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Abstract—In this paper, we focus on learning product graphs from multi-domain data. We assume that the product graph is formed by the Cartesian product of two smaller graphs, which we refer to as graph factors. We pose the product graph learning problem as the problem of estimating the graph factor Laplacian matrices. To capture local interactions in data, we seek sparse graph factors and assume a smoothness model for data. We propose an efficient iterative solver for learning sparse product graphs from data. We then extend this solver to infer multi-component graph factors with applications to product graph clustering by imposing rank constraints on the graph Laplacian matrices. Although working with smaller graph factors is computationally more attractive, not all graphs may readily admit an exact Cartesian product factorization. To this end, we propose efficient algorithms to approximate a graph by a nearest component or bipartite graphs [7], [15], [18].
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I. INTRODUCTION

SIGNAL processing and machine learning tools often leverage the underlying structure in data that may be available a priori for solving inference tasks. Some examples of commonly used structures include low rank, sparsity, or network structures [2], [3].

Graphs offer mathematical tools to model complex interactions in modern datasets and to analyze and process them. Graphs occur naturally as sensing domains for data gathered from meteorological stations, road and internet traffic networks, and social and biological networks, to name a few. In these applications, the nodes of a graph act as indices of the data (or signals). The edges of a graph encode the pairwise relationship between the function values at the nodes. Hence such datasets are referred to as graph data (or signals).

Taking this graph structure into account while processing data has well-documented merits for several signal processing and machine learning tasks like sampling and active learning [4], [9], filtering [2], and clustering [7], to list a few. These inference tasks within the fields of graph signal processing (GSP) and machine learning over graphs (GML) assume that the underlying graph is known or appropriately constructed depending on the application. For instance, in a sensor network with the sensors representing the nodes of a graph, the edge weight between any two sensors can be chosen as a function of its geographical proximity. Such a choice may not be useful in brain data processing or air quality monitoring applications, in which the similarity of the sensor measurements is not always related to the proximity of the sensors. Thus the underlying graph needs to be estimated using a data-driven approach when it is not available. The problem of inferring the underlying graph from data is referred to as graph learning [8]–[16].

A. Related prior works

The problem of inferring graph topologies from data is ill-posed. Therefore, a graph that best explains the data is often learned by matching the properties of the data to the desired graph and exploiting any prior knowledge available about the desired graph. For an extensive overview on graph learning (also referred to as topology inference) techniques, see [12] and [13] (and references therein).

Although a sample correlation or similarity graph (e.g., k-nearest neighbor graph or Gaussian similarity kernel) [7] computed from data are simple graph learning methods, they are sensitive to noise or missing samples as they do not take into account any available prior information about the desired graph or data model. There are two commonly used data models when learning undirected graphs from data. The first model is a probabilistic graphical model of random graph data. In this data model, the assumption is that the graph structure is related to the inverse data covariance matrix (or the so-called precision matrix) that encodes conditional independence relationship of random variables indexed by the nodes. Graph learning, in this case, reduces to finding a maximum likelihood estimator of the inverse covariance matrix by modeling it as a regularized graph Laplacian matrix [17]. The second model is a smoothness model based on the quadratic total variation of data over the graph or sparsity in a basis related to the graph. Graph learning under the smoothness model amounts to finding a graph Laplacian matrix that promotes a smooth variation of the data over the desired graph [8].

Typically we are interested in learning graphs that capture well the local interactions that many real-world datasets exhibit. Thus to obtain useful and meaningful graphs, we seek graph Laplacian matrices that are sparse with very few nonzero entries [8], [9]. Next to a sparsity prior, it is also useful for graph-based clustering applications to infer graphs by incorporating spectral priors to obtain, for instance, multi-component or bipartite graphs [7], [15], [18].

In this work, we restrict our focus to a smoothness data model for structured graph learning, in which we consider a
specific structure for the graph in the vertex domain, namely, the product structure. Specifically, we focus on Cartesian product graphs with two smaller graph factors. Cartesian product graphs are useful to explain complex relationships in multidomain graph data. For instance, consider a rating matrix in a recommender system such as Netflix or Amazon. It has a user dimension as well as an item or a movie dimension. The graph underlying such multi-domain data can often be factorized into a user graph and an item or a movie graph. Furthermore, the graph Laplacian matrix of a Cartesian product graph has a Kronecker sum structure with many interesting spectral properties that allow us to infer such graphs efficiently, or to perform graph filtering and sampling over product graphs efficiently.

Assuming a probabilistic graphical data model, [19] presented Bigraphical Lasso (BiGLasso)—an algorithm for estimating precision matrices with a Kronecker sum structure. Although BiGLasso is not intended to estimate the Laplacian matrices of the graph factors that we are interested in this work, we can always project the inverse covariance matrices obtained from BiGLasso onto the space of valid Laplacian matrices to get a naive estimate of the Laplacian matrices of the graph factors (see Section IV for more details).

In a closely related work in [20], the authors also consider the problem of inferring product graphs as in the precursor [1] of the paper, but without imposing sparsity or spectral constraints on the sought graph. The paper extends the precursor work to learn Cartesian product graphs with multiple components efficiently.

We frequently use the following identities. For matrices $A$ and $B$ (block) diagonal matrix with its argument along the main $i$th element and $i$th element of the matrix $X$ and vector $x$, respectively. $I_P$ denotes the identity matrix of size $P$. diag[·] (bdiag[·]) is a (block) diagonal matrix with its argument along the main diagonal. $tr(·)$ is the trace of the matrix. vec(·) is the matrix vectorization operation. $vech(·)$ is the half-vectorization of a symmetric matrix obtained by vectorizing only the lower triangular part of the matrix. $\lambda_i(·)$ denotes the $i$th smallest eigenvalue of its symmetric matrix argument. The symbols $\oplus$ and $\otimes$ represents the Kronecker sum and the Kronecker product, respectively. The symbol $\circ$ denotes the Cartesian product between two graphs. $x \succeq y$ denotes elementwise inequality between vectors $x$ and $y$. The operator $\mat(x, M, N)$ returns the $M \times N$ matrix obtained by arranging entries of the vector $x$ having $MN$ entries in column-major order.

Throughout this paper, we will use upper and lower case boldface letters to denote matrices and column vectors. We will use calligraphic letters to denote sets. $|·|$ denotes the cardinality of the set. $\mathbb{R}^N_+$ denotes the set of vectors of length $N$ with nonnegative real entries. $\mathbb{S}_++^N$ (symmetric and positive semidefinite matrix) of size $N \times N$. $[X]_{ij}$ and $x_i$ denote the $(i,j)$th element and $i$th element of the matrix $X$ and vector $x$, respectively. $I_P$ denotes the identity matrix of size $P$. $\diag[·]$ (bdiag[·]) is a (block) diagonal matrix with its argument along the main diagonal. $tr(·)$ is the trace of the matrix. vec(·) is the matrix vectorization operation. $vech(·)$ is the half-vectorization of a symmetric matrix obtained by vectorizing only the lower triangular part of the matrix. $\lambda_i(·)$ denotes the $i$th smallest eigenvalue of its symmetric matrix argument. The symbols $\oplus$ and $\otimes$ represents the Kronecker sum and the Kronecker product, respectively. The symbol $\circ$ denotes the Cartesian product between two graphs. $x \succeq y$ denotes elementwise inequality between vectors $x$ and $y$. The operator $\mat(x, M, N)$ returns the $M \times N$ matrix obtained by arranging entries of the vector $x$ having $MN$ entries in column-major order.

We frequently use the following identities. For matrices $A$, $B$, $C$ and $X$ of appropriate dimensions, the equation $AX + XB = C$ is equivalent to $(A \oplus B^T)\vech(X) = \vech(C)$ and $\vech(ABC) = (C^T \otimes A)\vech(B)$. The Kronecker sum of two matrices $A \in \mathbb{R}^{M \times M}$ and $B \in \mathbb{R}^{N \times N}$ can be expressed as $A \oplus B = I_N \otimes A + B \otimes I_M$. The trace of the product of two matrices can be expressed as $tr(AX) = \vech(\vech(A)\vech(X))$. Thus we have $tr(AX) = \vech(\vech(A)\vech(X))$. For an $N \times N$ symmetric and positive semidefinite matrix $A$, we have $\vech(\vech(A)) = \vech(\vech(A))$.

\begin{equation}
\sum_{i=1}^{K} \lambda_i(A) = \minimize_{V \in \mathbb{R}^{N \times K}, V^TV = I_K} tr(V^TAV). \tag{1}
\end{equation}
We compactly denote the optimal solution $V$ that contains as columns the $K$ eigenvectors corresponding to the $K$ smallest eigenvalues of $A$ as $V = \text{eig}\{A, K\}$.

The remainder of the paper is organized as follows. In Sections [I] and [III] we discuss product graphs, subspace representation of product graphs, product graph signals, and a generative model for smooth product graph signals. In Section [IV] we develop algorithms for estimating graph factors from data. In Section [V] we present algorithms for finding a nearest Kronecker sum factorization for approximating a graph by a Cartesian product graph. We discuss the results from numerical experiments performed on synthetic and real datasets in Section [VI]. The paper is concluded in Section [VII].

II. PRODUCT GRAPHS

In this section, we give a brief introduction to Cartesian product graphs. We then describe how to exploit the Kronecker sum structure of a Cartesian product graph Laplacian matrix to efficiently compute low-dimensional spectral embeddings of the nodes of a product graph.

A. Graph Laplacian matrix

Consider a weighted undirected graph $G_N = (V_N, E_N)$ with $N$ nodes (or vertices). The sets $V_N$ and $E_N$ denote the vertex set and edge set, respectively. The structural connectivity of the graph $G_N$ is represented by the symmetric adjacency matrix $W_N \in \mathbb{R}^{N \times N}$. The $(i, j)$th entry of $W_N$ is positive if there is an edge between node $i$ and node $j$. We also assume that the graph $G_N$ has no self-loops. Thus the diagonal entries of $W_N$ are all zero. The diagonal node degree matrix of the graph $G_N$ is given by $\Delta_N := \text{diag}(W_N 1_N) \in \mathbb{R}^{N \times N}$. The graph Laplacian matrix $L_N = \Delta_N - W_N$ is the canonical symmetric matrix with the value $-1$ in the position $(i, j)$, $1$ at the position $(i, i)$, and zero elsewhere, for all $i, j$.

By construction the graph Laplacian matrix of an undirected graph is real, symmetric, and positive semidefinite. Thus $L_N$ admits the following decomposition

$$L_N = U_N \Lambda_N U_N^T,$$

where $U_N \in \mathbb{R}^{N \times N}$ is an orthonormal matrix that contains the eigenvectors $\{u_1, \ldots, u_N\}$ as its columns and $\Lambda_N$ is a diagonal matrix that contains along its diagonal the eigenvalues $\{\lambda_1(L_N), \ldots, \lambda_N(L_N)\}$. We assume that the eigenvalues are ordered as $0 = \lambda_1(L_N) \leq \lambda_2(L_N) \leq \cdots \leq \lambda_N(L_N)$. Furthermore, the all-one vector lies in null space of $L_N$, i.e., $u_1 = 1_N$, without loss of generality. Thus we may denote the space of all the valid combinatorial Laplacian matrices of size $N$ by the set

$$L_N := \{L \in \mathbb{R}^{N \times N} | L = 0, [L]_{1i} = [L]_{j1} \leq 0, \forall i \neq j\}.$$  

In this above set, the inequality $[L]_{1i} \geq 0$ is implicit. Furthermore, the symmetric Laplacian matrix $L_N$ can be compactly represented with the $M_N = N(N + 1)/2$ nonduplicated elements $I_N \in \mathbb{R}^{M_N}$ as

$$\text{vec}(L_N) = D_N I_N,$$

where $l_N \succeq 0$ and the duplication matrix $D_N$ of size $N^2 \times M_N$ is explicitly expressed as

$$D_N^T = \sum_{i \geq j} \delta_{ij} \text{vec}^T(\Theta_{ij}).$$

Here, $\delta_{ij} \in \mathbb{R}^{M_N}$ is the canonical vector with 1 at position $(j-1)N + i - 0.5(j-1)$, and zero elsewhere. The matrix $\Theta_{ij} \in \mathbb{R}^{M_N \times M_N}$ is the canonical symmetric matrix with the value $-1$ in the position $(i, j)$, $1$ at the position $(i, i)$, and zero elsewhere, for all $i, j$.

B. Product graph Laplacian matrix

Consider two graphs $G_P = (V_P, E_P)$ and $G_Q = (V_Q, E_Q)$ having $P$ and $Q$ nodes, respectively. Let $L_P \in \mathbb{S}_P^P$ and $L_Q \in \mathbb{S}_Q^Q$ be the graph Laplacian matrices of $G_P$ and $G_Q$, respectively. We assume that the graph $G_N$ can be factorized into two factors such that the Cartesian product of the graphs $G_P$ and $G_Q$ is $G_N$, that is,

$$G_N = G_P \circ G_Q \quad \text{with} \quad V_N = V_P \times V_Q.$$

In other words, the graphs $G_P$ and $G_Q$ form the graph factors of the Cartesian product graph $G_N$. The number of nodes in the Cartesian product graph $G_N$ is $N = PQ$. An illustration of a Cartesian product graph with $P = 3$ nodes and graph factors having $P = 3$ and $Q = 4$ nodes is shown in Fig. [I]a.

The graph Laplacian matrix $L_N$ of $G_N$ can be expressed in terms of the Laplacian matrices of its graph factors $G_P$ and $G_Q$ as

$$L_N = L_P \oplus L_Q = I_Q \otimes L_P + L_Q \otimes I_P.$$  

Similar to (4), we can compactly represent $L_P$ and $L_Q$ as

$$\text{vec}(L_P) = D_P l_P \quad \text{and} \quad \text{vec}(L_Q) = D_Q l_Q,$$

where $l_P \in \mathbb{R}_+^{M_P}$ with $M_P = P(P + 1)/2$ and $l_Q \in \mathbb{R}_+^{M_Q}$ with $M_Q = Q(Q + 1)/2$. Here, $D_P \in \mathbb{R}^{P \times M_P}$ and $D_Q \in \mathbb{R}^{Q \times M_Q}$ are the duplication matrices defined in (5). We later on use the fact that the matrices $D_P^T D_P \in \mathbb{S}_P^{M_P}$ and $D_Q^T D_Q \in \mathbb{S}_Q^{M_Q}$ are diagonal.

Let us denote the eigenvalue decomposition of the Laplacian matrices $L_P$ and $L_Q$ as $L_P = U_P A_P U_P^T$ and $L_Q = U_Q A_Q U_Q^T$, respectively. Here, $U_P \in \mathbb{R}^{P \times P}$ and $U_Q \in \mathbb{R}^{Q \times Q}$ are the eigenvector matrices, and $A_P \in \mathbb{R}^{P \times P}$ and $A_Q \in \mathbb{R}^{Q \times Q}$ are the diagonal matrices.
\( \Lambda_Q \in \mathbb{R}^{Q \times Q} \) are the matrices of eigenvalues. Then the eigenvalue decomposition of \( L_N \) can be expressed as \( \{22\} \)

\[
L_N = (U_P A_P U_P^T) \oplus (U_Q A_Q U_Q^T)
\]

\[
= (U_Q \otimes U_P) (\Lambda_P + \Lambda_Q)(U_Q \otimes U_P)^T.
\]

This means that, the eigenvector matrix has a Kronecker product structure \( U_N = U_Q \otimes U_P \) and the eigenvalue matrix has a Kronecker sum structure \( \Lambda_N = \Lambda_P + \Lambda_Q \). This Kronecker structure can be exploited to efficiently perform clustering on product graphs as discussed next.

C. Subspace representation for product graphs

The algebraic multiplicity of the zero eigenvalue of a graph Laplacian matrix determines the number of connected components of the graph \( \{23\} \). This means that the rank of the graph Laplacian matrix of a \( K \)-connected graph with \( N \) nodes is \( N - K \). The matrix containing the \( K \) eigenvectors associated with the \( K \) smallest eigenvalues of the graph Laplacian yields a low-dimensional node representation (i.e., a \( K \)-dimensional node embedding), which preserves the information about the connectivity of the nodes in the graph. In particular, the \( n \)th row of this matrix forms the coordinates of the \( n \)th node in the low-dimensional subspace and is used for clustering the nodes of the graph \( \{24\} \).

A direct consequence of the Kronecker sum structure of the eigenvalue matrix in \( \{25\} \) is that a \( K \)-component product graph can be equivalently represented as the Cartesian product of two smaller graph factors having \( K_P \) and \( K_Q \) components with \( K = K_P K_Q \). Suppose the graph \( G_N = G_P \circ G_Q \) has \( K \) connected components. Then we have \( \text{rank}(L_N) = N - K \), \( \text{rank}(L_P) = P - K_P = R_P \), and \( \text{rank}(L_Q) = Q - K_Q = R_Q \). Further, from \( \{26\} \), the \( K_P \)-dimensional and \( K_Q \)-dimensional node embeddings can be used to efficiently compute the \( K \)-dimensional representation for \( G_N \). This is particularly useful in reducing the computational costs incurred while clustering large graphs.

III. PRODUCT GRAPH SIGNALS

This section discusses product graph signals and provides a generative model for smooth signals on a product graph.

Let \( x_i \in \mathbb{R}^N \) be a signal defined on the product graph \( G_N \) with its \( i \)-th index entry by the \( i \)th node of \( G_N \). Let us collect a set of \( T \) such graph signals \( \{x_i\}_{i=1}^T \) in a matrix \( X \in \mathbb{R}^{N \times T} \). Since every node in \( G_N \) can be indexed by a pair of vertices on its graph factors, we can reshape \( x_i \) as a matrix \( \mathbf{X}_i = \text{mat}(x_i, P, Q) \in \mathbb{R}^{P \times Q} \), i.e., \( x_i = \text{vec}(\mathbf{X}_i) \) for \( i = 1, \ldots, T \). This means that each \( x_i \) represents a multi-domain graph data with the entries of \( x_i \) indexed by the nodes of the graph factors \( G_P \) and \( G_Q \).

A. Smoothness data model

A smoothness metric based on the quadratic total variation with respect to the underlying graph Laplacian matrix is often used to quantify how well the signal \( x_i \) is related to the supporting graph. Specifically, we define the metric

\[
x_i^T L_N x_i = \sum_{(m,n) \in E_N} |W_N|_{mn} (|x_i|_m - |x_i|_n)^2,
\]

which penalizes signals \( x_i \) for which neighboring nodes have very different values. Clearly, for constant signals, this quadratic term is zero. For Cartesian product graphs [cf. \( \{27\} \)], this smoothness promoting quadratic term can be explicitly expressed in terms of its graph factors as

\[
x_i^T (L_P + L_Q) x_i = \text{vec}^T(\mathbf{X}_i) \text{vec}(L_P \mathbf{X}_i + \mathbf{X}_i L_Q)
\]

\[
= \text{tr}(\mathbf{X}_i^T L_P \mathbf{X}_i) + \text{tr}(\mathbf{X}_i L_Q \mathbf{X}_i^T).
\]

This means that the quadratic norm induced by the Cartesian product graph is separable and can be simplified as the sum of the quadratic total variation of the signals collected in the rows and columns of \( \mathbf{X}_i \) with respect to its graph factors \( G_P \) and \( G_Q \). For \( T \) snapshots of the data, this quadratic norm generalizes as

\[
\sum_{i=1}^T x_i^T (L_P + L_Q) x_i = \sum_{i=1}^T \text{tr}(\mathbf{X}_i^T L_P \mathbf{X}_i) + \text{tr}(\mathbf{X}_i L_Q \mathbf{X}_i^T) = \text{tr}(L_P S_P) + \text{tr}(L_Q S_Q),
\]

where we have defined the sample data covariance matrices

\[
S_P = \sum_{i=1}^T \mathbf{X}_i \mathbf{X}_i^T \in \mathbb{R}^{P \times P} \quad \text{and} \quad S_Q = \sum_{i=1}^T \mathbf{X}_i \mathbf{X}_i^T \in \mathbb{R}^{Q \times Q}.
\]

B. Kronecker-structured factor analysis model

Next, we describe a generative model for the multi-domain data that vary smoothly across the edges of a product graph in terms of its graph factors. The presented modeling is an extension of the factor analysis model for single domain datasets \( \{28\} \) to multi-domain data.

Since the eigenvector matrix \( U_N \) has a Kronecker product structure, we can synthesize \( x_i \) as

\[
x_i = U_N \tilde{x}_i = (U_Q \otimes U_P) \tilde{x}_i = \text{vec}(U_P \tilde{X}_i U_Q^T),
\]

where \( \tilde{x}_i = \text{vec}(\tilde{X}_i) \). Let us consider a noisy version of \( x_i \) given by

\[
Y_i = X_i + E_i = U_P \tilde{X}_i U_Q^T + E_i,
\]

where \( Y_i \in \mathbb{R}^{P \times Q} \) is the \( i \)th snapshot of the multi-domain noisy graph data, \( E_i \in \mathbb{R}^{P \times Q} \) is the observation noise, and \( \tilde{X}_i \in \mathbb{R}^{P \times Q} \) is the latent factor matrix with loading matrices \( U_P \) and \( U_Q \), which jointly influence the observations \( Y_i \).

On vectorizing \( \{29\} \), we get

\[
y_i = (U_Q \otimes U_P) \tilde{x}_i + e_i,
\]

where \( y_i \in \mathbb{R}^{PQ} \) with \( y_i = \text{vec}(Y_i) \). We assume that \( e_i = \text{vec}(E_i) \) is distributed as \( e_i \sim N(0, \sigma^2 I_N) \). We refer to this model as the Kronecker-structured factor analysis model.

Next, we define a Gaussian prior distribution \( p(\tilde{x}_i) \) over the latent factors along with a Gaussian conditional distribution \( p(y_i|\tilde{x}_i) \) for the observed variable \( y_i \) conditioned on the value of the latent variable \( \tilde{x}_i \). More specifically, the prior distribution over \( \tilde{x}_i \) is given by

\[
p(\tilde{x}_i) = N(0, |\Lambda_P + \Lambda_Q|),
\]

where \( |\Lambda_P + \Lambda_Q| \in \mathbb{R}^{N \times N} \) is a diagonal matrix and the conditional distribution of \( y_i \) conditioned on \( \tilde{x}_i \) is given by

\[
p(y_i|\tilde{x}_i) = N([U_Q \otimes U_P] \tilde{x}_i, \sigma^2 I_N).
\]
Then the maximum a posteriori (MAP) estimate of $\hat{x}_i$ is
\[
\arg\max_{\hat{x}_i} \ln p(y_i | \hat{x}_i) + \ln p(\hat{x}_i) = \arg\min_{\hat{x}_i} \alpha \| y_i - (U_Q \otimes U_P) \hat{x}_i \|^2_F + \hat{x}_i^T (A_P \oplus A_Q) \hat{x}_i,
\]
where the constant $\alpha > 0$ is related to the noise variance $\sigma^2$. Using (11) in (15) and from (9), the MAP estimate of $x_i$ is obtained by solving
\[
\arg\min_{X_i} \alpha \| Y_i - X_i \|^2_F + \text{tr}(X_i^T L_P X_i) + \text{tr}(X_i L_Q X_i^T).
\]
This means that the data that follows the Kronecker-structured factor analysis model (12) with a Gaussian prior on the latent factors in (14) yield graph data that are simultaneously factors as in (14) yield graph data that are simultaneously smooth on the graph factors of the Cartesian product graph. More generally, we can jointly denoise $T$ snapshots of the noisy data $Y_i$, for $i = 1, \ldots, T$, using the graph regularizer in (10), as
\[
\min_{X_i, i = 1, \ldots, T} \sum_{i=1}^T \alpha \| Y_i - X_i \|^2_F + \text{tr}(X_i^T L_P X_i) + \text{tr}(X_i L_Q X_i^T).
\]
In what follows, based on (16), we formulate product graph learning as the problem of estimating the Laplacian matrices of the graph factors underlying the available data.

IV. COMPUTING GRAPH FACTORS FROM DATA

In this section, we present solvers for the problem of learning the graph factors underlying data with the assumption that the data is smooth with respect to the product graph. As discussed in Section III there are several existing algorithms that estimate the graph Laplacian matrix from the available data. These methods ignore the fact that the underlying graph $G_N$ can be factorized as the Cartesian product of $G_P$ and $G_Q$. When this additional information is accounted for, we get computationally efficient algorithms. To begin with, we assume that the observed data is noiseless, i.e., $Y_i = X_i$ for $i = 1, 2, \ldots, T$ (see the discussion in Section VII when the observed data is noisy or incomplete) and solve the problem of learning sparse graph factors that sufficiently explain the data. Then, we extend this solution to obtain graph factors with multiple connected components by introducing rank constraints on the graph factor Laplacian matrices.

A. Learning sparse graph factors

We jointly estimate $L_P$ and $L_Q$ by restricting our search to the set of Laplacian matrices defined in (13). That is, we propose to solve the following product graph learning (PGL) problem:
\[
\begin{align*}
\min_{L_P \in L_P, L_Q \in L_Q} & \text{tr}(L_P S_P) + \text{tr}(L_Q S_Q) + h(L_P, L_Q) \\
\text{subject to} & \quad \text{tr}(L_P) = P \quad \text{and} \quad \text{tr}(L_Q) = Q,
\end{align*}
\]
with known parameters $\text{diag}(p_4) := \text{bdig}(\text{diag}(p_{4, P}), \text{diag}(p_{4, Q}))$ and $q_{4, d} := [q_{4, P}, q_{4, Q}] = [\text{vec}^T(S_P)D_P, \text{vec}^T(S_Q)D_Q]$. (18)

The optimization problem (17) is a special case of a quadratic program in which the matrix associated with the quadratic term in the objective function is diagonal. This optimization problem can be solved efficiently and optimally.
using Algorithm 1 which is developed in Appendix B. The optimal solution to (P1) is given by the iterative procedure

\[ l^* = \text{PGL}(p_d, q_d, C, d, T_{ol}, \rho). \]

Although we concatenate \( l_P \) and \( l_Q \), and present a solver for \( l \) as described above, it is computationally less expensive to solve for \( l_P \) and \( l_Q \) separately as it is easy to see that the problem is separable in these variables. Specifically, the solution to (P1) is given by \( l_i^* = \text{PGL}(p_d, q_d, C_i, d_i, T_{ol}, \rho) \) for \( i \in \{P, Q\} \). By doing so, we incur a per iteration computational cost of the order \( P^2 + Q^2 \) flops (cf. Appendix B) and not order \((P + Q)^2\) flops.

In the next section, we specialize the problem of learning sparse graph factors discussed in this section to the specific case in which the graphs \( G_P \) and \( G_Q \) each have multiple connected components.

### B. Learning graph factors with rank constraints

As discussed in Section II-C if the underlying graph has a product structure, then instead of learning a large multicomponent graph with \( N \) nodes, we may learn smaller multicomponent graph factors with \( P \) and \( Q \) nodes, or learn the low-dimensional embeddings of the nodes in \( G_N \), by computing the low-dimensional representations for \( G_P \) and \( G_Q \).

Suppose that the graphs \( G_P \) and \( G_Q \) have \( K_P \) and \( K_Q \) connected components, respectively. Although tuning \( \beta_1 \) and \( \beta_2 \) in (P1) allows us to control the sparsity of the edge weights, we cannot, however, obtain graphs with a desired number of connected components. Therefore, we specialize (P1) to learn graph factors with multiple connected components by solving the following rank-constrained product graph learning (RPGL) problem

\[
\begin{align*}
& \text{minimize} \quad \text{tr}(L_P S_P) + \text{tr}(L_Q S_Q) + h(L_P, L_Q) \\
& \text{subject to} \quad \text{tr}(L_P) = P, \quad \text{tr}(L_Q) = Q, \\
& \quad \text{rank}(L_P) = R_P \quad \text{and} \quad \text{rank}(L_Q) = R_Q,
\end{align*}
\]

where the tuning parameters \( \gamma_1 > 0 \) and \( \gamma_2 > 0 \) force the second and third terms of the objective to zero at optimality ensuring the rank of the optimal \( L_P \) and \( L_Q \) to be \( R_P \) and \( R_Q \), respectively. From (1), Problem (21) will then be to minimize \( f(L_P, L_Q) + \gamma_1 \text{tr}(V_P^T L_P V_P) + \gamma_2 \text{tr}(V_Q^T L_Q V_Q) \)

subject to \( L_P \in \mathcal{L}_P, \quad L_Q \in \mathcal{L}_Q, \quad \text{tr}(L_P) = P, \quad \text{tr}(L_Q) = Q, \quad V_P^T V_P = I_{K_P} \) and \( V_Q^T V_Q = I_{K_Q} \)

(22)

with variables \( L_P \in \mathbb{S}^P_+, \quad L_Q \in \mathbb{S}^Q_+, \quad V_P \in \mathbb{R}^{P \times K_P}, \) and \( V_Q \in \mathbb{R}^{Q \times K_Q} \). The optimization problem (22) is not a convex optimization problem. Therefore, we propose to solve it by alternately minimizing it with respect to \( \{L_P, L_Q\} \) and \( \{V_P, V_Q\} \), while keeping the other variable fixed. For each subproblem, we achieve the global optimum.

1) Update of \( \{L_P, L_Q\} \): The second and third term in the objective function of (22) regularize the data with the low-dimensional embeddings as

\[
\text{tr}(L_i S_i) + \gamma_i \text{tr}(V_i^T L_i V_i) = \text{tr} \left( L_i [S_i + \gamma_i V_i V_i^T] \right).
\]

Further, we have

\[
\text{tr}(V_i^T L_i V_i) = \text{vec}^T(V_i V_i^T) D_i l_i = q_i^T l_i
\]

for \( i \in \{P, Q\} \). Let us define \( q_i^T := [q_i^T, p_i^T, q_i^T] \) and \( q_i^T := [q_i^T, p_i^T, q_i^T] \) with \( q_i^T = q_i^T + q_i^T \) for \( i \in \{P, Q\} \). The subscript \( \cdot^T \) denotes rank constraints. Then, for fixed \( V_P \) and \( V_Q \), we have the subproblem

\[
\begin{align*}
& \text{minimize} \quad \left\{ \sum_{l \in \mathbb{R}^{K_P}} \frac{1}{2} l^T \text{diag}(p_d) l + q_i^T l \right. \\
& \quad \text{subject to} \quad C l = d \quad \text{and} \quad l \succeq 0,
\end{align*}
\]

(23)

where the constraints are the same as before. The solution to (23) can be computed using Algorithm 1 as \( l^* = \text{PGL}(p_d, q_i, C, d, T_{ol}, \rho) \), or more efficiently (and equivalently) as \( l^*_P \) and \( l^*_Q \) can be computed separately.

2) Update of \( \{P_V, Q_V\} \): For fixed \( L_P \) and \( L_Q \), Problem (22) reduces to an eigenvalue problem

\[
\begin{align*}
& \text{minimize} \quad \gamma_1 \text{tr}(V_P^T L_P V_P) + \gamma_2 \text{tr}(V_Q^T L_Q V_Q) \\
& \text{subject to} \quad V_P^T V_P = I_{K_P} \quad \text{and} \quad V_Q^T V_Q = I_{K_Q}.
\end{align*}
\]

(24)

The optimal solution of \( V_P \) and \( V_Q \), are, respectively, given by the eigenvectors of \( L_P \) and \( L_Q \) corresponding to the \( K_P \) and \( K_Q \) smallest eigenvalues. That is, \( V_P = \text{eigs}(L_P, K_P) \) and \( V_Q = \text{eigs}(L_Q, K_Q) \). Computing this partial eigendecomposition approximately costs \( K_P P^2 + K_Q Q^2 \) flops.

This cyclic minimization procedure is summarized in Algorithm 2. Each iteration of Algorithm 2 incurs a computational complexity of about \( (K_P + 1) P^2 + (K_Q + 1) Q^2 \) flops. The graph factor Laplacian matrices \( L_P \) and \( L_Q \) from Algorithm 2 that have \( K_P \) and \( K_Q \) connected components, respectively, can be used for clustering. The low-dimensional subspaces \( V_P \) and \( V_Q \) provide the low-dimensional embeddings of the nodes in \( G_P \) and \( G_Q \), respectively. These can be used to compute the low-dimensional embeddings of the nodes in \( G_P \). Furthermore, the rows of \( V_P \) and \( V_Q \) can also be used to cluster the nodes in \( G_P \) and \( G_Q \) using standard spectral clustering algorithms such as \( K \)-means (24).
Algorithm 2 Rank-constrained product graph learning

```latex
function RPGL(p, q, c, d, tol, \rho, \text{MaxIter}, K_P, K_Q)
  1: Initialize \( k \leftarrow 0 \)
  2: while \( k < \text{MaxIter} \) do
  3: \( l \leftarrow \text{PGL}(p, q, c, d, \text{Tol}, \rho) \) \quad \triangleright \quad l = [I_P^T, I_Q^T]^T
  4: \( L_P \leftarrow \text{mat}(D_P l_P, P, P) \)
  5: \( Q \leftarrow \text{mat}(D_Q l_Q, Q, Q) \)
  6: \( V_P \leftarrow \text{eigs}(L_P, K_P) \)
  7: \( V_Q \leftarrow \text{eigs}(L_Q, K_Q) \)
  8: \( k \leftarrow k + 1 \)
  9: return \( L_P, L_Q, V_P, \) and \( V_Q \)
```

V. APPROXIMATING A GRAPH BY A PRODUCT GRAPH

Suppose we have the Laplacian matrix of a Cartesian product graph \( L_N \) available or given an estimate of the Laplacian matrix from any of the state-of-the-art graph learning methods, we may factorize it into its graph factors. This is useful for approximating large graphs within a Cartesian product of smaller graph factors; see the illustration in Fig. 1(b). Approximating large graphs through a Cartesian product of smaller graph factors reduces storage and computational costs involved in many GSP tasks [2]. In this section, we assume that \( L_N \) is available or has already been computed from data and propose solvers to factorize \( L_N \) into its graph factors.

A. Nearest Kronecker sum factorization

To compute the Laplacian matrices \( L_P \) and \( L_Q \) from \( L_N \), we propose the following Kronecker sum factorization (KronFact) problem

\[
\begin{align*}
\text{minimize} & \quad \|L_N - L_P \oplus L_Q\|^2_F \\
\text{subject to} & \quad \text{tr}(L_P) = P \quad \text{and} \quad \text{tr}(L_Q) = Q,
\end{align*}
\]

where the trace constraints are used to fix the scales of \( L_P \) and \( L_Q \). The constraint sets \( L_P \) and \( L_Q \) are the sets of all the valid combinatorial Laplacian matrices of size \( P \times P \) and \( Q \times Q \), respectively [cf. (3) for the definition].

The optimization problem (P3) can be equivalently expressed as the following convex optimization problem [see Appendix C]

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} l^T \text{diag}(p_l) l + q_l^T l \\
\text{subject to} & \quad C l = d \quad \text{and} \quad l \succeq 0
\end{align*}
\]

with known parameters \( \text{diag}(p_l) \in S^m_{++}, q_l \in \mathbb{R}^m, C \in \mathbb{R}^{L \times M}, \) and \( d \in \mathbb{R}^L \), where recall that \( L = P + Q + 2 \).

The subscript ‘\( T \)’ represents factorization. The parameters in the objective function are defined as

\[
\begin{align*}
\text{diag}(p_l) & := \text{bdiag}([\text{diag}(p_l), \text{diag}(q_l)]) \\
& = \text{bdiag}(2QD_P^T D_P, 2PD_Q^T D_Q)
\end{align*}
\]

and

\[
\begin{align*}
q_l^T & := [q_l^T, q_l^T] \\
& = [2 \text{vec}^T(I_P) L_N D_P, -2 \text{vec}^T(I_P) L_N^2 D_Q],
\end{align*}
\]

where \( L_N \in \mathbb{R}^{Q^2 \times P^2} \) is the tilde transform of \( L_N \) defined in (37) and (38). The parameters related to the equality constraints are defined in (20) [see Appendix A].

Although the need for the trace equality constraints is not evident in (P3), it is easy to realize that without the trace equality constraints, (25) will result in a trivial solution. Further, Problems (17) and (25) have similar form. The role of \( \beta_1 \) and \( \beta_2 \) in (17) to control the sparsity and distribution of edge weights is now played by \( P \) and \( Q \), respectively.

As seen before, the optimization problem (25) can be solved efficiently and optimally using Algorithm 1. Specifically, the optimal solution to (P3) is given as \( l^* = \text{PGL}(p_I, q_I, c, d, \text{Tol}, \rho) \). It is computationally less expensive to solve for \( L_P \) and \( L_Q \) separately as earlier.

B. Rank constrained nearest Kronecker sum factorization

To compute the graph factors \( G_P \) and \( G_Q \) with \( K_P \) and \( K_Q \) components, respectively, we propose to factorize the available \( L_N \) to estimate \( L_P \) and \( L_Q \) using (P3) with rank constraints as in (P2). Specifically, we propose to solve the following rank-constrained Kronecker sum factorization (R-KronFact) problem

\[
\begin{align*}
\text{minimize} & \quad \|L_N - L_P \oplus L_Q\|^2_F \\
\text{subject to} & \quad \text{tr}(L_P) = P \quad \text{and} \quad \text{tr}(L_Q) = Q, \\
& \quad \text{rank}(L_P) = R_P \quad \text{and} \quad \text{rank}(L_Q) = R_Q,
\end{align*}
\]

where recall that \( R_P = P - K_P \) and \( R_Q = Q - K_Q \).

Let us then define the cost function as

\[
g(L_P, L_Q) = \|L_N - L_P \oplus L_Q\|^2_F.
\]

Since \( L_P \geq 0 \) and \( L_Q \geq 0 \), we can equivalently write Problem (P4) as

\[
\begin{align*}
\text{minimize} & \quad g(L_P, L_Q) + \gamma_1 \sum_{i=1}^{K_P} \lambda_i(L_P) + \gamma_2 \sum_{i=1}^{K_Q} \lambda_i(L_Q), \\
\text{subject to} & \quad \text{tr}(L_P) = P \quad \text{and} \quad \text{tr}(L_Q) = Q,
\end{align*}
\]

which for appropriately selected \( \gamma_1 > 0 \) and \( \gamma_2 > 0 \) will, respectively, make the second and third term of the objective zero at optimality. Thus the rank of the optimal \( L_P \) and \( L_Q \) will be \( R_P \) and \( R_Q \), respectively. From (I), Problem (28) can be written as

\[
\begin{align*}
\text{minimize} & \quad g(L_P, L_Q) + \gamma_1 \text{tr}(V_P^T L_P V_P) + \gamma_2 \text{tr}(V_Q^T L_Q V_Q) \\
\text{subject to} & \quad L_P \in L_P, \quad L_Q \in L_Q, \quad \text{tr}(L_P) = P, \quad \text{tr}(L_Q) = Q, \\
& \quad V_P^T V_P = I_{K_P} \quad \text{and} \quad V_Q^T V_Q = I_{K_Q}
\end{align*}
\]

with variables \( L_P \in S^P_{++}, L_Q \in S^Q_{++}, V_P \in \mathbb{R}^{P \times K_P}, \) and \( V_Q \in \mathbb{R}^{Q \times K_Q} \). This optimization problem is not a convex optimization problem. Therefore, we propose to solve it by alternatingly minimizing it with respect to \( \{L_P, L_Q\} \) and \( \{V_P, V_Q\} \), while keeping the other variable fixed. As before, we obtain the global optimum for each subproblem.
1) Update of \( \{L_P, L_Q\} \): From Section \( \text{V-A} \) and using the facts that \( \text{tr}(V_P^2 L_P V_P) = \text{vec}^T(V_P V_P^T)D_P L_P \) and \( \text{tr}(V_Q^2 L_Q V_Q) = \text{vec}^T(V_Q V_Q^T)D_Q L_Q \), for fixed \( V_P \) and \( V_Q \). Problem \( \text{(29)} \) simplifies to

\[
\begin{align*}
\text{minimize}_{l \in \mathbb{R}^M} & \quad \frac{1}{2} Tr(l^T \text{diag}(p_l) l + q_l^T l) \\
\text{subject to} & \quad Cl = d \quad \text{and} \quad l \succeq 0 , \end{align*}
\]

where the parameter \( q_{\text{def}} = q_l + q_r \in \mathbb{R}^M \) with \( q_l \) defined in \( \text{(27)} \) and recall that

\[
q_r = [q_r^T \ldots q_r^T],
\]

\[
q_r^T = \gamma_1 \text{vec}^T(V_P V_P^T)D_P, \quad \gamma_2 \text{vec}^T(V_Q V_Q^T)D_Q.
\]

The solution to \( \text{(30)} \) can be computed using Algorithm \([1]\) as \( l^* = \text{PGL}(p_l, q_{\text{def}}, C, d, Tol, \rho) \), or \( L_P \) and \( L_Q \) can be solved separately.

2) Update of \( \{V_P, V_Q\} \): For fixed \( L_P \) and \( L_Q \), Problem \( \text{(29)} \) reduces to an eigenvalue problem \( \text{(24)} \). The optimal solution of \( V_P \) and \( V_Q \) are, respectively, given by the \( K_P \) and \( K_Q \) eigenvectors of \( L_P \) and \( L_Q \) corresponding to the \( K_P \) and \( K_Q \) smallest eigenvalues. That is, \( V_P = \text{eigs}(L_P, K_P) \) and \( V_Q = \text{eigs}(L_Q, K_Q) \).

To summarize, the proposed solution to \( \text{(27)} \) is the procedure \( \text{RPGL}(p_l, q_{\text{def}}, C, d, Tol, \rho, \maxIter, K_P, K_Q) \). The Kronecker sum factorization to compute of \( L_P \) and \( L_Q \) incurs about \( O(P^2+Q^2) \) flops. With rank constraints, each iteration of \( \text{R-KronFact} \) costs about \( O((K_P+1)P^2+(K_Q+1)Q^2) \) flops.

VI. Numerical Experiments

This section presents results from numerical experiments\([7]\) to demonstrate the developed theory and evaluate the proposed product graph learning methods on synthetic and real datasets. Specifically, using synthetic data, we evaluate the performance of the proposed methods, namely, \( \text{PGL} \) and \( \text{KronFact} \), in terms of F-measure and the performance of \( \text{RPGL} \) and \( \text{R-KronFact} \) in terms of Normalized Mutual Information (NMI), and compare with state-of-the-art methods for graph learning and clustering. We then demonstrate the efficacy of these proposed algorithms on real datasets related to air quality index (AQI) monitoring on time-series collected at several Indian cities \([25]\) and to cluster multi-view object images from the COIL-20 image dataset \([27]\).

A. Product graph learning (synthetic dataset)

To evaluate the performance of \( \text{PGL} \) and \( \text{KronFact} \), we construct a graph \( G_N \) by forming the Cartesian product of two community graphs \( G_P \) and \( G_Q \) as \( G_N = G_P \diamond G_Q \). We use \( P = 10 \) and \( Q = 15 \) nodes so that \( N = 150 \). We choose the edge weights of the graph factors \( G_P \) and \( G_Q \) uniformly at random from the interval \([0,1]\). The synthetic graphs \( G_P, G_Q \), and \( G_N \) that we use are shown in Fig. \( \text{2(a)} \).

We generate \( T \) smooth graph signals \( \{x_i\}_{i=1}^T \) on the product graph \( G_N \) using the Kronecker structured factor analysis model described in Section \( \text{III-B} \) with \( \sigma^2 = 0 \) (i.e., we have a noise-free setting). Given these product graph signals, we estimate the graph factors \( G_P \) and \( G_Q \) using the following methods.

(i) \( \text{PGL} \) that solves \( \text{(17)} \). (ii) \( \text{KronFact} \) that solves \( \text{(23)} \) using estimated and noisy \( L_N \) obtained by solving the convex program \( \text{(8)} \):

\[
\begin{align*}
\text{minimize}_{L_N \in \mathbb{R}^{N \times N}} \quad & \quad \text{tr}(L_N S_N) + \beta \|L_N\|_F^2 \quad , \\
\text{subject to} & \quad \text{tr}(L_N) = N,
\end{align*}
\]

where \( S_N = XX^T \in \mathbb{R}^{N \times N} \) is the known sample data covariance matrix, and \( \beta \) is the regularization parameter with which the sparsity of the edge weights may be controlled.

We refer to the method that infers \( G_N \) from \( \text{(31)} \) by ignoring the product graph structure as \( \text{graph learning (GL)} \). (iii) \( \text{BiGLasso} \) from \([19]\) that estimates precision matrices based on a probabilistic graphical data model. (iv) Since the precision matrices estimated from \( \text{BiGLasso} \) are not valid Laplacian matrices, we project them onto the set of all the valid Laplacian matrices by solving

\[
\begin{align*}
\text{minimize}_{L_i \in \mathbb{R}^{N \times N}} \quad & \quad \|P_i - L_i\|_F^2, \quad i \in \{P, Q\},
\end{align*}
\]

where \( P_P \in S_N^+ \) and \( P_Q \in S_N^0 \) are the estimated precision matrices from \( \text{BiGLasso} \). We refer to this method as \( \text{Projected BiGLasso} \). While GL directly estimates \( G_N \), the inferred graph factors from \( \text{PGL} \), \( \text{KronFact} \), \( \text{BiGLasso} \), and \( \text{Projected BiGLasso} \) are then used to construct the estimated product graph \( G_N \). We use the following hyperparameters. For \( \text{PGL} \), we use \( \beta_1 = 0.2, \beta_2 = 0.3, \text{Tol} = 10^{-6}, \) and \( \rho = 0.0051 \). For \( \text{GL} \), we use \( \beta = 1.5 \).

We evaluate the performance of these Laplacian matrix estimators in terms of F-score, which is defined as

\[
\text{F-score}(\hat{L}, L) = \frac{2 \cdot \text{tp}}{2 \cdot \text{tp} + \text{fn} + \text{fp}},
\]

where \( L \) is the ground truth Laplacian matrix, \( \hat{L} \) is the estimated Laplacian matrix, \( \text{tp} \) denotes true positive, \( \text{fn} \) denotes false negative, and \( \text{fp} \) denotes false positive. Although F-score is used to evaluate the performance of a binary classifier, it is a commonly used metric to evaluate graph learning algorithms as they too solve a binary hypothesis testing problem of inferring whether there exists a “link” or “no link” between a pair of nodes. An F-score of 1 means that all the edges have been perfectly inferred.

In Figs. \( \text{2(b), 2(c), and 2(d)} \), we report for different sample sizes \( T = \{10, 50, 250, 500, 1000, 2000, 5000\} \) the average F-scores (averaged over 10 independent experiments) for inferring graphs \( G_P, G_Q, \) and \( G_N \), respectively. As \( \text{PGL} \) exploits the underlying Cartesian product structure, the graph factor Laplacian matrices \( \{L_P, L_Q\} \) can be inferred perfectly for a reasonable number of samples as compared to \( \text{GL} \). We can see in Fig. \( \text{2(d)} \) that \( \text{KronFact} \), which factorizes the estimated (noisy) \( L_N \) from \( \text{GL} \) to obtain the graph factor Laplacian matrices, has a better performance as \( \text{KronFact} \) accounts for the Cartesian product structure of \( G_N \). The graph factor Laplacian matrices estimated from \( \text{Projected BiGLasso} \) have a better F-score as compared to \( \text{BiGLasso} \), which estimates the precision matrices (interpreted as graph factor models...
Learning performance: (b) Graph factor $\mathcal{G}_P$. (c) Graph factor $\mathcal{G}_Q$. (d) Product graph $\mathcal{G}_N$.}

Fig. 2: Product graph learning. (a) Synthetic graphs $\mathcal{G}_P$ with $P = 10$ nodes, $\mathcal{G}_Q$ with $Q = 15$ nodes, and $\mathcal{G}_N$ with $N = 150$ nodes. Graph learning performance: (b) Graph factor $\mathcal{G}_P$. (c) Graph factor $\mathcal{G}_Q$. (d) Product graph $\mathcal{G}_N$.

![Product graph clustering. (a) Ground truth 3-component $\mathcal{G}_P$ with $P = 15$ nodes, 4-component $\mathcal{G}_Q$ with $Q = 20$ nodes, and 12-component $\mathcal{G}_N$ with $N = 300$ nodes. (b) Estimated multi-component graphs using RPGL. (c) Convergence of RPGL and R-KronFact.](image)

Fig. 3: Product graph clustering. (a) Ground truth 3-component $\mathcal{G}_P$ with $P = 15$ nodes, 4-component $\mathcal{G}_Q$ with $Q = 20$ nodes, and 12-component $\mathcal{G}_N$ with $N = 300$ nodes. (b) Estimated multi-component graphs using RPGL. (c) Convergence of RPGL and R-KronFact.

| Graph learning from $X$ | PGL | RPGL | SC | $k$-means | Projected BiGLasso | GL | SGL |
|------------------------|-----|------|----|-----------|-------------------|----|-----|
| $L_P$                  | 0.92| 0.92 | -  | -         | 0.79              | -  | -   |
| $L_Q$                  | 1   | 1    | -  | -         | 0.80              | 0.44| 0.94|
| $L_N$                  | 0.95| 0.97 | 0.16| 0.27      | 0.61              | 0.44| 0.94|

| R-KronFact using $L_N$ | $\hat{L}_N$ from GL | $\hat{L}_N$ from SGL |
|------------------------|----------------------|----------------------|
| 1                      | 0.25                 | 1                    |
| 1                      | 0.71                 | 0.98                 |
| 1                      | 0.53                 | 0.9                  |

TABLE I: NMI for different graph learning methods. Since we aim to cluster the nodes in $\mathcal{G}_N$, we do not report NMI values for methods that do not infer the graph factors. The NMI values for these cases are marked as “-”. The best result is highlighted in bold font.

Laplacian matrices here. In essence, the proposed method outperforms the baseline methods for inferring graph factors and achieves a higher F-score with a relatively smaller number of training samples.

B. Product graph clustering (synthetic dataset)

Next, we demonstrate the developed algorithms for clustering product graphs, which we perform via learning smaller multi-component graph factors from data. To do so, we generate a multi-component Cartesian product graph $\mathcal{G}_N$ with $N = 300$ nodes that is formed by the Cartesian product of its graph factors $\mathcal{G}_P$ and $\mathcal{G}_Q$ having $P = 15$ and $Q = 20$ nodes, respectively. The graph factors $\mathcal{G}_P$ and $\mathcal{G}_Q$ have $K_P = 3$ and $K_Q = 4$ connected components, respectively. Thus the Cartesian product graph $\mathcal{G}_N$ has $K = K_P K_Q = 12$ components. The graph factors and the Cartesian product graph are shown in Fig. 3(a).

As before, we generate $T = 1000$ graph signals on the product graph $\mathcal{G}_N$ using the Kronecker-structured factor analysis model with $\sigma^2 = 0$. Given these product signals, we estimate the multi-component graph factors using RPGL that solves (P2) using Algorithm 2 wherein we use the following hyperparameters for RPGL: $\beta_1 = 0.25$, $\beta_2 = 0.25$, $\text{Tol} = 10^{-6}$, $\rho = 0.0051$, $\gamma_1 = 0.5$, $\gamma_2 = 0.7$, $K_P = 3$, $K_Q = 4$, $\text{MaxIter} = 100$. The estimated graph factors $\mathcal{G}_P$ and $\mathcal{G}_Q$, and the multi-component product graph that is formed using $\mathcal{G}_P$ and $\mathcal{G}_Q$ are shown in Fig. 3(b), where we can see that the clusters are perfectly estimated.

Next, we compare the clustering accuracy to cluster nodes of $\mathcal{G}_N$ in term of NMI, which is defined as

$$\text{NMI}(\mathcal{C}, \hat{\mathcal{C}}) = \frac{I(\mathcal{C}, \hat{\mathcal{C}})}{0.5[H(\mathcal{C}) + H(\hat{\mathcal{C}})]},$$

where the set $\mathcal{C}$ contains ground truth class assignments, the set $\hat{\mathcal{C}}$ contains estimated clusters, $I$ is the mutual information between clusters $\mathcal{C}$ and $\hat{\mathcal{C}}$, and $H(\mathcal{C})$ and $H(\hat{\mathcal{C}})$ represent the
entropies. In Table I, we provide NMI (averaged over 20 trials) based on cluster assignments estimated from the following methods. (i) Normalized spectral clustering (SC) [24] and (ii) $k$-means [28] to compute the cluster assignments of the nodes in $G_N$, where SC constructs a similarity graph from data. We also use graph learning techniques: (iii) GL that estimates $L_N$ by solving [31] and ignoring the product structure. (iv) Structured graph learning (SGL) [15] that recovers a $K$-component graph Laplacian matrix ignoring the product structure. (v) Using Projected BiGLasso described in Section VI-A (vi) the proposed method ---PGL that solves (22) using Algorithm 2. (vii) the proposed method —RPGL that solves (22) based on the true graph $L_N$ and estimated graphs $L_N$ from GL and SGL. For graph learning techniques that estimate $L_P$, $L_Q$, or $L_N$ (for PGL, RPGL, and R-KronFact we construct $L_N$ as $L_P \oplus L_Q$), we apply the $k$-means algorithm [28], to estimate the cluster assignments and compute NMI, using the node embeddings $	ext{eigs}(L_P, K_P)$, $	ext{eigs}(L_Q, K_Q)$, and $	ext{eigs}(L_N, K_N)$.

As can be seen in Table I, RPGL results in the best NMI clustering accuracy and outperforms graph-learning based clustering technique SGL, where RPGL exploits the underlying product structure and performs clustering on large graphs by clustering its smaller graph factors. Using R-KronFact, approximating the available graph from GL or SGL by a Cartesian product graph, we perform better or on par with GL or SGL in terms NMI, but by processing smaller graphs.

In Fig. 4 we show the convergence of error for RPGL and R-KronFact, which use alternating minimization. The error is defined as

$$\text{Error} = \frac{\|L_P^{(k)} - L_P^{(k-1)}\|_F^2}{\|L_P^{(k)}\|_F^2} + \frac{\|L_Q^{(k)} - L_Q^{(k-1)}\|_F^2}{\|L_Q^{(k-1)}\|_F^2},$$

where $L_i^{(k)}$ and $L_i^{(k-1)}$, $i \in \{P, Q\}$ are the estimated Laplacian matrices at the current and previous iterations, respectively. As can be seen, RPGL that uses noise-free data as input converges in about 10 iterations, whereas R-KronFact that uses an estimate of the Laplacian matrix (can be interpreted as a noisy version of $L_N$) from [31] as input needs about 100 iterations, for this dataset.

C. Multi-view object clustering (COIL-20 dataset)

In this section, we demonstrate product graph clustering using COIL-20 image dataset [27]. For illustration, we consider multi-view images of 10 objects (selected at random from the available 20 objects in the database). These objects were placed on a turntable, and we choose images of the objects taken from a fixed camera by rotating the table at an interval of 10 degrees. Thus the dataset has 360 images corresponding to 10 objects with 36 views per image, where each image is of size $128 \times 128$ pixels. This corresponds to the multi-domain data with an object domain and a view domain.

This entire set of 360 images can be efficiently represented as a product graph $G_N$ with 360 nodes, which is approximated by the Cartesian product of the object graph $G_P$ with 10 nodes and the view graph $G_Q$ with 36 nodes, respectively. The $i$th pixel intensity corresponding to the 36 views of 10 objects collected in the data matrix $X_i \in \mathbb{R}^{10 \times 36}$ forms the product graph signal. Since each image is $128 \times 128$ pixels, we have $T = 16,384$ features or samples. That is, the multi-domain data matrix $X$ is of size $360 \times 16384$. 

Fig. 4: Product graph learning on multi-view COIL-20 dataset. Connected graph factors: (a) Estimated object graph $G_P$. (b) Estimated view graph $G_Q$. Multi-component graph factors: (c) Estimated object graph $G_P$ with $K_P = 3$ components. (d) Estimated view graph $G_Q$ with $K_Q = 5$ components.
Given this multi-domain data that correspond to the objects and their views, the aim is to learn the Laplacian matrices \( L_P \) and \( L_Q \) associated with the graph factors \( G_P \) and \( G_Q \) that capture the dependencies between the objects and views, respectively. For this purpose, we use PGL with hyperparameters \( \beta_1 = 0.51, \beta_2 = 0.2, \gamma_1 = 10 \), and \( \rho = 0.0051 \). The obtained graph factors corresponding to the objects and views are shown in Fig. 3(a) and Fig. 3(b), respectively. As we can see the objects with similar geometric shapes (e.g., Anacin and Tylenol images) are connected. The views having similar pose are clustered together (e.g., when the turntable is 10 degrees and 20 degrees). This intuitive result demonstrates that PGL captures similarities in the features, which can be leveraged to perform clustering as described next.

As we have seen before, we obtain multi-component graphs by imposing rank constraints on the Laplacian matrices. To cluster the objects and views from the multi-view COIL-20 dataset, we use RPGL to find multi-connected graph factors \( G_P \) and \( G_Q \) with \( K_P = 3 \) and \( K_Q = 5 \), respectively. This means that the object images are clustered into 3 groups, and the views are clustered into 5 groups. We use the following hyperparameters for RPGL: \( \beta_1 = 0.3, \beta_2 = 0.1, \gamma_1 = 10 \), \( K_P = 3 \), \( K_Q = 4 \), \( \text{MaxIter} = 1000 \).

In Fig. 3(c), we show the inferred 3-component object graph, where the nodes are colored based on the cluster indices. The objects with similar shapes are grouped to form 3 clusters. Similarly, in Fig. 3(d), we show the inferred 5-component view graph, where the nodes are colored based on the cluster indices. As can be seen from images next to the graph, the views having similar poses are clustered together.

**D. Product graph learning with missing entries**

Next, we apply the developed method for imputing missing PM2.5 measurements in the air quality data collected across 30 air quality monitoring stations located all over India for the year 2018 [26]. Specifically, at each air quality monitoring station, we have PM2.5 time-series corresponding to 360 days, but with many missing entries in the dataset. Given this multi-domain data with spatial and temporal domains, the aim is to learn a graph factor that captures the dependencies between the air quality measurements at different cities and a graph factor that captures the seasonal variations of the data. To do so, we view each space-time measurement as a signal indexed by the vertices of a product graph.

Let us collect the PM2.5 values from the air quality monitoring stations in \( X_i \in \mathbb{R}^{30 \times 12}, i = 1, 2, \ldots, T \) with \( T = 30 \) samples per month. We split the available PM2.5 values into a training and test set. Let \( A_i : \mathbb{R}^{30 \times 12} \rightarrow \mathbb{R}^{30 \times 12}, i = 1, 2, \ldots, T \) denote the mask that selects 85% of the available measurements to form the training set. The observed product graph signals are collected in \( Y_i = A_i(X_i) \in \mathbb{R}^{30 \times 12}, i = 1, 2, \ldots, T \). This can be equivalently expressed as \( y_i = A_i x_i \), where \( A_i \in \mathbb{R}^{360 \times 360} \) is the diagonal selection matrix related to \( A_i \) and recall that \( y_i = \text{vec}(Y_i) \) and \( x_i = \text{vec}(X_i) \). Similarly, let \( T_i : \mathbb{R}^{30 \times 12} \rightarrow \mathbb{R}^{30 \times 12}, i = 1, 2, \ldots, T \) denote the mask that selects the remaining 15% of the measurements to form the test set, which we use for validating the parameter quality. The masks \( A_i \) and \( T_i, i = 1, 2, \ldots, T \) are known.

Since the observed data has many missing entries, we impute the missing entries in the data so that the imputed signal is smooth with respect to the product graph, which is not available. Therefore, we jointly solve the missing data imputation and product graph learning problem by solving the following optimization problem

\[
\begin{align*}
\min_{L_P, L_Q} & \quad \beta_1 \|L_P\|_F^2 + \beta_2 \|L_Q\|_F^2 \\
+ & \sum_{i=1}^{T} l(X_i, Y_i) + \alpha_1 \text{tr}(X_i^T L_P X_i) + \alpha_2 \text{tr}(X_i L_Q X_i^T) \\
\text{subject to} & \quad L_P \in \mathcal{L}_P \quad \text{and} \quad L_Q \in \mathcal{L}_Q
\end{align*}
\]

with variables \( \{X_i\}_{i=1}^{T}, L_P \in \mathbb{S}^{30 \times 30}, \) and \( L_Q \in \mathbb{S}^{12 \times 12} \). Here, \( l(X_i, Y_i) := \|A_i(x_i - y_i)\|_F^2 + \alpha_3 \|x_i\|_F^2 \), and \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) are the regularization parameters. The loss function \( l(X_i, Y_i) \) is the Tikhonov-regularized least squares loss. The above optimization problem is nonconvex due to the coupling between the optimization variables in the objective function. Thus, we solve the problem by alternatingly minimizing it with respect to \( \{X_i\}_{i=1}^{T} \) and \( \{L_P, L_Q\} \), while keeping the other variable fixed. Given \( \{L_P, L_Q\} \), we update \( \{X_i\}_{i=1}^{T} \) by minimizing \( \|A_i(x_i - y_i)\|_F^2 + \alpha_3 \|x_i\|_F^2 + \alpha_1 \text{tr}(X_i^T L_P X_i) + \alpha_2 \text{tr}(X_i L_Q X_i^T) \) with respect to \( X_i \) for \( i = 1, 2, \ldots, T \). From the first-order optimality condition, we have \( A_i(x_i) + \alpha_1 L_P x_i + \alpha_2 x_i L_Q + \alpha_3 x_i = A_i(y_i) \), which on vectorizing...
The PM We observe from Fig. 5(a) that the links between the sensors definition of to February (winter months) compared to the other seasons. 

\[ \text{Error} \]

We perform these updates till Error \( \leq 10^{-3} \), where we recall the definition of Error from (33).

The inferred graph factor representing the similarity between the spatially distributed sensors is shown in Fig. 3(a). We observe from Fig. 3(a) that the links between the sensors are not based on the geometric proximity of the locations. The PM_{2.5} concentration is relatively higher during November to February (winter months) compared to the other seasons. The graph capturing this seasonal variations for 12 months of the PM_{2.5} data is shown in Fig. 3(b). We also evaluate the performance of the proposed graph learning method (PGL) in terms of the imputation error using the test set as \( \frac{1}{5} \sum_{i=1}^{T} \| T(X_i - \hat{X}_i) \|_F^2 \), where \( \hat{X}_i \) is the estimated graph matrix without any missing entries. Using k-nearest neighbor graphs for \( \hat{L}_P \) and \( \hat{L}_Q \) with \( k = 10 \) we get an imputation error of 0.04, whereas the proposed joint graph learning and imputation method results in about an order of magnitude lower imputation error of 0.003 on the test set. This also demonstrates that the proposed task-cognizant product graph learning (in this case, we learn the graph regularizer for the missing data imputation problem) outperforms approaches that construct graphs ignoring the task at hand.

VII. CONCLUSIONS

We developed a framework for learning product graphs that can be factorized as the Cartesian product of two smaller graph factors. Assuming a smoothness data model, we presented efficient iterative algorithms to infer sparse product graphs. For product graph-based clustering, we presented an algorithm to infer multi-component product graphs and its low-dimensional representation by computing multi-component graph factors. We also presented a nearest Kronecker sum factorization algorithm to approximate sparse or multi-component graphs by sparse or multi-component Cartesian product graphs. With numerical experiments on real datasets, we demonstrated that the proposed algorithms that exploit the underlying Cartesian product structure have lower computational complexity and outperform the state-of-art graph learning methods.

APPENDIX

A. Product graph Laplacian matrix constraints

The nonnegativity constraint on \( l \) is clear from its definition. The trace and null space equality constraints can be expressed as follows. Firstly, the trace equality constraint can be written as

\[ \text{tr} \left( L_P \right) = \text{vec}^T ( I_P ) \text{vec} ( L_P ) = \text{vec}^T ( I_P ) D_P l_P = P. \]

Next, the null space constraint can be written in the matrix-vector form as

\[ L_P \mathbf{1} = (1^T \otimes I_P) \text{vec} ( L_P ) = (1^T \otimes I_P) D_P l_P = 0. \]

Stacking these two equations, we have

\[ \left[ \begin{array}{c} \text{vec}^T ( I_P ) D_P \\ (1^T \otimes I_P) D_P \end{array} \right] l_P = \left[ \begin{array}{c} P \\ 0 \end{array} \right] \Leftrightarrow C_P l_P = d_P. \]

Constructing \( C_Q \) and \( d_Q \) along the similar lines, we can write the equality constraints of (P3) as \( C l = d \), where \( C = b \text{diag}[ C_P, C_Q ] \) and \( d = [ d_P^T, d_Q^T ]^T \).

B. Efficient iterative solver for problems (17) and (25)

Consider the following special case of a quadratic program (QP) with a diagonal matrix related to the quadratic term as

\[ \begin{array}{l}
\text{minimize} \quad l^T \text{diag}(p) l + q^T l \\
\text{subject to} \quad l \geq 0 \quad \text{and} \quad C l = d \quad \text{(QP)}
\end{array} \]

with variable \( l \in \mathbb{R}^M \) and parameters \( \text{diag}(p) \in \mathbb{R}^{M \times M} \), \( q \in \mathbb{R}^M \), \( C \in \mathbb{R}^{L \times M} \), and \( d \in \mathbb{R}^L \).

By writing the Karush-Kuhn-Tucker (KKT) conditions and solving for \( l \) we obtain an explicit solution. The Lagrangian function for (QP) is given by

\[ L(l, \lambda, \mu) = \frac{1}{2} l^T \text{diag}(p) l + q^T l + \mu^T (d - C l) - \lambda^T l, \]

where \( \mu \in \mathbb{R}^L \) and \( \lambda \in \mathbb{R}^M \) are the Lagrange multipliers corresponding to the equality and inequality constraints, respectively. Then the KKT conditions are given by

\[ \text{diag}(p) l^* + q - C^T \mu^* - \lambda^* = 0, \]

\[ C l^* = d, \quad l^* \geq 0, \quad \lambda^* \geq 0, \quad \text{and} \quad \lambda^* \odot l^* = 0. \]

We next solve the KKT conditions to find \( l^* \), \( \lambda^* \) and \( \mu^* \). To do so, first, we eliminate the slack variable \( \lambda^* \) and solve for \( l^* \). This results in

\[ l^*(\mu^*) = \left\{ \text{diag}^{-1}(p)(C^T \mu^* - q) \right\}_+, \]

where the projection \( \{ \}_+ \) onto the nonnegative orthant is done elementwise by simply replacing each negative component of its argument with zero.

To find \( \mu^* \), we use \( l^*(\mu^*) \) in the second KKT condition. Specifically, we propose a simple iterative projected gradient descent algorithm to compute \( \mu^* \). The updates are given as

\[ l^{(k)} = \left\{ \text{diag}^{-1}(p)(C^T \mu^{(k)} - q) \right\}_+, \]

\[ \mu^{(k+1)} = \mu^{(k)} - \rho [ C l^{(k)} - d ], \]

where \( \rho > 0 \) is the step size. We initialize the iterations with \( \mu^{(0)} \). The procedure is summarized as Algorithm 1. The \( \mu \) update step dominates the cost of computing \( l \). Although for a Laplacian matrix of size \( N, M = N(N+1)/2 \) and \( L = N+1 \), \( C \) is very sparse with \( N(N+1) \) non-zero entries. Thus the computational complexity of Algorithm 1 is approximately order \( N^2 \) flops.

C. Expressing (P3) as (25)

The objective function of (P3) is given by

\[ \| L_N - (L_P \oplus L_Q) \|_F^2 = \text{tr}(L_N^2) + 2 \text{tr}((L_P \oplus L_Q)^2) - 2 \text{tr}(L_N (L_P \oplus L_Q)). \]
Second term: While the first term of (36) does not affect Problem (7), the second term can be further simplified as
\[
\text{tr}((L_P \oplus L_Q)^2) = Q\text{tr}(L_Q^2) + 2\text{tr}(L_P)L_Q + P\text{tr}(L_P^2)L_Q
\]
Using the constraints \(\text{tr}(L_P) = P\) and \(\text{tr}(L_Q) = Q\), and from (7), we obtain
\[
\text{tr}((L_P \oplus L_Q)^2) = Q^2P^2D_P^2P_P + 2PQD_P^2D_QQ + 2PQ = \frac{1}{2}P^2\text{diag}(P_P)^T + 2PQ,
\]
where recall that \(D_P^2P\) and \(D_Q^2Q\) are diagonal matrices.

Tilde transform: To simplify the third term of (36), let us introduce the tilde transform of a block matrix (29). We can partition the product graph Laplacian matrix \(L_N\) as
\[
L_N = \begin{bmatrix}
L_{11} & \cdots & L_{1Q} \\
L_{21} & \cdots & L_{2Q} \\
\vdots & & \vdots \\
L_{Q1} & \cdots & L_{QQ}
\end{bmatrix} \in \mathbb{R}^{QP \times QP}, \quad (37)
\]
where each submatrix \(L_{mn}\) is of size \(P \times P\). Then the tilde transform of such a block-partitioned matrix \(L_N\) is given as
\[
\tilde{L}_N = \begin{bmatrix}
\text{vec}(L_{11})^T \\
\text{vec}(L_{21})^T \\
\vdots \\
\text{vec}(L_{Q1})^T \\
\text{vec}(L_{1Q})^T \\
\text{vec}(L_{2Q})^T \\
\vdots \\
\text{vec}(L_{QQ})^T
\end{bmatrix} \in \mathbb{R}^{Q^2 \times P^2}. \quad (38)
\]

Third term: We can express \(\text{tr}(L_N(L_Q \otimes L_P))\) as
\[
\text{tr}(L_N(L_Q \otimes L_P)) = \text{vec}^T(L_N)\text{vec}(L_Q \otimes L_P) = \text{vec}^T(\tilde{L}_N)\text{vec}(L_Q \otimes L_P) = \text{vec}^T(I_P)\tilde{L}_N^TQ \text{vec}(L_P) = \text{vec}^T(I_Q)\tilde{L}_NQ \text{vec}(L_P) = \text{vec}^T(I_Q)\tilde{L}_ND_P^TP_P
\]
where we use the tilde transform (38) to arrive at the second equality. Similarly, we have \(\text{tr}(L_N(L_Q \otimes I_P)) = \text{vec}^T(I_P)L_N^TD_QQQ \text{vec}(L_P)\). Thus we have \(-2\text{tr}(L_N(L_P \oplus L_Q)) = q_f^T\)
\[
q_f^T := -2\text{vec}^T(I_Q)\tilde{L}_N^TD_P^2P_P - 2\text{vec}^T(I_P)\tilde{L}_N^TD_QQQ \text{vec}(L_P).
\]
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