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Abstract

In this paper, we extend the idea of using controlled perturbations to enhance the capabilities of active-set prediction for interior point methods for convex Quadratic Programming (qp) problems. Namely, we consider perturbing the inequality constraints (by a small amount) so as to enlarge the feasible set. We show that if the perturbations are chosen judiciously, then there exists a primal-dual pair of points which is close to the optimal solution of the perturbed problems and the corresponding active and inactive sets at this point are the same as the optimal active and inactive sets at an optimal solution of the original qp problems. Additionally, we prove that the optimal tripartition of the original problems can also be predicted by solving the perturbed ones. Furthermore, encouraging preliminary numerical experience is also presented for the qp case.
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1. Introduction

Consider an inequality-constrained optimisation problem, which minimises (or maximises) the objective function over the feasible region composed of points satisfying the constraints. An active constraint is an inequality constraint that holds as equality at a feasible point. Active-set prediction is a technique used to identify the active constraints at an optimal solution of the problem without knowing this solution. Normally it is performed during the solving process of an iterative optimisation algorithm before the final (optimal) iterate is reached, using only information provided by the current iterate or at most several consecutive iterates.

Despite being a class of powerful tools for solving Linear Programming (lp) and Quadratic Programming (qp) problems, Interior Point Methods (ipms) are well-known to encounter difficulties with active-set prediction, even for lp problems, due essentially to their constructions. When applied to an inequality constrained optimization problem, ipms generate iterates that belong to the interior of the set determined by the constraints, thus avoiding/ignoring the combinatorial aspect of the solution. This comes at the cost of difficulty in predicting the optimal active
constraints that would enable termination, as well as increasing ill-conditioning of the solution process.

Although active-set prediction techniques for IPMs have existed for over a decade, they suffer from difficulties in making an accurate prediction at the early stage of the iterative process of IPMs. In the case of indicators [2] for example, to get a good prediction, the iterates still need to be close to optimality (small duality gap). For instance, in [2] Table 8.2, at the third from the last iteration, 3 out of the 6 problems predict only a very small portion of the active constraints (less than 15%) using Tapia indicators. For a review of active-set prediction techniques for IPMs, please refer to [1].

To address the above mentioned challenge, Cartis and Yan [1] introduce the idea of using controlled perturbations for IPMs in the purpose of predicting the optimal active set of LP problems. Namely, in the context of LP problems, they consider perturbing the inequality constraints so as to enlarge the feasible set. They solve the resulting perturbed problem(s) using a path-following IPM while predicting on the way the active set of the original LP problem; this approach is able to accurately predict the optimal active set of the original problem before the duality gap for the perturbed problem gets too small. Furthermore, depending on problem conditioning, this prediction can happen sooner than predicting the active set for the perturbed problem or for the original one if no perturbations are used.

The aim of this paper is to extend this idea to convex QP problems. QP problems share many properties of LP, based on which the extension of some results is straightforward (Theorems 1 and 2). However, QP problems are not guaranteed to have a strictly complementary solution [3, 4] and the existence of a strictly complementary solution is crucial to the theory for the LP case. In the proof of [1, Theorem 3.3], the construction of an optimal solution of the perturbed LP problems relies on the existence of a strictly complementary solution, more exactly the strictly complementary partition [1] for the solution of the LP problems; without this, [1, Lemma 4.2] will not hold and therefore the consequent Lemma 4.3 and the main prediction results, Theorems 4.4 – 4.6, will not hold.

The main contributions in this paper lie on two directions.

- We extend the results to QP without strictly complementary assumption, with all major prediction results having been reproduced for QP. In particular, we present the result of preserving the active set from the aspect of a least-squares solution, which yields more general result.

- The lack of strictly complementary solution leads to the analysis of the so-called ‘tripartition’ (Section 3.2) instead of the optimal active and inactive partition [1]. We have proved that we can also predict the optimal tripartition of the original QP problems by solving the perturbed ones.

Structure of this paper. In the following sections, we present the formulations of the perturbed QP problems (Section 2) and their properties (Section 3). We then derive theorems on predicting the optimal active set of a QP problem without the strictly complementary assumption (Section 4.1); we also present results on predicting the optimal tripartition of a QP problem (Section 4.2). In

1 IPMs for LP converge to a so-called strictly complementary solution (which always exists for LP [5]) which leads to a unique optimal active and inactive partition of the constraints [1, Section 4.2]. Such a solution may not exist for QP. For the definition the strictly complementary solution, please refer to Theorem 2.3 in [6] and the discussion after that.
Section 5.1 we first present the perturbed algorithm structure in Section 5.1 and introduce the test problems in Section 5.2. In Section 5.3, similarly to the linear case, we conduct numerical tests on the accuracy of the predicted optimal active set of the convex (q.p) prelims. Then in Section 5.4, we predict the optimal active set, build a sub-problem by removing the active constraints and corresponding rows/columns in the problem data, A, c, and H, solve the sub-problem using the active-set method and compare the number of active-set iterations. The feasibility error and relative difference between the optimal objective value of the sub-problem and that of the original problem are also measured; see (45) and (46) for details.

2. Controlled perturbations for quadratic programming problems

Consider the following pair of primal and dual convex (q.p) problems,

(Primal) \( \min_x \frac{1}{2} x^T H x + c^T x \)
\[ \text{s.t. } A x = b, \quad x \geq 0, \]

(Dual) \( \max_{(y,s)} b^T y - \frac{1}{2} x^T H x \)
\[ \text{s.t. } A^T y + s - H x = c, \quad y \text{ free, } s \geq 0, \]

where \( H \in \mathbb{R}^{n \times n} \) is symmetric positive semi-definite, \( A \in \mathbb{R}^{m \times n} \) with \( m \leq n \), \( y, b \in \mathbb{R}^m \) and \( x, c \in \mathbb{R}^n \). When \( H \equiv 0 \), these problems reduce to the (l.p) problems.

We enlarge the feasible set of the (QP) problems by enlarging the nonnegativity constraints in (QP) and consider the following perturbed problems,

(Primal) \( \min_x \frac{1}{2} (x + \lambda)^T H (x + \lambda) + (c + (I - H) \lambda)^T (x + \lambda) \)
\[ \text{s.t. } A x = b, \quad x \geq -\lambda, \]

(Dual) \( \max_{(y,s)} (b + A \lambda)^T y - \frac{1}{2} (x + \lambda)^T H (x + \lambda) \)
\[ \text{s.t. } A^T y + s - H x = c, \quad y \text{ free, } s \geq -\lambda, \]

where \( \lambda \in \mathbb{R}^n \) and \( \lambda \geq 0 \). Note that if \( \lambda \equiv 0 \), (QP) is equivalent to (QP). By formulating the Lagrangian dual [7] of the primal (dual) problem in (QP), it is straightforward to show the following result.

Proposition 1. The two problems in (QP) are dual to each other.

We denote the set of strictly feasible points of (QP) as

\( \mathcal{Q}F^0 = \{ (x,y,s) | Ax = b, A^T y + s - H x = c, x + \lambda > 0, s + \lambda > 0 \} \). (1)

\( \mathcal{Q}F^0 \) coincides with the strictly feasible set of (QP) if \( \lambda \equiv 0 \).

According to [8] Theorem 12.1, we derive the kkt conditions for (QP).

\[ Ax = b, \quad (2a) \]
\[ A^T y + s - H x = c, \quad (2b) \]
\[ (X + \Lambda)(S + \Lambda)e = 0, \quad (2c) \]
\[ (x + \lambda, s + \lambda) \geq 0, \quad (2d) \]

where \( \Lambda \) is a diagonal matrix with the entries of \( \lambda \) on the diagonal and \( e \) is a vector of ones. Any primal-dual pair \( (x, y, s) \) is an optimal solution of (QP) if and only if it satisfies (2). If \( \lambda \equiv 0 \), (2) represents the kkt conditions for (QP).
Equivalent formulation of (QP). Let \( p = x + \lambda \) and \( q = s + \lambda \). Then we can rewrite (QP) as follows,

\[
\begin{align*}
\text{(Primal)} & \quad \min_p \quad \frac{1}{2} p^T H p + \hat{c}^T p \\
\text{s.t.} & \quad A p = \tilde{b}, \quad p \geq 0,
\end{align*}
\]

\[
\begin{align*}
\text{(Dual)} & \quad \max_{(p,q)} \quad \tilde{b}^T y - \frac{1}{2} p^T H p \\
\text{s.t.} & \quad A^T y + q - H p = \hat{c}_\lambda, \quad y \text{ free, } q \geq 0,
\end{align*}
\]

where \( \tilde{b}_\lambda = b + A \lambda \) and \( \hat{c}_\lambda = c + (I - H) \lambda \).

Formulating the KKT conditions of (3) and comparing them with (2), we have the following result.

**Proposition 2.** \((x^*, y^*, s^*)\) is an optimal solution of (QP) with some \( \lambda \geq 0 \) if and only if \((p^*, y^*, q^*)\), with \( p^*_\lambda = x^*_\lambda + \lambda \) and \( q^*_\lambda = s^*_\lambda + \lambda \), is a solution of (3).
Theorem 2 (Existence of relaxed perturbations for \(QP\)).
Assume \((x^*, y^*, s^*)\) is a solution of \(\{QP\}\). Let \(\hat{\mu} > 0\) and \(\xi \in (0, 1)\). Then there exist constants \(\hat{\lambda} = \lambda_l(x^*, s^*, \hat{\mu}, \xi) > 0\), and \(\hat{\lambda} = \lambda_u(x^*, s^*, \hat{\mu}, \xi) > 0\), such that for \(\lambda_l \leq \lambda \leq \lambda_u\), \((x^*, y^*, s^*)\) is strictly feasible for \(\{QP\}\) and satisfies

\[
\xi \hat{\mu} e \leq (X^* + \Lambda)(S^* + \Lambda)e \leq \frac{1}{\xi} \hat{\mu} e.
\]

Intuitively, these existence theorems imply that when the perturbations are chosen properly, the perturbed central path may pass or get very close to the original optimal solution. Thus we have the hope that from the iterates which follow the perturbed central path, we may be able to get enough information about the original optimal solution, so as to predict the optimal active set of the original problem.

3.2. Preserving the optimal active sets and tripartitions
Let \((x^*, y^*, s^*)\) be a solution of \(\{QP\}\) and define

\[
\mathcal{A}(x^*) = \left\{ i \in \{1, \ldots, n\} | x_i^* = 0 \right\}, \\
\Theta(x^*) = \left\{ i \in \{1, \ldots, n\} | x_i^* > 0 \right\}, \\
I(s^*) = \left\{ i \in \{1, \ldots, n\} | s_i^* = 0 \right\}, \\
\mathcal{A}^*(s^*) = \left\{ i \in \{1, \ldots, n\} | s_i^* > 0 \right\},
\]

where \(\mathcal{A}(x^*)\) is the primal active set of \(\{QP\}\), \(\Theta(x^*)\) the primal inactive set, \(I(s^*)\) the dual active set and \(\mathcal{A}^*(s^*)\) the dual inactive set. From the complementary condition (9) with \(\lambda = 0\), it is easy to verify that

\[
\mathcal{A}^*(s^*) \subseteq \mathcal{A}(x^*), \quad \Theta(x^*) \subseteq I(s^*) \quad \text{and} \quad \Theta(x^*) \cap \mathcal{A}^*(s^*) = \emptyset. \tag{8}
\]

Note that \(\mathcal{A}(x^*) \cap I(s^*)\) may not be empty.

We also denote

\[
\mathcal{T}(x^*, s^*) = \{1, \ldots, n\} \setminus (\mathcal{A}^*(s^*) \cup \Theta(x^*)), \tag{9}
\]

which represents the complement of the optimal primal and dual inactive sets. This and (8) give us that

\[
\mathcal{A}^*(s^*) \cap \Theta(x^*) = \mathcal{A}^*(s^*) \cap \mathcal{T}(x^*, s^*) = \Theta(x^*) \cap \mathcal{T}(x^*, s^*) = \emptyset,
\]

and the union of them is the full index set, namely, \(\mathcal{A}^*(s^*), \Theta(x^*)\) and \(\mathcal{T}(x^*, s^*)\) form an optimal tripartition \([1, \ldots, n]\) for \(\{QP\}\). From the definition of \(\mathcal{T}(x^*, s^*)\), we have \(x_i^* = s_i^* = 0\) for any \(i \in \mathcal{T}(x^*, s^*)\) and thus it is also straightforward to verify

\[
\mathcal{A}(x^*) = \mathcal{A}^*(s^*) \cup \mathcal{T}(x^*, s^*) \quad \text{and} \quad I(s^*) = \Theta(x^*) \cup \mathcal{T}(x^*, s^*).
\]

The primal-dual pair in \(\{QP\}\) always has a maximal complementary solution, at which the number of positive components of \(x^* + s^*\) is maximised. Even at a maximal complementary solution, \(\mathcal{T}(x^*, s^*)\) may not be empty because of the absence of the Goldman–Tucker Theorem for \(\{QP\}\). Note that \((\mathcal{A}^*(s^*), \Theta(x^*), \mathcal{T}(x^*, s^*))\) forms a tripartition at any solution \((x^*, y^*, s^*)\) of \(\{QP\}\) but it may be different at different solutions; the tripartitions are only guaranteed to be invariant at maximal complementary solutions \(\{12\} \text{Theorem 1.18}\).
Preserving the optimal active sets. Similarly, given a primal-dual pair \((x, y, s)\) for \((\text{QP})\), we define the following sets

\[
\mathcal{A}_I(x) = \{ i \in \{1, \ldots, n\} | x_i = -\lambda \}, \quad \Theta_s(x) = \{ i \in \{1, \ldots, n\} | x_i > -\lambda \}, \\
I_s(s) = \{ i \in \{1, \ldots, n\} | s_i = -\lambda \}, \quad \mathcal{A}_s^*(s) = \{ i \in \{1, \ldots, n\} | s_i > -\lambda \}. 
\]  

(10)

In the following theorem, we show that there exists a primal-dual pair of points which is close to the optimal solution of \((\text{QP})^*\) and the corresponding active and inactive sets at this point are the same as the optimal active and inactive sets at an optimal solution of \((\text{QP})\).

**Theorem 3.** Assume \((x^*, y^*, s^*)\) is an optimal solution of \((\text{QP})\). Then there exist a positive constant \(\hat{\lambda} = \hat{\lambda}(H, A, b, c, x^*, s^*)\), a positive constant \(C_1 = C_1(H, A, x^*, s^*)\) and a primal-dual pair \((x, y, s)\) which satisfies (2c), (2d) and (11) hold. From \([13, \text{Theorem 2.2.1}]\), we have

\[
\mathcal{A}_I(x) = \mathcal{A}(x^*), \quad \Theta_s(x) = \Theta(x^*), \quad I_s(s) = I(s^*), \quad \mathcal{A}_s^*(s) = \mathcal{A}^*(s^*), 
\]

and

\[
\max \left\{ \|Ax - b\|, \|A^Ty + s - Hx - c\| \right\} < C_1\|\lambda\|, 
\]

(12)

where \(\| \cdot \|\) is the Euclidean norm.

**Proof.** We work with the equivalent form \((3)\) of the problems in \((\text{QP})\). For convenience, for the rest of this proof, we neglect the dependency of the index sets on \((x^*, y^*, s^*)\) and use \(\mathcal{A}, \Theta, I\) and \(\mathcal{A}^*\) to denote the partition of a matrix or a vector in accordance with the corresponding sets.

Since \((x^*, y^*, s^*)\) is a solution of \((\text{QP})\) and from (7), we have

\[
x_{\lambda}^* = 0, \quad s_{\lambda}^* > 0 \quad \text{and} \quad s_{\lambda}^* > 0, \\
A_{\lambda}x_{\lambda}^* = b, \quad A_{\lambda}^Ty_{\lambda}^* - H_{\lambda}x_{\lambda}^* = c_I, \quad A_{\lambda}^Ty_{\lambda}^* + s_{\lambda}^* - H_{\lambda}x_{\lambda}^* = c_{\lambda},
\]

(13)

where \(H_{XY} \text{ denotes } (H_{ij})_{Xj} \). We define a point \((\hat{p}, \hat{y}, \hat{q})\) to be

\[
\hat{p}_{\lambda} = 0, \quad \hat{p}_{\lambda} = x_{\lambda}^* + \lambda_0 + \hat{u}, \\
\hat{y} = y^* + \hat{v}, \quad \hat{q}_{\lambda}^* = s_{\lambda}^* + \lambda_{\lambda} - H_{\lambda}x_{\lambda}^* - A_{\lambda}^T\hat{v} + H_{\lambda}x_{\lambda}^*,
\]

(14)

where \((\hat{u}, \hat{v})\) is the minimal least-squares solution of

\[
M \begin{bmatrix} \hat{u} \\ \hat{v} \end{bmatrix} = W \begin{bmatrix} \lambda_{\lambda} \\ \lambda_{\lambda} \end{bmatrix}, \quad \text{with } M = \begin{bmatrix} A_{\lambda} & 0 \\ -H_{\lambda} & A_{\lambda}^T \end{bmatrix} \text{ and } W = \begin{bmatrix} A_{\lambda} & 0 \\ -H_{\lambda} & I_{\lambda} \end{bmatrix}. 
\]

(15)

We are about to find conditions on \(\lambda\) under which \(\hat{p}_{\lambda} > 0\) and \(\hat{q}_{\lambda} > 0\), and thus we can have (2c), (2d) and (11) hold. From \([13, \text{Theorem 2.2.1}]\), we have

\[
\begin{bmatrix} \hat{u} \\ \hat{v} \end{bmatrix} = M^* W \begin{bmatrix} \lambda_{\lambda} \\ \lambda_{\lambda} \end{bmatrix},
\]

where \(M^*\) is the pseudo-inverse of \(M\). This and norm properties give us

\[
\|\hat{u}, \hat{v}\| \leq \|M^*W\| \cdot (\|\lambda_{\lambda}\| + \|\lambda_{\lambda}\|) \leq 2\|M^*W\| \cdot \|\lambda\|. 
\]

(16)

Let

\[
\hat{\lambda} = \min \left\{ \frac{\min \left[ \frac{\lambda_{\lambda}^*}{2\|M^*W\|}, \frac{\min \left[ \frac{\lambda_{\lambda}^*}{\|H_{\lambda}x_{\lambda}^*\| + 2 \left( \|A_{\lambda}^T\| + \|H_{\lambda}x_{\lambda}^*\| \right) \|M^*W\| \right]} \right]} {6} \right\}.
\]
where \( \min \left[ s_{\theta}^0, s_{\Lambda^*}^* \right] \) denotes the smallest elements of the vectors \( x_0^* \) and \( s_{\Lambda^*}^* \). This, (14), (16), 0 < ||\( \lambda \)|| < \( \hat{\lambda} \) and norm properties give us that

\[
\hat{p}_\theta \geq x_0^* + \hat{u} \geq x_0^* - ||\hat{u}||e_\theta > x_0^* - 2\hat{\lambda}||M^*W||e_\theta \geq 0
\]

and

\[
\hat{q}_{\Lambda^*} \geq s_{\Lambda^*}^* - H_{\Lambda^*}^*\lambda_{\Lambda^*} - A_{\Lambda^*}^T\hat{v} + H_{\Lambda^*}^*\hat{u}
\]

\[
\geq s_{\Lambda^*}^* - (||H_{\Lambda^*}^*\lambda_{\Lambda^*}|| \cdot ||A_{\Lambda^*}|| \cdot ||\hat{v}|| + ||H_{\Lambda^*}^*\hat{u}|| \cdot ||\hat{u}||)
\]

\[
> s_{\Lambda^*}^* - (||H_{\Lambda^*}^*\lambda_{\Lambda^*}|| + 2||M^*W||(||A_{\Lambda^*}^T|| + ||H_{\Lambda^*}^*\hat{u}||)) \hat{\lambda} \geq 0.
\]

It remains to prove (12). From (4), (13), and (14), we can verify

\[
A\hat{p} - \hat{b}_\lambda = A_\theta\hat{u} - A_{\Lambda^*}\lambda_{\Lambda^*}
\]

\[
= \begin{bmatrix} M_1 & W_1 \end{bmatrix} \begin{bmatrix} \lambda_{\Lambda^*} \\ \lambda_I \end{bmatrix},
\]

\[
A_{\Lambda^*}^T\hat{y} + \hat{q}_I - H_{I\theta}\hat{p}_\theta - (\hat{\epsilon}_I)_I = -H_{I\theta}\hat{u} + A_{\Lambda}^T\hat{v} + H_{\Lambda^*}\lambda_{\Lambda^*} - \lambda_I
\]

\[
= \begin{bmatrix} M_2 & W_2 \end{bmatrix} \begin{bmatrix} \lambda_{\Lambda^*} \\ \lambda_I \end{bmatrix},
\]

\[
A_{\Lambda^*}^T\hat{y} + \hat{q}_{\Lambda^*} - H_{\Lambda^*}^*\hat{u}_\theta - (\hat{\epsilon}_{\Lambda^*})_{\Lambda^*} = 0,
\]

where

\[
M_1 = \begin{bmatrix} A_{\theta} & 0 \end{bmatrix}, M_2 = [-H_{I\theta} & A_{\Lambda}^T], W_1 = [A_{\Lambda} & 0] \quad \text{and} \quad W_2 = [-H_{\Lambda^*} & I_I].
\]

Since \((\hat{u}, \hat{v})\) is the least-squares solution of (15),

\[
M = \begin{bmatrix} M_1 \\ M_2 \end{bmatrix} \quad \text{and} \quad W = \begin{bmatrix} W_1 \\ W_2 \end{bmatrix},
\]

we have

\[
||A\hat{p} - \hat{b}_\lambda|| \leq \begin{bmatrix} M_1 & W_1 \end{bmatrix} \begin{bmatrix} \lambda_{\Lambda^*} \\ \lambda_I \end{bmatrix} \leq \begin{bmatrix} W_1 & \lambda_I \end{bmatrix} \leq 2||W|| ||A||.
\]

\[
||A_{\Lambda^*}^T\hat{y} + \hat{q}_I - H_{I\theta}\hat{p}_\theta - (\hat{\epsilon}_I)_I|| \leq \begin{bmatrix} M_2 & W_2 \end{bmatrix} \begin{bmatrix} \lambda_{\Lambda^*} \\ \lambda_I \end{bmatrix} \leq \begin{bmatrix} W_2 & \lambda_I \end{bmatrix} \leq 2||W|| ||\lambda||.
\]

This and (17) imply that

\[
\max \left(||A\hat{p} - \hat{b}_\lambda||, ||A_{\Lambda^*}^T\hat{y} + \hat{q}_I - H_{I\theta}\hat{p}_\theta - (\hat{\epsilon}_I)_I||\right) \leq 2||W|| ||A||.
\]

(18)

Remarks on Theorem 3

- The point \((x, y, s)\) satisfies the bound (2d) on \((x, s)\) and the complementary condition (2e). Thus the error (12) in the equality constraints (2a) (2b) also bounds the ‘distance’ between \((x, y, s)\) and the optimal solution set of \((QP)\). This feasibility error (12) goes to 0 as \(\lambda \to 0\), and so primal and dual feasibility can be approximately achieved. Note that, the feasibility error comes from the residual of the least problem (15), in other words, if (15) has a solution, \((x, y, s)\) will be an optimal solution of \((QP)\) with \(\lambda > 0\), at which the primal-dual active sets of \((QP)\) are the same as the original \((QP)\).
where and min

where

Lemma 5 (Error bound for (QP)). We have derived an error bound for (QP). Setting  \( \delta = \hat{\delta} \) and  \( \delta = \hat{\delta} \), we can see this bound is also an upper bound for the feasibility constraints of (QP).

Preserving the optimal tripartition. In (QP), we have defined the complement of the optimal primal and dual inactive sets. Similarly, we denote

\[
T_A(x, s) = \{1, \ldots, n\} \setminus (A_I(s) \cup \Theta_A(x)),
\]

(19)

where  \( A_I(s) \) and  \( \Theta_A(x) \) are defined in [10]. Note that without the complementary condition (2c), \( (A_I(s), \Theta_A(x), T_A(x, s)) \) may not form a tripartition of the full index set. In the following corollary, we show that under certain conditions on the perturbations, there exists a primal-dual pair which is close to (ultimately in) the solution set of (QP), such that \( (A_I(s), \Theta_A(x), T_A(x, s)) \) forms a tripartition and it is the same as the tripartition \( (A^*(s^*), \Theta(x^*), T(x^*, s^*)) \) at an optimal solution \( (x^*, y^*, s^*) \) of (QP).

Corollary 4. Assume \((x^*, y^*, s^*)\) is an optimal solution of (QP). Then there exist a positive constant \( \lambda = \lambda(H,A,b,c,x^*,s^*) \), a positive constant \( C_1 = C_1(H,A,x^*,s^*) \) and a primal-dual pair \((x,y,s)\) which satisfies (2c), (2d) with  \( 0 < \|A\| < \lambda \), such that \( (A_I(s), \Theta_A(x), T_A(x, s)) \) forms a tripartition of \([1, \ldots, n]\) and is the same as the partition \( (A^*(s^*), \Theta(x^*), T(x^*, s^*)) \) for the original (QP) with (13) satisfied, where \( A^*(s^*) \) and \( \Theta(x^*) \) are defined in (14), \( T(x^*, s^*) \) in (15), \( A_I(s) \) and \( \Theta_A(x) \) in (10) and \( T_A(x, s) \) in (19).

Proof. Recalling the definitions of \( T(x^*, s^*) \) and \( T_A(x, s) \), the results follow from Theorem 3.

Corollary 4 shows that under the same conditions for Theorem 3, there exists a point that is close to the solution set of the perturbed problems and preserves the optimal tripartition of the original qP. This point can be an optimal solution of (QP), as well.

4. Active-set prediction for (QP) using perturbations

We first introduce an error bound for (QP) to measure the distance of a point to the solution set of (QP). We have derived an error bound for LP in [11] Lemma 4.1 and the following lemma is its extension to qP.

Lemma 5 (Error bound for (QP)). Let \((x,y,s) \in QF_{\lambda}^0\), where \( QF_{\lambda}^0 \) is defined in (11), and \( \lambda \geq 0 \). Then there exists an optimal solution \((x^*,y^*,s^*)\) of (QP) such that

\[
\|x - x^*\| \leq \tau_p(r(x, s) + w(x, s)) \quad \text{and} \quad \|s - s^*\| \leq \tau_q(r(x, s) + w(x, s)),
\]

(20)

where \( \tau_p \) and \( \tau_q \) are problem-dependent constants independent of \((x,y,s)\) and \((x^*, y^*, s^*)\), and

\[
r(x, s) = \|\min\{x, s\}\| \quad \text{and} \quad w(x, s) = \|(-x, -s, x^T s)_{s}\|,
\]

(21)

and where \( \min\{x, s\} = (\min(x_i, s_i))_{i=1,\ldots,n} \) and \( x_+ = (\max(x_i, 0))_{i=1,\ldots,n} \).

See Appendix A for the proof of this lemma.

We define a symmetric neighbourhood \( \mathcal{N}(y, \lambda) \) of the perturbed central path \( \gamma \)

\[
\mathcal{N}(y, \lambda) = \left\{(x, y, s) \in QF_{\lambda}^0 | \gamma_{\mu i} \leq (x_i + \lambda_i)(s_i + \lambda_i) \leq \frac{\mu_i}{\gamma}, \ i = 1, \ldots, n \right\},
\]

(22)
where $\gamma \in (0, 1)$ and $\mu_\lambda$ is defined as

$$\mu_\lambda = \frac{(x + \lambda)\bar{F}(s + \lambda)}{n}. \tag{23}$$

In the following analysis of predicting the optimal active set (Section 4.1) and tripartition (Section 4.2), we always consider points in this neighbourhood.

**Lemma 6.** Let $(x, y, s) \in \mathcal{N}(\gamma, \lambda)$ \((22)\) for some $\lambda \geq 0$ and $\mu_\lambda$ defined in (23). Then there exists a solution $(x^*, y^*, s^*)$ of (QP) and problem-dependent constants $\tau_p$ and $\tau_d$ that are independent of $(x, y, s)$ and $(x^*, y^*, s^*)$, such that

$$\|x - x^*\| < \tau_p \left( C_2 \sqrt{\eta_1} \max(\sqrt{\eta_1}, 1) + 4\|d\| \max(\|d\|, 1) \right),$$

$$\|s - s^*\| < \tau_d \left( C_2 \sqrt{\eta_1} \max(\sqrt{\eta_1}, 1) + 4\|d\| \max(\|d\|, 1) \right),$$

where

$$C_2 = \frac{n}{\gamma} + n. \tag{25}$$

**Proof.** Following the same proof of \cite[Lemma 4.3]{1}, we have

$$w(x, s) \leq n\mu_\lambda + 2\|d\| + \|d\|^2. \tag{26}$$

It remains to find an upper bound for $r(x, s)$ in (21). Since $(x_i + \lambda_i)(s_i + \lambda_i) \leq \frac{1}{\gamma} \mu_\lambda$, if $x_i + \lambda_i \leq s_i + \lambda_i$, we have

$$0 < x_i + \lambda_i \leq \frac{\mu_\lambda}{\gamma(s_i + \lambda_i)} \leq \frac{\mu_\lambda}{\gamma(x_i + \lambda_i)},$$

namely $0 < x_i + \lambda_i \leq \sqrt{\frac{\mu_\lambda}{\gamma}}$. Similarly if $x_i + \lambda_i \geq s_i + \lambda_i$, we also have $0 < s_i + \lambda_i \leq \sqrt{\frac{\mu_\lambda}{\gamma}}$. Thus $0 < \min \{x + \lambda, s + \lambda\} \leq \sqrt{\frac{\mu_\lambda}{\gamma}} e$. So from (21) we have

$$r(x, s) \leq \frac{\|\min \{x + \lambda, s + \lambda\} - \lambda\|}{\sqrt{\frac{\mu_\lambda}{\gamma}}} \leq \frac{\|\min \{x + \lambda, s + \lambda\}\| + \|d\|}{\sqrt{\frac{\mu_\lambda}{\gamma}}} \leq \frac{\|d\| + \|d\|^2}{\sqrt{\frac{\mu_\lambda}{\gamma}}} + \|d\|. \quad \tag{27}$$

The bounds in (24) follow from (20), (26), and (27).

### 4.1 Predicting the original optimal active set

Let

$$\mathcal{A}(x) = \{i \in [1, \ldots, n] | x_i < C\},$$

$$\mathcal{A}^+(x) = \{i \in [1, \ldots, n] | x_i \geq C\}, \tag{28}$$

where $C$ is some constant threshold. We consider $\mathcal{A}(x)$ as the predicted active set and $\mathcal{A}^+(x)$ the predicted strongly active set of (QP) at the primal-dual pair $(x, y, s)$.

We show that prediction results for LP (Theorems 4.4 – 4.6 in [1]) can be extended to the QP case, namely, under certain conditions, the active sets $\mathcal{A}(x^*)$ and $\mathcal{A}^+(x^*)$ at some solution $(x^*, y^*, s^*)$ of (QP) are bounded well by $\mathcal{A}^+(s)$ and $\mathcal{A}(x)$ below and above (Theorem 7) and, under stricter conditions, the predicted active set $\mathcal{A}(x)$ is equivalent to $\mathcal{A}(x^*)$ (Theorem 8) and the predicted strongly active set $\mathcal{A}^+(s)$ equivalent to $\mathcal{A}^+(s^*)$ (Theorem 5).
Theorem 7. Let $C > 0$ and fix the vector of perturbations $\lambda$ such that
\[
0 < \|\lambda\| < \min \left( 1, \frac{C}{8 \max(\tau_p, \tau_d)} \right),
\]
where $\tau_p$ and $\tau_d$ are problem-dependent constants in (24). Let $(x, y, s) \in N(\gamma, \lambda)$ with $\mu_1$ sufficiently small, namely,
\[
\mu_1 < \min \left( 1, \frac{C}{2 \max(\tau_p, \tau_d) C_2} \right),
\]
where $N(\gamma, \lambda)$ is defined in (22), $\mu_1$ in (23) and $C_2 > 0$, defined in (25), is a problem-dependent constant. Then there exists a solution $(x^*, y^*, s^*)$ of (QP) such that
\[
A^+(s) \subseteq A^+(s^*) \subseteq A(x^*) \subseteq A(x),
\]
where $A^+(s)$ and $A(x)$ are defined in (23), $A^+(s^*)$ and $A(x^*)$ in (7).

Proof. We mimic the proof of [1] Theorem 4.4. From the complementary condition in (23) with $\lambda = 0$, it is straightforward to derive $A^+(s^*) \subseteq A(x^*)$. From $\|\lambda\| < 1$, $\mu_1 < 1$ and (24), we have
\[
\|x - x^*\| \leq \tau_p C_2 \sqrt{\mu_\lambda + 4 \tau_p \|\lambda\|}.
\]
This, (29), and (30) give us that when $i \in A(x^*)$, $x_i^* = 0$ and then $s_i \leq \tau_p C_2 \sqrt{\mu_\lambda + 4 \tau_p \|\lambda\|} < C$, which implies $\hat{A}^+(s) \subseteq \hat{A}(x^*)$.

Theorem 8. Let
\[
\psi_p = \inf_{x \in \tilde{P} : i \in \Theta(x^*)} x_i^*,
\]
where $\Omega^P$ is the solution set of the primal problem in (QP), and $\Theta(s^*)$ is defined in (7). Assume $\psi_p > 0$. Fix $C$ and $\lambda$ such that
\[
C = \frac{\psi_p}{2} \quad \text{and} \quad 0 < \|\lambda\| < \min \left( 1, \frac{\psi_p}{16 \max(\tau_p, \tau_d)} \right).
\]
Let $(x, y, s) \in N(\gamma, \lambda)$ with $\mu_1$ sufficiently small, namely
\[
\mu_1 < \min \left( 1, \frac{\psi_p}{4 \max(\tau_p, \tau_d) C_2} \right),
\]
where $\tau_p$ and $\tau_d$ are problem-dependent constants in (24). $N(\gamma, \lambda)$ is defined in (22), $\mu_1$ in (23) and $C_2$ in (25). Then there exists an optimal solution $(x^*, y^*, s^*)$ of (QP), such that
\[
\hat{A}(x) = A(x^*),
\]
where $\hat{A}(x)$ is defined in (23) and $\hat{A}(x^*)$ in (7).

Proof. Setting $C = \frac{\psi_p}{2}$ in Theorem 7, we have (31). It remains to prove $\hat{A}(x) \subseteq \hat{A}(x^*)$. If $i \notin \hat{A}(x^*)$, $i \notin \Theta(x^*)$ and we have $x_i^* > 0$. Then from (32), (33) and (34), $x_i \geq x_i^* - \tau_p C_2 \sqrt{\mu_\lambda + 4 \tau_p \|\lambda\|} > \psi_p - \frac{\psi_p}{2} = C$, namely $i \notin \hat{A}(x)$. Thus $\hat{A}(x) \subseteq \hat{A}(x^*)$. 
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Theorem 9. Let
\[ \psi_d = \inf_{(y',s') \in \Omega^P} \min \ s^*_i, \]  
(35)
where \( \Omega^P \) is the solution set of the primal problem in (QP), and \( \mathcal{A}^*(s') \) is defined in (7). Assume \( \psi_d > 0 \). Fix \( C \) and \( \lambda \) such that
\[ C = \frac{\psi_d}{2} \quad \text{and} \quad 0 < ||\lambda|| < \min\left(1, \frac{\psi_d}{16 \max(\tau_p, \tau_d)}\right), \]  
(36)
Let \( (x,y,s) \in \mathcal{N}(\gamma,\lambda) \) with \( \mu_d \) sufficiently small, namely
\[ \mu_d < \min\left(1, \frac{\psi_d}{4 \max(\tau_p, \tau_d)C_2}\right), \]  
(37)
where \( \tau_p \) and \( \tau_d \) are problem-dependent constants in (24), \( \mathcal{N}(\gamma,\lambda) \) is defined in (22), \( \mu_d \) in (23) and \( C_2 \) in (25). Then there exists an optimal solution \( (x^*,y^*,s^*) \) of (QP), such that
\[ \mathcal{A}^*(s) = \mathcal{A}^*(s') \]
where \( \mathcal{A}^*(s) \) is defined in (28) and \( \mathcal{A}^*(s') \) in (7).

Proof. Setting \( C = \frac{\psi_d}{2} \) in Theorem 7 we have (31). It remains to prove that \( \mathcal{A}^*(s') \subseteq \mathcal{A}^*(s) \). If \( i \in \mathcal{A}^*(s') \), we have \( s^*_i > 0 \). Then from (35), (36) and (37), \( s_i \geq s^*_i - \tau_d C_2 \sqrt{\mu_d - 4\tau_d ||\lambda||} > \psi_d - \frac{\psi_d}{2} = C \), namely \( i \in \mathcal{A}^*(s) \). Thus \( \mathcal{A}^*(s') \subseteq \mathcal{A}^*(s) \).

Remarks on Theorems 7–9

- The results for LP (Theorems 4.4 – 4.6) only require the primal-dual pair \((x,y,s)\) to be in the strictly feasible set of the perturbed problem, but we need to restrict \((x,y,s)\) to the symmetric neighbourhood defined in (22) for the QP case. This is a more restrictive condition but essential to the proof of Lemma 6. The presence of \( \sqrt{\mu_d} \) in (24) leads to a squared term in the thresholds (28), (34) and (37) for \( \mu_d \), which implies that, comparing with the results for LP, we may need to decrease \( \mu_d \) further before we can predict the optimal active set of a QP problem.

- Theorems 7 shows that the predicted strongly active set is included in the active set and the active set is a subset of the predicted active set. The intersection of these two predictions can serve as an approximation of the optimal active set, which is what we do in the implementation. Theorems 8 and 9 show that under certain conditions on the perturbations and duality gap, we could predict exactly the optimal active and strongly active sets at some optimal solution \((x^*,y^*,s^*)\) of (QP). Similarly to the LP case, the same quantities \( \psi_d \) and \( \psi_d \) are present in the theorems. When (QP) has a unique primal (dual) solution, \( \psi_d > 0 \) (\( \psi_d > 0 \)). But \( \psi_d \) and \( \psi_d \) are only theoretical constants and our implementation does not depend on their values.

4.2. Predicting the original optimal tripartition

Let
\[ \Theta(x) = \{i \in [1,\ldots,n] | x_i \geq C\}, \]
\[ \mathcal{F}(x,s) = [1,\ldots,n] \setminus (\mathcal{A}^*(s) \cup \Theta(x)), \]  
(38)
where \( C \) is some constant threshold and \( \tilde{\mathcal{A}}^*(s) \) defined in (28). We consider \((\mathcal{A}^*(s), \tilde{\Theta}(x), \tilde{T}(x, s))\) as the prediction of the optimal tripartition of (QP) at the primal-dual pair \((x, y, s)\). Note that \((\mathcal{A}^*(s), \tilde{\Theta}(x), \tilde{T}(x, s))\) may not be a tripartition for an arbitrary point as the complementary condition (20) may not be satisfied and thus \( \tilde{\mathcal{A}}^*(s) \cap \tilde{\Theta}(x) \) could be nonempty. The following two theorems, Theorems 10 and 11, show that, under certain conditions on \( \mu_1 \) and \( \lambda \), we are able to predict part or the whole of the tripartition.

**Theorem 10.** Let \( C > 0 \) and fix the perturbation \( \lambda \) such that \( ||s|| \) satisfies (29). Let \((x, y, s) \in \mathcal{N}(y, \lambda) \) with \( \mu_1 \) sufficiently small, namely, \( \mu_1 \) satisfies (30). Then there exists an optimal solution \((x^*, y^*, s^*)\) of (QP) such that

\[
\Theta(x) \subseteq \Theta(x^*), \quad \mathcal{A}^*(s) \subseteq \mathcal{A}^*(s^*), \quad \text{and} \quad T(x^*, s^*) \subseteq \tilde{T}(x, s),
\]

where \( \Theta(x^*) \) and \( \mathcal{A}^*(s^*) \) are defined in (7), \( T(x^*, s^*) \) in (9), \( \tilde{\Theta}(x) \) and \( \tilde{T}(x, s) \) in (38), and \( \tilde{\mathcal{A}}^*(s) \) in (28).

**Proof.** Theorem 2 shows that \( \mathcal{A}^*(s) \subseteq \mathcal{A}^*(s^*) \). From (31), we have \( \mathcal{A}(x^*) \subseteq \mathcal{A}(x) \). This, \( \tilde{\Theta}(x^*) = \{1, \ldots, n\} \setminus \mathcal{A}(x^*) \) and \( \tilde{\Theta}(x) = \{1, \ldots, n\} \setminus \mathcal{A}(x) \), give us that \( \tilde{\Theta}(x) \subseteq \tilde{\Theta}(x^*) \). \( T(x^*, s^*) \subseteq \tilde{T}(x, s) \) follows directly from (9) and (38).

**Theorem 11.** Let

\[
\psi = \min \left\{ \inf_{s \in \Omega^P} \min_{y \in \Omega^D} x_i^*, \inf_{y, s \in \Omega^D} \min_{r \in \mathcal{A}^*(s)} s_i^* \right\},
\]

where \( \Omega^F \) is the solution set of the primal problem in (QP), \( \Omega^D \) is the solution set of the dual problem and \( \Theta(x) \) and \( \mathcal{A}^*(s) \) are defined in (7). Assume \( \psi > 0 \). Fix \( C \) and \( \lambda \) such that

\[
C = \frac{\psi}{2} \quad \text{and} \quad 0 < ||s|| < \min \left\{ 1, \frac{\psi}{16 \max(\tau_p, \tau_d)} \right\}.
\]

Let \((x, y, s) \in \mathcal{N}(y, \lambda) \) with \( \mu_1 \) sufficiently small, namely

\[
0 < \mu_1 < \min \left\{ 1, \left( \frac{\psi}{4 \max(\tau_p, \tau_d)C_2} \right)^2 \right\},
\]

where \( \tau_p \) and \( \tau_d \) are problem-dependent constants in (24). \( \mathcal{N}(y, \lambda) \) is defined in (22), \( \mu_1 \) in (23) and \( C_2 \) in (25). Then there exists an optimal solution \((x^*, y^*, s^*)\) of (QP), such that

\[
\mathcal{A}^*(s) = \mathcal{A}^*(s^*), \quad \tilde{\Theta}(x) = \Theta(x^*) \quad \text{and} \quad \tilde{T}(x, s) = T(x^*, s^*),
\]

where \( T(x^*, s^*) \) is defined in (9), \( \mathcal{A}^*(s) \) in (28), and \( \tilde{\Theta}(x) \) and \( \tilde{T}(x, s) \) defined in (38).

**Proof.** Setting \( \mu = \frac{\psi}{2} \) in Theorem 10, we have (30). It remains to prove that \( \Theta(x^*) \subseteq \tilde{\Theta}(x^*) \) and \( \mathcal{A}^*(s^*) \subseteq \tilde{\mathcal{A}}^*(s^*) \). From (40), (41) and (42), if \( i \in \Theta(x^*) \), we have \( x_i^* > 0 \) and then \( x_i^* - \tau_p C_2 \sqrt{\mu} - 4 \tau_p ||s|| > \psi - \frac{\psi}{2} = C \), namely \( i \in \tilde{\Theta}(x) \). Thus \( \Theta(x^*) \subseteq \tilde{\Theta}(x) \). Similarly, we can also have \( \mathcal{A}^*(s^*) \subseteq \mathcal{A}^*(s) \). Therefore \( \tilde{T}(x, s) = T(x^*, s^*) \).

5. Numerical experiments for quadratic programming using perturbations

5.1. The perturbed algorithm and its implementation

All numerical experiments in this section employ an infeasible primal-dual path-following \( \text{ipm} \) applied to (QP) or (QP). The perturbed algorithm is summarised in Algorithm 1 and it is nothing but an infeasible \( \text{ipm} \) applied to (QP) with possible shrinkage of the perturbations.
Algorithm 1 The Perturbed Algorithm with Active-set Prediction for qp

Step 0: choose perturbations \((\lambda^0, \phi^0) > 0\) and calculate a Mehrotra starting point \((x^0, y^0, s^0)\); for \(k = 1, 2, \ldots\) do

Step 1: solve the perturbed Newton system using the augmented system approach, namely

\[
\begin{bmatrix}
-H - D^k_{1} & A^T \\
A & 0
\end{bmatrix}
\begin{bmatrix}
\Delta x^k \\
\Delta y^k
\end{bmatrix} =
\begin{bmatrix}
R^k_p - (X^k + \lambda^k)^{-1} R^k_p \\
R^k_p
\end{bmatrix},
\]

\[
\Delta s^k = -(X^k + \lambda^k)^{-1} (R^k_p + (S^k + \Phi) \Delta x^k),
\]

where \(D^k_{1} = (S^k + \Phi^k)^{-1} (X^k + \lambda^k)^{-1} \), \(R^k_p = Ax^k - b\), \(R^k_d = A^T y^k + s^k - H x^k - c\), \(\lambda^k\) are set to \(\bar{\lambda}^k\) and \(\lambda^k = \min(0, 100\mu^k_1) \in [0, 1]\) and

\[
\mu^t_k = \frac{(x^k + \lambda^k)^T (s^k + \phi^k)}{n};
\]

(43)

Step 2: choose a fixed, close to 1, fraction of the stepsize to the nearest constraint boundary in the primal and dual space, respectively. Namely, \(a^k_p = \min(\tilde{a} \min_{\Delta x^k < 0} (\frac{-\Delta x^k}{\Delta s^k}), 1)\), where \(\tilde{a} = 0.9995\);

Step 3: update \(x^{k+1} = x^k + \alpha^k_p \Delta x^k\) and \((x^{k+1}, s^{k+1}) = (y^k, s^k) + \alpha^k_p (\Delta y^k, \Delta s^k)\);

Step 4: predict the optimal active set of \((\text{QP})\) and denote as \(\mathcal{A}^k\);

Step 5: terminate if some termination criterion is satisfied;

Step 6: obtain \((\lambda^{k+1}, \phi^{k+1})\) possibly by shrinking \((\lambda^k, \phi^k)\) so that \((\lambda^{k+1}, \lambda^{k+1}, \phi^{k+1}, \phi^{k+1}) > 0\).

end for

Algorithm without perturbations for qp. For comparison in the numerical tests, we refer to the algorithm with no perturbations (Algorithm 1 with \(\lambda = \phi = 0\)) as Algorithm 2. We use the notation \(\mu^t\), which is equivalent to \(\mu^t_k\) with \(\lambda^k = \phi^k = 0\) for the duality gap for Algorithm 2.

Most of the implementation details follow similarly to the qp case unless specified. We apply the Mehrotra starting point for both perturbed (Algorithm 1) and unperturbed (Algorithm 2) algorithms. We shrink perturbations according to the value of the smallest elements of the current iterate, for instance, at iteration \(k\), we choose a fixed fraction of \(\lambda^k\) when \(\min(x^k) > 0\), otherwise we find a point on the line segment connecting \(\lambda^k\) and \(-\min(x^k)\) for \(\phi^k\). The initial perturbations are set to \(\lambda^0 = \phi^0 = 10^{-3} e\) for all numerical tests. We utilise the same active-set prediction procedure proposed in Section 6.1, namely, we move the indices between the predicted active, predicted inactive, and undetermined sets, depending on whether the criteria \(x^k_t < C\) and \(s^k_t > C\) are satisfied (see Procedure 2 in Appendix B for details).

Termination criteria will be defined for each set of tests. Relative residual is also employed in the following tests to measure the distance from the iterates to the optimal solution set of \((\text{QP})\).

\(^2\)Note that we modify Mehrotra’s procedure and calculate a min-norm primal-dual feasible point for \((\text{QP})\), namely we replace \(\bar{s} = c - A^T \bar{y}\) in (7.1) with \(\bar{s} = c - A^T \bar{y} + Q\bar{z}\).
namely
\[ \text{Res}_k^i = \frac{\| (A x^k - b, A^T y^k + s^k - H x^k - c, (X^k + \Lambda^k) (S^k + \Phi^k) e) \|_\infty}{1 + \max (\| b \|_\infty, \| c \|_\infty)}. \]  
(44)

5.2. Test problems

Randomly generated problems (QTS1). We first randomly generate the number of constraints \( m \in (10, 200) \), the number of variables \( n \in (20, 500) \) and the matrix \( A \) following the same procedure described in [1, Section 6.2] for generating random \( \text{LP} \) test problems. Then randomly generate a full rank square matrix \( B \in \mathbb{R}^{n \times n} \) and set the quadratic term \( H = B' B \). Next we generate a triple \( (x, y, s) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \) with \( (x, s) \geq 0 \) and density about 0.5. Finally we obtain \( b = Ax \) and \( c = A^T y + s - H x \). Thus \( (x, y, s) \) is used as a feasible point for this problem. 50 problems are generated for this test set.

Randomly generated degenerate problems (QTS2). First generate \( m, n, A \) and \( H \) as for QTS1. Apart from generating a feasible point as we do for QTS1 we generate a primal-dual degenerate optimal solution here. Namely we generate a triple \( (x, y, s) \) with \( (x, s) \geq 0 \), \( x_i, s_i = 0 \) for all \( i \in \{1, ..., n\} \) and the number of positive components of \( x \) strictly less than \( m \) and that of \( s \) strictly less than \( n - m \). Then we get \( b \) and \( c \) as for QTS1. 50 problems are also generated for this test set.

Convex \( \text{QP} \) test problems from Netlib [16] and Maros and Meszaros’ test sets [17] (QTS3). We choose 7 small problems from the Netlib \( \text{LP} \) test set and add the identity matrix as the quadratic term. We also choose 13 small problems from Maros and Meszaros’ convex \( \text{QP} \) collection. All test problems have been transformed to the form with only equality constraints and nonnegative bounds on \( x \) by adding slack variables. The dimensions of the problems are small, namely \( m < 200 \) and \( n < 250 \) including slack variables. For the full list of the problems, see Table 1. Note that the problems whose names start with ‘QP’ are obtained from NETLIB.

| Name       | m  | n  | Name       | m  | n  |
|------------|----|----|------------|----|----|
| QP_ADLITTLE | 55 | 137| QP_AFIRO   | 27 | 51 |
| QP_BLEND   | 74 | 114| QP_SC50A   | 49 | 77 |
| QP_SC50B   | 48 | 76 | QP_SCAGR7  | 129| 185|
| QP_SHARE2B | 96 | 162| CVXQP1_S   | 150| 200|
| CVXQP2_S   | 125| 200| CVXQP3_S   | 175| 200|
| DUAL1      | 86 | 170| DUAL2      | 97 | 192|
| DUAL3      | 112| 222| DUAL4      | 76 | 150|
| HS118      | 44 | 59 | HS21       | 3  | 5  |
| HS51       | 3  | 10 | HS53       | 8  | 10 |
| HS76       | 3  | 7  | ZECEVIC2   | 4  | 6  |

\[\text{www.doc.ic.ac.uk/~im/~DATA} \]
5.3. On the accuracy of optimal active-set predictions

Assume $A_k$ is the predicted active set and $A(x^*)$ the actual active set at a primal optimal solution $x^*$ of (QP). To measure the accuracy of our predictions, we also make use of the three prediction ratios defined in [1, Section 6.2.2]. Namely,

- **False-prediction ratio**
  \[ \frac{|A_k \setminus (A_k \cap A(x^*))|}{|A_k \cup A(x^*)|} , \]

- **Missed-prediction ratio**
  \[ \frac{|A(x^*) \setminus (A_k \cap A(x^*))|}{|A_k \cup A(x^*)|} , \]

- **Correction ratio**
  \[ \frac{|A_k \cap A(x^*)|}{|A_k \cup A(x^*)|} . \]

False-prediction, missed-prediction and correction ratios measure the degree of incorrectly identified active constraints, the degree of incorrectly rejected active constraints and the accuracy of the prediction, respectively. It is clear that all the three ratios are between 0 and 1 and the correction ratio is 1 if the predicted set is the same as the actual optimal active set. The main task for this test is to compare the three measures for Algorithms 1 and 2.

To measure and compare the accuracy of the predicted active sets, we terminate Algorithms 1 and 2 at the same iteration, and compare the predicted active sets with the original optimal active set at a solution obtained from the active-set method and that at a maximal complementary solution (the analytic center of the solution set) from an interior point method. These two original optimal active sets can be different. Through this test, we also try to answer which active sets (at a solution from the active-set solver or a maximal complementary solution) Algorithm 1 predicts. We test on two test cases, random problems (QTS1) and random degenerate problems (QTS2).

In Figures 1 and 2, the x-axis gives the number of interior point iterations at which we terminate Algorithms 1 and 2 at the same iteration, and the y-axis shows the average value of the corresponding measures. The first three plots (from top to bottom, left to right) present the corresponding prediction ratios. In each plot, we compare the predicted active set from Algorithm 1 with that from the active-set solver (the red solid line with circle), Algorithm 1 with the interior point solver (the blue dashed line with star sign), Algorithm 2 with the active-set solver (the black solid with square sign) and Algorithm 2 with the interior point solver (green dashed line with diamond sign). The last figure shows the log10-scaled average relative residuals of Algorithms 1 or 2.

- **Generally speaking**, using perturbations yields earlier and better prediction of the original optimal active set for both test cases, in terms of the correction ratios. Similar to the linear case, the correction ratios from the perturbed algorithms are over two times higher than that from the unperturbed ones at some iterations, for test problems in both QTS1 and QTS2.

- **The perturbed algorithm** is more likely to predict the active set at an original optimal solution generated by the active-set solver. Although it is not obvious for test problems...

---

4We solve the problem using Matlab’s qp solver quadprog with the ‘Algorithm’ option set to interior point or active set and consider all variables of the optimal solution $x^*$ less than $10^{-5}$ as active.

5The difference is about 5% on average for problems in QTS1 and 30% for problems in QTS2.
in QTS1, the difference is much clearer for the degenerate case QTS2. In Figure 2, the false-prediction ratio for Algorithm 1 and the interior point solver is about 17% at the 20th iteration but that for Algorithm 1 and the active-set solver stays close to 0.

- In Figure 2, we can also observe that after the 18th iteration, the average correction ratios comparing Algorithm 2 with the ipm solver are better than that comparing Algorithm 1 with active-set solver. This is because at the last few iterations the perturbations are not zero (on average about $O(10^{-3})$) and cannot shrink further; so the iterates of Algorithm 1 cannot keep moving closer to the original optimal solution, which prevents Algorithm 1 from improving the correction ratios.

- Ultimately, the correction ratio comparing Algorithm 2 with the interior point solver should go to 1 but then it would need to solve the problems to high accuracy ($10^{-8}$). As our implementation is for proof of concept, it can experience numerical issues when solving too far.

- Another interesting phenomenon is that the relative residual of Algorithm 1 seems to decrease faster than that of Algorithm 2. It suggests that using perturbations may help stabilise the Newton system and thus generate better search directions, especially for the degenerate problems in QTS2.

5.4. Solving the sub-problems

In this test, we first run Algorithm 1 and terminate it when $\mu_k^\lambda < 10^{-3}$, record the number of interior point iterations, remove zero variables and corresponding columns and/or rows of $H$, $A$ and $c$ from the original problem (QP), and then solve the newly-formulated smaller-sized problem (sub-problem) using the active-set method. For comparison purposes we perform the same number of interior point iterations of Algorithm 2, predict the active set, formulate the sub-problem and solve it. We compare the number of active-set iterations used to solve the sub-problems from Algorithms 1 and 2.
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It is also essential to make sure the sub-problems that we generate are equivalent to their original problems. Assume $\mathcal{A}_k$ is the predicted active set when terminating the interior point process at iteration $k$, $x_{\text{sub}}^*$ the optimal solution of the subproblems from the active-set solver and $x^*$ an optimal solution of the original problem. Let $\mathcal{A}_k^c = \{1, \ldots, n\} \setminus \mathcal{A}_k$ be the complement of $\mathcal{A}_k$. We consider the feasibility errors in the context of the original problem and the relative difference between the optimal objective values of the sub-problems and that of the original problems, namely,

\[
\text{Feasibility error} = \frac{\|A_{\mathcal{R}_k} x_{\text{sub}}^* - b\|_\infty}{1 + \|b\|_\infty},
\]

and

\[
\text{Objective error} = \frac{|c^T x_{\text{sub}}^* + \frac{1}{2}(x_{\text{sub}}^*)^T H_{\mathcal{R}_k} x_{\text{sub}}^* - c^T x^* - \frac{1}{2}(x^*)^T H x^*|}{1 + |c^T x^* + \frac{1}{2}(x^*)^T H x^*|},
\]

where $H_{\mathcal{R}_k} = (H_{ij})_{i,j \in \mathcal{R}_k}$. If the feasibility error is small, $\bar{x}^*$ with $\bar{x}_{\mathcal{R}_k} = 0$ and $\bar{x}_{\mathcal{R}_k}^c = x_{\text{sub}}^*$ is a feasible point for the original QP, and also optimal if the objective error is small as well.

### Randomly generated problems (QTS1 and QTS2)

Table 2 shows the average number of active-set iterations for the test problems in QTS1 and QTS2. It is clear that using perturbations saves a lot of active-set iterations, about 63% for problems in QTS1 and 36% for QTS2. Though unfortunately degeneracy seems to disadvantage the improvement, it cannot cover the fact that using perturbations would enhance the capabilities of predicting a better active set of the original problem, in the context of primal-dual path-following ipm, and potentially reduce the computational effort for solving a problem.

| Random problems | Random degenerate problems |
|-----------------|---------------------------|
| Algorithm 1     | Algorithm 2               |
| Algorithm 1     | Algorithm 2               |
| Avg. # of active-set iters | 46                      |
| Avg. $\mu_k$ and $\mu^*$ when terminate ipm | 5.8 × 10⁻⁴                |

We check the objective and feasibility errors in Table 3. All optimal solutions of the subproblems generated from Algorithms 1 and 2 are primal feasible for the original QP. For problems in QTS1 Algorithm 1 yields small average objective error, in the order of $10^{-5}$. For QTS2 the average error from Algorithm 2 is slightly higher, which is in the order of $10^{-4}$, but still acceptable, especially 90% of the test problems in QTS2 have small relative errors, in the order of $10^{-16}$ (can be considered as zero in MATLAB). This is, to some extend, even better than the result for the test case QTS1.

| Random problems | Random degenerate problems |
|-----------------|---------------------------|
| Algorithm 1     | Algorithm 2               |
| Algorithm 1     | Algorithm 2               |
| Avg. objective errors | 2.0 × 10⁻⁴                |
| Avg. feasibility errors | 5.4 × 10⁻¹⁴               |
QP problems from the Netlib and Maros and Meszaros’ test sets (QTS3). We also observe good numerical results for a small set of qp problems from Netlib and Maros and Meszaros’ convex qp test set (QTS3). We summarise the results in Table 4. For these problems, we save almost 50% of active-set iterations and all optimal solutions of the sub-problems from Algorithm 1 are feasible and optimal for the original problems. For details, see Section Appendix C.

| Algorithm 1 | Algorithm 2 |
|-------------|-------------|
| Avg. # of active-set iters | 6 | 13 |
| Avg. $\mu_k^*$ and $\lambda^*$ when terminate ipm | $4.6 \times 10^{-04}$ | $6.4 \times 10^{-04}$ |
| Avg. relative errors | $1.1 \times 10^{-15}$ | $1.8 \times 10^{-15}$ |
| 90\textsuperscript{th} percentile of relative errors | $9.2 \times 10^{-16}$ | $9.9 \times 10^{-16}$ |
| Avg. feasibility errors | $9.6 \times 10^{-13}$ | $8.8 \times 10^{-13}$ |

6. Conclusions

Theoretically, we have extended the idea of active-set prediction using controlled perturbations from lp to qp. Numerically, we have obtained satisfactory preliminary results. Based on our observations, it seems that for the purpose of optimal active-set prediction for ipms for qp problems, and the idea of using controlled perturbations is promising.

Note that our implementation of Algorithm 1 is preliminary. We have not employed techniques such as the predictor-corrector or multiple centralities [14]. Thus the algorithm may not be efficient enough and needs further refinement.

Acknowledgement. I am grateful to Dr. Coralia Cartis for useful discussions.
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Appendix A. Proof of Lemma 5

We follow the approach in [1, Appendix A] but apply it to (QP) problems. Substituting $s = c + Hx - A^Ty$ and $y = y^+ - y^-$, where $y^+ = \max(y, 0)$ and $y^- = -\min(y, 0)$ into the first order optimality conditions (2) with $\lambda = 0$, we can verify that finding an optimal solution of (QP) is equivalent to solving the following lcp problem,

$$Mz + q \geq 0, \quad z \geq 0, \quad z^T(Mz + q) = 0,$$

(A.1)

where $Q, A, b$ and $c$ are (QP) problem data, $(x, y, s) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m$ and $z$ is considered to be the vector of variables, and where

$$M = \begin{bmatrix} H & -A^T \\ A & 0 & 0 \\ -A & 0 & 0 \end{bmatrix}, \quad q = \begin{bmatrix} c \\ -b \\ b \end{bmatrix} \quad \text{and} \quad z = \begin{bmatrix} x \\ y^+ \\ y^- \end{bmatrix}.$$

(A.2)

Lemma A.1. The matrix $M$, defined in (A.2), is positive semidefinite, and so (A.1) is a monotone lcp.

Proof. \( \forall v \neq 0, v = (v_1, v_2, v_3) \), where $v_1 \in \mathbb{R}^n$, $v_2 \in \mathbb{R}^m$ and $v_3 \in \mathbb{R}^m$, $v^T Mv = v_1^T H v_1 + v_2^T A v_1 - v_2^T A v_2 + v_3^T A^T v_3$. Since $v_2^T A v_1 = (v_2^T A v_1)^T = v_1^T A^T v_2$ and $v_2^T A v_1 = (v_2^T A v_1)^T = v_1^T A^T v_3$, we have $v^T Mv = v_1^T H v_1 \geq 0$ as $H$ is positive semi-definite. Thus $M$ is positive semi-definite.

A global error bound for a monotone lcp [18] has already been present in [1, Appendix A]. We restate it here for clarity.

Lemma A.2 (Mangasarian and Ren [18, Corollary 2.2]). Let $z$ be any point away from the solution set of a monotone lcp$(M,q)$ (A.1) and $z^*$ be the closest solution of (A.1) to $z$ under the norm $\| \cdot \|$. Then $r(z) + w(z)$ is a global error bound for (A.1), namely,

$$\| z - z^* \| \leq \tau (r(z) + w(z)),$$

where $\tau$ is some problem-dependent constant, independent of $z$ and $z^*$, and

$$r(z) = \| z - (z - Mz - q)_+ \| \quad \text{and} \quad w(z) = \| (Mz - q, -z, z^T(Mz + q))_+ \|.$$

(A.3)
In [1], Theorem A.5, we present an error bound for LP. It is straightforward to extend this result to QP problems. We state the following lemma without giving a proof.

**Lemma A.3 (Error Bound for QP).** Let \((x, y, s) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n\) where \(s = c - A^T y + H x\). Then there exist a solution \((x^*, y^*, s^*)\) of \((QP)\) and problem-dependent constants \(\tau_p\) and \(\tau_d\), independent of \((x, y, s)\) and \((x^*, y^*, s^*)\), such that

\[
\|x - x^*\| \leq \tau_p (r(x, y) + w(x, y)) \quad \text{and} \quad \|s - s^*\| \leq \tau_d (r(x, y) + w(x, y)),
\]

where

\[
r(x, y) = \left\| \left( \min \{x, s\}, \min \{y^+,Ax-b\}, \min \{y^-,Ax+b\} \right) \right\|,
\]

and

\[
w(x, y) = \left\| \left( -s, b-Ax, Ax-b, -x, c^T x - b^T y + x^T H x \right) \right\|,
\]

and where \(\min \{x, s\} = \left( \min(x_i, s_i) \right)_{i=1,\ldots,n}\). \(y^+ = \max \{y, 0\}\) and \(y^- = -\min \{y, 0\}\).

**Proof of Lemma A.3** Considering \(Ax = b\) and \(A^T y + s - H x = c\), this result follows from Lemma A.3.

**Appendix B. An active-set prediction procedure**

In our numerical test, we apply the following strategy to predict the active constraints. We partition the index set \([1, 2, \ldots, n]\) into three sets, \(A^k\) as the predicted active set, \(I^k\) as the predicted inactive set and \(Z^k = \{1, 2, \ldots, n\} \setminus (A^k \cup I^k)\) which includes all undetermined indices. During the running of the algorithm, we move indices between these sets according to the threshold tests \(x_k^t < C\) and \(x_k^t > C\), where \(C\) is a user-defined threshold; \(C = 10^{-3}\) in our tests. Initialise \(A^0 = I^0 = \emptyset\) and \(Z^0 = \{1, 2, \ldots, n\}\). An index is moved from \(Z^k\) to \(A^k\) if the threshold test is satisfied for two consecutive iterations, otherwise from \(Z^k\) to \(I^k\). We move an index from \(A^k\) to \(Z^k\) if the threshold test is not satisfied at the current iteration. An index is moved from \(I^k\) to \(Z^k\) if the threshold test is satisfied at the current iteration. We summarise the above as Procedure B.1.

**Procedure B.1 An Active-set Prediction Procedure**

```
Initialise: \(A^0 = I^0 = \emptyset\) and \(Z^0 = \{1, 2, \ldots, n\}\).

At \(k\)th iteration, \(k > 1\),

for \(i = 1, \ldots, n\) do

if \(i \in Z^k\) then

if the threshold test is satisfied for iterations \(k-1\) and \(k\) then

\(A^k = A^k \cup \{i\}\) and \(Z^k = Z^k \setminus \{i\}\);

else

\(I^k = I^k \cup \{i\}\) and \(Z^k = Z^k \setminus \{i\}\);

end if

if \(i \in A^k\) and the threshold test is not satisfied then

\(A^k = A^k \setminus \{i\}\) and \(Z^k = Z^k \cup \{i\}\);

end if

if \(i \in I^k\) and the threshold test is satisfied then

\(I^k = I^k \setminus \{i\}\) and \(Z^k = Z^k \cup \{i\}\);

end if

end if

end for
```
Appendix C. Numerical results for solving sub-problems

In Table C.5, from the left to the right, we present the name the problem, the number of equality constraints and variables, the value of duality gap when terminate Algorithms 1 and 2, the number of active-set iterations for solving the subproblems generated from Algorithms 1 and 2, the primal feasibility errors for the optimal solutions of the subproblems from Algorithms 1 and 2, and the objective errors between the subproblem and the original problem.

Table C.5: Solving sub-problem test on a selection of Netlib and Maros and Meszaros’ convex qp problems.

| Probs   | m   | n   | $\mu_1$ | $\mu_2$ | IPM Itr | actvItr Per | actvItr Unp | feeErr Per | feeErr Unp | relObjErr Per | relObjErr Unp |
|---------|-----|-----|---------|---------|---------|-------------|-------------|------------|------------|---------------|---------------|
| QP_ADILITTE | 55  | 137 | 7.9e-04 | 9.6e-04 | 13      | 3           | 22          | 1.5e-12    | 1.0e-12    | 0.0e+00       | 1.6e-16        |
| QP_AFRO   | 27  | 51  | 1.9e-04 | 2.7e-04 | 13      | 1           | 5           | 2.9e-13    | 3.3e-13    | 7.2e-16       | 4.3e-16        |
| QP_BLENDE | 74  | 114 | 2.9e-04 | 3.2e-04 | 14      | 7           | 38          | 5.4e-13    | 4.8e-13    | 4.8e-16       | 9.9e-15        |
| QP_SC50A  | 49  | 77  | 9.2e-04 | 1.5e-04 | 10      | 1           | 2           | 2.6e-13    | 2.6e-13    | 7.5e-16       | 7.5e-16        |
| QP_SC50B  | 48  | 76  | 5.3e-04 | 7.9e-04 | 8       | 2           | 3           | 3.2e-13    | 3.9e-13    | 1.2e-16       | 5.9e-16        |
| QP_SCAGR7 | 129 | 185 | 8.6e-04 | 1.3e-03 | 15      | 1           | 10          | 1.0e-11    | 9.5e-12    | 2.4e-16       | 2.4e-16        |
| QP_SHARE2B| 96  | 162 | 1.2e-04 | 1.4e-04 | 20      | 4           | 12          | 6.0e-12    | 4.7e-12    | 1.6e-14       | 2.3e-14        |
| CVXQP1S   | 150 | 200 | 4.5e-04 | 7.8e-04 | 8       | 1           | 16          | 6.0e-14    | 6.1e-14    | 1.6e-16       | 1.6e-16        |
| CVXQP2S   | 125 | 200 | 6.5e-04 | 1.1e-03 | 8       | 1           | 48          | 3.5e-14    | 4.0e-14    | 9.2e-16       | 9.2e-16        |
| DUAL1     | 86  | 170 | 5.2e-04 | 6.1e-04 | 9       | 2           | 4           | 6.3e-14    | 5.4e-14    | 4.7e-16       | 4.7e-16        |
| DUAL2     | 97  | 192 | 5.1e-04 | 6.4e-04 | 2       | 5           | 5           | 6.4e-15    | 6.4e-15    | 0.0e+00       | 0.0e+00        |
| DUAL3     | 112 | 222 | 5.9e-04 | 6.1e-04 | 3       | 15          | 15          | 1.3e-14    | 1.3e-14    | 0.0e+00       | 0.0e+00        |
| DUAL4     | 76  | 150 | 3.0e-04 | 4.3e-04 | 4       | 14          | 14          | 1.3e-14    | 1.3e-14    | 0.0e+00       | 0.0e+00        |
| HS118     | 44  | 59  | 1.3e-04 | 2.8e-04 | 8       | 0           | 15          | 2.3e-14    | 1.5e-13    | 3.2e-16       | 0.0e+00        |
| HS21      | 3   | 5   | 3.4e-04 | 6.6e-04 | 10      | 2           | 2           | 5.2e-14    | 5.2e-14    | 0.0e+00       | 0.0e+00        |
| HS51      | 3   | 10  | 9.2e-04 | 7.3e-04 | 3       | 20          | 20          | 3.1e-15    | 3.1e-15    | 0.0e+00       | 0.0e+00        |
| HS33      | 8   | 10  | 9.9e-04 | 1.9e-03 | 6       | 1           | 1           | 2.2e-14    | 2.2e-14    | 0.0e+00       | 0.0e+00        |
| HS76      | 3   | 7   | 7.9e-05 | 1.5e-04 | 6       | 1           | 3           | 8.9e-16    | 1.9e-15    | 1.6e-16       | 0.0e+00        |
| ZECV1C2   | 4   | 6   | 2.6e-04 | 4.0e-04 | 5       | 1           | 2           | 4.4e-15    | 3.9e-15    | 8.7e-16       | 0.0e+00        |
| Average   |     |     | 4.6e-04 | 6.4e-04 | 8       | 6           | 13          | 9.6e-13    | 8.6e-13    | 1.1e-15       | 1.8e-15        |
| 90th Pctl |     |     | 4.6e-04 | 6.4e-04 | 8       | 6           | 13          | 9.6e-13    | 8.6e-13    | 1.1e-15       | 1.8e-15        |