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Abstract

The investigation of the variation of the prices of fuel and their interrelation with the cost of hauling freight and how this affects profit margins for various freight transports (ie. carriers), is of great interest for all players in the supply chain (suppliers, manufacturers and carriers). Although supply chains may vary from country to country, the end result will help establish trends that can be used to further identify links between various markets both domestically and internationally. This paper aims to examine the interrelation of the daily price of fuel, the cost of hauling freight from various US geographic locations and the profit margin that various freight haulers may have thereof. Data for the three aforementioned variables will be analyzed over a period of 4 years. The conclusions of this work can be helpful in the cost accounting of provided logistic services from a company concerning the prices of oil, aiming to help the company check the costs and the margin of profit. The conclusion of this work will help various players in the supply chain determine how the chosen variables affect net profit.

Keywords: logistics, correlation, dependence, mutual information.

1. Introduction

The correlation among the daily price of fuel in USA, the cost of hauling freight from various US geographic locations and the profit margin of freight haulers is examined in this work. The collection of data is from a logistics company based in Cleveland, Ohio, United States, compiled between the dates January of 2007 to the current date. The number of data used for each variable is 1034. The findings are limited to include only East Coast destination points since fuel prices and freight charges vary greatly between geographic regions. In order to collect the data concerning the cost of hauling freight from various US geographic locations and the profit margin of freight haulers, the total distance in miles for the designated shipment and the revenue for the trucking company to haul this shipment are used. The cost per gallon for diesel fuel on the date of the particular shipment is used in order to calculate the gross profit of the truck after paying for fuel and determine the cost per mile. A universal figure was used, 5 miles to the gallon, which is a standard throughout the trucking and logistics industries in North America. On average a semi-truck will be able to attain 5 miles of driving per gallon of fuel.
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The aim of this work is to investigate the type of dependence (linear/ nonlinear) among the pairs of the three examined variables, i.e. the daily price of fuel, the cost of hauling freight from various US geographic locations and the profit margin of freight haulers. Further, causal measures are used in order to differentiate among direct and indirect dependence. These findings are specific to the domestic trucking portion of the logistics industry. In order to identify the relationship of the three variables, the linear and partial linear correlation coefficients of Pearson are estimated, and respectively the mutual information and the conditional mutual information of the variables are estimated in order to measure the global (linear and nonlinear) correlation of them. The necessity to use more complex measures such as mutual information instead of the standard linear ones is also investigated. The findings of the above research could help 3rd Party Logistics and transportation companies that operate to other countries / regions, etc. to study the relationship between price of fuel, cost and profit margin so as to control more effective their operation costs.

2. Methodology

A relationship refers to the correspondence between two variables. The relationship between two variables may be linear or/ and nonlinear, while may be direct or indirect. There are several terms to describe the different kind of patterns one might find in a relationship. If there is no relationship at all, then the knowledge of the values on one variable provides no information about the values on the other variable. A positive relationship indicates that high (low) values on one variable are associated with high (low) values on the other, respectively. On the other hand, a negative relationship implies that high values on one variable are associated with low values on the other.

2.1. Definition of correlation measures

The correlation is one of the most common and most useful statistics (Galton, 1885). A correlation is a single number that describes the degree of relationship between two variables. Pearson derived in the 1880s the analytic product-moment formula of the “population correlation coefficient” between two variables, which is defined as the covariance of the two variables divided by the product of their standard deviations

\[ \rho = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y} \]  

(Stigler, 1989). Substituting the estimates of the covariance and variances based on a sample gives the Pearson’s linear correlation coefficient

\[ r = \frac{\sum_{i=1}^{n}(X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{n}(X_i - \bar{X})^2 \sum_{i=1}^{n}(Y_i - \bar{Y})^2}} \]

The index \( r \) takes values in \([-1, 1]\); if \( r \) is negative, we have a negative relationship while if it’s positive, then the relationship is positive. Although several authors have offered guidelines for the interpretation of a correlation coefficient, e.g. (Cohen, 1988), this depends on the context and purposes of each study. In general, values of \( r \) close to zero (\(|r|<0.1\)) indicate the lack of correlation, if \( 0.1<|r|<0.3 \) then there is a week correlation, and if \( 0.7<|r|<1 \) then there is a strong correlation among the variables.

In order to determine whether the non-zero correlations are direct or indirect, causal measures should be used. Partial correlation coefficient measures the linear correlation between two variables after removing the effect of other variables. Its use aims in finding spurious correlations and revealing hidden correlations. For three variables \( X, Y \) and \( Z \), the partial correlation coefficient \( r_{XY.Z} \) between variables \( X \) and \( Y \) adjusted for the third variable \( Z \) may be computed in terms of simple correlation coefficients as

\[ r_{XY.Z} = \frac{r_{XY} - r_{XZ} r_{YZ}}{\sqrt{(1 - r_{XZ}^2)(1 - r_{YZ}^2)}} \]

The index \( r_{XY.Z} \) takes again values between -1 and 1. If \( X \) and \( Y \) are both uncorrelated with \( Z \), then \( r_{XY.Z} = r_{XY} \).

Mutual information is a measure of the dependence between two random variables which measures how much knowing one of these variables
reduces our uncertainty about the other (Shannon, 1948). Mutual information is a very general measure of dependence as it makes no assumptions regarding the nature of the relationship that exists between the variables; it does not assume a linear, nor functional correlation but only a predictable relationship. For its computation uses the joint and marginal distributions. Mutual information of two discrete variables X and Y is defined as

\[ I(X;Y) = \sum_{x} \sum_{y} p_{X,Y}(x,y) \log \frac{p_{X,Y}(x,y)}{p_X(x)p_Y(y)} \]  

(4)

where \( p_{X,Y}(x,y) \), \( p_X(x) \), \( p_Y(y) \) are the joint and marginal probability functions. Mutual information always takes non-negative values, as it yields the maximum information we can obtain from a variable X if we know Y. If the variables X and Y are statistically independent, then it is zero.

For inferring causal relation, conditional mutual information is used. The conditional mutual information characterizes the net dependence between two variables X and Y without the possible influence of another variable, Z. For discrete random variables X, Y and Z, conditional mutual information is defined as

\[ I(X;Y | Z) = \sum_{z} p(z) \sum_{x} \sum_{y} p_{X,Y | Z}(x,y | z) \log \frac{p_{X,Y | Z}(x,y | z)}{p_{X,Z}(x | z)p_{Y,Z}(y | z)} \]  

(5)

in terms of the marginal and joint conditional probability mass functions. Conditional mutual information takes always non-negative values. For Z independent of X and Y, \( I(X;Y | Z) = I(X;Y) \).

2.2. Testing the significance of the correlation measures

In order to determine the probability that the observed correlations occurred by chance, a significance test should be conducted. The null hypothesis \( H_0 \) is examined as that there are no correlations under the alternative hypotheses of existence of correlations (two-tailed test). When the distribution of the statistic/measure under \( H_0 \) is known analytically, the rejection region is at the tails of the distribution according to a given significance level \( \alpha \). In case of the Pearson's correlation coefficient, the statistic

\[ t = \frac{r \sqrt{N-2}}{\sqrt{1-r^2}} \]

follows the Student distribution \( t_{N-2} \) with \( N-2 \) degrees of freedom (\( N \) is the number of data) and thus critical values for the standard significance level \( \alpha=0.05 \) are known. \( H_0 \) is rejected if \(|t| > t_{N-2, \alpha/2} \). The \( p \)-value of the test represents the probability of error that is involved in accepting our observed result as valid. If the \( p \)-value of the test is small (smaller than \( \alpha \)) then the correlation is significantly different from zero.

In case of the nonlinear measures, the null hypothesis \( H_0 \) for the statistical test is that the two examined variables are independent. The discriminating statistic is a single number estimate of a characteristic of the data and its variation is such that it allows us to decide whether data are consistent with \( H_0 \) or not. Here, the discriminating statistics used are the mutual information and the conditional mutual information. As the distribution of these statistics is generally not known, therefore it is formed through Monte Carlo simulation from the values of the statistics computed on an ensemble of \( M \) surrogate data consistent with \( H_0 \). If the observed values of the measure are not consistent with this null hypothesis, then one may claim that \( H_0 \) is wrong, and significant correlations exist. The surrogate data are generated by random permutations of the values of the variables. To decide for the rejection of \( H_{0p} \), the significance \( s \) for the two discriminating statistics is computed. If \( q_0 \) is the statistic from the original data and \( q_1,...,q_M \) from the surrogate data sets then the significance is \( s = \left| q_0 - \bar{q}_s \right| / \sigma_q \), where \( \bar{q}_s \) is the mean of and \( \sigma_q \) is their standard deviation. Assuming that follows the standard normal distribution, significance of suggests the rejection of the null hypothesis \( H_0 \) at \( \alpha = 0.05 \). In this case, the \( p \)-value of the test is given as \( p = 2(1 - \Phi(s)) \), where \( \Phi \) is the cumulative distribution function of the standard normal distribution.

3. Results

The values of the linear correlation coefficients among all pairs of variables are presented in Table 1. The Pearson's correlation coefficient of the price of the gas (X) and the cost of hauling freight (Y) is \( r_{XY} = -0.2934 \) indicating the weak negative interrelation of the variables. The profit of freight
haulers (Z) has also a negative correlation to the cost of gas \((r_{xz} = -0.4077)\), as should be expected. Finally, the cost of hauling freight is positively correlated to the profit of freight haulers \((r_{yz} = 0.5976)\). The \(p\)-values from the two tailed significance test are zero and therefore the estimated linear correlations are significant.

| Pearson's correlation | \(r_x = -0.2934\) | \(r_x = -0.4077\) | \(r_y = 0.5976\) |
|-----------------------|---------------------|---------------------|---------------------|
| Pearson's partial correlation | \(r_{x|x} = 0.0680\) | \(r_{x|z} = -0.3032\) | \(r_{z|x} = 0.5475\) |

The partial correlation coefficient among the price of gas and the cost of hauling freight is slightly negative indicating the weak direct negative dependence of the two measures. The \(p\)-value of the significance test is smaller than the significance level \((\alpha = 0.05)\) indicating that the partial correlation is significantly different from zero. The fact that is much smaller than \(r_{xyz}\) indicates the existence of both direct and indirect dependence among the variables. The results for \(r_{xz,y}\) and \(r_{yz,x}\) are in agreement with \(r_{xz}\) and \(r_{yz}\) as far as the type of the correlation (negative/ positive) and its strength, i.e. giving similar values, indicating the existence of direct dependence among the variables.

Results from the nonlinear measures are in consistent with the linear ones. The price of the gas \((X)\) and the cost of hauling freight \((Y)\) seem to be the least correlated variables, while the cost of hauling freight \((Y)\) and the profit of freight haulers \((Z)\) seem to be the most correlated ones (see Table 2). All estimated correlations are significant as the \(p\)-values of the significant tests are zero.

| Mutual information | \(I(X;Y) = 0.2878\) | \(I(X;Z) = 0.4061\) | \(I(Y;Z) = 0.6474\) |
|---------------------|---------------------|---------------------|---------------------|
| Conditional Mutual information | \(I(X;Y|Z) = 0.3639\) | \(I(X;Z|Y) = 0.4622\) | \(I(Y;Z|X) = 0.6783\) |

4. Conclusions

Pearson’s correlation coefficient distinguishes between positive and negative correlations, while the mutual information does not. However, mutual information can detect global correlation and not only linear ones. Further, the Pearson correlation is bounded by the mutual information, but for cases of numerical or statistical errors. For the analyzed dataset, there seems to be almost a one-to-one correspondence between the Pearson correlation and the mutual information (see Tables 1 and 2). Most of all, it means that investigations using Pearson correlation coefficient as a measure of similarity for such data measurements are justified. The correlations between simultaneously measured values of the daily price of fuel, the cost of hauling freight from various US geographic locations and the profit margin of freight haulers, are essentially linear.

The investigation of the correlation between the daily price of the fuel and the cost of the transport freight may not present such interest; however the interdependence between the daily price of the fuel and the profit margin of transport haulers and between the cost of the transport freight and the profit margin of transport haulers present great interest. The type of correlations (negative/ positive) among these pairs of variables were are rational and were expected. The fact the correlations are found to be mainly linear could be used for further investigation to make predictions for these variables. The need for extension of this investigation to include more related variables (e.g. cost of insurance, other expenses of logistics companies and transport haulers) will also be considered in future works.
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