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Abstract
A Lagrange multiplier theorem is derived for the case of an imprecise objective function and a precise constraint. The proof uses methods of analysis which deal in a direct, algebraic way with imprecisions. They include imprecise differentiation, and an approximate Fermat Lemma and Implicit Function Theorem. The tools are the external numbers of Nonstandard Analysis, which are models of Sorites imprecisions.
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1 Introduction
The Lagrange multiplier method leads to necessary optimality conditions for non-linear optimization problems with constraints [7]. In addition it enables sensitivity analysis, for the multiplier is an indicator for the effects of changes in the values of the constraint function [12][13]. In this article we extend the sensitivity analysis to the values of the objective function. We allow for small perturbations or errors in the form of imprecisions of Sorites-type, i.e. they are stable under small shifts, or some additions and multiplications. The principal result of this article (Theorem 9.1) concerns the existence of Lagrange multipliers for an optimization problem with an imprecise objective function and precise constraints. This relates to situations in which, due to all kinds of uncertain circumstances, the objectives are only known within some range of imprecisions, while the constraint, say a budgetary restriction, is rigid. In this context we show that an optimum can only be approximate, and indicate the size of the imprecisions occurring in the Lagrange equations for the multipliers.

Like in an earlier article on approximate linear programming [17], we model the imprecisions by the scalar neutrices and external numbers [9] of Nonstandard Analysis. These are (external) subsets of the reals, and permit an alternative for the Theory of Neglecting of Van der Corput [1] based on functional neutrices, which are generalizations of the $O(\cdot)'s$ and $(\cdot)'s$. The calculation rules originate from informal Error Analysis [16] and come close to the rules for the real numbers, including a total order and a form of completeness. The resulting structure is called a Completely Arithmetical Solid [4][5].

Functions from the reals to the external numbers bear some imprecisions and are called flexible functions. We search for near-optimizers of flexible functions by approximate differentiation, and to this end we introduce new types of limits in terms of external numbers. This limits minimize the imprecisions of the sequential limits of and permit to define forms of imprecise continuity and differentiation. We show that these notions satisfy many operations, including a Chain Rule. In the context of functions of two variables, we define with these notions approximate partial derivatives, which lead to an approximate total differential. With the help of a Fermat Lemma for near-optimums and an Implicit Function Theorem we come to the Main Theorem on Lagrange multipliers for flexible functions, in the last section.

To our opinion the approach to approximate optimal analysis, using the direct monitoring of error propagation by the algebraic and analytic properties of external numbers, outgrows the possibilities of Error Analysis, ordinary set-valued analysis and classical asymptotical methods.

The article has the following structure. In Sections 2 and 3 we consider some basic notions and properties related to external numbers, flexible functions and near-optimization. The various forms of imprecise limits, approximate continuity and differentiation, together with their behavior under operations, are studied in Section 4 and Section 5. Section 6 contains a Fermat Lemma for near-optimization. The remaining part of the article
is devoted to flexible functions of several variables, where for reasons of notational and conceptual simplicity we restrict ourselves to functions of two variables. Section 4 starts with a definition of partial derivatives for flexible functions of more variables. In this setting we extend the Fermat Lemma, introduce a total differential and prove a chain rule. Section 8 contains an Implicit Function Theorem under imprecise conditions. All this material is joined in Section 9, to state and prove the Main Theorem on the existence of Lagrange multipliers and prove a chain rule. Section 8 contains an Implicit Function Theorem under imprecise conditions. All this flexible functions of more variables. In this setting we extend the Fermat Lemma, introduce a total differential we restrict ourselves to functions of two variables. Section 7 starts with a definition of partial derivatives for is devoted to flexible functions of several variables, where for reasons of notational and conceptual simplicity

2 Preliminaries

2.1 Neutrices and external numbers

In this subsection we recall the notions of neutrices and external numbers, as well as operations on them. We also recall some background on Nonstandard Analysis and properties which are needed in the sequel.

The axiomatic system IST postulates the existence of nonstandard elements within infinite standard sets. For instance, the standard set $\mathbb{R}$ contains infinitesimals and unlimited numbers, larger than any standard real number. Sets of classical set theory $ZFC$ are called internal. Sets of internal elements are often outside $ZFC$, and then are called external. As a consequence of Nelson’s Reduction Algorithm [11], when definable in IST, every external subset of a standard set $X$ can be expressed in the form $\bigcup_{st(u)\in U} \bigcap_{st(v)\in V} I_{uv}$ where $U, V$ are standard sets and $I : U \times V \to \mathcal{P}(X)$ is an internal set-valued mapping. External sets which reduce to $\bigcup_{st(u)\in U} I_u$ are called galaxies, and are called halos when they reduce to $\bigcap_{st(v)\in V} I_v$.

**Definition 2.1.** A (scalar) neutrix is an additive convex subgroup of $\mathbb{R}$. An external number is the Minkowski-sum of a real number and a neutrix.

Classically, the only neutrices are $\{0\}$ and $\mathbb{R}$, but allowing for external sets there are many more neutrices. Examples are $\varnothing$, the set of infinitesimals and $\mathcal{E}$, the set of limited numbers. Let $\varepsilon \in \mathbb{R}$ be a positive infinitesimal. Other examples of neutrices are $\varepsilon \mathcal{E}$, $\varepsilon \varnothing$, $M_\varepsilon \equiv \bigcap_{st(n)\in \mathbb{N}} [-\varepsilon^n, \varepsilon^n] = \mathcal{E}^{\varepsilon^2}$ and $\mu_\varepsilon \equiv \bigcup_{st(n)\in \mathbb{N}} [-\varepsilon^{-1/(n\varepsilon)}, \varepsilon^{-1/(n\varepsilon)}] = \mathcal{E}^{\varepsilon^{-2}/\varepsilon}$, where $\varnothing$ is the set of positive unlimited numbers and $\varnothing$ is the set of positive appreciable numbers, i.e. limited numbers which are not infinitesimal. One shows [14] that as groups they are not isomorphic, and that every external neutrix is either a halo or a galaxy. A neutrix $I$ is called idempotent if $II = I$, which is the case of all the examples above with the exception of $\varepsilon \mathcal{E}$ and $\varepsilon \varnothing$. As is the case for these neutrices, for any neutrix $N$ there exists $p \in \mathbb{R}$ such that $N = pI$, with $I$ idempotent [9].

External neutrices $N$ may be seen model for imprecisions of the Sorites type, for they are stable under some shifts, additions and multiplications. In particular they are invariant by multiplication by appreciable numbers, so $\varnothing N = N$. An absorber of $N$ is a real number $a$ such that $aN \subset N$ and an exploder is a real number $b$ such that $bN \supset N$; the set of absorbers of $N$ is denoted by $\varnothing N$. In the examples above the infinitesimal number $\varepsilon$ is an absorber of $\mathcal{E}$ and $\varnothing$, and $1/\varepsilon$ an exploder of $\mathcal{E}$ and $\varnothing$. These numbers leave $M_\varepsilon$ and $\mu_\varepsilon$ invariant, so in a sense the latter neutrices are more imprecise. Neutrices are ordered by inclusion, and if the neutrix $A$ is contained in the neutrix $B$, we have $B = \max\{A, B\}$.

Each external number has the form $\alpha = a + A = \{a + x | x \in A\}$, where $A$ is called the neutrix part of $\alpha$, denoted by $N(\alpha)$, and $a \in \mathbb{R}$ is called a representative of $\alpha$. We call $\alpha$ zeroless if $0 \not\in \alpha$, and neutricial if $\alpha = N(\alpha)$.

The collection of all neutrices is not an external set in the sense of [8], but a definable class, denoted by $N$. Also the external numbers form a class, denoted by $E$.

The rules for addition, subtraction, multiplication and division of external numbers respect the rules of informal Error Analysis. In Definition 2.2 below they are defined formally as Minkowski operations on sets of real numbers.

**Definition 2.2.** Let $a, b \in \mathbb{R}$, $A, B$ be neutrices and $\alpha = a + A, \beta = b + B$ be external numbers.

(a) $\alpha \pm \beta = a \pm b + A + B = a \pm b + \max\{A, B\}$.

(b) $\alpha \beta = ab + Ab + Ba + AB = ab + \max\{AB, bA, AB\}$.

(c) If $\alpha$ is zeroless, $\frac{1}{\alpha} = \frac{1}{a} + \frac{A}{a^2}$.
If $\alpha$ or $\beta$ is zeroless, in Definition 2.2 we may neglect the neutrix product $AB$. An order relation is given as follows.

**Definition 2.3.** Let $\alpha, \beta \in E$. We define

$$\alpha \leq \beta \Leftrightarrow \forall a \in \alpha \exists b \in \beta (a \leq b).$$

If $\alpha \cap \beta = \emptyset$ and $\alpha \leq \beta$, then $\forall a \in \alpha \forall b \in \beta (a < b)$ and we write $\alpha < \beta$.

In [9] it is shown that, with some small adaptations, the relation $\leq$ is a total order relation compatible with the operations, while ”Generalized Dedekind Completeness” holds for definable subsets of $\mathbb{R}$. The inverse order relation is given by

$$\alpha \geq \beta \Leftrightarrow \forall a \in \alpha \exists b \in \beta (a \geq b),$$

and $\alpha > \beta$ if $\forall a \in \alpha \forall b \in \beta (a > b)$. Clearly $\alpha < \beta$ implies $\beta < \alpha$. In general, for external numbers $\alpha, \beta$ which are not disjointed, the more precise number satisfies both order relations with respect to the less precise number, but not the inverse relation, i.e., if $\alpha \subseteq \beta$, then $\alpha \leq \beta$ and $\alpha \geq \beta$, but $\beta \leq \alpha$ and $\beta \geq \alpha$ only if $\alpha = \beta$. So both $\emptyset \leq \mathbb{L}$ and $\mathbb{L} \geq \emptyset$, while $\mathbb{L} \not\subseteq \emptyset$ and $\emptyset \not\supset \mathbb{L}$. External numbers $\alpha$ such that $0 \leq \alpha$ are called non-negative. The absolute value of an external number $\alpha = a + A$ is defined by $|\alpha| = |a| + A$. Notice that this definition does not depend on the choice of the representative of $\alpha$.

By the close relation to the real numbers, practical calculations with external numbers tend to be quite straightforward. A full list of axioms for the operations on the external numbers has been given in [4] and [5], leading to a structure called a Completely Arithmetical Solid (CAS).

Some care is needed with distributivity. Theorem 2.4 states that it holds up to a neutrix.

**Theorem 2.4.** ([9]) (Distributivity with correction term) Let $\alpha, \beta, \gamma = c + C$ be external numbers. Then

$$\alpha \gamma + \beta \gamma = (\alpha + \beta) \gamma + C\alpha + C\beta. \tag{1}$$

Theorem 2.6 says that the common distributive law holds under fairly general conditions, i.e. the correction terms figuring in (1) may be neglected. To this end we recall the notions of relative uncertainty and oppositeness.

**Definition 2.5.** ([9]) (a) The relative uncertainty $R(\alpha)$ of $\alpha$ is defined by $R(\alpha) = A/\alpha$ if $\alpha$ is zeroless, otherwise $R(\alpha) = \mathbb{R}$.

(b) $\alpha$ and $\beta$ are opposite with respect to $C$ if $(\alpha + \beta) C \subseteq \max(\alpha C, \beta C)$.

**Theorem 2.6.** Let $\alpha, \beta, \gamma = c + C$ be external numbers. Then $\alpha \gamma + \beta \gamma = (\alpha + \beta) \gamma$ if and only if $R(\gamma) \subseteq \max(R(\alpha), R(\beta))$, or $\alpha$ and $\beta$ are not opposite with respect to $C$.

We see in particular that distributivity may not hold when multiplying with two almost opposite numbers, which is relevant for differentiation. However the subsdistributivity of Theorem 2.7 always holds, and in many cases still enables an effective error-analysis.

**Theorem 2.7.** (Subdistributivity) Let $\alpha, \beta, \gamma$ be external numbers. Then $(\alpha + \beta) \gamma \subseteq \alpha \gamma + \beta \gamma$.

We end with a proposition listing some useful properties of external numbers.

**Proposition 2.8.** ([9]) Let $\alpha = a + A$ be a zeroless external number, and $\gamma$ be an external number, $B$ be a neutrix and $n \in \mathbb{N}$ be standard. Then

(a) $\alpha B = aB$ and $\frac{\alpha}{a} = \frac{B}{a}$.

(b) $N(1/\alpha) = N(\alpha)/\alpha^2$.

(c) $R(\alpha) R(1/\alpha) \subseteq \emptyset$.

(d) $\alpha \cap \emptyset = \emptyset$.

(e) $N(\alpha \gamma) = \alpha N(\gamma) + N(\alpha)\gamma$.

(f) If $\alpha$ is limited and is not an absorber of $B$, then $\alpha B = \frac{\alpha}{\alpha} = B$.
2.2 Some topological notions

In classical mathematics a neighborhood of a point \( a \subseteq \mathbb{R}^n \) contains some open ball \( B(a,r) \) with radius \( r > 0 \), and \( a \) is an accumulation point of a set \( X \subseteq \mathbb{R}^n \) if \( B(a,r) \cap X \setminus \{a\} \neq \emptyset \) for every \( r > 0 \); one may take also products of open intervals. We adapt these notions to external points.

Convention 2.9. From now on we consider only spaces \( \mathbb{R}^n \) for \( n \in \mathbb{N} \) standard. A subset \( X \subseteq \mathbb{R}^n \) is always supposed to be non-empty.

We extend the notion of neutrix to convex subgroups \( M \subseteq \mathbb{R}^n \); these can be written in the form \( M = M_1u_1 \oplus \cdots \oplus M_nu_n \), where \( M_1, \ldots, M_n \) are scalar neutrices and \( u_1, \ldots, u_n \in \mathbb{R}^n \) are orthonormal vectors [15]. So an external point \( \xi = p + M \subseteq \mathbb{R}^n \) is of the form \( (p_1, \ldots, p_n) + (M_1u_1 \oplus \cdots \oplus M_nu_n) \), with \( p_i \in \mathbb{R} \) and \( M_i \subseteq \mathbb{R} \) a neutrix for \( 1 \leq i \leq n \). Since we are studying limits in more variables, we will always assume that \((u_1, \ldots, u_n) = (e_1, \ldots, e_n) \) is the canonical basis of \( \mathbb{R}^n \).

Definition 2.10. Let \( n \in \mathbb{N} \), \( \xi = p + M = (p_1, \ldots, p_n) + (M_1e_1 \oplus \cdots \oplus M_ne_n) \subseteq \mathbb{R}^n \) be an external point and \( U \subseteq \mathbb{R}^n \) be internal. The set \( U \) is said to be an \( M \)-neighborhood of \( \xi \) if and only if there exist \( r_1, \ldots, r_n \in \mathbb{R} \), \( r_1 > M_1, \ldots, r_n > M_n \) such that \( B(p_1, r_1) \times \cdots \times B(p_n, r_n) \subseteq U \). Then \( \xi \) is called an \( M \)-interior point of \( X \) and \( U \setminus \xi \) an \( M \)-neighborhood of \( \xi \).

If the components \( M_i, 1 \leq i \leq n \) of \( M \) are different, neighborhoods in terms of products of intervals can be smaller than open balls around external points, for we have to take a radius larger than the biggest of the \( M_i \). It is not true in general that for every internal open set \( U \supseteq M \) there exists a product of intervals \( B(p_1, r_1) \times \cdots \times B(p_n, r_n) \subseteq U \); take for example \( \xi = E \times \emptyset \) and \( U = \{ (x,y) | -1/x < y < 1/x, x \in \mathbb{R} \} \). The property holds if \( M_1, \ldots, M_n \) are galaxies [14].

Definition 2.11. Let \( n \in \mathbb{N} \), \( X \subseteq \mathbb{R}^n \), and \( p \equiv (p_1, \ldots, p_n) \subseteq \mathbb{R}^n \). Let \( M = M_1e_1 \oplus \cdots \oplus M_ne_n \subseteq \mathbb{R}^n \) be a neutrix. We say that \( p \) is an \( M \)-accumulation point of \( X \) if for all \( \delta \equiv (\delta_1, \ldots, \delta_n), \delta_1 > M_1, \ldots, \delta_n > M_n \) one has \( B(p_1, \delta_1) \times \cdots \times B(p_n, \delta_n) \cap (X \setminus \{p + M\}) \neq \emptyset \).

2.3 Flexible functions

Definition 2.12. Let \( n \in \mathbb{N} \) and \( X \subseteq \mathbb{R}^n \). A flexible function is a mapping \( F : X \to \mathbb{E} \), such that its graph \( \Gamma(F) \subseteq X \times \mathbb{R} \) is definable in IST. A function \( f : X \to \mathbb{R} \) such that \( f(x) \in F(x) \) for all \( x \in X \) is called a representative of \( F \). The mapping \( N_F : X \to \mathbb{E} \) defined by \( N_F(x) = N(F(x)) \) for \( x \in X \) is called the neutrix part of \( F \); observe that the neutrix-part is also a flexible function.

Convention 2.13. All scalar neutrices \( M \) will be supposed to be strictly contained in \( \mathbb{R} \). A neutrix in \( \mathbb{R}^n \), where \( n \in \mathbb{N} \), has a decomposition in terms of scalar neutrices, which thus are supposed to be bounded in \( \mathbb{R} \).

Let \( X \subseteq \mathbb{R}^n \) and \( F : X \to \mathbb{E} \) be a flexible function. We will always assume that there exists a (not necessarily internal) representative \( f : X \to \mathbb{R} \) of \( F \), i.e. for all \( x \in X \) we have \( F(x) = f(x) + N_F(x) \). Moreover, by the above for every \( x \in X \) it holds that \( |N_F(x)| < c \) for some \( c \in \mathbb{R} \).

Examples 2.14. Let \( k \in \mathbb{N} \) be standard, \( \alpha_0, \alpha_1, \ldots, \alpha_k \) be external numbers and \( \alpha_i = a_i + A_i \) for \( 1 \leq i \leq k \). A polynomial \( P \) given by \( P(x) = a_0 + a_1x + \cdots + a_kx^k \) is a flexible function; the ordinary polynomial \( p \) given by \( p(x) = a_0 + a_1x + \cdots + a_kx^k \) is a representative, and \( P \) can be seen as a perturbation of \( p \), where every coefficient has its individual imprecision \( A_i \). Flexible functions \( F \) may also be defined by cases, corresponding to external intervals, like

\[
F(x) = \begin{cases} e^x & \text{if } x \in \mathcal{E} \\ \ln |x| & \text{if } x \notin \mathcal{E} \end{cases}
\]  

(2)

3 Optimization problems with a flexible objective function

We study optimization problems of the form

\[
\min_{x \in X} F(x), \quad \max_{x \in X} F(x)
\]

(3)

where \( F \) is a flexible objective function defined on some set \( X \subseteq \mathbb{R}^n \). (Nearly) optimal solutions are defined as follows.

Definition 3.1. Let \( X \subseteq \mathbb{R}^n \) and \( F : X \to \mathbb{E} \) be a flexible function. Let \( N \) be a neutrix and \( a \in X \).

(a) The point \( a \) is called an \( N \)-minimizer of the minimization problem \( \min_{x \in X} F(x) \) if \( F(x) \geq F(a) + N \) for all \( x \in X \). Then \( F(a) \) is called an \( N \)-minimum.
(b) The point $a$ is called an $N$-maximizer of the maximization problem $\max_{x \in X} F(x)$ if $F(x) \leq F(a) + N$ for all $x \in X$. Then $F(a)$ is called an $N$-maximum.

An $N$-minimal or $N$-maximal value is also called the $N$-optimal value, and an $N$-minimizer or $N$-maximizer an $N$-extreme point. When $N \subseteq N(F(a))$, we may simply call an $N$-maximum a maximum and an $N$-minimum a minimum.

**Examples 3.2.** Let $\varepsilon > 0$. Let $G : \mathbb{R} \rightarrow \mathbb{E}$ be given by $G(x) = x^2 + \varepsilon$. Then $G$ admits $\varepsilon$-minimizers, and the set of $\varepsilon$-minimizers is equal to $\sqrt{\varepsilon} \mathbb{E}$, illustrating that the size of the set of near-minimizers tends to be larger than the size of the set of near-minima. Let $H : \mathbb{R} \rightarrow \mathbb{E}$ be given by $H(x) = x^2 + \varepsilon x$, $x \in \mathbb{R}$. Though $H(0) = 0$ is precise, it is not a minimizer for the optimization problem $\min_{x \in \mathbb{R}} H(x)$, because for all $x \not= 0$ it holds that $x^2 + \varepsilon x = \varepsilon x$, and the neutrix $\varepsilon x$ contains negative numbers. However, $0$ is an $\varepsilon$-minimizer, because $\varepsilon x \leq x$ for $x \not= 0$ and $x^2 + \varepsilon x > x^2/2 > 0$ for $x \not= 0$. In fact, every $a \in \mathbb{E}$ is an $\varepsilon$-minimizer of $F$ on $\mathbb{R}$.

In general, it may be expected that near-extreme values of the polynomials $P$ mentioned in Examples 2.14 come as perturbations of extreme values of the polynomials $p$. The optimization problem for the flexible function $F$ of (2) is more intricate, even if $F$ is differentiable at every $x \in \mathbb{R}$, decreasing for $x < \mathcal{L}$ and increasing for $x \geq \mathcal{L}$; when the variable decreases in $\mathcal{L}$, the values of $e^x$ approach the infinitesimals, but the weak infimum $\varepsilon$ in the sense of Generalized Dedekind Completeness is never attained.

The above examples suggest that the set of near-optimal solutions is often external, of the form of an external point $a + M$. To define local near-optimal solutions we must consider behavior on the neighborhoods of such external points, as given by Definition 2.14.

**Definition 3.3.** Let $X \subseteq \mathbb{R}^n$, $F : X \rightarrow \mathbb{E}$ be a flexible function and $a \in X$. Let $M \subseteq \mathbb{R}^n$ and $N \subseteq \mathbb{R}$ be neutrices.

(a) The point $a$ is called an $M$-local $N$-minimizer of the problem $\min_{x \in X} F(x)$ if there exists an $M$-neighborhood $U$ of $a$ such that $a$ is an $N$-minimizer of the problem $\min_{x \in U} F(x)$.

(b) The point $a$ is called an $M$-local $N$-maximizer of the problem $\max_{x \in X} F(x)$ if there exists an $M$-neighborhood $U$ of $a$ such that $a$ is an $N$-maximizer of the problem $\max_{x \in U} F(x)$.

In particular, if $N = N_F(a)$, for minimization problems we call $a$ an $M$-local minimizer and for maximization problems we call $a$ an $M$-local maximizer.

**Example 3.4.** Let $F : \mathbb{R} \rightarrow \mathbb{E}$ be the flexible function defined by $F(x) = x^3 - 3x + 1 + \varepsilon x$. It is easy to verify that every $x \simeq 1$ is an $\varepsilon$-local maximizer and every $x \simeq -1$ is an $\varepsilon$-local minimizer of $F$, but that these points are neither $\mathcal{L}$-local minimizers of $F$ nor $\mathcal{L}$-local maximizers of $F$.

Propositions 3.5 shows that an $M, N$-local optimal solution is also an $M', N'$-local optimal solution for $M' \subseteq M$ and $N' \supseteq N$. As a consequence, in practice we tend to determine $M, N$-local optimal solutions with the largest possible $M$ and the smallest possible $N$, i.e. the $M$-minimizers and $M$-maximizers of Definition 3.3.

**Proposition 3.5.** Let $F : X \subseteq \mathbb{R}^n \rightarrow \mathbb{E}$ be a flexible function and $M, M', N, N'$ be neutrices such that $M' \subseteq M \subseteq \mathbb{R}^n$ and $N \subseteq N' \subseteq \mathbb{R}$.

(a) Assume that $a \in X$ is an $M$-local $N$-optimal solution of $[3]$. Then $a$ is an $M'$-local $N$-optimal solution of this problem.

(b) Assume that $a \in X$ is an $M$-local $N$-optimal solution of $[3]$. Then $a$ is an $M$-local $N'$-optimal solution of this problem.

**Proof.** Without loss of generality we assume that $a$ is an $M$-local $N$-minimizer of $[3]$.

[3] There exists an $M$-neighborhood $U \subseteq X$ of $a + M$ such that $F(x) \geq F(a) + N$ for all $x \in U$. Because of $a + M \supseteq a + M'$ the point $a$ is also an $M', N$-minimizer of $F$ on $U$, i.e. an $M'$-local $N$-minimal solution of the problem $[3]$.

[5] Because $a$ is an $N, M$-local minimizer of $F$ on $X$, there exists an $M$-neighborhood $U \subseteq X$ of $a + M$ such that $F(x) \geq F(a) + N$ for all $x \in U$. Now $N \supseteq N'$, so by transitivity we have $F(x) \geq F(a) + N'$ for all $x \in U$. Hence $a$ is an $M$-local $N'$-minimal solution of the problem $[3]$.
4 Limits of flexible functions

In [6] limits of sequences up to a neutrix $N$ were introduced. Some notions will be adapted to study the behaviour of a flexible function when the variables approach an external point, in particular for minimal $N$. The variables may stay outside the external point (outer limits) or enter it (inner limits), and we consider also a mixed form.

**Definition 4.1.** Let $n \in \mathbb{N}$, $X \subseteq \mathbb{R}^n$ and $F : X \to \mathbb{E}$ be a flexible function. Let $M = (M_1, M_2, \ldots, M_n)$ be a neutrix vector, $N$ be neutrix and $a = (a_1, a_2, \ldots, a_n)$ be an $M$-accumulation point of $X$. An external number $\alpha$ is called an $M \times N$-outer limit of $F$ at $a$, if for all $\varepsilon > N$ and for every $i$ with $1 \leq i \leq n$ there exists $\delta_i > M_i$ such that for all $x = (x_1, x_2, \ldots, x_n) \in X$

$$\forall i, 1 \leq i \leq n, 0 < |x_i - a_i| < \delta_i \Rightarrow |F(x_1, x_2, \ldots, x_n) - \alpha| < \varepsilon.$$ 

Then we write

$$N \cdot - \lim_{x \to a + M} F(x) = \alpha.$$ 

The $M$-outer limit of $F$ at $a$ is defined by

$$\lim_{x \to a + M} F(x) = \bigcap_{\alpha=N(a)-} \lim_{x \to a + M} F(x).$$

We call $N_F^{(M)}(a) \equiv N \left( \lim_{x \to a + M} F(x) \right)$ the $M$-outer limit neutrix of $F$ at $a$.

If $F$ is bounded, the $N$-outer limit exist for $N$ larger than the lowest upper bound for $|F|$ (in the sense of Generalized Dedekind Completeness). The limit is not unique, for if $\alpha$ is an $M \times N$-outer limit of $F$ at $a$, every external number $\alpha'$ with $\alpha' \leq \alpha + N$ is an $M \times N$-outer limit of $F$ at $a$. Note that also the neutrix $N$ is not unique since if $N \cdot - \lim_{x \to a + M} F(x)$ exists, also $N' \cdot - \lim_{x \to a + M} F(x)$ is well-defined for every neutrix $N' \supseteq N$. We get uniqueness if we let the neutrix $N$ be the weak infimum of the neutrices $N'$, and $N(a) = N$, obtaining maximal precision for the limit. It follows from [5 Th. 5.1.2] that the weak infimum corresponds to a minimum. Hence $N_F^{(M)}(a)$ is the minimal neutrix for which the outer limit of $F$ at $a$ exists, i.e., if $a \in \left( \bigcap_{\alpha=N(a)-} \lim_{x \to a + M} F(x) \right)$, the outer limit is an $M \times N_F^{(M)}(a)$-limit and we have

$$\lim_{x \to a + M} F(x) = N_F^{(M)}(a) \cdot \lim_{x \to a + M} F(x) = a + N_F^{(M)}(a).$$

**Definition 4.2.** Let $X \subseteq \mathbb{R}^n$, $F : X \to \mathbb{E}$ be a flexible function and $a$ be an external number. Let $M = (M_1, M_2, \ldots, M_n)$ be a neutrix vector and $N$ be a neutrix. Assume that $a = (a_1, a_2, \ldots, a_n)$ is an $M$-accumulation point of $X$. The function $F$ is said to be $M \times N$-outer continuous at $a$ if $F$ is defined at $a$ and $N \cdot - \lim_{x \to a + M} F(x)$ exists. If $\lim_{x \to a + M} F(x) = F(a)$ we say that $F$ is $M$-outer continuous at $a$.

Observe that in the case of $M$-outer continuity we have $N_F^{(M)}(a) = N_F(a)$.

For inner limits the limit behaviour of the function outside the external point $a + M$ must persist when going inside.

**Definition 4.3.** Let $n \in \mathbb{N}$ be standard. Let $X \subseteq \mathbb{R}^n$ and $F : X \to \mathbb{E}$ be a flexible function. Let $M = (M_1, M_2, \ldots, M_n)$ be a neutrix vector, $N$ be neutrix and $a = (a_1, a_2, \ldots, a_n)$ be an $M$-accumulation point of $X$. An external number $\alpha$ is called an $M \times N$-inner limit of $F$ at $a$ if for all $\varepsilon > N$ and for every $i$ with $1 \leq i \leq n$ there exists $\delta_i > M_i$ such that for all $x = (x_1, x_2, \ldots, x_n) \in X$

$$\forall i, 1 \leq i \leq n, 0 < |x_i - a_i| < \delta_i \Rightarrow |F(x_1, x_2, \ldots, x_n) - \alpha| < \varepsilon.$$ 

Then we write

$$N \cdot - \lim_{x \to a + M} F(x) = \alpha.$$ 

The $M$-inner limit of $F$ at $a$ is defined by

$$\lim_{x \to a + M} F(x) = \bigcap_{\alpha=N(a)-} \lim_{x \to a + M} F(x).$$

The flexible function $F$ is called $M$-inner continuous at $a$ if $F$ is defined at $a$ and $F(a) = \lim_{x \to a + M} F(x)$. 
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Theorem 4.4 states that outer limits are included in inner limits, and the imprecision of $M$-inner limits grows with $M$.

**Theorem 4.4.** Let $X \subseteq \mathbb{R}^n$ and $F : X \to E$ be a flexible function. Let $M = (M_1, M_2, \ldots, M_n) \subseteq \mathbb{R}^n$ be a neutrix and $a$ be an $M$-accumulation point of $X$. Assume $\lim_{x \to a+M} F(x)$ is well-defined.

(a) $\lim_{x \to a+M} F(x) \subseteq \lim_{x \to a+M} F(x)$.

(b) If $M' = (M'_1, M'_2, \ldots, M'_n) \subseteq M$ is a neutrix, then $\lim_{x \to a+M} F(x) \subseteq \lim_{x \to a+M'} F(x)$.

(c) If $\exists F : X \to \mathbb{R}$ is internal and $\lim f(x)$ is well-defined, then $\lim_{x \to a} f(x) \in \lim_{x \to a+M} f(x)$, and $f(a) \in \lim_{x \to a+M} f(x)$, if in addition $f$ is continuous at $a$.

Proof. Let $\alpha = \lim_{x \to a+M} F(x), \varepsilon > N(\alpha)$ and $a = (a_1, a_2, \ldots, a_n), \text{with } a_1, a_2, \ldots, a_n \in \mathbb{R}$. There exist $\delta_1 > M_1, \delta_2 > M_2, \ldots, \delta_n > M_n, \text{such that for all } x = (x_1, x_2, \ldots, x_n) \in X \text{ with } 0 < |x_i - a_i| < \delta_i \text{ for } 1 \leq i \leq n$.

$|F(x_1, x_2, \ldots, x_n) - \alpha| < \varepsilon$ \hspace{1cm} (6)

(a) In particular (i) holds for $M_i = |x_i - a_i| < \delta_i, 1 \leq i \leq n$. So $N(\alpha) \lim_{x \to a+M} F(x) = \alpha$, hence $\lim_{x \to a+M} F(x) \subseteq \alpha$ by minimality of $N \left( \lim_{x \to a+M} F(x) \right)$.

(b) If $M'_i < \delta'_i \leq \delta_i$ for $1 \leq i \leq n$, formula (i) holds for $0 < |x_i - a_i| < \delta'_i$. So $N(\alpha) \lim_{x \to a+M'} F(x) = \alpha$, hence $\lim_{x \to a+M'} F(x) \subseteq \alpha$ by minimality of $N \left( \lim_{x \to a+M'} F(x) \right)$.

(c) The properties follow directly from Part (i), taking $M' = \{0\}$.

Generally speaking, limits of flexible functions respect the algebraic operations with inclusion, with the exception of the product of limits of functions tending to a neutrix. Theorem 4.5 gives the rules for outer limits for functions of one variable.

**Theorem 4.5.** Let $X \subseteq \mathbb{R}, M \text{ be a neutrix and } a \in \mathbb{R}$. Assume that $a + M$ is an $M$-accumulation point of $X$. Let $F, G : X \to E$ be flexible functions. Let $\alpha, \beta \in E$ be such that $\lim_{x \to a+M} F(x) = \alpha$ and $\lim_{x \to a+M} G(x) = \beta$. Then

(a) $N \left( \lim_{x \to a+M} (F + G)(x) \right) \subseteq N \left( \lim_{x \to a+M} F(x) \right) + N \left( \lim_{x \to a+M} G(x) \right)$ and $\lim_{x \to a+M} F(x) + G(x) \subseteq \alpha + \beta$.

(b) (i) If $\alpha$ or $\beta$ is zeroless, $N \left( \lim_{x \to a+M} (F \cdot G)(x) \right) \subseteq \alpha N \left( \lim_{x \to a+M} G(x) \right) + \beta N \left( \lim_{x \to a+M} F(x) \right)$ and $\lim_{x \to a+M} (F \cdot G)(x) \subseteq \alpha \beta$.

(ii) If $\exists A$ and $\beta \equiv B$ are neutrical, $\lim_{x \to a+M} (F \cdot G)(x) \subseteq N \left( \lim_{x \to a+M} (F \cdot G)(x) \right) \subseteq qA + pB$, where $p, q \in \mathbb{R}$ are such that $A = pI, B = qJ$, with $I, J$ idempotent neutrices.

(c) Assume (i) $c \in \mathbb{R}$, (ii) $c \in \mathbb{E}$ is zeroless or (iii) $\alpha$ is zeroless. Then $N \left( \lim_{x \to a+M} (cF)(x) \right) = cN \left( \lim_{x \to a+M} F(x) \right)$ and $\lim_{x \to a+M} cF(x) = c\alpha$.

(d) If $F$ is zeroless in some outer $M$-neighborhood of $a$, and $\alpha$ is zeroless, then $N \left( \lim_{x \to a+M} \frac{1}{F(x)} \right) = N \left( \lim_{x \to a+M} \frac{1}{\alpha} \right)$ and $\lim_{x \to a+M} \frac{1}{F(x)} = \frac{1}{\alpha}$.

Proof. Let $\alpha = a + A, \beta = t + B$, with $N(\alpha) = A$ and $N(\beta) = B$. Observe that $F, G$ are bounded in some outer $M$-neighborhood of $a$, hence also $F + G, FG$ and $1/F$, which means that their $N$-limits exist for sufficiently large neutrices $N$. 
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Let $C = N \left( \lim_{x \to a + M} (F + G)(x) \right)$. Let $\varepsilon > A + B$. Then $\varepsilon/2 > A$ and $\varepsilon/2 > B$. There exist $\delta_1, \delta_2 > M$ such that $|F(x) - \alpha| < \varepsilon/2$ for all $x, M < |x - a| < \delta_1$ and $|G(x) - \beta| < \varepsilon/2$ for all $x, M < |x - a| < \delta_2$. Let $\delta = \min\{\delta_1, \delta_2\}$. Then for all $x, M < |x - a| < \delta$ one has

$$
(F + G)(x) - \alpha - \beta \leq |F(x) - \alpha| + |G(x) - \beta| < \varepsilon/2 + \varepsilon/2 = \varepsilon.
$$

(7) Hence $(A + B) - \lim_{x \to a + M} (F + G)(x) = \alpha + \beta$. By minimality of $C$ we conclude that $C \subseteq A + B$ and $\lim_{x \to a + M} F(x) + G(x) \subseteq \alpha + \beta$.

4. (i) Let $D \equiv N \left( \lim_{x \to a + M} (FG)(x) \right)$. Without loss of generality, we assume that $\alpha$ is zeroless. Then

$$
|(FG)(x) - \alpha\beta| \leq |G(x)| |F(x) - \alpha| + |\alpha| |G(x) - \beta| \leq |G(x)| |F(x) - \alpha| + 2s |G(x) - \beta|.
$$

(8) Let $K = N(\alpha\beta) = \alpha B + \beta A = sB + tA$. Let $\varepsilon > K$. Then $\varepsilon > sB$, which implies that $\frac{s}{|s|} > B$. Then there exists $\delta_1 > M$ such that for all $x, M < |x - a| < \delta_1$

$$
|G(x) - \beta| < \frac{\varepsilon}{4|s|}.
$$

(9) If $\beta$ is zeroless, then $|t| > B$, so there exists $\delta_2 > M$ such that $|G(x) - \beta| < |t|$ for all $x, M < |x - a| < \delta_2$. Hence

$$
|G(x)| < 2|t|
$$

(10) for all $x, M < |x - a| < \delta_2$. Also, it follows from $\varepsilon > K$ that $\frac{\varepsilon}{4|t|} > A$. There exists $\delta_3 > M$ such that

$$
|F(x) - \alpha| < \frac{\varepsilon}{4|t|}
$$

(11) for all $x, M < |x - a| < \delta_3$. Let $\delta \equiv \min\{\delta_1, \delta_2, \delta_3\}$. By (5)-11 one has

$$
|(FG)(x) - \alpha\beta| < 2|t|\frac{\varepsilon}{4|t|} + 2s |\frac{\varepsilon}{4|s|}| = \varepsilon.
$$

for all $x, M < |x - a| < \delta$.

If $\beta = B$ is a neutrix there exists $\delta_4 > M$ such that for all $x, M < |x - a| < \delta_4$

$$
|G(x)| < \frac{\varepsilon}{2|s|}.
$$

(12) Also $|s| > A$, so there exists $\delta_5 > M$ such that

$$
|F(x) - \alpha| < |s|
$$

(13) for all $x, M < |x - a| < \delta_5$. Let $\delta' \equiv \min\{\delta_1, \delta_4, \delta_5\}$. Combining 8, 9, 12 and 13 one obtains

$$
|(FG)(x) - \alpha\beta| < \frac{\varepsilon}{2|s|} |s| + 2^5 |\frac{\varepsilon}{4|s|}| = \varepsilon.
$$

for all $x, M < |x - a| < \delta'$.

In both cases we conclude that $K - \lim_{x \to a + M} (FG)(x) = \alpha\beta$. Then it follows from the minimality of $D$ that $D \subseteq \alpha B + \beta A$ and $\lim_{x \to a + M} (FG)(x) \subseteq \alpha\beta$.

(iii) Let $\varepsilon > pB + qA \equiv K$. Then $\varepsilon > qA$ and $\varepsilon > pB$. As a result, $\varepsilon > pqI$ and $\varepsilon > pqJ$. So $\varepsilon/pq > I$ and $\varepsilon/pq > J$. Because $I, J$ are idempotent, it follows that $\sqrt{pq} > I$ and $\sqrt{pq} > J$. Hence $\varepsilon_1 \equiv \sqrt{pq} = p\sqrt{pq} > pI = A$ and $\varepsilon_2 \equiv \sqrt{pq} = q\sqrt{pq} > qJ = B$. There exist $\delta_1, \delta_2 > M$ such that $|F(x)| < \varepsilon_1$ for all $x, M < |x - a| < \delta_1$ and $|G(x)| < \varepsilon_2$ for all $x, M < |x - a| < \delta_2$. Let $\delta = \min\{\delta_1, \delta_2\}$. Then

$$
|(FG)(x)| = |F(x)||G(x)| < \varepsilon_1 \cdot \varepsilon_2 = \varepsilon.
$$

So $K - \lim_{x \to a + M} (FG)(x) = K$. By minimality of $D$ we conclude that

$$
\lim_{x \to a + M} (FG)(x) \subseteq K.
$$

The proof is obvious in case $c = 0$. The remaining cases follow from 13.

14. Let $F(x) = f(x) + K(x)$ for all $x \in X$, with $f$ real-valued and $K$ a neutrix-function. Let $\varepsilon > A/s^2$. Then $\varepsilon s^2 / 8 > A$. So there exists $\delta_1 > M$ such that for all $x \in X, M < |x - a| < \delta_1$ one has $|F(x) - \alpha| < s^2 \varepsilon / 8$. Now both $|f(x) - s| \leq |F(x) - \alpha|$ and $K(x) \leq |F(x) - \alpha|$, so $|f(x) - s| < s^2 \varepsilon / 8$ and $K(x) < s^2 \varepsilon / 8$. Since
Let deal with an error function which takes values outside the accumulation point in one variable, but inside for $|x-a| < \delta$ one has $|f(x) - s| \leq |F(x) - \alpha| < |s|/2$, which implies that for all $x, M < |x-a| < \delta_2$

$$|s|/2 < |f(x)| < 2|s|.$$  \hspace{1cm} \text{(14)}

Then for all $x, M < |x-a| < \delta_2$ one has $s^2/4 < f^2(x) < 4s^2$. Let $\delta = \min \{\delta_1, \delta_2\}$. Then for all $x, M < |x-a| < \delta$ one has

$$\frac{1}{F(x)} \frac{1}{\alpha} = \frac{1}{f(x)} + \frac{K(x)}{f^2(x)} - \frac{1}{s} + \frac{A}{s^2} \leq \frac{s - f(x)}{f(x)s} + \frac{K(x)}{f^2(x)} + \frac{A}{s^2} \leq \frac{s - f(x)}{s^2/2} + \frac{K(x)}{s^2/4} + \frac{A}{s^2} \leq \frac{\varepsilon}{4} + \frac{\varepsilon}{2} + \frac{\varepsilon}{8} < \varepsilon.$$

Hence $N- \lim_{x \to \alpha + M} F(x) = \frac{1}{\alpha}$ with $N = \frac{1}{s}.$

Now we prove that $N$ is minimal. Suppose that $\lim_{x \to \alpha + M} \frac{1}{F(x)} = \frac{1}{s} + C$ with $C \in N$. We show that $\lim_{x \to \alpha + M} F(x) = s + s^2C$. Let $\eta > s^2C$. Then $\eta_1 \equiv \eta/2s^2 > C$. There exists $\delta_3$ with $M < \delta_3 \leq \delta_2$ such that

$$\frac{1}{F(x)} - \frac{1}{s} + C < \eta_1$$

for all $x \in X, M < |x-a| < \delta_3$, and then by (13) also

$$\frac{F(x) - s + s^2C}{2s^2} \leq \frac{F(x) - s}{s^2} + C \leq \frac{1}{s} - \frac{1}{f(x)} + \frac{K(x)}{f^2(x)/2} + C \leq \frac{1}{F(x)} - \frac{1}{s} + C < \eta_1.$$  \hspace{1cm} \text{(13)}

This implies that $|F(x) - s + s^2C| < \eta$ for all $x, M < |x-a| < \delta_3$. This means that $\lim_{x \to \alpha + M} F(x) = s + s^2C$ with $s^2C \subset A$, which is a contradiction to the minimality of $A = N \left( \lim_{x \to \alpha + M} F(x) \right)$.

We conclude that $\lim_{x \to \alpha + M} \frac{1}{f(x)} = \frac{1}{s}.$  \hspace{1cm} \Box

We present now a sort of “chain rule”, indicating that change of variables for outer limits also has the effect of an inclusion.

**Theorem 4.6**. Let $X \subseteq \mathbb{R}$, $M$ be a neutrix and $a \in \mathbb{R}$. Assume that $a + M$ is an $M$-accumulation point of $X$. Let $\varphi : X \to \mathbb{R}$, $b \in \mathbb{R}$ and $N$ be a neutrix such that $\lim_{x \to \alpha + M} \varphi(x) = b + N$ and $\varphi(x) \cap (b + N) = \emptyset$ holds on some $M$-outer neighborhood $U$ of $a$. Let $G : \varphi(X) \to \mathbb{R}$ be a flexible function. Assume that $\lim_{y \to b + N} G(y) = \gamma \in \mathbb{E}$. Then $\lim_{x \to \alpha + M} G \circ \varphi(x) \subseteq \gamma$.

**Proof**. Let $\gamma = \varepsilon + C$ and $\eta > C$. There exists $\varepsilon > N$ such that whenever $y$ satisfies $N < |y| < \varepsilon$, it holds that $|G(y) - \gamma| < \eta$. There exists $\delta > M$ such that for all $x, M < |x-a| < \delta$ one has $|\varphi(x) - b| \leq |\varphi(x) - (b+N)| < \varepsilon$, we may assume that $(a - \delta, a + \delta) \subseteq U$. Then for all $x, M < |x-a| < \delta$ one has $|\varphi(x) - b| < \varepsilon$. It follows that for all $x, M < |x-a| < \delta$ one has $|G(\varphi(x)) - \gamma| < \eta$. So $C$-\lim_{x \to \alpha + M} G \circ \varphi(x) = \gamma$. Hence $\lim_{x \to \alpha + M} G \circ \varphi(x) \subseteq \gamma$.  \hspace{1cm} \Box

In Section 3 we define a sort of a total differential for a flexible function of two variables, where we need to deal with an error function which takes values outside the accumulation point in one variable, but inside for the other variable. To this end we define a mixed inner and outer limit.

**Definition 4.7**. Let $M = (M_1, M_2)$ be a neutrix vector and $N$ be a (scalar) neutrix. Let $X \subseteq \mathbb{R}^2$ and $F : X \to \mathbb{E}$ be a flexible function, $(a, b)$ be both an accumulation point of $X$ and an $M$-accumulation point of $X$, and $\alpha \in \mathbb{E}$. We define the $N \times M$-mixed limit of $F$ at $(a, b)$ by

$$N- \lim_{x \to a + M_1, y \to b + M_2} F(x, y) = \alpha \iff \forall \varepsilon > N, \exists \delta_1 > M_1, \delta_2 > M_2 \forall (x, y) \in X (M_1 < |x-a| < \delta_1, |y-b| < \delta_2 \Rightarrow |F(x, y) - \alpha| < \varepsilon) \iff \forall \varepsilon > N, \exists \delta_1 > M_1, \delta_2 > M_2 \forall (x, y) \in X (|x-a| < \delta_1, M_2 < |y-b| < \delta_2 \Rightarrow |F(x, y) - \alpha| < \varepsilon).$$
In addition we define the \( M \)-mixed limits
\[
\lim_{x \to a + M_1 \atop y \to b + M_2} F(x, y) \equiv \bigcap_{\alpha = N(\alpha)-} \lim_{x \to a + M_1 \atop y \to b + M_2} F(x, y) \quad \text{and} \quad \lim_{x \to a + M_1 \atop y \to b + M_2} F(x, y) \equiv \bigcap_{\beta = N(\beta)-} \lim_{x \to a + M_1 \atop y \to b + M_2} F(x, y).
\] (15)

N.B. In Definition 1.7 we allow an abuse of notation, assuming that the functions satisfy the criterium for inner limits also at the limit point.

**Remark 4.8.** One verifies in a straightforward way that, mutatis mutandis, Theorems 4.3, 4.7, and 4.9 continue to hold for inner limits, functions of more variables, and mixed limits; in addition in Theorem 4.10 the type of the limits for the function \( G \) and \( \varphi \) may be different.

## 5 Neutrix-derivatives

When \( h \) approaches 0, the neutrix part of the expression \( \frac{F(x + h) - F(x)}{h} \), in general, approaches \( \mathbb{R} \). For example, \( \frac{\mathcal{A}}{\mathcal{B}} \) tends to \( \mathbb{R} \) when \( h \) approaches 0. However outer limits with respect to a neutrix \( M \supset (0) \) may very well be bounded, and enable to define an \( M \times N \)-derivative of \( F \), and an \( M \)-derivative minimizing \( N \). We study the behavior under operations and present a Chain Rule.

**Definition 5.1.** Let \( M, N \) be neutrices, \( F : X \subseteq \mathbb{R} \to \mathbf{E} \) be a flexible function and \( a \in X \) be an \( M \)-interior point of \( X \). The flexible function \( F \) is called \( M \times N \)-differentiable at \( a \) if the \( M \times N \)-outer limit of the fraction \( \frac{F(x) - F(a)}{x - a} \) exists. Then this \( M \times N \)-outer limit is called the \( M \times N \)-derivative of \( F \) at \( a \) and denoted by \( \frac{dF}{dx_M}(a) \). So
\[
\frac{dF}{dx_M}(a) = N\text{-lim}_{x \to a + M} \frac{F(x) - F(a)}{x - a}.
\] (16)

In case \( N \) is minimal, i.e. if it is the \( M \)-limit neutrix of \( \frac{F(x) - F(a)}{x - a} \) at \( a \), the limit (16) becomes a limit in the sense of (11), and we call
\[
\frac{dF}{dx_M}(a) \equiv D_M F(a) = \lim_{x \to a + M} \frac{F(x) - F(a)}{x - a}.
\] (17)

the \( M \)-derivative of \( F \) at \( a \).

Let \( f : X \to \mathbb{R} \) be a representative of \( F \). In (17), put \( x = a + h \). Then
\[
\frac{df}{dx_M}(a) = D_M f(a) + \lim_{h \to M} \frac{N(f(a))}{h} + \lim_{h \to M} \frac{N(f(a + h))}{h}.
\] (18)

We see that the neutrix-derivative contains two "singular" neutrix terms \( \lim_{h \to M} \frac{N(f(a))}{h} \) and \( \lim_{h \to M} \frac{N(f(a + h))}{h} \). We avoid explosion of these terms under the following stability condition.

**Definition 5.2.** A scalar neutrix \( N \) is stable for a scalar neutrix \( M \) if \( N \) contains all absorbers of \( M \).

Observe that in this case \( \frac{N}{M} \subseteq N \) for \( h \notin M \), hence \( \lim \frac{N}{h} \subseteq \lim N = N \). As a consequence, the two neutrix terms in (18) do not exceed \( N(f(a)) \), if \( N(f(x)) \) is stable for \( M \) in some \( M \)-neighborhood of \( a \), and in addition \( F \) is \( M \)-outer continuous at \( a \).

Here are some examples. Let \( f : \mathbb{R} \to \mathbb{R} \) be standard of class \( C^2 \) in a neighbourhood of some standard \( a \in \mathbb{R} \), with \( f''(a) \neq 0 \). Then
\[
D_\oplus f(a) = f'(a) + \ominus.
\] (19)

Indeed, by the nonstandard characterization of the limit \( \mathcal{P} \) it holds that for all \( \varepsilon \gtrsim 0 \) there exists \( \delta \gtrsim 0 \) such that
\[
|f(x) - f(x + \varepsilon)| < \varepsilon, \quad \text{while for some } \eta \gtrsim 0, \text{ whenever } 0 \lesssim |x - a| \leq \eta, \text{ for some } \theta \text{ with } 0 < \theta < 1 \text{ it holds that}
\]
\[
|f(x) - f(x + \varepsilon)| = f''(a + \theta(x - a)) \neq 0. \]

Let \( k \in \mathbb{N}, k \geq 2, a_1, \ldots, a_k \in \mathbb{R}, a_1, \ldots, a_k \neq 0 \) be standard and \( P(x) = (a_1 + \ominus)x + \cdots + (a_k + \ominus)x^k \). Then \( D_\oplus P(x) = \ominus + (2a_2 + \ominus)x + \cdots + (ka_k + \ominus)x^{k-1} \) for limited \( x \in \mathbb{R} \) and \( D_\oplus P(x) = ka_k(1 + \ominus)x^{k-1} \) for unlimited \( x \in \mathbb{R} \); then \( N(D_\oplus P(x)) = \ominus x^{k-1} \), illustrating how the imprecision of \( P(x) \) increases with \( x \).

For \( \delta > 0 \), the \( M \)-derivative usually is an imprecise function, though the \( M \)-derivative of a linear function reduces to the ordinary derivative. The following example concerns a flexible function \( F \) which is precise in one point, having still an imprecise \( M \)-derivative. Indeed, let \( F(x) = x + x \cdot \ominus \) for all \( x \in \mathbb{R} \) and \( a \in \mathbb{R} \). Then \( F(0) = 0 \), while \( \frac{dF}{dx_M}(0) = 1 + \ominus \).
Consider the not everywhere continuous and differentiable function \( f : \mathbb{R} \to \mathbb{R} \) defined by
\[
f(x) = \varepsilon ([x/\varepsilon] - x/\varepsilon)
\] (20)
Note that it is neutrix-differentiable with respect of non-zero neutrices, and at sufficiently large scale the neutrix-derivative is neutrixial, for instance
\[
\frac{df}{dx}(0) = \lim_{x \to 0, x \neq 0} \frac{f(x) - f(0)}{x} = \varepsilon \mathcal{L} \quad \text{and} \quad \lim_{x \to 0, x \neq 0} \frac{f(x) - f(0)}{x} = 0.
\]
Next proposition states that the ordinary derivative is contained in the neutrix-derivative under a condition of inner continuity.

**Proposition 5.3.** Let \( M \) be a neutrix, \( f : X \subseteq \mathbb{R} \to \mathbb{E} \) be an internal differentiable function and \( a \in X \) be contained in an \( M \)-neighbourhood \( U \subseteq X \) of \( a \). Assume that \( A \equiv N(M_f(a)) \) is such that \( f' \) is \( M \times A \)-inner continuous at \( a \). Then \( f'(a) \in D_M f(a) \).

**Proof.** Because \( f' \) is \( M \times A \)-inner continuous at \( a \), for all \( \varepsilon > A \) there exists \( \eta > M \) such that \( a + \eta \in U \) and \( |f'(a + k) - f'(a)| < \varepsilon \) for all \( k \) with \( |k| < \eta \). It follows from the Mean Value Theorem that for all \( h \) with \( M < |h| < \eta \) there exists \( \theta \in (0, 1) \) such that
\[
\left| \frac{f(a + h) - f(a)}{h} - f'(a) \right| = |f'(a + \theta h) - f'(a)| < \varepsilon.
\]
Hence \( f'(a) \in A \), \( \lim_{h \to a + M} \frac{f(a + h) - f(a)}{h} = D_M f(a) \).

Theorem 5.4 indicates that, as in the case of limits, the \( M \)-derivative tends to satisfy the usual properties of algebraic operations with inclusions.

**Theorem 5.4.** Let \( F, G \) be flexible functions defined on \( X \subseteq \mathbb{R} \) and \( a \in X \) be an \( M \)-accumulation point of \( X \). Assume that \( F, G \) are \( M \)-differentiable at \( a \). Then
(a) \( F \pm G \) is \( M \)-differentiable at \( a \) and
\[
D_M (F \pm G)(a) \subseteq D_M F(a) \pm D_M G(a).
\]
(b) If \( c \in \mathbb{R} \), \( c \in \mathbb{E} \) zeroless or \( D_M F(a) \) zeroless, the flexible function \( c F \) is \( M \)-differentiable at \( a \) and
\[
D_M (c F)(a) = c \cdot D_M F(a).
\]
(c) If \( F, G \) are \( M \)-outer continuous at \( a \) and \( F(a), G(a) \) are zeroless, the flexible function \( F G \) is \( M \)-differentiable at \( a \) and
\[
D_M (F G)(a) \subseteq D_M F(a) G(a) + F(a) D_M G(a).
\]
(d) If \( G \) is \( M \)-outer continuous at \( a \) and \( G(a) \) is zeroless the flexible function \( 1/G \) is \( M \)-differentiable at \( a \) and
\[
D_M \left( \frac{1}{G} \right)(a) \subseteq -\frac{D_M G(a)}{G^2(a)}.
\]

**Proof.** The properties follow in a straightforward way from Theorem 4.5. In Part (a) we apply the inclusion
\[
\frac{F(a + h) G(a + h) - F(a) G(a)}{h} \subseteq \frac{F(a + h) - F(a)}{h} G(a) + \frac{N_F(a)}{h} G(a) + F(a) \frac{G(a + h) - G(a)}{h} + \frac{N_G(a)}{h} (G(a + h) - G(a)).
\]
and, using \( \mathcal{L} \) and the \( M \)-outer continuity of \( F \) and \( G \), we see that the limit for \( h \to M \) is included in
\[D_M F(a) G(a) + F(a) D_M G(a)\].
In the proof of Part (c) we apply the inclusion
\[
\frac{1}{h} \left( \frac{1}{G(a + h)} - \frac{1}{G(a)} \right) \subseteq \frac{1}{h} \left( \frac{g(a + h) - g(a)}{g(a + h)g(a)} \right) + \frac{1}{h} \frac{N_G(a)}{G^2(a)} + \frac{1}{h} \frac{N_G(a + h)}{G^2(a + h)}.
\]
and again with the help \( \mathcal{L} \) and the \( M \)-outer continuity of \( G \) we see that the limit for \( h \to M \) is included in
\[D_M G(a)/G^2(a)\].

We end this section with a Chain Rule.
Theorem 5.5. Let $a \in \mathbb{R}$, $M, N$ be neutrices, $\varphi : \mathbb{R} \to \mathbb{R}$ be $M$-differentiable at $a$ and $F : X \to \mathbb{R}$. Assume that $\varphi(x)$ is an $N$-interior point of $X$, \( \lim_{x \to a^+ M} \varphi(x) = \varphi(a) + N \) and $\varphi(x) \notin \varphi(a) + N$ in some $M$-outer neighborhood $U \subseteq X$ of $a$, and $F$ is $N$-differentiable at $\varphi(a)$. If $D_M \varphi(a)$ or $D_N F(\varphi(a))$ is zeroless, then $D_M F(\varphi(a)) \subseteq D_N F(b) D_M \varphi(a)$.

Proof. Because $\varphi$ is real-valued, $F \circ \varphi$ is well-defined for $x \in X$, and for $x \in U \setminus a + M$

\[
\frac{F(\varphi(x)) - F(\varphi(a))}{x - a} = \frac{F(\varphi(x)) - F(\varphi(a))}{\varphi(x) - \varphi(a)} \cdot \frac{\varphi(x) - \varphi(a)}{x - a}.
\]

By Theorem 4.6 \[ \lim_{x \to a^+ M} \frac{F(\varphi(x)) - F(\varphi(a))}{x - a} \subseteq \lim_{y \to b^+ N} \frac{F(y) - F(b)}{y - b} \]

is well-defined. Then by Theorem 4.6 (i)

\[
D_M F(\varphi(a)) = \lim_{x \to a^+ M} \frac{F(\varphi(x)) - F(\varphi(a))}{x - a} \subseteq \lim_{x \to a^+ M} \frac{F(\varphi(x)) - F(\varphi(a))}{\varphi(x) - \varphi(a)} \cdot \lim_{x \to a^+ M} \frac{\varphi(x) - \varphi(a)}{x - a} = D_N F(b) D_M \varphi(a).
\]


6 Nearly optimal points and neutrix derivatives

By the classical Fermat Lemma the derivative of a differentiable function vanishes at an extremum point. If the involved neutrices are big enough, an $M$-differentiable function of a flexible function becomes neutricial at an $L$-near-optimal point, giving a necessary condition for existence. Theorem 6.1 is formulated for near-minimizers.

Theorem 6.1. Let $M$ be a neutrix and $X \subseteq \mathbb{R}$, $X \neq \emptyset$ and $a$ be an $M$-interior point of $X$. Assume that $F : X \to \mathbb{R}$ is $M$-differentiable at $a$. Let $L$ be a neutrix which is stable for $M$, and such that $L \supseteq \max \left( N \left( F(a) \right), N \left( \frac{dF}{dMx}(a) \right) \right)$. If $a$ is an $M$-local $L$-minimizer of $F$,

\[
\frac{dF}{dMx}(a) \subseteq L.
\]

Moreover \( \frac{dF}{dMx}(a) = L \) for $L = N \left( \frac{dF}{dMx}(a) \right)$.

Proof. Put \( K = N \left( \frac{dF}{dMx}(a) \right) \). Then \( K \subseteq L \) and \( \frac{dF}{dMx}(a) = b + K \), with $b \in \mathbb{R}$. Hence for all $\varepsilon > K$ there exists $\delta_1 > M$ such that for all $x \in X, M < |x - a| < \delta_1$ one has

\[
\left| \frac{F(x) - F(a)}{x - a} - b + K \right| < \varepsilon.
\]

This implies that

\[
b + K - \varepsilon < \frac{F(x) - F(a)}{x - a} + K
\]

for $M < a - x < \delta_1$ and

\[
\frac{F(x) - F(a)}{x - a} + K < b + K + \varepsilon
\]

for $M < x - a < \delta_1$, hence also

\[
b + K + \varepsilon > \frac{F(x) - F(a)}{x - a} + K.
\]

On the other hand, the point $a$ is an $M$-local $L$-minimizer of $F$ on $X$, so there exists $\delta_2 > M$ such that $F(x) \geq L + F(a)$ for all $x \in X, |x - a| \leq \delta_2$; then also

\[
F(x) - F(a) \geq L,
\]

because $N(F(a)) \subseteq L$. Put $\delta = \min\{\delta_1, \delta_2\}$. Note that $\emptyset \subseteq L$, so for $|x - a| > M$ it holds that $1/(x - a)$ is not an exploder of $L$. For $x \in X, M < a - x < \delta$, dividing by $x - a$ changes signs, so

\[
\frac{F(x) - F(a)}{x - a} \leq \frac{L}{x - a} \leq L.
\]
This implies that
\[
\frac{F(x) - F(a)}{x - a} + K \leq K + L = L
\]
for all \( x \in X, M < a - x < \delta \). It follows from (23) and (20) that
\[
b + K - \varepsilon \leq L.
\]
Similarly, we derive from (25) that
\[
\frac{F(x) - F(a)}{x - a} \geq \frac{L}{x - a} \geq L
\]
for all \( x \in X, M < x - a < \delta \). Then by (24)
\[
b + K + \varepsilon \geq L
\]
for all \( x \in X, M < a - x < \delta \).

Because \( \varepsilon > K \) is arbitrary, formulas (27) and (28) imply that \( b + K \subseteq L \). Indeed, if \( b < L \), we choose \( \varepsilon = -b/2 > L \), and then \( b + K = b/2 + K + \varepsilon = L \), which is a contradiction to (28). If \( b > L \), taking \( \varepsilon = b/2 > L \) we obtain that \( b + K - \varepsilon = b/2 + K > L \), which is contradictory to (27). Hence \( b \in L \), and we conclude that
\[
\frac{dF}{dM}(a) = b + K \subseteq L + K = L.
\]

Finally, if \( N\left(\frac{dF}{dM}(a)\right) = L \), we derive from (29) that \( \frac{dF}{dM}(a) \subseteq L = N\left(\frac{dF}{dM}(a)\right) \). Hence \( \frac{dF}{dM}(a) = N\left(\frac{dF}{dM}(a)\right) \).

Theorem 6.1 permits also to recognize points which do not correspond to extremes of a flexible function \( F \). Indeed, if an \( M \)-derivative of \( F \) is zeroless at some point \( x_1 \), this point is not an \( M \)-local K-extreme point of \( F \), for \( K = N(D_M F(a)) \).

**Examples 6.2.** Let \( F : \mathbb{R} \rightarrow \mathbb{E} \) be given by \( F(x) = x^2 + \varnothing \) for all \( x \in \mathbb{R} \). Then \( \frac{dF}{dx}(a) = 2x + \varnothing \). So \( \frac{dF}{dx}(x) = 2x + \varnothing \subseteq \varnothing \) for all \( x \in \mathbb{R}, x \notin \varnothing \), hence these points are not \( \varnothing \)-local \( \varnothing \)-minimizers of \( F \). At the obvious \( \varnothing \)-minimizer 0, the neutrix \( L = \varnothing \) satisfies \( \varnothing \subseteq N\left(\frac{dF}{dx}(0)\right) = \varnothing \), \( \varnothing \subseteq N(F(0)) = \varnothing \) and \( \varnothing \) also contains the absorbers of \( M = \varnothing \), and we have indeed \( \frac{dF}{dx}(0) = \frac{dF}{dx}(0) = \varnothing \); also infinitesimals are \( \varnothing \)-minimizers, and the above relations remain true for \( x \neq 0 \).

Define \( g : \mathbb{R} \rightarrow \mathbb{E} \) by \( g(x) = x^2 + f(x) \), with \( f \) given by (21). Then both \( \frac{dF}{dx}(0) = 2x + \varnothing + \varepsilon L = 2x + \varnothing \) and \( \frac{dF}{dx}(0) = 2x + \varepsilon L + \varnothing = 2x + \varnothing \), and Theorem 6.1 is satisfied with \( L = \varnothing \) for respectively \( x \in \varnothing \) and \( x \in \varepsilon \) with equality.

## 7 Neutrix-partial derivatives

**Remark 7.1.** In the remaining sections we study flexible functions of several variables from the point of view of differentiability and optimization. Though some results are easily generalized to an arbitrary standard number of variables, for reasons of simplicity we consider the case of two variables.

We define partial derivatives by extending Definition 5.1. We introduce also a notion of strong differentiability, giving rise to a kind of differential. The latter is needed to formulate a chain rule.

**Definition 7.2.** Let \( n \in \mathbb{N} \) be standard, \( X \subseteq \mathbb{R}^2 \) and \( F : X \rightarrow \mathbb{E} \) be a flexible function defined on \( X \). Let \( M_i, N_i \) be neutrices for \( i \in \{1, 2\} \) and let \((a, b) \in \mathbb{R}^2\) be a \((M_1 \times M_2)\)-accumulation point of \( X \). For \( i \in \{1, 2\} \) the \( M_i \times N_i \)-partial derivative \( \frac{\partial N_i F}{\partial M_i x} \) at \((a, b)\) is defined by
\[
\frac{\partial N_i F}{\partial M_i x}(a, b) = N_1 \lim_{x \to a + M_1} \frac{F(x, b) - F(a, b)}{x - a}.
\]
In analogy to functions of one variable, taking \( N_1 \) respectively \( N_2 \) minimal we get the notions of \( M_1 \)-partial derivative respectively \( M_2 \)-partial derivative as the outer limits
\[
\frac{\partial F}{\partial M_1 x}(a, b) = \lim_{x \to a + M_1} \frac{F(x, b) - F(a, b)}{x - a}.
\]

\[
\frac{\partial F}{\partial M_2 y}(a, b) = \lim_{y \to b + M_2} \frac{F(a, y) - F(a, b)}{y - a}.
\]
Theorem 7.3. Let $M = (M_1, M_2)$ be a neutrix. Let $X \subseteq \mathbb{R}^2$, $a = (a_1, a_2) \in X$ be an $M$-interior point of $X$ and $F : X \to \mathbb{E}$ be a flexible function which is $M_1$-partial differentiable in the first variable and $M_2$-partial differentiable in the second variable at $a$. Let $L$ be a neutrix which is stable for $\min \{M_1, M_2\}$, such that $L \supseteq \max \left\{ N(F(a)), N\left( \frac{\partial F}{\partial x_1}(a) \right), N\left( \frac{\partial F}{\partial x_2}(a) \right) \right\}$. If $a$ is an $M$-local $L$-extreme point of $F$, then $\frac{\partial F}{\partial x_i}(a) \subseteq L$ for $i \in \{1, 2\}$.

Proof. Put $G_1(x_1) = F(x_1, a_2)$, $G_2(x_2) = F(a_1, x_2)$. Since $a$ is an $M$-local $L$-extreme point of $F$, for $i \in \{1, 2\}$ it holds that $a_i$ is an $M_i$-local $L$-extreme point of $G_i$, so $\frac{\partial F}{\partial x_i}(a) = \frac{\partial G_i}{\partial x_i}(a_i) \subseteq L$ by Theorem 6.1.

In classical analysis a function $f(x, y)$ is differentiable at $(a_1, a_2) \in \mathbb{R}^2$ if their exist "error-functions" $\alpha_1, \alpha_2$ such that $f(a_1 + h_1, a_2 + h_2) - f(a_1, a_2) = f_x(a_1, a_2)h_1 + f_y(a_1, a_2)h_2 + \alpha_1(h_1, h_2)h_1 + \alpha_2(h_1, h_2)h_2$ on some neighbourhood of $(a_1, a_2)$, where $\lim_{(h_1, h_2) \to (0, 0)} \alpha_1(h_1, h_2) = \lim_{(h_1, h_2) \to (0, 0)} \alpha_2(h_1, h_2) = 0$. In Definition 7.4 we extend this notion to flexible functions using the mixed limit of Definition 4.7. Indeed, consider the external point $(a_1 + M_1, a_2 + M_2)$, where $M_1, M_2$ are neutrices. To define the neutrix-partial derivative in the first variable, this variable should stay outside $a_1 + M_1$, while it is useful to have information on the error-functions $\alpha_1(x, y), \alpha_3(x, y)$ for $y$ inside $a_2 + M_2$, and vice-versa. In this way we will be able to extend the Chain Rule of Theorem 5.3 to functions of two variables, see Theorem 7.7 below.

Definition 7.4. Let $M = (M_1, M_2)$ be a neutrix. Let $F : X \to \mathbb{E}$ where $X \subseteq \mathbb{R}^2$ be a flexible function and $a = (a_1, a_2)$ be an $M$-interior point of $X$. Assume that $F$ has $M_i$-partial derivatives at $a$ for $i \in \{1, 2\}$, and on some $M$-neighborhood $U$ of a flexible functions $\alpha_1, \alpha_2$ are given such that for all $h = (h_1, h_2) \neq (0, 0)$ such that $a + h \in U$

$$F(a_1 + h_1, a_2 + h_2) - F(a_1, a_2) - \frac{\partial F}{\partial x_1}(a_1, a_2)h_1 - \frac{\partial F}{\partial x_2}(a_1, a_2)h_2 = \alpha_1(h_1, h_2)h_1 + \alpha_2(h_1, h_2)h_2.$$ (30)

(a) The flexible function $F$ is said to be strongly $M$-differentiable with respect to $x_1$ at $a$ if

$$\lim_{h_1 \to M_1 \atop h_2 \to M_2} \alpha_1(h_1, h_2) = N\left( \frac{\partial F}{\partial x_1} \right), \lim_{h_1 \to M_1 \atop h_2 \to M_2} \alpha_2(h_1, h_2) = N\left( \frac{\partial F}{\partial x_2} \right).$$

(b) The flexible function $F$ is said to be strongly $M$-differentiable with respect to $x_2$ at $a$ if

$$\lim_{h_1 \to M_1 \atop h_2 \to M_2} \alpha_1(h_1, h_2) = N\left( \frac{\partial F}{\partial x_1} \right), \lim_{h_1 \to M_1 \atop h_2 \to M_2} \alpha_2(h_1, h_2) = N\left( \frac{\partial F}{\partial x_2} \right).$$

Remark 7.5. The equality (30) becomes an inclusion if we put the partial derivatives at the right-hand side, and we have for all $h = (h_1, h_2) \neq (0, 0)$ such that $a + h \in U$,

$$F(a_1 + h_1, a_2 + h_2) - F(a_1, a_2) \subseteq \frac{\partial F}{\partial x_1}h_1 + \alpha_1(h_1, h_2)h_1 + \frac{\partial F}{\partial x_2}h_2 + \alpha_2(h_1, h_2)h_2.$$

Example 7.6. Let $F : \mathbb{R}^2 \to \mathbb{R}$ be defined by $F(x, y) = x + y^2 + \circ$. Then $F$ is strongly $(\circ, \circ)$-differentiable with respect to $x$ at $(1, 1)$. Indeed, $\frac{\partial F}{\circ x}(1, 1) = 1 + \circ$ and $\frac{\partial F}{\circ y}(1, 1) = 2 + \circ$, and

$$F(1 + h_1, 1 + h_2) - F(1, 1) - \frac{\partial F}{\circ x}(1, 1) - \frac{\partial F}{\circ y}(1, 1) = h_1 \circ + h_2^2 + \circ h_2 + \circ = (\circ + \circ / h_1)h_1 + (h_2 + \circ)h_2 = \alpha_1(h_1, h_2)h_1 + \alpha_2(h_1, h_2)h_2.$$ with $\alpha_1(h_1, h_2) = \circ + \circ / h_1$ for $h_1 \neq 0$ and $\alpha_2(h_1, h_2) = h_2 + \circ$. Then

$$\lim_{h_1 \to \circ \atop h_2 \to \circ} \alpha_1(h_1, h_2) = \circ = N\left( \frac{\partial F}{\circ x}(1, 1) \right), \lim_{h_1 \to \circ \atop h_2 \to \circ} \alpha_2(h_1, h_2) = \circ = N\left( \frac{\partial F}{\circ y}(1, 1) \right).$$

Similarly, using $\beta_1(h_1, h_2) = \circ$ and $\beta_2(h_1, h_2) = h_2 + \circ + \circ / h_2$ for $h_2 \neq 0$ we see that $F$ is strongly $(\circ, \circ)$-differentiable with respect to $y$ at $(1, 1)$.

Theorem 7.7. Let $X \subseteq \mathbb{R}, \varphi \equiv (y_1, y_2) : X \to \mathbb{R}^2$, let $F : \varphi(X) \to \mathbb{E}$ be a flexible function and let $G = F \circ \varphi$. Let $M$ be a neutrix, $a$ be an $M$-interior point of $X$ and $b = (b_1, b_2) \equiv (y_1(a), y_2(a))$. Assume that
(a) There exist neutrices $N_1, N_2$ such that $b$ is an $N$-interior point of $\varphi(X)$, where $N \equiv (N_1, N_2)$, and for $i \in \{1, 2\}$

$$N_i \cdot \lim_{h \to M} y_i(a + h) = b_i + N_i. \quad (31)$$

(b) There exists $p \in \{1, 2\}$ and an $M$-neighbourhood $U$ of $a + M$ such that whenever $a + h \in U, h \notin M$

$$y_p(a + h) \notin b_p + N_p, \quad (32)$$

and $F$ is strongly $N$-differentiable with respect to $y_p$ at $b$.

c) $\frac{dy_1}{dx}(a), \frac{dy_2}{dx}(a), \frac{\partial F}{\partial y_1}(b_1, b_2)$ and $\frac{\partial F}{\partial y_2}(b_1, b_2)$ are well-defined, and $\frac{dy_1}{dx}(a)$ or $\frac{\partial F}{\partial y_1}(b_1, b_2)$ is zeroless, and also $\frac{dy_2}{dx}(a)$ or $\frac{\partial F}{\partial y_2}(b_1, b_2)$ is zeroless.

Then

$$\frac{dG}{dmx}(a) \subseteq \frac{\partial F}{\partial_N y_1}(b_1, b_2) \frac{dy_1}{dx}(a) + \frac{\partial F}{\partial_N y_2}(b_1, b_2) \frac{dy_2}{dx}(a).$$

Proof. Without loss of generality, in assumption (32) we assume $p = 1$. Let $k = (k_1, k_2)$, where for $i \in \{1, 2\}$

$$k_i \equiv k_i(h) = y_i(a + h) - y_i(a),$$

otherwise said $y_i(a + h) = b_i + k_i$. Because $y_1, y_2$ are $M$-differentiable at $a$, for $i \in \{1, 2\}$

$$\lim_{h \to M} \frac{k_i(h)}{h} = \frac{dy_i}{dx}(a). \quad (33)$$

Because $F$ is strongly $(N_1, N_2)$-differentiable w.r.t $y_1$ at $(b_1, b_2)$, there exist flexible functions $\alpha_1, \alpha_2$ defined on some $N$-neighborhood of $(b_1, b_2)$ such that $\lim_{u_1 \to N_1, u_2 \to N_2} \alpha_1(u_1, u_2) = N \left( \frac{\partial F}{\partial_N y_1}(b_1, b_2) \right) \equiv K_1$ and $\lim_{u_1 \to N_1, u_2 \to N_2} \alpha_2(u_1, u_2) = N \left( \frac{\partial F}{\partial_N y_2}(b_1, b_2) \right) \equiv K_2$ and

$$G(a + h) - G(a) = F(y_1(a + h), y_2(a + h)) - F(y_1(a), y_2(a)) = F(b_1 + k_1, b_2 + k_2) - F(b_1, b_2)
\leq \frac{\partial F}{\partial_N y_1}(b_1, b_2) k_1 + \frac{\partial F}{\partial_N y_2}(b_1, b_2) k_2 + \alpha_1(k_1, k_2) k_1 + \alpha_2(k_1, k_2) k_2
= \left( \frac{\partial F}{\partial_N y_1}(b_1, b_2) + \alpha_1(k_1, k_2) \right) k_1 + \left( \frac{\partial F}{\partial_N y_2}(b_1, b_2) + \alpha_2(k_1, k_2) \right) k_2. \quad (34)$$

By Theorem 4.6 and Remark 4.8

$$\lim_{h \to M} \alpha_1(k_1, k_2) = \lim_{h \to M} \alpha_1(k_1(h), k_2(h)) \subseteq \lim_{u_1 \to N_1, u_2 \to N_2} \alpha_1(u_1, u_2) = K_1 \quad (35)$$

$$\lim_{h \to M} \alpha_2(k_1, k_2) = \lim_{h \to M} \alpha_2(k_1(h), k_2(h)) \subseteq \lim_{u_1 \to N_1, u_2 \to N_2} \alpha_2(u_1, u_2) = K_2. \quad (36)$$

It follows from assumption (31), (32), Theorem 4.5, (33), (35), and (36) that

$$\frac{\partial G}{\partial_m x}(a) = \lim_{h \to M} \frac{G(a + h) - G(a)}{h}
\leq \lim_{h \to M} \left( \frac{\partial F}{\partial_N y_1}(b_1, b_2) + \alpha_1(k_1, k_2) \right) k_1 + \left( \frac{\partial F}{\partial_N y_2}(b_1, b_2) + \alpha_2(k_1, k_2) \right) k_2
\leq \lim_{h \to M} \left( \frac{\partial F}{\partial_N y_1}(b_1, b_2) + K_1 \right) \frac{dy_1}{dx}(a) + \left( \frac{\partial F}{\partial_N y_2}(b_1, b_2) + K_2 \right) \frac{dy_2}{dx}(a)
= \frac{\partial F}{\partial_N y_1}(b_1, b_2) \frac{dy_1}{dx}(a) + \frac{\partial F}{\partial_N y_2}(b_1, b_2) \frac{dy_2}{dx}(a).$$

□
8  An implicit function theorem for neutrix-differentiability

Let $M, N$ be neutrices and $V$ be an $(M, N)$-neighborhood of a point $(a, b) \in \mathbb{R}^2$. Let $g$ be an internal real function defined on $V$, which is $N$-differentiable with respect to the second variable. We give conditions such that an $M$-differentiable implicit function exists on some $M$-neighborhood of $a$. The conditions include ordinary differentiability of $g$, but for the rest are essentially imprecise. For instance $(a, b)$ should not be a "nearly singular" point of $g$, in the sense that

$$\gamma_x \equiv \lim_{(x,y) \to (a+M,b+N)} \frac{\partial g}{\partial x}(x,y), \quad \gamma_y \equiv \lim_{(x,y) \to (a+M,b+N)} \frac{\partial g}{\partial y}(x,y)$$

are zeroless. The implicit function will be used in Section 9 to prove the existence of Lagrange multipliers in a near-minimizing problem.

**Theorem 8.1.** Let $(a, b) \in \mathbb{R}^2$, $M, N$ be neutrices and $V$ be an $(M, N)$-neighborhood of $(a, b)$. Let $g : V \to \mathbb{R}$ be an internal differentiable function such that $g(a, b) = 0$. Consider the equation $g(x, y) = 0$ for $(x, y) \in V$.

Let $\gamma_x, \gamma_y$ be given by (37). Assume that $\frac{\partial g}{\partial y}(a, b)$ is well-defined and zeroless, where $A \equiv N\left(\frac{\partial g}{\partial y}(a, b)\right)$ is such that

(a) $N$ is stable for $A$.

(b) $g, \frac{\partial g}{\partial y}$ are $(M, N) \times A$-inner continuous on $V$.

(c) $\gamma_y$ is zeroless.

Then there exist $\delta > M$ and a unique $M$-differentiable function $f : U \equiv [a - \delta, a + \delta] \to \mathbb{R}$ such that $g(x, f(x)) = 0$ for $x \in U$, $f(a) = b$, and

$$D_Mf(a) \subseteq -\frac{\gamma_x}{\gamma_y}.$$  

(38)

In addition, if $\gamma_x$ zeroless and $(\gamma_x/\gamma_y)M \subseteq N$, the function $f$ is $M \times N$-inner continuous at $a$.

**Proof.** Firstly, we show that there exists and $\delta > M, d > N$ such that for all $x \in U \equiv [a - \delta, a + \delta]$

$$g(x, b - d) < A, g(x, b + d) > A,$$  

(39)

which will imply the existence of the implicit function $h$. By Proposition 5.3 the ordinary derivative $\frac{\partial g}{\partial y}(a, b)$ is contained in the $N$-derivative $\frac{\partial g}{\partial y}(a, b)$. Since $\frac{\partial g(a, b)}{\partial y} = \frac{\partial g}{\partial y}(a, b) + A$ is zeroless, without loss of generality we may assume that $\frac{\partial g(a, b)}{\partial y} > A$. Also $\frac{\partial g}{\partial y}$ is $(M, N) \times A$-continuous at $(a, b)$, so there exist $c_1, c_2 > N$ such that $\frac{\partial g}{\partial y}(x, y) > A$ for all $(x, y) \in [a - c_1, a + c_1] \times [b - c_2, b + c_2]$. As a consequence, $\frac{\partial g}{\partial y}(x, y) > 0$ for all $(x, y) \in [a - c_1, a + c_1] \times [b - c_2, b + c_2]$. In addition, $N$ contains all absorbers of $A$, so Theorem 5.1 and the fact that $g(a, b) = 0$ imply that there exists $d > N$ such that

$$g(a, b - d) = g(a, b - d) - g(a, b) = g(a, b - d) = \varphi(b - d) < A$$

$$g(a, b + d) = g(a, b + d) - g(a, b) = \varphi(b + d) > A,$$  

(40)

where we may assume that $d < \alpha_1, d < \alpha_2$. Because $g$ is $(M, N) \times A$-continuous on $V$, the functions $\psi_1, \psi_2$ given by $\psi_1(x) \equiv g(x, b - d)$ and $\psi_2(x) \equiv g(x, b + d)$ are $M \times A$-continuous at $a$. Let $\varepsilon_1 = -g(a, b - d)/2$. By (40), $\varepsilon_1 > A$. Since $g(x, b - d)$ is $M \times A$-continuous at $a$, there exists $d_1 > M$ such that $|g(x, b - d) - g(a, b - d)| < \varepsilon_1$ for $|x - a| \leq d_1$. As a consequence, $g(x, b - d) < g(a, b - d)/2 < A$ for $|x - a| \leq d_1$. Similarly, there exists $d_2 > M$ such that $g(x, b + d) > A$ for all $|x - a| \leq d_2$. Let $\delta = \min(d_1, d_2)$, then (39) holds for all $x \in [a - \delta, a + \delta]$. Using the intermediate value theorem we conclude that there exists a unique function $y = f(x)$ determined on $[a - \delta, a + \delta]$ with $\delta > M$ which is continuously differentiable on this interval and $f(a) = b$.

Secondly, we prove (41). As long as $(a + h, f(a + h)) \in V$,

$$0 = g(a + h, f(a + h)) - g(a, f(a)) = g(a + h, f(a + h)) - g(a, f(a + h)) + g(a, f(a + h)) - g(a, f(a))$$

$$= \frac{\partial g}{\partial x}(a + \theta_1 h, f(a + h))h + \frac{\partial g}{\partial y}(a, f(a) + \theta_2(f(a + h) - f(a)))(f(a + h) - f(a)),$$

where $\theta_1 = \theta_1(h), \theta_2 = \theta_2(h) \in (0, 1)$; for simplicity of notation we will not write the functional dependence. Hence

$$f(a + h) - f(a) = -\frac{\partial g}{\partial y}(a, f(a) + \theta_2(f(a + h) - f(a))).$$  

(41)
Observe that
\[
\lim_{h \to M} \frac{\partial g}{\partial x}(a + \theta_1 h, f(a + h)) \subseteq \gamma_x, \quad \lim_{h \to M} \frac{\partial g}{\partial y}(a, f(a) + \theta_2 (f(a + h) - f(a))) \subseteq \gamma_y.
\] (42)

Then it follows from (41), Theorem 1.5 and Theorem 2.4 that \( D_M f(a) = \lim_{h \to M} \frac{f(a + h) - f(a)}{h} \subseteq -\frac{\gamma_x}{\gamma_y}. \)

Finally we prove that \( f \) is \( M \times N \)-inner continuous. By (11)
\[
f(a + h) - f(a) = -\frac{\partial g}{\partial y}(a, f(a) + \theta_2 (f(a + h) - f(a))) h.
\] (43)

Because the limits given by (42) are zeroless, it follows from Theorem 3.3 that
\[
\lim_{h \to M} f(a + h) - f(a) \leq -\frac{\lim_{h \to M} \frac{\partial g}{\partial y}(a, f(a) + \theta_2 (f(a + h) - f(a)))}{\lim_{h \to M} h} \leq -\frac{\gamma_x}{\gamma_y} M \subseteq N.
\]

Hence \( f \) is \( M \times N \)-inner continuous at \( a \).

\[\Box\]

**Example 8.2.** Let \( g(x, y) = 1 - x^2 - y^2. \) Then \( \frac{\partial g}{\partial x}(x, y) = -2x, \frac{\partial g}{\partial y}(x, y) = -2y, \gamma_x = 0, \gamma_y = -2 + \odot, \) and \( g \) satisfies all assumptions of Theorem 8.1 with \( M = N = 0 \) and \( (a, b) = (0, 1). \) In fact \( y = f(x) = \sqrt{1 - x^2}, so \( D_\odot f(0) = 0, \) and also \( -\frac{\gamma_x}{\gamma_y} = -\frac{1}{2+\odot} = 0. \)

### 9 Lagrange multiplier

The Lagrange multiplier method for conventional optimization problem with an objective function \( f : \mathbb{R}^n \to \mathbb{R} \) and constraints \( g_i(x_1, x_2, \ldots, x_n) = 0, \ldots, g_m(x_1, x_2, \ldots, x_n) = 0 \) asserts that if \( a \in \mathbb{R}^n \) is a minimizer, there exist multipliers \( \lambda_1, \ldots, \lambda_m \) such that
\[
\begin{align*}
\frac{\partial f}{\partial x_j}(a) - \sum_{i=1}^m \lambda_i \frac{\partial g_i}{\partial x_j}(a) &= 0 \quad (j = 1, \ldots, n) \\
g_i(a) &= 0.
\end{align*}
\]

We consider the Lagrange multiplier method for a flexible function \( F \) of two variables, with one internal constraint \( g = 0, \) i.e. the optimization problem
\[
\min_{(x,y) \in \mathbb{R}^2} F(x, y)
\] (44a)
subject to the constraint
\[
g(x, y) = 0.
\] (44b)

The Lagrange multipliers are an indicator of changes in the value of the constraints. In our context we take also into account situations in which, due to all kind of uncertain circumstances, the objective is only known within some range of imprecisions, while also the effect of changes in the circumstances are only approximately known; this is modelled by partial derivatives of \( F \) with respect to neutrices \( M, N. \) This means that though the constraint, say a budgetary restriction, is rigid, an optimum can only be approximate. We show that there exists a Lagrange multiplier \( \lambda \) and neutrices \( K_1, K_2 \) such that
\[
\begin{align*}
\frac{\partial F}{\partial M_x}(a, b) - \lambda \frac{\partial g}{\partial x}(a, b) &\subseteq K_1 \\
\frac{\partial F}{\partial N_y}(a, b) - \lambda \frac{\partial g}{\partial y}(a, b) &\subseteq K_2
\end{align*}
\]

One of the neutrices may be chosen to be neutrix of a partial derivative of \( F, \) but for the other neutrix a correction term must be added, depending on the neutrix of the remaining partial derivative of \( F, \) and the partial derivatives of \( g. \) The proof uses the implicit function of Theorem 5.7 so the Lagrange multiplier is given outside nearly singular points of the constraints.

**Theorem 9.1 (Main Theorem).** Let \( M, N \) be neutrices. Consider the problem (44a), (44b). Assume that the objective function \( F \) is strongly \((M, N)\)-differentiable with respect to \( x \) at \((a, b),\) the constraint \( g \) satisfies the assumptions of Theorem 5.7 and \((a, b)\) is an \((M, N)\)-local \( L\)-minimizer of the problem (44a), (44b), with
\[
L \equiv N \left( \frac{\partial F}{\partial M_x}(a, b) + N \left( \frac{\gamma_x}{\gamma_y} \frac{\partial F}{\partial N_y}(a, b) \right) \right).
\] (45)
If $L$ is stable for $M$ and contains $N(F(a, b))$, there exists $\lambda \in \mathbb{R}$ such that
\[
\begin{aligned}
&\left( \frac{\partial F}{\partial x} (a, b) - \lambda \frac{\partial F}{\partial y} (a, b) \right) \subseteq L \\
&\left( \frac{\partial F}{\partial y} (a, b) - \lambda \frac{\partial F}{\partial y} (a, b) \right) \subseteq N \left( \frac{\partial F}{\partial y} (a, b) \right)
\end{aligned}
\] (46)

Proof. Let $\lambda \in \frac{\partial F}{\partial y} (a, b) / \frac{\partial F}{\partial y} (a, b)$, which is well-defined because $\frac{\partial F}{\partial y} (a, b) \neq 0$. Then $\lambda \frac{\partial F}{\partial y} (a, b) \in \frac{\partial F}{\partial y} (a, b)$, or
\[
\frac{\partial F}{\partial y} (a, b) - \lambda \frac{\partial F}{\partial y} (a, b) = N \left( \frac{\partial F}{\partial y} (a, b) \right),
\] (47)
which implies the second part of (46).

To prove the first part, by Theorem 8.1 the constraint $g(x, y) = 0$ determines an implicit function $y = h(x)$, with well-defined $M$-derivative at $a$. Using the the notations of (57) and Theorem 7.4 we get
\[
\frac{dh}{dM}(a) \subseteq -\frac{\gamma_x}{\gamma_y} = -\frac{\partial g}{\partial x} (a, b) / \frac{\partial g}{\partial y} (a, b) + N \left( \frac{\gamma_x}{\gamma_y} \right),
\] (48)
which is zeroless. We will show that
\[
\frac{\partial F}{\partial M}(a, b) - \lambda \frac{\partial F}{\partial y} (a, b) \subseteq \frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a) - \lambda \left( \frac{\partial g}{\partial x} (a, b) + \frac{\partial g}{\partial y} (a, b) \frac{dh}{dM}(a) \right),
\] (49)
with both
\[
\frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a) \subseteq L
\] (50)
and
\[
\lambda \left( \frac{\partial g}{\partial x} (a, b) + \frac{\partial g}{\partial y} (a, b) \frac{dh}{dM}(a) \right) \subseteq L
\] (51)

We prove first (50). Let $y_1(x) = x$ and $y_2(x) = h(x)$. Then $y_1(x), y_2(x)$ satisfy the assumptions of Theorem 7.4 with $N_1 = M$, $N_2 = N$ and $p = 1$. Indeed, firstly $M- \lim_{x \to a} y_1(x) = a + M$ and by Theorem 8.1 $h$ is $M \times N$-inner continuous at $a$ and $h(a) = b$, hence $N- \lim_{x \to a} y_2(x) = N- \lim_{x \to a} h(x) = b + N$. Secondly, $y_1(a + h) - y_1(a) = h \notin M$ if $h \notin M$ and $F$ is strongly $(M, N)$-differentiable with respect to $a$ at $(a, b)$ by assumption. Finally $dG/dM(a) = 1$ is zeroless, and also $\frac{dG}{dM}(a) = \frac{dh}{dM}(a)$. Then Theorem 7.4 implies that the $M$-derivative at $a$ of the flexible function $G$ given by $G(x) = F(x, h(x))$ is well-defined, and satisfies
\[
\frac{dG}{dM}(a) \subseteq \frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a).
\] (52)
Because $(a, b)$ is an $(M, N)$-local $L$-minimizer of $\frac{dG}{dM}(a)$, it holds that $a$ is an $M$-local $L$-minimizer of $G(x)$. Now $L$ is stable for $M$ and $L \supseteq N(F(a, b))$ by assumption, and by (52) and (54) and (45)
\[
N \left( \frac{dG}{dM}(a) \right) \subseteq N \left( \frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a) \right) \subseteq N \left( \frac{\partial F}{\partial M}(a, b) \right) + N \left( \frac{\gamma_x}{\gamma_y} \frac{\partial F}{\partial y}(a, b) \right) = L.
\] (53)
Then by Theorem 7.4
\[
\frac{dG}{dM}(a) \subseteq L.
\] (54)
Because of (52) and (53) one has
\[
\frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a) \cap L \neq \emptyset.
\]
If two external numbers have non-empty intersection, one of them includes the other, so (50) holds directly, or
\[
L \subseteq \frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a).
\] (55)
Then $\frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a)$ is neutrical, so (53) implies that
\[
\frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a) = N \left( \frac{\partial F}{\partial M}(a, b) + \frac{\partial F}{\partial y} (a, b) \frac{dh}{dM}(a) \right) \subseteq L.
\] (56)
Hence (50) always holds.
Secondly, we prove \([51]\). By \([18]\)

\[
\frac{\partial g}{\partial x}(a, b) + \frac{\partial g}{\partial y}(a, b) \frac{dh}{dMx}(a) \subseteq \frac{\partial g}{\partial y}(a, b)N(\gamma_x/\gamma_y).
\]

Hence

\[
\lambda \left( \frac{\partial g}{\partial x}(a, b) + \frac{\partial g}{\partial y}(a, b) \frac{dh}{dMx}(a) \right) \subseteq \frac{\partial g}{\partial y}(a, b)N(\gamma_x/\gamma_y) \subseteq \frac{\partial F}{\partial N_y}(a, b)N(\gamma_x/\gamma_y) \subseteq L.
\]

Finally, combining \([19]\), \([50]\) and \([51]\), we obtain that

\[
\frac{\partial F}{\partial Mx}(a, b) - \lambda \frac{\partial g}{\partial x}(a, b) \subseteq L + L = L.
\]

\[\square\]

**Example 9.2.** Let \(\varepsilon\) be a positive infinitesimal. Consider the optimization problem

\[F(x, y) = -(1 + \varepsilon \square)x - (1 + \varepsilon \mathcal{L})y^2 + \square \rightarrow \min\]

subject to the constraint \(x^2 + y^2 = 1\). Let \(g(x, y) = 1 - x^2 - y^2\). By direct verification we see that the point \((1/2, \sqrt{3}/2)\) is an \((M, N)\)-local \(L\)-minimizer of the problem, with \(M = N = L = \square\) and that \(g\) and \(F\) satisfy at \((1/2, \sqrt{3}/2)\) all remaining assumptions of Theorem \([51]\). Also

\[\frac{\partial F}{\partial \mathcal{O}_x}(1/2, \sqrt{3}/2) = -1 + \square, \quad \frac{\partial F}{\partial \mathcal{O}_y}(1/2, \sqrt{3}/2) = -\sqrt{3} + \square, \quad \frac{\partial g}{\partial x}(1/2, \sqrt{3}/2) = 1, \quad \frac{\partial g}{\partial y}(1/2, \sqrt{3}/2) = \sqrt{3},\]

and a Lagrange multiplier satisfying the conclusions of Theorem \([51]\) is given by \(\lambda = 1\), for

\[\frac{\partial F}{\partial \mathcal{O}_x}(1/2, \sqrt{3}/2) - \lambda \frac{\partial g}{\partial x}(1/2, \sqrt{3}/2) = \square \quad \frac{\partial F}{\partial \mathcal{O}_y}(1/2, \sqrt{3}/2) - \lambda \frac{\partial g}{\partial y}(1/2, \sqrt{3}/2) = \square.\]
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