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Abstract
Techniques for facial age progression and regression have many applications and a myriad of challenges. As such, automatic aged or de-aged face generation has become an important subject of study in recent times. Over the past decade or so, researchers have been working on developing face processing mechanisms to tackle the challenge of generating realistic aged faces for applications related to smart systems. In this paper, we propose a novel approach to try and address this problem. We use template faces based on the formulation of an average face of a given ethnicity and for a given age. Thus, given a face image, the target aged image for that face is generated by applying it to the relevant template face image. The resulting image is controlled by two parameters corresponding to the texture and the shape of the face. To validate our approach, we compute the similarity between aged images and the corresponding ground truth via face recognition. To do this, we have utilised a pre-trained convolutional neural network based on the VGG-face model for feature extraction, and we then use well-known classifiers to compare the features. We have utilised two datasets, namely the FEI and the Morph II, to test, verify and validate our approach. Our experimental results do suggest that the proposed approach achieves accuracy, efficiency and possess flexibility when it comes to facial age progression or regression.

Keywords Age progression and regression · Average face · Template-based face generation · Face similarity

1 Introduction
With the emerging use of high functional computational techniques, automated human face analysis has become a topic of immense interest. In this regard, face recognition and face verification, human emotion recognition and age synthesis are some of the prominent application areas [1, 2]. In fact, computer-based face recognition itself has many challenges and depends on factors such as ethnicity, the quality and the age of the input photograph and facial expressions [3–5]. In this sense, for example, the task of face recognition centred on the concept of ageing still poses problems, especially since people may appear unrealistically older compared to a probe photograph [6, 7].

As far as the ageing of the face is concerned, lifestyle- and health-related factors are known to affect the process of physical ageing. Hence, face ageing is complex and therefore raises significant challenges for computer-based models to create accurate and realistic-looking aged or de-aged faces [8, 9]. As people age, the physical morphology of the face does change [10]. This change depends on many factors. Though it is known that all human faces follow the same general pattern of changes—for example, loss of baby fat from the young age to the appearing of prominent wrinkles at an older age—the rate of these changes is measurable with ethnicity and specific lifestyles [11, 12]. Figure 1 shows the typical set of aged face images a modern computer algorithm would generate, given a single frontal face image of an individual as input.

Many algorithms have been introduced in the literature to address the problem of ageing, and most of them rely on strategies which can simulate the effects of ageing on facial images [13]. The Cartoon technique to exaggerate age, for example, was reported by Burt et al. to simulate the effects of ageing of faces [14]. In their method, they compute the average faces of various ages in order to synthesise ages with an
input image to produce new faces. On the other hand, principal component analysis (PCA) was used by Changseok with a 3D face shape model for extracting the components of age change from 3D face to which a test face was added in order to synthesise the output faces at various ages [15,16]. Young et al. addressed the changes in faces along with the ageing effects and demonstrated that several parts of the face—for instance, nose, mouth and eyes—as well as finding some proportions of differences between these parts and wrinkles can be utilised in the algorithmic form to simulate the ageing effect [17,18].

The key objective of the proposed work is to develop and build a technique which addresses the age progression and regression of facial images based on the corresponding template images computed using different ethnicities as well as gender. The main contributions of this work are,

- the development of an efficient template-based formulation to generate specific ages from a given facial image,
- the deployment of a face ageing algorithm with two key parameters—based on the shape and texture characteristics of the input face—to efficiently generate the aged faces,
- and to propose a method based on computer-based face recognition to test and verify the accuracy of the computer-generated aged faces.

The rest of this paper is organised as follows. In Sect. 2, we discuss the recent and relevant literature on the topic of computer-based face ageing. In Sect. 3, we discuss the methodology we have proposed, and in Sect. 4, we present our experiments and the results. Finally, in Sect. 5, we conclude the paper.

### 2 Literature review

Automatic age generation is a topic of importance with many real-life applications. As such, researchers in the past have suggested various approaches to address the challenge. Recently, deep neural networks, such as the use of generative adversarial networks (GANs) [19] for age synthesis, have become somewhat prominent. The focus of most of these techniques is simulation based whereby facial data are utilised for constructing generative models which are then utilised to synthesise age—for either progression or regression.

An automatic face ageing method recently proposed is based on the development of a person-specific facial ageing system using constrained regression [20]. This method consists of face features extracted by a colour-based active appearance model (AMM) and then applying regression to generate a face image of a given age. Experiments were conducted on the HQFaces dataset and the Dartmouth Children’s Faces database, and the results generated were reliable estimates of the input faces. In 2017, ConvNet features for age estimation were used for facial age estimation by Bukar and Ugail [21]. The method based on extracting features from an input image by using the VGG-face model [22] and partial least squares regression (PLS) was applied to reduce the dimensions of extracted features as well as the redundant information. Two different databases, namely FGNET-AD [23] and Morph II [24], were used as part of the experiments, and the results reported were comparable to other algorithms.

Similarly, Riaz et al. introduced a new method based on 3D gender-specific ageing model, which produced simulated faces at a given age automatically from an input face [25]. The model was constructed with the help of different datasets. Their own comparative analysis of the method with other methods as well as with the ground-truth faces has demonstrated the accuracy of their technique.

Other than that, simulation of ageing on faces based on super-resolution in the tensor space and AAMs was proposed by Wang et al. [26]. Through this method, they can simulate the effects of an adult face by means of super-resolution and AAM. The method also accounts for to reduce the blurring effects which result from a normalisation process of the input face. To verify the accuracy, the FGNET [23] database was used, and the experimental results show that the results of their ageing simulation were adequate.

Similarly, the Personalised Age Progression with ageing Dictionary was proposed by Shu et al. [27]. The main goal of this method was to produce rendered faces in a personalised way. Their approach relied on two stages, namely offline and online. During the offline stage, short-term ageing image pairs were collected from available datasets, and an ageing
dictionary was trained. And, during the online stage, the researchers rendered an aged face for an input face within an age group determined by the computation of the nearest neighbour. Then, the resulting aged face was used as an input to the algorithm. This process is repeated until all the desired aged faces are generated. To test their methodology, they used the Cross-Age Celebrity [28] and Morph ageing databases [24] in their experiments. The results demonstrated some advantages of the proposed method compared with others.

Recent GAN-based work [19] was introduced by Zhang et al. [29] for age regression and progression. The approach is referred to as Conditional Adversarial Autoencoder network (CAAE). They use the convolutional encoder in order to map an input face to a latent vector [30] and then to project the resulting vector to a face manifold. This vector conserves features of a personalised face, and an age condition controls the regression and progression. The system was trained on a large dataset called the UTKFace dataset [31], and it was evaluated through different databases such as Morph and CACD [28]. The results indicate that the system can generate faces in a more realistic manner, and it has a degree of flexibility too.

From what has been presented above, it can be seen that some of the facial age generation techniques produce aged facial images in a way that depend on the features of the face and ignore key areas such as the forehead as indicated in [20]. Besides, GANs-based approaches [19] that use generative algorithms for creating new faces of varying age can give good results if the test faces are part of the training database. However, the results in such cases appear to be rather unsatisfactory when using faces outside the training set. This essentially limits the practical applicability of such systems.

Therefore, it appears that a flexible and computationally less complex method that produces reliable results is much needed.

### 3 Proposed methodology

The methodology we have proposed here for facial age progression and regression is intended for overcoming some of the key challenges in such systems that currently exist. One key objective we strive to achieve here is the development of a flexible and lightweight method for generating realistic aged faces. The proposed framework is based on face templates, which are built by extracting information on the age, gender, colour and texture characteristics from a number of faces corresponding to the principal ethnic groups. Ethnicity-based face templates can play a vital role in generating realistic faces, by combating the artefacts that arise from modern and commonly available techniques such as GANs-based ageing systems.

The proposed system consists of two key parts. The first part is the mathematical method for building and generating the proposed face templates. It uses an average face—for a given ethnicity, age and gender—considering a sufficient number of faces for the corresponding category. In the second part, the generated templates are applied to the target faces for age generation with two key control parameters, based on the colour and texture of the face. Finally, as part of our methodology, we also propose a framework for verifying the accuracy of the generated faces through similarity comparison by means of standard face recognition. To compute and verify face similarities, we use a method based on the state-of-the-art CNNs.

#### 3.1 Building the ageing templates

To construct the person-specific ageing templates, we use the concept of the average face—based on a given ethnicity, age and gender. A similar technique to what we propose here is also presented in [20]. We generate person-specific ageing templates for five specific ethnicities, namely Middle Eastern—Arabic, Southeast Asian—Indian, African—Black, Caucasian—White and Eastern—Chinese, and with nine age gaps from age 10 to 80 years with increments of 10 years for both the genders.

#### 3.1.1 Data collection

The required data for creating the ethnicity-specific templates were collected in four phases. Firstly, an Arab educational institution in Bradford, UK, was approached, and participants were recruited for photography. The participants consisted of male and female kids and teachers, with an average age of 10–15 years for the kids and 31–53 for the teachers. In the second phase of image collection, colleagues from some Arab countries consented to send images of themselves. Thirdly, students from the University of Bradford were recruited. The fourth and final stage of data collection consisted of downloading readily available images from the Internet, again of various races and ages.

#### 3.1.2 Ageing template

All the images that were gathered were categorised into groups based on the corresponding race, gender and age. In addition, since all input faces were of different dimensions originally, it was necessary to normalise them and bring each image to the same reference frame. The method of generating the templates for ageing is as follows.
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1. Detection of the facial features: For face landmark detection, Dlib algorithm is used [32]. Dlib uses a pre-trained model to estimate the position of 68 facial landmark points \((x, y)\) on the face, as shown in Fig. 2. However, the forehead provides information about a person’s age, and Dlib’s facial feature points do not cover that region of the face. Therefore, we added five extra points based on the information from the Dlib algorithm, as 1, 2, 3, 4 and 5, as shown in Fig. 2. It is assumed that the forehead is rectangular in shape, and hence we identify the forehead area using 5 landmark points, as shown in Fig. 3.

After computing the five points to identify the forehead section of the face, the number of facial landmarks increases to 73 points in total, as shown in Fig 3b.

To find the coordinates of the point \(a(x, y)\)—as seen in Fig. 3a, first we compute the height of the forehead. This is approximated using the length of nose \(D\), and we apply the following equation,

\[
a_x = P_x^{19} - D_{nose}, \quad a_y = P_y^{19} - C, \quad (1)
\]

where \(P_x^{19}\) and \(P_y^{19}\) are \(x\) and \(y\) values at the point 19 and \(C\) is a constant to normalise the distance and \(D_{nose} = | P_x^{28} - P_x^{31} |.\) Similarly, the points \(b, c, d\) and \(e\) are computed using Eqs. 2, 3, 4 and 5, respectively, i.e.

\[
\begin{align*}
b_x &= P_x^{18} - \text{round}\left(\frac{D_{nose}}{2}\right) + 1, \quad b_y = P_y^{18} - C, \quad (2) \\
c_x &= P_x^{27} - \text{round}\left(\frac{D_{nose}}{2}\right) + 1, \quad c_y = P_y^{27} - C, \quad (3) \\
d_x &= P_x^{26} - D_{nose}, \quad d_y = P_y^{26} - C, \quad (4) \\
e_x &= \text{round}\left(\frac{(P_x^{21} + P_x^1)}{2}\right), \quad e_y = P_y^{21} - C, \quad (5)
\end{align*}
\]

where \(C_1\) are the normalised distances.

2. Generating the templates: As discussed earlier, the templates for given ages are considered for the five principal ethnicities, namely 1. Middle Eastern—Arabic, 2. South-east Asian—Indian, 3. African—Black, 4. Caucasian—White and Eastern and 5. Chinese. We consider templates in age increments of 10 years—i.e. ages 10, 20, …, 80 years—for both females and males for each of the five ethnicities.

Consider, for example, the face images \(I_i\) of Middle Eastern males at the age of 70 years, where \(n\) is the number of images. Suppose we want to generate a template for this age category for the ethnicity. In the first step, images are preprocessed to resize them to the same size and remove the backgrounds \(I_i^b\), where \(i = 1, 2, \ldots, n\). Then, the facial landmarks \(P_i\) are extracted for all the images \(I_i^b\) by the method discussed earlier. Before computing an average, all the images are aligned to the main shape by using the generalised procrustes analysis (GPA) [20,33], using Eq. 6, such that

\[
AI_i = \text{GPA}(I_i^b, M_s), \quad i = 1, 2, \ldots, n, \quad (6)
\]

where \(M_s\) is the mean shape and computed using Eq. 7, such that

\[
M_s = \frac{1}{n} \sum_{i=1}^{n} P_i. \quad (7)
\]

Now, we can compute the template by warping the aligned faces \(AI_i\) to the mean shape \(M_s\) and then computing the average, using Eq. 8, such that

\[
\text{template} = \frac{1}{n} \sum_{i=1}^{n} \text{warp}(AI_i, M_s), \quad (8)
\]

where warp is inferred as the spatial transformation [34]. The resulting template face is shown in Fig. 4a.

3. Wrinkle map: Wrinkles play an important role in simulating realistic-looking faces as they age. In simple terms, a
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Fig. 4 An example template face. a The template face for a male of middle eastern origin at age 80 years. b The template face after adding wrinkles

Table 1 List of sample face template codes

| Ethnicity | Gender | Age | Generated code |
|-----------|--------|-----|----------------|
| 1         | 1      | 10  | 1110           |
| 2         | 1      | 20  | 2120           |
| 3         | 2      | 30  | 3230           |
| 4         | 2      | 40  | 4240           |
| 5         | 2      | 90  | 5290           |

The first digit represents the ethnicity, the second digit is gender and the last two digits represent an age.

wrinkle map $W_m$ is an image with high-quality wrinkles that can be added to ageing templates. In this step, we add the wrinkle maps $W_m$ through Eq. 9 such that

$N_t = \text{warp}(W_m, \text{template}). \quad (9)$

Figure 4b shows an example face template image with wrinkles—for an 80-year-old male of middle eastern ethnicity.

4. At the final step, all the templates are coded with specific labels based on ethnicity, gender and age. For example, 4280 stands for 4—White ethnicity), 2—female and 80—age 80 years. Table 1 shows some samples of the generated codes. Figure 5 shows example templates for various ethnicities, ages and gender.

3.2 Computing age progression or regression

Once the templates have been generated, we can then utilise them to either progress or regress a facial image to a given age. To do this, we utilise image morphing with cross-dissolve [37], as discussed below.

Suppose we have an input face image $I_{in}$ and we want to age it to a 60-year-old middle eastern male. We invoke the corresponding template, i.e. $T_{1160}$. First, we obtain the corresponding landmark points for $I_{in}$ and $T_{1160}$ using the modified Dlib algorithm discussed earlier. We refer to these points as $P_{in}$ and $P_t$, respectively. Then, we generate an intermediate warping field $I_{wp}$ by using interpolation as in Eq. 10, such that

$I_{wp} = \alpha_{\text{shape}} \times P_{in} + (1 - \alpha_{\text{shape}}) \times P_t, \quad (10)$

where $\alpha_{\text{shape}}$ is a parameter to control the degree of shape such that $0.25 \leq \alpha_{\text{shape}} \leq 0.75$.

Then, the average between $P_{in}$ and $P_t$ is computed and used to find the corresponding Delaunay triangulations $D_T$ [38]. To avoid any ghosting effects in the resulting image,
Fig. 7 Comparison of aged faces with the corresponding ground-truth faces for Angelina Jolie. The first row shows the generated faces from age 15 to 40 years with the naming convention NXX, where N indicates the face is computed and XX refers to the age in years. For example, N15 indicates a newly generated face at age 15 years. In the second row, real faces for the ground truth are presented, which were collected from the Internet. The naming convention used here is GXX, where G indicates that image is a ground truth and XX corresponds to the age in years. For instance, G14 indicates a real face of age 14 years.

Table 2 Percentage of similarities between ground-truth and generated faces for different ages, for Angelina Jolie

| Methods of comparison           | Age range and similarity |
|---------------------------------|--------------------------|
| Cosine similarity (features)    | 15  20  30  40           |
| Structural similarity           | 62.02  96.08  85.33  68.36 |
| IMG-online                      | 73.46  96.46  84.03  68.93 |

we warp $I_{\text{in}}$ and $T_{1160}$ into $I_{\text{wp}}$ by applying an affine transformation function \( AT \) \[39,40], such that

\[
I_{\text{w}} = AT(I_{\text{in}}, P_{\text{in}}, I_{\text{wp}}, DT), \\
T_{1160}^{\text{w}} = AT(T_{1160}, P_t, I_{\text{wp}}, DT),
\]

where $I_{\text{in}}^{\text{w}}$ and $T_{1160}^{\text{w}}$ are the warped images.

Finally, we apply the method of cross-dissolving \[37\] to the warped images $I_{\text{in}}^{\text{w}}$ and $T_{1160}^{\text{w}}$ to obtain an aged face $I_{\text{aged}}$, using Eq. 13, such that

\[
I_{\text{aged}} = \alpha_{\text{colour}} \times I_{\text{in}}^{\text{w}} + (1 - \alpha_{\text{colour}}) \times T_{1160}^{\text{w}},
\]

where $\alpha_{\text{colour}}$ is a parameter to control the degree of colour such that $0.25 \leq \alpha_{\text{colour}} \leq 0.75$.

### 3.3 Method of verification with the ground truth

Once the facial age progression and regression algorithm is in place, it is vital to test the accuracy of the generated faces.
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Fig. 10 Sample aged faces with different parameter values for an individual. The ages considered are between 10 years and 80 years old. The generated face shown in the red box in the first row is the one with the maximum similarity; i.e. both the input face and the generated face, in this case, are at age 30 years.

with the corresponding faces of the ground truth. In order to evaluate the accuracy of our method for face ageing, discussed above, we compare face similarities between the aged faces and the corresponding faces of ground truth. There are various approaches suggested for face recognition and classification on real faces as in [41,42]. The verification method we have adopted here is based on the use of state-of-the-art CNN-based face recognition approach [43].

Due to the low number of images available per subject, here we have utilised the VGGF model [22] which is widely used for face recognition tasks. The VGGF model was developed by Oxford Visual Geometry Group [22]. This model was trained on a large database which consisted of about 2.6M faces of more than 26K individuals. The model contains 38 training layers. In our case, we utilised the layer 34 for feature extraction because it is widely reported to be the layer that provides the most classification accuracy.

The extracted facial features—from both a ground-truth image and an aged image—are represented as a vector of dimensions 4096 for each face considered. All these vectors can then be used for training the classifiers such as the cosine similarity CS [44], decision trees [45], k-nearest neighbours K-NN [46] and linear support vector machines (SVMs) [47].

Before we discuss the experiments and their results, it is worth mentioning about the choice of the two parameters $\alpha_{\text{shape}}$ and $\alpha_{\text{colour}}$. In order to understand the best choice for these parameters, we ran a number of preliminary experiments in which both the parameters were tested for possible values between $0.24 < \alpha_{\text{shape}}, \alpha_{\text{colour}} < 0.76$. As a result, based on our observations and computing the similarities—using cosine similarity (CS) [44] and Structural Similarity Index (SSIM) [48]—between the ground truth and the aged faces, we found the optimal values $\alpha_{\text{shape}}$ and $\alpha_{\text{colour}}$ is 0.5. We have illustrated this in the example shown in Fig. 6 where we have taken a subject, aged him to 80 years by the various choices of the values for the $\alpha_{\text{shape}}$ and $\alpha_{\text{colour}}$ and compared the resulting face images with the ground truth. As can be observed in that figure, the highest similarity percentage is recorded at $\alpha_{\text{shape}} = 0.5$ and $\alpha_{\text{colour}} = 0.5$, which is recorded to be 86.15%.

In Table 3, it can be observed that the similarity measures for all the generated ages when compared with the ground truth are well above 70%. The highest similarity percentage is for age 20, which is 85.82% by using CS, and the lowest value obtained is 72.37% for age 40 years.

3.3.1 Sample tests

Before we embarked upon large-scale experiments to test the accuracy and efficiency of our methodology, we decided to run small-scale tests in which we wanted to compare the results of our aged faces with the corresponding ground truth. For this purpose, we did some comparative analysis of our generated faces with the ground-truth facial images for two celebrities, namely Angelina Jolie and Brad Pitt. We computed the face similarity matrices between the generated faces and real faces with the corresponding ages of the two celebrities. Once new faces are generated, we use the VGGF model described above and two other methods to measure the similarities between the facial images.

In the first approach, which is based on a feature map, a total of 4096 features, using the VGGF model, are extracted...
Fig. 11  Examples of aged face images—for individuals from the FEI dataset. The first column represents the input images with estimated age, i.e. 30E means the estimated age is 30 years. The next 8 columns show the aged faces from 10 to 80 years. The faces inside red boxes correspond to the those with matching ages between the input and the generated face. Note crosses indicate that we do not have the templates for the black females between 70 and 80 years. Finally, the last two columns show the percentage similarities between input faces and the aged faces for the same ages.

For all the facial images by using the convolutional layer 34 in the VGGF. These feature parameters are then passed to the cosine similarity (CS) classifier to compute the percentage similarity. In the second approach, we used the Structural Similarity Index (SSIM) [48]) to compute the similarity between the ground truth and the new faces. For our final approach, we used the image map method in which an online Web portal was used to identify the similarity between two facial images, which we refer to as IMG-online (IMG) [49].

In Fig. 7, we show the face images generated for four different ages for Angelina Jolie. It can be observed in Table 2 that the highest similarity measure obtained when compared to the ground truth with the aged faces is for the age 20 years which is 90.63% for CS, 96.08% for SSIM and 96.46% for IMG. In contrast to that, the lowest similarity measure recorded is for the age of 15 years, which were 76.41% for CS, 62.02% for SSIM and 68.93% for IMG.

In the second example, the face images of Brad Pitt were used to evaluate the proposed method. Firstly, four different aged images were generated using our proposed approach. Figure 8 shows the gendered faces and the corresponding faces of ground truth. Similar to the previous example, to compute the facial similarities, we extracted the features for all images by using the VGGF. We then compared the aged images with the corresponding ground truths based on the three approaches discussed earlier.
4 Experiments and results

For performance evaluation, experiments were conducted using two different public-domain face databases (FEI [50] and Morph II [24]) to generate faces of different ages, sex and races from the generated templates. In addition, the optimal values for the shape and colour parameters were estimated through comparative studies with other similar work reported in the literature.

In Table 4, we summarise the facial similarity results between the generated faces and the ground truth for all the faces the FEI dataset. Note the results reported in Table 4 are for the values $\alpha_{\text{shape}} = 0.5$ and $\alpha_{\text{colour}} = 0.5$.

4.1 Using the FEI dataset

FEI is a Brazilian facial dataset consisting of 200 faces of students and staff of both the male and female sex [50]. Each participant had 14 images captured, and the resolution of all the images is $640 \times 480$ pixels. All the facial images are in colour and are taken against a neutral background. The ages of the individuals are between 19 and 40 years and consisted of faces with facial expressions and types of various poses. Figure 9 shows some sample images from the FEI dataset.

For each of the experiments, using the FEI dataset, three front face images were selected for each subject—totalling to 600 facial images. The faces are then age progressed and regressed using the methodology described earlier. From the experimental results, by setting the two parameters ($\alpha_{\text{shape}}$ and $\alpha_{\text{colour}}$) into different values, we found that for $\alpha_{\text{shape}} = 0.5$ and $\alpha_{\text{colour}} = 0.5$, our method consistently produced the best aged face. In Fig. 10, we show a sample of aged faces with different parameter values for an individual whereby the ages considered are between 10 years and 80 years with different parameters.

Thus, the proposed method can be utilised to generate face images at various ages which are both ethnicity and gender specific. For a rigorous evaluation of our age regression and progression method, we also performed the $K$-fold cross-validation by taking $K = 3$—which means that for each subject we used three different original images to produce the aged faces, as shown in Fig. 11.

Fig. 12  Sample face images from the Morph II face dataset

Fig. 13  Age generation results; the single two images on the left are the real images. The faces on the top row were generated using our the proposed approach for the ages 10 to 60 years. Images in the second row represent the generated faces between 10 and 80 years. The face image enclosed in the red box, in each case, corresponds to the age of the input faces.
Fig. 14 Comparison of matching between the generated faces and ground-truth images in Morph II faces

Fig. 15 Summary of the results from one-to-many face similarity matching tests on the FEI and Morph II datasets. The results reported here are for the average similarity rates—i.e. the average for the FEI dataset (AFEI), the average for the Morph II dataset (AMII) and the overall average (AOA)—for the generated faces in the age ranges from 10 to 80 years, for $\alpha_{\text{shape}} = 0.5$ and $\alpha_{\text{colour}} = 0.5$

4.2 Using the Morph II dataset

Similar to using the FEI dataset, experiments were repeated on the faces from the Morph II face dataset. This dataset contained roughly 55,000 faces of 13,000 subjects and was collected over four years. It contains faces with a range of ethnicities, gender, and it consists of face images of individuals of ages between 16 to 77 years. The quality of images in this dataset is generally poor, particularly because the brightness contrast of some faces is very high. As a result, some of the prominent features of the face in some of the faces are poorly represented. After carefully analysing all the images in the dataset, we selected images corresponding to 200 individuals through which we conducted our experiments. Figure 12 shows sample face images from the Morph II face dataset.

In order to generate new ages, we selected subjects with the most number of available images. We then applied the methodology described above, again by using the same setting for the two parameters $\alpha_{\text{shape}} = 0.5$ and $\alpha_{\text{colour}} = 0.5$. Figure 13 shows some examples of the aged faces. The first row shows the aged faces of a black male resulting from the input of his real face at the age of 53 years whereby it was progressed and regressed to generate aged faces between 10 and 60 years. Similarly, Figure 13 shows the aged faces of a white male whereby the input was his real facial image at 57 years. Again, by utilising the input facial image, it was then progressed as well as regressed to generate aged faces between 10 and 60 years. Moreover, in Figure 14, we can see how the generated ages are very close to the ground-truth faces when two different classifiers were applied for matching.

4.3 One-to-many similarity matching trials

In the previous two experiments, we showed that there is an excellent match between the aged facial images and the corresponding faces of ground truth when the similarity matching face recognition is conducted on a one-to-one basis. In this experiment, we extend it so that similarity matching can be conducted on one-to-many basis; i.e. given an aged face, we wanted to know the similarity figure for it when we compare it with all the available images in the entire dataset. We conducted this experiment for both the FEI and Morph II datasets.

For classification purposes, in this experiment, we have utilised the CS, K-nearest neighbour (KNN) and decision tree (DT) classifiers. We looked at the classification results individually for each classifier and reported the results based on the average recognition rates for all the classifiers considered.
Fig. 16 Comparison of our method with the method based on the CAAE system. The first row shows aged faces from an individual for ten age groups—the results from prior work [29]. The second row shows the results from our method for the same individual in age groups of 10 to 80 years.

Fig. 17 Comparison of our proposed method with some of the state-of-the-art methods in the field. The first column in each block represents the input images and the second and the third columns the results from CDL [35] and RFA [36], respectively. The last two columns in each block with red squares show the results from our method.

For the experiment on the FEI dataset, as previously discussed, we selected three images per subject for age generation for ages from 10 to 80 years in increments of 10 years. The remaining images of the individuals were utilised for training faces for the recognition process. In all the experiments, we separated the test images into groups representative of their age ranges. That allowed us to test face images of each age group separately and also allowed us to identify the individual recognition rates for various age groups.

Thus, we carried out the recognition process under four different scenarios of classification for each age group. For the images in the FEI dataset, the recognition rate using the CS classification significantly outperformed the rest of the classifiers, reaching between 93% and 96% for the ages of 20 up to 50. However, we observed that for the age of 60 years, the percentage of recognition decreased to about 75%, which is still significant.

Similarly, for the images in the Morph II dataset, we followed the same approach as above. For this experiment, we selected 200 subjects from the Morph II dataset and also selected three images for age progression and regression for the age groups from 10 to 80 years.

Based on the one-to-many face recognition results of this experiment, the most challenging ages for similarity classification appear to be distributed in the very young and the very old age groups; i.e. for age 10 and from the
Fig. 18  Results after using the CAAE system to age selected some faces taken from the FEI dataset. The first row shows the input faces. The rest of the rows show the aged faces in the different age groups.

ages of 50 through to 80, the similarity classification rates are relatively poor, as shown in Fig. 15. The main reason for this is that in the Morph II dataset, the subjects are between the ages of 30 to 50 years old. Therefore, the dataset does not have subjects with very young and very old ages. Additionally, the images in the Morph II dataset are generally of poor quality and therefore would have contributed to the overall rate of recognition negatively. Thus, the average of overall (AOA) indicates that the rate of recognition for \( \alpha_{\text{shape}} = 0.5 \) and \( \alpha_{\text{colour}} = 0.5 \) in both datasets has the best outcome of around 68% at the age 30 years, and for the worst case, it is roughly 47% at the age 60 years.

4.3.1 Comparison with the most recent work

Finally, we also rigorously compared our method with some of the most recent work in the literature. For comparison, we have selected the use of GANs [29], the Recurrent Face Aging (RFA) framework [36] and Coupled Dictionary Learning (CDL) [35]. All these methods are reported to be examples of state of the art on age progression and regression.

In this experiment, firstly, we investigated the effectiveness of our method by applying it to the method mentioned in [29]. The advantage of our proposed approach is the ability to progress and regress a given face image efficiently with the choice of two control parameters. In Fig. 16, it can be seen that our method generates aged faces which are more realistic and plausible.
A framework for facial age progression and regression using exemplar face templates

Fig. 19 An example of aged faces using our method—for a selection of facial images from the FEI dataset. The first row shows the input face, and the remaining rows show the resulting images for the age groups from 10 to 80 years.

Additionally, we compared our method with RFA and CDL. In this case, images from the FGENT age dataset were selected in order to make the comparison. Our results in Fig. 17 show they are more plausible and more realistic.

Furthermore, we also made a comparison between our method and that utilised in the CAAE system, which uses the UTKFace dataset [31] containing 23,000 images. We have used the CAAE system to age images from samples taken from the FEI dataset. We then compared the resulting images with our method. Figure 18 shows the aged facial images generated by the CAAE system. Figure 19 shows the aged images generated using our method for the same input images. As one can clearly see, our method can produce aged face images which are not only realistic but also more plausible.

5 Conclusion

The proposed approach addresses the problem of computer-assisted facial age progression and regression. The criteria we have subscribed to while searching for a solution to this problem are to design a method which is efficient, computationally lightweight and yet provides us with accurate results. We address this problem by adopting a methodology for creating person-specific ageing templates. The templates are ethnicity, gender and age specific. The templates are based on the formulations of an average face for the corresponding ethnicity, gender and for the predefined range of ages.

We conducted experiments and tested the proposed method using two publicly available face datasets, namely the FEI and the Morph II. We utilised these datasets not only to show that a diverse range of facial images can be generated.
using our proposed method but also to verify the accuracy of our results when compared to the images of ground truth. The accuracy of the aged faces was verified through measures of facial similarity between aged faces and the corresponding images of ground truth. This was undertaken using standard CNN-based face recognition with the use of classifiers such as cosine similarity, structural similarity and $K$-nearest neighbours.

Additionally, we also benchmarked our method with the existing state-of-the-art methods such as those based on GANs, RFA and CDL. Based on the extensive experimentation we have carried out, we can confidently claim that the proposed method for age progression and regression is efficient, lightweight yet accurate when compared to the present state-of-the-art in the field.
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