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ABSTRACT
This study aims to conduct a thorough investigation to compare the abilities of quantile mapping (QM) techniques as a bias correction method for the raw outputs from general circulation model (GCM)/regional climate model (RCM) combinations. The Karkheh River basin in Iran was selected as a case study, due to its diverse topographic features, to test the performances of the bias correction methods under different conditions. The outputs of two GCM/RCM combinations (ICHEC and NOAA-ESM) were acquired from the coordinated regional climate downscaling experiment (CORDEX) dataset for this study. The results indicated that the performances of the QMs varied, depending on the transformation functions, parameter sets, and topographic conditions. In some cases, the QMs’ adjustments even made the GCM/RCM combinations’ raw outputs worse. The result of this study suggested that apart from DIST, PTF:scale, and SSPLIN, the rest of the considered QM methods can provide relatively improved results for both rainfall and temperature variables. It should be noted that, according to the results obtained from the diverse topographic conditions of the sub-basins, the empirical quantiles (QUANT) and robust empirical quantiles (RQUANT) methods proved to be excellent options to correct the bias of rainfall data, while all bias correction methods, with the notable exceptions of performed PTF:scale and SSPLIN, performed relatively well for the temperature variable.
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HIGHLIGHTS
- Quantile mapping (QM) techniques are among the most important and popular bias correction methods. This study aims to provide a comprehensive comparison to identify the potential strengths and weaknesses of these methods in coping with hydro-climatic variables.
- This study aims to shed light on the general abilities of QM methods in correcting the bias of both temperature and rainfall variables, both of which can have direct and indirect impacts on water resources. Furthermore, this study explores these capabilities in diverse topographic conditions. Coping with such topographic conditions is a known challenge for both general and regional circulation models.
- This study explores the projections of the coordinated regional climate downscaling experiment (CORDEX) dataset. The main idea behind the CORDEX project is to coordinate the results of local climatic studies. As such, the findings of this study can help expand the capabilities and applicability of this project.
The results of this study revealed that some QM methods could, in fact, worsen the accuracy of general and regional circulation models, which highlights the importance of selecting a suitable bias correction method.

According to the results obtained from the diverse topographic conditions of the sub-basins, the empirical quantiles (QUANT) and robust empirical quantiles (RQUANT) methods proved to be excellent options to correct the bias of rainfall data, while all bias correction methods, with the notable exceptions of performed PTF-scale and SSPLIN, performed relatively well for the temperature variable.
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INTRODUCTION

Simulations of the present and future climate conditions often require the use of general circulation models (GCMs). Thus, employing GCMs as tools for long-term climate modeling has become common practice in most climate change studies (Zolghadr-Asli et al. 2018a). However, using these coupled atmosphere-ocean general circulation models is computationally expensive, and resultantly, it could potentially increase the computational cost and, in turn, limit the horizontal resolution of the models’ projections (Plummer et al. 2006; Romera et al. 2017). Needless to say, high-resolution predictions are of great importance for climate change impact assessment studies. To address this issue, downscaling techniques are employed by researchers to post-process and recalibrate the raw projections of GCMs. Based on the conceptual and mathematical frameworks used in these methods, there are two broad downscaling techniques: statistical downscaling and dynamic downscaling (Faiz et al. 2018). The statistical downscaling approaches attempt to link the large-scale atmospheric predictor variables to local- or regional-scale meteorological time series (Dibike & Coulibaly 2005). For more information about these approaches, readers can refer to Busuioc et al. (2001); Wilby et al. (2002); Hertig & Jacobite (2008); and Chen et al. (2012).

On the other hand, dynamic downscaling approaches use finer gridded models, technically referred to as regional climate models (RCMs), to redefine the climate change predictions at a regional scale from the coarse projection of the GCMs (e.g. Jha et al. 2004; Tadross et al. 2005; Kay et al. 2006). As RCMs operate at a relatively finer horizontal resolution, they can provide localized and high-resolution detailed hydro-climatic information that can be of great importance, especially for the regions with complex topographies. As a result, utilizing RCMs is a common practice to project hydro-climatic variables such as rainfall which is particularly sensitive to the horizontal resolution, given its strong correlation with surface topography and physiography (Samuelsson et al. 2011).

Unlike GCMs, where the ensemble projected results would be coordinated to highlight the underlying uncertainties of the outcomes (e.g. the atmospheric model intercomparison project (AMIP) or the coupled model intercomparison projects (CMIP)), RCMs projections may suffer from the lack of a vastly accepted coordinating framework.
Resultantly, most RCM-oriented studies have been isolated and tied to a specifically targeted objective, and thus a comprehensive picture of regional climate change projections based on dynamic downscaling methods is not as readily available as it should be (Giorgi et al. 2009). To overcome this significant issue, the coordinated regional climate downscaling experiment (CORDEX) has been initiated by the world climate research program (WCRP) to ensure that different available RCM projections can be coordinated based on various domains (Ghimire et al. 2018). The coordinated results have been categorized into 14 different domains, which can basically cover the entirety of the Earth. More information about these domains and the project objective is available at http://wcrp-cordex.ipsl.jussieu.fr. It should be noted that various climate change oriented studies have used and validated the CORDEX database (e.g. Jacob et al. 2014; Ayar et al. 2016; Casanueva et al. 2016; Grillakis et al. 2017; Mezghani et al. 2017).

While both GCMs and RCMs can project climatic variables, RCMs alone can directly simulate hydrologic components such as surface runoff. However, since such simulations are not usually in synchronization with the observed streamflow, it has been strongly suggested to avoid using such hydrologic projections in a direct manner (Teutschbein & Seibert 2012). In the meantime, utilizing the modified RCM projections of climatic variables (e.g. rainfall and temperature), especially those that have been coordinated under the CORDEX program, can allow hydrologic simulations to be carried out separately. However, the systematic modeling errors caused by imperfect conceptualization, discretization, and spatial averaging within grids may result in significant biases in the climatic projections of the RCMs (Teutschbein & Seibert 2012). Thus, to use the RCMs’ predictions for hydro-climatic impact studies, an additional post-processing procedure is often needed. Various bias correction techniques, such as statistical downscaling, histogram equalizing, rank matching, and quantile mapping (QM), have been proposed. Most of these methods use cumulative distribution functions (CDFs) of the observed and simulated climatic variables to form a bias correction function (Piani et al. 2010a).

Previous studies have highlighted the role of using bias correction techniques to modify the RCMs’ projections. Dosio & Paruolo (2011), for instance, demonstrated a successful implementation of a bias correction technique to enhance the RCMs’ rainfall and temperature projections. Their results also showed the ability of this technique to improve the statistics of the simulated results that depended strongly on the temporal sequence of the original fields, such as the number of consecutive dry days and the total amount of rainfall following heavy rainfall events, as well as improve the probability distribution functions (PDF) of the simulated rainfall and temperature variables. In another case, Teutschbein & Seibert (2012) compared the performance of some bias correction techniques including linear scaling, local intensity scaling, power transformation, variance scaling, distribution transfer, and the delta-change approach to adjust the RCMs’ rainfall and temperature projections, indicating that while all of these methods would, more or less, improve the RCMs’ predictions, some performed better. Rajczak et al. (2016) illustrated the presence of a systematic bias in the transition probability and determined the lengths for raw RCM outputs, in which the bias was immensely mitigated by using the QM methods as bias correction techniques.

As demonstrated, numerous potential bias correction techniques have been proposed, which perform differently under different conditions. This notion highlights the importance of investigating the potential roles of various bias correction techniques, and in turn, selecting suitable ones to post-process the RCMs’ projections. Several studies have already attempted to address the raised issue. Themessl et al. (2011), for example, compared the performance of several bias correction methods and concluded that the QM methods were potentially the best option available to adjust the raw RCMs’ outputs. Lafon et al. (2013) found that the QMs’ corrected results were highly accurate. It should be noted that some studies even attempted to use the QM methods to correct the bias associated with the CORDEX dataset (e.g. Štěpánek et al. 2016).

While it seems that the QM techniques, in general, can be considered as potentially valid techniques to correct the bias, it should be noted that the QM is referred to a family of methods. It is worth investigating which of the QMs can be the most suitable one for a given domain. Thus, it is crucial to conduct a thorough comparison over the effectiveness of the QM methods in the bias correction procedure, especially for the climatic variables (e.g. rainfall and temperature) that play the most crucial role in water
resources impact assessment. Consequently, this study aims to cover a comprehensive set of potentially essential QM methods and provide an insight into their roles in the bias correction procedure.

Identifying suitable bias correction techniques for the CORDEX database for different domains is an important topic (Jacob et al. 2014). The main objective of the CORDEX project is to coordinate the RCM-oriented climate change studies at regional scales. Therefore, investigating the role of the QM methods in bias correction of the gathered dataset can be the next milestone along the project development line. This could be crucially important for Iran, a country that has already faced a series of mild to severe water crises and, accordingly, the situation may even get worse due to the climate change phenomena (Zolghadr-Asli et al. 2018a). Therefore, the Karkheh River basin in Iran has been selected as a representative and strategically important case study. Furthermore, the Karkheh River basin is known for its diverse range of topographic features (e.g. both flat plains and mountains), which proved to be challenging characteristics for both GCMs and RCMs. Thus, this basin is ideal to test whether the bias correction techniques are able to cope with the challenges for such a topographically diverse landscape. To the best of our knowledge, the CORDEX dataset has never been implemented in this region, and thus, the results can also verify the validity of this dataset. According to the CORDEX, Iran is located in the domain of Middle East and North Africa (MENA) and also the domain of South Asia, but this study concentrates on the MENA domain only. The results obtained from two GCM/RCM combinations (ICHEC (Irish center for high-end computing) and NOAA-ESM (national oceanic and atmospheric administration Earth system models)) with a spatial resolution of 0.22° and a monthly temporal resolution are used. It should be noted that for the MENA region, the CORDEX datasets only provide two GCM/RCM combinations, both of which are employed in this study.

**METHODOLOGY**

As aforementioned, the main objective of this study is to explore the potential capabilities of different QM methods under various conditions. The flowchart of this study is illustrated in Figure 1. The following section provides the theoretical background behind the tested QM methods, as well as the statistical performance measurement criteria that are used in this study.

![Flowchart of this study.](http://iwaponline.com/jwcc/article-pdf/12/2/401/865958/jwc0120401.pdf)
Quantile mapping

In general, the QM methods implement statistical transformations for post-processing of climate modeling outputs. The statistical transformations involve transforming the distribution functions of the modeled variables into the observed ones using a mathematical function, which can be mathematically expressed as (Piani et al. 2010b):

\[ x^o = f(x^m) \]  

(1)

in which \( x^o \) = observed variable; \( x^m \) = modeled variable; and \( f() \) = transformation function.

Given that the QM methods use the quantile-quantile relation to converge the simulated variables’ distribution function to the observed one, one should note that with the CDFs of both observed and simulated variables’ time series, their quantile relation can also be determined, as shown below (Ringard et al. 2017):

\[ x^o = F_o^{-1}[F_m(x^m)] \]  

(2)

where \( F_m(x^m) \) = CDF of \( x^m \); and \( F_o^{-1}[] \) = inverse form of the CDF of \( x^o \), which is technically referred to as the quantile function.

As stated earlier, various frameworks have been proposed to form the transformation function. Hence, different QM methods, as detailed below, are used in this study for bias corrections.

Parametric transformation functions (PTF)

This QM method is featured with a parameter-oriented framework, which employs parametric transformation functions to form the quantile-quantile relation. A series of predefined transformation functions are proposed for this purpose, and they can be mathematically expressed as (Maraun et al. 2010):

\[ P_o = bP_m \]  

(3)

\[ P_o = a + bP_m \]  

(4)

\[ P_o = (a + bP_m) \left(1 - e^{-(\frac{P_m}{c})}\right) \]  

(5)

\[ P_o = bP_m^c \]  

(6)

\[ P_o = b(P_m - y)^c \]  

(7)

in which \( P_o \) and \( P_m \) = probability of the observed and modeled variables, respectively; \( a, b, c, y, \) and \( r \) = method-related parameters that are subject to calibration. Equations (3)–(8) are different variations of the PTF method or parametric transformation functions. They are PTF:scale (Equation (3)), PTF:linear (Equation (4)), PTF:expasymp (Equation (5)), PTF:power (Equation (6)), PTF:power. \( \times 0 \) (Equation (7)), and PTF:expasymp. \( \times 0 \) (Equation (8)). For more information on the theoretical background of these transformation functions and the process of determining the related parameters, the readers can refer to Maraun et al. (2010) and Piani et al. (2010b).

Distribution derived transformations (DIST)

While in general the CDFs of the observed and simulated variables can be fitted by either empirical or theoretical distributions (Ines & Hansen 2006), according to the DIST method, a suitable theoretical CDF can be used to derive the transfer function (Equation (2)). It should be noted that this particular QM method can only be used to mitigate the bias of rainfall variable (Li et al. 2010; Teutschbein & Seibert 2012). In the DIST method, the theoretical CDF \( [F_m()] \) is formed by using a mixture of the Bernoulli and the Gamma distributions, where the Bernoulli distribution is used to compute the occurrence probability of the rainfall variable, while the Gamma distribution is used to model the rainfall intensities (Ines & Hansen 2006).

Empirical quantiles (QUANT)

Unlike PTF, QUANT is a non-parametric QM method using a non-parametric transformation function. QUANT estimates values of the empirical CDFs of observed and modeled time series for regularly spaced quantiles. Accordingly, QUANT uses interpolations to adjust a datum with unavailable quantile values (Osuch et al. 2017).

Robust empirical quantiles (RQUANT)

RQUANT is another non-parametric QM method, which uses the local linear least squares regression to estimate the values of the quantile-quantile relation of the observed
and modeled time series for regularly spaced quantiles. Similarly, the unavailable quantile values are estimated by using interpolation of the fitted values (Villani et al. 2015).

**Smoothing splines (SSPLIN)**

Like QUANT and RQUANT, SSPLIN is another non-parametric QM method. In this method, a smoothing spline is fitted to the quantile-quantile plot of the observed and modeled time series (Kouhestani et al. 2016).

The QM family of methods are considered to be the most important, popular, and promising bias correction methods (Villani et al. 2015; Kouhestani et al. 2016). Some of these parametric methods (e.g. PTF:scale, PTF:linear, PTF:expasymp, PTF:power, PTF:power. × 0, and PTF:expasymp. × 0) depend on the predetermined functions that need to be parameter-tuned for each specific case. Furthermore, as shown by their equations, such methods are regression-based, indicating that inherently a specific theoretical distribution is assumed for the data in these methods. In non-parametric methods (e.g. QUANT, RQUANT, and SPLIN), however, the empirical distributions of the data are used, and thus there is no initial assumption of specific theoretical distributions about the data. In addition, unlike their parametric alternatives, they are not, particularly, bound by any predetermined functions, which makes such methods more flexible. However, few attempts have been made to compare a variety of these methods under various topographic conditions for different hydroclimatic variables such as temperature and rainfall that inherently have dissimilar behaviors and characteristics.

**Performance evaluation criteria**

Like any other modeling process, the QMs outputs also need to be validated by using the observed data. The Taylor diagram enables one to evaluate various results by using three different performance evaluation criteria, including linear correlation coefficient (R) (Equation (9)), normalized standard deviation (σ) (Equation (10)), and centralized root mean squared deviation (CRMSD) (Equation (11)) (Taylor 2001; Jolliff et al. 2009; Liang et al. 2018):

\[
R = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i^o - \bar{x}}{\text{σ}_o \text{σ}_m} \right)
\]

\[
\sigma = \frac{\sigma_m}{\text{σ}_o}
\]

\[
\text{CRMSD} = \left( \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i^o - \bar{x}}{\text{σ}_o \text{σ}_m} \right)^2 \right)^{0.5}
\]

in which \(σ_o\) and \(σ_m\) = standard deviation of the observed and modeled datasets, respectively; and \(N\) = number of the data. \(R\) is a dimensionless criterion that ranges from \(-1\) to \(+1\). As the correlation between \(x_o\) and \(x_m\) gets stronger, the computed \(R\) gets closer to its boundary values of \(-1\) or \(+1\) (Taylor 1990). \(σ\) is also dimensionless, and in an ideal case it is equal to \(+1\), which indicates that the standard deviation values of the observed and simulated datasets are identical. The closer to \(+1\) the computed \(R\) is, the better the performance of the model. Lastly, as the performance of the model improves, the \(\text{CRMSD}\) value would decrease (Jolliff et al. 2009). The lower the \(\text{CRMSD}\), the better the performance of the model; and in an ideal case it is equal to \(0\). It should be noted that the reference field point, which consists of the statistics generated from the observed dataset itself, is corresponding to the polar coordinates \((1.0, 0.0)\). Overall, the main idea behind the Taylor diagrams is to provide a visual premise that facilitates the comparison of three quantitative measures (i.e. \(\text{CRMSD}\), \(R\), and \(σ\)).

In addition to the Taylor diagram, in this study the mean bias error (MBE) is also used as a performance evaluation criterion to quantify the magnitude and direction of the bias. While a zero value signifies the absence of bias in the generated results, positive and negative MBE values respectively indicate under- and over-estimation. MBE can be mathematically expressed as (Willmott & Matsuura 2009):

\[
\text{MBE} = \frac{1}{n} \sum_{i=1}^{n} (x_i^o - x_i^m)
\]

**CASE STUDY**

The Karkheh River basin, with an area of 51,000 km², is located in the south-western region of Iran (latitude: 30°–35° N; longitude: 46°–49° E). Based on the topographic characteristics, the Karkheh River basin can be divided
distinctly into mountain and plain sections. Two-thirds of the basin has elevations higher than 3,500 meters above sea level (m.a.s.l.), which is mostly in the north and north-east portion of the basin. The remaining one-third of the basin in the southern part has elevations lower than 10 m.a.s.l. The Karkheh River is one of the three largest rivers in Iran. As shown in Figure 2, the basin has five major sub-basins: Gamasiab Karkheh-e-Jonobi, Kashkan, Qarasou, and Saymareh.

The Karkheh River basin is mainly characterized by arid to semi-arid climate. According to the records, the basin also experiences a high level of spatiotemporal variations in rainfall and air temperature. The southern part of the basin receives an average annual rainfall of approximately 150 mm, while the average annual rainfall for the northern and northeastern parts is as high as 1,000 mm (Zolghadr-Asli et al. 2018b). It should also be noted that more than 50% of the rainfall occurs during winters (December, January, and February), while it hardly rains during summers (June, July, and August). The temperature shows similar spatial variations. The temperature in the southern part of the basin is usually higher than that in the northern parts. The average maximum temperature during the summer, for instance, has been reported to be 45 °C in the southern part of the basin, while in the northern part of the basin it is only 35 °C (Muthuwatta et al. 2010). Thus, the northern section of the Karkheh River basin has a semi-arid climate, while the southern part of the basin can be categorized as an arid region. Figures 3 and 4 respectively illustrate the variations in the average monthly rainfall and temperature in the Karkheh River basin in the baseline period (1975–2005).

As shown in Table 1, the elevations of the sub-basins vary drastically. The northern parts of the basin are mostly dense-forest mountains, while the southern parts are relatively flat plains. For such conditions, RCMS can be potentially valuable tools for climate change projections. Accordingly, the hilly topography is often an obstacle for GCMs with coarsely gridded networks. In contrast, RCMS, which are represented in a finer gridded network, can be a better representation of the highly variable surface topography (Zolghadr-Asli et al. 2018a). In this study, the CORDEX datasets (MENA domain) were used to predict rainfall and temperature with a monthly time step. All the raw data were downloaded from the ESGF Datanode (https://esgf-dn1.nsc.liu.se/search/cordex/).

The CORDEX provides two different sets of resolution for the MENA domain, MNA22i (a finer resolution with a 0.22° gridded network) and MNA44i (a coarser resolution with a 0.44° gridded network). Since previous studies (e.g. Prein et al. 2016) have already demonstrated that a finer resolution could immensely mitigate the RCM bias, the high-resolution MNA22i dataset was selected for this study.

RESULTS AND DISCUSSION

As stated earlier, the bias correction techniques can play a crucial role in adjusting the RCMs’ results. This study, in particular, aims to shed light on the potential of the QM methods to mitigate the embedded bias of the CORDEX dataset for rainfall and temperature through a topographically diverse case study in the Karkheh River basin, Iran. The related modeling and computations were conducted by using R programming language. As for the CORDEX dataset, the results of two GCM/RCM combinations (i.e. ICHEC and NOAA-ESM, hereafter simply referred to as GCM/RCM combination I and N, respectively) were obtained with a resolution of 0.22° (MNA22i).

Rainfall

Figure 5 shows the performances of the QM methods to adjust the rainfall bias. The Taylor diagrams in Figure 5 revealed that the performances of the QM methods in all sub-basins and for both GCM/RCM combinations followed a similar pattern. DIST was the worst rainfall bias correction method, which made the results even worse compared to the non-corrected data. While the rest of the tested results were relatively more satisfactory, QUANT and RQUANT seemed to be the best options to correct the bias of the rainfall variable, for they not only improved the \( R \) and \( CRMSD \) criteria, but generated a value of \( \sigma \) close to 1 (desirable value). Further analysis of the evaluation criteria also indicated that while PTF:scale and PTF:linear performed significantly better than DIST, the rest of the methods outperformed them.
Figure 2 | Karkheh River basin and its five major sub-basins.
In addition to $R$, $\sigma_x$, and CRMSD, which were covered by the Taylor diagram, the abilities of the models to adjust the average of monthly rainfall time series were evaluated. As shown in Figure 6, while in the non-corrected condition, GCM/RCM combination I performed better than GCM/RCM combination N, both GCM/RCM combinations underestimated the rainfall in all sub-basins. For the Qarasou sub-basin, for instance, the average rainfall values estimated by GCM/RCM combinations I and N were 20.1 and 18.0 mm, respectively, both of which were much lower than the observed average rainfall (35.9 mm) in the time frame, indicating significant underestimations by these non-corrected GCM/RCM combinations.

Figure 6, however, also indicates that all QM methods were able to, more or less, modify the performances of these GCM/RCM combinations in the rainfall simulation.
In the Qarasou sub-basin, for example, the simulated rainfall by GCM/RCM combination N and using SSPLIN as the bias correction method was 36.1 mm. This value is significantly closer to the observed value compared to the non-corrected condition, which signifies the role of the QM methods in adjusting the raw data of GCM/RCM.
combinations. According to the results for the Qarasou sub-basin, both QUANT and RQUANT methods were able to outperform others as they accurately estimated the average rainfall variable in this sub-basin. The results for other sub-basins followed a similar pattern. Overall, the results indicated that QUANT and RQUANT methods stood out for rainfall bias correction. On the other hand, PTF:scale and DIST were the least capable methods to cope with the rainfall bias. For instance, according to the results for the Qarasou sub-basin, the rainfall values obtained from GCM/RCM combination N was 29.4 mm (PTF:scale) and 38.6 mm (DIST), which had the greatest differences from the observed value (35.9 mm) compared to the results from other bias correction methods.

Figure 7 shows the performances of these bias correction methods using the MBE criterion. According to the results, both GCM/RCM combinations suffered from under-estimation of the rainfall variable. For the Kashkan sub-basin, for instance, the MBE values of GCM/RCM combinations I and N in the non-corrected form were 28.9 and 28.5 mm, respectively. Meanwhile, all methods were able to, more or less, modify the raw results. For the Kashkan sub-basin, for instance, RQUANT and QUANT \( (MBE = 0.0 \text{ for both}) \) stood out as the best options to cope with the rainfall bias. On the other hand, while both DIST and PTF:scale were able to improve the MBE criterion relatively, they were the worst test options for this task. Furthermore, one should note that PTF:scale managed to change the direction of the bias. Overall, the results for the rest of the sub-basins followed a similar pattern. Thus, it can be concluded that QUANT and RQUANT are the best QM methods to correct the bias of the rainfall variable, while
not only may PTF:scale be the worst available option for this purpose, but it seems to change the direction of the bias in all tested cases. DIST was also one of the methods that did not perform satisfactorily.

**Temperature**

The abilities of QMs to adjust the raw temperature projections of the CORDEX were also evaluated. Figure 8 shows the simulated temperature values in both non-corrected and corrected forms which were compared against the observed dataset using $R$, $\sigma$, and CRMSD. According to Figure 8, by comparing the Taylor diagrams on the left column (GCM/RCM combination I) and those on the right column (GCM/RCM combination N), it can be concluded that in the non-corrected form these GCM/RCM combinations did not outperform each other in a statistically meaningful manner. Furthermore, while some studies suggested that the QM methods could unquestionably improve the RCMs’ raw outputs, as indicated by the diagrams in Figure 8, this may not be the case for this study. Evidently, the performances of the QM methods to modify the temperature variable depended on various conditions including, but not limited to, the transformation function and the topographic condition of the region. Figure 8(a), for instance, indicated that implementing the PTF:scale method could, in fact, worsen the accuracy of temperature projections, even compared to the non-corrected condition. The rest of the QM methods, however, performed relatively better in correcting the bias of the temperature variable. As shown in Figure 8(e) and 8(f), a similar pattern was observed for the rest of the sub-basins, with the notable exception of the Kashkan sub-basin. Unlike the results for the rest of the sub-basins, analyzing the performance criteria revealed that the SSPLIN method did not perform as well as others.
Figure 9 demonstrates the QMs’ capability in modifying the average temperature in each sub-basin. First, it can be concluded that both GCM/RCM combinations I and N were equally accurate in simulating the average temperature for all sub-basins. For the Karkheh-e-Jonobi, for instance, both GCM/RCM combinations simulated the average temperature to be approximately 20.7 °C, which was close to the observed value of 23.0 °C. Chiefly, this is due to the particular nature of temperature and the better ability of the RCMs to simulate this climatic variable in comparison to rainfall (Alexander et al. 2006). As for the performance of QM methods, the results obtained for the Gamasiab sub-basin, for example, showed that except for the PTF:scale, all other tested methods were able to eliminate the bias. That is, the adjusted average temperature for this basin was equal to the observed one (11.3 °C). PTF:scale, however, was able to improve this estimation by transforming from 7.3 °C (non-corrected average temperature) to 9.9 °C. Similar results were obtained for other sub-basins, with the notable exception of SSPLIN for the Kashkan sub-basin. The average temperature for the Kashak sub-basin in the baseline period was 14.7 °C, while the raw outputs from GCM/RCM combinations I and N were 12.5 and 12.4 °C, respectively. According to the results of the SSPLIN method for the Kashkan sub-basin, however, the adjusted average temperatures were 40.3 °C (GCM/RCM combination I) and 39.7 °C (GCM/RCM combination N). It should be noted, however, that according to Figure 9, the performance of the SSPLIN method was satisfactory for the remaining sub-basins.

Figure 10 displays the performances of different methods to correct the temperature bias using the MBE criterion. As shown in Figure 10, both GCM/RCM combinations I and N suffered from underestimation. In the Gamasiab sub-basin, for instance, the computed MBE values for GCM/RCM combinations I and N were 5.6 and 5.2 °C, respectively. Evidently, the QM methods were able to overcome this issue.
With two notable exceptions, all other QM methods were able to reduce MBE to zero, implying that they completely remove the temperature bias. The exceptions were the results obtained from the PTF:scale method for all sub-basins and the SSPLIN results for the Kashkan sub-basin. For the Gama-siab sub-basin, for example, not only did PTF:scale fail to

Figure 8 | Comparisons of the performances of QM methods to adjust the temperature bias using $R$, $\sigma$, and CRMSD criteria. (Continued.)
control or reduce the bias, but it changed the direction of the bias, resulting in an MBE of \(-1.5^\circ C\). The SSPLIN methods drastically worsened MBE. The computed MBE values for GCM/RCM combinations I and N in the non-corrected condition were 3.2 and 3.0 °C, respectively, while the SSPLIN-adjusted values were 25.6 °C (GCM/RCM combination I) and 24.9 °C (GCM/RCM combination N).

**SUMMARY AND CONCLUSIONS**

Although nowadays advanced regional climate models (RCMs) are more than capable of characterizing climatic conditions on a regional scale, they may still suffer from systematic errors. Bias correction procedures such as the quantile mapping (QM) methods can help overcome this critical problem. However, one should bear in mind that there are a variety of QM methods that may not necessarily have a similar capability in the correction of the bias of the RCMs’ outputs. Addressing this issue is crucially important, especially for the cases with distinct topographic features, since it has been an already challenging task for RCMs to simulate the climatic variables under such conditions. This study aimed to conduct a thorough investigation to compare the performances of ten different QM methods and quantify their capabilities in modifying the bias of rainfall and temperature variables. The results from two general circulation model (GCM)/RCM combinations were obtained from the coordinated regional climate downscaling experiment (CORDEX) dataset for the Karkheh River basin in Iran.
The results indicated that the performances of these bias correction methods could vary significantly from one another. For the rainfall variable, for instance, distribution derived transformations (DIST) had the worst performance among all the tested methods. For the temperature variable, however, parametric transformation functions (PTF:scale) led to the worst results. It should be noted that in both cases the PTF:scale method even worsened the outputs compared to the non-corrected form. Additionally, PTF:scale changed the direction of the rainfall and temperature biases, while other PTF methods performed as satisfactorily as their non-parametric counterparts. This can be attributed to the simplistic nature of the parametric transformation function of this method. For the DIST method, the overly simplified mathematical transformation function disables it to sufficiently emulate the observed cumulative distribution functions (CDFs) of climatic variables.

On the other hand, the overall analysis of the obtained results demonstrated that in the correction of the bias of the rainfall variable, the empirical quantiles (QUANT) and robust empirical quantiles (RQUANT) were the best available options. The outstanding performances of these non-parametric methods (i.e. QUANT and RQUANT) can be attributed to their flexible natures and the fact that unlike their parametric alternatives, they are not, particularly, bound by any predetermined functions. As for the temperature variable, with the notable exception of PTF:scale, the performances of all other methods were sufficiently acceptable. Chiefly, this is due to the particular nature of temperature and the better ability of the GCM/RCM combinations to simulate this climatic variable in comparison to rainfall.

Overall, while non-parametric methods such as smoothing splines (SSPLIN) can be potentially good options, as evidenced by the performance to cope with the biases of rainfall and temperature, implementation of these methods, especially in the cases of diverse topographic features, should be done with great caution. For the Kashkan sub-basin with significant topographic variations (mixed high mountains and flat plains),
for instance, SSPLIN could not efficiently adjust the temperature variable, while this method provided good results if only one topographic feature was relatively dominant.
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