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Abstract

The solution space of any set of power flow equations may contain different number of real-valued solutions. The boundaries that separate these regions are referred to as power flow solution space boundaries. Knowledge of these boundaries is important as they provide a measure for voltage stability. Traditionally, continuation based methods have been employed to compute these boundaries on the basis of initial guesses for the solution. However, with rapid growth of renewable energy sources these boundaries will be increasingly affected by variable parameters such as penetration levels, locations of the renewable sources, and voltage set-points, making it difficult to generate an initial guess that can guarantee all feasible solutions for the power flow problem. In this paper we solve this problem by applying a numerical polynomial homotopy based continuation method. The proposed method guarantees to find all solution boundaries within a given parameter space up to a chosen level of discretization, independent of any initial guess. Power system operators can use this computational tool conveniently to plan the penetration levels of renewable sources at different buses. We illustrate the proposed method through simulations on 3-bus and 10-bus power system examples with renewable generation.
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I. INTRODUCTION

Over the past few decades, power system networks in different parts of the world have been going through transformational changes in structure and operation due to integration of large amounts of renewable resources with associated new devices such as power electronic converters, loads, smart transformers, and new transmission lines [1]. Addition of all of these new devices has tremendously facilitated power system operations and markets, but at the same time has also provoked threats on power system stability [2], especially voltage stability [3]–[5]. Stimulated by several major voltage collapses, the framework of voltage stability as defined in [6] has been extensively studied since the 1990s. Voltage stability can be classified into small disturbance and large disturbance categories. Small disturbance voltage stability refers to the ability of a power system to maintain steady voltage levels following small disturbances experienced through continuous changes in load [7]. But with exponentially increasing renewable generation, operational uncertainties and variability not only arise from loads but from generations as well, directly affecting the dynamic performance and voltage fluctuations in the grid. Typically, the transient voltage stability limit of the grid is characterized by a power flow solution space boundary or a loadability boundary at which the Jacobian matrix of the power flow equations is singular [2]. System operators choose operating points that are well within the loadability boundary to reduce risk of disruption of service by balancing off deficit powers through reserves. But with high penetration of renewables and their associated intermittency this type of balancing will become more difficult from both operational standpoint and economic viability [8]. Therefore, it will be critical for operators to have complete information of power flow solution boundaries in terms of the injections levels of the different renewable energy sources.

In this paper we present a new numerical approach for computing all possible solution boundaries of a power flow problem as a function of a parameter set that models the amount of power injected into the grid from extraneous sources. We do not make any specific distinction between the source of these extraneous injections, meaning that these injections can happen through new renewable installations such as wind and solar generators as well as through new conventional synchronous generators. Several papers have been written in recent past to address similar problems of finding the power flow solution boundary in a certain parameter space [9]–[11]. These methods identify the trajectory of the solution boundaries by continuation-based tracking, starting from an initial guess. The work that is most relevant to our problem is by Hiskens et al. in [11] that proposes a gradient based predictor-corrector method to identify the power flow solution boundary in a given multi-dimensional parameter space. However, the success of this method is critically dependent on two factors, namely, a good initial guess and continuity of the solution boundaries, both of which may be difficult to achieve in face of variability due to intermittent power injection from
renewables. For example, the solution boundary may be non-smooth due to inequality constraints in the power flow problem occurring due to generator over-excitation limits or reactive power limits. [12], [13]. Moreover, depending on different levels of penetration and their relative locations with respect to the existing generators and loads, the structure of these boundaries may potentially change. Therefore, continuity-based methods such as those in [11] may not be able to find all solution space boundaries over a given parameter space.

In contrast, our approach in this paper is based on a numerical polynomial homotopy-based continuation method (NPHC). This approach guarantees to find all solution boundaries within a parameter space, and can, therefore, help an operator to make a more thorough evaluation of voltage stability limits. The principal distinction of our algorithm from [11] is that our method does not look for the singularity of the Jacobian of the power flow equations. Rather we compute all the isolated real solutions of the power flow equations directly at different points on the parameter space. At the points on the solution boundary, which are also denoted as bifurcation points, the number of real-valued solutions of the power flow problem changes. Therefore, one only needs to identify those points in the parameter space. The advantage is that one can obtain all possible equilibria for a given parameter set, not just a local equilibrium that is closest to the initial guess [14]–[17]. NPHC has recently been demonstrated on IEEE prototype power system models in [18]. The algorithm in this paper is inspired by a variant of NPHC known as parameter-coefficient NPHC, reported in [19]–[21].

The remainder of this paper is organized as follows. In Section II, we introduce the problem statement with the formulation of the power system equilibrium model and a discussion on solving the power flow boundaries via the traditional continuation-based methods as in [11]. In Section III we solve the power flow equations using the NPHC approach, and highlight on the use of power system network topology to reduce computation. In Section V we present a discussion on a novel choice of the upper bound for the number of solutions of NPHC utilizing the structure of the power system model. Section V also presents case studies on a 3-bus power system with variable active power injection at one bus, and a 10-bus example with two variable renewable power generators. Section VI concludes the paper with discussions and future directions of research.

II. POWER FLOW SOLUTION BOUNDARIES IN POWER SYSTEMS WITH RENEWABLE GENERATION

A. Problem formulation

We consider a power system with \( N \) buses and \( n \) generators. These generators are either classified as synchronous generators with indices belonging to a set \( S = \{1, \ldots, n_s\} \), or generators with renewable sources with indices belonging to a set \( R = \{1, \ldots, n_r\} \), where \( n_s + n_r = n \). Without loss of generality we classify the buses into 3 sets as follows: Bus 1 to \( n_s \) are the synchronous generator buses whose indices belong to a set \( \mathcal{N}_s = \{1, \ldots, n_s\} \), bus \( n_s + 1 \) to \( n_s + n_r \) are the renewable generation buses whose indices belong to a set \( \mathcal{N}_r = \{n_s + 1, \ldots, n\} \) and the rest of the variables are for load buses with their indices belonging to the set \( \mathcal{N}_l = \{n+1, \ldots, N\} \). The equilibrium for each of the different buses are obtained by considering power balance with the neighboring buses [22]. The superscript \( e \) for any variable is used to indicate its equilibrium value(s).

Usually in a power flow problem, one of the synchronous generator bus is considered to be the slack bus, which in this case is assumed to be bus 1 without any loss of generality. Thus the reference voltage level \( |V_1^e| \) and angle \( \theta_1^e \) are respectively equal to 1 and 0. Correspondingly, the steady-state active and reactive power flow, \( P_1^e \) and \( Q_1^e \) from slack bus 1 can be expressed as,

\[
P_1^e = \text{Re}\left\{ \sum_{k=2}^{N} \left( \frac{1 - V_k^e}{Z_{1k}} \right) * \right\} + P_{L1}^e, \tag{1a}
\]

\[
Q_1^e = \text{Im}\left\{ \sum_{k=2}^{N} \left( \frac{1 - V_k^e}{Z_{1k}} \right) * \right\} + Q_{L1}^e, \tag{1b}
\]

where \( k \) denotes the index of neighboring buses, \( V_k \) is the voltage of the bus \( k \) and \( Z_{1k} \) is the line impedance connecting buses 1 and \( k \). \( P_{L1} \) and \( Q_{L1} \) are the active and reactive power of the loads connected to bus 1. All other synchronous generator buses, \( i \in \mathcal{N}_s \), such that \( i \neq 1 \) are considered to be PV buses for which the active power \( P_i^e \) and \( |V_i^e| \) are specified. The power balance for bus \( i \) with the neighboring buses is shown as below,

\[
P_i^e = \text{Re}\left\{ \sum_{k=1, k \neq i}^{N} V_i^e \left( \frac{V_i^e - V_k^e}{Z_{ik}} \right) * \right\} + P_{Li}, \tag{2a}
\]

\[
Q_i^e = \text{Im}\left\{ \sum_{k=1, k \neq i}^{N} V_i^e \left( \frac{V_i^e - V_k^e}{Z_{ik}} \right) * \right\} + Q_{Li}, \tag{2b}
\]

The bus \( j \in \mathcal{N}_r \), connected to a renewable source, may be either PV or PQ depending on the type of the renewable generators. But in this work, for the sake of simplicity we limit our model to only those types of renewable generators for which internal
control of both active and reactive power at the output bus is available. Thus, we consider the renewable bus to be a PV bus which maintains a given reference voltage \( |V_j^e| \) and injects active power \( P_{j}^e \). The power balance is shown as below,

\[
P_{j}^e = \text{Re} \left\{ \sum_{k=1, k \neq j}^{N} V_j^e \left( \frac{V_j^e - V_k^e}{Z_{jk}} \right)^* \right\} + P_{Lj}^e \tag{3a}
\]

\[
Q_{j}^e = \text{Im} \left\{ \sum_{k=1, k \neq j}^{N} V_j^e \left( \frac{V_j^e - V_k^e}{Z_{jk}} \right)^* \right\} + Q_{Lj}^e. \tag{3b}
\]

The total active and reactive power injections at these buses are assumed to be a product of a factor \( \lambda_j \) and constant unit powers \( P_{j}^e \) and \( Q_{j}^e \) respectively, where \( j \in \mathcal{N}_r \). Here, \( \lambda_j \), for example, may represent the total number of wind turbines behind the point of common coupling with the grid, assuming every turbine produces the same amount of power in equilibrium. In general, \( \lambda_j \) is an indicator of the total amount of injection at bus \( j \), and will be treated as a variable in the power flow equations. The variable parameter \( \lambda_j \) can also be incorporated in (2) for an increase in synchronous generation resulting in transmission expansion. For convenience of analysis we limit the use of \( \lambda_j \) to (3) to introduce variability only through the renewable sources. Correspondingly, equation (3) can be rewritten as,

\[
\lambda_j P_{r}^e = \text{Re} \left\{ \sum_{k=1, k \neq j}^{N} V_j^e \left( \frac{V_j^e - V_k^e}{Z_{jk}} \right)^* \right\} + P_{Lj}^r \tag{4a}
\]

\[
\lambda_j Q_{r}^e = \text{Im} \left\{ \sum_{k=1, k \neq j}^{N} V_j^e \left( \frac{V_j^e - V_k^e}{Z_{jk}} \right)^* \right\} + Q_{Lj}^r. \tag{4b}
\]

For load bus, \( j \in \mathcal{N}_l \), usually the active and reactive load power \( P_{Lj}^r, Q_{Lj}^r \) are specified. The power balance is shown as below,

\[
0 = \text{Re} \left\{ \sum_{k=1, k \neq j}^{N} V_j^e \left( \frac{V_j^e - V_k^e}{Z_{jk}} \right)^* \right\} + P_{Lj}^f \tag{5a}
\]

\[
0 = \text{Im} \left\{ \sum_{k=1, k \neq j}^{N} V_j^e \left( \frac{V_j^e - V_k^e}{Z_{jk}} \right)^* \right\} + Q_{Lj}^f. \tag{5b}
\]

The complete set of power flow equations for a power system with renewable injections is given by the set of nonlinear algebraic equations shown in (1)-(5). These equations are parametrized by \( \lambda \in \mathbb{R}^{n_r} \), the vector of all renewable penetration levels. (1)-(5) can be represented as a set of equations \( P \) as shown below,

\[
P(x, \lambda) = 0.
\]

where \( x \in \mathbb{R}^{2N} \) is a vector of unknown power flow variables. Equation (6) for the slack bus is solved for \( x \) which includes, \( P_{1}^e \) and \( Q_{1}^e \) for slack bus, \( Q_i^e \) and \( \theta_i^e \) where \( i \in (\mathcal{N}_s \cup \mathcal{N}_r), i \neq 1 \) for the PV buses, \( \theta_j^e \) and \( |V_j^e| \) where \( j \in \mathcal{N}_l \) for the PQ buses.

**B. Problem to be solved**

The power flow solution boundary represents those solutions of the power flow equations (1)-(5) for which the Jacobian of the equations is singular. From (6), it is clear that the Jacobian is a function of renewable penetration levels \( \lambda \). The objective of this work is to find out all boundary solutions of (1)-(5) for a given set of points in the parameter space of \( \lambda \), and obtain the corresponding solution boundaries.

**C. The traditional method**

In [11] Hiskens et al. propose a technique based on a predictor-corrector method to identify the power flow solution boundary of \( P \) defined in (6) over a parameter space formed by \( \lambda \). The solution method consists of two steps. Initially the solution space boundaries are represented as a solution of the set of equations as shown below,

\[
P(x, \lambda) = 0 \tag{7a}
\]

\[
g(x, \lambda, v) = P_x(x, \lambda), v = 0 \tag{7b}
\]

\[
h(v) = v^Tv = 1. \tag{7c}
\]
Here the Jacobian matrix of $P$ with respect to $x$ is given by $P_x$. $v \in \mathbb{R}^{2N}$ is a right eigenvector corresponding to a singular eigenvalue of $P_x$. As a first step of the method, one of the parameters, say $\lambda_1$, is varied while all others are kept constant. Consequently, (7) turns into a set of $2n + 1$ equations with $2n + 1$ unknowns which can be solved via computational methods such as Newton-Raphson with an initial guess. The solution of this first step, say $x_0$, will provide an initial point on the solution space boundary. Starting from $x_0$, a gradient based predictor-corrector tracking is implemented to obtain the other points on the boundary. First, the algebraic equations in (7) are represented as,

$$
\phi(z) = \begin{bmatrix}
P(z) \\
h(z) \\
g(z)
\end{bmatrix},
$$

(8)

where $z = [x \ v \ \lambda]'$. An initial guess $z_0$ is obtained which satisfies the condition $\phi(z_0) = 0$. Starting from $z_0$, the algorithm iteratively solves for each $z_i$ by solving the following equations at each step $i$,

$$
\phi(z_i) = 0,
$$

(9a)

$$
(z_i - z_{i-1})\nu = \epsilon.
$$

(9b)

$\epsilon$ is a small constant that determines the accuracy of the numerical approximation. $\nu$, on the other hand, is a vector that is tangential to the solution boundary at $z_{i-1}$. Repeated solutions of $z_i$ can provide closed boundary contours of the power flow equations. 

Since this method tracks the solution boundary iteratively, the choice of the initial point $z_0$ is particularly important for the success of this method. As specified earlier, the boundaries can be often disjoint and non-smooth. In such scenarios this method does not guarantee to obtain all solution boundaries. To solve this problem, we introduce a numerical homotopy continuation method, detailed in the next section.

III. PARAMETER HOMOTOPY CONTINUATION ALGORITHM

In this section we solve for all real equilibria of the power system model shown in (1)-(5) using the parameter-coefficient NPHC method [23, 24]. As a preconditioning, we represent the algebraic equations shown in (1)-(5) as multivariate polynomials. To achieve this, the voltage phasor $V_j^e$ at any bus $j \in N$ is expanded in terms of its magnitude $|V_j^e|$ and angle $\theta_j^e$, such that $V_j^e = |V_j^e| \cos \theta_j^e + j |V_j^e| \sin \theta_j^e$, $j$ being the complex operator. Using such expansion, energy balance in (2) for instance can be expressed as,

$$
P_j^e = \text{Re} \left\{ \sum_{k=1, k \neq j}^N S_{jk} \right\} + P_{Lj}^e
$$

(10a)

$$
Q_j^e = \text{Im} \left\{ \sum_{k=1, k \neq j}^N S_{jk} \right\} + Q_{Lj}^e,
$$

(10b)

where power flow between bus $j$ and $k$ can be represented as,

$$
S_{jk} = \frac{|V_j^e| \left( |V_j^e| \cos 2\theta_j^e - |V_k^e| \left( \cos \theta_j^e \sin \theta_k^e - j \sin \left( \theta_j^e - \theta_k^e \right) \right) \right)}{\arg \left( Z_{jk}^* \right)}.
$$

$Z_{jk}^*$ represents the complex conjugate of the line impedance connecting bus $j$ and bus $k$. In the modified system of equations, power balance of slack bus 1 has $P_1^e$ and $Q_1^e$ as variables yielding two first-order equations. The power balance of PQ bus $j$ have $|V_j^e| \cos \theta_j^e$ and $|V_j^e| \sin \theta_j^e$ as the variables with two second-order equations. Both equations are in quadratic polynomial forms, as indicated in (10). For a PV bus, however, the variables are $Q_j^e$ and $\theta_j^e$, due to which (10) no longer retains its polynomial form for this type of a bus. To solve this problem, the unknowns are alternatively defined as $Q_j^e$, $\cos \theta_j^e$, and $\sin \theta_j^e$, all of which are independent of each other. An extra constraint equation now needs to be added as

$$
\cos \theta_j^e + \sin \theta_j^e = 1,
$$

(11)

where $j \in N_s \cup N_r$. As a consequence, $n - 1$ more equations are added for the $n - 1$ PV buses considered in our system. The resulting system turns into a set of $2N + n - 1$ quadratic equations in $x$ and $\lambda$ as,

$$
P(x, \lambda) = 0,
$$

(12)

where, $x \in \mathbb{R}^{(2N+n-1)}$ is the vector of unknowns, and $\lambda \in \mathbb{R}^{nr}$ is a constant parameter vector. It is noted that the symbol for the function $P$ in (6) has been changed to $P$ to indicate that the latter represents a set of quadratic equations in the variable $x$. In essence, both equations (6) and (12) are equivalent.
As a first step of the NPHC method, an upper bound of the number of complex isolated solution of (12) is determined. Next, a homotopy $H(x, t)$ is defined as shown below,

$$H(x, t) = \eta_h (1 - t) Q(x) + t \mathbb{P}(x),$$

where $Q(x)$ is an arbitrary start system which is easily solvable. $Q(x)$ is chosen in such a way that the number of isolated solutions of $Q(x) = 0$ is equal to the estimated upper bound of isolated solutions of (12). $\eta_h$ is a generic complex number and $t$ is a continuous parameter varying from 0 to 1. Therefore, the solution set of $H(x, t) = 0$ for $0 \leq t \leq 1$ actually consists of a finite number of smooth paths parametrized by $t \in [0, 1]$. For a generic $\eta_h \in \mathbb{C}$, it is proven in [24] that each of the paths will be well-behaved, i.e., either they will converge to $H(x, 1) = 0$, or will diverge to infinity. Hence, for a generic value of $\eta_h$, the NPHC method guarantees to find all isolated complex solutions [25] of $P(x) = 0$. The crux of the algorithm is to track each solution of $H(x, t) = 0$ for $t \in [0, 1]$ using an efficient predictor-corrector method [26] to obtain all complex solutions for $\mathbb{P}(x) = 0$. Next we discuss the issue of maximum number of paths which should be tracked for a system of polynomials $\mathbb{P}(x)$ to guarantee all complex solutions of $P(x) = 0$.

Now, a system of $m$ polynomials can have a maximum of $\prod_{i=1}^{m} d_i$ number of isolated complex solutions, where $d_i$ is the degree of the $i^{th}$ polynomial, as specified by the classical Bézout theorem. This poses an upper bound on the number of solutions to be tracked for NPHC method known as classical Bézout bound (CBB). For solving our power flow problem of (12) there will be $(2N + n - 1)$ algebraic equations, each of degree 2. Thus the number of paths to be tracked is $2^{(2N+n-1)}$. This translates to the fact that in our model the number of paths to be tracked grows exponentially with the number of buses. Converting the power flow equations to their quadratic forms as in (12) actually pays off here by allowing a tighter upper bound on the number of complex isolated solutions or the CBB. However, this crude upper bound does not capture the specific complex algebraic structure of the polynomials of (12). Moreover, we are interested in solving (12) over a parameter space given by specific penetration levels $\lambda$. Solving such parametric systems for every parameter-point from scratch using the NPHC method can be computationally very expensive. We, therefore, use a more sophisticated approach based on a variant of NPHC, parameter-coefficient homotopy [20], an earlier version of which was called Cheater’s homotopy [19]. This method uses the fact that for a parametric system of polynomial equations, the maximum number of isolated complex solutions over all parameter-points is same for a generic complex parameter-point. Hence, we can solve $\mathbb{P}(x, \lambda) = 0$ at a generic complex parameter-point $\lambda^* \in \mathbb{C}^m$, using the NPHC method with the help of some crude upper bound on the number of complex solutions such as the CBB. Although such a complex parameter-point is physically not meaningful as $\lambda$ represents the level of renewable penetration, solving the system at such a point reduces the computation for all other physically relevant parameter-points. Next, we choose $\mathbb{P}(x, \lambda^*) = 0$ as the start system for all other parameter-points $\lambda \in \mathbb{C}^m - \{\lambda^*\}$. Each solution of this start system needs to be tracked with the following homotopy:

$$H(x, \lambda, t) = t \mathbb{P}(x, \lambda^*) + (1 - t) \mathbb{P}(x, \lambda) = 0,$$

from $t = 1$ to $t = 0$. This procedure again guarantees all isolated complex solutions at each of the chosen parameter-points, independent of the upper bound chosen to solve the system at $\lambda^*$ in the first step. In our simulations we will show that depending on operating conditions and structure of the power system, the number of paths to be tracked in the first step (e.g. the CBB) for power system models can dramatically reduce to a very small integer in the second step. The method thus...
becomes computationally very cheap once the first step is solved. Moreover, the process of solving the second step for a parameter vector \( \lambda^1 \) is independent of a different parameter vector \( \lambda^2 \). Hence, if one intends to solve (12) for multiple \( \lambda \) at the same time the process can be parallelized. For our simulations, we used a novel computational package called Paramotopy [21] which efficiently implements the above mentioned procedure with appropriate parallelization. Once all real solutions are obtained at each parameter point one can accurately estimate the power flow solution boundaries where the number of real solutions changes, given the parameter space is densely represented.

A. On the Network Topology and Upper Bound on the Number of Equilibria

An actual system of polynomials may have fewer complex solutions as compared to its CBB. Thus, in the parameter-coefficient homotopy, it would be computationally wasteful to track the paths which would eventually diverge. Thus, for solving large sets of power flow equations one should exploit the underlying structure or the sparsity of the network connectivity of any given power system model, and try to compute a tighter upper bound. Recent reviews on the existing results on upper bounds are provided in [27] and [28]. An upper bound of \((2^N - 2)\) was computed in [29]–[31] for a generic power flow problem with \( N \) buses, although it did not still exploit the network topologies. In [32], the number of complex solutions for networks with cliques with exactly one common node was shown to be equal to the product of number of complex solutions for the individual cliques as independent networks. In [27], this result is extended to other related network topologies, though several of the patterns for the particular topologies are still not well understood.

Sparsity of network connectivity, for example, may result in lesser number of complex solutions of (12) than the usual CBB which is \( 2^{(2N+n-1)} \). This is because the coefficients of the polynomial are related to each other according to the network topology, and hence certain sparsity patterns may be such that a large subset of all the possible monomials of degree up to the highest degree of the polynomials do not appear in those polynomials. For example, consider the power balance of bus 1 in the 3-bus system in Figure 1a which can be written as,

\[
P^1_1 = \text{Re} \left\{ \sum_{k=2}^{3} S_{1k} \right\} + P_{L1}^r, \tag{15a}\]

\[
Q^r_1 = \text{Im} \left\{ \sum_{k=2}^{3} S_{1k} \right\} + Q_{L1}^r, \tag{15b}\]

where the power flow from bus 1 to any bus \( k \) is given as,

\[
S_{1k} = \frac{|V_1^r| (|V^r_k| \cos^2 \theta_k^1 \cos \delta_k^1 - |V_1^r| \cos \theta_k^1 \sin \theta_k^1 - \mathbb{J} \sin (\theta_k^1 - \theta_k^1))}{\arg (Z_{1k})}.\]

The quadratic equations in (15) are not the densest polynomials of degree 2 as the interaction of the unknown variables occur in only a specified structural form. For example, if the physical connection or the transmission line between bus 1 and bus \( k \) does not exist, then \( 1/\arg (Z_{1k}) = 0 \). This eliminates the interaction terms of the variables associated with bus 1 and bus \( k \). Thus the number of complex solutions at a generic complex parameter point can always be expected to be lesser than the CBB, particularly for a power flow problem.

IV. Examples

A. 3 bus system

First we explore the solution space boundary for a 3-bus power system as shown in Figure 1a which is a modification of an example in [11] with added loads. The active power input at bus 1 and 2 are the variable parameters \( \lambda_1 \) and \( \lambda_2 \) respectively. Bus 3 is assumed to be the swing bus whose voltage equals \( \lambda_3 \). The unknown variables of the power flow problem which constitute the vector \( x \) in (7) are the active and reactive power input at bus 3, the reactive powers and angles of bus 1 and 2. However as shown in Section III we represent the angles in rectangular form to limit the order of the algebraic equations to two. Thus we have the sine and cosine of the angle of bus 1 and bus 2 as the unknown variables. The problem, therefore, reduces to the computation of the unknown vector,

\[
x = \begin{bmatrix} P_3 & Q_3 & Q_1 & Q_2 & \sin \delta_1 & \cos \delta_1 & \sin \delta_2 & \cos \delta_2 \end{bmatrix}^T,\]

over a set of parameter values \( \lambda_1 \) and \( \lambda_2 \). As mentioned earlier in Section III we solve the system of equations \( P(x, \lambda^*) = 0 \) at a generic complex parameter point \( \lambda^* \). The generic complex vector has two elements which are chosen from uniform distributions such as \( \{a + ib : -1 \leq a, b \leq 1\} \), and are normalized to ensure that they are inside unit circle. For the start problem \( P(x, \lambda^*) = 0 \), we followed the CBB and tracked \( 2^6 = 64 \) paths to obtain all the isolated complex solutions. However, the start problem for this case yielded only 6 complex solutions. Correspondingly, in the second stage of the algorithm, following the parameter-coefficient NPHC method we to track the 6 paths for each parameter point starting from the start solution. Once all the complex solutions have been obtained the real solutions are identified by doing a numerical check.
seen in Figure [1b] the number of real solutions vary from 0 to 6. The boundaries can be identified by the change in the number of real solutions where the Jacobian becomes singular. $(\lambda_1, \lambda_2)$ parameter space, as shown in Figure [1b] is discretized into a grid of equispaced parameter points of dimension $100 \times 100$. All solutions for each of the discrete points on the parameter space are obtained henceforth by the application of numerical homotopy.

Following Hiskens et al. [11], as a first step we keep $\lambda_2$ fixed, and find an initial point on the solution boundary. Essentially we solve (7) by a Newton-Raphson method with different initial points for $\lambda_1$. When $\lambda_2 = 2$, we find initial points with $\lambda_1 = 2.4534$ and 5.5476. When $\lambda_2 = 3$, the initial points are $\lambda_1 = 2.0789$ and 4.0389. As seen in Figure [1b] all of these points are located on the outer elliptical solution boundary. Correspondingly, in the second step when we solve (9) in an iterative form starting from these points they only track the outer boundary as shown in Figure [3]. Thus following the method in [11], it is difficult to identify all the power flow solution boundaries unless one has a sound knowledge of the solution space for a given set of parameters. On the contrary our alternate numerical homotopy based method can guarantee to identify all solution boundaries for a given power flow problem. In Figure [1b] it can be seen that via homotopy continuation method, we could identify regions on the parameter space with different number of real solutions identified by the different colors. The boundaries between these regions are the power flow solution boundaries. It can be noted that our method identifies boundaries between 0, 2, 4 and 6 real solutions while the conventional method identifies the boundary between 0 and 2 solutions only.

B. 10 bus system

In the next example we use a 10-bus, 4-synchronous machine power system as shown in Figure [2a]. Two wind power plants are connected at bus 9 and bus 10 whose penetration levels are represented as $\lambda_9$ and $\lambda_{10}$ respectively. The parameters of the simulation are given in Appendix [A]. We vary the active power output of each of the wind plants between 0.1 and 0.7 p.u. on a 100 MVA base and find the solution of the power flow problem for each point on the plane defined by $\lambda_9$ and $\lambda_{10}$. We first
solve the problem at a generic complex parameter point using the homotopy based algorithm of section III. The problem has 25 unknown equations which require $2^{25}$ paths to be tracked by continuation in the start problem to ensure all the isolated roots. However, it turns out that the start system has only $2^9$ isolated roots. Correspondingly, we look for only $2^9$ paths in the subsequent steps saving a lot of computational effort in finding roots for actual parameter values. Figure 2b shows the number of real solutions of the power flow problem for given values of $\lambda_0$ and $\lambda_{10}$. The different colored regions of Figure 2b demonstrate varying number of real solutions of the power flow. Thus the boundaries between the regions constitute the power flow solution boundaries. It can be observed that the geometry of the solution boundary for the 10-bus case with varying wind penetration levels is strikingly different as compared to the 3-bus case. Also the number of isolated boundaries are more than that of the 3-bus case. All these observations point to the fact that identifying these boundaries by an initial guess and local approximation is totally intractable for systems with large dimension. Thus, if the system has multiple wind power plants, then our algorithm can provide the power system operator to choose an optimal set of power injections at the renewable buses. The operating points can be post processed for different robustness criteria and placed at a suitable distance away from the loadability boundary of the system. In this case as well, the parameter space $(\lambda_1, \lambda_2)$ as shown in Figure 2b is discretized into a grid of equispaced parameter points of dimension $100 \times 100$.

Although finding a novel upper bound on the number of power flow solutions is not our goal, we still observed from the above simulations that the number of complex solutions at a generic complex parameter-point is dramatically small compared to the CBB of the system. It is evident from the simulation results that this number is a new and tighter upper bound on the number of complex isolated solutions compared to the previously known upper bounds. For example, for the 3 bus case, the CBB was 64 whereas the number of complex solutions at a generic point was only 6, which is the same as the binomial bound mentioned above. However, for the 10 bus case, the CBB is $2^{23}$ while the number of complex solutions is $2^9 = 512$, which is much smaller compared to the binomial bound $48620$.

V. Conclusion

We developed a numerical power flow solution method that guarantees to identify all power flow solution boundaries in a power system in presence of variable generation parameters. Determination of all solution boundaries will be critical in the foreseeable future due to the variability imposed by the rapid intrusion of renewable energy penetration. The essence of our algorithm is based on a homotopy continuation concept, which also has the potential for accommodating topological information of the system. Our future research direction would include deriving an explicit relationship between the number of solutions and the structure of the power system, that may lead to real-time usage of this tool during different contingencies.
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APPENDIX A

MODEL PARAMETERS FOR THE 10-BUS SYSTEM

The conventional generators have the following power output on 100-MVA base: $P_1^e = 35.91$ p.u., $P_2^e = 17.85$ p.u., $P_3^e = 10.00$ p.u., $P_4^e = 40.00$ p.u.

Line parameters in per unit on 100-MVA base: $Z_{15} = (0.25 + j2.50) e^{-3}$, $Z_{25} = (0.25 + j2.50) e^{-3}$, $Z_{38} = (0.25 + j2.50) e^{-3}$, $Z_{48} = (0.25 + j2.50) e^{-3}$, $Z_{56} = (0.10 + j1.00) e^{-3}$, $Z_{78} = (0.10 + j1.00) e^{-3}$, $Z_{67} = (2.20 + j22.00) e^{-3}$, $Z_{69} = (0.25 + j2.50) e^{-3}$, $Z_{710} = (0.25 + j2.50) e^{-3}$

Load parameters in per unit on 100-MVA base: $S_{L0} = 30 + j9.11$ and $S_{L8} = 70 + j20$.

The rated power output of the wind plants at bus 9 and bus 10 are $P_{r9}^e = 25$ p.u. and $P_{r10}^e = 15$ p.u.
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