CBRL and CBRC: Novel Algorithms for Improving Missing Value Imputation Accuracy Based on Bayesian Ridge Regression
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Abstract: In most scientific studies such as data analysis, the existence of missing data is a critical problem, and selecting the appropriate approach to deal with missing data is a challenge. In this paper, the authors perform a fair comparative study of some practical imputation methods used for handling missing values against two proposed imputation algorithms. The proposed algorithms depend on the Bayesian Ridge technique under two different feature selection conditions. The proposed algorithms differ from the existing approaches in that they cumulate the imputed features; those imputed features will be incorporated within the Bayesian Ridge equation for predicting the missing values in the next incomplete selected feature. The authors applied the proposed algorithms on eight datasets with different amount of missing values created from different missingness mechanisms. The performance was measured in terms of imputation time, root-mean-square error (RMSE), coefficient of determination ($R^2$), and mean absolute error (MAE). The results showed that the performance varies depending on missing values percentage, size of the dataset, and the missingness mechanism. In addition, the performance of the proposed methods is slightly better.
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1. Introduction

Data that contains missing values have been considered as one of the main problems that prevent building an efficient model. Predictive model depends on the quality and size of data; a better quality of data results in a better model accuracy; hence better prediction and analysis. The amount of missing data affects the model performance and produces biased estimates of predictions leading to unacceptable results [1]. The next subsections discuss the types of missingness in data and the handling methods.

1.1. Missingness Mechanisms

Detecting the source of “missingness” is vital, as it affects the selection of the imputation method. The value is missing in three cases: (i) lost or forgotten, (ii) not appropriate to the instance, and (iii) no concern to the instance. For example, missing data occur in the medical field when: (i) the variable was measured, but for an unknown reason the values were not electronically written down, e.g., loss of sensors, errors in connecting with the database server, unintentional human forgetfulness, electricity decay, and others, (ii) the variable was unmeasured all over a quantity of time because of a
detectable reason, for instance, the patient was detached from the ventilator as a result of a medical decision, (iii) the variable was unmeasured as it was not related with the patient state and was not offer any clinically valuable info to the specialist [2]. The missingness mechanism (i.e., why there are missing values in data) is well-defined as the association between the probability of being missing and known features [2–10]. Mechanisms of missing data are categorised into three types [2,6,11]:

- **Missing completely at random (MCAR) [12]**: Assume that the missing value indicator matrix \( M = (M_{ij}) \) and the complete data \( Y = (y_{ij}) \). The missing data mechanism is described by the conditional distribution of \( M \) given \( Y \), say \( f(M|Y, \emptyset) \) where \( \emptyset \) represents the unknown parameter. If missingness does not depend on the values of the data \( Y \), missing or observed, then

\[
f(M|Y, \emptyset) = f(M|\emptyset) \quad \text{for all } Y, \emptyset
\]

- **Missing at random (MAR) [12]**: Let \( Y_{\text{mis}} \) and \( Y_{\text{obs}} \) denote missing data and observed data, respectively. If the Missingness do not depend on the data that are missing, but depends only on \( Y_{\text{obs}} \) of \( Y \), then,

\[
f(M|Y, \emptyset) = f(M|Y_{\text{obs}}, \emptyset) \quad \text{for all } Y_{\text{mis}}, \emptyset
\]

- **Missing not at random (MNAR) [2]**: When the missing data depends on both observed and missing data.

1.2. Dealing with Missing Data

Since most statistical models and data-dependent tool deal only with complete instances; it is important to manipulate data that include missing values. Manipulating missing data can be implemented using deletion (i.e., deleting incomplete instances) or imputation (i.e., substituting any missing values with an assessed value based on the other evidence available) [13].

A deletion may be “complete deletion”, “Complete Case Analysis”, or “list-wise deletion”, wherein all instances involve one or more of their feature values missing are removed. Deletion of the feature which has more than a pre-specified percentage (e.g., 50%) of their feature values missing is called “specific deletion”. In “pair-wise deletion” or “variable deletion”, where the instances involve missing values in the features within the current analysis are removed, these features are used for other studies that do not incorporate the features that contain the missing values. In the worst case of each feature containing missing values across many instances may result in the deletion of the dataset [14]. Statistical methods cannot use the feature if the feature contains missing values; the instance with missing values may still be suitable when analyzing other features with detected values. Pairwise is better than listwise, where it takes into consideration more data. However, statistical analysis can depend on a different subset of the instances; this might be suspicious [1].

Imputation methods benefit from the information available within the dataset to predict the missing value, where the missed value is imputed with a suitable value [14]. Imputation techniques were categorized into two types: intransitive, wherein the imputation of a feature of interest depends on itself, not other features, and transitive, wherein the imputation of a feature of interest depends on other features [15]. Examples of intransitive imputation include the mean, mode, median, and most frequently, examples of transitive imputation include regression and interpolation. Imputation can be implemented in two techniques: multiple imputation and single imputation. Missing values can also be predicted using imputation by hot-deck imputation, K-nearest neighbors (KNNs) and regression methods [11]. The most common methods of linear regression are:

- **Simple linear regression**: In which a linear relationship between the dependent \( y \) and the independent \( X \) variables holds

\[
y = \beta_0 + \beta_1 X + \epsilon
\]
where $\beta_0$ is the value of $y$ when $X$ is equal to zero, $\beta_1$ is estimated regression coefficient, and $\varepsilon$ is the estimation error.

- **Multiple linear regression**: In which more independent variables work together to obtain better prediction. The linear relationship between the dependent and independent variables holds

$$y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_p x_p + \varepsilon \tag{2}$$

Other models depend on linear regression with additional regularization parameter for the coefficients (e.g., Bayesian Ridge Regression (BRR)). The majority of statisticians and data-dependent tool practitioners prefer to use imputation. Next subsection presents the most relevant imputation algorithms.

1.3. Relevant Imputation Algorithms

This section aims to review some representative and previous published studies that deal with missing data imputation.

K-Nearest Neighbors Imputation (KNNI) is an effective method for manipulating missing data. It firstly looks for the k-most related instances to the missing value in the dataset by calculating the Euclidean distance (K is determined by the user). In the case of a categorical feature involving missing values, then KNNI imputes the missing values within this feature by using the mode of that feature within the k-Nearest Neighbors (k-NN). These k-Nearest neighbors might be found by calculating the Hamming distance for the categorical features. Otherwise, if the feature involving missing data is numerical, the method imputes the missing values within this feature by the mean value of that feature over the k nearest neighbors. KNNI performs better imputation than methods that calculate mode or mean from the whole dataset. KNNI is an effective method that works well on the datasets having a robust local correlation. Nevertheless, KNNI is computationally expensive for large datasets [13,16,17]. Expectation-Maximization-Imputation (EMI) algorithm depends on the covariance matrix and the mean of data to manipulate numerical values that are missing within a dataset. Firstly, the covariance matrix and the mean are calculated from the available information within a dataset, then the missing values are manipulated by the use of the covariance matrix and the mean [13]. Manipulating missing data using fuzzy modeling after a statistical classifier has improved the accuracy of missing values imputation in intensive care units (ICUs) database [12]. Manipulating missing data using some popular methods: complete case analysis, K-nearest neighbor, mean imputation, and median imputation were studied against each other, the comparison was studied on 12 datasets [18]. Dealing with datasets that having missing data via imputation was taken into consideration as an optimization problem. A framework comprising of a support vector machine, decision tree, and K-nearest neighbors was proposed by the authors, choosing the better method from opt.svm, opt.tree, and opt.knn was implemented by opt.cv approach and selecting the better procedure from the iterative mean, predictive-mean matching, Bayesian PCA, and K-nearest neighbors was done by benchmark.cv. Although the proposed framework gives improved results, not only the time for choosing the better methods is long, but also the dimensions of the datasets which have been used by the authors to implement the study were small [3]. Manipulating missing data using fuzzy K-means is a clustering idea and assessment of the accuracy of the algorithm is evaluated in RMSE. The value of the fuzzifier detects whether fuzzy K-means performs better than K-means; this indicates that the fuzzifier value is crucial and must be detected well [19]. Comparing mean, SVM regression, and median was studied in [20], and the experimental studies revealed that SVM has better performance than other methods. The authors did not take into consideration MAE, $R^2$ score, or RMSE to assess performance accuracy. In [21], an imputation method that uses an auto-encoder neural network to manipulate missing data was proposed. To train the auto-encoder, two-stage training scheme was used. Eight state-of-the-art imputation methods were compared with the proposed method. In [22], two imputation quantiles-based algorithms were proposed. One of them was done with
the help of supplementary information, but the other was not. However, describing the relationship between the feature of concern and the extra feature was an issue. In [5], a genetic algorithm with support vector regression and fuzzy clustering to deal with missing data was proposed. FcmGa, SvrGa, and Zeroimpute methods were compared with the proposed method. Though the proposed method improved the imputation accuracy, the dimension of the whole dataset affects the training stage efficiency, which means that if many features have lots of missing values, lots of instances will be rejected. In [23], the authors proposed an efficient method to impute missing data in classification problems using decision trees. It is very closely related to the approach of dealing with “missing” as a category in its own exact, generalizing it for use with categorical and continuous features too. Their proposed method showed excellent performance through different collection of data types, and sources and proportions of missingness.

The following sections in this paper are prepared as follows: Section 2 presents the proposed algorithms. Experimental implementation is explained in Section 3. Results and discussion are presented in Section 4. Finally, Section 5 concludes the work.

2. Proposed Algorithms

This section demonstrates the proposed algorithms in detail. BRR is a probabilistic model with a ridge parameter. Ridge regression, in which the Ordinary Least Squares was adjusted to minimize the squared absolute sum of the coefficients, called L2 Regularization. This method is efficient when there is collinearity in your input data features, and ordinary least square will overfit training data. As the proposed algorithms depend on the BRR technique, hence this model is a regression model with additional regularization parameter for the coefficients [24]. The model holds that:

$$y \sim N(\mu, \alpha)$$

where:

$$\mu = \beta X = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \cdots + \beta_p x_p$$

$$\beta \sim N(0, \lambda^{-1} I_p)$$

$$\alpha \sim \Gamma(\alpha_1, \alpha_2)$$

$$\lambda \sim \Gamma(\lambda_1, \lambda_2)$$

So $y$ follows a Gaussian distribution (the likelihood function) characterized by variance $\alpha$, and mean $\mu = \beta X$. In which gamma priors selected for regularizing parameters $\lambda$ and $\alpha$. $\alpha_1$, $\alpha_2$, $\lambda_1$, $\lambda_2$ are hyper-parameters. The regression parameter $\beta$ has independent Gaussian priors with variance $\lambda^{-1} I_p$ and mean zero.

From Figure 1, the following procedural steps provide a more in-depth description of the proposed algorithms:

1. In the first step, each proposed algorithm takes a dataset $D$ as input that holds missing data, then splits it into two sets, the first set $X^{(\text{comp})}$ includes all complete features, and the second set $X^{(\text{mis})}$ includes all incomplete features. The authors assume that the target feature $y$ contains no missing data, so $X^{(\text{comp})}$ comprises all full features plus the target feature $y$. 

The following sections in this paper are prepared as follows: Section 2 presents the proposed algorithms. Experimental implementation is explained in Section 3. Results and discussion are presented in Section 4. Finally, Section 5 concludes the work.
2. In the second step, each proposed algorithm implements its feature selection condition to select the candidate feature to be imputed.

- The first algorithm, we called Cumulative Bayesian Ridge with Less NaN (CBRL), as its name indicates that this algorithm selects the feature that contains less missing data, which leads the model to be built on the most available information (Algorithm 1).
- The second algorithm, we called Cumulative Bayesian Ridge with high correlation (CBRC), depends on the highest correlation between the candidate features that contain missing data and the target feature. CBRC chooses the feature that gives the highest correlation with the target feature. The correlation criterion (i.e., Pearson correlation coefficient) is given by Equation (4) \cite{25}:

\[
R(i) = \frac{\text{cov}(x_i, Y)}{\sqrt{\text{var}(x_i) \cdot \text{var}(Y)}}
\]  

where \(x_i\) is the \(i\)th feature, \(Y\) is the output feature, \(\text{var}()\) is the variance, and \(\text{cov}()\) is the covariance. Correlation ranking can only notice linear dependencies between the input feature and output feature (Algorithm 2).

3. After selecting the candidate feature \(X_{\text{miss}}^g\), the model is fitted with the cumulative formula defined in Equation (5) using the candidate feature as dependent and the \(X^{\text{comp}}\) as the independent feature. The selected feature deleted from \(X^{\text{mis}}\), and after imputation, the imputed feature \(X_{\text{mis}}^{\text{imp}}\) is added to \(X^{\text{comp}}\). Now \(X^{\text{comp}}\) consists of all complete features, \(y\) and \(X_{\text{mis}}^{\text{imp}}\). Select another candidate feature from \(X^{\text{mis}}\). Fit the model using the cumulative BRR formula with this candidate feature as the dependent feature and \(X^{\text{comp}}\) as an independent feature.

\[
X_{\text{mis}}^g \sim N(\mu^g, \alpha^g)
\]

where:

\[
\mu^g = \beta_0 + c \beta_1 X_{\text{comp}}^1 + \beta_{c+1} y + \sum_{imp=1}^{g-1} \beta_{imp+c+1} X_{\text{imp}}^{\text{mis}} \]

\(\beta \sim N(0, \lambda^{-1}_g I_{imp+c+1})\)

\(\alpha^g \sim \text{I}(\alpha_1^g, \alpha_2^g)\)

\(\lambda_g \sim \text{I}(\lambda_1^g, \lambda_2^g)\)

where \(g = 1, 2, \ldots, m\), \(m\) is the number of features containing missing values and \(c\) is the number of complete independents.

4. Repeat from step 2 of feature selection until \(X^{\text{mis}}\) is empty, then return the imputed dataset \((X^{\text{comp}})\), see Figure 1.
Algorithm 1 CBRL

1: \textbf{Input:} \\
2: \hspace{1em} D: A dataset with missing values containing \(n\) instances. \\
3: \textbf{Output:} \\
4: \hspace{1em} \(D_{\text{imputed}}\): A dataset with all missing features imputed. \\
5: \textbf{Definitions:} \\
6: \hspace{1em} \(X^{(\text{comp})}\) Set of complete features. \\
7: \hspace{1em} \(X^{(\text{mis})}\) Set of incomplete features. \\
8: \hspace{1em} \(X^{(\text{mis})}_{\text{imp}}\) Imputed feature from \(X^{(\text{mis})}\). \\
9: \hspace{1em} \(m\) Number of features containing missing values. \\
10: \hspace{1em} \text{MissObs.}X^{(\text{mis})}_{\text{l}}\) Set of missing instances in the independent feature \(X^{(\text{mis})}_{\text{l}}\), \(l \in \{1, \ldots, m\}\). \\
11: \hspace{1em} Card(\text{MissObs.}X^{(\text{mis})}_{\text{l}})\) Number of missing values in the independent feature \(X^{(\text{mis})}_{\text{l}}\). \\
12: \textbf{Begin} \\
13: \hspace{2em} 1 Split \(D\) into \(X^{(\text{comp})}\) and \(X^{(\text{mis})}\). \\
14: \hspace{2em} 2 From \(X^{(\text{mis})}\) select \(X^{(\text{mis})}_{\text{l}}\) that satisfies the condition: \\
15: \hspace{4em} \text{Min} \text{ Card(\text{MissObs.}X^{(\text{mis})}_{\text{l}}))}. \\
16: \hspace{2em} 3 While \(X^{(\text{mis})} \neq \emptyset\) \\
17: \hspace{4em} \text{i g \leftarrow index of the candidate feature in } X^{(\text{mis})}. \\
18: \hspace{4em} \text{ii Fit a Bayesian ridge regression model on } X^{(\text{comp})} \text{ as independent features and } X^{(\text{mis})}_{\text{g}} \text{ as dependent feature.} \\
19: \hspace{4em} \text{iii } X^{(\text{mis})}_{\text{imp}} \leftarrow \text{Impute the missing data in } X^{(\text{mis})}_{\text{g}} \text{ with the fitted model.} \\
20: \hspace{4em} \text{iv Delete } X^{(\text{mis})}_{\text{g}} \text{ from } X^{(\text{mis})} \text{ and add } X^{(\text{mis})}_{\text{imp}} \text{ to } X^{(\text{comp})}. \\
21: \text{End While} \\
22: \hspace{2em} 4 \text{return } D_{\text{imputed}} \leftarrow X^{(\text{comp})}. \\
23: \text{End}

Algorithm 2 CBRC

1: \textbf{Input:} \\
2: \hspace{1em} D: A dataset with missing values containing \(n\) instances. \\
3: \textbf{Output:} \\
4: \hspace{1em} \(D_{\text{imputed}}\): A dataset with all missing features imputed. \\
5: \textbf{Definitions:} \\
6: \hspace{1em} \(X^{(\text{comp})}\) Set of complete features. \\
7: \hspace{1em} \(X^{(\text{mis})}\) Set of incomplete features. \\
8: \hspace{1em} \(X^{(\text{mis})}_{\text{imp}}\) Imputed feature from \(X^{(\text{mis})}\). \\
9: \hspace{1em} \(m\) Number of features containing missing values. \\
10: \hspace{1em} \text{Corr(}X^{(\text{mis})}_{\text{l}}, y\text{)}\) Correlation between \(X^{(\text{mis})}_{\text{l}}\) and \(y\), \(l \in \{1, \ldots, m\}\). \\
11: \textbf{Begin} \\
12: \hspace{2em} 1 Split \(D\) into \(X^{(\text{comp})}\) and \(X^{(\text{mis})}\). \\
13: \hspace{2em} 2 From \(X^{(\text{mis})}\) select \(X^{(\text{mis})}_{\text{l}}\) that satisfies the condition: \\
14: \hspace{4em} \text{Max} \text{ Corr(}X^{(\text{mis})}_{\text{l}}, y\text{)}. \\
15: \hspace{2em} 3 While \(X^{(\text{mis})} \neq \emptyset\) \\
16: \hspace{4em} \text{i g \leftarrow index of the candidate feature in } X^{(\text{mis})}. \\
17: \hspace{4em} \text{ii Fit a Bayesian ridge regression model on } X^{(\text{comp})} \text{ as independent features and } X^{(\text{mis})}_{\text{g}} \text{ as dependent feature.} \\
18: \hspace{4em} \text{iii } X^{(\text{mis})}_{\text{imp}} \leftarrow \text{Impute the missing data in } X^{(\text{mis})}_{\text{g}} \text{ with the fitted model.} \\
19: \hspace{4em} \text{iv Delete } X^{(\text{mis})}_{\text{g}} \text{ from } X^{(\text{mis})} \text{ and add } X^{(\text{mis})}_{\text{imp}} \text{ to } X^{(\text{comp})}. \\
20: \text{End While} \\
21: \hspace{2em} 4 \text{return } D_{\text{imputed}} \leftarrow X^{(\text{comp})}. \\
22: \text{End}
3. Experimental Implementation

3.1. Benchmark Datasets

Eight datasets that are commonly used in different databases repository and literature are used in the comparative study. Because of the massive number of instances in Poker Hand and BNG_heart_statlog datasets, randomly sampled sub-datasets of 10,000, 15,000, 20,000, and 50,000 instances of them were used. In each dataset, the missing values were generated in the three types of mechanisms, MAR, MCAR, and MNAR, each with 10%, 20%, 30%, and 40% missingness ratios using R function named ampute [26]. Diabetes dataset is used to predict whether a patient has diabetes or not, depend on certain diagnostic measurements contained in the dataset. Graduate Admissions dataset contains many parameters which are used during the application for Masters Programs for prediction of Graduate Admissions. Profit Estimation dataset is used for prediction of which companies to invest. Red & White Wine dataset contains red and white wine samples. The inputs contain objective tests, and the target is based on sensory data. Each expert graded the quality of the wine between 10 (very excellent) and 0 (very bad). California dataset is used to predict the houses‘ price in California in 1990 based on a number of predictors, including longitude information about surrounded houses within a particular block, and latitude. Diamonds dataset includes the prices and other features of almost 54,000 diamonds. It is used to build a predictive model to predict whether a given diamond is a rip-off or a good deal. Poker Hand dataset consists of 1,025,010 records, each record in this dataset includes five playing cards and a feature representing the poker hand. BNG_heart_statlog dataset contains 1,000,000 records and 14 features (13 of them are numeric features and one is nominal feature). The datasets’ specifications are described in Table 1.
Table 1. Datasets’ specifications. The first column presents the dataset name, the second column presents the number of instances, the third column presents the number of features, and the fourth column presents the missingness mechanism.

| Dataset name                          | #Instances | #Features | MAR | MCAR | MNAR |
|---------------------------------------|------------|-----------|-----|------|------|
| Diabetes [27]                         | 442        | 11        | √   | √    | √    |
| graduate admissions [28]              | 500        | 8         | √   | √    | √    |
| profit estimation of companies [29]   | 1000       | 6         | √   | √    | √    |
| red & white wine [30]                 | 4898       | 12        | √   | √    | √    |
| California [31]                       | 20,640     | 9         | √   | √    | √    |
| Diamonds [32]                         | 53,940     | 10        | √   | √    | √    |
| Poker Hand [33]                       | 1,025,010  | 11        | √   | √    | √    |
| BNG_heart_statlog [34]                | 1,000,000  | 14        | √   | √    | √    |

3.2. Evaluation

The imputation algorithm is considered to be efficient if it imputes in a short time with high accuracy and small error. The proposed algorithms were compared with six common imputation algorithms explained briefly in Table 2. Multiple Imputation by Chained Equations (MICE) is an informative and robust method for handling missing data. The method uses an iterative series of predictive models to impute missing data. Each specified feature in each iteration in the dataset is filled using the other features. These iterations should be repeated until the convergence occurs. Least squares method uses least squares methodology which is a standard method in the regression analysis. It minimizes the sum of squared residuals (i.e., the difference between the fitted value given by a model and the observed value). The norm method constructs a normal distribution using the sample variance and mean of the observed data. The method then randomly samples from this distribution to fill missing data. The stochastic method predicts missing values using the least squares methodology. It then samples from the regression’s error distribution and adds the random draw to the prediction. This method can be used directly, but such behavior is frustrating. Fast KNN method imputes array with a passed in initial impute fn (mean impute) and then use the resulting complete array to construct a KDTree which will be used to compute nearest neighbours. The weighted average of the ‘k’ nearest neighbours will be taken. To compare and evaluate the performance of the proposed algorithms and the other stated methods. The performance evaluation was measured from the point of view of RMSE, MAE, $R^2$ score, and the time of imputation in seconds (t). The performance evaluation was calculated for the four missingness ratios.

Table 2. The algorithms used in the comparison.

| Method Name     | Function Name | Package | Description                                                                 |
|-----------------|---------------|---------|-----------------------------------------------------------------------------|
| MICE [9,26]     | mice          | impute  | implements the multivariate imputation by chained equations algorithm.       |
| least squares (LS) [35] | SingleImputer | autoimpute | produces predictions using the least squares methodology.                   |
| norm [35]       | SingleImputer | autoimpute | creates a normal distribution using the sample variance and mean of the detected data. |
| stochastic (ST) [35] | SingleImputer | autoimpute | samples from the regression’s error distribution and adds the random draw to the prediction. |
| Fast KNN (FKNN) [36] | fast_knn      | impute  | uses K-Dimensional tree to find k nearest neighbor and imputes using the weighted average of them. |
| EMI [36]        | em            | impute  | Expectation-Maximization-Imputation.                                        |
3.2.1. RMSE and MAE

RMSE and MAE have been used as statistical metrics to assess the performance of the models [37]. RMSE and MAE are defined in Equations (6) and (7) respectively [1].

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{l=1}^{n} (y_l - \hat{y}_l)^2}
\]  

(6)

\[
\text{MAE} = \frac{1}{n} \sum_{l=1}^{n} |y_l - \hat{y}_l|
\]

(7)

where \(y_l\) and \(\hat{y}_l\) are the real value and predicted value of the \(l\)th instance respectively, and \(n\) is the number of the instances.

3.2.2. \(R^2\) Score

\(R^2\) score (Equation (8)) is a statistical measure that indicates how well the predicted values are close to the real data values.

\[
R^2( y, \hat{y} ) = 1 - \frac{\sum_{l=1}^{n} (y_l - \hat{y}_l)^2}{\sum_{l=1}^{n} (y_l - \overline{y})^2}
\]

(8)

where:

\[
\overline{y} = \frac{1}{n} \sum_{l=1}^{n} y_l
\]

4. Results and Discussion

Figures 2–15 show the averages of the four evaluation metrics. The figures show that the performance varies depending on the missingness mechanisms, size of the dataset, and missing values proportion. This section is divided into three subsections; the first subsection presents error analysis, the second subsection exhibits the imputation time, and finally, the third subsection presents the performance accuracy. Log scale is used in RMSE, MAE, and imputation time comparisons because each of which has a different range of values. With regard to RMSE, MAE, and imputation time metrics, lower value is better, so they are gathered in the same figure. The computational complexity of both CBRL and CBRC is \(O(n)\).
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Figure 12. Comparison between the proposed methods, least squares, stochastic, norm, MICE, Fast KNN and EMI (Poker (10,000) dataset).

Figure 13. Comparison between the proposed methods, least squares, stochastic, norm, MICE, Fast KNN and EMI (Poker (15,000) dataset).
Figure 14. Comparison between the proposed methods, least squares, stochastic, norm, MICE, Fast KNN and EMI (Poker (20,000) dataset).

Figure 15. Comparison between the proposed methods, least squares, stochastic, norm, MICE, Fast KNN and EMI (Poker (50,000) dataset).
4.1. Error Analysis

This subsection shows that CBRL and CBRC present lower errors in most cases. In what following, the error analysis is discussed in detail. Error analysis is represented by evaluating RMSE and MAE. It was remarked from Figures 2b and 3b that the error produced by CBRL equals the error provided by least squares, and MICE. CBRC is worse than CBRL and better than stochastic, norm, Fast KNN, and EMI. From Figure 4b, it observed that CBRC is better in the provided error than other stated methods. Besides, CBRL equals in the provided error to least squares and MICE, and better than stochastic, norm, Fast KNN, and EMI. From Figure 5b, it was observed that CBRL and CBRC are worse than least squares and MICE in the provided error and better than stochastic, norm, Fast KNN, and EMI. CBRC is better than CBRL in MAR, worse in MCAR, and equals to each other in MNAR. In Figure 6b, it was observed that CBRL, CBRC, least squares, and MICE are equals in the provided error, and better than stochastic, norm, Fast KNN, and EMI. In Figure 7b, CBRL, and CBRC are worse than least squares and MICE and better than stochastic, norm, Fast KNN, and EMI in the provided error. CBRC is better than CBRL in the provided error. Figures 8b, 9b, 10b, 11b, 12b, 13b, 14b and 15b, exhibit the error analysis for the BNG_heart_statlog and Poker Hand dataset using random samples of 10,000, 15,000, 20,000, and 50,000 of instances. As a result of taking samples from a dataset, the distribution becomes closer to Gaussian. Both CBRL and CBRC assume that independent features and the target feature have a normal distribution. So, CBRL and CBRC present lower errors on sample datasets. It is a better choice to apply transformers (e.g., Box-Cox and Yeo-Johnson) to the dataset before using any proposed algorithm. The error provided by CBRL, CBRC, least squares, and MICE is better than other stated methods. Also, CBRL is better than CBRC in the provided error.

4.2. Imputation Time

This subsection shows that CBRL and CBRC give better imputation time in most cases. In what following, the imputation time analysis is discussed in detail. Figures 2b and 3b represent small size datasets it was remarked that CBRL and CBRC consume the lowest imputation time than other stated methods. Figures 4b, 5b, 6b and 7b, show that CBRL and CBRC are faster in imputation time than least squares, MICE, Fast KNN, stochastic, and EMI and worse in imputation time than norm. For BNG_heart_statlog sample datasets, Figures 8b and 9b show that CBRL and CBRC are faster than other stated methods. Figures 10b and 11b show that CBRL and CBRC are better than other stated methods in imputation time but worse than norm. For Poker Hand sample datasets, Figure 12b shows that CBRL and CBRC are the fastest methods. In Figure 13b CBRL equals to norm, and better than other sated methods and CBRC is better than other stated methods but worse than norm. Figures 14b and 15b show that CBRL and CBRC are better than all other stated methods but worse than norm.

4.3. Accuracy Analysis

This subsection shows that CBRL and CBRC give better accuracy in most cases. In what following, the accuracy analysis is discussed in detail. The accuracy indicates how the predicted values are close to the real data values. $R^2$ score (higher-value-is better). Figure 2a shows that CBRL equals to least squares and MICE in accuracy performance, and better than stochastic, norm, Fast KNN, and EMI. CBRC is worse in accuracy performance than CBRL, least squares, and MICE, and better than stochastic, norm, Fast KNN, and EMI. Figure 3a shows that CBRL is better in accuracy performance than stochastic, norm, Fast KNN and EMI, and worse than least squares and MICE. CBRC equals to CBRL in accuracy performance. Figure 4a CBRL is better in accuracy performance than all stated methods and worse than MICE. CBRL is better than all methods in accuracy performance and worth than CBRC and MICE. Figure 5a CBRL and CBRC are better in accuracy performance than stochastic, norm, Fast KNN, and EMI, but worse than least squares and MICE. CBRC is better in accuracy performance than stochastic, norm, Fast KNN and EMI, and worse than least squares and MICE. CBRL is better
in accuracy performance than CBRC. Figure 7a shows that in MAR, CBRL and CBRC are better in accuracy performance than least squares, stochastic, norm, Fast KNN and EMI, and equals to MICE. In MCAR, CBRL and CBRC are better in accuracy performance than stochastic, norm, Fast KNN and EMI but worse than least squares and MICE. In MNAR, CBRL and CBRC are better in accuracy performance than stochastic, norm, Fast KNN and EMI, but equals to least squares and MICE. CBRC is better in accuracy performance than CBRL. Figures 8b, 9b, 10b, 11b, 12b, 13b, 14b and 15b, exhibit the error analysis for the BNG_heart_statlog and Poker Hand dataset using random samples of 10,000, 15,000, 20,000, and 50,000 of instances. The results show that CBRL and CBRC equal in performance to least squares and MICE. CBRL and CBRC are better than stochastic, norm, Fast KNN, and EMI.

The results showed that CBRL, CBRC, least squares, and MICE present the lowest error and the highest accuracy. However, CBRL and CBRC are better than least squares and MICE in imputation time. CBRL is faster than CBRC. Least squares is faster than MICE. CBRC outperforms CBRL when data features are highly correlated as shown in Figure 4.

5. Conclusions

The quality of the data has a significant influence on the statistical analysis. Handling missing values in the dataset is a significant step in the data preprocessing stage. In conjunction with providing an impression of the studies associated with handling missing data, two imputation methods, CBRL and CBRC, based on feature selection conditions have been proposed in this paper to improve the quality of the data by utilizing all available features. CBRL depends on selecting the feature with the smallest amount of missing data as the candidate feature. Choosing the feature with the smallest amount of missing data leads to building the model on the largest training data size, which in turn results in decreasing variance and the model is less prone to overfitting. CBRC works the same way as CBRL, except that it selects the feature with the highest correlation with the target feature. Although the correlation relationship between the independent features and the dependent feature is required, collinearity between input features is not required. The imputed feature will be used for imputing another incomplete feature until filling all missing values in all features. The proposed algorithms are easy to implement, work with any dataset at high speed, and do not fail in the imputation regardless of the size of the dataset, amount of missing data, or the missingness mechanism.
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