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Abstract: The healthcare supply chain begins with the production of medical products. Different stages of supply chain flow may have their own objectives. The healthcare supply chain management process can be inefficient and fragmented because supply chain goals are not always matched within the medical requirements. To choose a certain product, healthcare organizations must consider a variety of demands and perspectives. The MRI team contributes a wealth of knowledge to the essential task of improving our clients’ supply chain and logistics performance. MRI is considered the most efficient medical device for the acquisition and treatment of medical imaging. Medical devices and manufacturing are classified as crucial factors for the supply chain in radiology. The objective of this paper is to present an approach that consists of modeling in 3D a segment of a stenosing aorta with a parallel treatment in order to determine the cost and the time of treatment for the reporting, which can be considered a promoter element to optimize the course of supply chain from manufacture to medical industry. Acceleration has sought to reduce the imaging speed in parallel architecture convergence for cardiac MRI. The image computation time is comparatively long owing to the iterative reconstruction process of 3D models. The aim of this paper is to suggest a CPU-GPU parallel architecture based on multicore to increase the speed of mesh generation in a 3D model of a stenosis aorta. A retrospective cardiac MRI scan with 74 series and 3057 images for a 10-year-old patient with congenital valve and valvular aortic stenosis on close MRI and coarctation (operated and dilated) in the sense of shone syndrome. The 3D mesh model was generated in Standard Tessellation Language (STL), as well as the libraries used to operate with Pymesh and Panda, and the time spent in tracing, decomposing, and finalizing the mesh crucially depends on the number of nuclei used in the parallel processing and the mesh quality chosen. A parallel processing based on four processors are required for the 3D shape refinement. To improve the efficiency of image processing algorithms and medical applications acquired in real-time analysis and control, a hybrid architecture (GPU/GPU) was proposed. The response time of parallel processing based on the CPU-GPU architecture used at the mesh level to achieve a 3D model is critically dependent on the number of kernels required.
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1. Introduction and literature

1.1. Healthcare supply chain management

The resources required to deliver goods or services to consumers are referred to as supply chains. Managing the supply chain in healthcare is generally complicated and fragmented. Obtaining resources, managing supplies, and delivering goods and services to doctors and patients are all part of the healthcare supply chain management (Lee et al., 2011). Physical items and information regarding medical products and services typically pass through a variety of independent parties, including manufacturers, insurance companies, hospitals, providers, group buying groups, and various regulatory bodies, in order to complete the process. Radiologists frequently further down the chain of events that lead the patients to receive a particular imaging scan. The notions of accountable care and value-based imaging will be clarified by examining the whole imaging value chain (Pinna et al., 2015) Continuous quality improvement that will enable better clinical outcomes at lower costs. Accountable care entails a keen focus on quality, outcomes, and costs across the entire care continuum, and continuous quality improvement that will enable better clinical outcomes at lower costs (Samuel et al., 2010). The MRI team brings a lot of experience to the critical role of enhancing the supply chain and logistics performance of our clients. The most efficient medical equipment for the acquisition and treatment of medical imaging is magnetic resonance imaging (MRI). Medical equipment and manufacturing are among the most important aspects of the supply chain in radiology, as indicated in Figure 1.

A simulation-based optimization method for identifying important factors for sustainability strategies (Sayyadi & Awasthi, 2018). Innovative value-added manufacturing in sustainable development and how an integrated information system can be designed and implemented to support collaboration has been described (Hao et al., 2018). With the goal of inventory system management, the optimal lot-sizing of replenishments has a cumulative influence on practical economic production quantity (EPQ) models (Ghoraei, Shekarabi et al., 2020) with generalized cross decomposition under the separability approach (Ghoraei et al., 2021). Evaluating and selecting a suitable sustainable supplier is a critical choice that is crucial to the effective management of a sustainable supply chain that consists of a single producer, distributor, and retailer (Shah et al., 2020). This research (Rabbani et al., 2019) presents a unique interval-valued fuzzy group decision model for evaluating supplier sustainability performance in sustainable
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**Figure 1. Supply chain for Healthcare management.**
supply chain management. This study describes a continuous approximation approach for constructing a model that can solve any issue with any size data collection. The piecewise nonlinear issue was solved using a nonlinear optimization method. The solution techniques and the impacts of the factors on decisions and costs were demonstrated through numerical simulations(Tsao, 2015). A supplier, manufacturer, wholesaler, numerous retailers, and collector are all part of a five-level supply chain (SC) are built and optimized. As a result, a multi-stage closed-loop supply chain (CLSC) was created in accordance with green manufacturing principles and a quality control (QC) policy(Amjadian & Gharaei, 2021). Evaluating sustainable mobility projects is difficult. The challenge is complicated by the unique setting, the participation of many stakeholders’ aims, confusion regarding the evaluation method and criteria, and a lack of quantitative data(Awasthi & Omrani, 2019). The presence of many correlated, constantly changing constituents in this system, as well as their dependency and feedback, adds to the complexity of the problem. System dynamics simulations were used to create the data for the policies. The assessment criteria and alternatives were ranked using the ANP (Sayyadi & Awasthi, 2020). The optimal lot-sizing strategy in supply chain management is critical for firms using SC management. SC inventory expenses may be controlled and managed using a good lot-sizing policy (Dubey et al., 2015). Many systems are necessary to complete a sequence of tasks with little more than a few minutes between any two assignments. During the breaks, maintenance action is performed on components to enhance the likelihood of the system successfully completing the following mission (Duan et al., 2018): Many systems are necessary to complete a sequence of tasks with little more than a few minutes between any two assignments. During the breaks, maintenance action is performed on components to enhance the likelihood of the system successfully completing the following mission(Kazemi et al., 2018): A multi-product, multi-buyer supply chain governed by penalty, green, and quality control regulations, and a vendor-managed inventory with a consignment stock agreement. In an integrated multiproduct restricted supply chain, the best batch-sizing policy was found(Gharaei et al., 2019). To deal with the challenge of unpredicted parameters, a hybrid robust possibilistic method for a sustainable supply chain location-allocation network design was proposed, as well as a unique approach to uncertainty with possibilistic programming (Rabani et al., 2020). In the manufacturing setting, the impact of reduced ordering costs and improved process quality was described with the development of a model of a stochastic supply chain with imperfect manufacturing and a manageable defect rate(Sarkar & Giri, 2020). The centralized model serves as a reference point, while the non-coordinated approach is investigated using a wholesale price-only contract. A repurchase contract increases the overall projected profit and shows that the chain can be coordinated through this contract, despite the fact that the chain is subject to interruption(Giri & Bardhan, 2014). Real-world stochastic constraints, such as space constraints, procurement costs, ordering, and combined economic lot-size limitations, can improve the model’s applicability to SCs in the real world. Both the combined economic lot-sizing strategy and the optimal period duration must be determined such that the SC’s overall inventory cost is minimized while stochastic restrictions are met(Gharaei, Karimi et al., 2020), and under demand uncertainty, the supply chain coordination problem comprises one producer and several suppliers with quality differences. The manufacturer is unaware of the quantity of defective components acquired from suppliers, whereas each supplier may calculate the standard deviation of defective products (Yin et al., 2016). It is observed that learning in production has a significant positive effect on the optimal decisions of the closed-loop supply chain(Giri & Masanta, 2020). The goal of the one-machine scheduling issue is to find the optimum sequence for a collection of jobs in a manufacturing system that has only one machine(Gharaei et al., 2015).

1.2. Managerial insights for Supply chain: towards CPU-GPU Parallel Architecture for MRI processing

1.2.1. CPU-GPU parallel architecture

As healthcare organizations seek to improve operational efficiency and reduce costs, performance monitoring of healthcare supply chain management (SCM) has become increasingly essential. Healthcare supply chain management is unique because each stakeholder has its own interests to protect. The objectives of the various phases of supply chain flow may differ. Providers may prefer to use a specific product because that is what they have been trained to use, while hospital
executives want to acquire the most cost-effective, high-quality products available. In order to keep the quality, the main contribution is to describe an approach to improve the performance of MRIs by proposing an advanced methodology of medical imaging treatment based on CFD solvers, 3D modeling with a parallel CPU-GPU architecture. The advancement of high-performance computing systems and the majority of simulations conducted on these platforms have resulted in advances on one level while exposing limitations in existing CFD programs on another. As a result, hardware-aware design and optimizations are essential for fully using contemporary computer resources in our proposed SCM, as shown in Figure 2.

According to the CFD theorem, having finer, and hence more frequent, elements make a more reliable prediction of outcomes at the expense of additional computational time. Increasing computational complexity by integrating specific turbulence equations and other search-relevant variables may have a significant impact on the processing time and code capacity. Therefore, CFD has only recently been embraced as a research solution to laboratory experiments and pure statistical equations, although the latter is only applicable to smaller problems. Computing power has progressed to the point that it is now possible to simulate very controversial needs on a personal computer in a fair period of time. Techniques such as multiple processing limit the computation much further. CFD has a number of significant benefits over theoretical fluid dynamics surveys (EFDs). The first advantage is in architecture and production. Sampling flow data at several locations requires the creation of a cell data sampler or multiple data samplers equipped to cover the area of interest (aorta model in our case). The greatest power of CFD simulations is based on experimental techniques and theorems. Experimental studies may have large-scale values such as strain on a comparatively large test section, velocity profile or average velocity at a point of interest, and particle paths. However, obtaining correct outcomes for the entire model can be costly, time-consuming, and sometimes impractical.(Chen., 2006).

Numerous real-time modeling and real-time computing applications have been created to take advantage of CUDA in the medical industry. AxRecon is a diagnostic medical sight recovery system that enables CUDA to remove constraints using MRI. ELEKS assists medical devices in reducing patient diagnosis time by speeding MRI post-treatment software with CUDA. AGSncr works with CUDA for acceleration and archived gear ratios of up to 20x—40x. The Aetina M3N970M-MN is a 4D ultrasound system that employs CUDA nuclei to achieve sophisticated 3D visualization of ultrasound data using the most recent phase-shift imaging technology (Lippuner & Elbakri, 2011). The modern medical industry generates a vast volume of data, which is then processed using sophisticated algorithms. Medical imaging modalities with MRI usually produce 2D, 3D, and 4D volumes for diagnosis and surgical preparation processes.(Piccialli et al., 2013) (Xu et al., 2018) (Eklund et al., 2013) (Bergen et al., 2015). These considerations involve the use of a high-performance computing device with a massive computational capacity and hardware setup (Deserno et al.,

Figure 2. Supply chain for MRI tools.
Any of the most recent GPU calculations on these medical image analyses can be found in (Kalaiselvi et al., 2017).

This procedure requires parallel processing with a CPU and GPU at the mesh generation level and resolution of the Navier-Stokes equation. Compute Unified Device Architecture2 (CUDA) is a framework released in 2007 to target Nvidia GPU, as co-processors for general-purpose calculations. CUDA designates a processor architecture, a software model, and an API. CUDA is specifically designed for NVIDIA GPUs, whereas Open-CL is designed to work on a variety of architectures, including graphics processors, processors, and digital signal processors (DSPs). These technologies allow the specified functions of a C program to run on the stream processors of the graphics processor. This allows C programs to take advantage of the GPU’s ability to run on large arrays in parallel, while using the processor when appropriate (Rabbani et al., 2019).

CUDA software has two phases that run in a host (CPU) or a computer (GPU). The host code has no data parallelism. The device code implements phases with a high degree of data parallelism. The NVIDIA C (NVCC) compiler is used by CUDA programs to distinguish between the two phases during the compilation process. Our sight to programming model is summarized in Figure 3.

The GPU-CUDA hardware consists of three major components that work together to fully utilize the GPU’s computational power. The CUDA architecture is built up of grids, blocks, and connecting wires, as shown in Figure 1. CUDA can handle a large number of concurrent threads. Threads are organized into blocks, and the blocks are organized into threads. The execution is independent of bodies of the same rank in these three architectural hierarchy stages. A grid is a set of thread blocks that can run independently of each other. Each block has a unique block identifier and is arranged as a 3D array of threads (blockIIdx). The kernel function executes threads, and each thread has a special thread identifier (thread ID) (Tsao, 2015).

The GPU device has multiple memories for executing the threads. Figure 2 depicts various CUDA device memory organizations. Each SM has a number of streaming co-processors (SMs) and a number of streaming processor cores (SPs). Each thread has the ability to access variables in local memory and registers. Each block has its own shared memory size of 16 KB or 48 KB, which is accessible to all block users. When all threads access the same location at the same time, constant memory supports low-latency, high-bandwidth, and read-only access by the device. The cache’s constant size was reduced to 64 KB. To avoid using global memory, texture memory can be used as a type of cache (Amjadion & Gharaei, 2021).

Figure 3 depicts the CUDA run stream. GPU threads are much lighter than CPU threads. The CUDA software begins with the host’s execution. The kernel function creates a huge number of threads in order to perform code parallelism. Before the kernel is started, all required data is passed from the
host to the assigned device's memory. The kernel operation is started by the CPU, and then execution is carried out on the system. The output data would be sent to the host for further processing.

Because our Navier-Stokes solver is already functional on multi-core architectures, the strategy of adding GPU computation to the original code is called strategy (\textbackslash minimal invasion). The minimal invasion strategy means replacing the codes to be optimized by some GPU codes while maintaining the same inputs and outputs. In this way, we will not be able to reach the optimal performance of the GPU, but it is easy to change between the CPU and (CPU/GPU) codes. (Awasthi \& Omrani, 2019)

1.2.2. OpenFOAM tool and CFD solvers
The advancement of high-performance computing systems and the majority of simulations conducted on these platforms have resulted in advances on one level while exposing limitations in existing CFD programs on another. Consequently, hardware-aware design and optimization are essential for fully using contemporary computer resources. The advancement of high-performance computing systems and the majority of simulations conducted on these platforms have resulted in advances on one level while exposing limitations in existing CFD programs. Therefore, hardware-aware design and optimizations are essential for fully using contemporary computer resources (Zakaria et al., 2019). As a result, a heterogeneous decomposition approach was devised and implemented to divide the computational domain among heterogeneous devices, with the goal of balancing the burden of the devices during application execution. This technique combines the OpenFOAM-supported conventional domain decomposition methods with state-of-the-art heterogeneous data-partitioning algorithms. Furthermore, algorithmic advances of the conjugate gradient linear solver (Márquez Damián et al., 2012). OpenFOAM is a CFD framework that allows users to write solvers and tools (for pre- and post-processing) in a high-level programming language. This high-level language refers to writing in a notation that is closer to the mathematical explanation of the problem, freeing the user from the code's internal workings. As a result, to accomplish abstraction from low-level coding, another path must be taken, and the object-oriented programming (OOP) paradigm must be chosen. When compared to strictly procedural approaches, this methodology provides a code that is easier to create, validate, and maintain. In comparison to OpenFOAM, it is entirely written in C++ (Eckel, 2000). To accomplish abstraction from low-level coding, another path must be taken, and the object-oriented programming (OOP) paradigm must be chosen. When compared to strictly procedural approaches, this methodology provides a code that is easier to create, validate, and maintain. In comparison to OpenFOAM, it is entirely written in C++, as shown in Figure 4.

The major advantages of OpenFOAM programming are its modularity and adaptability. The linear algebra kernel module is one of the modules, and it can be found in virtually all PDE solver
programs. The major advantages of OpenFOAM programming are its modularity and adaptability. The linear algebra kernel module is one of the modules, and it can be found in virtually all PDE solver programs. OpenFOAM’s modularity is one of its most appealing features because it allows for a more efficient and adaptable design. It has a large number of solvers that are used in CFD, such as Laplace and Poisson equations, incompressible flow, and compressible flow models, as described in Table 1.

2. Methods and materials
A 10-year-old child with congenital valve and valvular aortic stenosis on sensitive MRI and coarctation (operated and dilated) in the sense of shone syndrome underwent a retrospective cardiac MRI scan with 74 sequences and 3057 scans.

Technically, the reconstruction of the descending aorta was performed with 44 TRICKS angiographic slices in dynamic acquisition on the thoracic aorta

| Table 1. Solvers with OpenFOAM |
|--------------------------------|
| “Basic” CFD codes (Materano et al., 2021),(Benchikh Le Hocine et al., 2021),(Blanco-Aguilera et al., 2020) |
| laplacianFoam | Laplace equation solver for a scalar quantity |
| overLaplacianDyMFoam | Laplace equation solver for a scalar quantity |
| potentialFoam | Potential flow solver which solves for the velocity potential, to calculate the flux-field, from which the velocity field is obtained by reconstructing the flux |
| overPotentialFoam | Potential flow solver which solves for the velocity potential, to calculate the flux-field, from which the velocity field is obtained by reconstructing the flux |
| scalarTransportFoam | Passive scalar transport equation solver |
| Incompressible flow (Tsiolakis et al., 2020),(Deng et al., 2017),(Robertson et al., 2015) |
| adjointOptimisationFoam | An automated adjoint-based optimisation loop. Supports multiple types of optimisation (shape, topology etc) |
| adjointShapeOptimisationFoam | Steady-state solver for incompressible, turbulent flow of non-Newtonian fluids with optimisation of duct shape by applying “blockage” in regions causing pressure loss as estimated using an adjoint formulation |
| boundaryFoam | Steady-state solver for incompressible, 1D turbulent flow, typically to generate boundary layer conditions at an inlet |
| icoFoam | Transient solver for incompressible, laminar flow of Newtonian fluids |
| nonNewtonianIcoFoam | Transient solver for incompressible, laminar flow of non-Newtonian fluids |
| Compressible flow (Modesti & Piazzoli, 2017),(C. Wang et al., 2020),(Ye et al., 2019) |
| rhoCentralFoam | Density-based compressible flow solver based on central-upwind schemes of Kurganov and Tadmor |
| rhoCentralDyMFoam | Density-based compressible flow solver based on central-upwind schemes of Kurganov and Tadmor with support for mesh-motion and topology changes |
| rhoPimpleAdiabaticFoam | Transient solver for laminar or turbulent flow of weakly compressible fluids for low Mach number aeroacoustic applications |
| rhoPimpleFoam | Transient solver for turbulent flow of compressible fluids for HVAC and similar applications, with optional mesh motion and mesh topology changes |
• Infusion sequences after injection
• Cine-fiesta MRI sequences T2 short-axis 4 cavities
• Short-axis late infusion sequences

To develop the mesh, we used the OpenFOAM® box in conjunction with the CFD module. The key benefit of this framework is that it provides an open, scalable GUI with great ease of use for mesh creation and solver adjustment. The accuracy of the analysis was shown as applied to the references and other commercial software. It should be noted that all methods, including mesh generation, numerical simulation, and post-processing, were used. (Kone et al., 2018). Numerical calculations using the OpenFOAM Open Source solver to solve the Reynolds-averaged Navier–Stokes (RANS) equation with the use of a substantial improvement in computational power availability and multi-core operation. Transient simulations with the turbulence model closure model (k - ε) were used in conjunction with a dynamic mesh interface (Nuernberg & Tao, 2018). The key goal of using a computational resolver for compressible Navier-Stokes equations was to demonstrate the predictive capacities of flows in our aortic geometry (Modesti & Pirozzoli, 2017).

We used the Python library (Allam & Krauthammer, 2017) (Lamy, 2017)(Müller et al., 2015) with Anaconda to program and configure the fluid solver with the physical properties of blood.

3. Results
In this section, we will proceed to the first phase of our design, which consists of defining the geometry of the descending aorta in 3D. This step states the reconstruction of the aortic model from the TRICKS sections, as shown in Figure 5 below:

Evidently, the mesh phase necessitates parallel processing across several cores (CPU and GPU). The heterogeneous hardware design CPU-GPU and the execution paradigm result in a number of failures, including underutilization of computational power, connectivity overload between processing units, a lack of portability between architectures, and a lack of energy performance, as found by these issues. The gaps described above in heterogeneous CPU-GPU computing can be filled by collaborating with IT resources. GPGPU computing performance can be increased further if disabled CPU cores can be used by running the kernel on processors and graphics processors cooperatively. In other words, when the GPU runs the kernel, a portion of the GPU workload can be delegated to the CPU cores. As a result, CPU-GPU cooperative computing takes advantage of the parallelism between the GPU and CPU processor (Raju. & Chiplunkar, 2018). Furthermore, Table 2 shows a time estimate for tracing, developing, and finalizing the mesh of the stenosing aorta.

From these simulation results, the time spent in tracing, decomposing, and finalizing the mesh crucially depends on the number of nuclei used in the parallel processing and the mesh quality chosen. For a fine and very fine mesh, a number of processors are acquired at the beginning of the treatment greater than or equal to 4 because these two characteristics require more refinement for the edges of the facets (Titarenko & Hildyard, 2017).

In this section, we explain our motivation to use GPU accelerators in the Navier-Stokes solver (Dollinger, 2015) (Michéa & Komatitsch, 2010) (Xu & Wright, 2016). We designed new algorithms and implementations for GPU fluid solvers, and obtained satisfactory acceleration. We then modified our Navier-Stokes solver to integrate the new GPU versions with certain routines. The resulting Navier-Stokes hybrid (CPU/GPU) solver is operational and can be used on different types of architectures. Experiments using the CPU/GPU solver on compute nodes showed good scalability of the execution time compared to the processor implementation. This algorithm consists of importing mesh geometry in standard tessellation language (STL) format in 3D (D.-X. Wang et al., 2006),(Y. Liu et al., 2017) as well as the libraries necessary to handle it (Pymesh, Pandas ….). The first step is to make a self-scale to resize the mesh size according to the normal
vector because the projection of the normal on two dimensions is performed on two axes. The implementation of the Navier–Stokes equation starts with the definition of the flux cavity (number of units of time, \( p, \mu, v, dx, dy \)) to treat the Newtonian linear case (constant viscosity is equal to \( \mu \) and the velocity in the cavity of the aorta is equal to 1). The simulation of blood characteristics in our 2D mesh geometry depends on two velocity components with normal human blood characteristics: temperature = 37 °C, density between 1.056 and 1.066, viscosity = 0.004 Pa ⋅ s (Pascal) * second). Based on the PyMesh library, we imported the geometry of the mesh (mesh) in Figure 6 in Python. To simplify the calculation, the resolution of a fluid solver (NS) in 2D is implemented through the extraction of the normal vector 3D by projecting it on a 2D axis.

The second step is the creation of the simulation modules for the fluid solver as well as the creation of a module for the calculation (simulation on the mesh) on the CPU during a cardiac cycle, which takes into consideration the maximum ejection speed (0.4 ml/ms) and the maximum filling rate (0.3 ml/ms) according to the clinical assessment. The calculation time for the CPU is shown in Figure 7.

Subsequently, we initialized the number of threads per block at 32 to estimate the GPU cost using the kernel. The number of threads per block in each grid depends on the size of the aortic geometry. The calculation time estimate for the GPU consumed by the fluid solver is implemented with the decorator class with Python in the CUDA environment, as shown in Figure 8.

Figure 5. (a) original TRIKS cardiac sequences acquired with MRI; (b) steps of reconstruction and segmentation of the 3D aorta structure; (c) 3D reconstruction of the descending aorta.
**Table 2. Parallel processing of the mesh of the aorta**

| Parallel processing: number of cores | Time to trace the mesh (s) | Time for decomposition of the mesh (s) | Time for finalizing the mesh (s) | Very worse | worse | moderate | fine | very fine |
|-------------------------------------|---------------------------|---------------------------------------|----------------------------------|------------|-------|----------|------|-----------|
| 1                                   | 2.43                      | 36.26                                 | 76.78                            | X          |       |          |      |           |
| 2                                   | 1.17                      | 17.31                                 | 35.3                             |            |       |          |      |           |
| 4                                   | 0.72                      | 9.72                                  | 21.29                            |            |       |          |      |           |
| 8                                   | 0.43                      | 5.53                                  | 15.18                            |            |       |          |      |           |
| 16                                  | 0.27                      | 3.94                                  | 12.2                             |            |       |          |      |           |
| 1                                   | 2.55                      | 44.24                                 | 94.2                             | X          |       |          |      |           |
| 2                                   | 1.18                      | 19.52                                 | 41.67                            |            |       |          |      |           |
| 4                                   | 0.65                      | 10.82                                 | 25.98                            |            |       |          |      |           |
| 8                                   | 0.48                      | 6.96                                  | 17.77                            |            |       |          |      |           |
| 16                                  | 0.33                      | 4.59                                  | 14.35                            |            |       |          |      |           |
| 1                                   | 16.1                      | 194.14                                | 422.03                           | X          |       |          |      |           |
| 2                                   | 7.33                      | 88.78                                 | 175.96                           |            |       |          |      |           |
| 4                                   | 4.04                      | 47.73                                 | 102.1                            |            |       |          |      |           |
| 8                                   | 2.21                      | 25.17                                 | 66.46                            |            |       |          |      |           |
| 16                                  | 1.41                      | 16.29                                 | 47.57                            |            |       |          |      |           |
| 1                                   | Mesh failure (not enough processors) |                                           |                                   | X          |       |          |      |           |
| 2                                   |                           |                                       |                                   |            |       |          |      |           |
| 4                                   | 19.21                     | 205.76                                | 455.56                           |            |       |          |      |           |
| 8                                   | 10.55                     | 118.21                                | 229.96                           |            |       |          |      |           |
| 16                                  | 6.72                      | 77.28                                 | 207.74                           |            |       |          |      |           |
| 1                                   | Mesh failure (not enough processors) |                                           |                                   | X          |       |          |      |           |
| 2                                   |                           |                                       |                                   |            |       |          |      |           |
| 4                                   | Problem of memory space   |                                       |                                   |            |       |          |      |           |
| 8                                   | 30.21                     | 547.58                                | 1310.28                          |            |       |          |      |           |
| 16                                  | 17.75                     | 341.92                                | 976.82                           |            |       |          |      |           |
We first observe that, as expected, the GPU acceleration can significantly reduce the computation time for all mesh sizes considered. The improvement is quantified using the percentage of acceleration, defined as (Shah et al., 2020) (Michéa & Komatitsch, 2010):

\[
\text{percentage of acceleration} = 1 - \frac{\text{time}(\text{CPU})}{\text{time}(\text{GPU})}
\]  

(1)

Time (GPU) represents the execution time using CPU/GPU parallelism, as shown in Figure 9. The acceleration percentage indicates that GPU parallelism becomes more efficient as the mesh size increases.

4. Discussion

One of the most difficult aspects of contemporary HPC systems is their heterogeneity. Multi-core processors are used in modern CPUs because concurrency is the only way to take advantage of Moore’s law. Furthermore, a strongly coupled multiprocessor system known as symmetric multi-processing is formed when many multi-core processors are joined to a shared main memory (SMP). An SMP may also have access to special-purpose processors, often known as co-processors, such as GPU devices. As previously stated, GPUs provide potential computing capabilities that have advanced against contemporary CPUs. This shift in HPC systems brings with it a slew of new difficulties and methods. Experiments that were mentioned in the previous section analyzed the efficiency of parallel architecture for 3D modeling of the aorta with computation time performed on the Gpu-Nvidia GeForce GT 635 M device and compute capability = 1.2. The speed of medical imaging may have benefited from the compressed detection of MRI, but the reconstruction computation time is relatively long owing to its
iterative process. A parallel architecture based on multicore processors is proposed to accelerate the resolution of the fluid solver in a 3D structure of the aorta. The results of the simulation demonstrate that the acceleration factor cannot approximate the number of processor cores and that the overall reconstruction of the MRI-based could be performed in several seconds. The activity attributed to core CPU stains is considered to be among the reasons that require additional processing time. In addition, tasks may not be completed at the same time. Therefore, it is reasonable for the acceleration factor to be between 3 and 4 with four processor cores (Li et al., 2014).

In several studies, dynamic-parallel, global memory, and shared memory are the three GPU-solver implementations. Because of parallelization benefits, all GPU solvers are faster than CPU (serial) solvers. Compared to previous GPU solvers, the dynamic-parallel solver offers enhanced data security. Modeling with optimization and prediction (Bozorgmehr et al., 2021) Several research results with CPU-CUDA emphasized on improving the efficiency of the mixed Lagrangian–Eulerian (IMLE) method for modeling incompressible Navier–Stokes flows with CUDA programming on multi-GPUs (R. K.-S. Liu et al., 2019). Simulating the complete three-dimensional dissipative dynamics of the quark–gluon plasma with changing starting conditions is computationally costly and usually necessitates some parallelization. A GPU implementation of the Kurganov–Tadmor method for solving the 3 + 1d relativistic viscous hydrodynamic equations with both bulk and shear viscosities. The CUDA-based GPU code is approximately two orders of magnitude faster than the Kurganov–Tadmor algorithm’s comparable serial implementation (Bazow et al., 2018). CPU-GPU cross-platform coupled CFD-DEM approach for complex particle-fluid flows (He et al., 2020). A compared OpenFOAM conjugate gradient, which uses MPI for parallelization, with Cufflink conjugate gradient, uses CUDA to simulate the benchmark as a 3D lid-driven cavity flow scenario with 1,000,000 cells on a cubic mesh. The case is solved using icoFoam on Tesla, which runs for eight time steps and displays the results of parallel icoFoam solver execution for a variety of issue sizes. The number of processors utilized is limited by the number of GPUs accessible to the Tesla system, which is two. The precision used in the 3D cavity test case computation was double precision. The pressure field was determined using a conjugate gradient technique. The performance difference between the CPU and GPU solvers was minimal. This indicates that in a hybrid method, CPUs are suitable for incorporation in the computation alongside GPUs (AlOnazi, 2014).
5. Conclusion
The healthcare supply chain begins with the production of medical products and delivery to a distribution hub. Depending on the product, hospitals can acquire inventory directly from the manufacturer or distributor, or through a group purchasing organization, which creates a purchasing contract with the manufacturer on behalf of the hospital. Depending on the product, hospitals can acquire inventory directly from the manufacturer or distributor, or through a purchasing organization, which creates a purchasing contract with the manufacturer on behalf of the hospital. This paper presents the design and implementation of hybrid solvers and heterogeneous decomposition to improve MRI tool performance. The motivation behind the hybrid solver is to include the CPUs in the computation with GPUs for the 3D MRI aorta model. A hybrid architecture (GPU/GPU) was proposed to improve the performance of image processing algorithms and medical applications acquired in real-time analysis and monitoring. Our interest in accelerating these methods is mainly due to the increase in the intense computation of MRI applications. With parallel processing based on the CPU-GPU architecture used at the mesh level to obtain the 3D model, we concluded that the response time depends crucially on the number of kernels used.
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