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ABSTRACT

Structural health monitoring (SHM) systems use non-destructive testing principle for damage identification. As part of SHM, the propagation of ultrasonic guided waves (UGWs) is tracked and analyzed for the changes in the associated wave pattern. These changes help identify the location of a structural damage, if any. We advance existing research by accounting for uncertainty in the material and geometric properties of a structure. The physics model used in this study comprises of a monolithically coupled system of acoustic and elastic wave equations, known as the wave propagation in fluid-solid and their interface (WpFSI) problem. As the UGWs propagate in the solid, fluid, and their interface, the wave signal displacement measurements are contrasted against the benchmark pattern. For the numerical solution, we develop an efficient algorithm that successfully addresses the inherent complexity of solving the multiphysics problem under uncertainty. We present a procedure that uses Gaussian process regression and convolutional neural network for predicting the UGW propagation in a solid-fluid and their interface under uncertainty. First, a set of training images for different realizations of the uncertain parameters of the inclusion inside the structure is generated using a monolithically-coupled system of acoustic and elastic wave equations. Next, Gaussian processes trained with these images are used for predicting the propagated wave with convolutional neural networks for further enhancement to produce high-quality images of the wave patterns for new realizations of the uncertainty. The results indicate that the proposed approach provides an accurate prediction for the WpFSI problem in the presence of uncertainty.

Keywords Fluid-structure interaction · Ultrasonic guided waves · Gaussian process regression · Super-resolution.
1 Introduction

In the last few decades, maintenance and quality control of infrastructures have come to the forefront of engineering. As such, implementation of a damage identification system not only improves safety, but also minimizes the operational cost. Here, structural damages are defined as changes in the physical or geometric properties, boundary conditions, including those in the system connectivity, which adversely affect the performance of an infrastructure. In general, damage identification systems inform the user about any defect such as corrosion, delamination, or fatigue cracks in the structure in real time. This information can then be used for reactive measures. Additionally, these systems can also inform the user about the state of the structure, including an estimation of the remaining lifetime of the structure.

Structural health monitoring (SHM) is the key component to implementing a damage identification system for a wide range of engineering infrastructures due to its ability to quickly respond to structural damages, improving life-cycle management and reliability by means of timely maintenance. The SHM system examines the state of structural health, providing the data for processing and interpretation, which can be used to estimate the remaining life-time of a structure. There are two types of SHM systems distinguished based on their operation: (a) active SHM, and (b) passive SHM [1]. The active SHM system uses an approach similar to the one in non-destructive testing or evaluation (NDT or NDE) [2, 3], except that sensors in the active SHM system are permanently embedded into the structure [1, 4, 5]. Based on the data provided by these sensors, the active SHM system may provide a recommendation for actions to be undertaken, e.g., to replace a specific part or repair the damage. While passive SHM does not require real-time data, the active SMH system is based on the continuous direct monitoring of the physical behaviour in real time [4, 6]. For a deeper discussion on SHM systems, we refer to [7–9], and the references therein.

Currently, guided waves (GW) propagation approach is considered to be one of the most efficient NDT techniques. These techniques are sensitive to damage/inclusion, and can scan large areas. Accordingly, some studies considered ultrasonic guided waves (UGWs) [10–13], while others Lamb wave propagation [5, 14, 15]. There is an extensive literature that addresses issues related to the GW-based SHM systems from an experimental perspective [16–20]. Historically, a GW-based SHM system has been represented by simulating a theoretical wave propagation model (e.g., Helmholtz, Lamé-Navier equations). Such an SHM system can identify and localize damage/inclusion by comparing the signal received at receiver sensors and the output of the physical model [18–21]. However, there is a disproportionally small amount of modeling studies for this problem. This is despite the inherent advantage of mathematical modeling in structural damage identification. More specifically, it would allow evaluating a vast amount of alternative scenarios to prevent and manage any potential structural damage in a timely manner. The scarcity of studies, in part, can be explained by the associated modeling complexity. Recently, a subset of the authors [22–25] proposed a monolithically coupled system of acoustic and elastic wave propagation problem with or without fluid-structural interaction (FSI) effect to understand quantitatively and phenomenologically UGWs propagation and influence of the geometrical and mechanical properties of the inclusion and media.

In the current paper, we focus on an ultrasonic wave propagation problem for a rigid solid plate in the absence of vibrations. That is, we consider the wave propagation in fluid-solid and their interface (henceforth, the WpFSI problem) [22, 24]. To address the WpFSI problem in a rigid/ideal fluid-solid domain, we need to consider the fluid-solid interface effect throughout the modeling process, where the acoustic and elastic wave propagation models are fully coupled. Furthermore, the WpFSI problem considered in this paper allows gaining deeper understanding of the behavior of the UGWs propagation in solid-fluid, solid- solid, and their interface with or without any damage or inclusion through the solution of the associated nonlinear multiphysics problems. In particular, UGWs propagation pattern changes at the solid-fluid or solid-solid interface based on the number, location, size and material properties of the inclusion. However, due to the variations in external factors, such as material properties of the medium and inclusion, damage location, humidity, temperature [26, 27], vibration [25], random noise, etc., uncertainties in UGWs propagation persist. Because of the complex nature of UGWs propagation, these uncertainties are challenging and computationally expensive to incorporate in a physical wave propagation model.

In the age of data, predictions using data-driven methods have found immense popularity. Among these methods is Gaussian process regression built from data and used for interpolation [28]. This approach for building a data-driven model is also known as kriging and has been applied to a variety of scientific problems, such as, geostatistics [29], machine learning [28, 30], design optimization [31–33], and so on. On the other hand, neural networks used for approximating functions [34] have found recent popularity within the scientific community [35]. In [36, 37] neural networks are trained by minimizing a loss function that adds a contribution from the error in satisfying the governing differential equations. This approach was used for the propagation of seismic waves in [38]. Convolutional neural networks and recurrent neural networks were used to simulate the wave dynamics in [39] and [40], respectively. For seismic wave simulation, [41] used convolutional neural networks. The procedure to generate a high-quality image with more details from a low-quality image is known as the super-resolution [42]. Convolutional neural networks
were shown to perform this procedure efficiently in [43, 44]. [45] used generative adversarial networks (GANs) [34] for super-resolution to generate high-resolution meteorological data from low-resolution images. GANs were trained in [46] to generate images of the seismic wave propagation. [47–49] used neural networks for UGW based damage identification and localization. For a detailed list of publications on machine learning assisted modeling for physical problems, we refer the readers to [50].

In uncertainty quantification of physical systems, [51] used the dropout strategy [52], which ignores some of the connections in the networks with a probability for model and parametric uncertainty. Recently, [53] and [54] used transfer learning techniques and convolutional neural networks for uncertainty quantification of physical systems. However, these studies do not address the prediction of UGW patterns when uncertainty is present in a WpFSI problem. There are few studies on applied fluid-structure interaction (FSI) problems that use machine learning techniques to predict the flow. Among them, [55] developed a hybrid data-driven technique for unsteady FSI problems, relying on the deep learning framework for long-term prediction of unsteady flow fields in a freely vibrating bluff body subjected to a wake-body synchronization. [56] employed neural networks in the Galerkin-free reduced-order modeling of the FSI applications.

As the solution of the associated multiphysics model for UGW propagation in solid-fluid and their interface imposes large computational costs, it limits the use of structural health monitoring methods for practical systems. To alleviate this issue, herein, we propose a method that improves on existing modeling approach by using Gaussian process regression and convolutional neural network for predicting UGW propagation in a solid, fluid, and their interface, in the presence of uncertainty in material and geometric properties. First, a set of training images for a small number of realizations of the uncertain properties of the fluid inclusion inside a solid plate is generated using a monolithically-coupled system of acoustic and elastic wave equations [24]. For a new realization of the uncertainty, we use an interpolation scheme using Gaussian process regression to generate an approximate image of the propagated wave through the plate. The quality of the propagated wave pattern is further improved through super-resolution using convolutional neural networks. When validated with a separate dataset of propagating UGW, the results indicate that the proposed approach provides an accurate prediction for the WpFSI problem.

2 Background

In this section, we first briefly describe the multiphysics model of the coupled wave propagation problem in the FSI domain, i.e., the WpFSI problem. Next, we introduce on Gaussian process regression and convolutional neural networks that are used in this paper to predict high-resolution images of propagating wave patterns.

2.1 Physics Model

![Figure 1: Schematic representation of the WpFSI computational solid domain with a liquid inclusion at time t = 0](image)

Let \( \hat{\Omega} := \hat{\Omega}(t) \subset \mathbb{R}^d \), \( d = \{2,3\} \) be a time-dependent bounded domain with Lipschitz boundary, \( \hat{\Gamma} \subset \mathbb{R} \). The computational domain \( \hat{\Omega}(t) \) is comprised of two time-dependent sub-domains \( \hat{\Omega}_s(t) \) and \( \hat{\Omega}_f(t) \), i.e., \( \hat{\Omega}(t) = \hat{\Omega}_s(t) \cup \hat{\Omega}_f(t) \), where, suffixes “\( f \)" and “\( s \)" are used to indicate the fluid and solid related terms, respectively. These two sub-domains do not overlap, i.e., \( \hat{\Omega}_s(t) \cap \hat{\Omega}_f(t) = \emptyset \), and the corresponding solid-fluid common interface is denoted by \( \hat{\Gamma}_i = \hat{\Gamma}_s \cap \hat{\Gamma}_f \subset \mathbb{R} \). The outer boundaries \( \hat{\Gamma}_D \) are fixed (homogeneous Dirichlet boundary condition). Wave signal
displacements and velocities on the outer boundaries are set to zero. For brevity, to highlight time-dependent variables, we use a circumflex symbol (i.e., "\(\hat{\cdot}\)) and omit an explicit indication of the time-dependence in the rest of this paper.

The initial configuration (namely the reference domain at time \(t = 0\)) is illustrated in Figure 1. In this paper, we denote the reference domain, boundaries, and common solid-fluid interface without any circumflex symbol. Furthermore, a non-vanishing disc-shaped piezoelectric actuator \(f_x\) is embedded into the geometric center \((0,0)\) of a solid plate \(\Omega_s\). The corresponding outward normal vectors at the solid-fluid interface are henceforth denoted by \(n_s\) and \(n_f\)

For the coupled elastic-acoustic wave propagation (WpFSI) problem in the solid or fluid domain \([22, 24]\), the following spaces1 are employed as \(L_X := L^2(X), L^0_X := L^2(X)/\mathbb{R}, V_X := H^1(X), V^0_X := H^1_0(X)\), where \(X\) can be used as \(X := \Omega_s\) or \(X := \Omega_f\). Since we use the variational-monolithic coupling method \([22, 57, 58]\) to generate the training dataset, the wave signal displacements and velocity spaces are extended to the entire domain \(\Omega = \Omega_s \cup \Omega_f\), which makes it more convenient to work with global \(H^1\) function spaces. For the WpFSI problem, we work with the global \(H^1\) function space \(V^0_\Omega := \{u \in H^1(\Omega)^2 : u = 0 \text{ on } \Gamma_D\}\). Therefore, coupling conditions for the WpFSI problem in the variational formulation are automatically satisfied. Furthermore, for the time-dependent domains, we denote the corresponding spaces with a circumflex symbol ("\(\hat{\cdot}\)) notation.

Next, we introduce the vector-valued elastic wave equation for the UGWs propagation in the structure, and the acoustic wave propagation in terms of wave displacement in the fluid (see Appendix II). We formulate a symmetric system of equations, which is characterized by the displacement in both domains, for direct coupling of acoustic and elastic wave propagation problems (see Figure 2). In addition, to ensure that the problem is well-posed and is physically sensible

we introduce coupling conditions. For the coupled formulation of the UGWs propagation problem in solid-fluid and their common interface, it is the balance between the normal components of displacements and forces on the common interface \(\Gamma_i\) between the solid and fluid domains that needs to be ensured. This is achieved via the conditions

\[
\begin{align*}
J\sigma_s F^{-T} n_s + c^2 J\rho_f (\nabla u_f F^{-1}) F^{-T} n_f &= 0 & \text{on } \Gamma_i, \\
u_s &= u_f & \text{on } \Gamma_i,
\end{align*}
\]

which relate to a Neumann-like boundary condition for the structure. To summarize, by combining the acoustics and elastic wave equations with the interface and boundary conditions, the coupled wave propagation problem in fluid, solid and their interface (cf. the WpFSI problem) is formulated. Here, the WpFSI problem describes the UGWs propagation in the computational domain using the principle of nondestructive evaluation. The associated variational form of the WpFSI problem is given below \([23–25]\).

\[\text{Figure 2: For the physics model of the WpFSI problem a monolithic coupling in the arbitrary Lagrangian-Eulerian (ALE) framework is used (see Appendix I). Here, } \rho \text{ is density, } u \text{ is the wave displacement, } v \text{ is the wave velocity, } c \text{ is the wave speed, } \zeta \text{ is auxiliary variables from mesh motion PDEs model (see Appendix II), } F \text{ is the deformation gradient, } J \text{ is the deformation determinant gradient, and suffixes "s" and "f" are used to indicate the solid and fluid related terms, respectively.}\]
2.2 The Coupled Wave Propagation (WpFSI) Problem

Find the global ultrasonic wave signal displacement $u \in V^0_\Omega$, velocity $v \in L_\Omega$, and auxiliary variables $\zeta \in V_\Omega$, such that the initial conditions $u(0) = u^0$ and $\partial_t u(0) = \partial_t^0$ are satisfied, and for almost all time $t \in I_1$ it holds that

\[
\begin{align*}
(p\partial_t v, \phi^v)_{\Omega} + (J_{\partial_\Sigma} F^T, \nabla \phi^v)_{\Omega} - (J_{\partial_\Sigma} F^T, \nabla \phi^v)_{\Omega} &= 0 & \forall \phi^v \in V^0_\Omega, \\
(J p (F^{-1} w \cdot \nabla) v, \phi^v)_{\Omega} + (2 J p (\nabla u F^{-1}), \nabla \phi^v)_{\Omega} &= 0 & \forall \phi^v \in V^0_\Omega,
\end{align*}
\]

(2)

where $\phi^v$, $\phi^w$, and $\phi^\zeta$ are test-functions, and $w = \partial_\Sigma u_f$ is a mesh velocity driven by the external loads $f_a$. This allows us to link the WpFSI problem to the additional multiphysics problem, e.g. the FSI problem that can describe the solid deformation due to the ambient or internal fluid flow [23–25]. All the quantities can be found in Appendices I-III. The test-functions for the fluid and the solid sub-domains belong to the global test space $V^0_\Omega$. Accordingly, the Neumann coupling conditions at the interface are satisfied (in a variational way) and the following condition is implicitly accounted for in the WpFSI problem (see (2)) as

\[
\begin{align*}
\langle g_s, \phi^\zeta \rangle_{\Gamma_t} + (J g_f F^T, \phi^v)_{\Gamma_t} &= 0 & \mbox{on } \Gamma_t.
\end{align*}
\]

(3)

2.3 Gaussian Process Regression or Kriging

In Gaussian process regression, we assume that the measured data $y = [y_1, \ldots, y_N]^T$ is generated according to a Gaussian process and can be given by

\[
y_i = f(\xi_i) + \varepsilon_i, \quad i = 1, \ldots, N,
\]

(4)

where $\varepsilon$ is independent zero-mean Gaussian noise with variance $\sigma^2_n$. A zero-mean Gaussian process $f(\xi) \sim G\mathcal{P}(0, \kappa(\xi, \xi'))$ with covariance function $\kappa(\xi, \xi')$ is written using a Gaussian distribution [28]

\[
\left\{ \begin{array}{c} f(\xi) \\ f(\xi') \end{array} \right\} \sim \mathcal{N} \left( \begin{array}{c} 0 \\ K + \sigma^2_n \mathbf{I} \end{array} \right) \cdot \left( \begin{array}{c} \kappa(\xi, \xi) \\ \kappa(\xi, \xi') \end{array} \right),
\]

(5)

Hence, we can write the joint probability density for prediction at $\xi'$ as

\[
\left\{ \begin{array}{c} y \\ f(\xi') \end{array} \right\} \sim \mathcal{N} \left( \begin{array}{c} 0 \\ K + \sigma^2_n \mathbf{I} \end{array} \right) \cdot \left( \begin{array}{c} \kappa(\xi', \xi) \\ \kappa(\xi', \xi') \end{array} \right),
\]

(6)

where $\mathbf{I}$ is the identity matrix, $K$ is the $N \times N$ covariance matrix for the input $\{\xi_i\}_{i=1}^N$ with $K_{ij} = \kappa(\xi_i, \xi_j)$, and $k_{i'}$ is the $N \times 1$ covariance vector between $\xi$ and $\xi'$ with $k_{i',j} = \kappa(\xi_i, \xi_j')$, and $\kappa(\cdot, \cdot)$ is the posterior density of $f(\xi')$ is given by $f(\xi')|y \sim \mathcal{N}(f', \sigma^2_f)$, where $f' = k_{i'}^T [K + \sigma^2_n \mathbf{I}]^{-1} y$ and $\sigma^2_f = \kappa(\cdot, \cdot') - k_{i'}^T [K + \sigma^2_n \mathbf{I}]^{-1} k_{i'}$.

Table 1: Examples of covariance kernels used in Gaussian process regression.

| Kernel             | $\kappa(\xi, \xi')$ | Hyperparameters |
|--------------------|----------------------|-----------------|
| Radial basis       | $\gamma^2 \exp \left( -\frac{||\xi - \xi'||^2}{2\tau^2} \right)$ | $[\gamma, \tau]$ |
| Rational quadratic | $\gamma^2 \exp \left( 1 + \frac{||\xi - \xi'||^2}{2\tau^2} \right)^{-\tau}$ | $[\gamma, \tau]$ |
| Matern             | $\gamma^2 \frac{2^{1-q} \Gamma(q)}{\sqrt{2\pi}} B_v \left( \frac{\sqrt{2}||\xi - \xi'||}{\tau} \right)^q$ | $[\gamma, \tau, \nu]$ |
| White noise        | $\gamma^2 \delta(\xi - \xi')^+$ | $\gamma$ |

\* $\Gamma(\cdot)$ is the Gamma function; $B_v(\cdot)$ is the modified Bessel function of the second kind.
\+ $\delta(\cdot)$ is the Kronecker delta function.

There are many choices for the covariance function. Some of them that are tried in this paper are listed in Table 1. The hyperparameters in the kernel $\kappa(\cdot, \cdot)$ and the noise variance $\sigma^2_n$ are estimated from the measurement data by maximizing the likelihood function or its logarithm given by

\[
\log p(y|\theta_{gp}) = -\frac{1}{2} y^T (K + \sigma^2_n \mathbf{I})^{-1} y + \frac{1}{2} \log |K + \sigma^2_n \mathbf{I}| + \frac{N}{2} \log(2\pi),
\]

(7)

where $\theta_{gp}$ is a vector consisting of the hyperparameters of the covariance kernel and $\sigma^2_n$.  

5
2.4 Neural Networks

Neural networks are popularly used for approximating functions in the scientific machine learning community. In its standard form (i.e., a feed-forward neural network), a neural network uses an affine transformation followed by a nonlinear one in every neuron. Multiple neurons are then arranged in layers which are then placed between the input and output layers. Hence, a neural network with \( N_H \) hidden layers models the relation between the input \( x \) and output \( y \) as follows

\[
y = F_0(\sigma(F_{N_H}(\ldots \sigma(F_1(x; \theta_1)) \ldots); \theta_{N_H}); \theta_0),
\]

where \( \{\theta_i\}_{i=1}^{N_H} \) are parameters of the \( N_H \) hidden layers; \( \theta_0 \) is the parameter of the output layer; \( F_i \) for a standard neural network is an affine transform but for a convolutional neural network it involves a convolution operation and for a residual neural network involves inputs from previous layers; and \( \sigma \) is a nonlinear function known as activation. Most commonly used activation function is rectified linear unit (ReLU) given by \( \max(0, z) \) for an input \( z \). In this section, the convolution neural network used in this paper is briefly discussed next.

2.4.1 Convolutional Neural Network (CNN)

In convolutional neural networks, a kernel \( \Psi \) corresponding to a layer is learned for a two-dimensional input \( x \) such that the output of the layer is given by

\[
z_{ij} = \sum_q \sum_r x_{i-q,j+r} \Psi_{qr}.
\]

This representation reduces the number of parameters in the network for a kernel of size smaller than the size of the input resulting in sparse connectivity and reducing chances of overfitting. Note that in software tools, such as PyTorch [59], cross-correlation is used instead of the convolution, which is given by

\[
z_{ij} = \sum_q \sum_r x_{i+q,j+r} \Psi_{qr}.
\]

A schematic of this procedure is shown in Figure 3. Note that the kernel in (10) is two-times reflected version of the kernel in (9). We denote the above operation in short using the \( * \) symbol, i.e., \( z = x*\Psi \). Often the convolution in (9) or cross-correlation in (10) is followed by a maxpooling, where the maximum over a window is selected to downsample the output \( z \). In one layer of CNN, the convolution operation is followed by the use of an activation function and then the maxpool operation as shown in Figure 4. In one variation of the network, known as the residual network or ResNet, the output from a previous layer is directly added to the output from the current layer. This architecture is shown to be effective for image processing [60]. In this paper, we use this residual architecture of CNN to further enhance the images obtained from the Gaussian process regression.

2.4.2 Training of a Neural Network

The mean-squared error between the prediction from the network and the training dataset \( D_{tr} = \{x_i, y_i\}_{i=1}^{N_{tr}} \) given by

\[
J = \frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} \left\| y_i - M_{NN}(x_i; \theta) \right\|^2,
\]

where \( M_{NN}(\cdot; \cdot) \) is the prediction from the neural network, is used as the cost function to train a neural network to optimize the parameters \( \theta \). In the case of a CNN, the parameter consists of the kernel \( \Psi \) and any bias if present.
Stochastic gradient descent and its variants [61] are common choices for the optimization algorithm, where at $k^{th}$ iteration, we update the parameters as follows

$$\theta^{(k+1)} \leftarrow \theta^{(k)} - \eta \frac{\partial J}{\partial \theta^{(k)}}.$$  

(12)

Here, $\eta$ is the step size also known as the learning rate. In this paper, we train the neural network used for super-resolution using the Adam algorithm [62, 63], a variant of the standard stochastic gradient descent.

### 2.5 Image Quality Assessment

In this paper, we compare the quality of the predicted images with the true results using the structural similarity (SSIM) index, a commonly used metric in image quality assessment. In [64] the SSIM index between images $I_1$ and $I_2$ is defined as

$$S(I_1, I_2) = \frac{(2\mu_1\mu_2 + c_l)(2\sigma_{12} + c_c)}{(\mu_1^2 + \mu_2^2 + c_l)(\sigma_1^2 + \sigma_2^2 + c_c)},$$

(13)

where $\mu_1$ and $\mu_2$ are the mean intensity of the images $I_1$ and $I_2$, respectively; $\sigma_1$ and $\sigma_2$ are the standard deviation of intensity of the images $I_1$ and $I_2$, respectively; and $c_l$ and $c_c$ are small constants to avoid division by zero. This index has a range of $[-1, 1]$ with +1 for a perfect match and −1 for an imperfect match. For images with multiple channels, an average over all the channels is used. We use this index to compare the images obtained from the proposed method with the true images in the validation dataset.

### 3 Machine Learning based Framework for Prediction of Ultrasonic Guided Wave Propagation

In this paper, we propose a method for generating images of ultrasonic guided wave propagation at discrete time instances in the presence of an inclusion inside the medium. We further assume that there are uncertainties in the medium properties and the inclusion’s geometry. The steps of the proposed machine learning based approach that includes the use of Gaussian process regression and deep neural networks are outlined next. Note that once trained, the proposed framework can produce high-resolution images of the propagated wave patterns for different realizations of the uncertain parameters at a negligible computational cost compared to solving the multiphysics model in the previous section.

#### 3.1 Step I: Prediction of Field Variables using Gaussian Process Regression

A training dataset $D_{tr} = \{\xi_i, I_i\}_{i=1}^{N_{tr}}$ of either images or field variables from simulations of the multiphysics model of the ultrasonic guided wave propagation is generated using the method described in the "Training and Validation Datasets" section, where each of these instances $I$ has values at $H \times W$ coordinates and in total for $C$ field variables or channels. A family of Gaussian processes $\{\mathcal{GP}_i\}_{i=1}^{N_{gp}}$ for $N_{gp} = CHW$ is trained for predicting an $I_{pred}$ of the propagated wave for a realization of the uncertain variables $\xi_{pred}$. Hence, the computational cost of this step is proportional to $CHW$. To avoid a large $CHW$ and significant prediction cost we only generate field variables in this step with moderate resolution. Then, in the next step, we use neural networks to generate more enhanced high-fidelity results in a procedure known as super-resolution as described below. Apart from reducing the computational cost of
training the family of Gaussian process, super-resolution also helps in identifying the wave pattern better, as can be seen in the numerical examples. Further, it removes the requirement of generating high-quality images from a finer mesh for training the Gaussian processes. Note that a single GP for the whole domain does not produce accurate predictions for the WpFSI problem studied here and hence we choose to use a family of Gaussian process \( \{ GP_i \}_{i=1}^{N_{gp}} \).

### 3.2 Step II: Use of a Cascading Residual Network

To further enhance the images and produce a high-fidelity prediction of the propagated wave pattern, the images obtained from Step I are further enhanced in this step using a procedure, known as the super-resolution (SR), with the help of a cascading residual network (CARN) following [65]. Herein, a global cascading is used to generate the output image as

\[
y_k = \left[ y_0, \ldots, y_{k-1}, F_{local}^{\text{res}}(y_{k-1}) \right] * \Psi_k + b_k; \quad k = 1, \ldots, N_g,
\]

(14)

where \( * \) denotes the convolution or cross-correlation operation as defined in the background section; \( y_0 = x * \Psi_0 + b_0 \) is the output from the first convolution operation; and \( F_{local}^{\text{res}}(\cdot) \) is the output from the local cascade. In the local cascade the output is

\[
F_{local}^j(y_k) = \left[ I, F_{local}^0, \ldots, F_{local}^{j-1}, F_{res}^{j}(F_{local}^{j-1}) \right] * \Psi_{local}^j + b_{local}^j; \quad j = 1, \ldots, N_l,
\]

(15)

where \( F_{local}^0 = y_k; \) \( F_{res}^{j} \) is the output from the residual layer; and \( \Psi_{local}^j \) and \( b_{local}^j \) are kernel and bias for the \( j \)th layer of the local cascade, respectively. Herein, the residual output is obtained after two convolution operations as follows

\[
F_{res}^i(F_{local}^{j}) = \sigma \left( \ldots \left( \sigma \left( F_{local}^j * \Psi_{1}^{\text{res}} + b_{1}^{\text{res}} \right) \right) * \Psi_{i}^{\text{res}} + b_{i}^{\text{res}} + F_{local}^j \right); \quad i = 1, \ldots, N_r,
\]

(16)

where \( \Psi_{res}^j \) and \( b_{res}^j \) are kernel and bias of the \( j \)th convolution, respectively. Figure 5 shows the local cascade with \( N_l = 3 \) implemented herein that uses residual blocks with \( N_r = 3 \) consisting of two \( 3 \times 3 \) group convolution followed by a \( 1 \times 1 \) convolution as suggested in [65]. The global cascade similarly use three \( 1 \times 1 \) convolution (i.e., \( N_g = 3 \)) after every local cascade block. In the absence of a large quantity of high-quality images of the WpFSI problem, we use 1000 diverse 2K resolution (DIV2K) images from the dataset described in [66], a commonly used dataset to train super-resolution neural networks, to train the CARN. Note that the CARN needs to be trained once. The same network is used for all numerical examples in this paper.

### 3.3 Training and Validation Datasets

To generate the training and validation datasets, we solve the WpFSI problem (i.e., (2) in the "Physics Model" section). In this work, we focus on an idealized (simplified) case, where the structure remains in its initial position and the
acting force, e.g., the FSI effect, is negligible. Thereby, there is no solid mesh deformation due to the additional force. As a result, the deformation gradient and its determinant become $F := I$, and $J := \det(F) = 1$. The variational (or weak) formulation is subsequently prescribed in an arbitrary reference domain. In line with [22], [58], and [25], we apply the Rothe method for the problem, where finite difference method is used for the temporal discretization and spatial discretization is performed based on a standard Galerkin finite element approach. More specifically, the time discretization is done by using the well-known shifted Crank-Nicolson scheme [58, 67] with the time step size, $\Delta t = 10 \mu s$ and the total time $T = 3$ ms. Space-discretization is done via global refinement iteration into 67,450 quadratic-mesh cells. Here, each cell has 73 local degrees of freedom (DOFs) [23]. This nonlinear problem is solved

![Diagram of the monolithic coupling in ALE framework](image)

**Figure 6:** Schematic representation of a monolithic coupling and solution technique for the WpFSI problem. Here, in fully discretized form $U_h^{n+1} = \{u_h^{n+1}, v_h^{n+1}, \zeta_h^{n+1}\}$, and the nonlinear residual $R(\cdot)$ are defined in [22, 24, 25].

by using a Newton-like method (see Figure 6). We apply the direct solver UMFPACK [68] for the solution of the linear system of equation at each Newton step (see Figure 6). The tolerance (TOL) for the residual-based Newton’s method [67, 69] is set to $10^{-16}$. The implementation is accomplished by means of the software library package DOPeLIB [70] and deal.ii [71].

The ultimate goal of tests conducted in this section is to present the tracking of the UGWs propagation in solid-fluid and their interface under uncertainty. The geometry of a square-shaped solid plate that is used for the numerical simulation is defined as follows. The plate has a length $L$ and a breadth $B$ aligned to the $x$-axis and the $y$-axis, respectively. Here, we assume $L = B = 0.35$ m. This plate is aligned in a Cartesian coordinate system; the solid domain is defined by $\Omega_s := (-0.175, -0.175) \times (0.175, 0.175)$. To foster comparison, the numerical simulations share the same configuration as above. Besides, all feature the non-vanishing disc-shaped piezo burst signal force $f_s$ [24, 69] (see Appendix III), which has a radius of 7.5 mm and is located at the geometric center $(0, 0)$ of the solid plate. For the purpose of visualisation of the wave displacement field component, a normalized color gradient with three channels: green, blue, and red is used. The displacements are normalized between $-1$ and $1$. For a schematic of different component of a propagated UGW patterns see Figure 13a in Appendix III.

Figure 7a illustrates the wave signal displacement field component $u_s$ of a five-cycle symmetric $S_0$ Lamb wave burst signal on the top surface (e.g., $xy$ plane) of a solid plate with a circular shape fluid inclusion to mimic mechanical damage under uncertainty in the base material properties. To understand the consequences of alternative base material properties, we compare results at a given time $t = 3.0$ ms. In Figure 7a, we depict the propagation of a symmetric wave package through a circular-shaped inclusion under four different base material specifications (e.g., $E_Y$, $\rho_s$, and $\nu_s$). Among these cases, we observe distinct wave propagation speeds, frequencies, wavelength, and amplitudes of the same Lamb wave burst signal as it passes from its origin to the boundary. In addition, as evident from Figure 7, when wave signal approaches the fluid inclusion, it is partly reflected, part of it propagates further through the

![Ultrasonic guided wave propagation under uncertainty](image)
(a) Wave propagation in a solid plate with a circular shape inclusion under uncertainties in the material properties (see Table 2) at time, $t = 3$ ms. (i) $E_{Y_s} = 500$ kN/m², $\nu_s = 0.4$, $\rho_s = 1000$ kg/m³ (ii) $E_{Y_s} = 508.43$ kN/m², $\nu_s = 0.3086$, $\rho_s = 999.78$ kg/m³ (iii) $E_{Y_s} = 489.28$ kN/m², $\nu_s = 0.3338$, $\rho_s = 1002.48$ kg/m³ (iv) $E_{Y_s} = 510.33$ kN/m², $\nu_s = 0.4489$, $\rho_s = 1008.27$ kg/m³

(b) Wave propagation in a solid plate with a circular inclusion under uncertainties in the material properties (see Table 2) and circular inclusion’s radius, $r_c$ (see Table 4) at time, $t = 3$ ms. (i) $r_c = 0.0060$, $E_{Y_s} = 489.28$ kN/m², $\nu_s = 0.3338$, $\rho_s = 1002.48$ kg/m³ (ii) $r_c = 0.0053$, $E_{Y_s} = 506.89$ kN/m², $\nu_s = 0.4174$, $\rho_s = 1001.53$ kg/m³ (iii) $r_c = 0.0146$, $E_{Y_s} = 501.19$ kN/m², $\nu_s = 0.3878$, $\rho_s = 1006.36$ kg/m³ (iv) $r_c = 0.0085$, $E_{Y_s} = 494.34$ kN/m², $\nu_s = 0.4461$, $\rho_s = 997.99$ kg/m³

(c) Wave propagation in a solid plate with uncertainties in the inclusion shape at time, $t = 3$ ms. The material properties of the solid plate are $E_{Y_s} = 500$ kN/m², $\nu_s = 0.4$, $\rho_s = 1000$ kg/m³. (i) No inclusion, (ii) circular inclusion, (iii) square shape inclusion, and (iv) rectangular inclusion

Figure 7: The wave displacement field component $u_x$ in a solid plate with a fluid inclusion.

Inclusion, turning into acoustic wave signals. It is worth noting that the wave signal reflections from the solid to a fluid exceed those from the fluid to the solid. Here, the magnitude of the reflected wave signal frequency is dependent upon the difference between the densities and the wave speeds of the materials; the wave signal reflections are relatively stronger for the stiffer structures. Due to these additional reflected wave signals implementation of machine learning technologies becomes more challenging. For more details about wave propagation behaviour in a solid-fluid domain, we refer the readers to [22], and [24].

Next, Figure 7b illustrates the wave propagation behaviour under uncertainty in the base material properties and the dimension of the circular-shaped fluid inclusion. In this case, the Lamb wave burst signal propagates with different wave propagation speed, frequency, amplitude, etc. In addition, we observe the reflection of an additional wave package with different patterns due to distinct dimensions of the inclusion. In Figure 7c, we illustrated the displacement component $u_x$ of a five cycle Lamb wave burst signal in a solid plate with different types of fluid inclusions. Here, the material properties of the fluid inclusion is characterized by density, $\rho_f = 1 \times 10^3$ kg m⁻³, and viscosity, $\nu_f = 1 \times 10^{-3}$ m²s⁻¹. Due to the different types of inclusions and different shapes of the solid-fluid common interface, the wave
signal passes through the inclusion with distinct amplitudes and wavelengths. In addition, as the wave propagates from the base domain to the inclusion through the solid-fluid common interface, strong reflections occur.

4 Numerical Illustrations

Two numerical examples are used to illustrate the proposed approach in this paper. In the first example, we assume uncertainty is present in the material properties of the solid plate. In the second example, we further add uncertainty in the geometry of the inclusion. The dataset that we use here consists of images of the displacement component $u_x$ of the propagating wave.

4.1 Example I: Uncertainty in material properties

In our first example, the uncertainty is assumed in the material properties of the solid plate with known probability distribution functions as given in Table 2. We use three different inclusion geometry, namely, circle, square, and rectangle to illustrate the proposed approach. The training dataset $D_{tr}$ and the validation dataset $D_{val}$, contain 50 and 30 sets of images for a time instance and a particular geometry of inclusion, which corresponds to (in total) 80 realizations of the material properties according to their probability distributions given in Table 2. The training dataset $D_{tr}$ is used to train the Gaussian processes $\{GP\}_{i=1}^{N_{gp}}$ for $N_{gp} = CHW$. For these images, we have $C = 3$, $H = W = 270$ to keep the computational cost of Step I reasonable. On the other hand, the validation dataset $D_{val}$ contains images that are used to compare the output of the proposed approach. We use a Matern kernel with $\gamma = 1.0$, $\tau = 1.0$, and $\nu = 1.5$ (see Table 1) for the Gaussian process. In Step II, we use the neural network described in the previous section that is trained with 1000 open-source high-resolution images from the DIV2K dataset [66]. Note that the neural network is trained only once and is used for the next example as well. This trained network can further be used for future exercises. This step of performing a super-resolution on the Gaussian process output reduces the cost of Step I as well as remove the need for high-quality training images that are generated in this paper using the multiphysics model described in the background section to train the Gaussian processes.

| Parameter       | Distribution                      | Mean   | Std. Dev. |
|-----------------|-----------------------------------|--------|-----------|
| Elastic modulus, $E_Y$ | Truncated Gaussian*               | 500 kN/m² | 10 kN/m²  |
| Poisson’s ratio, $\nu_s$ | Uniform                          | 0.4    | 0.0577    |
| Density, $\rho_s$ | Uniform                          | 1000 kg/m³ | 5.77 kg/m³ |

* Truncated below at zero.

Table 3: Image quality assessment using average SSIM (see the “Background” section) for the validation dataset $D_{val}$.

| Inclusion shape | Average SSIM |
|-----------------|--------------|
| Circle          | 0.61         |
| Square          | 0.61         |
| Rectangle       | 0.60         |

4.1.1 Results:

Figure 8 compares the true images in the first and last columns for a circular inclusion with images from the Gaussian process regression (i.e., Step I) in the second column for two random realizations of the uncertain parameters. In the third column, we show an enlarged image of the Gaussian process output near inclusion to show the reflected wave. These images are of poor resolution due to the use of small $H$ and $W$. The fourth column shows the output from Step II, i.e., output from the CARN, which improves the image quality from Step I and shows the reflected wave in high resolution with two-fold increase in $H$ and $W$ each. Due to the uncertainty in the properties of the medium at $t = 3.0$ ms the position of the wave including the reflected wave is different in these images. However, the proposed method shows high accuracy in the predicted images for the position of the wave as measured in Figure 8a.

Figures 9 and 10 show similar images for a square and a rectangular inclusion, respectively, for two realizations of the uncertainty. The propagated waves as predicted by the proposed method show a high level of similarity with the true
images, as before. Table 3 lists the average SSIM index for the validation dataset, which is around 0.6 for all three inclusions. Note that the SSIM index can vary from −1 for a mismatch to +1 for a perfect match. Hence, on average, the predicted wave patterns show reasonable agreement with their respective true images. To predict the propagation of wave for multiple time steps we repeat the procedure. Figure 11 shows the predicted images for \( t = 2.7 \) and \( 3.0 \) ms using the proposed method for one realization of the uncertain parameters and compares with the true wave patterns, which again shows reasonable agreement. The predictions for all these cases, however, show some errors near the zero displacement but the magnitude of these errors is small. Hence, this example shows that the proposed method can be used to efficiently predict the wave patterns for different shapes of inclusions and under uncertainty in medium’s material properties and for multiple time-steps.

4.2 Example II: Uncertainty in material and geometric properties

In the second example, we increase the stochastic dimension of the problem by considering uncertainty in the inclusion geometry as well. In particular, we assume the diameter of the circular inclusion is uniformly distributed between 0.005 m and 0.015 m. The uncertainty in material properties of the solid plate are assumed same as before and listed in Table 4. Two datasets, namely, the training dataset \( \mathcal{D}_{tr} \) and the validation dataset \( \mathcal{D}_{val} \), contain 50 and 30 sets of images for \( t = 3.0 \) ms, for realizations of the geometry and material properties according to their probability distributions given in Table 4. We used the training dataset \( \mathcal{D}_{tr} \) to train the Gaussian processes \( \{ \mathcal{GP} \}_{i=1}^{N_{\text{GP}}} \) for \( N_{\text{GP}} = 20 \). For these images, we have \( C = 3, H = W = 270 \) to keep the computational cost of Step I reasonable. A Matern kernel with \( \gamma = 1.0, \tau = 1.0, \) and \( \nu = 1.5 \) is used for the Gaussian processes. We use these trained Gaussian processes to predict the propagation of waves and the same trained CARN from previous example for generating high-quality images. These predicted images are then compared with images in the validation dataset \( \mathcal{D}_{val} \).
Figure 9: Prediction of the propagated UGW through a solid plate with uncertainties in the material properties at $t = 3.0$ ms in the presence of a square shaped inclusion using the proposed approach for two realizations of the uncertainty.

Table 4: Specification of the uncertain parameters in Example II.

| Part          | Parameter         | Distribution     | Mean          | Std. Dev.         |
|---------------|-------------------|------------------|---------------|-------------------|
| Inclusion     | Radius, $r_c$     | Uniform          | 0.01 m        | 0.0029 m          |
| Solid plate   | Elastic modulus, $E_Y$ | Truncated Gaussian* | 500 kN/m²     | 10 kN/m²          |
|               | Possion’s ratio, $\nu_s$ | Uniform         | 0.4           | 0.0577            |
|               | Density, $\rho_s$ | Uniform          | 1000 kg/m³    | 5.77 kg/m³        |

* Truncated below at zero.

4.2.1 Results:

Figure 12 compares the true images in the first and last columns with images from the Gaussian process regression (i.e., Step I) in the second column for two random realizations of the uncertain parameters. Since the computational cost of Step I is proportional to $CHW$ the resolution of the images obtained from Step I is low as illustrated in the third column with an enlarged image of the $GP$ output near inclusion to show the reflected wave. The fourth column shows the output from Step II, i.e., output from the CARN, which improves the image resolution from Step I and shows the reflected wave better. In particular, the last two columns of Figure 12b shows that the results from the proposed approach can even produce the wave patterns with more clarity than the solution of the multiphysics problem with a reasonable mesh resolution. Note that due to the uncertainty in the properties of the medium and inclusion at $t = 3.0$ ms the position of the wave including the reflected wave is different for different realizations of the uncertain parameters in these images. However, the proposed method is able to predict the position of the reflected wave as shown in Figure 12a. Again, there are some errors in the predicted images near zero displacements but the magnitude of this error is small, e.g., in Figure 12b. For the validation dataset $D_{val}$ the predicted images get an average SSIM value of 0.57, which is expected as we increase the stochastic dimension of the problem. Note that the SSIM index
In non-destructive tests, as part of structural health monitoring, the ultrasonic guided waves (UGWs) are tracked and contrasted against benchmark wave pattern, which is then used to inform about the presence of structural damages. However, if the properties of the medium are uncertain, the wave pattern can change for different realizations of the uncertainty. A multiphysics approach can be used to solve the associated mathematical model as discussed in the "Background" section but for many realizations of the uncertain parameters this requires significant computational budget. In this paper, we propose a two-step procedure that uses a Gaussian process regression first to predict the propagated wave pattern at a time instance. However, to keep the computational cost of this step reasonable the resolution of the predicted images are kept low. In the next step, we address this shortcoming by using a pre-trained neural
network for increasing the resolution, a procedure known as super-resolution. Once trained, using this procedure the wave patterns can be estimated with a significantly small computational effort for many realizations of the uncertainty. We verified the accuracy of this procedure on two examples, where we assume uncertainty in the material and geometric properties of the medium and inclusions. Further, we considered three different shapes for the inclusions, namely, circle, square, and rectangle. The proposed method demonstrates high accuracy in predicting the wave patterns as well as the position of the reflected wave. In the future, the proposed method will be extended further with the use of a bi-fidelity dataset [72], to reduce the computational cost of training.
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Appendix I. The Arbitrary Lagrangian-Eulerian (ALE) transformation

The Arbitrary Lagrangian-Eulerian (ALE) mapping [58] is defined in terms of any mesh displacement $u : \Omega \to \mathbb{R}^d$ such that $A(x, t) : (\Omega \times I) \to \hat{\Omega}$, where $A(x, t) = x + u(x, t)$. The ALE mapping is specified through the deformation gradient as $F := \nabla A = I + \nabla u$, $J := \det(F)$, where $I$ is the identity matrix, and deformation determinant $J$ is a
function of \( F \). Moreover, function values in Eulerian and Lagrangian coordinates are given by

\[
\hat{x} = x(\hat{x}, t) + u(x, t) \quad \iff \quad \hat{u}(\hat{x}, t) = u(x, t) = \hat{x} - x(\hat{x}, t),
\]

where \( \hat{x} = A(x, t) \). We define the ALE time derivative as follows [58]

\[
\frac{\partial}{\partial t} \bigg|_A \hat{f}(\hat{x}, t) = \frac{\partial}{\partial t} \hat{f}(\hat{x}, t) + \hat{w} \cdot \nabla \hat{f}(\hat{x}, t),
\]

where \( w(x, t) = \partial_t A \) is the mesh/domain velocity for all \( x \in \Omega \) with \( \hat{w}(\cdot, t) = w(\cdot, t) \circ A^{-1} \). The mesh displacements are computed with the help of an additional partial differential equations (PDEs), which are referred to as mesh motion PDEs (or MMPDEs). We use the MMPDEs model based on the biharmonic equation. The alternative mesh motion techniques are elucidated in [58, 67, 73] and the references cited therein. The mixed formulation of the biharmonic mesh motion model with a control parameter \( \alpha_{\text{w}} \) [73] for the WpFSI problem is given by [58]

\[ 6.1 \text{ Biharmonic Mesh Motion Models} \]

Find an auxiliary variable \( \zeta_f \in V_{\Omega_f} \) and fluid displacement \( f_f \in V_{\Omega_f}^0 \), such that for almost all times \( t \in I_t \) it holds that

\[
(\alpha_{\text{w}} \nabla \zeta_f, \nabla \phi^f_I) = 0 \quad \forall \phi^f_I \in V_{\Omega_f}^0, \quad (\alpha_{\text{w}} \zeta_f, \phi^f_I) - (\alpha_{\text{w}} \nabla u_f, \phi^f_I) = 0 \quad \forall \phi^f_I \in V_{\Omega_f},
\]

where \( \phi^f_I \) and \( \phi^f_I \) are test-function. This mixed formulation allows avoiding the use of \( H^2 \)-conforming finite elements for the spatial discretization (see Ciarlet-Raviart mixed formulation [74]). We emphasize that the biharmonic model does not require a careful choice of a mesh-dependent parameter \( \alpha_{\text{w}} \). Using this model, we simply choose a small number \( \alpha_{\text{w}} > 0 \) [58, 67]. Let \( A \) be a \( C^1 \)-diffeomorphism; \( \hat{f} \in H^1(\hat{\Omega}_f(t)) \) be a differentiable function; and \( \hat{v} \in H^1(\hat{\Omega}_f(t))^d \) a differentiable vector-field. Then the transformation between Eulerian and Lagrangian coordinate systems becomes [58]:

\[
\partial_t \hat{f} = \partial_t f - (F^{-1} \partial_t A \cdot \nabla) f, \quad \partial_t \hat{v} = \partial_t v + (F^{-1} (v - \partial_t A) \cdot \nabla) f, \\
\nabla \hat{f} = F^{-T} \nabla f, \quad \nabla \hat{v} = \nabla v F^{-1}, \quad (\hat{v} \cdot \nabla) \hat{f} = (F^{-1} v \cdot \nabla) f.
\]

\[ 6.2 \text{ Elastic Wave Equations in the Solid} \]

Find the linear elastic wave signal displacement \( u_s \in V_{\Omega_s}^0 \), and velocity \( v_s \in L_{\Omega_s} \), such that the initial conditions \( u_s(0) = u_s^0 \) and \( \partial_t u_s(0) = v_s^0 \) are satisfied, and for almost all time \( t \in I_t \) it holds that

\[
\rho_s (\partial_t u_s - v_s) = 0 \quad \text{in} \ \Omega_s, \quad (\partial_t v_s - \nabla \cdot (J \sigma_s F^{-T}) = J f_s \quad \text{in} \ \Omega_s, \\
\rho_s \partial_t u_s - \nabla \cdot (J \sigma_s F^{-T}) = J f_s \quad \text{in} \ \Omega_s, \\
u_s = u^0_s = 0 \quad \text{on} \ \Gamma_{D_s}, \\
(J \sigma_s F^{-T}) n_s = g_s \quad \text{on} \ \Gamma_{N_s},
\]

where \( V_{\Omega_s}^0 := \{ u_s \in H^1(\Omega_s)^d : u_s = u_f \text{ on } \Gamma_i, \quad u_s = 0 \text{ on } \Gamma_D \} \), \( g_s \) is a vector-valued function, \( \rho_s \) is the density of the solid, and \( I_t \) is the time interval. Accordingly, the variational (or weak) form of the elastic wave propagation problem in the Lagrangian coordinates is given by

\[ 6.3 \text{ Elastic Wave Propagation in Lagrangian Coordinates} \]

Find the elastic wave signal displacement \( u_s \in V_{\Omega_s}^0 \), and velocity \( v_s \in L_{\Omega_s} \), such that the initial conditions \( u_s(0) = u_s^0 \) and \( \partial_t u_s(0) = v_s^0 \) are satisfied, and for almost all time \( t \in I_t \) it holds that

\[
(\rho_s (\partial_t u_s - v_s), \phi^s_I)_{\Omega_s} = 0 \quad \forall \phi^s_I \in L_{\Omega_s}, \\
(\rho_s \partial_t v_s, \phi^s_I)_{\Omega_s} + (J \sigma_s F^{-T}, \nabla \phi^s_I)_{\Omega_s} - (g_s, \phi^s_I)_{\Gamma_s} - (J f_s, \phi^s_I)_{\Omega_s} = 0 \quad \forall \phi^s_I \in V_{\Omega_s}^0,
\]
with the linearized stress tensor given by $\sigma = \frac{1}{2}F(2\mu_s E_s + \lambda_s \text{tr}(E_s)I)F^T$, $E_s = \frac{1}{2}\left(\nabla u_s F^{-1} + F^{-T}\nabla u_s^T\right)$, where $\phi^u$ and $\phi^v$ are test-function; $F$ is the deformation gradient, and $J$ is the determinant of the deformation gradient. Furthermore, $\mu_s$ and $\lambda_s$ are the Lamé coefficients for the solid. The relationship between the two material parameters $\mu_s$, $\lambda_s$, Poisson ratio $\nu_s$ and the Young modulus $E_s$ reads: $\mu_s = \frac{E_s}{2(1+\nu_s)}$, $\lambda_s = \frac{\nu_s E_s}{(1+\nu_s)(1-2\nu_s)}$.

6.4 Acoustic Wave Propagation

Find the acoustic wave signal displacement $\hat{u}_f \in \hat{V}^0_{\Omega_f}$ and velocity $\hat{v}_f \in L_{\Omega_f}$, such that the initial conditions $\hat{u}_f(0) = \hat{u}^0_f$ and $\partial_t \hat{u}_f(0) = \hat{v}^0_f$ are satisfied, and for almost all time $t \in I_t$ it holds that

$$\begin{align*}
\hat{\rho}_f(\partial_t \hat{u}_f - \hat{v}_f) &= 0 \quad \text{in } \hat{\Omega}_f, \\
\hat{\rho}_f \partial_t \hat{v}_f - c^2 \hat{\rho}_f \nabla \cdot (\nabla \hat{u}_f) &= 0 \quad \text{in } \hat{\Omega}_f, \\
\left(c^2 \hat{\rho}_f (\nabla \hat{u}_f)\right) &= \hat{g}_f \quad \text{on } \hat{\Gamma}_{N_f},
\end{align*}$$

where $g_f$ is a vector-valued function by the normal stress from the elastic wave propagation problem and $c$ is the wave speed. Note, the elastic wave propagation problems (22) are formulated in the ALE framework (see Appendix I). Thereby, the acoustic wave equations (23) have to be transferred to an arbitrary reference domain $\Omega_f$. Accordingly, the variational formulation reads

6.5 Acoustic Wave Propagation in the ALE Coordinates

Find the acoustic wave signal displacement $u_f \in V^0_{\Omega_f}$ and velocity $v_f \in L_{\Omega_f}$, such that the initial conditions $u_f(0) = u^0_f$ and $\partial_t u_f(0) = v^0_f$ are satisfied, and for almost all time $t \in I_t$ it holds that

$$\begin{align*}
(J \rho_f (\partial_t u_f - (F^{-1} w \cdot \nabla) u_f - v_f), \phi^u_f)_{\Omega_f} &= 0 \quad \forall \phi^u_f \in L_{\Omega_f}, \\
(J \rho_f \partial_t v_f, \phi^v_f)_{\Omega_f} - (J \rho_f (F^{-1} w \cdot \nabla) v_f, \phi^v_f)_{\Omega_f} + (c^2 J \rho_f (\nabla u_f F^{-1})F^{-T}, \nabla \phi^v_f)_{\Omega_f} - (J g_f F^{-T}, \phi^v_f)_{\Gamma_i} &= 0 \quad \forall \phi^v_f \in V^0_{\Omega_f}.
\end{align*}$$

Appendix III. The non-vanishing Lamb wave burst signal

The non-vanishing burst signal force is given by

$$f_s(x, t) = \left[\frac{r(t) \cos(\varphi(x))}{r(t) \sin(\varphi(x))}\right], \quad x \in \Omega_{f_c},$$

where $r(t)$ is radius of the non-vanishing signal at time $t$. The time evolution of $r(t)$ can be approximated by

$$r(t) := \left(\frac{1}{4} \cos \left(2\pi f_c t\right) \right) \cdot \left(\text{sign}(t) - \text{sign} \left(t - \frac{n_c}{f_c}\right)\right) \cdot \left(1 - \cos \left(2\pi \frac{f_c}{n_c} t\right)\right),$$

where, carrier frequency $f_c = 5$ kHz and modulation frequency $f_m = 1$ kHz, which corresponds to $n_c = 5$ cycles of the carrier signal in $[0, 1]$ ms (see Figure 13). Furthermore, $\Omega_{f_c} = \{x_1, x_2 \in \Omega_s \mid x_1^2 + x_2^2 \leq r_{f_c}^2\}$, and $\varphi(x)$ is given by

$$\varphi(x) = \begin{cases} 
\arctan \left(\frac{x_2}{x_1}\right), & x_1 > 0 \land x_2 \geq 0, \\
\frac{\pi}{2}, & x_1 = 0 \land x_2 > 0, \\
\pi + \arctan \left(\frac{x_2}{x_1}\right), & x_1 < 0, \\
\frac{3\pi}{2}, & x_1 = 0 \land x_2 < 0, \\
2\pi + \arctan \left(\frac{x_2}{x_1}\right), & x_1 > 0 \land x_2 < 0.
\end{cases}$$
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Figure 13: The non-vanishing Lamb wave burst signal propagation in a solid plate. The displacement are normalized between $[-1, +1]$. The carrier signal in

where, carrier frequency $f_c = 5$ kHz and modulation frequency $f_m = 1$ kHz, which corresponds to $f_c$. The five-cycle Hanning windowed Lamb wave burst signal

(a) Illustration of the UGWs displacement field components $u_x$ in a solid plate

(b) Five-cycle Hanning windowed Lamb wave burst signal with a center frequency of 5 kHz

(c) Frequency spectrum
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