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Abstract: A great deal of effort has recently been devoted to extending the usage of memristor technology from memory to computing. Memristor-based logic design is an emerging concept that targets efficient computing systems. Several logic families have evolved, each with different attributes. Memristor Ratioed Logic (MRL) has been recently introduced as a hybrid memristor–CMOS logic family. MRL requires an efficient design strategy that takes into consideration the implementation phase. This paper presents a novel MRL-based crossbar design: X-MRL. The proposed structure combines the density and scalability attributes of memristive crossbar arrays and the opportunity of their implementation at the top of CMOS layer. The evaluation of the proposed approach is performed through the design of an X-MRL-based full adder. The design is presented with its layout and corresponding simulation results using the Cadence Virtuoso toolset and CMOS 65 nm process. The comparison with a pure CMOS implementation is promising in terms of the area, as our approach exhibits a 44.79% area reduction. Moreover, the combined Energy.Delay metric demonstrates a significant improvement (between ×5.7 and ×31) with respect to the available literature.
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1. Introduction

The memristor is the fourth fundamental circuit element, which relates charge and magnetic flux linkage. It was originally predicted by Professor Leon Chua in 1971 [1]. The memristor was realized later by members of HP Labs in 2008 [2]. This successful realization opened a wide area of research on the memristor and its possible applications. The HP memristor is a solid state device formed of a nanometer scale TiO2 thin film, containing a doped and an undoped region sandwiched between two platinum electrodes. The obtained two-terminal device exhibits a dynamic resistance that is bounded between a minimum value ($R_{ON}$) and a maximum value ($R_{OFF}$). Its resistance depends on the magnitude, direction and duration of the applied voltage across its terminals. The last attained resistance value of the memristor before withdrawing the applied voltage is naturally retained. Memristors are promising in the field of non-volatile memories (NVM) because of their capability for data retention [3] with zero standby power and compatibility with a conventional CMOS in terms of fabrication and operating voltages. Due to their versatile nature, the use of memristors has been extended from memory to computing [4]. Several memristive logic design families have emerged in the literature, each with its own characteristics, capabilities and usage. Memristor Aided Logic (MAGIC) [5] and the Material Implication (IMPLY) [6] are considered as memristive stateful logic families [7].
They were introduced to allow logic computations inside memristive memory systems and are being explored to overcome the memory wall problem. Memristor-Ratioed Logic (MRL) [8] is another memristor-based logic design style. MRL is a hybrid memristor–CMOS logic family. Its goal is to implement conventional combinational logic circuits, which are the building block of digital systems [8–11]. The main idea behind MRL is to replace as many transistors with nano-scale size memristors as possible while keeping the role of the intended digital architecture the same.

Of the above-mentioned logic design styles, MRL is the only approach that matches the conventional CMOS in terms of the adopted state variable. Both MRL and the CMOS use voltage as the only state variable to represent inputs and outputs throughout all intermediate stages. Thus, MRL is the most qualified for integration in current CMOS designs. However, this integration should be performed in a way that efficiently exploits the promising characteristics of memristive devices, such as density and scalability. This can be achieved through the use of the crossbar structure, which is a highly adapted topology for arranging memristors at the top of the CMOS layer.

In this paper, we propose an MRL-based crossbar design: X-MRL. X-MRL is intended for implementing combinational logic. The conventional CMOS logic gates are implemented using MRL, and an original mapping into a crossbar structure is proposed. The proposed methodology efficiently combines the density and scalability attributes of crossbar arrays and the ability to implement memristors at the top of the CMOS layer. The proposed approach is evaluated by designing an X-MRL-based full adder circuit [12]. The designed architecture is implemented and simulated with the Cadence Virtuoso toolset.

The rest of the paper is organized as follows. Section 2 describes the behavior of the memristor and the corresponding available models. Section 3 presents a brief review of the MRL design style. Section 4 presents the proposed X-MRL design for realizing Boolean computation. Section 5 provides and discusses the simulation results and performance analysis. A comparison with previous published designs is presented in Section 6. Finally, Section 7 concludes the paper.

2. Memristor Behavior and Modeling

Chua [1] has defined the memristor as a previously missing relation between the flux $\phi$ and the charge $q$, yielding the defining relation

$$M(q) = d\phi/dq$$

(1)

The current–voltage (I-V) characteristic of a memristor has the form of a pinched hysteresis loop, as illustrated in Figure 1a. The hysteresis phenomenon indicates that memristor resistance could be modulated between two resistance states $R_{ON}$ and $R_{OFF}$. Figure 1b schematizes the 3D structure of the memristor device, and Figure 1c depicts the typically used symbol to represent a single memristor. HP Labs has described the physical model of a memristor as shown in Figure 2; it consists of two layers of TiO$_2$ sandwiched between platinum contacts [2]. One of the TiO$_2$ layers is doped with oxygen vacancies, while the other is left undoped. As a result, the doped region behaves as a semiconductor while the undoped region behaves as an insulator.

The width of the doped region $w(t)$ varies between zero and a memristor length of $D$ according to the amount and direction of the electric charges $q(t)$ moving across the memristor. Thus, applying a certain bias to the memristor leads to the flow of current, which in turn changes the value of $w(t)$. Therefore, the virtual boundary separating the doped and undoped regions moves, leading to a variation in the memristor’s total resistance $R_{MEM}$ as expressed in Equation (2) [2].

$$R_{MEM}(x) = R_{ON}(x) + R_{OFF}(1 - x)$$

(2)
where $x = \frac{w}{D} \in [0, 1]$ and $R_{ON}$ and $R_{OFF}$ are the limiting values of memristor resistance when $w = D$ and $w = 0$, respectively. The speed of the boundary movement between the two ends is called the drift velocity and is represented by the state equation [2]

$$\frac{dx}{dt} = ki(t) \quad for \quad k = \mu_v \frac{R_{ON}}{D^2} \quad (3)$$

where $\mu_v$ is the dopant mobility. Equation (3) considers that the drift velocity is constant, resulting in a linear drift model of the memristor. However, the experiments presented in [13,14] proved that the behavior of the implemented memristor is non-linear. To manage the issue of nonlinearity, several models have been proposed in the literature. In [14], the authors proposed a non-linear dopant drift model as a relation between the current and voltage (I-V) of the memristor. In [15], the drift velocity was expressed using a window function $f(w)$ in order to model the non-linearity, as expressed in Equation(4).

$$\frac{dw}{dt} = af(w)V(t)^m \quad (4)$$

where $a$ and $m$ are constants, $f(w)$ is the window function and $m$ is an odd integer. The previous presented models are based on the HP physical representation of a memristor. In [13], Pickett et al. proposed a more accurate physical model of a memristor. A resistor is connected in series with an electron Simmons tunnel barrier [16] instead of connecting two resistors in series, as demonstrated in HP’s model. This model exhibits non-linear and asymmetric switching characteristics. Its state equation is expressed in Equation (5):

$$\frac{dx}{dt} = \begin{cases} 
C_{off} \sinh \left( \frac{i}{i_{off}} \right) \exp \left[ - \exp \left( \frac{x - a_{off}}{w_c} - \frac{v}{v_c} \right) \right], & \text{on} \\
C_{on} \sinh \left( \frac{i}{i_{on}} \right) \exp \left[ - \exp \left( \frac{x - a_{on}}{w_c} - \frac{v}{v_c} \right) \right], & \text{off}
\end{cases} \quad (5)$$

where the state variable $x$ represents the width of the Simmons tunnel barrier, $C_{off}$, $C_{on}$, $a_{off}$, $a_{on}$, $w_c$ and $b$ are the fitting parameters, and $i_{off}$ and $i_{on}$ are the current thresholds of the memristor. Obviously, Equation (5) shows that the Simmons tunnel barrier model is more complicated; thus, it is computationally inefficient. In order to attain a simplified and general model, Kvatinsky et al. [17] presented the TEAM model, which represents in simpler expressions the same physical model as the Simmons tunnel barrier model. Equation (6) expresses the state equation representing the TEAM model:

$$\frac{dx}{dt} = \begin{cases} 
K_{off} \left( \frac{i_{on}}{i_{off}} - 1 \right)^{a_{off}} f_{off}(x), & 0 < i_{off} < i \\
K_{on} \left( \frac{i_{off}}{i_{on}} - 1 \right)^{a_{on}} f_{on}(x), & i < i_{on} < 0 \\
0 & \text{otherwise}
\end{cases} \quad (6)$$

where $i_{on}$ and $i_{off}$ are the current thresholds of the memristor. $K_{on}$, $K_{off}$, $a_{on}$ and $a_{off}$ are fitting parameters, and $f_{on}(x)$ and $f_{off}(x)$ are the corresponding window functions of the memristor. However, experimental data acquired from several memristive devices reveal the existence of a voltage threshold rather than a current threshold [18]. In [18], the TEAM model was extended to the VTEAM model. Equation (7) describes the VTEAM model. It is similar to the expression in Equation (6), except for the voltage dependence $v(t)$ and the respective SET and RESET voltage thresholds $v_{on}$ and $v_{off}$. Moreover, the VTEAM model is considered as a general model since it can be fitted to any other memristor model [18].

$$\frac{dx}{dt} = \begin{cases} 
K_{off} \left( \frac{v_{off}}{v_{on}} - 1 \right)^{a_{off}} f_{off}(x), & 0 < v_{off} < v \\
K_{on} \left( \frac{v_{on}}{v_{off}} - 1 \right)^{a_{on}} f_{on}(x), & v < v_{on} < 0 \\
0 & \text{otherwise}
\end{cases} \quad (7)$$
Normally, the window function \( f(x) \) is added for a memristor model in order to decelerate the moving boundary of the memristor before reaching its extremities and to guarantee a zero speed exactly when it reaches either one of them. In this study, we have adopted the VTEAM model to describe the simulated memristor as it provides simple and realistic modeling.

![Image](image_url)

Figure 1. Memristor: (a) Pinched hysteresis loop, (b) structure: metallic electrodes sandwiching a thin dielectric insulating layer, (c) symbol.

3. Memristor-Based Logic Design Styles

In the literature, three main design styles for using memristors in logic design can be found. The first two design styles, which are IMPLY [6,19] and MAGIC [5], exploit only memristors for logic implementations. The third design style, known as MRL [8], adopts a combination of CMOS and memristor devices. This section presents a brief overview of these design styles.

3.1. Material Implication IMPLY Gates

In IMPLY, the memristor states \( (R_{OFF}, R_{ON}) \) represent the logical state variables \( (0, 1) \), respectively. As shown in Figure 3a, the gate consists of the two memristors \( p \) and \( q \) and the resistor \( R_G \). The initial memristances of \( p \) and \( q \) represent the input to the gate, while the output is written into memristor \( q \) after applying \( V_{COND} \) and \( V_{SET} \) simultaneously. The truth table of the IMPLY gate is shown in Figure 3b, where \( p \rightarrow q = p' + q \) can be used as a basis for any logic function. As a result, the same memristors are used to store the logical state and/or perform a logical operation. Consequently, the computation requires several sequential operations. Several approaches have been proposed in the literature that adopt IMPLY for the execution of combinational logic [6,20,21]. All available designs require several time steps to accomplish the target computations. This fact leads to an overhead in terms of time delay compared to other logic implementation techniques.
3.2. Memristor Aided Logic (MAGIC)

MAGIC is a memristor-only logic design style that supports Boolean functions [5]. Unlike IMPLY, this logic family makes use of separate memristors to store the input bits, and an additional memristor is used to store the output bit. Figure 4 illustrates the 2NOR1 MAGIC gate where \( \text{in}_1 \) and \( \text{in}_2 \) serve as the input memristor and \( \text{out} \) serves as the output memristor. The logic state in MAGIC implementation is represented by the resistance stored in the utilized memristors, where \( R_{\text{OFF}} \) and \( R_{\text{ON}} \) represent logic “0” and logic “1”, respectively. Thus, when driving the gate with voltage \( V_0 \), the result of the NOR operation of \( \text{in}_1 \) and \( \text{in}_2 \) is written simultaneously into \( \text{out} \).

Applications of MAGIC in memristor-based crossbars are straightforward when using MAGIC NOR, while an additional resistor is required in case of other gates. The authors of [22–24] used the MAGIC NOR as the basis to perform logic computation inside the memory, thus adding processing capabilities. In other words, each processing task is divided into a sequence of MAGIC NOR operations, which are executed one after the other using the memory cells as computation elements.

Figure 3. IMPLY gate: (a) schematic of a memristor-based IMPLY gate, (b) truth table of the IMPLY function.

3.3. Memristor Ratioed Logic (MRL)

The third design style of memristor-based logic is Memristor Ratioed Logic (MRL) [8]. It is a typical hybrid CMOS–memristor logic design where the programmable resistance of memristors is exploited in the computation of the Boolean AND and OR functions. MRL opts for voltage as the state variable, in a similar manner to CMOS-based devices; thus, the computation is accomplished in a single step. This criterion eliminates the drawbacks of the sequential process of IMPLY logic devices. Figure 5 depicts the structures of the MRL AND, NAND, OR and NOR gates. Both OR and AND gates consist of two anti-serial memristors (i.e., connected serially with opposite polarities), whereas for NOR and NAND, a CMOS inverter is added at the output.
Both MRL AND and OR gates react similarly when identical values are set to their input ports (when both inputs are set either to logic “1” or “0”). In this case, no current flows through the anti-serial memristors, leading to the transfer of the input voltage to the output. In the case where different values are set to the input ports (i.e., the first port is set to “0” and the second port is set to “1”, or vice versa), a current flows from the port with higher potential (logic “1”) to the port with lower potential (logic “0”). The resulting potential difference changes the internal state of both memristors in an opposite manner. One memristor tends to attain the $R_{ON}$ state while the other tends to attain the $R_{OFF}$ state. In addition, the connected memristors form the well-known voltage divider circuit. Assuming $R_{OFF} \gg R_{ON}$, Equations (8) and (9) present the obtained output values $V_{out}$ of MRL OR and AND gates, respectively [8].

$$V_{out,OR} = \left( \frac{R_{OFF}}{R_{OFF} + R_{ON}} \right) \times V_{CC} \approx V_{CC}$$  \hspace{1cm} (8)$$

$$V_{out,AND} = \left( \frac{R_{ON}}{R_{ON} + R_{OFF}} \right) \times V_{CC} \approx 0$$ \hspace{1cm} (9)

Note that the output voltage $V_{out}$ converges to the higher potential (logic “1”) in the MRL AND gate and to the lower potential (logic “0”) in the MRL OR gate. Figure 6 illustrates the logical operations of the MRL AND gate corresponding to all input combinations.

However, cascading several MRL gates leads to a floating output (between logic “0” and logic “1”) due to voltage degradation [8]. Since memristors are passive devices, they cannot amplify signals. Therefore, CMOS inverters can be used as buffers after several stages to restore the attained logical state [8].

Several recent research works presented in the literature exploit the use of MRL to design basic building blocks. In [8], a design dedicated to a universal full adder circuit was proposed using MRL gates with the aid of CMOS inverters instead of pure CMOS-based gates. In [25], the authors demonstrated a simple circuit based on MRL which is capable of...
executing AND, OR and XOR in parallel. The design is considered to be hybrid. However, cascading several stages of this circuit degrades its performance due to the voltage drop at the output. In [11], the authors presented an implementation strategy for a memristor-based Programmable Logic Array (PLA). The memristor-based circuit transformation of PLA is based on MRL gates. However, the arrangement of memristors at the top of the CMOS layer and the corresponding layout were not investigated by the authors.

4. Proposed X-MRL Design for Logic Computation

4.1. X-MRL Structure

A memristive crossbar is a two-dimensional grid of memristors distributed along vertical and horizontal nanowires. A memristor is allocated between every vertical nanowire (called a column) and horizontal nanowire (called a row). A memristive crossbar is characterized by its simple and dense structure [26] and could be fabricated on the top of a CMOS layer [27]. The potential applications of memristive crossbars range from memory to logic and from digital circuits to analog circuits. On the other hand, MRL is the only memristor-based logic design style that adopts voltage as a state variable. Thus, our proposed design considers the implementation of a combinational Boolean function in a crossbar topology.

It is well known that any Boolean function could be written in the form of the sum of products (SoP). Accordingly, it can be implemented using MRL-AND and MRL-OR with the aid of CMOS inverters. In order to clarify the proposed method, Figure 7 illustrates the design and implementation of the simple function $F = AB + AC$. Figure 7a shows that the function $F$ is implemented using two MRL-AND gates and one MRL-OR gate. Figure 7b depicts the schematic layout, which illustrates the equivalent mapping of the function onto a crossbar structure. The vertical pairs of memristors corresponding to MRL-AND generate an output which drives the input of the horizontal pair that represents MRL-OR. Figure 7c presents a 3D view of the resulting crossbar structure. Figure 7d is another simplified representation of the obtained crossbar. The same procedure could be performed to implement other Boolean functions. Although the obtained array is a combination of AND and OR gates, the positive poles of the allocated memristors rely on the same planar side, which is considered to be an advantage at the level of their fabrication.

![Figure 7. Example of an MRL logic function performed using X-MRL. Reproduced with permission from [12], Copyright 2019, IEEE.](image-url)
4.2. X-MRL Full Adder

This subsection presents, as an example, the design of the 1 bit full adder using the X-MRL design technique. Equations (10) and (11) present the expressions of the 1-bit full adder in the SoP format.

\[ S = A \oplus B \oplus C_{in} = C_{in}(\overline{AB} + AB) + C_{in}'(\overline{AB} + AB) \] (10)

\[ C_{out} = AB + BC_{in} + AC_{in} \] (11)

where \( A \) and \( B \) are the inputs, \( C_{in} \) is the input carry, \( S \) is the 1-bit adder output and \( C_{out} \) is the output carry. Figure 8a presents the direct form of an MRL based 1-bit full adder. Figure 8b presents the proposed circuit design of the 1-bit full adder using an MRL-based crossbar structure. The design requires 18 memristors, which are distributed among vertical and horizontal wires, in addition to nine CMOS inverters. In the figure, the black vertical pairs of memristors represent the AND gates while the gray horizontal pairs represent the OR gates (as illustrated in Figure 7). The CMOS inverters are responsible for either inverting (NOT operation) and/or performing signal restoration for the logical state of the signal after several cascading stages.

It is worth noting that the designed X-MRL array is different from conventional crossbar arrays as a certain number of crosspoints are vacant. In this array, all memristors are accessed simultaneously, leading to deterministic current paths. Thus, there are no unexpected current paths, and consequently it is sneak-path free.

Figure 8. One-Bit Full Adder based on the proposed X-MRL structure. Reproduced with permission from [12], Copyright 2019, IEEE.
4.3. Layout

The circuit of the full adder is composed of a memristor crossbar layer in addition to a few inverters. Figure 9 presents the layout of the circuit using the Cadence Virtuoso tool. In this layout, the positions of the allocated memristors are assigned virtually due to the lack of their definition in the Cadence library. The layout is mainly composed of three layers. The first layer is the polysilicon layer, which is dedicated to the connection of the gates of NMOS and PMOS transistors. This layer is presented in red in the figure. The second and third layers, which are called Metal1 and Metal2 and presented in the figure in violet and blue, respectively, are dedicated to the wiring. In order to achieve the desired crossbar structure, horizontal wires are constructed in the Metal2 layer, while for the vertical wires, the connections that are already utilized for the implementation of the required CMOS inverters are reused to complete the crossbar structure. However, the height of the utilized memristors is too short (around 10 nm [28]) to allow the linkage of horizontal and vertical wires through two different layers. Therefore, these links are achieved through vertical interconnect accesses (VIAs) as demonstrated in [29]. Figure 10 is a schematic view and cross-sectional transmission electron microscopy (TEM) image of a memristor integrated with a CMOS in the same die [29].

![Figure 9. Proposed layout for the hybrid memristor–CMOS 1-bit full adder based on the X-MRL design technique.](image)

The allocated memristors in our proposed layout are implemented at the top of the VIAs immediately under the Metal2 layer. Accordingly, the CMOS inverters occupy most of the utilized area, and the additional Metal2 layer is reserved for memristors. In fact, the designed crossbar causes N-wells and P-wells to be slightly too far from each other. The obtained layout design could be made more compact if the memristors were implemented immediately above the CMOS devices. However, this prevents the realization of an X-MRL approach, as more routing signals would be then added, leading to more wiring in Metal1 and Metal2 layers. This would again cause N-wells and P-wells to be distant from each other, increasing the area overhead.

![Figure 10. Memristor layer at the top of VIAs [29]: (a) a TEM image; (b) a schematic view. Reproduced with permission from [29], Copyright 2019, IEEE.](image)
5. Simulation and Performance Analysis

5.1. Memristor Model Fitting

Physical models of memristors, which are based on filament formation and rupture [30,31] rather than a simplified moving boundary (as described by HP), are more realistic. However, compared to physical models, a compact model (e.g., VTEAM) provides the possibility of rapidly reproducing the phenomenological electrical behavior of memristors with a low computational cost. Accordingly, the VTEAM model has been adopted in this paper for simulation. The VTEAM model can mathematically fit the measured electrical behaviors of a memristor and can be easily extended to different types of memristors. In contrast, other models (e.g., the Stanford model [32]) focus on a specific type of memristors or even a single memristor device. Table 1 provides the experimental data of various available memristors with their respective properties. Other memristive devices that belong to the STT-MTJ family [33,34] are excluded from the table. This is due to the fact that MTJ devices usually exhibit a low $R_{OFF}/R_{ON}$ ratio that does not suit the operation of MRL. Of the memristors listed in Table 1, the HfO$_x$ memristor which has been reported in [35] has properties which suit the MRL gates. The device is characterized by a low switching delay 300 ps at a low operating voltage of 1.4 V.

These characteristics mean that this memristor is eligible to be implemented in the same die with the current CMOS devices. Important work regarding the implementation of the VTEAM model parameters that fit with the physical parameters of HfO$_x$ is described in [35]. Table 2 shows the determined VTEAM model parameters. The model parameters are chosen to produce a switching delay of 300 ps for a voltage pulse of 1.4 V, as reported in [35].

| Material | $R_{ON}$ (ohm) | $R_{OFF}$ (ohm) | $R_{OFF}/R_{ON}$ | Switching Speed | Voltage Range | Reference |
|----------|----------------|-----------------|------------------|-----------------|--------------|-----------|
| TiO$_{2-x}$ | - | - | >300 | 1 ns | -1.5 V to +1.5 V | [28] |
| FTJ | $1.6 \times 10^5$ | $4.6 \times 10^7$ | >200 | 10 ns | -5.6 V to +4.2 V | [36] |
| HfO$_2$ | $1.2 \times 10^2$ | $10^5$ | $10^3$ | <1 ns | <1.5 V | [37] |
| HfO$_x$ | <10 k | >100 k | >100 | 300 ps | <1.4 V | [35] |
| TMO | - | 100 k | - | 10 ns to 100 ns | 3 V | [38] |
| HfO$_2$ | $2 \times 10^3$ | $2 \times 10^5$ | 100 | - | -1.5 V to +1 V | [39] |
| TiN/TiO$_x$/HfO$_x$/TiN | 1 k | >1 M | >1000 | 5 ns | -1.5 V to +1.5 V | [40] |

Figure 11 shows the switching behavior of the memristor corresponding to SET and RESET pulses. The device is assumed to be completely switched when the boundary position $w$ reaches either 1% or 99% of the total length $D$ of the memristor, corresponding to SET ($V_{SET} = 1.4$ V) and RESET ($V_{RESET} = -1.4$ V) operations, respectively. The boundary conditions of the memristor are managed by a Biolek window function. The mathematical function of the Biolek window [41], which is described in Equation (12), provides a continuous and smooth transition of the boundary when reaching one of the extremities of the memristor.

$$f(x) = 1 - (x - stp(-i(t)))^{2p} \quad (12)$$

where $stp(.)$ represents a unit step function and $p$ is a positive integer. Low values of $p$ lead to a smooth transition of the boundary of the memristor when reaching its extremities, whereas high values lead to sharp transitions.
Table 2. VTEAM fitting parameters for the device in [35].

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $R_{ON}$  | 1 kΩ  | $p$       | 2     |
| $R_{OFF}$ | 200 kΩ| $\alpha_{on}$ | 3     |
| $D$       | 3 nm  | $\alpha_{off}$ | 3     |
| $K_{on}$  | $-0.0162$ m/s | $V_{on}$ | 0.16 V |
| $K_{off}$ | 0.0162 m/s | $V_{off}$ | $-0.16$ V |
| $x_{on}$  | 0 nm  | $x_{off}$ | 3 nm  |

Figure 11. Memristor switching time for $V_{set} = 1.4$ V and $V_{reset} = -1.4$ V according to the device in [35].

5.2. Performance Analysis

A transient simulation was conducted for the proposed design of the X-MRL-based full adder in the Cadence Virtuoso environment. CMOS 65 nm technology at the standard 1.2 V was adopted. Figure 12 shows all the possible combinations at the inputs $A$, $B$ and $C$ in addition to the corresponding outputs $S$ and $C_{out}$. The performance is analyzed below for the proposed design.

5.2.1. Timing Analysis

Figure 13 presents the definition of the rising time ($T_r$) and the time delay ($T_d$). Accordingly, the conducted simulation of the proposed design shows that these extracted parameters ($T_r$ and $T_d$) change among different value combinations of $A$, $B$ and $C_{in}$. The maximum recorded values are as follows: $T_r = 82$ ps, $T_d = 1.2$ ns, and $T_f = 586$ ps, where $T_f$ is the falling time. These values are considered for the worst-case performance. The conducted simulation shows that the values $T_r$, $T_f$ and $T_d$ are affected by the switching speed of the memristor, which in turn can be controlled by $K_{on}$ and $K_{off}$. On the other hand, slowing down the switching speed of the memristors increases the glitches. Figure 14 shows the appearance of glitches when reducing $K_{on}$ and $K_{off}$ levels to $-0.01$ m/s and $0.01$ m/s, respectively. Particularly, the high-resistance state ($R_{OFF}$) of the memristors has a direct effect on the value of $T_d$, which decreases when increasing the value of $R_{OFF}$. Therefore, the total delay is directly affected by the memristor’s physical properties. Moreover, it is observed that increasing $R_{OFF}$ acts as a filter for the glitches. This is due to the fact that a larger $R_{OFF}$ value minimizes the voltage drop at the output ports of MRL gates. Reducing
the voltage drop speeds up the switching of the next cascaded MRLs, resulting in a smaller number of glitches.

![Figure 12. Transient response of the proposed full adder for the input signals A, B and C_{in}.](image1)

![Figure 13. Definition of the rise time T_r and delay T_d.](image2)

![Figure 14. Appearance of glitches when slowing down the switching speed of the memristor. The parameters in Table 2 are adopted except for K_{on} = −0.01 m/s and K_{off} = 0.01 m/s.](image3)

5.2.2. Energy Consumption

Figure 12b shows the total instantaneous power $p_T(t)$ consumed by the proposed design of the full adder. The peak values in $p_T(t)$ refer to the dynamic power consumption. The lower bound in $p_T(t)$, which is formed after the end of each transition, corresponds to
the static power. A slight difference appears between the levels of the static power recorded after each transition. This difference is due to the change in the equivalent resistance state of the cascaded memristors for a new combination of the input signals \( A \), \( B \) and \( C_{\text{in}} \), which in turn leads to a different level of current leakage. The average power consumed in the proposed design of the full adder is \( P_{\text{av}} = 279.5 \, \mu \text{W} \). This value is of \( P_{\text{av}} \) is evaluated at a frequency \( f \) of 200 MHz, which is near to the maximum possible frequency at the inputs of the full adder with a hybrid structure.

The value of the average power consumption is relatively high for a full adder circuit. This is due to the low values of \( R_{\text{ON}} \) and \( R_{\text{OFF}} \) of the adopted memristor device compared to the source-to-drain dynamic resistance in MOSFETs, which minimizes the leakage in current. Memristive devices are still being actively explored and developed using a variety of materials and deposition techniques. Thus, there is the potential for the device characteristics to be improved. Memristors with high values of \( R_{\text{ON}} \) and \( R_{\text{OFF}} \) have to be developed in order to achieve hybrid architectures with low power consumption.

5.2.3. Utilized Area

A single memristor has an area in the order of \( 4F^2 \) [28], where \( F \) is the minimum feature size. Thus, memristors are implemented at the top of the CMOS due to their nano-scale and compatibility at the level of fabrication. Thus, the allocated memristors in the proposed X-MRL design do not add any overhead in terms of the implementation area. The total required area refers to that occupied by CMOS devices only, which depends on the number of inverters, as discussed in Section 4.3. Figure 9 presents the proposed layout. The total area of the X-MRL design is 8.16 \( \mu \text{m}^2 \) compared to the area of 14.78 \( \mu \text{m}^2 \) utilized in the case of a pure CMOS implementation, leading to a 44.79% area saving.

6. Comparison

The proposed hybrid memristor–CMOS-based full adder was compared with previous published designs dedicated to the 1-bit full adder. Note that related works in the literature lack an estimation of the utilized area of their proposed designs. Moreover, in order to achieve a fair comparison in terms of energy consumption, the energy was evaluated for each additional operation. The time period for an addition operation in our proposed full adder design was set to be the minimum possible time (i.e., the maximum frequency). This subsection presents the comparison summary, which is also shown in Table 3.

| Reference                  | Memristors | CMOS Transistors | Energy | Steps | Step Delay | Energy.Delay |
|----------------------------|------------|------------------|--------|-------|------------|--------------|
| (This work)                | 18         | 18               | 0.69 pJ| 1     | 2.5 ns     | 1.72 pJ.ns   |
| MRL [9]                    | 16         | 12               | -      | 1     | -          | -            |
| MRL [42]                   | 18         | 8                | 93.7 pJ| 1     | 44.4 ns    | 4161 pJ.ns   |
| MAGIC [43]                 | 9          | Peripheral drivers | 0.3 pJ| 35    | 1.89 ns    | 19.84 pJ.ns  |
| MAGIC (Optimized no. of steps) [23] | 10          | Peripheral drivers | 3.16 pJ| 13    | 1.3 ns     | 53.40 pJ.ns  |
| MAGIC (Area optimized) [23] | 5          | Peripheral drivers | 3.16 pJ| 15    | 1.3 ns     | 61.62 pJ.ns  |
| MAGIC [44]                 | 15         | Peripheral drivers | 0.68 pJ| 13    | 1.12 ns    | 9.94 pJ.ns   |
| MAGIC (Naive mapping) [24] | 15         | Peripheral drivers | 0.68 pJ| 12    | 1.43 ns    | 11.66 pJ.ns  |
| MAGIC (Compact mapping)[24] | 24         | Peripheral drivers | 0.89 pJ| 16    | 1.43 ns    | 20.36 pJ.ns  |
| IMPLY [45]                 | 6          | Peripheral drivers | -     | 23    | 5 ns       | -            |
| IMPLY (Semi-serial) [46]   | 8          | Peripheral drivers | -     | 12    | 30 \( \mu \text{s} \) | -            |
| IMPLY (Semi-parallel) [47] | 5          | Peripheral drivers | -     | 17    | 50 \( \mu \text{s} \) | -            |
In [9], an optimized implementation of an MRL based 1-bit full adder is proposed. The authors developed an algorithm to search for the best form of the Boolean functions of the sum (S) and carry (C). The desired form should lead to an implementation with the minimum possible number of CMOS inverters. The inverter positions are allocated in such a way that removes signal degradation. The proposed circuit design of the full adder in [9] has a smaller number of memristors as well as CMOS transistors, with reductions of 11.1% and 33.3%, respectively, compared to our proposed design. However, the obtained logic function in [9] is not in the form of SoP. Thus, it is not possible to allocate memristors in a crossbar structure. This leads to more wiring at the fabrication stage, which in turn increases the implementation area dramatically. As regards energy consumption, the values reported in [9] are in the normalized form; thus, they cannot be used for comparison.

In [42], the authors presented a hybrid memristor–CMOS-based full adder circuit based on MRL. The adder is comprised of 18 memristors and 8 MOSFETs, which corresponds to a 66.6% reduction in the number of MOSFETs compared to our proposed design. However, the energy and the step delay in [42] are much higher compared to our presented X-MRL design. The layout is not considered by the authors.

In [43], a design for a 1 bit full adder was proposed based on memristor MAGIC-NOR and NOT gates. A crossbar structure was adopted and several optimization techniques were used to minimize the number of rows and columns of the crossbar as well as the number of computational steps. It has been shown that a compromise exists between the size of the crossbar and the necessary number of steps to perform a full addition. A minimum size of $3 \times 3$ crossbars (i.e., nine memristors) with a total latency of 35 computational steps is achieved. In contrast, our proposed design uses 18 memristors distributed in a crossbar structure in addition to nine CMOS inverters. The output is evaluated in one computational step. Concerning energy consumption, the proposed design in [43] consumes 0.3 pJ to achieve a 1 bit full addition process, whereas our proposed design consumes 0.69 pJ.

In [23], an N-bit addition was performed using MAGIC operations (i.e., NOR and NOT gates). Several approaches were presented by the authors for realizing logic within crossbars. The best of these approaches in terms of latency corresponded to $10N + 3$ computational steps, which leads to 13 clock cycle for the case of a 1 bit full adder. However, $13N - 3$ memristors are reserved (i.e., 10 memristors for $N = 1$) to accomplish the 1 bit addition process. For the purpose of minimizing the number of reserved memristors inside the crossbar, an area optimized crossbar structure was also proposed in [23]. Only five memristors were utilized; however, $15N$ (i.e., 15 for $N = 1$) computational steps were required to achieve 1-bit full addition. As a result, our proposed design, which requires one computational step, outperforms the designs presented in [23] in terms of latency. Regarding the energy consumption, all the proposed approaches in [23] have almost the same energy dissipation, which is about 3.16 pJ for the case of $N = 1$. Thus, the proposed design in [23] consumes 4.5 times more energy than our proposed design.

In [44], an N-bit ripple carry adder (RCA) circuit in a memristor crossbar structure was presented. The MAGIC design style was used to implement the logic gates. By considering $N = 1$, which is the case of 1 bit addition, the proposed crossbar MAGIC-based design requires 15 memristors and can perform the addition operation in 13 clock cycles. Compared to our proposed design, the adder design in [44] needs 13 times more clock cycles to perform addition operation, while it requires three fewer memristors to be implemented. On the other hand, our design consumes 1.01 times more energy than the proposed design in [44].

In [24], logic operations were realized by two methods using MAGIC. The first method corresponds to a naive mapping: it maps the NOR/NOT netlist into a single row of the crossbar. For the case of 1 bit full addition, 12 NOT/NOR sequential operations were required for a total number of 15 memristors. The overall energy consumption is estimated as 0.68 pJ. The second method corresponds to the compact mapping: in this method, NOR/NOT MAGIC operations are performed on rows and columns of a crossbar to realize logic functions. A 1 bit full addition process is performed on an $8 \times 3$ crossbar structure.
(i.e., 24 memristors) and requires 16 computational steps. The overall energy consumption is evaluated as 0.89 pJ. Compared to our design, the naive mapping and the compact mapping consume 1.01 times less and 1.28 times more energy, respectively.

In [45], the authors proposed a 1 bit full adder that was designed using IMPLY logic. The proposed design needs 23 computational steps to perform the addition. The 1 bit full adder proposed in [45] requires six memristors, which is 33.3% of the memristors utilized in our design. However, the IMPLY logic design approach adopts three different voltage levels ($V_{COND}$, $V_{SET}$ and $V_{CLEAR}$). Thus, additional circuitry such as analog multiplexers should be added to drive the allocated memristors. This induces an overhead in terms of the total utilized area when compared to our proposed design. Note that the energy consumption was not considered by the authors.

In [46], the authors proposed an IMPLY-based semi-serial adder with a respective addition algorithm. The N-bit full adder is implemented using $2N + 6$ memristors, which correspond to eight memristors for a 1 bit full adder. Compared to our proposed X-MRL design, the authors use 55.5% fewer memristors. The N-bit addition in [46] is completed within $10N + 2$ steps, which correspond to 12 steps for 1 bit addition. Each step requires 30 µs to be completed. Thus, our proposed X-MRL full adder design, which requires one computational step (2.5 ns in total), outperforms that in [46] in terms of latency.

The authors of [47] presented the design of a semi-parallel adder based on IMPLY. As compared to the semi-serial adder mentioned above, the semi-parallel adder reduces the number of memristors to five, but this comes at the cost of an increased number of computational steps and step delay. The full adder design in [47] uses a smaller number of memristors compared to our proposed design. However, it requires a higher number of steps and larger step delay.

Table 3 summarizes the comparison results presented above. The table illustrates the key advantage of the proposed approach regarding the reduced number of computational steps with respect to other existing designs. The energy consumption remains comparable. The Energy.Delay metric is used for a global direct evaluation. This metric combines both delay and energy consumption. As shown in the table, our proposed design outperforms all existing related ones. The improvement in Energy.Delay is between $\times 5.7$ and $\times 31$.

On the other hand, for the works that have adopted MAGIC and IMPLY in [23, 24, 43–45], the initialization and the evaluation of the rows and columns of the memristive crossbar require a separate CMOS controller. Moreover, a conversion mechanism is required in these designs. This mechanism includes a sensing amplifier to convert the resulting stored bits from the resistance state to the voltage state [8]. These additional peripheral drivers result in additional overheads in area and power consumption.

7. Conclusions

In this paper, an MRL-based crossbar design—namely, X-MRL—is proposed. The X-MRL approach is dedicated to the implementation of combinational logic. The design methodology of X-MRL efficiently integrates memristors with CMOS devices to improve density and scalability. Using X-MRL, a Boolean function is represented using pairs of memristors mapped efficiently into a crossbar structure. The obtained memristive crossbar is stacked at the top of the CMOS layer. For evaluation purposes, we designed a hybrid memristor–CMOS full adder based on the X-MRL approach. Based on a realistic memristor parameter model and CMOS 65 nm process, the design was simulated in the Cadence Virtuoso environment. The obtained layout of the full adder showed a 44.79% area reduction compared to that implemented with pure CMOS technology. Moreover, the Energy.Delay metric was used for comparison. This revealed a significant improvement (between $\times 5.7$ and $\times 31$) with respect to the available literature. As future work, the proposed X-MRL design may be considered for the implementation of flexible logic blocks.
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