Lower bound on the proton charge radius from electron scattering data
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**Abstract**

The proton charge-radius determinations from the electromagnetic form-factor measurements in electron-proton (ep) scattering require an extrapolation to zero momentum transfer \((Q^2 = 0)\) which is prone to model-dependent assumptions. We show that the data at finite momentum transfer can be used to establish a rigorous lower bound on the proton charge radius, while bypassing the model-dependent assumptions that go into the fitting and extrapolation of the ep data. The near-future precise ep experiments at very low \(Q^2\), such as PRad, are expected to set a stringent lower bound on the proton radius.
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1. Introduction

The proton charge radius is traditionally accessed in elastic electron-proton (ep) scattering at small momentum transfers \([\text{low } Q^2]\) \cite{1,2}. Recently, however, the accuracy of this method has been questioned in the context of the proton-radius puzzle, which is partially attributed to the discrepancy between the 2010 ep scattering value of Bernauer et al. \cite{3,4} and the muonic-hydrogen \((\mu H)\) extraction of the proton radius \cite{5,6}, see Fig. 1. Meanwhile, as seen from the figure, the different extractions based on ep-scattering data have covered a whole range of values and hardly add-up into a coherent picture.

A “weak link” of the proton-radius extractions from ep experiments is the extrapolation to zero momentum transfer. Namely, while the data taken in some finite-\(Q^2\) range can directly be mapped into the proton (electric and magnetic) Sachs form factors \(G_E(Q^2)\) and \(G_M(Q^2)\), the radii extractions require the derivatives of those at \(Q^2 = 0\), e.g.: \(R_E = \sqrt{-\frac{\alpha}{\pi}} G'_E(0)\). As much as one believes that the slope at 0 is largely determined by the behavior at finite \(Q^2\), it is not easy to quantify this relation with the necessary precision. The issues of fitting and extrapolation of the form-factor data have lately been under intense discussion, see, e.g., Refs. \cite{14,25–27}. Similar extrapolation problems should exist in the extractions based on lattice QCD, since the lowest momentum transfer therein is severely limited by the finite volume.

Here, we show that the form-factor data at finite \(Q^2\) provide a lower bound on the proton charge radius. A determination of this bound needs no extrapolation, therefore no major model assumptions, and should be based solely on experimental (or lattice) data. At the same time, given that some of the conventional extractions from ep data show a considerably larger radius than the \(\mu H\) value, a strict lower bound, based purely on data, is potentially useful in understanding this discrepancy.

In what follows, we briefly recall the basic formulae in Sec. 2, introduce the quantity proposed to serve as the charge-radius bound in Sec. 3, obtain an empirical value for it based on proton electric form-factor data in Sec. 4 and conclude in Sec. 5.

2. Basic ingredients of the radius extraction

Let us recall that a spin-1/2 particle, such as the proton, has two electromagnetic form factors. These are either the Dirac and Pauli form factors: \(F_1(Q^2)\) and \(F_2(Q^2)\); or, the electric and magnetic Sachs form factors:

\begin{equation}
G_E(Q^2) = F_1(Q^2) - \frac{Q^2}{4M^2} F_2(Q^2),
\end{equation}

\begin{equation}
G_M(Q^2) = F_1(Q^2) + F_2(Q^2),
\end{equation}

where \(M\) is the proton mass.
The subject of interest is the root-mean-square (rms) radius (or, simply the charge radius): \( R_E = \sqrt{\langle r^2 \rangle_E} \). Ideally, it could be extracted by fitting the first few terms of the above Taylor expansion of the form factor to the experimental data at low \( Q^2 \). In practice, however, this does not work. The main reason is that the convergence radius of the Taylor expansion is limited by the onset of the pion-production branch cut for time-like photon momenta at \( Q^2 = -4m^2 \) (the nearest singularity, as far as the strong interaction is concerned), and there are simply not many ep data for \( Q^2 \leq 4m^2 \approx 0.08 \text{ GeV}^2 \).

A viable approach to fit to higher \( Q^2 \) is, instead of the Taylor expansion, to use a form which takes the singularities into account. This is done in the \( z \)-expansion [12] and dispersive fits [21,23, 24]. These approaches have, however, other severe limitations. The \( z \)-expansion only deals with the first singularity and therefore extends the convergence radius to \( 9m^2 \) only. The dispersive approach is based on an exact dispersion relation for the form factor:

\[
G_E(Q^2) = 1 - \frac{Q^2}{4\pi} \int_0^\infty \frac{\text{d}t}{4m_\pi^2} \frac{\text{Im} G_E(t)}{t(t + Q^2)},
\]

which, in principle, accounts for all singularities. Unfortunately, it requires the knowledge of the spectral function, \( \text{Im} G_E(t) \), which is not directly accessible in experiment, and needs to be modeled. Chiral perturbation theory can only provide a description of this function in the range of \( t \leq 1 \text{ GeV}^2 \). Despite the recent progress in the empirical description of the spectral function [29], the problem of model dependence of the radius extraction in the dispersive approach remains to be non-trivial.

3. Positivity bounds

Given the aforementioned issues in extracting the charge radius from form-factor data, we turn to establishing a bound on the radius, rather than the radius itself. The advantage is that the bound will follow from the finite-\( Q^2 \) data alone and needs no extrapolations or model assumptions.

To this end we consider the following quantity:

\[
R_E^2(Q^2) = -\frac{6}{Q^2} \ln G_E(Q^2),
\]

which in the real-photon limit yields the radius squared:

\[
\lim_{Q^2 \to 0} R_E^2(Q^2) = -\frac{6}{G_E(Q^2)} \bigg|_{Q^2=0} = R_E^2.
\]

As will be argued in Sec. 3, the spacelike \((Q^2 \geq 0)\) proton form factor is bounded from above:

\[
G_E(Q^2) \leq 1,
\]

and hence, the above log-function is positive, \( R_E^2(Q^2) \geq 0 \). Furthermore, if \( G_E \) falls with increasing \( Q^2 \) not faster than by a power law, then \( R_E^2(Q^2) \) falls as well. The analytic properties of \( G_E \), in the absence of zeros, are inherited by its logarithm. The subtracted dispersion relation (5) for the form factor then leads to an unsubtracted one for \( R_E^2 \):

\[
R_E^2(Q^2) = \frac{1}{\pi} \int_0^\infty \frac{\text{d}t}{4m_\pi^2} \frac{\text{Im} R_E^2(t)}{t(t + Q^2)},
\]

where \( \text{Im} R_E^2(t) = (6/t)\varphi_E(t) \), and \( \varphi_E(t) \geq 0 \) is the phase defined through \( G_E(t) = |G_E(t)|e^{i\varphi_E(t)} \). This dispersion relation shows that

\[
G_E(Q^2) = \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n+1)!} \frac{\langle r^{2n} \rangle_E}{n} Q^{2n} = 1 - \frac{1}{6} \langle r^2 \rangle_E Q^2 + \frac{1}{120} \langle r^4 \rangle_E Q^4 + \ldots
\]
the function is monotonic in the spacelike region. The latter allows one to establish a lower bound on the radius:

\[ R_E^2(Q^2) \leq R_E^2, \quad \text{for } Q^2 \geq 0. \quad (10) \]

Substituting in here the Taylor expansion, Eq. (4), one has:

\[ R_E^2(Q^2) = R_E^2 - \left( \frac{1}{20} \left( \frac{1}{R_E^2} - \frac{1}{12} \right) \right) Q^2 + \mathcal{O}(Q^4), \quad (11) \]

and so, in order for the bound to hold at arbitrarily low \( Q^2 \), the fourth and second moments must satisfy the following inequality\(^1\): \[ \sqrt{\frac{3}{5}} R_E^2 > R_E^2. \] \( (12) \)

We have checked that this non-trivial hierarchical condition on the radii, which follows from the lower bound Eq. (10), is verified in existing empirical parametrizations of the proton form factor, of which the dipole form, \( G_E(Q^2) = [1 + Q^2/(0.71 \text{GeV}^2)]^{-2} \), is the simplest one.

The fact that \( R_E^2(Q^2) \) is monotonically increasing towards \( Q^2 = 0 \) means that the best bound is obtained at lowest accessible \( Q^2 \).

In practice, however, it depends on the size of the experimental errors, including the uncertainty in the overall normalization of the form factor. We discuss this in detail in Sec. 4, when obtaining the empirical value of the bound from experimental data. In the rest of this section we focus on the proof of Eq. (8).

The unitary bound on the proton form factor, given in Eq. (8), and subsequently the radius bound, given in Eq. (10), follow from positivity of the corresponding charge density distribution: \( \rho_E(r) \geq 0 \). Indeed, from Eq. (2a), \( G_E(0) - G_E(Q^2) = 4\pi \int_0^{\infty} \rho_E(r) \rho_E(r') \, dr', \) \( (13) \)

with the property of the Bessel function \( j_0(x) \leq 1 \), and the positivity of \( \rho_E(r) \), we can see that the integrand on the right-hand side is positive definite, and Eq. (8) follows upon substituting \( G_E(0) = 1 \) on the left-hand side.

There is a concern \(^3\) that the proton charge density is not necessarily positive definite, and only the transverse charge density is \( \rho_\perp(b) \geq 0 \). The latter relates to the Dirac form factor through the two-dimensional Fourier transform:

\[ F_1(Q^2) = 2\pi \int_0^{\infty} \rho_\perp(b) \, db, \] \( (14) \)

where \( j_0(x) \) is the cylindrical Bessel function. However, the positivity of the transverse charge density is sufficient to prove the unity bound of Eq. (8). To see this, one may apply the previous argument [cf. Eq. (13)] to Eq. (14) using \( j_0(x) \leq 1 \), and derive the bound on the Dirac form factor:

\[ F_1(Q^2) \leq 1. \] \( (15) \)

Then, the unitary bound on \( G_E \) follows from its definition in terms of the Dirac and Pauli form factors, see Eq. (1a), by taking into account the conditions \( F_1(Q^2) \leq 1 \) and \( F_2(Q^2) \geq 0 \). The latter is valid for the proton in at least the low-\( Q \) region, as can be seen empirically from \( F_2(0) = \kappa \), with \( \kappa \approx 1.79 \) the anomalous magnetic moment of the proton.

While the unity bound on \( G_E \) follows from the positivity of \( \rho_E(r) \), the reverse is not necessarily true. Therefore, the proof based on the positivity of the transverse charge density \( \rho_\perp(b) \) does not necessarily imply the positivity of \( \rho_\parallel(b) \). Introducing \( \rho_\parallel(r) \) as the three-dimensional Fourier-transform of the Dirac form factor, we have:

\[ F_1(Q^2) = 4\pi \int_0^{\infty} \rho_\parallel(r) \rho_\parallel(r') \, dr, \] \( (16) \)

and matching it to Eq. (14), we obtain its relation to the transverse density\(^2\):

\[ \rho_\perp(b) = 2 \int_b^{\infty} \frac{r}{\sqrt{r^2 - b^2}} \rho_\parallel(r) \, dr, \] \( (17a) \)

\[ = \int_{-\infty}^{\infty} dz \rho_\parallel(\sqrt{b^2 + z^2}). \] \( (17b) \)

The two are thus related by the Abel transform \(^{[32], p. 351\text{ et seq.]}\). It infers \( \rho_\perp \geq 0 \), for \( \rho_\parallel \geq 0 \), while the reverse is not necessarily true.

4. Exploring the ep scattering data

4.1. Direct determination

We now proceed to obtaining the lower bound on the proton charge radius from ep scattering data. The first step is to convert the experimental data for \( G_E(Q^2) \) to \( R_E^2(Q^2) \), using the definition (6). The presently available data in the region well below the pion-pair production scale (here we chose \( Q^2 < 0.02 \text{ GeV}^2 \)) are shown in Fig. 2. The light-blue points are from the dataset of Bernauer et al. \(^{[3,4]}\). The light-red data points are from the recent initial-state radiation (ISR) experiment at MAMI \(^{[30]}\). In both cases we show the statistical error bars only (the systematic error will be discussed below and taken into account for Bernauer’s data). The two points at \( Q^2 = 0 \) indicate the muonic-hydrogen (green) and Bernauer’s ep-scattering (dark-blue) values of the proton charge radius.

In principle, every data point in Fig. 2, at finite \( Q^2 \), provides a lower bound on the proton charge radius. For a more accurate

---

\(^1\) Based on Eq. (9), one can claim that \( R_E^2(Q^2) \) is completely monotonic, i.e.: \((-1)^d R_E^2(Q^2)/d Q^2 \geq 0\), from which the lower bounds on other radii can be derived. The lowest values of the radii are given in terms of the charge radius \( R_E \), and can all be obtained from Taylor-expanding the following form of the form factor: \( R_E^{\text{mon}}(Q^2) = \exp(-1/b R_E^2 Q^2). \)

\(^2\) Here we recall the following relations between the spherical and cylindrical Bessel functions:

\[ j_0(x) = \frac{2}{\pi} \int_0^{\infty} \frac{x^2 - \sqrt{x^2 + x^2}}{x^2} \]

\[ j_0(x) = \frac{1}{\pi} \int_0^{\infty} \frac{x^2 - \sqrt{x^2 + x^2}}{x^2} \]

as well as their orthogonality:

\[ \int_0^{\infty} \frac{dQ}{Q^2} j_i(Qb) j_i(Qb') = \frac{1}{b} \delta(b - b'), \]

\[ \int_0^{\infty} \frac{dQ}{Q^2} j_i(Qr) j_i(Qr') = \frac{\pi}{2r^2} \delta(r - r'). \]
value, we can average over any subset of these data. In the figure, the horizontal blue band is the statistical average of Bernauer’s dataset, whereas the red band is the statistical average of the ISR dataset. These bands were obtained fitting a horizontal line through the respective datasets using the NonlinearModelFit routine of Mathematica [33]. The corresponding values are presented in, respectively, the 1st and 3rd row of Table 1.

This is how ideally the bound should be determined from the experimental data. However, the present experimental data have systematic uncertainties of which the most acute one is the unknown absolute normalization of the cross section. The Bernauer dataset, for example, is normalized in conjunction with the radius extraction. Thus, the data normalization and the extrapolation to \(Q^2 = 0\) are done simultaneously in the same fit. Moreover, one can obtain an equally good representation of Bernauer’s data by using a lower value of the radius and different normalization factors [34,35].

4.2. Overall normalization factor

To see how the normalization uncertainty affects the bound, let us suppose the experimental form factor has a small normalization error \(\epsilon\), such that \(G_E^{\text{exp}} = (1 + \epsilon) G_E\), with \(G_E\) having the usual interpretation. Then,

\[
R_E^{2 \text{exp}}(Q^2) = -\frac{6}{Q^2} \ln [(1 + \epsilon) G_E(Q^2)] = R_E^2(Q^2) - \frac{6}{Q^2} \ln (1 + \epsilon).
\]  

If \(\epsilon\) is positive, this is not a problem — the lower bound is preserved: \(R_E^{2 \text{exp}}(Q^2) \leq R_E^2\), for \(\epsilon \geq 0\). In the case of \(\epsilon < 0\), in a certain low-\(Q^2\) region, the bound is violated:

\[
R_E^{2 \text{exp}}(Q^2) \not\leq R_E^2, \quad \text{for } Q^2 < Q_0^2,
\]  

where \(Q_0\) is the root of the following equation:

\[R_E^2(Q_0^2) - \frac{6}{Q_0^2} \ln (1 + \epsilon) = R_E^2.\]  

Assuming \(Q_0\) is small, we can use the expanded form of \(R_E^2(Q^2)\) in Eq. (11), to find:

\[Q_0^2 = \sqrt{-\frac{6\ln (1 + \epsilon)}{20 [r^4]_E - 12 R_E^2}}.\]  

For example, taking \(\epsilon = -0.001\) and typical values of the radii [36], this equation gives \(Q_0^2 \approx 0.01 \text{ GeV}^2\). Therefore, one strategy for avoiding the possible normalization issue is to drop the data below a certain \(Q^2\) value from the lower-bound evaluation.

Of course, this consideration only applies when all the data points of a given dataset have the same normalization factor. In reality, the experiment of Bernauer et al. [4] has a complicated normalization procedure, involving 31 normalization factors, and one can manage to obtain significant shifts of the data points by a different fit of these factors [34,35]. These shifts could then be considered as a systematic normalization uncertainty which is only partially attributed to an overall normalization.

Therefore, it is better to treat the overall-normalization uncertainty as a systematic error. In accounting for this highly-correlated error we use the method adopted by the PDG [37, Sec. 5.2]. Namely, the averaging of the dataset \(A_i \pm \sigma_i \pm \Delta\), with \(\Delta\) the

| Dataset                | Average \(\sqrt{R_E^2(Q^2)}\) |
|------------------------|-------------------------------|
| Bernauer et al. [4]    | \(Q^2 < 0.02 \text{ GeV}^2\)  |
|                        | 0.857 ± 0.010                 |
| subset “1.3”           |                               |
|                        | 0.864 ± 0.016                 |
| Mihovilović et al. [30]| all data                      |
|                        | 0.842 ± 0.011                 |

\[R_E^2(Q_0^2) = \frac{6}{Q_0^2} \ln (1 + \epsilon) = R_E^2.\]  

\[Q_0^2 = \sqrt{-\frac{6\ln (1 + \epsilon)}{20 [r^4]_E - 12 R_E^2}}.\]
correlated systematic error, is equivalent to averaging the dataset \( A_i \pm \sigma_i' \), where \( \sigma_i' = (\sigma_i^2 + \Delta_i^2)^{1/2} \) is the redefined error with \( \Delta_i^2 = \sigma_i^2 \sum_{j=1}^n (1/\sigma_j^2) \). The systematic uncertainty of Bernauer’s data on the reduced cross section, in the low-Q region, is of the order \( 10^{-3} \). Taking the latter number for \( \Delta \), the error increases as \( \sigma' \approx 4.5\sigma \), hence, the systematic error dominates in this dataset. The resulting average of the lower-bound function, including the systematic uncertainty, is given in the first row of Table 1. We have checked that the analogous account of the form-factor normalization uncertainty at the level of the \( R^2(Q^2) \) quantity, rather than the cross section, results in a slightly smaller uncertainty on the bound. In either case, this error estimate is only indicative. In a more proper error evaluation one should use the covariance matrix established in the experimental analysis.

One can also identify subsets where the normalization is an overall factor. In the experimental data of Bernauer et al, these are, for example, normalization sets (see Supplement in [4]):

- 3 (spectrometer A, 180 MeV beam energy),
- 13 (spectrometer B, 180 MeV beam energy),
- 6:9 (spectrometer B, 315 MeV beam energy).

The most precise result is coming from the subset 1:3, because it is the largest in the relevant low-Q region. The resulting average for the subset 1:3 is shown in Fig. 3 and, including the above-mentioned systematic error, the second row of Table 1.

Both rows yield essentially the same lower bound: \( R_E > 0.847 \) fm at 95% confidence level (CL) for the full Bernauer’s dataset vs. \( R_E > 0.848 \) fm for the subset 1:3. We chose to show only the former value in the summary plot of Fig. 1, cf. the blue band.

The average of the ISR data, shown in the last row of Table 1 (includes statistical errors only), yields a smaller lower bound: \( R_E > 0.831 \) fm at 95% CL, represented by the light-red band in Fig. 1.

5. Conclusion

An extraction of the proton charge radius from ep scattering requires an extrapolation to zero momentum transfer, which nowadays is entangled in the analysis of ep data. We aim here to get rid of the extrapolation issues in the interpretation of ep data. We show that the ep scattering may directly provide a lower bound on the proton charge radius, cf. Eq. (10) with Eq. (6). We emphasize that the lower-bound determination, unlike the extraction of the charge radius itself, does not involve any fitting of the \( Q^2 \)-dependence with subsequent extrapolation to \( Q^2 = 0 \). Thus, the lower bound is a directly observable quantity (to the same extent as is the form factor), and is a more rigorous experimental outcome than the charge radius itself.

For illustrative purposes, we have made a tentative determination of the lower bound on the proton charge radius from the available data in the region of \( Q^2 \) below 0.02 GeV\(^2\). The outcome for the two presently available experiments is given in Table 1. The lower bound resulting from Bernauer’s dataset \( [R_E > 0.847 \) fm at 95% CL] appears to be in tension with the muonic-hydrogen results (see Fig. 1), albeit our uncertainty estimate is only indicative and should be taken with caution. The treatment of systematic errors, most notably the normalization uncertainty, is rather involved in this particular experiment and entangled with the radius extraction. For the bound determination one obviously needs the systematic errors of the cross section, to be determined independently of any radius extraction procedure.

Since the lower-bound function, defined in Eq. (6), is monotonically increasing with decreasing \( Q^2 \), the most stringent bound will be obtained from the lower \( Q^2 \) range, provided that the accuracy does not deteriorate with decreasing \( Q^2 \). Therefore, with the forthcoming results of the PRad experiment [38,39], one hopes to obtain a much better determination of the lower bound. The PRad data will reach down to \( 2 \times 10^{-4} \) GeV\(^2\) and include a simultaneous measurement of the Müller scattering. The latter will allow to further reduce the systematic uncertainties.
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