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Abstract—In this paper, Bayesian based aggregation of decision trees in an ensemble (decision forest) is investigated. The focus is laid on multi-class classification with number of samples significantly skewed toward one of the classes. The algorithm leverages out-of-bag datasets to estimate prediction errors of individual trees, which are then used in accordance with the Bayes rule to refine the decision of the ensemble. The algorithm takes prevalence of individual classes into account and does not require setting of any additional parameters related to class weights or decision-score thresholds. Evaluation is based on publicly available datasets as well as on an proprietary dataset comprising network traffic telemetry from hundreds of enterprise networks with over a million of users overall. The aim is to increase the detection capabilities of an operating malware detection system. While we were able to keep precision of the system higher than 94%, that is only 6 out of 100 detections shown to the network administrator are false alarms, we were able to achieve increase of approximately 7% in the number of detections. The algorithm effectively handles large amounts of data, and can be used in conjunction with most of the state-of-the-art algorithms used to train decision forests.

I. INTRODUCTION

Imbalances in distribution of samples across different classes may lead to major performance issues of a classification system, because the system naturally tends to favor majority classes resulting in minority classes being misclassified more often in favor of the majority classes. The imbalance problem can not be neglected since it is inherent to tasks of significant importance. Noteworthy to mention are the areas of security, malfunction detection or processing of medical data. Note that most of the practical image recognition tasks are intrinsically imbalanced since the object of interest forms only a minor part of the processed image. Recently, the most dominant and extensive is the problem of intrusion detection in network telemetry. Apart from the huge disproportion of benign and malware-related network traffic, the task is coupled with additional strong requirements that have to be met in order to deploy a reliable Network Intrusion Detection System (NIDS).

First of all, high precision of detection has to be achieved since security incidents, produced by NIDS, are in majority of cases assigned to human network administrators and analysts who have to take proper actions. Example of these actions are: analyze the impact of infection, remove the threat or reimagine the device. Each of these actions has a different cost, therefore it is crucial to correctly recognize impact and risk of the threat. While devices infected with shady ad-injectors decrease the user experience and may lead to serious infections in the future, information stealing has direct and serious impact on the business of a company. This leads to a multi-class setup in which each threat category is represented as a different class. Since human analysts are involved, explainability and interpretability of the detections are essential.

In this paper we address NIDS operating on hundreds of enterprise networks, processing tens of millions of network requests per day. Classifier that meets all the requirements outlined in the previous paragraph with an additional benefit of being robust to missing values, is the random forest classifier. Random forests are one of the best out-of-the-box machine learning solutions well suited for parallel and distributed processing.

Random forest classifier is an ensemble of decision trees with randomness involved in the learning phase of the classifier. The randomness is important to ensure that the ensemble of the trees is diverse. Diversity of the ensemble is especially useful in the presence of imbalanced data. Standard ensemble voting scheme used in the prediction phase, is majority voting, where the predictions of individual trees are treated as votes and the prediction of the decision forest is determined by the majority of votes. This hard voting scheme has its soft alternative, in which each tree outputs a probability distribution over all class labels. However, it was empirically shown that there is no significant difference in terms of performance between majority and soft voting.

Standard aggregation algorithm does not take the prevalence of specific classes into account. In the task of network-traffic based intrusion detection, this may cause significant drops in detections, because of the high imbalance of benign and malware traffic. Solution may be lowering the forest decision threshold instead of requiring majority of votes to be positive. This may increase the number of detections of the minority class, but often at the cost of precision of detections. Note that the thresholding is still difficult to apply to multi-class classification problems since different threshold has to be inferred and applied for each class separately.
The idea behind Bayesian Tree Aggregation (BTA) algorithm, pursued in this paper, is to make use of random sampling of the training set (i.e. bagging), sampled for each tree in the forest individually whenever a decision tree is trained. The aggregation makes use of prediction errors related to the performance on the unseen part of the training data (out-of-bag datasets). The additional information is used along with the Bayes theorem to handle imbalances and multi-class problems naturally. While the aggregation function is known [8], it is not wildly used and it was generally not recognized to be well suited for imbalanced data. We show how it can be easily coupled with the training of random forests and what is the relation to the imbalanced class problem.

Even if many versions of the random forest algorithm were developed over the years, with the ambition to further improve random forest’s general or domain-specific predictive performance [9], [10], [11], [12], production quality code for most of these algorithms is not publicly available. Therefore, the original Random Forests [3] along with the Extremely Randomized Trees [13] are still the most frequently used versions of the algorithm implemented in standard machine learning libraries [14], [15]. An attractive property of BTA is that it may be implemented on top of models trained with these libraries. This is particularly important in case of big data, since optimized state-of-the-art implementations may still be used to train the classifiers in the ensemble.

II. STANDARD MAJORITY VOTING

Consider a classification problem with input space $X = \mathbb{R}^M$ and output label space $Y = \{1, \ldots, K\}$, and a decision forest with $T$ trees $T_t : X \mapsto Y$. Each decision tree predicts a class label $T_t(x) \in Y$ for a given test sample $x \in X$ where $t \in \{1, \ldots, T\}$. In this notation, the predicted class label $y^*$, predicted by the forest can be obtained according to:

$$
y^* = \arg \max_{y \in Y} \sum_{t=1}^{T} I(T_t(x) = y),
$$

where $I(\cdot)$ is the indicator function which returns 1 if the condition in the argument is true, 0 otherwise.

III. BAYESIAN TREE AGGREGATION

The Bayesian Tree Aggregation (BTA) algorithm is inspired by the naive Bayes classifier. It computes the conditional probability of the label, $y$, of sample $x$ given the predictions of individual trees. The final classification label $y^*$ of sample $x$ is given by the maximal conditional probability, which can be expressed as:

$$
y^* = \arg \max_{y \in Y} P(y|T_1(x), T_2(x), \ldots, T_T(x)).
$$

In accordance to the Bayes’ theorem, we can rewrite (3) to the form:

$$
y^* = \arg \max_{y \in Y} \frac{P(y) \cdot P(T_1(x), T_2(x), \ldots, T_T(x)|y)}{P(T_1(x), T_2(x), \ldots, T_T(x))}.
$$

Since the denominator does not depend on $y$, it can be ignored yielding:

$$
y^* = \arg \max_{y \in Y} P(y) \cdot P(T_1(x), T_2(x), \ldots, T_T(x)|y). \quad (4)
$$

To make the computation tractable, a common assumption is made that the predictions of individual decision trees are independent given the true class label $y$. This approximation is in accordance with the aim of the decision-forest training algorithm, where randomness is introduced to reduce the correlation between individual trees. As a consequence, independence of errors between the trees can be assumed. This results in:

$$
y^* = \arg \max_{y \in Y} \prod_{t=1}^{T} P(T_t(x)|y).
$$

The class $y^*$ is computed as the joint probability of individual tree predictions. That is, while the standard voting schemes directly aggregate predictions $T_t(x)$ to make the final decision, in this case, in addition, also the probability $P(T_t(x)|y)$ of a prediction for a given class is assessed.

As with the naive Bayes classifier, it is generally useful to transform the product to sum of logarithms to avoid problems with underflows in floating point arithmetics:

$$
y^* = \arg \max_{y \in Y} \log P(y) + \sum_{t=1}^{T} \log P(T_t(x)|y). \quad (5)
$$

It is worth emphasizing that assumption of general independence between tree predictions $T_t(x)$ and $T_j(x)$ is not valid. Knowing the value of the prediction $T_t(x)$ certainly provides information leading to a better estimate of $P(T_j(x))$. Therefore, what is assumed is the conditional independence between tree predictions given the true class label of sample $x$, i.e. independence of errors.

A. Estimation of underlying probabilities

In order to decrease correlations between individual trees, each tree is trained only on a subset sampled from the training dataset (bagging) [3]. We make use of the part of the training dataset not seen during the training of a tree, i.e. the out-of-bag (OOB) dataset. Each tree is associated with it’s own OOB dataset. In the standard setup, the size of the OOB dataset is approx. $37\%$ of the original training dataset size. Breiman [7] has shown that if the training dataset and test dataset originate from the same underlying distribution then the OOB error on the training dataset is an accurate estimate of the generalization error.

Conditional probability $P(T_t(x)|y)$ for tree $t$ can be estimated from the confusion matrix computed from the out-of-bag dataset, not seen in the training phase of the tree $t$. Let $c_{k,l} \in \mathbb{N}$ be the element of the confusion matrix for tree $t$, where $k \in K$ refers to the true class label and $l \in K$ to the predicted class label. Then, $c_{k,l}$ equals the number of objects in the out-of-bag dataset that are classified as class $l$ but their true
class label is $k$. The conditional probability can be computed as:

$$P(T_i(x)|y) = \frac{c_{y,T_i(x)}}{N_y} = \frac{c_{y,T_i(x)}}{\sum_{k=1}^{K} c_{y,i}},$$  \hspace{1cm} (7)

Probability $P(y)$ can be estimated from the prevalence of class $y$ in the training dataset.

### B. Conditional probabilities smoothing

Because the probabilities computed from the confusion matrices are merely estimates of the true underlying probabilities, it is reasonable to set the lower bound for the estimate to a small non-zero $\epsilon$ value rather than zero. Otherwise, the product in $K$ would be zero if any of the posteriors $P_{y_i}$ were zero. A single decision tree would therefore be able to disable prediction of the whole forest for a given label. The value of $\epsilon$ related to the confidence of the estimate and therefore its value can generally be smaller with bigger training datasets.

Kuncheva [16] presents another way inspired by [17] of dealing with zeros in naive Bayes aggregation. Instead of using non-zero $\epsilon$ they use the formula:

$$P(T_i(x)|y) = \left( \frac{c_{y,T_i(x)} + \frac{1}{2} \epsilon}{N_y + 1} \right)^B,$$  \hspace{1cm} (8)

where $c$ is the number of classes and $B$ is a hyperparameter for which they suggest values: 0.5, 0.8 or 1. Experiments in Section V show that the results are comparable with the $\epsilon$ method.

### C. Analysis of the algorithm

The conditional probabilities $P(T_i(x)|y)$ are conditioned on the true class label $y$. This causes their values to be independent of the class imbalance ratios because they are computed only from samples belonging to class $y$. This can be seen directly from (7), where the number of predictions of a class is normalized by the number of samples, $N_y$, in that class. Therefore, smaller classes require smaller number of predictions to achieve larger scores.

The information on the class imbalance is present in (5) in form of the prior $P(y)$. The importance of the prior decreases as the number of trees in the forest increases and the more trees agree on the same predicted class.

Additionally, because BTA does not work with votes from individual decision trees, but instead relies on probabilities computed on the out-of-bag (OOB) dataset, it is able to correct situations when samples from the OOB set belonging to some class $y_1$ are being consistently misclassified by a tree as class $y_2$. In this case, in the BTA estimation process the estimate of the posterior $P_{y_1}$ related to $y_1$ will get increased while for $y_2$ it will decrease.

### IV. RELATED WORK

Methods addressing the imbalanced class problem that can be used with decision forests focus mainly on preprocessing of training datasets by oversampling, undersampling or creating synthetic objects for the underrepresented class (e.g. SMOTE [18]). Another common approach is cost-sensitive learning, which incorporates class weights to the learning process [19], but determining the correct costs is often difficult, especially in cases of extremely imbalanced data. Various reviews and alternatives of these methods were published [6], [20], [21], [19], [22]. All of these methods can be used in combination with Bayesian tree aggregation, because they constitute different stages in the training algorithm.

In [23], [24] the focus is also put on the aggregation algorithm of trees in the random forest. The OOB is used to estimate tree weights in the voting process. Each tree weight represents error of a tree on the OOB dataset. The difference is that instead of simple reweighing of predictions of a tree, we build a probabilistic framework, where each prediction of a tree $t$ is associated with a vector of conditional probabilities $P(T_i(x)|y)$ for classes $y \in 1, \ldots, K$.

In Bayesian Model Averaging (BMA) [25] and related methods each model is weighted by the probability that the data were generated by the given model. However, it is difficult to use BMA with decision trees [26].

Kittler et al. [8] include Bayesian decision aggregation in their work about classifier combining. However, they do not mention it in the context of bagged classifiers (such as Random forests) and therefore do not conveniently leverage the OOB datasets to estimate the necessary conditional probabilities.

Kuncheva [16] computes the confusion matrices from the dataset used to train the classifier, which is not a good estimate of the classifier’s performance on unseen data. For example, due to unlimited depth of decision forests in experiments described in Section V the number of misclassified objects in the training dataset is very close to zero.

### V. DETECTION OF INFECTED USERS FROM NETWORK DATA

BTA was developed as a module for malware intrusion detection system with focus on network traffic, where the benign applications constitute majority of the network traffic.

In this section, BTA will be compared against standard majority voting, available in standard machine learning libraries [14], [15], on a real-world dataset containing network proxy logs. Proxy logs record communication over HTTP(S) between single user and a single server. They consist of fields given by numerical values (e.g. transferred bytes), strings (e.g. URL, User-Agent, MIME type), categorical (HTTP status, ports) and other [27], [28]. The logs are bidirectional, therefore both directions of the communication are included in a single log. We are interested only in the non-encrypted communication (HTTP), therefore all proxy logs related to HTTPS communication were discarded from the experiments. Proxy logs were collected from more than 500 enterprise networks, ranging from small to large companies with tens of thousands of users.

Our NIDS is composed of two layers. First layer is an anomaly detection layer comprising more than 30 detectors, detecting anomalies according to empirical estimates of (conditional) probabilities such as $P(\text{country})$, $P(\text{domain}|\text{host})$, $P(\text{User-Agent}|\text{second level domain})$, time series analyses...
(models of user activity over time, detection of sudden changes in activity, identification of periodical requests, etc.), and HTTP specific detectors [29]. Only 10% of the most anomalous traffic is then propagated to the following classification layer, in which specific labels are assigned to some of the anomalies.

A. Dataset description

The labeling was performed on the level of contacted domains (it would be unfeasible to label each log separately). Labels were collected from available blacklists, other malware feeds from Collective Intelligence Framework (CIF) [30] or they were created by a human analyst. Majority of proxy logs still remained unlabeled. Rather than keeping them out of the evaluations, they were assumed to be benign and constitute the negative class. Therefore, true precision of the system may be higher than reported, because some of the false positives, which are in fact related to malware, may not be labeled yet.

Malware was further categorized to classes. Each class is related to a traffic associated with different malware category, such as ransomware, trojan, click-fraud, exploit kit, exfiltration, ad-injector, etc. according to estimated risk level. Moreover, several subclasses for each category were defined based on the differences in the communication patterns of the malware. Our analysts were able to construct 75 different malware classes for 20 malware categories. The distribution of positive classes is shown in Figure 1. Note the significant imbalance even between the positive classes alone.

Training dataset consists of proxy logs recorded during October and November 2015. Test data were collected in a single, busiest working day, Wednesday, 20th January 2016. Only top 10% of samples, sorted according to the anomaly value are kept. Note that there is a time gap between both sets. This is necessary to properly address possible shift of the data in time.

From each proxy log, 357 features are extracted according to Bartos et al. [28]. The features are related to statistical properties of strings present in the URL, referer, User-Agent and information in the other proxy log fields such as: client/server port numbers, connection duration, number of bytes uploaded/downloaded, etc. Aim is to discover and learn communication patterns specific for malware.

For training, feature vectors related to benign traffic were uniformly downsampled, but all the malware samples were used. Overall, number of training instances was 3.5M, out of which 150k were attributed to malware. In the test set, no downsampling was performed yielding 10.9M feature vectors out of which 322k are related to malware.

B. Evaluation metrics

Even though the model classifies individual proxy logs, the evaluation is performed on the level of users. We assume that a user is infected if any of proxy logs related to his communication was labeled as malicious. Therefore, precision of a given class does say how many users, not proxy logs, that were identified as infected are truly infected. Evaluation on the user level is necessary, because it truly reflects the perceived efficacy of the system by the customer, whose interest is mainly in the number of user devices that have to be maintained and not in specific network communication of a device.

The reported evaluation metrics are precision \( \frac{TP}{TP+FP} \), recall \( \frac{TP}{TP+FN} \) and F-score \( 2 \cdot \frac{precision \cdot recall}{precision+recall} \). These metrics are the natural choice in the field when handling imbalanced datasets [31], [32].

Precision states how many positive detections that are shown in the production environment after it was deployed. The reported evaluation metrics are precision \( \frac{TP}{TP+FP} \), recall \( \frac{TP}{TP+FN} \) and F-score \( 2 \cdot \frac{TP}{TP+FP} \) \( \cdot \frac{TP}{TP+FN} \). These metrics are the natural choice in the field when handling imbalanced datasets [31], [32].

Recall gives the fraction of users truly infected by malware and positive rates tend to be very small and non-informative. In case of precision, the class imbalances are taken into account. Recall gives the fraction of users truly infected by malware and correctly detected by the classifier. Usually there exists a trade-off between precision and recall. F-score is the harmonic mean of precision and recall and it is commonly used to combine them into a single number.

The metrics are defined on binary classification problems and are usually reported only for the minority class, because performance on the majority class is often uninformative. This is extended to multi-class problem by computing the metrics for each minority class using the one-vs-all strategy. For conciseness, averages over the malware (minority) classes are reported. This approach is known as macro-averaging [33].

Since the precision is affected by the imbalance ratio, the negative class in the testing dataset can not be subsampled and has to contain all the proxy logs, which would the classifier see in the production environment after it was deployed.
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C. Hyperparameter setup

The underlying decision forests are trained using the standard algorithm proposed in [3] with hyper-parameters set to common values. The number of trees is set to 20. Minimum number of samples required for further splitting set to 2. The number of considered features in each node is set to \( \sqrt{F} \), where \( F \) is the overall number of features. Standard bagging is used.

Section [III-A] introduced two different algorithms for handling zero probabilities computed from the confusion matrices inside BTA. Both algorithms are tested in the experiment. The hyperparameter \( \epsilon \) is set to \( 10^{-5} \) and the algorithm described in [8] is tested with values 0.5, 0.8, and 1 for the hyperparameter \( B \), which are the values suggested in [16].

D. Results

Results of experiments for Majority Voting (MV) and Bayesian Tree Aggregation (BTA) are given in Table [I] All the BTA variants outperform MV in terms of F-score, which combines precision and recall into a single number. While BTA \( B = 0.5 \) has slightly higher F-score than BTA \( \epsilon \), the decrease in precision is lower for the latter while both offer a significant increase in recall in relation to majority voting.

It is possible that some of the users identified as false positive can still be infected by malware, but we did not perform any further investigation of these errors because it would require significant investment of time from an expert human analyst. Therefore, the precision can be thought of as the lower bound of the true precision. Based on our requirements, 90% precision is sufficiently high for a NIDS to be deployed in a production environment.

VI. EXPERIMENTS ON PUBLIC IMBALANCED DATASETS

In addition, we selected several popular and public datasets to evaluate BTA on a variety of imbalanced multi-class data, because the network dataset is proprietary and not publicly available. All of the datasets are available in a common LibSVM format at [34]. Except for dataset dna, the classes in the original datasets are balanced. To make the remaining datasets imbalanced, several classes were joined together to create a single majority class. The majority class was always created from the bottom \( k \) classes depending on their numeric label. Similar technique was used previously in [20], [19]. The properties of the datasets are summarized in Table [II].

| Dataset | #Train | #Test | #Classes | Majority prior | # Features |
|---------|--------|-------|----------|----------------|------------|
| usps    | 7291   | 2007  | 10 / 3   | 84 %           | 128        |
| letter  | 15000  | 5000  | 26 / 7   | 77 %           | 53         |
| satimage| 3104   | 2000  | 6 / 3    | 73 %           | 36         |
| aol     | 98000  | 10000 | 1000 / 200 | 80 %          | 128        |
| mnist   | 60000  | 10000 | 10 / 3   | 80 %           | 780        |

A. Evaluation metrics

The same metrics as in Section [V-B] are used. The experiment is designed in a similar way to the experiment on network data. The majority class is treated in the same way as the negative class and the minority classes are treated as the positive classes. Metrics are again computed in the one-vs-all manner and the reported numbers are the averages calculated using the macro-averaging strategy.

B. Hyperparameters setup

The hyperparameters were set in the same way as in the experiments on network data described in Section [V-C] with exceptions that the number of trees was set to 100 because the datasets are smaller which allows faster training and it is a common choice.

Zero probabilities computed from the confusion matrices inside BTA were replaced by \( \epsilon = 10^{-5} \) in all experiments.

C. Results

Results are given in Table [III] Majority voting has better precision and Bayesian tree aggregation has better recall on all datasets. Since we are interested mainly in the trade off between precision and recall, main focus is placed on the F-score. In terms of F-score, BTA has the best performance on all datasets except for the usps dataset, where the performance is comparable to that of majority voting. Note that every experiment was repeated 10 times because the training of decision forests contains randomness. The averages and standard deviations for each metric are reported.

VII. CONCLUSIONS

Bayesian Tree Aggregation (BTA) can be used in place of any ensemble aggregation algorithm, but it is best-suited for imbalanced multi-class problems, where detection of the minority class is of high importance. BTA utilizes the out-of-bag dataset to estimate the prediction errors of individual decision trees. The method employs Bayesian reasoning to combine the individual votes. The method affects only the prediction of the ensemble and not the topology of individual trees. Therefore, it can be easily used with any state-of-the-art implementation for induction of decision forests. This property is particularly useful on distributed platforms such as Apache Spark, where highly optimized version of the

### Table I

| #Train | #Test | #Classes | Majority prior | # Features |
|--------|-------|----------|----------------|------------|
| usps   | 7291  | 2007     | 10 / 3         | 84 %       |
| letter | 15000 | 5000     | 26 / 7         | 77 %       |
| satimage | 3104 | 2000     | 6 / 3          | 73 %       |
| aol    | 98000 | 10000    | 1000 / 200     | 80 %       |
| mnist  | 60000 | 10000    | 10 / 3         | 80 %       |

### Table II

| Property | Value |
|----------|-------|
| #Train   | 7291  |
| #Test    | 2007  |
| #Classes | 10 / 3|
| Majority prior | 84 %  |
| # Features | 128    |
algorithm already exist and implementing the method from scratch would be difficult.

The method was evaluated on the task of intrusion detection. Real-world dataset was collected. Additionally, the algorithm was also tested on several popular public datasets. In majority of the cases, the method was consistently able to achieve higher average F-scores for minority classes of interest.
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