Detecting Arbitrary Keypoints on Limbs and Skis with Sparse Partly Correct Segmentation Masks

Katja Ludwig  Daniel Kienzle  Julian Lorenz  Rainer Lienhart
Machine Learning and Computer Vision Lab, University of Augsburg
{katja.ludwig, daniel.kienzle, julian.lorenz, rainer.lienhart}@uni-a.de

Abstract

Analyses based on the body posture are crucial for top-class athletes in many sports disciplines. If at all, coaches label only the most important keypoints, since manual annotations are very costly. This paper proposes a method to detect arbitrary keypoints on the limbs and skis of professional ski jumpers that requires a few, only partly correct segmentation masks during training. Our model is based on the Vision Transformer architecture with a special design for the input tokens to query for the desired keypoints. Since we use segmentation masks only to generate ground truth labels for the freely selectable keypoints, partly correct segmentation masks are sufficient for our training procedure. Hence, there is no need for costly hand-annotated segmentation masks. We analyze different training techniques for freely selected and standard keypoints, including pseudo labels, and show in our experiments that only a few partly correct segmentation masks are sufficient for learning to detect arbitrary keypoints on limbs and skis.

1. Introduction

Video analysis is a commonly used method in many sports disciplines in order to assess the performance and analyze the technique as well as the tactics of the athletes. In individual sports, the position of the body and the sports equipment, if any is used, is at the center of interest. With these measurements, coaches can derive evaluations of actions, body posture, speed, etc., of the athlete. For example, ski jumpers are interested in body and ski angles measured relative to the flight trajectory.

In order to automate the detection of the desired keypoints, 2D Human Pose Estimation (HPE) methods can be used. Their usage reduces the time consumed for video analyses. Therefore, performance analyses are available to more athletes to improve their training outcome. Since annotating a large amount of videos is usually infeasible in the sports domain due to time and money constraints, the datasets for specific sports disciplines are typically very small and comprise only the keypoints that are most important for the analyses. For sports disciplines with human poses that are closely related to standard human activities and keypoints that are common, this problem is solvable with transfer learning. However, images of ski jumpers differ from images of everyday activities, and detecting sports equipment such as skis adds a new complexity. These challenges are reasons why automated keypoint detection is usually bounded to a limited set of standard keypoints. However, the estimation of arbitrary keypoints could open the possibility for more advanced video analyses.

The most common problem of 2D HPE is to estimate the location of a standardized, predefined set of keypoints for each human. A typical size of a keypoint set is around 15 to 30. Often, CNNs are used for the keypoint detection. They involve a backbone network to extract features of the images and a small head network that estimates the location of each predefined standard keypoint. A typical method to predict the keypoint locations is to use a 2D heatmap as the output for each keypoint. Adding additional keypoints would add an additional output channel and require retrain-
ing the network head, which makes this approach infeasible for the detection of arbitrary keypoints. Therefore, we use an approach based on a Vision Transformer (ViT) [4] architecture. For 2D HPE, a common ViT architecture is TokenPose [8]. This method appends a learnable token to the sequence of input image tokens and generates the heatmaps with a small Multi-Layer Perceptron (MLP) from the output of the learnable tokens after the last Transformer layer. Our approach uses the vectorized keypoint approach [13] for TokenPose with a slight adaptation for the skis. This approach requires a segmentation mask for every image in order to detect arbitrary points on the limbs of humans. Since many images of ski jumpers are too far from the domain of common segmentation models, we are only capable of collecting a few segmentation masks of body parts that are partly correct and even fewer of the skis. The reason is that we avoid to costly annotate the images by hand but use existing segmentation models [16, 23] to obtain the masks. We propose and analyze different methods to train a model with this small amount of segmentation masks. Results of our model can be seen in Figure 1. The contributions of this work can be summarized as follows:

- We propose an adapted representation for the vectorized keypoint query tokens introduced by [13] in order to detect arbitrary keypoints on the skis of ski jumpers.

- Further, we improve their model such that keypoint outputs are independent of the number of keypoint tokens in the input sequence.

- We release a new dataset with 2867 annotated ski jumpers including 13 keypoints on the body and 4 keypoints on the skis together with 424 partly correct segmentation masks sampled from 14 hours of TV broadcast videos during 10 competitions. The dataset is available here: https://www.uni-augsburg.de/en/fakultaet/fai/informatik/prof/mmc/research/datensatze/

- We analyze different methods to train a model with only a few partly correct segmentation masks such that it is capable of estimating arbitrary keypoints on limbs and skis of ski jumpers while maintaining similar performance on the standard keypoint set. Our best approach is available here: https://github.com/kaulquappe23/ arbitrary-keypoints-skijump

2. Related Work

Analyzing athletes in video footage of training or competition scenarios is common for professional athletes in most sports disciplines. This includes trajectory analysis, e.g. the reconstruction of the 3D trajectory of a badminton shuttle from monocular videos proposed by Liu et al. [10]. Furthermore, using the players’ trajectories, Wei et al. [22] detect the basketball location from monocular basketball video footage. In individual sports, the poses of athletes are of great importance. Using the swimming style as an additional input, Einfalt et al. [5] estimate swimmers’ poses and improve the resulting poses by using a pose refinement over time. Furthermore, computer vision is also used in different ski disciplines, mostly for human pose and ski estimation. Wang et al. [20] propose a pose correction and exemplar-based visual suggestions to freestyle skiers using human pose estimation. Ludwig et al. [11] calculate the flight angles for ski jumpers during their flight phase by using robust estimation methods for human and ski pose recognition. Stepec et al. [19] use estimated poses of ski jumpers and their trajectories in order to automatically generate the style score.

As already mentioned, 2D HPE is an important method among computer vision based analysis applications in sports. The best scores on common benchmarks like COCO [9] or MPII Human Pose [1] are still based on CNNs [7, 2], although Transformer [18] based architectures are increasing in popularity. Among CNN architectures, the High Resolution Net (HRNet) [21] is often used, like in [7]. It differs from encoder-decoder architectures that are used in former best performing backbones like [6, 15, 24] as it keeps large resolution feature maps in the whole network and uses a continuous information exchange between different resolutions. Among Transformer [18] based HPE approaches, TokenPose [8] is usable without any convolutions, but using the first stages of an HRNet as feature extractor leads to its best results. TokenPose uses a ViT [4], which embeds small image or feature patches to 1D token vectors serving as the input sequence to the Transformer. Apart from the image patches, learnable keypoint tokens are appended to the input sequence and their output is then transformed through an MLP to heatmaps. Ludwig et al. [12] adapt this approach to estimate arbitrary keypoints that lie on the straight line between the fixed keypoints of a dataset and further improve the method to detect freely selected keypoints on the limbs of humans [13]. Shi et al. [17] propose the first fully end-to-end multi person pose estimation framework based on Transformers. Zeng et al. [25] cluster the tokens of the Transformer such that less important image areas like the background are represented by less tokens than the humans.

3. Dataset

We collect broadcast TV footage from 10 skijump competitions available on YouTube in order to provide a publicly available dataset for benchmarking arbitrary keypoint detection in ski jumping images. Each video consists of 24 to 62 individual jumps with a total of 370 jumps. We annotate at maximum 8 frames per jump to have a broad di-
versity of jumps in the dataset. We select images during in-run and during the flight until the moment right before the landing. Over 80% of the images correspond to the flight phase. The dataset consists of images of various quality and lighting conditions, male and female athletes, and various perspectives of the ski jumpers. We annotate frames during the slowmotion replays as well, since their fidelity is often higher. We include the information if a frame was collected during a slowmotion replay in the dataset. Furthermore, the athlete’s names provided in the TV broadcast were collected and added to the dataset. We split the dataset in a train, test and validation subset such that each athlete is only present in one subset. Our dataset consists of 2867 annotations: 2159 for training, 148 for validation, and 560 for testing. The annotated keypoints are head, left/right shoulder, left/right elbow, left/right wrist, left/right hip, left/right knee, left/right ankle, left/right ski tip, left/right ski tail.

We use the detectron2 [23] framework to generate segmentation masks for our dataset. In a first step, we use DensePose [16] to obtain segmentation masks of the body parts. Since images of ski jumpers are far from the domain of DensePose, most of the masks are completely or partly wrong. We select all masks that are mostly correct and discard the other ones, which results in 424 images. As detectron2 is also trained to segment skis, we feed the remaining images through an instance segmentation model in the second step. However, only a small proportion of skis is detected, and even less skis are detected correctly. A second look shows that some skis are detected, but wrongly classified as snowboards, surfboards, etc. Hence, we select and aggregate all masks that belong to skis by hand and split the ski masks in left and right ski. In many cases, only one ski is detected and/or only parts of a ski are contained in the mask. Some example images are displayed in Figure 2. Segmentation masks of the head, torso, left/right upper arm, left/right forearm, left/right hand, left/right thigh, left/right lower leg, left/right foot, and left/right ski are contained in the dataset: 326 segmentation masks in the train subset, 81 in the test subset and only 17 in the validation subset. Because these are too few masks for profound decisions, we coarsely label additional images with the body parts that are of interest for our research (limbs and skis), such that the validation set consists of 46 images.

4. Method
4.1. Architecture Design
The basis of all models used in this work is the TokenPose-Base architecture [8]. It is a combined convolutional and Transformer architecture. It uses the first three stages of an HRNet [21] as a first feature extractor. The resulting features of the branch with the highest resolution are then split into feature patches and converted to visual tokens by a linear projection. These tokens are fed to a ViT [4]. All methods proposed in this paper are also usable with any other TokenPose variant.

4.1.1 Generation of Ground Truth Keypoints
We follow the strategy presented in [13] to generate labels for arbitrary keypoints on the limbs. At first, a random point is selected on the straight line between two keypoints enclosing a body part, called the projection point $p$. Second, a line orthogonal to this straight line through $p$ is created. This line has two intersection points $c_1$ and $c_2$ with the border of the segmentation mask of the corresponding body part. Now, a random point $r$ either between $c_1$ and $p$ or between $c_2$ and $p$ is selected such that both sides are equally likely and more points lie close to the intersection points, as these keypoints are more difficult for the model to detect.
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For standard points on limbs and skis, \((0, 1, 0)^T\) is used.

4.1.3 Attention Targets

Evaluations show that the method presented in [13] works
well if the number of keypoint query tokens used during in-
ference is similar to the number of keypoint query tokens
used during training. If a lot more tokens are used, the
detection performance decreases. See Figure 4 for some
examples. Thus, the model output for one keypoint query
affects the other queries, which is an undesired behavior.
The reason for this behavior is the attention mechanism. In
TokenPose, the attention of layer \( i + 1 \) is calculated as

\[
A(L^{i+1}) = \text{softmax} \left( \frac{L^i W_Q (L^i W_K)^T}{\sqrt{d}} \right) (L^i W_V) \tag{3}
\]

where \( L^i = (T_{vis}^i, T_{kp}^i) \) are the visual and keypoint query
tokens of the previous layer, \( W_Q, W_K, W_V \in \mathbb{R}^{d \times d} \)
are the learnable parameters to generate the queries, keys and
values and \( d \) is the dimension of the tokens. Hence, the
attention is calculated between all tokens, so there is an in-
formation flow from the keypoint query tokens to the vi-
ual tokens. Therefore, the keypoint query tokens have an
fluence on each other directly and through the visual to-
ks. In TokenPose, this is a desired behavior, as always the
same keypoints are detected and the information of other
keypoint tokens can help to detect occluded keypoints [8].
In [12], it is observed that the detection performance is de-
creasing if the keypoint tokens corresponding to the stan-
dard keypoints are always present during training, but left

4.1.2 Keypoint Query Tokens

TokenPose is only able to detect the fixed keypoints defined
for each dataset. For each keypoint, it learns a token that
is appended to the sequence of visual tokens created by ex-
tracting features from the input image or the input image
directly. As shown in [12], these tokens exhibit no corre-
lation. Therefore, it is necessary to redesign the tokens to
control their meaning. In order to represent arbitrary tokens
on the segmentation masks, we use the vectorized keypoints
approach presented in [13] for the limbs and adapt it for
skis. Hence, a keypoint vector \( v^k \) and a thickness vector \( v^t \)
are designed and converted via a learned linear projection to
a vector of half of the embedding size used in the ViT. Then,
\( v^p \) and \( v^t \) are concatenated to a single keypoint query token.
All keypoint query tokens are appended to the sequence of
visual tokens and then fed jointly through the Transformer
network. A positional encoding is added only to the visual
tokens after each Transformer layer. After the last layer, a
small MLP with shared weights is used to convert the key-
point query tokens to heatmaps.

For a dataset with \( n \) keypoints, the projection point is
encoded as a vector \( v^p \in \mathbb{R}^n \). Let \( k_i, k_j \) be the keypoints
enclosing the body part. Then, each projection point \( p \)
can be formalized as \( p = \alpha k_i + (1 - \alpha) k_j \) and \( v^p \) is created as

\[
v^p_h = \begin{cases} 
1 - \alpha, & h = j \\
\alpha, & h = i \\
0, & h \neq i \land h \neq j 
\end{cases} \quad h = 1, ..., n \tag{1}
\]

However, this method is not directly applicable for arbi-
ary points on skis because the straight lines between ski
tips and ski tails do not necessarily lie entirely within the
segmentation mask of the ski. As a consequence, \( p \) might
also lie outside the segmentation mask of the ski. See the
middle and right images of Figure 3 for examples. Hence,
we randomly select a point \( r \) between \( c_1 \) and \( c_2 \), with a high
probability that the point is located close to one of the in-
section points and a lower probability that it lies in the
middle, as evaluations show that it is harder for the model
to learn the keypoints close to the boundary.

For a dataset with \( n \) keypoints, the projection point is
encoded as a vector \( v^p \in \mathbb{R}^n \). Let \( k_i, k_j \) be the keypoints
enclosing the body part. Then, each projection point \( p \)
can be formalized as \( p = \alpha k_i + (1 - \alpha) k_j \) and \( v^p \) is created as

\[
v^p_h = \begin{cases} 
1 - \alpha, & h = j \\
\alpha, & h = i \\
0, & h \neq i \land h \neq j 
\end{cases} \quad h = 1, ..., n \tag{1}
\]
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Figure 4: Examples for model detections depending on the number of keypoint query tokens per model call. The images show four equally spaced lines regarding the thickness on each body part. For the limbs, the projection line is colored white with a color gradient to the edges. For the skis, the color gradient is from one side to the other. The keypoint query tokens are identical for all images. Image (a) is the result for the adapted attention, independent of the number of keypoint queries per model execution and without random sampling. Images (b) - (d) use the original attention with random sampling like [13], image (e) without random sampling. In image (b), all keypoints are computed with one model execution. In image (c) and (e), only 50 points are computed in one inference step and in image (d), 10 points are computed at once.

out during inference. Their solution is to include a random sampling and permutation of the keypoint query tokens, but this does not solve the problem of the undesired influence of the keypoint tokens on each other. Therefore, we adopt the attention mechanism according to

$$\hat{A}(L^{i+1}) = \text{softmax}(L^i W_Q (T^i_{vis} W_K)^T (T^i_{vis} W_V))$$

which is also visualized in Figure 5. The keypoint tokens serve only as the queries during the attention and the visual tokens as keys and values. This strategy is similar to [3]. The information flow in the Transformer network is now restricted within the visual tokens and from visual tokens to keypoint tokens. Hence, the position of a detected keypoint is only dependent on the image and independent of the other keypoints that should be detected at the same time. This is the desired behavior. Furthermore, the dimension of the softmax is now fixed to the number of visual tokens and independent of the number of keypoint tokens.

4.2. Training Strategies

As a baseline, we train a model with our adaptations on the images with available segmentation masks. As we only have a few masks available and the train subset is thus small, this model underperforms regarding standard keypoints. Therefore, we evaluate different strategies for including the full dataset in the arbitrary keypoint training. One approach could be the finetuning of a segmentation net with our segmentation masks in order to generate segmentation masks for all images. However, this approach is infeasible as the segmentation masks of our dataset are only partially complete and only partially correct. Finetuning a segmentation net on these masks would not let the model learn useful masks. This is especially the case for skis because many images have annotations for only one, no ski, or only parts of the skis. For a direct training on arbitrary points, this is not a problem. Arbitrary points are only generated on available (possibly partial) segmentation masks. This does not deteriorate the model’s performance. The only challenge are segmentation masks with incorrect borders, since this leads either to a wrong calculation of the intersection points and a mismatch of the thickness vector and the generated point or to a generated point that does not lie on the limb/ski. However, our experiments show that the model can cope with this challenge and learns the correct points in most cases, because the number of correctly created points is by far larger than the number of false points.

4.2.1 Combined Training of Arbitrary and Standard Keypoints

The most straightforward approach is to use all available images for the training on the standard keypoints and the segmentation masks for the arbitrary keypoints. This strategy increases the performance on the standard keypoints a lot, but also deteriorates the ability to detect arbitrary points. Another technique includes the detection of projection points as presented in [12]. In order to generate arbitrary keypoints on the straight line between two key-
points, which we call projection points, segmentation masks are not necessary. Hence, we can use all images for training on standard and projection points and jointly train with arbitrary points on the images with available segmentation masks.

4.2.2 Pseudo Labels

The aforementioned approaches include the full train set during training, but the model still learns to detect arbitrary points only from a small subset. Therefore, we also experiment with pseudo labels. This means that we use a trained model in order to generate labels of arbitrary points for all images. With this strategy, it is possible to train a model on arbitrary keypoints with the whole training set. After convergence on the pseudo labels, a finetuning is executed with arbitrary points generated from the available segmentation masks, because these ground truth keypoints are more precise than the pseudo labels. Another strategy is to add the pseudo label training as a third part to the already described combined training approaches.

Looking at visualizations of the generated pseudo labels reveals some wrong pseudo labels. Furthermore, we observe that the network’s scores have no direct relation to the correctness of the pseudo labels. Hence, we use another technique to filter the labels. First, we obtain the model’s predictions from the original image and some augmented variants. Second, we remove all keypoints with low scores, since a low score should indicate that a keypoint is not visible and augmentations like rotations might move the keypoint outside of the augmented image. We remove all keypoints from the pseudo labels with too few detections. Next, we transform the detections belonging to the augmented versions back to their location in the original image. Then, we calculate the standard deviation of these keypoints relative to the torso size. We use the standard deviation as the confidence measure instead of the network score. We select the pseudo labels with the least standard deviation per body part, that the number of pseudo labels per body part is equal to the torso size. We use the standard deviation of the euclidean distance between the ground truth keypoint and the detected keypoint is less or equal than \( t \) times the torso size. We use the euclidean distance between right shoulder and left hip joint as the torso size and a threshold of 0.1. For this dataset, this threshold corresponds to approx. 6cm.

We use the terminology thickness for the distance between a keypoint and its projection point. As described in [13], the PCK is not sufficient to measure if the model predicts the thickness of the arbitrary points correctly. A model predicting only the projection points would achieve a high PCK score although the thickness might be wrong, because the projection points are close enough to the ground truth points. Therefore, like in [13], the Mean Thickness Error (MTE) and the Percentage of Correct Thickness (PCT) are used as additional metrics. Let \( g \) be the ground truth keypoint, \( d \) the detected keypoint, \( p \) the projection point, \( c_g \) the intersection point closer to \( g \) and \( c_d \) the intersection point closer to \( d \). Then, for keypoints on the limbs, the desired thickness \( t_g \) and the estimated thickness \( t_d \) are calculated as

\[
t_g = \frac{||p - g||_2}{||p - c_g||_2}, \quad t_d = \begin{cases} \frac{||p - d||_2}{||p - c_d||_2}, & c_g = c_d \\ \frac{||p - d||_2}{||p - c_d||_2} + t_g, & c_g \neq c_d \end{cases}
\]  

(5)

The thickness error \( e \) is defined as \( e = |t_g - t_d| \). Hence, the maximum thickness error is 2, which is set for estimated keypoints that are located outside of the corresponding segmentation mask. In this case, projection and intersection points can not be computed. For arbitrary keypoints on the skis, we adapt this metric to fit the slightly different thickness logic as described in Section 4.1.2. Let \( g \) be the ground truth keypoint, \( d \) the detected keypoint, \( c_1 \) and \( c_2 \) the intersection points, then the desired thickness \( t_g \) and the estimated thickness \( t_d \) are calculated as

\[
t_g = \frac{||c_1 - g||_2}{||c_1 - c_2||_2}, \quad t_d = \frac{||c_1 - d||_2}{||c_1 - c_2||_2}
\]  

(6)
The MTE metric is the mean of all thickness errors and the PCT is defined analogous to the PCK. At threshold \( t \), the PCT considers all estimated thicknesses as correct with a thickness error less or equal than \( t \). As the maximum thickness error is 2, we use the PCT@0.2 for our evaluations.

### 5.2. Results

Table 1 displays the results for all experiments. For the TokenPose approach, we evaluate two pretrainings. The pretraining on the COCO dataset with the standard keypoints achieves a better standard PCK than the pretraining with the vectorized keypoint approach from [13] on the COCO dataset. This is expected, as TokenPose detects also the standard keypoints of the skijump dataset.

Furthermore, we use the vectorized keypoints approach with a generation of 5 to 50 arbitrary keypoints for each image and with the improved attention mechanism described in Section 4.1.3. It achieves good results for the full PCK, the MTE and the PCT, but the PCK on the whole test set decreases by absolute 24.5% in comparison to TokenPose. Therefore, we use the combined strategies like described in Section 4.2.1 to improve the standard PCK. In the first experiment (Std. & Seg. in Table 1), we alternately train on the standard keypoints and the arbitrary points. This leads to nearly the same PCK on the standard keypoints, but the PCT is absolute 1.1% lower than for the vectorized keypoint approach. Training with the projection keypoints instead of the standard keypoints (experiment Seg. & Proj. in Table 1) leads to better results. With the vectorized keypoint pretraining, it achieves the same PCT as the vectorized keypoint approach, while the PCK decreases only slightly.

The results of the Seg. & Proj. seem promising. Therefore, we evaluate this strategy with two pretrainings, the vectorized keypoint pretraining and the standard keypoints pretraining. With the standard keypoints pretraining, the standard PCK is even higher than the standard PCK for the TokenPose approach which is trained only on the standard keypoints. But all other metrics decrease for this experiment. Therefore, we focus on the vectorized keypoints pretraining for all other experiments.

Hence, we use the Std. & Proj. experiment with the vectorized keypoints pretraining in order to generate pseudo labels, because it achieves the best results regarding the thickness metrics. We generate 1000 pseudo labels for each image in advance and select 25 of them randomly in each training step. The results of the pseudo label training with all pseudo labels are slightly worse than the results of the other experiments. As we did not use the existing segmentation masks during that experiment, we execute a finetuning on the best weights of this experiment in the vectorized keypoints manner in order to improve the results, but unsuccessful. From the validation curve, we observe a decrease

| Method          | Pretraining | Std. KP | Seg. M. | Proj. KP | PL | Std. PCK | Full PCK | MTE ↓ | PCT ↑ |
|-----------------|-------------|---------|---------|----------|----|----------|----------|-------|-------|
| TokenPose       | Std. KP     | ✓       |         |          |    | 77.2     |          |       |       |
| TokenPose       | VK          | ✓       |         |          |    |          |          |       |       |
| Vectorized Keypoints | VK          | ✓ ✓    |         |          |    |          |          |       |       |
| Std. & Seg.     | VK          | ✓ ✓    |         |          |    |          |          |       |       |
| Seg. & Proj.    | Std. KP     | ✓ ✓    |         |          |    |          |          |       |       |
| Seg. & Proj.    | all PL      | ✓ ✓    |         |          |    |          |          |       |       |
| Seg. & Proj.    | finetune all PL | ✓ ✓ |         |          |    |          |          |       |       |
| Seg. & Proj.    | all PL & Std.& Seg. | ✓ ✓ |         |          |    |          |          |       |       |
| Seg. & Proj.    | all PL & Proj. & Seg. | ✓ ✓ |         |          |    |          |          |       |       |
| 80% PL          | VK          | ✓ ✓    |         |          |    |          |          |       |       |
| 80% PL          | finetune 80% PL | ✓ ✓ |         |          |    |          |          |       |       |
| 80% PL & Std.& Seg. | VK          | ✓ ✓    |         |          |    |          |          |       |       |
| 80% PL & Proj.& Seg. | VK          | ✓ ✓    |         |          |    |          |          |       |       |

Table 1: Recall values for the skijump test set in % at PCK@0.1. The second column displays the pretraining, Std. KP refers to the pretraining with the standard keypoints, VK to the pretraining with the vectorized keypoints approach, both on the COCO dataset. The third table section shows the used training steps. Std. KP means training on the standard keypoints, usable on the whole training set. Seg. M. refers to the training on arbitrary keypoints with available segmentation masks. Proj. KP stands for the training on the projection keypoints which is also usable on the whole training set and PL refers to the pseudo labels, whereby either all pseudo labels are used or the 80% with the least standard deviation during filtering. The first column of the last table section displays the average PCK of the standard keypoints, evaluated on the test set containing images with and without segmentation masks. The average PCK score including the arbitrary points is given in the second column, the third column shows the MTE and the last column the PCT at threshold 0.2. These scores are evaluated on the test set with available segmentation masks.
in the standard PCK from step to step. Therefore, we consider a combined training in the next experiment, training alternately on the arbitrary keypoints, the pseudo labels and the standard keypoints (experiment all PL & Std. & Seg. in Table 1) or the projection points (experiment all PL & Proj. & Seg. in Table 1). Training with the standard keypoints achieves lower scores for all metrics in this case, also for the standard PCK.

Including pseudo labels in the training process did not lead to better results. A look at the quality of the generated pseudo labels shows that some are wrong. Therefore, we repeat the pseudo label experiments with the best 80% of the labels. We use a filtering technique based on the standard deviation of the detected keypoints for multiple, differently augmented images like described in Section 4.2.2. The augmentations that we use are horizontal flipping, 45° rotation (clockwise and counterclockwise) and scaling of 65% and 135%. We expected better results with more correct labels, but the results are similar.

These experiments show that it is most important to have more images to train on. In our case, including pseudo labels does not increase the number of images, because we can use all images already by training on standard keypoints or projection points. Using the projection points results in the best scores because they are more similar to the desired arbitrary keypoints in comparison to the standard keypoints. Figure 6 shows some example predictions for different poses.

6. Conclusion

This paper proposes a method to detect arbitrary keypoints on the limbs and skis of ski jumpers. We publish a new dataset with annotated images of ski jumpers from 10 TV broadcast videos of ski jumping competitions with a total of 370 jumps in order to provide a public benchmark. We provide annotations for 17 standard keypoints for 2159 images and a test, train and validation split such that each athlete is only contained in one subset. Furthermore, we generate 242 usable segmentation masks and include them in the dataset. The segmentation masks are only partly correct, many of them contain no or only one ski segmentation mask. Therefore, we cannot finetune a segmentation network in order to generate segmentation masks for all other images. But for our method, this is not a problem, since keypoints are only generated on the available segmentation masks. Problematic are only segmentation masks with wrong borders.

This paper is based on the vectorized keypoint approach presented in [13]. For the keypoints on the skis, we modify the technique because the projection points do not necessarily lie in the middle of the skis. Therefore we do not include the line of projection points and only use the intersection points with the segmentation mask. All other keypoints are represented relative to the intersection points. The evaluation metrics for the thickness are adapted accordingly.

Training on the images with available segmentation masks with the vectorized keypoints approach shows two drawbacks. If a lot more keypoint query tokens than during training are used in a single inference step, the detection performance deteriorates. This is an effect of the attention mechanism. In the standard attention, all tokens are correlated with all tokens. Hence, the keypoint query tokens have an influence on each other and on the visual tokens as well. We adapt the attention mechanism in a way that the keypoint query tokens do not have an influence on other keypoint query tokens and on the visual tokens. Only the visual tokens are correlated with each other and with the keypoint query tokens. This solves the problem, as evaluations show.

The second drawback is the large decrease in the standard PCK, so the detection performance on the standard keypoints is a lot worse. This is caused by the small number of images that the model sees during training. Hence, we experiment with different training strategies on both the segmentation mask dataset and the full dataset. Our experiments show that training jointly on arbitrary and standard keypoints lifts the standard PCK to a large extent, but the PCT and MTE deteriorate. Training on the projection points instead of the standard keypoints leads to better results on these metrics.

Hence, the model proposed in this paper is the first model capable of detecting arbitrary keypoints on the limbs and skis of ski jumpers. Moreover, it can be trained using only a few partly correct segmentation masks.
References

[1] Mykhaylo Andriluka, Leonid Pishchulin, Peter Gehler, and Bernt Schiele. 2d human pose estimation: New benchmark and state of the art analysis. In IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2014.

[2] Adrian Bulat, Jean Kossaifi, Georgios Tzimiropoulos, and Maja Pantic. Toward fast and accurate human pose estimation via soft-gated skip connections. In 2020 15th IEEE International Conference on Automatic Face and Gesture Recognition (FG 2020), pages 8–15. IEEE, 2020.

[3] Chun-Fu Richard Chen, Quanfu Fan, and Rameswar Panda. Crossvit: Cross-attention multi-scale vision transformer for image classification. In Proceedings of the IEEE/CVF international conference on computer vision, pages 357–366, 2021.

[4] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, et al. An image is worth 16x16 words: Transformers for image recognition at scale. arXiv preprint arXiv:2010.11929, 2020.

[5] Moritz Einfalt, Dan Zecha, and Rainer Lienhart. Activity-conditioned continuous human pose estimation for performance analysis of athletes using the example of swimming. In 2018 IEEE winter conference on applications of computer vision (WACV), pages 446–455. IEEE, 2018.

[6] Kaiming He, Georgia Gkioxari, Piotr Dollár, and Ross Girshick. Mask r-cnn. In Proceedings of the IEEE international conference on computer vision, pages 2961–2969, 2017.

[7] Junjie Huang, Zengguang Shan, Yuanhao Cai, Feng Guo, Yun Ye, Xinze Chen, Zheng Zhu, Guan Huang, Jiwen Lu, and Dalong Du. Joint coco and ilsvrc workshop at eccv 2020: Coco keypoint challenge track technical report: Udp++. 2020.

[8] Yanjie Li, Shoukui Zhang, Zhicheng Wang, Sen Yang, Wankou Yang, Shu-Tao Xia, and Erjin Zhou. Tokenpose: Learning keypoint tokens for human pose estimation. arXiv preprint arXiv:2104.03516, 2021.

[9] Tsung-Yi Lin, Michael Maire, Serge Belongie, James Hays, Pietro Perona, Deva Ramanan, Piotr Dollár, and C Lawrence Zitnick. Microsoft coco: Common objects in context. In European conference on computer vision, pages 740–755. Springer, 2014.

[10] Paul Liu and Jui-Hsien Wang. Monotrack: Shuttle trajectory reconstruction from monocular badminton video. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 3513–3522, 2022.

[11] Katja Ludwig, Moritz Einfalt, and Rainer Lienhart. Robust estimation of flight parameters for ski jumpers. In 2020 IEEE International Conference on Multimedia & Expo Workshops (ICMEW), pages 1–6. IEEE, 2020.

[12] Katja Ludwig, Philipp Harzig, and Rainer Lienhart. Detecting arbitrary intermediate keypoints for human pose estimation with vision transformers. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision, pages 663–671, 2022.

[13] Katja Ludwig, Daniel Kienzle, and Rainer Lienhart. Recognition of freely selected keypoints on human limbs. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 3531–3539, 2022.

[14] Katja Ludwig, Sebastian Scherer, Moritz Einfalt, and Rainer Lienhart. Self-supervised learning for human pose estimation in sports. In 2021 IEEE International Conference on Multimedia & Expo Workshops (ICMEW), pages 1–6. IEEE, 2021.

[15] Alejandro Newell, Kaiyu Yang, and Jia Deng. Stacked hourglass networks for human pose estimation. In European conference on computer vision, pages 483–499. Springer, 2016.

[16] Iasonas Kokkinos Riza Alp Güler, Natalia Neverova. Densepose: Dense human pose estimation in the wild. 2018.

[17] Dahu Shi, Xing Wei, Liangqi Li, Ye Ren, and Wenming Tan. End-to-end multi-person pose estimation with transformers. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11069–11078, 2022.

[18] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in neural information processing systems, pages 5998–6008, 2017.

[19] Dejan Štepec and Danijel Skočaj. Video-based ski jump style scoring from pose trajectory. In Proceedings of the IEEE/CVF Winter Conference on Applications of Computer Vision (WACV) Workshops, pages 682–690, January 2022.

[20] Jianbo Wang, Kai Qiu, Houwen Peng, Jianlong Fu, and Jianke Zhu. Ai coach: Deep human pose estimation and analysis for personalized athletic training assistance. In Proceedings of the 27th ACM International Conference on Multimedia, pages 374–382, 2019.

[21] Jingdong Wang, Ke Sun, Tianheng Cheng, Borui Jiang, Chaoqui Deng, Yang Zhao, Dong Liu, Yadong Mu, Mingkui Tan, Xinggang Wang, et al. Deep high-resolution representation learning for visual recognition. IEEE transactions on pattern analysis and machine intelligence, 2020.

[22] Xinyu Wei, Long Sha, Patrick Lucey, Peter Carr, Sridha Sridharan, and Iain Matthews. Predicting ball ownership in basketball from a monocular view using only player trajectories. In Proceedings of the IEEE International Conference on Computer Vision Workshops, pages 63–70, 2015.

[23] Yuxin Wu, Alexander Kirillov, Francisco Massa, Wan-Yen Lo, and Ross Girshick. Detectron2. https://github.com/facebookresearch/detectron2, 2019.

[24] Bin Xiao, Haiping Wu, and Yichen Wei. Simple baselines for human pose estimation and tracking. In Proceedings of the European conference on computer vision (ECCV), pages 466–481, 2018.

[25] Wang Zeng, Sheng Jin, Wentao Liu, Chen Qian, Ping Luo, Wanli Ouyang, and Xiaogang Wang. Not all tokens are equal: Human-centric visual analysis via token clustering transformer. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11101–11111, 2022.

[26] Fong Zhang, Xiadian Zhu, Hanbin Dai, Mao Ye, and Ce Zhu. Distribution-aware coordinate representation for human pose estimation. In Proceedings of the IEEE/CVF conference on

469
computer vision and pattern recognition, pages 7093–7102, 2020.