Abstract—In analysis and control of large-scale nonlinear dynamical systems, a distributed approach is often an attractive option due to its computational tractability and usually low communication requirements. Success of the distributed control design relies on the separability of the network into weakly interacting subsystems such that minimal information exchange between subsystems is sufficient to achieve satisfactory control performance. While distributed analysis and control design for dynamical network have been well studied, decomposition of nonlinear networks into weakly interacting subsystems has not received as much attention. In this article we propose a vector Lyapunov functions based approach to quantify the energy-flow in a dynamical network via a model of a comparison system. Introducing a notion of power and energy flow in a dynamical network, we use sum-of-squares programming tools to partition polynomial networks into weakly interacting subsystems. Examples are provided to illustrate the proposed method of decomposition.

I. INTRODUCTION

Control of large-scale dynamical systems is challenging because of the computational complexity. In such scenarios, distributed control design is an attractive option which often offers a trade off between computational tractability and controller performance [1], [2]. Distributed control design has become a critical challenge with the advent of interdependent large-scale infrastructure systems, smart cities, cloud architectures, and coordination and control problems for large fleets of independent agents. The combination of scale and dynamical complexity of these systems makes it computationally difficult to design global control solutions. Design of distributed control architectures can be roughly described as a three step process: 1) decomposition of the network into subsystems, 2) distributed control design to stabilize isolated subsystems, and 3) verification of stability of the closed-loop network under distributed control. The first step of this process is critical, and is the focus of this paper, since a poor system or model decomposition can affect all subsequent steps of distributed control design.

In some applications, the physical layout or construction of a network dictates the subsystem structure. For example, in critical infrastructure systems the subsystem structure is traditionally defined based on distance and connectivity of buses, nodes or junctions. The increasing integration and instrumentation of heterogeneous infrastructure systems, e.g. power-gas systems [3], [4] or water-power systems [5], introduces spatial and temporal overlap in time-scales across different systems, removing the insularity required previously to guarantee control performance. Moreover, there are scenarios where a suitable system decomposition may not be known a priori, e.g. design of large-scale or ad-hoc communication networks [3], [6] or cyber-physical systems made of agile teams of agents. These reasons motivate the development of new system decomposition algorithms that identify appropriate subsystems that facilitate and enhance distributed control design and performance.

While the idea of using a decomposed network model for distributed stability analysis and control design has been proposed in the literature [1], [2], [7], [8], decomposition of nonlinear dynamical networks for distributed analysis and control has not received as much attention. In [9], [10], authors proposed an algorithm to decompose nonlinear networks into sub-networks to perform stability analysis using composite Lyapunov functions. However, the proposed method involved linearization of the dynamics, and hence 1) is not suitable for networks that have nonlinear interactions, and 2) provides a decomposition that is only appropriate in the close neighborhood of the operating point. In a recently concluded work [11], authors used data-driven deep learning techniques to decompose a nonlinear dynamical network using Koopman grammians.

In this paper we propose a model-based decomposition method for nonlinear dynamical networks using comparison systems representation. Vector Lyapunov functions and comparison systems have been used for distributed stability analysis and control design for nonlinear networks [12]-[16]. In [7], [8], [17] authors proposed sum-of-squares programming methods to compute the comparison systems for generic polynomial dynamical networks. In this paper, we use vector Lyapunov functions and comparison systems based approach to quantify the energy-flow in the network and perform a spectral clustering of the network such that the energy-flow between the sub-networks is minimized. The proposed method is dynamic since it allows to find a decomposition that best suits a given set of operating conditions. The paper is structured as follows. In Section II, we describe the problem. Section III presents a brief overview of the necessary background. The proposed algorithms is discussed in details in Section IV, while
numerical examples are presented in Section V. The paper is concluded in Section VI.

II. PROBLEM DESCRIPTION

Consider an $n$-dimensional nonlinear dynamical system of the form

$$\dot{x}(t) = f(x(t)) \quad \forall t \geq 0, \ x \in \mathbb{R}^n,$$

with an equilibrium at the origin ($f(0) = 0$), where $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is locally Lipschitz. For brevity, we would drop the argument $t$ from the state variables, whenever obvious. Often complex real-life systems can be modeled in the general form (1). Analysis of such systems for control and decision making, however, can be non-trivial due to the nonlinearities. Especially, computational techniques for nonlinear systems analysis generally scale poorly with the size of the system. Furthermore, in real-time operations and decision making, often the information required for a global system-wide analysis is unavailable, rendering a decomposition-based distributed analysis the preferred option. The system in (1) can be viewed as a nonlinear network of $m$ dynamical subsystems as follows:

$$S_i : \dot{x}_i = f_i(x_i) + \sum_{j \in \mathcal{N}_i \setminus i} g_{ij}(x_i, x_j), \quad (2a)$$

where, $x_i \in \mathbb{R}^{n_i}$, $x_j \in \mathbb{R}^{n_j}$, $\forall j \in \mathcal{N}_i \setminus i$,

$$f_i(0) = 0 \text{ and } g_{ij}(x_i, 0) = 0 \ \forall x_i \ \forall j \in \mathcal{N}_i \setminus i. \quad (2b)$$

Each subsystem $S_i$ has some local dynamical state variables $x_i$ associated with it, while $\mathcal{N}_i$ (with $i \in \mathcal{N}_i$) represent the neighboring nodes that interact with the subsystem-$i$. $f_i : \mathbb{R}^{n_i} \rightarrow \mathbb{R}^{n_i}$ represents the isolated subsystem dynamics, while the terms $g_{ij} : \mathbb{R}^{n_i} \times \mathbb{R}^{n_j} \rightarrow \mathbb{R}^{n_i}$ represent the interactions from the neighbors. Note that the interaction model (total interaction as a sum of the $g_{ij}$'s) used here is chosen for simplicity, but more generic interaction models can also be considered. Also, it is assumed that the composition is overlapping in a way that no two subsystems share any common state variable, and

$$\sum_{i=1}^{m} n_i = n.$$

A decomposed system model of the form (2) has been used for stability analysis studies in the literature (see [8], [13]–[16], [18]). However, finding a suitable decomposition of the large system that facilitates distributed analysis is not trivial. In [9], [10] authors applied spectral graph partitioning algorithms on linearized system dynamics to obtain a system decomposition that aims to minimize worst-case energy flows between subsystems. However, because of the linearization, such methods are only applicable in the close neighborhood of the operating points. For systems under large disturbance, i.e. far away from the operating point, the decomposition structure is expected to change. Furthermore, quadratic and higher order terms in the interactions do not show up in the linearized representation and are therefore completely ignored in the decomposition.

In this article, we propose a decomposition algorithm to partition a nonlinear dynamical network into weakly-interacting subsystems, whereby the nonlinearity of the system is explicitly considered in the decomposition algorithm, via the use of a comparison systems representation, as explained in the following sections.

III. PRELIMINARIES

Let us use $\| \cdot \|$ to denote both the Euclidean norm of a vector and the absolute value of a scalar; and use $\mathbb{R}[x]$ to denote the ring of all polynomials in $x \in \mathbb{R}^n$.

A. Stability Analysis

The equilibrium point at the origin of (1) is Lyapunov stable if, for every $\varepsilon > 0$ there is a $\delta > 0$ such that $|x(0)| < \varepsilon \ \forall t \geq 0$ whenever $|x(0)| < \delta$. Moreover, it is asymptotically stable in a domain $D \subseteq \mathbb{R}^n$, $0 \in D$, if it is Lyapunov stable and $\lim_{t \to \infty} |x(t)| = 0$ for every $x(0) \in D$.

Theorem 1: (Lyapunov, [19], [20]) If there exists a domain $D \subseteq \mathbb{R}^n$, $0 \in D$, and a continuously differentiable positive definite function $V : D \rightarrow \mathbb{R}_{\geq 0}$, i.e. the ‘Lyapunov function’ (LF), then the origin of (1) is asymptotically stable if $\nabla V^T \dot{f}(x)$ is negative definite in $D$.

An estimate of the region-of-attraction (ROA) can be given by [21]

$$\mathcal{R} := \{ x \in D | V(x) \leq 1 \}, \text{ with } V(x) = \tilde{V}(x) = \frac{V(x)}{\gamma_{\max}}, \quad (3)$$

where $\gamma_{\max} := \max \left\{ \frac{\gamma}{\gamma} \left| \{ x \in \mathbb{R}^n | \tilde{V}(x) \leq \gamma \} \subseteq D \right. \right\},$

i.e. the boundary of the ROA is estimated by the unit level-set of a suitably scaled LF $V(x)$.

Relatively recent studies have explored how sum-of-squares (SOS) based methods can be utilized to find LFs by restricting the search space to SOS polynomials [22]–[25]. A (multivariate) polynomial $p \in \mathbb{R}[x]$, $x \in \mathbb{R}^n$, is called a sum-of-squares (SOS) if there exist some polynomial functions $h_i(x), i = 1 \ldots s$ such that $p(x) = \sum_{i=1}^{s} h_i^2(x)$. We denote the ring of all SOS polynomials in $x \in \mathbb{R}^n$ by $\mathbb{S}[x]$. Checking if $p \in \mathbb{R}[x]$ is an SOS is a semi-definite problem which can be solved with a MATLAB® toolbox SOSTOOLS [26], [27] along with a semidefinite programming solver such as SeDuMi [28]. The SOS technique can be used to search for polynomial LFs by translating the conditions in Theorem 1 to equivalent SOS conditions [22], [26], [27], [29]–[31]. An important result from algebraic geometry, called Putinar’s Positivstellensatz (P-Satz) theorem [32], [33], helps in translating the SOS conditions into SOS feasibility problems.

Theorem 2: Let $\mathcal{K} := \{ x \in \mathbb{R}^n | k_1(x) \geq 0, \ldots, k_m(x) \geq 0 \}$ be a compact set, where $k_j \in \mathbb{R}[x]$, $\forall j \in \{ 1, \ldots, m \}$. Suppose there exists a $\mu \in \{ \sigma_0 + \sum_{j=1}^{m} \sigma_j k_j | \sigma_0, \sigma_j \in \mathbb{S}[x], \forall j \}$ such that $\{ x \in \mathbb{R}^n | \mu(x) \geq 0 \}$ is compact. Then,

$$p(x) > 0 \ \forall x \in \mathcal{K} \implies p \in \{ \sigma_0 + \sum_{j} \sigma_j k_j | \sigma_0, \sigma_j \in \mathbb{S}[x], \forall j \}.$$
B. Linear Comparison Principle

In [34], [35] the authors proposed to view the LF as a dependent variable in a first-order auxiliary differential equation, often termed as the ‘comparison equation’ (or, ‘comparison system’). It was shown in [12], [36] that, under certain conditions, the comparison equation can be effectively reduced to a set of linear differential equations. Noting that all the elements of the matrix $e^{At}$, $t \geq 0$, where $A = [a_{ij}] \in \mathbb{R}^{m \times m}$, are non-negative if and only if $a_{ij} \geq 0$, $i \neq j$, it was shown in [36], [37]:

**Lemma 1:** Let $A \in \mathbb{R}^{m \times m}$ have non-negative off-diagonal elements, $v : [0, \infty) \to \mathbb{R}^m$ and $r : [0, \infty) \to \mathbb{R}^m$. If $v(t) = r(0)$, $\dot{v}(t) \leq A v(t)$ and $\dot{r}(t) = A r(t)$, then $v(t) \leq r(t)$ $\forall t \geq 0$.

We henceforth refer to Lemma 1 as the ‘comparison principle’, the linear time-invariant system $\dot{r}(t) = A r(t)$ as a ‘comparison system’ (CS); and the matrix $A$ as the comparison matrix (CM).

C. Similarity Graphs and Spectral Partitioning

Consider a graph $G(V, E)$ where $V = \{1, 2, \ldots, m\}$ represent a set of $m$ vertices (or, nodes) and $E \subseteq V \times V$ denote a set of $l$ edges between the vertices (i.e. $\text{card} (E) = l$). A notion of similarity (or, edge weight), denoted by a scalar $w_{ij} \geq 0$, is associated with each pair of nodes $(i, j)$ in the graph, such that $w_{ij} > 0$ if an edge exists between the nodes $i$ and $j$, i.e. $(i, j) \in E$, and $w_{ij} = 0$ if there does not exist an edge between the nodes $i$ and $j$ (i.e. $(i, j) \notin E$). The edge weights quantify how similar two nodes in the graph are to each other, i.e. higher the value of the edge weights more similar the corresponding vertices are.

The spectral clustering technique used in this paper for graph partitioning is applicable for graphs that are undirected, i.e. the edge weights (or similarity values) satisfy $w_{ij} = w_{ji} \forall i \neq j$ (clearly, for undirected graphs, $(i, j) \in E$ implies that $(j, i) \in E$). If a graph is directed, we can convert it into an undirected graph by assigning

$$w_{ij} \leftarrow \frac{1}{2} (w_{ij} + w_{ji}) , \text{ or } w_{ij} \leftarrow \max \{w_{ij}, w_{ji}\}.$$ 

A symmetric weighted adjacency matrix $W(G) = [w_{ij}] \in \mathbb{R}^{m \times m}$ is then constructed, such that $w_{ii} = 0 \forall i \in V$, and $w_{ij} = w_{ji} > 0 \forall (i,j) \in E$. Finally, a normalized (symmetric positive semi-definite) graph Laplacian matrix, $L_{\text{sym}}(G) \in \mathbb{R}^{m \times m}$, is defined as,

$$L_{\text{sym}} = I_m - D^{-1/2} W D^{-1/2} , \quad D = \text{diag}(W 1_m),$$

where $I_m$ is an $m \times m$ identity matrix, $1_m$ is a $m$-dimensional column vector with each entry equal to 1, $D$ is a diagonal matrix with diagonal entries equal to the sum of the corresponding row in $W$; and $(\cdot)^{-1/2}$ denotes the inverse of the square root a matrix.

The idea behind spectral graph partitioning is to partition the graph $G$ into sub-graphs in such a way that the vertices within a sub-graph are similar to each other (i.e. have high edge weights), while vertices from two different sub-graphs are dissimilar (i.e. have low edge weights). In particular, the $K$-means spectral clustering algorithm uses the normalized graph Laplacian $L_{\text{sym}}$ to partition the vertices into $K$ clusters. The first $K$ eigenvectors of the graph Laplacian, in the order of increasing eigenvalues, are used as columns to construct a matrix $U \in \mathbb{R}^{m \times K}$. Then the normalized rows of the matrix $U$ are clustered using the $K$-means clustering algorithm. For further details on the algorithm, please refer to [38], [39].

IV. DECOMPOSITION VIA COMPARISON SYSTEMS

In this section we describe our proposed approach of decomposing a nonlinear (polynomial) dynamical network using a comparison system. The proposed approach is composed of two steps - 1) computing a comparison system, and 2) apply spectral graph partitioning on the comparison system.

A. Constructing Comparison System

Given a polynomial network of the form (2), vector Lyapunov functions of the subsystems can be used to construct a linear comparison system. In [17] authors used sum-of-squares programming to compute the vector Lyapunov functions and the comparison matrix for polynomial dynamical networks. It is assumed that, in absence of any interaction, each subsystem $S_i$ is locally asymptotically stable at the origin. Specifically, we assume that for each $i \in \{1, \ldots, m\}$

$$S_i \text{ (isolated) } : \dot{x}_i = f_i(x_i)$$

has an asymptotically stable equilibrium point at the origin, and admits a polynomial Lyapunov function $V_i(x_i)$. The expanding interior algorithm [22], [25] can be used to compute these LF's and a corresponding region of attraction such that $\mathcal{R}_i := \{ x_i \in \mathbb{R}^m \mid V_i(x_i) \leq 1 \}$ is an estimate of the region of attraction of the $i$-th isolated subsystem.

The vector LFS thus computed are used to define the states of the comparison system,

$$v(t) := [V_1(x_1(t)) \ V_2(x_2(t)) \ldots \ V_m(x_m(t))]^T$$

such that the comparison system is a positive system, i.e. each state of the comparison system only takes non-negative values at all time $t$. Then the objective is to compute the comparison matrix (CM) $A = [a_{ij}]$ such that in some domain

$$D := \{ x \in \mathbb{R}^n \mid V_i(x_i) \leq \gamma_i \ \forall i \} \subset \{ x \in \mathbb{R}^n \mid x_i \in \mathcal{R}_i \ \forall i \}$$

where $\gamma_i \leq 1$, the following comparison equations hold:

$$\dot{v} \leq A v \ \forall x \in D , \quad A = [a_{ij}], \quad a_{ij} \geq 0 \ \forall i \neq j .$$

Sum-of-squares programming can be used to compute the CM which has non-negative off-diagonal elements. In order to obtain a stable comparison system, the CM $A$ has to be Hurwitz. While solving for a generic Hurwitz CM for a large system is difficult, a sufficient condition for CM to be Hurwitz is given by the Gershgorin circle theorem [40] which says that a strictly diagonally dominant matrix $^1A = [a_{ij}]$ is strictly diagonally dominant if $\sum_{j \neq i} |a_{ij}| < |a_{ii}|, \forall i$. 

\footnote{A $= [a_{ij}]$ is strictly diagonally dominant if $\sum_{j \neq i} |a_{ij}| < |a_{ii}|, \forall i.$}
each row of the CM, in a parallel and scalable way, by solving the following problem:
\[
\forall i: \min \sum_{j \in N_i} a_{ij}^x \text{, s.t. } \dot{V}_i \leq \sum_{j \in N_i} a_{ij}^x V_j \quad \forall x \in D, \quad (4)
\]
which can be formulated as an SOS optimization:
\[
\forall i: \text{minimize } \sum_{j \in N_i} a_{ij}^x \quad (5)
\text{s.t. } a_{ij}^x \in \mathbb{R}, \quad a_{ij}^x \geq 0 \quad \forall i \neq j, \quad a_{ij}^x \in \Sigma[x_{N_i}],
\]
\[-\nabla V_i^T (f_i + \sum_{j \neq i} g_{ij}) + \sum_{j \in N_i} (a_{ij}^x V_j - a_{ij}^x (\gamma_j - V_j)) \in \Sigma[x_{N_i}].
\]
Here \( \nabla \) is the gradient operator, and \( x_{N_i} \) denote the state variables that belong to the neighborhood of the subsystem \( i \) (recall that \( i \in N_i \)). The CM is guaranteed to be Hurwitz, and the scalar \( \sigma_{ij} \in \Sigma[x_{N_i}] \).

The total energy-flow across all edges is given by
\[
\sum_{(i,j) \in E} \psi_{ij}(0, \infty) \leq \sum_{k=1}^l -c_k^T A^{-1} v(0) = -(C_1 l)^T A^{-1} v(0).
\]

Note that the power-flow can have both positive and negative values, where the positive values are referred to as the ‘in-flow’ of power, while negative values are referred to as ‘out-flow’ of power. The energy-flow is the time integral of the absolute value of the power-flow. Computing the power and energy-flows requires solving the nonlinear dynamics for the given initial conditions. However, for a given set of possibly (or likely) initial conditions, we can compute upper bounds on the power and energy-flow using the vector LFs. Specifically, note that, since the dynamical equations are polynomial, and if the states are bounded, we can find finite positive scalars \( \alpha_{ij} \in \mathbb{R}_{\geq 0} \), such that
\[
x \in D \implies |\phi_{ij}(t)| \leq \alpha_{ij} V_j(x_j) \quad \forall (i, j) \in E. \quad (7)
\]
Recall that \( x_j = 0 \) implies \( V_j(0) = 0 \) and \( \phi_{ij} = 0 \). The scalars \( \alpha_{ij} \) are bounded (since \( \nabla V_i^T c_{ij}(\cdot) \) are polynomials), but not unique and depend on the domain of interest. Since the evolution of the vector LFs are governed by the CS, a closed-form expression can be found for the upper bound of the energy-flow in the network within a domain of interest. Specifically, let us define the observable (or output) vector of the CS as
\[
y = C^T x, \quad C = [c_1 \ c_2 \ \ldots \ c_l] \in \mathbb{R}^{m \times l} \quad (8)
\]
where each column of \( C \) corresponds to the a different edge in the network. If the \( k \)-th edge \((i, j) \in E\) is from the node \( j \) to the node \( i \), then the \( k \)-th column is given by \( e_k = \alpha_{ij} c_j \) where \( e_j \) denotes an \( m \)-dimensional standard basis vector with the \( j \)-th entry equal to 1 and all other entries equal to 0.

Proposition 1: Suppose that a nonlinear dynamical network (2) is represented by the CS (6) in some domain of interest \( D \) which is Hurwitz and the original system (2) is guaranteed to be asymptotically stable. The goal is here to partition the network such that the worst case energy flow between the sub-networks is minimized. However, for generic nonlinear dynamical networks of the form (2), the concept of energy-flow along the edges is not well defined, but are usually inferred by physical knowledge of the system (e.g. in power systems, the edge flow could be represented by the active power flowing from one node to another). It may be convenient to view the vector LFs as some form of energy-levels of the subsystems of the network, while the CS provides some bound on the rate of change of the energy levels of the subsystems. We use the vector LFs and their time derivatives to quantify the energy flow across edges as follows:

Definition 1: Let us define the ‘power-flow’, \( \phi_{ij}(t) \), from node \( j \) into the node \( i \) along a directional edge \((i, j)\) in the dynamical network (2) which admits vector LFs \( V_i(x_i) \forall i \) as \( \phi_{ij}(t) := \nabla V_i^T c_{ij}(x_i, x_j) \).

and energy-flow, \( \psi_{ij}(t_0, t_f) \), across the directional edge \((i, j)\) between time \( t_0 \) and \( t_f \) is defined as the following integral,
\[
\psi_{ij}(t_0, t_f) := \int_{t_0}^{t_f} |\phi_{ij}(t)| \, dt.
\]

The total energy-flow across all edges is given by
\[
\sum_{(i,j) \in E} \psi_{ij}(0, \infty) \leq \sum_{k=1}^l -c_k^T A^{-1} v(0) = -(C_1 l)^T A^{-1} v(0).
\]
Note that, since $-A^{-1}$ has only non-negative entries, the upper bound on the energy flow in any edge is monotonically increasing with respect to the initial level-sets, $v(0)$, of the vector LFs. This is useful if we want to compute the worst-case energy flow in the network given some domain of interest. For example, if the domain of interest is defined in the form of $D = \{ x \in \mathbb{R}^n \mid V_i(x_i) \leq \gamma_i \ \text{forall} \ i \}$, for some $\gamma_i \leq 1$, then the worst-case upper bound on the energy flow across the $k$-th edge is $-c_k^T A^{-1} \Gamma$, where $\Gamma = [\gamma_1 \ldots \gamma_m]^T$.

C. K-means Clustering on Comparison System

The formulation of energy-flow along the edges proposed here allows us to quantify the energy-flow pattern in the network given an initial condition. It is expected that, under different operating conditions, the energy-flow pattern of the network changes and henceforth the decomposition that minimizes the energy-flow between sub-networks may be different as well. While the exact operating conditions may not be known apriori, one can proceed with the analysis of the worst-case energy-flow within some domain of interest.

For a domain of interest $D = \{ x \in \mathbb{R}^n \mid v(i) \leq \Gamma \ \text{forall} \ i \}$, where $\Gamma \leq 1$ (element-wise), we use the worst-case upper bound on the energy flow across the edge in either direction to construct a symmetric weighted adjacency matrix of the network. Specifically, we construct the symmetric weighted adjacency matrix $W(\Gamma) = [w_{ij}]$, as,

$$w_{ij} = \begin{cases} \max(-\alpha_{ij} e_j^T A^{-1} \Gamma, -\alpha_{ji} e_i^T A^{-1} \Gamma), & (i, j) \in E \\ 0, & \text{otherwise} \end{cases}$$

Note, of course, that while this construction of weighted adjacency matrix is concerned with the worst-case energy-flow in a domain of definition, the formulation can be adapted to investigate the energy-flow under a given set of initial conditions, by replacing $\Gamma$ with $v(0)$. The final step involves choosing the desired number of sub-networks and applying the K-means clustering algorithm on the weighted adjacency matrix $W$.

V. SIMULATION RESULTS

In this section we present some numerical examples to illustrate how the proposed method can be used to compute the energy-flow across nonlinear dynamical networks under varying operating conditions, and decompose the network minimizing energy-flow between sub-networks. In the figures presented below, the width of the line between any two nodes represents the relative values of the energy flowing through the edge (i.e. thicker lines represent higher energy-flow).

A. Lotka-Volterra System

Our first example is a Lotka-Volterra system that describes the evolution of population in a network of 16 communities:

$$\dot{x}_i = (b_i - x_i) x_i - \sum_{j \in N \setminus \{i\}} x_j (c_{ij} + d_{ij} x_i)$$

where $i = 1, 2, \ldots, 16$. We use a similar model as in [10], with slightly modified network structure and interaction coefficients ($c_{ij}$ and $d_{ij}$) that are scaled down by a factor of 0.3, in order to facilitate the construction of comparison systems over a wider range of operating conditions. After shifting the equilibrium point of the system to origin, the Lotka-Volterra system is expressed in the form (2). Quadratic vector LFs $V_i(x_i)$ are computed for each community, such that $R_i = \{ x_i \mid V_i(x_i) \leq 1 \}$ is an estimation of the region of attraction. Defining the domain of interest as $D = \{ x \in \mathbb{R}^{16} \mid V_i(x_i) \leq \gamma_i \ \text{forall} \ i \}$, for some $\gamma_i \leq 1$, a CS is constructed based on which the energy-flow pattern of the network can be computed.

Fig. 1 shows calculated (based on the entries of the weighted adjacency matrix $W = [w_{ij}]$) and simulated (by randomly selecting an initial condition and evaluating the maximum value of $\psi_{ij}(0, \infty)$ over a number of scenarios) energy-flow patterns in the network for different domains of interest, and the associated decomposition into two sub-networks. When the domain of interest is defined to be a close neighborhood of the equilibrium point (by choosing $\gamma_i = 0.01 v(i)$), the simulated and calculated energy patterns look similar resulting in the same decomposition. When we choose $\gamma_i = 0.6 v(i)$, the calculated and simulated energy-flow patterns differ, although the decomposition remains the same. Note that, even when the energy-flow patterns differ in the calculation and simulation, the energy-flow between the sub-networks turns out to be small in both cases.

Fig. 2 shows the energy-flow patterns when the initial condition of the network, determined by the initial energy level $V_i(x_i(0))$ of the nodes, is varied. Specifically, we consider three different scenarios - 1) when the initial level-sets of the vector LFs of the nodes in group-1 are set at high value of 0.5 and the nodes in group-1 are assigned a low value of 0.1 (Fig. 2(a)), 2) when group-2 nodes are assigned high initial level-sets and group-1 nodes low initial level-sets (Fig. 2(b)), and 3) when the level-sets of the nodes at the interconnection of the two sub-networks are assigned high initial level-sets and others low initial level-sets (Fig. 2(c)). We can see that in all three scenarios, the energy-flows between two sub-networks remain small, while the energy-flow patterns within each group varies. This shows that such a decomposition indeed favors a distributed analysis and control design, by dividing the network into weakly interacting subsystems.

B. Network of Van der Pol Systems

Next we consider another example of a nonlinear network, composed of 9 Van der Pol systems from [8], described by

$$\dot{x}_i = f_i(x_i) + \sum_{j \in N \setminus \{i\}} g_{ij}(x_i, x_j)$$

$$f_i(x_i) = \begin{bmatrix} \mu_i x_i x_{i,2} + c_{1i}^1 x_{i,1} - c_{1i}^2 x_{i,1}^2 - c_{1i}^3 x_{i,1} \end{bmatrix}$$

$$g_{ij}(x_i, x_j) = \begin{bmatrix} 0; \beta_{ij}^1 x_{j,2} + \beta_{ij}^2 x_{j,2} x_{i,1} \end{bmatrix}^T$$

where, $c_{1i}^1 = 1 - (0.5 c_{i,1}^2)^2$, $c_{1i}^3 = 1 - \sum_{j \in N \setminus \{i\}} (0.5 \beta_{ij}^2 c_{i,1}^2 - \beta_{ij}^1)$, $\mu_i$, $\beta_{ij}^1$ and $\beta_{ij}^2$ are chosen randomly and $c_{i,1}^2$ are related to the equilibrium point before shifting. Vector LFs for
the nine nodes are computed using sum-of-squares methods. Fig. 3 shows the energy-flow patterns and decomposition for varying operating conditions. Specifically, we choose a domain of interest by selecting $\gamma_i = 0.6$ for $\forall i$, and plot the worst-case energy flow pattern in Fig. 3(a), along with the decomposition. Keeping the same decomposition, we then monitor the change in energy-flow patterns as we vary the initial conditions across the network. In specific, we consider three scenarios: 1) choose high initial level-sets (equal to 0.6) for the group 1 nodes and low level-sets (equal to 0.1) for others (Fig. 3(b)), 2) high initial level-sets (0.6) for group 2 nodes and low (0.1) for others (Fig. 3(c)), and 3) high level-sets (0.6) only for the nodes 1, 5, 7 and 8 that connect the two sub-networks. We observe that most of the energy-flow is contained within the sub-network, with minimal flow between the two sub-networks, implying that the decomposition yields a weakly interacting network.

VI. CONCLUSION

In this article we considered the problem of decomposing a nonlinear network into weakly interacting subsystems, to facilitate distributed analysis and control design. Using a vector Lyapunov functions based approach we showed that the evolution of the energy levels of the nodes of the system can be modeled via a linear comparison system. Further, introducing a notion of power and energy flows between two nodes in a dynamical network, we proposed a method to compute the dynamic edge weights in the network. Finally, using spectral clustering techniques on the weighted adjacency matrix the nonlinear dynamical network is decomposed into weakly interacting subsystems. Sum-of-squares programming tools are used to demonstrate the working on the algorithm on two examples of nonlinear networks. Future work will investigate the applicability of this method to larger systems (interested readers are referred to the recent work in [41]), and to real-world problems such as coherency detection in power systems.
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Fig. 3: Calculated energy-flow patterns and decomposition for (10), under varying initial conditions (defined by $V_i(x_i(0))$).