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Abstract—Features obtained from object recognition CNNs have been widely used for measuring perceptual similarities between images. Such differentiable metrics can be used as perceptual learning losses to train image enhancement models. However, the choice of the distance function between input and target features may have a consequential impact on the performance of the trained model. While using the norm of the difference between extracted features leads to limited hallucination of details, measuring the distance between distributions of features may generate more textures; yet also more unrealistic details and artifacts. In this paper, we demonstrate that aggregating 1D-Wasserstein distances between CNN activations is more reliable than the existing approaches, and it can significantly improve the perceptual performance of enhancement models. More explicitly, we show that in imaging applications such as denoising, super-resolution, demosaicing, deblurring and JPEG artifact removal, the proposed learning loss outperforms the current state-of-the-art on reference-based perceptual losses. This means that the proposed learning loss can be plugged into different imaging frameworks and produce perceptually realistic results.

Index Terms—Computational Photography

1 INTRODUCTION

Image restoration has seen remarkable progress in recent years mostly coming hand-in-hand with the success of deep neural networks. Greater computational power, stable and accessible training frameworks as well as a large amount of data have enabled deep image processing models that exceed or are on par with those conceived through careful and artisan modeling.

However, how to train deep models in such a way that the restored images capture the realism of natural images remains an open challenge. The most popular approach for training deep image models is through supervised learning in which a loss function measuring the difference with respect to a reference or ground-truth image is minimized [1], [2], [3], [4].

Perhaps the most common approach is to use a loss function that measures the difference directly between pixel values by some standard norm (e.g., $L_1$ or $L_2$). The pixel loss suffers from the well-known problem of regression to the mean. Since inverse problems are generally poorly conditioned, there are countless possible explanations for a given observed image. Minimizing a $L_2$ pixel loss leads to predicting an average image that generally looks blurry and lacks of details (e.g., grain, noise, edge contrast).

Generative adversarial networks [5], [6], and in particular adversarial losses [7], [8], [9], [10] are among recent approaches that lead to more realistic images. However, these networks are generally hard to train, due to a min-max type optimization [6], [11], [12]. Additionally, since GANs are trained to minimize the distance to the manifold of natural images, they generally introduce significant hallucinations: what is perceived as real content for one image may be seen as hallucination in a different image [13].

Johnson et al. [15] showed that networks trained for image recognition tasks produce deep features (i.e., low / mid / high level image representations) that can capture perceptual information well. Based on this powerful observation, the authors proposed to augment a pixel loss (or replace it) by penalizing the $L_1 / L_2$ difference in a deep feature space. The perceptual loss leads to images with more details and improve the missing realism ingredient. This has been recently analyzed in [16], [17] and further exploited in the contextual loss [18], [19] and contextual bilateral loss [20].

In this work, we build on recent findings and introduce a new loss function that measures differences in the feature space by comparing the distributions of an image and its reference counterpart. This allows recovering details (texture/grain) without forcing them to be located in the exact same spatial position as in the reference image. This is a critical flexibility for tackling inverse imaging problems. For instance, one can consider the problem of single image super-resolution where a low resolution
image can be up-scaled to slightly different high-resolution images with identical feature distributions. This implies that given the low resolution observation, there are multiple high-resolution images that lead to the low-resolution observation. Any pixel loss or $L_1$ distance on features (Johnson et al. [15]) learns to predict the mean target (i.e., conditional expectation given the low resolution observation), leading to a less realistic (and often blurry) image. On the other hand since we compare an image directly with its reference, the amount of hallucinated content is better controlled than in an adversarial loss.

Our proposed loss function has some similarity to style transfer works [21]. In neural style transfer, a convolutional network is used to merge the content of one guide image with the style of another one. A neural network is trained for each different input style by using two different and complementary losses. The content loss is defined as the element-wise distance between feature maps of both images, while style loss penalizes difference in the statistics of the feature maps [21], [22], [23].

Our distribution loss makes explicit use of the fact that the extracted features belong to a metric space and therefore their geometries as well as their distributions are both relevant. This leads us to pose the problem as one of optimal transport [24], in which we seek to minimize the cost of transforming the input feature distribution into the reference one. The optimal transport problem and the Wasserstein distance [24], [25] provide an elegant and formal way to measure distance between distributions by transporting one distribution into another. However, directly minimizing the Wasserstein distance on a high-dimensional distribution is in general intractable [26]. Rabin et al. [27] introduced the sliced-Wasserstein distance that makes explicit use of the closed-form solution in one-dimension as an elegant tractable approximation. The sliced variant is based on the invertibility of the Radon transform, and consists of projecting the data samples and computing an average one-dimensional distance between the marginal distributions at all possible orientations. Our loss function for comparing feature distributions is in effect an implementation of the sliced Wasserstein loss where we aggregate 1D Wasserstein distance on projected distributions.

The proposed framework for training an arbitrary image enhancement model is shown in Figure 1. First, VGG features [14] for the ground truth and the predicted images are obtained. Then, the extracted feature activation maps are projected and for each projected feature map we compute the 1D Wasserstein distance between the predicted and target distributions. Finally, the sum of the 1D Wasserstein distances between the distributions is used in our learning loss. The proposed framework is straightforward, and it can be easily implemented (see Algorithm 1). In comparison with the existing perceptual losses our Projected Distribution Loss (PDL) does not add any significant computational complexity.

We demonstrate effectiveness of the proposed loss on an extensive set of experiments analyzing the effect of adopting different loss functions on five different image restorations tasks: denoising, single-image upsampling (super-resolution), demosaicing, JPEG artifact removal and deblurring. We evaluate the results according to different perceptual and distortion metrics. The proposed distribution loss leads to perceptually superior results without introducing significant distortions.

The remainder of the paper is organized as follows. Section 2 discusses related work and the substantial differences of what we propose. Section 3 explains the mathematical foundations of the distribution loss, and then the details are discussed in Section 4. Section 5 presents extensive results and comparisons to other popular loss functions. Finally we conclude the paper in Section 6.

2 Related work

Image restoration aims to generate a high-quality image from its degraded low-quality measurement (e.g., low-resolution, compressed, noisy, blurry). Recently, deep convolutional neural networks (CNN) have been popular due to their remarkable performance in many image restoration tasks. A detailed analysis of the image restoration literature is beyond the scope of this article. In the following we present the most relevant work.

From deep features to perceptual losses. Briefly after the resurgence of CNNs, Dong et al. [28] presented an end-to-end convolutional neural model that super-resolves an image. The network is trained end-to-end by minimizing the mean squared error ($L_2$ loss). At that time results were remarkably good comparing to previous approaches that learn very shallow models or assumed a prior on the data (such as sparsity or small TV). In 2016, Zhao et al. [29] executed a thorough experimental comparison of different pixel losses ($L_1$, $L_2$, SSIM, MS-SSIM) in three applications (super-resolution, JPEG artifacts removal, and joint demosaicing & denoising). Their study led to proposing a loss that combines $L_1$ and MS-SSIM that obtains superior restoration results particularly in terms of image artifacts.

Johnson et al. [15] introduced the idea of using deep image features extracted from an auxiliary network to capture perceptual information. Their used deep features are the activation maps of a deep CNN trained for object recognition. Their perceptual loss directly penalizes element-wise differences in the deep feature space leading to superior perceptual results. The perceptual loss has become a de facto standard for deep supervised learning in image restoration applications. However, being also an element-wise distance also suffers from the regression to the mean phenomenon. Zhang et al. [16] introduced an experimental study where they showed that intermediate deep features trained for computer vision tasks capture the low-level perceptual similarity surprisingly well. An image metric is introduce to compare image pairs in a perceptual way (LPiPS). Based on similar observations, Talebi and Milanfar [30], [31] proposed a trainable model to predict the distribution of human opinion scores using deep features. A systematic analysis carried out in [17] shows that deep features are indeed correlated with basic human perception characteristics, such as contrast sensitivity and orientation selectivity. Their findings suggest that a perceptual loss function can potentially select a subset of features that are more correlated with human perception leading to a better perception-distortion trade-off [32].

Motivated by maintaining the statistics of natural images, the contextual loss (CTX) was introduced in [18]. The contextual loss compares the deep features of the generated image with the most similar ones of the reference image (similar context, does not need data to be aligned). The authors adopted this loss in the context of non-aligned image transformation and in particular style transfer. In a follow up the authors show that this loss produces high-quality results on other image processing applications such as super-resolution [19]. The authors also show that the contextual loss can be seen as an approximation of the Kullback-Leibler divergence between the input and target features. In [20] the contextual loss is modified into a contextual bilateral loss (CoBi) that prioritizes local features in the global search of similar features.
Adversarial losses. Adversarial losses [7], [8], [9], [10] based on generative adversarial training [5], [6] have become the golden standard in terms of perceptual quality. The overall idea is to train in an alternate fashion a generator, that learns to generate realistic images and a discriminator that learns to distinguish real from fake images. The trained discriminator can be plug-in on any loss as an extra term that penalizes images that do not look realistic. The price to pay is that in general generated images do not tightly follow the low-resolution observation leading to a superior distortion than perceptual or pixel losses [13].

Our Projected Distribution Loss (PDL). We propose a distribution loss that penalizes difference of generated and target deep image feature distributions based on Optimal Transport theory [24] and in particular with the Wasserstein metric [24], [25]. By comparing the distribution of features in addition to the pixel values, we are able to produce images with a higher level of realism. Furthermore since we compare the generated image directly with its reference, the amount of hallucinated content is better controlled than in a (non-referenced) adversarial loss. Our loss can be seen as an intermediate alternative between the L1-perceptual loss and the adversarial losses. Comparing high-dimensional distributions is a challenging problem. In [27] authors introduce the sliced-Wasserstein distance as a way to circumvent the high-dimensional drawbacks, but also keep the desirable mathematical properties of the Wasserstein distance. The sliced-Wasserstein distance consists of projecting the data distribution into all possible directions and then computing the average value. The Wasserstein and sliced-Wasserstein have recently received attention in a number of different computer vision applications [25], [33], [34], [35]. We use the sliced Wasserstein distance to compare the feature distributions by adding the comparison of 1D marginal distributions of projected features. The projected distribution loss works as a complement to a pixel fidelity loss term.

3 Comparing feature distributions

There are several ways to define a distance (or a quasi-distance) between distributions [36]. Among the most popular ones are the Kullback-Leibler (KLD) and Jensen-Shannon (JSD) divergences, the total variation, and the Wasserstein distance. A relevant characteristic of the Wasserstein distance is that it uses the geometry of the domain to explicitly penalize the differences between the distributions. In Figure 2 (a) we present a toy example where a base discrete distribution (histogram) is shifted a variable amount. As the distribution shifts, the KLD and the JSD divergences remain constant while the Wasserstein distance increases. Examples of distances between distributions of VGG16 features [14] are shown in Figure 2 (b)-(e). The first row shows some distributions from a low resolution input, and the second row shows the high-resolution counterparts. These results show how the Wasserstein distance (measured as the Earth Mover’s Distance) is more sensitive to the shape of the distributions.

Since our goal is to compare distributions of features, and given that distributions by nature belong to a metric space, we adopt the Wasserstein distance. In the following we present a short summary explaining the Wasserstein distance and the efficient variant that leads to our projected distribution loss.

3.1 Optimal Transport and the Wasserstein distance

Our proposed loss can be formulated as a problem of optimal transport in a metric space. Let $I_u$ and $I_v$ be two probability density functions (pdf) defined on $\mathbb{R}^d$. This two pdf represent the two distributions that we want to compare. The goal of optimal transport is to find a coupling $\pi$ (also known as a transport plan) that transforms $I_u$ into $I_v$ with minimal cost. The solution to this problem leads to the $p$-Wasserstein distance between $I_u$ and $I_v$,

$$W_p^p(I_u, I_v) = \inf_{\pi \in \Pi(I_u, I_v)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \|x - y\|^p \pi(x, y) dx dy,$$

(1)

where $\Pi(I_u, I_v)$ denotes the space of all joint distributions $\pi$ having marginals $I_u$ and $I_v$. Unfortunately, the optimal transport problem in $\mathbb{R}^d$ does not have a closed form solution and an optimization scheme is needed [25].

3.2 The 1D Wasserstein distance

In the particular case where the densities are defined on the real line, the one-dimensional $p$-Wasserstein distance has a closed form. In this case, it can be shown that,

$$W_p^p(I_u, I_v) = \int_0^1 |F_u^{-1}(s) - F_v^{-1}(s)|^p ds,$$

(2)

where $F_u(s), F_v(s)$ are the cumulative distribution functions (CDF) of $I_u$ and $I_v$, respectively [25].

Numerical Implementation. In our setting, we want to compare the empirical distributions of the projected features from two images. Let $\{a_i\}_{i=1}^n$ and $\{b_i\}_{i=1}^n$ represent the set of one-dimensional (projected) features of the two images to compare. In this case, the cumulative distribution functions are directly replaced by the empirical distributions, that is, $F_u(s) = \frac{1}{n} \sum_{i=1}^n 1\{a_i \leq s\}$ and $F_v(s) = \frac{1}{n} \sum_{i=1}^n 1\{b_i \leq s\}$, where $X$ is the indicator function of set $X \subset \mathbb{R}$. Let $(a_{ip})$ be the set $\{a_i\}$ sorted in ascending order, i.e., $a_{ip} \leq a_{ip+1}$ (and similarly $(b_{ip})$). The empirical distribution $F_u(s)$ is a non-negative non-decreasing step-wise function having $n$ steps at $s_i = a_{ip}$ and values $F(s_i) = i/n$. Then (2) can be directly computed by measuring the distance between the sorted sequences,

$$W_p^p(a, b) = \int_0^1 |F_u^{-1}(s) - F_v^{-1}(s)|^p ds = \sum_{p=1}^n |a_{ip} - a_{ip}|^p.$$  

(3)

This implies that for the one-dimensional case, we can compute the Wasserstein distance between the cumulative distributions by sorting the (projected) features. This leads to a straightforward implementation of the 1D-Wasserstein distance in Tensorflow with just a few lines of code. Note that sorting is not a fully-differentiable operation. In fact, sort($u$) = $Pu$, where $P$ is a permutation matrix that depends on $u$. During the forward pass the right permutation matrix $P$ is computed. During the backward pass, $P$ is kept constant, leading to an approximation of the derivative.

1. This is straightforward to implement using the Tensorflow function `tf.nn.top_k(...)`, sorted=True).
Fig. 2. Distance between distributions. (a) toy example showing how the Wasserstein distance is sensitive to the geometry of the space. A base distribution is translated, while the KLD and JSD divergences remain constant, the Wasserstein distance increases with the shift amount. Since distant features are in fact less similar the Wasserstein distance is a natural way to compare feature distributions. (b-e) Examples of distances between distribution of VGG16 features. The first row shows some histograms from a low resolution input, and the second row shows the histogram counterparts computed at 4x higher resolution. These results show how the Wasserstein distance (WD) is more sensitive to the shape of the feature distributions.

Fig. 3. The cumulative distribution of VGG features. The enhancement CNNs are trained with two different losses: 1) L1 norm of the VGG feature differences (labeled as L1), 2) the sliced-Wasserstein distance of the extracted VGG features (labeled as proposed). As can be seen in the plots, compared to the L1 case, the cumulative distribution of the features obtained from our proposed method is closer to the ground truth. This leads to a perceptually superior result with more details.

Algorithm 1: The proposed PDL training loss.

Input : Predicted image \( u \in \mathbb{R}^n \), ground truth \( v \in \mathbb{R}^n \), projection matrix \( W \in \mathbb{R}^{m \times n} \), the Wasserstein weight \( \lambda \)

Output: Learning loss \( L_{\text{pdl}}(u, v) \)

1. Compute the VGG features: \( \Phi(u) \) and \( \Phi(v) \) \( \in \mathbb{R}^{n \times m} \)
2. Projection: \( \Phi'(u) = \Phi(u)W^T \) and \( \Phi'(v) = \Phi(v)W^T \)
3. Pixel fidelity term: \( L_{\text{pdl}}(u, v) = \|u - v\|_q \)
4. for \( j = 1 \) to \( m' \) do
5. \( (1D \text{ Wasserstein}) \)
6. Sort \( \phi_j'(u) \) and \( \phi_j'(v) \)
7. \( L_{\text{pdl}}(u, v) + = \lambda \|\phi_j'(u) - \phi_j'(v)\|_p \)

3.3 Sliced Wasserstein distance and generalizations

Bonneel et al. [37] proposed to exploit the goodness of the one-dimensional case and introduced the sliced-Wasserstein distance. By making use of the Radon transform, they show that one can integrate one-dimensional Wasserstein distances and define a distance between multi-dimensional distributions. Let \( \theta \in \mathbb{S}^{d-1} \), we define the \( \theta \)-projector operator as \( p_\theta(x) = \theta \cdot x \). This leads to the marginal distribution \( p_\theta I_u(s) = \int_{\mathbb{R}^d} I_u(x)\delta(s-p_\theta(x))dx \). Then, given \( I_u, I_v \) defined in \( \mathbb{R}^d \), the sliced-Wasserstein distance is defined as

\[
\text{SW}_p(I_u, I_v) = \int_{\mathbb{S}^{d-1}} W_p(p_\theta I_u, p_\theta I_v) \, d\theta. \tag{4}
\]

In practice, the integral in (4) is approximated by Monte Carlo sampling and averaging the 1D Wasserstein distance on a set of random projections.

The sliced distance has recently received significant attention [34] since it inherits all the desirable properties of the multi-dimensional Wasserstein distance but it presents an alternative and more efficient calculation. The main drawback is that the number of necessary samples to accurately approximate the integral grows exponentially with respect to the dimension. In particular most directions will not present relevant information for discriminating the two distributions [38]. Several works propose to mitigate this problem by finding discriminative directions. In [39] authors propose to use a discriminator, similar as used in GANs, to provide good discriminant projections. [40] propose an alternative to the sliced Wasserstein distance that replace the average over the set of random projections with the maximum value. [38] introduce a
generalization of the sliced Wasserstein distance using non-linear projections.

Our proposed Projected Distribution Loss (PDL) is based on the 1D Wasserstein distance for comparing the VGG feature distributions of the generated and target image on a set of one-dimensional projections of the extracted feature maps.

4 Projected Distribution Loss

The proposed learning loss is summarized in Algorithm 1. Starting with the predicted image \( u \), the extracted features (e.g., VGG16-convN activation map [14]) are represented by \( \Phi(u) \in \mathbb{R}^{n \times m} \), where \( n = h \times w \) represent the spatial dimensions, and \( m \) is the number of extracted features. Similarly, the features associated with the target image \( v \) are denoted by \( \Phi(v) \).

**Feature projection.** We are aiming to compare the feature distributions, thus, we assume that features of image \( u \) are presented as set of \( n \) vectors \( \phi_i(u) \in \mathbb{R}^m \) with \( i = 1, \ldots, n \). To compute the distance between multidimensional distributions we can aggregate one-dimensional distances computed by projecting the features into different directions. The sliced-Wasserstein distance is computed by projecting the features into random directions on the sphere. Let \( w_j \in \mathbb{R}^m \) such that \( \|w_j\| = 1 \) with \( j = 1, \ldots, m' \) directions in \( \mathbb{R}^m \). Then, the features are projected to generate \( \phi_j'(u) = w_j^T \phi_i(u) \). An alternative naive procedure is to compute the distances in the distributions taken from each individual feature value. This implies computing the distance between the marginal distributions. This makes sense if the features are independent.

In this work we follow the naive approach of computing and averaging the distance between the marginal distributions of the features. Nonetheless, in the experimental section we present an analysis comparing different (random) projections schemes.

4.1 Projected Distribution Training Loss

Given an image \( u \), its target counterpart \( v \), and a set of \( m' \) projections \( \{w_j\} \), our training loss is defined as

\[
L_{PDL}(u, v) = \|u - v\|_q + \lambda \sum_{j=1}^{m'} W_p\left(\phi_j'(u), \phi_j'(v)\right),
\]

where we have compactly denoted by \( \phi_j' = \{\phi_{1,j}, \ldots, \phi_{n,j}\} \) to the set of projected features at direction \( w_j \) for the image \( u \) and \( v \), respectively. The distance \( W_p \) is computed using (3) and the non-negative constant \( \lambda \) controls the effect of the distribution loss. In all the presented results we used \( q = 1 \) and \( p = 1 \). Note that this loss is fully differentiable and straightforward to implement. The impact of the regularization parameter in (5) is discussed in the next section. The proposed distribution loss combines a pixel fidelity loss term with the distribution mismatch penalization that allows to transfer details (texture, grain) without forcing them to be located in the exact same spatial position as in the target reference. This flexibility allows mitigating the regression to the mean problem, where, for example, slightly different high-quality images with identical feature distributions lead to very similar low resolution images. In this particular case, any point loss (pixel or \( L_1 \) on features) as the perceptual loss will learn to predict the average leading to a less realistic (blurry) image. Figure 3 shows examples comparing the proposed loss with the original perceptual loss \( L_{percep} \). Penalizing the distance between distributions results in better preservation of fine details and overall sharpness; whereas using the \( L_1 \) norm on the features leads to over-smoothed images.

**Perceptual Loss.** The (original) perceptual loss [15] is computed by replacing the distribution term in 5 by the \( L_p \) distance directly computed on the extracted features,

\[
L_{percep}(u, v) = \|u - v\|_q + \lambda \|\Phi(u) - \Phi(v)\|_p.
\]

As we will show in the experimental part, measuring the distance directly between the features produces artifacts in particular in problems that are seriously ill-conditioned (such as denoising under strong noise).

**Contextual Loss** Our proposed framework can be closely compared with the contextual loss [18]. This loss is based on the idea that for calculating similarity between two images one should find corresponding features with minimal distances from each other. To this end, the authors define the contextual similarity based on the maximum dot product (CTXDP), or alternatively the minimum \( L_2 \) distance (CTXL2) between features. Also, it has been shown that the contextual loss is an approximation of the KL divergence [19]. Since our framework is based on the Wasserstein distance between image features, in the following section we carry out detailed comparisons with the contextual loss. We show that in most image enhancement scenarios, the proposed Wasserstein loss shows a consistent perceptual advantage over the contextual loss.

5 Experiments

In what follows we present several experiments comparing the proposed PDL distribution loss against other perceptual losses. As a baseline we train a model per application without any perceptual loss and just an \( L_1 \) fit to the pixel values (\( \lambda = 0 \) in (5)). We also compare to the \( L_1 \)-perceptual loss given by (6) and the recently introduced contextual loss [18]. In all experiments, we tried to find the best balance between the data fitting term and the perceptual term that produces the best possible results, which is a complex and expensive task.

Since we focus on comparing different training losses, all models are trained using the same model architecture and optimization parameters. All perceptual losses are computed on VGG16conv4 features. All models, unless otherwise stated, are trained for \( n_{iter} = 10^5 \) iterations, using ADAM optimizer with default parameters and a mini-batch of size 8.

We extend our analysis to five image enhancement tasks: image denoising, single image super-resolution, deburring, JPEG artifacts removal and demosaicing. All the experiments are carried out using the standard Div2k dataset [41]. In all applications we simulated the respective degradation operator to generate training and validation data. The evaluation is done in the DIV2K validation dataset. For each application we generated 200,000 random 256 × 256 crops using the div2k training images. This implies that the feature distributions are locally compared to the given image crop.

5.1 CNN Models

We focus on five image enhancement applications, and use three CNN models to showcase performance of the proposed learning loss. For denoising, JPEG artifact removal and demosaicing we use the SRN [3] model, which consists of typical convolutional and residual blocks [42], [43] at multiple spatial scales (i.e., encoder-decoder network [3], [44], [45]).
We chose this model since it proves to work well for high noise levels. For the super-resolution application we use the EDSR [2], which applies depth-to-space operation to increase the spatial resolution of the convolutional feature maps. Also, for deblurring the DSDeblur [46] model is employed in our experimentation. This model is a 3-stage encoder-decoder architecture with a selective parameter sharing scheme. In our experimentation we opt to use the default architectures proposed by respective authors.

(R3,R4) No-reference measures (NIQE, FID). We have added FID and NIQE scoresto the main tables in the paper to provide the reader with a better sense of the perceptual quality of the reconstructed images. NIQE is a no-reference quality metric, and FID is a no-reference distributional comparison metric popular in generative modeling. The updated results are given in

### 5.2 Quantitative and Qualitative Evaluation

To evaluate our results we report three full-reference metrics, that is, PSNR, MS-SSIM [47], and LPIPS [16], as well as the no-reference image quality scores NIQE, and the Fréchet Inception Distance (FID)\(^2\), a no-reference distributional comparison metric. Note that in contrast to PSNR and MS-SSIM, lower LPIPS means higher similarity to the ground truth. Similarly, a lower NIQE and FID scores implies a better restoration. We should mention that this particular way of weighting the different metrics may seem somewhat arbitrary, however, we found that it sufficiently serves the purpose of finding the best model configuration.

**User study.** In addition to the quantitative metrics mentioned above, we also run perceptual studies with human subjects. We used the forced-choice pairwise comparison framework through Amazon Mechanical Turk, and assigned our tasks to 25 human raters with a minimum of 70% approval rating. These raters were paid 2 cents per question, and were asked to select the image with the best quality from side-by-side image crops of size 800 × 800. We also asked raters to only use displays with resolution 1920 × 1080 or higher for our experiment. Each rater answered 20 questions to compare results from two models. To avoid potential rater bias in ratings, images in each pair were randomly permuted and displayed. The reported results in the paper represent the average raters preference computed from 500 comparisons (20 raters, and 25 pairs). Since the outcome of each pairwise comparison can be interpreted as a Bernoulli random variable with probability \(p\), the standard deviation can be expressed as \(\sqrt{p(1−p)}\). This means that the standard error for each reported average is \(\sqrt{p(1−p)/n}\) with \(n = 500\) representing the total number of trials. Note that in the worst case scenario where \(p = 0.5\), the standard error is about 0.022.

### 5.3 Computational cost of the PDL loss

VGG16 is a heavy network that introduces an additional cost compared to the classical pixel loss. In principle, the additional cost of our PDL loss over the perceptual loss can be attributed to the sorting operation \(O(N \log N)\). Table 1 shows the relative training speeds in global (gradient descent) steps per second for each of the tested losses. Interestingly, in practice PDL and the classical perceptual \(L_1\) loss have very similar training times which indicates that the cost of sorting is marginal. Additionally, all the VGG-based perceptual losses run approximately 50% slower than the baseline. It is worth noting that all this extra cost is only applied at training time, and the inference complexity is the same across all loss options explored for each application.

| Steps/sec | L1 | L2 | CTXDP | CTXL2 | PDL |
|-----------|----|----|-------|-------|-----|
| No-perceptual | 1.00 | 0.57 | 0.54 | 0.53 | 0.57 |

**TABLE 1** Relative training speed in global step/sec.

### 5.4 Denoising under strong noise

To analyze the proposed loss we focus on the fundamental problem of image denoising. We address the particular and challenging case where the input image has been severely damaged by additive Gaussian noise (noise std. \(\sigma = 100\)). This allows us to get a clearer idea of the differences of the compared methods.

**Projected Distribution Loss vs \(L_1\)-perceptual loss [15].** Our first and base experiment is to compare the proposed PDL distribution loss against the classical perceptual loss [15]. This is a key experiment showing the importance of comparing feature distributions over comparing extracted (aligned) features directly. Comparing training losses with multiple terms is challenging as it requires choosing a relative weight between each loss term. To accomplish this we train several models using different weights for each loss (eqs. (5) and (6)). In Table 2 we present a summary of the average quantitative performance on the validation set. As can be seen, the proposed distribution loss produces significantly better LPIPS values with similar PSNR values. The weight parameter in each loss plays a major role between the pixel distortion and the perceived quality measured by LPIPS. In Figure 4 we show some results for the different trained models. Our proposed PDL produces images with more fine texture and overall sharpness. Increasing the contribution of the \(L_1\) perceptual term in (6) does not improve the overall results but leads to images with unrealistic artifacts.

**Projected Distribution Loss vs other (perceptual) losses.** Table 2 shows quantitative results of training models using different perceptual losses \((L_1, L_2,\text{ Contextual Loss - CTXDP and CTXL2})\) and no-perceptual loss at all. In Figure 5 we show image crops. The first observation is that the results with any perceptual loss are better looking than the one from the model trained without any perceptual loss. This is expected since only penalizing the difference in pixel values leads to blurry images despite having a high PSNR (as shown in Table 2). Directly penalizing the extracted features using the \(L_1\) or \(L_2\) distance lead to very similar quantitative and qualitative results. The same applies to the two different implementations of the contextual loss (CTXDP and CTXL2). In general, the contextual is the closest comparison to the proposed PDL distribution loss. The PDL results are in general sharper and present better edge and detail structure as shown in the building windows in Figure 5 (middle panel). In terms of LPIPS the proposed PDL loss and the contextual loss produce similar results for a similar PSNR value. Given that the contextual loss can be seen as an approximation to a distance between distributions, this confirms the superiority of comparing distributions compared to directly comparing the values of the features. We also carried out a perceptual user study and the average pairwise preferences is presented in Table 3. Overall, PDL outperforms the other models. Our method shows the smallest/largest difference with the no-perceptual/CTXL2 models. Note that performance of the two contextual models are very close to each other.

2. FID is computed using pytorch-fid, and NIQE using Matlab-niqe.
5.5 Single-Image Super-resolution

We evaluated our proposed loss on single-image 4× super-resolution. In addition to comparing to the different losses we already mentioned we include a comparison with SRGAN [7]. Table 4 summarizes the quantitative results of the different evaluated losses on 4× super-resolution using the div2k training and validation dataset (bicubic downscaling). A selection of results is presented in Figure 6. Our proposed PDL loss leads to super-resolved images with more defined structure. SRGAN produces more fine grain details but also tends to hallucinate more content (for instance the structure on the roof). This is also reflected in the low PSNR score implying a significant pixel distortion. Results from our subjective study are shown in Table 5. We observe that on average PDL and SRGAN perform better than the other compared methods.

5.6 Deblurring

In order to evaluate the performance of the proposed loss on a deblurring task we simulated motion blur due to camera shake. Following [48], we simulated random blur kernels mimicking
camera shake blur of varying intensity (31 × 31 maximal support), and also added random additive noise. The added noise is also of random noise level (σ ∈ [0, 15]). We trained the DsDeblur [46] model using our proposed PDL loss and all the previously discussed losses. Table 6 summarizes the average quantitative performance of all tested models. As can be seen, our proposed PDL loss produces high-quality results both in terms of PSNR and LPIPS. In Figure 7 we show several example results.

5.7 Other applications

We also evaluate the performance of the proposed loss in JPEG artifact removal and demosaicing under mild noise. Table 7 summarizes the quantitative results of the different evaluated losses on JPEG artifact removal (quality factor q = 20). Figure 8 presents some selected results on JPEG artifact removal. The PDL loss successfully manages to restore the blockiness artifacts due
to the severe JPEG compression, and recovers sharpness of the uncompressed image.

In the case of demosaicing, the model is trained to predict an RGB image from the Bayer noisy mosaic. In Figure 9 we present a selection of results. Although the differences are subtle, the proposed PDL lead to images with better defined structures.

5.8 Evaluation of the impact of the Feature Projection

The proposed projected distribution loss requires to define a set of projection directions. In this section we present some results for adopting different projection schemes. We tested different alterna-
Fig. 7. Deblurring example results. For each shown result we indicate the weight value for the perceptual ($L_1$, CTXDP, CTXL2, PDL) loss term.

Fig. 8. JPEG artifact removal (quality factor $q = 20$) example results. For each shown result we indicate the weight value for the perceptual ($L_1$, $L_2$, CTXDP, CTXL2, PDL) loss term.

Fig. 9. Demosaicing under mild noise. For each shown result we indicate the weight value for the perceptual ($L_1$, PDL) loss term.

atives for computing the projected distributions. Projection on each input feature which amounts to comparing the features marginal distributions (Id), a random combination of two randomly picked activation maps (R2P), a small random perturbation of the Identity matrix (RPP), and finally a random sampling on the sphere (RSP) – which corresponds to a numerical approximation of the sliced
Wasserstein distance. Additionally we evaluated the impact of the number of projections, as a factor of the original number of features. Table 8 summarizes the results. None of the tested alternatives seem to perform better than directly comparing the extracted features independently (Id). In general, all tested configurations performed similarly. We should note that VGG16 features are not normalized and therefore different features can have very different ranges. Normalizing them can lead to distortions in the geometry of the space and thus leading to artificially changing the relative importance of each feature. Recently [17] showed that not all features are equally important. Finding better features or combinations of features will be a subject of our future work.

6 CONCLUSION

We have presented an alternative perceptual loss that can be used to train any image restoration model. The proposed projected distribution loss is straightforward to implement being based on comparing 1D marginal distributions. Our loss leads to superior or similar results on all the five tested image restoration applications.

In this work we focused on comparing CNN features that have been shown to capture relevant characteristics to visual perception. As a future work we would like to investigate alternative schemes to project the multidimensional feature space into lower dimensions where the proposed distribution loss can be applied.
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