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I. INTRODUCTION

The paper is devoted to the problem of constructing a special class of symmetries for boundary value problems (BVPs) in mathematical physics, namely renormalization group symmetries (hereafter referred to as RG-symmetries).

Symmetries of this type appeared about forty years ago in the context of the renormalization group (RG) concept. This concept originally arose in the "depth" of quantum field theory (QFT) and was connected with a complicated procedure of renormalization, that is 'removing of ultra-violet infinities'. In QFT renormalization group was based upon finite Dyson transformations and appeared as a continuous group in a usual mathematical sense. It was successfully used for improving approximate perturbation solution to restore a correct structure of a solution singularity.

In the seventies, it was found that the RG concept was fruitful in some other fields of microscopic physics: phase transitions in large statistical systems, polymers, turbulence, and so on. However, in some cases, following Wilson’s approach to spin lattice, the original exact symmetry underlying the renormalization group notion in QFT was changed to an approximate one with the corresponding transformations forming a semi-group (not a group as in the QFT case). Here, in this paper, by RG-symmetry we mean the original exact property of a solution – as it was formulated in Refs. [3,4] (see also [6]) by N. Bogoliubov and one of the present authors. Thus, by RG-symmetry we mean a symmetry that characterizes a solution of a BVP and corresponds to transformations involving both "dynamical" (i.e., equation) variables and parameters entering into a solution via equations and boundary conditions.

For a simple illustration we consider some BVP that produces a family of solutions. The simplest variant of RG transformation is given by a simultaneous one-parameter point transformation

\[ T_a : \{ x \rightarrow x' = x/a , \ g \rightarrow g' = G(a,g) \} , \ G(1,g) = g \]  

(1)

of a dimensionless "coordinate" \( x \) and a one-argument "characteristic" (e.g., initial value) \( g \) of each solution, the quantity of a direct physical interest. The transformation function \( G(x,g) \), which depends upon two arguments, should satisfy the functional equation

\[ G(x,g) = G(x/a, G(a,g)) \],

(2)

that guarantees the group property \( T_a \cdot T_b = T_{ab} \) fulfillment.
The functional equation [2] and transformation [1] arise, for example, in the massless QFT with one coupling. In that case \( x = Q^2/\mu^2 \) is the ratio of a 4-momentum \( Q \) squared to a "reference momentum" \( \mu \) squared, \( g \) is the coupling constant and \( G \) is the so-called effective coupling.

Later on the [1]-[2] type symmetry underlying the renormgroup invariance was also found in a number of problems of macroscopic physics like, e.g., mechanics, transfer theory, hydrodynamics and a close relation of RG-symmetry to the notion of self-similarity was established [9,10].

The infinitesimal form of transformation [1] can be written down as a differential equation

\[
RG = 0, \quad \text{with} \quad R = x \partial_x - \beta(g) \partial_g, \quad \beta(g) = \frac{\partial G(a ; g)}{\partial a} \bigg|_{a=1}
\]

(3)

where \( R \) is the infinitesimal operator of RG-symmetry (or, simply, \( RG\)-operator) with the coordinate \( \beta(g) \) defined by the derivative of the function \( G \).

Therefore, instead of relations [1] and [2], RG transformation can also be introduced by means of an \( RG\)-operator. And vice versa, being given an \( RG\)-operator one can reconstruct the functional equation for the solution \( G \) with the help of the characteristic equation for (3). Moreover, for a given \( \beta\)-function or, in other words, for the given RG-symmetry, one can get an explicit expression for the invariant of the group transformation \( G(x, g) \) by solving the corresponding Lie equations [11]

\[
-x' \frac{dx'}{x'} = \frac{dg'}{\beta(g')} = \frac{da}{a},
\]

(4)

with the initial conditions \( x'|_{a=1} = x, \ g'|_{a=1} = g \).

Along with (3) a different form of the invariance condition for the function \( G(x, g) \) is often employed

\[
\frac{d}{da} G(x/a, G(a, g)) \bigg|_{a=1} = 0.
\]

(5)

Equation (3), reflecting the invariance of \( G \) under the RG transformation can be treated as a vanishing condition for the coordinate \( \bar{x} \) of the RG operator (3) in the canonical form [12]

\[
\bar{R} = \bar{x} \partial_{\bar{x}} = \bar{x} G_x - \beta(g) G_g = 0,
\]

(6)

identically valid on a particular BVP solution \( G = G(x, g) \).

At the same time, the relation

\[
RS(x, g) \equiv (x \partial_x - \beta(g) \partial_g) S(x, g) = \gamma(g) S(x, g)
\]

(7)

corresponds to the function \( S(x, g) \) that is a covariant [3] of the RG transformation. In QFT case, this relates, e.g., to a propagator amplitude (see, Refs. 4 and 6). Here, \( \gamma(g) \) is known as the anomalous dimension of \( S(x, g) \).

Generally, the differential equation akin to (3)

\[
x f_x - \beta(g) f_g = 0.
\]

(8)

states an invariance of a function \( f \) under the RG transformation [1]. Its solution \( f(x, g) = F(G(x, g)) \) precisely corresponds to the same property emphasized by (3).

In a particular case, when the function \( G \) is linear in the last argument, \( G \sim k g \), equation (3) defines a solution that has a power \( x \) dependence, i.e., \( G(x, g) = g x^k \) with \( k \) being an arbitrary number. Then, equation (3), takes a form of power scaling (or power self-similarity) transformation

\[
x' = x/a, \quad g' = g a^k,
\]

that is well-known in mathematical physics and widely used in the problems of hydrodynamics of liquids and gases.

Therefore, transformation (3) can be considered [10] as a functional generalization \( g x^k \rightarrow G(x, g) \) of a usual (i.e., power) self-similarity transformation. One can refer to it as to functional self-similarity transformation: this term was first introduced in [3] as a synonym of the RG transformation as defined above.

It is widely known that in QFT, as well as in other mentioned fields of theoretical physics, the RG method allows one to improve the perturbation theory results and to simplify the analysis of a singular behavior of a solution which becomes scale-invariant in the vicinity of a singularity. The latter reminds a situation, which is typical of asymptotic analysis of solutions of differential equations (DEs): long-time asymptotics demonstrate self-similar regimes [4].
Hence, it looks natural to use the RG methods to study strong nonlinear regimes and to investigate asymptotic behavior of physical systems described by DEs. We have no possibility to discuss this in detail here and would limit ourselves to mentioning some successful attempts of using the RG ideas in mathematical physics.

To our knowledge, the very first results in this field were obtained about a decade ago by two of the co-authors of this paper by applying RG ideas to a problem of generating of higher harmonics in plasma. This problem, after some simplification, was reduced to a couple of partial DEs with the boundary parameter – solution “characteristic” – explicitly included. It was proved that these DEs admit an exact symmetry group similar to that, defined by Eq. (3). The group obtained was then utilized to construct the desired nonlinear solution of the BVP. This approach has further been developed (see [16] and references therein) and we shall describe it in some detail in the next Section.

The methods of QFT RG were exploited by Goldenfeld, Martin and Oono with co-authors (Urbana group) (see, e.g., Refs. [17] and [18]) to find asymptotics of the solutions of parabolic-type nonlinear differential equations, that describe a variety of physical phenomena, such as groundwater flow under gravity, shock waves dynamics, radiative heat transfer and so on. As an auxiliary tool, they used the concept of intermediate asymptotics first introduced by Barenblatt and Zeldovich [19] – see also the review monographs [14] and [20]. In this way, the Urbana team was able to determine values of exponents in the ratios of invariants forming arguments of self-similar solutions.

Later on, with the goal to a global asymptotic analysis they developed and illustrated, by numerous examples, the “perturbative renormalization group theory” (see [21] and references therein) that exploited the form of the invariance condition akin to that (3) used in QFT. The geometrical formulation of the perturbative RG theory for global analysis was presented by Kunihiro [22] on the basis of a classical theory of envelopes.

On the other hand, Bricmont and Kupiainen [23] – [25] attracted RG ideas for nonlinear DEs analyzing in a bit different manner. They used an iterative set of rescalings borrowed from the Wilson version of renormalization group, that is semi-group. On basis of that RG-mapping procedure they succeeded in proving the global existence and detailed long time asymptotics for classes of nonlinear parabolic equations.

Generally, the procedure of revealing RG transformations, or some group features, similar to RG regularities, in any partial case (QFT, spin lattice, polymers, turbulence and so on) up to now is not a regular one. In practice, it needs some imagination and atypical manipulation (see discussion in [8,26,17]) “invented” for every particular case. For example, the above described RG methods applied to asymptotic analysis of differential equations were based on the a priori assumption of the existence of some scaling transformations or on the invariance condition of an approximate solution. By this reason, the possibility to find a regular approach to constructing RG-symmetries is of principal interest. In this paper we give an account of our efforts for creating a possible scheme of this kind in application to physical systems that are described by DEs. The leading idea in this case is based on the fact that symmetries of such systems can be found in a regular manner by using the well-developed methods of modern group analysis.

The paper is organized as follows: in Section II we describe the general scheme of constructing RG-symmetry for a BVP. It appears, that the implementation of this scheme strongly depends on the mathematical model used and on the form of boundary conditions. As a result, different approaches to finding RG-symmetries are possible, and these are illustrated by examples in the following five sections. In Section III RG-symmetries are calculated using the classical Lie symmetries. In Section IV RG-symmetries are obtained on the basis of Lie-Bäcklund symmetries. In the next two sections RG-symmetries are found when boundary conditions are presented either in the form of a differential constraint (Section V), or in the form of an embedding equation (Section VI). In Section VII one more approach to RG-symmetries constructing is presented which is based on an approximate group symmetry. In conclusion, we make a summary of the approach and discuss some further applications.

II. APPROACH TO CONSTRUCTING RG-SYMMETRIES

First of all, we emphasize that the desired regular approach to constructing RG-symmetries turns out to be possible for those mathematical models of physical systems that are based on differential or, in some particular cases, integro-differential equations. The key idea uses the fact [27,28] that such models can be analyzed by algorithms of modern group analysis.

The proposed scheme comprises a sequence of the four steps.

I. A specific manifold (differential, integro-differential, etc.) should be primarily constructed. This manifold that will be referred to as renormgroup manifold (RG-manifold) generally differs (see below) from the manifold given by the original system of DEs.

II. The second step consists in calculating the most general symmetry group $G$ admitted by the RG-manifold.

III. The restriction of the group $G$ on the desired BVP solution (exact or approximate) constitutes the next step. The group of transformations thus obtained (renormgroup) is characterized by a set of infinitesimal operators (RG-operators), each containing the solution of a BVP in its invariant manifold.
IV. The last, fourth step implies utilization of RG-operators to find analytical expressions for solutions of the BVP. Being formulated in a concise form these steps deserve further comments.

Comment to I. In the scheme described above the first step, namely constructing the RG-manifold, is of fundamental importance. The form of its realization depends both on a mathematical model and on a form of a boundary condition. Here we show the following different approaches to RG-manifold constructing:

Ia. In the first, more simple case the RG-manifold, as usual in classical group analysis, is presented by a system of basic DEs with the only substantial difference: parameters, entering into a solution via the equation and boundary conditions, are included in the list of independent variables.

Ib. Another approach to constructing the RG-manifold implies an extension of a space of variables involved in group transformations, for example, by including differential variables of higher order and nonlocal variables. It means that in this case Lie-Backlund transformation groups and nonlocal transformation groups should be invoked [12,29].

Ic. In the third approach the procedure of construction of RG-manifold is based on the invariant embedding method [30]. Here RG-manifold is given by a system of equations that consists of original DE and/or embedding equations which correspond to the BVP under consideration.

Id. The fourth approach to some extent is similar to the previous one. In this event boundary conditions are reformulated in terms of a differential constraint which is then combined with original equations to form the desired RG-manifold.

Ie. The last approach utilizes approximate transformation groups. Here, the RG-manifold is given by a system of DEs with small parameters and can be analyzed by perturbation methods [21].

Comment to II. Searching the symmetry of RG-manifold is the main problem of the second step. The term "symmetry" as used in the classical group analysis means the property of a system of DEs to admit a Lie group of point transformations in the basic space of all independent and dependent (differential) variables entering these DEs. The Lie calculational algorithm of finding such symmetries is reduced to constructing tangent vector fields with coordinates, that are functions of these basic group variables and can be defined from the solution of an overdetermined system of DEs, named as determining equations. In modern group analysis different modification of a classical Lie scheme are in use (see, e.g. [20,22] and references therein). If the problem of finding symmetries for a given system of DEs (RG-manifold) is solved, then the result is presented in the form of Lie algebra of infinitesimal operators (also known as group generators), which correspond to the admitted vector field. In what follows these operators will be denoted by $X$.

Comment to III. The goal of a group restriction is the construction of a transformation group with a tangent vector field (point, Lie-Backlund, etc.) infinitesimal operators of which (hereinafter referred as $R$) contain the desired BVP solution in an invariant manifold. This means, that the coordinate of the canonical operator of RG-symmetry vanish on the BVP solution and on its differential consequences.

Mathematically, the procedure of a group restriction appears as a "combining" of different coordinates of group generators $X$ admitted by the RG-manifold. The vanishing condition for this combination on a solution of the BVP leads to algebraic equalities that couple different coordinates and give rise to desired RG-symmetries. In a particular case, when RG is constructed from a Lie group admitted by the original system of DEs, it turns out to be a subgroup of this group and a solution of the BVP appears as an invariant solution with respect to the point RG obtained (compare with [11]). In the general case, not only Lie point group, but Lie-Backlund groups, approximate groups, nonlocal transformation groups, etc. (see, e.g. [23]), are also employed as basic groups which are then to be restricted on the solution of a BVP.

Comment to IV. A technique for constructing group invariant solutions corresponding to a symmetry group when its infinitesimal operators are known has been detailed in various monographs (see, e.g., [11,32,24]). Therefore, the final step is performed in a usual way and needs no specific comments.

Before proceeding any further, we make a short review of results, that were obtained on the basis of the formulated scheme. The first application of RG-approach to a particular problem of laser plasma was announced in [13]. This problem, namely the problem of a nonlinear interaction of a powerful laser radiation with inhomogeneous plasma, has been detailed in subsequent publications [16,33,34]. A mathematical model was given by a system of nonlinear DEs for components of electron velocity, electron density and the electric and magnetic fields. The presence of small parameters (such as weak inhomogeneity of the ion density, low electron thermal pressure and small angles of incidence of a laser beam on plasma surface) in the initial system of equations provided a way to constructing RG-manifold using (Ie) approach, based on approximate group methods. The desired RG-symmetry appears as Lie point symmetry that takes account of transformations of a boundary parameter (common to (Ia) approach), which is related to the amplitude of the magnetic field at a critical density point. RG-symmetry obtained made it possible to get the exact solution of original equations, that was then used to evaluate the efficiency of harmonics generation in cold and hot plasma (see [16]).
The advantageous use of the RG-approach in solving the above particular problem gave promise that it may work in other cases. This was illustrated in [34] by a series of examples for different BVPs. Various methods of constructing RG-symmetries were described, based on the use of point symmetries, approximate symmetries, embedding equations and transformations of Fourier components. As is shown in [32], different formulations of BVPs give rise to various methods of finding RG-symmetries. Thus, further development of the scheme was concentrated on analyzing these methods.

The first one was concerned with the initial value problem for the modified Burgers equation with parameters of nonlinearity and dissipation included explicitly. This example [34] yielded a detailed illustration of the method of constructing RG-symmetries when the initial RG-manifold is given by an original DE with parameters included in the list of independent variables (Ia approach). It was argued that the exact solution can be reconstructed from the perturbative solution with the help of any of the admitted RG-symmetry operators which form an eight-dimensional algebra. Two illustrative examples were given, dealing with perturbation theory in time and in nonlinearity parameter.

To demonstrate the method of constructing Lie-Bäcklund RG-symmetries that uses (Ib) approach, the initial value problem for a linear parabolic equation was considered in [27]. It was shown that appending Lie-Bäcklund RG-symmetries to point RG-symmetries extends the algebra of RG-symmetries up to an arbitrary order.

The same mathematical model was also employed within the (Ic) approach when the boundary condition is described by a differential constraint [37]. It was found that RG-symmetries obtained can not be reduced to point RG-symmetries which arise from the (Ia) case. However, some of them can be reformulated in terms of RG-symmetries previously found in (Ia) approach while the others can be constructed from the Lie-Bäcklund symmetries of basic equations in view of the given differential constraint.

An idea of the (Id) approach to constructing RG-manifold based on the invariant embedding method was realized in [34] for ordinary DEs. Here, embedding equations can be treated as a specific form of a differential constraint, that takes boundary data into account. The method of finding RG-symmetry using the (Id) approach proves to be of particular interest for the first order ordinary DEs when using (Ia) approach faces standard problems in calculating point symmetries admitted by RG-manifold. Provided the embedding equation has the form of a first order DE of evolutionary type there appear no difficulties in group analysis of a joint system of the basic and the embedding equations.

Worthy of mention is an example that demonstrates the utilization of RG-symmetries to constructing solutions of the BVP for a system of two first-order partial DEs that describes the propagation of a laser beam in a nonlinear focusing medium [38]–[43]. It was revealed that RG-symmetries are related to formal symmetries that are constructed in the form of infinite series in medium nonlinearity parameter. For a specific form of boundary data infinite series are truncated with RG-symmetries presented by finite sums. Generally, for arbitrary boundary data this is not the case and in that event a finite sum describes approximate RG-symmetry for small nonlinearity parameter. Based on (Ia), (Ib) and (Ie) approaches both point and Lie-Bäcklund (exact and approximate) RG-symmetries were obtained and then used to find an analytical solution of the problem.

To clarify the idea of constructing RG-symmetries several examples are given below which demonstrate different approaches to the problem. To gain better understanding of these approaches, a simple mathematical model is used [44]. This model corresponds to BVP for a system of two first-order partial DEs that were studied by Chaplygin [43] in gas dynamics

\[ v_t + v v_x - a \varphi(n)x = 0, \quad n_t + v n_x + n v_x = 0; \]

\[ v(0, x) = V(x), \quad n(0, x) = N(x), \]  

(9)

where \( \varphi(n) \) is an arbitrary function of \( n \) and \( a \) is a nonlinearity parameter. Despite its simplicity, this mathematical model has a wide field of application and was used to describe various physical phenomena (in the so-called quasi-gaseous media [40]). In such a case the physical meaning of variables \( t, x, v \) and \( n \) may differ from that in gas dynamics. For example, in nonlinear geometrical optics, \( t \) and \( x \) are coordinates, respectively, along and transverse to the direction of laser beam propagation, \( v \) is the derivative of eikonal with respect to \( x \), and \( n \) is a laser beam intensity. In this case, functions \( V \) and \( N \) characterize the curvature of the wave front and the beam intensity distribution upon the coordinate \( x \) and the entrance of a medium \( t = 0 \).

Along with (9), another form of basic equations will be used

\[ a \tau_v - (n/\varphi(n))\chi_n = 0, \quad \chi_v + \tau_n = 0. \]

(10)

These linear equations for new variables \( \tau = nt \) and \( \chi = x - vt \) results from (9) under hodograph transformations.
III. RG AS LIE POINT SUBGROUP

This section presents an illustration of the method of constructing RG-symmetries when a basic RG-manifold is given by the original DEs with parameters included in the list of independent variables. Boundary conditions are taken into account while restricting the group admitted by RG-manifolds up to the desired RG on the exact or approximate solution of a BVP which thus appears as an invariant solution with respect to any of RG operators obtained.

3.1. First we shall consider a particular case of equations (9) when the nonlinearity parameter \( a \) is equal to zero: in application to optical equations discussed above this means that nonlinear effects are neglected. Then by introducing a new variable \( v = \varepsilon u \), the system of equations (9) is rewritten in the following form

\[
\begin{align*}
&u_t + \varepsilon uu_x = 0, \quad n_t + \varepsilon un_x + \varepsilon nu_x = 0; \\
&u(0, x) = U(x), \quad n(0, x) = N(x).
\end{align*}
\]

The continuous point Lie group admitted by the differential manifold (11) (RG-manifold) is given by the infinitesimal operator (a general element of Lie algebra) with six independent terms

\[
X = \xi^1 \partial_t + \xi^2 \partial_x + \xi^3 \partial_\varepsilon + \eta^1 \partial_u + \eta^2 \partial_n \equiv \sum_{i=1}^{6} X_i,
\]

\[
X_1 = \left( 1/\varepsilon \right) \Delta J^1 \partial_t + \left( J^1 + \varepsilon \Delta J^1 \right) \partial_x - n J^1 \partial_n, \quad \Delta J^k \equiv \left( \varepsilon t J^k_x - J^k_u \right),
\]

\[
X_2 = \left( 1/n \right) J^2 \left( \partial_t + \varepsilon u \partial_x \right), \quad X_3 = n J^3 \partial_n, \quad X_4 = J^4 \left( -t \partial_t + n \partial_n + \varepsilon \partial_\varepsilon \right),
\]

\[
X_5 = \Delta J^5 D + J^5 \left( \varepsilon t \partial_x + \partial_u \right), \quad X_6 = -(1/n) J^6 D, \quad D \equiv \left( \partial_t + \varepsilon ut \partial_x - n \partial_n \right).
\]

Coordinates \( \xi \) and \( \eta \) of this infinite-dimensional group operator depend upon five functions \( J^i(\chi, u, \varepsilon), \) \( i = 1, 2, 3, 5, 6 \) which appear as arbitrary functions of their arguments \( \chi = x - vt, u, \varepsilon. \) The sixth one, \( J^4, \) that enters the operator which describes group transformation of parameter \( \varepsilon, \) is an arbitrary function of this parameter only. The restriction of the group admitted by RG-manifold (11) on the solution of the BVP \( u = \bar{u}(t, x, \varepsilon), \) \( n = \bar{n}(t, x, \varepsilon) \) leads to zero equalities for two coordinates of the operator (13) in the canonical form – the conditions of functional self-similarity:

\[
\eta^1 + \xi^1 \varepsilon \bar{u}_x - \xi^2 \bar{u}_x - \xi^3 \bar{u}_\varepsilon = 0, \quad \eta^2 + \xi^1 \varepsilon \bar{n}_x - \xi^2 \bar{n}_x - \xi^3 \bar{n}_\varepsilon = 0.
\]

These equalities should be valid for any values of \( t, \) and certainly for \( t = 0, \) when dependencies \( \bar{u} \) and \( \bar{n} \) upon \( x \) are given by boundary conditions (12). This yields two linear relations between \( J^i \) and \( J^k: \)

\[
J^5 = U_x J^1, \quad J^6 = N_x J^1 + N J^1 - N(U_x)_u J^1 - \varepsilon U_x J^2 - N J^3 - N J^4.
\]

Here, and in what follows functions \( U \) and \( N \) and their derivatives with respect to \( x \) should be expressed either in terms of \( u \) or in terms of \( \chi. \) Substituting (12) in (13) gives the desired RG-symmetries with the RG-operator

\[
R = \sum_{i=1}^{4} R_i,
\]

\[
R_1 = X_1 + \left( \varepsilon t(U_x)_x - \left( 1 - \frac{N}{n} \right) (U_x)_u - \frac{N_x}{n} \right) J^1
\]

\[
+ \left( \varepsilon tU_x - \frac{N}{n} \right) J^1 - U_x J^1 \right] D + U_x J^1 \left( \varepsilon t \partial_x + \partial_u \right),
\]

\[
R_2 = X_2 + \varepsilon U_x J^2 D, \quad R_k = X_k + \frac{N}{n} J^k D, \quad k = 3, 4.
\]

We see that RG-symmetries for (11), (12) are presented as a combination of symmetries of infinite-dimensional algebra with the infinitesimal operator (13). Any of the four operators \( R_k \) (and their linear combinations with coefficients
that are arbitrary functions of $\varepsilon$) contains the BVP solution $u = \tilde{u}(t, x, \varepsilon)$ and $n = \tilde{n}(t, x, \varepsilon)$ in the invariant manifold and enables to obtain group transformation of both group variables and different functionals of the solution (for a method of calculating transformation of a functional see Ref. [47]).

Generally, the renormalization group using is capable of improving a perturbation theory solution. As an example, consider the perturbative solution of (11), (12) for small value of $\varepsilon t$

$$u = U(x) - (\varepsilon t)UU_x + O(\varepsilon^2 t^2), \quad n = N(x) - (\varepsilon t)(NU_x + NU_u) + O(\varepsilon^2 t^2).$$

(17)

This approximate solution in the limit $(\varepsilon t) \to 0$ is invariant with respect to RG transformation defined by the operator $R_2$ with arbitrary $\varepsilon J^2 \neq 0$. Assuming $J^2 = 1/\varepsilon$, we obtain the explicit expression for RG-operator

$$R = \frac{1}{n} [(1 + \varepsilon tU_x)(\partial_t + \varepsilon u\partial_x) - \varepsilon U_x n\partial_n],$$

(18)

and invariance conditions written in the form of two first order DEs:

$$u_t + \varepsilon uu_x = 0, \quad (1 + \varepsilon tU_x)(n_t + \varepsilon un_x) + \varepsilon nU_x = 0.$$ 

(19)

Solving Lie equations which correspond to RG-operator (18) (and coincide with characteristics equations for (19)) enables to reconstruct the desired exact solution of (11), (12) from the perturbative solution (17)

$$u = U(x - \varepsilon ut), \quad n = \frac{1}{1 + \varepsilon tU_x} N(x - \varepsilon tu),$$

(20)

where $U_x$ should be expressed in terms of $u$. For example, in particular case of $N(x) = N_0 \exp(-x^2)$, $U(x) = -x$ and $\varepsilon = 1/T$ the latter formulas describe the focusing of gaussian laser beam in geometrical optics

$$n = \frac{T}{T-t} N_0 \exp\left(-x^2 \left(\frac{T}{t-T}\right)^2\right), \quad u = x \frac{T}{t-T}, \quad t \leq T.$$ 

(21)

3.2. Now let us turn to a more general case of $a \neq 0$. The Lie point symmetry group, admitted by RG-manifold (10), is characterized by a canonical infinitesimal operator [12] with six independent terms $X_i$, $i = 1, \ldots, 5$ and $X_\infty$

$$X = X_\infty + \sum_{i=1}^{5} c_i X_i \equiv \left(\bar{f} + \sum_{i=1}^{5} c_i \bar{f}_i\right) \partial_\tau + \left(\bar{g} + \sum_{i=1}^{5} c_i \bar{g}_i\right) \partial_\chi,$$

(22)

where coordinates $\bar{f}_i$ and $\bar{g}_i$ are linear combinations of $\tau$ and $\chi$ and their first derivatives $\tau_1 = (\partial \tau/\partial n)$ and $\chi_1 = (\partial \chi/\partial n)$ with coefficients depending only on $v$ and $n$ [10][11]. For a particular case $\varphi = 1$ they are

$$f_1 = \tau, \quad g_1 = \chi; \quad f_2 = -(1/a)n\chi_1, \quad g_2 = \tau_1;$$

$$f_3 = -\tau/2 + n\tau_1 + (1/2a)n\nu_\chi_1, \quad g_3 = -(v/2)\tau_1 + n\chi_1;$$

$$f_4 = -(1/2)n\chi + vn\tau_1 + [(1/4a)v^2 - n] n\chi_1,$n\chi_1,$$ 

$$g_4 = (a/2)\tau + (1/2)v\chi + vn\chi_1 + [an - (1/4)v^2] \tau_1;$$

$$f_5 = (n\tau_1 - \tau) - a\tau_a, \quad g_5 = n\chi_1 - a\chi_a.$$ 

"Evident" symmetries $f_1$, $g_1$ and $f_2$, $g_2$ describe dilations of $\tau$ and $\chi$ and translations along $v$-axis respectively for an arbitrary nonlinearity $\varphi(n)$. Two more symmetries $f_3$, $g_3$ and $f_4$, $g_4$ appear due to a special form of the function $\varphi = 1$ under consideration. The symmetry $f_5$, $g_5$ involves the parameter $a$ transformation along with transformations of dynamic variables.

The operator $X_\infty$ with coordinates $\bar{f} = \xi^1(v, n)$, $\bar{g} = \xi^2(v, n)$ that are arbitrary solutions of partial DEs

$$\xi^1_v - (n/a)\xi^2_n = 0, \quad \xi^2_v + \xi^1_n = 0,$$

(23)

results from the linearity of basic Eqs. [10]: it is an ideal of an infinite-dimensional Lie algebra $L_\infty$ formed by operators $X_1, \ldots, X_5$ and $X_\infty$. \[7\]
The restriction of the group \( \{\mathfrak{g}\} \) on the BVP solution means that coordinates \( f \) and \( g \) of the canonical operator \( \mathfrak{g} \) turns to zero on this solution, that is
\[
\bar{f} = -\sum_{i=1}^{5} c_i f_i, \quad \bar{g} = -\sum_{i=1}^{5} c_i g_i.
\]

These relations express functions \( \bar{f} \) and \( \bar{g} \) in terms of \( f_i, g_i, i = 1, \ldots, 5 \) taken on a solution \( \tau = \tilde{\tau}(v, n), \chi = \tilde{\chi}(v, n) \) of a BVP (exact or approximate). Substitution of \( \{\mathfrak{g}\} \) in \( \{\mathfrak{g}\} \) gives five RG-operators
\[
R = \sum_{i=1}^{5} c_i(a) R_i,
\]
each being determined by corresponding coordinates \( f_i, g_i \) and by a pair of functions \( A^i, B^i \)
\[
R_1 = (\tau - A^1) \partial_\tau + (\chi - B^1) \partial_\chi, \quad R_2 = -A^2 \partial_\tau - B^2 \partial_\chi + \partial_v,
\]
\[
R_3 = -(\tau/2 - A^3) \partial_\tau - B^3 \partial_\chi - (v/2) \partial_v - n \partial_n,
\]
\[
R_4 = -(n/2) \chi - A^4) \partial_\tau + ((a/2) \tau + (v/2) \chi - B^4) \partial_\chi
+ (-(1/4) \kappa + \kappa + a \partial_a
\]
\[
R_5 = (-\tau - A^5) \partial_\tau - B^5 \partial_\chi - n \partial_n + a \partial_a.
\]

Here, ten functions \( A^i, B^i \) are defined by expressions \( \{\mathfrak{g}\} \) for \( f^i \) and \( g^i \) where one should replace \( \tau, \chi \) by \( \tilde{\tau}(n, v), \tilde{\chi}(n, v) \). Explicit formulas for RG-operators depend upon the specific solution of the BVP. For example, for the particular solution of the BVP \( \{\mathfrak{g}\} \) with \( V = 0 \) and \( N(x) = \cosh^{-2}(x) \), described by \( \{\mathfrak{g}\} \),
\[
\tau = (v/2)^{1/2} a^{3/4} \left( \sqrt{\kappa^2 + 1 - \kappa} \right)^{1/2}, \quad \kappa = \frac{\sqrt{a}}{v} \left( 1 - n - \frac{v^2}{4a} \right),
\]
\[
\chi = \frac{-1}{2} \ln \frac{(v/2 \sqrt{a})^{1/2} + (\sqrt{\kappa^2 + 1 - \kappa})^{1/2}}{-(v/2 \sqrt{a})^{1/2} + (\sqrt{\kappa^2 + 1 - \kappa})^{1/2}},
\]
functions \( A^5, B^5 \) in \( \{\mathfrak{g}\} \) are expressed as follows \( \{\mathfrak{g}\} \):
\[
A^5 = -\left( \frac{v/2}{4a^{3/4} \sqrt{1 + \kappa}} \right)^{1/2} \left( \sqrt{\kappa^2 + 1 - \kappa} \right)^{1/2} \left( \kappa + \sqrt{1 + \kappa^2} - 2 \sqrt{\kappa} \right),
\]
\[
B^5 = \left( \frac{v/2}{4a^{1/4} \sqrt{1 + \kappa}} \right)^{1/2} \left( \sqrt{\kappa^2 + 1} - \kappa - (v/2 \sqrt{a}) \right) \left( \sqrt{1 + \kappa^2} - 3 \kappa + 2 \delta a - \frac{v}{\sqrt{a}} \right).
\]

It should be noticed, that the solution of the presented above BVP is unique, but a number of RG-operators that give rise to this solution is different from one (in the first example case we have four RG-operators with arbitrary functions of \( (n, \chi) \), and in the second example five RG-operators with arbitrary functions of \( a \)). In the next section we will show that the number of RG operators may be enlarged to an arbitrary value, provided not only point but Lie-Bäcklund groups are taken into account.

**IV. RG AS LIE-BÄCKLUND SUBGROUP**

The method of constructing RG-symmetries from Lie point symmetries admitted by the original DE is naturally generalized to include Lie-Bäcklund (L-B) symmetries. The extension of the space of differential variables increases the amount of BVPs that allow restriction of a group on their solution. A complete set of RG-symmetries is obtained by appending L-B RG-symmetries to point RG-symmetries. In this section we present an example of constructing
L-B RG-symmetries of the second order for the BVP [3]. As in the previous section we use a transformed form of the basic equations [10].

L-B symmetries admitted by the RG-manifold [10] are characterized by the same canonical infinitesimal operator [23] where additional terms proportional to higher-order derivatives of \( \tau \) and \( \chi \) should be added in coordinates \( f \) and \( g \). Similarly to first-order symmetries, these terms are linear combinations of \( \tau \) and \( \chi \) and their derivatives \( \tau_i = (\partial^i \tau / \partial n^i) \) and \( \chi_i = (\partial^i \chi / \partial n^i) \) with coefficients that depend only on \( v \) and \( n \) [29 41]. For the second-order Lie-Bäcklund symmetries in a particular case \( \varphi(n) = 1 \), we have five additional operators \( X_i \) with \( i = 7, \ldots, 11 \) (the term with \( i = 6 \) corresponds to \( X_\infty \)) and is omitted in the sum, i.e. \( c_6 = 0 \)

\[
X = X_\infty + \sum_{i=1}^{11} c_i X_i = \left( \bar{f} + \sum_{i=1}^{11} c_i f_i \right) \partial_\tau + \left( \bar{g} + \sum_{i=1}^{11} c_i g_i \right) \partial_\chi. \tag{29}
\]

It should be noted that expressions for all coordinates in (29) can be obtained by the action of the following three recursive operators [41] \( L_i, i = 1, 2, 3 \)

\[
L_1 = \begin{pmatrix} 0 & -(n/a)D_n \\ D_n & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 2nD_n - 1 & (n/a)vD_n \\ -vD_n & 2nD_n \end{pmatrix},
\]

\[
L_3 = \begin{pmatrix} 2nvD_n & n(v^2/2 - 2n)D_n - n \\ -(v^2/2 + 2an)D_n + a & 2nvD_n + v \end{pmatrix}, \tag{30}
\]

on the "trivial" operator with \( f = \tau \) and \( g = \chi \) (here, \( D_n \) is the operator of total differentiation with respect to \( n \)). Below, we present only three of these five second-order L-B operators

\[
f_7 = n\tau_2, \quad g_7 = \chi_1 + n\chi_2;
\]

\[
f_8 = (1/2a)n[\chi_1 + v\tau_2 - 2n\chi_2], \quad g_8 = (1/2a)v\chi_1 + n\tau_2 + \frac{1}{2a}nv\chi_2;
\]

\[
f_9 = (1/4)\tau - n\tau_1 - (5/4a)vn\chi_1 + (-n + (1/4a)v^2)n\tau_2 - (1/a)vn^2\chi_2;
\]

\[
g_9 = (3/4)v\tau_1 - (2n - (1/4a)v^2)\chi_1 + vn\tau_2 + (-n + (1/4a)v^2)n\chi_2. \tag{31}
\]

The procedure of restriction of the L-B group obtained on the solution of the BVP leads to expressions for \( \bar{f} \) and \( \bar{g} \) akin to [23]

\[
\bar{f} = -\sum_{i=1}^{11} c_i f_i, \quad \bar{g} = -\sum_{i=1}^{11} c_i g_i. \tag{32}
\]

Substitution of (32) in (29) yields additional terms in the expression (29) for the RG-operator \( R \) that depends on higher-order derivatives of \( \tau \) and \( \chi \)

\[
R = \sum_{i=1}^{11} c_i(a) R_i \equiv \sum_{i=1}^{11} c_i(a) \left( (f_i - A_i)\partial_\tau + (g_i - B_i)\partial_\chi \right). \tag{33}
\]

Here functions \( A^i \) and \( B^i \) are given by the corresponding formulas for coordinates \( f_i \) and \( g_i \) to be evaluated on the solution \( \bar{\tau}(n, v) \) and \( \bar{\chi}(n, v) \). It appears that coordinates of L-B RG-operators are obtained from point RG-operators with the help of the above-mentioned recursive operators; hence, one can obtain L-B RG-operators of an arbitrary high order. Despite an unusual form, we still call them RG-operators since they possess the main property of RG-operators, namely, they contain a solution of the BVP in their invariant manifold.

The procedure of using L-B RG-operators is not as simple as for point RG-operators. Yet we can describe two possible ways.

Firstly, coordinates of canonical L-B RG-operators can be used to construct a set of relations, differential constraints, that are compatible with the original DEs and satisfy specific boundary conditions. The use of such constraints is described in section 6. In the general case, for an arbitrary L-B group of a given order, coordinates of the corresponding
can be treated as a set of differential expressions, zero equalities for which impose appropriate restrictions on the basic DEs, consistent either with physical or with symmetry conditions. These equalities can also be treated as embedding equations (see [27]).

Secondly, L-B RG-operators can be used to construct invariant solutions that automatically fit boundary conditions. It should be noticed that in some particular cases, L-B RG-symmetries can be constructed from a L-B group with a finite number of operators. For example, RG-symmetry for (1) with boundary conditions \( V = 0 \) and \( N = \cosh^{-2}(x) \) appears as a linear combination of three L-B symmetries

\[
R = (f_3 + 2(f_7 + f_9))\partial_{\tau} + (g_3 + 2(g_7 + g_9))\partial_{\chi}. \tag{34}
\]

The desired solution of the BVP can be found as the invariant solution with respect to RG-operator (34) and is presented by formulas (28).

The recipe of constructing the L-B renormgroup formulated in this section goes far beyond a simple illustrative example for the BVP (1). In a similar way, L-B RG-operators are constructed for different BVPs of mathematical physics that admit L-B symmetries; other examples are presented in [27] for the linear parabolic and modified Burgers equation. It is of prime interest for physical systems described by ordinary differential equations (ODEs).

\[\text{In this section we present a specific method of constructing RG-symmetries [35,27], which is based on embedding equations (28).} \]

\[\text{It is of prime interest for physical systems described by ordinary differential equations (ODEs). In the context of the discussed model of quasi-Chaplygin media such equations arise, e.g., when constructing invariant solutions with respect to symmetries obtained. We demonstrate the idea of this method for the very simple BVP} \]

\[u_t = f(t,u,a); \quad t = \tau, \quad u = x. \tag{35}\]

Extension of the original differential manifold by adding, to the original equation, the embedding equation that appears as a linear first-order partial DE

\[u_{\tau} + f(\tau,x,a)u_x = 0, \tag{36}\]

gives the desired RG-manifold, where \( u \) is now treated as the function of four variables \( \{t, \tau, x, a\} \). Performing the group analysis for this RG-manifold involves boundary data and parameter \( a \) in group transformations, while the subsequent restriction of the group obtained on any solution of the BVP yields the desired RG-symmetries. We give two examples of such calculations for \( f = au^2 \) and \( f = u^2 + au^3 \).

5.1. In the event of \( f = au^2 \) the RG-manifold (35)-(36) is given by two equations

\[u_t = au^2, \quad u_{\tau} + ax^2u_x = 0 \tag{37}\]

that admit an infinite-dimensional Lie point algebra with five independent elements

\[
X = \sum_{i=1}^{5} \alpha_i X_i, \tag{38}
\]

\[
X_1 = \partial_t + au^2\partial_u, \quad X_2 = \partial_{\tau} + ax^2\partial_x, \quad X_3 = u^2\partial_u, \quad X_4 = x^2\partial_x, \quad X_5 = x^2\tau\partial_x + u^2t\partial_u + \partial_a.
\]

Here, functions \( \alpha_1 \) and \( \alpha_2 \) depend upon five variables \( \{t, \tau, x, a\} \), whereas \( \alpha_i, i = 3,4,5 \) are arbitrary functions of three combinations \( a + (1/u), a\tau + (1/x), a \).

The procedure of restriction of the group obtained leads to the invariance condition

\[U^2(\alpha_3 + a\alpha_1 + \alpha_5 t) - \alpha_1 U_t - \alpha_2 U_{\tau} - x^2(\alpha_4 + a\alpha_2 + \alpha_5 \tau)U_x - \alpha_5 U_a = 0 \tag{39}\]
to be fulfilled on an exact or approximate solution \( u = U(t, x, \tau, a) \) of the BVP (35)-(36); for example, one can take the perturbative solution as an expansion in powers of \( a \)

\[
u = U(t, x, \tau, a) \equiv x + ax^2(t - \tau) + O(a^2), \quad a \ll 1. \tag{40}\]

Substituting (40) into (39) shows that the invariance condition (39) is fulfilled for \( \alpha_3 = \alpha_4 \equiv \alpha \) and arbitrary \( \alpha_1, \alpha_2 \) and \( \alpha_5 \). Assuming \( \alpha_1 = \alpha_2 = \alpha = 0 \) and \( \alpha_5 = 1 \) in (38) yields one of the RG-operators

\[
R = x^2 \tau \partial_x + \partial_a + u^2 t \partial_u, \tag{41}
\]

which enables us to transform the perturbative solution of (35) for small \( a \ll 1 \) to the following exact solution

\[
u = x^{1 - \frac{1}{ax(t - \tau)}}. \tag{42}\]

This result is found by solving the Lie equations, that correspond to the RG-operator (41).

5.2. For another value of the function \( f = u^2 + au^3 \), the RG-operator that is similar to (41) is given as follows

\[
R = \left(x^2(1 + ax) \tau + x\right) \partial_x + \left(u^2(1 + au)t + u\right) \partial_u - a \partial_a. \tag{43}\]

The invariance condition for the solution of the BVP with respect to the RG-operator (43) has the form of the first-order partial DE

\[
- \left(x^2(1 + ax) \tau + x\right) u_x + au_u + u^2(1 + au)t + u = 0. \tag{44}\]

Solving the characteristic equations for (43) (Lie equations) yields the following exact solution of the BVP (35) with \( f = u^2 + au^3 \)

\[
t - \tau = \frac{1}{x^2} - \frac{1}{u} + a \ln \left| \frac{(1 + au)}{u(1 + ax)} \right|. \tag{45}\]

What all renormgroups obtained for the BVPs for the first-order ODE in the above examples have in common is that their operators depend upon arbitrary functions \( \alpha \), which means that RG can be expressed in terms of different RG-operators with various particular expressions for their coordinates. This situation is the same as that one obtains for the BVP in the case of partial DE: different RG-operators yield the same unique specific solution of the given BVP contained in the invariant manifold of RG-operators. The previous procedure of RG constructing for the BVP for the ODE was based on the use of point groups. However, L-B groups can also be employed for constructing RG-symmetries for the first-order ODE, especially, in view of embedding equations (see Refs. in [27]).

The structure of embedding equations depends not only on the form of the original equation, but also on the boundary conditions. This means that for given basic equations we may obtain different embedding equations. For example, if the function \( f \) in the r.h.s. of (35) depends upon \( x \),

\[
u_t = f(t, x, a, u); \quad t = \tau, \ u = x \tag{46}\]

we arrive at the embedding equation

\[
u_x + f(\tau, x, a, x)u_x = f(\tau, x, a, x)
+ \int_{\tau}^{t} d t' f_x(t', x, a, u(t')) \exp \left[- \int_t^{t'} d t'' f_u(t'', x, a, u(t'')) \right]. \tag{47}\]

Hence, the RG manifold in this case is defined by a system of integro-differential equations (44) and (45) and one should employ the modern group analysis techniques which give a possibility of analyzing such equations, as well (48).

VI. RG AND DIFFERENTIAL CONSTRAINT

In the previous section RG-manifold was obtained by combining an original DE and an embedding equation. More generally instead of an embedding equation, an additional differential constraint can be used that satisfy two conditions: firstly, it must be compatible with the original DE and, secondly, it should explicitly take boundary
conditions into account. This constraint naturally emerges when a coordinate of a canonical operator of the L-B 
RG admitted by BVP is assumed to be equal to zero. Adding this constraint to original equations we obtain the 
RG-manifold.

6.1. To illustrate, consider first a BVP \( \text{[1]} \) with \( a = 0 \) which we rewrite using hodograph transformations in a 
simple form (compare with \( \text{[13]} \))

\[
\chi_n = 0, \quad \chi_v + \tau_n = 0. \tag{46}
\]

L-B symmetries of this system of DEs are given by a canonical operator

\[
X = f \partial_v + g \partial_\chi,
\]

with coordinates \( f \) and \( g \) depending upon \( v \) and derivatives \( \tau_s + n \chi_{s+1}, \chi_s \) of an arbitrary order \( s \geq 0 \)

\[
f = F(v, \chi_s, \tilde{\tau}_s) - n \left[ \partial_v + \sum_{k=0}^{\infty} (\tilde{\tau}_{k+1} \partial_{\tilde{\tau}_k} + \chi_{k+1} \partial_{\chi_k}) \right] G, \quad g = G(v, \chi_s, \tilde{\tau}_s), \tag{47}
\]

\[
\tilde{\tau}_s = \tau_s + n \chi_{s+1}, \quad \tau_s = (\partial^s \tau / \partial v^s), \quad \chi_s = (\partial^s \chi / \partial v^s).
\]

Consider a particular case of a BVP \( \text{[1]} \) with boundary conditions defined by \( V(x) = -\varepsilon x \) and arbitrary \( N(x) \). In 
terms of the variables \( \tau \) and \( \chi \), these conditions are described, for example, by a pair of differential constraints

\[
\chi_{vv} = 0, \quad \tau_{vv} - N_{vv} \chi_v - N_v \chi_{vv} = 0. \tag{49}
\]

Here the dependence of \( N \) upon \( x \) is given in terms of \( v \) with the use of the above boundary condition.

It is easily checked by direct substituting into \( \text{[15]} \) that left-hand sides of these equalities are the corresponding 
coordinates \( g \) and \( f \) of the second-order L-B symmetry operator \( \text{[17]} \). Adding differential constraints \( \text{[19]} \) to the 
original equation \( \text{[10]} \), we obtain the desired RG-manifold

\[
\chi_n = 0, \quad \chi_v + \tau_n = 0, \quad \chi_{vv} = 0, \quad \tau_{vv} - N_{vv} \chi_v = 0. \tag{50}
\]

The latter admits a 17-parameter group of point transformations given by the following operators

\[
X = \sum_{i=1}^{m} c_i X_i, \quad m = 17, \tag{51}
\]

\[
X_1 = v^2 \partial_v + v(2(n - N) + v N_v) \partial_n + (\chi (N - n) + \tau v) \partial_\tau + v \chi \partial_\chi,
\]

\[
X_2 = v \chi \partial_v + (\chi (n - N) + v (\chi N_v - \tau)) \partial_n + 2 \tau \chi \partial_\tau + \chi^2 \partial_\chi,
\]

\[
X_3 = -v \partial_v + (N - n - v N_v) \partial_n, \quad X_4 = v \chi \partial_n - \chi^2 \partial_\tau,
\]

\[
X_5 = v \partial_n, \quad X_6 = (N - n) \partial_n + \chi \partial_\chi, \quad X_7 = (n - N) \partial_n + \tau \partial_\tau,
\]

\[
X_8 = \partial_\tau, \quad X_9 = v \partial_\tau, \quad X_{10} = (N - n) \partial_\tau + v \partial_\chi,
\]

\[
X_{11} = \partial_\chi, \quad X_{12} = \chi \partial_\tau, \quad X_{13} = -v^2 \partial_n + v \chi \partial_\tau,
\]

\[
X_{14} = -\partial_v - N_v \partial_n, \quad X_{15} = \partial_n, \quad X_{16} = \chi \partial_n, \quad X_{17} = -\chi \partial_v + (\tau - \chi N_v) \partial_n.
\]

The usual procedure of restriction of the group obtained on a solution of the BVP \( \text{[16]} \) relates different coefficients in 
the sum \( \text{[13]} \) and gives the desired RG operators

\[
R = \sum_{i=1}^{13} c_i R_i, \tag{52}
\]
The exact solution of the BVP $\chi = -v/\varepsilon$, $\tau = (1/\varepsilon)(n - N)$ is found either by solving Lie equations corresponding to any of these RG-operators, or as the intersection of all invariant manifolds.

6.2. Now let us turn to a general case of a BVP $\{5\}$ with $a \neq 0$. We shall consider the problem of constructing RG-symmetries using the RG-manifold given by basic equations in the form $\{10\}$ and the most simple differential constraint yielded by the linear combination of the second order L-B symmetry $\{31\}$ $f_7, g_7$ and trivial infinite-dimensional symmetry $f_\infty = 0, g_\infty = -1$

$$a \tau_v - n \chi_n = 0, \quad \chi_v + \tau_n = 0, \quad n \tau_{nn} = 0, \quad \chi_n + n \chi_{nn} - 1 = 0. \tag{53}$$

This differential constraint describes, in particular, a linear dependence of $N$ upon $x$ and $V(x) = 0$. The Lie point group admitted by the RG-manifold $\{53\}$ is characterized by seven infinitesimal operators (use the formula $\{31\}$ for $m = 7$)

$$X_1 = -2v_\partial_v - 4n_\partial_n - 6n(v/a)\partial_r + (2\chi - 6n + 3v^2/a)\partial_\chi,$$
$$X_2 = v_\partial_v + 2n_\partial_n + (\tau + 2nv/a)\partial_r + (2n - v^2/a)\partial_\chi, \quad X_3 = \partial_v,$$
$$X_4 = n_\partial_r - v_\partial_\chi, \quad X_5 = (v/a)\partial_r + \ln n_\partial_\chi, \quad X_6 = \partial_r, \quad X_7 = \partial_\chi.$$

The restriction of this group on the solution of the BVP with the above-mentioned boundary conditions leads to the three-parameter RG

$$R_1 = X_1, \quad R_2 = X_2, \quad R_3 = aX_3 + X_4.$$

As in the previous case, the exact solution of the BVP $\tau = nw, \chi = n - aw^2/2$ appears as an intersection of all invariant manifolds that correspond to these RG-operators.

The characteristic feature of the described approach is the formulation of boundary data in the form of a differential constraint and the subsequent search of the group admitted by this constraint and basic equations. It is evident that there exists an infinite number of other differential constraints that adequately describe the same boundary data and the use of which leads to different RG algebras. As an example, we can point to differential constraints that arise from the zero equality of appropriate coordinates of the infinite L-B algebra.

The example of RG-symmetry constructing on the basis of L-B symmetry reveals the practical importance of the latter and, on the other hand, demonstrates point symmetries that are not admitted by the original equation. The procedure of construction of RG-symmetries with the help of a differential constraint was also carried out in $[37]$ for the linear parabolic equation.

VII. RG AS A SUBGROUP OF AN APPROXIMATE SYMMETRY GROUP

An attractive method of RG constructing is that based on approximate symmetries $[31]$. This method can be applied to systems described in terms of models based on DEs with small parameters. These small parameters allows us to consider a simple subsystem of the original DEs that usually admits an extended symmetry group inherited by the original DEs. Restricting this approximate group on the solution of the BVP yields the desired RG-symmetries. The merits of the described method is illustrated below for the BVP $\{5\}$ with a small nonlinearity parameter $a \ll 1$. In terms of the variable $w = v/a$ the following basic system of linear DEs is obtained instead of $\{10\}$:

$$\tau_w - (n/\varphi(n))\chi_n = 0, \quad \chi_w + a \tau_n = 0. \tag{54}$$

For $a = 0$, it admits an infinite L-B symmetry group

$$X = f_\partial_r + g_\partial_\chi, \tag{55}$$
characterized by an arbitrary dependence of the zero-order coordinates \( f = f^0 \) and \( g = g^0 \) upon \( n, \tau, \chi \) and the derivatives \( \tilde{\tau}_s, \chi_s \) of an arbitrary order

\[
f^0 = F^0 + \int dw \left\{(n/\varphi)Y g^0\right\}, \quad g^0 = G^0. \tag{56}
\]

Here and below in (57)

\[
Y = \partial_n + \sum_{s=0}^{\infty} \left(\tau_{s+1} \partial_{\tau_s} + \chi_{s+1} \partial_{\chi_s}\right),
\]

\[
\tau_s = \frac{\partial^s \tau}{\partial n^s}, \quad \chi_s = \frac{\partial^s \chi}{\partial n^s}, \quad \tilde{\tau}_s = \tau_s - w \sum_{p=0}^{s} \left(\frac{s}{p}\right) \frac{\partial^p (n/\varphi)}{\partial n^p} \chi_{s-p+1},
\]

\(F^i(n, \chi_s, \tilde{\tau}_s)\) and \(G^i(n, \chi_s, \tilde{\tau}_s)\) are arbitrary functions of their arguments, and expressions in curly brackets before integrating over \( w \) should be given in terms of \( \tilde{\tau}_s, \chi_s, n, w \).

For \( 0 < a \ll 1 \), this symmetry is inherited as an approximate one by equations (54) which thus represent an approximate RG-manifold. For example, for \( \varphi(n) = 1 \) the following result is obtained:

\[
f^i = F^i + \int dw \left\{Z f^{i-1} + \frac{n}{\varphi} Y g^i\right\}, \quad g^i = G^i + \int dw \left\{Z g^{i-1} - Y f^{i-1}\right\}, \tag{57}
\]

\[
Z = \sum_{s=0}^{\infty} \tau_{s+1} \partial_{\chi_s}, \quad \tilde{\tau}_s = \tau_s - w(n \chi_{s+1} + s \chi_s), \quad i \geq 1.
\]

One can see, that the symmetry of equations (54) for \( a = 0 \) is inherited by the symmetry of these equations for \( a \neq 0 \) up to an arbitrary order of this parameter. It should be noticed that both zero-order and higher-order approximate symmetries may appear as Lie point symmetries or L-B symmetries, and this parameter may be involved in group transformations, as well.

The restriction of the approximate group obtained on a particular solution of the BVP defines the specific form of the zero-order symmetries. It means that while constructing RG-symmetries for the BVP (54) in view of the boundary data from (9), coordinates \( f^0, g^0 \) and "integration constants" \( F^i, G^i, i \geq 1 \) are not arbitrary functions, but should be chosen so that relations \( f = 0, g = 0 \) satisfy desired boundary conditions \( \tau_s = 0, \chi = H(n) \) at \( w = 0 \). Provided that the functions \( F^i \) and \( G^i, i \geq 1 \) are also equal to zero in this case, boundary conditions are correlated with the form of functions \( f^0 \) and \( g^0 \). In general, invariance conditions \( f = 0 \) and \( g = 0 \) appear as differential constraints (or algebraic relations) to be fitted by boundary data.

Of special interest are such zero-order functions \( f^0 \) and \( g^0 \) for which infinite series (57) are truncated for some finite value of \( i = i_{\text{max}} \), and we arrive at finite sums. In this case, instead of an approximate group with respect to a small parameter \( a \) we obtain the exact symmetry group (compare with [31, §11]). A simple example of this is given by the RG-operator (54). It is easily checked that in terms of \( n \) and \( w \), the combinations of coordinates \( f^3 + 2(f_7 + f_9) \) and \( g_3 + 2(g_7 + g_9) \) are expressed as binomial in \( a \), i.e. expressions for \( f \) and \( g \) are represented as zero-order and first-order terms \( f = f^0 + af^1 \) and \( g = g^0 + ag^1 \), where \( f^0, g^0 \) and \( f^1, g^1 \) according to (56) and (57) are defined by the formulas

\[
f^0 = 2n(1-n)\tau_2 - n\tau_1 - 2nw(\chi_1 + n\chi_2), \quad g^0 = 2n(1-n)\chi_2 + (2-3n)\chi_1, \tag{58}
\]

\[
f^1 = \frac{1}{2}nw^2\tau_2, \quad g^1 = 2nw\tau_2 + w\tau_1 + \frac{1}{2}(nw^2\chi_2 + w^2\chi_1).
\]

From here, in view of (57), it follows that higher-order corrections vanish, and we obtain an exact second-order L-B symmetry of DEs (54) at \( \varphi = 1 \) for arbitrary \( a \neq 0 \); this symmetry gives rise to the exact solution \( [5, 9] \) satisfying the boundary condition \( N = \cosh^{-2}(x) \) defined by the zero order term \( g^0 \).

The arbitrariness in functions \( f^0, g^0 \) enables us to construct RG-symmetries for any boundary conditions. As an illustration, we present RG-symmetries for the BVP with

\[
H(n) = (\ln(1/n))^{1/2}, \tag{59}
\]
describing space evolution (self-focusing) of the gaussian beam with the originally plane phase front at $\tau = 0$. To satisfy the initial distribution (59), one can choose the following functions $f^0 = 1 + 2n\chi \chi_1$ and $g^0 = 0$. For this value of $f^0$ the inherited point group of the BVP is constructed with the help of formulas (57) and is given by the operator

$$R = -2\chi \partial_w + 2a\tau \partial_n + \left(1 + \frac{a\tau^2}{n}\right) \partial_\tau.$$  (60)

The invariance condition for the solution of the BVP with respect to RG with this operator is presented in the form of two partial DEs

$$\chi \chi_w - a\tau \chi_n = 0, \quad 2\chi \tau_w - 2a\tau \tau_n + 1 + (a\tau^2/n) = 0,$$

the solution of which yields the desired approximate analytical solution of the problem

$$x^2 = (ant^2 - \ln n) \left[1 - 2Q(\sqrt{ant^2})\right]^2, \quad \nu = -2x \frac{Q(\sqrt{ant^2})}{1 - 2Q(\sqrt{ant^2})}.$$  (61)

Here the function $Q(z)$ is expressed as follows

$$Q(z) = ze^{-z^2/2} \int_0^z dte^{t^2/2}.$$

The first-order approximate symmetry obtained can be used to calculate a higher-order approximation of the RG-operator (60) and, thus, to improve the analytical solution (61). One can also obtain new-type RG-operators just by substituting the approximate solution (61) into formulas (27).

VIII. CONCLUSION

This paper presents a new approach to constructing RG-symmetries based on the mathematical apparatus of classical and modern group analysis. It differs from the traditionally used methods of constructing RGs in theoretical physics and is formulated as a sequence of the following steps:

I) constructing the RG-manifold, that takes into account both basic equations and the corresponding boundary conditions;

II) calculating the symmetry group, admitted by RG-manifold;

III) restricting the group obtained on the solution of the BVP;

IV) utilizing of RG-operators to find analytical expressions for solutions.

As it was shown there exists a set of different algorithms for finding RG-symmetries. The choice of a particular one for a given physical problem depends on a mathematical model used for the problem description.

It should be noted, that different methods of constructing RG-symmetries described above do not exhaust the suggested approach (see, e.g., [42,43]). Procedure of constructing RG-symmetries may combine different algorithms; for example, of interest is a simultaneous use of the method based on approximate symmetries and the invariant embedding method, and so on.

Our approach reveals a close relation of functional self-similarity property (i.e., "classical" RG–symmetry as an exact property of a solution) to an invariance condition of a BVP solution with respect to RG-operator. Mathematically, the latter is formulated as the vanishing condition for the coordinate of a canonical RG-operator on a solution of BVP.

One can readily see that RG-operators may appear in the form, that is different from QFT case [3], e.g., operators of Lie-Bäcklund RG-symmetries. However, in some cases "our" RG-operators can look like that ones in QFT renormalization group. For example, linear combination of operators $\alpha_1 X_1$ and $\alpha_3 (X_3 + X_4)$ for the BVP (35) with $\alpha_1 = 1, \alpha_3 = -a$ gives

$$R = \partial_t - ax^2 \partial_x,$$  (62)

which is formally equivalent (with appropriate change of variables $t = \ln x, x = g$ and $\beta(g) = ag^2$) to the differential operator for one-coupling massless QFT model in one-loop approximation.

Up to now this approach is feasible for systems that can be described by DEs and is based on the formalism of modern group analysis.
It seems also possible to extend our approach on physical systems that are not described just by differential equations. A chance of such extension is based on recent advances in group analysis of systems of integro-differential equations 

that allow transformations of both dynamical variables and functionals of a solution to be formulated \[\text{(2)}\]. More intriguing is the issue of a possibility of constructing a regular approach for more complicated systems, in particular to that ones having an infinite number of degrees of freedom. The formers can be represented in a compact form by functional integrals (or path integrals).

This work was supported by Russian Foundation for Fundamental Research (project No 96-01-00195 and partially projects Nos 96-01-01297 and 96-15-96030).

[1] E.E.C. Stueckelberg and A. Petermann, "La normalisation des constantes dans la theorie des quanta", Helv. Phys. Acta 22, 499-520 (1953) (in French).

[2] M. Gell-Mann and F. Low, "Quantum Electrodynamics at Small Distances", Phys. Rev. 95, 1300-1312 (1954).

[3] N.N. Bogoliubov and D.V. Shirkov, "On Renormalization Group in Quantum Electrodynamics", Dokl. Akad. Nauk. SSSR 103, 203-206 (1955); ibid., 103, 391-394 (1955) (in Russian).

[4] N.N. Bogoliubov and D.V. Shirkov, "Charge Renormalization Group in Quantum Field Theory", Nuovo Cim. 3, 845-863 (1956); see also Sov. Phys. JETP 3, 57 (1956).

[5] K. Wilson, "Renormalization Group and Critical Phenomena", Phys. Rev. B4, 3184-3205 (1971).

[6] N. Bogoliubov and D. Shirkov, Introduction to the Theory of Quantized Fields, Translation of 3rd Russian ed. (Wiley-Interscience, N.Y., 1980).

[7] The generalization to the case of several parameters is straightforward – see, e.g., [8].

[8] D.V. Shirkov, "Renormalization Group in Modern Physics", Intern. J. Mod. Phys. A3, 1321-1342 (1988).

[9] D.V. Shirkov, "Renormalization Group, invariance principle and functional self-similarity", Sov. Phys. Dokl. 27, 197-200 (1982).

[10] D.V. Shirkov, "Renormgroup and functional self-similarity in different branches of physics", Theor. Math. Phys. 60(2), 778-782 (1984).

[11] L.V. Ovsyannikov, Group analysis of differential equations (Academic Press, N.-Y., 1982).

[12] N.H. Ibragimov, Transformation groups applied to mathematical physics (Riedel, Dordrecht, 1985).

[13] In general this means that \( S \) transforms according to some representation of a group.

[14] G.I. Barenblatt, Similarity, self-similarity and Intermediate Asymptotics (Plenum, N. Y., London, 1979).

[15] V.F. Kovalev, V.V. Pustovalov, "Strong nonlinearity and generation of high harmonics in laser plasma", in Proceedings contributed papers (of the Int. Conf. on Plasma Physics, Kiev, USSR, April 6-12, 1987), Ed. A.G. Sitenko (Naukova Dumka, Kiev, 1987), 1, 271-273; "Influence of laser plasma temperature on the high harmonics generation process", ibid, 1, 274-277; for details see – V.F. Kovalev, V.V. Pustovalov, "Strong nonlinearity and generating of higher harmonics in inhomogeneous plasma", P.N.Lebedev Physical Institute, Preprint No 78, February, 1987 (in Russian).

[16] V.F. Kovalev, V.V. Pustovalov, "Functional self-similarity in a problem of plasma theory with electron nonlinearity", Theor. Math. Physics 81, No 1, 1060-1071 (1990).

Detailed discussion of related interesting physical results was presented by these authors in Sov. J. Quant. Electronics 18, No. 4, 463 (1988); ibid. 19, No. 11, 1454 (1989); Sov. J. Plasma Phys. 15, No. 1, 27 (1989); ibid. 15, No. 5, 327 (1989).

[17] N. Goldenfeld, O. Martin, and Y. Oono, "Intermediate "Asymptotics and Renormalization Group Theory", J. Sci. Comput. 4, 355-372 (1989).

[18] N. Goldenfeld, O. Martin, Y. Oono, and F. Lui, "Anomalous Dimensions and the renormalization group in a Nonlinear Diffusion Process", Phys. Rev. Lett. 64, 1361-1364 (1990).

[19] G.I. Barenblatt and Ya.B. Zeldovich, "Intermediate Asymptotics in Math. Physics", Russian Math. Surveys 26(2), 45-61 (1971); "Self-similar Solutions as Intermediate Asymptotics", Ann. Rev. Fluid Mech. 4, 285-312 (1972).

[20] G.I. Barenblatt, Scaling, Self-similarity and Intermediate Asymptotics (Cambridge Univ. Press, 1996).

[21] L.-Y. Chen, N. Goldenfeld, and Y. Oono, "The Renormalization group and singular perturbations: multiple-scales, boundary layers and reductive perturbation theory", Phys. Rev. E 54, No.1, 376-394 (1996).

[22] T. Kunihiro "A geometrical formulation of the renormalization group method for global analysis", Progr.Theor.Phys. 94, No.4, 503-514 (1995).

[23] J. Bricmont and A. Kupiainen, "RG and the Ginzburg–Landau Equation", Comm. Math. Physics 150, 193-203 (1992).

[24] J. Bricmont, A. Kupiainen and G. Lin, "RG and Asymptotics of solutions of nonlinear parabolic equations", Comm. Pure Appl. Math. 47, 893-922 (1994).

[25] J. Bricmont, A. Kupiainen and J. Xin, "Global Large Time Self-similarity of a thermal-diffusive combustion system with critical nonlinearity", J. Diff. Eqs. 130, 9-35 (1996).
[26] D.V. Shirkov, "Bogolyubov renormgroup", Russian Math. Surveys 49:5, 155-176 (1994) - with numerous misprints; for corrected version see: "The Bogoliubov Renormalization Group (second English printing)", JINR Comm. E2-96-15, also in hep-th/9602024.

[27] V.F. Kovalev, V.V. Pustovalov, D.V. Shirkov, "Group analysis and renormgroup", Comm. JINR, Dubna (1995), P5-95-447 (in Russian).

[28] D.V. Shirkov, "Renormalization Group Symmetry and Sophus Lie Group Analysis", Intern.J.Mod.Physics C6, No 4, 503-512 (1995).

[29] CRC Handbook of Lie Group Analysis of Differential Equations, edited by N.H.Ibragimov (CRC Press, Boca Raton, Florida, USA). Vol.1: Symmetries, Exact Solutions and Conservation Laws, 1994; Vol.2: Applications in Engineering and Physical Sciences, 1995; Vol.3: New trends in theoretical developments and computational methods, 1996.

[30] To our knowledge the embedding method was originally used by V.A.Ambartzumyan, "On the light scattering by atmospheres of planets", Astr.Journ. 19, No 5, 30 (1942) (in Russian); later on this method enjoyed wide application to different problems – see, e.g. J.Casti, R.Kalaba, Imbedding methods in applied mathematics (Addison-Wesley, Reading, Ma, 1973) and references therein.

[31] V.A. Baikov, R.K. Gazizov, N.H. Ibragimov, "Perturbation methods in group analysis", J.Sov.Math. 55(1), 1450 (1991).

[32] Peter J. Olver, Applications of Lie groups to differential equations (Springer-Verlag, N. Y., 1986).

[33] V.F. Kovalev, V.V. Pustovalov, "Functional self-modeling in a nonlinear plasma theory", Soviet Physics – Lebedev Institute Reports, No. 3, 54-57 (1989).

[34] V.F. Kovalev, V.V. Pustovalov, "Symmetry group of nonlinear one-dimensional equations of electron plasma", Soviet Physics – Lebedev Institute Reports, No. 2, 28-31 (1991).

[35] V.F. Kovalev, S.V. Krivenko, V.V. Pustovalov, "The Renormalization group method based on group analysis", in Renormalization group-91, Eds D.V.Shirkov & V.B.Priezzev (WS, Singapore, 1992), 300-314.

[36] V.F. Kovalev, V.V. Pustovalov, "Lie algebra of renormalization group admitted by initial value problem for Burgers equation", Lie Groups and their Applications 1, No 2, 104-120 (1994).

[37] V.F. Kovalev, V.V. Pustovalov, "Lie symmetry and a group on a solution of a boundary-value problem", P.N.Lebedev Physical Institute, Preprint No 13, April, 1995 (in English).

[38] V.F. Kovalev, V.V. Pustovalov and S.I. Senashov, "Lie-Bäcklund symmetry of nonlinear geometrical optics equations", Diff.Equations 29, No 10, 1521-1531 (1993).

[39] V.F. Kovalev, "Computer algebra tools in a group analysis of quasi-Chaplygin system of equations", in New Computing Techniques in Physics Research IV, edited by B.Denby and D.Perret-Gallix (World Scientific Publ. Co Pte Ltd., 1995), 229.

[40] V.F. Kovalev, "Group and renormgroup symmetry of quasi-Chaplygin media", J. Nonlin. Math. Phys. 3, No 3-4, 351-356 (1996).

[41] V.F. Kovalev, V.V. Pustovalov, "Group and renormgroup symmetry of a simple model for nonlinear phenomena in optics, gas dynamics and plasma theory", Mathem. Comp. Modelling 25, No 8/9, 165-179 (1997).

[42] V.F. Kovalev, "Renormgroup symmetries in problems of nonlinear geometrical optics", Theor. Math. Physics 111, (1997) (to appear).

[43] V.F. Kovalev, D.V. Shirkov, "Renormalization group in mathematical physics and some problems of laser optics", JINR Preprint, Dubna (1997), E5-97-41 (in English); J. Nonlin. Opt. Phys. Mater. (1997) (to appear).

[44] A disadvantage of this is that some examples have a methodological, rather than a physical significance.

[45] S.A. Chaplygin, On gas jets, (GITTL, Moscow-Leningrad, 1949) (in Russian).

[46] B.A. Trubnikov and S.K. Zhdanov, "Unstable quasi-gaseous media", Phys. Repts. 155 No.3, 137-230 (1987).

[47] V.F. Kovalev, S.V. Krivenko, V.V. Pustovalov, "Symmetry group of Vlasov-Maxwell equations in plasma theory", J. Nonlin. Math. Phys. 3, No 1-2, 175-180 (1996).

[48] S.A. Akhmanov, R.V. Khokhlov and A.P. Sukhorukov, "On the self-focusing and self-chanelling of intense laser beams in nonlinear medium", Sov. Phys. JETP 23, No 6, 1025-1033 (1966).

[49] Yu.N. Grigoryev, S.V. Meleshko, "Group analysis of integro-differential Boltzmann equation", Sov.Phys.Dokl. 32, No.11, 874-876 (1987).

[50] V.F. Kovalev, S.V. Krivenko, V.V. Pustovalov, "Group analysis of the Vlasov kinetic equation", Diff.Equations 29, No 10, 1568-1578 (1993); No 11, 1712-1721 (1993).