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ABSTRACT

To solve the problem of redundant information and overlapping relations of the entity and relation extraction model, we propose a joint extraction model. This model can directly extract multiple pairs of related entities without generating unrelated redundant information. We also propose a recurrent neural network named Encoder-LSTM that enhances the ability of recurrent units to model sentences. Specifically, the joint model includes three sub-modules: the Named Entity Recognition sub-module consisted of a pre-trained language model and an LSTM decoder layer, the Entity Pair Extraction sub-module which uses Encoder-LSTM network to model the order relationship between related entity pairs, and the Relation Classification sub-module including Attention mechanism. We conducted experiments on the public datasets ADE and CoNLL04 to evaluate the effectiveness of our model. The results show that the proposed model achieves good performance in the task of entity and relation extraction and can greatly reduce the amount of redundant information.
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1. INTRODUCTION

Extraction of entity and relation, a core task in the field of Natural Language Processing (NLP), can automatically extract the entities and their relations from unstructured text. The results of this task play a vital role in various advanced NLP applications, such as knowledge map construction, question answering, and machine translation.

Supervised extraction of entity and relation usually uses a pipelined or joint learning approach. The pipelined approach treats the extraction task as two serial sub-tasks: named entity recognition [1] and relation classification. The relation classification sub-task first pairs the identified entities according to some pairing strategy, and then classifies the relationships between the entities. Due to the small number of entities that are related, the pipelined model usually generates a large number of pairs of unrelated entities during the pairing phase. Besides, the method also suffered from error propagating and paying little attention to the relevance of the two sub-tasks. To tackle the problems, researchers have conducted a lot of research on the joint learning and achieved better results. Joint Learning refers to extracting entities and classifying relations by one joint model. The joint models usually adopt three research ideas: parameter sharing [2], [3], [4], multi-head selection [5], [6], [7], and table filling [8], [9], [10]. These ideas take advantage of the relevance of sub-tasks to mitigate the error propagation, but still have to deal with the redundant
information of unrelated entity pairs. Eberts et al. [11] proposed a span-based joint model that relies on the pre-trained Transformer network BERT as its core. The model achieved excellent performance but still suffered from the redundancy problem. Zheng et al. [12] proposed a method that uses a novel labeling mechanism to convert the extraction task into a sequence labeling task without generating redundant information, but is unable to handle the overlapping relations.

To solve the information redundancy problem and overlapping relation problem described above, we propose a joint model that can handle the sub-tasks of named entity recognition (NER), entity pair extraction (EPE), and relationship classification (RC) simultaneously. The NER sub-task uses the pre-trained BERT (Bidirectional Encoder Representations from Transformers) model [13] to generate word vectors, and takes into account the long-distance dependence of entity labels. The EPE sub-task first uses the proposed Encoder-LSTM network to directly extract the multiple sets of related entity pairs from the sample, then identifies the subject entity and the predicate entity in each entity pair. This approach avoids generating the redundant entity pairs in traditional methods, and also works for overlapping relationship. The RC sub-task uses the traditional relation classification method but taking more abundant and reasonable information as its inputs to improve the performance of classification. In order to solve the problem of information loss between sub-modules and strengthen the interaction between sub-tasks, we designed and added the Connect&LayerNorm layer between sub-modules. We conducted experiments on the public datasets ADE and CoNLL04 to evaluate the effectiveness of our model. The results show that the proposed model achieves good results, and at the same time the model can greatly reduce the amount of redundant information. Compared with other methods, our NER sub-module and RC sub-module have achieved excellent performance. Compared with the traditional LSMT network, the proposed Encoder-LSTM network achieves a significant improvement in performance.

The remainder of the paper is structured as follows. In section 2, we review the related work of named entity recognition, relation classification, and joint extraction tasks. In section 3, we introduce the joint entity and relation extraction model we proposed in detail. In section 4, we first describe the detailed information about the experimental setup, then introduce the experimental results, and analyze the redundancy problem and overlapping relations in detail. Finally, we give the conclusions in Section 5.

2. RELATED WORKS

2.1. Named Entity Recognition

As a basic task in the field of NLP, NER is to identify the named entities. At present, NER has matured in several research directions. Statistical machine learning-based methods [14], [15], [16] require feature engineering and rely more on corpora. Deep learning-based methods [2], [17], [18] can learn more complex features because of their excellent learning ability. Such methods usually use CNN or RNN to learn sentence features, and then use methods such as conditional random files (CRF) to decode the dependencies between labels, and finally identify the entity label of each token. Deep learning-based methods have also been tried to combine with pre-trained language models such as BERT and achieved excellent performance [19].

2.2. Relation Classification

The RC task is a hot research direction in the information extraction task, and its purpose is to determine the category of relationship between two entities in the sentence. Traditional RC methods [20] have good performance on corpora in specific fields, but they rely too much on NLP tools and require a lot of time to design and extract effective features. Due to the advantages
of easy learning of complex features, methods based on deep learning [21], [22], [23], [24], [25] have also been widely studied and used by researchers. This type of method uses the original sentence information and the information indicating the entity as inputs to a CNN or RNN to learn the features of a sentence, and finally classifies the constructed relation vector. In recent years, methods based on the combination of deep learning and attention mechanisms have gained significant improvement in performance [26], [27].

2.3. Joint Entity and Relation Extraction

The original intention of the method based on joint learning is to overcome the shortcomings of the pipeline-based method. In the early research, feature-based systems [28] can handle two sub-tasks at the same time, but they rely heavily on the features generated by NLP tools and have the problem of propagation errors. To overcome the problems, some methods based on deep learning have been proposed. In 2016, Gupta et al. [9] proposed a Table Filling Multi-Task Recurrent Neural Network (TF-MTRNN) model which simplifies the NER and RC tasks into the Table Filling. In 2017, Zheng et al. [3] improved the work of [2], proposed a joint model that does not use NLP tools, and solved the problem of long-distance dependence of entity labels. In 2017, Zheng et al. [12] proposed a novel labeling mechanism that converts entity and relation extraction task into a sequence labeling task. This method does not generate redundant information. In 2018, to solve the problem of overlapping relations, Bekoulis et al. [5] proposed an end-to-end joint model, which treats the extraction task as a multi-head selection problem, so that each entity can judge the relation with other entities. In 2019, Eberts et al. [11] proposed a span-based model that achieves the SOTA performance in the field of joint extraction of entity and relation. This model abandons the traditional BIO/BIOU annotation method and consists of three parts: span classification, span filtering, and relation classification.

Based on the above research, we propose a joint extraction method for information redundancy elimination. Compared with feature-based methods, this method does not require any additional manual features and NLP tools. Compared with previous methods based on deep learning, our method avoid generating redundant information and can handle the overlapping relations.

3. Model

![Figure 1. The framework of joint extraction model.](image-url)
The joint model we proposed consists of three modules: NER module, EPE module, and RC module, as shown in Fig. 1. The NER module identifies the entity label of each token in the text. The EPE module takes sentences and entity labels as inputs, to extracts multiple related entity pairs, and identifies the subject entity and predicate entity for each pair of entities. The RC module classifies the relations.

3.1. Named Entity Recognition

The essence of the NER task is sequence labeling, which assigns a label to each token in the sentence. As shown in Fig. 1, the NER module of the proposed model includes a pre-trained BERT model for generating word vectors, an LSTM decoding layer for solving label dependencies [3], and a softmax layer. At first, the NER module inputs the constructed input vector to the BERT model $[13]$ and obtains the word vector of the sentence. The set of word vectors can be expressed as $S = \{w_1, \ldots, w_l, w_{l+1}, \ldots, w_l\} \in \mathbb{R}^{d \times l}$, where $w_i$ is the d-dimensional word vector of the t-th word and $l$ is the fixed length of samples. Next, $S$ is inputted to the LSTM decoding layer to perform the following calculation:

$$y_t = \text{LSTM}(w_t)$$

(1)

where $y_t \in \mathbb{R}^d$, the output of the t-th unit of the decoding layer. Finally the predicted probability of each label of each token of the sentence is obtained through the softmax layer. The predicted probability is expressed as $N = \{p_1, \ldots, p_n, \hat{p}_t, \ldots, \hat{p}_l\} \in \mathbb{R}^{l \times n}$, where $n_i$ stands for the number of entity labels in the NER module. The loss function of a single sample of this module can be expressed as:

$$L_{ner} = - \sum_{j=1}^{l} \sum_{t=1}^{n} Y_{j,t} \log(N_{j,t})$$

(2)

where $Y \in \mathbb{R}^{l \times n}$ is the label of a single sample in the NER module.

Considering the correlation between sub-tasks, we use the original sentence information and the prediction information of the label as the input of the EPE module, denoted as $Z_{\text{connect}} = \{z_1, \ldots, z_i, z_{i+1}, \ldots, z_l\} \in \mathbb{R}^{(l+1) \times d}$, where $z_i = [w_i; p_i]$. In addition, we perform LayerNorm [29] processing on the combined input, which is expressed as:

$$Z = \text{LayerNorm}(Z_{\text{connect}})$$

(3)

3.2. Entity Pair Extraction

The EPE task is designed to extract multiple pairs of related entities from the inputted sentence. As shown in Fig. 1, the EPE module consists of an Encoder-LSTM network, an LSTM decoding layer, and a softmax layer. Retrieving the pairs of related entities from the sample in a specific order can get a unique sequence, in the form of [(subject entity, predicate entity), ... , (subject entity, predicate entity)]. When the search order is from left to right, the sequence corresponding to the input sample of Fig. 1 takes the form of [(David, AP), (AP, Seattle)]. The order of the sequence is not dependent on whether or not there are overlapping relations among the entities. It is easy to find that the current element pays more attention to the information of the previous element, so we need to retain more new information in each recurrent unit. The addition of new memory in GRU is limited by the old memory, and the update gate in LSTM independently
controls how much information is added to the new memory, and the LSTM network can alleviate the problem of gradient disappearance in the traditional RNN model with the long sequence.

Based on the above analysis, the EPE module first uses the Encoder-LSTM network to model the order of the sequence. The output of each recurrent unit of the Encoder-LSTM network is a sentence encoding that contains a pair of related entities. Our proposed Encoder-LSTM network consists of the Encoder structure in Transformer and the LSTM network. The design purpose of the network is to use the Encoder to improve the ability of the recurrent unit to model sentences. The design idea of the network is similar to ConvLSTM [30]. The structure of the Encoder-LSTM network is shown in Fig. 2.

![Figure 2. The structure of Encoder-LSTM network.](image)

The network is composed of four parts: the input gate $I_t$, the forget gate $F_t$, the output gate $O_t$, and $\tilde{C}_t$, each of which has its own sentence coding structure $Encoder_i, Encoder_f, Encoder_o, and Encoder_r$, respectively. The calculation details of the Encoder-LSTM network are as follows:

\begin{align*}
I_t &= \sigma(Encoder_i([Z; H_{t-1}]) \cdot W_i + b_i) \quad (4) \\
F_t &= \sigma(Encoder_f([Z; H_{t-1}]) \cdot W_f + b_f) \quad (5) \\
O_t &= \sigma(Encoder_o([Z; H_{t-1}]) \cdot W_o + b_o) \quad (6) \\
\tilde{C}_t &= \tanh(Encoder_r([Z; H_{t-1}]) \cdot W_c + b_c) \quad (7) \\
C_t &= I_t \cdot \tilde{C}_t + C_{t-1} \cdot F_t \quad (8) \\
H_t &= O_t \cdot \tanh(C_t) \quad (9)
\end{align*}

where $t=0,1,...,n$, $n$ stands for the number of related entity pairs being extracted, which is the hyperparameter of the model. $C_t$ and $H_t$ are the state and output of the current recurrent unit respectively. $C_{t-1}$ and $H_{t-1}$ are the state and output before current unit respectively.
The function $\text{Encoder}$ represents the Encoder structure in the Transformer model [29]. The structure of Encoder is shown in Fig. 3. The output of the Encoder-LSTM network is $n$ sets of sentence encoding $H = \{H_1, \ldots, H_i, \ldots, H_n\} \in \mathbb{R}^{n \times d_w}$, where $d_w$ is the dimension of the hidden layers of the networks.

The relation type of the entity pair is determined by both the types of the subject entity and the predicate entity. Just knowing the categories of two entities is not sufficient to determine the relationship of the entity pair. Therefore, the EPE module should be able to identify the subject-predicate label of entities in the sentence encoding. The EPE module takes $H$ as input and predicts the subject-predicate label of entities through the LSTM decoding layer and the softmax layer. The prediction probability of the subject-predicate label is expressed as $M = \{M_1, M_2, \ldots, M_n\} \in \mathbb{R}^{n \times n_w}$. The loss function of a single sample of this module can be expressed as:

$$L_{ype} = - \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n_w} Y_{ijl} \cdot \log(M_{ijl})$$  \hspace{1cm} (10)$$

where $Y \in \mathbb{R}^{n \times n_w}$ is the subject-predicate label of a single sample, and $n_w$ is the number of subject-predicate labels in the EPE module.

### 3.3. Relation Classification

The goal of the RC module is to classify the relations of entity pairs that have been specified by subject-predicate labels. As shown in Fig. 1, this module consists of Encoder structure, Attention mechanism, and softmax layer.

The input of the traditional RC task contains not only sentence encoding information but also position information indicating two entities. This is different from the RC task of the previous joint method that only uses inter-entity sentence information [3] or two tokens as input information [5]. To improve the performance of the RC task, we adopt the idea of Position Feature [23] and Position Indicators [24], and use the predicted subject-predicate labels $M_i$ of entities as the position indicator of two entities. In addition, in order to strengthen the interaction between sub-tasks and solve the problem of information loss between sub-tasks, the input of the RC task also includes the information of NER module. Finally, the RC task takes the concatenation of the sentence encoding $H_i$, the predicted subject-predicate label $M_i$, the
predicted entity label \( N \), and the word vectors \( S \) as the input, which can be expressed as \([M_i;H_j;N;S] \in \mathbb{R}^{|d_{w,v} + d_{l,d_n} + n|}, i \in 1,2,\ldots,n \). Next we perform LayerNorm [29] processing on the input.

\[
LN_i = \text{LayerNorm}([M_i;H_j;N;S])
\] (11)

To improve the performance, the RC module first uses the Encoder structure to learn sentence features.

\[
L_i = \text{Encoder}_i(LN_i)
\] (12)

then the features are processed by the Attention mechanism [31] to get the relation vector.

\[
r_t = \text{Attention}(L_i)
\] (13)

where \( r_t \in \mathbb{R}^{d_{w,v}} \) represents the relation vector of the \( t \)-th related entity pair. Finally, the module obtains the predicted probability \( P = \{p_1, \ldots, p_{r_n}, \ldots, p_{r_n}\} \in \mathbb{R}^{n_{r_n}} \) of the relation category through the softmax layer, where \( p_j \in \mathbb{R}^{n} \) is the prediction probability of the relation category of the \( t \)-th entity pair, and \( n_r \) is the number of relation categories. The loss function of a single sample of this module can be expressed as:

\[
L_{r_{n}} = -\sum_{j=1}^{n_r} \sum_{i=1}^{n_{r_n}} Y_{j,i} \cdot \log(p_{j,i})
\] (14)

where \( Y \in \mathbb{R}^{n_{r_n}} \) is the relation label of a single sample.

Different from the traditional joint model, our model performs the task of entity and relation extraction with three sub-modules, and the final loss is the sum of the three parts: \( L_{n} = L_{ner} + L_{rpe} + L_{r_{n}} \).

4. EXPERIMENT AND ANALYSIS

4.1. Experimental Setting

DATASET: We conducted experiments on two datasets: (i) Adverse Drug Events, ADE dataset [32], and (ii) the CoNLL04 dataset [33]. ADE: The dataset includes two entity types Drug and Adverse-Effect and a single relation type Adverse-Effect. There are 4272 sentences and 6821 relations in total and similar to previous work [11], we remove \(~120\) relations with overlapping entities. Since there are no official test set, we evaluate our model using 10-fold cross-validation similar to previous work [11]. The final results are displayed in F1 metric as a macro-average across the folds. We adopt strict evaluation setting to compare to previous work [5], [11], [34], [35]. CoNLL04: The dataset contains four entity types (Location, Organization, Person, Other) and five relation types (Kill, Live_in, Located_in, OrgBased_in, Work_for). For the dividing rules of the dataset, the experiment follows the method defined by Gupta et al. [9]. The original 1441 samples are divided into the training set, the validation set, and the test set, with 910, 243, and 288 samples respectively. We adopt relaxed evaluation setting to compare to previous work [5], [9], [10]. We measure the performance by computing the average F1 score on the test set.

BASELINES: The baselines we used are recent methods for the ADE dataset and the CoNLL04 dataset. Method Li et al. (2016) [34] and method Li et al. (2017) [35] have achieved good results on the ADE corpus using a joint model based on parameter sharing. Methods Gupta et al.(2016)
9] and Adel&Schütze(2017) [10] formulate joint entity and relation extraction as a table-filling problem. Method Bekoulis et al. (2018) [5] employ a bidirectional LSTM to encode words and use a sigmoid layer to output the probability of a specific relation between two words that belong to an entity. Method Eberts et al. (2019) [11] proposed a span-based joint model that relies on the pre-trained Transformer network BERT as its core and achieves the best results.

METRICS: To compare with the previous research, the experiment will evaluate the performance of the three sub-tasks by the values of Precision, Recall, and F1-measure. We use two different settings to evaluate performance, namely strict and relaxed. In the strict setting, an entity is considered correct if the boundaries and the type of the entity are both correct; an entity pair is considered correct if the boundaries and the type of the subject entity and the predicate entity are both correct and the argument entities are both correct; a relation is correct when the type of the relation and the argument entity pair are both correct. In the relaxed setting, the experiment will assume that the boundary of the entities is known, an entity is considered correct if the type of any token of the entity is correctly classified; an entity pair is correct when the type of any token of the subject entity and the predicate entity are both correct and the argument entities are both correct; a relation is correct when the type of the relation and the argument entity pair are both correct. The formulas for Precision, Recall, and F1 are as follows.

\[
Precision = \frac{TP}{TP + FP} \quad (15)
\]

\[
Recall = \frac{TP}{TP + FN} \quad (16)
\]

\[
F_1 - measure = \frac{2 \times Precision \times Recall}{Precision + Recall} \quad (17)
\]

HYPERPARAMETERS: The experiment uses the language Python, the TensorFlow libraries, and the pretrained BERT model of cased_L-12_H-768_A-12 to implement the joint model. For our training on the ADE dataset, the learning rate, the batch size, and the number of iterations are 0.0002, 8, and 40 respectively. The fixed length of the sentence is 128. The value of Dropout is varied for modules and ranging from 0.3 to 0.5. The number of hidden layer units in the Encoder-LSTM network is 96, and the hyperparameter \( n \) is 3. The number of layers, the number of heads in Encoder-LSTM network are 2, 4 respectively. We adjusted the hyperparameters of the model for different datasets. The experiment was conducted on an Nvidia DGX-1 server equipped with 8 TeslaV100 GPUs with 128GB of memory per GPU.

4.2. Results

The final experimental results are shown in Table 1. The first column indicates the considered dataset. The second column is the comparable previous methods and ours. The results of the NER task (Precision, Recall, F1) are shown in the next three columns, then follows the results of EPE and RC task. Since the EPE task is proposed for the first time in this paper, there are no comparable results for this task. The last column gives the average F1 of all sub-tasks (Overall F1).
### Table 1. Comparisons with the different methods.

| Dataset | Methods               | NER   | EPE   | RC   | Overall F1  |
|---------|-----------------------|-------|-------|------|-------------|
|         |                       | P     | R     | F1   | P     | R     | F1   |      |         |
|         | Li et al. (2016)      | 79.5  | 76.6  | 79.5 | -     | -     | 64.0 | 62.9 | 63.4 | 71.4   |
|         | Li et al. (2017)      | 82.7  | 86.7  | 84.6 | -     | -     | 67.5 | 75.8 | 71.4 | 78.0   |
|         | Bekoulis et al. (2018)| 84.7  | 88.1  | 86.4 | -     | -     | 72.1 | 77.2 | 74.5 | 80.4   |
|         | Eberts et al. (2019)  | 89.2  | 89.2  | 89.2 | -     | -     | 77.7 | 79.9 | 78.8 | 84.0   |
|         | Proposed(Encoder-LSTM)| 90.5  | 92.6  | 91.6 | 80.0  | 80.0  | 77.6 | 80.0 | 78.8 | 83.5   |
|         | Gupta et al. (2016)   | 88.5  | 88.9  | 88.8 | -     | -     | 64.4 | 53.1 | 58.3 | 73.6   |
|         | Adel&Schütze (2017)  | -     | -     | 82.1 | -     | -     | -    | -    | 62.5 | 72.3   |
|         | Bekoulis et al. (2018)| 93.4  | 93.1  | 93.2 | -     | -     | 72.9 | 63.3 | 67.0 | 80.1   |
|         | Proposed(Encoder-LSTM)| 91.8  | 96.4  | 94.1 | 68.6  | 67.1  | 67.7 | 66.4 | 63.2 | 64.7   |

For the ADE dataset, we can observe that in the NER task, the Proposed(Encoder-LSTM) method achieves the best performance. The macro-F1 value of this method is 2.5% higher than that of the Eberts et al. (2019) method. In the EPE task, the macro-F1 value of the Proposed(Encoder-LSTM) method is 83%. In the RC task, the Proposed (Encoder-LSTM) method has significantly improved the macro-F1 value compared to the Li et al. (2016) method, Li et al. (2017) method, and Bekoulis et al. (2018) method, and has similar performance compared to the Eberts et al. (2019) method.

Considering the results in the CoNLL04 dataset, we can observe that the Proposed(Encoder-LSTM) method achieves the best results in the NER task. Compared with method Bekoulis et al. (2018), the Proposed(Encoder-LSTM) method has a significant improvement in F1 value. In the EPE task, the F1 value of the Proposed(Encoder-LSTM) method is 67.78%. In the RC task, the Proposed(Encoder-LSTM) method achieves good results. Compared with method Adel&Schütze (2017), the F1 value of the Proposed(Encoder-LSTM) method is increased by about 2.3%.

It can be seen from the results that our model has achieved excellent performance on both NER and RC modules, but the overall performance of our model is similar to the comparison methods. The reason for the above phenomenon is that the performance of EPE module has become the bottleneck of the overall performance of the model. It can be noticed that there are differences in the performance of the model on the two datasets. After analysis, this is related to the number of samples containing multiple related entity pairs in the dataset. Because our model extracts entity pairs by learning the order relationship of related entity pairs, the ADE dataset can provide more effective data than the CoNLL04 dataset.
We conduct ablation tests on the ADE dataset reported in Table 2 to analyze the effectiveness of the Encoder-LSTM network and other components in the model. The performance of the model decreases (~0.2% in terms of Overall F1 score) when we remove the LSTM decoder layer. This shows that the LSTM Decoder layer can strengthen the ability of model to learn the dependency between entity tags [3]. The performance of EPE and RC tasks decreases (~1.2%) when we remove the Connect&LayerNorm layer of the RC module and only use the predicted subject-predicate labels and the sentence encoding as inputs for the RC task. This shows that the predicted entity labels and the word vectors provide meaningful information for the RC component and this approach can solve the problem of information loss between subtasks. There is also a reasonable explanation that this approach is similar to the residual structure [29], which can alleviate the problem of gradient disappearance. Finally we conduct experiments by removing the Encoder-LSTM network and substituting it with a LSTM network. This approach leads to a slight decrease in the F1 performance of the NER module, while the performance of the EPE task and the RC task decreased by about 2%. This happens because the Encoder structure in the Encoder-LSTM network can improve the ability of recurrent units to model sentences.

We also evaluated the impact of different hyperparameter values in the Encoder-LSTM network on model performance. Table 3 show the performance of our model on the ADE dataset for different values of Encoder layer and hidden size hyperparameters in Encoder-LSTM network, respectively. It can be observed that the model achieves the best performance with the encoder layers of 3 and the hidden size of 96.

### 4.3. Analysis of Redundancy and Overlapping Relation

The redundancy problem means that the model generates and has to evaluate a large number of unrelated entity pairs. The method we proposed directly extracts the pairs of related entities from the samples, without producing redundant information in the traditional sense. In order to solve the problem of different numbers of triples in different samples, our method uses the
hyperparameter $n$ to specify the number of related entity pairs extracted in each sample, but this approach leads to the inevitable generation of redundant sentence coding in the EPE module.

Because the redundancy of the model is proportional to the number of times the model classifies the relationships, we use this number to evaluate and compare the redundancy of different models. The method proposed by Miwa et al. [8] labels $m(m-1)/2$ cells in the entity and relation table to predict possible relationships, where $m$ is the sentence length. The method by Zheng et al. [3] and Bekoulis et al. method [5] first identify entities, and then classify the relationships between each pair of entities, so these two methods classify the relationships $k^2$ times, where $k$ is the number of identified entities. Our method directly extracts the related entity pairs and then classifies the relationships of each entity pair. Therefore, the number of times our method classifies the relationships is equal to the number $n$ of related entity pairs extracted by the model, and $n$ is the hyperparameter of our model. Based on the above analysis, we obtain a statistical table of the number of times the model classifies the relationships, as shown in Table 4.

| Methods                  | Times       |
|--------------------------|-------------|
| Miwa&Sasaki(2014)        | $m(m-1)/2$  |
| Zheng et al.(2017)       | $k^2$       |
| Bekoulis et al.(2018)    | $k^2$       |
| Proposed                | $n$         |

The parameter $m$, $k$ and $n$ in the Table 4 stand for the sentence length, the number of entities, and the hyperparameter of our model respectively.

After analysis, more than 99% of the word pairs are irrelevant [9]. About 45% of the samples contain more than 3 entities, and the related entity pairs only account for a small part of all entity pairs. As shown in Fig. 4, about 77% of the samples contain only one triple, and about 96% of the samples contain no more than three triples. For example, assuming the input sample is shown in Fig. 1, then $m$, $k$, and $n$ take the value of 128, 3, and 3 respectively. The number of times of Miwa&Sasaki(2014) method, Zheng et al. (2017) method, Bekoulis et al. (2018) method, and our
method are 8128, 9, 9, and 3 respectively. Therefore, if the value of $n$ is appropriately selected, the redundancy of the proposed method is much smaller than that of other methods.

Since the redundancy of our model depends on the value of $n$, to evaluate the impact of redundancy on performance, we conduct experiments based on different values of $n$, and the results are shown in Fig. 5. It can be observed that the model has the best overall performance when the hyperparameter $n$ is 3. The change of the value of $n$ has little effect on the performance of the NER module and the EPE module. As the value of $n$ increases, the performance of the RC module and the EPE module decreases significantly. After analysis, this phenomenon is related to the distribution of the number of triples in the sample. Theoretically, as the value of $n$ increases, the EPE module can better model the sequence information of related entity pairs. However, it can be seen from Fig. 4 that there are very few useful data when $n$ is greater than 3. At this time, the increase of the value of $n$ not only cannot help the learning of the EPE module, but also seriously interferes with the training of the model. Based on the above analysis, the choice of $n$ value should depend on the distribution of the number of triples in the sample. If the samples in the corpus contain sufficient related entity pairs, our model will perform better, otherwise our model will perform not well.

There are two types of overlapping relations [36]. The first type is that an entity has relations with multiple other entities. Our EPE module uses the order information of the sequence of related entity pairs to extract entity pairs. This type of overlapping relations does not affect the unique order of the sequence. Therefore, the proposed method works well with such situation. The second type of overlapping relations refers to the multiple relationships between one entity pair. Since this situation does not exist in the ADE dataset and the CoNLL04 dataset, we treat the RC task as a multiclass classification task to evaluate which relationship category the entity pair belongs to. Specifically, our model uses the softmax function as the activation function of the output layer, and the categorical cross-entropy as the loss function. If we need to deal with the second kind of overlapping relations, we can treat the RC task as a multilabel classification task, such as the Bekoulis method [5], to evaluate the various relationships that may exist in the entity pair. Specifically, our model uses the sigmoid function as the activation function of the output layer, and uses binary cross-entropy as the loss function.
5. CONCLUSION

We have presented the joint extraction model based on entity pair extraction with information redundancy elimination. The model first extracts multiple sets of sentence encoding from the sample, then identifies the subject entity and the predicate entity in each set of sentence encoding, and finally classifies the relationship between the two entities. We also propose the Encoder-LSTM network, which improves the ability of recurrent units to model sentences. By conducting experiments on the ADE dataset and the CoNLL04 dataset, we verified the effectiveness of the method and evaluated the performance of the model. Compared with other joint extraction methods, our method solves the problem of redundancy of unrelated entity pairs while achieving excellent performance, and can handle the cases with overlapping relationships.

Since the performance of our EPE module limits the overall model, as the future work we will try to optimize the solution of the EPE. And we plan to verify the proposed method on more actual datasets.
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