Quantum computation of dominant products in lithium-sulfur batteries
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Quantum chemistry simulations of some industrially relevant molecules are reported, employing variational quantum algorithms for near-term quantum devices. The energies and dipole moments are calculated along the dissociation curves for lithium hydride (LiH), hydrogen sulfide (H₂S), lithium hydrogen sulfide (LiSH) and lithium sulfide (Li₂S). In all cases we focus on the breaking of a single bond, to obtain information about the stability of the molecular species being investigated. We calculate energies and a variety of electrostatic properties of these molecules using classical simulators of quantum devices, with up to 21 qubits for lithium sulfide. Moreover, we calculate the ground-state energy and dipole moment along the dissociation pathway of LiH using IBM quantum devices. This is the first example, to the best of our knowledge, of dipole moment calculations being performed on quantum hardware.

INTRODUCTION

Lithium-sulfur batteries are a promising next-generation battery technology with a high theoretical capacity of up to ~1675 mAh/g and a high theoretical energy density of ~2600 Wh/kg (Li-ion theoretical energy density is ~350-500 Wh/kg)\(^{1-6}\). The reversible battery functioning is based on the electrochemistry between lithium metal (Li\(^{0}\)) and elemental sulfur (S\(_8\)) to form lithium sulfide (Li\(_2\)S) as the thermodynamic product, illustrated in Figure 1. The reduction of sulfur is known to proceed on discharge in the battery, through a series of intermediate lithium polysulfide salts, some of which are soluble in the electrolyte and can diffuse to the lithium metal anode\(^{7-11}\). The solubility of various intermediates provides unique challenges for the realization of lithium-sulfur batteries and limits the potential use of lithium-sulfur as a practical alternative to state-of-the-art lithium-ion\(^{12,13}\).

In order to harness control over the battery technology, the mechanism for production and identification of reactive intermediates must be validated. However, the reaction mechanism for sulfur reduction in the battery environment is highly complex and debated in the field. Intermediates are difficult (if not impossible) to characterize during operation of the battery and competing chemical (vs electrochemical) pathways are also active, which confounds the mixture of products produced. Generally, products are assumed to be produced through either one electron or two electron processes, which generate radicals and Li-S salts, in which the sulfur anion consists of 1-8 sulfur atoms. Four electron processes have also been considered but are unlikely as there is little experimental evidence and for entropic reasons\(^{14}\).

The molecular electron-density distribution and, in particular, the resulting dipole moment, are critical for understanding a variety of phenomena occurring in batteries. In general, molecules with high polarity can easily attract or repel valence electrons from other compounds and generate reactions through electron transfer. The dipole moment of a molecule also determines its response to an external electric field. Accurate computation of energetics and dipole moments of molecules is thus a problem with deep conceptual importance, and significant applicability to the chemistry of LiS batteries. Achieving this goal requires solving the Schrödinger equation for the molecules of interest, a problem that is known to be exponentially expensive for classical computers unless approximation schemes are introduced.

Quantum computing is an alternative and complementary mode of attack of mathematical problems, that has significant potential to provide advantage over conventional computing in a number of areas, including simulation of Hamiltonian dynamics\(^{15-18}\). A number of heuristics to provide approximate but highly accurate solutions to the Schrödinger equation have been proposed, in particular the Variational Quantum Eigensolver (VQE)\(^{19-21}\). Over the last years, researchers have demonstrated the use and accuracy of VQE in investigations of a variety of molecules\(^{19,20,22-29}\).

Motivated by these results, and by the importance of computing energies and electrostatic properties, in this work we assess the performance of quantum algorithms in determining...
ground state energies and dipole moments along bond stretching for LiH, H$_2$S, LiSH and Li$_2$S, using classical simulators of quantum devices. The calculations presented here are important for the development of quantum computing: to the best of our knowledge, we present the first quantum hardware results of dipole moments, focusing on the LiH molecule. Our results immediately generalize to expectation values of $k$-body operators in materials, with significant implications for the ability to study reactivity and electrostatics in batteries by quantum algorithms.

**METHODOLOGY**

### A. Working equations

The overall strategy for the calculations performed in this work involved initial pre-processing by classical quantum chemistry codes on conventional computers, to generate optimized Hartree-Fock orbitals and matrix elements of the Hamiltonian, prior to performing computations with quantum simulators or devices. The restricted Hartree-Fock (RHF) singlet state has been chosen as the initial state for all of the calculations described here, since experience has indicated this state as a good choice for a variety of chemical problems	extsuperscript{30}. Restricted coupled-cluster with singles and doubles (CCSD) and full configuration interaction (FCI) calculations were performed using Psi4	extsuperscript{31}, at STO-3G level of theory, using the frozen-core approximation for correlated calculations. The choice of the minimal basis is motivated by the fact that only a few molecular orbitals can be described on contemporary quantum hardware, since the number of available qubits is still relatively small, devices are noisy, and full quantum error correction techniques are not yet available. Additional details for the studied molecules are listed in the Supplementary Material.

Having selected a set of single-electron orbitals for each of the studied species, VQE computations were performed with quantum simulators and devices. Achieving this goal requires first defining a Hilbert space $\mathcal{H}$ spanned by $2n$ orthonormal one-electron wavefunctions $\{|\phi_p \otimes \chi_\sigma\rangle\}_{p,\sigma}$, where $\{\phi_p\}_{p=1}^n$ are a set of orthonormal spatial orbitals, here RHF orbitals, and $\chi_\sigma$ are spin-$z$ eigenfunctions, with $\sigma = \uparrow, \downarrow$.

For each of the $2n$ spin-orbitals $\phi_p \otimes \chi_\sigma$, we then define a creation operator $\hat{c}^+_p$, and construct the fermionic Fock space $\mathcal{F}$. Now, $\mathcal{F}$ is of course a $2^{2n}$-dimensional Hilbert space, which is very naturally mapped	extsuperscript{32–34} onto the Hilbert space of $m = 2n$ qubits. An important example of such a mapping is the Jordan-Wigner transformation

$$
\begin{align*}
\hat{c}^+_p \to & \frac{X_p - iY_p}{2} Z_p^{-1}, \\
\hat{c}^-_p \to & \frac{X_p + iY_p}{2} Z_p^{-1}, \\
\hat{c}^+_1 \to & \frac{X_1 - iY_1}{2} Z_1^{-1}, \\
\hat{c}^-_1 \to & \frac{X_1 + iY_1}{2} Z_1^{-1}, \\
\hat{c}^+_n \to & \frac{X_n - iY_n}{2} Z_n^{-1}, \\
\hat{c}^-_n \to & \frac{X_n + iY_n}{2} Z_n^{-1},
\end{align*}
$$

(1)

with $Z_p = Z_p Z_{p-1} \cdots Z_1$. Of course there exist several alternatives, most notably the parity and Bravyi-Kitaev encodings, that can be combined with “tapering” techniques to reduce the number $m$ of qubits leveraging conservation of particle number modulo 2 and the presence of $\mathbb{Z}_2$ symmetries of molecular orbitals	extsuperscript{33–39}. When fermionic wavefunctions can be mapped onto $m$-qubit wavefunctions, fermionic $k$-body operators are mapped onto linear combination of Pauli operators acting on $m$ qubits,

$$
\sum_{p_1 \ldots p_k} O_{p_1 \ldots p_k}^\dagger \hat{c}^+_{p_1} \cdots \hat{c}^+_{p_k} \hat{c}^-_{p_k} \cdots \hat{c}^-_{p_1} \mapsto \sum_i c_i P_i,
$$

(2)

where $P_i \in \{\mathbb{I}, X, Y, Z\}^\otimes m$ is an $m$-qubit Pauli operator, and

$$
\hat{c}^+_{p_1 \ldots p_k} = \sum_{\sigma_1 \ldots \sigma_k} \hat{c}^+_{\sigma_1} \cdots \hat{c}^+_{\sigma_k} \hat{c}^-_{\sigma_k} \cdots \hat{c}^-_{\sigma_1},
$$

(3)

is a spin-summed $k$-body excitation operator. For example, under Jordan-Wigner representation, one-body operators $\hat{O}$ transform onto

$$
\begin{align*}
\hat{O} \mapsto & \sum_p O^p \frac{1 - Z_p}{2} + \sum_p O^p \frac{1 - Z_{p+p}}{2} \\
& + \sum_{p < q} O^p_s X_p Z_{p+1} Y_p + Y_q Z_{q+1} Y_q \\
& + \sum_{p < q} O^p_s X_p Z_{p+q} Y_{p+q} + Y_{p+q} Z_{p+q} Y_{p+q} \\
& \equiv \frac{1}{2} \mathbb{O}_q \hat{E}^q
\end{align*}
$$

(4)

Once $k$-body operators are encoded onto qubit operators, they can of course be measured, using standard techniques, on a register of qubits prepared in a suitable wavefunction. In this work, to produce an accurate approximation for the ground state of the system, we use the VQE algorithm, in which a parametrized quantum circuit $U(\theta) |\Psi_0\rangle$ is used to correlate an initial mean-field wavefunction $\Psi_0$, corresponding to the RHF state, and the best approximation to the ground state is determined by numerically minimizing the energy $E(\theta) = \langle \Psi_0 | \hat{H} U(\theta) | \Psi_0 \rangle$. Once the optimal parameters are found, properties can be evaluated as expectation values of suitable qubit operators over the VQE wavefunction.

Here, we focused on multipole moments, which we evaluate as expectation values of one-body operators,

$$
M^{i_1 \ldots i_n} = M^{i_1 \ldots i_n}_n - \langle \Psi | \hat{M}^{i_1 \ldots i_n}_e | \Psi \rangle
$$

(5)

given by a nuclear and an electronic contributions,

$$
\begin{align*}
M^{i_1 \ldots i_n}_n = & \sum_{\alpha} Z_\alpha R_{\alpha i_1} \cdots R_{\alpha i_n} \\
\hat{M}^{i_1 \ldots i_n}_e = & \sum_{pq} (M^{i_1 \ldots i_n})^p q \hat{E}^q \\
(M^{i_1 \ldots i_n})^p q = & \int d^3r r^{i_1} \cdots r^{i_n} \phi^*_p(r) \phi_q(r)
\end{align*}
$$

(6)

respectively, where $i_1 \ldots i_n = x, y, z$ are indices labeling Cartesian components, and $Z_\alpha, R_{\alpha i}$ are the atomic numbers and the positions of the nuclei respectively.

From the quantities $M^{i_1 \ldots i_n}_e$, we easily obtain the dipole, quadrupole, octupole and hexadecapole moments in the traceless Buckingham expansion	extsuperscript{40–44}, respectively defined as
\[ \mu^a = M^a \]
\[ \Theta^{ab} = \frac{1}{2!} \left[ 3M^{ab} - M^{kk} \delta^{ab} \right] \]
\[ \Omega^{abc} = \frac{1}{3!} \left[ 15M^{abc} - 3 \left( M^{kkk} \delta^{bc} + M^{kkk} \delta^{ac} + M^{kkk} \delta^{ab} \right) \right] \]
\[ \Phi^{abcd} = \frac{1}{4!} \left[ 105M^{abcd} - 3 \left( M^{akkk} \delta^{bd} + M^{akck} \delta^{cd} + M^{akck} \delta^{ad} + M^{akck} \delta^{bd} + M^{akck} \delta^{ac} + M^{akck} \delta^{ab} \right) \right] \]

where repeated indices \((k,l = x,y,z)\) are summed over. Multipole moments are converted to spherical molecular moments as detailed in Table E1 of Ref [40].

We evaluate the charge density and molecular electrostatic potential, respectively defined as
\[ \rho(r) = \sum_{pq} \phi_p(r) \phi_q(r) \langle \Psi | \hat{E}_p^q | \Psi \rangle \] (8)
and
\[ V(r) = V_n(r) - V_c(r), \]
\[ V_n(r) = \sum_{\alpha} Z_{\alpha} \frac{1}{r - \mathbf{R}_\alpha}, \]
\[ V_c(r) = \int d^3r' \frac{\rho(r)}{|r - r'|} = \sum_{pq} V_{pq} \langle \Psi | \hat{E}_p^q | \Psi \rangle \] (9)

In this work, we elected to evaluate multipole moments as expectation values of one-body operators. There exists of course an alternative approach, based on the definition of the dipole moment as the derivative of the ground-state energy with respect to an external electric field\(^{45-51}\).

Within such an approach, the dipole moment definition includes additional terms that depend on the derivatives of the Hartree-Fock orbitals with respect to the external electric field.

The strategy of computing dipole moments as expectation values of one-body operators is simpler and more economical, as it requires \(O(n^3)\) rather than \(O(n^5)\) measurements of Pauli operators when the Jordan-Wigner encoding is used. Moreover, it does not require calculating energies within sub-millihartree statistical accuracy, making it suitable for contemporary quantum hardware.

The implementation and hardware demonstration of gradient-based approaches is a valuable direction of research in the development and refinement of experiments on quantum hardware\(^{52-56}\), especially important in the investigation of second-order derivatives, such as polarizabilities and shielding tensors.

We defined the charge density and electrostatic potential in terms of the spin-summed one-body density matrix \(\langle \Psi | \hat{E}_p^q | \Psi \rangle\) (1RDM) because, unlike multipole moments, these quantities are evaluated on very large meshes of spatial points. Therefore, they are more conveniently computed by measuring and post-processing the 1RDM. Multipole moments, on the other hand, are more naturally evaluated as expectation values of hermitian operators, without extracting and post-processing the 1RDM.

### B. Computational details

We use IBM’s open-source Python library for quantum computing, Qiskit\(^ {57} \). Qiskit provides tools for various tasks such as creating quantum circuits, performing simulations, and computations on real hardware. It also contains an implementation of the VQE algorithm, a hybrid quantum-classical algorithm that uses both quantum and classical resources to solve the Schrödinger equation and a classical exact eigensolver algorithm to compare results.

In the VQE algorithm, we take our wavefunction in the form of a quantum circuit, which is the unitary coupled cluster with singles and doubles (UCCSD)\(^ {58-60}\), its quantum variant (q-UCCSD) as defined in Ref [61], and the following Ry Ansatz,
\[ |\Psi(\theta)\rangle = \prod_{k=1}^m \left( \prod_{i=0}^{m-1} R_{ii}(\theta_{k,i}) \prod_{ij \in C} G_{ij} \right) \prod_{i=0}^{m-1} R_{0i}(\theta_{0,i}) |\Psi_0\rangle, \] (10)

where \(|\Psi_0\rangle\) is an initial wavefunction (here, the restricted closed-shell Hartree-Fock state), \(m\) is the number of qubits, \(R_{ij}(\theta) = \exp(-i \theta Y_{ij}/2)\) is a \(Y\) rotation of an angle \(\theta\) applied to qubit \(i\), \(G_{ij}\) a parameter-free two-qubit entangling gate (here, the CNOT gate) applied to a pair \((ij)\) of connected qubits (here, we chose linear connectivity, i.e. \((ij) \in C\) if and only if \(j = i + 1\)), and \(n_c\) is an integer denoting the number of times a layer of entangling gates followed by a layer of \(Y\) rotations is repeated.

We then minimize the expectation value of the Hamiltonian with respect to the parameters of our circuit. The minimization is carried out through the classical optimization method, L_BFGS_B\(^ {52-64}\) on the simulator, and Simultaneous Perturbation Stochastic Approximation (SPSA)\(^ {65,66}\) on the device. Once the VQE is complete, we obtain the optimized variational form and the estimate for the ground state energy. In addition, we measure the one-body operators corresponding to the components of the dipole, quadrupole, octopole and hexadecapole moments, and the electron density and electrostatic potential from the spin-summed one-particle density matrix \(\langle \Psi | \hat{E}_p^q | \Psi \rangle\).

We chose molecular geometries to lie in the \(xz\) plane of a suitable frame of reference, with the center of mass occupying the origin of such a frame of reference, and the heaviest element having \(z < 0\).

We ran our experiments on both the statevector and qasm simulators in Qiskit. We performed hardware experiments
RESULTS AND DISCUSSION

C. Quantum computation of lithium-sulfur molecules

The stability of Li₂S in batteries is related to the amount of energy needed to break one Li–S bond. So, in this study, we have studied the dissociation of one bond, rather than two bonds simultaneously.

1. Lithium hydride (LiH)

After removing the frozen core orbital (Li 1s), the lithium hydride (LiH) bond can be represented by molecular (spatial) orbitals (MOs) with 2s, 2p, character for lithium (since LiH is placed along the z axis) and an MO with 1s character for hydrogen, for a total of 6 spin-orbitals. The ground state energy and dipole moment norm were calculated over a range of bond distances on the simulator and on the hardware through the use of four qubits after tapering techniques were applied.

As seen in Figure 2, results from CCSD and FCI coincide for both energy and dipole moment along bond stretching, since these methods are equivalent for two-electron systems. Also q-UCCSD values are essentially the same as FCI. Despite its simplicity, LiH has an interesting evolution in the dipole moment along the dissociation curve from a regime with ionic character (polar, short $R_{\text{LiH}}, \|\mu\| \simeq 4.6 \text{ D}$) to one without polarity (large $R_{\text{LiH}}, \|\mu\| \simeq 0$). The large change in the dipole moment between 2.0 and 3.5 Å correlates with the pronounced deviation of the energy dissociation curve from that of the FCI in the first results reported on quantum hardware, see Figure 3 of Ref [20]. Both of these observations are consistent with the fact that there is more entanglement/electron correlation across this bond length range, and thus higher circuit depth is needed.

2. Hydrogen sulfide (H₂S)

After removing frozen core orbitals, hydrogen sulfide (H₂S) is represented by MOs with 3s, 3pₓ, 3pᵧ, 3pᵦ character for sulfur and an MO with 1s character for hydrogen, totaling 12 spin orbitals and 8 electrons. Upon employing tapering and associated qubit reductions to exploit symmetries in the molecule, the q-UCCSD ground state energy and dipole moment norm were calculated over a range of bond distances on the simulator with 9 qubits as illustrated in Figure 3. Also plotted are the corresponding CCSD and FCI energies and dipole moment norms.

q-UCCSD and CCSD are in agreement with the FCI energies across bond stretching (the maximum deviation in milli-Hartrees from the FCI value being 0.085 (at 2.15 Å) and 0.131 (at 2.15 Å) respectively, with q-UCCSD providing a better estimate of the energy for large $R_{\text{HS}}$. Note that the the CCSD energy actually goes below the FCI value at large $R_{\text{HS}}$, a known deficiency of CCSD to describe the molecular energy when the bond length is far from the equilibrium value.

The dipole moment norm is seen to monotonically decrease with $R_{\text{HS}}$ towards $\sim 0.67 \text{ D}$, which is the dipole moment norm of the HS fragment, and again q-UCCSD values are in better agreement with FCI than CCSD ones (the maximum deviations from FCI being 2 milliDebye and 12 milliDebye respectively).

As seen in Figure 3, differences between q-UCCSD and FCI energies are always greater than zero. This can be understood, since the q-UCCSD energies are variational in nature but since the method only includes single and double excitations, the values must lie above the FCI values. It is also understandable that the most challenging regime is the intermediate dissociation regime ($R_{\text{HS}} \simeq 1.8 \text{ Å}$) where the ground-state wavefunction is switching between different dominant determinants in its configuration interaction expansion, exhibiting multi-reference character.
FIG. 3. Calculations for H$_2$S. Top left: dissociation curve as a function of HS distance from RHF, CCSD, q-UCCSD and FCI. Top right: Deviation from FCI energy, for CCSD and q-UCCSD. Bottom left: norm of the dipole moment as a function of HS distance. Bottom right: deviation from FCI dipole, for CCSD and q-UCCSD.

FIG. 4. Calculations for LiSH, when breaking the Li-S bond. Top left: dissociation curve as a function of LiS distance from RHF, CCSD, q-UCCSD and FCI. Top right: Deviation from FCI energy, for CCSD and q-UCCSD. Bottom left: norm of the dipole moment as a function of LiS distance. Bottom right: deviation from FCI dipole, for CCSD and q-UCCSD.

FIG. 5. Calculations for LiSH, when breaking the H-S bond. Top left: dissociation curve as a function of HS distance from RHF, CCSD, q-UCCSD and FCI. Top right: Deviation from FCI energy, for CCSD and q-UCCSD. Bottom left: norm of the dipole moment as a function of HS distance. Bottom right: deviation from FCI dipole, for CCSD and q-UCCSD.
3. Lithium hydrogen sulfide (LiSH)

After removing core orbitals, lithium hydrogen sulfide (LiSH) is represented by MOs with 3s, 3px, 3py, and 3pz character for sulfur, 1s character for hydrogen and 2s, 2px, 2py, 2pz, character for lithium, for a total of 18 spin orbitals and 8 electrons. After employing tapering and qubit reductions possible due to symmetry\textsuperscript{37,74}, the ground state energy and dipole moment norms were calculated on the simulator with 15 qubits.

Results are shown in Figures 4 and 5. In Figure 4, the dissociation of the LiS bond is studied by varying \( R_{\text{LiS}} \) with all other internal coordinates fixed at their experimental values\textsuperscript{75}. For all but the largest values of \( R_{\text{LiS}} \), CCSD is in better agreement with FCI for both the energy and the dipole moment norm. As in the H\(_2\)S case, the most challenging regime is the intermediate dissociation region, where the q-UCCSD energy is overestimated by 5 milliHartrees and the dipole moment norm by \( \sim20\% \) at \( R_{\text{LiS}} \approx 2.7 \) Å. Note that, just as for H\(_2\)S, at large \( R_{\text{LiS}} \), the dipole moment norm converges towards \( \| \vec{\mu} \| \approx 0.67 \) D, the dipole moment of the HS fragment.

A very different situation is seen for the dissociation of the SH bond, illustrated in Figure 5. Description of the dissociation regime is more challenging for both CC flavors than that seen for the breaking of the Li-S bond, with q-UCCSD again performing better at large bond length. The FCI dipole moment norm decreases monotonically with \( R_{\text{SH}} \), a trend that both CC flavors reproduce qualitatively, but not quantitatively, particularly at longer bond lengths. Note that, in the large \( R_{\text{SH}} \) regime, CCSD and q-UCCSD dipole norms converge towards \( \| \vec{\mu} \| \approx 2.10 \) D, which is higher than the FCI value (1.52 D), signaling the limited accuracy of the underlying Ansätze.

FIG. 6. Calculations for lithium sulfide, Li\(_2\)S. Top left: dissociation curve as a function of LiS distance from RHF, CCSD, q-UCCSD and FCI. Top right: deviation from FCI energy, for CCSD and q-UCCSD. Bottom left: norm of the dipole moment as a function of LiS distance. Bottom right: deviation from FCI dipole, for CCSD and q-UCCSD.

FIG. 7. (a) Evolution of the dipole moment vector of LiS along breaking of the LiS bond. The length of the arrow is the dipole moment norm, shown in Figure 6. The black circles in the background denote the S (large) and fixed Li (small) atom, and the moving gray circles illustrate the departing Li atom. (b) Evolution of energy (top) and partial charges (bottom) of LiS along breaking of the LiS bond. Colors correspond to different bondlengths, dotted black lines are a guide for the eye, illustrating the evolution of dipole vector, energy and charges with bondlength.
FIG. 8. Contour plots of the q-UCCSD molecular electrostatic potential of LiH, \( \text{H}_2\text{S} \), Li\( \text{S} \) and LiSH (a,b,c,d respectively) at equilibrium geometry. Contour plots are shown along the isosurfaces of the q-UCCSD charge density with values 0.025, 0.02, 0.025 and 0.025 respectively. Molecular electrostatic potential values range between minimum values -0.05, -0.04, -0.02, -0.04 (blue) and maximum values 0.60, 0.12, 0.53, 0.53 (red) respectively. White, purple and yellow spheres represent H, Li and S atoms respectively.

| component | unit | LiH | H\(_2\text{S}\) | LiSH | Li\( \text{S}\) |
|-----------|------|-----|--------------|------|-------|
| \( Q_{10} \) | \( \text{D} \) | -1.8286 | -1.8286 | 0.3520 | 0.3518 |
| \( Q_{11c} \) | \( \text{D} \) | 0.1159 | 0.1154 |
| \( Q_{20} \) | \( \text{A} \) | -5.0908 | -5.0908 | -8.8799 | -8.8805 |
| \( Q_{21c} \) | \( \text{A} \) | -1.3555 | -1.3962 |
| \( Q_{22c} \) | \( \text{A} \) | 0.7224 | 0.7224 |
| \( Q_{30} \) | \( \text{A}^2 \) | -17.6025 | -17.6026 | -3.0819 | -3.0828 |
| \( Q_{31c} \) | \( \text{A}^2 \) | 5.3521 | 5.5159 |
| \( Q_{32c} \) | \( \text{A}^2 \) | -0.2627 | -0.2634 |
| \( Q_{33c} \) | \( \text{A}^2 \) | -0.8122 | -0.8108 |
| \( Q_{33s} \) | \( \text{A}^2 \) | -0.0664 | -0.0661 |
| \( Q_{40} \) | \( \text{A}^3 \) | -77.1731 | -77.1730 | -48.7331 | -48.7366 |
| \( Q_{41c} \) | \( \text{A}^3 \) | -6.5822 | -7.4223 |
| \( Q_{42c} \) | \( \text{A}^3 \) | -1.9550 | -1.9565 |
| \( Q_{43c} \) | \( \text{A}^3 \) | -9.4300 | -9.3020 |
| \( Q_{43s} \) | \( \text{A}^3 \) | -0.3018 | -0.2849 |
| \( Q_{44c} \) | \( \text{A}^3 \) | 0.1150 | 0.1146 |
| \( Q_{44s} \) | \( \text{A}^3 \) | -2.7937 | -2.8335 |

### TABLE I. Multipole moments for LiH, \( \text{H}_2\text{S} \), LiSH and Li\( \text{S}\) (top to bottom) in traceless spherical Buckingham form, at equilibrium geometry, in the center of mass frame. Blank entries correspond to multipole moments that are exactly zero due to the symmetry.

4. **Lithium sulfide (Li\( \text{S}\))**

After removal of the core orbitals for lithium and sulfur, lithium sulfide Li\( \text{S}\) is represented by MOs with 3s, 3p\(_x\), 3p\(_y\), 3p\(_z\) character for sulfur and 2s, 2p\(_x\), 2p\(_y\), 2p\(_z\) character for lithium, for a total of 24 spin orbitals and 8 electrons. After employing tapering and qubit reductions to account for molecular symmetries, the ground state energy and dipole moment norms were calculated on the simulator with 21 qubits. q-UCCSD and CCSD estimates for energy and dipole are similar in accuracy along bond stretching.

Results are given in Figure 6. Interestingly, we observe that the norm of the dipole moment varies non-trivially with \( R_{\text{LiS}} \) for both CCSD, q-UCCSD, and FCI: it decreases up to \( R_{\text{LiS}} \approx 2.1 \text{ Å} \), then increases until \( R_{\text{LiS}} \approx 3.0 \text{ Å} \), then decreases until \( R_{\text{LiS}} \approx 3.5 \text{ Å} \), and then increases again towards an asymptotic value. For q-UCCSD and FCI, this asymptotic value is of \( \| \vec{\mu} \| \approx 1.72 \text{ D} \) and 1.49 D respectively.
This behavior is elucidated in Figure 7, where we consider the evolution of the dipole vector of Li$_2$S along breaking of a single Li-S bond. As the bond length evolves from 1.3 to 2.1 Å (equilibrium), the dipole moment decreases in length, and rotates towards the bisector of the Li-S-Li triangle.

As the bondlength further increases, the dipole moment increases again in length, rotating towards the departing Li atom, until the point of inflection of the potential energy curve ($R_{LiS} \approx 3.0$ Å) is reached. There, at q-UCCSD level, it suddenly rotates towards the unbroken LiS bond. Note that FCI values for the dipole moment of LiSH at long SH distance are very close to those of Li$_2$S at long LiS distance (1.52 and 1.49 Debye respectively), since they both result in a fragment of LiS.

D. Study of electrostatic properties

In this section, we evaluate multipole moments, charge densities and electrostatic potentials for the species discussed in the previous section, focusing on equilibrium geometries.

In Figure 8, we evaluate charge densities and molecular electrostatic potentials. The contour plots qualitatively illustrate the electronegative nature of sulfur, which hosts negative partial charges in compounds (b,c,d). On the other hand, as expected, lithium has low electronegativity and hosts positive partial charges in compounds (a,c,d).

In Table I, we list the multipole moments for LiH, H$_2$S, LiSH and Li$_2$S respectively. The comparison between q-UCCSD and FCI demonstrate the accuracy of the former: higher multipole moments, which are notoriously very sensitive physical quantities to the choice of method, exhibit somewhat large deviations. Such a limited accuracy is also a reflection of the heuristic nature of the q-UCCSD Ansatz, and pinpoints the need of developing more accurate Ansätze and methodologies, in order to satisfactorily describe sensitive electrostatic properties of molecules.

We note that molecular electrostatic potentials can be used to obtain partial charges through the restrained electrostatic potential (RESP) technique, offering further insight into the interaction between molecules and their dissociation. For example, in Figure 7, we show the partial charges of Li$_2$S along breaking of the LiS bond: the Li atom departing from the molecule is neutral in the large $R_{LiS}$ limit, while the remaining Li and S atoms carry partial charges responsible for the asymptotic value of the dipole moment.
E. Quantum chemistry calculations on quantum devices

Next, the dipole moment of lithium hydride was evaluated using quantum hardware as sketched in Figure 9. We employ the hardware-efficient \( R_y \) Ansatz to estimate the ground-state energy and dipole moment at representative values of \( R_{\text{LiH}} \). We used a circuit with cNOT entangling gates with linear connectivity and 3 layers as illustrated in Figure 9.

To the best of our knowledge, these are the first evaluations of dipole moments on quantum hardware.

We chose to study six bond lengths representative of the polar and dissociation regimes. We chose the \( R_y \) Ansatz because experience suggests that, for small molecules like LiH, it can deliver accurate ground state energies with modest quantum resources, unlike q-UCCSD.

Results from hardware experiments in presence of readout error mitigation are shown. A Richardson extrapolation is also conducted, with the aim of further mitigating the impact of noise (intermediate data are listed in the Supplementary Material). As seen in Figure 10, the qualitative behavior of both energies and dipoles is correctly captured by the hardware experiments upon extrapolation. In particular, the dipole moment is accurate within \( \sim 10\% \) in the polar regime. Future research will explore approaches to improve these results quantitatively, for example by the use of circuits with higher depth, by the exploration of multiple Ansätze or by the use of different error mitigation techniques.

CONCLUSIONS

Herein, we have reported on the simulations of four molecules (LiH, \( H_2S \), LiSH and \( Li_2S \)) that increase in complexity to \( Li_2S \) which is relevant to the study of lithium-sulfur batteries. We showed that we could obtain ground state energies for LiH and \( H_2S \) within 1 mHa from FCI. For species with more valence electrons, our calculations pinpoint the limitations of Ansätze based on single and double electronic excitations, especially away from equilibrium.

Differences could be observed in the LiSH molecule, depending on whether the hydrogen or lithium atom was dissociated from the sulfur atom: when the SH bond is dissociated, the dipole moment decreases monotonically towards a large (\( \sim 1.5 \) D) asymptotic limit, and when the LiS bond is dissociated it converges non-monotonically towards a smaller asymptotic value (0.57 D). The asymptotic values of the dipole moment norms are a reflection of the greater polarity of the LiS bond compared to the SH bond. The non-monotonicity, on the other hand, is analogous to the behavior seen in the \( Li_2S \) molecule, which is due to non-trivial changes in the direction of the dipole moment as \( R_{\text{LiS}} \) changes.

Furthermore, the effects of electronic distribution changes could be observed when evaluating the dipole moment of LiH. Additionally, we showed that the LiH could be qualitatively determined on quantum hardware with 4 qubits. This is a notable demonstration of the capabilities of the hardware since the dipole moment of lithium hydride changes from strongly polarized in its ionic state to effectively neutral at long bond distances over \( \sim 2.5 \) Å, representing a highly entangled state at this distance.

Characterizing the electronic structure of Li-S compounds is an important step towards understanding lithium-sulfur batteries. However, achieving this goal with quantum computers requires further methodological improvements. For example, achieving the ability to tackle larger and more relevant chemical species and non-minimal basis sets, developing Ansätze that achieve a balance between hardware efficiency and chemical insights, and incorporating nuclear motion effects.

Our work provides a stepping stone on the way to larger quantum computing calculations, on polyanions formed upon discharge in the Li-S battery. These calculations will have the potential to compare between radical and ionic mechanisms of the electrochemical reduction of sulfur to lithium sulfide with lithium metal.

SUPPLEMENTARY MATERIAL

See supplementary material for details of both the quantum experiments and the classical simulations, including investigation of the LiH CCSD energy and dipole moment across the dissociation profile using different basis sets.
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