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Abstract

Few-shot classification is a challenging problem that aims to learn a model that can adapt to unseen classes given a few labeled samples. Recent approaches pre-train a feature extractor, and then fine-tune for episodic meta-learning. Other methods leverage spatial features to learn pixel-level correspondence while jointly training a classifier. However, results using such approaches show marginal improvements. In this paper, inspired by the transformer style self-attention mechanism, we propose a strategy to cross-attend and re-weight discriminative features for few-shot classification. Given a base representation of support and query images after global pooling, we introduce a single shared module that projects features and cross-attends in two aspects: (i) query to support, and (ii) support to query. The module computes attention scores between features to produce an attention pooled representation of features in the same class that is later added to the original representation followed by a projection head. This effectively re-weights features in both aspects (i & ii) to produce features that better facilitate improved metric-based meta-learning. Extensive experiments on public benchmarks show our approach outperforms state-of-the-art methods by 3%~5%.

1. Introduction

Deep learning has achieved remarkable success in numerous computer vision tasks, reaching human-level performance in domains with sufficiently large-scale labeled training data. However, large-scale data is not always readily available due to costly curation and labeling. Hence, there is a ongoing research effort to design models that can learn to solve tasks using a limited number of labeled examples to alleviate this requirement. While several approaches such as transfer-, semi- and unsupervised learning have shown reasonable performance, learning to generalize with an extremely limited number of labeled samples is still a challenge. Motivated by the ability of humans to rapidly adapt to new tasks using prior knowledge, the field of few-shot learning shows promise in achieving this goal.

Few-shot learning [22, 36, 43] aims to classify unlabeled query samples from unseen classes using only limited labeled support examples. Recent approaches have leveraged the meta-learning paradigm where transferable knowledge across a collection of tasks is learned and propagated to improve generalization. In particular, one of the promising approaches have used the meta-learning framework to optimize model parameters [11, 33, 36] with a few gradient steps, thus enabling neural network classifiers to quickly adapt to unseen classes. Other works employ similarity information between images (Fig. 1(a)), augmentation of
training data with generative techniques [15,40], or two-stage approaches [7,35,42,53] that involve first pre-training the model on existing known classes and later use a meta-finetuning strategy. In the general meta-setup, tasks defined in the training phase mimic the testing phase to encourage generalization of models.

Though pre-training strategies show promising results, Chen et al. [7] argued that fine-tuning shows marginal improvements. Moreover, the standard technique of obtaining a base representation with global-average pooling is considered limited, since it is sensitive to object pose and discards key semantic details, and may be difficult to learn generalizable embeddings without being distracted by spurious features [18,20]. Thus, recent works focus on learning finer distinctions using spatial features only via spatial attention mechanisms [19] or other forms of relational learning [20,52] between query and support features to enhance performance. Nevertheless, methods leveraging this setting i.e., spatial feature-based learning, still report marginal improvements over purely discriminative approaches with the exception of some works that provide insight into the model reasoning procedure by visualizing object attended regions for interpretability.

Here, we argue that meta-learning with instance embeddings only is still viable and can improve few-shot performance when attending to the relevant features. For example, Ye et al. [54] attempt to address this and show that optimally discriminative features can be meta-learned using a set-to-set function based on the transformer model [47] (Fig. 1(b)). The self-attention mechanism in the Transformer presents several desirable properties for set based problems i.e., permutation invariance, interpolation, and contextualization. As a consequence, any meta-learner can leverage such a set-based transformation to adapt instance embeddings relative to other classes for improved prototype generation, or to produce better embeddings. However, while Ye et al. [54] showed improvements, embedding adaptation is performed on support samples only without leveraging query information, a key distinction with recent spatial techniques using cross-attention [19,20,52] to learn better correspondences. Moreover, the authors use a transfer-based approach requiring pre-training on base classes before meta-training.

In this work, we propose an end-to-end meta-learning strategy trained from scratch to co-attend to both support and query features using self-attention (Fig. 1(c)). This is useful to focus on common object features and avoid distractors for better matching. In particular, we introduce a single shared attention module that first projects global pooled base representations and computes attention scores per k-shot task via scaled-dot product. Given the scores per shot, we take the mean of the scores to obtain an attention pooled feature (dot product of features and scores) that is later added to the initial projected features before producing the final re-weighted features. Concretely, to improve support features i.e., query to support, attention scores between query and support features are employed to pool the initial support features producing a support prototype concatenated with the initial features, and vice versa for support to query to produce a query prototype that improves the initial query features. This strategy is conceptually equivalent to spatial based cross-attention that implicitly re-weights the base spatial maps to attend to relevant object regions. Finally, we employ a nearest neighbor classifier on the refined features for few-shot classification. The contributions of this paper can be summarized as follows:

- To improve model-based embedding adaptation, we propose to cross-attend support and query embeddings by re-weighting each instance relative to the other via self-attention.
- We reveal that implicitly re-weighting features with their prototypes (support/query) via self-attention improves metric based few-shot performance and adds minimal over-head in learnable parameters.
- Extensive evaluation of the proposed components verify the effectiveness of our method. Moreover, we show competitive results over state-of-the-art methods on several benchmark datasets.

2. Related works

**Few-Shot Classification.** Several works have been proposed to address few-shot learning [4,6,11,18,25,29,43,44,48,54,56]. Existing methods broadly fall into the following categories: model initialization based methods [11,12], metric learning methods [4,43,44,46,48], and hallucination based methods [14,27,31]. The first aims to learn a good model initialization by learning to finetune, where classifiers for unseen classes can be quickly adapted with a small number of gradient steps. However, these approaches have been reported to fail when large domain shifts exist between base and unseen classes [7].

On the other hand, metric learning methods address few-shot classification by learning to compare inputs by determining similarity during training. Here, predictions are often conditioned on distance metrics that include cosine similarity [48], euclidean distance to mean class representation [43], and relation modules [44]. Along this line of thought, recent approaches adopt a transfer-learning approach [7,9,14,28,30,32,39] where pre-training is employed with subsequent fine-tuning as a strong baseline for few-shot learning. Among these, our work falls under metric based approaches, and aims to improve transferability of features by co-adapting with a discriminative cross-attention module.
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Figure 2. Overview of the proposed approach. We employ episodic meta-training from scratch to learn discriminative co-adapted embedding for support and query images. Concretely, a shared backbone extracts globally pooled features $Z$ and performs feature adaptation using a shared self-attention module by considering support embeddings $Z_s$ as keys and value pairs along with query $Z_q$ to compute attention scores that re-weight $Z_s$ to produce a prototype $p$ added to $Z_s$. Finally, we obtain $\hat{Z}_s$ after a projection via $f_{\theta}$ (the same intuition is used for $Z_q$ key/value pairs with $Z_s$ as the query).

### 3. Method

In this section, we introduce the general problem setting for few-shot classification and its related formulations. Following, we describe the overall method as presented in Fig. 2, explain the attention mechanism and its components, including the learning objective.

#### 3.1. Problem Setting

**Overview.** We consider the standard few-shot learning problem in which we are given a labeled train set $D_t$, an unlabeled query set $D_q$, and a few labeled examples from a support set $S$ sharing the same label space with the query set. The label space of the training and query set are non-overlapping, i.e., $Y_t \cap Y_q = \emptyset$, where $Y_t$ and $Y_q$ denote the training and query labels, respectively. Thus, given a set of labeled tasks from $D_t$, and a few examples from the support set; the goal is to train a model that can generalize to novel tasks in the query set $D_q$.

Towards this goal, meta-learning with episodic training can be employed. This scheme aims to improve generalization by mimicking the low-data setting encountered in inference by creating balanced episodes. An episode is formed by sampling disjoint data points from the support set consisting a few labeled points, and the query set where labels are used to calculate prediction errors per episode. Moreover, each episode defines an "$N$-way,$k$-shot" task, where $N$ indicates the number of classes per episode, and $k$ is the number of support examples per class.
Prototypical Baselines. In the context of Prototypical networks [43], one aims to construct an embedding space in which points cluster around a single prototype \( \mathbf{p}_k \in \mathbb{R}^Z \) for each class \( k \). Here, the objective is to learn an embedding function \( \mathbf{F}_\theta(x) : x \in \mathbb{R}^{H \times W \times C} \rightarrow \mathbb{R}^Z \) to transform an input into a \( Z \)-dimensional vector. To convey the description of the class as meta-data, the prototype of each class \( \mathbf{p}_k \) is defined as the average of all embedded samples in that class:

\[
\mathbf{p}_k = \frac{1}{|S_k|} \sum_{(x_i, y_i) \sim S_k} \mathbf{F}_\theta(x_i),
\]

where \( S_k \) denotes samples from class \( k \). To obtain the probability distribution over classes for a query sample \( x_q \), the softmax function on distances of the query to the prototypes is employed:

\[
p_\theta(y_i = k|x_q) = \frac{\exp(-d(\mathbf{F}_\theta(x_q), \mathbf{p}_k))}{\sum_{k'} \exp(-d(\mathbf{F}_\theta(x_q), \mathbf{p}_{k'}))},
\]

where \( d(\cdot) \) is a distance function between query and the prototype. Consequently, \( p_\theta(y_i = k|x_q) \) is used to assign the correct class per sampled task, and the model learns to minimize the predictive error on query samples per task.

Though effective in practice, we argue that the prototype embeddings are not ideal to learn a discriminative model. Since every element in \( S_k \) is processed independently in the pooling operation (i.e., via mean), some information regarding interactions between them may be discarded making it difficult for the model to learn robust embeddings. In what follows, we describe how to co-adapt the embeddings via a transformer style set-to-prototype function using self-attention.

3.2. Instance Embedding Adaptation

In order to co-adapt support and query embeddings \( x_s \) and \( x_q \), we introduce an additional step where the initial embeddings are further transformed using self-attention. Here, attention is employed to find the relevant features to attend to in \( x_s \) and \( x_q \) by considering discriminative feature similarity only, and thus enables us to re-weight the features. Formally, let \( z_q = \mathbf{F}_\theta(x_q) \) and \( z_s = \mathbf{F}_\theta(x_s) \) be the initial query and support embeddings after the penultimate layer, each having vector dimension \( m \) i.e., \( z \in \mathbb{R}^m \). Our goal is to obtain adapted embeddings \( z'_q \) and \( z'_s \).

Self-Attention. Following the work of Vaswani et al. [47] and its related extensions presented by Lee et al. [23] for set-based tasks, we employ an attention function \( \varphi(Q, K, V) \) that measures similarity between a query vector \( Q \) with key-value pairs \( K \in \mathbb{R}^{n \times m} \) and \( V \in \mathbb{R}^{n \times m} \) via:

\[
\varphi(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{m}} \right)V.
\]

Concretely, the formulation introduced by Vaswani et al. [47] was extended to a multi-head attention block (MAB) where vectors \( Q, K, V \) are first projected onto \( h \) different dimensional vectors. Here, \( \varphi(Q, K, V) \) then becomes \( \varphi(QW^Q, KW^K, VW^V) \), with each transformation having its own learnable parameters \( W \). In this setting, each \( W \) can be modeled by functions \( f^W_{q,k,v} \) and \( f^W_{q,k,v} \), respectively. Also, an additional function \( f^W_{q}\) takes the output of \( \varphi \) and adds the residual followed by a layer normalization operation. Mathematically,

\[
\varphi' = \varphi(Q, K, V) + Q.
\]

MAB\(_h\) is the output of applying attention on query key-value pairs after individual feature projection using functions \( f^W_{q,k,v} \) along with the concatenation of \( Q \). MAB\(_h\) defines a single attention block \( (h = 1) \) with an optional normalization layer \( \Phi \). It is worth noting that the \( Q \) notation used here is specifically related to features in the MAB\(_h\) module, and should be considered separate from the notion of queries in the few-shot setting.
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Figure 3. Illustration of embedding adaptation. (a) For query features, \( Q = z_q \) and \( K = V = z_s \), while \( \mathbf{p}_k \) and \( \mathbf{p}_q \) are the support and query prototypes obtained via dot product of the average attention scores per-k shot with \( V \); (b) Support features are modified by setting \( Q = z_q \) and \( K = V = z_s \). Finally, \( n \) denotes the number of classes, with \( q \) the number of queries.

Cross-Adaptation with MAB. In the context of this work, to adapt features relative to the other, we consider two as-
pects: (i) support-query, and (ii) query-support, as presented in Fig. 3. For scenario (i), we employ the attention module as $MAB_h(z_s, z_q, z_q)$ (Fig. 3(a)), where support features $z_s$ are considered as the query (Q), and the initial query embeddings $z_q$ are key-value pairs. For (ii), the opposite is applied, i.e. $MAB_h(z_q, z_s, z_s)$ (Fig. 3(b)). Intuitively, this should produce embeddings that are weighted by attention reflecting feature similarity to obtain $z'_s = MAB_h(z_q, z_s, z_s)$, and $z'_q = MAB_h(z_q, z_q, z_q)$, respectively.

To this end, we wish to note that Lee et al. [23] employ Eq. 4 & Eq. 5 by making $Q$ a learnable parameter in order to perform attention-based pooling in set-based tasks. In this work, employing Eq. 4 reveals a ten-way setting for performing attention-based pooling in set-based tasks.

Implementation Details. Following recent works [19, 20, 55], we adopt ResNet12 [16] as the backbone network. The backbone takes images of size $84 \times 84$ as input and produces embeddings $z_{q,s} \in \mathbb{R}^{640}$ after global pooling. We train our model in the ‘5-way 1-shot’ and ‘5-way 5-shot’ setting with standard normalization and augmentation techniques as in prior work [20]. Moreover, our attention block is shared between adaptation steps and only uses a single head $(h=1)$ with dimensions of the fully-connected layers.

4. Experiments

In this section, details on the datasets employed along with implementation settings are presented. We evaluate our proposed method on standard few-shot benchmarks and compare results with recent state-of-the-art methods.

Datasets. To verify the proposed method, we address few-shot classification under two scenarios: generic object recognition and fine-grained image classification. For this purpose, we employ the miniImageNet [8, 36], tieredImageNet [38], CIFAR-FS [5], and CUB-200-2011 [49] datasets.

miniImageNet consists of a subset of 100 object classes from ImageNet [8] with 600 images per class. We follow the setting proposed by Ravi et al. [36] to randomly select 64 base, 16 validation, and 20 novel classes, respectively. tieredImageNet is a larger subset of ImageNet with 351/97/160 sub-classes for training/validation/testing stemming from 20/6/8 super-classes. It is a more challenging dataset as the splits are disjoint in terms of super-classes and requires better generalization. CUB-200-2011 consists of 200 classes with a total of 11,788 images. Following the protocols of Hilliard et al. [17], the dataset is randomly split into 100 base, 50 validation, and 50 novel classes. CIFAR-FS is built upon CIFAR-100 and has 100 classes, each containing 600 images. We use the same split of 64/16/20 as in Bertinetto et al. [5].

Comparison with State-of-the-Art Methods. Tables 1 and 2 compare the proposed method with current state-of-the-art few-shot methods [19, 20, 52, 54, 55]. Our approach shows consistent improvements over several methods in all evaluated settings. Notably, we observe sig-
Table 1. Few-shot classification accuracy on miniImageNet and tieredImageNet in the 5-way k-shot setting (mean accuracy in a ±95% confidence interval is reported).

| Method          | Backbone   | 1-shot | 5-shot | 1-shot | 5-shot |
|-----------------|------------|--------|--------|--------|--------|
| ProtoNet [43]   | ResNet12   | 62.39±0.21 | 80.53±0.14 | 68.23±0.23 | 84.03±0.16 |
| MetaOptNet [24] | ResNet12   | 62.64±0.82 | 76.83±0.46 | 65.99±0.72 | 81.56±0.53 |
| SimpleShot [51] | ResNet18   | 62.85±0.20 | 80.02±0.14 | -         | -        |
| MatchNet [48]   | ResNet12   | 63.08±0.80 | 75.99±0.60 | 68.50±0.92 | 80.60±0.71 |
| RFS-simple [45] | ResNet12   | 62.02±0.63 | 79.64±0.44 | 69.74±0.72 | 84.41±0.55 |
| S2M2 [32]       | ResNet34   | 63.74±0.18 | 79.45±0.12 | -         | -        |
| NegMargin [28]  | ResNet12   | 63.85±0.81 | 81.57±0.56 | -         | -        |
| CTM [26]        | ResNet18   | 64.12±0.82 | 80.51±0.13 | 68.41±0.39 | 84.28±1.73 |
| CAN [19]        | ResNet12   | 63.85±0.48 | 79.44±0.34 | 69.89±0.51 | 84.23±0.37 |
| DeepEMD [55]    | ResNet12   | 65.91±0.82 | 82.41±0.56 | 71.16±0.87 | 86.03±0.58 |
| FEAT* [54]      | ResNet12   | 66.78±0.20 | 82.05±0.14 | 70.80±0.23 | 84.79±0.16 |
| RENet [20]      | ResNet12   | 67.60±0.44 | 82.58±0.30 | 71.61±0.51 | 85.28±0.35 |
| FRN [52]        | ResNet12   | 66.45±0.19 | 82.83±0.13 | 72.06±0.22 | 86.89±0.14 |
| EPNet [39]      | ResNet12   | 66.50±0.89 | 81.06±0.61 | 76.53±0.87 | 87.32±0.64 |
| Dist-Calib [53] | WRN28      | 68.51±0.55 | 82.88±0.42 | 78.19±0.25 | 89.90±0.41 |
| SLK-MS [57]     | ResNet18   | 73.10     | 82.82     | 79.99     | 86.55     |
| EPNet [39]      | WRN28      | 70.74±0.85 | 84.34±0.53 | 78.50±0.91 | 88.36±0.57 |
| SLK-MS [57]     | WRN28      | 75.17     | 84.28     | 81.13     | 87.69     |
| **Ours**        | ResNet12   | **77.56±0.72** | **87.68±0.57** | **77.55±0.74** | **90.73±0.54** |

(a) Results on CUB-200-2011 dataset.

| Method          | Backbone   | 1-shot | 5-shot |
|-----------------|------------|--------|--------|
| Cosine [7]      | ResNet34   | 68.00±0.83 | 84.50±0.51 |
| MatchNet [48]   | ResNet12   | 71.87±0.85 | 85.08±0.57 |
| NegMargin [28]  | ResNet18   | 72.66±0.85 | 89.40±0.43 |
| S2M2 [32]       | ResNet18   | 71.81±0.43 | 86.22±0.53 |
| S2M2 [32]       | ResNet34   | 72.92±0.83 | 86.55±0.51 |
| FEAT* [54]      | ResNet12   | 73.27±0.22 | 85.77±0.14 |
| DeepEMD [55]    | ResNet12   | 75.65±0.83 | 88.69±0.50 |
| ProtoNet [43]   | ResNet12   | 66.09±0.92 | 82.50±0.58 |
| RENet [20]      | ResNet12   | 79.49±0.44 | 91.11±0.24 |
| SLK-MS [57]     | ResNet18   | 81.88     | 88.55     |
| EPNet [39]      | ResNet12   | 82.85±0.81 | 91.32±0.41 |
| FRN [52]        | ResNet12   | **83.55±0.19** | **92.92±0.10** |
| **Ours**        | ResNet12   | **82.95±0.67** | **90.80±0.51** |

(b) Results on CIFAR-FS dataset.

Table 2. Few-shot classification accuracy on CUB-200-2011 and CIFAR-FS in the 5-way k-shot setting (mean accuracy in the ±95% confidence interval). “*” denotes results reproduced by [20].

Table 2 shows significant gains in both 1- and 5-shot settings, highlighting the effectiveness of our approach despite its simplicity. For example, on miniImageNet, our approach shows +3% and +4% gain in 1-shot and 5-shot settings over the best method. We observed similar results on the challenging tieredImageNet with +1% gains, except for CUB where our approach shows results on par with current state-of-the-art methods. While closely related method RENet [20] employs spatial relational learning of query/support features, our technique solely benefits from discriminative co-adaptation to enhance performance. Recent work FRN [52] equally shows competitive performance, however FRN reformulates few-shot classification to leverage reconstruction of related features, and requires a two-stage process with pre-training followed by episodic fine-tuning. In contrast, our approach can be trained end-to-end from scratch with episodic training.

As shown in Table 2, our method is highly competitive to the closely related method FEAT [54]. Note that FEAT is another transfer learning method leveraging self-attention on support samples only, and uses extra regularization terms in the episodic training step. Herein, the results validate our initial hypothesis that discriminative learning alone can still show gains over existing baselines. On the other hand, while our approach does not report the best result on CUB-200, we are on par with the best method FRN and produce the best performance on CIFAR-FS (≈ 5%). In addition, while approaches such as Boosting [13] use self-supervision and auxiliary losses with extra unlabeled samples for semi-supervised few-shot learning, we show that a smaller backbone is still competitive.
5. Ablation Study

In this section, we further validate the proposed method by analyzing the effect of omitting certain components/modules on model performance, and also investigate the challenging cross-domain generalization setting. Moreover, we provide quantitative evaluation on the benefit of the proposed attention strategy in a Prototypical baseline.

5.1. Improved Prototypical Baseline

Table 3 summaries the benefit of employing the proposed attention strategy in a Prototypical baseline.

| Model                  | Backbone | 1-shot | 5-shot |
|------------------------|----------|--------|--------|
| ProtoNet* [43]         | ResNet12 | 51.61±0.44 | 72.28±0.36 |
| ProtoNet** w/ Eq. 6    | ResNet12 | 59.57±0.61 | 84.29±0.40 |

Table 3. Performance comparison of standard ProtoNet baseline and a ProtoNet using self-attention on miniImageNet dataset in the 5-way k-shot scenario. “*”: denotes reproduced results and “**” denotes a model using a non-parametric version of the proposed method following Eq. 6.

In this section, we further validate the proposed method by analyzing the effect of omitting certain components/modules on model performance, and also investigate the challenging cross-domain generalization setting. Moreover, we provide quantitative evaluation on the benefit of the proposed attention strategy in a Prototypical baseline.

5.1. Improved Prototypical Baseline

Table 3 summarizes the benefit of employing the proposed attention strategy in a Prototypical baseline.

| Model                  | Backbone | 1-shot | 5-shot |
|------------------------|----------|--------|--------|
| ProtoNet* [43]         | ResNet12 | 51.61±0.44 | 72.28±0.36 |
| ProtoNet** w/ Eq. 6    | ResNet12 | 59.57±0.61 | 84.29±0.40 |

Table 3. Performance comparison of standard ProtoNet baseline and a ProtoNet using self-attention on miniImageNet dataset in the 5-way k-shot scenario. “*”: denotes reproduced results and “**” denotes a model using a non-parametric version of the proposed method following Eq. 6.

In Table 4, we evaluate on the challenging cross-domain setting of miniImageNet to CUB-200-2011 in the 5-way k-shot scenario. “*”: denotes results reported by [52].

Table 4. Performance comparison in the cross-domain setting: miniImageNet → CUB-200-2011 in the 5-way k-shot scenario. “*”: denotes results reported by [52].

| Model                  | Backbone | 1-shot | 5-shot |
|------------------------|----------|--------|--------|
| Ours                   | ResNet12 | 74.10±0.75 | 86.37±0.60 |

In Table 4, we evaluate on the challenging cross-domain setting of miniImageNet to CUB. Following the splits introduced by Chen et al. [7], we trained our model on miniImageNet only \{base+val+test\}, and meta-test on CUB test split. We report significant improvements over related methods especially in the 1-shot setting. Our intuition is that in the cross-domain setup, cross adaptation of features leads to better generalization by avoiding distracting features via attention.

5.3. Effect of the Self-Attending Modules

| MAB_h | MAB_q | MAB_s | 1-shot | 5-shot |
|--------|--------|--------|--------|--------|
| ✓      | ✕      | ✕      | 56.00±0.79 | 85.10±0.61 |
| ✕      | ✓      | ✕      | 76.33±0.73 | 80.10±0.74 |
| ✕      | ✕      | ✓      | 56.01±0.86 | 79.94±0.72 |
| ✓      | ✓      | ✕      | 77.56±0.72 | 87.68±0.57 |

Table 5. Evaluation on the contribution of attention modules in the proposed method with ResNet12 on miniImageNet. MAB_h denotes using self-attention only on both query and support features i.e., \(z'_q = \text{MAB}_h(z_q, z_s, z_o)\) & \(z'_h = \text{MAB}_h(z_q, z_q, z_o)\). MAB_q implies support adaptation: \(z'_h = \text{MAB}_q(z_q, z_s, z_o)\) whereas MAB_s is query adaptation \(z'_q = \text{MAB}_s(z_q, z_q, z_o)\), respectively.

Here, we evaluate the benefit of co-adapting features in a cross-relational way with the shared attention module MAB_h. Table 5 shows the mean accuracy of decomposing our proposed method to assess the effect of omitting or including one of the components. When self-attention is employed on support samples only i.e., MAB_h, performance drops significantly, especially in the 1-shot setting where results are below existing state-of-the-art baselines as opposed to a higher 5-shot accuracy that may imply sensitivity to the number of samples for prototype generation. Interestingly, adaptation of queries (MAB_q) alone shows consistent results, yet is marginally lower than the proposed method in the 5-shot setting.

Finally, we assess the benefit of using self-attention only similar to FEAT [54]. However, our implementation applies support-support and query-query (MAB_h) only without any adaptation, nor do we employ regularization terms in the learning objective. Our findings suggest that self-attention alone does not improve over the baseline models such as ProtoNet (Table 1), and also suffers in the extreme 1-shot setting.

5.4. Qualitative Results

The effects of cross-adaptation of features via the attention scores per branch are shown in Fig. 4. We randomly sampled a task on miniImageNet and varied the number of query images in the 5-way 5-shot setting i.e., \(\{1, 2, 3\}\) queries with 5 support images, respectively. For (a), the attention score of a single query will have no effect in adaptation, given its a single sample. We observed that our method adds more weight to the most similar support samples, and lowered weights for samples with extremely varied background or color. Moreover in (b), due to the presence of multiple objects at a distance (support image w/ 0.08), less
Figure 4. Illustration of the attention mechanism. (a) Attention scores of our 5-way 5-shot model on the support set using a single query image on a randomly sampled task miniImageNet testing split. (b) Scores for a task with 2-query images each re-weighted relative to the support samples, and (c) shows scores using 3-query images.

Figure 5. TSNE of features. The top row shows base features after global pooling only whereas the bottom shows features after adaptation on miniImageNet w/ a 5-way 5-shot model. (a), (b) and (c) are embeddings of 5, 10 and 20 classes in the test-set. Finally, (d) are embeddings of 30 random classes in the train-set.

Weight was given. Interestingly, the model penalizes the query with a close-up of the wild dog. We observed similar trends as query images increased, as in the case (c); queries with boxes only were weighted equally, whereas the query with the dog was penalized. Given that our method does not explicitly employ visual correspondence to re-weights features, this shows the viability and robustness of our method.

In Fig. 5, we present a visualization of embeddings before and after adaptation. Generally, few-shot models trained episodically can not form accurate clusters of the existing classes due to limited samples in meta-training, unless explicitly enforced. We observed that after applying our strategy on base representations, features were more compact and embeddings were clustered relative to the true class. We owe this to our method adding attention pooled prototypes to the initial features, ensuring either query or support samples are more robust.

Limitations. Our method shows reasonable improvements over recent approaches leveraging instance embeddings only. However, producing interpretable maps that explicitly highlight pixel-level correspondence between images rather than attention scores may be more desirable. Moreover, it may be computationally prohibitive when larger backbones are employed with more heads. Thus, extension of our method to fully-convolutional MAB with spatial features may be interesting, and is left for future research.

6. Conclusion
In this work, we revisited discriminative self-attention for few-shot classification via cross-relational adaptation of support and queries. Our work has shown that attending to features in a single view only may be limited, instead cross-adaptation that attends to relevant features via re-weighting with task prototypes can boost performance and generalize better in the cross-domain setting. We also demonstrate state-of-the-art performance without the requirement of transfer learning.
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