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ABSTRACT
Code clones are pairs of code snippets that implement similar functionality. Clone detection is a fundamental branch of automatic source code comprehension, having many applications in refactoring recommendation, plagiarism detection, and code summarization. A particularly interesting case of clone detection is the detection of semantic clones, i.e., code snippets that have the same functionality but significantly differ in implementation. A promising approach to detecting semantic clones is contrastive learning (CL), a machine learning paradigm popular in computer vision but not yet commonly adopted for code processing.

Our work aims to evaluate the most popular CL algorithms combined with three source code representations on two tasks. The first task is code clone detection, which we evaluate on the POJ-104 dataset containing implementations of 104 algorithms. The second task is plagiarism detection. To evaluate the models on this task, we introduce CodeTransformer, a tool for transforming source code. We use it to create a dataset that mimics plagiarised code based on competitive programming solutions. We trained nine models for both tasks and compared them with six existing approaches, including traditional tools and modern pre-trained neural models. The results of our evaluation show that proposed models perform diversely in each task, however the performance of the graph-based models is generally above the others. Among CL algorithms, SimCLR and SwAV lead to better results, while Moco is the most robust approach. Our code and trained models are available at https://doi.org/10.5281/zenodo.6360627, https://doi.org/10.5281/zenodo.5996345.
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1 INTRODUCTION
An open problem in the software engineering (SE) domain is the building of systems that accurately detect code similarity. Such systems aim to determine whether code snippets solve a similar (or equivalent) problem, even if the snippets’ implementation, language, program input, or output structure are different. Finding similar code fragments confidently turns out to be very useful in various SE tasks, such as refactoring recommendation [4], detection of duplicates [56], bugs [57], vulnerabilities [61], and cross-language code search [8, 63].

An important case of code similarity detection is the detection of code clones, i.e., code snippets with identical functionality. Code clones are commonly divided into four types [52], with Type IV being the hardest to detect. Type I-III clones refer to gradually increasing differences in the implementation (e.g., changed names of tokens, order of operations, insertion of dead code). Meanwhile, code fragments that constitute Type IV clones have completely different implementations, only sharing the functionality. Detection of such clones is hard as it requires algorithms to capture the code’s internal semantics.

Detection of essentially identical objects arises in other domains: for example, in computer vision (CV) to find images of the same object or in natural language processing (NLP) to find texts with the same meaning. Both in these domains and in code clone detection, researchers commonly employ machine learning (ML) techniques to identify such objects. In particular, the application of contrastive learning (CL) approaches is of great interest as in this task it shows superior results compared to other ML approaches [11–13, 20, 46, 58].

Previous works that studied applications of CL approaches for the code clone detection task focused only on one classical contrastive learning method each [26, 59]. Given the recent progress in the contrastive learning methods in CV and NLP, there is a need to evaluate modern CL approaches on the clone detection task. Additionally, an important choice one should make when applying contrastive learning to code is how to represent code snippets before passing them to an ML model: as text [18, 26], as an abstract syntax tree [3, 8], as a more complex graph structure [61], or use a custom representation [62]. Thus, an evaluation should not only compare CL approaches, but also combinations of contrastive learning methods and code representations.
With this work, we evaluate combinations of three widely adopted contrastive learning methods and three code representations on the code clone detection task. We use two datasets of C/C++ code: POJ-104 [39] that contains algorithms implemented by different programmers and a dataset of solutions to competitive programming problems. We also present a tool called CodeTransformator which we use to augment the latter dataset by transforming code snippets into functionally equivalent ones. We compare the studied models with multiple baselines, both ML-based and traditional (non-ML) token-based ones.

The results we obtain partially agree with the conclusions drawn in the research done by Han et al. [22]. The evaluation results show that models utilizing graph representation of code are generally more accurate than models that treat code as raw text only. Another interesting finding is that Transformer-based models are much more sensitive to the choice of hyperparameters than other models we experiment with. Overall, we develop and make publicly available a unified, extensible framework for enabling easy side-by-side comparison of various encoders and contrastive learning algorithms on the code clone detection task.

The contributions of this work are:

- Comparison of multiple contrastive learning approaches, namely Moco [12], SimCLR [11], and SwAV [9], combined with three different code representations on two datasets for the code clone detection task.
- CodeTransformator, an extensible open-source tool for augmenting datasets for the plagiarism detection task by applying functionality-preserving transformations.
- An open-source framework that enables comparison of CL approaches powered by different code representations.

The rest of this paper is organized as follows. Section 2 describes the concept of contrastive learning and presents CL algorithms and code representation models that we evaluate in this work. Section 3 describes the experimental setup: tasks, datasets, and metrics that we use. In Section 4 we present implementation details of the framework we developed to compare the models, as well as model configurations that we use in each experiment. In Section 5 we discuss the evaluation results. Section 6 summarizes the related studies and compares them to our work. Finally, in Section 7 we conclude and outline possible directions for the future work.

## 2 CONTRASTIVE LEARNING APPROACH

Contrastive learning (CL) is a machine learning paradigm used to train models to identify similar and distinguish dissimilar objects. CL has demonstrated impressive progress in self-supervised learning for various domains, such as CV, NLP, graph representation learning, and audio processing [31]. In this paradigm, the model is trained to produce embeddings (i.e., numerical vectors) for objects such that similar objects will have close embeddings and different objects, respectively, will have distinctive ones. Therefore, the idea of applying this approach to code clone detection task seems natural. In the end, similar programs will have close embeddings, so the decision whether two programs are clones or not is determined by the distance between two vectors.

Driven by the rapid development of deep learning, the number of contrastive learning algorithms has grown substantially in recent years. In this work, we focus on the three most successful and popular CL algorithms that have shown good results in recent works [31] and explore their core differences.

Driven by the rapid development of deep learning, the number of contrastive learning algorithms has grown substantially in recent years. In this work, we focus on the three most successful and popular CL algorithms that have shown good results in recent works [31] and explore their core differences.

Figure 1 shows the common pipeline of a CL algorithm. That is, given two different objects \( o \) and \( o' \), we pass them into an encoder model \( f \) and obtain their embeddings \( q \) and \( k \). We further pass these embeddings into a special projector model \( g \) which is specific for each CL algorithm. In a simple case, \( g \) can be an identical function, i.e., just pass \( q \) and \( k \) onwards. After the transformation by the projector, we receive vectors \( q' \) and \( k' \). Based on the transformed vectors, we compute the loss function (e.g., Noise Contrastive Estimation loss [21]) that is optimized during the training stage. As in other deep learning approaches, we update model parameters through the backpropagation algorithm to optimize the loss function.

Thus, for training, we need pairs of two objects: a target object \( o \) and a reference object \( o' \). During the training process, we alternately choose \( o' \) to be either a positive or a negative example, i.e., to be equivalent or distinct to \( o \), respectively. The choice of both positive and negative examples is very important to train a robust model. The more diverse and complex training pairs are, the more robust model we get after training.

In order to make a prediction with a trained model, we use the encoder model \( f \) to build embeddings of target objects and then compute the distance between embeddings to determine whether the respective objects are clones or not. Thus, we use projector model \( g \) only during the training phase in order to improve the performance and convergence of CL algorithms.

## 2.1 Contrastive Learning Algorithms

In this work, we focus on three CL algorithms that recently proved to be useful in the CV and NLP domains.

### 2.1.1 Simple Framework for Contrastive Learning of Visual Representations (SimCLR) [11]

SimCLR is a fairly simple yet effective CL approach that combines a number of ideas proposed in earlier works. Figure 2 presents the overview of this algorithm. A distinctive feature of SimCLR is the usage of a projector model \( g \) represented by a multilayer perceptron. The projector allows to separate the embeddings learned by the model to solve the optimization problem (minimizing the loss function) from the embedding generated by the encoder model.
To collect negative examples, SimCLR uses the following mechanism. Given a batch of clone pairs \( \{(o_i; p_i)\}_{i=1}^B \), where \( p_i \) is an object similar to \( o_i \) (i.e., a positive example), SimCLR considers other target objects \( \{o_j\}_{j \neq i} \) to be negative examples for the given one \( o_j \). This way, the algorithm makes an assumption that all the target objects \( o_j \) in the batch are dissimilar.

2.1.2 Momentum Contrast for Unsupervised Visual Representation Learning (Moco) [12]. Moco is another popular approach to train encoder networks in the CL paradigm. Similar to SimCLR, Moco was originally developed in the computer vision domain. However, it has already shown good results when applied to source code [26]. Figure 3 shows the overview of the Moco approach.

The second distinguishing feature of Moco is the way it operates. To collect negative examples, Moco uses embeddings of objects from previous steps that are stored in a queue. At the end of each training step, Moco adds vector representations \( \{q_i\}_{i=1}^B \), where \( B \) is the batch size, to the end of the queue.

The second distinguishing feature of Moco is the way it operates with embeddings. This approach uses the same architectures \( f \) and \( g \) for building embeddings \( k \) and \( k' \) respectively, but at each step it updates their parameters using the momentum, which is essentially a moving average:

\[
\begin{align*}
    f_k &= m \cdot f_k + (1 - m) \cdot f_0, \\
    g_k &= m \cdot g_k + (1 - m) \cdot g_0,
\end{align*}
\]

where \( m \in [0, 1) \) is a hyperparameter of the model. Backpropagation is only used to update the models \( f_0 \) and \( g_0 \), which are the models for processing target objects. This way, \( f_k \) and \( g_k \) only approximate the parameters of the main models. Therefore, embeddings of reference objects are slightly different from the embedding of the target object, making the model more robust to changes in the reference objects.

2.1.3 Swapping Assignments between multiple Views (SwAV) [9]. SwAV reformulates the representation extraction task as online clustering. Figure 4 shows an overview of the SwAV approach.

All in all, there are many possible approaches to train object representations in the contrastive learning paradigm. They differ in the way of collecting negative examples, processing intermediate embeddings, and choosing loss functions. Existing works that applied CL in the SE did not compare different CL approaches and rather focused on a single algorithm each. Thus, it remains an open question which CL approaches are more suitable for SE tasks. In this work, we study the code clone detection task.

2.2 Representation of Source Code in Neural Networks

The first step of contrastive learning algorithms is the transformation of objects into numerical vectors, or embeddings. This transformation is usually done using a neural network. For the code clone detection task, the objects are snippets of source code: functions, classes, or even complete files.

In order to transform source code into an embedding, we need to represent the code fragment in a way suitable for a neural network. These representations differ in the way they treat code: as plain text, as an abstract syntax tree (AST), or as a more complex graph structure. Depending on the representation, types of neural networks that we can use also vary. In the rest of this subsection we describe different kinds of code representations and models that we will use with them.

2.2.1 Text-based Representation of Code, BERT. Raw text is a natural representation of source code. It was originally used in most of the early works on program analysis and still remains popular as it allows direct application of methods from the NLP domain while being rather easy to use [2, 18, 26, 53]. Figure 5a shows an example of a code snippet. In text representation, we split the snippet into tokens, and treat tokens as if they were words in a text written in natural language.

We use BERT [15] as an encoder model that works with text representation of code. BERT is a Transformer [54] model that achieves results close to state of the art across a variety of NLP
Figure 5: An example of a code snippet and more complex representations build from it.
Table 1: Statistics for the POJ-104 and CODEFORCES datasets.

| Dataset       | Train Samples | Classes | Test Samples | Classes | Val Samples | Classes |
|---------------|---------------|---------|--------------|---------|-------------|---------|
| POJ-104       | 31,000        | 65      | 10,000       | 23      | 11,000      | 25      |
| CODEFORCES    | 227,833       | 55,473  | 88,128       | 21,070  | 56,482      | 13,493  |

**Dataset.** We use one of the most popular datasets in the clone detection field, POJ-104 [39], which was previously used in many clone detection studies [8, 59]. POJ-104 consists of 104 different algorithms (e.g., sorting or string matching algorithms) written in C by the users of the LeetCode\(^3\) platform. There are 500 files per each of the 104 algorithms, which results in a total dataset size of 52,000 files. We consider all the implementations of the same algorithm to be clones. We split the dataset into training, validation, and testing sets by classes (i.e., implemented algorithms do not overlap between training/validation/testing sets) in the proportion of 60 : 20 : 20. Table 1 summarizes the dataset’s statistics.

**Metrics.** A common way to measure models’ performance in clone detection task is to use F-score [55, 60]. However, this metric has its problems: it does not consider any ordering of the result, and in a real-world setting it requires tuning the threshold, which is highly sensitive to each particular dataset [45]. Due to this fact, instead of tuning thresholds for F-score, we considered F-score@$R$ that calculates F-score but using only $R$ most relevant samples for each given query. Although such metric handles problem with threshold selection, F-score@$R$ still does not take into account any ordering. To address this problem we also considered Mean Average Precision at $R$ (MAP@$R$). MAP@$R$ was initially introduced for recommendation tasks [40] and is now commonly employed in the clone detection setting [59]. MAP@$R$ measures how accurately a model can retrieve a relevant object from a dataset given a query. It is defined as the mean of average precision scores, each evaluated for retrieving $R$ samples most similar to the query. In our setting, the query set contains all programs from the testing set. We set $R$ to be equal to the number of other programs implementing the same algorithm as a given query program. That is, in POJ-104 $R$ equals 500 since each file in this dataset has 500 clones, including the file itself.

### 3.2 Plagiarism Detection

**Task description.** The main objective of this task is to identify whether two snippets of code are the plagiarized copies of each other. In other words, the objective is to train a model to be invariant to the transformations of source code, introduced by plagiarism. A decent solution to this task could be applied in the educational settings to fight cheating.

To obtain a dataset for this task, we designed and implemented a tool CodeTransformer which augments the existing dataset with code files that mimic plagiarism. This choice was made due to the origin of the problem itself: it is very hard to create a manually labeled dataset for plagiarism detection. When manually collecting such a dataset, positive labels would only correspond to examples when an assessor detected cheating, and therefore, all successful plagiarism attempts would be marked as original code. To deal with it, we use synthetically generated plagiarism examples. This way, for all pairs of code samples, we know whether they should be classified as clones or not.

**CodeTransformer.** There were several previous attempts to augment source code by introducing transformations [10, 16, 26, 44]. Tools that introduce code transformations heavily rely on the syntax of the particular programming language, and therefore, cannot be reused with other languages. For example, the tool developed by Jain et al. [26] implements transformations only for JavaScript.

Quiring et al. [44] created a tool for code transformation that targeted C and C++ languages, which is suitable for our needs. Despite our best efforts, we were unable to reuse it due to the multiple issues we faced when building the project. However, the set of transformations performed by this tool is very useful. For these reasons, we decided to develop an easy-to-use and extensible tool of our own.

In CodeTransformer [5], we implement nine different code transformations, they are presented in Table 2. In addition to the transformations already proposed in literature, which we filtered to be suitable for the plagiarism detection task, we also added new transformations, which were suggested to us by experts in competitive programming and teaching, who have extensive experience in reading students’ code and encountered the most popular patterns for cheating.

Table 2: List of implemented transformations in CodeTransformer.

| Transformations |
|-----------------|
| 1. Add, remove comments |
| 2. Rename variables |
| 3. Rename functions |
| 4. Swap if and else blocks and change the corresponding if condition |
| 5. Rearrange function declarations |
| 6. Replace for with while |
| 7. Replace while with for |
| 8. Replace printf with std::cout |
| 9. Expand macros |

We implemented CodeTransformer in C++ using Clang/L-LVM’s Tooling library (libTooling) — a set of libraries for traversing, analyzing and modifying ASTs of programs written in C/C++. While developing the tool, we aimed to make CodeTransformer easily extensible with new transformations. As a result, to add a new transformation one needs to implement just a few interfaces without diving deep into the parser’s API. The tool uses multiprocessing to achieve better performance while working with a large

---

\(^3\)https://leetcode.com
number of code snippets. To make the tool easily reusable by other researchers and practitioners, we provide a Docker container that already contains all necessary dependencies.

In order to apply CodeTransformator for their task, the user should define a configuration through a YAML file. The configuration includes the number of augmented files for each source file, the list of transformations, and the probability of applying them to code. Thus, for each file, CodeTransformator applies the listed transformations with a certain probability. Figure 6 shows an example of augmented code. In this work, we apply all nine transformations with an equal probability of 0.3, which leads us to an average of three transformations per file. For each file, we create four augmented versions of it. The number of augmented files is a trade-off between the dataset’s diversity and its size. Thus, the dataset contains five copies of each file – the original one and four augmentations – which are considered pairwise clones.

Dataset. In the scope of this research, we employ a dataset of solutions to competitive programming problems hosted on Codeforces, a platform for coding competitions. All the solutions in this dataset are written in C/C++. We augment the dataset by using CodeTransformator. The final dataset consists on average of 4 plagiarised snippets per each solution from the original Codeforces dataset. We split the dataset into training, validation, and testing sets in the proportion of 60 : 20 : 20. Table 1 summarizes the datasets we use in this work.

Metrics. Similar to the clone detection setting, we evaluate the trained models using F1@R and MAP@R. In the plagiarism detection task with Codeforces we chose R to be equal to 5 since each file from the original Codeforces dataset on average has 4 plagiarised copies in the final dataset.

Negative samples in CL. SimCLR and Moco, unlike SwAV, require negative examples (pairs of varying code snippets) along with the positive ones (pairs of clones). The original implementations of SimCLR and Moco assume the elements of a training batch to be augmented versions of different origins. However, this assumption may be violated in the plagiarism detection task since the model may receive a batch containing multiple plagiarised copies of the same original code snippet. To deal with this problem, a common approach is to embed the information about intra-batch clones into the loss function. Generalized versions of SimCLR and Moco, which take this aspect into account, are called SupCon [28] and UniMoco [14], respectively. We use them in our experiments with SimCLR and Moco.

3.3 Baselines

We compare our models with several baselines, including a non-ML approach Simian,4 CCAligner [55], JPlag [43], and modern ML-based approaches Infercode [8] and Trans-Coder [30].

Simian is a commonly used baseline in the code clone detection task, which can handle various programming languages, and showed good results when dealing with Type I-III clones [51]. Simian is a token-based tool, which finds clones ignoring less relevant information (e.g., whitespaces, comments, imports). For Simian, we use default hyperparameters and measure the similarity of two programs as a number of lines marked similar by Simian.

4https://www.harukizaemon.com/simian/
We propose a unified, modular, and extensible open-source framework with a CL approach.

Another non-ML approach that we considered is CCAligner [55]. It utilizes edit distance to calculate a similarity score for code fragments. While performing generally good with Type I-III code clones, CCAligner dominates in detecting clones that strongly differ in size. However, CCAligner is only capable of working with C and Java, which prevents this tool from being used on C++ dataset generated with CodeTransformator for the Plagiarism Detection task. In our experiments, we used the tool with its default parameters.

InferCode [8] is an ML-based approach, based on a novel pre-training method that does not require any labeled data. In InferCode, the authors utilize code’s AST and train the model to find subtrees of the given tree. This model has shown impressive results in various SE tasks, including clone detection and method name prediction. We extracted embeddings from the final layer of the InferCode network. We use cosine similarity of the embeddings as a measure of similarity of two programs.

The final architecture which we use as a baseline is TransCoder [30]. Trans-Coder is a Transformer-based model initially designed for the code translation task. Trans-Coder represents the class of models that produce meaningful embeddings of source code because they were pre-trained on a large dataset. The pre-training task of Trans-Coder is code translation, which requires the model to understand the underlying functionality of the program. In this regard, we expect Trans-Coder to show high results in the clone search task as well. As with the InferCode, we extract embeddings from Trans-Coder from its final layer and measure the similarity between code snippets as cosine similarity of their embeddings.

4 IMPLEMENTATION DETAILS

4.1 Contrastive framework

We propose a unified, modular, and extensible open-source framework [6] to train and evaluate models in clone detection tasks. Our framework is implemented with PyTorch [42]. Figure 7 presents an overview of the framework. It consists of three core components: (1) building representations of source code, (2) encoding the representation via trainable encoder networks, and (3) training models with a CL approach.

We make an effort to design the framework to be extensible and reusable. It allows users to experiment with their own code representations, encoder architectures, CL approaches, and datasets for the clone detection task. In order to change any step of the pipeline, the user needs to implement a single Python interface. Moreover, we provide an interface to integrate embeddings from pre-trained code comprehension models, allowing researchers and practitioners to benchmark the performance of such embeddings in the clone detection task. The framework already contains all the approaches we describe in this work, which can make it a strong basis for future research on clone detection.

4.2 Model configurations

In this subsection we discuss the choice of models’ parameters and tools that we use for code processing.

Hyperparameters in machine learning are non-trainable parameters that are usually fixed before training the model. Since it is impossible to optimize these parameters during training, their values should either be pre-selected manually or be tuned based on the validation set. In our experiments, we have three sets of hyperparameters which we have to tune: hyperparameters of the CL approaches, of the encoder models, and general training parameters.

4.2.1 CL hyperparameters. Table 3 shows core hyperparameters of the CL approaches. We aim to use default hyperparameters from the original implementations of the respective CL algorithms, but alter them in order to ensure that each model fits on a single Nvidia T4 GPU. For Moco, we reduce the number of negative samples \( M \) to 15,360. For SwAV, we choose the number of prototypes \( L \) to be 100 for POJ-104 since in this task we have only 104 different classes of algorithms, and 1,000 for Codeforces.

4.2.2 Encoder configurations. To extract representations of source code, we employ widely adopted tools, which were previously used in ML and SE domains. We select hyperparameters of encoders in such a way that the models have approximately equal capacities (i.e., numbers of parameters), and can be trained on a single Nvidia T4 GPU. Additionally, we choose the size of embeddings to be 128 for all models. Next, we describe the details of preprocessing data for each encoder along with their configurations.

Text-based representation, BERT. We tokenize the source code using the publicly available tool YouTokenToMe.5 Dictionary generation is done using Byte Pair Encoding [50]. We crop the input sequence to the maximum length of 386 tokens since BERT has a quadratic memory footprint with respect to the input sequence length. The BERT encoder has 8 heads and 4 layers with the dimension of the feed-forward part equal to 1,024.

AST-based representation of code, code2seq. We obtain path-based representation of code using the ASTMiner6 [29] tool. The encoder we use is essentially a code2seq path encoder, equipped with a 2-layer perceptron classifier for path aggregation. We refer to this encoder as code2class. For the path encoder, we use default parameters from the original implementation [3].

Graph-based representation of code, DeeperGCN. We build AST, CFG, and PDG from code snippets using Joern7 [48], an open-source tool for C/C++ source code analysis. The encoder is a 6-layer DeeperGCN network with default hyperparameters.

4.2.3 Training details. In our experiments, we observe that some models are extremely sensitive to the learning rate. In this regard, we conduct a grid search [34] for them in each experiment. We search for learning rates among the values of \( \{10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}\} \). Table 5 presents the best values we obtained for all the models.

For all our experiments, we use a fixed batch size \( N \) equal to 80. Since in most CL approaches the number of negative examples is proportional to the batch size, we choose the batch size as big as

---

5 https://github.com/VKCOM/YouTokenToMe
6 https://github.com/VKCOM/YouTokenToMe
7 https://joern.io
possible to fit the computational resources we use. We select the best model using the validation set and then apply it to the testing set in order to compare the models’ quality.

4.3 Plagiarism Detection

According to prior research, selection of negative examples plays an important role in the convergence of CL approaches [47]. Indeed, with our first series of experiments on the CodeForces dataset, we observed that the models rapidly overfitted on the training data, i.e., showed high scores on the training set but demonstrated much worse performance on the validation set. We attribute this result to the fact that the models received solutions of different problems as input, which caused them to learn to distinguish the functionality of code fragments instead of solving the plagiarism detection task. Due to this fact, we enforce batches in the experiments on the CodeForces dataset to consist of solutions to the same problem. This issue does not apply to the POJ-104 dataset, as in this case we consider all solutions to the same problem to be clones.

5 EVALUATION RESULTS

We trained all the models and performed the hyperparameter search on a single Nvidia Tesla T4 GPU. Table 6 presents the results of the models’ evaluation on the testing parts of both POJ-104 and CodeForces datasets. In both experiments, all CL algorithms showed the best results when used with the DeeperGCN model. It suggests that information contained in the graph representation of code turns out to be very useful when solving the clone detection problem.

The BERT and code2class models demonstrate worse performance with a significant margin. Notably, the BERT model did not converge at all in three out of six experiments, even though we performed a grid search to identify the suitable learning rate.

5.1 BERT Convergence

Three out of six experiments we performed with the BERT model did not converge at all. It means that the optimization procedure did not find model parameters that would allow the model to extract embeddings which are similar for the semantically equivalent code snippets. For Moco, even though we got adequate results for both datasets, only specific learning rate values led to the optimization convergence. For SwAV on both datasets and for SimCLR on CodeForces, all the learning rate values led to convergence failure. Based on the experiments that produced more adequate results, we draw the conclusion that the usage of BERT in a contrastive learning framework is very sensitive to the choice of hyperparameters.
Another conclusion that can be drawn from the experiments conducted with the BERT encoder and Moco is that Moco is way more robust than other CL algorithms. According to Liu et al. [36], using large batch sizes during training usually positively affects the BERT model. Since Moco utilizes a queue of previously processed code snippets to treat them as negative examples, the number of samples processed by the model at each training step is several times higher than that for SimCLR.

5.2 Clone Detection Task

In the clone detection task with the POJ-104 dataset, we obtain the best results when using DeeperGCN paired with SimCLR and SwAV, while code2class and BERT showed nearly identical (and substantially lower) scores. It can be attributed to the fact that DeeperGCN works with a richer representation of code, which by design contains more information. Notably, as we want to analyze the underlying semantics of the program, graph-based models are more resistant to changes in code, as long as these changes do not break the code semantics: e.g., renaming, reordering of operations.

Out of the three studied CL algorithms, SimCLR performed best with BERT and GCN or on par with other CL methods with code2class. The superior performance of SimCLR and SwAV can be attributed to the fact that these CL approaches, in contrast to Moco, encode both objects with a shared network. In this regard, the encoder model receives updates from each element of the batch. On the other hand, such training scheme has proven to be less stable in experiments with BERT, which has a larger number of parameters.

As expected, Simian and CCAligner failed to achieve good quality when detecting Type-IV clones. Both approaches measure similarity between files based on their tokens, and for different programs implementing the same algorithm in the POJ-104 dataset, the overlap of tokens (even computed with some heuristics) can be extremely small. However, another classical approach, JPlag, surpassed others, indicating that token unification is the most accurate approach in detecting Type-IV clones among the token-based tools we compared.

Interestingly, the embeddings learned by Trans-Coder in code-to-code translation tasks turned out to be nearly as useful in clone detection tasks as the ones learned in the CL setting. It shows that pre-training with the task of code translation indeed produces models that can successfully extract the underlying functionality of source code.

In contrast, InferCode showed unexpectedly low results, which can be attributed to the fact that the pre-training objective of InferCode made it robust only to minor transformations of code. However, it is still challenging for the model to find similarities among the significantly different programs from POJ-104.

5.3 Plagiarism Detection Task

The Codeforces dataset that we used for the plagiarism detection task considers code snippets to be clones when one of them was made from another with a number of pre-defined transformations (see Table 2). Thus, in order to be considered clones in this dataset, pairs of code snippets should not only be functionally equivalent (as regular Type-IV clones) but also share more code-level similarities. This difference impacts the results significantly compared to the POJ-104 dataset.

| Model              | POJ-104, MAP@500 | POJ-104, F1@500 | Codeforces, MAP@5 | Codeforces, F1@5 |
|--------------------|------------------|-----------------|------------------|------------------|
| CCAligner          | 3.35             | 7.81            | –                | –                |
| Simian             | 0.6              | 3.16            | 32.59            | 40.69            |
| JPlag              | 12.09            | 18.82           | 38.88            | 46.58            |
| InferCode          | 16.25            | 27.87           | 43.01            | 44.50            |
| Trans-Coder C++ to Python | 48.39 | 55.54            | 42.43            | 43.64            |
| Trans-Coder C++ to Java | 49.39 | 56.41            | 42.68            | 43.91            |

Table 6: Experiment results for all the studied models on two datasets: POJ-104 and Codeforces. The values are MAP@R and F1@R, with R being 500 for the POJ-104 dataset and 5 for the Codeforces one.
Similar to the previous experiment with POJ-104, DeeperGCN performs best with all the CL algorithms. When detecting plagiarism, the gap in quality between graph-based models and other approaches becomes even more significant compared to the clone detection case. As with clone detection, graph representation turns out to be the most robust to variations in the implementation, as it pays more attention to the internal structure of the solution, which is harder to change.

BERT successfully converged only in combination with the Moco approach. However, in this case, it achieved decent results, outperforming all other approaches except for graph-based models. Poor performance of the BERT encoder coupled with SimCLR and SwAV again supports the hypothesis that the momentum encoding scheme is more robust in terms of huge models.

In contrast to the clone detection case, the approaches based on the code2class encoder perform significantly worse than the other. In order to represent a code fragment, code2class samples a fixed number of paths from the AST. When the code fragment is large (and in this experiment, the model takes a whole program as input), a particular choice of sampled paths strongly influences the prediction. Even for the nearly identical files, if the sampled sets of paths significantly differ, the model might fail to identify the similarity. A possible way to mitigate this issue is the development of better techniques for choosing which paths to sample from the syntax tree.

As the plagiarism detection task required models to identify transformed files, Simian, JPAlign, and InferCode significantly improved their performance compared to the code clone detection. We attribute this to the fact that in this setting code snippets considered to be clones share more textual similarities than in the previous setting.

In contrast to other approaches, the performance of Trans-Coder models dropped compared to the POJ-104 dataset. Since we used embeddings produced by these models without any fine-tuning for the specific task, these models continued to consider files that they believed shared the same functionality to be clones. However, for the plagiarism detection task, the models had to take into account the implementation-level similarity, as we considered only the transformed snippets to be clones.

Overall, as expected, ML-based models significantly outperformed token-based Simian, CCAligner, and JPlag in both tasks. The pre-trained Trans-Coder have indeed learned meaningful features from the code translation task and achieved results comparable to the models trained in the CL paradigm. In both clone and plagiarism detection tasks, graph-based representations led to the best performance. In terms of contrastive learning approaches, we conclude that SimCLR and SwAV performed on par or even better than Moco. This result can be attributed to the fact that the encoder in SimCLR and SwAV receives more information during training than the encoder in Moco due to the fact that the latter one uses only a single encoder. However, Moco shows to be more robust combined with BERT and even outperforms the pre-trained Trans-Coder in the plagiarism detection task.

6 RELATED WORK

Searching for code clones is an important yet not fully solved task in the Software Engineering domain. According to the survey by Ain et al. [1], there are plenty of different approaches to detecting code clones that differ in the way the code is processed, in target languages, or supported platforms. While approaches targeting Type I-III clones show decent performance, the detection of Type IV clones turns out to be still very difficult for most of the models.

The existing works on the detection of Type IV clones commonly used machine learning techniques [8, 26, 33, 35, 56, 59]. These works differ in two major ways: by the ML approaches they use and by the way they extract information from source code.

From the perspective of ML approaches, in our work we mainly focus on the contrastive learning paradigm for training the models. In recent years, contrastive learning proved to be useful in detecting similar objects in both computer vision and natural language processing [11–13, 20, 46, 58]. Driven by this success, CL approaches already found application in the task of clone detection in program code [26, 41, 56, 59].

The study by Jain et al. [26] focused on different types of model pre-training on source code, while studying a single contrastive learning algorithm. Ye et al. presented another CL approach to clone detection [59]. The authors introduced CASS, a new graph representation of code, and showed that enriching AST with additional edges leads to a significant performance improvement in the clone detection task. However, the CL algorithm utilized in this work was previously outperformed by several modern approaches [27]. A recent comparative study of code representations assessed eight ML models, including text-based and AST-based ones on several tasks, including code clone detection [22]. However, the authors trained the models to solve a classification task rather than using a contrastive learning paradigm.

In contrast to the described studies, we compare multiple modern contrastive learning algorithms between themselves, as well as with solutions that do not involve contrastive learning: Simian, InferCode [8], and Trans-Coder [30].

From the perspective of code representations, we explore which representations work better for encoders in CL methods. In previous works on code clone detection, researchers represented code as a sequence of tokens [18, 26], as Abstract Syntax Trees and its derivatives [3, 8], and as more complex graph structures such as CFG and PDG [7, 17, 59]. Following these works, as encoders we selected three models that represent code differently: BERT [15], code2seq [3], and DeeperGCN [32].

7 CONCLUSION

With this work, we present a comprehensive study of modern contrastive learning approaches in combination with different source code representations and encoder models in the setting of the code clone detection task. We demonstrate that graph-based models indeed show better results than text-based models. Moreover, we show that the SimCLR and SwAV contrastive approaches can achieve higher scores, while Moco is generally more robust. Finally, we demonstrate that for the code clone detection task, the embeddings learned within various pre-training objectives (e.g., AST subtree prediction or code translation) can serve as a strong
baseline, even compared with the models trained in a supervised manner. We introduce a novel tool called CodeTransformer for augmentation of source code. In CodeTransformer, we implemented nine source code transformations, simulating plagiarism. We designed the tool to be extensible and easy to use. In addition, we propose a highly extensible framework for training and evaluation of ML models for the clone detection task. We believe that the tool and the framework developed in the scope of this work can serve as a basis for future development in the clone detection field. To this end, we make all the code, tools, datasets, and trained models publicly available.

We make both the evaluation framework and CodeTransformer publicly available [5, 6]. We will also make all the datasets we used public upon the paper acceptance. We believe that these artifacts will serve as a basis for future development in the clone detection task. Possible future work includes the reuse of the embeddings learned in the contrastive learning paradigm for other tasks, e.g., refactoring recommendation or documentation generation, adding new code transformations for more robust plagiarism detection, and extension of new code to other programming languages.
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