Specific Conformational States of Ras GTPase upon Effector Binding
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ABSTRACT: To uncover the structural and dynamical determinants involved in the highly specific binding of Ras GTPase to its effectors, the conformational states of Ras in uncomplexed form and complexed to the downstream effectors Byr2, PI3Kγ, PLCε, and RalGDS were investigated using molecular dynamics and cross-comparison of the trajectories. The subtle changes in the dynamics and conformations of Ras upon effector binding require an analysis that targets local changes independent of global motions. Using a structural alphabet, a computational procedure is proposed to quantify local conformational changes. Positions detected by this approach were characterized as either specific for a particular effector, specific for an effector domain type, or as effector unspecific. A set of nine structurally connected residues (Ras residues 5–8, 32–35, 39–42, 55–59, 73–78, and 161–165), which link the effector binding site to the distant C-terminus, changed dynamics upon effector binding, indicating a potential effector-unspecific signaling route within the Ras structure. Additional conformational changes were detected along the N-terminus of the central β-sheet. Besides the Ras residues at the effector interface (e.g., D33, E37, D38, and Y40), which adopt effector-specific local conformations, the binding signal propagates from the interface to distant hot-spot residues, in particular to Y5 and D57. The results of this study reveal possible conformational mechanisms for the stabilization of the active state of Ras upon downstream effector binding and for the structural determinants responsible for effector specificity.

INTRODUCTION

Ras proteins are guanosine nucleotide-dependent molecular switches that act at the inner surface of cell membranes to control signaling pathways involved in cell proliferation, growth, and development. Activating mutations of Ras genes are common in tumor development and cancer.3 Ras GTPase binds to several downstream effectors, and its key role in the activation of multiple important biological pathways in the cell requires a tight regulation of its activity. The biological activity of Ras is controlled by a GDP/GTP cycle that modulates the conformation of Ras and thereby its affinity for downstream effectors. Ras proteins cycle between a GDP-bound and a GTP-bound form. The GTP-bound Ras is an inactive conformation incapable of effector binding. The GTP-bound form exists in a conformational equilibrium between state2 and state1. State2 is the active form that is able to execute downstream signaling through direct interaction with its effectors such as phosphoinositide 3-kinases (PI3Kγ), Byr2, Rab guanine nucleotide dissociation stimulator (RalGDS), and phospholipase Cε (PLCε).2 While state1 displays a 20-fold lower affinity for effectors than state2.3 Structurally, Ras GDP-bound and GDP-bound state1 share similar differences to the active Ras GTP-bound state.4 Ras GTP-bound state2 corresponds to a closed conformation in which the two functional loops switch I (SI) and switch II (SII) interact with the γ-phosphate (γ-P) of GTP. In the GDP-bound and GTP-bound state1 forms, Ras adopts an open conformation marked by a detachment of SI from the guanosine nucleotide, leading to an increased flexibility of SI and SII.4 The conformational changes of the switch regions in the GDP/GTP transition are characterized by correlated motions between elements of the N-terminal nucleotide-binding subdomain and C-terminal subdomain.5 These changes play a role in the nucleotide-dependent orientation of the catalytic domain of Ras relative to the membrane, which has been shown to critically affect effector binding.6 In the active closed conformation, the catalytic domain is stabilized in an orientation that facilitates effector binding to SI.7,8

Active Ras binds specifically to a range of downstream effectors. Although all known downstream effectors of Ras share a common ubiquitin-like binding domain (classified as Ras Binding (RB) or Ras Association (RA) domains9), not all ubiquitin-like domains interact with Ras GTPases. Contrarily, Ras discriminates even between various isoforms of its effectors.10 A set of positively charged residues at the surface of true RA/RB domains has been shown to be required for Ras binding.11,12 Mutation analyses have revealed single point mutations within the effector binding region of Ras (residues 32–40) that can selectively affect effector interactions.10,13
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Furthermore, it has been demonstrated that two point mutations suffice to produce switch-of-function mutants between different branches of the Ras superfamily. One of these point mutations is distant from the effector binding surface, which suggests an allosteric control of selective effector binding. Also dynamics trajectories of free Ras and Ras bound to Raf highlighted changes in the mobility of regions far from the binding interface, but it is not clear whether these changes in Ras dynamics are common to all effectors or are effector-specific. Thermodynamic analyses confirmed significant free energy contributions from residues that are distant from the complex-specific. The comparison of structurally resolved Ras-effector complex structures shows a close structural similarity: formation of an antiparallel β-sheet between β2 of the effector binding domain and β2 of Ras, which induces minor conformational changes in both proteins. Only a few degrees of rotation angle difference around the β2-sheet axis were observed between the effectors Raf, RalGDS, PI3Kγ, and Byr2. These differences are assumed to be related to the length of the loops connecting the effector’s interacting β-sheet. More pronounced differences may arise from the analysis of Ras dynamics since it has been shown to play a major role in the recognition mechanism. Moreover, changes of flexibility in complexes are key events for the activation of downstream effectors in other proteins of the Ras superfamily. Questions regarding the influence of effector binding on the dynamics and conformational ensembles of Ras and the specificity of these influence are still open. It is clear that the dynamics of the SI region are critical for effector binding, less is known about the global flexibility of Ras in its effector complexes, although it is very likely to invoke an allosteric mechanism to propagate the complexation signal through the Ras structure. The decrease of atomic mobility in complexes compared to uncomplexed Ras highlights changes in the mobility of regions far from the effector binding site to the hot-spot residues further enhancing changes along the trajectories. For global analysis, RMSD, RMSF (root-mean-square fluctuation), conformational clustering, and contact maps were computed. For local analysis, a structural alphabet-based approach is proposed. It quantifies local changes between pairs of conformational ensembles. The comparison is performed between simulations of the same system and between those of different systems, which allows us to evaluate the intersystem changes versus the intrasystem changes. The results of both local and global analysis show a combination of effector-specific and effector-unspecific modifications of the conformations and dynamics of the catalytic domain of Ras. A communication path between the SI region and the membrane interacting C-terminus was detected, which is possibly involved in the stabilization of the active state of Ras upon downstream effector binding. Moreover, conformational differences between the different effector complexes of Ras were detected at positions previously shown to be functionally important by mutation experiments. Their analysis provides additional molecular insights into effector-specific binding modes.

## METHODS

### Structures and Models

Five structures of GTP-loaded Ras (H-Ras isoform) were selected, one unbound (PDB 1qr2) and four in complex with the following downstream effectors: PI3Kγ (PDB 1he8), RalGDS (PDB 1lfd), PLCε (PDB 2c5l), and Byr2 (PDB 1k8r). The S. pombe functional homologue of Raf. The original PDB structures were modified to obtain a wild-type Ras. The missing residues 1–166 and the effector binding domain residues 1he8A:217–310, 1lfdA:14–100, 2c5lA:2134–2238, 1k8rB:71–165 were selected from the PDB structures. Using the GROMOS54 framework, the GNAS (phosphoaminophosphonic acid guanylate ester), a nonhydrolyzable GTP analogue, was modeled to GTP in the respective complexes. In the following, Ras unbound is referred to as RasU and Ras bound to any of the four effectors studied here is collectively referred to as Ras. Ras in complex with individual effectors is denoted RasByr2, RasPI3Kγ, RasPLCe, and RasRalGDS, while the complexes themselves are denoted Ras:Byr2, Ras:PI3Kγ, Ras:PLCe, and Ras:RalGDS.

### Molecular Dynamics

Molecular Dynamics (MD) simulations were performed using the GROMACS package with the G43a1 force field. Proteins were solvated in a cubic box with SPC water molecules. The box size was set to ensure a distance of at least 15 Å between the protein and the box boundaries. Systems were neutralized using counterions. All systems were subjected to 1000 steps of steepest-descent energy minimization. Gradually decreasing positional restraints were imposed on the heavy atoms during constant volume heating from 200 to 300 K and equilibration for 100 ps. An additional unconstrained 200 ps of equilibration was performed at 300 K and 1 atm. Simulations were run for 100 ns at a constant temperature (300 K) and pressure (1 bar). The temperature was controlled by weak coupling to a temperature bath with a coupling constant τ = 0.1 ps. Bond lengths were...
constrained by the SHAKE algorithm.\textsuperscript{36} The nonbonded pair list was updated every time step for pairs within 0.8 nm and every fifth time step for the range 0.8–1.4 nm. Twin-range cutoff radii of 0.8/1.4 nm were used to compute nonbonded interactions. Long-range electrostatic interactions were approximated by a reaction-field force, using a dielectric constant of 54. Simulations in explicit water were kept at 0.061020 kJ mol\textsuperscript{−1} nm\textsuperscript{−3} (1 atm) with a coupling time of \( t_{\text{p}} = 0.5 \) ps and an isothermal compressibility of 5.575 × 10\textsuperscript{−4} (kJ mol\textsuperscript{−1} nm\textsuperscript{−3})\textsuperscript{−1}. Electrostatic interactions were evaluated using the Particle Mesh Ewald sum with a cut-off of 14 Å. The integration time step width was 2 fs. Conformational snapshots were saved at 1 ps intervals. For each of the five systems, three independent 100 ns simulations were run using identical parameters except for the random initial velocities.

**Contact Maps.** For each pair of residues, the distance between the constituting atoms was computed every 100 ps (i.e., 1000 structures per trajectory). A pair of residues was defined to be in contact if at least two of their constituting atoms were closer than 4 Å. For intramolecular contact maps, the number of residue contacts was reported for each pair of Ras residues. To ensure a consistent comparison between the different systems, only the persistent contacts were considered, i.e., those occurring in at least 50% of the 1000 conformations in each of the three simulation replicates, as proposed by Gorfe \textit{et al.}\textsuperscript{37} leading to one contact map per system. For intermolecular contact maps, the largest number of contacts formed by each Ras residue with an effector residue was reported. Intermolecular contact maps were computed to identify potential differences between interacting residues at the Ras interface in the effector complexes.

**Structural Alphabet Encoding.** M32K25 is a structural alphabet comprising 25 prototypical fragments of four C\textsuperscript{α} atoms labeled by letters [A–Y].\textsuperscript{38} The structural alphabet is a coarse-grained representation of the protein backbone that disregards side chain conformations. The structural alphabet M32K25 was derived from a comprehensive map of fragments occurring in high-resolution protein structures, where the points of highest density were extracted as representative conformations (alphabet letters). The rationale behind this selection is that low energy conformations occur most frequently (reverse Boltzmann principle). The size of the alphabet was derived from an extremum in a plot of the Akaike Information Criterion over the alphabet size, i.e., by balancing the number of free parameters against the fit quality. The fit procedure attributes to each four-residue fragment of the Ras structure the most similar fragment (in terms of RMSD) of the structural alphabet. Changes of side chain conformations are disregarded in the structural alphabet to each four-residue segment (allowing for overlaps) of the given structure. A character at position \( i \) in a structural sequence represents the C\textsuperscript{α} trace conformation at residues \( i \) to \( i + 3 \) of the corresponding structure. Each structural sequence reflects the local conformation of the protein at the given point in time. A trajectory is encoded as a time-ordered set of T sequences of \( N = 3 \) letters, where \( T \) is the number of structures in the trajectory and \( N \) is the number of residues in the protein. All 15 trajectories from 5 to 100 ns were encoded into 15 sets of 95 000 structural sequences of 163 letters length.

**Structural Sequence Analysis.** Using the structural alphabet encoding, a procedure is proposed to quantify local changes between pairs of simulations and to compare these changes within a system (replicates of a given system) and between the systems (replicates of different systems).

**Sequence Entropy.** The structural letter composition at a given position reflects the ensemble of local conformations adopted by the fragment during the simulation. We used a sequence entropy measure to evaluate the difference in structural letter distribution at a given position between pairs of structural sequence sets. Specifically, we used Sequence Harmony (SH),\textsuperscript{39} a metric that yields scores in the value range \([0−1]: 0 \) for maximally dissimilar structural letter distribution and \( 1 \) for identical distribution. Let \( X \) and \( Y \) be the structural sequence sets encoding two trajectories. The SH value of fragment \( i \) by comparison of \( X \) and \( Y \) is computed as

\[
SH_{i}^{X,Y} = \frac{1}{2} (S_{i}^{X,Y} - (S_{i}^{X} + S_{i}^{Y}))
\]  

(1)

where

\[
S_{i}^{X,Y} = \sum (p_{i,j}^{X} + p_{i,j}^{Y}) \log_{2} (p_{i,j}^{X} + p_{i,j}^{Y})
\]

(2)

\[
S_{i}^{X} = \sum p_{i,j}^{X} \log_{2} p_{i,j}^{X}
\]

(3)

with \( p_{i,j}^{X} \) being the observed probability of structural letter \( s \) at position \( i \) in the structural sequence set \( X \).

**Hierarchical Clustering of Trajectories.** On the basis of the SH values of the comparison between all pairs of considered trajectories, a distance matrix was generated for each Ras fragment. The distance between two trajectories \( X,Y \) at a position \( i \) was defined as \( 1 − SH_{i}^{X,Y} \). The distance values range between \( 0 \) (\( SH_{i}^{X,Y} = 1 \)) and \( 1 \) (\( SH_{i}^{X,Y} = 0 \)). The UPGMA algorithm\textsuperscript{40} was applied to each position-specific distance matrix to compute hierarchical clusters based on the similarity between the trajectories at fragment \( i \). Clusters were constructed as binary trees with trajectories as leaves. The closest pair of subclusters (i.e., one trajectory or a subcluster of trajectories) was merged sequentially; the connecting nodes were located in the tree at a height corresponding to half the distance between the two subclusters.

**Conformational Cluster Analysis.** Each simulated system \( A \) was represented in the tree by the smallest subtree whose leaves include the three simulation replicates of system \( A \) (referred to as the A-subtree). The systems were compared through their corresponding subtree using two distance-based parameters: the conformational sampling difference \( \Delta CS \) and the conformational distance CD.

The conformational sampling difference \( \Delta CS \) between \( A \) and \( B \) is the difference between the height of the root nodes of their corresponding subtrees, \( \Delta CS = |h(A) − h(B)| \), where \( h(A) \) is the height of the root node of the A-subtree. A low root node (high SH values between the replicates) indicates that the fragment explored a similar conformational ensemble in each replicate (converged; Figure S1A), as opposed to a high node, which indicates large differences between the replicates due to a wider conformational sampling (unconverged; Figure S1C). Therefore, \( \Delta CS \) is indicative of a different sampling width between two systems. The relative sampling width is denoted \( \Delta CS^{*} \) in the following if \( h(A) > h(B) \) and \( \Delta CS^{*} \) if \( h(A) < h(B) \). \( \Delta CS \) values range from 0 to 1.

The conformational distance CD between \( A \) and \( B \) is the sum of the branch lengths separating the root node of their
corresponding subtrees, \( CD = |h(A) - h(C)| + |h(B) - h(C)| \), where \( C \) is the smallest subtree that includes both \( A \) and \( B \) (Figure S1A,B,C). Whereas \( \Delta CS \) captures the difference between the widths of two sampled conformational spaces, \( CD \) reflects differences between sampled ensembles of the two compared systems. Because \( CD \) is computed relatively to the height of the subtrees, it is sensitive to the convergence of the systems. \( CD \) values range from 0 to 2.

The two parameters \( \Delta CS \) and \( CD \) are correlated. If the two subtrees do not overlap as in Figure S1A,B, then \( CD > \Delta CS \). In the case of low \( A \) - and \( B \)-subtrees (convergence in both systems), the \( CD \) value is large, dominated by the ensemble differences between \( A \) and \( B \); this indicates a true conformational change as shown in Figure S1A. However, if \( A \) - and \( B \)-subtrees are high (both systems unconverged), \( CD \) is bound to a small value, and conformational change cannot be reliably inferred, as shown in Figure S1B. If the subtrees of \( A \) and \( B \) overlap (one system unconverged) as shown in Figure S1C, then \( CD = \Delta CS \). In this case, \( CD \) is dominated by the sampling width of one system and cannot be reliably attributed to a conformational change.

The interdependence of \( \Delta CS \) and \( CD \) is summarized in Figure S1D. All fragments satisfying the condition \( CD = \Delta CS \) (c) are located on the diagonal (dashed gray line), while the fragments satisfying the condition \( CD > \Delta CS \) are located above the diagonal (a,b). Therefore, residues undergoing conformational change can be readily identified as off-diagonal points with large \( CD \) (a). A heuristic threshold of 0.2 for the selection of data was applied to \( \Delta CS \) and \( CD \) and to the condition \( CD > \Delta CS \).

In order to perform a comprehensive comparison of the conformational variation at each position across all systems, a hierarchical clustering approach was used. For each of the 163 fragments of Ras, distances between all pairs of trajectories were computed on the basis of the SH values, and 163 UPGMA trees were built.

Software. Analysis programs were written in Python. Statistical analyses and plots were performed using the R

Figure 1. (A) Ras structure. The six \( \beta \)-strands and the five \( \alpha \)-helices are labeled. The two switch regions are colored in red: SI encompasses L2 and the N-terminus of \( \beta_2 \), and SII encompasses L4 and \( \alpha_2 \). The three loops L1 (P-loop), L3 (InterSwitch loop IS), and L7 are colored in blue. GTP is shown in gray. (B) Structural sequence similarity. Plot of the structural sequence similarity \( SH \) against the Ras fragment sequence (= \( N-3 \) residues) for the systems Ras\(_{PI3K}^\gamma \), Ras\(_{PLC}^\varepsilon \), Ras\(_{Byr2}^{p255} \), and Ras\(_{RalGDS}^{34} \). SH values close to 1 indicate similar local conformations and values close to 0, dissimilar local conformations. SH values were computed for pairs of simulation replicates as indicated by the color scheme in the legend. Dotted gray lines represent a heuristic 0.8 threshold below which fragments are considered to sample significantly different local conformations in the two compared trajectories.
environment. VMD 1.8.62 was used to create structure images.

## RESULTS

### Overview of Ras Structure and Simulations.

The structure of Ras is divided into two parts, the catalytic domain (residues 1–166) and the membrane targeting Hyper Variable Region (HVR, variable length) that anchors the catalytic domain in the membrane. This paper is only concerned with the catalytic domain and its effector complexes, and the term “Ras” will be used synonymously with the catalytic domain. The catalytic domain consists of a central six stranded β-sheet (β1–β6), five α-helices (α1–α5), and 10 loops (L1–L10; Figure 1A). It is dissected into two lobes based on sequence variation between the Ras-isofoms (H-, N-, and K-Ras being the most studied). Lobe 1 (residues 1–86), the effector interaction lobe, is strictly conserved among the isoforms and comprises the P-loop (L1, residues 10–17), switch I (SI, residues 25–40), switch II (SII, residues 57–75), and InterSwitch β2/β3 hairpin (IS, residues 46–49), which connects SI and SII. Lobe 2 (residues 87–166), the membrane linkage lobe, shows sequence variability between the functionally distinct Ras isoforms. Ras GTPases are constitutively bound to a GTP or GDP nucleotide, which is embedded between the P-loop, SI, and SII. The functional loops SI, SII, and L1 show slow interconversions among multiple conformations in the GTP-bound state (millisecond time-scale).43

Five different Ras systems were analyzed: Ras free, Ras:PLCε, Ras:Byr2, Ras:PLCγ1, and Ras:RalGDS (“.” denotes a complex). Backbone RMSDs between the starting conformations of the Ras domain in the free form and in the different bound forms vary between 0.51 and 0.58 Å. The highly dynamic nature of these systems requires extensive sampling of their accessible conformational space. Three 100 ns MD simulation replicates of five different systems were performed. The conformations of the Ras domain in the trajectories of the free and complexed states were compared to determine how effector interactions modulate the conformation of Ras. We distinguish two levels of structure comparison, global and local. Global analysis comprises the entire structure, while local analysis focuses on the conformation of one to several residues. The global comparison methods, RMS analysis (Table S1), conformational clustering, and contact maps (data not shown), revealed that the Ras structure is relatively stable with average backbone RMSDs of 0.8–1.3 Å between simulation replicates of the same system. Additionally, the average RMSD of 1.3 Å computed on the combined 15 trajectories illustrates low structural variation between the different systems.

Given the relatively small global structural variation of Ras, effector-induced conformational changes within the simulation time scale of 100 ns are rather to be found at the local level. However, detection of local conformational differences between two distinct systems requires a careful evaluation of sampling variation between the replica simulations of each system; otherwise differences in sampling width might be interpreted as conformational differences. In this study, we propose a procedure to compare MD trajectories of the Ras systems in terms of local conformational differences that takes into account variation of the sampling width within the replicates of each system. The approach is outlined in the following section and explained in technical detail in the Methods.

### Local Structure Comparison.

Local structures of Ras were compared by translating each structure into a string of letters via a structural alphabet, where each letter represents the backbone conformation of fragments composed of four consecutive residues.38 This translation has two effects: first, trivial roto-translations are removed and, second, the backbone conformations are coarse-grained into a set of 25 canonical states, which allows for a rapid conformational comparison by string matching. Structural sequence variation, synonymous with local conformational variation, was quantified by position-specific pairwise comparison of the letter composition of the structural sequence sets using an information-theoretic similarity measure, the sequence harmony (SH) value (see Methods). The SH profiles comparing the three simulation replicates of the individual systems (Figure 1B) show that replicates of RasPLCε were very similar to each other with only a few fragments displaying an SH value <0.8. The other SH profiles show that most of the fragments sample similar conformations in the different replicates except for fragments in the P-loop, SI, SII, α3/L7, and C-terminus. Sampling differences of local conformations between the three simulation replicates is indicative of flexible fragments for which the conformational space is not completely covered by the 100 ns simulated time (unconverged trajectories); uniform sampling in the replicates would yield nearly identical letter compositions (converged trajectories). The flexibility of Ras is shown in Figure 2 in terms of conformational difference between simulation replicates (Top, SH value; Middle, RMSF) and as B-factor of the reference crystal structure. Differences between trajectories may be the result of incomplete sampling; therefore interpretation of protein dynamics requires a careful distinction between effects caused by true differences and those arising from sampling limitations. We propose here a procedure in which two correlated parameters are used to evaluate dynamical and conformational changes against each other.

Conformational differences between two Ras systems may occur for two reasons: first because of differences in the width of the sampled conformational space, which we denote in the following as ΔCS, and second because of (effector-induced) conformational differences, denoted here as CD. It is nontrivial to discern between these two effects, but using the simulation replicates, one can obtain estimates of their relative magnitude. Using the structural strings of the trajectories, distance trees of the 10 pairs of Ras simulations (three replicates each) were computed, yielding 163 trees (one for each Ras residue). In these trees we define as a signal the conformational distance CD, given by the distance between the root nodes of the replicates of the two systems (see Methods), but CD needs to be evaluated against differences in the sampled space. ΔCS is defined by the relative height difference of the two root nodes, indicating a difference in the sampled conformational space. A plot of CD versus ΔCS provides an intuitive illustration of the use of CD and ΔCS for the comparison of pairs of sampled ensembles (Figure 3). Most fragments (>75%) showed low values in both parameters (ΔCS < = 0.2 and CD < = 0.2) and were deemed insignificant in terms of conformational change. Fragments at ΔCS > 0.2 indicate a significant sampling difference between the two compared systems, which could indicate a change in sampling width induced by effector binding. The most informative data points are the off-diagonal fragments (CD > 0.2 and CD > ΔCS), which represent conformational changes at the given Ras position.

Fragments showing divergent sampled space ΔCS occurred most frequently between the RasB and RasU systems. The number of these fragments varied between 31 and 40 (35.5 ±
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3.9) for RasU versus RasB pairs (Figure 3, bottom row) and between 19 and 33 (27.5 ± 5.6) for RasB versus RasB pairs (Figure 3, rows 1 to 3). Conversely, conformational changes CD preferentially occurred between the bound systems, involving between 1 and 11 fragments (7.2 ± 3.8). In the following, we first focus on the analysis of fragments with ΔCS > 0.2 to identify regions where the conformational sampling is affected by effector binding. Second, we analyze fragments with conformational changes to identify positions involved in Ras functionality and effector specificity.

Ras Complexation Creates a Rigidified Path from SI to the C-Terminus. Sampling changes upon complexation were analyzed by comparing the four RasB systems to the RasU reference system. Increased sampling in a RasB system compared to RasU is denoted as ΔCSB and decreased sampling as ΔCSU.

Complex formation in proteins is often associated with an entropy loss at the binding site due to a loss of degrees of freedom of interacting residues. We detected nine fragments with reduced conformational sampling ΔCSU in all four effector complexes studied here. These fragments (in parentheses) are located at β1 (f5), SI/β2 (f32, f39), β3/N-terminus of SII (f55, f56), the C-terminus of SII/β4 (f73, f75), and the C-terminus (f161, f162) (Figure 4A). These fragments correspond to residues 5–8 (f5), 32–35 (f32), 39–42 (f39), 55–59 (f55,f56), 73–78 (f73,f75), and 161–165 (f161–f162). Their spatial arrangement forms a path from SI at the binding site to the C-terminus of Ras. This long-range rigidification reaches far beyond the binding site into the structure. Most of this ΔCS signal originates from the difference of RasB from a single simulation replicate of RasU in which SI–Thr35 detached slightly from the γ-P of the nucleotide, increasing the distance from about 4.7 ± 0.3 to 5.5 ± 1.3 Å. Detachment of Ras–Thr35 in SI from the γ-P of the nucleotide is characteristic of Ras state1, which exhibits low effector affinity.4 The RasU conformation clearly features characteristics of state1. The impact of the increased distance between SI-T35 and the γ-P on the rest of the protein structure as observed in the simulation is likely to mimic changes occurring in the state1/ state2 transition. Therefore, the differences observed between RasU (exploring state1-like conformations) and RasB (locking Ras in state2 conformations in all 12 RasB simulations) suggests that the observed transmission path overlaps with the conformational changes of Ras associated with the state1/ state2 transition.

To support the hypothesis of the transmission path, we analyzed additionally the residue interaction patterns, in particular the contacts that are found in RasB but not in RasU. The intramolecular contact maps of all five Ras systems are overall very similar, demonstrating a globally stable interaction network largely independent of the complexation symbols) were found only in the four RasB systems (Table S2). These contacts involve residues in β1 (5,7,8), P-loop (17), SI/β2 (34–36,38,40), β3 (55–57), L5/β4 (71,75–77,79), β5 (110), and the C-terminus (162). An almost complete overlap exists between the nine ΔCSU fragments and the 12 bound-specific contact pairs (Figure 4B); eight ΔCSU fragments comprise at least one residue involved in a bound-specific contact pair, and 11 contact pairs are part of a ΔCSU fragment. The implied long-range connection from the binding site to the C-terminus of the catalytic domain is also in agreement with the energetic contribution of C-terminal residues detected in both Ras:RalGDS and Ras:Raf complexes.16 We deduce that this path might be an intramolecular transmission path of the binding signal.

Possible Functional Role of Ras-SII in Effector Binding. Despite the high flexibility of SII in all simulated Ras systems, differences were detected in this region between RasU and RasB. While no position showed ΔCSU upon interaction with all four effectors, residues around position 66 indicate increased sampling in RasPI3K, RasBly2, and RasRafGDS. Residues 66–69 form a helical turn of α2, whose unwinding is responsible for the large scale motion of the SII region upon GDP/GTP exchange.24 Interactions between Ras–SII and regions outside the Ras binding domain of the effectors (only

Figure 2. Comparison of SH and RMSF values on Ras structure. Top: SH values were computed between the simulation replicates of RasU. For each fragment i (residues i through i + 3), the lowest SH value computed between the three pairwise comparisons of the replicates is mapped on the structure at residue i + 1. High SH values (blue) indicate low sampling difference; low SH values (red) indicate high sampling difference. Middle: RMSF values on the concatenated three replicates of RasU were computed for each residue. High RMSF values (red) indicate high flexibility; low RMSF values (blue) indicate low flexibility. Bottom: B-factors of the X-ray structure of Ras (PDB 1qra) are indicated by the given color range from low (blue) to high (red) values.

dx.doi.org/10.1021/ct3007265 J. Chem. Theory Comput. 2013, 9, 738–749
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the Ras binding domain of effectors was simulated here) have been previously reported for Ras:PI3K\textsuperscript{22} and Ras:RalGDS\textsuperscript{45} complexes and have been shown to be critical for RalGDS activation.\textsuperscript{45} Whether the increased sampling around position 66 is a compensatory entropic effect to the effector binding or related to putative interactions outside the effector binding site remains yet unresolved.

**Specific Conformational Responses of Ras to Effector Binding.** To locate specific conformational responses of Ras to effector binding, differences in local conformations between the four Ras\textsuperscript{8} systems were analyzed. Although the identity of Ras interacting residues is very similar in all bound systems (Figure S2B), we identified 19 fragments with conformational differences between at least two Ras\textsuperscript{8} systems. They are located in SI/β2 (11 fragments), β1 (4), β3 (3), and P-loop(1) (Figure 5A). Among these fragments, 17 also showed ΔCS\textsuperscript{−} upon complexation with at least one effector, five (f5, f32, f39, f55, and f56) are part of the transmission path described above, and nine (f34−f36, f38, f39, f55, f56, f4, and f5) contain hot-spot residues for the interaction of Ras with RalGDS and/or Raf (namely, SI/β2 37, 38, 39, and 40; β3 57; and β1 5) in two studies.\textsuperscript{16,17} This means that the rigidification of the transmission path upon complexation is combined with changes in the Ras structure toward a narrower effector-specific conforma-
The binding signal propagates from SI/β2 to β3 and β1, where hot-spot residues for the interface have been previously predicted,\textsuperscript{16,17} namely Ras residues Y5 and D57. These findings point toward an activation mechanism including equilibrium dynamics between various conformers of Ras\textsuperscript{1} and conformational selection upon effector binding, as proposed in ref 25 and supported by our simulations. The SI/β2 region, which forms the strongest and direct contacts with the effectors, displays the largest conformational differences. The conformational effect of the effectors on the Ras structure tends to decrease with increasing distance from the interface (Figure 5B). Although SII forms contacts with the effectors, no

---

**Figure 4.** Plot of differences in Ras dynamics. (A) Structure mapping of Ras residues in fragments with reduced ($\Delta CS^-$, left) and increased ($\Delta CS^+$, right) conformational sampling upon complexation with PI3Kγ (purple wide ribbon), Byr2 (red medium size ribbon), PLCε (orange narrow ribbon), and RalGDS (brown line). The rest of the protein as well as GTP are transparent. The ribbon width varies to show the contributing systems, not to reflect parameter scales. Note that a fragment at position $i$ comprises four residues from $i$ to $i + 3$. Therefore, although some residues are highlighted in both structures, they may be part of different fragments. (B) Fragments with $\Delta CS^-$ in all bound systems are shown as black tubes on the Ras structure; side chains involved in bound-specific inter-residue contacts are shown as cyan stick models.

**Figure 5.** Conformational changes and effector distance. (A) Fragments with conformational changes are colored according to their location in the structure: SI/β2, blue; β3, cyan; β1, green; P-loop, gray. (B) Correlation between the average conformational distance (CD) of systems showing conformational difference and the average distance between the residues of the fragment and the effectors.
effector specific conformational differences were detected in this region.

According to the SMART database,46,47 effectors RalGDS and PLCe belong to the RA domain family,9 whereas PI3Kγ and Byr2 are associated with other types of domains: PI3Kγ is classified as PI3K-RBD in the SMART database; Byr2 is a functional homologue of the RB domain Raf. We compared the conformational changes induced by the RA domain effectors RasRalGDS and RasPLCe with those induced by the non-RA domain effectors RasPI3Kγ and RasByr2. We identified three fragments f32, f33, and f39 on SI/β2 (Figure 6), which show among the largest conformational differences.

The backbone conformations of f39 are illustrated in Figure 7A. In the effector complex, the Ras backbone at S39 forms hydrogen bonds with the backbone of the equivalent β2 residues of the different effectors (namely, RalGDS–R20, PLCe–Y31, PI3Kγ–S230, and Byr2–T82). The different side chain length in the domain types (R/Y versus S/T) induces distinct steric constraints on Ras. The interaction pattern of Ras–Y40 depends on the effector domain type (Figure 7B). The Y40 interacting effector residues of the RA domains (PLCε–Q18 and RalGDS–N29) are located two residues after those of the equivalent residues of the non-RA domains (PI3Kγ–Q31 and Byr2–R83). The two interaction patterns involve different structural restraints: RA domains induce a bending of the backbone of the effector’s β2 strand; non-RA domains induce a torsion of the Ras backbone (Figure S3). The importance of f39 for effector binding and specificity is supported by mutational analysis. Ras mutations S39P and Y40K abrogate the interaction between Ras and Byr2;13 Ras mutation Y40C22 reduces the binding of Ras to effectors containing Glu as an interacting residue (PI3Kγ and isoform PI3Kδ). Byr2–R83 is required for the binding of Byr2 to Ras, but mutation of the equivalent residue RalGDS–K32 to Ala only reduces the binding affinity.11

The other two fragments that appear to convey effector domain specificity are f32 and f33 (Figure 8A). T35 is oriented toward the GTP and coordinates the Mg2+ ion; D33 forms a negatively charged groove with D38 that accommodates an α1–Lys of the effector (Figure 8B). Although Ras–T35 is located at the same position in all complexes, Ras–D33 adopts a position depending on the effector domain type. There is no apparent reason why the direct interaction of the Lys residues with Ras–D33 should differ, but the flanking Lys residues in non-RA domains (PI3Kγ–K254 and Byr2–K100; bottom sequences in Figure 8B) could be the cause. Removing or adding Lys at the flanking position affects effector binding; mutation PI3Kγ–K254A lowers the affinity of PI3Kγ to Ras, although it does not interact directly with Ras,22 and mutation RalGDS–D51K increases the affinity of RalGDS to Ras.11 It has been suggested that the additional Lys in PI3Kγ restrains the flexibility in the turn containing PI3Kγ–K25S, thereby favoring the interaction between the effector and Ras.22 In agreement with these results, we found that the average distance between the effector’s NZ atom of α1–Lys and the CG atom of Ras–D33 was about 1–2 Å longer in RA domains (6.5 ± 1.8 Å in Ras:PLCe, 5.4 ± 1.4 Å in Ras:RalGDS) compared to non-RA domains (4.6 ± 1.1 Å in Ras:PI3Kγ, 4.1 ± 0.9 Å in Ras:Byr2).

A truly effector specific behavior was exhibited by fragment f6. In the unbound form or complexed with RalGDS, a wide range of states was sampled (mainly E/C/B/Q), fewer states when complexed to Byr2 (mainly M/C/E) and PLCε (mainly E/B), and even fewer with PI3Kγ (mainly Q). Mutation of Ras residues E37 and D38, comprised in f6, have been reported to affect the binding of Ras in an effector specific manner.10,13,22,48,49 Pacold et al.22 determined the reason for the differential effects of the Ras–D38E mutation on the binding to Raf, PI3Kγ, and RalGDS: the space filled by the larger mutant side chain E38 is occupied in the native structure by effector residues with different properties in terms of size/polarity. The individual specificities of the effectors induce specific local adaption of the Ras backbone, resulting in conformational differences at f6 that were also detected here.
These findings suggest a conformational selection mechanism in which the complex conformation modulates the functional response of Ras to the binding event. Among the 19 fragments showing conformational differences between the bound forms of Ras at the N-terminus of the central β-sheet were some residues that were noticed in previous mutation experiments and in silico studies: fragments 4 and 6 encompass noninterface residues Y5 and D57 that were predicted as hotspot residues in Ras:Raf and Ras:RalGDS;16,17 36 encompasses residues E37 and D38 that affect Ras binding depending on the effector bound.10,13,22,48,49 However, several positions have not been detected before, for example Ras residues involved in the propagation of the binding signal along the central β-sheet from interacting residues to hotspot residues (residues in f53/f4 and f34/f56) and residues in f32, f33, and f39 involved in the distinction between RA-domain and non-RA domain effectors.

Effector complexation of Ras-GTP leads to a reduced flexibility of a series of proximal residues, forming a structural path from the SI region to the α5 helix at the C-terminus through the central β-sheet. This dynamical change appears to prevent the detachment of SI from the guanosine nucleotide upon binding. Such a detachment observed in Ras-GTP state1 is associated with low effector binding affinity.3 While the unbound form of Ras-GTP is able to explore both state1 and state2, the closed conformation of active Ras-GTP state2 was previously shown to be stabilized upon complexation.50,51 Our results show how effector binding locks Ras-GTP in its active state2 conformation by rigidifying not only SI but several interacting parts of the Ras structure linking SI to the α5 helix, where residues have been shown to contribute to the binding energy of the complexes.16 This clearly suggests a functional role for this path in the state1/state2 transition. A dynamical linkage between the nucleotide-binding site formed by the switch regions and the membrane interacting C-terminus have been previously reported to be critical for the GDP/GTP conformational state transition of Ras superfamily members5,52 and for effector binding.6,7 The C-terminal helix α5 is involved in a nucleotide-dependent conformational switch that permits the GTP-loaded catalytic domain of Ras to adopt a specific orientation with respect to the membrane that is sterically more favorable for effectors to bind. Nucleotide-dependent changes of Ras were excluded here, because all simulations presented in this study were performed on Ras GTP-loaded systems. Despite that, a path similar to the nucleotide-induced one was detected by comparing the bound (locked in state2) and unbound (exploring state1-like and state2 conformations) Ras GTP-loaded systems. This suggests an overlap between the mechanisms governing the transition upon GTP binding and the state1/state2 transition. Our results and previous studies support this hypothesis. For instance, the conformational changes of the nucleotide binding site accompanying state1/state2 transition have been shown to mimic those occurring upon GDP/GTP exchange,9 and Ras state1 was suggested to be an intermediate state of the nucleotide exchange process.53 Therefore, the conformational changes at the binding sites during the state1/state2 transition are likely to affect the rest of the protein in a similar manner as during the GDP/GTP exchange. Furthermore, the C-terminus of Ras has been suggested to have a regulatory effect on the state1/state2 conformational equilibrium.24 As further evidence for the role of the C-terminus of Ras in the state1/state2 transition, here we identified a path between SI and α5 whose dynamics are altered when Ras is locked in state2 upon effector binding.

**DISCUSSION**

In this study, we presented a comparison of the dynamics of Ras-GTPase loaded with GTP in five different states, unbound and bound to the effectors PI3Kγ, RaLGDS, PLCε, and Byr2. The data provided a wealth of information regarding the associated conformational ensembles. By introducing a procedure to quantify local conformational changes, conformational differences were detected between the bound and unbound states as well as between the bound states. These conformational analyses provided clues about some mechanistic aspects of the function of Ras, based on several residues showing either modified sampling width or conformational changes upon binding. These results suggest a nucleotide independent mechanism that is probably related to the state1/state2 transition of Ras (discussed below). Effector binding not only locks Ras in state2 by rigidifying SI, it also propagates conformational changes along a path from SI to the C-terminus (residues 5–8, 32–35, 39–42, 55–59, 73–78, and 161–165), which embeds 12 bound-specific contact pairs (residues 5, 7, 8, 17, 34–36, 38, 40, 55–57, 71, 75–77, 79, 110, and 162). The rigidification of this path is associated with conformational changes that are specifically influenced by the bound effector.
The S1I region displays a complicated dynamic picture with various effector-specific effects upon complexation. The increased local flexibility observed in the S1I region of Ras<sup>PLCr</sup>, Ras<sup>PI3K</sup>, and Ras<sup>RalGDS</sup> could reflect an important role of SII in the binding and activation of these effectors by forming contacts with the effectors in regions outside the canonical Ras binding domain.22,45 Contrastingly, the Ras<sup>PLCr</sup> complex is locally and globally more rigid than Ras alone. Changes of flexibility in complexes have been shown to be associated with the activation of downstream effectors in other proteins of the Ras superfamily.26 Hota et al.26 underline that changes in flexibility could be responsible for different functional behavior, preventing or favoring the small GTPases to form additional interactions with other regions than the canonical binding domain of the effectors or with other proteins. We assume that the differences in local and global flexibility observed here between the four Ras-effector complexes reflect differences in these noncanonical binding regions.

Besides the changes in flexibility, conformational adaptations of Ras to the specific structural constraints of the effectors were observed. In particular, regions of S1/β2 (residues 32–36 and 39–41) adopted different states when bound to RA or non-RA type effector domains. These differences were shown to be due to domain-specific interactions between the effectors and Ras—Y40/D33. RA/RB domain-specific modes of binding have been suggested by Kiel et al.,19 who report different energy landscapes at the interface of Ras:RalGDS (RA domain) and Ras:Raf (RB domain) complexes. Domain types are shown here to be associated with specific local conformations. True Ras binding domains (i.e., those known to interact with active Ras as opposed to putative Ras binding domains that contain the RA or RB sequence motif) of different types have been defined.11,12 A comprehensive analysis of Ras conformations in complexes with these “true” domains would be of great interest for the classification of effectors. The low sequence similarity between Ras binding domain families render their classification difficult; analyses on structure/function relationships could provide characteristic features.
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