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Abstract

The affine matrix rank minimization (AMRM) problem is to find a matrix of minimum rank that satisfies a given linear system constraint. It has many applications in some important areas such as control, recommender systems, matrix completion and network localization. However, the problem (AMRM) is NP-hard in general due to the combinational nature of the matrix rank function. There are many alternative functions have been proposed to substitute the matrix rank function, which lead to many corresponding alternative minimization problems solved efficiently by some popular convex or nonconvex optimization algorithms. In this paper, we propose a new nonconvex function, namely, $T_L^{\alpha, \epsilon}$ function (with $0 \leq \alpha < 1$ and $\epsilon > 0$), to approximate the rank function, and translate the NP-hard problem (AMRM) into the $T_L^{\alpha, \epsilon}$ function affine matrix rank minimization (TLAMRM) problem. Firstly, we study the equivalence of problem (AMRM) and (TLAMRM), and proved that the uniqueness of global minimizer of the problem (TLAMRM) also solves the NP-hard problem (AMRM) if the linear map $A$ satisfies a restricted isometry property (RIP). Secondly, an iterative thresholding algorithm is proposed to solve the regularization problem (RTLAMRM) for all $0 \leq \alpha < 1$ and $\epsilon > 0$. At last, some numerical results on low-rank matrix completion problems illustrated that our algorithm is able to recover a low-rank matrix, and the extensive numerical on image inpainting problems shown that our algorithm performs the best in finding a low-rank image compared with some state-of-art methods.
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I. INTRODUCTION

The problem of recovering a low-rank matrix from a given linear system constraint, namely, affine matrix rank minimization (AMRM) problem, has been actively studied in different fields such as control [1], [2], recommender systems [3], [4], matrix completion [5], [6], [7], [8], [9] and network localization [10]. This rank minimization problem can be described as follows

\[
\text{(AMRM)} \quad \min_{X \in \mathbb{R}^{m \times n}} \text{rank}(X) \quad \text{s.t.} \quad A(X) = b,
\]
where \( b \in \mathbb{R}^d \) is a given vector, and \( \mathcal{A} : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^d \) is a linear map determined by \( d \) matrices \( A_1, A_2, \cdots, A_d \in \mathbb{R}^{m \times n} \), i.e.,
\[
\mathcal{A}(X) := (\langle A_1, X \rangle, \langle A_2, X \rangle, \cdots, \langle A_d, X \rangle)^\top \in \mathbb{R}^d
\]
with \( \langle A_i, X \rangle = \text{trace}(A_i^\top X) \), \( i = 1, 2, \cdots, d \). Without loss of generality, we assume that \( m \leq n \) throughout this paper. An important special case of the problem (AMRM) is the matrix completion (MC) problem:
\[
\text{(MC)} \quad \min_{X \in \mathbb{R}^{m \times n}} \text{rank}(X) \quad \text{s.t.} \quad X_{i,j} = M_{i,j}, \quad (i,j) \in \Omega,
\]
where \( X, M \in \mathbb{R}^{m \times n} \) are both \( m \times n \) real matrices, \( \Omega \) is the set of indices of samples and the subset \( \{M_{i,j} | (i,j) \in \Omega\} \) of the entries is known. This problem has been widely applied in signal and image processing [7], [11], machine learning [12], computer vision [13] and the famous Netflix problem [14]. Unfortunately, problem (1) is NP-hard [5], [7] for which all known finite time algorithms have at least doubly exponential running times in both theory and practice. To overcome such a difficulty, Recht [5], Fazel [7] and other researchers (e.g., [3], [6], [15]) introduced the convex envelope of \( \text{rank}(X) \) on the set \( \{X \in \mathbb{R}^{m \times n} : \|X\|_2 \leq 1\} \), namely, nuclear-norm \( \|X\|_* \) of \( X \), to relax the rank of \( X \). It leads to the nuclear-norm affine matrix rank minimization (NAMRM) problem
\[
\text{(NAMRM)} \quad \min_{X \in \mathbb{R}^{m \times n}} \|X\|_* \quad \text{s.t.} \quad \mathcal{A}(X) = b
\]
for the constrained problem and
\[
\text{(RNAMRM)} \quad \min_{X \in \mathbb{R}^{m \times n}} \left\{ \|\mathcal{A}(X) - b\|_2^2 + \lambda \|X\|_* \right\}
\]
for the regularized unconstrained problem, where \( \lambda > 0 \) is the regularization parameter and \( \|X\|_* = \sum_{i=1}^m \sigma_i(X) \) is defined as the sum of the nonzero singular values of \( X \in \mathbb{R}^{m \times n} \).

Recht et al. [5] have shown that if a certain restricted isometry property holds for the linear map \( \mathcal{A} \), the minimum rank solution can be recovered by solving the problem (NAMRM), and the sharp results can be seen in [16], [17]. Many algorithms for solving the problems (NAMRM) and (RNAMRM) have been proposed. These include semidefinite programming and interior point SDP solver [5], [18], singular value thresholding (SVT) algorithm [15], accelerated proximal gradient (APG) algorithm [19], inexact proximal point algorithms [20], fixed point and Bregman iterative algorithms [21], [22]. However, the problem (RNAMRM) may yield a matrix with much higher rank and need more observations to recover a real low-rank matrix [3], and it may tend to lead to biased estimation by shrinking all the singular values toward zero simultaneously [15].

On the other hand, with recent development of non-convex relaxation approaches in sparse signal recovery problems, a large number of non-convex surrogate functions have been proposed to approximate the \( l_0 \)-norm, including \( l_p \)-norm \( (0 < p < 1) \) [23], [24], [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], MCP (Mini-max Concave Plus) [35], SCAD (Smoothly Clipped Absolute Deviation) [36], Laplace [37], [38], Logarithm [39], capped \( l_1 \)-norm [40], smoothed \( l_0 \)-norm [41]. Inspired by the good performance of the non-convex surrogate functions in sparse signal recovery problems, these popular nonconvex surrogate functions have been extended on the singular values to better approximate the rank function (e.g., [42], [43], [44], [45], [46], [47], [48], [49]). Some empirical evidence has also shown that the corresponding non-convex algorithms can really make a better recovery in some
matrix rank minimization problems. Different from previous studies, in this paper, a new continuous promoting low-rank function
\[
\sum_{i=1}^{m} \varphi_{\alpha}^{\epsilon}(\sigma_i(X)) = \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{\left(\sigma_i(X) + \epsilon\right)^{1/2-\alpha}}
\]
\(5\)
in terms of the singular values of matrix \(X\) is considered to approximate the rank function, where the continuous function
\[
\varphi_{\alpha}^{\epsilon}(|t|) = \frac{|t|^{1/2}}{(|t| + \epsilon)^{1/2-\alpha}}
\]
\(6\) is the \(TL_{\alpha}^{\epsilon}\) function for all \(0 \leq \alpha < 1\) and \(\epsilon > 0\). It is easy to verify that the \(TL_{\alpha}^{\epsilon}\) function \(\varphi_{\alpha}^{\epsilon}\) is concave for any \(\alpha \in (0, 1/2]\). Moreover, with the change of parameters \(\alpha\) and \(\epsilon\), we have
\[
\lim_{\alpha \to 0^+} \lim_{\epsilon \to 0^+} \varphi_{\alpha}^{\epsilon}(|t|) = \begin{cases} 0, & \text{if } t = 0; \\ 1, & \text{if } t \neq 0,
\end{cases}
\]
and therefore the function (5) interpolates the rank of matrix \(X\):
\[
\lim_{\alpha \to 0^+} \lim_{\epsilon \to 0^+} \sum_{i=1}^{m} \varphi_{\alpha}^{\epsilon}(\sigma_i(X)) = \lim_{\alpha \to 0^+} \lim_{\epsilon \to 0^+} \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{\left(\sigma_i(X) + \epsilon\right)^{1/2-\alpha}} = \text{rank}(X).
\]
\(7\) Then, by this transformation, we propose the new approximation optimization problem of the problem (AMRM) which has the following form
\[
(\text{TLAMRM}) \quad \min_{X \in \mathbb{R}^{m \times n}} \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{\left(\sigma_i(X) + \epsilon\right)^{1/2-\alpha}} \quad \text{s.t. } A(X) = b
\]
\(8\) for the constrained problem and
\[
(\text{RTLAMRM}) \quad \min_{X \in \mathbb{R}^{m \times n}} \left\{ \|A(X) - b\|_2^2 + \lambda \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{\left(\sigma_i(X) + \epsilon\right)^{1/2-\alpha}} \right\}
\]
\(9\) for the regularization problem.

This paper is organized as follows. Section II presents some useful notions and crucial preliminary results that are used in this paper. Section III presents the equivalence between minimization problems (AMRM) and (TLAMRM). Section IV presents an iterative thresholding algorithm to solve the problem (RTLAMRM) for all \(0 \leq \alpha < 1\) and \(\epsilon > 0\). The experimental results are presented in Section V. Finally, some conclusion remarks are presented in Section VI.

II. NOTIONS AND PRELIMINARY RESULTS

In this section, we present some useful notions and crucial preliminary results that are used in this paper.

A. Notions

The space of \(m \times n\) real matrices is denoted by \(\mathbb{R}^{m \times n}\). Given any \(X \in \mathbb{R}^{m \times n}\), the Frobenius norm of \(X\) is denoted by \(\|X\|_F\), namely, \(\|X\|_F = \sqrt{\text{tr}(X^T X)}\), where \(\text{tr}(\cdot)\) denotes the trace of a matrix. Given any matrices \(X, Y \in \mathbb{R}^{m \times n}\), the standard inner product of matrices \(X\) and \(Y\) is denoted by \(\langle X, Y \rangle\), and \(\langle X, Y \rangle = \text{Tr}(Y^T X)\).

The linear map \(A : \mathbb{R}^{m \times n} \to \mathbb{R}^d\) determined by \(d\) matrices \(A_1, A_2, \ldots, A_d \in \mathbb{R}^{m \times n}\) is given by \(A(X) = (\langle A_1, X \rangle, \langle A_2, X \rangle, \ldots, \langle A_d, X \rangle)^T \in \mathbb{R}^d\). Define \(A = (\text{vec}(A_1), \text{vec}(A_2), \ldots, \text{vec}(A_d))^T \in \mathbb{R}^{d \times mn}\) and \(x = (\text{vec}(A_1), \text{vec}(A_2), \ldots, \text{vec}(A_d))^T \in \mathbb{R}^{d \times mn}\) and \(x =\)
In order to get equation (12), it suffices to impose Lemma 3.

Since the function \( \sum_{i=1}^{d} y_i A_i \). The singular value decomposition of matrix \( X \in \mathbb{R}^{m \times n} \) is \( X = U_X [\text{Diag}(\sigma(X)), 0_{m,n-m}] V_X^T \), where \( U_X \) is an \( m \times m \) unitary matrix, \( V_Y \) is an \( n \times n \) unitary matrix, \([\text{Diag}(\sigma(X)), 0] \in \mathbb{R}^{m \times n} \), \( 0_{m,n-m} \in \mathbb{R}^{m \times n-m} \) is a \( m \times (n-m) \) zero matrix, and the vector \( \sigma(X) : \sigma_1(X) \geq \sigma_2(X) \geq \cdots \geq \sigma_r(X) \geq \sigma_{r+1}(X) = \cdots = \sigma_m(X) = 0 \), arranged in descending order, denotes the singular value vector of matrix \( X \).

**B. Preliminary results**

**Lemma 1.** (see [5]) Let \( M, N \in \mathbb{R}^{m \times n} \). Then there exist matrices \( N_1, N_2 \in \mathbb{R}^{m \times n} \) such that, for any \( \eta \in \mathbb{R}^{m \times n} \), such that, for any \( \eta \in \mathbb{R}^{m \times n} \),

1. \( N = N_1 + N_2 \);
2. \( \text{rank}(N_1) \leq 2 \text{rank}(M) \);
3. \( MN_2 = 0_{m,m} \) and \( M^T N_2 = 0_{n,n} \);
4. \( \langle N_1, N_2 \rangle = 0 \).

**Lemma 2.** Let \( M, N \in \mathbb{R}^{m \times n} \). If \( MN^T = 0_{m,m} \) and \( M^T N = 0_{n,n} \), then

\[
\sum_{i=1}^{m} \frac{\sigma_i(M+N)}{(\sigma_i(M)+\epsilon)^{1-2\alpha}} = \sum_{i=1}^{m} \frac{\sigma_i(M)}{(\sigma_i(M)+\epsilon)^{1-2\alpha}} + \sum_{i=1}^{m} \frac{\sigma_i(N)}{(\sigma_i(N)+\epsilon)^{1-2\alpha}}.
\]

**Proof.** Consider the singular value decompositions of matrices \( M \) and \( N \):

\[
M = U_M [\text{Diag}(\sigma(M)), 0_{m,n-m}] V_M^T, \quad N = U_N [\text{Diag}(\sigma(N)), 0_{m,n-m}] V_N^T.
\]

Since the unitary matrices \( U_M, U_N \in \mathbb{R}^{m \times m} \) are invertible, the condition \( MN^T = 0_{m,m} \) implies that \( V_M^T V_N = 0_{n,n} \). Similarly, \( M^T N = 0_{n,n} \) implies that \( U_M^T U_N = 0_{m,m} \). Thus, the following is a valid SVD for \( M+N \),

\[
M + N = \begin{bmatrix} U_M & U_N \end{bmatrix} \begin{bmatrix} \text{Diag}(\sigma(M)) & 0_{m,n-m} & 0_{m,m} & 0_{m,n-m} \\ 0_{m,m} & 0_{m,n-m} & \text{Diag}(\sigma(N)) & 0_{m,n-m} \end{bmatrix} \begin{bmatrix} V_M \\ V_N \end{bmatrix}^T.
\]

This shows that the singular values of \( M+N \) are equal to the union (with repetition) of the singular values of \( M \) and \( N \). Hence, we get the equation (10).

**Lemma 3.** Let \( X = U_X \text{Diag}(\sigma(X)) V_X^T \) be the singular value decomposition of matrix \( X \in \mathbb{R}^{m \times n} \), and \( \text{rank}(X) = r \). For any \( \alpha \in [0, 1/2] \) and \( \epsilon \in (0, 1/3] \), there exists

\[
\eta_1 = \frac{r \sigma_1(X)}{2^{2\alpha-1/3-2\alpha \epsilon} 1^{1-2\alpha}}
\]

such that, for any \( \eta \geq \eta_1 \),

\[
\sum_{i=1}^{m} \frac{\sigma_i(\eta^{-1}X)}{(\sigma_i(\eta^{-1}X)+\epsilon)^{1-2\alpha}} \leq 2^{2\alpha-1/3-2\alpha}.
\]

**Proof.** Since the function \( t/(t+\epsilon)^{1-2\alpha} \) is increasing in \( t \in [0, +\infty) \), we have

\[
\sum_{i=1}^{m} \frac{\sigma_i(\eta^{-1}X)}{(\sigma_i(\eta^{-1}X)+\epsilon)^{1-2\alpha}} \leq \frac{r \sigma_1(\eta^{-1}X)}{(\eta \epsilon)^{1-2\alpha}} \leq \frac{r \sigma_1(X)}{\eta \epsilon^{1-2\alpha}}.
\]

In order to get equation (12), it suffices to impose

\[
\frac{r \sigma_1(X)}{\eta \epsilon^{1-2\alpha}} \leq 2^{2\alpha-1/3-2\alpha},
\]

(14)
equivalently,
\[ \eta \geq \frac{r\sigma_1(X)}{2^{2\alpha - 1/3} - 2\alpha - 1 - 2\alpha}. \]

This completes the proof. \[\Box\]

**Lemma 4.** ([24]) For any fixed \( \lambda > 0 \) and \( y_i \in \mathbb{R} \), let

\[ h_\lambda(y_i) := \arg \min_{x_i \geq 0} \left\{ (x_i - y_i)^2 + \lambda x_i^{1/2} \right\}, \quad (15) \]

then the half thresholding function \( h_\lambda \) can be analytically expressed by

\[ h_\lambda(y_i) = \begin{cases} h_{\lambda, 1/2}(y_i), & \text{if } y_i > \frac{3\pi^2}{4} \lambda^{2/3}; \\ 0, & \text{if } y_i \leq \frac{3\pi^2}{4} \lambda^{2/3}; \end{cases} \quad (16) \]

where

\[ h_{\lambda, 1/2}(y_i) = \frac{2}{3} \left( 1 + \cos \left( \frac{2\pi}{3} - \frac{2}{3} \phi_\lambda(y_i) \right) \right) \quad (17) \]

with

\[ \phi_\lambda(y_i) = \arccos \left( \frac{\lambda}{8} \left( \frac{|y_i|}{3} \right)^{-3/2} \right). \quad (18) \]

**Definition 1.** ([24]) For any \( \lambda > 0 \) and \( y = (y_1, y_2, \ldots, y_m)^T \in \mathbb{R}^m \), the vector half thresholding operator \( H_\lambda \) is defined as

\[ H_\lambda(y) = (h_\lambda(y_1), h_\lambda(y_2), \ldots, h_\lambda(y_m))^T, \quad (19) \]

where \( h_\lambda \) is defined in Lemma 3.

**Lemma 5.** ([24]) For any \( y_i > \frac{3\pi^2}{4} \lambda^{2/3} \), the half thresholding function \( h_\lambda(y_i) \) defined in (15) is strict increasing.

**Definition 2.** Suppose matrix \( Y \in \mathbb{R}^{m \times n} \) admits a singular value decomposition as \( Y = UV \), where \( U \) and \( V \) are the singular value vectors of \( Y \), and effec-ctively shrinks the singular values towards zero. If \( Y \) is defined as

\[ Y = [\Diag(Y)], \quad (20) \]

where \( H_\lambda \) is defined in Definition 1.

The matrix half thresholding operator \( H_\lambda \) simply applies the vector half thresholding operator \( H_\lambda \) defined in Definition 1 to the singular value vector of a matrix, and effectively shrinks the singular values towards zero. If there are some nonzero singular values of matrix \( X \) are below the threshold value \( \frac{\pi^2}{4} \lambda^{2/3} \), we can immediately get that the rank of \( H_\lambda(Y) \) lower than the rank of matrix \( Y \).

Combing Lemma 5 and Definition 2, we can get the following crucial Lemma.

**Lemma 6.** Let \( Y = UV \), where \( U \) and \( V \) are the singular value vectors of \( Y \), and

\[ H_\lambda(Y) = U \Diag(H_\lambda(Y)), \quad (21) \]

Then

\[ \mathcal{H}_\lambda(Y) = \arg \min_{X \in \mathbb{R}^{m \times n}} \left\{ \|X - Y\|_F^2 + \lambda \|X\|_1^{1/2} \right\}. \]

**Proof.** Similar argument as used in the proof of ([50], Theorem 2.1). \[\Box\]
Theorem 1. Let \( X^* \) and \( X_0 \) be the minimizers to the problem (TLAMRM) and (AMRM) respectively. For any \( \alpha \in [0, 1/2] \) and \( \epsilon \in (0, 1/3] \), if there is a number \( k > 2\beta \), such that

\[
e^{1-2p}(2\beta)^{-3/2} \sqrt{1 - \delta_{2\beta+k}(A)} - \frac{1 + \delta_k(A)}{k} > 0,
\]

then the unique minimizer \( X^* \) of the problem (TLAMRM) is exactly \( X_0 \), where \( \beta = \text{rank}(X_0) \).
\textbf{Proof.} Let \( E = X^* - X_0 \). Applying Lemma 1 to the matrices \( X_0 \) and \( E \), there exist matrices \( E_0 \) and \( E_c \) such that \( E = E_0 + E_c \), \( \text{rank}(E_0) \leq 2\text{rank}(X_0), X_0 E_0^\top = 0_{m,m}, X_0^\top E_c = 0_{n,n} \) and \( \langle E_0, E_c \rangle = 0 \). Then

\[
\sum_{i=1}^{m} \frac{\sigma_i(X_0)}{(\sigma_i(X_0) + \epsilon)^{1-2\alpha}} \geq \sum_{i=1}^{m} \frac{\sigma_i(X^*)}{(\sigma_i(X^*) + \epsilon)^{1-2\alpha}} = \sum_{i=1}^{m} \frac{\sigma_i(X_0 + E)}{(\sigma_i(X_0 + E) + \epsilon_1)^{1-2\alpha}} \geq \sum_{i=1}^{m} \frac{\sigma_i(X_0 + E_c)}{(\sigma_i(X_0 + E_c) + \epsilon)^{1-2\alpha}} - \sum_{i=1}^{m} \frac{\sigma_i(E_0)}{(\sigma_i(E_0) + \epsilon_1)^{1-2\alpha}} = \sum_{i=1}^{m} \frac{\sigma_i(E_0)}{(\sigma_i(E_0) + \epsilon)^{1-2\alpha}} - \sum_{i=1}^{m} \frac{\sigma_i(E_0)}{(\sigma_i(E_0) + \epsilon)^{1-2\alpha}},
\]

where the first inequality follows from the optimality of \( X^* \), third assertion follows the triangle inequality and the last one follows Lemma 2. Rearranging (26), we can conclude that

\[
\sum_{i=1}^{m} \frac{\sigma_i(E_0)}{(\sigma_i(E_0) + \epsilon)^{1-2\alpha}} \geq \sum_{i=1}^{m} \frac{\sigma_i(E_c)}{(\sigma_i(E_c) + \epsilon)^{1-2\alpha}}.
\]

We partition \( E_c \) into a sum of matrices \( E_{1j}, E_{2j}, \ldots \), each of rank at most \( k \). Let \( E_{c} = U_{E_c} \{ \text{Diag}(\sigma(E_{c})) \}, 0 \} V_{E_c}^\top \) be the singular value decomposition of matrix \( E_c \). For each \( j \geq 1 \), define the index set \( I_j = \{ k(j-1) + 1, \ldots, kj \} \), and let \( E_j = U_{E_{1j}} \{ \text{Diag}(\sigma(E_{j})) \}, 0 \} V_{E_{1j}}^\top \) (notice that \( \langle E_k, E_l \rangle = 0 \text{ if } k \neq l \)). For each \( \nu \in I_j \), by Lemma 3, there exist \( \gamma_1 = \frac{\kappa_\nu(E_{1j})}{2\alpha-1-2\alpha} \), for any \( \gamma > \gamma_1, \alpha \in [0, 1/2] \) and \( \epsilon \in (0, 1/3] \), we have

\[
\frac{\sigma_\nu(\gamma^{-1} E_j)}{(\sigma_\nu(\gamma^{-1} E_j) + \epsilon)^{1-2\alpha}} \leq \sum_{\nu \in I_j} \frac{\sigma_\nu(\gamma^{-1} E_j)}{(\sigma_\nu(\gamma^{-1} E_j) + \epsilon)^{1-2\alpha}} \leq 2^{2\alpha-1-3-2\alpha}.\]

Also since

\[
\frac{\sigma_\nu(\gamma^{-1} E_j)}{(\sigma_\nu(\gamma^{-1} E_j) + \epsilon)^{1-2\alpha}} \leq 2^{2\alpha-1-3-2\alpha} \Leftrightarrow \sigma_\nu(\gamma^{-1} E_j) \leq 1/3,
\]

we have

\[
\sigma_\nu(\gamma^{-1} E_j) \leq \frac{\sigma_\nu(\gamma^{-1} E_j)}{(\sigma_\nu(\gamma^{-1} E_j) + \epsilon)^{1-2\alpha}}, \quad \forall \nu \in I_j.
\]

Moreover, by the construction of matrices \( E_{ij} \)s, we can get that

\[
\sigma_\mu(\gamma^{-1} E_{j+1}) \leq \sum_{\nu \in I_j} \sigma_\nu(\gamma^{-1} E_j), \quad \forall \mu \in I_{j+1}.
\]

It follows that

\[
\| \gamma^{-1} E_{j+1} \|_F \leq \frac{1}{\sqrt{k}} \sum_{\nu \in I_j} \frac{\sigma_\nu(\gamma^{-1} E_j)}{(\sigma_\nu(\gamma^{-1} E_j) + \epsilon)^{1-2\alpha}}
\]

and

\[
\sum_{j \geq 2} \| \gamma^{-1} E_{j+1} \|_F \leq \frac{1}{\sqrt{k}} \sum_{j \geq 1} \frac{\sigma_\nu(\gamma^{-1} E_j)}{(\sigma_\nu(\gamma^{-1} E_j) + \epsilon)^{1-2\alpha}} \leq \frac{1}{\sqrt{k}} \sum_{\nu \in I_j} \sigma_\nu(\gamma^{-1} E_0) \leq \frac{1}{\sqrt{k}} \left( \sum_{i=1}^{m} \frac{\sigma_i(\gamma^{-1} E_0)}{\sigma_i(\gamma^{-1} E_0) + \epsilon} \right)^{1/2} \leq \left( \sum_{i=1}^{m} \frac{\sigma_i(\gamma^{-1} E_0)}{\sigma_i(\gamma^{-1} E_0) + \epsilon} \right)^{1/2} \leq \left( \sum_{i=1}^{m} \frac{\sigma_i(\gamma^{-1} E_0)}{\sigma_i(\gamma^{-1} E_0) + \epsilon} \right)^{1/2},
\]

where the second inequality follows from (27).
At the next step, we will derive two inequalities between the Frobenius norm and function \( \sum_{i=1}^{m} |t_i|^{1/2} / (|t_i| + \epsilon)^{1/2-\alpha} \). Since
\[
\frac{(\sigma_i(\gamma^{-1}E_0))^{1/2}}{(\sigma_i(\gamma^{-1}E_0) + \epsilon)^{1/2-\alpha}} \leq \frac{(\sigma_i(\gamma^{-1}E_0))^{1/2}}{\epsilon^{1/2-\alpha}}
\]
we have
\[
\sum_{i=1}^{m} \frac{(\sigma_i(\gamma^{-1}E_0))^{1/2}}{(\sigma_i(\gamma^{-1}E_0) + \epsilon)^{1/2-\alpha}} \leq \sum_{i=1}^{m} \frac{(\sigma_i(\gamma^{-1}E_0))^{1/2}}{\epsilon^{1/2-\alpha}} \leq \|\gamma^{-1}E_0\|_F^1/2(2\beta)^{3/4}/\epsilon^{1/2-\alpha}
\]
where the second inequality follows from the Hölder’s inequality.

Finally, we put all these together as
\[
\|A(\gamma^{-1}E)\|_2 = \|A(\gamma^{-1}(E_0 + E_c))\|_2
\]
\[
= \|A(\gamma^{-1}(E_0 + E_1)) + \sum_{j \geq 2} A(\gamma^{-1}E_j)\|_2
\]
\[
\geq \|A(\gamma^{-1}(E_0 + E_1))\|_2 - \|\sum_{j \geq 2} A(\gamma^{-1}E_j)\|_2
\]
\[
\geq \|A(\gamma^{-1}(E_0 + E_1))\|_2 - \|\sum_{j \geq 2} A(\gamma^{-1}E_j)\|_2 - \|1 - \delta_{2\beta + k}(A)\|F \|\gamma^{-1}(E_0 + E_1)\|_F
\]
\[
= \left(\epsilon^{1-2\alpha}(2\beta)^{-3/2} \sqrt{1 - \delta_{2\beta + k}(A)} - \frac{1 + \delta_k(A)}{k} \left(\sum_{i=1}^{m} \frac{(\sigma_i(\gamma^{-1}E_0))^{1/2}}{\sigma_i(\gamma^{-1}E_0) + \epsilon)^{1/2-\alpha}}\right)^2 \right).
\]

Since \( A(E) = A(X^* - X_0) = 0 \), and the factor
\[
\epsilon^{1-2\alpha}(2\beta)^{-3/2} \sqrt{1 - \delta_{2\beta + k}(A)} - \frac{1 + \delta_k(A)}{k}
\]
is strictly positive, we can get that \( E_0 = 0 \). Furthermore, according to (27), we have \( E_c = 0 \). Therefore, \( X^* = X_0 \).

**IV. Iterative thresholding algorithm for solving the problem (RTLAMRM)**

In this section, we propose an \( TL_{\epsilon}^\alpha \) iterative half thresholding (TLIHT) algorithm to solve the problem (RTLAMRM) for all \( 0 \leq \alpha < 1 \) and \( \epsilon > 0 \).

For any \( \lambda, \mu, \epsilon \in (0, +\infty) \), \( \alpha \in [0, 1) \) and \( Z \in \mathbb{R}^{m \times n} \), let
\[
C_{\lambda}(X) = \|A(X) - b\|_2^2 + \lambda \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{\sigma_i(X) + \epsilon)^{1/2-\alpha}},
\]
\[
C_{\lambda,\mu}(X, Z) = \mu \|A(X) - b\|_2^2 + \lambda \mu \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{\sigma_i(Z) + \epsilon)^{1/2-\alpha}} - \mu \|A(X) - A(Z)\|_F^2 + \|X - Z\|_F^2
\]
and
\[
B_\mu(X) = X + \mu A^*(b - A(X)).
\]

Note that by (33) and (34), we have
\[
C_{\lambda,\mu}(X, X) = \mu C_{\lambda}(X).
\]
Lemma 7. For any fixed $\lambda > 0$, $\mu > 0$, $\epsilon > 0$, $\alpha \in [0, 1)$ and $Z \in \mathbb{R}^{m \times n}$, if $X^* \in \mathbb{R}^{m \times n}$ is a global minimizer of $C_{\lambda, \mu}(X, Z)$, then

$$X^* = \mathcal{H}_{\lambda \mu/(\sigma(Z)+\epsilon)^{1/2-\alpha}}(B_{\mu}(Z)),$$

(37)

where $\mathcal{H}_{\lambda \mu/(\sigma(Z)+\epsilon)^{1/2-\alpha}}$ is obtained by replacing $\lambda/((\sigma(Z)+\epsilon)^{1/2-\alpha}$ with $\lambda\mu/((\sigma(Z)+\epsilon)^{1/2-\alpha}$ in $H_{\lambda/\sigma(Z)+\epsilon^{1/2-\alpha}}$.

Proof. By definition, $C_{\mu}(X, Z)$ can be rewritten as

$$C_{\lambda, \mu}(X, Z) = ||X - (Z - \mu A^*A(Z) + \mu A^*(b))||_F^2 + \lambda \mu \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{(\sigma_i(Z) + \epsilon)^{1/2-\alpha}} + \mu b||2 - \mu \|A(Z)||_2$$

$$= ||X - B_{\mu}(Z)||_F^2 + \lambda \mu \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{(\sigma_i(Z) + \epsilon)^{1/2-\alpha}} + \mu \|b||2 - \mu \|A(Z)||_2 + \mu \|Z||_F^2 - \lambda \|A(Z)||_2$$

which implies that minimizing $C_{\lambda, \mu}(X, Z)$ for any fixed $\lambda > 0$, $\mu > 0$, $\epsilon > 0$, $\alpha \in [0, 1)$ and matrix $Z \in \mathbb{R}^{m \times n}$ is equivalent to

$$\min_{X \in \mathbb{R}^{m \times n}} \left\{ ||X - B_{\mu}(Z)||_F^2 + \lambda \mu \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{(\sigma_i(Z) + \epsilon)^{1/2-\alpha}} \right\}.$$

By Lemma 6, the expression (37) immediately follows.

Lemma 8. For any fixed $\lambda > 0$, $\epsilon > 0$ and $0 < \mu < \frac{1}{\|A\|_2}$. If $X^*$ is a global minimizer of $C_{\lambda}(X)$, then $X^*$ is also a global minimizer of $C_{\lambda, \mu}(X, X^*)$, that is

$$C_{\lambda, \mu}(X^*, X^*) \leq C_{\lambda, \mu}(X, X^*)$$

(38)

for all $X \in \mathbb{R}^{m \times n}$.

Proof. The condition $0 < \mu < \frac{1}{\|A\|_2}$ implies that

$$||X - X^*||_F^2 - \mu \|A(X) - A(X^*)\|_2^2 \geq (1 - \mu \|A\|_2^2)||X - X^*||_F^2 \geq 0.$$

Therefore, for any $X \in \mathbb{R}^{m \times n}$, we have

$$C_{\lambda, \mu}(X, X^*) = \mu \|A(X) - b\|_2^2 + \lambda \mu \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{(\sigma_i(X^*) + \epsilon)^{1/2-\alpha}} - \mu \|A(X) - A(X^*)\|_2^2 + ||X - X^*||_F^2$$

$$\geq \mu \left[ \|A(X) - b\|_2^2 + \lambda \sum_{i=1}^{m} \frac{(\sigma_i(X))^{1/2}}{(\sigma_i(X^*) + \epsilon)^{1/2-\alpha}} \right]$$

$$\geq \mu C_{\lambda}(X^*)$$

$$= C_{\lambda, \mu}(X^*, X^*).$$

This completes the proof.

Lemma 8 show us that, if $X^*$ is a global minimizer of $C_{\lambda}(X)$, it is also a global minimizer of $C_{\lambda, \mu}(X, Z)$ with $Z = X^*$. Combing with Lemma 6, we now derive the following important alternative theorem, which underlies the algorithm to be proposed.
Theorem 2. For any fixed $\lambda > 0$ and $0 < \mu < \frac{1}{\|A\|_2}$, let $X^* \in \mathbb{R}^{m \times n}$ be a global solution of the problem (RTLAMRM) and $B_\mu(X^*) = X^* + \mu A^*(b - A(X^*))$ admit the following singular value decomposition

$$B_\mu(X^*) = U^*[\text{Diag}(\sigma_i(B_\mu(X^*))), 0_{m, n-m}](V^*)^T.$$ (39)

Then $X^*$ satisfies the following fixed point inclusion

$$X^* = \mathcal{H}_{\lambda \mu/\sigma_i(X^*)+\epsilon}^{1/2-\alpha}(B_\mu(X^*)) = U^*[\text{Diag}(H_{\lambda \mu/\sigma_i(X^*)+\epsilon}^{1/2-\alpha}(\sigma(B_\mu(X^*))))], 0_{m, n-m}](V^*)^T,$$ (40)

where $\mathcal{H}_{\lambda \mu/\sigma_i(X^*)+\epsilon}^{1/2-\alpha}$ and $H_{\lambda \mu/\sigma_i(X^*)+\epsilon}^{1/2-\alpha}$ are obtained by replacing $\lambda$ with $\lambda \mu/\sigma_i(X^*) + \epsilon$ in $\mathcal{H}_\lambda$ and $H_\lambda$, which means that, per iteration, the singular values of matrix $X^{k+1}$ satisfy

$$
\sigma_i(X^{k+1}) = \begin{cases} 
\frac{h_{\lambda \mu/\sigma_i(X^*)+\epsilon}^{1/2-\alpha}(\sigma_i(B_\mu(X^k)))}{\sigma_i(B_\mu(X^k))} & \text{if } \sigma_i(B_\mu(X^k)) > t^*; \\
0 & \text{if } \sigma_i(B_\mu(X^k)) \leq t^*.
\end{cases}
$$ (41)

for $i = 1, \cdots, m$, where the threshold function $t^*$ is defined as

$$t^* = \frac{\sqrt{54}}{4}(\lambda \mu/\sigma_i(X^*) + \epsilon)^{1/2-\alpha/2}.$$ (42)

With the representation (40), the TLIHT algorithm for solving the problem (RTLAMRM) can be naturally given by

$$X^{k+1} = \mathcal{H}_{\lambda \mu/\sigma_i(X^*)+\epsilon}^{1/2-\alpha}(X^k + \mu A^*(b - A(X^k)))$$ (43)

for all $0 \leq \alpha < 1$ and $\epsilon > 0$.

Next, we analyze the convergence of the above TLIHT algorithm, and the convergence of the TLIHT algorithm is very important in guaranteeing that the algorithm can be successfully applied.

Theorem 3. Given $\lambda > 0$, let $\{X^k\}$ be the sequence generated by the TLIHT algorithm with the step size $\mu$ satisfying $0 < \mu < \frac{1}{\|A\|_2}$, then

i) The sequence $\{X^k\}$ is a minimization sequence, and the sequence $\{C_\lambda(X^k)\}$ is decreasing and converges to $C_\lambda(X^*)$, where $X^*$ is any accumulation point of the sequence $\{X^k\}$.

ii) The sequence $\{X^k\}$ is asymptotically regular, i.e., $\lim_{k \to \infty} \|X^{k+1} - X^k\|_F^2 = 0$.

iii) Any accumulation point of the sequence $\{X^k\}$ is a stationary point of the problem (RTLAMRM).

Proof. Its proof follows from the fact that the step size $\mu$ satisfying $0 < \mu < \frac{1}{\|A\|_2}$, and a similar argument as used in the proof of ([24], Theorem 3). \qed

As we all know, the quality of the solution to a regularization problem depends seriously on the setting of the regularization parameter $\lambda > 0$. However, the selection of proper parameter is a very hard problem and there is no optimal rule in general. In this paper, we suppose that the matrix $X^*$ of rank $r$ is the optimal solution of the regularization problem (RTLAMRM), and set

$$\lambda = \frac{\sqrt{96}(\sigma_{r+1}(B_\mu(X^k)))^{3/2}(\sigma_{r+1}(X^k) + \epsilon)^{1/2-p}}{9 \mu}$$ (44)

in each iteration. That is, (44) can be used to adjust the value of the regularization parameter $\lambda$ during iteration, and the TLIHT algorithm will be adaptive and free from the choice of regularization parameter $\lambda$. Moreover, we
also find that the quantity of the solution of the MIHT algorithm also depends seriously on the setting of the parameter \( \epsilon \). In TLIHT algorithm, a proper choice for the value of \( \epsilon \) at \( k \)-th iteration is given by

\[
\epsilon = \max\{\sigma_{r+1}(X^k), 10^{-3}\}. \tag{45}
\]

**Algorithm 1 : TLIHT algorithm**

- **Input**: \( \mathcal{A} : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^d \), \( b \in \mathbb{R}^d \)
- **Initialize**: \( X^0 \in \mathbb{R}^{m \times n} \), \( \mu = \frac{1 - \eta}{\|\mathcal{A}\|_2} (\eta \in (0, 1)) \), \( \alpha \in [0, 1) \) and \( \epsilon > 0 \);
- \( k = 0 \);
- while not converged do
  - \( B_\mu(X^k) = X^k - \mu \mathcal{A}^* \mathcal{A}(X^k) + \mu \mathcal{A}^*(b) \);
  - Compute the SVD of \( B_\mu(X^k) \) as \( B_\mu(X^k) = U^k [\text{Diag}(\sigma_i(B_\mu(X^k))), 0_{m,n-m}](V^k)^\top \);
  - \( \lambda = \sqrt{\frac{\max_i \sigma_{r+1}(B_\mu(z^k))^{3/2}([z^k]_{r+1})^{1/2-\alpha}}{\mu}} \), \( t^* = \frac{5}{4} \left( \lambda \mu/\sigma_i(B_\mu(z^k)) + \epsilon \right)^{1/2-\alpha} \);
    - for \( i = 1 : m \)
      - 1. \( \sigma_i(B_\mu(X^k)) > t^* \), then \( \sigma_i(B_\mu(X^{k+1})) = h_{\lambda \mu/\sigma_i(B_\mu(z^k))^{1/2-\alpha}}(\sigma_i(B_\mu(X^k))) \);
      - 2. \( \sigma_i(B_\mu(X^k)) < t^* \), then \( \sigma_i(B_\mu(X^{k+1})) = 0 \);
    - end
  - \( X^{k+1} = U^k [\text{Diag}(\sigma_i(B_\mu(X^{k+1}))), 0_{m,n-m}](V^k)^\top \);
  - \( k \rightarrow k + 1 \);
- end while
- return: \( X^{k+1} \);

V. Numerical experiments

In this section, we present a series of numerical experiments to test the performance of the TLIHT algorithm for some matrix completion problems and compare it with some state-of-art methods (SVT algorithm [15] and SVP algorithm [51]) in some grayscale image inpainting problems.

A. Completion of random matrices

In this subsection, we present a series of numerical experiments to test the performance of the TLIHT algorithm for some random low rank matrix completion problems. In our experiments, we aim to recover a random matrix \( X \in \mathbb{R}^{m \times n} \) with rank \( r \) from a subset of observe entries, \( \{M_{i,j} | (i, j) \in \Omega \} \). We generate random matrices \( M_1 \in \mathbb{R}^{n \times r} \) and \( M_2 \in \mathbb{R}^{r \times n} \) with independent identically distributed Gaussian entries. Let \( M = M_1 M_2 \), and the matrix \( M \) has rank at most \( r \). We sample the observe set \( \Omega \) with the sampling ratio \( sr = s/mn \), where \( s \) is the cardinality of the set \( \Omega \). One quantity helps to quantify the difficulty of a recovery problem is the freedom ratio \( fr = s/r(m + n - r) \), which is the freedom of rank \( r \) matrix divided by the number of measurement. If \( fr < 1 \),
There is always an infinite number of matrices with rank $r$ with the given entries, so we cannot hope to recover the matrix in this situation [21]. The stopping criterion used in our algorithm is defined as follows:

$$\|X^k - X^{k-1}\|_F \leq \text{Tol},$$

where $X^k$ is the matrix at iteration $k$. This criterion ensures that the algorithm stops when the difference between successive iterates is sufficiently small. The stopping criterion is used in conjunction with the iterative algorithm to ensure convergence to a solution that satisfies the given constraints.
where $Tol$ is a given small number. In our numerical experiments, we set $Tol = 10^{-8}$. Given an approximate recovery $X^*$ for $M$, the relative error is defined as

$$RE = \frac{\|X^* - M\|_F}{\|M\|_F}.$$

In order to implement our algorithm, we need to determine the parameter $\alpha$, which influences the behaviour of penalty function $\sum_{i=1}^{m} \left( \frac{\sigma_i(X)}{\sigma(X)+\epsilon_i} \right)^{1-\alpha}$. In the numerical tests, we test our algorithm on a series of low rank matrix completion problems with different $\alpha$ values, and set $\alpha = 0, 0.1, 0.3, 0.4, 0.5, 0.6, 0.7, 0.9$, respectively. We only take $m = n = 100$, and the results are shown in Tables I, II. Comparing the performances of TLIHT algorithm for matrix completion problems with different rank $r$, parameter $\alpha$ and $fr$, we can find that the parameters $\alpha = 0, 0.1, 0.3, 0.4, 0.5$ seem to be the optimal strategy for our algorithm when $fr$ is closed to one.

![Original Peppers image](image1)
![Approximated Peppers image with rank 30](image2)

Fig. 1. Original $256 \times 256$ Peppers image and its approximated image with rank 30

![Original Cameraman image](image3)
![Approximated Cameraman image with rank 30](image4)

Fig. 2. Original $256 \times 256$ Cameraman image and its approximated image with rank 30
B. Application for image inpainting

In this subsection, we demonstrate the performance of the TLIHT algorithm on some image inpainting problems. The TLIHT algorithm is tested on two standard $256 \times 256$ grace images (Peppers and Cameraman). We first use the singular value decomposition to obtain their approximated images with rank $r = 30$. Original images and their corresponding approximated images are displayed in Figs 1 and 2. We take $sr = 0.40$ and $sr = 0.30$ for the two low rank images. We only take $\alpha = 0.1, 0.5$ in the TLIHT algorithm. Numerical results of the three algorithms for image inpainting problems are reported in Table III. We display the recovered Peppers and Cameraman images via the three algorithms in Figs 3, 4 respectively. We can see that the TLIHT algorithm with $\alpha = 0.1$ performs the best in image inpainting problems compared with SVT algorithm and SVP algorithm.

| Image      | TLIHT, $\alpha = 0.1$ | TLIHT, $\alpha = 0.5$ | SVT  | SVP  |
|------------|----------------------|----------------------|------|------|
| (Peppers, 30, 1.8129) | 3.66e-07, 5.08 | 4.70e-07, 6.12 | 1.43e-02, 12.05 | 3.66e-07, 1.79 |
| (Cameraman, 30, 1.8129) | 1.08e-06, 11.85 | 1.12e-06, 12.52 | 7.99e-02, 7.84 | 7.59e-01, 2.35 |

VI. Conclusion

In this paper, we proposed a nonconvex function to approximate the rank function in the NP-hard problem (AMRM), and studied the transformed minimization problem in terms of theory, algorithm and computation. We discussed the equivalence of problem (AMRM) and (TLAMRM), and the uniqueness of global minimizer of the problem (TLAMRM) also solves the NP-hard problem (AMRM) if the linear map $A$ satisfies a restricted isometry property (RIP). In addition, an iterative thresholding algorithm is proposed to solve the regularization problem (RTLAMRM). Numerical results on low-rank matrix completion problems illustrated that our algorithm is able to recover a low-rank matrix, and the extensive numerical on image inpainting problems shown that our algorithm performs the best in finding a low-rank image compared with some state-of-art methods.
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Fig. 3. Comparisons of TLIHT, SVT and SVP algorithms for recovering the approximated low-rank Peppers image with \( sr = 0.30 \).
Fig. 4. Comparisons of TLIHT, SVT and SVP algorithms for recovering the approximated low-rank Cameraman image with \( sr = 0.30 \).