A New Method of Artificial to Solve the Optimization Problems without the Violated Constraints
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Abstract—There are some problems in optimization that cannot be derived mathematically. Various methods have been developed to solve the optimization problem with various functional forms, whether differentiated or not, to overcome the problem, which is known as artificial methods such as artificial neural networks, particle swarm optimization, and genetic algorithms. The literature says that there is an artificial method that frequently falls to the minimum local solution. The local minimum results are proof that the artificial method is not accurate. This paper proposes the Large to Small Area Technique for power system optimization which works to reduce feasible areas. This method can work accurately, which never violates all constraints in reaching the optimal point. However, to conclude that this method is superior to others, logical arguments and tests with mathematical simulations are needed. This proposed method has been tested with 24 target points using ten functions consisting of a quadratic function and a first-order function. The results showed that this method has an average accuracy of 99.97% and an average computation time of 62 seconds. The proposed technique can be an alternative in solving the economic dispatch problem in the power system.
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I. INTRODUCTION

The method to solve the optimization problem can be divided into two groups: the mathematical base and the artificial based method. The mathematical methods are based on derivatives of the Lagrange function, and that makes each method is adequate to solve only the problems that can be derived mathematically. The methods consist of Lagrangian Method (LM) [1], Gradient Method (GM) [2], Linear Programming (LP) [3], [4], Dynamic Programming (DP) [5], and Direct Method (DM) [6], Lambda Iteration (LI) [7]. These methods ensure that solutions will always accurately fall to a global minimum, but they could not work on a function that cannot be derived.

The artificial methods take the artificial intelligent concept as their basis. The methods included in this group are, among others: Genetic Algorithm (GA) [8], Particle Swarm Optimization (PSO) [9]–[11], Firefly Algorithm (FA) [12], Flower Pollination Algorithm (FPA) [13], Artificial Neural Network (ANN) [14], Thunderstorm Algorithm (TA) [15], Fuzzy Algorithm [16], Coulomb’s and Franklin’s Algorithm [17], Whale Optimization Algorithm (WOA) [18], [19], and Simulated Annealing (SA) Algorithm [20].

The main problem related to the technique is controlling the required parameters. Sometimes the selection of improper control parameters will cause considerable computational time. The methods mentioned above are complex. The methods also have many parameters to control, and their accuracy depends on the initial solution chosen. If the initial solution is close to a local minimum, it will fall within
the local minimum. This condition is sometimes experienced by PSO [21]. Meanwhile, on the other hand, several methods, such as the Direct Method, could guarantee convergence. However, these methods could only solve the economic dispatch (ED) problem when the objective function's order is lower or equal to two and failed at the higher order.

Another simpler artificial method, namely the Large to Small Area Technique (LSAT) [22], was developed from the Coarse to Fine Search method, which has been used in information signal processing, especially for estimating the motion of video signals [23]. The basic principle of LSAT is based on feasible area scaling. The basic principle of LSAT is based on feasible area scaling. The Feasible Area is continuously reduced until a very small feasible area is obtained, and the best candidate is considered the solution point. The optimum point is indicated by a situation where the difference between the best candidate in the iteration \( k \) and the best candidate in the iteration to \((k-1)\) is very insignificant.

In reaching the optimum point, this LSAT guarantees that it will not violate the constraints that have been set. If a candidate is outside the feasible area formed by the mathematical function and limitation function, the candidate is left out in the next iteration. This study proposed the LSAT method to reach the optimal point by ensuring that the results obtained never violate the constraints. This method juga can solve the optimization problem in high order function, not limited only to a second-order or quadratic function.

This paper consists of four main chapters. The first chapter explains the proposed method, its algorithms, and the flow charts. After explaining the material and method of the research, the second chapter analyzes the simulation results. The third chapter examines the discussion of the simulation results, and the last chapter contains the conclusions and the future works.

II. RESEARCH METHODS

A. Objective Functions and Constrains

Optimization is a topic that has been widely used for various purposes and by various methods. Optimization aims to reach an optimal point, either a minimum point or a maximum point depending on the goals. In optimization, the objective function must be determined first.

The objective function of the optimization in this paper is to minimize the sum of several quadratic and first-order functions, with the characteristics of each function being different and the constraints of the functions are different, as shown in (1) to (5).

\[
y_t = f_i(x_i)
\]  

The objective function in this problem is:

\[
\min y_{total} = \min \sum_{i=1}^{n} Y_i \quad (2)
\]

\[
f_i(x_i) = a \cdot x_i^2 + \beta x_i + \gamma \quad (3)
\]

Function limitations are:

\[
x_j \leq x_i \leq x_{i}^{\text{upper}}, \quad i = 1,2, \ldots, n \quad (4)
\]

\[
\sum_{i=1}^{n}(x_i - v_i) = 0 \quad (5)
\]

where \( a, \beta \), and \( \gamma \) are coefficient of function, \( v_i \) is the point that will be aimed at the optimization process, \( x_i \) is the optimization result in the \( i \)th function.

The relationship between \( y_i \) and \( x_i \) is shown in Table 1, column-2, while the limitations of the function are shown in column-3.

| No | Mathematical functions | Limitation Function |
|----|------------------------|---------------------|
| 1  | \( y_1 = 1.100 \cdot x_1^2 + 375 \cdot x_4 + 250 \) | \( 40 \leq x_1 \leq 400 \) |
| 2  | \( y_2 = 1.020 \cdot x_2^2 + 360 \cdot x_4 + 200 \) | \( 60 \leq x_2 \leq 600 \) |
| 3  | \( y_3 = 1.120 \cdot x_3^2 + 370 \cdot x_4 + 400 \) | \( 28 \leq x_3 \leq 280 \) |
| 4  | \( y_4 = 550 \cdot x_4 + 600 \) | \( 13 \leq x_4 \leq 126 \) |
| 5  | \( y_5 = 500 \cdot x_5 + 800 \) | \( 18 \leq x_5 \leq 175 \) |
| 6  | \( y_6 = 1.105 \cdot x_6^2 + 300 \cdot x_6 + 325 \) | \( 66 \leq x_6 \leq 661 \) |
| 7  | \( y_7 = 0.110 \cdot x_7^2 + 400 \cdot x_7 + 300 \) | \( 10 \leq x_7 \leq 100 \) |
| 8  | \( y_8 = 1.200 \cdot x_8^2 + 410 \cdot x_8 + 400 \) | \( 2 \leq x_8 \leq 20 \) |
| 9  | \( y_9 = 0.850 \cdot x_9^2 + 365 \cdot x_9 + 375 \) | \( 40 \leq x_9 \leq 400 \) |
| 10 | \( y_{10} = 0.850 \cdot x_{10}^2 + 365 \cdot x_{10} + 375 \) | \( 3 \leq x_{10} \leq 28 \) |

B. The Proposed Method

Another artificial method guarantees that it does not violate the constraints of reaching the minimum global point, i.e., the Large to Small Area Technique (LSAT) can fill in those shortcomings that come with the other methods in solving the economic dispatch problem [22]. Figure 1(a) shows the optimization process from two methods: the PSO and the LSAT. Yellow Graph consists of the minimum global (shown by point D, which is the star position) and a minimum local (shown by point C). Optimization using the PSO method starts from the starting point of the candidate's movement as indicated by point A, which moves towards the global minimum point and reaches a global minimum. However, if the candidate's movement starts from point B, the iteration may stop when the candidate's movement reaches point C. In other words, iterations can stop when the optimization results reach point C or at the local minimum. The local minimum result means that PSO method is easily falling into a local minimum. Moreover, this analysis is in accordance with the paper published by [23]. Thus the PSO method depends on the starting point of the candidate's movement.

Optimization using the LSAT method starts by evenly spreading the M number of solution candidates on the feasible area formed from each generator's
constraint functions. Each candidate is tested with an objective function, a minimum cost function, and the candidate with the lowest generation cost is selected as the best candidate. Figure 1(a) shows that candidate 1 is the closest to minimum global, and it is chosen as the best candidate in this condition (iteration 1). After the best candidate has been selected, the feasible area is reduced to half of the previous feasible area’s size, as shown in Fig. 1(b), and M number of candidates has spread again. Testing with the objective function and selecting the best candidate is repeated, and after that, candidate-2 is obtained. This second iteration is shown in Fig. 1(b). Here, in Fig. 1(b), candidate-2 is closer to the minimum global compared to candidate 1 (in iteration -1). Figure 1(c) shows that candidate-3 is closer to the global minimum when compared to candidate-2 (in iteration-2). All these processes (spreading, testing, and selecting) are repeated continuously until iteration-k when a very narrow feasible area is obtained. The best candidate selected from there is called an optimal solution or convergent point. The difference between the best candidate on iteration-k and the best candidate on iteration k-1 is no longer significant in such conditions. Figure 1(d) shows that the best candidate in the iteration is k, where its location coincides with the global minimum point.

The accuracy level of this method depends on the following things: (i). The number of candidates (M), the more candidates, the higher the accuracy level. (ii). Threshold value (c) is the difference between the best candidate on iteration-k and the best candidate on iteration k-1. The smaller c, the more accurate result will obtain, and it could approach the results of calculus methods such as Direct method, Gradient method, but it took a long time to finish. Those explanations show that the LSAT method will never fall on minimum local and always give a convergent result.

In simple terms, the Large to Small Area Technique (LSAT) can be explained in Fig. 2.

Define an area formed by the limit of the generator unit having dimensions n, \( \mathcal{R}_0 \).

\[
\mathcal{R}_0 = \left\{ \left( x_1, x_2 \right), \left( x_2, x_3 \right), \ldots, \left( x_n, x_f \right) \right\}
\]  

(6)

The area where candidates are scattered can be a line (1-dimension), a plane (2-dimensions), a space (3-dimensions) or a higher dimension depending on the number of functions involved.

In \( \mathcal{R}_0 \), M candidates are scattered, as shown in Figure 2, with M = 5 (i.e., candidate 1, 2, 3, 4, and 5). The best candidate is determined, namely the candidate with the smallest value of total y, so that candidate-4 is the best in the 0 iterations, \( x_{0}^{\text{best}} \). \( \mathcal{R}_0 \) is reduced to form a new area, \( \mathcal{R}_1 \) and it is confirmed that candidate 4 (\( x_{0}^{\text{best}} \)) is in the \( \mathcal{R}_1 \).

Then five candidates were spread again on \( \mathcal{R}_1 \), so that the candidate density increased. In Fig. 2, candidate-8 does not meet, and it will not be involved.
in the optimization process because it is outside of \( \mathcal{R}_0 \) which causes it to violate the limits of \( x \). Determine the best candidate in \( \mathcal{R}_1 \), obtained candidate-6 as the best candidate in the 1st iteration \( x_{1}^{best} \).

The process is continued until a tiny area of \( \mathcal{R}_k \) is obtained and the best candidate, namely candidate 6 as \( x_{k}^{best} \), can be considered as the optimal solution, and the iteration process stops. Each candidate \( C \) in the \( k \)-iteration can be written as (7).

\[
C_i^k = (x_{i1}^k, x_{i2}^k, \ldots, x_{iM}^k)
\]  

To stop the iteration process, set \( \zeta \) is a constant that is not significant compared to \( \gamma_{tot} \). So that if the difference between the best candidates in \( \mathcal{R}_k \) and in \( \mathcal{R}_{k-1} \) is smaller or equal to \( \zeta \), the iteration is stopped.

\[
\mu = x_{k}^{best} - x_{k-1}^{best} \leq \zeta
\]  

Each best candidate in each iteration must be in \( \mathcal{R}_0 \), as shown in (9).

\[
x_{k}^{best} \in \mathcal{R}_0
\]  

This ensures that this technique will never violate the \( x \) constraints.

C. Algorithm and Flowchart

In simple terms, LSAT’s basic principles have been explained in the research method in Fig. 2. The initial step is to determine the feasible area which is formed from the limits of all \( x \).

In general, the algorithm from the LSAT can be expressed as follows:
1. Input data.
2. Determine the area formed from the limit of all \( x \), namely \( \mathcal{R}_0 \), and spread \( M \) candidates into \( \mathcal{R}_0 \).
3. Determine the best candidate, namely the candidate with the minimum \( y \).
4. Reduction of the feasible area to get a new feasible area and the best candidate in step-3 is inside the new feasible area.
5. Spread \( M \) candidates and if there are candidates who are outside \( \mathcal{R}_0 \), then the candidates are ignored.
6. Determine the best candidate.
7. Check if \( \mu \leq \zeta \), then a solution point is found, go to step 9. If \( \mu > \zeta \), then determine the new feasible area.
8. Spread \( M \) candidates and determine the best candidate.
9. Go to step 3.
10. Result
11. Stop

This method is done based on the repetition of the best candidate search process from a feasible area, \( \mathcal{R}_0 \). Some candidates are spread on \( \mathcal{R}_0 \) and the best candidate is chosen among them. After that, the smaller feasible area around the best candidate, \( \mathcal{R}_0 \) is determined. The same process is repeated until a very small feasible area where the best candidate can be considered a convergence point. The testing uses 24 target points to validate the proposed technique. To guarantee the convergence, if there are candidates on iteration \( k \) which placed outside \( \mathcal{R}_0 \), the candidates are deleted, even though they are located in \( \mathcal{R}_k \).

This is an advantage of LSAT, which will not fall at local minimum conditions, so the convergence is guaranteed. The LSAT’s convergence guarantee is shown in Fig. 2. The flow chart of the proposed method is shown in Fig. 3.

III. RESULTS

A. Simulation Results

The proposed system is tested using the target points (TP) as shown in Fig. 4 and in Table 2 to test the proposed technique’s performance, especially regarding accuracy. This system can reach these goal
points accurately, the results are shown in Table 2, where $\zeta$ is set at 10000. The results of each $x$ are shown in Fig. 5.

**Table 2. Optimization Results**

| TP  | $v_i$ | $\sum_{i=1}^{10} x_i$ | $y_i$ | $\frac{|x_i - v_i|}{v_i} \times 100$ Acc. (%) |
|-----|-------|----------------------|------|------------------------------------------|
| 1   | 1.299 | 1,299.50             | 687.130.86 | 0.03849 | 99.962 |
| 2   | 1.314 | 1,314.83             | 686.620.61 | 0.06317 | 99.937 |
| 3   | 1.238 | 1,238.30             | 642.611.74 | 0.02423 | 99.976 |
| 4   | 1.214 | 1,214.69             | 634.539.57 | 0.05684 | 99.943 |
| 5   | 1.157 | 1,157.43             | 583.984.68 | 0.03717 | 99.963 |
| 6   | 1.238 | 1,238.30             | 642.611.74 | 0.02423 | 99.976 |
| 7   | 1.292 | 1,292.76             | 674.432.28 | 0.05882 | 99.941 |
| 8   | 1.299 | 1,299.50             | 687.130.86 | 0.03849 | 99.962 |
| 9   | 1.385 | 1,385.52             | 736.611.34 | 0.03755 | 99.962 |
| 10  | 1.390 | 1,390.32             | 742.507.40 | 0.02302 | 99.977 |
| 11  | 1.570 | 1,570.86             | 883.627.42 | 0.05478 | 99.945 |
| 12  | 1.634 | 1,634.01             | 932.338.99 | 0.00661 | 99.999 |
| 13  | 1.815 | 1,815.11             | 1,095.707.55 | 0.00606 | 99.994 |
| 14  | 1.878 | 1,878.43             | 1,157.256.93 | 0.02290 | 99.977 |
| 15  | 2.375 | 2,375.18             | 1,701.903.42 | 0.00758 | 99.992 |
| 16  | 2.669 | 2,669.42             | 2,110.541.19 | 0.01574 | 99.984 |
| 17  | 2.724 | 2,724.94             | 2,199.366.40 | 0.03451 | 99.965 |
| 18  | 2.471 | 2,471.25             | 1,835.295.67 | 0.01012 | 99.990 |
| 19  | 2.385 | 2,385.18             | 1,706.123.42 | 0.00755 | 99.992 |
| 20  | 1.868 | 1,868.43             | 1,152.796.93 | 0.02302 | 99.977 |
| 21  | 1.815 | 1,815.11             | 1,095.707.55 | 0.00606 | 99.994 |
| 22  | 1.632 | 1,632.34             | 931.634.56  | 0.02083 | 99.979 |
| 23  | 1.356 | 1,356.40             | 720.433.70  | 0.02950 | 99.971 |
| 24  | 1.311 | 1,311.67             | 702.532.34  | 0.05111 | 99.949 |

The accuracy is calculated using (10) to see the system performance.

$$\text{Acc} = (1 - \frac{x_i - v_i}{v_i}) \times 100\% \quad (10)$$

Table 2 shown the target point of 1299 ($v_i=1299$, in column-2) testing. This technique shows the optimization result of 1299.5 ($x_1=1299.5$, in column-3). This shows that the accuracy of the proposed technique for this condition is 99.962%. From Table 2, the average accuracy for the 24 target points is 99.97%.

The accuracy of the proposed technique for reaching the target points is shown in Table 2, where $\zeta$ is set to 10,000, and the number of candidates M is 250. Figure 5 shows the result of each $x$. The values $x$ are in the range of the limitation function. It is indicated that the proposed method guarantees that it does not violate the constraints. Table 3 compares the proposed techniques' accuracy and computation time for various threshold values ($\zeta$).

**Table 3. Accuracy of The LSAT and Computation Time**

| Threshold Value $\zeta$ | Average of Accuracy (%) | Average of Computation time (s) |
|-------------------------|-------------------------|-------------------------------|
| 10^6                   | 99.842                  | 17                            |
| 10^7                   | 99.945                  | 23                            |
| 10^8                   | 99.974                  | 62                            |

**IV. DISCUSSION**

This paper discusses the certainty of a new artificial LSAT method in reaching the optimum point or global minimum point. The test involves ten functions $y = f(x)$, with the objective function is to minimize the value of $y$. This technique is tested with 24 target points that must be achieved. The simulation results through testing at the 24 target points show that the proposed technique has an accuracy of 99.97% when $\zeta$ is set to 10,000. Meanwhile, Table 3 shows that the smaller the $\zeta$ value, the higher the accuracy, but it requires a longer computation time. So that to increase accuracy can be done by reducing the value of $\zeta$.

Referring to Table 1, the optimization results for each of the $x$ values shown in Fig. 5, do not violate the limits of $x$. It is caused this problem was anticipated in the algorithm of the LSAT.

The basic principle of LSAT, which has been explained in the research method section, shows that LSAT is a simple artificial method. This technique has
a different approach from other artificial methods, where this technique does not use a point-to-point approach to reach the optimal point but uses an area-to-area approach. Table 3 shows that the LSAT has a short computation time, wherein the computation time is approximately 1 minute.

For several reasons mentioned above, the LSAT can be used as an alternative method to solve optimization problems. An example of optimization in the power system is the economic dispatch (ED) problem. In ED problems, then \( v \) is the load demand that must be met by generator power, \( x \) is the power generated by each generator, \( y \) is the fuel costs function that should be minimized, and TP (1 to 24) is the hour during the day. In ED problems, the computation time is very important because the optimization results will be used for generator scheduling. If the computation time is long, the application program will not satisfy the scheduling usage.

V. CONCLUSION

The LSAT can be well applied to solve optimization problems. In addition to providing the guarantee of convergence so that it does not fall into local minimum conditions, LSAT also has several advantages: being simple, fast, and achieving a global minimum that will never violate all these constraints. The certainty of this convergence lies in this method. If candidates in the feasible area of iteration-k but candidates are outside the feasible area before the iteration, they are discarded. The average accuracy of the proposed method is 99.92%. Thus, the proposed method can solve optimization problems in the power system, especially in solving ED or Economic and Emission Dispatch (EED) problems. However, there is no research concerning the optimal value and randomization of the candidates. Thus, future research is needed to optimize the number of candidates and the randomization processes to obtain optimal computational time of simulation and optimal value.
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