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Abstract

We provide algorithms for computing a Lyapunov function for a class of systems where the state trajectories are constrained to evolve within a closed convex set. The dynamical systems that we consider comprise a differential equation which ensures continuous evolution within the domain, and a normal cone inclusion which ensures that the state trajectory remains within a prespecified set at all times. Finding a Lyapunov function for such a system boils down to finding a function which satisfies certain inequalities on the admissible set of state constraints. It is well-known that this problem, despite being convex, is computationally difficult. For conic constraints, we provide a discretization algorithm based on simplicial partitioning of a simplex, so that the search of desired function is addressed by constructing a hierarchy (associated with the diameter of the cells in the partition) of linear programs. Our second algorithm is tailored to semi-algebraic sets, where a hierarchy of semidefinite programs is constructed to compute Lyapunov functions as a sum-of-squares polynomial.
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1 Introduction

Constrained dynamical systems, where the evolution of state trajectories is confined to a predefined set, arise in different applications. Mathematically, given a closed convex set $S \subset \mathbb{R}^n$, and a continuously differentiable function $f : \mathbb{R}^n \to \mathbb{R}^n$, one possible way to describe the evolution of constrained systems is via the differential inclusion

$$\dot{x} \in f(x) - N_S(x)$$

where $N_S(x) \in \mathbb{R}^n$ denotes the outward normal cone to the set $S$ at the point $x \in \mathbb{R}^n$. An absolutely continuous function $x : [0, T] \to \mathbb{R}^n$ is a solution of (1) if there exists a (possibly discontinuous and state-dependent) function $\eta : [0, T] \to \mathbb{R}^n$ such that (1) holds for almost every $t$, and $\eta(t) \in -N_S(x(t))$, for all $t \geq 0$. In other words, if at a time $t \in [0, T]$, $x(t)$ is in the interior of $S$, then $\eta(t)$ is essentially equal to 0. However, if $x(t)$ is on the boundary of set $S$, then the vector $\eta(t) \in -N_S(x(t))$ is chosen such that $\dot{x}(t) = f(x(t)) + \eta(t)$ points inside the set $S$, which allows the motion to continue within the set $S$. In other words, one can also interpret the evolution of the trajectories of system (1) to be constrained in such a manner that $x(t) \in S$, for each $t \geq 0$.

System of form (1) are naturally related to projected dynamical systems, and connections can be drawn between constrained system (1) and other classes of nonsmooth systems (Brogliato and Tanwani, 2020). By and large, such models have found useful applications in the modeling of electrical circuits, mechanical systems with impacts (Acary et al., 2011; Adly, 2017; Leine and van de Wouw, 2008). Some variants of these systems are also studied in (Tanwani et al., 2018) in the context of estimation and output regulation problems.

In this article, we are interested in developing tools for stability analysis of constrained system using Lyapunov functions. In the literature, we basically find two approaches for finding Lyapunov functions for systems of form (1) which mostly focus on $f(x) = Ax$, with $A \in \mathbb{R}^{n \times n}$ being a matrix. In the first approach, the nonsmooth multiplier $\eta$ is seen as a nonlinearity in the feedback and the interaction of the differential equation with the nonlinearity $\eta$ is interpreted as a Lur’e system. With this perspective, and under some passivity assumptions, the resulting Lur’e system is shown to be asymptotically stable with a quadratic positive definite Lyapunov function. However, this approach imposes certain structural requirements on the system dynamics, which is not always desirable. If one works without such assumptions, then it is important to take into account the constraints imposed on the state trajectories of system (1). With the constraint set being the positive
orthant, this second viewpoint is directed at computing the copositive Lyapunov functions (which are positive definite only in the positive orthant, and not necessarily in the entire state space). Sufficient conditions for finding copositive Lyapunov functions of complementarity systems appear in (Goeleven et al., 2003; Goeleven and Brogliato, 2004; Camlibel et al., 2006), where once again these conditions are aimed at finding copositive matrices with \( f(\cdot) \) being linear, so that the quadratic form associated with the resulting copositive matrices describes a Lyapunov function. There is no obvious indication in these works about how they could be generalized to nonlinear \( f(\cdot) \) in (1). Even if such conditions could be formulated, the computational complexity of checking such conditions remains unknown.

Stability analysis using copositive Lyapunov functions, for system (1) with \( f(\cdot) \) nonlinear and \( S \) being the positive orthant of \( \mathbb{R}^n \), have been addressed in our recent work (Souaiby et al., 2019) where we have shown that, for a certain class of complementarity systems, if the origin is globally exponentially stable then there exists a continuously differentiable copositive Lyapunov function. For computing such a function numerically. In this paper, we extend those ideas to study more general constraint sets \( S \) and how our earlier algorithms can be adapted for these broader class of sets.

The first of these algorithms corresponds to checking the inequalities, associated with the search of Lyapunov function, over a finite set only. Here, we present a modification of this algorithm when the constraint set is a polyhedral cone, instead of just the positive orthant. In the literature, similar ideas have been used for checking copositivity of a quadratic form (Bundfuss and Dür, 2008, 2009; Nie et al., 2018). Among these, the algorithms proposed in (Bundfuss and Dür, 2008, 2009) are based on using the homogenous structure of the function, and via suitable partitioning, transform the problem of checking copositivity to solving a linear set of equations. We adopt this philosophy in our work here as well. In particular, if the vector field \( f \) in (1) is homogenous, our search boils down to computing a function which satisfies a given set of inequalities on the standard simplex only. We partition this simplex in an appropriate way, and check the inequalities at the discrete nodes of the partition, and solve for the coefficients of the desired polynomial copositive Lyapunov function. As we increase the nodes in our partition, a converging hierarchy of linear programs is established. The results are backed up by academic examples.

The other method that we use is based on sum-of-squares (SOS) decomposition of the Lyapunov function. While checking if a function is positive everywhere is numerically hard, checking if it admits an SOS decomposition is a semidefinite program (Powers and Wörmann, 1998). Hence, numerical tools based on SOS optimization have been developed extensively over the past
two decades to compute Lyapunov functions, see e.g. (Parrilo, May 2000; Prajna et al., 2002; Henrion and Garulli, 2005; Chesi et al., 2009). In the context of systems with switching vector fields, the construction of Lyapunov functions using SOS is studied in Papachristodoulou and Prajna (2009); Ahmadi and Parrilo (2017); Ahmadi and Jungers (2018). An overview of sum-of-squares techniques can be found in (Lasserre, 2015), and applications of semidefinite programming for solving polynomial inequalities in control systems related problems appear in (Henrion, 2013). In contrast to our work in (Souaiby et al., 2019) with constraints being positive orthants only, we consider compact semi-algebraic sets in this work. We provide sufficient conditions which alleviate the need to compute the analytic solution to a quadratic optimization problem (on the boundary of $S$) to check the corresponding Lyapunov inequalities. This allows us to overcome the computational burden associated with the SOS technique proposed in (Souaiby et al., 2019).

2 Problem Setup

In this article, we focus on a particular class of constrained systems described by

$$
\dot{x} = f(x) + \eta \quad \text{(2a)}
$$
$$
\eta \in -N_S(x) \quad \text{(2b)}
$$

where $f : \mathbb{R}^n \to \mathbb{R}^n$ is locally Lipschitz continuous with $f(0) = 0$. The set $S$ is assumed to be closed, and convex, so that $N_S(x)$ is defined as

$$
N_S(x) := \{ \eta \in \mathbb{R}^n \mid \langle \eta, y - x \rangle \leq 0, \forall y \in S \}.
$$

Since our aim is to provide computational methods for stability analysis, we work with constraint sets $S$ which are finitely generated. In particular, the following assumption is imposed throughout the article:

(A1) The set $S$ is convex, contains the origin $\{0\}$, and is described as

$$
S := \{ x \in \mathbb{R}^n \mid g_i(x) \geq 0, i = 1, \ldots, M \} \quad \text{(3)}
$$

for some continuously differentiable functions $g_i : \mathbb{R}^n \to \mathbb{R}$. Furthermore, the gradients $\nabla g_i(x) \neq 0$ in some neighborhood of the set $\{ x \in \mathbb{R}^n \mid g_i(x) = 0 \}$.

Based on the discussion following (1), it follows that if $f$ does not admit finite escape time, then there exists a solution to system (2) which stays in
the set $\mathcal{S}$ for all times. Such a solution corresponds to the particular selection of $\eta$ in (2). In other words, if $x$ is on the boundary of the set $\mathcal{S}$, then the vector $-\eta$ is given by the projection of $f(x)$ onto the normal cone to the set $\mathcal{S}$, that is, $N_{\mathcal{S}}(x)$, see (Brogliato and Tanwani, 2020). For simulation of such systems, an optimization problem is thus solved, at the boundary of the constraint set, to compute $\eta$.

2.1 Stability Notions

We first review the stability notions which are to be adapted with respect to the constrained domain, and then provide the definition of Lyapunov functions which we seek for checking stability of system (2).

**Definition 1 (Stability)** The origin is stable in the sense of Lyapunov if for every $\varepsilon > 0$ there exists $\delta > 0$ such that

$$x_0 \in \mathcal{S}, \|x_0\| \leq \delta \Rightarrow \|x(t, x_0)\| \leq \varepsilon, \forall t \geq t_0.$$  

The origin is locally asymptotically stable if it is stable in the sense of Lyapunov and there exists $\rho > 0$ such that

$$x_0 \in \mathcal{S}, \|x_0\| \leq \rho \Rightarrow \lim_{t \to +\infty} \|x(t, x_0)\| = 0.$$  

The origin is globally asymptotically stable if the latter implication holds for arbitrary $\rho > 0$. The origin is globally exponentially stable if there exist $\alpha > 0$ such that $\|x(t, x_0)\| \leq c_0 e^{-\alpha t} x_0$, for every $x_0 \in \mathcal{S}$.

Compared to the conventional definitions of stability for unconstrained dynamical systems, our domain of interest is reduced to the set $\mathcal{S}$ in system (2). Also, the vector field jumps instantaneously at the boundaries of the set $\mathcal{S}$, which may have an impact on the stability of the system. The following example motivates why it is not enough to analyze stability just by looking at the vector field $f$ in (2), and that the set $\mathcal{S}$ must also be taken into consideration.

**Example 1** Let $f(x) = Ax$ with $A = \begin{bmatrix} -1 & -2 \\ -1 & -1 \end{bmatrix}$, and $\mathcal{S} = \{x \in \mathbb{R}^2 \mid 4x_1 - x_2 \geq 0, 4x_2 - x_1 \geq 0 \}$. Matrix $A$ is not Hurwitz stable since one of its eigenvalues is in the right-half complex plane. However, constrained system (2) is globally asymptotically stable, see our later Example in Section 3 for a proof based on a Lyapunov function. Hence, this example shows that the constraints make the system stable, even if the unconstrained system is unstable.
Similarly, one can construct examples where the vector field $f$, without any constraints would result in state trajectories converging to the origin, but the presence of constraints makes the dynamical system \([2]\) unstable, for the same vector field. Such examples show that, when developing Lyapunov methods for analyzing stability, it is not enough to just look at the vector field $f$, without looking at set $S$.

### 2.2 Lyapunov Functions with Constraints

Based on the above notions, one has to adapt the notion of Lyapunov functions when analyzing the stability of constrained systems of the form \([2]\). It is thus of interest to introduce Lyapunov functions which describe the qualitative behavior of the state trajectories on the set $S$ only. With this observation, the following definition of Lyapunov functions for \([2]\) provides more flexibility:

**Definition 2 (Constrained Lyapunov Function)** System \(\text{\([2]\)}\) has a continuously differentiable (global) Lyapunov function $V : \mathbb{R}^n \rightarrow \mathbb{R}$ with respect to $S$ if

1. There exist class $\mathcal{K}_\infty$ functions $\underline{\alpha}$, $\overline{\alpha}$ such that
   \[
   \underline{\alpha}(\|x\|) \leq V(x) \leq \overline{\alpha}(\|x\|), \quad \forall \ x \in S;
   \]

2. There exists a class $\mathcal{K}$ function $\alpha$ such that
   \[
   \langle \nabla V(x), f(x) \rangle \leq -\alpha(\|x\|), \quad \forall \ x \in \text{int}(S), \quad \quad (4a)
   \]
   \[
   \langle \nabla V(x), f(x) + \eta_x \rangle \leq -\alpha(\|x\|), \quad \forall \ x \in \text{bd}(S), \quad \quad (4b)
   \]
   where $-\eta_x$ is the projection of $f(x)$ on $\mathcal{N}_S(x)$, such that $f(x) + \eta_x \in T_S(x)$.

In this article, we are interested in computing Lyapunov functions in the sense of Definition \([2]\) and for that, two classes of algorithms are proposed in Section 3 and Section 4 depending upon the structure imposed on the vector field $f$ and the constraint set $S$ in \([2]\).

---

1 A function $\alpha : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is said to be of class $\mathcal{K}$ if it is continuous, it satisfies $\alpha(0) = 0$, and it is increasing everywhere on its domain. It is said to be of class $\mathcal{K}_\infty$ if it is, in addition, unbounded.
3 Conic Sets and Copositive Programming

We first consider the question of computing the Lyapunov function for system (2) under the following assumption

(A2) The function $f : \mathbb{R}^n \to \mathbb{R}^n$ is locally Lipschitz continuous, satisfies $f(0) = 0$, and is homogenous, that is, there exists $d \in \mathbb{R}$ such that for every $\lambda > 0$,
\[
f(\lambda x) = \lambda^d f(x).
\]

(A3) The set $\mathcal{S}$ is a closed convex cone, which we denote by $K$ and is described as
\[
K = \{ x \in \mathbb{R}^n \mid Cx \geq 0 \}
\]
for some matrix $C \in \mathbb{R}^{m \times n}$.

3.1 Necessary Conditions

When addressing the question of computing a Lyapunov function, the first fundamental question is to determine the class of functions where the search should be performed. For the systems of form (2), under assumptions (A2) and (A3), an answer to this question appears in our recent work (Souaiby et al., 2019). The following statement thus specifies this function class:

Theorem 1 Consider the system (2) under assumptions (A2) and (A3). If the origin is globally exponentially stable, then there exists a homogenous polynomial $h : \mathbb{R}^n \to \mathbb{R}$, such that, for some non-negative integer $r$, the function
\[
V(x) = \frac{h(x)}{\|x\|^{2r}}
\]
(5) is a Lyapunov function for (2).

The only information from Theorem 1 that we will use in the remainder of this section, is the function class for the Lyapunov function specified in (5).

3.2 Polynomial Inequalities

To compute the Lyapunov function of the form (5) numerically, we fix the denominator and reformulate our problem as finding the homogenous polynomial in the numerator which satisfies certain inequalities. We carry out the steps by specifying the inequalities that need to be satisfied, and in the
Based on the result of Theorem 1, we consider $V$ of the form

$$V(x) = h(x) / \left( \sum_{i=1}^{n} x_i^2 \right)^r = h(x) / \|x\|_2^r$$

where $h(x)$ is a homogeneous polynomial, and $x = (x_1, x_2, \ldots, x_n)^T \in K$, and $r$ is a non-negative integer. The gradient of this function, denoted by $\nabla V(x) \in \mathbb{R}^n$, is

$$\nabla V(x) = \|x\|_2^2 \nabla h(x) - 2rh(x)x / \|x\|_2^{2(r+1)}.$$ 

We now introduce

$$s_0(x) = -\|x\|_2^2 \langle \nabla h(x), f(x) \rangle + 2rh(x) \langle x, f(x) \rangle.$$ 

Let $F_i := \{x \in K \mid (Cx)_i = 0\}$, denote a face of the cone $K$, for $i \in \{1, \ldots, m\}$, and let $s_i(x)$ be defined as

$$s_i(x) = -\langle \|x\|_2^2 \nabla h(x) - 2rh(x)x, f(x) + \eta_x \rangle, \quad x \in F_i.$$ 

To check the conditions in (4) of Definition 2 and find $V$ of the form (5), we thus need to find a homogenous function $h$, and a nonnegative integer $r$, such that

$$h(x) \geq 0, \quad \forall x \in K \quad (6a)$$

$$s_0(x) \geq 0, \quad \forall x \in K \quad (6b)$$

$$s_i(x) \geq 0, \quad \forall x \in F_i, \quad i \in \{1, \ldots, m\}. \quad (6c)$$

### 3.3 Algorithm Description

The basic idea behind our algorithm for systems with conic sets, and homogenous vector fields, is to use the structure of the system so that the inequalities in (6) need to be checked only for finitely many points over a compact set. In our case, this compact set turns out to be a simplex, or a finite union of simplices. We then select a certain number of points in the

$$\Sigma := \left\{ \sum_{i=0}^{m} \theta_i x_i \mid \sum_{i=0}^{m} \theta_i = 1 \text{ and } \theta_i \geq 0, \forall i \in \{1, \ldots, m\} \right\}.$$ 

An $m$-simplex $\Sigma$ is an $m$-dimensional polytope which is the convex hull of its $m + 1$ vertices $\{x^0, x^1, \ldots, x^m\}$, namely

$$\Sigma := \left\{ \sum_{i=0}^{m} \theta_i x_i \mid \sum_{i=0}^{m} \theta_i = 1 \text{ and } \theta_i \geq 0, \forall i \in \{1, \ldots, m\} \right\}.$$
simplex and evaluate the inequalities (6) with a certain polynomial function parameterized by finitely many unknowns. This allows us to construct an inner approximation of copositive polynomials with respect to cone $K$.

Because of the conic structure of $K$, we get two nice properties that are desirable for implementing an algorithm:

- Let $O_j$, $j = 1, \ldots, 2^n$, denote the orthants of $\mathbb{R}^n$, and let $K_j := O_j \cap K$, $F_{ij} := O_j \cap F_i$, for $i = 1, \cdots, m$. Then, each $K_j$ and $F_{ij}$ is a closed convex polyhedral cone.

- For a homogeneous polynomial $h \in \mathbb{R}[x]$ of degree $d$, it holds that
  \[
  h(x) \geq 0, \ \forall \ x \in K \iff h(x) \geq 0, \ \forall \ x \in K, \ \|x\| = 1. \tag{7}
  \]
As a result of these properties, it is convenient to introduce the simplices obtained by intersecting the cones $K_j$ or $F_{ij}$ with the set $\{x \in \mathbb{R}^n | \|x\|_1 = 1\}$, that is,

\[
\Sigma_j := \{x \in K_j | \|x\|_1 = 1\}, \quad \Sigma_{ij} := \{x \in F_{ij} | \|x\|_1 = 1\}.
\]

We next reduce the task to checking the inequalities on a finite number of points in each of the simplex $\Sigma_j$ and $\Sigma_{ij}$.

Because of equivalence in (7), positivity of a homogeneous polynomial $h$ is then expressed as

\[
h(x) \geq 0 \text{ for all } x \in \bigcup_{j=1}^{2^n} \Sigma_j \cup \left( \bigcup_{i=1}^m \Sigma_{ij} \right)
\]

### 3.3.1 Simplex Discretization:

Our goal is to discretize the simplex $\Sigma$ and obtain a hierarchy of linear inequalities with respect to the discretization points which allow us to find the desired function.

**Definition 3** Let $\Sigma$ be a simplex in $\mathbb{R}^n$. A family $\mathcal{P} = \{\Delta^1, \ldots, \Delta^m\}$ of simplices satisfying

\[
\Sigma = \bigcup_{i=1}^m \Delta^i \text{ and } \text{int } \Delta^i \cap \text{int } \Delta^j = \emptyset \text{ for } i \neq j
\]

is called a simplicial partition of $\Sigma$.

For a simplicial partition $\mathcal{P} = \{\Delta^1, \ldots, \Delta^m\}$ of $\Sigma$, we let $W_\mathcal{P}$ denote the set of all vertices of simplices in $\mathcal{P}$, and $E_\mathcal{P}$ the set of all edges of simplices in $\mathcal{P}$. The cardinality of $W_\mathcal{P}$ is $p = |W_\mathcal{P}|$. 

3.3.2 Tensor representation:

As a final tool, we introduce tensors, which generalize the notion of a matrix, and will be used for compact representation of polynomials and its values on the vertices of simplical partition.

**Definition 4** A tensor $H$ of order $d$ over $\mathbb{R}^n$ is a multilinear form

$$
\mathbb{R}^n \times \mathbb{R}^n \times \cdots \times \mathbb{R}^n \quad \rightarrow \quad \mathbb{R}
$$

where

$$
H[x^1, x^2, \ldots, x^d] = \sum_{i_1=1}^{n} \sum_{i_2=1}^{n} \sum_{i_d=1}^{n} h_{i_1, i_2, \ldots, i_d} x^{i_1} \cdots x^{i_d}
$$

and $h_{i_1, i_2, \ldots, i_d}$ corresponds to a real number from a table with $n^d$ entries, indexed by $i_1, i_2, \ldots, i_d \in \{1, \ldots, n\}$. We say that $H$ is symmetric if

$$
h_{i_1, i_2, \ldots, i_d} = h_{j_1, j_2, \ldots, j_d}
$$

whenever $i_1 + i_2 + \cdots + i_d = j_1 + j_2 + \cdots + j_d$, for all possible permutations $i_1, i_2, \ldots, i_d$ and $j_1, j_2, \ldots, j_d$ of $\{1, \ldots, n\}$.

A matrix $H \in \mathbb{R}^{n \times n}$ describes a tensor of order 2 over $\mathbb{R}^n$, also called a quadratic form, where the coefficients of the quadratic form belong to a table with $n^2$ entries $a_{i,j}$ with $i, j \in \{1, \ldots, n\}$. A general homogeneous polynomial $h \in \mathbb{R}[x]$, with $d \geq 2$, can be written as

$$
h(x) = h(x_1, \ldots, x_n) = \sum_{i=(i_1, \ldots, i_n) \in \{1, \ldots, n\}^d \atop i_1 + \cdots + i_n = d} h_{i} x_1^{i_1} \cdots x_n^{i_n}.
$$

Using the tensor representation, $h$ can also be compactly written in the form

$$
h(x) = H[x, x, \ldots, x] \quad \text{where } H \text{ is a symmetric tensor.}
$$

3.3.3 Constructing the Hierarchy:

For a fixed partition $\mathcal{P} = \{\Delta^1, \ldots, \Delta^\ell\}$ of the simplex $\Sigma$, we look at the vertices of $\Delta^k$, and evaluate the tensor at all possible combinations of the vertices within $\Delta^k$. The following proposition provides a feasibility check for this method:
Lemma 1 For a simplicial partition $\mathcal{P}$, with set of vertices $W_{\mathcal{P}} = \{v_1, \ldots, v_p\}$, and $\Delta = \text{conv}\{v_1, \ldots, v_p\}$. If

$$H[v_{i_1}, v_{i_2}, \ldots, v_{i_d}] \geq 0 \text{ for all } i_1, i_2, \ldots, i_d = 1, \ldots, p,$$  \hspace{1cm} (9)

then $h(x) = H[x, x, \ldots, x] \geq 0$ for all $x \in \Delta$.

Proof: For each point $x \in \Delta$, we can represent it in the affine hull of $\Delta$ by its uniquely determined barycentric coordinates $\lambda = (\lambda_1, \ldots, \lambda_p)$ with respect to $\Delta$ i.e.

$$x = \sum_{j=1}^{p} \lambda_j v_j \text{ with } \sum_{j=1}^{p} \lambda_j = 1.$$ 

This gives

$$h(x) = H[x, x, \ldots, x] = H\left[\sum_{i_1=1}^{p} \lambda_{i_1} v_{i_1}, \ldots, \sum_{i_d=1}^{p} \lambda_{i_d} v_{i_d}\right] = \sum_{i_1, i_2, \ldots, i_d=1}^{p} H[v_{i_1}, v_{i_2}, \ldots, v_{i_d}] \lambda_{i_1} \lambda_{i_2} \ldots \lambda_{i_d}.$$ 

For $x \in \Delta$, we have $\lambda_i \geq 0$, and by the assumption (9), we get $h(x) \geq 0$ for all $x \in \Delta$. \hfill \Box

The observation of Lemma 1 leads to the following algorithm for computing the copositive Lyapunov function of the form (5) satisfying the inequalities (6).

Algorithm 1:

1. Take $h \in \mathbb{R}[x]$, homogenous of degree $d$, and fix $r \in \mathbb{N}$.
2. For each orthant $O_j$, $j = 1, \ldots, 2^n$, compute the sets $K_j = K \cap O_j$ and for each $i = 1, \ldots, m$, let $F_{ij} = F_i \cap O_j$.
3. Identify the simplices $\Sigma_j \subset K_j$, and $\Sigma_{ij} \subset F_{ij}$ which are non-empty.
4. For each nonempty simplex $\Sigma \in \{\Sigma_j\} \cup \{\Sigma_{ij}\}$, $j = 1, \ldots, 2^n$, $i = 1, \ldots, m$,
   (a) Compute a simplical partitioning of the set $\Sigma$, denoted by $\{\Delta^1, \ldots, \Delta^\ell\}$, and let $Q^\ell$ be the corresponding set of vertices of $\Delta^\ell$. 
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(b) For each set of $d$ vertices $\{q_1, \ldots, q_d\} \in Q^\ell$, solve the LP problem in the coefficients of $h$ corresponding to the constraints

$$H[q_1, \ldots, q_d] \geq 0, \quad \text{and} \quad S_k[q_1, \ldots, q_d] \geq 0$$

where $H, S_k$ denote the tensors of $h, s_k$, $k = 0, \ldots, m$ and $\{q_1, \ldots, q_d\} \in Q^\ell$.

(c) If (10) is infeasible, refine partition, and check (10) again.

5. Iterate by increasing $d$ and $r$.

As an illustration of our algorithm, we revisit Example 1 and compute a quadratic Lyapunov function using the discretization method.

**Example 2** Consider system (2) with $f(x) = Ax$ and $A = \begin{bmatrix} -1 & -2 \\ -2 & -1 \end{bmatrix}$ and $K = \{x \in \mathbb{R}^2 | Cx \geq 0\}$, with $C = \begin{bmatrix} -0.25 & -1 \\ 1 & 0.25 \end{bmatrix}$. We apply the discretization method on the three simplices that correspond to $K_j = K \cap O_j$,

$$\Sigma_1 = \text{conv}(\begin{bmatrix} 1 \\ 0 \end{bmatrix}^\top, \begin{bmatrix} 0 \\ 1 \end{bmatrix}^\top), \quad \Sigma_2 = \text{conv}(\begin{bmatrix} 1 \\ 0 \end{bmatrix}^\top, \begin{bmatrix} 0.8 \\ -0.2 \end{bmatrix}^\top),$$

$$\Sigma_3 = \text{conv}(\begin{bmatrix} 0 \\ 1 \end{bmatrix}^\top, \begin{bmatrix} -0.2 \\ 0.8 \end{bmatrix}^\top),$$

and the two simplices which correspond to the two faces of the cone reduce to a singleton, that is,

$$\Sigma_{12} = [0.8, -0.2], \quad \Sigma_{23} = [-0.2, 0.8].$$

Solving the resulting inequalities, we obtain

$$V(x) = 2.9x_1^2 + x_1x_2 + x_2^2,$$

which indeed satisfies the inequalities in (6).

4. **Semialgebraic Sets and Sum-of-Squares Computation**

We now present a numerical approach to deal with sets of the form $S$ in (3) where $g_i$ are not necessarily linear. One of the difficulties in checking the Lyapunov conditions is that the corresponding inequality has to be checked for $\eta \in -N_S(x)$ for all $x \in S$, which is not feasible in general. In the previous section, we only need to check the inequalities at finitely many points at which $\eta$ could be obtained as a solution to an optimization problem, but
this works only under the conic structure of $\mathcal{S}$. For more general sets without conic structure, it is of interest to obtain Lyapunov functions without having to solve for $\eta$. One way to avoid computation of $\eta$ is to impose certain assumption on the gradient of Lyapunov function and provide sufficient conditions which can be checked independently of $\eta$. We then use these conditions to compute Lyapunov functions using a semidefinite program based on SOS decomposition.

### 4.1 Sufficient Conditions

With the aforementioned motivation, we first provide a set of inequalities as a sufficient condition for checking asymptotic stability of (2), which are independent of $\eta$ and use the information of the gradients of the generating functions $g_i$, $i = 1, \ldots, M$.

**Proposition 1 (Sufficient Conditions)** Consider the system (2) under assumption (A1). Assume that there exists a continuously differentiable $V(\cdot)$ that satisfies the following conditions:

- $V(0) = 0$, and $\underline{\alpha}(\|x\|) \leq V(x) \leq \overline{\alpha}(\|x\|)$ for every $x \in \mathcal{S}$, and some class $\mathcal{K}$ functions $\underline{\alpha}, \overline{\alpha}$.
- $\langle f(x), \nabla V(x) \rangle \leq -\alpha \|x\|$, for every $x \in \mathcal{S}$, and some positive definite function $\alpha$.
- If $x$ is such that $g_i(x) = 0$, for some $i \in \{1, \ldots, M\}$, then $\langle \nabla g_i(x), \nabla V(x) \rangle \leq 0$.

Then $V$ is a Lyapunov function for system (2) and 0 is globally asymptotically stable.

**Proof:** Consider a function $V \in C^1(\mathbb{R}^n, \mathbb{R})$ that satisfies the listed conditions. We show that these conditions guarantee that $V$ is Lyapunov function for system (2) when $\mathcal{S}$ is described by (3) under assumption (A1). To see this, we first introduce the set $J(x)$ which defines the set of active constraints, that is,

$$J(x) = \{i \in \{1, \ldots, M\} \mid g_i(x) = 0\}. \quad (12)$$

Then, the set-valued mapping $\mathcal{N}_S$ is defined as

$$\mathcal{N}_S(x) = \begin{cases} 0, & \text{if } x \in \text{int}(\mathcal{S}), \\ \{ \sum_{j \in J(x)} \lambda_j \nabla g_j(x) : \lambda_j \leq 0 \}, & \text{if } J(x) \neq \emptyset, \\ \emptyset, & \text{if } x \notin \mathcal{S}. \end{cases}$$
Thus, if \( x \in \text{int}(S) \), then \( \eta = 0 \), and
\[
\langle \nabla V(x), f(x) \rangle \leq -\alpha(\|x\|), \quad x \in \text{int}(S).
\]
When \( x \) is such that \( J(x) \neq \emptyset \), we have that \( \eta = -\sum_{j \in J(x)} \lambda_j \nabla g_j(x) \), for some \( \lambda_j \leq 0 \). Hence,
\[
\langle \eta, \nabla V(x) \rangle = -\left( \sum_{j \in J(x)} \lambda_j \nabla g_j(x), \nabla V(x) \right) \leq 0.
\]
Thus, for each \( x \in S \), and \( \eta \in -N_S(x) \), we have shown that
\[
\langle \nabla V(x), f(x) + \eta \rangle \leq -\alpha(\|x\|)
\]
which completes the proof.  \( \square \)

4.2 Sum-of-Squares Decomposition

We now present a numerical approach to compute the Lyapunov function which satisfies the conditions of Proposition 1. The three conditions can be listed as positivity constraints on the function \( V \) and its gradient \( \nabla V \). As mentioned in the introduction, one way to ensure the positivity is to write the function as a sum-of-squares, which boils down to a semidefinite program.

The basic idea behind computing the Lyapunov function for system (2) under (A1) is to find a Lyapunov function where the three positivity constraints in Proposition 1 can be written as sum-of-squares.

We focus our attention on convex semi-algebraic sets, which are basically described by the intersection of the sublevel sets of finitely many polynomial inequalities. That is, in the definition of the set \( S \) in (3), we introduce the following assumption:

(A4) The set \( S \) in (3) is compact and the function \( g_i \in \mathbb{R}[x] \), for every \( i = 1, \ldots, M \).

For such sets, we can implement the following algorithm to compute \( V \) in the form of sum-of-squares.

Algorithm 2:
1. Let \( V \in \mathbb{R}[x] \) of degree \( d \in \mathbb{N} \);
2. For each \( x \in S \), let
\[
V(x) = \sigma_0(x) + \sum_{i=1}^{M} \sigma_i(x)g_i(x).
\]
for some SOS polynomials \( \sigma_0, \cdots, \sigma_M \).
3. For each \( x \in S \), if \( J(x) = \emptyset \), let
\[
-\langle \nabla V(x), f(x) \rangle = \chi_0(x) + \sum_{i=1}^{M} \chi_i(x)g_i(x).
\]
for some SOS polynomials \( \chi_0, \ldots, \chi_M \).

4. For each \( x \in S \), \( J(x) \neq \emptyset \), let, for each \( j \in J(x) \),
\[
- \langle \nabla V(x), \nabla g_j(x) \rangle = \chi_{j,0}(x) + \sum_{i \in J(x)} \chi_{j,i}(x)g_i(x)
+ \sum_{i \in J(x)} \varphi_{j,i}g_i(x),
\]
(13)
for some SOS polynomials \( \chi_{j,i} \), whereas \( \varphi_{j,i} \in \mathbb{R}[x] \) are not necessarily sum-of-squares.

5. Iterate by increasing \( d \), the degree of \( V \).

An important question to consider, in the implementation of Algorithm 2, is whether one can always find SOS decomposition of a positive polynomial on a semialgebraic set. One possible answer to this question comes from the following result:

**Theorem 2 (Putinar’s Positivstellensatz [Putinar, 1993])** Let \( S \) be a compact semialgebraic set satisfying \((A1)\) and \((A4)\). Let \( M_S \) be the quadratic module defined as,
\[
M_S := \left\{ \sigma_0 + \sum_{j=1}^{m} \sigma_j g_j \mid j = 0, 1, \ldots, m \right\}.
\]
Let \( V \in \mathbb{R}[x] \) be such that \( V(x) \geq 0 \) for all \( x \in S \), then \( V \in M_S \).

A direct application of this result to our problem suggests that, if system (2) admits a polynomial Lyapunov function, then the hierarchy of semidefinite programs constructed in Algorithm 2 (by increasing the degree \( d \) of the search function) is guaranteed to find us a Lyapunov function. To compute \( V \) with such a parameterization, one may use the YALMIP toolbox in Matlab to solve the underlying semidefinite program.

**Example 3** As an illustration of the foregoing algorithm, we consider an academic example in \( \mathbb{R}^2 \) with two constraints. Let \( g_1(x) = x_1 - x_2^2 \), and
$g_2(x) = 1 - x_1$. These two functions describe the compact semi-algebraic set $S$ in (2), and we take vector field $f$ to be $f(x) = \begin{pmatrix} -x_1^2 \\ 0 \end{pmatrix}$. Based on Algorithm 2, a Lyapunov function for this example is $V(x) = x_1^2 + x_2^2$ which indeed satisfies the conditions listed in Proposition 1. Note that the system without constraints, that is, $\dot{x} = f(x)$ is only stable, but not asymptotically stable. However, the constrained system is asymptotically stable since, within the set $S$, $x_1 = 0$ implies $x_2 = 0$.
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