A Tensor Based Regression Approach for Human Motion Prediction
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Abstract
Collaborative robotic systems will be a key enabling technology for current and future industrial applications. The main aspect of such applications is to guarantee safety for humans. To detect hazardous situations, current commercially available robotic systems rely on direct physical contact to the co-working person. To further advance this technology, there are multiple efforts to develop predictive capabilities for such systems. Using motion tracking sensors and pose estimation systems combined with adequate predictive models, potential episodes of hazardous collisions between humans and robots can be predicted. Based on the provided predictive information, the robotic system can avoid physical contact by adjusting speed or position. A potential approach for such systems is to perform human motion prediction with machine learning methods like Artificial Neural Networks. In our approach, the motion patterns of past seconds are used to predict future ones by applying a linear Tensor-on-Tensor regression model, selected according to a similarity measure between motion sequences obtained by Dynamic Time Warping. For test and validation of our proposed approach, industrial pseudo assembly tasks were recorded with a motion capture system, providing unique traceable Cartesian coordinates \((x, y, z)\) for each human joint. The prediction of repetitive human motions associated with assembly tasks, whose data vary significantly in length and have highly correlated variables, has been achieved in real time.
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1 | INTRODUCTION

Robots are widely used in various industrial and non-industrial applications. Common characteristics for the use of robots are precision, reliability, strength and speed. In recent decades, various robotic systems have been used in industry in segregated areas that are inaccessible to humans due to safety requirements and regulations. Current developments in the robotic automation industry show an increasing interest in coexistence of robots and humans in a joint work area in a repetitive assembling task, e.g. assembly assistance, inspection, collaborative production lines, which is indeed a potential future industrial manufacturing scenario. Therefore, humans working closely with robots rise some very important safety issues which have to be tackled.[1] Collaborative scenarios require accurate and continuous monitoring of the assembling environment of the robot and the human
to ensure safe operation. Current systems use various types of advanced sensors to identify hazardous situations and to avoid injuries and damage\textsuperscript{2}. For instance, robot integral force and torque sensors are used to detect collisions with the robot during operation in order to immediately stop the robot. Additionally, tactile and touch sensors are used to further improve a robot’s reactive capability. Current research has shown how proximity sensors can detect approaching objects at closer ranges and alter the robot behaviour accordingly in advance\textsuperscript{3,4}. Similar to tactile and proximity based sensors research has been conducted on the application of conventional cameras, RGB-D cameras, time-of-flight cameras and laser scanners to monitor the environment\textsuperscript{5}. However, performing sensor data acquisition, analysis, and fusion is a computationally expensive task, that is typically difficult to accomplish with safety-certified devices. Nevertheless, there is enormous potential in camera-based perception of the environment.

By observing and predicting human motions in advance, which vary in speed and trajectory as humans usually are not able to repeat the same movements exactly, the robot can foresee hazardous situations and adjust its behavior according to safety standards\textsuperscript{6}. Compared to the current approach of tactile and proximity-based safety mechanisms in such applications, predicting the movements of humans and robots increases the time available for initiating appropriate actions to avoid dangerous situations, e.g. collisions. Currently, safety is ensured by limiting possible contact situations between humans and robots. Using prediction strives to reduce the actual contact situation in order to detect emergency stop conditions in advance. Machine learning and deep neural networks have made great developmental leaps in understanding dangerous situations. Miseikis et al.\textsuperscript{26} have shown human joint localization in 3D positions using a single image applying a convolutional neural network. Similarly, Cao et al.\textsuperscript{9} have shown, how to extract 2D joint positions of multiple humans from images. This provides the ability to capture joint motion in an image sequence in a timely manner. With the increasing number of available data sets containing a variety of human movements\textsuperscript{10}, research related to human movements is growing. Working with human motion data requires modeling methods that can handle high-dimensional and correlated data. Due to the possibility of high dimensional modeling and fast computations, we have chosen to use a tensor-based method for the prediction of human motion data in a repetitive assembly process. Our proposed approach uses a linear tensor regression model, where stepwise models are built based on a reference motion. Due to the use of the reference, this method has the great advantage that modeling is feasible even with a small amount of data. When predicting new motions, a similarity measure is used to select the model, which is the most adequate based on the comparison between the last observed motion sequence and the reference motion. The long-term goal in further developing these methods is to integrate motion prediction into robotic systems, enabling them to plan their own movements in advance and avoid dangerous occurrences like collisions with humans.

Related work regarding capture systems and human motion modelling is described in section\textsuperscript{2}. Since we have opted for a tensor-based method, related work in this field is also presented. In section\textsuperscript{3} some basic definitions regarding tensor algebra are given and the tensor-on-tensor regression model of E. Lock\textsuperscript{11}, on which our proposed method is based, is described. Implementation details of our proposed approach are given in section\textsuperscript{4}. Two different assembling scenarios were outlined and recorded using the OptiTrack\textsuperscript{1} motion capture system and by applying the proposed approach, the modeling was performed. The evaluation of the results is given in section\textsuperscript{5}.

2 | RELATED WORK

The research field of tracking humans around robots, especially when these actors are working together, has grown very rapidly in recent years due to more precise capturing systems as well as faster software. These developments are described in Section 2.1. Due to the availability of motion data, different methods for prediction in various settings are described in Section 2.2. Furthermore, the field of statistical tensor-based methods is briefly described in Section 2.3.

2.1 | Data Acquisition and Human Pose Estimation

Methods for detecting 3D human body motion in frames are gaining popularity as they are essential for full automation of tracking. Most methods developed for human motion analysis use models, as kinematic, planar, or volumetric models, to recognize human body parts from given images\textsuperscript{12}. Additionally, different technologies for human pose estimation are currently available,
which can be categorised in body mounted and contactless gait kinematic estimation. Zago et al. compared the accuracy of marker-less tracking systems, whereas as reference a marker-based system was taken into account. Marker-less systems are based on a camera system, a body model, the image features used and the algorithms that determine the shape, pose and position of the model itself. It is possible to track without markers via pattern recognition in image processing, e.g. recovering 3D human body pose from single images and monocular image sequences or estimate body pose configuration from a single depth map. A human contour model having the expressive power of a detailed 3D model and the computational benefits of a simple 2D part-based model was introduced by Freifeld et al. Further work has been focused on decreasing the number of installed cameras by Liu et al. who showed 3D pose estimation based on single RGB images. Xu et al. and Zanfir et al. present a statistical, articulated 3D pipeline for modeling human shapes (volumetric model) within a fully trainable, modular deep learning framework, given high-resolution complete 3D body scans of humans captured in various poses. Furthermore, marker-less skeleton-based human pose estimation of multiple actors is possible with OpenPose. However, marker-based systems for human motion estimation provide very accurate tracking of the human body joints. Researchers, like Canton-Ferrer et al. or Schönauer et al., developed marker-based optical human motion capture systems. A set of distinguishable markers are placed on several human body parts, which is captured by a number of calibrated and synchronized cameras providing a robust skeleton tracking. A focus lies also in the labeling of the markers. The representation of the 3D positions of the labeled body parts can be done in different ways, often they are considered in Cartesian coordinate space or, as a further abstraction, in the joint angle space.

### 2.2 Human Motion Prediction

As outlined in 2.1, human motion data can be obtained by marker-less or marker-based tracking systems and represented in a Cartesian coordinate system as well as in the joint angle space, both being convertible into each other. Human motion prediction aims at forecasting future human poses based on observed past motion or motion patterns. On the one hand, the predictions might focus on gait characteristics, including gait cycle frequency, joint positions or joint kinematics. On the other hand, predictions of 2D or 3D human trajectories might be of interest. Based on the predictions, anomaly detection can be performed by comparing observed and predicted positions or trajectories. Over the past decades, human motion prediction has gained importance in different areas, such as biomechanics, e.g. for healthcare as well as sports, and robotics, especially human-robot collaboration. Applications in healthcare focus on gait analysis and prediction, e.g. for designing prosthesis for people having leg amputations, as proposed in, who observed gait data of different subjects and designed a feed forward neural network to predict future gait angles. Sports applications are presented, for instance, for motion prediction in competitive fencing taking into account the interaction between two players by connecting two recurrent neural networks (RNN). An approach for optimizing the rowing technique of professional athletes by modeling motion capture data using bivariate functional principal component analysis is introduced in Becker et al. Examples of motion prediction explicitly for robotics are given in, e.g., Gui et al. who introduce a motion generative adversarial network (GAN) to teach a robot predicting human motion by observing human activities, and Liu et al. The latter propose a new method for modeling a product assembly task as a sequence of human motions using a Hidden Markov model (HMM), thus providing the base for human motion prediction. Mao et al. motivate their prediction approach by the observation that human motion has a tendency to repeat itself, also in more complex actions occurring across a longer time period and propose a feed-forward neural network to model motion attention by comparing the last visible sub-sequences with a history of motion sub-sequences. Zhang et al. point out that most prediction methods in recent research are based on deep learning (DL), including RNN, Long Short-Term Memory (LSTM), gated recurrent unit (GRU), conditional variational autoencoder (CVAE) and convolutional neural networks (CNN). Aiming at the detection of anomalies in human motion some interesting research addresses monitoring and predicting physical fatigue of human workers in an industrial environment, which is also relevant for human-robot collaboration. Baghdadi et al. apply a nonparametric, retrospective, multivariate change point method to gait characteristics of the workers and compare the observed change points with the workers perceived level of exertion for detecting fatigue related changes of walking pattern. A Support Vector Machine (SVM) for automatically recognizing jerk changes due to physical exertion is proposed in Zhang et al.
2.3 Tensor Based Methods for (Motion) Prediction

The focus of this paper is on simultaneously predicting the position of certain joints (markers) of a human body for a specified period of time, i.e., forecast horizon. Conventional vector or matrix-based regression models are not able to adequately handle higher-order tensors as these data contain structural information (i.e., information about the correlation patterns between different modalities in higher-order tensors). Motivated by the wide applicability of tensor data and the limitations of classical regression models, in the sense that the multidimensional structure of the data cannot be properly represented and they are difficult to interpret too, the focus is to use a tensor-based regression model. The strength of tensor models lies in the decomposition methods that can represent high order data in terms of low dimensional factors, having applications in a variety of fields such as chemometrics, image/video analysis, neuroscience and signal processing.

Two fundamental decomposition formats are canonical decomposition/parallel factor analysis (CP) and Tucker decomposition. Due to the wide applicability of tensor-based models, there is also a large variety of regression models with different requirements with respect to the input and output data type as well as the determination methods. The CP regression developed by Zhou et al. and the Tucker regression by Li et al. with applications in neuroimaging, are both scale-on-tensor models, of the form $y = \langle \mathbf{X}, \mathbf{B} \rangle + \epsilon$ with the restriction that the coefficient tensor $\mathbf{B}$ needs to have a CP or Tucker structure. Tensor-on-tensor models estimate a multi-dimensional tensor consisting of multiple correlated data from another tensor. In the High Order Partial Least Squares (HOPLS) model, the data is explained by a sum of orthogonal Tucker tensors, while the number of orthogonal loadings serves as a parameter to control model complexity and prevent over-fitting. However, the standard HOPLS can quickly become prohibitively expensive to compute, which is why an online tensor regression algorithm, namely Incremental High Order Partial Least Squares (IHOPLS), has been developed. A field of application of the IHOPLS is to reconstruct 3D motion trajectories from video and ECG stream signals. Lock provides a tensor-on-tensor regression method with a CP structure of the regression parameters using least squares and Llosa uses the Tucker structure of the coefficients. Gahrooei et al. propose a functional regression method in which a high dimensional response is estimated and predicted by a set of informative and non-informative high dimensional covariates through a set of low-dimensional smooth basis functions. An application of the proposed functional regression method are joint motion trajectories. Currently, a lot of research is being done on tensor-based methods, including tensor-based networks and Bayesian approaches.

3 DESCRIPTION OF THE PROPOSED APPROACH

Our proposed approach for predicting human motion data in an industrial repetitive assembling process is based on tensor-on-tensor regression model introduced by E. Lock. Therefore, basic definitions related to tensor algebra are provided in Section 3.1 to develop a deeper understanding for our proposed method. A brief description of our approach is given in Section 3.2.

3.1 Theoretical Background

A tensor is defined as a multiway array of real numbers $\mathbf{X} \in \mathbb{R}^{I_1 \times \cdots \times I_p}$ of order $D$. The $d$-mode vector of tensor $\mathbf{X}$ is an element of $\mathbb{R}^{I_d}$, which is obtained by varying the index $I_d$ while keeping other indices fixed. The $d$-mode unfolding of a tensor $\mathbf{X}$, called matricization, is the process of rearranging the $d$-mode vectors into the columns of the resulting matrix $\mathbf{X}_{(d)} \in \mathbb{R}^{I_d \times \prod_{i=1}^{p} I_i}$, The vectorization of $\mathbf{X}$ is defined as the vectorization of its 1-mode matrix. The tensor $\mathbf{X}$ is a rank-one tensor, if it can be represented as the outer product of $D$ vectors $\{a^{(d)} \in \mathbb{R}^{I_d} \}_{d=1}^D$. Furthermore, the tensor rank of $\mathbf{X}$ is defined to be the minimum number of the sum of rank-one tensors that can exactly factorize the tensor $\mathbf{X} := \text{arg min} \{ R \in \mathbb{N} : \mathbf{X} = \sum_{r=1}^R \sigma_r^{(1)} a_r^{(2)} \otimes \cdots \otimes a_r^{(D)} \}$. Let $\mathbf{X} \in \mathbb{R}^{I \times J}$ and $\mathbf{Y} \in \mathbb{R}^{K \times L}$, the Kronecker product is defined as $\mathbf{X} \otimes \mathbf{Y} = (x_{ij})_{i=1 \ldots I, j=1 \ldots J} \cdot (y_{kl})_{k=1 \ldots K, l=1 \ldots L}$. The Frobenius norm of the tensor $\mathbf{X}$ is defined as the square root of the inner product of $\mathbf{X}$ with itself. For the tensors $\mathbf{D} \in \mathbb{R}^{I_1 \times \cdots \times I_k \times P_1 \times \cdots \times P_k}$ and $\mathbf{F} \in \mathbb{R}^{I_1 \times \cdots \times I_k \times Q_1 \times \cdots \times Q_m}$ the contracted tensor product along $L$ modes is elementwise defined as $\langle \mathbf{D}, \mathbf{F} \rangle_{I_1 \cdots I_k, Q_1 \cdots Q_m} = \sum_{p_1=1}^{P_1} \cdots \sum_{p_k=1}^{P_k} \sum_{q_1=1}^{Q_1} \cdots \sum_{q_m=1}^{Q_m} \mathbf{D}_{i_1 \cdots i_k, q_1 \cdots q_m} \mathbf{F}_{i_1 \cdots i_k, p_1 \cdots p_k, q_1 \cdots q_m}$. The strength of tensor modeling lies in its associated decomposition tools that are capable of representing high-order data in terms of low-dimensional factors. For the tensor based regression method proposed by Eric Lock the CP decomposition is used. The CP decomposition of a tensor generalizes the bilinear factor models to multilinear data. Mathematically, the R-component CP model factorizes a tensor $\mathbf{X} \in \mathbb{R}^{I_1 \times \cdots \times I_p}$ as a linear combination of rank-one tensors $\mathbf{X} = \sum_{r=1}^R \lambda_r a_r^{(1)} \otimes a_r^{(2)} \otimes \cdots \otimes a_r^{(D)} + \epsilon$ with tensor rank $R$, scale weighting of the different rank-one tensor components $\lambda_r$, and the residual tensor $\epsilon$. 
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Our proposed modeling approach is based on a tensor-on-tensor regression of Eric Lock. The contracted tensor product for the linear prediction of an outcome array $\mathcal{Y} \in \mathbb{R}^{N \times Q_1 \times \cdots \times Q_M}$ from the predictor array $\mathcal{X} \in \mathbb{R}^{N \times P_1 \times \cdots \times P_L}$ is defined as

$$ \mathcal{Y} = \langle \mathcal{X}, B \rangle_L + \mathcal{E}, $$

where $B = [U_1, \ldots, U_L, V_1, \ldots, V_M] \in \mathbb{R}^{P_1 \times \cdots \times P_L \times Q_1 \times \cdots \times Q_M}$ is the coefficient array, factorized via CP decomposition, and $\mathcal{E} \in \mathbb{R}^{N \times Q_1 \times \cdots \times Q_M}$ is the error array. Regarding well-definedness, the multidimensional structure of $\mathcal{X}$ and $\mathcal{Y}$, stability as well as over-fitting, a low-rank solution with $L_1$ penalty term is proposed and leads to the objective

$$ \arg \min_{\text{rank}(B) \leq R} \left\| \mathcal{Y} - \langle \mathcal{X}, B \rangle_L \right\|_F^2 + \lambda \left\| B \right\|_F^2. $$

The solutions, with respect to the factorization matrices (for all modes due to permutation invariance of the loss function), are

$$ \text{vec}(U_1) = (C^T C + \lambda(U_2^T U_2 + \cdots + U_L^T U_L \cdot V_1^T V_1 + \cdots + V_M^T V_M))^{-1} (C^T \text{vec}(\mathcal{Y})) $$

and

$$ V_M = (D^T D + \lambda(U_1^T U_1 \cdot \cdots + U_L^T U_L \cdot V_1^T V_1 + \cdots + V_{M-1}^T V_{M-1}))^{-1} D^T \mathcal{Y}_M, $$

where $C$ is the concatenation of the matricization of the contracted tensor product of $\mathcal{X}$ for all components of $R$, the CP factorization without $U_1$ and $V$ is analogously defined without considering $V_M$. To quantify the uncertainty of the resulting point estimation, without assumptions regarding the distribution of the data, a MCMC Gibbs sampling method iteratively updating the variance of entries of $\mathcal{E}$ and the factor matrices is proposed. Uncertainty of the predictions with a $\bar{N}$ out-of-sample observations with $\mathcal{X}_{\text{new}} \in \mathbb{R}^{N \times P_1 \times \cdots \times P_L}$ can be assessed by sampling from the predictive posterior distribution of

$$ \mathcal{Y}_{\text{new}}^{(t)} = \langle \mathcal{X}_{\text{new}}, \hat{B}^{(t)} \rangle_L + \hat{\mathcal{E}}^{(t)}. $$

### 3.2 Proposed Approach

To development a tensor-based human motion prediction model, an assembly task performed by a person with multiple repetitions is used. Our proposed algorithm requires joint angle data as input and the modeling is performed on a reference motion due to the unequal duration of the repetitions of the assembly task. Detailed descriptions of the transformation of the Cartesian coordinates, given by the OptiTrack system, into the joint angle space as well as the determination of the reference cycle can be found in Section 4.2.1. The goal of predicting repetitive assembly tasks with a linear tensor-based regression model is to use the last $l$ of past seconds to predict $k$ of them into the future, $k \leq l$. A dense collection of coefficient tensors was generated using the reference, see 4.2.2. When predicting a new assembly process, with same motion pattern but with different length and some unavoidable variation in trajectories, appropriate coefficient tensors have to be selected. The selection is based on Dynamic Time Warping where the past information of the motion of length $l$ is compared to the complete reference motion. By means of the information about the highest similarity, the appropriate coefficient tensor can be selected and the prediction can be performed by using the contracted product. A more precise description of this part can be found in Section 4.2.3. In addition, a simulation study was conducted to determine the uncertainty for the predictions, described in Section 4.2.4.

### 4 EXPERIMENTS

In the following chapter, a detailed description of the prediction of human movements in an industry-oriented setting by the outlined tensor-based approach is given. In Section 4.1 a description of the two data sets used is provided and furthermore, in Section 4.2 implementation details of our proposed approach are presented. This section is divided into the segments of pre-processing of the data, 4.2.1 modeling, 4.2.2 prediction, 4.2.3 and uncertainty quantification, 4.2.4.

### 4.1 Data Sets

For the development and evaluation of the proposed approach we have compared different available human pose and motion data sets such as Human3.6M. Most available data sets do not focus on assembly tasks in an industrial environment but on sports activities or common activities like walking. To further emphasize the focus on industrial applications we decided to record and prepare two own data sets. In order to use the installed camera and sensor network infrastructure of the company,
The recordings of assembly processes in the industrial setting were performed in our laboratory environment\(^2\). The experiments conducted focused on repetitive assembly and screwing tasks common in automotive and consumer electronics production. Actors were recorded working on a workbench using a camera-based motion capture system, more specifically the OptiTrack system. The actors were equipped with reflective markers attached to certain parts of the torso, namely, on the hip, spine, neck, head, as well as on the left and right shoulder, elbow and hand. In this recording, the 3D positions of the markers on certain body parts were measured in Cartesian space with respect to a predefined zero point using camera images of the system. To obtain 3D coordinates in space at least three cameras are necessary; in our setting we used four OptiTrack cameras placed at different positions. The settings regarding the recorded data sets are summarized in Table 1.

| Summary of the Recording Details |
|----------------------------------|
| **Data set 1**                  | **Data set 2**                  |
| Recording system                | Optitrack                       | Optitrack                       |
| Returned data format            | Cartesian coordinates \([x,y,z]\) | Cartesian coordinates \([x,y,z]\) |
| Actions                         | Pseudo assembly process         | Pseudo screwing process         |
| Num. of actors                  | 5                               | 1                               |
| Actor(s) pose                   | Standing                        | Standing                        |
| Num. of recorded joints         | 10                              | 10                              |
| Num. of total frame             | 71 993                          | 22 001                          |
| Recording length                | 39 min 59 sec                   | 6 min 7 sec                     |
| Frame rate                      | 30 Hz                           | 60 Hz                           |

**TABLE 1** Summary of the Recording Details of our two Data Sets

### 4.1.1 Data Set 1: Assembling and Disassembling Task

In order to develop the modeling with the proposed tensor-based method a complex repetitive assembly task executed by several individuals with different physical conditions, was recorded with the OptiTrack system using a frequency rate of 30 Hz. Following a predefined scheme, each actor first placed 6 pins on a plate with protruding struts, then a spring and finally a ball bearing was placed on each of them. The described process is referred to as the assembly process and depicted in Figure 1 (right). In order to simulate the disassembly process, this setup was reassembled back to the starting point. An assembly and disassembly cycle took about 1 minute and 10 seconds, but depended heavily on the working person.

### 4.1.2 Data Set 2: Screwing Task

In order to evaluate and to optimize the model parameters, records of a screw movements, which are supposed to simulate a assembly line scenario, were used. As visualized in Figure 1, a plate with a screw hole in each corner is placed on a table. One assembly cycle consists of screwing four screws into the plate in a predefined order. For each screw, a screwdriver and a screw were grabbed, the screw was tightened in one of the corners, and then the screwdriver was returned to its rest position. Markers on joints of the actor’s torso were placed and at a frequency of 60 Hz, the movements were recorded using the OptiTrack system\(^5\).

### 4.2 Implementation Details

The entire implementation was done in the programming language R, and an R-Shiny app was developed for a fast and straightforward data preparation and prediction. In order to implement real time predictions of repetitive motions in an industrial assembly

\(^2\)Laboratory environment used for data acquisition: [https://www.joanneum.at/robotics/infrastruktur/hands-on-area](https://www.joanneum.at/robotics/infrastruktur/hands-on-area)
process, special attention must be paid to the high dimensionality of the data and the high correlation between individual joints as well as the different duration of the movements of the individual processes and the small amount of data available.

4.2.1 Pre-processing

The data acquisition by the OptiTrack system provides the corresponding Cartesian coordinates for each marker placed on certain relevant parts of the actor’s body. For the identification of the markers to the corresponding body parts, a fill-in bar was set up in the app. The data acquisition by the OptiTrack system provides the corresponding Cartesian coordinates for each marker placed on certain relevant parts of the actor’s body. For the identification of the markers to the corresponding body parts, a fill-in bar was set up in the app. The complexity of the human body forces the community working on human motion prediction taking the proportions of a human body into account and therefore, the collected data is transformed into the joint angle space. Because of computational cost, the Cartesian data were not transformed via the classical forward and inverse kinematic model. In our approach, the Euclidean distance between connected markers was determined, and the angles were computed along each coordinate of the space-fixed Cartesian coordinate system using the cosine theorem. In detail, let $J$ be a arbitrary joint and $P$ be its predecessor. With the Euclidean distance $d(P, J)$ between them, the component-wise determination of the angle along all axis $v = \{x, y, z\}$ is

$$a_v^{(P, J)} = \arccos \left( \frac{J_v - P_v}{d(P, J)} \right).$$

Figure 2 visualizes the transformation of the Cartesian coordinates of joint $P$ and $J$ (a) to the joint angles (b), where $d$ denotes the Euclidean distance and the colored triangles are intended to illustrate the calculation of the angle along each axis.

Fast Fourier Transform (FFT) was applied to a selected angle of the joint angle space, which best represents the motion of the task, to identify each of the repetitive assembly cycles, resulting in a sufficiently smooth progression over time. Since humans are not capable of repeating movements to an accuracy of (milli)seconds, the assembly processes we work with are not of equal length. In the assembling and disassembling task of 4.1.1 the individual assembly/disassembly cycles are separated after the completion of 18 sub-tasks, representing the 6 pins, 6 springs and 6 ball bearings. Furthermore, as described in 4.1.2, one screwing task is completed after the occurrence of the 4th peak of the transformed data. For building the tensor-on-tensor regression model, a reference cycle (or reference movement) for one assembly task, consisting of all joint angles, was generated based on few selected cycles of the recorded data. After stretching or compressing these cycles to equal length, the arithmetic means of them were computed for each time step, resulting in the reference cycle.

**FIGURE 1** Visualization of the Assembling and Disassembling Task (left) as well as the Screwing Task (right). For data set 1, five persons of different physique assemble and disassemble six pins, springs and ball bearings on protruding struts in a specific order; for data set 2, one person screwed 4 screws.
4.2.2 Modeling

The modeling was performed on the angle-based data of the reference cycle. Due to the intention to predict \( k \) seconds into the future where \( l \) seconds of the past are given, an iterative modeling along the reference is necessary. The modeling using linear tensor regression takes the knowledge of the past as predictor and the information to be predicted as predictive. Hence, the computation of the corresponding coefficient tensor is essential. Because of missing past information, the modeling of the first \( l \) seconds is not possible. Therefore, the last \( l \) seconds of the reference are duplicated and appended to the beginning of the reference. This process is reasonable because of the consideration of repetitive movements. During iterative model building, the respective input and output joint angle data are filtered out from the reference cycle and restructured into a 3D array, where the first dimension represents the number of observations (frames), the second dimension corresponds to the number of markers on the body (i.e., the body parts) and the third dimension reflects the \( x \), \( y \), and \( z \) coordinate axes (i.e., components) along which the angles have been determined. As the predictor and the predictive tensor need to have the same number of observations corresponding to the first component, the output tensor must be modified. The output tensor is enlarged by past information, i.e., the predictive tensor contains \( l - k \) seconds of the past and \( k \) seconds of future information (\( k \leq l \)). The structure of the predictor and the predictive tensor is depicted in Figure 3. The estimation of the coefficient tensor is based on the predictor and the outcome array using the \texttt{rrr()} function from the package \texttt{MultiwayRegression} and requires the determination of tuning.
parameters $R$ and $\lambda$, where $R$ is the rank of the tensor and $\lambda$ describes the $L_2$ penalty term, respectively. During the iterative modeling process along the extended reference cycle, a coefficient tensor is estimated every $m$ frames and stored in a list along with the angle designation, resulting in a collection of coefficient tensors, referred to as dense $B_i$-collection, with $(i = 1, \ldots, p)$. Hence, the modeling of $k$ seconds of human motion data given $l$ seconds of past information every $m$ frames via $p$ overlapping models is visualized in Figure 4.

**FIGURE 4 Illustration of the Iterative Modeling Process.** A prediction model every $m$ seconds is build, denoted by model 1 to $p$. Therefore, input and output tensors are generated from the data having the same number of observations $l$, so that the input tensor contains past information of $l$ seconds, and the output tensor contains $l - k$ seconds of past information and $k$ seconds of future information.

### 4.2.3 Prediction

Based on the model developed on the reference cycle, other motions reflecting the same assembly process will henceforth be predicted. Since humans are not able to duplicate movements exactly, the length of these assembly processes are typically different with respect to the reference. To perform a prediction, given knowledge of a sequence of the current motion of length $l$ seconds, a suitable coefficient tensor, that may best represent the future motion, has to be used. As the movements of the person performing the assembling process vary in speed, it is not advisable to select a coefficient tensor in the dense $B_i$-collection $(i = 1, \ldots, p)$ in an iterative way with constant increments. For the determination of the best coefficient tensor, the current cycle and the extended reference are compared in terms of similarity of motion patterns. In order to address the comparison of data varying in speed, Dynamic Time Warping (DTW) is used for measuring similarity between two temporal sequences. By using the DTW algorithm the coefficient tensor with the highest similarity with respect to the extended reference is identified. In determining the optimal coefficient tensor, the match of the last frame of the current cycle with the extended reference is considered and, since a model was only built every $m$ frames, the coefficient tensor $B_i$ with time index $t_i$ closest to that match is used for prediction. For the prediction of $\mathcal{Y}_{\text{new}}$, the contracted product between the new input tensor $\mathcal{X}_{\text{new}}$ and the ideal coefficient tensor $B_{\text{opt}}$ is calculated by using the `ctprod()` function of the MultiwayRegression library. Since past data was also used in the modeling process for the predictive tensor, only the last $k$ seconds of $\mathcal{Y}_{\text{new}}$ correspond to the prediction. In order to exploit all existing information regarding the history of the new motion, the predictions are appended to the last observed position data. Due to the fast calculations of $B_{\text{opt}}$ and the contracted product, additional updates of the predictions are possible after $u \leq k$ seconds. Hence, when predicting new motions of an assembling process, the inputs needed are the new data sequences, the extended reference, the number of frames $m$ representing the density of the $B_i$-collection, the number of seconds of the predictor and the predictive as well as the number of frames $u$ corresponding to the next update.

### 4.2.4 Uncertainty Quantification

The goal is to assess uncertainty for the predicted movements of the actor which was done by determining the predictive variation on the one hand, and the posterior predictive distribution with the method proposed in [11] on the other hand, both based on the reference cycle. With these two methods we get predictive uncertainty intervals by using the standard deviation of prediction.

**Predictive Variation:** The predictive variation is used to describe the variations of the prediction results on each of the $p$ linear prediction models. We chose to use an ensemble approach, which trains on multiple copies of the model [59]. To evaluate the predictive variation, we generated 1000 samples of the reference cycle by adding a Standard Normal random number, multiplied by a specified variability, to the original reference cycle. This variability was determined from the observations of the individual
stretched or compressed cycles that formed the reference cycle at each instant of time. The predictive variation of the $p$ models was computed by generating predictions for each of the sampled cycles using the respective model based on formula (1).

**FIGURE 5** Angle-based Predictive Uncertainty. The data of the angle of the head with respect to the $z$-axis of cycle 8 of the screwing task is shown, in black the observed values, in orange the predictions by the use of tensor rank $R = 13$, penalty parameter $\lambda = 50$ and frame dense $m = 2$, as well as the predictive uncertainty using the Predictive Variation Method with the first, second and third predictive standard deviation in grey.

A visualization of the predictive variation concept described above is shown in Figure 5 for a selected angle of cycle 3. The figure shows the time progress of the angle of the head with respect to the $z$-axis of the screwing data. The black line represents the actual measured value of the angle, the orange line is the prediction by using our proposed approach, where the tensor rank $R$ is 13, the penalty term $\lambda$ is 50 and the frame density $m$ is 2. The different grayscales represent the respective probabilities of the predictive uncertainty. The lighter the grayscale of the interval, the more likely the actual observed value lies within it.

**FIGURE 6** Coordinate-based Predictive Uncertainty. The data of the Cartesian coordinate of the head with respect to the $z$-axis of cycle 8 of the screwing task is shown, in black the observed values, in orange the predictions by backtransforming the angle-based predictions shown in Figure 5 as well as the predictive uncertainty, which are based on the angle-based values, using the Predictive Variation Method with the first, second and third predictive standard deviation in grey.

Figure 6 shows in general the same as Figure 5 but for the Cartesian $z$-coordinate of the head. The interpretation of the black and orange lines as well as the gray areas is the same. The predictions, which are shown in Figure 5 are backtransformed into
Cartesian coordinates, hence the parameter setting is the same.

**Posterior Predictive Distribution:** Additionally, the second approach refers to the empirical Bayes method proposed in [11]. It performs Bayesian inference for the \( p \) given linear models, estimating one multidimensional array from another, with the constraint that the coefficient tensor has a certain CP rank. Using the function \( \text{rrrBayes}() \) and formula (3), we generated 1000 posterior samples to evaluate predictive uncertainty, yielding a posterior predictive distribution for the motion predictions of the \( p \) models. As stated in [11], the prior distribution for the coefficient tensor \( B \) is proportional to a spherical Gaussian distribution. Based on this, symmetric credibility intervals were calculated for each prediction on each joint along all axes for each of the \( p \) models. Nevertheless, a 3D representation of these intervals is difficult. Therefore, we decided to represent the maximal predictive uncertainty of all three axes as a sphere at a certain point in time. In Figure 7 the maximum predictive uncertainty of a joint along all axes is depicted as sphere around the prediction, which is colored in red. The true pose, which is related to frame 280 of the third cycle of the screwing data, is colored in blue. The maximum variability ranges between two joints are represented as cones.

![Image](image.png)

**FIGURE 7 3D Predictive Uncertainty.** In addition to the actual observed data in blue and the predicted data in red from frame 280 of cycle 3 of data set 2, the maximum predictive uncertainty along all axes on each joint is shown as spheres and the range between two joints as cones.

5 | RESULTS AND VALIDATION

The next chapter focuses on the prediction results of both data sets with different parameter settings for calculating the \( B_i \)-collection of coefficient tensors. To evaluate the quality of the predictions and to find an optimal parameter setting, on the one hand we decided, to fix the \( L_2 \) penalty term \( \lambda \) and to vary the rank \( R \) for data set 1 (4.1.1). On the other hand, for data set 2 (4.1.2) we chose to fix the rank \( R \) and vary the \( L_2 \) penalty term \( \lambda \).

5.1 | Data Set 1

In order to evaluate the quality of the predictions, we have decided not to focus exclusively on the error caused by the difference between the transformed observed angles and the predicted angles. A better picture of the prediction quality can be obtained by transforming the predicted angles back into Cartesian coordinates and calculate the Euclidean distance between the measured 3D coordinates and the predicted coordinates. This procedure not only maps the prediction error, but also takes the transformation error that arises from converting the angles into coordinates by fixing the length between connected points into account. Our final measure of quality was obtained by summing the 10 calculated Euclidean distances. In the following, this quality measure will be referred to as the Summed Euclidean Error (SEE). For the predictions of data set 1, we chose to fix the \( L_2 \) penalty term \( \lambda \) at 50 and vary the tensor rank \( R \) between 11 and 15. In general, data set 1 consists of 2 different sessions. For session 1, five different
FIGURE 8 Median of Summed Euclidean Error in cm of 10 Joints of the Assembling/Disassembling Data. In session 1, predictions are made for persons A-E at fixed penalty $\lambda = 50$ and variable tensor rank. The resulting median SEE is plotted for each person for the assembly and disassembly data at a forecast horizon of 1 second. In session 2, predictions of persons A-C were performed with the same setting.

However, we decided to use the complete data set of session 1 to build a reference cycle for each person individually and the data set from session 2 was used for model validation. The density $m$ of the calculated $B$ tensors was chosen to be 2 in order to have a large collection of possible tensors for the predictions. For all available data of data set 1, we made predictions for half a second and one second into the future based on 4 seconds of the past. Due to the recording rate of 30 Hz for data set 1, there are 15 or 30 frames for each prediction and the SEE can be calculated for each frame. If we look at the median value across all SEE values, we noticed clear differences between the individuals. Figure 8 illustrates the median values of SEE in centimetres by boxplots and each boxplot consists of 4 or rather 5 median values (depending on how many cycles were available to predict for each person). The $x$-axis shows the different ranks of tensors $B$ used for the respective prediction and the colours of the boxes represent the different persons. The respective plot is subdivided according to the session number and the type of process (assemble or disassemble). The illustrated plots in Figure 8 are based on predictions made for one second into the future for both sessions and both tasks. In addition to the differences between the individuals, it is also noticeable that the disassemble process generally has a larger median error. One possible reason for this could be that the disassemble process can be carried out much faster than the assemble process because it is less complex. It is striking that the error values of session 1 and session 2 are very similar. Consequently, it has no great influence on the prediction quality whether the predicted data were used for building the reference or not. The same conclusions can be drawn by looking at the results with a forecast horizon of half a second.
To get a more accurate picture of how large the error actually is when transforming the angles back into coordinates using fixed lengths, we computed it as follows. First, the observed coordinates were transformed into angles using the actual observed lengths between joint points. Then we fixed the lengths for connected points using the median value over the observed lengths and transformed the angles back again. Finally, the Euclidean distances between the actual observed coordinates and the back-transformed coordinates using fixed lengths were determined and the SEE criterion over all 10 points was calculated. Table 2 presents the summary statistics of the calculated SEE criterion over all cycles. As can be seen from the table, the average error, considered over all 10 points, is a few centimetres. What is clearly visible is that there are also differences between the persons. The clearest differences can be seen in the maximum error. It is interesting to note that the maximum error of a person differs significantly from session to session.

| Person | Session | Minimum | 1st Qu. | Median | Mean | 3rd Qu. | Maximum |
|--------|---------|---------|---------|--------|------|---------|---------|
| Person A | Session 1 | 0.7 | 3.2 | 5.6 | 6.6 | 9.1 | 21.7 |
| Person B | Session 1 | 0.9 | 4.2 | 7.7 | 11 | 16.7 | 35 |
| Person C | Session 1 | 0.6 | 2.8 | 4.4 | 4.7 | 9.2 | 13.9 |
| Person D | Session 1 | 0.8 | 4.2 | 6.1 | 7.1 | 8.8 | 28.2 |
| Person E | Session 1 | 1.4 | 5.7 | 7.1 | 7.8 | 9.3 | 28.4 |
| Person A | Session 2 | 0.5 | 2.8 | 5.4 | 6.5 | 8.6 | 13.3 |
| Person B | Session 2 | 1.2 | 3.9 | 7.2 | 8.6 | 13.3 | 23.4 |
| Person C | Session 2 | 0.6 | 1.9 | 4.5 | 5.3 | 11.2 | 21.8 |

TABLE 2 Summary of Summed Euclidean Error of Backtransformation (in cm) of 10 Joints of Data Set 1

In general, it is not possible to clearly determine which rank $R$ should be selected if lambda is fixed at 50, as the median of SEE is very similar for all selected ranks. Rank 13 seems to be slightly preferable as the median of SEE tends to be slightly lower than for the other ranks, but a clear determination cannot be made with the results obtained.

### 5.2 Data Set 2

When considering the screwing data set, the rank $R$ was fixed at 13 and the tuning parameter $\lambda$ representing the $L_2$ penalty term of (2) was varied. We performed the modeling on the reference cycle and made predictions for the 9 individual cycles provided in the data set with $\lambda \in \{0.1, 0.6, 1, 5, 10, 15, 25, 50, 100\}$. A dense $B_t$-collection was created for all these penalty terms, with a coefficient tensor generated for every second frame ($m = 2$). To estimate the coefficients four seconds of the past ($l = 4$) were used to predict one second ($k = 1$). Since the recording was made at 60 Hz, to predict half a second and a second, 30 and 60 frames are used, respectively. In Figure 9 the SEE is plotted with respect to the median (A) and the 3rd quartile (B), for both, the prediction of half a second and one second into the future. In the boxplots, values of the median SEE and the 3rd quartile of the SEE associated with the predictions obtained by using different penalty terms $\lambda$ and forecast horizon of 30 and 60 frames, respectively, over all nine cycles, are shown. One boxplot contains the median or 3rd quartile values that arise when predicting the nine cycles at a fixed $\lambda$. It is clearly visible that the SEE decreases with increasing $\lambda$, as well as the range of the errors becomes smaller with increasing $\lambda$. In addition to the better prediction performance of high penalty terms, the computation time is less in comparison to lower values of $\lambda$. When considering the SEE values, it is necessary to take the backtransformation error into account, which is shown in the Table 3. Hence, it is advantageous in the given case to prefer higher values of the penalty term, such as $\lambda = 50$.

| Minimum | 1st Qu. | Median | Mean | 3rd Qu. | Maximum |
|---------|--------|--------|------|--------|---------|
| 0.7 | 6.7 | 10.2 | 10.2 | 13.9 | 23.3 |

TABLE 3 Summary of Summed Euclidean Error of Backtransformation (in cm) of 10 Joints of Data Set 2
6 | CONCLUSION

In this work, we introduced a tensor-based human motion prediction model for repetitive assembly tasks, common in industrial human-robot collaboration environments. In our approach, we use Tensor-on-Tensor regression to model the motion pattern, based on a reference motion computed from data of repeated executions of the assembly task, leading to a collection of estimated coefficient tensors. When predicting human motion for a new execution of the task, appropriate coefficient tensors have to be selected. For the selection, we utilize a similarity measure calculated between the reference motion and a newly observed motion sequence by Dynamic Time Warping. For validation of the approach, we defined two pseudo assembly tasks, which were executed and recorded in a laboratory environment by different persons. We made predictions with a forecast horizon of 0.5 and 1 seconds into the future and evaluated the Summed Euclidean Error (SEE) over all tracked joints for each frame in each motion cycle. Depending on person and cycle, most of the median SEEs were between 15 to 35 cm, which is rather small compared to the transformation error occurring when transforming the data from Cartesian coordinates to joint angle space and back to coordinates. Our modeling approach shows flexibility regarding slight changes or adaptions of the assembly task and consequently the resulting motion pattern. Changing parts of the task simply requires a person to execute the new parts several times and to process the modeling for the newly recorded data.

We point out, that our approach is based on motion data recorded by a marker-based motion capture system, which means that physical markers have to be placed on a human at defined joints. Considering the inconvenience of applying and wearing markers as daily routine in an industrial environment, a lot of effort is put into research on marker-less motion tracking and pose estimation. As these research activities are leading to continuous significant improvement in accuracy and computation time for tracking human motion\cite{markerless}, the prerequisite of well-defined joint positions is not a limitation of practical use for our approach.

Future work will be on further improvement of prediction results by applying adequate smoothing techniques on the predicted joint angles. Additionally prediction uncertainty will be assessed and evaluated in a more sophisticated way, mainly targeted at providing solutions for practical applications in human-robot collaboration. One of these could be the detection of anomalies in human motion, which is crucial for ensuring the safety of human workers.
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