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Abstract

Recently, cluster contrastive learning has been proven effective for object ReID by computing the contrastive loss between the individual features and the cluster memory. However, existing methods that use the individual features to momentum update the cluster memory will fluctuate over the training examples, especially for the outlier samples. Unlike the individual-based updating mechanism, the centroid-based updating mechanism that applies the mean feature of each cluster to update the cluster memory can reduce the impact of individual samples. Therefore, we formulate the individual-based updating and centroid-based updating mechanisms in a unified cluster contrastive framework, named Dual Cluster Contrastive framework (DCC), which maintains two types of memory banks: individual and centroid cluster memory banks. Significantly, the individual cluster memory considers just one individual at a time to take a single step for updating. The centroid cluster memory applies the mean feature of each cluster to update the corresponding cluster memory. During optimization, besides the vallina contrastive loss of each memory, a cross-view consistency constraint is applied to exchange the benefits of two memories for generating a discriminative description for the object ReID. Note that DCC can be easily applied for unsupervised or supervised object ReID by using ground-truth labels or the generated pseudo-labels. Extensive experiments on three benchmarks, e.g., Market-1501, MSMT17, and VeRi-776, under supervised Object ReID and unsupervised Object ReID demonstrate the superiority of the proposed DCC.

1. Introduction

Object Re-identification (ReID), such as person ReID and vehicle ReID, aims to infer a discriminative description with the annotated labels [2, 5, 9, 19, 22, 23, 36, 47, 55, 57, 67]. Since collecting the massive identity annotations is time-consuming and expensive, unsupervised object ReID infers the description with the pseudo-labels [11, 13, 16–18, 33, 52, 53, 64], e.g., the pseudo-labels inferred by clustering methods from the unlabeled data are used for unsupervised ReID.

Recently, contrastive learning has been widely exploited for unsupervised representation learning [1, 4, 8, 10, 18], aiming to learn the invariance feature with a self-supervised mechanism based on sample self-augmented, e.g., Zhong et al. [65] save features of all the images in the unlabeled training set in the memory bank for vallina contrastive learning. Inspired by vallina contrastive learning, cluster contrastive learning has received more attention for ReID [13, 18, 31, 48]. The cluster contrastive learning in object ReID builds a cluster-level memory in which a single feature vector represents each cluster [13], shown in Figure 1(a). For example, Dai et al. store the feature vectors and compute contrast loss at the cluster level. Li et al. propose an asymmetric contrastive learning framework to exploit both the cluster structure and the individual feature to conduct effective contrastive learning. Cluster-wise Contrastive Learning (CCL) is proposed by iterative optimization of feature learning and cluster refinery to learn noise-tolerant representations. However, previous methods maintain the individual cluster memory by considering just one individual at a time to take a single step for updating. The cluster contrastive with individual-based updating mechanism will fluctuate over the training examples, especially for the outlier samples.

To address the above problem, we consider dual complementary updating mechanisms for the cluster contrastive learning. Besides the individual-based update mechanism of the vanilla cluster contrastive, we also introduce a novel centroid-based update mechanism to produce a centroid-based cluster memory that has a different embedding space from the individual-based cluster memory. Unlike the individual-based updating mechanism that uses the individual feature to update the cluster memory, the centroid-based update mechanism applies the mean feature of each cluster
to update the corresponding cluster memory, shown in Figure 1(b). Although the provided labels might contain some incorrect labels, most of them are correct. Therefore, using the mean feature to represent each cluster can reduce the effect of the outlier samples. From the perspective of optimization, the individual-based updating mechanism can be treated as the Stochastic Gradient Descent, which considers just one individual at a time to take a single step for updating the parameters. However, considering just an individual sample will fluctuate over the training examples, especially for the outlier samples. The centroid-based updating mechanism is similar to the Batch Gradient Descent, which is proposed to reduce the impact of individual samples by considering all training data in a single step, e.g., it takes the average of the gradients of all the training examples and then uses the mean gradient to update the parameters. Furthermore, the individual-based update mechanism constructs the embedding space by considering all individual samples, and the centroid-based updating mechanism aims to generate a stable embedding space by considering the mean description of each cluster. Therefore, the cluster contrastive learning with the centroid-based updating mechanism can complement the individual-based updating mechanism. Consequently, by jointly considering those two updating mechanisms, dual cluster contrastive learning can improve the stability and discrimination of descriptions.

Based on the above motivation, we propose a novel Dual Cluster Contrastive learning framework for object ReID, consisting of the individual-level and centroid-level cluster contrast. The evaluation on three benchmarks under supervised and unsupervised settings show the effectiveness of the DCC. 1) supervised object ReID: DCC with ResNet50/ResNet50-ibn obtain the mAP of 89.9%/90.6%, 65.5%/69.6%, and 82.6%/83.5% for Market-1501, MSMT17, and VeRi-776, respectively. 2) unsupervised object ReID: DCC with ResNet50/ResNet50-ibn obtain the mAP of 83.4%/85.8%, 35.9%/36.6%, and 41.4%/42.1% for Market-1501, MSMT17, and VeRi-776, respectively. The experiment also shows that DCC has the advantages of fast training convergence, insensitivity to batch size, and high generalization.

2. Related Work

This section gives a brief review of the object Re-identification (ReID) and the contrastive learning for object ReID.
2.1. Object Re-identification

Based on manually annotated labels, many methods have been proposed for supervised object ReID and achieved promising performance. For example, Zheng et al. [60] and Fu et al. [16] extract local features from several horizontal stripes to explore the discriminative clues. Furthermore, many novel attention modules have been proposed for supervised person ReID [2, 5, 47, 55, 57]. Recently, inspired by the success of transformer structure, He et al. [23] and Lai et al. [29] adopt transformer structure to explore the discriminative clues for supervised person ReID.

As manual annotations are expensive and unavailable in real-world applications, unsupervised person ReID has attracted much more attention. Some researchers use extra labeled images to assist the unsupervised training on unlabeled person ReID by transferring labeled images to the unlabeled domains with GAN-based models [11, 33, 44, 64] or narrowing the distribution gap in feature space [12, 24, 34]. For example, Liu et al. [33] use three GAN models to reduce the discrepancy between different domains in illumination, resolution, and camera-view, respectively. To handle the lack of annotation, many methods have been proposed to acquire reliable pseudo labels [15, 32, 49, 50, 61]. For example, Lin et al. [32] propose a bottom-up unsupervised clustering method that simultaneously considers both diversity and similarity.

2.2. Contrastive Learning for Object ReID

Recently, several methods further adopt memory bank and contrastive loss for object ReID [3, 13, 18, 26, 31, 48, 65]. For example, Zhong et al. [65] save features of all the images in the unlabeled training set in the memory bank for contrastive learning. Chen et al. [3] save a proxy feature for each class in the memory bank, and Ge et al. [18] propose a hybrid memory bank that saves both instance features and class proxy. Dai et al. [13] present the Cluster Contrast mechanism, which stores feature vectors and compute contrast loss in cluster level memory dictionary. Li et al. [31] propose an asymmetric contrastive learning framework to exploit both the cluster structure and the invariance in augmented data to conduct effective contrastive learning for person ReID. Chen et al. [4] apply the Generative Adversarial Network (GAN) for data augmentation and propose a view-invariant loss to facilitate contrastive learning between original and generated views. To reduce the effect of noisy labels, Cluster-wise Contrastive Learning (CCL) [26] is proposed by iterative optimization of feature learning and cluster refiner to learn noise-tolerant representations.

However, these methods update the memory bank with every single feature in training batches, making features in memory easily affected by noisy samples. Compared with previous methods, DCC additionally introduces a centroid updated memory bank that updates based on class mean features of each cluster in training batches. As mean features are robust against minority noisy samples, updating
the memory bank with class centroids will enhance the robustness of the memory bank against label noise and improve the training efficiency and the ReID performance. Experiments also show that DCC has the advantages of fast training convergence, insensitivity to batch size, and high generalization.

3. Methodology

Given a training dataset \( D = \{ (x_j, y_j) \}_{j=1}^N \), the object re-identification (ReID) aims to learn a robustness backbone \( \Phi \) for retrieval, where \( x_i \) and \( y_j \in [1, N_c] \) denote the \( j \)-th training image and its label, respectively. \( N \) is the number of the training images, and \( N_c \) denotes the number of identities. For convenience, we use \( \mathbf{X} \) and \( \mathbf{Y} \) to represent the set of training images and labels, respectively. The supervised and unsupervised object ReID can be formulated with the same unified framework once providing the annotated labels \( \mathbf{Y} \) or generating the pseudo-labels \( \hat{\mathbf{Y}} \). For example, the ground-truth \( \mathbf{Y} \) is annotated by the human for the supervised object ReID, and the pseudo-labels \( \hat{\mathbf{Y}} \) can be generated with a clustering algorithm for the unsupervised object ReID. For convenience, we denote \( \mathbf{Y} \) as the obtained annotations for both supervised and unsupervised object ReID tasks to describe the proposed methodology.

3.1. Vallina Cluster Contrastive

With the above definition, we firstly review of the vallina cluster contrastive. It contains two components: backbone \( \Phi \), and cluster memory \( \mathbf{M} \), in which each cluster is represented by a mean feature, and all cluster feature vectors are updated based on the individual feature, as shown in Figure 1(a). Given all training images \( \mathbf{X} \), the backbone \( \Phi \) is used to extract the corresponding features \( \mathbf{F} = \Phi(\mathbf{X}) \). Then, cluster memory bank \( \mathbf{M} \in \mathbb{R}^{N_c \times N_d} \) is initialized with the mean feature of each class, where \( N_d \) and \( N_c \) are the feature dimension and the number of classes, respectively. Based on the pretrained feature \( \mathbf{F} \), the visual center \( \mathbf{M}_j \) of the \( j \)-th class is initialized with Eq. (1).

\[
\mathbf{M}_j = \frac{1}{\mathcal{N}(\mathbf{F}_j)} \sum_{\mathbf{f} \in \mathbf{F}_j} \mathbf{f},
\]

where \( \mathbf{F}_j \) denotes the feature set of images belonging to the \( j \)-th class, \( \mathcal{N}(\mathbf{F}_j) \) represents the number of features in set \( \mathbf{F}_j \), \( f \in \mathbb{R}^{1 \times N_d} \) is an image feature, and \( \mathbf{M}_j \) denotes the \( j \)-th cluster feature in \( \mathbf{M} \).

Since the cluster memory \( \mathbf{M} \) can be treated as a non-parametric classifier, it can produce the class prediction used for contrastive loss, formulated as Eq. (2).

\[
\mathcal{L} = -\log \frac{\exp(\mathbf{f}_i \cdot \mathbf{M}_{y_i})/\tau}{\sum_{j=1}^{N_c} \exp(\mathbf{f}_i \cdot \mathbf{M}_j)/\tau},
\]

where \( \tau \) is a temperature hyper-parameter [46], and \( y_i \) is the corresponding label for the image feature \( \mathbf{f}_i \). When the feature \( \mathbf{f}_i \) has a higher similarity to its ground-truth visual centers \( \mathbf{M}_{y_i} \), and dissimilarity to all other cluster features, the objective loss \( \mathcal{L} \) has a lower value.

In vanilla cluster contrastive learning, the individual feature is applied to momentum update the cluster memory \( \mathbf{M} \), during backward propagation with Eq. (3).

\[
\mathbf{M}_{y_i} = \omega \mathbf{M}_{y_i} + (1 - \omega) \cdot \mathbf{f}_i,
\]

where \( \mathbf{f}_i \) and \( y_i \) is the feature and label for image \( x_i \), respectively. \( \mathbf{M}_{y_i} \) is the \( y_i \)-th cluster feature in cluster memory \( \mathbf{M} \).

Although the cluster contrastive learning can generate discriminative descriptions, it will fluctuate over the training samples because it considers just one individual at a time to take a step for updating the cluster memory with Eq. (3). Specifically, \( \omega \) is usually set to a lower value for the cluster contrastive learning for object ReID, e.g., \( \omega=0.1 \) in [13]. From Eq. (3), we can observe that the mean feature in the cluster memory \( \mathbf{M} \) is severely affected by the individual feature, leading to a severe negative impact. An intuitive illustration is shown in Figure 3.

3.2. Dual Cluster Contrastive

To overcome the limitation of the vallina cluster contrastive, we propose a novel Dual Cluster Contrastive (DCC) framework, as shown in Figure 2. The significant difference between the Dual Cluster Contrastive and the vallina cluster contrastive is that DCC maintains two types of memory banks to model the feature distribution from two perspectives, i.e., individual cluster memory, and centroid cluster memory. Similar to the vallina cluster contrastive, the individual cluster memory is updated based on each individual at each step. Besides, the centroid cluster memory is used to model the class distribution based on the mean feature of each class, which can reduce the impact of individual samples. In Dual Cluster Contrastive, the individual cluster memory and the centroid cluster memory are defined as \( \mathbf{M}^i \) and \( \mathbf{M}^c \), respectively. Note that \( \mathbf{M}^i \) and \( \mathbf{M}^c \) are both initialized based on the mean pretrained feature of each cluster with Eq. (1). The critical of the Dual Cluster Contrastive is how to update the individual cluster memory \( \mathbf{M}^i \) and centroid cluster memory \( \mathbf{M}^c \).

To boost the discriminative of each memory, we apply two different feature extraction modules, i.e., individual backbone \( \Phi^i \), and centroid backbone \( \Phi^c \), to extract the independent features for updating the individual cluster memory \( \mathbf{M}^i \) and centroid cluster memory \( \mathbf{M}^c \). Given the training dataset, we sample the batch training images \( (\mathbf{X}^i, \mathbf{Y}^i) \) and \( (\mathbf{X}^c, \mathbf{Y}^c) \). For example, the images \( \mathbf{X}^i \) and labels \( \mathbf{Y}^i \) are used to optimize the individual backbone \( \Phi^i \) and update the individual cluster memory \( \mathbf{M}^i \). Meanwhile, the images \( \mathbf{X}^c \)
and labels \( Y^c \) are used for the centroid branch. Specially, we generate the individual feature \( F^i = \Phi^i(X^i) \) by feeding the images \( X^i \) into the individual backbone \( \Phi^i \). Similarly, the centroid features are denoted as \( F^c = \Phi^c(X^c) \). Furthermore, the features \( F^i \) and \( F^c \) are applied for updating the corresponding memories and optimizing the backbones.

During training, once obtaining the feature \( f^c \in F^c \) and \( f^i \in F^i \), using the cluster memories \( M^i \) and \( M^c \) can generate the corresponding predictions \( p^i = f^i \cdot (M^i)^T \) and \( p^c = f^c \cdot (M^c)^T \). Meanwhile, the cross-view contrastive prediction can be represented as \( p^{i\rightarrow c} = f^i \cdot (M^c)^T \) and \( p^{c\rightarrow i} = f^c \cdot (M^i)^T \). With the predictions \( p^c, p^i, p^{i\rightarrow c}, \) and \( p^{c\rightarrow i} \), we can compute the contrastive loss, i.e., NCEloss. Formally, the final loss \( L_{dcc} \) is defined as:

\[
L_{dcc} = (1-\lambda)L_{ci}(F^c|(M^c, M^i)) + \lambda L_i(F^i|(M^i, M^c)),
\]

Equation (4)

where \( L_i(\cdot) \) and \( L_c(\cdot) \) are the loss computed based on the features \( F^i \) and \( F^c \), respectively. \( \lambda = 0.25 + \varepsilon/(2 \times \text{total\_epoch}) \) is a weight to balance the effect of different losses, where \( \varepsilon \) and \( \text{total\_epoch} \) denote the current and total epochs. For convenience, we use \( L_i \) and \( L_c \) to represent \( L_i(F^i|(M^i, M^c)) \) and \( L_c(F^c|(M^c, M^i)) \), which is computed as:

\[
L_i = -\sum_{f \in F^i} (\sum_{y \in Y^i} \frac{\exp(f \cdot M_{y'}^i)}{\tau} + \log \frac{\exp(f \cdot M_{y'}^i)}{\tau} + \log \frac{\exp(f \cdot M_{y}^c)}{\tau} - \log \frac{\exp(f \cdot M_{y'}^c)}{\tau})
\]

Equation (5)

where \( y \) is the ground-truth label for the feature \( f \). Note that the above equation consists of two terms. The first term represents the loss between the individual features \( f \in F^i \) and its own individual cluster memory \( M^i \), which is consistent with the vallina cluster contrastive. Here, "own" emphasizes that the individual cluster memory is updated with the individual-based updating mechanism. The second term in Eq. (5), which can be treated as a cross-view contrastive loss, apply the centroid cluster memory to embed the individual features. Since centroid cluster memory is independent to the individual features, using the cross-view contrastive loss can enhance the discriminative of the individual backbone.

Similar to \( L_i \), \( L_c \) also contains two terms:

\[
L_c = -\sum_{f \in F^c} (\sum_{y \in Y^c} \frac{\exp(f \cdot M_{y}^c)}{\tau} + \log \frac{\exp(f \cdot M_{y}^c)}{\tau} + \log \frac{\exp(f \cdot M_{y'}^i)}{\tau} - \log \frac{\exp(f \cdot M_{y'}^i)}{\tau})
\]

Equation (6)

where the second term is also a cross-view contrastive loss between the centroid feature \( F^c \) and the individual cluster memory \( M^i \) for knowledge transferring.

The above description is the forward process of the Dual Cluster Contrastive(DCC). However, the other problem of DCC is how to update the individual cluster memory \( M^i \) and the centroid cluster memory \( M^c \) during backward, which is a critical aspect of contrastive learning. Given the feature \( f^i \in F^i \) along with its label \( y \in Y^i \), the individual cluster memory \( M^i \) is momentum updated with Eq. (7).

\[
M^i_{y} = \omega M^i_{y'} + (1 - \omega) \cdot f^i.
\]

Equation (7)

For the centroid cluster memory, we apply the mean feature of each class for momentum updating. Given the centroid feature \( F^c \) and labels \( Y^c \) of the batch images, we first compute each class’s mean feature during training, and then update the centroid cluster memory with the obtained mean feature. Therefore, the cluster memory \( M^c \) is updated with Eq (8).

\[
M^c_{y'} = \omega M^c_{y'} + (1 - \omega) \cdot m_{y'}.
\]

Equation (8)

where \( m_{y} \) denotes the mean feature of \( y'-\)th class.

\[
m_{y'} = \frac{1}{N(F^c)} \sum_{f \in F^c} f.
\]

Equation (9)
where $F_{y'}^c$ denotes the subset of centroid features $F^c$ belonging to the $y'$-th class ($y' \in Y'$), $N(F_{y'}^c)$ represents the number of features in set $F_{y'}^c$, $f$ is an instance feature. L2-normalization is used to normalize the $m_{y'}$. The algorithm is illustrated in Algorithm 1.

**Inference:** After training, we can obtain the inferred individual backbone $\Phi^i$ and centroid backbone $\Phi^c$. Given the testing image $x_t$, the final feature used for retrieval is defined as $f_t$:

$$f_t = ||\Phi^i(x_t)||_2 + ||\Phi^c(x_t)||_2,$$

where $|| \cdot ||_2$ is the L2-normalization, and the final feature is $f_t = ||f_t||_2$. Once extracting all features for gallery and query images, the Euclidean distance is used to compute the similarity for retrieval.

### 3.3. Generalization to unsupervised object ReID

Existing unsupervised object ReID commonly uses clustering methods to generate the pseudo-labels for unlabeled images, and then perform supervised training based on the generated pseudo-labels. With the pseudo-labels, the proposed Dual Cluster Contrastive can be easily applied for unsupervised object ReID.

Specifically, given the unlabeled training images, we firstly apply the backbone to extract the corresponding features. Similar to [13], we apply DBSCAN to group all training features into several groups. Then, the cluster ID is assigned to each training image as the pseudo-label, and the unclustered outlier images are discarded from training. With the pseudo-labels, the proposed Dual Cluster Contrastive is conducted for representation learning, shown in Figure 4.

### 4. Experiments

#### 4.1. Datasets

We conduct experiments on two person ReID datasets, Market-1501 [62], MSMT17 [44], and one vehicle ReID dataset, VeRi-776, under the supervised and unsupervised settings to evaluate the effectiveness of the proposed Dual Cluster Contrastive. The details of these datasets are summarized in Table 1.

| Datasets         | Object | #ID  | #image | #cam |
|------------------|--------|------|--------|------|
| Market-1501      | Person | 1,501| 32,668 | 6    |
| MSMT17           | Person | 4,101| 126,441| 15   |
| VeRi-776         | Vehicle| 776  | 49,357 | 20   |

Table 1. Statistics of datasets used in our evaluation.

### 4.2. Implementation Details

The proposed Dual Cluster Contrastive is implemented based on the existing cluster contrastive framework [13]. We adopt the ResNet-50 [20] pretrained on ImageNet [14] as the backbone. Inspired by [35], all sub-module layers after layer4-1 are removed, and a GEM pooling followed by batch normalization layer [25] and L2-normalization layer is added. Therefore, the feature dimension $N_d$ is 2,048. For the person ReID, all input images are resized $256 \times 128$ for training and evaluation. For the vehicle ReID, all input images are resized $256 \times 256$ for training and evaluation. The temperature coefficient $\tau$ is set to 0.05. For the supervised object ReID, the adam optimizer sets the weight decay as 0.0005, and the learning rate is initially set as 0.00035 and decreased to one-tenth of every 50 epochs up to 150 epochs. Inspired by [13], for the unsupervised object ReID, DBSCAN is used to generate pseudo labels for the Dual Cluster Contrastive, and the learning rate is initially set as 0.00035 and decreased to one-tenth of every 20 epochs up to 60 epochs. We sample $P$ person identities and a fixed number $K$ instances for each identity during training. Therefore, the batch size is $P \times K$. In this work, we set $K\$16$, and $P\$8$ for training.

### 4.3. Baselines

In this section, we give a brief definition of the baselines used for evaluation in the following.

1. ICC: The vanilla cluster contrastive introduced in Sec. 3.1.
2. CCC: The vanilla cluster contrastive by replacing the individual update policy (Eq. (3)) with centroid cluster updating policy (Eq. (8)).
3. DCC*: The proposed Dual Cluster Contrastive employs the individual feature $F^i$ generated by the individual backbone for evaluation.
4. DCCc*: The proposed Dual Cluster Contrastive employs the centroid feature $F^c$ generated by the centroid backbone for evaluation.
5. DCCv*: The proposed Dual Cluster Contrastive does not consider the cross-view contrastive loss, i.e., ignoring the second term in Eq. (5) and Eq. (6).
### Table 2. Effect of batch size in DCC, CCC, and ICC on Market-1501.

| BatchSize | 48  | 64  | 80  | 96  | 128 | 160 | 192 |
|-----------|-----|-----|-----|-----|-----|-----|-----|
| CCC       | 83.7| 87.0| 87.4| 87.2| 87.0| 86.3| 86.1|
| ICC       | 72.8| 83.7| 86.9| 87.6| 88.4| 88.3| 88.3|
| DCC       | **86.0** | **88.6** | **89.6** | **89.9** | **89.9** | **89.4** | **89.4** |

6. DCC: The proposed Dual Cluster Contrastive modules.

#### 4.4. Ablation Studies

In this section, we conduct some ablation studies on Market-1501, MSMT17, and VeRi-776 to evaluate the effectiveness of the proposed component in Dual Cluster Contrastive.

**Effect of Dual Cluster Contrastive:** As mentioned above, Dual Cluster Contrastive (DCC) consists of the individual-level cluster contrastive (ICC) and centroid-level cluster contrastive (CCC), where CCC is the significant contribution module from existing methods. Therefore, we analyze the effectiveness of the centroid-level cluster contrastive and Dual Cluster Contrastive, and summarize the results in Table 2. We observe that the ICC model obtains a higher performance than the CCC model, e.g., ICC obtains the best mAP of 88.4% by setting the batch size as 128. However, the centroid-level cluster contrastive is more effective for the smaller batch size, e.g., CCC obtains a higher performance than ICC for the batch size from 48 to 80. Especially for the batch size of 48, ICC only obtains the performance of 72.8%, which has a large gap with its best performance of 88.4%. Different from ICC, CCC obtains the mAP of 83.7% by setting the batch size as 48. Therefore, we can conclude that the CCC model is more robust to the smaller batch size, and ICC can obtain higher performance.

Furthermore, DCC that combines two types of cluster contrastive learning obtains the best performance on all batch sizes, proving the centroid-level cluster contrastive complements the individual-level cluster contrastive. From Table 2, we also observe that DCC is insensitive to changes in batch size. For example, the ICC model obtains the mAP of 88.6% for the batch size of 128. However, once reducing the batch size to 64, its mAP quickly plummeted to 83.7%. Differently, CCC obtains the mAP 89.9% and 88.6% for the batch size of 128 and 64, respectively.

**Training Convergence:** We further analyze the training convergence process of DCC. Figure 5a summarizes the training loss of different models, e.g., ICC, CCC, and DCC. We can observe that the CCC has faster convergence and lower loss than CCC and DCC, and the DCC is a trade-off between the ICC and CCC. Furthermore, we summarize the change in mAP of different models in Figure 5b. It can see that the DCC achieves a lower loss and a higher performance with a faster convergence speed. For example, DCC obtains the mAP of 89.1% for the 60-th epoch, higher than the ICC and CCC models. Therefore, the proposed DCC can obtain a higher performance with a faster convergence speed during the training process.

**Effect of the Cross-view Contrastive Embedding:** As mentioned above, the Individual-level Cluster Contrastive (ICC) and Centroid-level Cluster Contrastive (CCC) have different properties, such as convergence speed and sensitivity to batch size. Therefore, the DCC and ICC can generate two different identity embedding spaces for the same dataset. To min the benefit knowledge of each model, the cross-view contrastive embedding is applied for optimizing the backbone, i.e., the second term in Eq. (5) and Eq. (6). As shown in Table 3, the Dual Cluster Contrastive (DCC) obtains a higher mAP than DCC\(^c\) that does not consider the cross-view contrastive loss. Furthermore, the advantage of the cross-view contrastive loss is that it can exchange the benefit between the individual cluster memory and centroid cluster memory to boost the performance, e.g., DCC\(^i\) and DCC\(^c\) consistently outperformed the ICC and CCC during training, shown in Figure 5b. Significantly, the mAP of DCC\(^c\), which is the branch of the centroid backbone of the DCC, has been improved from 87.0% of CCC to 89%. The reason is that the cross-view contrastive loss can use the discriminative individual cluster memory to increase the discriminative of the centroid backbone. Otherwise, the benefits of the centroid cluster memory can also be used to improve the robustness of individual backbone, e.g., improving the mAP from 88.6% of ICC to 89.3% of DCC\(^c\).

**Effect of momentum value \(\omega\):** Similar to existing contrastive learning, momentum updating strategies are applied
Table 4. Effect of \( \omega \) for training identities sampling.

| \( K \) | 4     | 8     | 16    | 32    |
|-------|-------|-------|-------|-------|
| Market-1501 | 86.6  | 88.6  | 89.9  | 89.3  |
| MSMT17   | 59.5  | 63.3  | 65.5  | 63.6  |
| VeRi-776 | 76.5  | 80.0  | 82.6  | 82.0  |

Table 5. Comparison of Supervised Person ReID on Market-1501.

| Methods                        | mAP | R1  | R5  | R10 |
|-------------------------------|-----|-----|-----|-----|
| CAR [66]                      | 84.9| 94.8| -   | -   |
| SCAL [2]                      | 85.0| 95.1| 98.1| 98.9|
| MGN [43]                      | 86.9| 95.7| -   | 98.93|
| CAL [38]                      | 87.0| 94.5| 97.9| -   |
| Circle Loss [40]              | 87.4| 96.1| -   | -   |
| CLA [6]                       | 88.0| 95.4| -   | -   |
| FastReID(ResNet50) [21]       | 88.2| 95.4| -   | -   |
| RGA-SC [56]                   | 88.4| 96.1| -   | -   |
| Pyramid-Net [60]              | 88.2| 95.7| 98.4| 99.0|
| ABDNet [7]                    | 88.2| 95.6| -   | -   |
| SONA [47]                     | 88.8| 95.58| 98.3| 99.1|
| TransReID [23] *              | 88.9| 95.2| -   | -   |
| DCC(ResNet50)                 | 89.9| 95.7| 98.5| 99.0|
| DCC(ResNet50-ibn)             | 88.9| 95.7| -   | -   |
| FastReID(ResNet50-ibn) [21]   | 89.3| 95.7| -   | -   |
| DCC(ResNet50-ibn)             | 90.6| 96.1| 98.4| 99.1|

* The performance of the TransReID is the input size of 256 \( \times \) 128, which is similar to our setting.

4.5. Comparison with existing methods

In this section, we conduct the comparison with existing methods following two settings: supervised Object ReID, and unsupervised Object ReID on three benchmarks, i.e., Market-1501, MSMT17, and VeRi-776.

Comparison on Supervised Object ReID: We first compare the Dual Cluster Contrastive with existing supervised ReID methods on three benchmarks and summarize the results in Table 5, Table 6, and Table 7 for Market-1501, MSMT17, and VeRi-776, respectively. We conduct the comparison from three aspects to prove the effectiveness of the proposed DCC.

Firstly, we can observe that the proposed Dual Cluster Contrastive is significantly better than existing methods with the same backbone, proving the effectiveness of the proposed DCC, e.g., with the backbone of ResNet50, DCC obtains the mAP of 89.9%, 61.2%, and 82.6% for Market-1501, MSMT17, and VeRi-776, respectively. As shown in Table 6, DCC(ResNet-50) obtains the worse performance than TransReID [23] on MSMT17, e.g., 65.5% vs 67.4%. The reason is that TransReID applies the transformer-based network as the backbone for object ReID, which is stronger than the ResNet used in DCC. However, by replacing the ResNet-50 with a stronger backbone ResNet50-ibn, DCC achieves a performance of 69.6%, which is higher than 67.4% of TransReID. Otherwise, the DCC(ResNet-50) obtains a higher performance than TransReID [23] on both Market-1501 and VeRi-776.

Secondly, based on whether considering the local features or additional information, existing methods can be divided into two groups: backbone-independent methods and feature-fusion methods. The feature-fusion methods pro-
Methods | mAP | R1 | R5 | R10
--- | --- | --- | --- | ---
MGN [43] + CircleLoss | 52.1 | 76.9 | - | -
Circle Loss [40] | 52.1 | 76.9 | - | -
DG-Net [63] | 52.3 | 77.2 | 87.4 | 90.5
CAR [66] | 52.9 | 78.7 | - | -
CAL [38] | 56.2 | 79.5 | 89.0 | -
RGA-SC [56] | 57.5 | 80.3 | - | -
FastReID (ResNet50) [21] | 59.9 | 83.3 | - | -
ABDNet [7] | 60.8 | 82.3 | - | -
TransReID [23] * | 67.4 | 85.3 | - | -
DCC (ResNet50) | 65.5 | 85.1 | 92.1 | 94.0

Table 6. Comparison of Supervised Person ReID on MSMT17.

Methods | mAP | R1 | R5 | R10
--- | --- | --- | --- | ---
PRReID [19] | 74.3 | 94.3 | 98.7 | -
UMTS [27] | 75.9 | 95.8 | - | -
PGAN [54] | 79.3 | 96.5 | 98.3 | -
PVEN [36] | 79.5 | 95.6 | 98.4 | -
SAVER [28] | 79.6 | 96.4 | 98.6 | -
HPGN [39] | 80.18 | 96.72 | - | -
GLAMOR [41] | 80.3 | 96.5 | 98.6 | -
GFDIA [30] | 81.0 | 96.7 | 98.6 | -
TransReID [23] * | 81.4 | 96.8 | - | -
DCC (ResNet50) | 82.6 | 96.3 | 98.5 | -
 FastReID (ResNet-ibn) [21] | 81.9 | 97.0 | 99.0 | -
HRCN (ResNet-ibn) [58] | 83.1 | 97.3 | 98.9 | -
DCC (ResNet50-ibn) | 83.5 | 97.6 | 99.0 | -

Table 7. Comparison of Supervised Vehicle ReID on VeRi-776.

Methods | mAP | R1 | R5 | R10
--- | --- | --- | --- | ---
SSG [16] | 58.3 | 80.0 | 90.0 | 92.4
UGA [45] | 70.3 | 87.2 | - | -
NSMRT [51] | 71.7 | 87.8 | 94.6 | 96.5
JVT + [43] | 75.4 | 90.5 | 96.2 | 97.9
MNT [17] | 75.6 | 89.3 | 95.8 | 97.5
SPCL [18] | 77.5 | 89.7 | 96.1 | 97.6
ICE [3] | 79.2 | 92.0 | 97.0 | 98.1
GLT [61] | 79.5 | 92.2 | 96.5 | 97.8
FastReID [21] | 80.5 | 92.7 | - | -
CACAL [3] | 80.9 | 92.7 | 97.4 | 98.5
ClusterContrastive (DBSCAN) [13] | 82.1 | 92.3 | 96.7 | 97.9
ClusterContrastive (Infomap) [13] | 83.0 | 92.9 | 97.2 | 98.0
CCL [26] | 83.4 | 94.2 | - | -
DCC (ResNet50) | 83.4 | 93.5 | 97.1 | 98.3
DCC (ResNet50-ibn) | **85.8** | **94.3** | **97.6** | **98.6**

Table 8. Comparison of Unsupervised Person ReID on Market-1501.

5. Conclusion

To overcome the limitation of the pallina cluster contrastive for Object ReID, we propose a novel Dual Cluster Contrastive framework, which consists of the individual-level cluster contrastive and centroid-level cluster con-
| Methods                        | mAP | R1  | R5  | R10 |
|-------------------------------|-----|-----|-----|-----|
| ECN [16]                     | 10.2| 30.2| 41.5| 46.8|
| CACL [31]                    | 21.0| 45.4| 55.6| 63.6|
| UGA [45]                     | 21.7| 49.5| -   | -   |
| MMT [17]                     | 24.0| 50.1| 63.5| 69.3|
| SPCL [18]                    | 26.8| 53.7| 65.0| 69.8|
| FastReID [21]                | 27.7| 59.5| -   | -   |
| RLCC [53]                    | 29.7| 54.4| 68.2| 74.2|
| ClusterContrastive(DBSCAN)   | 27.6| 56.0| 66.8| 71.5|
| ClusterContrastive(Infomap)  | 31.2| 61.5| 71.8| 76.7|
| DCC(ResNet50)                | 35.9| 64.3| 74.8| 78.8|
| DCC(ResNet50-ibn)            | 36.6| 64.9| 74.9| 78.5|

Table 9. Comparison of Unsupervised Person ReID on MSMT17.

| Methods                        | mAP | R1  | R5  | R10 |
|-------------------------------|-----|-----|-----|-----|
| MMT [17]                     | 35.3| 74.6| 82.6| 87.0|
| FastReID [21]                | 27.7| 59.5| -   | -   |
| SPCL [18]                    | 38.9| 80.4| 86.8| 89.6|
| RLCC [53]                    | 39.6| 83.4| 88.8| 90.9|
| ClusterContrastive(DBSCAN)   | 40.3| 84.6| 89.2| 91.6|
| ClusterContrastive(Infomap)  | 40.8| 86.2| 90.5| 92.8|
| DCC(ResNet50)                | 41.4| 86.4| 89.7| 91.7|
| DCC(ResNet50-ibn)            | 42.1| 87.9| 90.8| 92.9|

Table 10. Comparison of Unsupervised Vehicle ReID on VeRi-776.
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