SIMPLE STRING DIAGRAMS AND $N$-SESQUICATEGORIES
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Abstract.
We define a monad $T_n^{D^*}$ whose operations are encoded by simple string diagrams and we define $n$-sesquicategories as algebras over this monad. This monad encodes the compositional structure of $n$-dimensional string diagrams. We give a generators and relations description of $T_n^{D^*}$, which allows us to describe $n$-sesquicategories as globular sets equipped with associative and unital composition and whiskering operations. One can also see them as strict $n$-categories without interchange laws. Finally we give an inductive characterization of $n$-sesquicategories.

1. Introduction

We are interested in developing a theory of $n$-categories based on string diagrams. In this paper we define a monad $T_n^{D^*}$ which encodes the compositional structure of $n$-dimensional string diagrams. We call $T_n^{D^*}$-algebras $n$-sesquicategories. For $n = 2$ these are already known as sesquicategories (see [Street, 1996]). We also give a finite presentation of this monad by generators and relations, and we give an inductive description of $n$-sesquicategories as categories equipped with a lift of the Hom functor to the category of $(n-1)$-sesquicategories.

1.1. Results. We define an $n$-globular set $D^*_n$ such that $D^*_n(k)$ is the set of $k$-dimensional simple string diagrams. These diagrams play a role analogous to that of globular pasting diagrams in the definition of strict $n$-categories (see [Leinster, 2004]). We then define the monad $T_n^{D^*}$ on $n$-globular sets by the formula

$$T_n^{D^*}(X)(m) := \coprod_{D \in D^*_n(m)} \text{gSet}_n(D, X).$$

This means that an $n$-sesquicategory is an $n$-globular set $C$ together with a choice of composite for each $C$-labeled simple string diagram. We give a finite presentation of this monad by generators and relations, which allows us to give the following description of $n$-sesquicategories. Below, we denote by $C_i$ the set of $i$-morphisms in $C$ and we write $|x| = i$ when $x$ is an $i$-morphism.
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1.2. Theorem. An $n$-sesquicategory is an $n$-globular set $C$ equipped with

- binary operations $\circ_{i,j}^C : C_i \times_{C_{m-1}} C_j \to C_M$ for $1 \leq i, j \leq n$, where $m = \min\{i, j\}$, $M = \max\{i, j\}$ and the pullback is taken with respect to the maps $s^{i-m+1}$ and $t^{j-m+1}$;
- unary operations $u_i^C : C_i \to C_i$ for $1 \leq i \leq n$;

subject to equations

- $s(x \circ y) = s(x) \circ y$ and $t(x \circ y) = t(x) \circ y$, if $|x| > |y|$;
- $s(x \circ y) = x \circ s(y)$ and $t(x \circ y) = x \circ t(y)$, if $|x| < |y|$;
- $s(x \circ y) = s(y)$ and $t(x \circ y) = t(x)$, if $|x| = |y|$;
- $s(u(x)) = t(u(x)) = x$;
- $(x \circ y) \circ z = x \circ (y \circ z)$ when the two smallest elements in $\{|x|, |y|, |z|\}$ are equal;
- $x \circ (y \circ z) = (x \circ y) \circ (x \circ z)$ when $|x| < |y|, |z|$;
- $(x \circ y) \circ z = (x \circ z) \circ (y \circ z)$ when $|z| < |x|, |y|$;
- $u(x) \circ y = y$ when $|x| < |y|$;
- $u(x) \circ y = u(x \circ y)$ when $|x| \geq |y|$;
- $x \circ u(y) = x$ when $|x| > |y|$;
- $x \circ u(y) = u(x \circ y)$ when $|x| \leq |y|$;

Moreover, we give an inductive description of $n$-sesquicategories, analogous to the inductive definition of strict $n$-categories as categories enriched in $\text{Cat}_{n-1}$. Denote the category of $T_{n}^{D^*}$-algebras and algebra homomorphisms by $\text{Sesq}_{n}$.

1.3. Theorem. A $1$-sesquicategory is simply a category. An $n$-sesquicategory is a category together with a lift of its Hom functor

\[
\begin{array}{ccc}
\text{Sesq}_{n-1} & \xrightarrow{\text{Hom}_C} & \text{Set} \\
\text{Hom}_C & \xrightarrow{(-)_0} & \text{Hom}_C \\
\text{C}^{\text{op}} \times \hat{C} & \xrightarrow{=} & \text{Set}
\end{array}
\]
1.4. Future work. String diagrams are a useful computational tool in many kinds of higher algebraic settings. In [Araújo, 2017], [Araújo, 2020], [Araújo, 2022a] and [Araújo, 2022b] we have used string diagrams in strict 3 and 4-categories to prove results about fibrations of mapping groupoids and coherence for adjunctions. We would like to be able to extend this method beyond strict $n$-categories. To this effect, we want to define a notion of semistrict $n$-category which is more general than a strict $n$-category, but which still admits composites for string diagrams. Our strategy is to have string diagrams built into the definition, so that a semistrict $n$-category would be defined as an $n$-globular set $C$ equipped with a way of composing string diagrams labeled in $C$.

Since string diagrams are composed simply by juxtaposition, it is natural to require that our $n$-categories should have strictly associative and unital composition operations. However, unlike for strict $n$-categories, we don’t require interchange laws to hold:

\[
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We also don’t allow certain forms of composition which would cause difficulties when drawing higher dimensional diagrams. As an example, the following diagram is not allowed:

\[
\begin{array}{c}
\begin{array}{c}
\quad \quad \quad \quad \\
\quad \quad \quad \quad \\
\end{array}
\end{array}
\]

These considerations lead to our definition of the monad $T^{Ds}_n$.

The algebras over $T^{Ds}_n$ are not yet our desired notion of semistrict $n$-category. To obtain semistrict $n$-categories, one would need to add coherence cells implementing weak versions of the equations which are satisfied in strict $n$-categories, obtaining a monad $T^{ss}_n$. This means that whenever two string diagrams correspond to the same pasting diagram, they should be connected by a composite of coherence cells. In an upcoming paper, we do this for $n = 3$. Namely, we define a monad $T^{ss}_3$ by adding to $T^{Ds}_3$ an operation encoding the interchanger of 2-morphisms depicted below, satisfying cancellation and Yang-Baxter equations.

\[
\begin{array}{c}
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\]

We call $T^{ss}_3$-algebras semistrict 3-categories and show that they are equivalent to Gray categories. This gives a new definition of Gray categories, based entirely on string diagrams. We are also working on extending this procedure to higher dimensions.

1.5. Relation to [Bar & Vicary, 2017]. In [Bar & Vicary, 2017], the authors introduce the concept of an $n$-signature, which is a set of generating morphisms in each dimension $k \leq n$. These generating morphisms can be composed in certain ways to form $n$-diagrams, which are $n$-dimensional string diagrams. They define an $n$-sesquicategory as an $(n+1)$-signature. The authors then introduce the notion of homotopy generators,
which implement certain forms of coherence which are expected in $n$-categories. They propose lists of homotopy generators in dimensions $\leq 5$ and then conjecture that there should be some notion of a **semistrict $n$-category** for which semistrict $n$-categories are presented by $(n+1)$-signatures with homotopy generators. They claim that for $n = 1, 2, 3$ these are categories, strict 2-categories and Gray categories, respectively. They also claim that for $n = 4$ these should correspond to Crans’ 4-tas.

In this paper, we start the work of finding this notion of semistrict $n$-category. An $(n+1)$-signature corresponds in our language to an $(n+1)$-computad for $T^D_n$ (a computad for $T$ is just a presentation of a $T$-algebra by generators and relations, see [Schommer-Pries, 2009]). So what is called an $n$-sesquicategory in [Bar & Vicary, 2017] is for us a $(n+1)$-computad for $T^D_n$, which means a presentation for an $n$-sesquicategory. Once we define the monad $T^{ss}_n$, a 4-signature with homotopy generators will correspond to a 4-computad for $T^{ss}_3$. We are working on extending this to higher dimensions, where an $(n+1)$-signature with homotopy generators would correspond to an $(n+1)$-computad for $T^{ss}_n$. The advantage of having the monads $T^{ss}_n$ would be that we can talk about semistrict $n$-categories without choosing finite presentations. This is what allows us to prove in an upcoming paper that semistrict 3-categories are the same thing as Gray categories, as predicted in [Bar & Vicary, 2017].

1.6. **Relation to other work.** The use of string diagrams in the context of tensor categories and 2-categories of various kinds is by now well established (see [nLab] for a survey). There has also been work on extending string diagrams to dimension three, viewing string diagrams as certain kinds of embedded manifolds ([Barrett, Meusburger & Schaumann, 2012], [Hummon, 2012], [Trimble, 1999]). Here we define string diagrams as combinatorial structures, which has the advantage of allowing for finite, computable descriptions and an algebraic definition of semistrict $n$-categories.

The problem of relating topological and algebraic concepts in higher category theory is also recently discussed in [Douglas & Dorn, 2021] and [Douglas & Dorn, 2022]. One of the authors has also proposed a definition of associative $n$-category in his PhD Thesis [Dorn, 2018], which seems to be closely related to what we have called semistrict $n$-category here. An online proof assistant for diagrammatic calculus in associative $n$-categories has also appeared (see [Reutter & Vicary, 2019] and [homotopy.io]).

Finally, we note that in the preprint [Makkai, 2005, Section 8] there is a description of strict $\omega$-categories as globular sets equipped with binary and unary operations, satisfying certain laws which are exactly analogous to the ones in Theorem 1.2, plus an additional law expressing the Godement interchange rules.

During the referee process, we became aware of the paper [Forest & Mimram, 2021], where a notion of **$n$-precategory** is introduced, which is equivalent (by Theorem 1.2) to our notion of $n$-sesquicategory.

In [Araújo, 2022c] we prove that the category of computads for the monad $T^D_n$ is a presehaf category and we describe a string diagram notation for morphisms in an $n$-sesquicategory generated by a computad.
2. Simple string diagrams

In this section we define simple string diagrams and the monad $T_n^{D^*}$ whose operations are encoded by these diagrams and whose algebras we name $n$-sesquicategories.

We start by recalling the definition of strict $n$-categories as algebras over a monad $T_n$ whose operations are encoded by globular pasting diagrams. Then we define simple string diagrams and explore their relation to globular pasting diagrams. Finally, we define the monad $T_n^{D^*}$ by the same formula as $T_n$, with globular pasting diagrams replaced by simple string diagrams.

2.1. Globular pasting diagrams and strict $n$-categories. Let $G_n$ be the $n$-globe category, with set of objects $\{0, \cdots, n\}$ and morphism sets generated by $s,t: k \to k+1$ satisfying the usual globularity relations $ts = ss$ and $tt = st$. Let $\text{gSet}^n := \text{Fun}(G_n^{op}, \text{Set})$ the category of $n$-globular sets. So an $n$-globular set consists of sets $X(k)$ of $k$-cells for $0 \leq k \leq n$, together with source and target maps $s,t: X(k) \to X(k-1)$ such that $st = ss$ and $tt = st$. We sometimes denote $X(k)$ by $X_k$ when this does not cause confusion with other subscripts. We also write $|x| = k$ when $x \in X(k)$. We have adjoint functors $\text{gSet}_k \rightleftarrows \text{gSet}_n$ for $k \leq n$, given by restriction and extension by $\emptyset$. We sometimes use these implicitly, writing $\text{gSet}_n(X,Y)$ or $\text{gSet}_k(X,Y)$ when $X \in \text{gSet}_k$ and $Y \in \text{gSet}_n$, for example.

We explain the definition of a strict $n$-category as an algebra over a certain monad on $n$-globular sets, following [Leinster, 2004, Chapter 8].

2.1.1. Notation. Denote by $\Delta_a$ the augmented simplex category, consisting of finite totally ordered sets and order preseving maps. Denote $\langle \ell \rangle := \{1 \leq \cdots \leq n\}$ for $n \in \mathbb{N}$.

2.1.2. Definition. A $k$-stage level tree is a diagram

$$X_k \longrightarrow \cdots \longrightarrow X_1 \longrightarrow \langle 1 \rangle$$

in $\Delta_a$. An isomorphism of $k$-stage level trees is an isomorphism of diagrams. An unordered isomorphism of $k$-stage level trees is an isomorphism of the underlying diagrams of sets. Denote by $T_k$ and $T_k^u$ the groupoids of $k$-stage level trees with isomorphisms and unordered isomorphisms, respectively.

2.1.3. Definition. A globular $k$-pasting diagram $\pi$ is a $k$-stage level tree of the form

$$\langle \ell_k(\pi) \rangle \xrightarrow{v_k(\pi)} \cdots \xrightarrow{v_2(\pi)} \langle \ell_1(\pi) \rangle \xrightarrow{v_1(\pi)} \langle \ell_0(\pi) \rangle = \langle 1 \rangle.$$  

Its source $s(\pi)$ and target $t(\pi)$ are equal and given by truncation. This defines an $n$-globular set which we call $\text{pd}_n$. We sometimes denote $v^m(\pi)$ and $\ell_m(\pi)$ simply by $v^m$ and $\ell_m$. 
2.1.4. Remark. Any $k$-stage level tree $X$ is uniquely isomorphic to a $a$ unique globular $k$-pasting diagram.

The set $\text{pd}(1)$ of globular 1-pasting diagrams is just the set of natural numbers. The pictorial representation of the 1-pasting diagram corresponding to $m$ is a string of $m$ composable arrows

\[ \bullet \rightarrow \bullet \rightarrow \cdots \rightarrow \bullet . \]

The 2-stage level tree on the left corresponds to the pasting diagram on the right.

To each $k$-pasting diagram $\pi \in \text{pd}_n(k)$, it is possible to associate a $k$-globular set $\hat{\pi} \in \text{gSet}_k$ whose cells are the the ones sugested by its pictorial representation. If we take $\pi$ to be the 2-dimensional example above, then $\hat{\pi}$ has four 0-cells, six 1-cells and three 2-cells, and the source and target maps can be easily read from the picture. A precise inductive definition can be found in [Leinster, 2004]. Here we give a different definition, which is easily shown to be equivalent.

2.1.5. Notation. For $k \in \mathbb{N}$, denote by $C_k$ the $k$-globular set $\text{Hom}_{\mathcal{G}_k}(-, k)$ represented by $k$.

2.1.6. Definition. Let $\pi$ be a globular $k$-pasting diagram. We define the $k$-globular set $\hat{\pi}$ by a sequence of cell attachments, meaning we inductively define $m$-globular sets $(\hat{\pi})^m_i$, with $0 \leq m \leq k$ and $0 \leq i \leq \ell_i$, and take

\[ \hat{\pi} := (\hat{\pi})^k_{\ell_k}. \]

We define $(\hat{\pi})^0 = \emptyset$, $(\hat{\pi})^1_0 = C_0$ and $(\hat{\pi})^m_0 = (\hat{\pi})^{m-1} \ell_{m-1}$. For $m \geq 1$ we build $(\hat{\pi})^m_i$ from $(\hat{\pi})^{m-1}_{\ell_{m-1}}$ by attaching an $m$-cell $x^m_i$ as follows.

If $i = \min \{ j \in \pi(m) : v^m(j) = v^m(i) \}$ then the attachment is described by the following pushout of $m$-globular sets:

\[ C_{m-1} \overset{s}{\longrightarrow} C_m \]
\[ x^m_{\pi^m(j)} \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \]
\[ (\hat{\pi})^m_{\ell_{m-1}} \quad (\hat{\pi})^m_{\ell_m} \]

Otherwise it is described by the following pushout of $m$-globular sets:

\[ C_{m-1} \overset{s}{\longrightarrow} C_m \]
\[ t(x^m_{\pi^m(i)}) \downarrow \quad \downarrow \quad \downarrow \quad \downarrow \]
\[ (\hat{\pi})^m_{\ell_{m-1}} \quad (\hat{\pi})^m_{\ell_m} \]
This definition corresponds to the simple procedure of moving up the tree, attaching an \( m \)-cell for each node at level \( m \) by gluing its source to a prescribed \( (m - 1) \)-cell. If the node in question is the first one to be connected to its parent \( (m - 1) \)-node, then its source is attached to the \( (m - 1) \)-cell corresponding to this node. Otherwise, it is attached to the target of the \( m \)-cell corresponding to the previous node at level \( m \) with the same parent node.

2.1.7. Definition. Given a simple \( k \)-pasting diagram \( \pi \) and a \( k \)-globular set \( X \), we define an \( X \)-labelling of \( \pi \) to be a map of \( k \)-globular sets \( \hat{\pi} \rightarrow X \).

This corresponds to the idea of putting labels on each dot and arrow in the graphical depiction of the pasting diagram, with each label being a cell in \( X \) of the correct dimension, satisfying source and target compatibility.

Consider the functor

\[ T_n : \text{gSet}_n \rightarrow \text{gSet}_n \]

where \( T_n(X) \) has

\[ T_n(X)_k = \coprod_{\pi \in \text{pd}_n(k)} \text{gSet}_n(\hat{\pi}, X) \]

as its set of \( k \)-cells. This functor can be given a monad structure, by interpreting a pasting diagram labelled by pasting diagrams as a pasting diagram.

2.1.8. Definition. An \( n \)-category is an algebra over the monad \( T_n \). A functor between \( n \)-categories is a morphism of algebras over \( T_n \). We denote the category \( \text{Alg}_{T_n} \) of \( T_n \)-algebras and \( T_n \)-algebra morphisms by \( \text{Cat}_n \).

This agrees with the standard definitions of strict \( n \)-categories and strict functors between them.

2.2. Simple string diagrams. Now we define simple string diagrams and introduce their pictorial representations.

2.2.1. Definition. A \( k \)-stage level tree with crossings is a diagram

\[ X_k \longrightarrow \cdots \longrightarrow X_1 \longrightarrow \langle 1 \rangle \]

of finite totally ordered sets and maps which are not required to be order preserving. An isomorphism of \( k \)-stage level trees with crossings is a levelwise order preserving isomorphism of diagrams. An unordered isomorphism of \( k \)-stage level trees with crossings is an isomorphism of the underlying diagrams of sets. We denote the corresponding groupoids by \( T_k^X \) and \( T_k^{X,u} \).
2.2.2. Definition. A \textbf{simple \(k\)-string diagram} \(D\) is a \(k\)-stage level tree with crossings of the form

\[
\langle \ell_k(D) \rangle \xrightarrow{v^k(D)} \cdots \xrightarrow{v^2(D)} \langle \ell_1(D) \rangle \xrightarrow{v^1(D)} \langle \ell_0(D) \rangle = \langle 1 \rangle.
\]

The source \(s(D)\) and target \(t(D)\) of \(D\) are equal and given by truncation. This defines an \(n\)-globular set, which we denote by \(D^*_n\). We sometimes denote \(v^m(D)\) and \(\ell_m(D)\) simply by \(v^m\) and \(\ell_m\).

2.2.3. Remark. Any \(k\)-stage level tree with crossings \(X\) is uniquely isomorphic to a a unique simple \(k\)-string diagram.

2.2.4. Notation. Each \(v^i(D)\) is simply a sequence of length \(\ell_i(D)\) taking values in \(\langle \ell_{i-1}(D) \rangle\) and we usually denote a diagram by the corresponding sequence of sequences. We usually replace the sequence \(v^1(D)\) by the natural number \(\ell_1(D)\).

2.2.5. Example. Consider the simple \(2\)-string diagram \(\langle 3 \rangle \rightarrow \langle 3 \rangle \rightarrow \langle 1 \rangle\) where the map \(\langle 3 \rangle \rightarrow \langle 3 \rangle\) sends \(1, 3 \mapsto 1\) and \(2 \mapsto 3\). This \(2\)-stage level tree with crossings can be depicted as

We can also denote this simple \(2\)-string diagram by the sequence of sequences ((1, 1, 1), (1, 3, 1)) or simply by (3, (1, 3, 1)).

We now explain how to think about these trees as string diagrams by giving another graphical representation. We always read \(k\)-diagrams from left to right when \(k\) is odd and from top to bottom when \(k\) is even. The map \(\ell_1: D^*(1) \rightarrow \mathbb{N}\) is a bijection and we interpret the element in \(D^*(1)\) corresponding to the natural number \(m \in \mathbb{N}\) as a string of \(m\) composable morphisms, which we depict as \(m\) dots on a line. For example, for \(m = 2\) we have

Now consider \(D = (m, (k)) \in D^*_2\), for some \(k \leq m\). We interpret this as a string of \(m\) horizontally composable 2-morphisms, with all being the identity 2-morphism except the \(k^{th}\) one. For example, we depict the simple \(2\)-string diagram \((5, (2))\) as

A generic element \(D \in D^*_2\) is then just a sequence of these blocks, which stack vertically from top to bottom. For example, here is a picture of \((3, (1, 3, 1))\) :
It should now be clear how the process is repeated in higher dimensions. Here is a picture of the simple 3-string diagram \((3, (2, 1), (1, 1))\):

And here is a picture of the simple 4-string diagram \((2, (1, 2), (2, 1), (2))\):

2.3. Relation to globular pasting diagrams. We now define a map of \(n\)-globular sets

\[
\pi : D^s_n \to \text{pd}_n
\]

and establish some of its properties.

2.3.1. Notation. When \(X\) and \(Y\) are totally ordered sets, we denote by \(X \times^l Y\) their product equipped with the lexicographical order. This order is defined by declaring \((x_1, y_1) \leq (x_2, y_2)\) whenever one of the following conditions is satisfied:

- \(x_1 < x_2\);
- \(x_1 = x_2\) and \(y_1 \leq y_2\).

2.3.2. Definition. We define a functor \((-) : \mathcal{T}_k^{X:u} \to \mathcal{T}_k^{u}\) as follows. Given a \(k\)-stage level tree with crossings

\[
X = \left( X_k \xrightarrow{v^k} \cdots \xrightarrow{v^2} X_1 \xrightarrow{v^1} \langle 1 \rangle \right),
\]

we define a \(k\)-stage level tree

\[
\overline{X} := \left( \overline{X}_k \xrightarrow{v^k} \cdots \xrightarrow{v^2} \overline{X}_1 \xrightarrow{v^1} \langle 1 \rangle \right),
\]

where \(\overline{X}_i\) denotes a total ordering on the underlying set of \(X_i\) which makes the maps \(v^i\) order preserving. We define this ordering inductively, by setting \(\overline{X}_1 = X_1\) and taking \(\overline{X}_{i+1}\) to be the unique total order such that the map

\[
\overline{X}_{i+1} \xrightarrow{v^{i+1} \times \text{id}} \overline{X}_i \times^l X_{i+1}
\]

is order preserving. Given an unordered isomorphism \(\sigma : X \to Y\) of \(k\)-stage level trees with crossings, we define \(\overline{\sigma} : \overline{X} \to \overline{Y}\) to be the unordered isomorphism of \(k\)-stage level trees with \(\overline{\sigma}_i = \sigma_i\) as maps of underlying sets.
2.3.3. Definition. Given a simple $k$-string diagram $D$ we write $\pi(D)$ for the unique globular $k$-pasting diagram isomorphic to $\overline{D}$. This commutes with taking sources and targets and so defines a map of $n$-globular sets $\pi: D^s_n \to \text{pd}_n$.

2.3.4. Example. We have

\[
\pi \left( \begin{array}{ccc}
\bullet & \text{•} & \\
\text{•} & \text{•} & \text{•}
\end{array} \right) = \begin{array}{ccc}
\text{•} & \text{•} & \text{•} \\
\text{•} & \text{•} & \text{•}
\end{array}
\]

This is because $(\overline{-})$ acts by removing crossings, so it maps

\[
\begin{array}{ccc}
\text{•} & \text{•} & \text{•} \\
\text{•} & \text{•} & \text{•}
\end{array} \quad \mapsto \quad \begin{array}{ccc}
\text{•} & \text{•} & \text{•} \\
\text{•} & \text{•} & \text{•}
\end{array}
\]

2.3.5. Lemma. The map $\pi: D^s_n \to \text{pd}_n$ is surjective.

Proof. Any $k$-level tree is also a $k$-level tree with crossings, which just happens to not have any crossings.

Now we turn to the question of identifying all simple $k$-string diagrams which are mapped to a particular globular $k$-pasting diagram.

2.3.6. Lemma. Let $\sigma \in \mathcal{T}^{x,u}_k(X,Y)$. Then $\sigma \in \mathcal{T}_k(X,Y) \subset \mathcal{T}^u_k(X,Y)$ if and only if each $\sigma_i$ is order preserving on the fibres of $v^i$.

Proof. We have $X_1 = \overline{X}_1$ and $Y_1 = \overline{Y}_1$, and the fibre of $v^1$ is all of $X_1$, so there is nothing to prove for $i = 1$. Now consider the following diagram:

\[
\begin{array}{ccc}
X_{m+1} & \xrightarrow{v^m \times \text{id}} & X_m \times X_{m+1} \\
\sigma_{m+1} \downarrow & & \downarrow \sigma_{m+1} \\
Y_{m+1} & \xrightarrow{u^m \times \text{id}} & Y_m \times Y_{m+1}
\end{array}
\]

By definition of the lexicographical order, and because $\sigma_m$ is injective, $\sigma_m \times \sigma_{m+1}$ is order preserving if and only if $\overline{\sigma}_m$ is order preserving and $\sigma_{m+1}$ is order preserving on the fibres of $v^m$. On the other hand, since the diagram commutes and the horizontal maps are order preserving isomorphisms, we know that $\overline{\sigma}_{m+1}$ is order preserving if and only if $\overline{\sigma}_m \times \sigma_{m+1}$ is order preserving. We conclude that $\overline{\sigma}_{m+1}$ is order preserving if and only if $\overline{\sigma}_m$ is order preserving and $\sigma_{m+1}$ is order preserving on the fibres of $v^m$. This allows us to prove the result by induction. 

The following is just a restatement of this Lemma.

2.3.7. Proposition. Let $C, D$ be simple $k$-string diagrams. Then $\pi(C) = \pi(D)$ if and only if $\ell_i(C) = \ell_i(D)$ and there exist permutations $\sigma_i \in \Sigma_{\ell_i(D)}$ which are order preserving on the fibres of $v^i(D)$, such that $v^i(C) = \sigma_{i-1} \circ v^i(D) \circ \sigma_i^{-1}$ for all $i$. 

2.3.8. Example. There are exactly three simple 2-string diagrams, pictured on the left, which map to the globular 2-pasting diagram on the right.

These string diagrams are related to each other by permuting the heights of the three dots, but preserving the order of the two dots that appear on the same string.

2.4. Labelled simple string diagrams. We now introduce labellings of simple string diagrams.

2.4.1. Definition. Let $D$ be a simple $k$-string diagram. We define the $k$-globular set $\hat{D}$ by a sequence of cell attachments, meaning we inductively define $m$-globular sets $(\hat{D})^m_i$, with $0 \leq m \leq k$ and $0 \leq i \leq \ell_m$, and take

$$\hat{D} := (\hat{D})^k_{i_k}.$$ 

We define $(\hat{D})^0_i = \emptyset$, $(\hat{D})^1_0 = C_0$ and $(\hat{D})^m_0 = (\hat{D})^{m-1}_{\ell_{m-1}}$. For $m \geq 1$, we obtain $(\hat{D})^m_i$ from $(\hat{D})^m_{i-1}$ by attaching an $m$-cell $x^m_i$ as follows.

If $i = \min\{j : v_j^m = v_i^m\}$ then the attachment is described by the following pushout of $m$-globular sets:

$$\xymatrix{ C_{m-1} \ar[r]^s \ar[d]_{x_{i-1}^m} & C_m \ar[d]^{x_i^m} \\
(\hat{D})^m_{i-1} \ar[r] & (\hat{D})^m_i \ar@{>->}^s}$$

Otherwise, we let $p = \max\{j < i : v_j^m = v_i^m\}$ and the attachment is described by the following pushout of $m$-globular sets:

$$\xymatrix{ C_{m-1} \ar[r]^s \ar[d]_{t(x_p^m)} & C_m \ar[d]^{x_i^m} \\
(\hat{D})^m_{i-1} \ar[r] & (\hat{D})^k_i \ar@{>->}^s}$$

It is clear from the above definition that $\hat{\pi}(D) = \hat{D}$.

2.4.2. Definition. Given a simple $k$-string diagram $D$, we define inclusions $s(\hat{D}) \hookrightarrow \hat{D}$ and $t(\hat{D}) \hookrightarrow \hat{D}$ as follows. Let $s(\hat{D}) = t(\hat{D})$ be composed by attaching cells

$$\{x_i^m : 1 \leq m \leq k-1 \text{ and } 1 \leq i \leq \ell_m(D)\}.$$
and let $\hat{D}$ be composed by attaching cells
\[
\{ y_{i}^{m} : 1 \leq m \leq k \text{ and } 1 \leq i \leq \ell_{m}(D) \}.
\]
Then the inclusion map $s(D) \hookrightarrow \hat{D}$ sends $x_{i}^{m}$ to $y_{i}^{m}$ for all $i, m$. The inclusion map $t(D) \hookrightarrow \hat{D}$ sends $x_{i}^{k-1}$ to $t(y_{p}^{k})$, where $p = \max \{ j : v_{m}^{i}(D) = i \}$, if $i \in \text{im}(v^{k}(D))$. It sends $x_{i}^{m}$ to $y_{i}^{m}$ whenever $m < k - 1$ or $i \notin \text{im}(v^{m+1}(D))$.

2.4.3. Definition. Given a simple $k$-string diagram $D$ and a $k$-globular set $X$, we define an $X$-labelling of $D$ to be a map of $k$-globular sets $\hat{D} \rightarrow X$.

This corresponds to the idea of putting labels on the pictorial representation of the string diagram.

2.4.4. Example. An $X$-labelling of
\[
\begin{array}{c}
\text{x} \\
\text{y} \\
\text{z}
\end{array}
\]
consists of choices of 0-cells $x, y, z$, 1-cells $f: x \rightarrow y, g, h: y \rightarrow z$ and a 2-cell $\eta: g \rightarrow h$. We can represent the labeled diagram by inserting the labels into the pictorial representation of the diagram:
\[
\begin{array}{c}
\text{x} \\
\text{y} \\
\text{z}
\end{array}
\begin{array}{c}
\text{f} \\
\eta \\
\text{h}
\end{array}
\]

2.4.5. Definition. Let $D$ be a simple $k$-string diagram and $X$ a $k$-globular set. We define source and target maps
\[
s : \text{gSet}_{k}(\hat{D}, X) \rightarrow \text{gSet}_{k-1}(s(D), X)
\]
\[
t : \text{gSet}_{k}(\hat{D}, X) \rightarrow \text{gSet}_{k-1}(t(D), X)
\]
by restricting along the inclusion maps $s(D) \hookrightarrow \hat{D}$ and $t(D) \hookrightarrow \hat{D}$.

Since $\hat{D}$ is defined as a sequence of pushouts, in order to give a labeling of $D$ it is enough to give labels for each of the cells added via these pushouts. So a labelling $x: \hat{D} \rightarrow X$ is equivalent to a choice of $x_{i}^{m} \in X_{m}$ for each $m = 0, \ldots, k$ and $i = 1, \ldots, \ell_{m}$ such that
\[
s(x_{i}^{m}) = \begin{cases} 
    x_{v^{m}(i)}^{m-1} & \text{if } i = \min \{ j : v^{m}(j) = v^{m}(i) \} \\
    t(x_{p}^{m}) & \text{otherwise, with } p = \max \{ j < i : v^{m}(j) = v^{m}(i) \}.
\end{cases}
\]

2.4.6. Example. An $X$-labelling of
\[
\begin{array}{c}
\text{x} \\
\text{y} \\
\text{z}
\end{array}
\]
is equivalent to the choice of $x \in X_{0}, f, g \in X_{1}$ and $\eta \in X_{2}$ such that $s(f) = x, s(g) = t(f)$ and $s(\eta) = g$.

We can specify an $X$-labeling of a simple $k$-string diagram $D$ by assigning labels to an even smaller subset of the cells of $D$, as follows.
2.4.7. Notation. An \emph{n-graded set} is a collection \((X(m))_{m=0,...,n}\) of sets. We denote the category of graded sets and grade preserving maps by \(\text{Set}_n\). We sometimes denote \(X(k)\) by \(X_k\) when there is no risk of confusion with other subscripts and we write \(|x| = k\) when \(x \in X_k\).

2.4.8. Definition. Given an \(n\)-globular set \(Y\), we define its \textbf{minimal generating subset} to be the \(n\)-graded subset \(\text{min}(Y) \subset Y\) with \(\text{min}(Y)_i \subset Y_i\) equal to the complement of the image of the map \(Y_{i+1} \amalg Y_{i+1} \to Y_i\).

One can easily check that \(\text{min}(Y)\) is the smallest \(n\)-graded subset of \(Y\) such that any \(n\)-globular subset \(Z \subset Y\) containing \(\text{min}(Y)\) must be equal to all of \(Y\). Moreover, the restriction map \(\text{gSet}_n(Y, X) \to \text{Set}_n(\text{min}(Y), X)\) is injective.

2.4.9. Remark. If \(D\) is a simple \(k\)-string diagram, then \(\text{min}(\hat{D})(m) = \{x^m_i : i \notin \text{im}(v^{m+1}(D))\}\),

where \(x^m_i\) are the cells attached in the definition of \(\hat{D}\).

2.4.10. Definition. Let \(D\) be a simple \(k\)-string diagram and \(X\) a \(k\)-globular set. A \textbf{minimal \(X\)-labeling} of \(D\) is a map of \(n\)-graded sets \(\text{min}(\hat{D}) \to X\) which is in the image of the map \(\text{gSet}_k(\hat{D}, X) \to \text{Set}_k(\text{min}(\hat{D}), X)\).

The image of the map \(\text{gSet}_k(\hat{D}, X) \to \text{Set}_k(\text{min}(\hat{D}), X)\) is defined by some equations relating the sources and targets of labels of cells in \(\text{min}(\hat{D})\).

2.4.11. Example. An \(X\)-labelling of

\[
\begin{array}{c}
\bullet \\
\downarrow \\
\downarrow \\
\end{array}
\]

is determined by the choice of a 1-cell \(f\) and a 2-cell \(\eta\) in \(X\), such that \(t(f) = s^2(\eta)\). This follows from the fact that the associated globular set is \(C_2 \cup_{C_0} C_1\). We can depict this labeled diagram by inserting the labels into the pictorial representation of the diagram:

\[
\begin{array}{c}
\bullet \\
\downarrow \\
\downarrow \\
\end{array}
\]

\[
f \\
\downarrow \\
\downarrow \\
\eta
\]

2.5. The monad \(T_n^{D^*}\).

2.5.1. Definition. We define the functor \(T_n^{D^*} : \text{gSet}_n \to \text{gSet}_n\) by

\[
T_n^{D^*}(X)_k := \bigsqcup_{D \in D^*_n(k)} \text{gSet}_n(\hat{D}, X),
\]

with source and target maps given by restriction of labellings to \(s(D)\) and \(t(D)\) respectively.
This functor can be equipped with the structure of a monad in much the same way as the monad $T_n$ based on globular pasting diagrams. To define the multiplication map

$$\mu^{D^s} : T_n^{D^s} T_n^{D^s} \to T_n^{D^s}$$

we need a rule that takes a simple string diagram labelled by simple string diagrams and produces a composite simple string diagram. This can be done by replacing each dot with the diagram that labels it, just as in the case of pasting diagrams.

For a formal description, let $k \leq n$, $D$ a $k$-diagram, and write $\ell_i = \ell_i(D)$ and $v^i = v^i(D)$. Suppose $D$ is labeled by $m$-diagrams $D_i^m$, for $m = 0, \ldots, k$ and $i = 1, \ldots, \ell_m$. Recall the compatibility conditions on the $D_i^m$:

$$s(D_i^m) = \begin{cases} D_{v^m(i)}^{m-1} & \text{if } i = \min\{j : v^m(j) = v^m(i)\} \\ t(D_p^m) & \text{otherwise, with } p = \max\{j < i : v^m(j) = v^m(i)\}. \end{cases}$$

Now $t(D_p^m) = s(D_p^m)$ so by induction we always have $s(D_i^m) = D_{v^m(i)}^{m-1}$. Therefore we must have $\ell_j(D_{v^m(i)}^{m-1}) = \ell_j(D_i^m)$ and $v^j(D_{v^m(i)}^{m-1}) = v^j(D_i^m)$ for $j \leq m - 1$. Now we can define the composite diagram to be

$$\prod_{i=1}^{\ell_k}(\ell_k(D_k^k)) \longrightarrow \prod_{i=1}^{\ell_{k-1}}(\ell_{k-1}(D_{k-1}^{k-1})) \longrightarrow \cdots \longrightarrow \prod_{i=1}^{\ell_1}(\ell_1(D_1^1)) \longrightarrow \prod_{i=1}^{\ell_0}(\ell_0(D_0^0)) \equiv \langle 1 \rangle$$

where the maps are

$$\langle \ell_m(D_i^m) \rangle \xrightarrow{v^m(D_i^m)} \langle \ell_{m-1}(D_i^m) \rangle = \langle \ell_{m-1}(D_{v^m(i)}^{m-1}) \rangle.$$

The total order on $\prod_{i=1}^{\ell_m}(\ell_m(D_i^m))$ extends the order on each $\langle \ell_m(D_i^m) \rangle$ by letting every element in the $i$ component be smaller than every element in the $j$ component, whenever $i < j$.

Now suppose the diagrams $D_i^m$ are themselves labeled in some $n$-globular set $X$, in a compatible way, so that we have an element in $T_n^{D^s} T_n^{D^s}(X)$. These labellings correspond to maps $(x_i^m)^p : \langle \ell_p(D_i^m) \rangle \to X_p$ for $p = 0, \ldots, m$, satisfying certain compatibility conditions. In particular, we get maps $(x_i^m)^m : \langle \ell_m(D_i^m) \rangle \to X_m$. These induce maps $\prod_{i=1}^{\ell_m}(\ell_m(D_i^m)) \to X_m$, which satisfy the necessary compatibility conditions to give a labelling of the composite diagram, as one can easily check. We thus obtain a map $T_n^{D^s} T_n^{D^s}(X) \to T_n^{D^s}(X)$. One can check that the associativity of this map follows from that of $\Pi$.

2.5.2. EXAMPLE. Consider the following $D^s$-labeled simple 3-string diagram:
The labels are inside the dashed boxes, connected to the cell which they are labelling. The composite of this diagram is the following:

```
\[
\begin{array}{c}
  \quad \\
  \quad \\
  \quad \\
  \quad \\
  \quad \\
\end{array}
\]
```

Finally, we define the unit map \( \eta_X : X \to T_n^{D^*}(X) \) by sending \( x \in X_k \) to the simple \( k \)-string diagram \( I_k := ((1), \ldots, (1)) \) with the \( k \)-cell labelled by \( x \). One can easily check that this satisfies the unit axioms, and so we have constructed a monad structure on \( T_n^{D^*} \).

2.5.3. Example. Suppose \( X \) is an \( n \)-globular set and \( x \in X_4 \). Then the unit map \( X \to T_n^{D^*}X \) sends \( x \) to

```
\[
\begin{array}{c}
  \quad \\
  \quad \\
  \quad \\
  \quad \\
  \quad \\
  \quad x
\end{array}
\]
```

2.5.4. Definition. An \( n \)-sesquicategory is an algebra over the monad \( T_n^{D^*} \). A functor between \( n \)-sesquicategories is a morphism of algebras over \( T_n^{D^*} \). We denote the category \( Alg_{T_n^{D^*}} \) of \( T_n^{D^*} \)-algebras and \( T_n^{D^*} \)-algebra morphisms by \( \text{Sesq}_n \).

Note that what is called a sesquicategory in [Street, 1996] corresponds in our language to a \( 2 \)-sesquicategory. A \( 1 \)-sesquicategory is simply a category.

2.5.5. Remark. If we denote by \( * \) the \( n \)-globular set with one element in each dimension, then \( T_n^{D^*}(*) = D_n^s \) becomes a globular operad in the sense of [Leinster, 2004], when equipped with the map \( \pi : D_n^s \to \text{pd}_n \) and the product map \( T_n(D_n^s) \times_{\text{pd}_n} D_n^s \to D_n^s \) induced by \( \mu_{D^*}^s \). We have \( T_n^{D^*}(X) = T_n(X) \times_{\text{pd}_n} D_n^s \), which means \( T_n^{D^*} \) is the monad associated to this globular operad.

3. Generators and relations

An \( n \)-sesquicategory is an \( n \)-globular set \( \mathcal{C} \) equipped with an algebraic structure which determines a composite \( k \)-morphism in \( \mathcal{C} \) for each \( \mathcal{C} \)-labelled simple \( k \)-string diagram. Now we will show that this algebraic structure is determined by certain binary operations of composition and whiskering, together with unit morphisms in each dimension, satisfying certain associativity and unitality equations.

3.1. The generators. We now specify families of simple string diagrams which encode binary operations of composition and whiskering, as well as unary operations encoding units, on any \( n \)-sesquicategory.

3.1.1. Definition. A simple \( k \)-string diagram \( D \) is called type \( i \) binary when \( \ell_i(D) = 2 \) and \( \ell_j(D) = 1 \) for all \( j \neq i \).

There is a unique type \( k \) binary simple \( k \)-string diagram, denoted by \( \circ_{k,k} \). We have \( \bowtie_{k,k} = C_k \cup_{C_{k-1}} C_k \), so this determines the operation below, usually called composition.

\[
\circ_{k,k}^C : C_k \times_{C_{k-1}} C_k \to C_k
\]
3.1.2. Example.
\[ \circ_{1,1} = (2) = \quad ; \quad \circ_{2,2} = (1, (1, 1)) = \quad . \]

For each \( i < k \) there are two type \( i \) binary simple \( k \)-string diagrams, which we denote by \( \circ_{i,k} \) and \( \circ_{k,i} \). They are distinguished by the value of \( v^{i+1} \), which is \( (1) \) for the first \( (2) \) for the second. We have \( \widehat{\circ}_{i,k} = C_i \cup C_{i-1} \setminus C_k \) and \( \widehat{\circ}_{k,i} = C_k \cup C_{i-1} \setminus C_i \), so these determine operations
\[ \circ^C_{i,k} : C_i \times C_{i-1} \to C_k \quad \text{and} \quad \circ^C_{k,i} : C_k \times C_{i-1} \to C_i \]
which are usually called whiskering. In all cases the pullback is taken by using the source map on the first factor and the target map on the second.

3.1.3. Example. These are the two type 1 binary simple 2-string diagrams:
\[ \circ_{2,1} = (2, (2)) = \quad ; \quad \circ_{1,2} = (2, (1)) = \quad . \]

The simple \( k \)-string diagram \( u_k = (1, (1), \ldots, (1), ()) \) gives a map
\[ u^C_k : C_{k-1} \to C_k. \]

Given a \((k-1)\)-morphism \( f \) in \( \mathcal{C} \), the \( k \)-morphism \( u_k(f) \) is called the identity on \( f \) and also denoted \( \text{id}_f \).

3.1.4. Example.
\[ u_1 = (0) = \quad ; \quad u_2 = (1, ()) = \quad . \]

3.1.5. Definition. We denote by \( \mathcal{O}_n \) the graded subset of \( D^n_s \) consisting of the string diagrams \( \circ_{i,j} \) and \( u_i \), for \( i, j = 1, \ldots, n \). We refer to the diagrams in \( \mathcal{O}_n \) as generating diagrams.

3.2. The relations. We now describe the relations satisfied by the composition, whiskering and unit operations. These hold in \( D^n_s \) and consequently in any \( T^n_{D^*} \)-algebra.

3.2.1. Definition. A simple \( k \)-string diagram \( D \) is called type \( (i, j) \) ternary, for \( i \leq j \), when all the following conditions hold:

- if \( i = j \) then \( \ell_i(D) = 3 \) and \( \ell_m(D) = 1 \) for all \( m \neq i \);
- if \( j \geq i + 1 \) then \( \ell_i(D) = \ell_j(D) = 2 \) and \( \ell_m(D) = 1 \) for all other \( m \);
- if \( j = i + 1 \) then \( v^j(D) = (1, 1) \) or \( (2, 2) \).
As the name suggests, these diagrams determine ternary operations on $C$. Moreover, one can construct each of these diagrams by composing binary diagrams in two different ways. This gives equalities between different ways of composing the binary operations, which we interpret as associativity equations.

There is a unique type $(k, k)$ ternary simple $k$-string diagram, namely

$$\circ_{k,k,k} := (1, (1), \ldots, (1), (1, 1, 1)).$$

This determines the ternary operation $\circ_{k,k,k}^C : C_k \times_{C_{k-1}} C_k \times_{C_{k-1}} C_k \to C_k$, which is equal to both maps $C_k \times_{C_{k-1}} C_k \times_{C_{k-1}} C_k \to C_k$ one can produce by applying $\circ_{k,k}^C$ twice. This means $\circ_{k,k}^C$ is associative:

$$(x \circ_{k,k}^C y) \circ_{k,k}^C z = \circ_{k,k,k}^C (x, y, z) = x \circ_{k,k}^C (y \circ_{k,k}^C z).$$

3.2.2. Example. These are the type $(k, k)$ ternary simple $k$-string diagrams, for $k = 1, 2$:

$$\circ_{1,1,1} = (3) = \overline{\overline{\overline{\overline{\overline{\overline{\overline{1}}}}}}}; \quad \circ_{2,2,2} = (1, (1, 1, 1)) = \overline{\overline{1}}.$$

The associativity equation corresponding to $\circ_{1,1,1}$ follows from these identities:

$$\overline{\overline{1}} = \overline{\overline{\overline{\overline{1}}}} = \overline{\overline{1}}.$$

For each $i < k$ there are three type $(i, i)$ ternary simple $k$-string diagrams. They are distinguished only by the value of $v^{i+1}$, which can be $(1), (2)$ or $(3)$, with the corresponding diagram denoted by $\circ_{i,i,k}^C$, $\circ_{i,k,i}^C$ and $\circ_{k,i,i}^C$ respectively. These determine ternary operations $\circ_{i,i,k}^C$, $\circ_{i,k,i}^C$ and $\circ_{k,i,i}^C$. Each of these can be expressed in two ways in terms of the binary operations, and so we get the associativity equations below, relating $\circ_{i,i,k}^C$, $\circ_{i,k,i}^C$ and $\circ_{k,i,i}^C$.

$$(x \circ_{i,i}^C y) \circ_{i,k,i}^C z = \circ_{i,k,k}^C (x, y, z) = x \circ_{i,k}^C (y \circ_{i,k}^C z),$$

$$(x \circ_{i,k}^C y) \circ_{k,i,i}^C z = \circ_{k,i,k}^C (x, y, z) = x \circ_{k,i}^C (y \circ_{k,i}^C z)$$

$$(x \circ_{k,i}^C y) \circ_{k,i,i}^C z = \circ_{k,i,i}^C (x, y, z) = x \circ_{k,i}^C (y \circ_{k,i}^C z).$$

3.2.3. Example. These are the three type $(1, 1)$ ternary simple 2-string diagrams:

$$\circ_{2,1,1} = (3, (3)) = \overline{\overline{\overline{1}}}; \quad \circ_{1,2,1} = (3, (2)) = \overline{\overline{1}}; \quad \circ_{1,1,2} = (3, (1)) = \overline{\overline{1}}.$$

The associativity equation corresponding to $\circ_{2,1,1}$ follows from this identity:

$$\overline{\overline{1}} = \overline{\overline{\overline{1}}} = \overline{1}.$$
For each $i < k$ there are two type $(i,k)$ ternary simple $k$-string diagrams, distinguished by the value of $v^i$, and denoted by $\circ_{i,k,k}$ and $\circ_{k,k,i}$. These lead to the associativity equations below.

\[
x \circ_{i,k} (y \circ_{k,k} z) = \circ_{i,k,k} (x, y, z) = (x \circ_{i,k} y) \circ_{k,k} (x \circ_{i,k} z),
\]

\[(x \circ_{k,k} y) \circ_{k,i} z = \circ_{k,k,i} (x, y, z) = (x \circ_{k,i} z) \circ_{k,k} (y \circ_{k,i} z).
\]

3.2.4. Example. These are the two type $(1,2)$ ternary simple 2-string diagrams:

\[
\circ_{2,2,1} = (2, (2, 2)) = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} ; \quad \circ_{1,2,2} = (2, (1, 1)) = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} .
\]

The associativity equation corresponding to $\circ_{2,2,1}$ follows from this identity:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} .
\]

For each $i < j < k$ there are four type $(i,j)$ ternary simple $k$-string diagrams, distinguished by the values of $v^i$ and $v^j$, and denoted by $\circ_{i,j,k}$, $\circ_{i,k,j}$, $\circ_{j,k,i}$ and $\circ_{k,j,i}$. These lead to the associativity equations below.

\[
x \circ_{i,k} (y \circ_{j,k} z) = \circ_{i,j,k} (x, y, z) = (x \circ_{i,j} y) \circ_{j,k} (x \circ_{i,j} z),
\]

\[
(x \circ_{j,k} y) \circ_{k,i} z = \circ_{k,j,i} (x, y, z) = (x \circ_{k,i} z) \circ_{k,k} (y \circ_{k,i} z),
\]

\[
(x \circ_{j,k} y) \circ_{k,i} z = \circ_{k,j,i} (x, y, z) = (x \circ_{k,i} z) \circ_{k,k} (y \circ_{k,i} z).
\]

3.2.5. Example. These are the four type $(1,2)$ ternary simple 3-string diagrams:

\[
\circ_{1,2,3} = (2, (1, 1), (1)) = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} ; \quad \circ_{2,1,3} = (2, (2, 2), (1)) = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} .
\]

\[
\circ_{3,1,2} = (2, (1, 1), (2)) = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} ; \quad \circ_{3,2,1} = (2, (2, 2), (2)) = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} .
\]

The associativity equation corresponding to $\circ_{1,2,3}$ follows from this identity:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\end{array}
\end{array}
\end{array} .
\]

Finally, we have the following unitality relations, which can easily be checked by composing diagrams.

\[(i \leq k) : \quad u_i^C (x) \circ_{i,k} y = y \quad \text{and} \quad x \circ_{k,i} u_i^C (y) = x\]

\[(i < k) : \quad u_k^C (x) \circ_{k,i} y = u_k (x \circ_{k-1,i} y) \quad \text{and} \quad x \circ_{i,k} u_k^C (y) = u_k (x \circ_{i,k-1} y)\]
3.2.6. Definition. We denote by $E_n$ the set of relations described above, involving generators of dimension $\leq n$.

4. The monad $T^D_n$ is generated by $(\mathcal{O}_n, E_n)$

In this section, we give an explicit construction of a monad $\tilde{\text{Tree}}^O_n$ generated by $(\mathcal{O}_n, E_n)$ and we show that this monad is isomorphic to $T^D_n$. We also include a remark relating $\tilde{\text{Tree}}^O_n$ to the globular operad generated by a presentation in the sense of [Griffiths, 2020].

4.1. The monad $\tilde{\text{Tree}}^O_n$. We now define a monad $\tilde{\text{Tree}}^O_n$, which is generated by the generators and relations we have just described.

4.1.1. Notation. By a rooted tree $(T, r)$ we mean a connected graph with no cycles with a chosen distinguished vertex $r$, which we call its root. We denote by $V(T)$ and $E(T)$ the sets of vertices and edges of $T$, respectively. We orient the edges of $T$ towards $r$. We denote the source and target maps by $s, t : E(T) \to V(T)$. A leaf of $T$ is a vertex with no incoming edges. We denote the set of leaves of $T$ by $L(T)$. An internal vertex of $T$ is a vertex which is not a leaf. We denote the set of internal vertices of $T$ by $I(T)$. Given $v \in V(T)$ we denote by $E^-(v)$ the set of incoming edges at $v$. The height of $T$ is the maximum length of a directed path in $T$.

4.1.2. Definition. Let $X$ be an $n$-graded set. A $k$-dimensional $(\mathcal{O}_n, X)$-labelled tree is a rooted tree $(T, r)$, together with

1. a map $\lambda : I(T) \to \mathcal{O}_n$;
2. a map $\lambda : L(T) \to X$;
3. a bijection $\phi_v : \min(\lambda(v)) \to E^-(v)$ for each $v \in I(T)$;

such that

1. $|\lambda(r)| = k$;
2. for each $v \in I(T)$, the map $\min(\lambda(v)) \xrightarrow{\phi_v} E^-(v) \xrightarrow{s} V(T) \xrightarrow{\lambda} X \coprod \mathcal{O}_n$ is graded.

We denote the set of $k$-dimensional $(\mathcal{O}_n, X)$-labelled trees by $\text{Tree}^O_n(X)_k$ or $\text{Tree}^O_n(X)_k$.

So internal vertices are labelled by diagrams in $\mathcal{O}_n$ and leaves are labelled by cells in $X$. The root label must have dimension $k$. At each internal vertex $v$ with labelling diagram $D$, we have an incoming edge for each cell in $\min(\hat{D})$ and moreover the label associated to the source of each of these edges must have dimension equal to that of the corresponding cell. The idea is that this will give a minimal labeling of $D$, once certain compatibility conditions are satisfied.
4.1.3. **Notation.** If \( x \in \text{Tree}_n^O(X)_i \) and \( y \in \text{Tree}_n^O(X)_j \), then we denote by

\[
\circ_{i,j}
\]

the max\( \{i, j\}\)-dimensional \((O_n, X)\)-labelled tree obtained by connecting the roots of \( x \) and \( y \) to a new common root \( r \), with \( \lambda(r) = \circ_{i,j} \). Similarly, if \( z \in \text{Tree}_n^O(X)(i - 1) \), then \( z \to u \) is an \( i \)-dimensional \((O_n, X)\)-labelled tree. We call this process **grafting**.

4.1.4. **Definition.** An \( n \)-preglobular set is an \( n \)-graded set \( X \) together with maps \( s, t : X_k \to X_{k-1} \) for each \( k \geq 1 \).

4.1.5. **Definition.** Let \( X \) be an \( n \)-preglobular set. We define source and target maps

\[
s, t : \text{Tree}_n^O(X)_k \to \text{Tree}_n^O(X)(k - 1).
\]

For trees of height zero, these are the source and target maps of \( X \). For trees of nonzero height, we use the following inductive formulas for \( s \), where \( i < k \) and \( x \) and \( y \) have appropriate dimensions in each case. The map \( t \) is defined by the same formulas, replacing every instance of \( s \) with \( t \).

\[
s(x \to u_k) = x;
\]

\[
s\left( x \to \circ_{k,k} \leftarrow y \right) = s(y);
\]

\[
s\left( x \to \circ_{i,k} \leftarrow y \right) = s(x) \to \circ_{i,k-1} \leftarrow s(y);
\]

\[
s\left( x \to \circ_{k,i} \leftarrow y \right) = s(x) \to \circ_{k-1,i} \leftarrow y;
\]

Note that, even if we assume that \( X \) is an \( n \)-globular set, these source and target maps don’t necessarily satisfy the globularity conditions, so \( \text{Tree}_n^O(X) \) is in general only an \( n \)-preglobular set.

4.1.6. **Notation.** We denote by \( \tau_{\leq h}\text{Tree}_n^O(X) \subset \text{Tree}_n^O(X) \) the \( n \)-preglobular subset consisting of trees of height \( \leq h \).

4.1.7. **Definition.** Let \( X \) be an \( n \)-preglobular set. A **globular relation** on \( X \) is an equivalence relation \( \sim \) on each \( X_k \) such that

1. if \( x \sim \tilde{x} \) then \( s(x) \sim s(\tilde{x}) \) and \( t(x) \sim t(\tilde{x}) \);

2. \( ss(x) \sim st(x) \) and \( ts(x) \sim tt(x) \) for all \( x \).

This means that the quotient \((X/\sim)\) is an \( n \)-globular set.
4.1.8. Definition. Consider an $n$-preglobular set $X$ with globular relation $\sim$. We define, by induction on $h$, an $n$-preglobular subset $\tau_{\leq h} \text{Tree}^n(X, \sim) \subset \tau_{\leq h} \text{Tree}^n(X)$ with a relation $\sim_h$. Elements in $\tau_{\leq h} \text{Tree}^n(X, \sim)$ are called $\sim_{h-1}$-compatible. The inductive definition is presented below.

When $h = 0$, we let $\tau_{\leq 0} \text{Tree}^n(X, \sim) := \tau_{\leq 0} \text{Tree}^n(X) = X$ and the relation $\sim_0$ is $\sim$.

Now consider $h \geq 1$. Any $x \in \tau_{\leq h} \text{Tree}^n(X)$ of height zero is $\sim_{h-1}$-compatible. Let $x \in \tau_{\leq h-1} \text{Tree}^n(X)_i$, $y \in \tau_{\leq h-1} \text{Tree}^n(X)_j$ and $m = \min\{i, j\}$. Then

\[
\xymatrix{ & o_{i,j} \ar[dl]_x \ar[dr]^y & \\
\quad & & 
}
\]

is $\sim_{h-1}$-compatible if and only if $x, y$ are $\sim_{h-2}$-compatible and $s^{i-m+1}(x) \sim_{h-1} t^{j-m+1}(y)$. Moreover, $x \rightarrow u_{i+1}$ is $\sim_{h-1}$-compatible if and only if $x$ is $\sim_{h-2}$-compatible. Now we must define the globular relation $\sim_h$ on $\tau_{\leq h} \text{Tree}^n(X, \sim)$.

If $x, y \in \tau_{\leq h} \text{Tree}^n(X, \sim)$ have height zero and $x \sim_0 y$, then $x \sim_h y$.

Let $i \leq k$, $x \in \tau_{\leq h-2} \text{Tree}^n(X, \sim)_{i-1}$, $y \in \tau_{\leq h-1} \text{Tree}^n(X, \sim)_k$. If $x \sim_{h-1} t^{k-i+1}(y)$, then\n
\[
\xymatrix{ & o_{i,k} \ar[dl]_x \ar[dr]^y & \\
\quad & & 
}
\]

Let $i \leq k$, $x \in \tau_{\leq h-1} \text{Tree}^n(X, \sim)_k$, $y \in \tau_{\leq h-2} \text{Tree}^n(X, \sim)_{i-1}$. If $s^{k-i+1}(x) \sim_{h-1} y$, then\n
\[
\xymatrix{ & o_{i,k} \ar[dl]_x \ar[dr]^y & \\
\quad & & 
}
\]

Let $i < k$, $x \in \tau_{\leq h-2} \text{Tree}^n(X, \sim)_i$, $y \in \tau_{\leq h-2} \text{Tree}^n(X, \sim)_{k-1}$. If $s(x) \sim_{h-2} t^{k-i}(y)$, then\n
\[
\xymatrix{ & o_{i,k} \ar[dl]_x \ar[dr]^y & \\
\quad & & 
}
\]

Let $i < k$, $x \in \tau_{\leq h-2} \text{Tree}^n(X, \sim)_{k-1}$, $y \in \tau_{\leq h-2} \text{Tree}^n(X, \sim)_i$. If $s^{k-i}(x) \sim_{h-2} t(y)$, then

\[
\xymatrix{ & o_{i,k} \ar[dl]_x \ar[dr]^y & \\
\quad & & 
}
\]
Let $k \geq 1$ and $x, y, z \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_k$. If $s(x) \sim_{h-2} t(y)$ and $s(y) \sim_{h-2} t(z)$, then

$$(\lambda_{k,i}): \quad u_k \xrightarrow{x} y \xleftarrow{\sim_{h}} z \xrightarrow{\circ_{k,i}} u_k$$

Let $i < k$, $x, y \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_i$, $z \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_k$. If $s(x) \sim_{h-2} t(y)$ and $s(y) \sim_{h-2} t(z)$, then

$$(\circ_{i,k,k}): \quad \circ_{i,k,k} \xrightarrow{x} y \xleftarrow{z \sim_{h}} x \xrightarrow{\circ_{i,k,k}} z$$

Let $i < k$, $x, z \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_i$, $y \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_k$. If $s(x) \sim_{h-2} t^k(y)$ and $s^k(y) \sim_{h-2} t(z)$, then

$$(\circ_{i,i,k}): \quad \circ_{i,i,k} \xrightarrow{x} y \xleftarrow{z \sim_{h}} x \xrightarrow{\circ_{i,i,k}} z$$

Let $i < k$, $x \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_k$, $y, z \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_i$. If $s^k(x) \sim_{h-2} t(y)$ and $s(y) \sim_{h-2} t(z)$, then

$$(\circ_{k,i,i}): \quad \circ_{k,i,i} \xrightarrow{x} y \xleftarrow{z \sim_{h}} x \xrightarrow{\circ_{k,i,i}} z$$

Let $i < k$, $x \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_k$, $y, z \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_i$. If $s^k(x) \sim_{h-2} t(y)$ and $s(y) \sim_{h-2} t(z)$, then

$$(\circ_{k,i,i}): \quad \circ_{k,i,i} \xrightarrow{x} y \xleftarrow{z \sim_{h}} x \xrightarrow{\circ_{k,i,i}} z$$

Let $i < k$, $x, y, z \in \tau_{h-2}\text{Tree}_n^{\mathcal{O},\mathcal{E}}(X, \sim)_i$. If $s(x) \sim_{h-2} t^k(y)$ and $s(y) \sim_{h-2} t(z)$, then

$$(\circ_{i,k,k}): \quad \circ_{i,k,k} \xrightarrow{x} y \xleftarrow{z \sim_{h}} x \xrightarrow{\circ_{i,k,k}} z$$
Let $i < k$, $x, y \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_k$, $z \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_i$. If $s(x) \sim_{h-2} t(y)$ and $s^{k-i+1}(y) \not\sim_{h-2} t(z)$, then

$$(o_{k,k,i}) : \quad \begin{array}{cc}
\circ_{k,k} & \circ_{k,i} \\
\circ_{k,i} & \circ_{k,i} \\
x & y & z & \sim_h & x & y & z
\end{array}.$$  

Let $i < j < k$ and take $x \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_i$, $y \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_j$ and $z \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_j$. If $s(x) \not\sim_{h-2} t^{j-i+1}(y)$ and $s(y) \sim_{h-2} t^{k-j+1}(z)$, then

$$(o_{i,j,k}) : \quad \begin{array}{cc}
\circ_{i,k} & \circ_{j,k} \\
\circ_{j,k} & \circ_{i,j} \\
x & y & z & \sim_h & x & y & z
\end{array}.$$  

Let $i < j < k$ and take $x \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_i$, $y \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_j$ and $z \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_k$. If $s(x) \not\sim_{h-2} t^{k-j+1}(y)$ and $s^{k-j+1}(y) \not\sim_{h-2} t(z)$, then

$$(o_{i,k,j}) : \quad \begin{array}{cc}
\circ_{i,k} & \circ_{k,j} \\
\circ_{k,j} & \circ_{i,j} \\
x & y & z & \sim_h & x & y & z
\end{array}.$$  

Let $i < j < k$ and take $x \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_j$, $y \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_k$ and $z \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_i$. If $s(x) \not\sim_{h-2} t^{j-i+1}(y)$ and $s^{k-i+1}(y) \not\sim_{h-2} t(z)$, then

$$(o_{j,k,i}) : \quad \begin{array}{cc}
\circ_{j,k} & \circ_{k,i} \\
\circ_{k,i} & \circ_{j,i} \\
x & y & z & \sim_h & x & y & z
\end{array}.$$  

Let $i < j < k$ and take $x \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_k$, $y \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_j$ and $z \in \tau_{\leq h-2} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_i$. If $s^{k-j+1}(x) \not\sim_{h-2} t(y)$ and $s^{j-i+1}(y) \not\sim_{h-2} t(z)$, then

$$(o_{k,j,i}) : \quad \begin{array}{cc}
\circ_{k,j} & \circ_{k,i} \\
\circ_{k,i} & \circ_{j,i} \\
x & y & z & \sim_h & x & y & z
\end{array}.$$  

Let $x, \bar{x} \in \tau_{\leq h-1} \text{Tree}^{\mathcal{O}, \mathcal{E}}(X, \sim)_{k-1}$. If $x \sim_{h-1} \bar{x}$, then
Let \( x, \bar{x} \in \tau_{\leq h-1} \text{Tree}_n^{O,\varepsilon}(X, \sim)_i \), \( y, \bar{y} \in \tau_{\leq h-1} \text{Tree}_n^{O,\varepsilon}(X, \sim)_j \) and \( m = \min\{i, j\} \). If \( x \sim_{h-1} \bar{x}, y \sim_{h-1} \bar{y}, s^{i-m+1}(x) \sim_{h-1} t^{j-m+1}(y) \) and \( s^{i-m+1}(\bar{x}) \sim_{h-1} t^{j-m+1}(\bar{y}) \) then

\[
(o_{i,j}) : \ x \overset{\varepsilon}{\longrightarrow} y \overset{\varepsilon}{\longrightarrow} \bar{x} \overset{\varepsilon}{\longrightarrow} \bar{y}.
\]

4.1.9. Remark. Note that for each of the equations defining \( \sim_h \) there are some conditions on subtrees \( x, y, z \) appearing on both sides of the equation. In each case, these conditions imply that both sides of the equation are \( \sim_{h-1} \)-compatible, so these equations do define a relation on \( \tau_{\leq h} \text{Tree}_n^{O,\varepsilon}(X) \).

Moreover, if the left hand side of an equation is \( \sim_{h-1} \)-compatihle, then the conditions are satisfied. This means that when we have a \( \sim_{h-1} \)-compatible tree we can apply these equations from left to right without checking any conditions.

In all cases except \( (o_{i,k,k}), (o_{k,k,i}), (o_{i,j,k}), (o_{i,k,j}) \) and \( (o_{k,j,i}) \), if the right hand side of the equation is \( \sim_{h-1} \)-compatible, then the conditions are satisfied, so we can also apply the equations from right to left without checking any conditions.

4.1.10. Remark. Clearly, if \( x \) is \( \sim_{h-1} \)-compatible, then it is also \( \sim_h \)-compatible. Moreover, if \( x \sim_h y \) then \( x \sim_{h+1} y \).

4.1.11. Lemma. Let \((X, \sim)\) be an \( n \)-preglobular set with globular relation and let \( x, y \in \tau_{\leq h} \text{Tree}_n^{O}(X) \).

1. If \( x \) is \( \sim_{h-1} \)-compatible, then \( s(x), t(x) \) are \( \sim_{h-1} \)-compatible.
2. If \( x \sim_h y \) then \( s(x) \sim_h s(y) \) and \( t(x) \sim_h t(y) \).
3. If \( x \) is \( \sim_{h-1} \)-compatible, then \( ss(x) \sim_h st(x) \) and \( ts(x) \sim_h tt(x) \).

This implies that \((\tau_{\leq h} \text{Tree}_n^{O,\varepsilon}(X, \sim), \sim_h)\) is an \( n \)-preglobular set with globular relation.

Proof. The proof is by induction on \( h \). The case \( h = 0 \) follows directly from the fact that \((X, \sim)\) is an \( n \)-preglobular set with globular relation. Now let \( h \geq 1 \). Starting with 1., there is one case for each possible labeling of the root and in each such case one only needs to perform a simple computation using the formulas defining \( s \) and \( t \). For example, suppose \( x = y \mapsto o_{i,k} \dashv z \), so that \( s(x) = y \mapsto o_{i,k-1} \dashv s(z) \). Since \( x \) is \( \sim_{h-1} \)-compatible, we have \( y, z \sim_{h-2} \)-compatible. By induction this implies that \( s(z) \) is \( \sim_{h-2} \)-compatible. So all we have left to show is that \( s(y) \sim_{h-1} t^{k-1-i+1}s(z) \). But \( t^{k-1-i+1}s(z) \sim_{h-1} t^{k+i+1}(z) \) by induction (using 2 and 3), and we have \( s(y) \sim_{h-1} t^{k+i+1}(z) \) because \( x \) is \( \sim_{h-1} \)-compatible.

For 2., we need to do a simple computation for each of the equations defining \( \sim_h \). For example, consider the equation
Both sides have source \( s(y) \rightarrow o_{k-1,i} \leftarrow z \).

For \( \beta \), we need to do a computation for each possible labeling of the root. For example, we have

\[
ss \left( x \rightarrow o_{i,i+1} \leftarrow y \right) = s \left( x \rightarrow o_{i,i} \leftarrow s(y) \right) = s^2(y)
\]

and we have \( s(y) \sim_{h-1} st(y) \) by induction.

4.1.12. Definition. Let \((X, \sim)\) be an \(n\)-preglobular set with a globular relation. An element \(x \in \text{Tree}_n^O(X)\) is called \(\sim\)-compatible when it is \(\sim_h\)-compatible for some \(h\). We denote the set of \(k\)-dimensional \(\sim\)-compatible \((O, X)\)-labeled trees by \(\text{Tree}_n^{O,E}(X, \sim)_k\). We define a relation \(\sim\) on \(\text{Tree}_n^{O,E}(X, \sim)\) by letting \(x \sim y\) if and only if \(x \sim_{h} y\) for some \(h\).

4.1.13. Proposition. Let \((X, \sim)\) be an \(n\)-preglobular set with a globular relation. Then \((\text{Tree}_n^{O,E}(X, \sim), \sim)\) is an \(n\)-preglobular set with globular relation.

Proof. This follows easily from Lemma 4.1.11 and Remark 4.1.10.

4.1.14. Notation. When \(X\) is an \(n\)-globular set, we write \(\text{Tree}_n^{O,E}(X) := \text{Tree}_n^{O,E}(X, \sim)\). This preglobular set is equipped with the globular relation \(\sim\).

4.1.15. Definition. Let \((X, \sim)\) be an \(n\)-preglobular set with globular relation. We write

\[
\overline{\text{Tree}}_n^{O,E}(X, \sim) := \text{Tree}_n^{O,E}(X, \sim) / \sim.
\]

When \(X\) is an \(n\)-globular set, we write \(\overline{\text{Tree}}_n^{O,E}(X) := \text{Tree}_n^{O,E}(X) / \sim\).

4.1.16. Notation. Let \(X\) be an \(n\)-globular set. We write

\[
\text{Tree}_n^{O,E}(\text{Tree}_n^{O,E}(X)) := \text{Tree}_n^{O,E}(\text{Tree}_n^{O,E}(X), \sim)
\]

and we denote by \(\varepsilon^2\) the globular relation on this preglobular set which extends \(\varepsilon\).

4.1.17. Definition. Let \(X\) be an \(n\)-globular set. We define a map

\[
\mu_X^O : \text{Tree}_n^O(\text{Tree}_n^O(X)) \rightarrow \text{Tree}_n^O(X)
\]

by induction on height. An \(x \in \text{Tree}_n^O(\text{Tree}_n^O(X))\) of height 0 is just an element in \(\text{Tree}_n^O(X)\). Given \(x\) of height \(\geq 1\), let \(o \in O\) be its root label and let \(x_i \in \text{Tree}_n^O(\text{Tree}_n^O(X))\) be the subtrees with root at distance 1 from the root of \(x\). Then we obtain \(\mu_X^O(x)\) by grafting \(\mu_X^O(x_i)\) onto \(o\).
4.1.18. **Lemma.** The map $\mu^O_X$ defined above has the following properties.

1. If $x$ is $^\mathcal{E}^2$-compatible, then $\mu^O_X(x)$ is $^\mathcal{E}$-compatible;
2. if $x, y$ are $^\mathcal{E}^2$-compatible and $x \sim^2 y$, then $\mu^O_X(x) \sim^\mathcal{E} \mu^O_X(y)$;
3. $s(\mu^O_X(x)) = \mu^O_X(s(x))$ and $t(\mu^O_X(x)) = \mu^O_X(t(x))$.

**Proof.** This is easy to prove by induction. ■

4.1.19. **Example.** We construct $\tau \in \text{Tree}^O_n(\text{Tree}^{O,\mathcal{E}}_n(X))$ such that $\mu^O_X(\tau)$ is $^\mathcal{E}$-compatible, while $\tau$ itself is not $^\mathcal{E}$-compatible. In other words, we have $\mu^O_X(\tau) \in \text{Tree}^{O,\mathcal{E}}_n(X)$, but $\tau \notin \text{Tree}^O_n(\text{Tree}^{O,\mathcal{E}}_n(X))$.

Let $A, B, C, D \in \text{Tree}^O_n(X)$ be defined by $A = x \in X(1)$, $D = r \in X(1)$,

\[
B = \begin{array}{c}
\circ_{2,1} \\
\circ_{1,2} \\
\end{array}
\quad y
\quad z
\quad p
\quad q
\quad
C = \begin{array}{c}
\circ_{2,1} \\
\circ_{1,2} \\
\end{array}
\quad B
\quad A
\quad
\]

with $z, q \in X(2)$ and $y, p \in X(1)$. We suppose $s^2(z) = t(y)$ and $s^2(q) = t(p)$, so $B, C$ are $^\mathcal{E}$-compatible.

Now let $\tau$ the $(\mathcal{O}_n, \text{Tree}^O_n(X))$-labeled tree

\[
\begin{array}{c}
\circ_{2,2} \\
\circ_{2,1} \\
\circ_{1,2} \\
\end{array}
\quad D
\quad C
\quad B
\quad A
\quad
\]

whose image in $\text{Tree}^O_n(X)$ under $\mu^O_X$ is

\[
\begin{array}{c}
\circ_{2,2} \\
\circ_{2,1} \\
\circ_{1,2} \\
\end{array}
\quad r
\quad q
\quad p
\quad
\begin{array}{c}
\circ_{2,1} \\
\circ_{2,1} \\
\circ_{1,2} \\
\end{array}
\quad x
\quad y
\quad
\]

One checks easily that this is $^\mathcal{E}$-compatible if and only if $s(r) = t^2(q)$, $s(y) = t(x)$, $p = x$, $s(q) = y$ and $r = t(z)$.

Now for $\tau$ to be $^\mathcal{E}^2$-compatible, we would need to have

\[
s \left( \begin{array}{c}
\circ_{1,2} \\
D
\quad C
\end{array} \right) \mathcal{E}^2 = t \left( \begin{array}{c}
\circ_{2,1} \\
B
\quad A
\end{array} \right)
\]
which is equivalent to
\[
\begin{array}{ccc}
D & \xrightarrow{\circ_1,1} & \overset{\leq^2}{s(C)} & \xleftarrow{t(B)} & A
\end{array}
\]

which is equivalent to \(D \overset{\epsilon}{=} t(B)\) and \(s(C) \overset{\epsilon}{=} A\), which does not hold.

We will now equip \(\widetilde{\text{Tree}}_{\mathcal{O},\mathcal{E}}\) with the structure of a monad on \(\text{gSet}_n\). By Lemma 4.1.18, the map \(\mu_X^\mathcal{O}\) defined above induces a map
\[
\mu_X^\mathcal{O}: \widetilde{\text{Tree}}_{\mathcal{O},\mathcal{E}}(\text{Tree}_{\mathcal{O},\mathcal{E}}(X)) \to \text{Tree}_{\mathcal{O},\mathcal{E}}(X).
\]

We define the map
\[
\eta_X^\mathcal{O}: X \to \text{Tree}_{\mathcal{O},\mathcal{E}}(X)
\]
by sending \(x \in X\) to the tree with one vertex, labeled by \(X\).

4.1.20. LEMMA. The triple \((\widetilde{\text{Tree}}_{\mathcal{O},\mathcal{E}}, \mu^\mathcal{O}, \eta^\mathcal{O})\) is a monad.

PROOF. It’s easy to show that \(\mu_X^\mathcal{O}\) is associative, and unital with respect to \(\eta\).

4.2. THE MAP \(\varphi: \widetilde{\text{Tree}}_{\mathcal{O},\mathcal{E}} \to T_n^{D^*}\). Now we define a map of monads \(\varphi: \widetilde{\text{Tree}}_{\mathcal{O},\mathcal{E}} \to T_n^{D^*}\).

This will be obtained by passing to the quotient of the \(\epsilon\)-invariant map of \(n\)-preglobular sets \(\varphi_X: \text{Tree}_{\mathcal{O},\mathcal{E}}(X) \to T_n^{D^*}(X)\) which we define by induction on the height of the tree, as follows.

4.2.1. NOTATION. If \(X\) is an \(n\)-globular set and \(x \in X_i, y \in X_k\), we denote by \(x \to_\epsilon \circ_{i,k} y\), \(x \to_{i+1}\) and \(x \to I_i\) the obvious elements of \(T_n^{D^*}(X)\). We are already using the same notation for trees, but these will be distinguished from context.

4.2.2. DEFINITION. We define a map
\[
(\varphi_X)_0: \tau_{\leq 0}\text{Tree}_{\mathcal{O},\mathcal{E}}(X) \to T_n^{D^*}(X)
\]
by sending \(x \in X(k)\) to \(x \to I_k\).

This map is \(\approx_0\)-invariant, since \(\approx_0\) is just \(=\). It sends \(s(x)\) to \(s(x) \to I_{k-1} = s(x \to I_k)\) and \(t(x)\) to \(t(x) \to I_{k-1} = t(x \to I_k)\), so it is a map of \(n\)-preglobular sets.

4.2.3. DEFINITION. An \(x \in \tau_{\leq 1}\text{Tree}_{\mathcal{O},\mathcal{E}}(X)\) of height 1 is an element \(d \in \mathcal{O}_n(k)\) with an \(X\)-labeling, which is already an element in \(T_n^{D^*}(X)\), so we can extend \((\varphi_X)_0\) to a map
\[
(\varphi_X)_1: \tau_{\leq 1}\text{Tree}_{\mathcal{O},\mathcal{E}}(X) \to T_n^{D^*}(X).
\]

The relation \(\approx_1\) is again just \(=\), so \((\varphi_X)_1\) is \(\approx_1\)-invariant. One also checks easily that it is a map of \(n\)-preglobular sets.
4.2.4. Definition. Now let \( h > 1 \) and suppose we have already defined a \( \varepsilon_{h-1} \)-invariant map \((\varphi_X)_{h-1}: \tau_{\leq h} \text{Tree}^{O,E}_n(X) \to T^{D^s}_n(X)\). We define
\[
(\varphi_X)_h: \tau_{\leq h} \text{Tree}^{O,E}_n(X) \to T^{D^s}_n(X)
\]
extending \((\varphi_X)_{h-1}\) as follows. Let \( x \in \tau_{\leq h} \text{Tree}^{O,E}_n(X) \) have height \( h \), let \((T,r)\) be the underlying rooted tree and let \( \lambda(r) = d \in O_n(k) \). Apply \((\varphi_X)_{h-1}\) to each of the subtrees whose root is a vertex at distance 1 from \( r \). Since \( x \) is \( \varepsilon_{h-1} \)-compatible and \((\varphi_X)_{h-1}\) is \( \varepsilon_{h-1} \)-invariant, we get a \( T^{D^s}_n(X)\)-labeling of \( d \). Now we can use the multiplication map
\[
\mu_X^{D^s}: T^{D^s}_n(T^{D^s}_n(X)) \to T^{D^s}_n(X)
\]
to obtain an element in \( T^{D^s}_n(X) \).

One can easily check that \((\varphi_X)_h\) is a map of \( n \)-preglobular sets.

4.2.5. Lemma. Suppose \((\varphi_X)_{h-1}\) is \( \varepsilon_{h-1} \)-invariant and \((\varphi_X)_{h-2}\) is \( \varepsilon_{h-2} \)-invariant. Then \((\varphi_X)_h\) is \( \varepsilon_h \)-invariant.

Proof. We need to check that \((\varphi_X)_h\) assigns the same value to both sides of each equation defining \( \varepsilon_h \). For the equations \((o_{i,j})\) and \((u_k)\) this follows simply from the fact that \((\varphi_X)_{h-1}\) is \( \varepsilon_{h-1} \)-invariant. For the rest we have to do a computation. We do it only in the example of \((o_{i,k,k})\) as the others are similar. So let \( i < k \) and \( x \in \tau_{\leq h-2} \text{Tree}^{O,E}_n(X)_i \), \( y, z \in \tau_{\leq h-2} \text{Tree}^{O,E}_n(X)_k \). Suppose \( s(x) \varepsilon_{h-2} t^{k-i+1}(y) \) and \( s(y) \varepsilon_{h-2} t(z) \) and recall the equation
\[
(o_{i,k,k}):: x \xrightarrow{o_{i,k}} y \xrightarrow{\varepsilon_h} z \xrightarrow{o_{k,k}} x \xrightarrow{o_{i,k}} y \xrightarrow{\varepsilon_h} z.
\]

We denote the left and right hand side by \( L, R \in \tau_{\leq h} \text{Tree}^{O,E}_n(X) \). Let \( \tilde{x}, \tilde{y}, \tilde{z} \in T^{D^s}_n(X) \) be the result of applying \((\varphi_X)_{h-2}\) to \( x, y, z \). Since \((\varphi_X)_{h-2}\) is \( \varepsilon_{h-2} \)-invariant, we have \( s(\tilde{x}) = t^{k-i+1}(\tilde{y}) \) and \( s(\tilde{y}) = t(\tilde{z}) \). This implies that \( L, R \) defined by
\[
\tilde{L} := I_i \xrightarrow{o_{i,k}} \tilde{y} \xrightarrow{\varepsilon_h} \tilde{z} \xrightarrow{o_{k,k}} \tilde{x} \xrightarrow{o_{i,k}} \tilde{y} \xrightarrow{\varepsilon_h} \tilde{z}
\]
are elements in \( (T_n^{D^s})^3(X) \). Since \((\varphi_X)_h\) is computed by using \( \mu^{D^s} \) to compose, from bottom to top, we know that \((\varphi_X)_h(L)\) and \((\varphi_X)_h(R)\) are equal to the result of applying the composite map
\[
T^{D^s}_n((T^{D^s}_n)^2(X)) \xrightarrow{T^{D^s}_n(\mu_X^{D^s})} T^{D^s}_n(T^{D^s}_n(X)) \xrightarrow{\mu^{D^s}_X} T^{D^s}_n(X)
\]
to \( \tilde{L} \) and \( \tilde{R} \), respectively. Since \( \mu^{D^n} \) is associative, this is equal to the composite

\[
(T_n^{D^n})^2(T_n^{D^n}(X)) \xrightarrow{\mu_{T_n^{D^n}(x)}} T_n^{D^n}(T_n^{D^n}(X)) \xrightarrow{\mu_{T_n^{D^n}(X)}} T_n^{D^n}(X) .
\]

But the first map in this latter composite sends both \( \tilde{L} \) and \( \tilde{R} \) to

\[
\circ_{i,k,k} \quad \xrightarrow{\circ_{i,k,k}} \quad \circ_{i,k,k} \quad \xrightarrow{\circ_{i,k,k}} \quad \circ_{i,k,k} ,
\]

so \( (\varphi_X)_h(L) = (\varphi_X)_h(R) \).

**4.2.6. Definition.** We define the map of \( n \)-preglobular sets

\[
\varphi_X : \text{Tree}_n^{O,E}(X) \to T_n^{D^n}(X)
\]

by letting \( \varphi_X(x) = (\varphi_X)_h(x) \) where \( h \) is the height of \( x \).

**4.2.7. Remark.** Unraveling the inductive definition, we see that \( \varphi_X(x) \) can be computed by collapsing the internal edges of \( x \) from the leaves up to the root, using \( \mu^{D^n} \) to compose the diagrams which label the corresponding vertices.

**4.2.8. Lemma.** The map \( \varphi_X \) defined above is \( \epsilon \)-invariant.

**Proof.** Follows immediately from Lemma 4.2.5.

**4.2.9. Definition.** We define

\[
\tilde{\varphi} : \text{Tree}_n^{O,E} \to T_n^{D^n}
\]

to be the map obtained from \( \varphi \) by passing to the quotient.

Now we want to show that \( \tilde{\varphi} \) is a map of monads.

**4.2.10. Lemma.** The map \( \tilde{\varphi} : \text{Tree}_n^{O,E} \to T_n^{D^n} \) preserves the monad units.

**Proof.** We must show that \( \tilde{\varphi}_X \circ \eta^O_X = \eta^{D^n}_X \). This is clear from the definition of \( (\varphi_X)_0 \).

We will need the following notation in the proof that \( \tilde{\varphi} \) preserves monad multiplication.

**4.2.11. Notation.** We denote by \( \tau_h \text{Tree}_n^{O,E}(X, \sim) \subset \tau_{\leq h} \text{Tree}_n^{O,E}(X, \sim) \) the subset of trees with height \( h \).
4.2.12. REMARK. When $X$ is an $n$-globular set we have an inclusion map

$$\tau_1 \text{Tree}^O_n(X) \hookrightarrow T_n^{D^s}(X)$$

given by interpreting a $\mathcal{O}_n$-labeled $\approx_0$-compatible tree of height 1 as an $X$-labeling of the diagram assigned to the root. Moreover, there is a map

$$\tau_h \text{Tree}^O_n(X) \rightarrow \tau_1 \text{Tree}^O_n(\tau_{\leq h-1} \text{Tree}^O_n(X), \epsilon),$$

which sends an $\mathcal{O}_n$-labelled $\approx_{h-1}$-compatible tree $(T, r)$ of height $h$ to the subtree consisting only of the vertices at distance $\leq 1$ from $r$. The label for the root remains unchanged and each vertex at distance 1 from the root is labelled by the subtree of $T$ whose root is that vertex. This map has the property that the composite

$$\tau_h \text{Tree}^O_n(X) \rightarrow \tau_1 \text{Tree}^O_n(\tau_{\leq h-1} \text{Tree}^O_n(X), \epsilon) \rightarrow \tau_{\leq h} \text{Tree}^O_n(X)$$

with the grafting map is equal to the inclusion $\tau_h \text{Tree}^O_n(X) \hookrightarrow \tau_{\leq h} \text{Tree}^O_n(X)$.

4.2.13. LEMMA. The map $\overline{\varphi} : \text{Tree}^O_n \rightarrow T_n^{D^s}$ defined above preserves monad multiplication.

PROOF. Given an $n$-globular set $X$, we must show that the composites

$$\text{Tree}^O_n(\text{Tree}^O_n(X), \epsilon) \xrightarrow{T_n^{O}(\varphi_X)} \text{Tree}^O_n(T_n^{D^s}(X)) \xrightarrow{\varphi_T^{D^s}(X)} T_n^{D^s}(X)$$

and

$$\text{Tree}^O_n(\text{Tree}^O_n(X), \epsilon) \xrightarrow{\mu_X^O} \text{Tree}^O_n(X) \xrightarrow{\varphi_X} T_n^{D^s}(X)$$

are equal. We will do this by showing, by induction on $h$, that the composites

$$\tau_h \text{Tree}^O_n(\text{Tree}^O_n(X), \epsilon) \xrightarrow{\tau_h T_n^{O}(\varphi_X)} \tau_h \text{Tree}^O_n(T_n^{D^s}(X)) \xrightarrow{\varphi_T^{D^s}(X)} T_n^{D^s}(X)$$

and

$$\tau_h \text{Tree}^O_n(\text{Tree}^O_n(X), \epsilon) \xrightarrow{\mu_X^O} \text{Tree}^O_n(X) \xrightarrow{\varphi_X} T_n^{D^s}(X)$$

are equal for all $h$. We denote these composites by $\alpha_h$ and $\beta_h$, respectively. For $h = 0$, there is nothing to prove. When $h = 1$, both composites are simply given by collapsing all edges from the leaves up to the root, using $\mu^{D^s}$ to compose the corresponding diagrams.

Now suppose $h \geq 2$. We show $\alpha_h$ and $\beta_h$ are equal to the top and bottom composites, respectively, in the following diagram:
Note that these two composites are equal, by associativity of \( \mu^{D^r} \). The map \( \psi_h \) is the following composite:

\[
\begin{align*}
\tau_h \Tree^n_{\mathcal{O}, \mathcal{E}}(\Tree^n_{\mathcal{O}, \mathcal{E}}(X), \xi) & \xrightarrow{\tau_h \Tree^n_{\mathcal{O}, \mathcal{E}}(\varphi_X)} \tau_h \Tree^n_{\mathcal{O}, \mathcal{E}}(T^{D^r}(X)) \\
\tau_1 \Tree^n_{\mathcal{O}, \mathcal{E}}(\tau_{\leq h-1}\Tree^n_{\mathcal{O}, \mathcal{E}}(T^{D^r}_n(X)), \xi) & \xrightarrow{\tau_1 \Tree^n_{\mathcal{O}, \mathcal{E}}(\varphi_{r, D^r_n(X)})} \tau_1 \Tree^n_{\mathcal{O}, \mathcal{E}}((T^{D^r}_n)^2(X)) \xrightarrow{\pi} (T^{D^r}_n)^3(X).
\end{align*}
\]

Given \( x \in \tau_h \Tree^n_{\mathcal{O}, \mathcal{E}}(\Tree^n_{\mathcal{O}, \mathcal{E}}(X), \xi) \) with underlying tree \((T, r)\), the map \( \psi_h \) collapses the edges in the trees which label the leaves of \( T \) and then the edges connecting internal vertices of \( T \), excluding the ones which connect to the root \( r \). In this way one can see directly that the top composite is equal to \( \alpha_h \).

Now consider the map \( T^{D^r_n}(\mu^{D^r}_X) \circ \psi_h \), i.e., the composition the first two maps on the bottom of the diagram. This consists in applying the map \( \alpha_g \) to each of the subtrees of \( T \) rooted at a vertex at distance 1 from \( r \), where \( g \) is the height of the subtree in question, so \( g < h \). By induction on \( h \), this is equal to applying \( \beta_g \) to each such subtree. Composing this with \( \mu^{D^r}_X \) we therefore obtain \( \beta_h \), as desired. \( \blacksquare \)

So we have proved the following result.

4.2.14. Proposition. The map \( \bar{\varphi} : \Tree^n_{\mathcal{O}, \mathcal{E}} \to T^{D^r}_n \) is a map of monads.

4.2.15. Remark. Let \( * \) denote the \( n \)-globular set with one cell in each dimension. The composite

\[
\begin{align*}
\Tree^n_{\mathcal{O}, \mathcal{E}}(*) & \xrightarrow{\bar{\varphi}} T^{D^r}_n(*) \xrightarrow{\pi} T_n(*)
\end{align*}
\]

makes \( \Tree^n_{\mathcal{O}, \mathcal{E}}(*) \) an \( n \)-globular operad, in the sense of [Leinster, 2004]. We have

\[
\Tree^n_{\mathcal{O}, \mathcal{E}}(X) = T_n(X) \times_{T_n(*)} \Tree^n_{\mathcal{O}, \mathcal{E}}(*)
\]

so \( \Tree^n_{\mathcal{O}, \mathcal{E}} \) is the monad associated to this operad. Given an \( n \)-globular operad \( \mathcal{G}_n \) and a graded map \( \theta : \mathcal{O}_n \to \mathcal{G}_n \) such that the relations \( \mathcal{E}_n \) are satisfied in \( \mathcal{G}_n \), there is a unique map of \( n \)-globular operads \( \Tree^n_{\mathcal{O}, \mathcal{E}}(*) \to \mathcal{G}_n \) extending \( \theta \). We can construct this map in exactly the same way we constructed \( \bar{\varphi} \). This means that \( \Tree^n_{\mathcal{O}, \mathcal{E}}(*) \) is the operad generated by the generators \( \mathcal{O}_n \) and the relations \( \mathcal{E}_n \), in the sense of [Griffiths, 2020].

This Remark already makes clear that algebras over \( \Tree^n_{\mathcal{O}, \mathcal{E}} \) are exactly the objects described in Theorem 1.2.

4.3. \( \bar{\varphi} \) is injective. Now we prove that the map \( \bar{\varphi} : \Tree^n_{\mathcal{O}, \mathcal{E}} \to T^{D^r}_n \) is injective.

4.3.1. Definition. An \((\mathcal{O}_n, X)\)-labeled tree is \textbf{nondegenerate} if it doesn’t contain any instances of \( u_i \).
4.3.2. **Lemma.** Any \( x \in \text{Tree}_{n}^{\mathcal{O},\xi}(X) \) is \( \xi \)-equivalent to a tree of the form \( y \to u_{k-i} \to \cdots \to u_{k} \) where \( y \) is nondegenerate of dimension \( k - i - 1 \).

**Proof.** One can use \((\lambda)\) and \((\rho)\) relations to eliminate some \( u_{j} \) generators and then to push others up towards the root. \( \blacksquare \)

4.3.3. **Lemma.** Let \( y_{1}, y_{2} \in \text{Tree}_{n}^{\mathcal{O},\xi}(X) \) be nondegenerate and suppose

\[
\varphi_{X}(y_{1} \to u_{k-i_{1}} \to \cdots \to u_{k}) = \varphi_{X}(y_{2} \to u_{k-i_{2}} \to \cdots \to u_{k}).
\]

Then \( i_{1} = i_{2} \) and \( \varphi_{X}(y_{1}) = \varphi_{X}(y_{2}). \)

**Proof.** Write \( D = \varphi_{X}(y_{1} \to u_{k-i_{1}} \to \cdots \to u_{k}) = \varphi_{X}(y_{2} \to u_{k-i_{2}} \to \cdots \to u_{k}). \) Then \( i_{1} = i_{2} = \max\{i : \ell_{k-i}(D) = 0\} \) and \( \varphi_{X}(y_{1}) = \varphi_{X}(y_{2}) = (v^{1}(D), \cdots , v^{k-i-1}(D)). \) \( \blacksquare \)

So we reduced the problem to showing that \( \varphi \) is injective on nondegenerate trees.

4.3.4. **Definition.** A nondegenerate \((\mathcal{O}, X)\)-labeled tree is \textit{m-ordered} if for each internal edge \( v_{1} \to v_{2} \) we have \( m(\lambda(v_{1})) \leq m(\lambda(v_{2})). \)

4.3.5. **Lemma.** Let \( x \in \text{Tree}_{n}^{\mathcal{O},\xi}(X) \) and suppose \( x \) is nondegenerate. Then \( x \) is equivalent to an \( m \)-ordered tree.

**Proof.** One can move to an \( m \)-ordered tree by applying relations \((\alpha_{i,k,k})\) and \((\alpha_{k,k,i})\), for \( i < k \); and \((\alpha_{i,j,k})\), \((\alpha_{i,k,j})\), \((\alpha_{j,k,i})\) and \((\alpha_{k,j,i})\), for \( i < j < k \). Note that in order to move to an \( m \)-ordered tree we only need to apply these equations from left hand side to right hand side, which means that we don’t need to check any conditions, as explained in Remark 4.1.9.

So we reduced the problem to showing that \( \varphi \) is injective on \( m \)-ordered trees. We will do this by induction on the following invariant.

4.3.6. **Definition.** Let \( x = (T, r, \lambda, \phi) \in \text{Tree}_{n}^{\mathcal{O}}(X) \) be nondegenerate. Define

\[
H(x) := |\{i : \exists v \in I(T) \; m(\lambda(v)) = i\}|.
\]

We will also need the following definitions.

4.3.7. **Definition.** A nondegenerate \( x \in \text{Tree}_{n}^{\mathcal{O}}(X) \) is called \textit{nontrivial} if its height is \( \geq 1 \).

4.3.8. **Definition.** Let \( x = (T, r, \lambda, \phi) \in \text{Tree}_{n}^{\mathcal{O}}(X) \) be nontrivial. We define

\[
m(x) = \min\{m(\lambda(v)) : v \in I(T)\} \quad \text{and} \quad M(x) = \max\{M(\lambda(v)) : v \in I(T)\}.
\]

4.3.9. **Definition.** For any \( D \in T_{n}^{D^{\ast}}(X) \), we define \( H(D) := |\{i : \ell_{i}(D) > 1\}|. \)

4.3.10. **Definition.** A diagram \( D \in T_{n}^{D^{\ast}}(X) \) is \textit{nondegenerate} if \( \ell_{i}(D) > 0 \) for all \( i \).

A nondegenerate diagram \( D \in T_{n}^{D^{\ast}}(X) \) is \textit{nontrivial} if \( \ell_{i}(D) > 1 \) for some \( i \).
4.3.11. Definition. Given $D \in T_n^{D'}(X)$ nontrivial, we define
\[ m(D) = \min\{j : \ell_j(D) > 1\} \text{ and } M(D) = \max\{j : \ell_j(D) > 1\}. \]

4.3.12. Remark. If $D = \circ_{i,j}$, we have $m(D) = M(D) = \min\{i, j\}$.

4.3.13. Lemma. Let $x = (T, r, \lambda, \phi) \in \text{Tree}_{n, E}^\circ(X)$ be nondegenerate. Then we have $H(\varphi_X(x)) = H(x)$. If $x$ has height $\geq 1$, we have $m(\varphi_X(x)) = m(x)$, $M(\varphi_X(x)) = M(x)$.

Proof. One checks, by induction on the height of $x$, that
\[ \{i : \ell_i(\varphi_X(x)) > 1\} = \{i : \exists v \in I(T) \ m(\lambda(v)) = i\}. \]

4.3.14. Definition. A nontrivial diagram $D \in T_n^{D'}(X)$ is a block if $m(D) = M(D)$.

4.3.15. Notation. Let $1 \leq i < k$, $\ell > 1$ and $1 \leq p \leq \ell$. We denote by $B^k(i, \ell, p)$ the simple $k$-string diagram
\[ B^k(i, \ell, p) := ((1, \cdots, 1, (1, \cdots, 1), (p), (1), \cdots, (1)), \]

i.e. we have $\ell_i(B^k(i, \ell, p)) = \ell$, $\ell_j(B^k(i, \ell, p)) = 1$ for $j \neq i$ and $v^{i+1}(B^k(i, \ell, p)) = (p)$.

For $k \geq 1$ and $\ell > 1$, we denote by $B^k(k, \ell)$ the simple $k$-string diagram
\[ B^k(k, \ell) := ((1, \cdots, 1, (1), \cdots, 1)), \]

i.e. $\ell_j(B^k(k, \ell)) = 1$ for $j < k$ and $\ell_k(B^k(k, \ell)) = \ell$.

These diagrams are blocks, and every block is of one of these two types.

4.3.16. Remark. The associated globular set of $B^k(i, \ell, p)$ is
\[ \hat{B}^k(i, \ell, p) = C_i \cup C_{i-1} \cdots \cup C_{i-1} C_i \cup C_{i-1} C_k \cup C_{i-1} C_i \cup C_{i-1} \cdots \cup C_{i-1} C_i, \]

with $p - 1$ copies of $C_i$ on the left of $C_k$ and $\ell - p$ copies on the right. We can picture a minimal $X$-labeling of $B^k(i, \ell, p)$ as
\[
\begin{array}{ccc}
B^k(i, \ell, p) \\
x_1 & \cdots & x_{\ell},
\end{array}
\]

where $x_j \in X(i)$ for $i \neq p$ and $x_p \in X(k)$ are such that $t(x_j) = s(x_{j+1})$ for $j \notin \{p - 1, p\}$; $t(x_{p-1}) = s^{k-i+1}(x_p)$, and $t^{k-i+1}(x_p) = s(x_{p+1})$. Similarly,
\[
\hat{B}^k(k, \ell) = C_k \cup C_{k-1} \cdots \cup C_{k-1} C_k
\]

with $\ell$ copies of $C_k$. A minimal $X$-labeling of $B^k(k, \ell)$ is of the form
\[
\begin{array}{ccc}
B^k(k, \ell) \\
x_1 & \cdots & x_{\ell},
\end{array}
\]

with $x_j \in X(k)$ for all $j$ and $t(x_j) = s(x_{j+1})$. 


4.3.17. REMARK. Let \( x \in \text{Tree}_n^{O,E}(X)_k \) be nondegenerate, with \( H(x) = 1 \). Then \( m(x) = M(x) \) and \( \varphi_X(x) \) is a block, with \( m(\varphi_X(x)) = m(x) \). If \( m(x) = k \), then \( \lambda(v) = \circ_{k,k} \) for all \( v \in I(T) \) and \( \varphi_X(x) = B^k(k, \ell) \) for some \( \ell \). If \( m(x) = i < k \), then \( \lambda(v) \) can take the values \( \circ_{i,i} \), \( \circ_{k,i} \) and \( \circ_{i,k} \). We then have \( \varphi_X(x) = B^k(i, \ell, p) \), for some \( \ell \) and \( p \).

Now we show that \( \varphi_X \) is injective on \( m \)-ordered trees, starting with the case \( H(x) = 1 \).

4.3.18. LEMMA. Let \( x, y \in \text{Tree}_n^{O,E}(X)_k \) be nondegenerate. Suppose \( H(x) = H(y) = 1 \) and \( \varphi_X(x) = \varphi_X(y) \). Then \( x = y \).

PROOF. Let \( B = \varphi_X(x) = \varphi_X(y) \). First suppose \( m(x) = m(y) = i < k \), so all internal vertices in \( x \) and \( y \) are labeled by \( \circ_{i,k} \), \( \circ_{k,i} \) and \( \circ_{i,i} \). Then \( B = B^k(i, \ell, p) \) for some \( \ell \) and \( p \).

Using the relations \( (\circ_{k,i,i}) \) and \( (\circ_{i,i,k}) \) one can eliminate all instances of \( \circ_{i,i} \). Using the relation \( (\circ_{i,k,i}) \) one can move all instances of \( \circ_{i,k} \) to the top of the tree and all instances of \( \circ_{k,i} \) to the bottom. After applying this procedure to \( x \) and \( y \), we obtain trees of the form

\[
\circ_{k,i} \to \cdots \to \circ_{k,i} \to \circ_{i,k} \to \cdots \to \circ_{i,k}
\]

(where the leaves have been omitted from the notation). The composite of these trees must be \( B^k(i, \ell, p) \), so we must have \( p - 1 \) instances of \( \circ_{k,i} \) and \( \ell - p \) instances of \( \circ_{i,k} \). This means the trees are identical, so \( x = y \).

Now suppose \( m(x) = m(y) = k \), so all internal vertices in \( x \) and \( y \) are labeled by \( \circ_{k,k} \). The number of internal vertices is fixed by the composite \( B \). So we can easily transform \( x \) and \( y \) into the same canonical form, by using the relation \( (\circ_{k,k,i}) \).

Now we need some Lemmas to prepare the proof of the inductive step.

4.3.19. LEMMA. Let \( x \in (T_n^{D^r})^2(X) \) consist of a block \( B \) labeled by nontrivial diagrams \( D_i \in T_n^{D^r}(X) \) such that \( M(D_i) < m(B) \) for all \( i \). Then \( H(D_i) = H(\mu_X^{D^r}(x)) - 1 \) for all \( i \).

PROOF. One checks that \( \{ j : \ell_j(\mu_X^{D^r}(x)) > 1 \} = \{ j : \ell_j(D_i) > 1 \} \cup \{ m(B) \} \) for all \( i \).

4.3.20. LEMMA. Let \( x \in \text{Tree}_n^{O,E}(\text{Tree}_n^{O,E}(X)) \) be nondegenerate, with \( H(x) = 1 \), and suppose each of the trees \( y_i \), labeling the leaves of \( x \) are also nondegenerate and have \( M(y_i) < m(x) \). Then \( H(y_i) = H(\mu_X^O(x)) - 1 \).

PROOF. This follows easily from Lemmas 4.3.13 and 4.3.19.

4.3.21. LEMMA. Let \( x = (T, r, \lambda, \phi) \in \text{Tree}_n^{O}(\text{Tree}_n^{O,E}(X))_k \) be nondegenerate, with nondegenerate trees labeling its leaves. Suppose \( H(x) = 1 \) and \( \mu^O(x) \) is \( =^2 \)-compatible. Then \( x \) is \( =^2 \)-compatible.

PROOF. We proceed by induction on the height \( h \) of \( x \). If \( h = 0 \) there is nothing to prove. If \( h = 1 \), then the statement is also clearly true. So let \( h \geq 2 \).

Let \( m(x) = k \) and assume both subtrees of \( x \) with root at distance 1 from \( r \) have height \( \geq 1 \) (if this is not the case, then a similar argument applies). Then we can write

\[
\begin{array}{c}
x = \\
\circ_{k,k} & \circ_{k,k} & \circ_{k,k} \\
\downarrow & \downarrow & \downarrow \\
a & b & c & d
\end{array}
\]
with $a, b, c, d \in \text{Tree}_n^O(\text{Tree}_n^O X)$. By induction, $a \mapsto \circ_{k,k} \lhd b$ and $c \mapsto \circ_{k,k} \lhd d$ are $\preceq$-compatible. We need to show that $s\left(a \mapsto \circ_{k,k} \lhd b\right) \preceq s\left(c \mapsto \circ_{k,k} \lhd d\right)$, which is equivalent to $s(b) \preceq t(c)$. Since $\mu^O(x)$ is $\preceq$-compatible, we know that $s(\mu^O(b)) \preceq t(\mu^O(c))$. This means that $\mu^O(b) \mapsto \circ_{k,k} \lhd \mu^O(c)$ is $\preceq$-compatible. By induction, this implies $b \mapsto \circ_{k,k} \lhd c$ is $\preceq$-compatible, so $s(b) \preceq t(c)$, as desired.

Now let $m(x) = i < k$. We assume that $x$ is of the form

$$x = a \xrightarrow{\circ_{k,i}} b \xleftarrow{\circ_{i,k}} c \xleftarrow{\circ_{i,i}} d$$

with $a, b, c, d \in \text{Tree}_n^O(\text{Tree}_n^O X)$ (in other cases similar arguments apply). Now we need to show $s^{k-i+1}\left(a \mapsto \circ_{i,k} \lhd b\right) \preceq s^{k-i+1}\left(c \mapsto \circ_{i,k} \lhd d\right)$, which is equivalent to $s^{k-i+1}(b) \preceq s^{k-i+1}(c)$. This follows by induction as in the previous case.

4.3.22. Remark. Example 4.1.19 shows that this Lemma would be false without the condition that $H(x) = 1$.

4.3.23. Lemma. Every nontrivial diagram $D \in T_n^O X_k$ which is not a block has a unique decomposition of the form

$$D = \begin{array}{c}
\xymatrix{& \ar@/_/[ld]_{B^k} & \\
D_1 & \cdots & D_\ell}
\end{array}$$

with $B^k$ a block, $D_i$ nontrivial, $m(B^k) = M(D)$, $M(D_i) < M(D)$ and $\ell = \ell_{M(D)}(D)$.

Proof. If $M(D) = k$, then we must take

$$B^k = B^k(k, \ell) and D_j = (v^1(D), \ldots, v^{k-1}(D), (v^k(j))).$$

If $M(D) = M < k$, then $v^{M+1}(D) = (p)$ for some $p$ and we must take

$$B^k = B^k(M, \ell, p) and D_j = \begin{cases} 
(v^1(D), \ldots, v^{M-1}(D), (v^M(j))) & \text{if } j \neq p \\
(v^1(D), \ldots, v^{M-1}(D), (v^M(p)), (1), \ldots, (1)) & \text{if } j = p.
\end{cases}$$

Since $D$ is not a block, we must have $\ell_m(D) > 1$ for some $m < M$, therefore the $D_j$ are nontrivial.

4.3.24. Remark. Using the Lemma above and induction on $H(D)$, one can show that every nontrivial diagram $D$ has a unique strictly ordered block decomposition. By this we mean a $B(D) \in (T_n^O)^{H(D)} X$ whose composite is $D$ and such that every diagram appearing is a block, and moreover $m(B_1) < m(B_2)$ whenever $B_1$ labels $B_2$. We do not provide more details as we will not need this construction for the proof of our main results.
4.3.25. Lemma. Let \( x, y \in \text{Tree}_{n}^{O,E}(X) \) be \( m \)-ordered and suppose \( \varphi_{X}(x) = \varphi_{X}(y) \). Then \( x \equiv y \).

**Proof.** We proceed by induction on \( H = H(x) = H(y) \). The base case \( H = 0 \) is trivial, because then \( x, y \) must have height zero. The case \( H = 1 \) is Lemma 4.3.18. So suppose \( H > 1 \). Let \( D = \varphi_{X}(x) = \varphi_{X}(y) \). Let \( \tilde{x} \in \text{Tree}_{n}^{O}(\text{Tree}_{n}^{O,E}(X)) \) with \( m_{X}(\tilde{x}) = x \) be obtained by taking the maximal subtree of \( x \) with \( H(\tilde{x}) = 1 \) containing the root. Define \( \tilde{y} \) in the same way. By Lemma 4.3.21, we have \( \tilde{x}, \tilde{y} \in \text{Tree}_{n}^{O,E}(\text{Tree}_{n}^{O,E}(X)) \). Now \( \varphi_{X}(x) \) and \( \varphi_{X}(y) \) can be computed by applying the composite

\[
\text{Tree}_{n}^{O,E}(\text{Tree}_{n}^{O,E}(X)) \xrightarrow{\text{Tree}_{n}^{O,E}(\varphi_{X})} \text{Tree}_{n}^{O,E}(T_{n}^{D^{*}}(X)) \xrightarrow{\varphi_{T_{n}^{D^{*}}}(X)} (T_{n}^{D^{*}})^{2}(X) \xrightarrow{\mu_{X}^{D^{*}}} T_{n}^{D^{*}}(X)
\]

to \( \tilde{x} \) and \( \tilde{y} \). Since \( x, y \) are \( m \)-ordered, the result of applying the first two maps to \( \tilde{x}, \tilde{y} \) is the decomposition of \( D \) from Lemma 4.3.23, consisting of a block \( B \) labeled by nontrivial diagrams \( D_{l} \) with \( m(B) = M(D) \) and \( M(D_{l}) < m(B) \). If we let \( \tilde{x}, \tilde{y} \) be the images of \( \tilde{x}, \tilde{y} \) under the first map, we then have \( \varphi_{T_{n}^{D^{*}}}(\tilde{x}) = \varphi_{T_{n}^{D^{*}}}(\tilde{y}) \) by uniqueness of the decomposition, so \( \tilde{x} \equiv \tilde{y} \) by Lemma 4.3.18, since \( H(\tilde{x}) = H(\tilde{y}) = 1 \).

Now the leaves of \( \tilde{x} \) and \( \tilde{y} \) are labelled by trees \( x_{i}, y_{i} \) and we have \( \varphi_{X}(x_{i}) = D f(i), \varphi_{X}(y_{i}) = D g(i) \) for some functions \( f, g \) of the indices, so \( \varphi_{X}(x_{i}) = \varphi_{X}(y_{j}) \) whenever \( f(i) = g(j) \). We have \( M(x_{i}) < m(\tilde{x}) \) and \( M(y_{i}) < m(\tilde{y}) \) because \( x, y \) are \( m \)-ordered, therefore \( H(x_{i}) = H(y_{i}) = H - 1 \) by Lemma 4.3.20. Now by induction we have \( x_{i} \equiv y_{j} \) whenever \( f(i) = g(j) \). This allows us to lift the equivalence \( \tilde{x} \equiv \tilde{y} \) to an equivalence \( x \equiv y \).

4.3.26. Proposition. The map \( \tilde{\varphi}: \text{Tree}_{n}^{O,E} \rightarrow T_{n}^{D^{*}} \) is injective.

**Proof.** This follows immediately from Lemmas 4.3.2, 4.3.3, 4.3.5 and 4.3.25.

4.4. Notation. Let \( D \) be a simple \( k \)-string diagram, \( S \subset \langle \ell_{m}(D) \rangle \) and denote by \( v_{S}^{m} \) the restriction of \( v^{m} \) to \( S \). If we suppose that \( \text{im}(v^{m+1}) \subset S \) (or \( m = k \)), then

\[
(\ell_{k}) \xrightarrow{v^{k}} \cdots \xrightarrow{v^{m+2}} (\ell_{m+1}) \xrightarrow{v^{m+1}} S \xrightarrow{v_{S}^{m}} (\ell_{m-1}) \xrightarrow{v^{m-1}} \cdots \xrightarrow{v^{1}} (\ell_{0}) = \langle 1 \rangle
\]

is still a \( k \)-level tree with crossings, so it is uniquely isomorphic to a unique simple \( k \)-string diagram, which we denote by \( D_{S} \).

4.4.2. Proposition. The map \( \tilde{\varphi}: \text{Tree}_{n}^{O,E} \rightarrow T_{n}^{D^{*}} \) is surjective.

**Proof.** Let \( D \in T_{n}^{D^{*}}(X)_{k} \) and let \( M_{0}(D) = \max\{i : \ell_{i}(D) > 0\} \). If \( M_{0}(D) < k \) then \( D = \varphi_{T_{n}^{D^{*}}(X)}(\tilde{x}) \), where \( x = (s^{k-M_{0}(D)}(D) \rightarrow u_{M_{0}(D)-1} \rightarrow \cdots \rightarrow u_{k}) \). Now it is enough to show that \( s^{k-M_{0}(D)}(D) \) is in the image of \( \varphi_{X} \). This means we can reduce to the case where \( M_{0}(D) = k \), i.e. \( D \) is nondegenerate.
Now we do induction on \( M(D) = \max\{i : \ell_i(D) > 1\} \) and \( \ell_{M(D)}(D) \). It is useful here to extend the definition of \( M \) by setting \( M(D) = 0 \) when \( D \) is a trivial nondegenerate diagram. If \( M(D) = 0 \), then \( D = x \to I_k \) for some \( x \in X_k \), and then \( D = \varphi_X(x) \), where \( x \) here denotes the tree with one vertex, labelled by \( x \).

Now let \( D \in T_n^{D^s}(X) \) be nontrivial and \( M := M(D) \). Suppose \( M < k \). Then \( v^{M+1} \) is a sequence of length 1, with values in \( \langle \ell_M \rangle \). If \( v^{M+1}(1) < \ell_M \), then we have

\[
D = \varphi_{T_n^D(X)}\left((s^{k-M}(D))_{\ell_M} \to \circ_{M,k} \leftarrow D_{\ell_M}\right).
\]

Now \( M((s^{k-M}(D))_{\ell_M}) \leq M - 1 \) and \( \ell_M(D_{\ell_M}\setminus\ell_M) = \ell_M - 1 \), so by induction there exist \( x,y \in \text{Tree}_n^\ell(X) \) such that \( \varphi_X(x) = (s^{k-M}(D))_{\ell_M} \) and \( \varphi_X(y) = D_{\ell_M}\setminus\ell_M \). Now let \( z = x \to \circ_{M,k} \leftarrow y \). We have \( s((s^{k-M}(D))_{\ell_M}) = t^{k-M+1}(D_{\ell_M}\setminus\ell_M) \) and \( \varphi_X \) is injective by Proposition 4.3.26, so \( s(x) \leq t^{k-M+1}(y) \), which means \( z \) is \( \ell \)-compatible and its image under \( \varphi_X \) is \( D \).

In the case where \( M < k \) and \( v^{M+1}(1) = \ell_M \) we apply the same argument with \( D = \varphi_{T_n^D(X)}\left(D_{\ell_M}\setminus\ell_M \to \circ_{M,k} \leftarrow (s^{k-M}(D))_{\ell_M}\right) \). Finally, in the case where \( M = k \) we use \( D = \varphi_{T_n^D(X)}\left(D_{\ell_M} \to \circ_{M,k} \leftarrow D_{\ell_M}\right) \).

5. An inductive characterization of \( T_n^{D^s} \)-algebras

In the previous section we gave a finite presentation of the monad \( T_n^{D^s} \). This gives a characterization of \( T_n^{D^s} \)-algebras, which we also call \( n \)-sesquicategories, as \( n \)-globular sets equipped with binary operations of whiskering and composition and unit morphisms, satisfying associativity and unitality relations. Now we want to give another characterization of \( n \)-sesquicategories, which is an inductive characterization, of the same nature as the well known description of strict \( n \)-categories as categories enriched in \( \text{Cat}_n \).

5.0.1. Definition. We define a category \( (\text{Sesq}_{n-1}, \text{Cat}) \). Its objects are pairs \( (\mathcal{C}, \text{Hom}_\mathcal{C}) \) where \( \mathcal{C} \) is a category and \( \text{Hom}_\mathcal{C} \) is a lift

\[
\begin{array}{ccc}
\text{Sesq}_{n-1} & \xrightarrow{\text{Hom}_\mathcal{C}} & (-)_0 \\
\mathcal{C}_{op} \times \mathcal{C} & \xrightarrow{\text{(-)}_0} & \text{Set.}
\end{array}
\]

A morphism \( (\mathcal{C}, \text{Hom}_\mathcal{C}) \to (\mathcal{D}, \text{Hom}_\mathcal{D}) \) consists of a functor \( \mathcal{C} \to \mathcal{D} \) and a natural transformation

\[
\begin{array}{ccc}
\mathcal{C}_{op} \times \mathcal{C} & \xrightarrow{\text{Hom}_\mathcal{C}} & \text{Sesq}_{n-1} \\
\mathcal{D}_{op} \times \mathcal{D} & \xrightarrow{\text{Hom}_\mathcal{D}} & \text{Sesq}_{n-1}
\end{array}
\]
such that

\[
\begin{array}{ccc}
\mathcal{C}^{\text{op}} \times \mathcal{C} & \xrightarrow{\text{Hom}_\mathcal{C}} & \text{Sesq}_{n-1} \\
F^{\text{op}} \times F & \downarrow & \downarrow \\
\mathcal{D}^{\text{op}} \times \mathcal{D} & \xrightarrow{\text{Hom}_\mathcal{D}} & \text{Set} \\
\end{array}
\]

\[
\begin{array}{ccc}
\text{Sesq}_{n-1} & \xrightarrow{(-)_0} & \text{Sesq}_{n-1} \\
\downarrow & & \downarrow \\
\text{Set} & \xrightarrow{\text{Hom}_\mathcal{C}} & \text{Set} \\
\end{array}
\]

5.0.2. Remark. The category of Sesq$_{n-1}$-enriched categories would be denoted by Sesq$_{n-1}$Cat. We use $\mathcal{C}$ to indicate that the notion we are using is weaker than enrichment.

5.0.3. Theorem. The categories Sesq$_1$ and Cat are isomorphic. The category Sesq$_n$ is isomorphic to (Sesq$_{n-1}$Cat)$^\flat$.

It’s clear that $T_1^{D^s}$-algebras are the same thing as categories, so we just need to construct an isomorphism Sesq$_n \simeq$ (Sesq$_{n-1}$Cat)$^\flat$.

5.1. The functor Sesq$_n \to$ (Sesq$_{n-1}$Cat)$^\flat$.

5.1.1. Definition. Given an $n$-sesquicategory $\mathcal{C}$, we denote by $\mathcal{C}_{\leq 1}$ the category whose underlying 1-globular set is the truncation of $\mathcal{C}$ and whose $T_1$-algebra structure is the restriction of the $T_n$-algebra structure on $\mathcal{C}$.

5.1.2. Definition. Given an $n$-globular set $X$, and $x, y \in X(0)$, we denote by $\text{Hom}_X(x, y)$ the $(n-1)$-globular set with

\[\text{Hom}_X(x, y)(k-1) = \{z \in X(k) : s^k(z) = x, t^k(z) = y\} .\]

Now we must define a $T_n^{D^s}$-algebra structure on $\text{Hom}_\mathcal{C}(x, y)$ when $\mathcal{C}$ is an $n$-sesquicategory. The idea is that a $\text{Hom}_\mathcal{C}(x, y)$-labelling of a $(k-1)$-diagram $D$ is the same thing as a $\mathcal{C}$-labeling of a certain $k$-diagram $S(D)$ obtained by shifting the dimensions of the cells up by one and introducing two new 0-cells, which are labelled by $x$ and $y$. We now make this precise.

5.1.3. Definition. We define a map $S : D_{n-1}^s(k-1) \to D_n^s(k)$ by

\[S(v^1, \ldots, v^{k-1}) := (1, v^1, \ldots, v^{k-1}) .\]

For any $D \in D_{n-1}^s(k-1)$, the $(k)$-globular set $\widehat{S(D)}$ has two 0-cells, which we denote by $s$ and $t$, since they are equal to $s^m(z)$ and $t^m(z)$, respectively, for any $m \geq 1$ and $z \in \widehat{S(D)}(m)$.

5.1.4. Definition. Given $D \in D_{n-1}^s(k-1)$ and $X \in \text{gSet}_k$ we denote by $\text{gSet}_k^x,y(\widehat{S(D)}, X)$ the set of maps sending $s$ to $x$ and $t$ to $y$. 
5.1.5. **Lemma.** Given $D \in D_{n-1}^s(k-1)$ and $X \in \mathbb{gSet}_k$, we have

$$g\mathbb{Set}_{k-1}(\hat{D}, \text{Hom}_X(x,y)) = g\mathbb{Set}_{k}^{x,y}((\widehat{S(D)}, X).$$

**Proof.** This is clear from the definitions. 

5.1.6. **Lemma.** Let $\mathcal{C}$ be an $n$-sesquicategory, $x,y \in \mathcal{C}(0)$ and $D \in D_{n-1}^s(k-1)$. The composition map $g\mathbb{Set}_k^{x,y}(\widehat{S(D)}, \mathcal{C}) \to \mathcal{C}(k)$ factors through the inclusion

$$\text{Hom}_\mathcal{C}(x,y)(k-1) \hookrightarrow \mathcal{C}(k).$$

**Proof.** This is clear from the definitions. 

5.1.7. **Definition.** Let $\mathcal{C}$ be an $n$-sesquicategory and $x,y \in \mathcal{C}(0)$. We define a $T_{n-1}^{D_s}$-algebra structure on $\text{Hom}_\mathcal{C}(x,y)$ by letting $D \in D_{n-1}^s(k-1)$ act via the map

$$g\mathbb{Set}_{k-1}(\hat{D}, \text{Hom}_\mathcal{C}(x,y)) = g\mathbb{Set}_k^{x,y}(\widehat{S(D)}, \mathcal{C}) \to \text{Hom}_\mathcal{C}(x,y)(k-1).$$

5.1.8. **Example.** Suppose $f,g,h : x \to y$ are 1-morphisms in $\mathcal{C}$ and $\alpha : f \to g$, $\beta : g \to h$ are 2-morphisms. Then the $\text{Hom}_\mathcal{C}(x,y)$-labeled diagram on the left corresponds to the $\mathcal{C}$-labeled diagram on the right.

5.1.9. **Definition.** Let $\mathcal{C}$ be an $n$-sesquicategory. We extend $\text{Hom}_\mathcal{C}$ to a functor

$$\text{Hom}_\mathcal{C} : \mathcal{C}_{\leq 1}^{\text{op}} \times \mathcal{C}_{\leq 1} \to \text{Sesq}_{n-1}$$

as follows. For 1-morphisms $f : x \to x'$ and $g : y \to y'$ in $\mathcal{C}_{\leq 1}$, we define

$$\text{Hom}_\mathcal{C}(f,g)_k : \text{Hom}_\mathcal{C}(x',y)_k \to \text{Hom}_\mathcal{C}(x,y)_k$$

by restricting the composite

$$\mathcal{C}(k+1) \xrightarrow{g \times \text{id} \times f} \mathcal{C}(1) \times \mathcal{C}(0) \times \mathcal{C}(k+1) \times \mathcal{C}(0) \xrightarrow{B^{k+1}(1,3,2)} \mathcal{C}(k+1).$$

5.1.10. **Example.** When $k = 1$, the map $\mathcal{C}(2) \to \mathcal{C}(2)$ from the previous definition can be depicted as

$$\begin{array}{c}
\begin{array}{c}
\text{f} \\
\downarrow \\
\text{g}
\end{array}
\end{array}$$
5.1.11. Definition. Let $F: \mathcal{C} \to \mathcal{D}$ be a morphism in $Sesq_n$. We define a natural transformation

$$\text{Hom}_F: \text{Hom}_\mathcal{C} \Rightarrow \text{Hom}_\mathcal{D} \circ (F^{op}_{\leq 1} \times F_{\leq 1})$$

by letting the map $\text{Hom}_\mathcal{C}(x, y) \to \text{Hom}_\mathcal{D}(F(x), F(y))$ be simply the restriction of the map $F: \mathcal{C} \to \mathcal{D}$.

5.1.12. Definition. We define the functor $Sesq_n \to (Sesq_{n-1}\text{Cat})^\oplus$ on objects by mapping $\mathcal{C}$ to the pair $(\mathcal{C}_{\leq 1}, \text{Hom}_\mathcal{C})$ and on morphisms by mapping $F$ to the pair $(F_{\leq 1}, \text{Hom}_F)$.

5.2. The functor $(Sesq_{n-1}\text{Cat})^\oplus \to Sesq_n$.

5.2.1. Definition. Let $(\mathcal{C}, \text{Hom}_\mathcal{C})$ be an object in $(Sesq_{n-1}\text{Cat})^\oplus$. We define $\mathcal{C}^+ \in \text{gSet}_n$ by letting $\mathcal{C}^+(0) = \text{obj}(\mathcal{C})$ and

$$\mathcal{C}^+(k) = \coprod_{x,y \in \text{obj}(\mathcal{C})} \text{Hom}_\mathcal{C}(x, y)(k-1)$$

with obvious source and target maps. Given a morphism $(\mathcal{C}, \text{Hom}_\mathcal{C}) \to (\mathcal{D}, \text{Hom}_\mathcal{D})$ in $(Sesq_{n-1}\text{Cat})^\oplus$, there is an obvious way to define a map of $n$-globular sets $\mathcal{C}^+ \to \mathcal{D}^+$.

This is clearly inverse to the previously defined construction, at the level of $n$-globular sets. Now we need to define a $T_n^{D^+}$-algebra structure on $\mathcal{C}^+$. We do this by saying how each generator in $\mathcal{O}_n$ acts and showing that the relations $\mathcal{E}_n$ are satisfied.

5.2.2. Definition. We define the action of generators $o_{i,j}$ and $u_i$ on $\mathcal{C}^+$, for $i, j > 1$. A $\mathcal{C}^+$-labeling of $o_{i,j}$, for $i, j > 1$, corresponds to an $\text{Hom}_\mathcal{C}(x, y)$-labeling of $o_{i-1,j-1}$, where $x, y$ are the labels of the 0-cells in $\mathcal{C}_{\leq 1}$. Similarly a $\mathcal{C}^+$-labeling of $u_i$, for $i > 1$, corresponds to an $\text{Hom}_\mathcal{C}(x, y)$-labeling of $u_{i-1}$, where $x, y$ are the labels of the 0-cells in $\mathcal{C}_{\leq 1}$. This means we can define the action of these generators on $\mathcal{C}^+$ by using the $T_{n-1}^{D^+}$-structure on $\text{Hom}_\mathcal{C}(x, y)$.

The above definition guarantees that all relations involving generators $o_{i,j}$ and $u_i$ for $i, j > 1$ are satisfied, since they follow from relations in the $T_{n-1}^{D^+}$-algebras $\text{Hom}_\mathcal{C}(x, y)$.

5.2.3. Definition. We now define the action of generators $o_{1,j}$, $o_{j,1}$ and $u_1$ on $\mathcal{C}^+$. The action of $o_{1,j}$ is a map $\mathcal{C}^+(1) \times_{\mathcal{C}^+(0)} \mathcal{C}^+(j) \to \mathcal{C}^+(j)$. We have

$$\mathcal{C}^+(1) \times_{\mathcal{C}^+(0)} \mathcal{C}^+(j) = \coprod_{x,y \in \text{obj}(\mathcal{C})} \text{Hom}_\mathcal{C}(x, y) \times \text{Hom}_\mathcal{C}(x, y)(j-1)$$

$$= \coprod_{x,f : y \to y'} \text{Hom}_\mathcal{C}(x, y)(j-1)$$

and we let $o_{1,j}$ act on the $(x, f)$ factor by the map

$$\text{Hom}_\mathcal{C}(x, f)(j-1): \text{Hom}_\mathcal{C}(x, y)(j-1) \to \text{Hom}_\mathcal{C}(x, y')(j-1) \subset \mathcal{C}^+(j).$$

We define the action of $o_{j,1}$ in a similar way. The generator $u_1$ acts by the map $\mathcal{C}^+(0) \to \mathcal{C}^+(1)$ which takes an object $x \in \mathcal{C}$ to the identity 1-morphism $x \to x$. 
Given this definition, the remaining relations follow simply from the fact that $\text{Hom}_C$ is a functor. We have therefore constructed a functor $(\text{Sesq}_{n-1}\text{Cat})^\flat \to \text{Sesq}_n$. It is now easy to check that the pair of functors we have constructed are inverse to each other. This concludes the proof of Theorem 5.0.3.
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