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Abstract

Synchronous strategies with data parallelism, such as the Synchronous Stochastic Gradient Descent (S-SGD) and the model averaging methods, are widely utilized in distributed training of Deep Neural Networks (DNNs), largely owing to its easy implementation yet promising performance. Particularly, each worker of the cluster hosts a copy of the DNN and an evenly divided share of the dataset with the fixed mini-batch size, to keep the training of DNNs convergence. In the strategies, the workers with different computational capability, need to wait for each other because of the synchronization and delays in network transmission, which will inevitably result in the high-performance workers wasting computation. Consequently, the utilization of the cluster is relatively low. To alleviate this issue, we propose the Dynamic Batch Size (DBS) strategy for the distributed training of DNNs. Specifically, the performance of each worker is evaluated first based on the fact in the previous epoch, and then the batch size and dataset partition are dynamically adjusted in consideration of the current performance of the worker, thereby improving the utilization of the cluster. To verify the effectiveness of the proposed strategy, extensive experiments have been conducted, and the experimental results indicate that the proposed strategy can fully utilize the performance of the cluster, reduce the training time, and have good robustness with disturbance by irrelevant tasks. Furthermore, rigorous theoretical analysis has also been provided to prove the convergence of the proposed strategy.

1 Introduction

Generally, the large-scale Deep Neural Network (DNN) is shared by all computational workers in the distributed training of the data parallelism [5, 33]. During the training, a worker computes local gradient on its sub-dataset after each iteration, and then all sub-gradients are accumulated essentially through well-design strategies to compute the new parameters of the DNN. Lastly, the new parameters are redistributed to all workers and the distributed training of the DNN continues. The main challenge comes with such circumstance is how to effectively and efficiently collect gradients among multiple computational workers. In practice, the synchronous strategies are widely employed to aggregate the sub-gradients, such as Bulk Synchronous Parallel (BSP) [2], parallel Synchronous Stochastic Gradient Decent(S-SGD) [24, 30], to name a few. The characteristic of the synchronous methods is that the computational workers do not start the next iteration until they all commit their local gradients and receive the new global parameters. However, owing to the different performance of the workers, some workers may calculate the local gradients faster while others may be slower, which will result in the mutual waiting among the workers because of the essential synchronization. In other
words, the faster worker would waste computational resource and thereby decreasing the utilization of the cluster [32, 22].

For example, an illustrative cluster consists of three workers as shown in Figure 1(a), which is utilized to train a DNN. The worker 1 possesses the strongest performance, while worker 3 has the weakest performance. Particularly, the workers 1 and 2 are idle when they are waiting for the worker 3 after an iteration in a training epoch, which decreases the utilization of the cluster. The whole consumed time of training a DNN is formulated: $T_a = t_{gpu} + t_w + t_s$, where $t_{gpu}$ indicates the consumed time of GPU, $t_w$ represents the waiting time because of the idle, $t_s$ indicates the synchronization time because of the communication among the cluster, respectively. As the training epoch increases, $t_w$ will be accumulated, which implies the waste of computational resource aggregates.

To alleviate this problem, the model averaging methods [23, 27, 9] were proposed to reduce the overhead of the synchronization by averaging the parameters of the DNN periodically (e.g., typically every one or two minutes or synchronization interval $step > 1$) instead of each iteration. Although these algorithms work well in practice, the best synchronous interval is hard to capture and the convergence time of training the DNN is still affected by synchronization period. Besides, the asynchronous algorithms [13, 4, 18] were also proposed to decrease the training time and improve the fault tolerance without a limit. However, it introduced an additional stale-gradient problem, which might result in the non-convergence of the DNN [6]. In addition, some other state-of-the-art methods, concerning about decreasing the transmission cost of the synchronization are proposed, such as the gradient sparsification method [26], the quantification method [12, 29], and the compression method [20, 25]. However, these algorithms are based on the synchronization mechanism, which inherited the waste of resources caused by the different computational capabilities of the workers.

We observe that the reason for the waiting among workers with different computational performance is the load imbalance of the distributed cluster. A novel Dynamic Batch Size (DBS) strategy for distributed DNN training is proposed to guarantee the load balance of the cluster during the whole training of a DNN and thereby eliminating the waiting time. To the best of our knowledge, this is the first work focusing on the dynamic partitioning of the dataset rather than revising the synchronous or asynchronous methods. To achieve this, firstly, the performance evaluation of each worker is computed based on the consumed time and the sub-dataset in the previous epoch. Secondly, the batch size of each work and the partition of the dataset are dynamically adjusted according to the evaluated performance. Note that the estimated batch size and dataset partition will be utilized in the next training epoch. Finally, the dynamic adjustment of the batch size and dataset partition repeats until the distributed training of the DNN is finished. The goal of this paper is to discuss the potentiality and effectiveness of the proposed DBS strategy for distributed DNN training. The specific contributions of the proposed DBS algorithm are shown below:

- A novel DBS strategy for distributed DNN training is proposed to improve the utilization of the cluster on the basis of the worker performance, which is beneficial to boost the distributed DNN training.

- To the best of our knowledge, this is the first work that focuses on the robustness verification of the distributed DNN training with disturbance, which could be employed in all
synchronous methods in principle. In addition, the essential theoretical analysis of the DBS algorithm is also provided.

• Extensive experiments are conducted and the experimental results indicate that the proposed DBS strategy outperforms the synchronous methods with fixed batch size in terms of the effectiveness and robustness. The source codes are released for the reproducibility.

The rest of this paper is organized as follows. Related work is reviewed in Section 2. Section 3 documents the details of the proposed DBS algorithm. The experiment design and the result analysis are shown in Section 4 and the conclusions are drawn in Section 5.

2 Related work

2.1 Synchronous SGD with data parallelism

Synchronous SGD (S-SGD) with mini-batch is the most popular solution of the synchronous algorithms for distributed DNN training because of its satisfying reliability, stability, and convergence. Specifically, each worker hosts a copy of the large-scale DNN and an even dataset partition, and then the worker takes a mini-bath SGD at each iteration and replaces its solution by the average of all solutions of workers. Particularly, the consumed time of the distributed DNN training can be formulated as: $T_a = t_{gpu} + t_w + t_s$. The overview framework of the S-SGD is shown in Algorithm 1.

Algorithm 1 S-SGD with data parallelism

1: Initialization: $w_0$, learning rate: $\gamma \geq 0$, synchronization interval (integer): $step = 1$, max training: $epoch$, fixed mini-batch size: $b$;
2: Divide the dataset evenly: $D_i = \frac{D}{n}$, and calculate the iterations: $T$;
3: for $e = 0$ to $epoch$ do
4: for $t = 0$ to $T$ do
5: Train the DNN with a mini-batch on each worker: $\text{compute}(\nabla w_t^i)$;
6: Synchronize gradients: $\text{aggregate}(\nabla w_t^i)$;
7: Update parameters: $w_{t+1}^i = w_t^i - \frac{\gamma}{n} \sum_{i=1}^{n} \nabla w_t^i$;
8: Redistribute $w_{t+1}^i$;
9: end for
10: end for

Specifically, the dataset is evenly divided, and each computational worker is configured with the same hyper-parameters for the DNN training (e.g., fixed batch size, $\gamma$, optimizer) at Step 1. Then each worker computes the local gradient independently and all gradients are accumulated by well-designed methods. Afterward, the new parameters are calculated and redistributed. Particularly, two architectures, i.e., centralized architecture [15, 16] and decentralized architecture [19, 17], are designed to fulfill the distributed DNN training with data parallelism. However, the consumed time of the waiting and synchronization during the DNN training (i.e., $t_w$ and $t_s$) are inevitable due to the different performance and synchronization operations at each iteration.

Model Averaging: With a motivation to reduce the number of synchronization among inter-workers, the model averaging method [23] has been proposed and widely used in practical distributed training of DNNs, where the models on different workers are averaged after several iterations (i.e., $step \geq 1$). Particularly, if $step = 1$, it is the fully S-SGD, while it is referring to one-shot averaging [37] if the averaging operation occurs only at the end of the training. Consequently, the model averaging methods decrease the synchronization cost by reducing the number of synchronization rounds in the training, thereby decreasing the $t_w$ and $t_s$. Extensive experiments [30, 28] have demonstrated that the model averaging can reduce synchronization overhead of the training time as long as the period is suitable. In addition, some theoretical studies [30, 27, 1, 31] have given the analysis of the reason for the model averaging achieving good convergence rate. However, the model averaging might cause the bias of the accuracy, since it suffers from a residual error with respect to fully synchronous SGD.

https://github.com/Soptq/Dynamic_Batch-Size_DistributedDNN
Meanwhile, the understanding of how averaging period can affect the performance of parallel SGD is quite limited in the current literature.

### 2.2 Asynchronous SGD

To reduce the waiting time: $t_w$, another natural idea is to relax the strict synchronization requirement. That is, by allowing the updates $\nabla w^t$ to be applied to calculate the global parameters as soon as they are computed (instead of waiting for synchronization of all workers). This method is named Asynchronous SGD (A-SGD) \[13, 21] and it is widely utilized as an efficient distributed training strategy since it iterates faster without synchronization. However, although A-SGD offers a fast iteration speed, the gradients some workers used to update the model is stale. To be specific, assuming at iteration $t$, worker $i$ uses the global weight $w^t$ to start a new iteration, then calculates the gradients $\nabla w^t$ and finally updates the model. By the time when worker $i$ finishes the iteration, the global weight $w^t$ has already been updated $\tau$ times by other faster workers, becoming $w^{t+\tau}$. Hence, the update formula of the A-SGD is defined as Equation 1.

$$w^{t+\tau+1} = w^{t+\tau} - \gamma \cdot \nabla w^t$$  \hspace{1cm} (1)

It can be seen that the formula produces a delay of $\tau$ steps compared to the S-SGD, which eventually leads to a loss of accuracy.

To conquer the data staleness challenge, the method of bounded stale updates \[11, 3] is proposed to suggest that fast workers can utilize the stale gradients to update the parameters of the model if the staleness is bounded below a limitation. However, this method introduces a bound-limitation parameter as a new hyper-parameter which is capable of affecting the accuracy of the model in the deep learning procedure. On the other hand, some variants of A-SGD \[36, 34] are proposed to calculate the current global average gradients based on the staleness and stale gradients. Yet, in their experiments, although the accuracy of their methods is much improved compared to A-SGD, they still have some accuracy loss compared to S-SGD. Thus, as far as we know, all proposed methods that aim to eliminate $t_w$ by utilizing the asynchronous operation will also reduce the accuracy of the model on the corresponding problem to some degrees.

### 3 The proposed DBS algorithm

The proposed DBS algorithm focuses on the reconstruction of Step 2 of Algorithm 1, which is composed of three components: 1) Performance evaluation of the computational worker. 2) Dynamic adjustment of the batch size. 3) Dynamic partition of the dataset, which will be detailed in the following sections. Specifically, Figure 1(b) shows the distributed DNN training simulation that the DBS algorithm hopes to achieve. Although the computational capability of the workers is uneven, the DBS algorithm can also keep the load balance of the cluster so that $t_{gpu}$ of the different workers is approximately the same compared to Figure 1(a), and the waiting time: $t_w$ is eliminated.

#### 3.1 Performance evaluation of the computational worker

The performance of different workers in a cluster is affected by many factors (e.g., hardware, software, or temperature), and the relationship between the factors and performance is hard to capture. Moreover, some of these factors are random and not possible to infer (e.g., the GPU resource of a worker is consumed by a new irrelevant task). Hence, it’s difficult to predict the performance of the worker accurately in the distributed training environment by gathering all information (e.g., GPU model or parameter size) and feeding them into a magic algorithm.

In this paper, an assessment method is proposed to evaluate the computational performance of the worker based on the assumption that the performance can be considered stable in a short period of time. Particularly, the current performance of a worker is estimated in dividing the proportion of sub-dataset $d^t_i$ (i.e., $d^t_i = \| D^t_i \| / \| D \| , \sum_{i}^n d^t_i = 1$) by the training time $t^j_i$ of the previous training epoch. Especially, the performance evaluating formula is illustrated as $p^t_j = d^t_i / t^j_i$, where $i$ and $j$ indicates the $i$-th worker and $j$-th epoch, respectively. After each training epoch, $p^t_j$ needs to be recalculated and will be utilized to adjust the batch size and dataset partition for the training in the
next epoch. If \( j = 0 \), the partition of the dataset is evenly divided and the batch size is fixed, just like S-SGD.

3.2 Dynamic adjustment of the batch size

In order to reasonably assign the load balance during the distributed training, the batch size of each worker should be dynamically adjusted based on its current performance which is represented by \( p_i \). Then the adjusted batch size will be applied to the next epoch training to ensure the workers with different performance can finish their own tasks as close as possible.

The detail of the DBS strategy is shown in Algorithm 2. Each worker gathers performance evaluation of all workers in the cluster by using AllReduce operation \( \text{AllReduce} \) at Step 1, which is an efficient way to fulfill the communication of the cluster. Then the dynamic batch size ratio \( b_i^j \) of worker \( i \) is computed with the performance of the worker \( i \) at Step 3 as the workload allocated to the worker is proportional to the production of its performance and train time, where the train time of all workers are expected to be approximate. Meanwhile, throughout the whole DNN training procedure, the total batch size \( B \) of the whole cluster is fixed, and therefore the dynamic batch size of each worker can be presented as \( B_i^{j+1} = b_i^{j+1} \times B \). At last, the partition of the dataset is also adjusted by \( \text{DynamicDatasetAdjust} \) function based on the new batch size \( B_i^{j+1} \). The outputs of \( \text{DatasetAdjust} \) is \( L^j \) and \( K^j \), indicating the range of the sub-dataset for each worker.

Algorithm 2 Dynamic Batch Size Algorithm

| Require: | The performance evaluation of the worker \( i : p_i^j \); |
| Ensure:  | The range of worker \( i \)'s dataset \( (L_i^{j+1}, K_i^{j+1}) \); |
|----------|--------------------------------------------------|
| 1:       | \( p_{\text{sum}} = \sum_{i=1}^{n} p_i^j \);       |
| 2:       | for \( i = 1, n \) do                             |
|          | \( b_i^{j+1} = \frac{p_i^j}{p_{\text{sum}}}; \)   |
| 3:       | \( B_i^{j+1} = b_i^{j+1} \times B; \)            |
| 4:       | end for                                           |
| 5:       | \( [L_i^{j+1}, K_i^{j+1}] = \text{DynamicDatasetAdjust}(B_1^{j+1}, B_2^{j+1}, B_i^{j+1}, \ldots, B_n^{j+1}); \) |
| 6:       | \( \text{return} [L_i^{j+1}, K_i^{j+1}]; \)       |

The detail of the DBS strategy is shown in Algorithm 2. Each worker gathers performance evaluation of all workers in the cluster by using AllReduce operation \( \text{AllReduce} \) at Step 1, which is an efficient way to fulfill the communication of the cluster. Then the dynamic batch size ratio \( b_i^j \) of worker \( i \) is computed with the performance of the worker \( i \) at Step 3 as the workload allocated to the worker is proportional to the production of its performance and train time, where the train time of all workers are expected to be approximate. Meanwhile, throughout the whole DNN training procedure, the total batch size \( B \) of the whole cluster is fixed, and therefore the dynamic batch size of each worker can be presented as \( B_i^{j+1} = b_i^{j+1} \times B \). At last, the partition of the dataset is also adjusted by \( \text{DynamicDatasetAdjust} \) function based on the new batch size \( B_i^{j+1} \). The outputs of \( \text{DatasetAdjust} \) is \( L^j \) and \( K^j \), indicating the range of the sub-dataset for each worker.

3.3 Dynamic partition of the dataset

The dynamic partition of the dataset is approximate with the ratio of each worker’s batch size. The batch size represents the sample size of an iteration and should be an integer, while \( B_i^{j+1} \) is very likely to be a non-integer. Hence, \( B_i^{j+1} \) needs to converse to the integer \( B_i^{j+1} \) and then used to calculate the partition of the dataset. Particularly, \( B_i^{j+1} \) should satisfy the conditions:

\[
\sum_{i=1}^{n} B_i^{j+1} \leq B \tag{2}
\]

\[
\min \left[ \sum_{i=1}^{n} (B_i^{j+1} - B_i^{j+1})^2 \right] \tag{3}
\]

To achieve this, a method of rounding twice is proposed. Firstly, each initial batch size \( B_i^{j+1} \) is rounded down to \( B_i^{(j+1)} \) (i.e., \( B_i^{(j+1)} = \lfloor B_i^{j+1} \rfloor \)). The difference between the initial sum of adjusted batch size and the total batch size can be represented as: \( k = B - \sum_{i=1}^{n} B_i^{(j+1)} \), indicating there are at most \( k \) values that can be rounded up. Secondly, in order to satisfy the equation (3), \( B_i^{j+1} \) will be sorted in the decimal descending order (i.e., \( \text{argsort}(B_i^{\text{decimal}}) \), \( B_{\text{decimal}} \) presents the decimals fraction of the \( B_i^{j+1} \)), then top-\( m \) values are picked to round up, where \( m \leq k \). Specifically, the indexes of the top-\( m \) Batch size is fetched (i.e., \( id_1, id_2, \ldots, id_m \)) and \( B_{id_1}^{(j+1)} = B_{id_1}^{(j+1)} + 1, \) which represents the rounding up of \( B_{id_1}^{(j+1)} \). Furthermore, the value’s decimal fraction of the \( B_{id_m}^{(j+1)} \) should be greater or equal than 0.5. Finally, \( B_i^{j+1} \) is normalized, and the ratio of \( B_i^{j+1} \) is viewed as
the adjusted proportion of the sub-dataset approximately. The pseudo-code and the example of the DynamicDatasetAdjust is detailed in supplementary.

3.4 Convergence analysis

Roughly speaking, the proposed DBS is a parallel synchronized mini-batch SGD, whose batch size is a variable. The variance of the batch size brings a new noise in the optimization process, which is negligible as demonstrated in this section. Specifically, the convergence analysis of DBS consists of two parts: general synchronized mini-batch SGD modeling, and analysis of DBS.

Considering giving a general analysis of discussing the convergence of mini-batch S-SGD, The scenario of parallel mini-batch S-SGD can be modeled as the following optimization problem:

\[
x^* = \arg \min_{x \in \mathbb{R}^d} f(x)
\]

where \( f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x), \) and each \( f_i : \mathbb{R}^d \rightarrow \mathbb{R} \) is smooth and \( f(x) \) is \( \mu \)-strongly-convex, which satisfy:

\[
f(x^*) \geq f(x) + \langle \nabla f(x), x^* - x \rangle + \frac{\mu}{2} \|x^* - x\|^2
\]

where \( x^* \) is assumed the unique global minimizer. For each \( f_i(x) \) obviously we have:

\[
\mathbb{E}[f_i(x)] = f(x)
\]

\[
\mathbb{E}[\nabla f_i(x)] = \nabla f(x)
\]

By iteration \( j \), using SGD, step-size \( \gamma > 0 \):

\[
x^{j+1} = x^j - \gamma \nabla f_i(x^j)
\]

Particularly, the mini-batch size \( b_i \) of the proposed DBS strategy turns into random variable from scalar by altering \( b_i \) and rounding off, which cause the variability. \( b_i \) could be described in terms of its expectation \( \mathbb{E}(b_i) \) and variance \( \sigma_i^2 \).

May as well suppose \( \mathbb{E}[\| \nabla f_i(x) \|^2] \leq C^2 \). Considering \( \| \nabla f_i(x) \| \) related to the size of a anisotropic-circular field where \( \nabla f_i(x) \) might land, \( \sigma_i = \sigma(f_i, b_i) \) the deviation related to the field could be assume to be finite (considering \( \sum_{i} b_i \in [B - n, B] \) and Lemma[1] in supplementary).

In the DBS algorithm, gradient noise \( \sigma_i^* \), composed of the noise from dynamic mini-batch (\( \sigma_i \)) and inherent one (\( \tilde{\sigma}_i \)). In a tricky way, the \( \sigma \) is assumed to be an upper bound of all the gradient noise \( \sigma_i^* \) and we could achieve:

\[
\mathbb{E}[\| \nabla f_i(x) \|^2] \leq \sigma^2
\]

where \( \sigma \leq \sigma_{\text{min}}, \) as \( \sigma_{\text{min}} \) to be the S-SGD with fixed mini-batch size \( \min \{b_i^j\} \). To figure out the same deduction, [8] use expected smoothness [7] and a weak assumption to deal with it.

**Theorem 1** Assume \( f \) is \( \mu \)-strongly-convex and each \( f_i \) has a gradient noise upper bound \( \sigma^2 \).

Choose \( \gamma \in (0, \mu^{-1}) \) then the SGD iterates given by [8] satisfy the Equation[10] (the proof is provided in supplementary):

\[
\mathbb{E}[\|x^k - x^*\|^2] \leq (1 - \gamma \mu)^j \|x^0 - x^*\|^2 + \frac{\gamma \sigma^2}{\mu}
\]

Further, multitudinous methods could be adopted to control the step-size \( \gamma \), such as reducing \( \gamma \) when \( j \) increases, making the upper bound lower and even zero. The dynamic mini-batch size produces another gradient noise. However, it could be eliminated in some simple way.

In summary, the convergence of DBS may be the same as S-SGD taking \( \min \{b_i^j\} \) as fixed mini-batch size, and even better, because of smaller the size, larger the noise. In practice, dynamic size tends to be stable so long as the cluster is stable, and the performance of the DBS strategy is expected to be the same as S-SGD with fixed mini-batch size.
4 Experiments

Experimental Setup. All experiments are conducted on a single Tesla V100 machine with 4 GPUs. Multiple processes are employed to simulate the illustrative clusters in the distributed environment, i.e., each process runs as a computational worker. S-SGD is chosen as the baseline since it owns zero gradient staleness and achieves the best model accuracy. More experimental results (e.g., comparison between DBS and model averaging methods) are provided in supplementary. Specifically, the communication mechanism of the cluster adopts the AllReduce approach [35]. The ResNet101 [10] with forty million parameters is chosen as a case of the large-scale DNN to validate the effectiveness of the DBS method, and the CIFAR10 [14] is chosen as the benchmark datasets.

Convergence comparison. The convergence of the proposed DBS algorithm has been proved to be nearly consistent with the classical dense S-SGD, thus we will validate the theory with experimental results. In order to obtain the results in an acceptable training time, we set epoch-size = 50, initial learning rate $\gamma = 0.05, 0.2$, and batch-size = 512. To improve the convergence, as mentioned in Section 3.4, momentum = 0.5 is configured in both DBS and S-SGD implementation and Loss function is cross-entropy. Note that all subsequent experiments share the same experimental setting. The comparison of the training accuracy and validation loss between DBS and S-SGD will be conducted on different cluster scales, and the results are presented in Figure 2.

According to Theorem 4, the impact of the gradient noise $\sigma_i$ from dynamic mini-batch decreases as $\gamma$ obtains correction. Particularly, Figure 2 shows the results on accuracy with respect to training epochs. we see that they converge at basically the same accuracy on different cluster scales and learning rate, and both the fitting curves almost got the same slope at each the same epoch, which matches the theoretical analysis of DBS convergence.

Effectiveness and expansibility of the DBS. We will investigate the effectiveness of DBS by training the ResNet101 on CIFAR10 with different scales. The whole time (i.e., $T_a = t_{gpu} + t_w + t_s$) and GPU time (i.e., $t_{gpu}$) of each epoch consumed by DBS and the typical S-SGD with different cluster scales are collected and presented in Figure 3, respectively.

![Figure 2: The accuracy and loss comparison between S-SGD and DBS with different cluster scales and initial learning rate.](image)

![Figure 3: The top half of the figures represents comparison of the whole consumed time (i.e., $T_a$) between the BBS and S-SGD with respect to the epoch, while the bottom half represents the comparison of the consumed GPU time (i.e., $t_{gpu}$).](image)
As shown in Figure 3, the consumed GPU time of the cluster is various at the first few epochs. As the training forwards, the \( t_{\text{gpu}} \) becomes approximately the same. The main reason is that the computational performance of the workers is different and the partition of the dataset is even, thus the gap in GPU time consumed by different workers is wide at the beginning, which brings the synchronous overhead and results in the waste of the computational resource. After the dynamic adjustment of the batch size and dataset by the DBS strategy, the gap of \( t_{\text{gpu}} \) is eliminated or narrowed and the waste of the computational resources is decreased, which is of great benefit to the utilization of the cluster. Therefore, the whole training time of one epoch with DBS strategy is less than S-SGD’s as shown in Figure 3 and the surface between two lines (i.e., \( T_a \) of the DBS and S-SGD, respectively) donates the saved time. When the scale \( n \) is 4, the whole consumed time of each epoch was saved approximately 12% compared to the baseline, but the advantage of the DBS decreases with the increase of the scale of the cluster. For example, when the scale \( n \) is 8, the saved time decreases to 10%, and it decreases more at \( n = 16 \). The one reason is the cluster maintenance cost (i.e., synchronization and communication cost) increases with the expansion of the cluster, which reduces the proportion of GPU time in the total training time. The other is the cluster expansion leads to fine-grained task division, which narrows the gap of the training time. In summary, the DBS strategy can effectively maintain the load balance of the cluster, speed up the distributed training by improving the utilization of the cluster, and have good expansibility simultaneously.

**Robustness of the DBS.** We will observe the robustness of the proposed DBS strategy by running other irrelevant tasks periodically during the distributed training on an illustrative cluster with 4 computational workers. The consumed time of between DBS and S-SGD with respect to the training epochs are summarized in Figure 4b. Particularly, the occurrence of irrelevant task consumes the limited GPU resource, which leads to an increase in the consumed GPU time of one training epoch. For example, the consumed GPU time of workers is approximately the same during epochs 2-10 in Figure 4a, which donates that the load balance is kept by the DBS. Suddenly, the training time of the worker 0 is more than others because of the disturbance at epoch 10 which increases the GPU time 10s until the distributed DNN training is over. That means the load balance is broken. Under the circumstance, the DBS strategy quickly adjusts the batch size and partition of the dataset to keep the balance, and the training time tends to be the same in the following training (e.g., the epochs 11-20). In practice, the disturbance occurs several times during the whole training process (e.g., the \( t_{\text{gpu}} \) of the workers 1 and 2 suddenly increases at 21 and 31, respectively), and the DBS strategy works well. With the disturbance of the irrelevant task, the whole consumed time \( T_a \) of the S-SGD increases rapidly because of the synchronization, while the DBS strategy has good robustness to overcome the disturbance and saves lots of time as shown in Figure 4b. All experiments demonstrate that the DBS has good load balancing ability compared to the classical S-SGD, which is beneficial to improve cluster utilization and reduce training time.
5 Conclusions

This paper proposed a novel Dynamic Batch Size (DBS) strategy for distributed DNN training, which makes the training time of the cluster in each iteration approximately the same by keeping the load balance of the cluster. The elimination of the waiting time among workers improves the utilization of the cluster and thereby boosts the distributed DNN training. The theoretical analysis of DBS is also provided. Extensive experimental results demonstrate the utilization and robustness of the DBS as it outperforms the classical synchronous methods with fixed batch size.

Broader Impact

To the best of our knowledge, the proposed DBS strategy is the first work focusing on the robustness of the distributed DNN training with disturbance, which can be utilized to boost all synchronous methods such as S-SGD, the model averaging methods. In other words, the researchers of the distributed DNN training no longer only focus on the improvement of the algorithm, but the acceleration of the distributed training from the perspective of the dataset partitioning and load balancing. Particularly, the experimental results have shown that the convergence of DBS is approximately the same with the S-SGD, while the DBS can effectively improve the utilization of the distributed cluster compared to the synchronous methods with good robustness.
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A The DynamicDatasetAdjust algorithm

The workflow of the DynamicDatasetAdjust function is shown in Algorithm 3. The batch size $B_{ij}^{j+1}$ of the worker $i$ is assumed to be rounded down at step 2. In order to keep the variance of rounding minimum, steps from 4 to 5 pick no more than $k$ values and round them up. After rounding twice, the $B_{ij}^{j+1}$ is a set of the exact adjusted batch size for the next training epoch. Then, the $B_{ij}^{j+1}$ is normalized, and unitized to compute the range of the sub-dataset for each worker. Note that the calculation of $B_{ij}^{j+1}$ and $[L_{ij}^{j+1}, K_{ij}^{j+1}]$ will be repeated until the distributed DNN training reaches the end.

Algorithm 3 DynamicDatasetAdjust

Require: A list of adjusted batch sizes of workers: $[B_1^{j+1}, B_2^{j+1}, B_3^{j+1}, \cdots, B_n^{j+1}]$;
Ensure: The range of sub dataset for each worker, the size of the lists is equal to the size of the cluster: $(L_{ij}^{j+1}, K_{ij}^{j+1})$;
1: Initialization: $(L_j^j = [0.0], K_j^j = [0.0])$;
2: $B_i^{j+1} = \text{roundingDown}(B_i^{j+1})$;
3: $k = \text{disparity}(B_i^{j+1}, B_i^{j+1})$;
4: $[i_{d1}, i_{d2}, \cdots, i_{dk}] = \text{argsort}(B_i^{j+1}_{\text{decimal}})$;
5: $B_i^{j+1} = \text{roudingUp}(B_i^{j+1}, k, B_i^{j+1}_{\text{decimal}})$;
6: $\text{Norm}(B_i^{j+1})$;
7: for $i = 1, n$; do
8: $L_{ij}^{j+1} = \sum_{i=0}^{i-1} B_i^{j+1}$;
9: $K_{ij}^{j+1} = L_{ij}^{j+1} + B_i^{j+1}$;
10: end for
11: return $(L_{ij}^{j+1}, K_{ij}^{j+1})$;

For example, assuming total batch size $B = 64$, $B_{ij}^{j+1} = [13.7, 16.5, 19.6, 14.2]$. After rounding down, $B_{ij}^{j+1} = [13, 16, 19, 14]$, so the $k = B - (13 + 19 + 16 + 14) = 2$. Then $B_{ij}^{j+1}$ is sorted by its decimal fraction, because $0.7 \geq 0.6 \geq 0.5 \geq 0.3$, the indexes of top-$k$ values is $[0, 2]$. After rounding up, the $B_{ij}^{j+1}$ is updated to $[14, 16, 20, 14]$. After the normalization of the $B_{ij}^{j+1}$, the ratio of the $B_{ij}^{j+1}$ is $[0.22, 0.25, 0.31, 0.22]$, and the dynamic partition $(L_{ij}^{j+1}, K_{ij}^{j+1})$ is $[[0, 0.22], [0.22, 0.47], [0.47, 0.78], [0.78, 1]]$.

B More experiments

(a) The robustness comparison of the S-SGD and the model averaging method with disturbance. For example, the synchronous period is 8 iterations (i.e., the synchronization interval: step = 8).

(b) The robustness comparison of the S-SGD and the one-shot method with disturbance.

Figure 5: The the consumed time of the model averaging and one-shot with fixed batch size increases rapidly because of the disturbance, while the DBS strategy can still save lots of time.
C Lemmas

Lemma 1 Under the assumption in Theorem 1 and $m$ the mini-batch size, larger the $m$, lower the $\mathbb{D}[\sum_{i=1}^{m}f(x_i)]$ we have.

Proof 1 let $C = \max\{\text{Cov}[f(x_i), f(x_k)]\}$, $i \neq k$

$$\mathbb{D}[\sum_{i=1}^{m}f(x_i)] = \mathbb{D}[\sum_{i=1}^{m}f(x_i)]/m^2$$

$$= \frac{1}{m^2} \{m\mathbb{D}f(x_i) + \sum_{i=1}^{m} \sum_{k \neq i} \text{Cov}[f(x_i), f(x_k)]\}$$

$$\leq \frac{1}{m^2} \{m\mathbb{D}f(x_i) + m(m-1)C\}$$

$$= \frac{1}{m}[\mathbb{D}f(x_i) - C] + C$$

D Proof of Theorem

Proof 2 let $d^j = x^j - x^*$

$$\|d^{j+1}\|^2 = \|d^j - \gamma \nabla f_i(x^j)\|^2$$

$$= \|d^j\|^2 - 2\gamma \langle d^j, \nabla f_i(x^j) \rangle + \gamma^2 \|\nabla f_i(x^j)\|^2$$

by (5) and (9), Taking expectation conditioned on $x^j$:

$$\mathbb{E}\|d^{j+1}\|^2 \leq (1 - \gamma \mu)\mathbb{E}\|d^j\|^2 - 2\gamma \mathbb{E}(f(x) - f(x^*)) + \gamma^2 \sigma^2$$

$$\leq (1 - \gamma \mu)\mathbb{E}\|d^j\|^2 + \gamma^2 \sigma^2$$

by solving the recursive inequality:

$$\mathbb{E}\|d^j\|^2 \leq (1 - \gamma \mu)^j \mathbb{E}\|d^0\|^2 + \sum_{i=1}^{j} \gamma^2 \sigma^2 (1 - \gamma \mu)^{i-1}$$

$$\leq (1 - \gamma \mu)^j \|x^0 - x^*\|^2 + \frac{\gamma \sigma^2}{\mu}$$

where we use geometric series summing-up in the last step.