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Abstract—A widely-distributed radar system is a promising architecture to enhance imaging performance. However, most existing algorithms rely on isotropic scattering assumption, which is only satisfied in colocated radar systems. Moreover, due to noise and imaging model imperfections, artifacts such as layovers are common in radar images. In this paper, a novel and imaging model imperfections, artifacts such as layovers are is only satisfied in colocated radar systems. Moreover, due to noise existing algorithms rely on isotropic scattering assumption, which architecture to enhance imaging performance. However, most distributed radar systems are anticipated to have better performance by exploiting the spatial diversity in a widely-distributed radar system. By imposing the consensus constraints on the local images formed by the distributed antenna clusters and solving the resulting distributed optimization problem, the scenario’s spatially-invariant common features are retained and the spatially-variant artifacts are mitigated in a data-driven fashion. The iterative procedure will finally converge to a high-quality global image in the consensus of all widely-distributed measurements. The proposed algorithm outperforms the existing joint sparsity-based composite imaging (JSC) algorithm in terms of artifacts mitigation. It can also reduce the computation and storage burden of large-scale imaging problems through its distributed and parallelizable optimization scheme.

Index Terms—ADMM, artifacts mitigation, consensus, distributed optimization, distributed radar imaging

I. INTRODUCTION

Advances in technology and signal processing have furthered the proliferation of privacy-preserving, all-weather, and all-day radar systems for imaging. Applications include security, assisted living, smart-buildings, and health monitoring [1], [2], to name a few. In many of these applications, to avoid occlusions and achieve high angular resolution, widely-distributed radar systems are anticipated to have better performance by exploiting the spatial diversity [3]. However, for imaging applications on such systems, the conventional isotropic scattering of targets is no longer satisfied. Thus novel imaging algorithms need to be explored.

There have been a limited number of studies on widely-distributed radar imaging in the literature. Two relevant imaging genres are the extension of classical radar imaging with a cluster of colocated antennas and the wide-angle synthetic aperture radar (WASAR) imaging. For the former genre, optimization-based imaging algorithms are proposed to obtain the image and resolve position ambiguity [4] and clock ambiguity [5] simultaneously of a system with a clusters of colocated antennas. However, in both works, the antennas are deployed such that the isotropic scattering can be assumed. Hence, this technique cannot be applied in a truly widely-distributed system, where targets exhibit angle-dependent scattering. On the other hand, there are two algorithmic approaches in WASAR. The first one is based on the attributed scattering center model, which characterizes the canonical scattering behavior of scatterers with parameters [6]. Nevertheless, the imaging involves a dictionary-based learning process that is computationally intensive [7], [8]. The second is the composite imaging algorithm [9]–[11]. It divides the whole synthetic aperture into sub-apertures that are more in line with the isotropic scattering assumption and implements image formation for each sub-aperture. Then the sub-aperture images are fused by pixel-wise maximization. Composite imaging is sub-optimal because the information from multiple aspects is not fully exploited; clearly, the fusion process can be improved by utilizing this additional information.

Consensus alternating direction method of multipliers (CADMM) is a general framework for distributed optimization [12], it has been applied to radar signal processing, such as detection [13], waveform design [14], and compressive antenna imaging [15]. To overcome the drawbacks and inability of the existing solutions [4], [5], [10] to exploit opportunities offered by widely-distributed radar imaging systems, a novel algorithm based on the CADMM framework is proposed in this paper. Contrary to the joint sparsity-based composite (JSC) imaging algorithm in [10] that fuses the sub-aperture/local images after imaging, in the proposed algorithm, information from multiple antenna clusters are fused in an iterative data-driven way during the optimization-based imaging process. By imposing the additional consensus constraints, each local image will be consistent with the corresponding measurements from each antenna cluster and, at the same time, gradually converge to a global image. In this way, the spatially-invariant common features are kept while the spatially-variant artifacts like layover effects are mitigated. Due to the distributed nature of the CADMM framework, parallelization can be implemented to enhance its efficiency.
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II. SIGNAL MODEL AND JOINT SPARSITY-BASED COMPOSITE IMAGING

The system geometry is illustrated in Fig. 1, where the dots of the same color indicate a particular antenna phase centers (APC) cluster. We further assume a distributed mono-static architecture that a cluster will not process signals from other clusters. In this architecture, the different clusters operate independently without interference due to orthogonal resources (time slots, frequency bands, etc).

When isotropic scattering is assumed, the image can be obtained by 2D (non-uniform) Fourier transform [16]–[18], or by solving an ill-posed inverse problem with prior information such as sparsity or smoothness [10], [19], [20]. However, because of the large azimuth and elevation angular extent in a widely-distributed system, an isotropic scattering cannot be satisfied across all antennas. Instead, we impose isotropic scattering only within each APC cluster \( i \in \{1, 2, \ldots, I\} \). The \( i \)-th cluster has a constant elevation angle \( \varphi_i \) and a limited extent of azimuth angles \( \theta_{\mu} \in [\mu>1, \mu-1, \ldots, 1] \), where \( m_i \) and \( M_i \) denote the starting and ending indices and \( N_i = M_i - m_i + 1 \) is the number of azimuth samples in \( i \)-th cluster. Under 2D tomographic imaging framework [16], [21], after dechirping, the signal of the antenna at \( \theta_{\mu} \) in \( i \)-th cluster is given by

\[
y^i(k, m) = \int_{\Omega} \hat{r}^i(x, y) e^{j\omega_k(x \cos \theta_{\mu} + y \sin \theta_{\mu})} dx dy,
\]

where \( \hat{r}^i(x, y) \) denotes the corresponding complex scattering coefficient of a ground target at \( (x, y) \) for the \( i \)-th cluster. \( \Omega \) is the ground footprint, which is assumed to be the same for all antennas. \( \{\omega_k = 4\pi f_k \cos \varphi_i / c\}_{k=1}^K \) denotes the wavenumber under \( \varphi_i \), \( f_k \) denotes the linear beat frequency, and \( K \) is the number of fast-time samples. By discretizing the imaging scene into \( L \) uniformly distributed pixels \( \{(x_l, y_l)\}_{l=1}^L \) and stacking \( \{y^i(k, m)\}_{k=1}^K \) into a vector \( y^i_m \), the matrix form of (1) is given by

\[
y^i_m = A^i_m \hat{r}^i + n^i_m \in \mathbb{C}^{K \times 1},
\]

where \( A^i_m \) is the measurement matrix for \((\theta_{\mu}, \varphi_i)\), \( n^i_m \) denote the error from model imperfections, noise, measurement error, etc.

Based on (2), the measurement process of each antenna can be explicitly implemented by matrix multiplication of \( A^i_m \), or alternatively, be implemented as an operator via 1D non-uniform FFT [10], [21] according to the projection-slice theorem [16]. Through a further vertical stacking of \( \{y^i_m\}_{m=m_i}^{m_i+1} \rightarrow y^i \) and \( \{A^i_m\}_{m=m_i}^{m_i+1} \rightarrow A^i \), the whole measurement process for the \( i \)-th APC cluster is given by

\[
y^i = A^i \hat{r}^i + n^i \in \mathbb{C}^{N_i \times K \times 1}\]

Besides the assumptions on the measurement model, there are other factors that will cause artifacts in the image, such as synchronization/measurement error, occlusion, shadow, noise, and a dynamic scenario. In particular, for targets located outside of the ground plane, their reconstructed locations will deviate from their actual locations, which is the well-known layover effect [18], [22]. The layover targets may overlay on the ground targets, resulting in artifacts that are undesired for post-processing. Additionally, the number of unknowns (number of pixels) is usually larger than the number of measurements. All these factors render the measurement model in (3) ill-posed, and a reasonable solution can only be obtained from prior knowledge through regularization.

One effective solution is using joint sparsity-based composite (JSC) imaging to mitigate the anisotropic scattering [10], which comprises two steps. The first step is to independently solve \( l_1 \)-regularized optimization problems for each antenna cluster to obtain \( I \) magnitude images \( \{r^i\}_{i=1}^I \) via

\[
r^i = \arg \min_{r^i} \left\{ \frac{\mu}{2} \|y^i - A^i \Theta^i r^i \|^2 + \|r^i\|_1 \right\}, \tag{4}
\]

where \( \mu > 0 \) is a hyperparameter to trade-off the data fidelity term and the \( l_1 \)-regularizer. \( \Theta^i \in \mathbb{C}^{L \times L} \) is a diagonal unitary matrix whose entries are the estimated phase angles of the pixels in \( r^i \), i.e. \( \tilde{r}^i \approx \Theta^i r^i \). The value of \( \Theta^i \) can be estimated from some initial approximate solutions [10], [23], such as from back-projection \( \Theta^i = \arg \min_{\Theta} \| y^i - \Theta r^i \|^2 \). The matrix \( A^{IH} \in \mathbb{C}^{L \times N_i K} \) is the conjugate transpose of \( A^i \) and \( \angle \) is the angle of a complex number.

The optimization in (4) can be solved by proximal gradient algorithms [24], such as the fast iterative shrinkage/thresholding algorithm (FISTA) [25], or in the ADMM manner [10]. The final JSC image \( r_J \) is obtained via a pixel-wise maximization of the \( I \) magnitude images \( \{r^i\}_{i=1}^I \) as

\[
r_J(l) = \max \{r^1(l), r^2(l), \ldots, r^I(l)\} \tag{5}
\]

III. CONSENSUS-ADMM IMAGING

While JSC imaging is useful in solving artifacts caused by anisotropic scattering, some artifacts such as layover still remain evident as they are relatively strong, and the pixel-wise maximization cannot remove them. Although it is acknowledged that the range profiles and phase of the scene vary significantly from different views, we could try to find
a global magnitude image that fits the measurements from all APC clusters by employing the consensus ADMM (CADMM)
framework. Using the terminology from CADMM, the sub-aperture images are henceforth referred to as local images. Due to the imposed consensus constraints on local images, the common features among local images are retained while the non-shared artifacts are diminished during the optimization process of the CADMM imaging algorithm. Through the proposed imaging algorithm, the measurements from widely-distributed antenna clusters can collaborate in the data domain to converge to an artifacts-mitigated global image in a data-driven fashion. The conversion to CADMM imaging algorithm is straightforward by adding the consensus constraints to (4), then the optimization problem becomes

$$
\min_{r^i, r^{i+1}, \ldots, r^I} \sum_{i=1}^{I} \left\{ \frac{\mu}{2} \|y^i - A^i \Theta^i r^i\|^2_2 + \|r^i\|_1 \right\}
$$

(6)

where $g$ denotes the global magnitude image.

Let $r = \{r^i\}_{i=1}^{I}$ and $\sigma = \{\sigma^i\}_{i=1}^{I}$, the augmented Lagrangian of (6) can be written as a sum of $I$ terms,

$$
\mathcal{L}(r, g, \sigma) = \sum_{i=1}^{I} \mathcal{L}_i(r^i, g, \sigma^i),
$$

$$
\mathcal{L}_i(r^i, g, \sigma^i) = \left\{ \frac{\mu}{2} \|y^i - A^i \Theta^i r^i\|^2_2 + \|g\|_1 + \ldots \right\}
$$

(7)

where $\langle \cdot \rangle$ denotes the inner product of vectors, $\sigma^i$ is the dual variable, and $\beta > 0$ is the augmented Lagrangian penalty hyperparameter.

It is noted that in (7), $\|r^i\|_1$ is replaced by $\|g\|_1$, which corresponds to a centralized model where the major optimization is implemented on the global image. Instead, if $\|r^i\|_1$ is used, the major optimizations are implemented on local images, which follows the common CADMM framework and corresponds to a decentralized model. For a comparison of the two models, we defer it to a later work. The imposed consensus constraints are critical in our algorithm, from which the global image $g$ is obtained adaptively and jointly from the widely-distributed radar measurements. Similar to the implementation of ADMM, CADMM is implemented via alternating updates to $r$, $g$, and $\sigma$. The resulting algorithm is shown in Algorithm 1 and the detailed explanations are given in the sequel.

A. Update of $r$

Let $g_t$ and $\sigma_t$ denote the values of $g$ and $\sigma$ after the $t$-th iteration. Since $\mathcal{L}(r, g, \sigma)$ is decomposable with respect to $r^i$, the updated value of $r_{t+1}^i$ can be obtained by each of $r_t^i$ in parallel as

$$
r_{t+1}^i = \arg \min_{r^i} \mathcal{L}_i(r^i; g_t, \sigma_t)
$$

(8)

$$
= \arg \min_{r^i} \frac{\mu}{2} \|y^i - A^i \Theta^i r^i\|^2_2 + \langle \sigma_t^i, r^i \rangle + \frac{\beta}{2} \|r^i - g_t\|^2_2
$$

Because $\mathcal{L}_i(r^i; g_t, \sigma_t)$ is differentiable with respect to $r^i$, $r_{t+1}^i$ can be obtained explicitly by letting $\nabla_r \mathcal{L}_i = 0$, which is equivalent to

$$
(\mu \Theta^i A^i H A^i \Theta^i + \beta I_L) r^i = \mu \Theta^i A^i H y^i - \sigma_t^i + \beta g_t,
$$

(9)

where $\Theta^*$ is the conjugate of $\Theta^i$ and $I_L$ is the $L \times L$ identity matrix. The matrix $(\mu \Theta^i A^i H A^i \Theta^i + \beta I_L)$ in (9) is positive definite as $\mu$ and $\beta$ are positive, and hence $r_{t+1}^i$ can be solved directly by matrix inversion, or as in our case iteratively by conjugate gradient descent algorithm.

B. Update of $g$

After obtaining $r_{t+1} = \{r_{t+1}^i\}_{i=1}^{I}$, the current $g_{t+1}$ can be obtained via solving another sub-problem of $g$.

$$
g_{t+1} = \arg \min_{g} \mathcal{L}(g; r_{t+1}, \sigma_t)
$$

(10)

$$
= \arg \min_{g} \sum_{i=1}^{I} \left\{ \|g\|_1 - \langle \sigma_t^i, g \rangle + \frac{\beta}{2} \|r_{t+1}^i - g\|^2_2 \right\}
$$

The objective function above involves information from all $I$ clusters and is not decomposable with respect to $g$, it also involves a non-differentiable function $\|g\|_1$. To solve this sub-problem via proximal gradient algorithms, the objective function is divided into the non-differentiable part $\|g\|_1$ and the differentiable part $h(g; r_{t+1}, \sigma_t)$,

$$
h(g; r_{t+1}, \sigma_t) = \frac{1}{I} \sum_{i=1}^{I} \left[ \frac{\beta}{2} \|r_{t+1}^i - g\|^2_2 - \langle \sigma_t^i, g \rangle \right]
$$

(11)

Through this decomposition, (10) becomes

$$
g_{t+1} = \arg \min_{g} \left\{ \|g\|_1 + h(g; r_{t+1}, \sigma_t) \right\},
$$

and is solved by FISTA with backtracking.
C. Update of $\sigma$ and stopping criterion

Given the current value of $r_{t+1}$ and $g_{t+1}$, the final step of each iteration is updating the dual variable via

$$\sigma^i_{t+1} = \sigma^i_t + \beta (r^i_{t+1} - g_{t+1})$$  \hspace{1cm} (13)

The aforementioned updates to $r$, $g$, and $\sigma$ are repeated until convergence \cite{12}. We define $\eta^\text{pri}_t = \sum_{i=1}^I (r^i_t - g_t)$ as the primal residual, and $\eta^\text{dual}_t = g_t - g_{t-1}$ as the dual residual after the $t$-th iteration, respectively, and $\epsilon$ as the absolute tolerance. The stopping criterion is given by

$$\|\eta^\text{pri}_t\|_2 < \epsilon \text{ and } \|\eta^\text{dual}_t\|_2 < \epsilon.$$  \hspace{1cm} (14)

IV. EXPERIMENTS AND DISCUSSION

To validate the effectiveness of the proposed CADMM imaging algorithm, the CV domes sample dataset \cite{27} is utilized in our experiments. It is a simulated data of ten civilian vehicle facet models. For each model, a X-band electromagnetic simulation produced fully polarized, far-field, mono-static scattering for a 360° azimuth angles, and elevation angles from 30° to 60°. The online sample dataset provides only $N_{\varphi} = 4$ elevation angles $\varphi = \{30\degree, 40\degree, 50\degree, 60\degree\}$. By dividing the elevation/azimuth angles into multiple clusters, the data can be regarded as a simulation of a widely-distributed mono-static radar system.

A. Results from full 360° data

Firstly, to show the superior imaging quality of the proposed algorithm, the full 360° data of ‘Jeep99’ model with HH

Fig. 2: (a)-(d) JSC images with (a) $\varphi = 30\degree$; (b) $\varphi = 40\degree$; (c) $\varphi = 50\degree$; (d) $\varphi = 60\degree$. (e)-(h) CADMM images with (e) $\varphi = 30\degree$; (f) $\varphi = 40\degree$; (g) $\varphi = 50\degree$; (h) $\varphi = 60\degree$.

Fig. 3: Full data results. (a) JSC; (b) CADMM ($\mu = 100$); (c) CADMM ($\mu = 200$); (d) CADMM ($\mu = 300$).
polarization is utilized, and the JSC algorithm is implemented as a comparison. For both algorithms, the 360° data for each \( \varphi_i \) is equally divided into \( N_\theta = 20 \) APC clusters without overlapping, and each cluster has 18° in azimuth. All imaging results are shown for magnitude above -35 dB. Except as otherwise noted, \( \mu = 100 \) is set for both JSC and CADMM, \( \beta = 50 \) and \( \epsilon = 0.01 \) are set for CADMM.

The results of both algorithms are shown in Fig. 2 where Fig. 2(a-d) are the JSC images \( (\varphi_i = 30°, 40°, 50°, 60°) \) and Fig. 2(e-f) are the corresponding CADMM images. For each \( \varphi_i \) with the same cluster division in azimuth, CADMM presents better images than JSC in terms of lower side-lobe and more concentrated energy due to the additional consensus constraints. For both algorithms, the outer parts of images expand with the increasing elevation angles, demonstrating the spatially-variant layover artifacts. On the contrary, the rectangles on the image centers remain approximately the same for different \( \varphi_i \), which could be inferred as the true target on the ground.

To mitigate the layover artifacts by further exploiting the variance along elevation, data from the 4 elevation angles are all used, while the same azimuth division \( (20 \times 18°) \) is kept. The results are given in Fig. 3 where Fig. 3(a) is the JSC image through a pixel-wise maximization across all sub-images of the 4 elevation angles. The image quality of Fig. 3(a) became even worse because the layover artifacts are strong as shown in Fig. 2(a-d), so they are preserved by the pixel-wise maximization. As a contrast, in Fig. 3(b), layover artifacts are almost eliminated because of the additional spatial diversity from different \( \varphi_i \) exploited by CADMM.

To present the convergence behaviour of the algorithm, Fig. 4 shows the values of \( \| \eta^\text{prl} \|_2 \) and \( \| \eta^\text{dual} \|_2 \) after different number of iterations for the set up in Fig. 3(b). After only 5 iterations, the dual residual began to decrease and local images began to reach consensus.

However, in Fig. 3(b), the left part of the image is missing due to the overlarge weight on the sparsity regularizer. By keeping \( \beta = 50 \) and increasing \( \mu \) to 200 and 300, the targets shown in Fig. 3(c) and (d) became more continuous, but the layover artifacts also become slightly stronger. It is a common problem in regularization-based optimization, where hyperparameter tuning is needed for a trade-off between data fidelity and regularization. For the data of two other models, Fig. 5 shows the full data results with hyperparameters \( \mu = 100 \) and \( \beta = 50 \). The high-quality shown in the obtained images could improve the performance of post-processing like target identification.

![Fig. 5: Full data results of two other models. (a) Sentra; (b) ToyotaTacoma.](image)

B. Results from limited data

![Fig. 6: Limited data results. (a) \( N_\theta = 8 \); (b) \( N_\theta = 8 \) (non-perpendicular); (c) \( N_\theta = 4 \); (d) \( N_\theta = 4 \) (non-perpendicular).](image)

In practice, it is not likely we could have 360° data. Instead, we might only get a limited number of APC clusters with
a limited angular extent. For the four elevation angles, by keeping the angular extent of each cluster as 18° and reducing the number of clusters in azimuth to \( N_\theta = 8 \) and \( N_\theta = 4 \), CADMM imaging results from the limited data are shown in Fig. 4 where the white arrows indicate the center azimuth direction of APC clusters. It is shown that, the image quality is more inferior when the data and angle diversity is limited. Besides, it also needs more iterations for convergence. As the orientation of targets is arbitrary, for the general cases when the center azimuth angle of APC clusters are not perpendicular to the targets’ facades, the reconstructed images (Fig. 4(b) and (d)) suffer from severe deterioration. Improvements can be made from different aspects in the next stages. In terms of architecture, MIMO technique can provide more angular diversities for limited number of distributed antennas. As for the imaging algorithm, random sampling, smoothness, and low-rankness can be exploited to enhance imaging quality.

V. Conclusion

In this paper, a new imaging algorithm based on the CADMM framework is proposed to mitigate the artifacts in distributed radar imaging. During the optimization process, because of the additional consensus constraints, the common features of the local images are extracted while the spatially-variant artifacts are suppressed in a data-driven manner. The measurements from distributed antenna clusters are fused to reach consensus through the proposed algorithm. The final converged global image presents weaker artifacts than composite imaging. The results of simulated data have verified the effectiveness of the proposed method. Further research might include enhancing the imaging performance under limited data and extending 2D imaging to 3D.
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