Buoyancy Versus Local Stress Field Control on the Velocity of Magma Propagation: Insight From Analog and Numerical Modelling
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Magmatic dykes interact with heterogeneous crustal stress. As a result, their propagation towards the surface can be tortuous and their propagation velocity may vary. While the deflection of dykes in response to the local stress field has been addressed by several studies, less has been done about the effect on their propagation velocity. Understanding under which conditions an intrusion may accelerate or decelerate due to crustal stress heterogeneities has obvious important implications in terms of forecasting the timing of the onset of the eruption. Here we analyse the velocity of fluid-filled crack propagation in a gelatin block characterized by a heterogenous stress field considering the case study of a load applied at the surface. We find that a crack deflected towards the load and its underlying compressive stress field is decelerated. By comparing experimental results with numerical solutions, we evidence the potential complementary role played by stress field variations and changes in trajectory orientation, controlling the buoyancy, on the velocity of magma propagation. We also show that the energy release estimated along the crack path by simplified numerical models appears to be a good proxy for the velocity. We conclude that numerical models allowing for magma path estimations could also be used to infer magma velocity variations. In addition, 1D numerical models solving for the fluid flow along a prescribed path, provide velocity variation as a function of the surrounding stress field and the magma driving pressure.
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1 INTRODUCTION

Significant progress has recently been made in forecasting eruptive vent location by applying a statistical approach and considering a magma path controlled by the local stress field, i.e. an opening of the magma intrusion perpendicular to the least compressive stress component, σ3 (Rivalta et al., 2019; Mantiloni et al., 2021). This promising approach could be further improved by considering the magma path resulting from the balance between the stress field and the magma driving pressure (Watanabe et al., 2002; Pinel et al., 2017; Maccaferri et al., 2019). It could also benefit from the recent development of three dimensional models for fluid filled fracture propagation (Zia and Lecampion, 2020; Davis et al., 2021). While possible locations for vent opening are definitely a key piece of information for assessing volcanic risk in regions of
distributed volcanism, constraining the timing of the intrusion process is also fundamental. Whereas the vent location results from the magma path, information on the velocity of propagation is needed to address the timing of the vent opening. To date, limited effort has been made to understand what controls the velocity of the magmatic intrusion, its variations and, consequently, when magma will reach the surface.

Quantitative information on dyke propagation velocity comes from seismicity migration and geodetic data, with some well-documented examples of vertical propagation, particularly at Piton de la Fournaise [e.g., Aoki et al. (1999); Battaglia et al. (2005); Peltier et al. (2005); Beauducel et al. (2020)], and many detailed studies of horizontal propagation [e.g., Einarsson and Brandsdottir (1980); Toda et al. (2002); Marti et al. (2013); Sigmundsson et al. (2015); Smittarello et al. (2019); Lengliné et al. (2021)]. From these geophysical monitoring observations, it appears that lateral propagation is usually slower than vertical ascent, in particular vertical velocities at Piton de la Fournaise have been estimated to be around 2 m/s at shallow levels whereas horizontal velocities range between 0.2 and 0.8 m/s (Toutain et al., 1992; Peltier et al., 2005). This difference in velocity could probably be related to the limited role of buoyancy in driving magma propagation for lateral transport. Another well-described feature is that the velocity does not remain constant during propagation. A near-surface acceleration of vertically rising magmas (Battaglia et al., 2005) and a decrease in velocity along the lateral propagation (Einarsson and Brandsdottir, 1980; Lengliné et al., 2021) have been documented. Phases of deceleration and thickening of intrusions have been described, sometimes resuming with rapid magma progression (Sigmundsson et al., 2015; Smittarello et al., 2019) or ending by an arrest of the intrusion precluding any eruption (Pedersen and Sigmundsson, 2006).

Analog experiments have led to a better understanding of the variations in propagation velocity experienced by fluid-filled cracks. The velocity of buoyant fluids rising up within a gelatin block has been described in several experimental studies (Takada, 1990; Heimpel and Olson, 1994; Rivalta et al., 2005; Rivalta and Dahm, 2006; Taisne and Tait, 2011). After the injection phase, a finite volume of fluid ascending by buoyancy in a homogenous gelatin tank characterized by an hydrostatic stress field reaches a constant velocity. The ascent rate remains constant as long as the crack is far enough from the free surface. An acceleration is observed when the crack approaches the free surface; this occurs at a depth which increases with the crack length (Rivalta et al., 2005; Rivalta and Dahm, 2006). Rivalta et al. (2005) also reported changes in velocity of air-filled cracks approaching rheological boundaries. The acceleration due to the free surface has been interpreted in terms of a depth-dependent effective fracture toughness by Rivalta and Dahm (2006). Decelerations of air- or oil-filled cracks propagating under surface loads or topographic highs were attributed to an increase in the compressive stress field inhibiting crack opening. In particular, Watanabe et al. (2002) described a velocity decrease affecting an oil-filled crack rising vertically below the center of a load applied at the surface [Figure 7 of Watanabe et al. (2002)].

Similarly, a decrease in velocity has been reported for air-filled cracks rising vertically below the centre of a caldera and being deflected towards the caldera rim (Corbi et al., 2016).

In theory, the velocity of a fluid-filled fracture is influenced by the competition of two dissipative processes: viscous flow and fracture surface creation (Rivalta et al., 2015; Lecampion et al., 2018). Fracture-dominated models neglect the fluid flow such that they give no direct information about the crack propagation velocity. However they can provide crack shapes, account for the crack interaction with heterogeneous stress fields and crustal heterogeneity, and compute the direction of crack growth. For instance, Maccafferri et al. (2019) used this modeling approach to calculate the path followed by air-filled cracks rising at some lateral distance from a load applied at the surface of a gelatin tank and compared them with the trajectories recorded in analog experiments. The external stress field induced by the load is responsible for the deflection of an intrusion toward the loaded region at the surface, which will follow a trajectory that depends on the magnitude of the loading, the fluid overpressure, and the crack length (Dahm, 2000; Watanabe et al., 2002; Bonaccorso et al., 2010; Maccafferri et al., 2011, 2019). Despite fairly good agreement between the trajectories recorded in experiments and the one derived from the numerical calculation, some discrepancies exist such that the simulated air-filled cracks appears to be more sensitive to the external stress field. The various possible causes of these differences are discussed by Maccafferri et al. (2019) and include the 2D assumption used in the numerical model. Viscous dominated models take into account the dynamics of magma flow but neglect the fracturing process, and can provide the propagation velocity of fluid-filled fractures. Therefore, these models have been used to study the velocity of magmatic dykes, and to investigate the effect of different factors, such as the connection to a feeding storage zone (Mériaux and Jaupart, 1995; Traversa et al., 2010), variations in rock densities (Taisne and Jaupart, 2009; Traversa et al., 2010) and a heterogeneous stress field. In particular, a decrease in velocity potentially leading to cessation of propagation was described for magma entering the compressive stress field beneath a surface load (Pinel and Jaupart, 2000; Pinel et al., 2017). The velocity decrease observed during lateral propagation was first approximated using a fluid flow model within a rigid rectangular dyke, with the length of the dyke increasing proportionally to the square root of time (Einarsson and Brandsdottir, 1980). More recently, a fully coupled simulation of the dyke horizontal propagation in two dimensions has favoured a growth of the dyke approximately proportional to the logarithm of time (Grossman-Ponemon et al., 2020). However, with the exception of lateral propagation, magma buoyancy is the main driving force for magma ascent and little attention has been paid to the velocity variations due to changes in buoyancy along the path. These variations are not only due to stratification of crustal rock densities and changes in magma density by gas exsolution, as considered earlier [e.g., Taisne and Jaupart (2009; 2011)], but also result from the change in the inclination of the magma path. As the magma trajectory is influenced by the local stress field and the buoyancy depends on the trajectory’s slope, we expect a strong interaction
between the stress field and buoyancy effects, which is the main focus of the present study.

In this study, we analyze the combined effects of buoyancy and the local stress field on the propagation velocity of fluid intrusions in an elastic medium. To illustrate the influence of a heterogeneous stress field, we consider the perturbation induced by surface loading as a case study. Besides, the influence of topographic loads in deflecting the trajectory of magmatic intrusions has been described in various settings (Bonaccorso et al., 2010; Maccaferrì et al., 2015, 2017). Here we show results from 15 analog experiments of air-filled crack propagation in a gelatin block subject to surface loading. Maccaferrì et al. (2019) studied the trajectories followed by the air-filled cracks for the same set of experiments, while here we focus on the velocity variations along those trajectories. In addition, here we also make use of the data published in Watanabe et al. (2002), for analog experiments of oil-filled crack propagation rising vertically below the center of a surface load. These observations are interpreted in terms of buoyancy variations due to changes in the dip of the fluid trajectory, and in terms of the local stress field estimated by finite element modeling. The velocity variations are compared to the gravitational and strain energy released by a fluid-filled crack moving along the recorded trajectory using a two-dimensional boundary element model for inviscid fluids. Finally, we independently calculate the velocity derived from a dynamic model for viscous flow within a fracture propagating along the prescribed path.

2 MATERIALS AND METHODS

2.1 Analog Experiments: Crack Velocity Estimation and Stress Field Calculation

In this study, we use the 15 experiments described in Maccaferrì et al. (2019). Whereas this previous study focused on the description of the parameters influencing the crack path, we here focus on the description and interpretation of the velocity of the propagating cracks. A detailed description of the experiments is provided in Maccaferrì et al. (2019), here we summarise the experimental protocol and provide new information on the velocity measurements. We performed experiments of air-filled crack propagation into a transparent brittle-elastic gelatin block, whose stress field is perturbed by a load applied at the surface (Figure 1 for the experimental setup description). A rectangular Plexiglas tank of 40 (length) × 20 (depth) × 20 (height) cm was filled with 16 L of liquid gelatin (concentration of 2% by weight) and was put in a fridge for 20 h at a temperature of 5°C, where it solidified while remaining in a fully hydrostatic state of stress. We assume that the Poisson’s ratio ($\nu$) for gelatin is 0.5 (Kavanagh et al., 2013). The gelatin rigidity (Young’s modulus, $E$) was quantified for each tank by measuring the maximum vertical displacement at the surface due to the loading. This displacement is interpreted using a 3D Finite Element Model of the strain and stress induced inside the gelatin block by the rigid load, as detailed in Smittarello et al. (2021). We estimated $E$ to be 2,150 ± 230 Pa with no significant variations between various experiments. At room temperature, we injected a controlled volume of air with a syringe from a given hole at the base of the tank (Figure 1). Several injections (up to 4) were performed successively in the same tank, using different holes and ensuring that the new paths were not affected by the previous ones. A sheet-like, air-filled crack formed and started propagating upward due to buoyancy. When the intrusion reached a chosen depth ($Z_i$), the loading mass was put on the surface of the gelatin block, at the chosen horizontal distance from the air-filled crack ($X_i$). The load applied at the surface was a metal plate with rectangular base of 6 (length) × 14 (depth) cm and mass ranging between 25.4 and 262.9 g (the load applied for each experiment is given in Table 1). In order to match the experimental setting used by Watanabe et al. (2002), we tried to set the starting depth and horizontal distance at, respectively, 2.7 times and 2.8 times the half-length of the load (i.e., 8.1 and 8.4 cm). We applied the load manually based on a visual estimation of the distance. In addition, the application of the load sometimes induces vibrations inside the gelatin for a few seconds and we start the analysis after the gelatin has reached a state of equilibrium. It follows that in practice, both $Z_i$ and $X_i$ were slightly different from the prescribed values and experimental values that are reported in Table 1. This load applied at the surface induces a heterogeneous stress field within the underlying gelatin. A compressive stress is created under the load, the magnitude of which varies with the magnitude of the applied pressure and is slightly influenced by the position of the load relative to the tank walls.

Three perpendicular cameras recorded the fluid-filled crack shape and path. Two spotlights illuminated the tank from the back and right sides (Figure 1). At the end of each experiment, we took several pictures of a ruler at different locations inside the gelatin block, in order to calculate the calibration factor $F$ needed to scale the videos. The Software TRACKER is used to measure the dimensions of the air-filled cracks and to extract their velocities and trajectories. The whole propagation is monitored, from the initiation of the crack up to the surface, but we hereafter consider only the propagation after adding the load on the gelatin. The positions of the crack tip as a function of time obtained with TRACKER are analysed with MATLAB to derive both the horizontal and vertical component of the velocity along the propagation path. Outliers are removed and velocity is filtered using a one dimensional median filter. In fact, first velocity estimations may show some outliers due to perturbations induced by applying the load; however the velocity does not vary significantly in the first centimetre following this initial perturbation. We use this part of the velocity evolution (grey rectangle in Figure 2) to estimate a reference value of the velocity characterising the behaviour of the vertical crack (Figure 2).

The three dimensional stress field inside the gelatin is calculated for each experiment using the exact position of the load with COMSOL Finite Element model in order to take into account the effect of the rigid walls of the tank (zero displacement
condition applied to the lateral and bottom boundaries of the gelatin to reproduce the adherence of the gelatin to the tank walls. We use a mesh made of about 330,000 tetrahedral units, refined in a vertical plane centred below the load as well as on the upper surface around the load (maximum size of the mesh is set to 2 mm on these surfaces). The upper surface is considered as a free surface except where the load is applied. We apply a condition of zero horizontal displacement to the lateral edge of a rigid plate (rigidity of 10^9 Pa and thickness of 4 mm) to simulate the load [see Smittarello et al. (2021) for detailed explanations]. In practice, performing a 2D calculation in plane strain approximation for the vertical plane centred below the load, results in a similar stress field estimation with increased resolution, such that in the following we use the 2D approximation for stress field estimations along the crack path. Comparison between 3D and 2D stress field is presented in Supplementary Figure S1 of Supplementary Material.

To complement our dataset of an air-filled crack initially rising at some lateral distance from the applied load, we also use the data published by Watanabe et al. (2002), which provide the velocity of oil-filled cracks rising just below the center of a surface load. These experiments were performed in a rectangular tank (58.5 cm...
in length, 26 cm in depth and 35 cm in height), the applied load had a rectangular base of 9 (length) × 20 (depth) cm and the rigidity of the gelatin is reported to be 270 Pa.

2.2 Numerical Modeling

2.2.1 2D Boundary Element Model for Inviscid Fluid-Filled Crack Propagation

Crack path inside the gelatin is modeled using the two-dimensional Boundary Element (BE) model described in Maccaferri et al. (2010, 2011). The intrusions are modeled as boundary element mixed-mode cracks in plane strain approximation and are composed of N contiguous and interacting dislocations of length ranging between 0.035 and 0.075 cm, in an elastic half-space, with N in the range 50–100. The fluid-filled crack opens and slips under normal and shear stresses constraints, which are given by the fluid overpressure and by the shear component of the external stress field, respectively. The overpressure within the crack is defined as the difference between the fluid pressure and the normal component of the external stress ($\sigma_n$ with respect to the orientation of each dislocation element). The fluid pressure profile is hydrostatic (linear and depth dependent), and the fluid density (density set at 0 for the air and 810 kg/m$^3$ for the oil) and pressure account for fluid compressibility (set at $10^{-5}$ Pa$^{-1}$ for the air and at $10^{-9}$ Pa$^{-1}$ for the oil). The external stress is the stress acting within the gelatin and results from the superposition of an isotropic, depth-dependent, lithostatic stress ($\rho_{gel} \times g \times z$, where $\rho_{gel}$ is the density of the gelatin set to 1,020 kg/m$^3$, $g$ is the acceleration due to gravity, and $z$ is the depth) and the elastic stress induced by loading of the surface as estimated with COMSOL FE model (section 2.1). Elastic properties of the solid medium are fixed based on gelatin physical properties. We set the cross-sectional area of the crack (2-D volume of the intrusion) in order to obtain a starting length of the fluid-filled crack equal to the one measured in the experiments, as reported in Maccaferri et al. (2019) and Watanabe et al. (2002) (values listed in Table 1). The elastic and gravitational energy release are estimated along the trajectory as detailed in Maccaferri et al. (2011). Trajectories are obtained by incremental elongations of the crack in the direction that maximises this energy release. In the present study we are using the fluid-filled crack propagation model to solve for the crack shape, and compute the energy release, along specific paths of interest. Therefore, we run new numerical simulations imposing the trajectory, instead of solving for it, following either the direction of the maximum compressive stress, $\sigma_n$, or the paths followed by the air-cracks in analog experiments. In all cases, we always start from a vertical initial crack. Following Watanabe et al. (2002), along each trajectory, we can define a proxy for the buoyancy $\sigma_{buoy}$ as:

$$\sigma_{buoy} = \left(\rho_{gel} - \rho_{fluid}\right) \times g \times L_z / 4,$$

with $L_z$ the crack vertical extension. Note that, as vertical extension controls buoyancy, the dip of the crack has a strong influence on this driving pressure. We also perform numerical simulation artificially removing the effect of the upper free surface. This is done by adding an upper medium above the gelatin with zero density and the same elastic parameters as the gelatin.

2.2.2 Cross-Correlation Analysis Between Measured Velocity and Intrusion Parameters

In order to get better insights about what causes the observed velocity variations, we extract several parameters from the numerical simulations of the experiments, such as the fluid overpressure, the normal component of the stress field, the buoyancy at the crack tip, and the energy release. We then calculate the Pearson coefficient to quantify the linear correlation between the measured velocity and each of the parameters we derived from the numerical simulations, all as function of depth. The Pearson coefficient quantifies the direction and strength of a linear correlation taking values between −1 and 1, with 0 implying no linear correlation between the two sets of variables, and values close to 1 or −1, implying a positive or negative linear correlation, respectively.
2.2.3 1D Dynamic Propagation Along a Prescribed Path

We model the propagation of a viscous fluid-filled fracture along the path followed by the crack in analog experiments using the method described in Pinel et al. (2017). Following the approach of Lister (1990a, b), this dynamic model takes into account a viscous dominated-regime by neglecting the strength of the surrounding rocks and focusing on the balance between buoyancy, viscous pressure, and elastic stresses. While these simulations may not be appropriate to describe air injections into gelatin, as the viscosity of air is very low, it is useful for understanding magma propagation in a similar context. The dyke cross section on a plane perpendicular to the fracture wall can be expressed as follows:

\[
\Delta \sigma(s, t) = \Delta P_o + (\rho_{gel} - \rho_{fluid})\sigma_n(z(s) - z_{s,0}) - \sigma_n(s) + \rho, \quad (2)
\]

where \(\Delta \sigma\) is the fluid overpressure, \(\Delta P_o\) is the fluid pressure at the fracture bottom, corresponding to the reservoir overpressure in natural cases, \(\sigma_n\) is the component perpendicular to the fracture wall of the external stress field induced by the load as calculated using the FE model COMSOL, and \(\rho\) is the viscous pressure drop induced by the flow considering the fluid as Newtonian, viscous and incompressible (\(\rho\) being equal to zero for a static dyke). The values of \(\sigma_n\) calculated from COMSOL are interpolated along the trajectory with a rational equation of degree four in order to have an analytical expression for the function \(\sigma_n(s)\) and its first and second derivatives. When simulating the experiments of air injections, the system is characterized by two dimensionless numbers

\[
N_1 = \left( (\rho_{gel} - \rho_{fluid})gZ_s / \Delta P_o \right), \quad (3)
\]

comparing the maximum buoyancy force (for a fluid-filled crack of vertical extent \(Z_s\)) with the source overpressure; and

\[
N_2 = \left( \Delta P_o + (\rho_{gel} - \rho_{fluid})gZ_s \right) / P_{load} = \Delta P_o (1 + N_1) / P_{load}, \quad (4)
\]

which compares the total fluid driving pressure with the applied loading pressure.

Following Traversa et al. (2010), the timescale \([t]\) for opening the crack over a length \(Z_s\) with a uniform overpressure \(\Delta P_o\) can be expressed as

\[
[t] = \frac{4\mu Z_s^2 E^2}{\Delta P_o a^2 (1 - \nu^2)^2}, \quad (5)
\]

with \(\mu\) the magma viscosity. We thus scale the velocity of propagation by

\[
[v] = \frac{\Delta P_o a^2 (1 - \nu^2)^2}{4\mu Z_s E^2}, \quad (6)
\]

In the numerical simulations we have to set a positive "bottom overpressure" condition (the fluid-filled crack is always connected with a pressurized reservoir, in the numerical model). This does not strictly match the experimental conditions, as our air-filled cracks disconnect from their source, right after the air injection is finished. However, we can still apply the numerical model using different bottom overpressure conditions and evaluate its effect in comparison with the buoyancy force (which is the only driving force in the experiments).

3 RESULTS

3.1 Velocity Variations in Analog Experiments

The reference velocity (Figure 2) corresponding to the vertical ascent in absence of stress field perturbation is reported in Table 1 for all the experiments considered. This velocity depends on the density contrast between the injected fluid and the gelatin, the elastic properties of the gelatin and the crack length (Takada, 1990; Heimpel and Olson, 1994). When considering the 15 experiments of air injection, characterized by the same gelatin physical properties, this velocity is proportional to the volume of fluid injected (Supplementary Figure S2 of supplementary material), which is consistent with the finding of Takada (1990), the volume being proportional to the crack length to the power of four (Smittarello et al., 2021).

Figure 3 shows the relative velocity variations with respect to the reference velocity along the path followed by cracks propagating inside the heterogeneous stress field induced by the load applied at the surface. When a load is applied with a lateral offset over a vertically ascending crack, this crack tends to be deflected towards the load. This deflection increases with the ratio between the amplitude of the applied load and fluid pressure (Watanabe et al., 2002; Macciaferri et al., 2019) and is more pronounced for shorter cracks (Macciaferri et al., 2019). On Figure 3 we can observe a significant velocity decrease along the two most deflected trajectories (experiments EXP61 and EXP34). The same velocity decrease is also seen for the crack rising vertically below the load as previously described by Watanabe et al. (2002). For the crack ascending below the load, the observed velocity decrease is explained by the crack propagation inside the compressive stress field induced by the load as modelled by Pinel et al. (2017), whereas for the deflected ones this velocity decrease occurs at a normalized depth around 1, that is to say well before the crack reaches the compressive stress field (represented in dark brown on Figure 3). A significant velocity increase is also observed close to the surface for several of the trajectories reaching the surface at some distance from the load: experiments EXP60, EXP45 and EXP31, for instance, show a clear acceleration, consistently with the free-surface effect described by Rivalta et al. (2005) and Rivalta and Dahm (2006). However, not all the experiments show this effect (cf. EXP49 in Figure 3). This may be due to the stiffening of the gelatin surface which may have occurred because of water evaporation (Kavanagh et al., 2013). This process is expected.
to affect only the surface of the gelatin, it does not induce any change in the Young’s modulus of the gelatin at depth (below a few mm from the surface) so that no significant change is recorded in the Young’s modulus measurements by surface loading.

### 3.2 Insight From BE Model Solving for Inviscid Fluid-Filled Crack Propagation

In order to investigate the cause of the velocity decrease observed for cracks rising vertically below the load and for cracks deflected towards the load, we simulated the crack ascent for the vertically ascending crack of Watanabe et al. (2002) and for our experiment EXP61 (cf. Tab. 1, WAT and EXP61, respectively). Figure 4 shows the evolution of the buoyancy (Figure 4B) and of the normal component of the stress field induced by the load (Figure 4C) along the experimental paths (trajectories 1 and 4 in Figure 4A). Figure 4B shows that buoyancy is constant along the vertical crack trajectory, and it always decreases along the trajectory followed by experiment EXP61. This decrease is due to the dip of the trajectory, and reaches its maximum gradient at a normalized depth around 0.5. Just beneath the surface, the dip of the trajectory being close to 45°, the buoyancy is reduced by 50%. Regarding the normal component of the stress field (Figure 4C), it decreases continuously along the trajectory of experiment EXP61 due to the fact that the crack remains outside the most compressive area. This decrease is expected to favor the crack opening and its propagation. On the contrary, the normal compressive stress increases along the trajectory for the crack ascending vertically below the load. We can thus conclude that whereas the velocity decrease observed in experiment WAT is clearly due to the compressive stress field for the vertical crack, which corresponds to the effect modeled in Pinel et al. (2017), for the deflected experimental path (experiment EXP61) the velocity decrease recorded only results from the reduction of buoyancy induced by the horizontalization of the magma trajectory. In this case, the effect of the stress field is only indirect, inducing deflection of the trajectory, which leads to a reduction in buoyancy. Note that for a crack rising vertically away from the surface load, no change in buoyancy or significant change in the stress field occurs along the path, so the velocity does not change significantly (see EXP29 in Figure 3). We performed the same analysis along two additional trajectories relative to experiment EXP61: one was obtained using the BE model to compute the energetically-preferred path, and the other was obtained following the direction perpendicular to $\sigma_3$ and aligned with $\sigma_1$ (which is widely used as proxy for the propagation path of hydrofractures). The results are shown in Figure 4 and labeled as curves three and two, respectively. We always start with an initially vertical crack. When the BE crack follows the direction of $\sigma_1$ (trajectory number two in Figure 4A), the upper tip of the crack will be subject to a very sharp deflection at the beginning of the propagation. This causes a faster decrease of the normalized buoyancy parameter with respect to the other simulations (Figure 4B). This fast decrease in $\sigma_{buoy}$ (curve number two in Figure 4B) continues until the BE crack has fully entered the curved trajectory, or—in other worlds—when the lower tip of the crack reaches the starting depth of the upper tip, $Z_\star$. After this point the buoyancy parameter starts to increase again, due to the overall verticalization of the crack orientation. Along the trajectory derived from the BE model (curve three in Figure 4B), the buoyancy decreases faster than in the experimental trajectory EXP61, and it starts to increase again before reaching the surface load (consistently with the trajectory from the BE model being deflected at deeper depth with respect to the experimental trajectory EXP61). The normal stress experienced by the crack approaching the loading (curve 3 Figure 4C) is also remarkably different from the one in
experimental trajectory EXP61 (curve 4, Figure 4C): in fact, even if the BE trajectory ends approximately in the same location as the experiment EXP61, the dip angle of these two cracks are very different, hence the normal component of the stress field they experience are different. These differences are even larger when comparing the \( \sigma_1 \) trajectory with the experimental trajectory EXP61, curves two in Figures 4A–C. Given these results, it appears to be important to use the parameters extracted along the experimental trajectory (rather that the ones obtained with the BE model or, worst, with the \( \sigma_1 \) trajectory) in order to compare them with the velocity variations observed for the analog experiments. We will thus follow this strategy, and in the following we will always refer to the parameters extracted from the BE model results along the trajectory that was actually followed by the experimental crack.

The BE model is based on a quasi-static approach which cannot provide any insight into the velocity of propagation. However, it provides the energy release associated with the crack propagation. The energy release represents the excess between the energy gained at a propagation-step of the BE model (crack elongation), and the energy spent to fracture the host medium at the crack tip. However, a physical process should conserve the total energy of the system, so what is the meaning of such positive energy release? What is not considered in this model are all the possible forms of energy dissipation related with the dynamic of the fluid-filled fracture propagation process (fluid viscosity, plastic effects at the crack tip, elastic wave emission, and possibly more): the energy dissipation should equal the energy release to balance the total energy budget. This implies that the larger is the energy release associated with the crack propagation, the larger should be the energy dissipated by dynamic processes (which are velocity dependent). Therefore the energy release may correlate with the velocity of crack propagation. In order to check this hypothesis, we compare both values, energy release and velocity, for experiments showing a significant velocity variation along the trajectory: the vertical crack ascending below the load as well as the most deflected path (EXP61). We also perform this analysis on a less deflected crack showing a marked acceleration at shallow depth (EXP60) and a crack rising vertically away from the surface load with no significant velocity variation (EXP29). Results are presented in Figure 5. For experiments WAT and EXP61 the energy release (red line in Figures 5C,F) decreases when the crack rises towards the surface, which appears consistent with the observed velocity decrease (Figures 5B, E). However at shallow depth, there is an increase in the energy release, which is not observed in the velocity. This increase of the energy release is due to the free surface, which causes an effective reduction of the fracture toughness (Rivalta and Dahm, 2006). However, the free surface condition may not be realistic for a crack approaching a rigid load at surface. To correct
FIGURE 5 | Comparison between the velocity evolution and the strain and potential energy release along the trajectory for four selected experiments: WAT from Watanabe et al. (2002) (A–C), EXP61 (D–F), EXP60 (G–I) and EXP29 (J–L) from Maccaferri et al. (2019). (A,D,G,J) Experimental path recorded represented superimposed on the horizontal component ($\sigma_{xx}$) of the stress field perturbation induced by the load applied at the surface. Stress is normalized by the pressure applied at the surface, compression is positive while tension is negative. Vertical and lateral dimensions are normalized by the half-length of the load applied at the surface. The grey line is for the position of the applied load. (B,E,H,K) Evolution of the recorded velocity as a function of depth (black dots are for the filtered velocity and the red line is an interpolation. For the experiment WAT, this interpolation was derived from values presented in Figure 7 of Watanabe et al. (2002). Note that the horizontal scale chosen is different for each experiment. (C,F,I,L) Strain and potential energy release along the trajectory derived from the BE model. Plain line in red is for the value obtained with a free surface and the circles in black are for the values obtained after the free surface was artificially removed. Note that the horizontal scale chosen is different for each experiment.
for it, we run the BE simulations removing the free surface (circles in panels c and f of Figure 5), and in fact we obtain more consistent results for the energy release when compared with the recorded velocity. For EXP60, there is a slight velocity increase due the crack inclination but this time the most important feature in the velocity evolution is the strong velocity increase at shallow depth consistent with the energy release when considering the free surface (plain line in Figure 5I). For EXP29, no significant velocity variation is observed even if a velocity increase at shallow depth seems to be observed consistently with the free surface effect. From our numerical results, the free surface effect occurs at larger depth for longer vertical cracks (Supplementary Figure S3 of Supplementary Material). We also notice that for a given crack length, the free surface influence occurs at shallower depth for inclined cracks when the angle between the trajectory and the vertical becomes larger than 40° (Supplementary Figure S4 of Supplementary Material).

Finally, using the Pearson correlation coefficient, we were able to quantify the relation between velocity variations (Figure 6A) and energy release variations, the energy release being numerically calculated either considering the free surface or removing its effect (Figures 6B,C). Figure 6D shows correlation coefficients for all experimental trajectories, circles and inverted triangles being for energy release considering the free surface or removing it, respectively (note that the calculations performed without free surface are meant to better explain the experiments where the crack approaches the gelatin surface in correspondence of the loading plate). For most of the experiments performed, one of the Pearson coefficient is larger than 0.5, which indicates a positive linear correlation between the energy release along the trajectory and the velocity. For all cracks reaching the surface close to the load (at a distance from the load smaller than the length of the load, $x^* < 2$), the Pearson correlation coefficient calculated is always larger when removing the free surface effect,
driving pressure is given by the assumption that this velocity of the fracture tip is controlled by the external stress and the trajectory controlled by the magma buoyancy. This model provides velocity evolution along the trajectory based on the experimental trajectories (Pinel et al., 2017). This model is known to bring valuable information on the magma intrusion behavior recorded in experiments, analog work is essential to distinguish behaviors and to validate numerical models.

4 DISCUSSION AND CONCLUSION

Combined interpretation of experimental results and numerical models is extremely informative and may potentially lead to significant advances in the understanding of magma transport in the crust. While numerical models provide insight into the physics of the behavior recorded in experiments, analog work is essential to distinguish behaviors and to validate numerical models. Fracture-dominated models for fluid propagation which neglect the dynamics of fluid flow inside the fracture, are known to bring valuable information on the magma intrusion trajectory controlled by the balance between the magma buoyancy and the local stress field (Maccacferri et al., 2011, 2014, 2017; Davis et al., 2021). In this study, by comparing numerical results with experimental observations, we show that fracture-dominated models may also provide some insight into the velocity variations through the estimation of variations of the energy released along the path. In particular, we show that, associated with the velocity decrease observed when a fluid-filled crack rises vertically under a load applied at the surface [experience from Watanabe et al. (2002)], there is a decrease of the energy released along the path as the crack enters the compressive
stress field induced by the load. Similarly experimental cracks deflected towards the load [experiments described in Maccaceri et al. (2019)] show a velocity decrease together with a decrease of the energy released; however this time the variation recorded is not induced directly by the stress field but by a decrease in buoyancy resulting from the crack dip. Thus, we highlight the key influence of buoyancy on propagation velocity, with a larger buoyancy resulting in higher velocities. This supports the hypothesis that the lower velocity recorded for laterally propagating dykes compared to vertically rising ones is related to the absence of buoyancy as a driving force for lateral propagation. In addition, our study clearly evidences that the velocity decrease in fluid propagation resulting from either a local compressive stress field or a reduction of buoyancy is correlated with a decrease of the energy released along the propagation path. In most experiments, where the crack reaches the surface at a certain distance from the applied load, we observe an increase in velocity just before the crack reaches the surface, which corresponds to the increase in energy released below the free surface. From the experimental velocities recorded, we could also infer that the free surface is not felt by cracks reaching the surface below or close to the applied load in our experiments. In this case the velocity evolution is consistent with the energy release calculated in absence of free surface. As recent progress have been made for 3D BE models solving for crack propagation (Davis et al., 2021), the use of energy release quantification opens new possibilities to quantify the impact of both the local stress field and the buoyancy on the velocity of finite fluid-filled cracks propagation and consequently on the timing of new volcanic vents opening.

However magma is a viscous fluid, such that part of the energy released during propagation is dissipated by the viscous flow; it follows that propagation of magmatic intrusions is expected to occur in the “viscous dominated” regime. As it is very difficult to drain a viscous fluid from a thin fissure, in the viscous dominated regime, there is limited fracture closure at the bottom and the magma rise to the surface building a tail connected to the feeding storage zone. We confirm here the efficiency of dynamic fluid flow models run along a prescribed trajectory to capture the velocity evolution depending on the local stress field and buoyancy. A direct comparison between our simulations for viscous fluid-filled cracks and the air-filled experiment EXP61 is limited by the negligible viscosity of the air that causes the air crack to pinch closed at its tail and propagate as an isolated crack. Conversely, in the numerical model the fracture remains open at the bottom and a reservoir overpressure is applied promoting the fracture propagation in addition to the buoyancy. This numerical model’s conditions are more suitable to represent oil-filled crack experiments such as those of Watanabe et al. (2002) and the velocity decrease observed in exp. WAT in Figure 3, or for modeling magmatic dykes rising from a storage zone, as in Pinel and Jaupart (2000) for a vertical dyke interacting with the load of a volcanic edifice, and in Pinel et al. (2017) for a magmatic dyke deflected by a topographic load and decelerated. The decrease in velocity observed along the dyke path in Figure 7 is consistent with the deceleration recorded for laterally propagating dykes, which are the most studied. However, this model had never been used to interpret velocities recorded in air-filled crack propagation experiments so far, and we believe this comparison is useful to understand how the dynamic model performs in the “fracture dominated” domain. Here we note that as a direct consequence of the viscous flow, our simulated velocity decreases also for the vertical propagation under lithostatic stress conditions (dashed red line in 7), contrary to the approximately constant velocity observed, for instance, in EXP 29, where the air-crack rises vertically, far from the applied load (Figure 3). This difference is due to the viscous pressure drop which increases and dissipates more and more fluid pressure as the fracture grows and its tail is lengthening (as fracture closure at the bottom is prevented). The comparison between model results and experiments proves that the viscous pressure drop is negligible for the air-cracks, or conversely, that the air-crack experiments are not able to capture the viscous flow features that are characteristic of magmatic dykes, and are well described by dynamic viscous flow models. Viscous flow models, even if not perfectly suitable to describe air-filled cracks, still confirm that the velocity decrease observed for deflected trajectories in our experiments is not caused directly by the local stress field, but results from the orientation of the trajectory which modulates the buoyancy. These dynamic fluid flow models remain limited as they cannot solve for the path, which is key to correctly infer the buoyancy and stress influence and might be influenced by the viscous flow itself. Besides they neglect the fracturation, which prevents to address, for instance, free surface effects that might influence the magma velocity at shallow level (Rivalta and Dahm, 2006). In order to fill the gap between viscous- and fracture-dominated models, the next step should be to include the effect of the viscous flow on the shape and trajectory of the crack in a BE models for fluid-filled fracture propagation, dropping the quasi-static assumption. Experiments with more viscous fluids will also be required to validate these new models.
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