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Abstract—Spiking Neural Networks (SNNs) contain more biologically realistic structures and biologically-inspired learning principles than those in standard Artificial Neural Networks (ANNs). SNNs are considered the third generation of ANNs, powerful on the robust computation with a low computational cost. The neurons in SNNs are non-differential, containing decayed historical states and generating event-based spikes after their states reaching the firing threshold. These dynamic characteristics of SNNs make it difficult to be directly trained with the standard backpropagation (BP), which is also considered not biologically plausible. In this paper, a Biologically-plausible Reward Propagation (BRP) algorithm is proposed and applied to the SNN architecture with both spiking-convolution (with both 1D and 2D convolutional kernels) and full-connection layers. Unlike the standard BP that propagates error signals from post to presynaptic neurons layer by layer, the BRP propagates target labels instead of errors directly from the output layer to all pre-hidden layers. This effort is more consistent with the top-down reward-guiding learning in cortical columns of the neocortex. Synaptic modifications with only local gradient differences are induced with pseudo-BP that might also be replaced with the Spike-Timing Dependent Plasticity (STDP). The performance of the proposed BRP-SNN is further verified on the spatial (including MNIST and Cifar-10) and temporal (including TIDigits and DvsGesture) tasks, where the SNN using BRP has reached a similar accuracy compared to other state-of-the-art BP-based SNNs and saved 50% more computational cost than ANNs. We think the introduction of biologically plausible learning rules to the training procedure of biologically realistic SNNs will give us more hints and inspirations toward a better understanding of the biological system’s intelligent nature.
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I. INTRODUCTION

THE rapid development of deep learning (or Deep Neural Network, DNN) breaks many research barriers towards a unified solution by easy and efficient end-to-end network learning. DNNs have replaced many traditional machine learning methods in some specific tasks, and the number of these tasks is still increasing [1]. However, during the rapid expansion process of DNNs, many important and challenging problems are exposed accordingly, such as adversarial network attacking [2], [3], catastrophic forgetting [4], data-hungry [5], lacking causal inference [6], and low transparency [7]. Some researchers try to find answers by making efforts on the inside research of the DNN itself, such as constructing specific network structures, designing more powerful cost functions, or building finer visualization tools to open the black box of DNNs. These efforts are efficient and have contributed to the further development of DNNs [8]. In this paper, we think there are some alternative and easier approaches to achieving these goals, especially on robust and efficient computation, by turning into the biological neural networks and getting inspirations from them [9]–[17].

The Spiking Neural Network (SNN) is considered the third generation of Artificial Neural Networks (ANNs) [18]. The basic information unit transferred between neurons in SNNs is discrete spikes, containing the membrane potential state’s precise timing for reaching the firing threshold. This event-type signal contains inner neuronal dynamics and the historically accumulated (and decayed) membrane potential. Spike trains in SNNs, compared to their counterparts, firerates (here we define the firerate as an analog value to describe the propagated information) in ANNs, have opened a new time coordinate for the better representation processing of sequential information. Besides neuronal dynamics, biologically-featured learning principles are other key characteristics of SNNs, describing the modification of synaptic weights by local and global plasticity principles. For local principles, most of them are “unsupervised”, including but not limited to the Spike-Timing Dependent Plasticity (STDP) [19], [20], the Short-Term Plasticity (STP) [21], the Long-Term Potentiation (LTP) [22], [23], the Long-Term Depression (LTD) [24], and the lateral inhibition [25], [26]. For global principles, they are more “supervised”, with fewer number sizes than local ones, but more related to network functions, e.g., plasticity propagation [27], reward propagation [28], feed-back alignment [29], and target propagation [30].

SNNs are different from structures and functions, such as the echo state machine [31], the liquid state machine [32], the feed-forward architecture with biological neurons [12], [33], and some task-related structures [34]–[36]. Some tuning methods of SNNs are BP-based (e.g., ReSuMe [37], SpikeProp [38], and ANNs trained with BP first and then converted into SNNs [39]) or BP-related (BP through time [40], [41], SuperSpike [42], and STDP-type BP [43]). There are still some efforts to train SNNs with biologically plausible plasticity principles (e.g., STDP or STP-based learning [19], [21], [44]–[48], equilibrium learning [49]–[51], multi-rule-integrative learning [52]–[54], and curiosity-based learning...
This paper focuses more on training SNNs with biologically plausible learning principles instead of directly tuning them with BPs to get closer to understanding the brain first and then achieving human-level artificial intelligence. Hence, the SNN with spiking-convolution layers (containing both 1D and 2D spiking-convolution kernels) and full-connection layers (containing neuronal dynamics) is constructed and tuned with the proposed Biologically-plausible Reward Propagation (BRP), named BRP-SNN. The BRP-SNN focuses on describing the neuron-level dynamic computation of membrane potential and the network-level rewiring of global synapses. Unlike other tuning methods that usually focus more on local plasticity principles (e.g., the STDP and the STP) or mixed local and global principles, we use the global BRP only for simplicity and clarity. After the global reward propagation, synaptic modifications are further induced with only local gradient differences that can also be replaced with the STDP and the modifications are further induced with only local gradient.

The main contributions of this paper include the following:

- We construct a multi-layer SNN architecture containing LIF neurons and a network with efficient spiking-convolution and spiking-pooling layers.
- We propose a new Biologically-plausible Reward propagation (BRP) for the efficient learning of SNNs. Unlike other BP-based tuning algorithms, the BRP tunes the hidden neurons globally with only labels from the output layer instead of layer-by-layer error backpropagation. This new method has a much lower computational cost for reaching the same performance. Besides, the reward information is more biologically plausible than other error-based signals in the biological system. We think this is an alternative effort to achieve biologically efficient learning by tuning biologically realistic SNNs with biologically plausible plasticity principles.
- We use both spatial (including MNIST and Cifar-10) and temporal (including TIDigits and DvsGesture) datasets to test the proposed algorithm’s performance on SNNs. The BRP-SNN achieves high performances (accuracy on test sets, 99.01% for the MNIST, 57.08% for the Cifar-10, 94.86% for the TIDigits, 80.90% for the DvsGesture), compared with that by other state-of-the-art (SOTA) SNNs tuned with pure biologically-plausible principles. Furthermore, the BRP-SNN also shows power on a lower computation cost (saving more than 50% neuron computation).

The remainder of the paper is organized as follows. Section II gives a brief introduction of the information processing in biological neurons and networks. Section III describes the multi-layer SNN with spiking-convolution and spiking-pooling layers, which is then tuned by three types of target propagation methods (including BRP). Section IV introduces the comparable convergence, lower computational cost, and better (or compatible) performance of BRP-SNN compared to other SOTA algorithms tuned with biologically plausible (or BP-based) learning methods. Finally, some conclusions are given in Section V.

## II. BACKGROUND OF BIOLOGICALLY-PLausible INFORMATION PROCESSING

### A. Dynamic spiking neurons

Dynamic neurons in SNNs are very different from their counterpart activation functions in DNNs. The neurons communicate to each other in different layers of SNNs with discretely event-based spikes but not continuous firerate spikes. The biological network is asynchronous, containing obviously multi-clocks at different time scales, from synapses, neurons to networks. The biological brain handles this multi-scale information processing challenge with event-based spikes containing spatial and temporal signals. These complex dynamics of spikes also make the

![Fig. 1: An example of dynamic LIF neurons in SNNs.](image)

Basic computational units in SNNs are different types of dynamic neurons, for example, the Hodgkin-Huxley (H-H) neuron, the Leaky Integrated-and-Fire (LIF) neuron, the Izhikevich neuron, and the spike response neuron (SRM). The LIF neuron describes the dynamics of membrane potentials (shown in Fig. 1). The typical LIF neuron dynamically updates its membrane potential $V_i(t)$ in a long-range time domain, according to:

\[
\begin{align*}
C \frac{dV_i(t)}{dt} &= g(V_i(t) - V_{rest}) + \sum_{j=1}^{N} W_{i,j} X_j(t) \\
V_i(t) &= V_{reset} \quad \text{if} \quad (V_i(t) > V_{th}, t - t_{spike} > \tau_{ref})
\end{align*}
\]

where $\tau_{ref}$ is refractory period, $g$ is synaptic conductivity, $V_{reset}$ is reset value after $V_i(t)$ reaches firing threshold $V_{th}$. The resting membrane potential $V_{rest}$ is set as an attractor of $V_i(t)$ especially when no stimulus input is given. $C$ is membrane capacitance. $dt$ is minimal time step for $V_i(t)$ update (usually set as 0.1-1 ms). $j$ is neuron index of presynaptic neuron. $i$ is current neuron index. $N$ is number of neurons in the current layer. $W_{i,j}$ is synaptic weight between the presynaptic neuron $j$ and the current neuron $i$. $t_{spike}$ is specific spike time of the neuron $i$. $X_j(t)$ is neuronal input from the presynaptic neuron $j$. All these neuronal dynamics will proceed within a time window $T$.

### B. The biological plausibility of the BRP

The computation in the biological network is asynchronous, containing obviously multi-clocks at different time scales, from synapses, neurons to networks. The biological brain handles this multi-scale information processing challenge with event-based spikes containing spatial and temporal signals. These complex dynamics of spikes also make the
conventional BP-based algorithms difficult on the network learning.

Fig. 2 shows an example of spikes information processing at convolution and pooling layers, where multi-clock spikes (including local time clock inner neurons and global ones between layers) are integrated for the generally complex information encoding.

The biological system will release dopamines from neurons in the basal ganglia directly to other brain circuits (e.g., rerouting by thalamus) to change the synaptic states. This procedure has inspired us to propose the BRP algorithm, which is efficient and different from the BP in ANNs [47].

### III. Method

Here we add a Spike flag into standard LIF neurons in order to slow down the update speed of $V_i(t)$ instead of absolutely blocking it during the refractory period, shown as follows:

$$\begin{align*}
C \frac{dV_i(t)}{dt} &= g(V_i(t) - V_{rest})(1 - \text{Spike}) \\
&+ \sum_{j=1}^{N} W_{i,j} X_j(t) \\
V_i(t) &= V_{rest}, \text{Spike} = 1 \quad \text{if } V_i(t) = V_{th} \\
\text{Spike} &= 1 \quad \text{if } (t - t_{spike} < \tau_{ref}, t \in (1, T)) \tag{2}
\end{align*}$$

where $V_i(t)$ is the integration of its historical membrane potential $V_i(t-k)$ ($k \in 1, 2, 3, \ldots$) with decay $g^k$ and its current input stimulus $X_j(t)$. The $g$ (i.e., conductivity) is the decay factor of $V_i(t)$ which is usually designed as a hyper-parameter with a value smaller than 1 nS (nanosecond). Spike will be generated if $V_i(t)$ reached the firing threshold $V_{th}$, and at the same time, $V_i(t)$ will also be reset as a predefined membrane potential $V_{rest}$. Furthermore, a parameter of refractory time period $\tau_{ref}$ is given, during which $V_i(t)$ will have a much lower update speed. $V_{rest}$ can also be considered as one attractor of $V_i(t)$ especially when no input $X_i(t)$ is given and no Spike is generated, where the membrane potential $V_i(t)$ will be dynamically decayed into $V_{rest}$. The inner iterative time window $T$ for calculating neuronal dynamics is in a range of 10 to 100 milliseconds.

### A. Spiking-convolution layer with 1D and 2D kernels

The 1D and 2D convolutions have been proved efficient on temporal and spatial information processing, respectively. The reusability of convolutional kernels (i.e., the sharing of synaptic weights) also contributes to network learning towards the anti-overfitting characteristic of SNNs to some extent.

As shown in Fig. 3, each layer’s signal is represented as spike trains. For simplicity, the time clock $t$ that inside the LIF neuron for the membrane potential update is designed as the same as the outside neuron clock $T$ used for the signal propagation from previous to post layers. This configuration means the time range of information propagation within and outside of neurons is all $T$ for computation ease. The convolutional layer 2D (or 1D) spiking input with height and weight dimensions (or with only the height dimension for the 1D input, i.e., green bars in Fig. 2), and then makes the convolution with 2D (or 1D) kernels. These neurons in kernels are designed as dynamic neurons containing spikes that encode event-based signals with a learning time $t$ going by (until $T$). Then the spikes after convolutions further proceed with pooling for the dimension reduction.

![Fig. 2: The multi-scale information processing encoded with multi-clock spikes, during the 2D (or 1D) spiking-convolution and spiking-pooling layers.](image-url)

![Fig. 3: Schematic diagram depicting different procedures of the standard convolution in DNNs and the spiking convolution in SNNs, where the spiking neuron of SNNs can generate different outputs given input signals with same firerates (but with different sequence orders).](image-url)
The whole BRP-SNN architecture is shown in Fig. 4, where input spike trains are generated and encoded from the raw signal input, which can be the 1D auditory signal or the 2D image signal. For 1D and 2D signals without spikes (e.g., TIDigits and Cifar-10), the raw input signal \( I_{\text{raw}}(t) \) is randomly sampled as sequential spike trains \( I_{\text{spikes}}(t) \) first, and then propagated into the following convolutional, pooling, and full-connection layers. For signals with natural spikes, such as 3D dynamic-vision-sensor (DVS) video signals (e.g., DvsGesture), the raw signal has already been well encoded as 0 or 1 event-type symbols, which can be considered as spikes directly. Hence the additional spike encoding is not necessary anymore. The spike generator is shown as follows:

\[
I_{\text{spikes}}(t) = \sum_{i=1}^{T} \delta(t - t_i) (I_{\text{raw}}(t) < I_{\text{rd}}(\alpha)),
\]

where \( I_{\text{rd}} \) is a \( 0 - 1 \) random variable generator with a decay factor \( \alpha \), and \( I_{\text{rd}}(\alpha) = I_{\text{rd}} \ast \alpha \). \( T \) is the global network clock, which is the same as the inner clock of LIF neurons.

The spiking-convolution and pooling layers are constructed for spatial feature detection, and the feedforward full-connection layers are constructed for the next-step classification. Spike trains of different hidden layers in SNNs can be summed together as firerates first after the whole time window \( T \), and then combine propagated label-reward signals to modify local synaptic weights.

The spiking-convolution and pooling layers are constructed according to:

\[
\text{TP}_{\text{BRP}} = \text{Label}_{\text{spikes}}(t) = \bar{y}(t),
\]

where \( \text{TP}_{\text{err}} \) describes the difference between output signals and teaching signals. \( \bar{y}(t) \) is the mean firerate of teaching signals (e.g., labels). \( y(t) \) is the mean summation of output spike trains from SNNs \( (O_{\text{spikes}}(t)) \), shown as follows:

\[
\begin{align*}
\{ y(t) &= \frac{1}{T} \sum_{t=1}^{T} O_{\text{spikes}}(t) \\
\bar{y}(t) &= \frac{1}{T} \sum_{t=1}^{T} \text{Label}_{\text{spikes}}(t)
\end{align*}
\]

where spikes in the time window \( T \) are summed together as the firerate \( y(t) \) only at the end of \( T \). \( \text{TP}_{\text{sign}} \) is the third type of TPs, which describes the sign of positive and negative errors, shown as follows:

\[
\text{TP}_{\text{sign}} = \text{sign}(y(t) - \bar{y}(t)),
\]

where the detailed error signal is not necessary, and only the sign of errors is used for the propagation. This effort propagates only positive (“+”) and negative (“-”) signals to hidden layers. However, this sign’s calculation contains the premise that detailed errors have to be calculated first and then quantitatively normalized as signs of errors. Hence it still needs both \( y(t) \) and \( \bar{y}(t) \), the same with \( \text{TP}_{\text{err}} \), instead of the pure reward definition related only with the functional goal (where \( y(t) \) is not necessary) of the network such like \( \text{TP}_{\text{BRP}} \). This idea is not new, and some previous work has...
described the sign instead of error propagation to the network. NormAD \([63]\) is a good example in them, which can be seen as an efficient learning rule by the sign propagation, especially in shallow SNNs.

Different types of TPs will directly propagate to all hidden layers, including spiking-convolution layers and full-connection layers. The additional \(B_{\text{rand}}\) will be given as a randomly generated matrix during the network initialization, which will play roles in the different-dimensional matrix conversion from the output layer to all hidden layers. Notice that the global propagation can only propagate signals and affect neuron states (e.g., membrane potentials) instead of synaptic weights. Hence, the synaptic modification for the learned knowledge will be further processed in the next-step procedure of local synaptic weight consolidation.

\[ D. \text{The local synaptic weight consolidation} \]

The BRP will propagate back directly into different hidden layers of SNNs at each time \(t\). This effort will influence the current network states, and at the same time, give SNNs a desired target state for the next-step learning at the time \(t + 1\). Synaptic weights in SNNs can be updated based on the difference of locally propagated neural states \(B_{\text{rand}}^{\text{conv}} \ast TP_{\text{BRP}}(t)\) and current neural states \(h_l(t)\). The modification of synaptic weights \(\Delta W_{i,j}^{\text{conv}}\) in spiking-convolution layers are updated as follows:

\[
\Delta W_{i,j}^{\text{conv},l} = -\eta^{\text{conv}}(B_{\text{rand}}^{\text{conv}} \ast TP_{\text{BRP}}(t) - h_l^{\text{conv}}(t)), \tag{8}
\]

where \(B_{\text{rand}}^{\text{conv}}\) is a randomly generated matrix for the hidden layer \(l\) before network learning and will not be further updated. \(\Delta W_{i,j}^{\text{conv}}\) is the modification of synaptic weights in the convolutional layer \(l\) from the presynaptic neuron \(j\) to the post synaptic neuron \(i\). \(\eta^{\text{conv}}\) is the learning rate. \(h_l^{\text{conv}}(t)\) is the neuron state (the same as the membrane potential \(V\)) in the current layer \(l\). Similar to that, the modification of \(\Delta W_{i,j}^{\text{fc}}\) in the full-connection layer is updated as follows:

\[
\Delta W_{i,j}^{\text{fc},l} = -\eta^{\text{fc}}(B_{\text{rand}}^{\text{fc}} \ast TP_{\text{BRP}}(t) - h_l^{\text{fc}}(t)), \tag{9}
\]

where \(B_{\text{rand}}^{\text{fc}}\) is also a randomly generated matrix for the hidden layer \(l\) before network learning and will not be further updated during learning. \(\Delta W_{i,j}^{\text{fc}}\) is the synaptic weight in full-connection layer \(l\) from the presynaptic neuron \(j\) to the post synaptic neuron \(i\). \(\eta^{\text{fc}}\) is learning rate, and \(h_l^{\text{fc}}\) is membrane potential state in the current layer \(l\).

\[ E. \text{The pseudo gradient approximation} \]

The dynamic LIF neuron in SNNs is non-differential, which is difficult to propagate the gradient for further calculating the gradient from the global BRP to the local weight consolidation. Traditional local tuning of SNNs uses STDP or differential Hebb’s principle for the locally synaptic modification \([19], [46], [48]\). Unlike that, here, we give an additional pseudo gradient approximation of LIF neurons to tune SNNs with the Pytorch architecture \([64]\). The pseudo gradient converts the non-differential procedure of firing neurons (where the membrane potential \(V_i(t)\) reaching the firing threshold \(V_{th}\) is then reset as \(V_{\text{reset}}\)) as a specific pseudo gradient. The pseudo gradient approximation is calculated as follows:

\[
\Delta V_i(t) = V_i(t + 1) - V_i(t) = 1 \text{ if } (V_i(t) = V_{th}), \tag{10}
\]

where \(\Delta V_i(t)\) is set as a finite number (here is 1 for simplicity) during the propagation, in order to bypass the non-differential problem of \(V_i(t)\) during the traditional procedure of gradient propagations, where the original \(\Delta V_i(t)\) is actually infinite when \(V_i(t) = V_{th}\).

\[ F. \text{The algorithm complexity analysis} \]

One advantage of using biologically plausible algorithms to tune K-layer SNNs is the lower algorithm complexity. As shown in Table I, the pure STDP updates synaptic weights directly during the feedforward information propagation. Hence the algorithm complexity of STDPs is \(O(nK + mK)\), where \(n\) and \(m\) are computational costs of one-step feedforward and one-step local-plasticity propagation, respectively.

\[
\begin{array}{|c|c|}
\hline
\text{Strategy} & \text{Complexity} \\
\hline
\text{Pseudo BR} & O(nK + (m + mK)K) \\
\text{BRP} & O(nK + (m + 1)K) \\
\text{Pure STDP} & O(nK + mK) \\
\hline
\end{array}
\]

The BRP finishes the feedforward procedure with \(O(nK)\), and then parallely propagates reward from the output layer to all hidden layers with an additional one-step matrix conversion \((B_{\text{rand}}^{\text{conv}} \ast B_{\text{rand}}^{\text{fc}})\). Hence, the algorithm complexity of the BRP is \(O(nK + (m + 1)K)\). For pseudo-BPs, besides the feedforward cost with \(O(nK)\), it also contains multi-step back propagations layer by layer with differential chain rule, costing \(O(nK + (m + mK)K)\).

\[ G. \text{The BRP-SNN learning procedure} \]

The detailed learning procedure of the BRP-SNN algorithm is shown in Algorithm I.

\[ H. \text{The analysis of why BRP works} \]

The proposed BRP is innovative and will be further verified to finish the following spatial and temporal classification tasks in Section IV. The BRP is very different from the traditional gradient-based learning algorithms which have to calculate the error (the difference of target \(y(t)\) and output \(\hat{y}(t)\)) first. It is a question of why BRP works. Here we give an example to explain the plausible reasons intuitively.

As shown in Fig. 5 the errors are usually calculated first for the next-step gradient propagation. During the training procedure, for different epochs, the synaptic weights of SNNs will be tuned with these error-related gradients. However, in the process of learning, the absolute values of errors are more dominated by the \(\hat{y}(t)\) instead of the differences of \(\hat{y}(t)\) and \(y(t)\). Hence, given the BRP, SNN can also get a similar gradient direction. We think this is the main reason why the BRP works in the training procedure of SNNs.
Algorithm 1 The BRP-SNN learning procedure.

1. Start network initialization: Pack raw datasets as input with or without spikes generation by random sampling; Initialize all of hyper parameters related to dynamic neurons $C$, $g$, $dt$, $V_{rest}$, $W_{ij}$, $V_{ref}$, and other related parameters of networks, e.g., kernel size, kernel numbers, number of hidden layers and neurons, learning rates $\eta_{conv}$ and $\eta_l$, and time window $T$;
2. Start the training procedure:
   (1). Load training samples;
   (2). Feedforward information propagation of $I_{spikes}$;
   (3). Iterate increase the network clock $t$ and output $O_{spikes}$ until $t$ reaches the time window $T$;
   (4). Calculate the firerate of network $y(t)$ until $T$;
   (5). Apply BRP, $TP_{err}$ or $TP_{sign}$ on spiking-convolution and full-connection layers for different tasks, respectively;
   (6). Local synaptic modifications with pseudo gradients;
   (7). Iteratively train BRP-SNN from Step (2)-(7) until convergence; Save the tuned synaptic weights in all layers.
3. Start the testing procedure:
   (1). Load test samples;
   (2). Test the performance of BRP-SNNs with feedforward propagation based on saved synaptic weights in each layer.
   (3). Output the neuron index with a maximum firerate $y(t)$ in time window $T$ as the target class; Calculate the accuracy in the whole test dataset without cross-validation.
4. Finish SNN learning.

TABLE II: BRP-SNN parameters for different tasks

| Tasks   | Topology | Parameters |
|---------|----------|------------|
| MNIST   | Cov5*5x28-28-FC1000-FC10 | $I_{ref}(\alpha)=1$, $\eta=1e^{-4}$ |
| Cifar-10| Cov5*5x32-32-FC1000-FC10 | $I_{ref}(\alpha)=1$, $\eta=1e^{-4}$ |
| TIDigits| Cov5*3x100-S1-FC1000-FC10 | $I_{ref}(\alpha)=0.1$, $\eta=1e^{-4}$ |
| DvsGesture| Cov5*5x32-32-FC1000-FC10 | $I_{ref}(\alpha)=1$, $\eta=1e^{-4}$ |

These parameters are not carefully designed (e.g., constructing a very deep architecture) for reaching the best performance, just staying startlines of simple shallow architectures for easier comparisons. Both $\eta_{conv}$ and $\eta_l$ were set as $1e^{-4}$. For LIF neurons, $C=1\ ms$, $g=0.2\ nS$, $\tau_{ref}=1\ ms$, $T=100\ ms$, $V_{th}=0.5\ mV$, $V_{reset}=0\ mV$. The local pseudo gradient was calculated with MSE loss and Adam optimizer. The batch size for all tasks was normalized as 50.

D. The convergence learning of BRP-SNNs

The learning convergence is usually the premise of the next-step analysis of efficient learning. As shown in Fig. 6, three types of biologically plausible propagations were tested during the learning procedure of four datasets, including the proposed BRP ($TP_{BRP}$), the error propagation ($TP_{err}$), and sparse error sign propagation ($TP_{sign}$). The time window $T$ for these datasets was predefined as $T=20$ (for MNIST, Cifar-10, and TIDigits datasets) and $T=30$ (for DvsGesture dataset) to get better performances. The learning results on both training and test sets showed that all three biologically-plausible propagations were convergent on the four datasets.

For the MNIST dataset, the test accuracy on the SNN using $TP_{BRP}$ was convergent with the increase in training epochs from 0 to 100. SNNs using $TP_{BRP}$ got a convergence rate higher than that using $TP_{sign}$ but lower than that using $TP_{err}$. The final performances for $TP_{BRP}$, $TP_{err}$ and $TP_{sign}$ reached 98.89%, 98.85% and 98.99%, respectively.

Similar with MNIST, for the Cifar-10 and TIDigits datasets, SNNs using $TP_{BRP}$ were also convergent by reaching convergence rates higher than that using $TP_{sign}$ and comparable...
to that using $TP_{err}$. The final test accuracies for SNNs using $TP_{BRP}$, $TP_{err}$ and $TP_{sign}$ reached 51.21%, 49.48% and 37.85% on the Cifar-10 dataset, respectively; and they reached 48.55%, 51.45% and 35.69% on the TIDigits dataset, respectively.

**E. BRP reached comparable performance with pseudo-BP**

The inner-neuron time window $T$ described the encoding ability of neuronal dynamics, especially for temporal information. As shown in Fig. 8(a,b), for spatial datasets, accuracies of SNNs trained with the BRP for different $T$ (from 10 to 30) were similar (around 98.99±0.01% for the MNIST and around 52.65±0.61% for the Cifar-10). One of the main reasons for this result was that the spatial data did not contain any temporal information because the temporal spike trains used for classification were usually generated from the random spike generator. The naturally-temporal datasets further verified this hypothesis by SNNs using different $T$ in Fig. 8(c,d), where the accuracies of SNNs on temporal tasks (from 62.46% to 71.14% on the TIDigits, from 69.10% to 76.04% on the DvsGesture) showed a linearly-increase relationship with the size of time window $T$ (from 10 to 30 on the TIDigits and 30 to 90 on the DvsGesture).

Furthermore, membrane potentials with spikes were also plotted for some neurons in full-connection layers of the BRP-SNN. The indices of neurons were randomly selected, as shown in Fig. 7. The neural states were dynamically changed during the learning procedure of the BRP-SNN from epoch 1 to epoch 20, towards a better information representation (with more frequent and more stable neuron firings). In order to achieve higher performances, additional experiments were also designed with larger epochs. Finally, SNNs using BRP reached 99.01% (for the MNIST) and 52.56% (for the Cifar-10) after 400 epochs, and reached 65.68% (for the TIDigits) and 64.93% (for the DvsGesture) after 10,000 epochs. The high performance on four benchmarks showed the efficiency of the proposed BRP-SNN.

**F. The comparison of BRP-SNNs with other SOTA algorithms**

We further tested the performance of our BRP-SNN with other SOTA algorithms, including spike-based and rate-based SNNs. Some non-biologically-plausible algorithms were also listed for a better comparison. As shown in Table III, for the MNIST task, the best accuracy of SNNs was trained with BP,
where signals were represented with both firerates and spikes, and contained convolution and recurrent loops (99.6%). Our BRP-SNN algorithm reached the accuracy of 99.01%, higher than other SNNs tuned with STDPs.

For the Cifar-10 dataset, we only made a further comparison with [55] for its biologically plausible learning principles (with curiosity and the STDP). Our BRP-SNN reached 53.11% accuracy, which is higher than the curiosity-based SNN (52.85%).

For the TIDigits dataset, we got 71.14% and 94.86% accuracies on 1D and 2D convolutional SNNs, respectively. For the liquid state machine SNN, the accuracy only reached 92.30%. For the integration of ANNs (e.g., Self-Organizing Map, SOM) and SNNs, the accuracy was higher than ours and reached 97.40%. This effort showed the power of the hybrid architecture by the integration of both SNNs and ANNs.

For the DvsGesture dataset, our 2D-convolutional SNN reached 76.04% accuracy with random sampling and 80.90% without that, which, as far as we know, was the first time to use a biologically plausible learning principle to train spike-based SNNs without any preprocessing and cooperation with other methods. These results showed the efficiency of the proposed BRP-SNN.

G. Low computation cost of the BRP-SNN with silent neurons

In ANNs, some signals with minimal values are surprisingly important. For example, the BP gradient values that smaller than $1 \times 6$ (still play roles on synaptic modifications), and the neuron with small output firerates but still relatively higher than that of other output neurons as the target output class. Hence, ANNs have to take more computational resources to deal with these special situations.

In SNNs, the basic unit of signals is a discontinuous spike. The neurons that have not received any spikes or received but still not reached the firing threshold could be considered silent neurons. These silent neurons will take nearly no computational cost on specially designed neuromorphic chips [74]. Hence, the number of these silent neurons in different layers of SNNs during network learning can be a good indicator for the computational complexity for reaching the same accuracy.

As shown in Fig. 9, the MNIST and TIDigits datasets were selected out as two representatives of spatial and temporal tasks, respectively. The proportion values of silent neurons were all decreased with the proportional increment of input spikes (from 0% to 40%) in different hidden layers of SNNs trained with the MNIST and the TIDigits datasets. More than half of the neurons were silent for spiking-convolution (CONV) and full-connection (FC1000 with 1000 hidden neurons) layers. These proportion values were reduced when a more significant proportion value of input spikes was given. For example, when the proportion of input spikes reached 40%, the proportion values of silent neurons reached 53.26% (CONV) and 48.52% (FC1000) on the spatial MNIST dataset, which were much smaller (means the less computational cost) than that on the temporal TIDigits dataset, reached 75.50% (CONV) and 49.32% (FC1000).

Hence, SNNs, to this extent, at least saved more than 50% computational cost, on the perspective of a relatively much smaller number of computing neurons (more silent neurons) than in ANNs. Besides, a lower computational cost might be more likely on temporal tasks than on spatial tasks.

V. Conclusion

During evolution, the biological brain is increasingly efficient in representing and processing complex signals with spikes, delicately designed network structures, and efficient biologically plausible plasticity principles. SNNs are from biological networks’ inspiration, containing discontinuous spikes instead of continuous firerates for the information propagation. These seem-simple spikes are not trivial but have played essential roles in the computation of sparse (or event-based) signals. They also reflect the complex inner computation of neuronal dynamics and the balance between higher accuracy and lower computational cost. SNNs also contain various types of plasticity principles, including local plasticity principles (e.g., STDP, STP, Hebb, lateral inhibition) and global plasticity principles (e.g., dopamine-like reward that propagates directly along with top-down connections from reward neurons to target neurons, without any multi-step routing).

In this paper, we focus on both spikes from neuronal dynamics and biologically-plausible learning principles for the good tuning of SNNs, not for the highest accuracy, but an alternative approach to understand a possibly efficient tuning strategy better in the real biological brain. Inspired by the brain’s direct reward signal propagation, we have designed the SNN using Biologically-plausible Reward Propagation (BRP-SNN) to directly propagate the right label index (with the form of label-spike trains) to target neurons. Spiking-convolution and full-connection layers with dynamic LIF neurons have been constructed for the BRP-SNN and verified on four benchmark datasets, including spatial datasets (the MNIST and the Cifar-10) and also temporal datasets (the TIDigits and the DvsGesture). The BRP-SNN has got comparable performances compared to that tuned with SOTA pseudo-BPs under the same SNN architectures, reaching testing accuracy with 99.01% for the MNIST, 57.08% for the Cifar-10, 94.86% for the TIDigits, and 80.90% for the DvsGesture, respectively.
Besides, a further computation-efficiency analysis has been given, showing that the BRP-SNN has saved at least 50% computational cost on both full-connection layers and spiking-convolution layers compared to that in standard ANNs.

The standard BP in ANNs back propagates error signals from the final output neurons to previous neurons layer by layer, which is not biologically plausible and not energy-efficient. We think the deeper research on biologically plausible plasticity principles (e.g., BRP or other local plasticity principles such as STDP and STP) will someday finally replace the BP, toward human-level robust computation, energy-efficient learning, or even artificial general intelligence that the community of artificial intelligence is facing but still has not been resolved. We think this research will also give us more hints on a better understanding of the biological system’s intelligent nature and promote a better study of globally neural plasticity in biological networks.
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