In Darwinian evolution, feedback from natural selection leads to biased mutations

Lynn Helena Caporale and John Doyle

Control and Dynamical Systems California Institute of Technology, Pasadena, California 91125

Address for correspondence: Lynn Helena Caporale 1 Sherman Square, New York, NY 10023. caporale@usa.net

Natural selection provides feedback through which information about the environment and its recurring challenges is captured, inherited, and accumulated within genomes in the form of variations that contribute to survival. The variation upon which natural selection acts is generally described as “random.” Yet evidence has been mounting for decades, from such phenomena as mutation hotspots, horizontal gene transfer, and highly mutable repetitive sequences, that variation is far from the simplifying idealization of random processes as white (uniform in space and time and independent of the environment or context). This paper focuses on what is known about the generation and control of mutational variation, emphasizing that it is not uniform across the genome or in time, not unstructured with respect to survival, and is neither memoryless nor independent of the (also far from white) environment.

We suggest that, as opposed to frequentist methods, Bayesian analysis could capture the evolution of nonuniform probabilities of distinct classes of mutation, and argue not only that the locations, styles, and timing of real mutations are not correctly modeled as generated by a white noise random process, but that such a process would be inconsistent with evolutionary theory.
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Introduction

While the term random mutation is widely used as if it were the original foundation of evolutionary theory, Darwin explicitly stated:

I have . . . sometimes spoken as if the variations . . . had been due to chance. This, of course, is a wholly incorrect expression, but it serves to acknowledge plainly our ignorance of the cause of each particular variation.¹

A century before biochemists began to describe the underpinnings of variation among individuals, it was attention to variation that led to the theory of evolution. Charles Darwin and Alfred Russel Wallace were perceptive naturalists and collectors, who noticed variation among individuals of the same species.² They proposed that those variants that are most fitted to their environment pass on traits that contributed to fitness in the next generation, leading to descent with modification and adaptation,³ although they did not know how traits were modified or inherited.

With respect to Mendel’s observations,⁴ Wallace wrote:

The essential basis of evolution, involving as it does the most minute and all-pervading adaptation to the whole environment, is extreme and ever-present plasticity, as a condition of survival and adaptation.⁵ But the essence of Mendelian characters is their rigidity. They are transmitted without variation, and therefore, except by the rarest of accidents, can never become adapted to ever varying conditions.⁶

name “this principle, by which each slight variation is selected, Natural Selection.”⁷

¹“considering the amount of individual variation that . . . experience as a collector had shown . . . to exist . . . ;”²

³Emphasis added.
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Mendel’s observations were integrated into evolutionary theory through the concept that variation within populations results from different versions (alleles) of genes (Mendel’s inherited characters). The statistician Ronald Fisher introduced a geometric model with the mathematical assumption that generation of the phenotypic manifestations of variation could be represented as a normally distributed random process. What was implicit in this model is that mutation creates new alleles with white noise increments and then selection alters the prevalence of different alleles. Thus, the concept of random was attached to evolutionary theory not by Darwin but over half a century later.

That mutations are random is taught now as an integral part of evolutionary theory. For example, a book targeted to high school teachers, filled with engaging examples of ways to teach evolution, describes “Darwin’s law of natural selection” as stating that “descent with modification and adaptation result from the natural selection of heritable random variations.” The term law is used instead of theory due to misunderstanding by those not trained in science about the meaning of theory; but, there is at least as much confusion about the meaning of random.

There has been a narrowing within physics and science generally of the term random to be nearly synonymous with white noise. An assumption that variation is a random white noise process would mean that mutations are uniform (or unbiased) with respect to position along the chromosome, stationary (i.e., uniform also with respect to time), memoryless (independent of past changes), and independent of context or environment (i.e., autonomous). These assumptions simplify modeling and analysis because mutations thus restricted would render genome sequences a random walk with white noise increments, and selection simply would favor those fittest to the environment. However, for real biology to preserve this idealization would require selection to have no feedback that could act on the mechanisms that generate variation, as this would likely disrupt its white noise properties.

In the rest of this paper, we will discuss how well-known experiments clearly show that real biology systematically and routinely violates all of the white noise assumptions. We will emphasize that feedback from selection to the biochemical processes that generate variation would make mutation very far from white by increasing the probability that variants will survive (compared to variants generated by a random white noise process). We then briefly end with a discussion of the implications for a more rigorous mathematical formalization of evolutionary theory, which will be pursued in subsequent papers.

**Mutation is not uniform with respect to position along the DNA**

The term random mutation was attached to evolutionary theory before the chemical nature of mutation was understood. Even so, the assumption of uniformity (unbiased) with respect to position along the chromosome was known to be violated even before the Avery laboratory demonstrated that the chemical underlying transmission of inherited characters is DNA. Mutation hotspots were observed almost as soon as DNA was understood to be the genetic material; as Seymour Benzer commented in 1961 regarding the genetic map of the phage T4 that “the distribution is nonrandom leaps to the eye.” The availability of genome sequences has made the nonuniform distribution of mutations noted by Benzer all the more obvious.

Even without this evidence, a thoughtful biochemist can predict that it would be highly unlikely for mutations to be uniformly distributed along a DNA sequence. Although routinely treated as text in search algorithms, DNA bases are, of course, not actually letters. DNA double helices are physical chemical entities with distinct properties, such

---

**Footnotes:**

1. The possible positions representing adaptations superior to that represented by A will be enclosed by a sphere passing through A and centred at O. If A is shifted through a fixed distance, r, in any direction its translation will improve the adaptation if it is carried to a point within this sphere, but will impair it if the new position is outside.” (emphasis added; note that in his discussion shifts can represent changes either in the organism’s phenotype or its environment).

2. As in, “oh, it’s just a theory.”

3. It is clear that the mammalian genome is evolving under the influence of non-uniform local forces.”

4. DNA double helices are physical chemical entities with distinct properties, such
as the uneven tilt and twist of base pairs (which cause sequence-dependent deviations from the iconic DNA structure),\textsuperscript{16} repetitive sequences that tend to misalign and slip, and many noncanonical structures.\textsuperscript{17–19} Such sequence context–dependent variations in physical chemical properties result in often dramatic sequence context–dependent effects on the fidelity of the enzymes that repeatedly copy and repair DNA, which in turn affects the evolution of that DNA sequence.

Thus, even if one were to synthesize a computer-generated white noise sequence of nucleotides, when biochemically replicated it would reveal intrinsic sequence context–dependent variations in the probability of distinct classes of mutation. In other words, the probability of distinct classes of mutation would not be expected to be random white noise, and thus not be uniformly distributed along the DNA molecule (or chromosome). This simple description of biochemistry has implications for evolutionary theory, as described in the next section.

**Generation of variation can be biased as to whether a mutation will contribute to fitness**

Since the early 20th century, it has been argued that most mutations must be deleterious, although these discussions, which began prior to an understanding of the biochemistry of mutation, did not consider local contexts that can affect the probability of distinct classes of mutation; further, as referenced in a discussion by David King, “for mutations arising spontaneously under natural conditions,” (i.e., in contrast to mutations created in the laboratory) “the ratio of benefit to harm has never been realistically assessed.”\textsuperscript{20}

In contrast to our assertion that feedback from natural selection would affect the probability of distinct classes of mutation, it has been argued that natural selection cannot “assist the process of evolutionary change” as “selection lacks foresight and no one has described a plausible way to provide it.”\textsuperscript{21} Thus, in statements of evolutionary theory, the assertion is made that mutation is random with respect to its probability of being adaptive.\textsuperscript{6} However, many classes of environmental challenge recur. Hosts combat pathogens (and pathogens avoid host defenses); predators and prey do battle through biochemical adaptations;\textsuperscript{22} bird beaks must pick up and crack\textsuperscript{23} available seeds (or insects)—a menu that may change rapidly due, for example, to a drought.

It is important to emphasize that not all random processes are well modeled as white noise. Thus we can ask whether there are biases in random mutation. There are of course rare environmental events, such as meteor strikes, and a wide range of processes that cause mutation with low probability at any site (it is to these events that the historical objections reviewed in Ref. 20 are likely to apply). However, environments change in ways that have structure, which would select for variation that has compensatory structure. For example, if a pathogen’s environment contains a host immune system that continually generates new antibodies directed specifically against the pathogen’s coat, mechanisms that generate rapid, focused, but still probabilistic variation in coats would be expected to be favored by selection.\textsuperscript{24}

Of course, the extent to which selection acts at such sites depends on the challenge/opportunity.\textsuperscript{25,26}

In fact, since the probability of mutation varies along the DNA, and since the theory of evolution states that selection acts on variation, the theory of evolution actually predicts that variation will become at least somewhat structured, with mutations focused through mechanisms that could not have been taken into account before the biochemistry of mutations was investigated.\textsuperscript{27} Selection should act on the biochemistry of genome variation much as it acts on beaks and wings. In other words, due to the repeated action of selection, an assertion that mutation is uniform, memoryless, and stationary, far from being integral to Darwin’s insights, would be an implausible idealization that is inconsistent with evolutionary theory.

But in what sense could DNA sequences incorporate the potential to generate variants with an increased likelihood of surviving another round of selection? As more examples are found, our ability to imagine expands. For example selection can deplete mutable sequences,\textsuperscript{8} such as repeats that tend to misalign and gain and lose units, from regions where variation is harmful, but such mutable

\textsuperscript{6}“Mutation is a random process with respect to the adaptive needs of the species”—T. Dobzhansky.
sequences are enriched\textsuperscript{20,28} in proteins involved in interactions with a changing environment. For example, in proteins that affect a pathogen’s coat, loss or gain of a unit of a tetrameric repeat (such as CAATCAATCAATCAAT) shifts the reading frame, leading to loss of a coat variant recognized by the immune system (and which thus would have targeted the individual for destruction), at rates that are orders of magnitude above that of the background mutation rate (i.e., genome-wide average nucleotide substitution rate)\textsuperscript{29,30}.

Gain or loss of even a single unit in repeats such as GGGGGGGGGGG or GGGGGGGGGGGGG has a dramatic effect on the strength of binding of transcription factors, as it rotates the position of the −10 and −35 bacterial promoter consensus sequences around the helix relative to each other.\textsuperscript{31} In the eukaryote Saccharomyces cerevisiae, it has been reported that ∼25% of genes have tandem repeats in promoters, affecting expression levels.\textsuperscript{32} Thus, there is significant standing variation in populations of individuals descended from a common ancestor bearing such mutable sequences.\textsuperscript{20}

Note that a mutation involving loss or gain of units in repetitive sequences is reversible. Because such mutations are reversible, descendants are not trapped on a narrow fitness peak of the moment; rather, any individual has the potential to generate, among its population of descendants, a range of variants, facilitating survival of descendants as they confront the challenges and opportunities of a wider range of environments. Such highly repetitive sequences are found not only in bacteria, but also in eukaryotes,\textsuperscript{33,34} including people.\textsuperscript{35}

In contrast to recessive alleles, which are explicitly present in the genome, alternative genotypes that arise from slips in repetitive DNA sequences can be viewed as implied by the sequence that encodes them. Nonallelic diversity also is implied by sequences that raise the probability of gene duplication.\textsuperscript{36} Thus, the probability of distinct classes of mutations has been biased, making some classes of mutation (such as changes in pathogen coats) more likely than others. Further, for some cases, such as a change of coat, any change may well protect the pathogen. This is in contrast to a change in an antibody-binding site, where, while generation of variation has focused on the variable region, a repertoire must be generated by targeted mutation in order to create the antibody that will bind to the pathogen’s new coat. Horizontal gene transfer (HGT) is an obvious and dramatic example of a mechanism that expedites creation of a set of accessible functional genomes that is vastly larger than would be possible with only white noise mutation.\textsuperscript{37}

Dobzhansky wrote,\textsuperscript{6} “only a vitalist Pangloss can imagine that the genes know how and when it is good for them to mutate.” This makes sense when considering whether one isolated individual nucleotide could know whether it might be better to be an A or a G in the next generation. We now understand that each nucleotide is embedded in a context, from genomic to environmental, with correlations emerging via selection over evolutionary time scales, and that this context can affect the fate of that nucleotide.

While locations in the genome may present with different probabilities of beneficial versus deleterious changes relative to genome averages, the direction of an individual mutation nevertheless still can be viewed as essentially randomly generated, but by a process that has been biased by selection. This process generates mutations that are not accurately modeled as random white noise. Note that saying a process is not modeled well by white noise is not equivalent to saying the process is not random (i.e., not probabilistic). Note also the difference between focusing on the probability of any one individual mutation and the probability of a mutation arising in a population. For example, we can say that for one individual bacterium’s DNA it is (biased) random whether the change of length of a repetitive sequence takes it in the direction that would contribute to survival; however, given the size of bacterial populations, for loci that mutate at rates as high as 1/1000 and higher,\textsuperscript{29} the population would almost certainly contain the variant that would survive the genetically anticipated challenge.

In other words, mechanisms that generate variation can adapt to a recurring nonuniform distribution of challenges, and thus in effect have a type of memory that would generate variation that is still random (i.e., probabilistic) but with an increased probability of generating variants that survive classes of challenges the genome and its descendants are likely to face in the future (i.e., if they are the same classes of challenges that the genome’s lineage survived in the past). Thus, the statement that “all mutation is random”—in the sense of unstructured and uniform—is inconsistent not only with a growing body of data, but also with the theory...
of evolution, due to the repeated effects of selection on mechanisms that generate mutations.

**The mutation rate is neither stationary in time nor independent of the environment**

While faithful reproduction of the genome transmits adaptations from generation to generation, those lineages that do not generate any diversity may be vulnerable to, for example, a pathogen, or sudden loss of a food source. Thus, a balance between fidelity and exploration would be expected to evolve. That the rate of mutation does not change over time had been the assumption underlying the use of molecular clocks. But is the probability of each class of mutation really unaffected by environmental or other influences that change over time?

As described in more detail below, the potential adaptive value of variation is constant neither across the genome nor over time. Thus stability (protection of adaptations) and diversity (exploration of new adaptations) can be balanced by an increased probability of variation not only in certain regions of the genome but also at times when the organism finds itself poorly adapted to its environment.

Since generation of variation results from biochemical processes, generation of variation, like biochemical processes, can be regulated. Biochemical mechanisms are available that can focus variation on different regions of the genome by, for example, induction of different sets of enzymes during different times during replication, an effect that is increasingly accessible to analysis.

This paper arises from a workshop centered on consideration of information hierarchies in biological systems. Organisms sense, and respond with regulated metabolic changes to, the stress of starvation; similarly, organisms sense and respond to the stress of DNA damage. Thus, as sensing and signaling mechanisms are in place that respond to the type and extent of the stress, biochemical mechanisms that affect genome variation, and thus affect evolution, can evolve connections downstream of signals that sense specific changes in the environment and specific classes of stress. For example, *Escherichia coli* senses and makes genetic changes in response to specific external clues. When it senses it is in the host environment, due to temperature and the presence of specific metabolites, a reversible mutation, inversion, causes phase switching of fimbrae.

The vertebrate immune system also demonstrates that the location and timing of distinct classes of genetic variation can be regulated. Targeted biochemical reactions generate variation in specific cell lineages (e.g., V/D/J rearrangement, hypermutation) and, in response to the environment, induce directed gene rearrangements (e.g., immunoglobulin class switch). There is no reason to assume that such regulated, targeted variation would be unavailable to the germline.

Have connections between genetic variation and stress in fact been observed? *Arabidopsis* stressed by the presence of pathogens were observed to increase somatic recombination. Barbara McClintock observed increased variation in response to the stress of DNA breakage and suggested that a cell is able to sense that it is under stress and that this might set in motion the orderly sequence of events that will mitigate this danger and even trigger genome restructuring.

As Richard Jorgensen summarized, McClintock proposed “a complex process that integrates information” and that could distinguish among, and mount appropriate distinct responses to, distinct classes of challenges.

In documenting the generation of new regulatory networks and the apparent sudden burst of transposition by *mPing* in rice, under the stress of adapting to a temperate climate, Naito et al. suggested that for selfing plants, bursts of transposable elements may generate genetic diversity rapidly, but also suggested that this is not limited to plants, as

---

* A vertebrate example of recurrent mutation involving inversion was revealed in a genomic study of “reuse of globally shared standing genetic variation, including chromosomal inversions, [which] has an important role in repeated evolution of distinct marine and freshwater sticklebacks,” although there is no evidence yet that either addresses the question whether this inversion is induced rather than selected from standing variation or that standing variation is increased at that locus. Dobzhansky found evidence for seasonal variation of the prevalence of chromosome inversion as an adaptive trait in *Drosophila."

* "To paraphrase McClintock (1978), it is time to explore the nature and evolutionary significance of these attentive systems for adaptive genome restructuring in response to stress, "the consequences of which vary according to the nature of the challenge to be met."

---
evidence for the rapid bursts of miniature inverted-repeat transposable elements is found in “virtually all sequenced eukaryotic genomes.”

Increased mutation, observed in bacteria stressed by DNA damage or starvation, depends upon the activation of specific gene products.\textsuperscript{55–58} and thus is not simply the result of inability to cope with the damage. Laboratory activation of the SOS DNA-damage and the RpoS-general/starvation stress response was sufficient to trigger a mutagenic mode of DNA break repair and thus increased mutation without an external stress.\textsuperscript{58} In other words, the bacterium interprets induction of certain pathways as a biochemical signal that it is stressed. Having sequenced thousands of genomes, and determined expression patterns under varying conditions, it is possible to begin to examine genome wiring to explore whether and how distinct types of stress (and other environmental signals) might connect to pathways that affect distinct classes of variation of genome sequences.\textsuperscript{59,60}

While evolution of responses to the environment that occur within the lifetime of an individual are widely acknowledged, there is no reason to limit biochemical responses to the environment to those that affect only a generation, since lineages survive over evolutionary timescales. It is important to note the role of feedback between selection and mechanisms that generate genome variation. Generators of diversity fall under selective pressure owing to the effects on survival of spatial and temporal biases of the classes of mutation that they generate.

Mutation, repair, and recombination depend upon biochemical processes, which can fall under the control of a wide range of regulatory systems. Thus, we cannot assume that mutation is stationary, unaffected by the environment, or constant in time.

**What can evolve?**

There is much more to understand about evolution than traits observed by naturalists in the field and base-by-base changes in DNA sequences observed in the laboratory. The genome is organized, with hierarchies of recognition and control. An evolutionary perspective is essential to comprehending this organization,\textsuperscript{1,61} as is a perspective that includes feedback control and dynamics. In turn, a perspective built upon understanding this organized complexity\textsuperscript{62} and its contexts will lead us to a deeper understanding of evolution. As we analyze genomic sequences, attention to structured and nonwhite forms of variation is likely to inform us of challenges that a lineage faces and that have exerted selective pressure during its evolution.

The initial step toward our ability to decipher information carried by DNA was to “crack the genetic code,”\textsuperscript{63} but our work is not done. The degeneracy of the table of codons\textsuperscript{64} and the existence of extensive\textsuperscript{13} nonprotein coding regions leaves room to transmit additional messages underneath and around a protein-coding sequence, including messages that modulate the rate and type of genetic change. For example, the same amino acid sequence can be specified by either a mutable repetitive sequence or a more stable nonrepetitive sequence.\textsuperscript{24} Thus, the same sequence can both specify a protein sequence and structure variation by implying mutability (i.e., affect the probability that descendants will be diverse at specific places in the genome). Such intertwined information represents an efficient use of genomic space.

Considering genome organization, self-reference, and behavior, an informative way to describe what can evolve is suggested by applying the term protocol\textsuperscript{65} to genomics, a term used in engineering but our work is not done. The degeneracy of the table of codons

---

\textsuperscript{1}From the Greek use of *protocollon*, which referred to a leaf of paper glued to and labeling a manuscript scroll, defining its contents http://www.linfo.org/protocol.html
The profound importance of context, and an astounding sense of the complexity of organization that defines different contexts and behaviors of the genome, jumps to our attention in the formation of the macronucleus in ciliates, with genome-wide and predictable silencing, DNA deletions, inversions, and amplifications, built upon recognition and regulation involving RNA.70–72

In evolution, there would be a selective advantage for descendants of an individual that evolved an active framework that focuses exploration, compared to descendants of individuals that have a uniform probability of trying every mutation and every insertion site. This suggests the possibility that the DNA sequence of large gene families may represent a successful evolutionary framework, much as the protein sequence represents a successful functional framework.73

The biochemical infrastructure74 that enables HGT in bacteria enormously increases (over white noise) the probability the bacteria will gain access to life-saving information, compared to if they lacked such infrastructure. Recent sequencing of roughly 100 E. coli strains (including subspecies Shigella spp) found that the genes universally shared, the median number per strain, and the total across all strains were approximately 1000, 4000, and 20,000, with the first and last numbers expected to continue to diverge as more strains are sequenced.75 Further, in the canonical example of acquisition of antibiotic resistance by HGT, bacterial survivors in an antibiotic-rich environment (e.g., a hospital) would be a rich source for sensitive bacteria to tap for horizontal acquisition of genes conferring antibiotic resistance (the environment has structure with respect to the availability of genes accessible through HGT such that, e.g., genes encoding antibiotic resistance are most likely to be accessible from a neighboring bacterium just when and where an antibiotic-sensitive bacterium needs them).

Similarly, for eukaryotic parasites, the ability to vary coats rapidly through site-directed recombination provides a selective advantage compared to a probability of either uniformly distributed base changes or of recombination uniformly distributed in its genome.68 Another eukaryotic example20 of an important framework that facilitates generation of nonwhite diversity and exploration of new adaptations, to which significant resources are devoted, is meiosis.

Natural selection has embedded innate knowledge about the world within surviving genomes, embodied in diverse mechanisms. There are deep theories in systems engineering that help explain not just how such mechanisms that incorporate information about the environment work, but why they are necessary for robust performance. A richer evolutionary theory could incorporate analysis of how regularities in the environment’s dynamics can become embedded in genomes in the form of dynamics of control circuits, but this has so far been explored in only a few settings.76,77 We are very familiar with control circuits responsive to regularities of the environment that operate within a generation, such as circadian rhythms.78 In another familiar example, using innate circuitry devoted to this purpose, E. coli swim toward glucose.79 This circuitry obviously embodies structural models of attractants in the receptor proteins that recognize them, but the dynamics of adaptation circuitry also embodies a model of the structure of the environment (i.e., a model of the direction in which the concentration of the attractant increases). Furthermore, the necessity of these internal models can be made mathematically precise.77

The sophistication of internal models appears to increase with greater organism complexity. Caenorhabditis elegans inherit both innate chemosensory attractant and avoidance behaviors and mechanisms for individuals to adapt based upon experience.80 Human sensorimotor control circuits, from basic reflexes to the most sophisticated learned skills, involve mechanisms that vary greatly in speed and flexibility, but all depend on internal models of the dynamics of the body, its extension via tools, and the environment.81 Thus, internal models of regularities in the dynamics of its environment can be expected to contribute to an organism’s fitness. Such models of the environment can also become embedded in the mechanisms that generate variation across generations. For example, innate information that structures the generation of variation underlies genomic mechanisms that facilitate our ability to create an antibody directed against an antigen never previously encountered by an individual or ancestors.82
Treating mutations as hypotheses about survival in an environment

Wallace rejected the predictable reassortment of the characters Mendel observed as a mechanism of evolution and instead saw that Mendel’s work spoke to the stability of the inheritance of information from generation to generation. In fact, careful in his experimental design, and seeking mathematical laws, Mendel chose the characters he studied in his well-tended pea plants with care, as true breeding with two clearly distinguishable forms. How startled might he have been if, confronted with Barbara McClintock’s maize that had been stressed by DNA damage, he had observed the suddenly spotted kernels! Much as the concept of genes as independently assorting fixed units of inheritance was shaped by Mendel’s attention to an experimental design focused on stable, easily distinguished characters, evolutionary theory was shaped by statisticians whose work emphasized variance around a mean and random sampling. Sharon Bertsch McGrayne contrasts Fisher’s approach to that of Bayesian statistics in her summary of Turing’s words regarding Enigma cryptanalysis: “confirming inferences suggested by a hypothesis would make the hypothesis itself more probable.” How might a Bayesian perspective be applied to evolutionary theory? Distinct classes of mutation could be modeled differently, but beyond this, suppose the set of mutations (or lack of them) generated in each individual’s gametes was treated as a prior model or hypothesis about survival: then survival of descendants is an observation. Assumptions of the model (including the assumptions underlying various understandings of random mutation outlined above) would be tested over many generations, with the model updated based upon observations (i.e., the selection and survival of descendants bearing variation generated along the genome by diverse processes).

Such a Bayesian view would predict that evolution itself would drive genomes away from white noise variations, not merely to nonuniform mutations, but ultimately toward embodied models of environmental regularities. The above catalog of mechanisms more than hints that this is possible. Darwin proposed what now looks like a feedback control engineering theory of evolution, but subsequent formalizations have interpreted it in terms of information theory and statistical physics, with minimal feedback. But variation and selection together represent essential elements in a feedback loop, and variation is not outside that loop, however appealingly simple such an assumption may be. Thus, an essential concept is that feedback from the environment, operating through (selection of) surviving descendants, must inevitably incorporate a worldview into the mechanisms that generate genome variation and genome contexts and DNA sequences that encode them, such that the probability of distinct classes of mutation can become aligned with probable effects on survival.

On reflection, Darwin appears to have been reaching for this concept when he suggested that, “deviations of structure are in some way due to the nature of the conditions of life, to which the parents and their more remote ancestors have been exposed during several generations.”

Wallace and Darwin began with attention to variation. Now, we are in a position to focus on the organization and regulation of biochemical mechanisms underlying generation of that variation. In fact, Darwin recognized that “a grand and almost untrodden field of inquiry will be opened, on the causes and laws of variation.”

Natural selection has led to the evolution, in genomes, of information that structures exploration and facilitates successful adaptation to likely challenges; thus, the most revealing and intriguing aspect of mutation, the generation of variation, is not that it is random, but rather the ways and extent to which it may become biased by feedback from selection.
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