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Abstract

Unpaired image denoising has achieved promising development over the last few years. Regardless of the performance, methods tend to heavily rely on underlying noise properties or any assumption which is not always practical. Alternatively, if we can ground the problem from a structural perspective rather than noise statistics, we can achieve a more robust solution. With such motivation, we propose a self-supervised denoising scheme that is unpaired and relies on spatial degradation followed by a regularized refinement. Our method shows considerable improvement over previous methods and exhibited consistent performance over different data domains.

1 Introduction

Image denoising is an ever-going issue that confirms its presence in most vision problems. Anyhow, recovery of noisy observation has attracted considerable interest from the researcher and consequently, we have observed a bulk of studies, mostly dominated by the supervised approaches. Since the existence of in-domain clear observation is mostly impractical/costly, the current trend in signal recovery is dominated by self-supervised approaches. Typically we minimize \( \| f(x) - y \|_2 \) in a supervised setup, where \( y \) is the available ground truth image, \( f \) is the given estimator and \( x \) is the noisy observation. In the self-supervised setup, we minimize \( \| f(x) - x \|_2 \) with a respective novel empirical risk minimization process.

The whole development roughly started right after this 'weakly/noisy' supervised study Noise2Noise (N2N) [1], where authors obtained supervised baseline results without using a clean target. Later, Noisier2Noise (Nr2N) [2] achieves good performance just by doubling the input noise, although it’s a clever modification of the N2N. Later, Noise2Self (N2S) [3] introduces a masking strategy to address the unpaired denoising problem, followed by similar clever alternatives Noise2Void (N2V) [4], Noise2Same [5] (N2Sa), Blind2Unblind (B2Ub) [6]. Nevertheless, overall unpaired or self-paired denoising studies follow two sects in terms of algorithmic strategy [7]: (a) signal augmentation
[Nr2N, N2S, N2V], where methods mostly focus on spatial presentation to avoid identity collapse and refined signal estimation, (b) regularization [SURE [8], Noise2Fast (N2F) [9], Noise2Kernel (N2K) [10]]. Here, methods tweak the estimation by cleverly designed criteria with respect to the relevant hypothesis. However, the first category is limited to the principal zero mean assumption regardless of the superior performance. Regardless of the noise distribution independence, the second category suffers from limited visual fidelity or higher amounts of computation burden. We can do better and by combining sect (a) and (b) superior performance is attainable. This article proposes a novel ‘push pull’ strategy to address the self-paired denoising task.

In our ‘push’ strategy, we perform regular augmentation-guided empirical risk minimization via ‘noise to shifted’ and ‘noise to compressed’ schemes. Such intentional degradation easily pushes the network to obtain a smoother observation. We incorporate our novel ‘pull’ strategy to obtain spatial details, which penalizes the network towards recovering fine details through complimentary shifting estimation matching. Even though our method is not independent of the zero mean noise distribution observation, our strategy can exceed the previous benchmark with the help of our ‘pull’ scheme and greedy yet clever ‘push’ scheme. More details are provided in the methodology section. To sum up our contribution:

• We propose a novel ‘push-pull’ training scheme that allows us to combine the best of the augmentation and regularization schemes.
• We show that our method benefits better optimization conditions than regular ‘Noise2X’ schemes.
• Our strategy ‘push-pull’ scheme can obtain cleaner observations with details.
• Finally our method achieves better scores within different noise and domains.

2 Related Work
2.1 Filtering based schemes

Noisy signal recovery is a long-studied genre. Classical signal refinement approaches like non-local mean [[11], BM3D [12], k-SVD [13]] utilize a non-learning approach to estimate the smooth approximation of the noisy image. Despite their simplicity, the obtained signal often misses the fine details and decays more with stronger noise. To address the limitation with non-learning studies, paired approaches started with unprecedented success started with DnCNN [14], later the improvement relayed to the [FFDNet [15], CBDNet [16], RIDNet [17], Deamnet [18]]. The studies mentioned above utilize crafty network design, novel loss function, and ensemble modules to achieve state-of-the-art denoising results.

However, the only issue concerns the availability of the clean pair, which pushes the next phase in learning-dependent denoising studies. To address the clean pair issue, researchers focus on learning from the noisy label. However, this practice is prevalent in classification and segmentation issues with a slightly different approach. Anyhow, N2N proposes using noisy pairs as the first alternative to the noisy-clean fashion. In practice, N2N fails to address the ground truth acquisition fully. To address its limitation. Nr2N proposes noisy data augmentation to the input and creates a noisier-noisy pair. A similar effort is observed with the Noisy-As-Clean (NAC) [19].
To improve further, [N2S, N2V, N2Sa, B2Ub] proposes a masking strategy to tune the parameter space towards a better smoother approximation. Self2Self (S2S) [20] uses dropout to tune the network, and N2K uses dilated convolution alternative to the S2S. Neighbor2Neighbor (Ne2Ne) [21] uses spatial regularization to recover the clean signal. Recorrupted2Recorrupted (R2R) [7] is a robust extension to the Nr2N. However, all of the studies clearly broaden the path for designing a method where baseline noisy augmentation can marry the complimentary regularization scheme to achieve better results. More details on such are presented later.

3 Methodology

To overcome the challenges of the previous study we assume that we don’t have access to any $J$-invariant function or multiple noisy observations or guaranteed reconstruction. To find the solution we look back at the working principle of neural networks. The neural networks are simply the refined function through averaging gradient which corresponds to the loss function. Hence, one update ensures that the next inference will satisfy the corresponding loss function on...
As we have taken the simple yet powerful assumption that working noise is zero mean, this will lead
write MSE between $\text{LO}_1$ and $B_1$. Then we feed $\text{LO}_1$ into CNN and get $\text{LO}_2$. This time we measure MSE between $\text{LO}_2$ and $B_2$. In this way, the network learns the spatial properties of $A_1$, $B_1$, $B_2$, and whatever lies in between $B_2$ and $B_1$. Secondly, we take $A_1$ and create $\text{MO}_1$ and $\text{MO}_2$ by random row shifting in the upward and downward direction. Similarly, we create $\text{NO}_1$ and $\text{NO}_2$ for $A_2$. As $\text{(MO}_1, \text{MO}_2)$ and $(\text{NO}_1, \text{NO}_2)$ are created from the same image which implies learned representations for pairs will be the same. Hence, for our given network $f_\theta()$ we can write $f(\text{MO}_1) \approx f(\text{MO}_2)$ and $f(\text{NO}_1) \approx f(\text{NO}_2)$. We do the MSE between the pairs to introduce smoothness regulariza-
tion. In summary, we update our CNN four times in a single step of smoothing, which in the end learn a smooth approximation of the clean image as the solution to the learning problem.

3.1 Theoretical Background

To explain our approach we first include the usual baseline for clarity. To do such we start with the Noise2Noise (N2N) [1]. In that paper, authors have shown that the provided algorithm is somewhat equivalent to a supervised setup. N2N requires two noisy observations $C_1$ and $C_2$ where $\text{Var}(C_1) >> \text{Var}(C_2)$. In other words, $C_2$ is closer to the underlying clean image compared to $C_1$. Say, $x$ is the clean image and $n$ is the noise. For simplicity ‘$n$’ is additive Gaussian noise. Hence, $C_1 = x + n_1, \ n_1 \sim \mathcal{N}(0, \sigma^2_1)$ and $C_2 = x + n_2, \ n_2 \sim \mathcal{N}(0, \sigma^2_2)$. If $f_\theta()$ is our denoising training network, then the following is the N2N setup:

$$
\mathbb{E}_{n_1, n_2} \| f_\theta(C_1) - (C_2) \|^2_2 = \mathbb{E}_{n_1, n_2} \| f_\theta(C_1) - x \|^2_2 - 2\mathbb{E}_{n_1, n_2} \| n_2 \|^T f_\theta(C_1) \| + \text{constant} \quad (1)
$$

As we have taken the simple yet powerful assumption that working noise is zero mean, this will lead $2\mathbb{E}_{n_1, n_2} \| n_2 \|^T f_\theta(C_1) \|^2$ towards zero as a result of the expectation property. This immediately turns the above equation into the desired supervised setting but is limited to a constant.

In our work, we focused on this constant which will be discussed later. Before moving forward, we summarized the efforts of the N2N [1], Nr2N [2], NAC [22], and R2R [7] to investigate equation (1) more closely. Although Nr2N and NAC are almost similar, the investigation is worthwhile. From equation 1 above N2N minimizes,

$$
\mathbb{E}_{n_1, n_2} \| f_\theta(C_1) - x \|^2_2 + \| (C_2) - x \|^2_2 \quad \text{constant} \quad (2)
$$

For Nr2N and NAC, $C'_1 = C_1 + n'_1$. Where, $n'_1 \sim \mathcal{N}(0, \sigma')$. Hence,

$$
\mathbb{E}_{n_1, n'_1} \| f_\theta(C'_1) - C_1 \|^2_2 = \mathbb{E}_{n_1, n'_1} \| f_\theta(C'_1) - x \|^2_2 + \| C_1 - x \|^2_2 \quad \text{constant} \quad \text{equation} \quad (3)
$$
For R2R, $\hat{C}_1 = C_1 + \hat{n}_1$ where, $\hat{n}_1 \sim \mathcal{N}(0, \sigma)$.

$$\mathbb{E}_{n_1, \hat{n}_1} \| f_\theta(\hat{C}_1) - C_1' \|^2_2 = \mathbb{E}_{n_1, \hat{n}_1} \| f_\theta(\hat{C}_1) - x \|^2_2 + \| C_1' - x \|_2^2$$ (4)

From the above method, we observe that every method aims for the limited/noisy supervised setup, which is indicated by that constant. Therefore, it is straightforward that, if the constant $\rightarrow 0$, the better the self-supervised methods will become and eventually becomes supervised when the constant hits zero. We take that into account and try to reduce the effect of the constant in the first part of our loss function.

To begin, let’s assume, $A$ is the available noisy image ($A = x + n; n \sim \mathcal{N}(0, \sigma)$) for our experiment. Now, the typical self-supervised setup tends to minimize $\| f_\theta(x) - x \|^2_2$ which no doubt leads to identity. To avoid such, the common practice is designing $f_\theta(\cdot)$ in such a way that it blocks the identity convergence.

Another common practice is inspired by N2V [4] which creates two observations of $A$. However, we follow the latter one and say $A_1$ and $A_2$ are the observation that originated from $A$. $A_1 = A + O_1; \quad O_1 \sim \mathcal{N}(0, \sigma)$ and $A_2 = A + O_2; \quad O_2 \sim \mathcal{N}(0, \sigma)$. $O_1$ and $O_2$ are drawn with the same standard deviation and their expectations are same $\mathbb{E}[O_1] = \mathbb{E}[O_2] = 0$ but $\| O_1 - O_2 \|_2 \neq 0$. This will allow us to evade identity convergence phenomena.

**Algorithm 1: Algorithm: Push and Pull**

**Input:** A set of noisy image, $A$.
- Denoising Network, $f_\theta$
- Stochastic Shifter, $f_S(a, d); d_k \in [1, -1]$
- Random JPEG decay, $f_J(a, p); p_k \in [0, 0.9, 1]$

while not converged do
- Sample a noisy image $A_1 \in A$
- Create $A_1^1, A_2^1$ by applying $\mathcal{N}(0, \sigma)$
- Generate intermediate target $B_1 = f_S(A_1^1, 1)$
- Generate secondary target $B_2 = f_J(A_1^1, P_k)$
- Create shifted pair $f_S(A_1^1, 1) \& f_S(A_2^1, -1)$
- Create shifted pair $f_S(A_1^2, 1) \& f_S(A_2^2, -1)$
- Compute push loss:
  $$\alpha_P = \| B_1 - f_\theta(A_1) \|_2 + \| B_2 - f_\theta(f_\theta(A_1)) \|_2$$
- Obtain regularized pairs:
  - $\{ MO_1, MO_2 \} = f_\theta[f_S(A_1^1, 1) \& f_S(A_1^1, -1)]$
  - $\{ NO_1, NO_2 \} = f_\theta[f_S(A_1^2, 1) \& f_S(A_2^2, -1)]$
- Compute pull loss:
  $$\alpha_R = \| MO_1 - MO_2 \|_2 + \| NO_1 - NO_2 \|_2$$
- Update the $f_\theta$ by minimizing: $\alpha_P + \alpha_R$
end

However, we simply don’t minimize $\| f_\theta(A_1) - A_1 \|_2^2$ but we do the minimization with the help of degradation operation. First, we utilize a stochastic shifter function $f_S(a, d)$ which shifts the row of the given image ‘a’ with respect to the random direction ‘d’. $f_S(a, d)$ is stochastic because it randomly shifts 0 to 5 rows either upward or downward direction to serve the randomness. Secondly, $f_J(a, p)$ also randomly changes the JPEG quality of the given image ‘a’ in accordance with the parameter ‘p’. Here, $d \in [1, -1]$ for either upward or downward direction and $p \in [0.8, 1]$, where 0.8 indicates 80% quality preservation, obtained empirically. Now, we generate two intermediate
targets $B_1 = f_S(A_2, 1)$ and $B_2 = f_j(A_2, P_1)$, then the loss function can be written as follows. Given, $D_1 = f_\theta(A_1)$ and $D_2 = f_\theta(D_1)$. Hence,

$$\alpha_s = \| B_1 - D_1 \|_2 + \| B_2 - D_2 \|_2$$

(5)

If we look closely, we see that we have started from $A_1$ and aiming for $B_2$, via $D_1$. In compact form, we aim to minimize $\| f_\theta(D_1) - B_2 \|_2^2$. If we extend it to the supervised setup then we can write,

$$E_{\hat{O}_1, \hat{O}_2} \| f_\theta(D_1) - x \|_2^2 + \| B_2 - x \|_2^2$$

(6)

Now from above equation 6, our method directly guaranteed a smaller constant because $\| B_2 - x \|_2 < \| A_2 - x \|_2$. Even though $B_2$ is from $A_2$ and $B_2$ is the smoother version of the $A_2$, it does provide shorter distance towards the underlying clean image $x$. Furthermore, statistically, $\text{Var} [A_2] > \text{Var}[B_2] > \text{Var}[x]$, as clean image $x$ got lesser variation. Due to this, our loss function gets a strict advantage over the previous one.

The reason we took the via towards $B_1$ is two-fold. First, minimizing $\| B_1 - D_1 \|_2$ automatically gives a smoother approximation of $A_1$ because $B_2$ is constantly changing in each step of the training. Due to that, our supervised equivalent part got a shorter distance to minimize. Secondly, $\| B_2 - D_2 \|_2$ allow further spatial ‘correction’, as it pushes the network to reach the slightly distorted observation of the noisy input. Applied distortion is intentional for avoiding identity mapping. Due to that, the model can also avoid typical over-smoothing if we simply do $\| f_\theta(A_1) - B_2 \|_2$ in the first place.

To sum it up, our distortion-dependent minimization allows us to change the effect of the constant and achieve smoothness in contrast to typical self-supervised baseline. As we have pushed the network to achieve a preliminary smoother, now we focus on pulling out the desirable details, which are described in the second part of this section. The second part of the cost function serves as a regularizer for the overall training process. As we have focused on smooth approximation in the first part, we need a complementary mechanism for possible spatial fidelity.

To do such, we integrate a self-regularization term that involves unmodified $A_1$ and $A_2$, in terms of information property. At first, we create two shifted versions for both $A_1$ and $A_2$. As we have mentioned earlier, $f_S(a, d)$ in the shifting function, where $a$ stands for the input, $d$ stands for the shifting direction. Furthermore, our random shifting ranges from 0 to 5 which means sometimes the function performs no shifting at all. Anyway, we pass $f_S(A_1, 1), f_S(A_1, -1), f_S(A_2, 1) & f_S(A_2, -1)$ through the same network and the network infers $MO_1, MO_2, NO_1$, and $NO_2$. Then we simply perform following:

$$\alpha_R = \| MO_1 - MO_2 \|_2 + \| NO_1 - NO_2 \|_2$$

(7)

Here, we can see that $MO_1, MO_2$ and $NO_1, NO_2$ originate from the same image but they impose different representations due to the shifting. If we just do this equation (7) without shifting that will become a pure identity restoration operation. However, due to the stochastic shifting, it becomes part identity, part similarity loss. Because during training, for some images we might observe no shifting at all. Further, we do this operation on every training pair at each step of the training. This outline stochasticity imposes further advantages on our mechanism. As we are not settling for any static shifting, we are not getting any intertwined directional smoothing during inference. Moreover, our network gets a gradient for multiple online shifting and as a result, our network is tuned to reach a wider minimum compared to the static shifting case. It’s been widely accepted by researchers those wide minima help generalization widely.
Apart from that, equation 7 shows that the network tries to equalize two different observations from the same image for two similar noisy observations. As a result, the network is continually back-propagating with respect to the unmodified noisy image which allows propagating underlying clean pixel information along with the surface noise. In processes, the network learns to push back the possible necessary details from the second part of the loss function, while the first aims to suppress the noise to reach for possible smoother.

In essence, our first server as the ‘push’ function by introducing necessary smoothing for the task. In contrast, our network part serves as the ‘pull’ function by introducing stochastic identity regularization. Related quantitative and visual demonstrations are present in the following sections and the training framework is shown in Algorithm: Push and Pull.

![Image of visual quality comparison on BSD 68 dataset with AWGN noise level $\sigma = 50$](image)

**Figure 2**: Visual quality comparison on the BSD 68 dataset with AWGN noise level $\sigma = 50$ (zoom-in for best view).

### 4 Experimental Results

#### 5 Experiments

The main objective of the experiments is to manifest that, under different conditions, the proposed noise removal technique provides positive results in denoising performance. In this section, we evaluate our proposed training algorithm on Additive Gaussian Noise (AWGN) and Poisson noise removal. In our experiments, we employ the same architecture as that of DnCNN [14] which is a baseline for denoising DNN. The results of the compared methods are either cited directly from the literature or by using the pre-trained models or the codes provided by the authors. For the recorrupted2recorrupted [7] study, we have to infer the test images according to the red, green, and blue channel, followed by mandatory merging to reconstruct desired view. This is due to the author’s specific gray-scale implementation code, as available in the GitHub repository. For the noise2self [3] study, we utilized the available scipy implementation to obtain the result.
Figure 3: Visual quality comparison on the KODAK dataset with AWGN noise level $\sigma = 50$ (zoom-in for best view).

Table 1: Average SSIM/PSNR (DB) results on different dataset corrupted by additive gaussian noise with $\sigma = 25$ and $\sigma = 50$

| Method      | BSD 68     | Kodak       | UR100 | BSD 68     | Kodak       | UR100 |
|-------------|------------|-------------|-------|------------|-------------|-------|
| DnCNN [14]  | 0.9024/29.21 | 0.9073/30.02 | 0.9128/28.35 | 0.8338/26.23 | 0.8497/27.14 | 0.8435/25.01 |
| N2S [3]     | 0.8856/28.21 | 0.9035/29.24 | 0.8723/25.56 | 0.7986/26.01 | 0.8015/26.65 | 0.7985/24.05 |
| N2V [4]     | 0.8751/27.88 | 0.8898/28.79 | 0.8601/25.26 | 0.7532/25.09 | 0.7499/25.63 | 0.7630/23.41 |
| N2N [1]     | 0.8935/28.84 | 0.8997/29.67 | 0.9058/27.99 | 0.8213/25.74 | 0.8390/26.71 | 0.8336/24.60 |
| Nr2N [2]    | 0.8856/28.52 | 0.8935/29.39 | 0.8993/27.68 | 0.8189/25.64 | 0.8362/26.61 | 0.8310/24.50 |
| R2R [7]     | 0.9012/29.16 | 0.9064/29.98 | 0.9119/28.31 | 0.8315/26.14 | 0.8490/27.12 | 0.8432/25.00 |
| SURE [8]    | 0.8848/28.18 | 0.9023/29.20 | 0.8711/25.54 | 0.7942/25.92 | 0.7966/26.55 | 0.7950/23.98 |
| Proposed    | 0.9152/29.97 | 0.9183/30.81 | 0.9245/29.29 | 0.8416/26.29 | 0.8591/27.34 | 0.8546/25.28 |

5.1 Training Details

For this work, we followed a standard training strategy. To start with, we created the necessary observations required for the training as per our algorithm. To its extent, we provided a diverse synthetic sample to our data stream to train a network for interesting images with different sets of noisy observations. For training, we maintained batch size as 16 and standard data augmentations. In addition to that, we run our setup for 400 epochs and scheduled the learning rate according to the epochs. We converted our input patches with the size of 40. We have only used the Div2k dataset for final training. Additionally, we tried training with MIT 5k, BSD 500, and GLADNet datasets and achieved comparable results.
Ground Truth

Noisy patch 18.67 dB

DNCNN 26.71 dB

N2N 22.50 dB

N2S 26.62 dB

N2V 26.31 dB

Nr2N 25.60 dB

R2R 27.07 dB

SURE 22.55 dB

Proposed 27.21 dB

Figure 4: Visual quality comparison on the BSD 68 dataset with Poisson noise with levels $\lambda \in [5; 50]$ (zoom-in for best view).

Ground Truth

Noisy patch 19.27 dB

DNCNN 31.67 dB

N2N 31.20 dB

N2S 30.22 dB

N2V 30.50 dB

Nr2N 30.23 dB

R2R 30.79 dB

SURE 30.48 dB

Proposed 32.56 dB

Figure 5: Visual quality comparison on the UR 100 dataset with Poisson noise with levels $\lambda \in [5; 50]$ (zoom-in for best view).
Table 2: Average SSIM/PSNR (DB) results on different datasets corrupted by Poisson noise with levels $\lambda \in [5, 50]$

| Method         | BSD 68        | Kodak         | UR100         |
|----------------|---------------|---------------|---------------|
| DnCNN [14]     | 0.9352/30.81  | 0.9242/30.74  | 0.9360/29.23  |
| N2S [3]        | 0.8915/27.97  | 0.8978/28.81  | 0.9019/26.59  |
| N2V [4]        | 0.8731/27.13  | 0.8834/27.96  | 0.9049/26.70  |
| N2N [1]        | 0.9234/30.19  | 0.9119/30.17  | 0.9329/28.95  |
| Nr2N [2]       | 0.8876/27.88  | 0.8958/29.13  | 0.9090/27.09  |
| R2R [7]        | 0.9212/29.89  | 0.9115/29.91  | 0.9297/28.72  |
| SURE [8]       | 0.9011/28.43  | 0.9105/29.67  | 0.9154/27.33  |
| Proposed       | 0.9256/30.00  | 0.9232/30.18  | 0.9332/28.95  |

As DIV2K was used as our source of clean images, we applied synthetic noise to generate noisy training images with Gaussian and Poisson noise. We considered the following three types of synthetic noise distributions: (1) Gaussian noise with a fixed level $\sigma = 25$, (2) Gaussian noise with a fixed level $\sigma = 50$, and, (3) Poisson noise with varied noise levels $\lambda \in [5; 50]$. Then we utilized BSD 68, urban100 and Kodak24 image sets as our test sets to perform evaluation.

In the training phase, we have followed separated noise aware training for the both Gaussian and Poisson noise. As mentioned above, we trained with the fixed noise parameter. However, we merged all the fixed noisy observations in a single training, hence a single model is required to obtain clean approximations from the given images. In contrast to other studies, we do not relay on multiple training phases for multiple noise instances. Additionally, we have trained our network with blind setup, where noise parameters varies randomly. In such case, we have achieved similar or higher results from the proposed training setup. Higher results are due to the randomness effect of the blind noise sampling. As most of the studies provided codes and trained network for the fixed noise level, we present the results based upon such availability.

5.2 Gaussian noise result

We compared our method against the supervised DnCNN [14], Noise2self [3], Noise2void [4], Noise2Noise [1], Noiser2noise [2], Recorrupted2recurrupted [7], and SURE [8]. In the table 1, we have presented our denoising performance for Gaussian noise, with respect to the aforementioned methods. Visual comparisons are present in the figure 2 and 3. From the PSNR and SSIM metric performance at table 1, proposed approach have obtained better metric performance compared to the supervised baseline, as well as exceeding the contemporary self-supervised alternatives.

To have a fair discussion about Noise2Noise performance, which usually obtain high PSNR and SSIM score in the original study. Sudden low score is due to the DnCNN network instead of the regular Unet baseline is present in this paper. For supervised baseline, presented score is not the limiting performance of the DnCNN network, further extendable with sufficient data augmentations and optimization tricks. It is surprising that, our result exceeds the supervised baseline for additive Gaussian noise performance. Experimentally we have observed that, proposed pull regularization helps to obtain better performance.
5.3 Poisson noise result

For the Poisson noise, we have followed the similar training strategy as we have done with the Gaussian noise. Only exception made here is with noise level. Instead of a fixed noise rate, we have utilized random sampling from 5 to 50, as the similar studies practiced. Here, we did not exceed the supervised [14] baseline, as well as the weakly supervised [1] one also. However, we have achieved comparable performance to the weakly supervised [1] baseline. On the other hand, our study exceeds the previous self-supervised studies with considerable margin in all of three test cases. Table 2 contains our result for the Poisson noise and figure 4 is showing the visual comparison between all of the compared approaches.

6 Conclusion

In this paper, we propose a novel self-supervised method for image denoising which doesn’t require any noisy-clean pairs, multiple noisy observations, and specific noise modeling. Our approach takes advantage of image degradation through bit compression and row shifting and allows the CNN to learn the hidden representations of an image by minimizing the loss functions. These adaptive self-supervision loss functions overcome the requirement of zero-mean constraint where prior knowledge of noise statistics is not readily available. Its effectiveness was further demonstrated by the numerical results on AWGN and Poisson noise removal. For AWGN removal our method has obtained competitive results compared to the state-of-the-art supervised learning methods. Extensive experiments showed that the proposed method outperformed existing self-supervised deep denoisers, and is competitive enough as a representative of supervised deep denoisers.
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