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Abstract. In this paper, we prove the asymptotic expansion of the solutions to some singular complex Monge-Ampère equation which arise naturally in the study of the conical Kähler-Einstein metric.

1. Introduction

Let $M$ be a closed Kähler manifold and $D$ be a smooth divisor in $M$. A Kähler metric $g$ is said to be of cone angle $2\pi \beta$ (with $0 < \beta < 1$) along $D$ if $g$ is smooth away from $D$ and for each $p \in D$, there is a holomorphic coordinates $\{z_1, \cdots, z_n\}$ around $p$ with $D = \{z_1 = 0\}$ such that $g$ is comparable to the standard cone metric

$$g_{\text{cone}} = |z_1|^{2\beta - 2} dz_1 d\bar{z}_1 + dz_2 d\bar{z}_2 + \cdots + dz_n d\bar{z}_n.$$ 

If the metric is Einstein away from the divisor, then it is called conical Kähler-Einstein metric.

The study of Kähler cone metrics could be traced back to Tian [11]. Since then, there are researches on uniqueness and existence of conical Kähler-Einstein metrics [6, 9]. Recently, in [3], Donaldson introduced a new function space $C^{2,\alpha}_{\beta}$ (see Section 2 for the definition) and proved a Schauder estimate of the linear equation, which provides the key analysis tool and stimulates more research work along this line. It is now known that the uniqueness and existence of conical Kähler-Einstein metrics in $C^{2,\alpha}_{\beta}$ space, i.e. the Kähler potential of the conical Kähler-Einstein metric lies in this new space, could be proved without knowing the higher order regularity near the divisors (see [7] and references therein). Nevertheless, the expansion formula has been used in [10] to prove a Chern number inequality for some conical Kähler metrics. Therefore, it is interesting to understand it down to earth and more accurately, and this is the main topic we would explore in this paper.

For those metrics generated by using Donaldson’s Schauder estimate, the Kähler potential (together with its tangential derivatives) lies automatically in the $C^{2,\alpha}_{\beta}$ space. Under the angle restriction $0 < \beta < \frac{1}{2}$, the higher regularity near the divisor is studied by Brendle [1], meanwhile the higher order Donaldson’s spaces are defined and used to improve the regularity of the more general constant scalar curvature Kähler metric with cone singularities in [2, 8]. For $0 < \beta < 1$, Jeffres, Mazzeo and Rubinstein [5] proved that the metric is polyhomogeneous, in the sense that

$$\varphi_{KE}(r, \theta, Z) \sim \sum_{j, k \geq 0} \sum_{l=0}^{N_{j,k}} a_{j,k,l}(\theta, Z) r^{j+k/\beta} (\log r)^l.$$
where \( r = |z_1|^\beta / \beta, \theta = \arg z_1 \) and \( Z = (z_2, \cdots, z_n) \). We refer the readers to Theorem 2 of [5] for the complete detail of this result.

The main result of this paper is to show that by following a method of [12], which is very different from the method in [5], we can prove an expansion with more detailed information. Among other things, we can show that

\[ N_{j,k} \leq \max \{0, k - 1\} \quad \text{and} \quad j \text{ is even}. \]

Briefly speaking, the extra information is obtained by making full use of the fact that the section of the cone (modulo tangential directions) is \( S^1 \). Moreover, we shall see in the proof of the main theorem that the exact form of the expansion relies both on this geometric structure of the singularity and on the particular nonlinear structure of the complex Monge-Ampère equation. It makes a very interesting comparison to note that in [12], the author showed that the expansion of the Ricci flow solution on conical surfaces involves no log term.

Since the nature of the regularity problem is local, we start with a local form. Its relation to the conical Kähler-Einstein metric shall be clear in a minute. Consider a solution \( \varphi \) to the following singular Monge-Ampère equation

\[
\det(\varphi_{i\bar{j}}) = \frac{e^{\lambda \varphi + h}}{|z_1|^{2-2\beta}}
\]
on \( B_1 \subset \mathbb{C}^n \). Here \( B_1 \) is the ball of radius 1 centered at the origin. Assume that

- (S1) \( h \) is a smooth function of \( z = (z_1, \ldots, z_n) \in B_1 \subset \mathbb{C}^n \);
- (S2) \( \varphi \) is in \( C^{2,\alpha} \) space (see Section 2.2 for the definition);
- (S3) there is some constant \( c > 1 \) such that

\[
\frac{1}{c} \omega_{cone} \leq \sqrt{-1} \partial \bar{\partial} \varphi \leq c \omega_{cone},
\]

where \( \omega_{cone} = \sqrt{-1} \partial \bar{\partial} \left( \frac{1}{\beta} |z_1|^{2\beta} + \sum_{i=2}^{n} |z_i|^2 \right) \).

To describe the regularity of the solution \( \varphi \), we need some definitions. Define the polar coordinates \((\rho, \theta, \xi)\) by

\[
\rho = \frac{1}{\beta} |z_1|^{\beta}, \quad z_1 = |z_1| e^{i\theta}, \quad (z_2, \cdots, z_n).
\]

Let \( \mathcal{T}_{\log} \) be the set of functions

\[
\rho^{2j+\frac{k}{2}} (\log \rho)^m \cos l \theta, \rho^{2j+\frac{k}{2}} (\log \rho)^m \sin l \theta
\]

with \( j, k, m, l \) satisfying

- (T1) \( k, j, l, m = 0, 1, 2, \cdots; \)
- (T2) \( \frac{k+j}{2} \in \mathbb{N} \cup \{0\}; \)
- (T3) \( m \leq \max \{0, k - 1\}. \)

The main theorem of this paper is

**Theorem 1.1.** Suppose that \( \varphi \) is a solution to (1.1) on \( B_1 \subset \mathbb{C}^n \) and that (S1)-(S3) hold. Then for each fixed \( \xi \) with \( |\xi| < \frac{1}{2} \) and \( q > 0 \), \( \varphi \) has an expansion up to order \( q \) in the sense that there exists \( \eta \) in \( \text{Span}(\mathcal{T}_{\log}) \) such that

\[
\varphi(\rho, \theta, \xi) = \eta + \tilde{O}(q).
\]
Here \( \text{Span}(T_{\log}) \) is the vector space of finite linear combinations of \( T_{\log} \) and \( \tilde{O}(q) \) stands for a function of \( \rho, \theta \) satisfying

\[
| (\rho \partial_{\rho})^{k_1} \partial_{\rho}^{k_2} \tilde{O}(q) | \leq C(k_1, k_2, \xi) \rho^\xi \quad \text{for any } \quad k_1, k_2 \in \mathbb{N} \cup \{0\}.
\]

Moreover, any derivatives of \( \varphi \) along \( \xi \) direction have expansion up to any order in the same sense.

Before we discuss the application of Theorem 1.1, we briefly introduce the ideas involved in its proof.

It follows from Donaldson’s linear theory that the tangential regularity of \( \varphi \) is not a problem at all, hence we treat \( z_2, \ldots, z_n \) as parameters and study a regularity problem on conical surface. For that purpose, we set \( \tilde{\Delta} = \partial^2_{\rho} + \frac{1}{\rho} \partial_{\rho} + \frac{1}{\sigma_{\rho} \sigma_{\theta}} \partial_{\theta}^2 \) and rewrite (1.1) into the form

\[
\tilde{\Delta} \varphi = \text{RHS}
\]

where the RHS is an expression involving derivatives of \( \varphi \) (see Section 2.3).

The first ingredient of the proof is a formal analysis, which we use to decide which functions are needed for the expansion of \( \varphi \). Roughly speaking, we pretend that \( \varphi \) and its tangential derivatives are finite linear combinations of functions in \( T \) for some set of functions \( T \) and compute the RHS above so that the result is the linear combination of some other set of functions \( T_{\text{rhs}} \), which may not be identical to \( T \). We look for the smallest \( \text{Span}(T) \) such that every function in \( T_{\text{rhs}} \) lies in the image \( \tilde{\Delta}(\text{Span}(T)) \). Moreover, we require that \( \text{Span}(T) \) contains the terms in the expansion of bounded harmonic functions (see (1) in Lemma 4.16). This is how we obtain \( T_{\log} \).

The second ingredient is an estimate of \( \varphi \) (Theorem 3.1) away from the singular set \( \{z_1 = 0\} \), which serves as the starting point of the bootstrapping argument in the proof of Theorem 1.1. The idea is that away from the singular set, since the complex Monge-Ampère equation is elliptic and that we have assumed Donaldson’s \( C^{2,\alpha}_\beta \) estimate, we should be able to get estimates for higher order derivatives of \( \varphi \), which blow up at some fixed rate near the singular set.

The rest of the proof is a bootstrapping argument. Once we know that \( \varphi \) and its tangential derivatives have expansion up to a certain order, we can improve this order by at least 1. The details of this argument appear in Section 4.2 and 4.3.

To apply Theorem 1.1 to the regularity problem of conical Kähler-Einstein metric, we briefly recall the basic setting. Suppose that \( M \) is a compact Kähler manifold with a smooth Kähler form \( \omega_0 \) and \( D \) is a smooth divisor in \( M \), whose corresponding line bundle \( L \) has a global holomorphic section \( s \) vanishing on \( D \). Assume that

\[
(1.2) \quad c_1(M) = \mu \omega_0 + (1 - \beta)[D]
\]

for some \( \mu \in \mathbb{R} \). Here \( [D] \) is the cohomology class defined by the closed (1,1) current defined by the divisor \( D \).

By (1.2), there exists an (smooth) hermitian metric \( h_0 \) of \( L \) such that its curvature form \( \Theta_{h_0} \) satisfies

\[
(1.3) \quad \text{Ric}(\omega_0) = \mu \omega_0 + (1 - \beta) \Theta_{h_0}
\]

For \( \delta \) sufficiently small,

\[
\omega_D = \omega_0 + \frac{\delta i}{2\pi} \partial \bar{\partial} |s|_{h_0}^{2\beta}
\]
is a Kähler metric on $M \setminus D$ and is asymptotically a cone metric along $D$ (see Section 4.3 in [3]). For $\psi \in C^2_2(M)$ (the Donaldson Hölder space, see Section 2 for the precise definition), the Kähler metric

$$\omega_\psi = \omega_D + \frac{i}{2\pi} \partial \bar{\partial} \psi$$

is called a conical Kähler-Einstein metric if

$$Ric(\omega_\psi) = \mu \omega_\psi + (1 - \beta)D$$

in the sense of currents, where by abuse of notation, we also use $D$ for the current associated to the divisor $D$. By the Poincaré-Lelong formula, this is equivalent to

$$(1.4) \quad Ric(\omega_\psi) = \mu \omega_\psi + \frac{i}{2\pi} \partial \bar{\partial} |s|^{2(1-\beta)}_{h_0} + (1 - \beta)\Theta_{h_0}. $$

Subtracting $(1.3)$ from $(1.4)$ yields (in the sense of currents)

$$\partial \bar{\partial} \log \frac{\omega^n_\psi}{\omega^n_0} = \partial \bar{\partial} (\mu \psi + \mu \delta |s|^{2\beta}_{h_0}) + \partial \bar{\partial} |s|^{2(1-\beta)}_{h_0},$$

which implies

$$(1.5) \quad \frac{\omega^n_\psi}{\omega^n_0} = |s|^{2(1-\beta)}_{h_0} e^{\mu (\psi + \delta |s|^{2\beta}_{h_0})}.$$

To reduce the global equation $(1.5)$ into a local one, we take a holomorphic coordinate system $\{z_i\}$ around some $p \in D$ such that $D$ (in this neighborhood) is given by $\{z_1 = 0\}$. We pick the trivialization of $L$ such that $s$ is given by $z_1$ and denote the hermitian metric in this trivialization by a real-valued function $\tilde{h}$. Moreover, we assume that $\omega_0 = \frac{i}{2\pi} \partial \bar{\partial} \psi_0$. Keeping the above notations in mind and setting

$$(1.6) \quad \varphi = \psi_0 + \delta |s|^{2\beta}_{h_0} + \psi,$$

we obtain

$$(1.7) \quad \det \varphi^i_j = \det(\psi_0)^i_j |z_1|^{2(1-\beta)} \tilde{h}^{1-\beta} e^{\mu (\varphi - \psi_0)},$$

which is just equation $(1.1)$ if we take $\lambda = \mu$ and

$$(1.8) \quad h = \log \left( \det(\psi_0)^i_j \cdot \tilde{h}^{1-\beta} e^{\mu \psi_0} \right).$$

Hence, we can apply Theorem 1.1 to get

**Corollary 1.2.** If $\omega_\psi$ is a conical Kähler-Einstein metric as defined above, then $\varphi$ (hence $\psi$) has an expansion up to any order as defined in Theorem 1.1.

The proof of this corollary is given in Section 4.4.
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2. Preliminaries

We include in this section a few elementary discussions needed for this paper. First, we define several coordinate systems and explain the notations that we use. Second, we prove a few lemmas on how estimates are translated between different coordinate systems. Finally, we rewrite the complex Monge-Ampère equation for the use of the proof of our main result.

2.1. Various coordinates. Recall that $D$ is a smooth divisor of the Kähler manifold $M$. We shall list a few coordinate systems which appear naturally in the study of conical Kähler metric. Please note that some of them are defined in a neighborhood of any point in $D$ and some are defined in a small ball away from $D$.

1. The holomorphic coordinates $z$. This is the holomorphic coordinates $(z_1, \cdots, z_n)$ of the underlying complex manifold such that the divisor $D$ is given by $z_1 = 0$. It is the most natural coordinate system and we have introduced our equation (1.1) using it. Partial derivatives of $\varphi$ with respect to $z$ coordinates are denoted by $\varphi_i, \varphi_j, \varphi_{ij}$ and so on. The roles played by $z_1$ and $z_l (l = 2, \cdots, n)$ are very different. To emphasize this, we usually write $\xi$ for any one of $z_2, \cdots, z_n$. Hence, $\varphi_\xi$ can be any one of $\varphi_2, \cdots, \varphi_n$ and the same convention applies to $\varphi_{\xi i}, \varphi_{\xi j}$ and so on.

2. The polar coordinates $(\rho, \theta, \xi)$. If $(z_1, \cdots, z_n)$ is the holomorphic coordinates above, the polar coordinates are defined by

$$
\rho = \frac{1}{\beta} |z_1|^\beta, \quad z_1 = |z_1| e^{i\theta}, \quad \xi = (z_2, \cdots, z_n).
$$

Here we take $\xi$ as a real vector in $\mathbb{R}^{2n-2}$. Partial derivatives are denoted by $\partial_\rho, \partial_\theta, \nabla_\xi, \nabla_\xi^2$ and so on.

3. The lifted holomorphic coordinates $v$ (or $V$-coordinate for short). This coordinate system is only defined in small neighborhood away from (but near) $D$. More precisely, given a point $Z_0 = (\rho_0, \theta_0, \xi_0)$ (in the polar coordinates) with $\rho_0 \neq 0$ and $\theta_0 \in [0, 2\pi)$, we consider a neighborhood of $Z_0$ defined by

\begin{equation}
\Omega = \{ (\rho, \theta, \xi) \mid \rho_0/2 < \rho < 2\rho_0, \theta_0 - 0.1 < \theta < \theta_0 + 0.1, |\xi_0 - \xi| < \rho_0 \}.
\end{equation}

For points in $\Omega$, it makes sense to define

$$
v_1 := \frac{1}{\beta} z_1 = \frac{1}{\beta} |z_1|^\beta e^{i\beta \theta}.
$$

We write $v = (v_1, \xi) = (v_1, \cdots, v_n) \in \mathbb{C}^n$. Note that for any such $Z_0$, the lifted holomorphic coordinates are defined for $|v - v_0| \leq c_\beta \rho_0$ for some constant $c_\beta < 1$ (depending only on $\beta$) and $v_0 = (\rho_0 e^{i\beta \theta_0}, \xi_0)$. Partial derivatives are denoted by $\varphi_{V,i}, \varphi_{V,j}, \varphi_{V,ij}$ and so on. As before, we use $\nabla_{V,\xi}$ to indicate $\partial_{v_i}$ or $\partial_{\theta_i}$ for $i = 2, \cdots, n$.

4. The scaled lifted holomorphic coordinates $\tilde{v}$ (or $\tilde{V}$-coordinate for short). This is simply a scaling (by $\rho_0$) and translation of $v$ (by $v_0$) so that $\tilde{v}$ is defined in $B_{c_{12}}(0) \subset \mathbb{C}^n$. Precisely,

$$
\tilde{v} = \frac{v - v_0}{\rho_0}.
$$

Partial derivatives are denoted by $\tilde{\varphi}_{\tilde{V},i}, \tilde{\varphi}_{\tilde{V},j}, \tilde{\varphi}_{\tilde{V},ij}$ and so on and $\nabla_{\tilde{V},\xi}$ is understood as in $V$-coordinates.
We also define Hölder spaces by using (scaled) lifted holomorphic coordinates. $C^{k,\alpha}_V$ is the set of function $f : B_{\rho_0}(\rho_0) \to \mathbb{R}$ that is $C^{k,\alpha}$ in the usual sense (i.e. with respect to the derivative and distance given by the $v$-coordinates) and the norm $\|f\|_{C^{k,\alpha}_V}$ is also the same with the usual Hölder norm $\|f\|_{C^{k,\alpha}(B_{\rho_0}(\rho_0))}$. Here we use the subscript to emphasize that we are using the $V$-coordinates around $v_0$. Similar convention holds for $C^{k,\alpha}_V$.

2.2. Estimates in various coordinates. There is little doubt that all the above mentioned coordinate systems are important in the study of conical Kähler metrics and that with some efforts, one can switch between them if necessary. In this section, we prove a few lemmas along this line.

First, we show how a bound of weighted derivatives (in polar coordinates) can be proved by using the lifted holomorphic coordinates.

**Lemma 2.1.** Suppose that $u : B_{1} \subset \mathbb{C} \to \mathbb{R}$ is a function of holomorphic coordinates. The following are almost equivalent in the sense that: (ii) implies (i), while (i) implies (ii) if the 1/2’s in (ii) are replaced by 1/4.

(i) For any $k_1, k_2, k_3 \in \mathbb{Z}^+ \cup \{0\}$, there exists constant $C(k_1, k_2, k_3) > 0$ such that

\[
\left| (\rho \partial_{\rho})^k_1 \partial_{\bar{\rho}}^k_1 (\rho \nabla_{\xi})^{k_3} u \right| \leq C(k_1, k_2, k_3)
\]

for any $\rho \in (0, 1/2)$ and any $|\xi| < 1/2$.

(ii) For any $k \in \mathbb{Z}^+ \cup \{0\}$, any $Z_0 = (\rho_0, \theta_0, \xi_0)$ with $\rho_0 \in (0, 1/2)$ and $|\xi_0| < 1/2$, the $k$-th order derivatives of $u$ on $B_{\rho_0}$ in scaled lifted holomorphic coordinates are bounded by a constant $C(k)$ (independent of $Z_0$).

**Proof.** The proof is based on the following computation. For the $\rho$ and $\theta$ part, recall that $v_1 = \frac{1}{\rho} z_1^\beta$ and $z_1 = re^{i\theta}$, which implies

\[
\partial_{v_1} = z_1^{1-\beta} \partial_{z_1} \quad \text{and} \quad \partial_{\bar{v}_1} = z_1^{1-\beta} \partial_{\bar{z}_1},
\]

and

\[
\partial_{z_1} = \frac{1}{2} \left( e^{-i\theta} \partial_{r} + e^{i(\frac{3}{2}\pi - \theta)} \frac{1}{r} \partial_{\theta} \right),
\]

\[
\partial_{\bar{z}_1} = \frac{1}{2} \left( e^{i\theta} \partial_{r} + e^{i(-\frac{3}{2}\pi + \theta)} \frac{1}{r} \partial_{\theta} \right).
\]

Putting the above equations together and recalling that $\rho = \frac{1}{\sqrt{2r}} e^{\beta}$ give

\[
\partial_{v_1} = \frac{\rho_0}{2\rho} \left( e^{-i\theta} (\rho \partial_{\rho}) + \beta^{-1} e^{i(\frac{3}{2}\pi - \beta\theta)} \partial_{\theta} \right)
\]

and

\[
\partial_{\bar{v}_1} = \frac{\rho_0}{2\rho} \left( e^{i\beta\theta} (\rho \partial_{\rho}) + \beta^{-1} e^{i(-\frac{3}{2}\pi + \beta\theta)} \partial_{\theta} \right).
\]

Along the tangent direction, for $l = 2, \ldots, n$,

\[
\partial_{v_l} = \rho_0 \partial_{z_l} = \frac{\rho_0}{2\rho} (\rho \partial_{x_l} - i \rho \partial_{y_l})
\]

\[
\partial_{\bar{v}_l} = \rho_0 \partial_{\bar{z}_l} = \frac{\rho_0}{2\rho} (\rho \partial_{x_l} + i \rho \partial_{y_l}).
\]

Here $x_l$ and $y_l$ are the real and imaginary part of $z_l$ so that $\nabla_{\xi} = (\partial_{x_1}, \ldots, \partial_{x_n}, \partial_{y_1}, \ldots, \partial_{y_n})$. 
If (i) holds, an immediate consequence of (2.2), (2.3) and (2.4) is that (ii) holds for \( k = 1 \). For larger \( k \), we observe that any coefficient \( w \) in front of \( \rho \partial \rho, \partial \theta \) and \( \rho \nabla \xi \) in (2.2),(2.3) and (2.4) satisfies
\[
[(\rho \partial \rho)^{1/4} (\partial \theta)^{1/2} (\rho \nabla \xi)^{1/2} w] \leq C(l_1, l_2, l_3) \quad \text{when} \quad \rho \in (\rho_0/2, 2\rho_0)
\]
for some constants \( C(l_1, l_2, l_3) \). One may derive from (2.2), (2.3) and (2.4) the formulas for higher \( \tilde{v} \)-derivatives and with the help of the above observation, we conclude that (i) implies (ii) for any \( k \).

To see that (ii) implies (i), we solve from (2.2), (2.3) and (2.4)
\[
\rho \partial \rho = \frac{\rho}{\rho_0} (e^{i\beta \theta} \partial_{\tilde{v}_1} + e^{-i\beta \theta} \partial_{\tilde{v}_1})
\]
(2.5)
\[
\partial \theta = \frac{\beta \rho}{\rho_0} (e^{i\beta \theta} \partial_{\tilde{v}_1} - e^{-i\beta \theta} \partial_{\tilde{v}_1})
\]
(2.6)
and for \( l = 2, \ldots, n \),
\[
\rho \partial_{\tilde{z}_l} = \frac{\rho}{\rho_0} (\partial_{\tilde{v}_l} + \partial_{\tilde{v}_l})
\]
(2.7)
\[
\rho \partial_{\tilde{\xi}_l} = \frac{\rho}{\rho_0} (\partial_{\tilde{v}_l} - \partial_{\tilde{v}_l}).
\]
If \( v \) is any coefficient in front of \( \partial_{\tilde{v}_l} \) or \( \partial_{\tilde{v}_l} \) with \( l = 1, \ldots, n \) in (2.5), (2.6) and (2.7), then \( v \) obviously satisfies (i), hence by what we have just proved, \( v \) also satisfies (ii). In particular, any \( \tilde{v} \)-derivatives of \( v \) in this same \( \tilde{V} \)-coordinates around \( Z_0 \) are bounded. With this observation, (ii) implies (i) by iterated use of (2.5), (2.6) and (2.7).

\[\square\]

**Corollary 2.2.** Suppose that \( h : B_1 \to \mathbb{R} \) is a smooth function in holomorphic coordinates \( z \). Then \( h \) satisfies (i) and (ii) in Lemma 2.1. In particular, for each \( Z_0 = (\rho_0, \theta_0, \xi_0) \) with \( \rho_0 \in (0, 1/4) \) and \( |\xi_0| < 1/4 \), if by using the \( \tilde{V} \)-coordinate around \( Z_0 \) we take \( h \) as a function defined on \( B_{c\beta} \), then
\[
\|h\|_{C^k_c(B_{c\beta})} \leq C(k) \quad \text{independent of} \quad Z_0.
\]

**Proof.** Being a smooth function in \( z \) implies that
\[
\|(r \partial_r)^{k_1} (\partial \theta)^{k_2} (\nabla \xi)^{k_3} h\| \leq C(k_1, k_2, k_3).
\]
The corollary follows from Lemma 2.1 and the fact that \( r \partial_r = \beta \rho \partial \rho \). \[\square\]

Next, we recall the Donaldson’s \( C^{2,\alpha}_\beta \) norm and show some implications (in the lifted holomorphic coordinates) when it is bounded.

With a background conical metric (for example, \( g_{\text{cone}} \) as given in the introduction), one can define \( C^0_\beta(B) \) space and \( C^{\alpha}_\beta(B) \) norm for functions defined on \( B \), where \( B \) stands for some ball in \( C^n \) centered at the origin. Moreover, there is a subspace \( C^{0,0}_\beta(B) \) of \( C^\beta(B) \) which consists of all \( u \in C^\beta(B) \) satisfying \( \|u\|_{\{z_1 = 0\}} = 0 \). A function \( u \) defined on \( B \) is said to be in (Donaldson’s) \( C^{2,\alpha}_\beta \) space if and only if (see Section 2 of [1])

\[
(D1) \quad u \in C^\beta_\beta \\
(D2) \quad |z_1|^{-\beta} \partial_{\tilde{z}_1} u, |z_1|^{-\beta} \partial_{\tilde{z}_1} u \in C^{\alpha}_\beta,0; \\
(D3) \quad \text{for} \ k \neq 1, |z_1|^{-\beta} \partial_{\tilde{z}_k, \tilde{z}_1} u \text{ and } |z_1|^{-\beta} \partial_{\tilde{z}_k, \tilde{z}_1} u \in C^\beta_{\beta,0}; \\
(D4) \quad \text{for} \ k \neq 1 \text{ and } l \neq 1, |z_1|^{2-2\beta} \partial_{\tilde{z}_k, \tilde{z}_1} u, \partial_{\tilde{z}_k, \tilde{z}_1} u \text{ and } \partial_{\tilde{z}_k, \tilde{z}_l} u \in C^\beta_\beta.
\]
Moreover, \( \|u\|_{C^{2,\alpha}_{\beta}(B)} \) is defined to be the sum of the \( C^{2,\alpha}_{\beta} \) norms of all the above functions.

There is an equivalent way (see [1]) of defining the same space in terms of the polar coordinates: if we replace (D1-D4) above by

(P1) \( u \in C^{2,\alpha}_{\beta} \);

(P2) \( \partial_{\rho}u, \frac{1}{\rho}\partial_{\theta}u \) are in \( C^{\alpha}_{\beta,0} \);

(P3) \( \nabla_{\xi}u, \partial_{\rho}\nabla_{\xi}u, \rho^{-1}\partial_{\theta}\nabla_{\xi}u \) and \( \tilde{\Delta}u \) are in \( C^{2}_{\beta} \) where \( \tilde{\Delta} = \partial_{\rho}^2 + \frac{1}{\rho}\partial_{\rho} + \frac{1}{\rho^2}\partial_{\theta}^2 \).

Here is an estimate in the lifted holomorphic coordinates for functions with bounded \( C^{2,\alpha}_{\beta} \) norm.

**Lemma 2.3.** Suppose that \( u \in C^{2,\alpha}_{\beta}(B_1) \). For any \( Z_0 = (\rho_0, \theta_0, \xi_0) \) with \( \rho_0 \in (0, \frac{1}{2}) \) and \( |\xi_0| < 1/2 \), \( u \) as a function in the lifted holomorphic coordinates are bounded in \( C^{2,\alpha}_{\beta}(B_1) \) satisfying

\[
\|u_{V,i}\|_{C^{2}_{\beta}(B_1)} \leq C \|u\|_{C^{2,\alpha}_{\beta}(B_1)}
\]

for some \( C > 0 \) independent of \( Z_0 \) and \( u \).

**Proof.** First of all, we note that the distance functions involved in the definition of \( C^{2}_{\beta}(B_{c,\rho_0}(v_0)) \) and \( C^{2,\alpha}_{\beta}(B_1) \) are the same. To see this, consider two points \((\rho_1, \theta_1, \xi_1)\) and \((\rho_2, \theta_2, \xi_2)\) with

\[
\rho_1, \rho_2 \in (\rho_0/2, 2\rho_0) \quad \text{and} \quad \theta_1, \theta_2 \in (\theta_0 - 0.1, \theta_0 + 0.1).
\]

The distance between them with respect to \( g_{\text{cone}} = d\rho^2 + \rho^2 \beta^2 d\theta^2 + d\xi^2 \) is the square root of

\[
(2.8) \quad |\xi_1 - \xi_2|^2 + \left| (\rho_1 \cos(\beta\theta_1) - \rho_2 \cos(\beta\theta_2)) \right|^2 + \left| (\rho_1 \sin(\beta\theta_1) - \rho_2 \sin(\beta\theta_2)) \right|^2.
\]

A nice way to compute this distance is to set \( \eta_i = \beta\theta_i \) for \( i = 1, 2 \) and notice that \( |\eta_1 - \eta_2| < 0.2 \). On the other hand, the V-coordinates of \((\rho_1, \theta_1, \xi_1)\) and \((\rho_2, \theta_2, \xi_2)\) are

\[
(\rho_1 e^{i\beta\theta_1}, \xi_1) \quad \text{and} \quad (\rho_2 e^{i\beta\theta_2}, \xi_2),
\]

so that the Euclidean distance between them in \( B_{c,\rho_0}(v_0) \) is the same as the square root of (2.8).

Next, we study the relation between \( u_{V,i} \) with the quantities in (D1-D4). Since

\[
u_{V,i1} = |z_1|^{-2-\beta} u_{1i} \quad \text{and} \quad u_{V,kl} = u_{kl} \quad (k, l \neq 1),
\]

they appear in (D1-D4) directly and hence are in \( C^{2}_{\beta}(B_1) \) and (by what we have just proved) in \( C^{2}_{\beta}(B_{c,\rho_0}(v_0)) \) when restricted to \( B_{c,\rho_0}(v_0) \). When \( k \neq 1 \), we claim that the \( C^{2}_{\beta}(B_{c,\rho_0}(v_0)) \) norm of

\[
(2.9) \quad u_{V,1k} = \left( \frac{z_1}{|z_1|} \right)^{1-\beta} |z_1|^{1-\beta} u_{1k}
\]

is independent of \( Z_0 \). By (D3) and the first part of the proof, we know the \( C^{2}_{\beta}(B_{c,\rho_0}(v_0)) \) norm of \( |z_1|^{-1-\beta} u_{1k} \) is independent of \( Z_0 \). For any two points \( V_1 = (\rho_1 e^{i\beta\theta_1}, \xi_1) \) and \( V_2 = (\rho_2 e^{i\beta\theta_2}, \xi_2) \) in \( B_{c,\rho_0}(v_0) \), we have

\[
|\theta_1 - \theta_2| \leq C |V_1 - V_2|,
\]

which implies that the \( C^{2}_{\beta}(B_{c,\rho_0}(v_0)) \) norm of \( \left( \frac{z_1}{|z_1|} \right)^{1-\beta} = e^{i(1-\beta)\theta} \) is independent of \( Z_0 \) so that the claim is proved.
The proof of the lemma is finished because the same proof also works for $u_{V,k}$. \hfill \square

2.3. The complex Monge-Ampère equation. The aim of this section is to rewrite the equation

\begin{equation}
\det(\varphi_{ij}) = \frac{e^{\lambda \varphi + h}}{|z_1|^{2-2\beta}}.
\end{equation}

into a form that will be useful in the proof of Theorem 1.1. More precisely, we want to

- put the equation into the polar coordinates;
- move anything other than $\tilde{\Delta} \varphi$ (see (P3) above) to the right hand side;
- characterize the nonlinear structure of the right hand side in a useful form.

It turns out that we need to carry this out not only for $\varphi$ but also for all its tangent derivatives.

Multiplying the first row and the first column of $\varphi_{ij}$ by $|z_1|^{1-\beta}$, we obtain from (2.10)

\begin{equation}
\det \left( \begin{array}{cc}
|z_1|^{2(1-\beta)} \varphi_{11} & |z_1|^{1-\beta} \varphi_{1\xi} \\
|z_1|^{1-\beta} \varphi_{\xi 1} & \varphi_{\xi \xi}
\end{array} \right) = e^{\lambda \varphi + h}.
\end{equation}

Here $\varphi_{1\xi}$ is the row vector $(\varphi_{12}, \cdots, \varphi_{1n})$, $\varphi_{\xi 1}$ is the column vector $(\varphi_{21}, \cdots, \varphi_{n1})$ and $\varphi_{\xi \xi}$ is the matrix $(\varphi_{ij})_{2\leq i,j\leq n}$.

Setting $P = |z_1|^{1-\beta} \partial_{z_1}$ and recalling that we have defined

\[
\tilde{\Delta} = \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + \frac{1}{\beta^2 \rho^2} \frac{\partial^2}{\partial \theta^2}
\]

\[= 4 |z_1|^{2(1-\beta)} \frac{\partial^2}{\partial z_1 \partial \bar{z}_1},\]

we obtain

\begin{equation}
\det \left( \frac{1}{4} \tilde{\Delta} \varphi \quad P \varphi_{\xi} \quad P \varphi_{\xi}
\right) = \exp(\lambda \varphi + h).
\end{equation}

Finally, let’s expand the left hand side of (2.12) by the definition of det to see

(A) \quad \det (\varphi_{\xi \xi}) \tilde{\Delta} \varphi = (P \varphi_{\xi} \cdot P \varphi_{\xi}) \# F(\varphi_{\xi \xi}) + 4 \exp(\lambda \varphi + h)

Here $P \varphi_{\xi} \cdot P \varphi_{\xi}$ stands for a term $P \varphi_{ij} \cdot P \varphi_{ij}$ for $i, j = 2, \cdots, n$, $F(\varphi_{\xi \xi})$ is a polynomial (with constant coefficients) of $\varphi_{ij}(i, j = 2, \cdots, n)$ and $\#$ means a sum of products of $P \varphi_{ij} \cdot P \varphi_{ij}$ and $F(\varphi_{\xi \xi})$. The importance of the fact that the $P$ derivatives come in conjugate pairs can be seen from the following lemma.

Lemma 2.4. Let $f$ and $g$ be any complex valued functions. $Pf \cdot Pg$ is a quadratic polynomial (with constant coefficients) of $\partial_{\rho} f, \partial_{\rho} g, \frac{1}{\rho} \partial_{\theta} f$ and $\frac{1}{\rho} \partial_{\theta} g$.

Proof. By the definition of $P$, we have

\[P = \frac{1}{2} \left( (\cos \theta - i \sin \theta) \partial_{\rho} + \beta^{-1} (-\sin \theta - i \cos \theta) \frac{1}{\rho} \partial_{\theta} \right).
\]
The proof of this lemma is just the following direct computation,

\[
Pf \cdot Pg = \frac{1}{4} \left( (\cos \theta - i \sin \theta) \partial_\rho f + \beta^{-1}(-\sin \theta - i \cos \theta) \frac{1}{\rho} \partial_\theta f \right) \cdot \left( (\cos \theta + i \sin \theta) \partial_\rho g + \beta^{-1}(-\sin \theta + i \cos \theta) \frac{1}{\rho} \partial_\theta g \right)
\]

\[
= \frac{1}{4} \left( \partial_\rho f \partial_\rho g + \beta^{-2} \left( \frac{1}{\rho} \partial_\theta f \right) \left( \frac{1}{\rho} \partial_\theta g \right) + i \beta^{-1} \partial_\rho f \left( \frac{1}{\rho} \partial_\theta g \right) - i \beta^{-1} \left( \frac{1}{\rho} \partial_\theta f \right) \partial_\rho g \right).
\]

☐

Next, we take tangential derivatives of the equation. By tangential derivative, we mean \(\partial_{z_k}\) and \(\partial_{\xi_k}\) for \(k = 2, \cdots, n\). It turns out that the exact value of \(k\) is not important so that we write \(\partial_\xi\) and \(\partial_\xi\) for simplicity. For example, when we write

\[
\varphi_{\xi_1}, \varphi_{\xi_2}, \varphi_{\xi_3}, \varphi_{\xi_4}, \varphi_{\xi_5}, \varphi_{\xi_6}.
\]

we mean

\[
\partial_{z_{k_1}} \partial_{z_{k_2}} \partial_{z_{k_3}} \varphi
\]

for any \(k_1, k_2, k_3 = 2, \cdots, n\). Moreover, we write \(\chi\) for a finite sequence of \(\xi\) and/or \(\xi\) and use a subscript of number to denote the length of the sequence. For example, by \(\varphi_{\chi_2}\), we mean one of

\[
\varphi_{\xi_1}, \varphi_{\xi_2}, \varphi_{\xi_3}, \varphi_{\xi_4}.
\]

We shall derive an equation of \(\varphi_{\chi}\) similar to (A). The key point is to show that the equation will have a similar right hand side as in (A). We claim that if the length of \(\chi\) is \(l\), then

\[
(A_\chi) \quad \det(\varphi_{\xi_1}) \tilde{\Delta} \varphi_{\chi} = F(\varphi_{\chi_2}, \cdots, \varphi_{\chi_{l+2}})\#(P\varphi_{\chi_2} \cdot \bar{P}\varphi_{\chi_2}) + H(h, \cdots, h_{\chi_1}, \varphi, \cdots, \varphi_{\chi_{l+2}}).
\]

Here \(F\) and \(H\) are smooth functions of their arguments and \(a, b = 1, \cdots, l + 1\).

Remark 2.5. For the rest of the paper, it is enough to know that \(F\) and \(H\) are smooth functions of \(\varphi\) and \(h\) and their tangential derivatives.

The claim follows from direct computation and induction. Note that we may use \(F\) and \(H\) for different smooth functions in different lines below. Although the exact formula can be obtained, it is irrelevant to us.

Take \(\partial_\xi\) of (A) to get

\[
\text{(2.13)} \quad \det(\varphi_{\xi_1}) \tilde{\Delta} \varphi_{\xi} = -\partial_\xi \det(\varphi_{\xi_1}) \tilde{\Delta} \varphi + \partial_\xi \left( (P\varphi_{\xi} \cdot \bar{P}\varphi_{\xi})\#F(\varphi_{\xi_1}) + 4 \exp(\lambda \varphi + h) \right).
\]

Noticing that

- \(\partial_\xi \det(\varphi_{\xi_1})\) and \(\partial_\xi F(\varphi_{\xi_1})\) are smooth functions of \(\varphi_{\xi_1}\) and \(\varphi_{\xi_2}\);
- \(\partial_\xi (P\varphi_{\xi} \cdot \bar{P}\varphi_{\xi})\) is a sum of \(P\varphi_{\xi} \cdot \bar{P}\varphi_{\xi}, P\varphi_{\xi} \cdot \bar{P}\varphi_{\xi};\)
- \(\partial_\xi \exp(\lambda \varphi + h)\) is obviously a smooth function of \(\varphi\) and \(h\) and \(\partial_\xi \varphi, \partial_\xi h\).
- as a consequence of (A),

\[
\tilde{\Delta} \varphi = \det(\varphi_{\xi_1})^{-1} \left( P\varphi_{\xi} \cdot \bar{P}\varphi_{\xi} \# F + 4 \exp(\lambda \varphi + h) \right),
\]
we conclude that the right hand side of (2.13) is of the required form in $(A_\chi)$ and thus the claim is proved if the length of $\chi$ is one. The general case shall follow by a similar computation which we omit.

By the assumption of the Theorem 1.1, $\det(\varphi_{\xi\xi})$ is Hölder continuous so that we can rewrite $(A_\chi)$ as

$$(B_\chi) \quad \det(\varphi_{\xi\xi})(0, \xi) \tilde{\Delta} \varphi = F \#(P_{\varphi_{\chi_\alpha}} \cdot \bar{P}_{\varphi_{\chi_\alpha}}) + H + (\det(\varphi_{\xi\xi})(0, \xi) - \det(\varphi_{\xi\xi})(\rho, \theta, \xi)) \tilde{\Delta} \varphi.$$

Here $\det(\varphi_{\xi\xi})(0, \xi)$ is short for $\det(\varphi_{\xi\xi})(0, \theta, \xi)$ since it is independent of $\theta$.

3. Interior estimates for $\varphi$

In this section, we prove higher order estimates for the potential function $\varphi$ away from the singular set. It is quite natural that as one gets closer and closer to the singular set, the estimates become worse and worse. Such a phenomenon usually appears as a weighted derivative estimate. It serves as a starting point of the bootstrapping argument in the proof of the main result in this paper.

**Theorem 3.1.** Let $\varphi$ be a $\mathcal{C}_{\beta}^{2-\alpha}(B_1)$ solution of (2.10) as given in Theorem 1.1. Then given any $k_1, k_2, k_3 \in \mathbb{N} \cup \{0\}$, we have

$$(3.1) \quad \left| (\rho \partial_{\rho})^{k_1} (\theta_0)^{k_2} (\nabla \xi)^{k_3} \varphi \right| \leq C(k_1, k_2, k_3), \quad \forall \rho \in (0, 1/2) \text{ and } |\xi| < 1/2,$$

for some constant $C(k_1, k_2, k_3)$.

**Remark 3.2.** We remark that the same estimate was proved as the Step 1 in Section 4 of [5]. We still include a complete proof here because (1) we can not follow the scaling argument on page 135 of [5] and (2) since we have assumed Donaldson’s estimate, i.e. the Hölder continuity of the complex Hessian of $\varphi$, it looks a bit strange if we use the Evans-Krylov theorem again.

By Lemma 2.1, it suffices to show that for any $Z_0 = (\rho_0, \theta_0, \xi_0)$ with $\rho_0 \neq 0$, any derivatives of $(\nabla \xi)^{k_3} \varphi$ in scaled lifted holomorphic coordinates around $Z_0$ are uniformly bounded. Hence in what follows, we have $Z_0$ fixed and work in the $\bar{V}$-coordinates around it.

The proof is still a scaling argument. However, we find it necessary to study first the scaling of the complex Hessian of $\varphi$, which may be and should be regarded as a Kähler metric and which satisfies an elliptic system. By using some well known estimates for this elliptic system, we show that the complex Hessian has the desired weighted estimates, or equivalently, it is reasonably bounded in the scaled lifted holomorphic coordinates (see Lemma 2.1). This is the purpose of Lemma 3.3 and Lemma 3.4, which we prove in the next subsection.

3.1. Metric (complex Hessian) in (scaled) lifted holomorphic coordinates.

First, we put (2.10) in the lifted holomorphic coordinates around $Z_0 = (\rho_0, \theta_0, \xi_0)$. For that purpose, we multiply the first column of $\varphi_{ij}$ by $z_1^{1-\beta}$ and the first row by $z_1^{-\beta}$ and notice that $\partial_{v_i} = z_1^{-\beta} \partial_{z_1}$ and $\partial_{v_i} = z_1^{1-\beta} \partial_{z_1}$ to get

$$(3.2) \quad \log \det(\varphi_{V;ij}) = \lambda \varphi + h.$$

The assumptions in Theorem 1.1 implies

$$(3.3) \quad \frac{1}{c} \delta_{ij} \leq \varphi_{V;ij} \leq c \delta_{ij}, \quad \text{by (S3)}$$
and
\begin{equation}
\|\varphi_{\nabla,ij}\|_{C^0(B_{\rho_0})} \leq C, \quad \text{by Lemma 2.3.}
\end{equation}

Donaldson’s Schauder estimate and (2.10) show that all tangent derivatives of \( \varphi \) are bounded in \( C^2_{\beta,\alpha} \) space so that Lemma 2.3 again implies that
\begin{equation}
\left\| (\nabla_{\nabla,\xi} \varphi)_{\nabla,ij} \right\|_{C^0(B_{\rho_0})} \leq C(l).
\end{equation}

Here \( l \) is any natural number and \( C(l) \) depends on \( l \) but not on \( Z_0 \).

Next, we move to work in scaled lifted holomorphic coordinates by setting
\begin{equation}
\tilde{\varphi}(\tilde{v}) = \rho_0^{-2} \varphi(v_0 + \tilde{v}_0).
\end{equation}

(3.3), (3.4) and (3.5) imply respectively
\begin{equation}
\frac{1}{c} \delta_{ij} \leq \tilde{\varphi}_{\nabla,ij} \leq c \delta_{ij},
\end{equation}
\begin{equation}
\left\| \tilde{\varphi}_{\nabla,ij} \right\|_{C^0(B_{\rho_0})} \leq C
\end{equation}
and for \( l = 1, 2, \cdots, \)
\begin{equation}
\left\| (\nabla_{\nabla,\xi} \tilde{\varphi})_{\nabla,ij} \right\|_{C^0(B_{\rho_0})} \leq C \rho_0^l.
\end{equation}

If we denote
\[ g_{ij} := \tilde{\varphi}_{\nabla,ij}, \quad \text{for } i, j = 1, \cdots, n \]
then \( g_{ij} \) is a good metric with \( C^0 \) control in \( B_{\rho_0} \) by (3.7) and (3.8).

In order to obtain higher order estimates, we derive an elliptic system satisfied by \( g_{ij} \). By (3.6), taking \( \partial_{\tilde{v}_i} \partial_{\tilde{v}_j} \) of (3.2) and using \( \delta_{kj} g_{ij} = \partial_i g_{kj} \) (which is the Kähler condition if we regard \( g_{ij} \) as a Kähler metric, or the switching order of derivatives if we regard \( g_{ij} \) as the complex Hessian), we get
\begin{equation}
\Delta_g g_{ij} - g^{km} g^{n\ell} \partial_{\tilde{v}_m} \partial_{\tilde{v}_n} \partial_{\tilde{v}_\ell} g_{kj} = \lambda \rho_0^2 g_{ij} + h_{\nabla,ij},
\end{equation}
where \( \Delta_g = g^{\ell m} \partial_{\tilde{v}_\ell} \partial_{\tilde{v}_m} \). If we neglect the dependence of \( \Delta_g \) on \( g_{ij} \) itself, this is a quasilinear elliptic system whose nonlinear term is quadratic in the gradient of the unknown. By Corollary 2.2, the only non-homogeneous term in (3.10) satisfies
\begin{equation}
\left\| h_{\nabla,ij} \right\|_{C^0_k(B_{\rho_0})} \leq C(k) \quad \text{independent of } Z_0.
\end{equation}

There is a rich theory about elliptic systems of this kind. In particular, the theorems in Chapter VI of [4] imply that there exists some \( \alpha' > 0 \) such that for any \( \eta > 0 \)
\begin{equation}
\| g_{ij} \|_{C^{1,\alpha'}(B_{\rho_0-\eta})} \leq C
\end{equation}
for some constant \( C \) depending on \( \eta, \alpha', \) and the constant in (3.8). For the reader’s convenience, we include a complete proof of this in the Appendix and what we have just used is Lemma A.3 there.

With (3.12) and (3.11), the usual Schauder estimates applied to (3.10) give higher order estimates of \( g_{ij} \). That is,
Lemma 3.3. There are constants $C(k)$ independent of $Z_0$ such that
\[ \|g_{ij}\|_{C^k(B_{3\epsilon_0/4})} \leq C(k). \]

For the proof of Theorem 3.1, we also need estimates for $\nabla_{\tilde{V},\xi}^l g_{ij}$.

Lemma 3.4. For any $l \in \mathbb{N}$, there are constants $C(k,l)$ independent of $Z_0$ such that
\[ \left\| (\nabla_{\tilde{V},\xi})^l g_{ij} \right\|_{C^k(B_{3\epsilon_0/4} - \eta_i)} \leq C(k,l)\rho^l. \]

Proof. Pick any sequence of $\eta_i$ satisfying
\[ 0 < \eta_1 < \eta_2 < \cdots < \frac{1}{4} \epsilon_0. \]
We will prove
\[ \left\| (\nabla_{\tilde{V},\xi})^l g_{ij} \right\|_{C^k(B_{3\epsilon_0/4} - \eta_i)} \leq C(k,l)\rho^l, \]
which is obviously stronger than (3.13). For the proof below, we allow the constants to depend on this particular choice of $\eta_i$.

Taking $\nabla_{\tilde{V},\xi}$ of (3.10) yields
\[ \Delta g(\nabla_{\tilde{V},\xi} g_{ij}) + G_1(g, \nabla_{\tilde{V}} g, \nabla_{\tilde{V}}^2 g) \# \nabla_{\tilde{V},\xi} g + G_2(g, \nabla_{\tilde{V}} g) \# \nabla_{\tilde{V}} (\nabla_{\tilde{V},\xi} g) = (\nabla_{\tilde{V},\xi} h)_{\tilde{V},ij}, \]
which is a linear elliptic system in which we take $\nabla_{\tilde{V},\xi} g_{ij}$ as the unknowns. By Lemma 3.3, $g_{ij}$, $G_1$ and $G_2$ are bounded in any $C^k$ norm on $B_{3\epsilon_0/4}$ so that the Schauder estimate gives
\[ \left\| \nabla_{\tilde{V},\xi} g \right\|_{C^{k+2,\alpha}(B_{3\epsilon_0/4} - \eta_i)} \leq C \left( \left\| \nabla_{\tilde{V},\xi} g \right\|_{C^{\alpha}(B_{3\epsilon_0})} + \left\| \nabla_{\tilde{V},\xi} h \right\|_{C^{k+2,\alpha}(B_{3\epsilon_0})} \right). \]

Since $h$ is a smooth function, we may apply Corollary 2.2 to $\nabla_{\tilde{V},\xi} h$ to get
\[ \left\| \nabla_{\tilde{V},\xi} h \right\|_{C^{k+2,\alpha}(B_{3\epsilon_0})} \leq C \]
which is equivalent to
\[ \left\| \nabla_{\tilde{V},\xi} h \right\|_{C^{k+2,\alpha}(B_{\epsilon_0})} \leq C \rho_0. \]
Combining (3.9), (3.18) and (3.16) proves (3.14) in case $l = 1$.

We now prove by induction that for $l \geq 2$, $(\nabla_{\tilde{V},\xi})^l g_{ij}$ satisfies
\[ \Delta g(\nabla_{\tilde{V},\xi})^l g_{ij} + G_1(g, \nabla_{\tilde{V}} g, \nabla_{\tilde{V}}^2 g) \# (\nabla_{\tilde{V},\xi})^l g + G_2(g, \nabla_{\tilde{V}} g) \# \nabla_{\tilde{V}} ((\nabla_{\tilde{V},\xi})^l g) = \left( (\nabla_{\tilde{V},\xi})^l h \right)_{\tilde{V},ij} + \mathcal{H}_l, \]
where $\mathcal{H}_l$ is the sum of terms of the following form
\[ G(g, \nabla_{\tilde{V}} g, \nabla_{\tilde{V}}^2 g)(\nabla_{\tilde{V}})^a_1(\nabla_{\tilde{V},\xi})^{b_1} g \cdots \cdots (\nabla_{\tilde{V}})^a_s(\nabla_{\tilde{V},\xi})^{b_s} g. \]
Here $2 \leq s \leq l$ is an integer, for each $i = 1, \cdots, s$, $a_i$ takes only three possible values, namely, 0, 1 or 2 and $b_i$ is a positive integer strictly smaller than $l$, satisfying

$$b_1 + \cdots + b_s = l.$$  

Moreover, $G$, depending on $a_i$ and $b_i$, is a smooth function of its arguments.

Obviously, when $l = 1$, $\mathcal{H}_l$ must be zero and (3.19) is exactly (3.15). Assume that (3.19) holds for $l$. Direct computation gives

(3.20)  
$$\triangle_g (\nabla_{\tilde{\psi}, \tilde{\xi}})^{l+1} g_{ij} + G_1(g, \nabla_{\tilde{\psi}} g, \nabla^2_{\tilde{\psi}} g) \# (\nabla_{\tilde{\psi}, \tilde{\xi}})^{l+1} g + G_2(g, \nabla_{\tilde{\psi}} g) \# \nabla_{\tilde{\psi}} ((\nabla_{\tilde{\psi}, \tilde{\xi}})^{l+1} g)$$  

$$= \left( (\nabla_{\tilde{\psi}, \tilde{\xi}})^{l+1} h \right)_{\tilde{\psi}, \tilde{\xi}} + \nabla_{\tilde{\psi}, \tilde{\xi}} \mathcal{H}_l + \nabla_{\tilde{\psi}, \tilde{\xi}} g^{-\#}(\nabla_{\tilde{\psi}})^2(\nabla_{\tilde{\psi}, \tilde{\xi}}) g$$  

$$+ \nabla_{\tilde{\psi}, \tilde{\xi}} (G_1(g, \nabla_{\tilde{\psi}} g, \nabla^2_{\tilde{\psi}} g) \# (\nabla_{\tilde{\psi}, \tilde{\xi}})^{l} g + G_2(g, \nabla_{\tilde{\psi}} g) \# \nabla_{\tilde{\psi}} ((\nabla_{\tilde{\psi}, \tilde{\xi}})^{l} g).$$

Here $g^{-}$ stands for one of $g^{ij}$. It follows from the chain rule and the definition of $\mathcal{H}_l$ that (3.19) holds for $l + 1$ as well.

With (3.19), we can finish the proof of this lemma. Similar to (3.18), we have

(3.21)  
$$\left\| (\nabla_{\tilde{\psi}, \tilde{\xi}})^{l} h \right\|_{C^{k+2, \alpha}(B_{r_0})} \leq C \rho_0^k.$$  

Moreover, by induction, if (3.14) is proved for $l' < l$,

(3.22)  
$$\| \mathcal{H}_l \|_{C^{k, \alpha}(B_{r_0} - \eta_{l-1})} \leq C \rho_0^l.$$  

(3.14) for $l$ follows from the Schauder estimate of (3.19) by (3.21), (3.22) and (3.9). \[ \square \]

With these preparations, we move on to the proof of Theorem 3.1.

3.2. The case $k_3 = 0, 1$. While we get good control for the complex Hessian of $\tilde{\psi}(\tilde{v})$ (see (3.8)), the $C^0$ norm of $\tilde{\psi}$ is made worse by a multiple of $\rho_0^2$, i.e.,

(3.23)  
$$\| \tilde{\psi}(\tilde{v}) \|_{C^0(B_{r_0})} \leq C \rho_0^{-2}$$  

and the $C^0$ norm of the first order derivative of $\tilde{\psi}$ becomes

(3.24)  
$$\| \nabla \tilde{\psi}(\tilde{v}) \|_{C^0(B_{r_0})} \leq C \rho_0^{-1}.$$  

To prove Theorem 3.1 for the case $k_3 = 0, 1$, we consider the equation satisfied by $\nabla \tilde{\psi}$,

(3.25)  
$$\triangle_g (\nabla \tilde{\psi}) = \lambda \rho_0^2 \nabla \tilde{\psi} + \nabla h,$$  

which is obtained by taking $\tilde{V}$-derivative of the Monge-Ampère equation satisfied by $\tilde{\psi}$ (see (3.2) and (3.6))

$$\log \det(\tilde{\psi}_{\tilde{V}, \tilde{\xi}}) = \lambda \rho_0^2 \tilde{\psi} + h.$$  

By Lemma 3.3 and Corollary 2.2, any $C^{k, \alpha}_{\tilde{V}}$ norm of the metric $g$ is bounded and

(3.26)  
$$\| \nabla h \|_{C^{k, \alpha}(B_{r_0/2})} \leq C$$  

Here $\square$
so that the Schauder estimate applied to (3.25) gives

\[
\|\nabla \tilde{v}\|_{C^{k_2+2,\alpha}_{\beta,\beta/4}} \leq C \left( \|\nabla \tilde{v}\|_{C^{1}_{\beta,\beta/2}} + \|\nabla \tilde{h}\|_{C^{k_2,\alpha}_{\beta,\beta/2}} \right) \leq C\rho_0^{-1},
\]

where we have used (3.24) and (3.26) in the last inequality above. By (3.6) and (3.27),

\[
\|\varphi\|_{C^{k_2,\alpha}_{\beta,\beta/4}} \leq C \quad \text{for} \quad k \geq 1,
\]

which is exactly what we need for the case \(k_3 = 0\) after a further translation to the polar coordinates (see Lemma 2.1).

For \(k_3 = 1\), it suffices to notice that (3.27) implies

\[
\|\nabla v,\xi \varphi\|_{C^{k_2,\alpha}_{\beta,\beta/4}} \leq C \quad \text{for} \quad k \geq 0.
\]

3.3. The case \(k_3 > 1\). While the basic strategy of the proof in this case is similar, we need to use some extra information provided by the tangential regularity of \(\varphi\):

\[
\left\| (\nabla \tilde{v})^{k_3} \varphi \right\|_{C^{1,0}(B_{\beta},\beta)} \leq C\rho_0^{k_3-2},
\]

which follows from the boundedness of \(\nabla \tilde{v}^{k_3} \varphi\) and (3.6). By (3.6) again and Lemma 2.1, the proof of Theorem 3.1 for the case \(k_3 > 1\) is reduced to the claim that

\[
\left\| (\nabla \tilde{v})^{k_3} \varphi \right\|_{C^{l,0}_{\beta,\beta/4}} \leq C(l)\rho_0^{k_3-2} \quad \text{for} \quad l \in \mathbb{N}.
\]

The rest of this section is devoted to the proof of (3.30), which is an induction on \(k_3\). We first notice that (3.30) for the case \(k_3 = 1\) is a special case of (3.27). For \(k_3 = 2\), we take one more \(\nabla \tilde{v}\) of the following equation (see (3.25))

\[
\Delta_g(\nabla \tilde{v},\xi \tilde{\varphi}) = \lambda \rho_0^2 \nabla \tilde{v},\xi \tilde{\varphi} + \nabla \tilde{v},\xi \tilde{h}
\]

to get

\[
\Delta_g(\nabla^2 \tilde{v},\xi \tilde{\varphi}) = \lambda \rho_0^2 \nabla \tilde{v},\xi \tilde{\varphi} + (\nabla \tilde{v},\xi \tilde{\varphi}) \nabla \tilde{v},\xi \tilde{g}^{ij} + \nabla^2 \tilde{v},\xi \tilde{h}.
\]

The idea is to take this as a linear equation of \(\nabla^2 \tilde{v},\xi \tilde{\varphi}\) defined on \(B_{\beta,\beta}\) and to apply the Schauder estimate. For this purpose, we check that: (a) the coefficients of \(\Delta_g\) are known to be good by Lemma 3.3; (b) by (3.29), the \(C^0(B_{\beta,\beta})\) norm of \(\nabla \tilde{v},\xi \tilde{\varphi}\) is bounded by a constant independent of \(\rho_0\), or a constant multiple of \(\rho_0^{k_3-2}\) since \(k_3 = 2\); (c) the non-homogeneous term is (by switching the order of derivatives)

\[
(\nabla \tilde{v},\xi \tilde{\varphi}) \nabla \tilde{v},\xi \tilde{g}^{ij} + \nabla^2 \tilde{v},\xi \tilde{h} = \nabla \tilde{v},\xi \tilde{g}_{ij} \nabla \tilde{v},\xi \tilde{g}^{ij} + \nabla^2 \tilde{v},\xi \tilde{h},
\]

where the first term is estimated by Lemma 3.4

\[
\left\| \nabla \tilde{v},\xi g_{ij} \nabla \tilde{v},\xi g^{ij} \right\|_{C^{k_2,\alpha}_{\beta,\beta/2}} \leq C\rho_0^2 \leq C
\]

and the second term by Corollary 2.2 (applying to \(\nabla_{\xi}^2 \tilde{h}\))

\[
\left\| \nabla^2 \tilde{v},\xi \tilde{h} \right\|_{C^{k_2,\alpha}_{\beta,\beta/2}} \leq C\rho_0^2 \leq C.
\]

By (a)-(c) above, applying the Schauder estimate to (3.31) concludes the proof of (3.30) for \(k_3 = 2\).
For \( k_3 = 3 \), we take one more \( \nabla \tilde{V}, \xi \) to (3.31) and find a similar equation with a more complicated non-homogeneous term. The key point is again that the \( C^{k,\alpha}_{\tilde{V}} \) norm of this non-homogeneous term is now bounded by \( C_{\rho_0} = C_{\rho_0}^{k_3 - 2} \) by the same reason as above so that we can obtain (3.30) (for \( k_3 = 3 \)) from (3.29) by using the Schauder estimate.

We repeat this argument to see that (3.30) for any \( k_3 \) holds.

4. Expansion

In this section, we prove Theorem 1.1 and Corollary 1.2.

4.1. Formal consideration. For any \( q \in \mathbb{R} \), define

\[
\mathcal{T} = \left\{ \rho^{2j + \frac{k}{2}} \cos l \theta, \rho^{2j + \frac{k}{2}} \sin l \theta | j, k \in \mathbb{N} \cup \{0\}, \frac{k-l}{2} \in \mathbb{N} \cup \{0\} \right\}.
\]

If we write \( \text{Span}(\mathcal{T}) \) for the set of finite linear combinations of functions in \( \mathcal{T} \), it is easy to check that \( \text{Span}(\mathcal{T}) \) is multiplicatively closed. In [12], the author proved that the Ricci flow solution (on surface) has an expansion using terms in \( \mathcal{T} \). Please note that \( \beta \) in this paper is \( \beta + 1 \) in that paper. The key observation there is that if the unknown functions are assumed to have an expansion using functions in \( \mathcal{T} \), then by the Ricci flow equation, we know the \( \tilde{\Delta} \) of the unknown function has the same expansion, which is a consequence of the nonlinear structure of the Ricci flow equation and the fact that \( \text{Span}(\mathcal{T}) \) is multiplicatively closed. Moreover, the fact that \( \text{Span}(\mathcal{T}) \) is also closed under the application of \( \tilde{\Delta}^{-1} \) allows us to prove that the unknown function has the desired expansion using terms in \( \mathcal{T} \) by an induction argument.

Before we proceed, let’s show how the complex Monge-Ampère equation is more complicated, which forces us to consider terms involving \( \log \rho \). Recall the equation of \( \varphi \) and \( \varphi_{\chi} \)

\[
(\mathcal{B}_\chi) \quad \det(\varphi_{\xi\xi})(0, \xi) \tilde{\Delta} \varphi_{\chi} = F \#(P \varphi_{\chi a} \cdot \bar{P} \varphi_{\chi b}) + H \nonumber
\]

\[
+ (\det(\varphi_{\xi\xi})(\rho, \theta, \xi) - \det(\varphi_{\xi\xi})(\rho, \theta, \xi)) \tilde{\Delta} \varphi_{\chi},
\]

where \( F \) and \( H \) are smooth functions of \( \varphi \) and \( h \) and their tangent derivatives.

Now let’s look at the right hand side of (\( \mathcal{B}_\chi \)). Since \( h \) and its tangent derivatives are smooth functions of \( z_1 \) and

\[
z_1 = \beta^{1/\beta} \left( \rho^{\frac{\beta}{2}} \cos \theta + \sqrt{-1} \rho^{\frac{\beta}{2}} \sin \theta \right),
\]

they should have an expansion in \( \mathcal{T} \), which is later proved in Lemma 4.13. If all of \( \varphi_{\chi} \)'s have expansion involving terms in \( \mathcal{T} \), then formally, we expect that \( F \) and \( H \) also have expansion involving terms in \( \mathcal{T} \). The problem is the product \( P \varphi_{\chi a} \cdot \bar{P} \varphi_{\chi b} \).

Remark 4.1. In the rest of this paper, the functions in \( \mathcal{T} \) shall frequently appear in the argument. For simplicity, we discuss the cos term only and understand that a minor modification of the proof works for the sin term.

By the definition of \( \mathcal{T} \) and Lemma 2.4, \( P \varphi_{\chi a} \cdot \bar{P} \varphi_{\chi b} \) is, up to some error, a sum of

\[
(\mathcal{B}_\chi) \quad \rho^{2j + \frac{k}{2} - 2} \cos l \theta \quad \text{with} \quad j + k \geq 2, \frac{k-l}{2} \in \mathbb{N} \cup \{0\}.
\]
Some terms of (4.1) which may appear in the expansion of the right hand side of $(B_{\chi})$ cause trouble when we apply $\tilde{\Delta}^{-1}$ to the right hand side. To see this, we compute

\begin{align}
\tilde{\Delta}\rho^{\sigma + 2}\cos l\theta &= (\partial^2_\rho + \frac{1}{\rho}\partial_\rho - \frac{l^2}{\rho^2(\beta)^2})\rho^{\sigma + 2}\cos l\theta \\
&= ((\sigma + 2)^2 - \frac{l^2}{(\beta)^2})\rho^{\sigma}\cos l\theta,
\end{align}

which implies that: if $\rho^{\frac{k}{2} - 2}\cos k\theta$ (a special case in (4.1)) appears in the expansion of the right hand side of $(B_{\chi})$, then we can not find a match in the expansion of the left hand side of $(B_{\chi})$.

This forces us to consider more terms than $T$. The simple computation

$$\tilde{\Delta}(\rho^{\frac{k}{2}}(\log \rho)\cos k\theta) = \frac{2k}{\beta}\rho^{\frac{k}{2} - 2}\cos k\theta$$

motivates us to include (in the expansion of $\varphi$ and $\varphi_{\chi}$)

$$\rho^{\frac{k}{2}}(\log \rho)\cos k\theta \quad \text{for} \quad k \geq 2.$$

Here $k \geq 2$ is a consequence of the $j + k \geq 2$ in (4.1).

Concluding the formal discussion above, we define

**Definition 4.2.** $T_{\log}$ is defined to be the set of

$$\rho^{2j + \frac{k}{2}}(\log \rho)^m\cos l\theta, \quad \rho^{2j + \frac{k}{2}}(\log \rho)^m\sin l\theta$$

satisfying

1. $k, j, l, m = 0, 1, 2, \ldots$;
2. $\frac{k}{2} \in \mathbb{N} \cup \{0\}$;
3. $m \leq \max\{0, k - 1\}$.

It is trivial to check that $\text{Span}(T_{\log})$ is multiplicatively closed. We shall see in later proofs that (3) plays a subtle role in balancing the solvability of $\tilde{\Delta}$ and the nonlinear structure of the right hand side of $(B_{\chi})$.

**Lemma 4.3.** Except the case $k = l = m + 1$ and $j = 0$ and the case $k = l = j = 0$, for any $v = \rho^{2j + \frac{k}{2}}(\log \rho)^m\cos l\theta$ in $T_{\log}$, we have $u \in \text{Span}(T_{\log})$ such that

$$\tilde{\Delta}u = \rho^{-2}v.$$

**Proof.** The proof relies on the following computation

\begin{align}
\tilde{\Delta}\rho^{\sigma}(\log \rho)^m\cos l\theta &= \left(\sigma^2 - \frac{l^2}{\beta^2}\right)\rho^{\sigma - 2}(\log \rho)^m\cos l\theta \\
&\quad + 2\sigma m\rho^{\sigma - 2}(\log \rho)^{m-1}\cos l\theta \\
&\quad + m(m - 1)\rho^{\sigma - 2}(\log \rho)^{m-2}\cos l\theta.
\end{align}

1. If either $j \neq 0$ or $k \neq l$, we prove the lemma by induction on $m$ as follows. Notice that in this case, we always have $2j + \frac{k}{2} > \frac{l}{\beta}$ because $k \geq l$ as required in the definition of $T_{\log}$.

   When $m = 0$, $v = \rho^\sigma\cos l\theta$ with $\sigma = 2j + \frac{k}{2} \neq \frac{l}{\beta}$. (4.4) implies that $\tilde{\Delta}v$ is a multiple of $\rho^{-2}v$, which proves the lemma in this case.
Assume that the case $m \leq m_0$ for some $m_0 < \max\{0, k - 1\}$ is proved and that $m_0 + 1 \leq \max\{0, k - 1\}$ such that $v = \rho^{2j + l} (\log \rho)^{m_0 + 1} \cos \theta$ is in $\mathcal{T}_{\log}$. By taking $u_1 = v$, (4.4) again implies that $\tilde{\Delta} u_1$ is a multiple of $\rho^{-2} v$ up to a linear combination of

$$\rho^{2j + l - 2} (\log \rho)^{m_0 - 1} \cos \theta \quad \text{(if } m_0 \geq 1) \quad \text{and} \quad \rho^{2j + l - 2} (\log \rho)^{m_0} \cos \theta.$$  

By the induction hypothesis, there exists $u_2, u_3 \in \text{Span}(\mathcal{T}_{\log})$ such that the above two terms are $\tilde{\Delta} u_2$ and $\tilde{\Delta} u_3$ respectively. The desired $u$ is then the linear combination of $u_1, u_2$ and $u_3$.

(2) For the rest of the proof, we assume $j = 0$ and $k = l \neq 0$. In this case, $\sigma = \frac{l}{2}$ and the first term in the right hand side of (4.4) vanishes. Notice that there is nothing to prove for $k = l = 1$, so we assume that $k \geq 2$ and prove by induction that the lemma holds for $m = 0, 1, \ldots, k - 2$.

When $m = 0$, i.e. $v = \rho^\frac{1}{\beta} \cos k \theta$, we can take $u = \frac{\beta}{2k} \rho^\frac{1}{\beta} (\log \rho) \cos k \theta$ in $\text{Span}(\mathcal{T}_{\log})$, because as a special case of (4.4),

$$\tilde{\Delta} \rho^\frac{1}{\beta} (\log \rho) \cos k \theta = \frac{2k}{\beta} \rho^\frac{1}{\beta} - 2 \cos k \theta.$$  

Assume that lemma is proved for $m \leq m_0$ and that $m_0 + 1 \leq k - 2$. Let $v = \rho^\frac{1}{\beta} (\log \rho)^{m_0 + 1} \cos k \theta$ and take $u_1 = \rho^\frac{1}{\beta} (\log \rho)^{m_0 + 2} \cos k \theta$ in $\mathcal{T}_{\log}$. By (4.4), $\tilde{\Delta} u_1$ is a multiple of $\rho^{-2} v$ up to a multiple of

$$\rho^\frac{1}{\beta} - 2 (\log \rho)^{m_0} \cos k \theta,$$

which is $\tilde{\Delta} u_2$ for some $u_2 \in \text{Span}(\mathcal{T}_{\log})$ by the induction hypothesis. Again, the desired $u$ is a linear combination of $u_1$ and $u_2$. \hfill \Box

Motivated by this lemma, we define

**Definition 4.4.**

(4.5) \hspace{1cm} $\mathcal{T}_{\text{rhs}} = \left( \rho^{-2} \mathcal{T}_{\log} \right) \backslash \left\{ \rho^{-2}, \rho^\frac{1}{\beta} - 2 (\log \rho)^{k - 1} \cos k \theta \mid k \in \mathbb{N} \right\},$

where $\rho^{-2} \mathcal{T}_{\log}$ is the set of $\rho^{-2} v$ for each $v \in \mathcal{T}_{\log}$.

A simple observation is that $\mathcal{T}_{\log} \subset \mathcal{T}_{\text{rhs}}$. With (4.5), Lemma 4.3 can be formulated as

**Lemma 4.5.** For each $v \in \text{Span}(\mathcal{T}_{\text{rhs}})$, there is $u$ in $\text{Span}(\mathcal{T}_{\log})$ such that

$$\tilde{\Delta} u = v.$$

Besides its connection with Lemma 4.3, the definition of $\mathcal{T}_{\text{rhs}}$ in (4.5) is important also in the analysis of the structure of the right hand side of $(B_\chi)$. Briefly speaking, we will show in Section 4.3 that if $\varphi_\chi$ has expansion using functions in $\mathcal{T}_{\log}$, then the right hand side of $(B_\chi)$ has an expansion in $\mathcal{T}_{\text{rhs}}$. This explains the subscript in the notation. For that purpose, we shall need the following lemma.

**Lemma 4.6.** (1) If $\eta_1 \in \text{Span}(\mathcal{T}_{\log})$ and $\eta_2 \in \text{Span}(\mathcal{T}_{\text{rhs}})$, then $\eta_1 \cdot \eta_2 \in \text{Span}(\mathcal{T}_{\text{rhs}})$.

(2) If $\eta_1$ and $\eta_2$ are in $\text{Span}(\mathcal{T}_{\log})$, but neither of them is constant function, then $\rho^{-2} \eta_1 \cdot \eta_2 \in \text{Span}(\mathcal{T}_{\text{rhs}})$.
Proof. (1)

Assume without loss of generality that

\[ \eta_1 = \rho^{2j_1 + \frac{k_1}{\beta}} (\log \rho)^{m_1} \cos l_1 \theta \quad \text{and} \quad \eta_2 = \rho^{-2 + 2j_2 + \frac{k_2}{\beta}} (\log \rho)^{m_2} \cos l_2 \theta, \]

where \( k_i, j_i, m_i, l_i \) are subject to the restrictions of Definition 4.2 and Definition 4.4 respectively. Direct computation gives

\[ (4.6) \quad \rho^2 \eta_1 \eta_2 = \frac{1}{2} (Y_1 - Y_2), \]

where

\[ (4.7) \quad Y_1 = \rho^{2(j_1 + j_2) + \frac{k_1 + k_2}{\beta}} (\log \rho)^{m_1 + m_2} \cos (l_1 + l_2) \theta \]

\[ Y_2 = \rho^{2(j_1 + j_2) + \frac{k_1 + k_2}{\beta}} (\log \rho)^{m_1 + m_2} \cos (l_1 - l_2) \theta. \]

By the definition of \( T_{\text{rhs}} \), it suffices to show that (a) \( Y_1 \) and \( Y_2 \) are in \( T_{\log} \), but (b) neither \( Y_1 \) or \( Y_2 \) is in

\[ (4.8) \quad \left\{ 1, \rho^{\frac{k}{\beta}} (\log \rho)^{k-1} \cos k \theta \mid k \in \mathbb{N} \right\}. \]

The proof of (a) is trivial and is in fact the same as the proof of the claim that \( \text{Span}(T_{\log}) \) is multiplicatively closed.

For (b), we first notice that neither \( Y_1 \) or \( Y_2 \) can be constant. Otherwise, we must have

\[ 2(j_1 + j_2) + \frac{k_1 + k_2}{\beta} = m_1 + m_2 = 0, \]

and hence \( j_2 = k_2 = m_2 = 0 \), which is a contradiction to \( \eta_2 \in T_{\text{rhs}} \).

If there is \( k \in \mathbb{N} \) such that \( Y_1 = \rho^{\frac{k}{\beta}} (\log \rho)^{k-1} \cos k \theta \), then

\[ (4.9) \quad 2(j_1 + j_2)\beta + (k_1 + k_2) = k \]

\[ (4.10) \quad m_1 + m_2 = k - 1 \]

\[ (4.11) \quad l_1 + l_2 = k. \]

By \( k_1 \geq l_1, k_2 \geq l_2 \) and \( j_1, j_2 \geq 0 \), we know

\[ j_1 = j_2 = 0, \quad k_1 = l_1, \quad k_2 = l_2. \]

If \( k_1 = 0 \), then \( k_1 = m_1 = l_1 = j_1 = 0 \), i.e. \( \eta_1 = 1 \), in which case the lemma is trivial and there is nothing to prove. If \( k_2 = 0 \), then \( k_2 = m_2 = l_2 = j_2 = 0 \) and \( \eta_2 = \rho^{-2} \), which is a contradiction to the assumption that \( \eta_2 \in T_{\text{rhs}} \).

If both \( k_1 \) and \( k_2 \) are positive, then \( m_1 \leq k_1 - 1 \) and \( m_2 \leq k_2 - 1 \), which contradicts (4.10). In summary, we have proved that \( Y_1 \) is not in (4.8).

If there is \( k \in \mathbb{N} \) such that \( Y_2 = \rho^{\frac{k}{\beta}} (\log \rho)^{k-1} \cos k \theta \), then

\[ (4.12) \quad 2(j_1 + j_2)\beta + (k_1 + k_2) = k \]

\[ (4.13) \quad m_1 + m_2 = k - 1 \]

\[ (4.14) \quad |l_1 - l_2| = k. \]

A similar discussion yields a contradiction. Hence, the proof of (1) is done.

(2) Assume

\[ \eta_1 = \rho^{2j_1 + \frac{k_1}{\beta}} (\log \rho)^{m_1} \cos l_1 \theta \quad \text{and} \quad \eta_2 = \rho^{2j_2 + \frac{k_2}{\beta}} (\log \rho)^{m_2} \cos l_2 \theta \]
and let $Y_1$ and $Y_2$ be defined as in (4.7). Since $\eta_1 \cdot \eta_2 = \frac{1}{2}(Y_1 - Y_2)$, it suffices to prove that (as before) both $Y_1$ and $Y_2$ are in $T_{\log}$, but neither is in (4.8). Again, the first assertion is trivial.

By our assumption that neither of $\eta_1$ and $\eta_2$ is constant function, we have

$$j_1 \beta + k_1 > 0 \quad \text{and} \quad j_2 \beta + k_2 > 0.$$  

A consequence of this is that $Y_1$ and $Y_2$ are not constant function.

It remains to exclude the possibility that $Y_1$ (or $Y_2$) is $\rho^\beta (\log \rho)^{k-1} \cos \theta$ for some $k \in \mathbb{N}$. In that case, (4.9) and (4.10) hold as before and imply that

$$2(j_1 + j_2) \beta + (k_1 + k_2) = m_1 + m_2 + 1.$$  

This is a contradiction to $m_1 \leq \max \{0, k_1 - 1\}$ and $m_2 \leq \max \{0, k_2 - 1\}$, unless (at least) one of $k_1$ and $k_2$ is zero. If $k_1 = m_1 = 0$, then (4.15) implies that $j_1 > 0$, and hence (4.16) implies

$$k_2 < m_2 + 1,$$

which is a contradiction to the definition of $T_{\log}$. $\Box$

4.2. Finite expansion. Throughout this section, we fix $\xi$ and take $\varphi$ and $\varphi_\chi$ as functions of $\rho$ and $\theta$ alone. We write $B_r$ for the set of $(\rho, \theta)$ with $\rho \in (0, r)$ and $\theta \in S^1$.

Definition 4.7. A function $u$ defined in $B_{1/2}$ is said to be in $\tilde{O}(q)$ for some $q \in \mathbb{R}$ if and only if there are constants $C(k_1, k_2)$ for all $k_1, k_2 = 0, 1, 2, \cdots$ such that

$$\left| (\rho \partial_\rho)^{k_1} \partial_\theta^{k_2} u \right| \leq C(k_1, k_2) \rho^q \quad \text{on} \quad B_{1/2}.$$  

Remark 4.8. Sometimes, we abuse the notation by using $\tilde{O}(q)$ to denote a function in it.

Theorem 3.1 implies that $\varphi$ and $\varphi_\chi$ are in $\tilde{O}(0)$. In fact, we have

Lemma 4.9. Suppose that $u$ is in both $\tilde{O}(0)$ and Donaldson’s space $C^{2, \alpha}_\beta$. Then there is some $q > 1$ such that

$$u = c + \tilde{O}(q)$$

for some constant $c$.

Proof. Being in $C^{2, \alpha}_\beta$ implies that

$$\left| \frac{\partial u}{\partial \rho} + \frac{1}{\rho} \frac{\partial u}{\partial \theta} \right| \leq C \rho^{\alpha}$$

and that $u(0, \theta)$ is a constant independent of $\theta$. By the Newton-Leibnitz formula

$$u(\rho, \theta) = u(0, \theta) + \int_0^\rho \frac{\partial u}{\partial \rho}(t, \theta) dt,$$

we have

$$|u(\rho, \theta) - u(0, \theta)| \leq C \rho^{1+\alpha}.$$  

For each fixed $\rho_0$ and $\theta_0$, set $v(\rho, \theta) = u(\rho \rho_0, \theta) - u(0, \theta)$. If $v$ is regarded as a function of $(\rho, \theta)$ defined on $Q := \{(\rho, \theta) | \rho < 2, \theta_0 - 0.1 < \theta < \theta_0 + 0.1\}$, we have

$$\|v\|_{C^{1}(Q)} \leq C(k) \quad \text{for any} \quad k$$
because $u$ is in $\tilde{O}(0)$. On the other hand, (4.17) gives
\[
\|v\|_{C^0(Q)} \leq C \rho_0^{1+\alpha}.
\]
The usual interpolation yields that
\[
\|v\|_{C^k(Q)} \leq C'(k) \rho_0^{1+\alpha}
\]
for any $1 < q < 1 + \alpha$ and another sequence of constants $C'(k)$ (depending on $q$). The lemma follows if (4.18) is translated into inequalities of $u$.

**Definition 4.10.** A function $u$ is said to have an expansion up to order $q$ if and only if there is $\eta \in \text{Span}(T_{\log})$ such that
\[
u = \eta + \tilde{O}(q).
\]
Similarly, a function $u$ is said to have an (rhs)-expansion up to order $q$ if and only if there is $\eta \in \text{Span}(T_{\text{rhs}})$ such that the above holds.

Obviously, if $2j + \frac{m}{m} > q$ or $2j + \frac{m}{m} = q$ with $m = 0$, then
\[
\rho^{2j+\frac{m}{m}}(\log \rho)^m \cos l \theta \in \tilde{O}(q).
\]
Therefore, $\eta$ in the above definition of expansion is only unique up to terms like these. Similar observation applies to the (rhs)-expansion.

Lemma 4.9 and the fact that $\varphi$ and $\varphi_\chi$ are in $C^{2,\alpha}_\beta$ imply that $\varphi$ and $\varphi_\chi$ have expansion up to order $q$ for some $q > 1$. The proof of the main theorem is a bootstrapping argument starting from this.

For the use of the next section, we need the following three lemmas, which explains the reason why we want $\text{Span}(T_{\log})$ to be multiplicatively closed.

**Lemma 4.11.** Suppose that $u_1$ and $u_2$ have expansions up to order $q$. Then so does $u_1 \cdot u_2$.

**Lemma 4.12.** If $u_i$ is in $\tilde{O}(q_i)$ for $i = 1, 2$, then $u_1 \cdot u_2$ is in $\tilde{O}(q_1 + q_2)$.

**Lemma 4.13.** Suppose $F(x_1, \cdots, x_N)$ is a smooth function of $N$ variables. Assume that $u_1, \cdots, u_N$ have expansions up to order $q$ for some $q \geq 0$. Then $F(u_1, \cdots, u_N)$ has an expansion up to order $q$.

The proof of Lemma 4.12 is trivial and the proof of Lemma 4.11 is the combination of the facts that $\text{Span}(T_{\log})$ is multiplicatively closed, that any function in $\text{Span}(T_{\log})$ is in $\tilde{O}(0)$ and that for $v_1(v_2)$ in $\tilde{O}(q_1)(\tilde{O}(q_2))$ respectively, we have $v_1 \cdot v_2 \in \tilde{O}(q_1 + q_2)$. All the above mentioned facts can be verified directly by Definition 4.7.

Lemma 4.13 is a simple generalization of the Lemma 6.8 in [12], where the case $N = 1$ is proved. For general $N$, it suffices to replace the Taylor expansion formula of one variable by the Taylor expansion of multiple variables. We refer the readers to [12] for details of the proof.

4.3. **The proof of Theorem 1.1.** The proof of the main theorem relies on the following two lemmas.

**Lemma 4.14.** If $\varphi$ and all of $\varphi_\chi$ have expansion up to order $q$ for some $q > 1$, then the right hand side of $(B_\chi)$ has a (rhs)-expansion up to order $q - 1$. 
Lemma 4.15. If \( v \) has a (rhs)-expansion up to order \( q \) and \( u \) is a bounded solution to
\[
\tilde{\Delta} u = v,
\]
then \( u \) has an expansion up to order \( q' \) for any \( q' < q + 2 \).

Before the proof of these two lemmas, we show how they imply Theorem 1.1.

Proof of Theorem 1.1 (assuming Lemma 4.14 and 4.15). We have as our starting point that \( \varphi \) and \( \varphi_x \) are in Donaldson’s \( C^{2,\alpha}_\beta \) space. Theorem 3.1 and Lemma 4.9 imply that \( \varphi \) and \( \varphi_x \) have expansions up to some order \( q \) with \( q > 1 \). The rest of the proof is easy bootstrapping argument using Lemma 4.14 and 4.15.

The proof of Lemma 4.14 depends heavily on the structure of the complex Monge-Ampère equation.

Proof of Lemma 4.14. The right hand side of \((B_x)\) consists of three terms:

(a) \[
F(\varphi_{x^2}, \ldots, \varphi_{x^{l+2}})\#(P\varphi_{x^1} \cdot \bar{P}\varphi_{x^2});
\]

(b) \[
H(h, \ldots, h_{x^l}, \varphi, \ldots, \varphi_{x^l});
\]

(c) \[
(\det(\varphi_{\xi\xi})(0, \xi) - \det(\varphi_{\xi\xi})(\rho, \theta, \xi))\tilde{\Delta}\varphi_x.
\]

We discuss (b) first. By our assumption in Theorem 1.1, \( h \) and its tangent derivatives are smooth in \( z_1 \). Hence, they have expansion up to any order. One can either check this directly by using the definition, or use Lemma 4.13 and notice that \( z_1 \) (as a function of \( (\rho, \theta) \)) has expansion up to any order. By the assumptions about \( \varphi \) in Lemma 4.14, Lemma 4.13 again implies that \( H \) has expansion up to order \( q \).

Since \( T_{\text{rhs}} \supset T_{\text{log}} \), the term (b) has the required expansion.

For (c), we notice that there are \( \eta_1, \eta_2 \in \text{Span}(T_{\text{log}}) \) such that
\[
\det(\varphi_{\xi\xi})(0, \xi) - \det(\varphi_{\xi\xi})(\rho, \theta, \xi) = \eta_1 + \tilde{O}(q)
\]
and
\[
\tilde{\Delta}\varphi_x = \rho^{-2}\eta_2 + \tilde{O}(q - 2).
\]

Here, the existence of \( \eta_1 \) follows from Lemma 4.13 and the assumptions of the lemma. For \( \eta_2 \), we first find \( \tilde{\eta}_2 \) satisfying \( \varphi_x = \tilde{\eta}_2 + \tilde{O}(q) \) and then check that \( \tilde{\Delta} \) maps \( \tilde{O}(q) \) to \( \tilde{O}(q - 2) \) and that for any \( v \in \text{Span}(T_{\text{log}}) \), \( \tilde{\Delta}v \) is in \( \text{Span}(\rho^{-2}T_{\text{log}}) \) (see (4.4)).

We claim that
\[
(4.19) \quad \eta_1, \eta_2 \in \tilde{O}(\tilde{q}) \quad \text{for some} \quad \tilde{q} > 1.
\]

On one hand, every function (hence \( \eta_1 \) and \( \eta_2 \)) in \( \text{Span}(T_{\text{log}}) \) is in \( \tilde{O}(0) \). On the other hand, it is easy to see that both \( \eta_1 \) and \( \eta_2 \) have no constant term. Note that all the rest of the functions in \( T_{\text{log}} \) are bounded by \( C\rho^{\tilde{q}} \) for some \( \tilde{q} > 1 \) (depending on \( \beta \)).

With (4.19) in mind, we compute (c) as
\[
(\eta_1 + \tilde{O}(q))(\rho^{-2}\eta_2 + \tilde{O}(q - 2))
= \rho^{-2}\eta_1 \cdot \eta_2 + \eta_1 \cdot \tilde{O}(q - 2) + \rho^{-2}\eta_2 \cdot \tilde{O}(q) + \tilde{O}(q) \cdot \tilde{O}(q - 2).
\]
Given (4.19) and Lemma 4.12, the sum of the last three terms above is in $\hat{O}(q - 1)$. The second part of Lemma 4.6 implies that $\rho^{-2} \eta_1 \cdot \eta_2$ is in $\text{Span}(T_{rhs})$ and hence finishes the proof for (c).

For the proof for (a), we claim that there exists $\eta_4 \in \text{Span}(T_{rhs})$ such that

\begin{equation}
\Delta \varphi_{\lambda^s} \cdot \hat{P}_{\varphi_{\lambda^s}} = \eta_4 + \hat{O}(q - 1).
\end{equation}

Before we prove the claim, we see how it implies that (a) has the required expansion. By Lemma 4.13, we know that $F$ has expansion up to order $q$ so that

$$F\#(P\varphi_{\lambda^s} \cdot \hat{P}_{\varphi_{\lambda^s}}) = (\eta_3 + \hat{O}(q))(\eta_4 + \hat{O}(q - 1))$$

for some $\eta_3 \in \text{Span}(T_{log})$. By the first part of Lemma 4.6, $\eta_3 \cdot \eta_4$ is in $\text{Span}(T_{rhs})$. The remaining terms, $\eta_4 \cdot \hat{O}(q)$, $\eta_3 \cdot \hat{O}(q - 1)$ and $\hat{O}(q - 1) \cdot \hat{O}(q)$ are obviously in $\hat{O}(q - 1)$.

The rest of the proof is devoted to the proof of the claim. By our assumption, we may assume that

$$\varphi_{\lambda^s} = \eta_a + \hat{O}(q) \quad \text{and} \quad \varphi_{\lambda^s} = \eta_b + \hat{O}(q)$$

for $\eta_a$ and $\eta_b$ in $\text{Span}(T_{log})$. By Lemma 2.4, the right hand side of (4.20) is a quadratic polynomial of

$$\frac{1}{\rho} \partial_\rho \eta_a + \hat{O}(q - 1), \quad \frac{1}{\rho} \partial_\rho \eta_a + \hat{O}(q - 1)$$

and

$$\frac{1}{\rho} \partial_\rho \eta_b + \hat{O}(q - 1), \quad \frac{1}{\rho} \partial_\rho \eta_b + \hat{O}(q - 1).$$

By the definition of $T_{log}$, $\partial_\rho \eta_a$, $\partial_\rho \eta_b$, $\frac{1}{\rho} \partial_\rho \eta_a$ and $\frac{1}{\rho} \partial_\rho \eta_b$ are in $\hat{O}(0)$ because among all terms in $T_{log}$, except the constant term which is killed by the derivative, the lowest order term decays faster than $\rho$. This implies that the terms like $\partial_\rho \eta_a \cdot \hat{O}(q - 1)$ is in $\hat{O}(q - 1)$.

It remains to show $\partial_\rho \eta_a \cdot \partial_\rho \eta_b$ is in $\text{Span}(T_{rhs})$. Similar argument works for $\partial_\rho \eta_a \cdot \frac{1}{\rho} \partial_\rho \eta_a$, $\frac{1}{\rho} \partial_\rho \eta_a \cdot \partial_\rho \eta_a$, $\frac{1}{\rho} \partial_\rho \eta_a \cdot \partial_\rho \eta_b$, and $\frac{1}{\rho} \partial_\rho \eta_a \cdot \partial_\rho \eta_b$.

This is a consequence of the second part of Lemma 4.6. In fact, if we set $\tilde{\eta}_a = (\rho \partial_\rho \eta_a)$ and $\tilde{\eta}_b = (\rho \partial_\rho \eta_b)$, then $\partial_\rho \eta_a \cdot \partial_\rho \eta_b = \rho^{-2} \tilde{\eta}_a \cdot \tilde{\eta}_b$ and we can check that $\tilde{\eta}_a$ and $\tilde{\eta}_b$ are non-constant function in $\text{Span}(T_{log})$. \hfill \Box

Next, we move to the proof of Lemma 4.15.

**Proof of Lemma 4.15.** Note that we apply the following argument to every equation $(B_\chi)$ simultaneously. By the assumption, the right hand side is given by $\eta + \hat{O}(q)$ for some $\eta \in \text{Span}(T_{rhs})$. Lemma 4.5 implies that there exists $\eta'$ in $\text{Span}(T_{log})$ such that

$$\tilde{\Delta} \eta' = \eta.$$

Pretending the constant on the left hand side of $(B_\chi)$ is 1, we have

\begin{equation}
\tilde{\Delta}(\varphi_{\lambda^s} - \eta') = \hat{O}(q).\end{equation}

To finish the proof of Lemma 4.15, we need
Lemma 4.16. (1) (Lemma 6.7 in [12]) Any bounded (\(\tilde{\Delta}\)) harmonic function defined on \(\{(\rho, \theta) \mid \rho \in (0, 1), \theta \in S^1\}\) has expansion up to any order.

(2) (Lemma 6.10 in [12]) For each \(v \in \tilde{O}(q)\) and \(q' < q + 2\), there is \(u \in \tilde{O}(q')\) with
\[
\tilde{\Delta} u = v.
\]

Since this lemma appeared in exactly the same form and is proved in detail in [12], we refer the readers to that paper for the proof.

With the above lemma and (4.21), there exists \(f \in \tilde{\mathcal{O}}(q')\) for any \(q' < q + 2\) satisfying
\[
\tilde{\Delta} (\varphi \chi - \eta' - f) = \tilde{\Delta} (f),
\]
which implies that \(\varphi \chi - \eta' - f\) is a bounded harmonic function and hence has expansion up to any order by (1) of Lemma 4.16. □

4.4. The proof of Corollary 1.2. By (1.7) and (1.8), we know \(\varphi\) satisfies (1.1). To apply Theorem 1.1, we need to check (S1)-(S3).

Since \(\psi_0\) is the potential function of the smooth Kähler form \(\omega_0\) in the holomorphic coordinates \(\{z_1\}\), we know that \(\psi_0\) is smooth and that \((\psi_0)_{i\bar{j}}\) is smooth and positive definite. Moreover, being the metric of the line bundle \(L\), \(\hat{h}\) is also smooth and positive. Hence (S1) follows from (1.8).

It follows from the definition of \(C^{2,\alpha}_\beta\) (see (D1)-(D4) in Section 2.2) that smooth functions in holomorphic coordinates are in \(C^{2,\alpha}_\beta\) for some \(\alpha > 0\) depending on \(\beta\). So \(\psi_0, \hat{h} \in C^{2,\alpha}_\beta\). Moreover, one can check directly that \(|z_1|^{2\beta}\) is also in \(C^{2,\alpha}_\beta\). The best way to see this is to notice that
\[
|z_1|^{2\beta} = \beta^2 \rho^2
\]
and to use the equivalent definition (P1)-(P3). Therefore, \(|s|^{2\beta}_{\hat{h}_0} = \hat{h}^\beta |z_1|^{2\beta}\) is in \(C^{2,\alpha}_\beta\). Finally, since \(\psi\) is in \(C^{2,\alpha}_\beta\) as assumed in the definition of conical Kähler-Einstein metric, so is \(\varphi\), which confirms (S2) (for some \(\alpha > 0\)).

(S3) follows from the definition of conical Kähler-Einstein metric.

Now, we can apply Theorem 1.1 to see that \(\varphi\) has the expansion up to any order. To see that this is also true for \(\psi\), it suffices to check that
\[
\varphi - \psi = \psi_0 + \delta |s|^{2\beta}_{\hat{h}_0} \quad \text{(by (1.6))}
\]
has expansion up to any order. Since \(\psi_0\) and \(\hat{h}\) are smooth in holomorphic coordinates and
\[
|s|^{2\beta}_{\hat{h}_0} = \hat{h}^\beta |z_1|^{2\beta} = \hat{h}^\beta \beta^2 \rho^2,
\]
it remains to check all smooth functions in holomorphic coordinates have expansions up to any order, which is a consequence of Lemma 4.13 and the fact that \(z_1\) has expansion up to any order.

Appendix A. Estimate of some elliptic system

In this appendix, we prove some estimates for the following elliptic system defined on \(B_1 \subset \mathbb{C}^n\),
\[
\triangle g_{i\bar{j}} - g^{k\bar{m}} g^{\alpha\bar{\alpha}} \frac{\partial g_{k\bar{m}}}{\partial z_\alpha} \frac{\partial g_{i\bar{j}}}{\partial z_\bar{\alpha}} = \lambda \rho^2 g_{i\bar{j}} + h_{\chi, i\bar{j}}.
\]
When \( h = 0 \), this is the equation satisfied by the metric tensor of Kähler-Einstein metric. We always assume
\[
(A.2) \quad |\lambda \rho_0^2| + \left\| h\varphi_{ij} \right\|_{C^0(B_1)} \leq \Lambda.
\]

The methods used here are from the book of Giaquinta [4] and are by now classical. In contrast to the theorems in [4], we prove effective estimates instead of just regularity statements.

**Remark.** Note that in this appendix, the real dimension of the domain is \( 2n \), instead of \( n \).

We first bound the \( L^2 \) norm of the gradient of \( g_{ij} \).

**Lemma A.1.** Suppose that \( g_{ij} \) are some smooth complex-valued functions defined on \( B_1 \subset \mathbb{C}^n \) solving (A.1) whose coefficients satisfy (A.2). If for some \( \sigma > 0 \), we have
\[
\sigma^{-1} g_{ij} \leq \delta_{ij} \leq \sigma g_{ij} \quad \text{on} \quad B_1,
\]
then
\[
\left\| \nabla g_{ij} \right\|_{L^2(B_{3/4})} \leq C(\sigma, \Lambda, \left\| g_{ij} \right\|_{C^0(B_1)}).
\]

**Proof.** For any point \( x_0 \) in \( B_{3/4} \) and \( R > 0 \) to be determined in the proof, let \( \eta \) be some smooth cut-off function supported in \( B_2(x_0) \) with \( \eta \equiv 1 \) in \( B_{R/2}(x_0) \) and \( |\nabla \eta| \leq CR^{-1} \). Multiplying both sides of (A.1) by \( (g_{ij} - g_{ij}(x_0))\eta^2 \) and freezing the coefficients of the leading term in (A.1) gives
\[
(A.3) \quad 0 = g^{kl}(x_0)\partial_k \bar{\partial}_l g_{ij}(g_{ij} - g_{ij}(x_0))\eta^2
\]
\[
-\left( g^{kl}(x_0) - g^{kl}(x_0)\partial_k \bar{\partial}_l g_{ij}(g_{ij} - g_{ij}(x_0))\eta^2
\]
\[
-\left( \eta \cdot Dg \cdot Dg + \lambda \rho_0^2 \eta + h \right) \cdot (g_{ij} - g_{ij}(x_0))\eta^2.
\]
Note that we have omitted subscripts in the above computation when they are not essential to the proof.

By the Hölder continuity of \( g_{ij} \), we have
\[
(A.4) \quad |g_{ij} - g_{ij}(x_0)| \leq CR^\alpha.
\]
Integration by parts of (A.3), (A.4) and Young’s inequality imply that
\[
\int |Dg|^2 \eta^2 \leq C \int R^\alpha |Dg| |\nabla \eta| + R^\alpha |Dg|^2 \eta^2
\]
\[
+ C \int R^{2\alpha} |Dg| |\nabla \eta| + R^\alpha |Dg|^2 \eta^2 + CR^{2n+\alpha}
\]
\[
\leq \left( \frac{1}{2} + CR^\alpha \right) \int |Dg|^2 \eta^2 + CR^{2\alpha} \int |\nabla \eta|^2 + CR^{2n+\alpha}.
\]
Now we can choose \( R \) so small (depending only on \( \sigma, \alpha \) and the Hölder norm of \( g_{ij} \)) that the first term in the right hand side is absorbed by the left hand side to give
\[
(A.5) \quad \int_{B_{R/2}(x_0)} |Dg|^2 \, dx \leq CR^{2n-2\alpha + 2} \leq C.
\]
The lemma then follows from the above inequality by covering \( B_{3/4} \) by balls of radius \( R \). \( \square \)

Next, we prove \( C^\gamma \) estimate of \( g_{ij} \) for any \( \alpha < \gamma < 1 \).
Lemma A.2. For $g_{ij}$ as in Lemma A.1 and any $\alpha < \gamma < 1$, we have
\[
\| g_{ij} \|_{C^{\alpha}(B_{3/4})} \leq C(\sigma, \Lambda, \gamma, \| g_{ij} \|_{C^{\gamma}(B_1)}).
\]

Proof. For any $x_0 \in B_{3/4}$ and $R \leq 1/4$, let $v_{ij}$ be the solution of
\[
\begin{cases}
g^{kl}(x_0) \partial_k \partial_l v_{ij} = 0 & \text{on } B_R(x_0) \\
v_{ij} = g_{ij} & \text{on } \partial B_R(x_0).
\end{cases}
\]
By Theorem 2.1 on page 78 of [4] (applied to $Dv_{ij}$), there is a constant depending only on $\sigma$ such that for $0 < \rho < R$,
\[
\int_{B_\rho(x_0)} |Dv_{ij}|^2 \leq C\left(\frac{\rho}{R}\right)^{2n} \int_{B_R(x_0)} |Dv_{ij}|^2.
\]
Setting $w_{ij} = g_{ij} - v_{ij}$, we get (using (A.6))
\[
\begin{align*}
\int_{B_\rho(x_0)} |Dg_{ij}|^2 & \leq \int_{B_\rho(x_0)} |Dv_{ij}|^2 + \int_{B_\rho(x_0)} | Dw_{ij} |^2 \\
& \leq C\left(\frac{\rho}{R}\right)^{2n} \int_{B_R(x_0)} |Dv_{ij}|^2 + C \int_{B_\rho(x_0)} | Dw_{ij} |^2 \\
& \leq C\left(\frac{\rho}{R}\right)^{2n} \int_{B_R(x_0)} |Dg_{ij}|^2 + C \int_{B_\rho(x_0)} | Dw_{ij} |^2.
\end{align*}
\]

Using the equation satisfied by $v_{ij}$, we may rewrite (A.1) as follows
\[
g^{kl}(x_0) \partial_k \partial_l (g_{ij} - v_{ij}) = -(g^{kl} - g^{kl}(x_0)) \partial_k \partial_l g_{ij} + g \cdot g \cdot Dg \cdot Dg + \lambda \rho^2 + h.
\]
Since $w_{ij}$ vanishes on $\partial B_R(x_0)$, we can use it as the test function of the above equation to obtain
\[
\int_{B_R(x_0)} | Dw_{ij} |^2 \leq C \int_{B_R(x_0)} \partial_k \partial_l g_{ij} \left( w(g^{kl} - g^{kl}(x_0)) \right) + |w| |Dg|^2 + |w|
\leq C \int_{B_R(x_0)} |Dg| |\nabla w| |g^{kl} - g^{kl}(x_0)| + |w| |Dg|^2 + |w|.
\]

Using Young’s inequality, we get
\[
\int_{B_R(x_0)} | Dw_{ij} |^2 \leq C \int_{B_R(x_0)} |Dg|^2 \left( |g^{kl} - g^{kl}(x_0)|^2 + |w| \right) + |w|.
\]

The maximum principle implies that $\text{osc}_{B_R(x_0)} v_{ij} \leq \text{osc}_{B_R(x_0)} g_{ij}$, which implies that
\[
\|w\|_{C^{\alpha}(B_R(x_0))} \leq \text{osc}_{B_R(x_0)} v_{ij} + \text{osc}_{B_R(x_0)} g_{ij} \leq CR^\alpha.
\]

Putting (A.7), (A.8) and (A.9) together yields the following decay estimate
\[
\int_{B_\rho(x_0)} |Dg|^2 \leq C \left( \frac{\rho}{R} \right)^{2n} + R^\alpha \int_{B_R(x_0)} |Dg|^2 + CR^{2n + \alpha}.
\]

Dividing both sides of the above equation by $\rho^{2n-2}$ and setting $\rho/R = \tau$ give
\[
\rho^{2n-2} \int_{B_\rho(x_0)} |Dg|^2 \leq \left[ C(1 + \tau^{-2n} R^\alpha) \right] \tau^2 R^{2-2n} \int_{B_R(x_0)} |Dg|^2 + C \tau^{2-2n} R^2.
\]
By picking $\tau$ small so that $2C\tau^{(2-2\gamma)} = 1$ and then $R_1$ small so that $1+\tau^{-n}R^\alpha < 2$ for all $R < R_1$, we have

$$\rho^{2-2n} \int_{B_\rho(x_0)} |Dg|^2 \leq \tau^{2\gamma} R^{2-2n} \int_{B_R(x_0)} |Dg|^2 + C(\gamma) R^2$$

for $R < R_1$. From here, a routine iteration shows that

$$\rho^{2-2n} \int_{B_\rho(x_0)} |Dg|^2 \leq C \rho^{2\gamma}.$$

Hence, by the Hölder inequality and the equivalence between the Companato space and the Hölder space, we have

$$\|g_{ij}\|_{C^{\alpha}(B_{4\rho})} \leq C(\sigma, \Lambda, \gamma) \|g_{ij}\|_{C^{\alpha}(B_{\rho})}.$$

\[\square\]

Finally, we prove the $C^{1,\alpha}$ estimate.

**Lemma A.3.** For $g_{ij}$ as in Lemma A.1, there exists some $\alpha' \in (0,1)$ such that

$$\|g_{ij}\|_{C^{1,\alpha'}(B_{1/2})} \leq C(\sigma, \Lambda, \gamma) \|g_{ij}\|_{C^{\alpha}(B_{1})}.$$ 

**Proof.** For any $x_0 \in B_{1/2}$ and $R \leq 1/4$, as in the proof of Lemma A.2, let $v_{ij}$ be the solution of

$$\begin{cases}
  g^{kl}(x_0) \partial_k \partial_l v_{ij} = 0 & \text{on } B_R(x_0) \\
  v_{ij} = g_{ij} & \text{on } \partial B_R(x_0).
\end{cases}
$$

Again, applying Theorem 2.1 on page 78 of [4] to $Dv_{ij}$, we get a constant depending only on $\sigma$ such that

$$(A.10) \quad \int_{B_{\rho}(x_0)} |Dv_{ij} - (Dv_{ij})_{x_0,\rho}|^2 \leq C(\rho R)^{2n+2} \int_{B_R(x_0)} |Dv_{ij} - (Dv_{ij})_{x_0,R}|^2.$$

Here $(u)_{x,r}$ means the average of $u$ in the ball $B_r(x)$.

Next, we set $w_{ij} = g_{ij} - v_{ij}$ on $B_R(x_0)$. Triangle inequalities and (A.10) imply that

$$(A.11) \quad \int_{B_{\rho}(x_0)} |Dg_{ij} - (Dg_{ij})_{x_0,\rho}|^2$$

$$\leq \int_{B_{\rho}(x_0)} |Dv_{ij} - (Dv_{ij})_{x_0,\rho}|^2 + \int_{B_{\rho}(x_0)} |Dw_{ij} - (Dw_{ij})_{x_0,\rho}|^2$$

$$\leq C(\rho R)^{2n+2} \int_{B_R(x_0)} |Dv_{ij} - (Dv_{ij})_{x_0,R}|^2 + C \int_{B_{\rho}(x_0)} |Dw_{ij}|^2$$

$$\leq C(\rho R)^{2n+2} \int_{B_R(x_0)} |Dg_{ij} - (Dg_{ij})_{x_0,R}|^2 + C \int_{B_{\rho}(x_0)} |Dw_{ij}|^2.$$

Using $w_{ij}$ as the test function of (A.1) as in the proof of Lemma A.2 gives

$$\int_{B_R(x_0)} |Dw_{ij}|^2 \leq C \int_{B_R(x_0)} \partial_k \partial_l g_{ij} \left( w(g^{kl} - g^{kl}(x_0)) \right) + |w| |Dg|^2 + |w|$$

$$\leq C \int_{B_R(x_0)} |Dg| |\nabla w| \left| g^{kl} - g^{kl}(x_0) \right| + |w| |Dg|^2 + |w|.$$
The Young’s inequality and the fact that \( g_{ij} \) lies in \( C^\gamma(B_{3/4}) \) imply that
\[
\int_{B_R(x_0)} |Dw|^2 \leq CR^\gamma \int_{B_R(x_0)} |Dg|^2 + CR^{2n+\gamma}.
\]
Notice that we have proved (see \((A.5)\))
\[
\int_{B_R(x_0)} |Dg|^2 \leq CR^{2n-2+2\gamma}
\]
in the proof of Lemma \(A.2\). By Lemma \(A.2\), we can choose and fix \( \gamma \) so that
\[
(A.12) \quad \int_{B_R(x_0)} |Dw|^2 \leq CR^{2n+\gamma'}
\]
for some \( \gamma' > 0 \) (small). Combining \((A.11)\) and \((A.12)\), we get
\[
\rho^{-2n} \int_{B_\rho(x_0)} \left| Dg_{ij} - (Dg_{ij})_{x_0,\rho} \right|^2 \leq C\left(\frac{\rho}{R}\right)^2 R^{-2n} \int_{B_R(x_0)} \left| Dg_{ij} - (Dg_{ij})_{x_0,\rho} \right|^2 + C(R/\rho)^{2n} R^{\gamma'}.
\]
As before, picking \( \tau \in (0,1) \) with \( CR^{2-\gamma'} = 1 \) and setting \( \rho = \tau R \), we get
\[
\rho^{-2n} \int_{B_\rho(x_0)} \left| Dg_{ij} - (Dg_{ij})_{x_0,\rho} \right|^2 \leq \tau^2 R^{-2n} \int_{B_R(x_0)} \left| Dg_{ij} - (Dg_{ij})_{x_0,\rho} \right|^2 + C(\tau) R^{\gamma'}.
\]
Iteration again implies that
\[
\int_{B_\rho(x_0)} \left| Dg_{ij} - (Dg_{ij})_{x_0,\rho} \right|^2 \leq C\rho^{2n+\gamma'},
\]
which concludes the proof of the lemma by Theorem 1.2 in Chapter III of \([4]\). □
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