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Abstract

Source code attribution approaches have achieved remarkable accuracy thanks to the rapid advances in deep learning. However, recent studies shed light on their vulnerability to adversarial attacks. In particular, they can be easily deceived by adversaries who attempt to either create a forgery of another author or to mask the original author. To address these emerging issues, we formulate this security challenge into a general threat model, the relational adversary, that allows an arbitrary number of the semantics-preserving transformations to be applied to an input in any problem space. Our theoretical investigation shows the conditions for robustness and the trade-off between robustness and accuracy in depth. Motivated by these insights, we present a novel learning framework, normalize-and-predict (\(N&P\)), that in theory guarantees the robustness of any authorship-attribution approach. We conduct an extensive evaluation of \(N&P\) in defending two of the latest authorship-attribution approaches against state-of-the-art attack methods. Our evaluation demonstrates that \(N&P\) improves the accuracy on adversarial inputs by as much as 70% over the vanilla models. More importantly, \(N&P\) also increases robust accuracy to 45% higher than adversarial training while running over 40 times faster.

1 Introduction

Source code authorship attribution, the problem of identifying the author of a computer program, has been receiving increased attention from the security community [1,4,7,15,23]. On the one hand, being able to identify authors of source code poses a privacy risk for programmers who wish to remain anonymous. For example, contributors to open-source projects may hide their identity to keep their side activities private, or else programmers who prefer to maintain their anonymity for their participation in projects with political implications. On the other hand, source code attribution is useful for software forensics and security analysts, especially for identifying malware authors. Although a careful adversary may only leave binaries, others could leave behind scripts or source code in a compromised system for compilation.

While recent advances in deep learning methods have empowered authorship attribution approaches to achieve remarkable accuracy, their robustness against adversarial attacks has been called into question. Simko et al. [39] discovered existing authorship attribution approaches are vulnerable to adversarial attempts at creating forgeries. Quiring et al. [33] presented an attack method against authorship attribution of source code. Drawing from adversarial machine learning research, they develop a variant of Monte-Carlo tree search to transform the original code samples in a way that consistently fools the state-of-the-art authorship attribution approaches. As an example, Figure 1 illustrates such an attack, which misleads the predication of the attribution model from author A to a different author. This attack applies three source-code transformations. The first changes the \texttt{for}-loop to a \texttt{while}-loop; the second replaces the \texttt{printf} statement with a \texttt{cout} statement; and the last converts the integer representation of Boolean variables to true/false.
input data (the original source code)? and (2) if so, what is the highest accuracy that this model can achieve?

**Key Insights**  This paper presents a novel learning framework, NaP\(^1\), that guarantees the robustness of machine learning models against semantics-preserving transformations. Our insights is to define a unique normal form of each data point with respect to the transformations. Subsequently, models are re-trained on the normal form of training data to make predictions on that of test data. Thus, whenever a data point is manipulated at test-time, NaP automatically reverts it back to its normal form for which models always produce a constant prediction, making models adversarially resistant. We note this normalization paradigm is leveraged in the domain of network intrusion detection [18], where a stream of network packets is patched up by a normalizer to eliminate potential ambiguities before the traffic is seen by the monitor, thus removing evasion opportunities. Investigation of adversarial robustness in the problem space (in our case, author attribution) has been emphasized in [31].

Compared to adversarial training, the standard approach to enhancing model robustness, NaP offers two crucial advantages. First and foremost, adversarial training in principle only achieves high robust accuracy when the adversarial example in the training loop maximizes the loss. However, finding such adversarial examples through logic transformations in the problem space is substantially more expensive than \(\ell_p\)-norm bounded ones in the feature space. This is because neither the generation nor the sanity check of adversarial examples in the problem space can be directly performed on GPUs in tandem with the update of model parameters. Taking into account that the complexity of adversarial training is proportional to the number of training steps (i.e., the number of adversarial examples to be found), such a computation procedure can be exceedingly inefficient. In contrast, finding the normal form, while also incurring computational overhead, is a one-time process, resulting in a far more efficient algorithm.

Second, existing adversarial training algorithms focus on parametric methods (i.e., neural networks and linear classifiers) with a well-established paradigm: minimizing the training loss of models on adversarial examples [28]. However, non-parametric methods (e.g., nearest neighbor, decision tree, and random forest) have no gradients, which render the existing gradient-based attacks inapplicable. As a result, adversarial training appears to be ineffective for those methods [41, 45].

We instantiate NaP to the setting of source code attribution attack and extensively evaluate it. In defending the two latest attribution approaches [2, 8] against the attack methods proposed by Quiring et al. [33], NaP achieves significantly improved robust accuracy compared to adversarial training while incurring far less computational overhead.

**Contributions**  We make the following contributions:

- We propose a general threat model, the relational adversary, that stems from logical relations and captures the security challenges facing semantics-preserving input transformations over any input space. (**Section 2.3**)
- We analyze the condition for robust prediction and the fundamental robustness-accuracy trade-off in the presence of a relational adversary. (**Section 3**)
- Inspired by the theoretical insights, we propose normalize-and-predict, a learning framework that yields provably robust models to relational adversaries. (**Section 3**) We also propose FASTNORM, a computationally efficient algorithm that normalizes the training and test inputs in our NaP pipeline. (**Section 5**)
- We instantiate the NaP framework for the authorship attribution tasks in [33] and implement FASTNORM with respect to the attack transformations in [33]. Our empirical valuation in **Section 6** shows that models obtained from NaP have significantly improved accuracy under attacks. The test accuracy on the adversarial inputs is improved by >70% over the vanilla model and >45% over adversarial training for the attack in [33]. (Table 3) The training time overhead is also substantially shorter in NaP (<12 hrs) than adversarial training (>20 days). (Table 5)

The remainder of this paper is structured as follows. We begin by introducing the threat models for both the general relational adversary and the source code attribution attacks in **Section 2**. We present our NaP framework in **Section 3** and compare our approach with adversarial training in **Section 4** followed by a detailed description for the implementation of a computationally efficient normalizer in **Section 5**. We proceed to introduce experiments conducted to evaluate our method and discuss the insights they provide in **Section 6**. **Section 7** presents related work, and **Section 8** concludes.

**2 Threat Model**

In this section, we introduce the threat models for our theoretical study and empirical evaluation, respectively. We start with the definition of adversarial attack for general machine learning tasks as well as the notion of robust accuracy – the key performance metric to any robust learning task. Next, we describe the source code attribution attack proposed by Quiring et al. [33] against authorship attribution ML models. This attack will be the main setting of our empirical evaluation. Last, we abstract the authorship evasion attack to a general notion of relational adversary. We investigate the condition for robustness against this general attack and use the insights to build robust ML models against source code attribution.

\(^1\)NaP is the abbreviation of normalize-and-predict.
2.1 Test-time Adversarial Attack

A typical machine learning classifier is a function \( f : \mathcal{X} \rightarrow \mathcal{Y} \) that takes an input \( x \in \mathcal{X} \) with ground-truth label \( y \in \mathcal{Y} \) and returns a predicted class label \( f(x) \in \mathcal{Y} \). A test-time adversary replaces a clean test input \( x \) with an adversarially manipulated input \( A(x) \), where \( A(\cdot) \) represents the attack algorithm. We consider an adversary who wants to maximize the classification error rate over the data distribution \( D \):

\[
E_{(x,y) \sim D} \mathbb{I}(f(A(x)) \neq y).
\]

Let \( S(x) \) denote the feasible set from which the attacker can choose the adversarial example (AE), i.e., \( A(x) \in S(x) \), \( \forall A(\cdot), x \).

**Definition 1** (Robustness and robust accuracy). A classifier \( f \) is robust at an input \( x \) iff \( x' \in S(x) \implies f(x') = f(x) \). Furthermore, \( f \) is robustly accurate at \( x \) iff \( x' \in S(x) \implies f(x) = f(x') = y \). The robust accuracy of \( f \) over a distribution \( D \) is

\[
E_{(x,y) \sim D} \mathbb{I}(f \text{ is robustly accurate at } x)
\]

2.2 Source Code Attribution Attack

In the source code attribution attack, the victim model takes in a piece of source code as the input from a domain \( \mathcal{X} \) and attributes the author of code as the output. The adversary is equipped with a set of semantics-preserving transformations \( T \). Each element \( T \in T \) is a function \( \mathcal{X} \rightarrow \mathcal{X} \) that maps a piece of code to a semantics-preserving variant. During test time, the adversary can manipulate the test input by applying any sequence of transformations in \( T \). The ultimate goal of the attack is to fool the source code authorship identification models to predict a wrong author for the test input. As an exemplar, the attacks proposed in [27, 33] performs a spectrum of source code transformations: API usage, variable declaration, I/O style, and control flow. We note that the transformations are all in the problem space, and the transformed programs still compile and run with the same behavior. An attack is successful if the model attributes the transformed code to a different author than the original.

In terms of the adversary’s knowledge over the learning pipeline, the attacks in [27, 33] are black-box. The attacker does not know the model structure or parameters, but can query the model prediction for any legitimate test inputs. This querying ability allows the attacker to run a Monte-Carlo tree search to transform the test input until misclassification occurs.

As the learner and defender of the authorship attribution task, our goal is to learn a robust and accurate authorship attribution model that can still correctly classify the adversarially manipulated input as much as we can. In this paper, we evaluate the model performance by its robust accuracy. A model is robustly accurate for a code piece if it can still correctly identify the original user after adversarial transformations. In our empirical evaluation, we consider the same black-box attack strategy in [33]. However, our theoretical results also hold for the stronger white-box attack setting in which the attacker has full knowledge of the learning pipeline.

2.3 Relational Adversary

As a natural generalization to source code attribution, we extend the threat model to any problem spaces subject to any given set of transformations. We formulate such security challenge as a relational adversary as follows.

**Logical Relation.** A relation \( R \) is a set of input pairs, where each pair \((x,z)\) specifies a transformation of input \( x \) to output \( z \). We write \( x \rightarrow_R z \) iff \((x,z) \in R \). We write \( x \rightarrow_R^k z \) iff \( x = z \) or there exists \( z_0, z_1, \ldots, z_k \) \((k \geq 0)\) such that \( x = z_0, z_i \rightarrow_R z_{i+1} (0 \leq i < k) \) and \( z_k = z \). In other words, \( \rightarrow_R^* \) is the reflexive-transitive closure of \( \rightarrow_R \).

**Definition 2** (relational adversary). An adversary is said to be \( R \)-relational if \( S(x) = \{z \mid x \rightarrow_R^* z\} \), i.e., each element in \( R \) represents an admissible transformation, and the adversary can apply arbitrary number of transformation specified by \( R \).

In the source code attribution case, a pair of code pieces \((x,z)\) is in the relation \( R \) if and only if \( T(x) = z \) for some transformation \( T \in T \).

3 \( N\&P \) – A Provably Robust Learning Framework

In this section, we introduce \( N\&P \), a learning framework which learns and predicts over normalized training and test inputs. \( N\&P \) works on a simple and intuitive premise: if the original and the adversarial test can be processed into the same form, then a classifier trained and tested on such form will be robust. We first identify the necessary and sufficient condition for robustness, and propose a normalization procedure that makes \( N\&P \) provably robust to \( R \)-relational adversaries. Finally, we analyze the performance of \( N\&P \): since \( N\&P \) guarantees robustness, the analysis will focus on robustness-accuracy trade-off and provide an in-depth understanding to causes of such trade-off.

3.1 An Overview of the \( N\&P \) Framework

Figure 2 illustrates the \( N\&P \) learning pipeline. The learner first specifies a normalizer \( N : \mathcal{X} \rightarrow \mathcal{X} \). We call \( N(x) \) the ‘normal form’ of input \( x \). The learner then both trains the classifier and predicts the test label over the normal forms instead of the original inputs. Let \( D \) denote the training set. In the empirical risk minimization learning scheme, the learner...
will now solve the following problem
\[
\min_f \sum_{(x,y) \in D} \ell(f, x, y),
\]
and use the minimizer \( f^* \) as the classifier. During test time, the model will predict \( f^*(N(x)) \). Table 1 compares the \( N&P \) learning pipeline to the normal risk minimization.

### 3.2 Finding the Normalizer

The normalizer \( N \) is crucial to achieving robustness: intuitively, if \( x \) and its adversarial example \( x_{adv} \) share the same normal form, then the prediction will be robust. Meanwhile, a constant \( N \) is robust, but has no utility as \( f(N(\cdot)) \) is also constant. Therefore, we seek an \( N \) that performs only the necessary normalization for robustness with a minimal impact on accuracy.

In order to study the fundamental requirement of robust classification and the theoretical limit of robust accuracy, we first construct the relational graph \( G_R = (V, E) \) of \( R \): the vertex set \( V \) contains all elements in \( \lambda \); the edge set \( E \) contains an edge \( (x, z) \) \iff \( (x, z) \in R \). Then, a directed path exists from \( x \) to \( z \) \iff \( x \to_R z \). We derive the following necessary and sufficient condition for robustness under \( N&P \) in \( \text{Observation 1} \), and subsequently a normalizer \( N \) in \text{Definition 3} that guarantees robustness.

**Observation 1** (Condition for Robustness). Let \( C_1, \ldots, C_k \) denote the weakly connected components (WCC) in \( G_R \). A classifier \( f \) is robust for all \( x \in C_i \) iff \( f(x) \) returns the same label for all \( x \in C_i \).

**Definition 3** (Choice of Normalizer with Robustness Guarantee). Let \( N \) be a function that maps an input \( x \in C_i \) to any deterministic element in \( C_i \). Then \( f(N(\cdot)) \) is robust to \( R \)-relational adversaries.

### 3.3 Robustness-Accuracy Trade-off

**Optimal Accuracy under \( N&P \).** Following the convention in machine learning, we use \( \mu(x) \) to denote the probability mass of input \( x \) drawn from the distribution, and use \( \eta(x, l) = \Pr(y = l \mid x) \) to denote the probability that \( x \) has label \( l \). \(^2\) Then the optimal robust accuracy using \( N&P \), denoted by

---

\(^2\)The label of an input \( x \) may also be probabilistic in nature. For example, a ransomware and a zip tool may have the same static feature vector \( x \). The label of a randomly drawn \( x \) is probabilistic, and the probability depends on the frequency that each software appears.
which happens when

\[ f(N(x)) = \arg \max_{l \in Y} \sum_{x \in C_i} \mu(x) \eta(x, l) \]

for \( x \in C_i \). Intuitively, \( f \) shall assign the most likely label of random samples in \( C_i \) to all \( x \in C_i \).

**Price of Robustness.** In \( NaP \), the optimal robust accuracy depends on \( R \). We then observe the following robustness-accuracy trade-off: as the complexity of \( R \) increases, we may lose accuracy for forcing models to make invariant predictions, and the accuracy loss is the price of robustness.

**Observation 2 (Robustness-accuracy trade-off).** Let \( R' \) and \( R \) be two relations s.t. \( R' = R \cup \{(x, z)\} \), i.e. \( R' \) allows an extra transformation from \( x \rightarrow z \) than \( R \). Let \( C_{x, R} \) denote the WCC in \( G_R \) that contains \( x \), and \( l_C \) be the most likely label of inputs in a WCC \( C \). Then \( Acc^*_{x, R'} - Acc^*_{x, R} \leq 0 \) for all \( R, R' \)-pairs, and the equality only holds when \( l_{C_{x, R'}} = l_{C_{x, R}} \).

The intuition is that the extra edge on the relation graph may join two connected components which are otherwise separate. As a result, models under \( NaP \) will predict the same label for the two components, thus their accuracy on one component will drop if two components have different labels.

We further characterize three different levels of trade-offs (Figure 3). First, if two inputs \( x, z \) have the same most likely label on \( D \), then the optimal accuracy under \( NaP \) is the same as before normalization, in other words, robustness is obtained for free. Second, if both \( (x, z) \) and \( (z, x) \) are in \( R \) but \( x, z \) have different most likely labels, then the model with the highest natural accuracy, which predicts the most likely label of \( x \) and \( z \) respectively, does not have any robustness. In contrast, \( NaP \) achieves the optimal robust accuracy by predicting a single label — the most likely label of samples in \( \{x, z\} \) — for both \( x \) and \( z \). Third, if \( x \) can only be one-way transformed to two inputs \( z_1, z_2 \) with different most likely labels, then \( NaP \) may have suboptimal robust accuracy. An absolutely robust classifier need to predict the same label for \( x \), \( z_1 \) and \( z_2 \), while the classifier with the highest robust accuracy should predict the most likely labels for \( z_1 \) and \( z_2 \) if \( z_1, z_2 \) appear more frequently than \( x \).

4 **Comparing NaP with Adversarial Training**

Adversarial training is arguably the most widely acknowledged defense mechanism to adversarial attack. In principle, adversarial training tries to find the model that optimizes the min-max objective shown in Table 1. Such a model will have the highest robust accuracy by definition. However, for relational adversaries especially in the domain of program analysis and system security, the standard adversarial training suffers from its limitation in practice. In this section, we will show two major pain points of adversarial training and explain how \( NaP \) can avoid or alleviate them. In addition, we will show a curious case in which the objectives of the two approaches align with each other, and also discuss a combination of the two approaches for the benefit from both worlds.

4.1 **Limitation of Adversarial Training**

**Prohibitive Computational Cost.** In practice, the standard adversarial training procedure replaces the training input with an adversarial example in each training step and update the model with respect to loss over the adversarial example. The performance of adversarial training depends on the quality of the adversarial examples in the training loop: a stronger attack that finds adversarial example with higher loss typically leads to better models. However, we show in Proposition 1 in Appendix that the inner maximization problem is in general computationally infeasible for relational adversaries. While fast heuristics for \( \ell_p \)-norm constrained attacks exist for visual recognition tasks [38, 42], attacks involving code transformations are considerably slower. For example, the Monte-Carlo Tree Search (MCTS) attack in [33] takes minutes to generate one adversarial example. Since the number of adversarial examples needed is proportionally to the number of model update steps, using adversarial training for code transformation attacks is prohibitively time-consuming. Furthermore, the computation in the MCTS attack is often CPU-intensive; adding this procedure in the training loop will likely create a bottleneck for the original deep learning pipeline optimized for GPU.

**Incompatibility with Existing Learning Methods.** The adversarial training algorithm plays a min-max game between the learner and an assumed attacker, and thus increases the robustness of the model after rounds of updates. However, this approach implicitly assumes the original model training procedure updates the model parameters in an iterative manner. While this is true for deep learning models trained with gradient descent, most of the non-parametric models, e.g. random forests, do not satisfy this assumption. The ML community is aware of this limitation and has come up with defenses for non-parametric models [41, 45]. However, these approaches often require computing the collision between classes upon adversarial transformations, which does not scale well for multi-class classification and large data sets.

4.2 **Advantage of NaP**

\( NaP \) avoids the pain points of adversarial training by design. The normalization procedure is independent to the original training routine. Although normalization may be time-consuming depending on the complexity of the input and relation, it only needs to be performed once. Meanwhile, since
the normalization is independent to the original learning procedure, the normalizer can readily combine with any existing learning approach. In our empirical evaluation, we successfully accommodate both the random forest and the recurrent neural net approach into our NaP framework with minimum interruption to the original learning script. We also show in Appendix A.4 that NaP can reduce the model complexity required for high robust accuracy.

4.3 Equivalence and Synergy between the Two Approaches

NaP and adversarial training have different objectives: the former tries to find an accurate model with provable robustness guarantee, while the latter directly optimizes for robust accuracy. Intriguingly, we find a common condition for program transformation under which the two objectives actually align with each other such that the optimizing these two objectives leads to identical robust accuracy.

Definition 4 (Reversible relation). A relation \( R \) is reversible iff \( x \rightarrow R \ast z \) implies \( z \rightarrow R \ast x \) and vice versa.

Theorem 1 (Preservation of robust accuracy). Let \( f^* \) be the classifier that minimizes the objective of NaP over the data distribution \( D \), and let \( f^*_{\text{adv}} \) minimize the objective of adversarial training over \( D \). Then, in principle, \( f^*(N_{R'}(\cdot)) \) and \( f^*_{\text{adv}} \) have the same optimal robust accuracy if \( R \) is reversible.

The proof can be found in Appendix A.5. In essence, Theorem 1 is a generalization of the second scenario in Figure 3, in particular, we extend the same principle applied to \((x, z)\) to all possible pairs of inputs in the relational graph induced by \( R \). Note that the relation between semantics-preserving pairs of programs is reversible by default: if \( z \) is \( x \)'s adversarial example, then \( x \) is also naturally an adversarial choice of \( z \).

Motivated by the above observations, we propose a natural synergy of the two approaches: for a relation \( R \) and a reversible subset \( R' \subseteq R \), we can first normalize the input with respect to \( R' \), and then adversarially train on the normalized inputs w.r.t. the rest of the relation \( R \setminus R' \). Let \( N_{R'} \) denote the normalizer for \( R' \). Formally, the learner solves

\[
\min_{f \in \mathcal{H}} \max_{A(-)} \sum_{(x,y) \in D} \ell (f, A(N_{R'}(x)), y),
\]

during training to obtain a minimizer \( f^* \), and predicts \( f^*(N_{R'}(x)) \) at test-time. The classifier \( f^* \) will be robust to \( R' \)-relational adversary, and the unified framework preserves the optimal robust accuracy as shown in Theorem 1. The adversarial training now uses a simpler relation \( R \setminus R' \) and thus can potentially be more computationally efficient.

Last, we show in Appendix A.6 an interesting connection between the adversarial example and the normal form: the strongest adversarial example satisfies the requirement of Observation 1, and thus can be used as the normal form. Therefore, in theory, NaP is at least as efficient as the optimal adversarial training. In practice, the normalizer we use in our empirical evaluation are all more efficient than adversarial training.

5 FASTNORM – A Practical Normalizer

The definition of normal form in Section 3.2 suggests a master algorithm of normalization: for each test input \( x \), we first find the weakly connect component (WCC) that contains the \( x \) in the relational graph, and returns a deterministic node in the WCC as the normal form. However, this algorithm is computationally demanding. The time complexity to identify the WCC requires enumeration over all possible variants to \( x \). The size of the WCC can grow exponentially with the number of transformations.

In response to the computation challenge of finding the exact normal form, we propose FASTNORM – a heuristic algorithm returning a code variant that is syntactically close to the exact normal form if not the same. In this section, we

1. introduce the algorithmic description of FASTNORM,
2. show how the graph search problem of normal form can be converted to an optimization problem given a similarity metric between code pieces,
3. analyze the time complexity of FASTNORM with respect to a special class of transformation named monotonically-decreasing transformation, and finally
4. describe the implementation of our FASTNORM for the authorship attribution task with actual running normalization examples.
5.1 Overview of FASTNORM

As shown in Algorithm 1, FASTNORM takes two input arguments: the test input \( x \) to be normalized, and a set of transformations \( T_N \) that will be applied to \( x \) during normalization. Each element \( T : \mathcal{X} \to \mathcal{X} \in T_N \) is a function that maps a code piece to a semantically-equivalent variant.

In each iteration, FASTNORM finds a transformation in \( T_N \) applicable to the current version of code \( x_N \), and update \( x_N \) to the transformed version. The procedure ends when no transformation rule in \( T_N \) can be applied to \( x_N \), and FASTNORM returns the final \( x_N \) as the approximate normal form.

The choice of \( T_N \) is the most critical factor to the performance of FASTNORM. In particular, our choice of \( T_N \) needs to (1) guarantee that the normalization procedure eventually terminates, and (2) transform \( x_N \) towards the exact normal form. In the following sections, we will show how normalization can be formulated as an optimization problem, and with proper choice of the normal form and \( T_N \), FASTNORM becomes a heuristic algorithm of solving the optimization problem.

Algorithm 1 FASTNORM \((x, T_N)\)

**input**: \( x \): the test input; \( T_N \): a set of transformations to be applied.

**while** \( \exists T \in T_N \) s.t. \( T(x_N) \neq x_N \) **do**

\[ x_N = T(x_N) \]

**end**

**return** \( x_N \)

5.2 Normalization as an Optimization Problem

Recall that for a test input \( x \), we use \( C_x \) to denote the weakly connected component (WCC) that contains \( x \) in the relational graph and \( N(x) \) to be the exact normal form of \( x \). By Definition 3, \( N(x) \) is also the normal form for all \( x' \in C_x \).

Now, suppose we have a metric \( d : \mathcal{X} \to \mathcal{X} \to [0, +\infty) \) that represents the similarity between two inputs \( x \) and \( x' \), then the challenge of finding the exact normal form can be formulated as the following minimization problem

\[
\min_{x' \in C_x} d(x', N(x)).
\]

Moreover, suppose we have a function \( \lambda : \mathcal{X} \to \mathbb{R}_0^+ \) that maps each code piece to a unique real score, which essentially creates an order between possible inputs. Recall that any deterministic node in \( C_x \) can be the normal form for inputs in \( C_x \). We can define

\[
N(x) \triangleq \arg \min_{x' \in C_x} \lambda(x'),
\]

i.e., the node in \( C_x \) with the smallest order. Then, the optimization problem in Equation 3 can be simplified to

\[
\min_{x' \in C_x} \lambda(x')
\]

by setting the metric \( d(x, x') \triangleq |\lambda(x) - \lambda(x')| \).

5.3 FASTNORM with Monotonically Decreasing Transformation

The problem formulation in Equation 4 suggests a natural heuristic algorithm in a descent-fashion: we iteratively apply transformations that lower the objective function in Equation 4 until reaching a minimum.

**Definition 5** (Strictly and strongly monotonically decreasing transformations). A transformation rule \( T : \mathcal{X} \to \mathcal{X} \) is **strictly monotonically decreasing** w.r.t. an order \( \lambda \) iff

\[
T(x) \neq x \implies \lambda(T(x)) < \lambda(x)
\]

for all \( x \in \mathcal{X} \). Moreover, \( t \) is called **\( \epsilon \)-strongly decreasing** iff

\[
T(x) \neq x \implies \lambda(T(x)) < \lambda(x) - \epsilon
\]

for some constant \( \epsilon > 0 \) and for all \( x \in \mathcal{X} \).

By choosing transformation rules in \( T_N \) to be monotonically-decreasing w.r.t. a predefined order, the loop in FASTNORM will always reduce the value of \( \lambda(x_N) \) before termination, i.e., making \( x_N \) closer to the exact normal form \( N(x) \). The procedure is also guaranteed to terminate for \( \epsilon \)-strongly decreasing transformations because \( \lambda \) is lower-bounded.

**Theorem 2** (Time-complexity of FASTNORM). Let \( s = \lambda(x) \) denote the score of input \( x \) under metric \( \lambda \). Then for \( T_N \) that contains only \( \epsilon \)-strongly decreasing transformations, FASTNORM terminates within \( s/\epsilon \) iterations.

Notice that in order to respect the boundary condition in Equation 4, \( T_N \) should not transform the code outside \( C_x \). In practice, this boundary condition can be guaranteed by setting \( T_N \) to be a subset of the assumed attacker’s transformation rules.

5.4 FASTNORM for Source Code Attribution Attack

We now implement FASTNORM for the source code attribution attack in [33]. In this section, we first describe the attack transformers considered by our FASTNORM and explain the rationale of our choice. Next, we describe our choice of the order function \( \lambda \) and the normalizing transformer set \( T_N \). Last, we show a running example of FASTNORM in action to illustrate the desired outcome.
Table 2: List of code transformations and their corresponding normalized transformation

| Transformer       | Family       | Transformer Description                                                                 | Syntactic Feature of Interests (SFoI) | Normalizing Action in $T_N$ |
|-------------------|--------------|------------------------------------------------------------------------------------------|---------------------------------------|-----------------------------|
| For statement transformer | Control      | Replaces a for-statement by an equivalent while-statement                                 | Number of for loops                  | Transform for loops to while |
| While statement transformer |            | Replaces a while-statement by an equivalent for-statement                                 |                                       |                             |
| If statement transformer    |              | Split the condition of a single if-statement at logical operands (e.g., && or ||) to create a cascade or a sequence of two if-statements depending on the logical operand | Number of logical predicate in an if-statement | Split all if-statement so that each statement only has one logical predicate. |
| Array transformer    | Declaration  | Converts a static or dynamically allocated array into a C++ vector object                    | Number of array that can potentially be converted to C++ vector object | Convert ALL static or dynamically allocated array into a C++ vector object. |
| String transformer   |              | Array option: Converts a char array (C-style string) into a C++ string object. The transformer adapts all usages in the respective scope, for instance, it replaces all calls to strlen by calling the instance methods size. String option: Converts a C++ string object into a char array (C-style string). The transformer adapts all usages in the respective scope, for instance, it deletes all calls to cstr(). | Number of char array | Convert all string to C++ string object. |
| Integral type transformer |          | Promotes integral types (char, short, int, long, long long) to the next higher type, e.g., int is replaced by long. | Number of integral type declaration lower than long long | Replace all integral type with long long. |
| Floating-point type transformer |       | Converts float to double as next higher type.                                              | Number of float type declaration lower than double | Convert all float to double. |
| Boolean transformer   |              | Bool option: Converts true or false by an integer representation to exploit the implicit casting. Int option: Converts an integer type into a boolean type if the integer is used as boolean value only | Number of Boolean values | Use int representation in all cases |
| Init-Decl transformer |              | Move into option: Moves a declaration for a control statement if defined outside into the control statement. For instance, int i; ...; for(i = 0; i <N; i++) becomes for(int i = 0; i <N; i++). Move out option: Moves the declaration of a control statement’s initialization variable out of the control statement. | Number of looping variable declared outside the control statement | Use move-in option for all scenarios. |
| Typedef transformer   |              | Convert option: Convert a type from source file to a new type via typedef, and adapt all locations where the new type can be used. Delete option: Deletes a type definition (typedef) and replace all usages by the original data type. | Number of user-defined types | Apply the delete option to all typedef. |
| Transformer                        | Family       | Transformer Description                                                                 | Syntactic Feature of Interests (SFiO) | Normalizing Action in $T_{NC}$ |
|-----------------------------------|--------------|----------------------------------------------------------------------------------------|--------------------------------------|---------------------------------|
| Include-typedef transformer       | Template     | Inserts a type using typedef, and updates all locations where the new type can be used. Defaults are extracted from the 2016 Code Jam Competition. | Number of user-defined types         | Apply the delete option to all typedef. |
| Unused code transformer           | Declaration  | Function option: Removes functions that are never called. Variable option: Removes global variables that are never used. | Number of unused variables and functions | Remove unused variables and functions. |
| Input interface transformer       | API          | Stdin option: Instead of reading the input from a file (e.g. by using the API ifstream or freopen), the input to the program is read from stdin directly (e.g. cin or scanf). File option: Instead of reading the input from stdin, the input is retrieved from a file. | Number of file I/O                   | Use stdin always. |
| Output interface transformer      |              | Stdout option: Instead of printing the output to a file (e.g. by ofstream or freopen), the output is written directly to stdout (e.g. cout or printf). File option: Instead of writing the output directly to stdout, the output is written to a file. |                                             | Use stdout always. |
| Input API transformer             |              | C++-Style option: Substitutes C APIs used for reading input (e.g., scanf) by C++ APIs (e.g., usage of cin). C-Style option: Substitutes C++ APIs used for reading input (e.g., usage of cin) by C APIs (e.g., scanf). | Number of C-style I/O API            | Use C++ API always. |
| Output API transformer            |              | C++-Style option: Substitutes C APIs used for writing output (e.g., printf) by C++ APIs (e.g., usage of cout). C-Style option: Substitutes C++ APIs used for writing output (e.g., usage cout) by C APIs (e.g., printf). |                                             | Use C++ Style always. |
| Sync-with-stdio transformer       |              | Enable or remove the synchronization of C++ streams and C streams if possible            | Number of potential synchronization sites | Enable all synchronization. |
| Compound statement transformer    | Misc         | Insert option: Adds a compound statement ( {...} ), the transformer adds a new compound statement to a control statement (if, while, etc.) given their body is not already wrapped in a compound statement. Delete option: Deletes a compound statement ( {...} ), the transformer deletes compound statements that have no effect, i.e., compound statements containing only a single statement. | Number of compound statements         | Apply the delete option to all locations. |
| Return statement transformer      |              | Adds a return statement. The transformer adds a return statement to the main function to explicitly return 0 (meaning success). Note that main is a non-void function and is required to return an exit code. If the execution reaches the end of main without encountering a return statement, zero is returned implicitly. | Number of implicit return sites       | Adds the return statement to all applicable locations. |
5.4.1 Attack Transformations to be Normalized

The evasion and impersonation attack in [33] uses a total of 42 transformation options. These transformations can be divided into two categories based on the information needed. The general transformations, such as changes in control statement, can be applied to any code without prior knowledge of the target author. In contrast, the template-based transformations, which aim to mimic the target author’s function/variable naming and type-def habits, will require samples of the target author’s code pieces. FASTNORM considers 35 of the 42 transformations as listed in Table 2. The selection covers most transformations including API usage, variable declaration, I/O style and control statement. The transformations are also common across attack papers [27, 33]. The only general transformation not considered by FASTNORM is function in-lining, which removes declared functions in the code and move the commands in-line to the caller function. While this may be done for simple online judge submissions, the boundary of usage of a function is in general hard to track in large code projects. In-lining function in one script may raise problems in other scripts that import and call the function. We do not normalize the transformation as it is hardly semantically-preserving [40]. The template-based attack transformations not considered by our FASTNORM is function/variable renaming. The function/variable transformer peeks into the codes written by the target of imitation, and then rename the function and variables to match the target author’s habit. This attack action requires extensive knowledge to the target author’s coding habit. In the extreme case, the attacker may be more familiar to the target author than the learner, and thus makes the evasion inevitable. We do not normalize this transformation as it can significantly obscure the ground truth.

5.4.2 Order Function $\lambda$ & Normalizing Transformer $T_N$

Motivated by the theoretical findings of the performance of FASTNORM in Section 5.3, we identify the Syntactic Features of Interests (SFoI) corresponding to the transformers as shown in Table 2. Each SFoI’s value can be changed by one or multiple transformers. For example, we use the number of for loops in the code as one SFoI, and its value can be changed by two transformers – the for-to-while and the while-to-for transformer over the control flow.

We take the order function $\lambda$ as the sum of values of the SFoIs, and the normal form of a code piece is the variant that has the smallest sum of SFoIs. For example, if the SFoIs are 1) number of for loops and 2) number of printf statements, then the normal form will be the variant that has the least number of for loops and printf statements in total. In Table 2, we identify a total of 16 SFoIs and use the sum of all of them as our order function $\lambda$.

We select a subset of the attack transformations as the set of normalizing transformations $T_N$ so as to respect the boundary condition in Equation 4. Our $T_N$ contains and only contains the attack transformations that strictly decrease the value of SFoIs. For example, when the number of for loops is used as an SFoI, we keep the for-to-while transformer in $T_N$ and discard the while-to-for. The right-most column of Table 2 shows all the transformations we keep in $T_N$. Notice that the SFoIs all take non-negative integer values, and the normalizing transformations are all 1-strongly decreasing. Therefore, as a result of Theorem 2, the number of iterations in FASTNORM for an input $x$ is bounded by the value of $\lambda(x)$.

5.4.3 FASTNORM in Action

Figure 4 shows an example of FASTNORM in action. The left-most box contains an code snippet originally written by Author A. The subsequent code boxes in the top row illustrate a sequence of transformations applied to the original code. The attacker first converts the C-style printf statement to the C++ style cout statement, then changes the for loop to a while loop, and eventually changes the value of a boolean variable from 0 to False. The final variant in right-most box is a successful adversarial example that misled the model to predict a different author.

In this code example, three syntactical features of interests are involved: 1) the number of for loops, 2) the number of C-style I/O statements and 3) the number of Boolean values that can be cast into integers. FASTNORM applies the normalizing actions in a iterative manner, reducing the number of for loops, C-style IO statements and Boolean values until no more action is applicable. All four code pieces – the original input, the final adversarial example and the two intermediate variants – will be normalized into the same normal form as depicted in the bottom box in Figure 4.

6 Evaluation

Having built the NaP framework and an efficient normalizer for the transformations in [33], we now proceed to evaluate the performance of the NaP models in the presence of the source code attribution attack. In particular, we investigate the following questions:

1. Does NaP improve robust accuracy compared to the unprotected models and the adversarial trained counterpart in practice?

2. To what extent does FASTNORM reduce the difference between the original and the adversarial input?

3. How does the computational overhead of NaP compare to that of adversarial training?
We evaluate the performance of our NaP framework over the same data set and threat model in [33]. The results corroborates our theoretical findings: NaP achieves significantly higher robust accuracy compared to the baseline models; it also overcomes the pain-points of adversarial training as it significantly shortens the training time with minimum change to the existing learning pipeline.

6.1 Dataset
We use the dataset provided by Quiring et al [33]. The data set is collected from Google Code Jam [16], a coding platform on which individual programmers compete to solve coding challenges. It consists of 1,632 files of C++ code from 204 authors solving the same 8 programming challenges of the competition. We follow the same train-test data splits in [33]. We create 8 different data splits. Each split uses the codes from one challenge as the test set and the codes from the rest seven challenges for training. We run the experiments over all 8 splits and report the average results.

6.2 Implementation and Infrastructure
We implement source code normalizer on top of Clang [11], an open-source C/C++ frontend for the LLVM compiler framework. For fair comparison of running time, we run all experiment series on an Amazon EC2 c5.18xlarge instance with 72 cores and 144GB memory. We train the model using the sklearn and keras APIs with tensorflow backend.

6.3 Baseline
Learning Models. We consider both the random forest (RF) model and the recurrent neural net model with LSTM units attacked in [33] for baseline performance. Hereinafter, we name them Vanilla-RF and Vanilla-LSTM. Our NaP framework uses the same model structure, parameters and training procedure as Quiring et al. [33] except that NaP works with normalized data instead of their original form. Hereinafter, we call the normalized models NaP-RF and NaP-LSTM. For the adversarial training baseline, we train the lone compatible model Vanilla-LSTM into Adv-LSTM. We note that the standard adversarial training, which trains the model from scratch and creates adversarial examples for each gradient descent step with respect to the current model, is too computationally inefficient for the source attribution attack. In existing adversarial training literature, the ℓp-norm based adversarial examples are created directly in the feature-space using gradient ascent; the attack can be readily computed in GPU in a similar manner as model updates. The code transformations, however, are performed in the problem-space; the MCTS computation is CPU-intensive and thus takes much longer. In addition, the validity check of adversarial examples further increases the computational load. We make the following adjustments to speed up the adversarial training process. First, we use Vanilla-LSTM as the initial model and fine-tune it using adversarial inputs. The models show improved robust accuracy (~60%) to the attacks in the training loops after 10 epochs. Second, instead of generating adversarial examples at every training step, we generate the adversarial training inputs for all .cpp files with respect to the model at beginning of an epoch. This change allows us to generate the adversarial training inputs in parallel. To further speed up the adversarial training procedure, we also reduce the max-depth from 25 to 5 as well as the number of random play-outs at each node from 50 to 10 in the Monte-Carlo tree-search. With these modification, we finally manage to finish adversarial training within a month.

Attack Methods. We consider three attack modes. All three attacks use the Monte-Carlo tree search method in [33] with the same parameters including number of iterations and rollout per iteration. The difference among the three is that the
**Table 3:** Model accuracy(%) under attack. The leader for each series is highlighted in bold.

|              | NaP-RF | NaP-LSTM | Adv-LSTM | Vanilla-RF (Calistan et al. [8]) | Vanilla-LSTM (Abuhamad et al. [2]) |
|--------------|--------|----------|----------|----------------------------------|-------------------------------------|
| Clean        | 76.1   | 78.7     | 76.7     | 90.4                             | 88.4                                |
| Matched      | 72.3   | 73.7     | 30.8     | 13.2                             | 21.1                                |
| Full         | 70.2   | 71.5     | 25.1     | 0.8                              | 0.9                                 |
| Adaptive     | 37.3   | 49.9     | 26.2     | 10.2                             | 21.1                                |

**Matched** attack uses the 35 transformations normalized by our FASTNORM; the **Full** attack uses all 42 transformations in [33]; and the **Adaptive** attack uses the 7 transformations not considered in FASTNORM. We assume an adaptive attacker who has full knowledge of our NaP pipeline. By initializing the input to the normal form and attacking using the above-mentioned 7 transformations, the attacker can generate adversarial examples invariant to the transformations in FASTNORM.

### 6.4 Accuracy Results and Discussion

**NaP vs. Vanilla Models.** Table 3 shows the test accuracy of all baselines against adversarial examples and clean inputs. NaP-LSTM has the highest accuracy against all three attacks followed by NaP-RF. Compared to the corresponding vanilla models with the same model structures, the NaP models achieve higher accuracy by a wide margin. The accuracy increases by more than 50% for the matched attack and by around 70% for the full attack. The results show that NaP is highly effective when the attacker uses transformations already considered by the normalizer.

Intriguingly, even under the adaptive attack in which the adversarial example remains the same after normalization, NaP still achieves nontrivial accuracy — 37.3% for NaP-RF and 49.9% for NaP-LSTM, 27%/28% higher than Vanilla-RF/Vanilla-LSTM. By forcing the adaptive attacker to use a smaller set of transformations, NaP effectively reduces the attack surface and thus still enhances the accuracy. The extent of the improvement depends on the transformations used in the adaptive attack. The improvement over the vanilla model is also partly due to the nature of the adaptive attack: the initial state of the Monte-Carlo tree search is set to the normal form, which potentially has already wiped out some transformations by the normalizer.

For clean inputs without undergoing adversarial transformations, the NaP models have lower accuracy compared to the vanilla models due to the inevitable robustness-accuracy trade-off analyzed in Section 3. However, the difference (<10% for LSTM and <15% for RF) is much smaller compared to the accuracy gain in the adversarial setting. The trade-off will be worthwhile when a sizable portion of the inputs come from adversarial sources.

**NaP vs. Adversarial Training.** In addition to the improvement over the vanilla models, NaP models also consistently outperforms the adversarially trained counterparts across all attacks by a significant margin (>40% for matched, >45% for full and up to 23% for adaptive).

The performance of adversarial training is heavily affected by the strength of the attack used in the training loop: a model adversarially trained with a weak attack in the loop may succumb to a strong attack in test time. Recall that our adversarial training procedure uses an attack with reduced search parameters in order to have reasonable training time. Adv-LSTM is able to achieve ~60% accuracy against the full attack in the training loop. However, the accuracy drops significantly to 25.1% against the full-strength MCTS attack in the actual test. In security applications, the attacker is often assumed to have more computation power than the defender and may use attack algorithms unknown to the defender in which case NaP is likely to show more consistent performance.

**Table 4:** Average $\ell_2$-norm of the original input $x$, $\ell_2$-norm of the adversarial perturbation $\Delta x$ and the perturbation ratio $\|\Delta x\|/\|x\|$ in feature space under full attack.

|               | NaP-RF | NaP-LSTM | Vanilla-RF | Vanilla-LSTM |
|---------------|--------|----------|-------------|--------------|
| $\|x\|$       | 36.8   | 25.7     | 48.5        | 25.6         |
| $\|\Delta x\|$| 3.8    | 3.9      | 10.1        | 16.0         |
| $\|\Delta x\|/\|x\|$ | 6.8%   | 14.3%    | 21.4%       | 61.4%        |

### 6.5 Performance of FASTNORM

Our heuristic normalizer FASTNORM is proven to be effective at reducing the syntax difference between the original inputs and their adversarial examples. Table 4 shows the average $\ell_2$ norm of the original input, the norm of the adversarial perturbation and their ratio in feature space under full attack. Without FASTNORM, the perturbation ratio is 21.4% for vanilla-RF and as much as 61.4% for vanilla-LSTM. The adversarial transformations have drastically changed the feature representation of the input. However, after passing both the clean and adversarial example through FASTNORM, the distortion ratio is reduced to merely 6.8% for RF and 14.3% for LSTM. The reduction in distortion suggests that the attacker can manipulate the model input to a much less degree, which results in higher accuracy under attack.

The effectiveness of FASTNORM can be further validated by the performance of our NaP framework. Recall that the matched attack uses the same transformation considered by
our normalizer. In the ideal case of a perfect normalizer, NaP models should have the same accuracy over the clean inputs and the adversarial examples created by the matched attack. FASTNORM is close to the ideal case as the discrepancy between the clean accuracy and the accuracy against the matched attack is only 3.8% for RF and 4.0% for LSTM.

### 6.6 Running Time

We show the training time of the learning frameworks in Table 5. The vanilla models take less than 12 hours to train on our infrastructure. Compared to the vanilla learning pipeline, NaP incurs an overhead in normalization. It takes less than 12 hours to normalize the entire data set, which is in the same order of the vanilla training time. In contrast, adversarial training requires much longer training time. Even after we reduce the search parameters in the attack, adversarial training still takes more than 20 days to finish on the same infrastructure, which is 40x more than the vanilla training time. NaP shows a clear advantage in terms of running time.

**Table 5: Training time of different pipelines.**

|               | Vanilla | NaP Overhead | Adv. Training Overhead |
|---------------|---------|--------------|------------------------|
|               | < 12 hrs| < 12 hrs     | > 20 days              |

### 7 Related Work

Test-time attacks using adversarial examples have been extensively studied in the past several years. Research has shown ML models are vulnerable to such attack in a variety of application domains [9, 13, 14, 29, 30, 32, 44, 46] including system security and program analysis where reliable defense is absolutely essential. In this paper, we focus on the authorship attribution task that has been compromised by [27, 33]. Similarly, [17] and [3] successfully evade API/library usage based malware detectors by adding redundant API calls; [36], [21], and [35] successfully attack running-time behavior based detectors by adding redundant execution traces. In contrast to the early attack that directly perturbs the feature representation, [31] emphasizes the importance of generating adversarial examples in the problem-space and creates realistic attack instances using automated software transplantation. Subsequent work [27, 33, 34] has shown effective attacks using semantic-preserving transformation in the problem-space.

Both the machine learning and the security communities have put in vast amount of effort to enhance model robustness vs. test-time adversarial manipulation. Adversarial training [28, 38, 42] is one of the most successful principled defense mechanism for deep learning models. For non-parametric models, [41, 45] proposes data-pruning based defenses with guarantees. However, these defenses mainly consider adversarial perturbations with small $\ell_p$ norm. Problem-space transformations, however, can cause large perturbation in the feature space that exceeds the limit of protection of these defenses. In response to such limitation, recent work starts to develop defense mechanisms for transformation based adversaries [3, 17, 22, 25, 35, 43]. Yang et al. [43] adds invariance-induced regularizers to the training process against a specific spatial transformation attack in image classification to achieve high model accuracy. In contrast, our work considers a general adversary based on logic relations and also emphasizes provable robustness guarantee. Hendrycks et al. [20] uses the semi-supervised learning technique which transforms the input in training and let the model learn to both detect the transformation and predict the class label. However, the model only detects single or a short sequence of transformations in the training process and thus cannot handle long sequence of transformations in test-time. [3, 17, 35, 47] improve robustness via adversarial training with transformed inputs; we show such approach is hard to optimize. [22, 25] enforce monotonicity over model outputs so that the addition of feature values always increase the maliciousness score. These approaches are limited to guarding against the addition attacks, thus lacks generality.

Normalization is a technique to reduce the number of syntactically distinct instances. First introduced to network security in the early 2000s in the context of intrusion detection systems [19], it was later applied to malware detection [5, 6, 10, 12, 37]. Our work addresses the open question whether normalization is useful for ML under relational adversary by investigating its impact on both model robustness and accuracy.

### 8 Conclusion and Future Work

In this work, we set the first step towards robust learning against relational adversaries: we theoretically characterize the conditions for robustness and the sources of robustness-accuracy trade-off, and propose a provably robust learning framework. Motivated by the theoretical insights, we instantiate the framework for the application of authorship attribution. Our empirical evaluation shows that the normalize-and-predict approach can significantly enhance model robustness against attacks using semantic-preserving transformation at much computation overhead.

For future work, we see promising directions in both improving the normalizer and using the NaP framework in broader applications. A normalizer for general purpose transformations over more types of codes and programming languages can help gauging the robustness of models in more applications with larger scale. NaP could also be used in non-adversarial setting, e.g. removing biases in data sets and enhancing model interpretability. Last, we are eager to explore the synergy of NaP with other defense mechanism such as adversarial training to harness the benefits from both worlds.
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A Proofs and Explanation for Theoretical Results

In this section, we present the omitted proofs for theorems and observations due to page limit of the main body.

A.1 Proof for Observation 1

The if direction holds because any \( x \in C_i \) can only be transformed into \( z \in C_i \) by the maximal property of weakly connected component. The contrapositive of the only if direction holds because if \( f(x) \neq f(z) \) for a pair \( x, z \in C_i \), then there must exist two adjacent nodes \( z_1, z_2 \) on the path between \( x \) and \( z \) such that one can be transformed to another yet \( f(z_1) \neq f(z_2) \).

A.2 Proof for Observation 2

We first write the full version for Observation 2 in the following claim.

**Claim 1.** Let \( \mathcal{R}' \) and \( \mathcal{R} \) be two relations such that \( \mathcal{R}' = \mathcal{R} \cup \{(x, z)\} \), i.e. \( \mathcal{R}' \) allows an extra transformation from \( x \) to \( z \) than \( \mathcal{R} \). Let \( G_{\mathcal{R}}, G_{\mathcal{R}'} \) denote their relation graphs and \( C_{x, \mathcal{R}} \) be the weakly connected component (WCC) in \( G_{\mathcal{R}} \) that contains \( x \). In addition, let \( \mu, \eta \) be the same as defined in Sec 3.3, and \( l_{C_x} = \arg \max_{l \in Y} \sum_{x' \in C} \mu(x') \eta(x', l) \), i.e. the most likely label of inputs in \( C \). Then the change of best attainable robust accuracy from \( \mathcal{R} \) to \( \mathcal{R}' \), denoted by \( \Delta_{\mathcal{R}, \mathcal{R}'} \), is

\[
\Delta_{\mathcal{R}, \mathcal{R}'} = \text{Acc}_{\mathcal{R}'} - \text{Acc}_{\mathcal{R}} = \sum_{x' \in C_{x, \mathcal{R}'}} \mu(x') \eta(x', l_{C_x, \mathcal{R}'}) - \sum_{x' \in C_{x, \mathcal{R}}} \mu(x') \eta(x', l_{C_x, \mathcal{R}}) - \sum_{x' \in C_{x, \mathcal{R}} \setminus C_{x, \mathcal{R}'}} \mu(x') \eta(x', l_{C_x, \mathcal{R}}) \quad (5)
\]

The change \( \Delta_{\mathcal{R}, \mathcal{R}'} \leq 0 \) for all \( \mathcal{R}, \mathcal{R}' \) pairs, and the equality only holds when \( l_{C_x, \mathcal{R}} = l_{C_x, \mathcal{R}'} \).

**Proof.** First, we observe that \( C_{x, \mathcal{R}'} = C_{x, \mathcal{R}} \cup C_{z, \mathcal{R}} \). Notice that \( (x, z) \) will not change the graph structure outside \( C_{x, \mathcal{R}} \cup C_{z, \mathcal{R}} \): the maximal property of WCC guarantees that neither \( x \) nor \( z \) connect to nodes outside their own WCC. If \( C_{x, \mathcal{R}} \) and \( C_{z, \mathcal{R}} \) are two disjoint WCCs, then the path \( x \to z \) will join them to form \( C_{x, \mathcal{R}'} \). Otherwise, \( x, z \) are already in the same WCC, and thus \( C_{x, \mathcal{R}'} = C_{x, \mathcal{R}} = C_{z, \mathcal{R}} \).

Since the graph structure outside \( C_{x, \mathcal{R}'} \) does not change, it suffices to only look at change of best robust accuracy within \( C_{x, \mathcal{R}'} \). The term \( \sum_{x' \in C_{x, \mathcal{R}'}} \mu(x') \eta(x', l_{C_x, \mathcal{R}'}) \) is the best robust accuracy in \( C_{x, \mathcal{R}'} \). When
\( C_x, R \neq C_z, R \), the term \( \sum_{x' \in C_x, R \setminus C_z, R} \mu(x') \eta(x', l_{C_x, R}) \) and \( \sum_{x' \in C_z, R \setminus C_x, R} \mu(x') \eta(x', l_{C_z, R}) \) are the best robust accuracy in \( C_x, R \) and \( C_z, R \), respectively. When \( C_x, R = C_z, R \), the latter term becomes zero and the former is the best robust accuracy in \( C_x, R \). In both cases, the equation in Claim 1 holds by definition.

Next, we show \( \Delta_{R, R'} \leq 0 \). First, consider \( l_{C_{x, R}} \neq l_{C_{z, R}} \). No matter what \( l_{C_{x, R}} \) is, it will be different from at least one of \( l_{C_{x, R}}, l_{C_{z, R}} \). Suppose, \( l_{C_{x, R}} \neq l_{C_{z, R}} \), then the robust accuracy for inputs in \( C_x, R \) will drop. Similarly, the accuracy in \( C_z, R \) will drop if \( l_{C_{x, R}} \neq l_{C_{z, R}} \). Therefore, \( \Delta_{R, R'} < 0 \). Second, when \( l_{C_{x, R}} = l_{C_{z, R}} \), then we will have \( l_{C_{x, R}} = l_{C_{z, R}} \) by definition, and the expression for \( \Delta_{R, R'} \) will evaluate to 0. 

We also note that if the majority label \( l_{C_{x, R}} \) is not unique for \( C_x, R \) and/or \( C_z, R \), then we consider \( l_{C_{x, R}} = l_{C_{z, R}} \) if any majority label for \( C_x, R \) matches any one for \( C_z, R \).

### A.3 Proof for Proposition 1

**Proposition 1** (Hardness of Inner Maximization). The inner optimization problem of adversarial training is PSPACE-hard for relational adversaries.

We first write the full statement of Proposition 1 in the following theorem.

**Theorem 3.** Let \( \mathcal{R} \subseteq \{0, 1\}^d \times \{0, 1\}^d \) be a relation. Given a function \( f \), an input \( x \in \{0, 1\}^d \) and a feasible set \( \mathcal{T}(x) = \{ z : x \rightarrow z, R \} \), solving the following maximization problem:

\[
\max_{z \in \mathcal{T}(x)} l(f, z, y)
\]

is PSPACE-hard when \( l(f, x, y) \) is the 0-1 classification loss.

**Proof.** Let \( \alpha : \{0, 1\}^d \rightarrow \{0, 1\} \) be a predicate. Define a loss function \( l(f, z, y) = \alpha(z) \) (the loss function is essentially the value of the predicate). Note that \( \max_{z \in \mathcal{T}(x)} l(f, z, y) \) is equal to 1 iff there exists a \( z \in \mathcal{T}(x) \) such that \( \alpha(z) = 1 \). This is a well known problem in model checking called reachability analysis, which is well known to be PSPACE-complete (the reduction is from the problem of checking emptiness for a set of DFAs, which is known to be PSPACE-complete [26]).

Recall that the maximization problem \( \max_{x \in B_\epsilon(x, R)} l(f, z, y) \) used in adversarial training for the image modality was proven to be NP-hard [24]. Hence it seems that the robust optimization problem in our context is in a higher complexity class than in the image domain.

### A.4 Model Capacity Requirement

In this section, we illustrate how the NaP framework can potentially help reduce the model complexity for learning a robustly accurate classifier. We start with the following proposition.

**Proposition 2** (Model Capacity Requirement). For some hypothesis class \( \mathcal{H} \) and relation \( \mathcal{R} \), there exists \( f \in \mathcal{H} \) such that \( f(\mathcal{N}_{\mathcal{R}}(\cdot)) \) is robustly accurate, but no \( f \in \mathcal{H} \) can be robustly accurate on the original inputs. In other words, robustly accurate classifier can only be obtained after normalization.

We first define an equivalence relation induced by equivalent coordinates over binary inputs, and then write the formal statement of the observation in the following claim.

**Definition 6** (Equivalence relation induced by equivalent coordinates). Let \( x = (x_1, \ldots, x_d) \) be a binary input vector on \( \{0, 1\}^d \), where each \( x_i, i \in \{1, \ldots, d\} \) is a coordinate. Let \( I = \{1, \ldots, d\} \) be the set of coordinate indices for inputs in \( X \) and \( U = \{i_1, \ldots, i_m\} \subseteq I \). In an equivalence relation \( \mathcal{R} \) induced by \( U, x \rightarrow_\mathcal{R} z \) iff 1) \( x_i = z_i \) for all \( i \in I \setminus U \), and 2) \( \bigvee_{i \in U} x_i = \bigvee_{i \in U} z_i \). Notice that \( x \rightarrow_\mathcal{R} z \) iff \( z \rightarrow_\mathcal{R} x \).

The notation \( \bigvee_{i \in U} x_i \) means taking a logic or operation over all \( x_i \)s for \( i \in U \). Intuitively, having an equivalence relation induced by coordinates with indices in \( U \) means the presence of any combination of such coordinates is equivalent to any other combination. Usage of interchangeable APIs in malware implementation is an example of equivalence relation: the attacker can choose any combination from a set of equivalent APIs to implement the same functionality.

In Definition 6, we use \( U \) to represent the set of indices of the equivalent coordinates. In the following theorems and proofs, we overload \( U \) to also represent the set of equivalent coordinates directly, and the \( \bigvee \) operation will be taken over all coordinates in \( U \).

**Claim 2.** Consider \( X = \{0, 1\}^5 \) and \( Y = \{0, 1\} \). Let the coordinates of an input \( x \in X \) be \( \{x_1, x'_1, x_2, x_3, x_4\} \). Suppose we have an equivalence relation induced by \( U = \{x_1, x'_1\} \). Meanwhile, the true label \( y \) of an input \( x \) is 1 iff any of the following clauses is true: 1) \( (x_2 = 1) \land (x_3 = 1) \), 2) \( (x_1 \lor x'_1 = 1) \land (x_2 = 1) \), 3) \( (x_1 \lor x'_1 = 1) \land (x_3 = 1) \land (x_4 = 1) \).

Then

1. no linear model can classify the inputs with perfect robust accuracy, but

2. a robust and accurate linear model exists under normalize-and-predict.

**Proof.** Let \( \mathcal{H} = \{f_{w, b} : \text{sgn}(\langle w, x \rangle + b)\} \). Let \( w_1, w'_1, w_2, w_3, w_4 \) denote the coordinates in \( w \) that corresponds to \( x_1, x'_1, x_2, x_3, x_4 \).

We know \( y = 1 \) if \( x_1 = 1, x_2 = 1 \) and the other coordinates are zero because the second clause in the labeling rule
is satisfied. Therefore, in order to classify this input instance correctly, we must have \( w_2 + w_1 + b > 0 \). Since \( x_1 \) and \( x_1' \) are equivalent, we should also have \( w_2 + w_1' + b > 0 \).

Similarly, we know \( y = 0 \) if \( x_2 = 1, x_4 = 1 \) and the other coordinates are zero because none of the clauses are satisfied. Therefore, we must have \( w_2 + w_4 + b < 0 \).

In order to classify all possible \( x \) correctly, the classifier \( f_{w,b} \) must satisfy

\[
\begin{align*}
    w_2 + w_4 + b &< 0 \quad (7) \\
    w_2 + w_1 + b &> 0 \quad (8) \\
    w_2 + w_1' + b &> 0 \quad (9) \\
    w_3 + w_1 + w_4' + b &< 0 \quad (10) \\
    w_3 + w_4 + w_1 + b &> 0 \quad (11)
\end{align*}
\]

First, by Formula 7, 8 and 9, we have \( w_1 > w_4 \) and \( w_1' > w_4 \). However, by Formula 10 and 11, we have \( w_1 + w_1' < w_4 + w_1 \), which implies \( w_1' < w_4 \). Contradiction. Therefore, no linear classifier can satisfy all the equations.

On the other hand, if we perform normalization by letting \( x_1 = x_1' \) and removing \( x_1' \), then a classifier \( f_{w,b} \) with \( w_1 = 0.4, w_2 = 0.7, w_3 = 0.5, w_4 = 0.2, b = -1 \) can perfectly classify \( x \).

**A.5 Proof for Theorem 1**

We first write down the full formal statement.

**Theorem 4** (Preservation of robust accuracy). Consider \( \mathcal{H} \) to be the set of all labeling functions on \( \{0, 1\}^d \). Let \( f^* \) be the classifier that minimizes the objective of our unified framework over data distribution \( \mathcal{D} \), i.e. the optimal solution to

\[
\min_{f \in \mathcal{H}} \max_{A(\cdot)} \mathbb{E}_{(x,y) \sim \mathcal{D}} \mathcal{L}(f, A(N_{\mathcal{R}}(x)), y),
\]

where \( \mathcal{L} \) is the 0-1 classification. Meanwhile, let \( f_{adv}^* \) be the classifier that minimizes the objective of adversarial training over \( \mathcal{D} \), i.e. the optimal solution to

\[
\min_{f \in \mathcal{H}} \max_{A(\cdot)} \mathbb{E}_{(x,y) \sim \mathcal{D}} \mathcal{L}(f, A(x), y).
\]

Then in principle, \( f^*(N_{\mathcal{R}}(\cdot)) \) and \( f_{adv}^* \) have the same optimal robust accuracy if \( \mathcal{R}' \) is reversible.

**Proof.** We know by definition that \( f_{adv}^* \) has the highest possible robust accuracy. Therefore, it suffices to show that there exists a classifier \( f(N_{\mathcal{R}}(\cdot)) \) under our unified framework that has at least as good robust accuracy as \( f_{adv}^* \).

We consider an \( f \) under our unified framework as follows. Let \( C \) denote a connected component (which is also strongly connected for reversible relation) in \( G_{\mathcal{R}} \) and \( \mathcal{Y}_C \) be the set of all labels that \( f_{adv}^* \) assigns to inputs in \( C \), i.e. \( \mathcal{Y}_C = \{y \in \mathcal{Y} : \exists x \in C \quad \text{s.t.} \quad f_{adv}^*(x) = y\} \). Let \( C_x \) denote the connected component which contains \( x \). We consider a classifier \( f \) such that

\[
f(x) = \arg \max_{l \in \mathcal{Y}_C} \mathbb{E}_{(z \in C_x \wedge y = l)} \mathcal{L}(z, C),
\]

i.e. \( f \) predicts the same label for all inputs in a connected component, and chooses the label that maximizes the clean accuracy in the connected component. Notice that \( f(x) = f(N_{\mathcal{R}}(x)) \) by construction, so we will use \( f(x) \) instead of \( f(N_{\mathcal{R}}(x)) \) for simplicity.

Recall that we say a classifier \( f \) is robustly accurate over an input-label pair \((x, y)\) under \( \mathcal{R} \) if and only if \( f(z) = y \) for all \( z : x \rightarrow y \). Now to show that \( f \) with the prediction rule in Equation 12 has the same robust accuracy as \( f_{adv}^* \), we prove the following claim.

**Claim 3.** The classifier \( f \) is robustly accurate over \((x, y)\) under \( \mathcal{R} \) if \( f_{adv}^* \) is robustly accurate \((x, y)\) under \( \mathcal{R} \).

We prove the contrapositive of the claim. Suppose \( f \) is not robustly accurate over \((x, y)\). Let \( z \) denote the input such that \( x \rightarrow_{\mathcal{R}} z \) and \( f(z) \neq y \).

First, by the definition of \( f(z) \), we know that there must be a \( z' \in C_x \) such that \( f_{adv}^*(z') = f(z) \neq y \) because \( f \) only predicts the label that has been used by \( f_{adv}^* \) over some input in the same connected component. Since \( C_x \) is strongly connected by our initial assumption, we must have \( z \rightarrow_{\mathcal{R}} z' \).

Now, because \( x \rightarrow_{\mathcal{R}} z \) and \( z \rightarrow_{\mathcal{R}} z' \), we have \( x \rightarrow_{\mathcal{R}} z' \). Since \( x \rightarrow_{\mathcal{R}} z' \) but \( f_{adv}^*(z') \neq y \), we can conclude that \( f_{adv}^* \) is not robustly accurate at \( x \), and thus prove the claim.

Claim 3 suggests that \( f \) has at least the same robust accuracy as \( f_{adv}^* \). Since \( f(x) = f(N_{\mathcal{R}}(x)) \) by our construction of \( f \), we know \( f(N_{\mathcal{R}}(\cdot)) \) has at least the same robust accuracy as \( f_{adv}^* \) too. Moreover, \( f^*(N_{\mathcal{R}}(\cdot)) \), defined as the classifier with the highest robust accuracy after normalization, should have at least the same robust accuracy as \( f(N_{\mathcal{R}}(\cdot)) \). Therefore, \( f^*(N_{\mathcal{R}}(\cdot)) \) has at least the same robust accuracy as \( f_{adv}^* \). On the other hand, we know \( f_{adv}^* \) has the highest possible robust accuracy by definition. Therefore, we can conclude that \( f^*(N_{\mathcal{R}}(\cdot)) \) and \( f_{adv}^* \) have the same robust accuracy.

**A.6 Computation Efficiency of Normalizer for Reversible Relation**

We show in Proposition 3 that normalizing over reversible relation is at most as hard as finding the strongest adversarial example, which is required for optimal adversarial training.

**Proposition 3.** Let \((x, y)\) denote a sample point where \( x \) is the input vector and \( y \) is the ground truth label. Let \( \mathcal{R}' \) denote a reversible relation, and \( \mathcal{T}(x) = \{z : x \rightarrow_{\mathcal{R}} z\} \) denote the feasible set of adversarial examples. Let \( z^* = \arg \max_{z \in \mathcal{T}(x)} \mathcal{L}(f, z, y) \), i.e. the most powerful adversarial
example of \( x \) for model \( f \), then the normalizer \( N(x) = z^* \) satisfies the robustness condition in Proposition 1.\(^5\)

Let \( C_i \) be any connected component in \( G_{R'} \). Since \( R' \) is reversible, \( C_i \) shall be strongly connected. The strongest adversarial example to an input \( x \in C_i \) shall be the same for all nodes in \( C_i \). Meanwhile, the strongest adversarial example is deterministic given a consistent tie-breaker between adversarial choices with the same test loss. Therefore, \( N(x) = z^* \) satisfies the robustness condition.

### A.7 Semantics-Preserving Transformation and Most Likely Label

In Figure 3, one may notice that two inputs \( x \) and \( z \) may have different most likely labels even though \( z \) is obtained from \( x \) by a semantics-preserving transformation. This phenomenon may look bizarre, but is indeed possible in real-world settings. The main reason is that the input vector may contain information that (1) is irrelevant to the essential semantics for classification task, and yet (2) may enhance classification accuracy on clean inputs.

Taking malware detection as an example. A group of zip tools may have the same static feature vector \( x \) as some ransomware. Authors of zip tools may agree to use a secret syntactic pattern with no semantic implication in an attempt to distinguish from ransomswares circulated on the web. Let \( z \) be the static feature vector of zip tools after the pattern is added. Now given the natural distribution and the absence of relational adversaries, \( z \) will certainly be classified as benign zip tools, while \( x \) is predominantly ransomware.

However, in the long run, an adaptive malware author will eventually know this secret pattern, and also add it to his ransomware. Similarly, the secret pattern may also be gradually abandoned by authors of zip tools as time goes by making the zip tools identical to the ransomware. In short, \((x, z)\) is a semantics-preserving transformation whose source \( x \) and target \( z \) do not have the same most likely label on the clean distribution.

\(^5\)A mild assumption is that the argmax solver has a consistent tie-breaker in case multiple optima exist.