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Abstract

We construct the intertwining operator superalgebras and vertex tensor categories for the $N = 1$ superconformal minimal models and other related models.

0 Introduction

Superconformal symmetries play a fundamental role in string theory since perturbative string theory is described by two-dimensional quantum field theories with superconformal symmetries. On the other hand, superconformal algebras also arise in mathematical structures, for example, in the quantum field theory structure underlying the moonshine module for the Monster finite simple group (see [FLM1], [Bo], [FLM2], [DGM], [DGH] and [H3]) and in the study of mirror symmetry for Calabi-Yau manifolds (see [Ge1], [Ge2], [L], [LVW], [C] and many other works by physicists discussed in the survey [Gr]). A complete mathematical understanding of superconformal field theories is needed in order to solve the related mathematical problems.

Intertwining operator (super)algebras and vertex tensor categories are equivalent essentially to genus-zero weakly-holomorphic conformal field theories in the sense of Segal [S1] [S2] satisfying additional properties (see [H4] and [H6]). The general theory of intertwining operator algebras, including a construction of intertwining operator algebras from representations of suitable vertex operator algebras, was developed by the first author in [H4], [H6] and [H7]. A tensor product theory for modules for a vertex operator algebra,
including a construction of vertex tensor categories from categories of mod-
ules for vertex operator algebras, was developed by Lepowsky and the first au-
thor in [HL1]–[HL7] and [H1]. Besides giving genus-zero weakly-holomor-
phic conformal field theories, the theory of intertwining operator algebras is also
closely related to the so called “boundary conformal field theories” first de-
veloped by Cardy in [C1] and [C2], which have many applications in condensed
matter physics and have recently been applied successfully (see, for example,
[RS] and [FS]) to the study of D-branes in string theory. We expect that the
theory of intertwining operator algebras will provide a mathematical founda-
tion to a number of “world sheet” constructions in conformal field theories,
boundary conformal field theories and D-branes.

In the present series of papers, we shall construct intertwining operator
superalgebras and vertex tensor categories associated to the superconformal
minimal models and other related models.

In this paper (Part I), we apply previously obtained results on represent-
tations of $N = 1$ superconformal algebras and associated vertex operator
algebras to show that the general theory for the construction of intertwining
operator (super)algebras and the tensor product theory for modules for a
vertex operator (super)algebra are applicable in this case. Therefore we ob-
tain an intertwining operator superalgebra structure on the direct sum of all
inequivalent irreducible modules for a minimal $N = 1$ superconformal vertex
operator superalgebra. We also obtain a vertex tensor category structure and
consequently a braided tensor category structure associated to these models.
The main work in this paper is to prove that the conditions to use the theory
of intertwining operator algebras and the tensor product theory are satisfied
for these models. These results are also generalized easily to a much more
general class of vertex operator superalgebras.

The present paper is organized as follows: In Section 1, we recall the
notion of $N = 1$ superconformal vertex operator superalgebra. In Section 2,
we recall and prove some basic results on representations of minimal $N = 1$
superconformal vertex operator superalgebras and of vertex operator super-
algebras in a much more general class. Section 3 is devoted to the proof
of the convergence and extension properties for products of intertwining op-
erators for minimal $N = 1$ superconformal vertex operator superalgebras
and for vertex operator superalgebras in the general class. The main tool is
null vectors and differential equations. Our main results on the intertwining
operator superalgebra structures and vertex tensor category structures are
given in Section 4. In the appendix (Section 5), for one particular exam-
ple, we give explicitly the calculations of the fusion rules, null vectors and
differential equations.
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1 $N = 1$ superconformal vertex operator
superalgebras

In this section we recall the notion of $N = 1$ superconformal vertex operator
algebra and basic properties of such an algebra. These algebras have been
studied extensively by physicists, and are formulated precisely by Kac and
Wang [K Wan] and by Barron [B a1] [B a2].

Definition 1.1 An $N = 1$ superconformal vertex operator superalgebra is
a vertex operator superalgebra $(V, Y, 1, \omega)$ together with an odd element $\tau$
called the Neveu-Schwarz element satisfying the following axiom: Let

$$Y(\tau, x) = \sum_{n \in \mathbb{Z}} G(n + 1/2)x^{-n-2}.$$ 

Then the following $N = 1$ Neveu-Schwarz relations hold: For $m, n \in \mathbb{Z}$,

$$[L(m), L(n)] = (m - n)L(m + n) + \frac{c}{12}(m^3 - m)\delta_{m+n,0},$$
$$[L(m), G(n + 1/2)] = \left( \frac{m}{2} - (n + 1/2) \right) G(m + n + 1/2),$$
$$[G(m + 1/2), G(n - 1/2)] = 2L(m + n) + \frac{c}{3}(m^2 + m)\delta_{m+n,0},$$

where $L(m), m \in \mathbb{Z}$, are the Virasoro operators on $V$ and $c$ is the central
charge of $V$.

Modules and intertwining operators for an $N = 1$ superconformal vertex
operator superalgebra are modules and intertwining operators for the
underlying vertex operator superalgebra.

The $N = 1$ superconformal vertex operator superalgebra defined above
is denoted by $(V, Y, 1, \tau)$ (without $\omega$ since $\omega = L(-2)1 = \frac{1}{2}G(-1/2)\tau$) or
simply $V$. Note that a module $W$ for a vertex operator superalgebra (in
particular the algebra itself) has a $\mathbb{Z}_2$-grading called sign in addition to the
\(\mathbb{C}\)-grading by weights. We shall always use \(W^0\) and \(W^1\) to denote the even and odd subspaces of \(W\). If \(W\) is irreducible, there exists \(h \in \mathbb{C}\) such that \(W = W^0 \oplus W^1\) where \(W^0 = \textstyle{\coprod}_{n \in h + \mathbb{Z}} W(n)\) and \(W^1 = \textstyle{\coprod}_{n \in h + \mathbb{Z} + 1/2} W(n)\) are the even and odd parts of \(W\), respectively. We shall always use the notation \(\lvert \cdot \rvert\) to denote the map from the union of the even and odd subspaces of a vertex operator superalgebra or of a module for such an algebra to \(\mathbb{Z}_2\) by taking the signs of elements in the union.

The notion of \(N = 1\) superconformal vertex operator superalgebra above was reformulated using odd formal variables by Barron. For a complete and detailed discussion, see [Ba1] and [Ba2]. Here we only give the parts we need in later sections.

For \(l\) symbols \(\varphi_1, \ldots, \varphi_l\), consider the exterior algebra of the vector space over \(\mathbb{C}\) spanned by these symbols. We denote this exterior algebra by \(\mathbb{C}[\varphi_1, \ldots, \varphi_l]\). For any vector space \(E\), we use \(E[\varphi_1, \ldots, \varphi_l]\) to denote the tensor product of \(E\) and \(\mathbb{C}[\varphi_1, \ldots, \varphi_l]\). In particular, if \(E\) is the polynomial algebra \(\mathbb{C}[x_1, \ldots, x_k]\) generated by formal variables \(x_1, \ldots, x_k\) or the space \(\mathbb{C}[[x_1, \ldots, x_k]]\) of formal Laurent series generated by these formal variables, we have the vector space \(\mathbb{C}[x_1, \ldots, x_k][\varphi_1, \ldots, \varphi_l]\) or \(\mathbb{C}[[x_1, \ldots, x_k]][\varphi_1, \ldots, \varphi_l]\). In this case, we call \(x_1, \ldots, x_k\) and \(\varphi_1, \ldots, \varphi_l\) even and odd formal variables, respectively. Note that any element of \(\mathbb{C}[x_1, \ldots, x_k][\varphi_1, \ldots, \varphi_l]\) is a linear combination of monomials in \(x_1, \ldots, x_k\) and \(\varphi_1, \ldots, \varphi_l\). For each monomial, the total order in \(x_1, \ldots, x_k\) and \(\varphi_1, \ldots, \varphi_l\) and the order in \(\varphi_1, \ldots, \varphi_l\) modulo 2 give a \(\mathbb{Z}\)-grading called degree and a \(\mathbb{Z}_2\)-grading called sign, respectively, to \(\mathbb{C}[x_1, \ldots, x_k][\varphi_1, \ldots, \varphi_l]\). With the \(\mathbb{Z}_2\)-grading, \(\mathbb{C}[x_1, \ldots, x_k][\varphi_1, \ldots, \varphi_l]\) is an associative superalgebra. Similarly, \(\mathbb{C}[[x_1, \ldots, x_k]][\varphi_1, \ldots, \varphi_l]\) is also a superalgebra.

For any vector space \(E\), consider the vector space

\[
E[x_1, \ldots, x_k][\varphi_1, \ldots, \varphi_l],
\]

\[
E[x_1^{-1}, \ldots, x_k^{-1}][\varphi_1, \ldots, \varphi_l],
\]

\[
E([x_1, \ldots, x_k])[\varphi_1, \ldots, \varphi_l],
\]

\[
E[[x_1, x_1^{-1}, \ldots, x_k, x_k^{-1}]][\varphi_1, \ldots, \varphi_l],
\]

\[
E\{x_1, \ldots, x_k\}[\varphi_1, \ldots, \varphi_l]
\]

and

\[
E((x_1, \ldots, x_k))[\varphi_1, \ldots, \varphi_l].
\]

If \(E\) is a \(\mathbb{Z}_2\)-graded vector space, then there are natural structures of modules over the ring \(\mathbb{C}[x_1, \ldots, x_k][\varphi_1, \ldots, \varphi_l]\) on these spaces.
Let \((V, Y, 1, \tau)\) be an \(N = 1\) superconformal vertex operator superalgebra. We define the vertex operator map with odd variable 
\[
Y : V \otimes V \to V((x))[\varphi]
\]
by
\[
Y(u, (x, \varphi))v = Y(u, x)v + \varphi Y(G(-1/2)u, x)v
\]
for \(u, v \in V\). (We use the same notation \(Y\) to denote the vertex operator map and the vertex operator map with odd variable.) Then we have:

**Proposition 1.2** The vertex operator map with odd variable satisfies the following properties:

1. The vacuum property:
   
   \[
   Y(1, (x, \varphi)) = 1
   \]
   
   where \(1\) on the right-hand side is the identity map on \(V\).

2. The creation property: For any \(v \in V\),
   
   \[
   Y(v, (x, \varphi))1 \in V[[x]][\varphi],
   \]

   \[
   \lim_{(x, \varphi) \to (0, 0)} Y(v, (x, \varphi))1 = v.
   \]

3. The Jacobi identity: In \((\text{End } V)[[x_0, x_0^{-1}, x_1, x_1^{-1}, x_2, x_2^{-1}][\varphi_1, \varphi_2]]\), we have
   \[
   x_0^{-1} \delta \left( \frac{x_1 - x_2 - \varphi_1 \varphi_2}{x_0} \right) Y(u, (x_1, \varphi_1))Y(v, (x_2, \varphi_2))
   \]

   \[
   -(-1)^{|u||v|} x_0^{-1} \delta \left( \frac{x_2 - x_1 + \varphi_1 \varphi_2}{-x_0} \right) Y(v, (x_2, \varphi_2))Y(u, (x_1, \varphi_1))
   \]

   \[
   = x_2^{-1} \delta \left( \frac{x_1 - x_0 - \varphi_1 \varphi_2}{x_2} \right) Y(Y(u, (x_0, \varphi_1 - \varphi_2))v, (x_2, \varphi_2))
   \]

   for \(u, v \in V\) which are either even or odd.

4. The \(G(-1/2)\)-derivative property: For any \(v \in V\),
   
   \[
   Y(G(-1/2)v, (x, \varphi)) = \left( \frac{\partial}{\partial \varphi} + \varphi \frac{\partial}{\partial x} \right) Y(v, (x, \varphi)),
   \]
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5. The $L(-1)$-derivative property: For any $v \in V$,

$$Y(L(-1)v, (x, \varphi)) = \frac{\partial}{\partial x} Y(v, (x, \varphi)).$$

6. The skew-symmetry: For any $u, v \in V$ which are either even or odd,

$$Y(u, (x, \varphi))v = (-1)^{|u||v|} e^{xL(-1) + \varphi G(-1/2)} Y(v, (-x, -\varphi))u. \quad \blacksquare (1.2)$$

The proof of this result is straightforward and can be found in [Ba2].

We can also reformulate the data and axioms for modules and intertwining operators for an $N = 1$ superconformal vertex operator superalgebra using odd variables. Since the goal of the present paper is to construct an algebra from intertwining operators for certain $N = 1$ superconformal vertex operator superalgebras, we give the details of the corresponding reformulation of the data and axioms for intertwining operators using odd variables.

Let $W_1$, $W_2$ and $W_3$ be modules for an $N = 1$ superconformal vertex operator superalgebra $V$ and $\mathcal{Y}$ an intertwining operator of type $\left( \frac{W_3}{W_1 \otimes W_2} \right)$. We define the corresponding intertwining operator map with odd variable

$$\mathcal{Y} : W_1 \otimes W_2 \rightarrow W_3 \{x\} [\varphi]$$

$$w_{(1)} \otimes w_{(2)} \mapsto \mathcal{Y}(w_{(1)}, (x, \varphi))w_{(2)}$$

by

$$\mathcal{Y}(w_{(1)}, (x, \varphi))w_{(2)} = \mathcal{Y}(w_{(1)}, x)w_{(2)} + \varphi \mathcal{Y}(G(-1/2)w_{(1)}, x)w_{(2)}$$

for $u, v \in V$. Then we have:

**Proposition 1.3** The intertwining operator map with odd variable satisfies the following properties:

1. The Jacobi identity: In $\text{Hom}(W_1 \otimes W_2, W_3)\{x_0, x_1, x_2\} [\varphi_1, \varphi_2]$, we have

$$x_0^{-1} \delta \left( \frac{x_1 - x_2 - \varphi_1 \varphi_2}{x_0} \right) Y(u, (x_1, \varphi_1))\mathcal{Y}(w_{(1)}, (x_2, \varphi_2))$$

$$- (-1)^{|u||w_{(1)}|} x_0^{-1} \delta \left( \frac{x_2 - x_1 + \varphi_1 \varphi_2}{-x_0} \right) \mathcal{Y}(w_{(1)}, (x_2, \varphi_2))Y(u, (x_1, \varphi_1))$$

$$= x_2^{-1} \delta \left( \frac{x_1 - x_0 - \varphi_1 \varphi_2}{x_2} \right) \mathcal{Y}(Y(u, (x_0, \varphi_1 - \varphi_2))w_{(1)}, (x_2, \varphi_2)) (1.3)$$

for $u \in V$ and $w_{(1)} \in W_1$ which are either even or odd.
2. The \( G(-1/2) \)-derivative property: For any \( v \in V \),
\[
\mathcal{Y}(G(-1/2)w(1), (x, \varphi)) = \left( \frac{\partial}{\partial \varphi} + \varphi \frac{\partial}{\partial x} \right) \mathcal{Y}(w(1), (x, \varphi)).
\]

3. The \( L(-1) \)-derivative property: For any \( v \in V \),
\[
\mathcal{Y}(L(-1)w(1), (x, \varphi)) = \frac{\partial}{\partial x} \mathcal{Y}(w(1), (x, \varphi)).
\]

4. The skew-symmetry: There is a linear isomorphism \( \Omega : \mathcal{Y}^{W_3}_{W_1W_2} \to \mathcal{Y}^{W_3}_{W_2W_1} \) such that
\[
\Omega(\mathcal{Y})(w(1), (x, \varphi))w(2)
= (-1)^{|w(1)||w(2)|} e^{xL(-1)+\varphi G(-1/2)} \mathcal{Y}(w(2), (e^{-\pi i}x, -\varphi))w(1)
\]
for \( w(1) \in W_1 \) and \( w(2) \in W_2 \) which are either even or odd.

The proof of this result is similar to the proof of Proposition 1.2 and is omitted.

## 2 Minimal \( N = 1 \) superconformal vertex operator superalgebras

In this section, we recall the constructions and results on minimal \( N = 1 \) superconformal vertex operator superalgebras and their representations. Some new results needed in later sections are also proved. We then introduce in this section a class of vertex operator superalgebras and generalize most of the results for minimal \( N = 1 \) superconformal vertex operator superalgebras to algebras in this class. A large part of the material in this section is from [KWan] and [Ad].

The \( N = 1 \) Neveu-Schwarz Lie superalgebra is the Lie superalgebra
\[
\mathfrak{ns}^{(1)} = \bigoplus_{n \in \mathbb{Z}} \mathbb{C}L_n \oplus \bigoplus_{n \in \mathbb{Z}} G_{n+1/2} \oplus \mathbb{C}C
\]
satisfying the following $N = 1$ Neveu-Schwarz relations:

\[
[L_m, L_n] = (m - n)L_{m+n} + \frac{C}{12}(m^3 - m)\delta_{m+n,0},
\]

\[
[L_m, G_{n+1/2}] = \left(\frac{m}{2} - \left(n + \frac{1}{2}\right)\right)G_{m+n+1/2},
\]

\[
[G_{m+1/2}, G_{n-1/2}] = 2L_{m+n} + \frac{C}{3}(m^2 + m)\delta_{m+n,0},
\]

\[
[C, L_m] = 0,
\]

\[
[C, G_{m+1/2}] = 0
\]

for $m, n \in \mathbb{Z}$. For simplicity, we shall simply denote the $N = 1$ Neveu-Schwarz Lie superalgebra by $\mathfrak{ns}$ in this paper.

Note that the elements $L_0, L_1, L_{-1}, G_{1/2}, G_{-1/2}$ of $\mathfrak{ns}$ span a subalgebra. It is known that this subalgebra is isomorphic to $\mathfrak{osp}(2, 1)$.

We now construct representations of the $N = 1$ Neveu-Schwarz Lie superalgebra. Consider the two subalgebras

\[
\mathfrak{ns}^+ = \oplus_{n>0} CL_n \oplus \oplus_{n\geq 0} G_{n+1/2},
\]

\[
\mathfrak{ns}^- = \oplus_{n<0} CL_n \oplus \oplus_{n\leq 0} G_{n+1/2}
\]

of $\mathfrak{ns}$. Let $U(\cdot)$ be the functor from the category of Lie superalgebras to the category of associative algebras obtained by taking the universal enveloping algebras of Lie superalgebras. For any representation of $\mathfrak{ns}$, we shall use $L(m)$ and $G(m + 1/2)$, $m \in \mathbb{Z}$, to denote the representation images of $L_m$ and $G_{m+1/2}$. For any $c, h \in \mathbb{C}$, the Verma module $M_{\mathfrak{ns}}(c, h)$ for $\mathfrak{ns}$ is a free $U(\mathfrak{ns}^-)$-module generated by $1_{c,h}$ such that

\[
\mathfrak{ns}^+ 1_{c,h} = 0,
\]

\[
L(0)1_{c,h} = h1_{c,h},
\]

\[
C1_{c,h} = c1_{c,h}.
\]

There exists a unique maximal proper submodule $J_{\mathfrak{ns}}(c, h)$ of $M_{\mathfrak{ns}}(c, h)$. It is easy to see that when $c \neq 0$, $1_{c,0}$, $G(-3/2)1_{c,0}$ and $L(-2)1_{c,0}$ are not in $J_{\mathfrak{ns}}(c, 0)$. Let

\[
L_{\mathfrak{ns}}(c, h) = M_{\mathfrak{ns}}(c, h)/J_{\mathfrak{ns}}(c, h)
\]

and

\[
V_{\mathfrak{ns}}(c, 0) = M_{\mathfrak{ns}}(c, 0)/\langle G(-1/2)1_{c,0} \rangle
\]
where \( \langle G(-1/2)1_{c,0} \rangle \) is the submodule of \( M_{ns}(c,0) \) generated by \( G(-1/2)1_{c,0} \). Then \( L_{ns}(c,0) \) and \( V_{ns}(c,0) \) have the structures of vertex operator superalgebras with the vacuum \( 1_{c,0} \), the Neveu-Schwarz element \( G(-3/2)1_{c,0} \) and the Virasoro element \( L(-2)1_{c,0} \) (see [KWan]).

The following result was conjectured by Kac and Wang in [KWan] and proved by Adamović in [Ad] using the relationship between representations of the \( N=1 \) Neveu-Schwarz Lie superalgebra and representations of the affine Lie algebra \( A_1^{(1)} \) on the rational level obtained in [GKO], [KWak1], [KWak2], [AM] and [As]:

**Theorem 2.1** The vertex operator superalgebra \( L_{ns}(c,0) \) has finitely many irreducible modules and every module for \( L_{ns}(c,0) \) is completely reducible if and only if

\[
c = c_{p,q} = \frac{3}{2} \left( 1 - 2 \frac{(p - q)^2}{pq} \right)
\]

where \( p, q \) are integers larger than 1 such that \( p - q \in 2\mathbb{Z} \) and \( (p - q)/2 \) and \( q \) are relatively prime to each other. A set of representatives of the equivalence classes of irreducible modules for \( L_{ns}(c_{p,q},0) \) is

\[
\{ L_{ns}(c_{p,q},h_{m,n}^{m,n}) \}_{0 < m < p, 0 < n < q, m,n \in \mathbb{Z}, m-n \in 2\mathbb{Z}}
\]

where for any \( m, n \in \mathbb{Z} \) satisfying \( 0 < m < p, 0 < n < q \) and \( m - n \in 2\mathbb{Z} \),

\[
h_{p,q}^{m,n} = \frac{(np - mq)^2 - (p - q)^2}{8pq}.
\]

For any pair \( p, q \) of integers larger than 1 such that \( p - q \in 2\mathbb{Z} \) and \( (p - q)/2 \) and \( q \) are relatively prime to each other, we call the vertex operator algebra \( L_{ns}(c_{p,q},0) \) a minimal \( N=1 \) superconformal vertex operator superalgebra.

**Proposition 2.2** Let \( m_i, n_i \in \mathbb{Z}, i = 1, 2, 3, \) satisfying \( 0 < m_i < p, 0 < n_i < q \) and \( m_i - n_i \in 2\mathbb{Z} \) and \( \mathcal{Y} \) an intertwining operator of type

\[
\begin{pmatrix}
L_{ns}(c_{p,q},h_{p,q}^{m_3,n_3}) \\
L_{ns}(c_{p,q},h_{p,q}^{m_1,n_1})
\end{pmatrix}
\begin{pmatrix}
L_{ns}(c_{p,q},h_{p,q}^{m_2,n_2})
\end{pmatrix}.
\]

Then we have:

1. For any \( w_{(1)} \in L_{ns}(c_{p,q},h_{p,q}^{m_1,n_1}) \) and \( w_{(2)} \in L_{ns}(c_{p,q},h_{p,q}^{m_2,n_2}) \),

\[
\mathcal{Y}(w_{(1)}, x)w_{(2)} \in x^{h_{p,q}^{m_3,n_3}-h_{p,q}^{m_1,n_1}-h_{p,q}^{m_2,n_2}} L_{ns}(c_{p,q},h_{p,q}^{m_3,n_3})(x^{1/2})
\]
2. The map $Y$ is uniquely determined by the maps

$$ (1_{c,h_{p,q}^{m_1,n_1}})_{h_{p,q}^{m_1,n_1}}^{m_2,n_2} - h_{p,q}^{m_3,n_3} - 1 $$

and

$$ (G(-1/2)1_{c,h_{p,q}^{m_1,n_1}})_{h_{p,q}^{m_1,n_1}}^{m_2,n_2} - h_{p,q}^{m_3,n_3} - 1/2 $$

from $W_2$ to $W_3$ (recalling that $1_{c,h_{p,q}^{m_1,n_1}}$ is the lowest weight vector in $L_{n_0}(c_{p,q}, h_{p,q}^{m_1,n_1})$), that is,

$$ (1_{c,h_{p,q}^{m_1,n_1}})_{h_{p,q}^{m_1,n_1}}^{m_2,n_2} - h_{p,q}^{m_3,n_3} - 1 = (G(-1/2)1_{c,h_{p,q}^{m_1,n_1}})_{h_{p,q}^{m_1,n_1}}^{m_2,n_2} - h_{p,q}^{m_3,n_3} - 1/2 $$

implies $Y = 0$.

3. The space

$$ Y_{L_{n}(c_{p,q}, h_{p,q}^{m_1,n_1}), L_{n}(c_{p,q}, h_{p,q}^{m_2,n_2})}^{L_{n}(c_{p,q}, h_{p,q}^{m_3,n_3})} $$

is at most 2-dimensional.

**Proof.** Conclusion 1 is clear since the three modules are irreducible.

We prove Conclusion 2 now. For convenience, we denote $h_{p,q}^{m_3,n_3} - h_{p,q}^{m_1,n_1} - h_{p,q}^{m_2,n_2}$ by $\Delta$ and $1_{c,h_{p,q}^{m_i,n_i}}$ for $i = 1, 2, 3$ by $w(i)$, respectively. Suppose that

$$ (w(1))_{\Delta-1} = (G(-1/2)w(1))_{\Delta-1/2} = 0 $$

but $Y \neq 0$.

We need the following commutator formulas which are consequences of the Jacobi identity: For $n \in \mathbb{Z}, m \in \Delta + \mathbb{Z}/2$,

$$ [L(n), (w(1))_m] $$

$$ = (-m - n - 1 + (n + 1)h_{p,q}^{m_1,n_1})(w(1))_{m+n}, \quad (2.2) $$

$$ [L(n), (G(-1/2)w(1))_m] $$

$$ = (-m - n - 1 + (n + 1)h_{p,q}^{m_1,n_1})(G(-1/2)w(1))_{m+n}, \quad (2.3) $$

$$ [G(n + 1/2), (w(1))_m] $$

$$ = (G(-1/2)w(1))_{m+n+1}, \quad (2.4) $$

$$ [G(n + 1/2), (G(-1/2)w(1))_m] $$

$$ = (-m - n - 1/2 - 2h_{p,q}^{m_1,n_1})(w(1))_{m+n}. \quad (2.5) $$
We claim that either
\[ \mathcal{Y}(w(1), x)w(2) \neq 0 \]
or
\[ \mathcal{Y}(G(-1/2)w(1), x)w(2) \neq 0. \]
In fact, if
\[ \mathcal{Y}(w(1), x)w(2) = \mathcal{Y}(G(-1/2)w(1), x)w(2) = 0, \]
then by the commutator formulas above, \( \mathcal{Y}(w(1), x) = 0 \) which is a contradiction since \( L_{ns}(c_{p,q}, h_{p,q}^{m_1,n_1}) \) is an irreducible \( ns \)-module and \( \mathcal{Y} \neq 0. \)

Let
\[ k = \max\{m \in \Delta + \mathbb{Z}/2 \mid (w(1))_m w(2) \neq 0 \text{ or } (G(-1/2)w(1))_{m+1/2} w(2) \neq 0\}. \]
If
\[ (w(1))_k w(2) \neq 0, \]
then from the commutator formulas above, it follows that
\[ L(n)(w(1))_k w(2) = (-k - n - 1 + (n + 1)h_{p,q}^{m_1,n_1})(w(1))_{k+n} w(2) = 0 \]
for \( n \geq 1 \) and
\[ G(n + 1/2)(w(1))_k w(2) = (G(-1/2)w(1))_{k+n+1} w(2) = 0 \]
for \( n \geq 0 \). Thus \((w(1))_k w(2)\) is a multiple of the lowest weight vector \( w(3) \).

Then
\[ h_{p,q}^{m_3,n_3} = \text{wt} \ (\ (w(1))_k w(2) \ ) = h_{p,q}^{m_1,n_1} - k - 1 + h_{p,q}^{m_2,n_2}. \]

It follows that \( k = \Delta - 1. \) So \((w(1))_k w(2) = 0, \) a contradiction.

If
\[ (G(-1/2)w(1))_{k+1/2} w(2) \neq 0, \]
then
\[ L(n)(G(-1/2)w(1))_{k+1/2} w(2) = (-k - 1/2 - n - 1 + (n + 1)h_{p,q}^{m_1,n_1})(G(-1/2)w(1))_{k+1/2+n} = 0 \]
for \( n \geq 1 \) and
\[ G(n + 1/2)(G(-1/2)w(1))_{k+1/2} w(2) = (-k - n - 1 - 2h_{p,q}^{m_1,n_1})(w(1))_{k+n+1} = 0, \]
for $n \geq 0$. Thus $(G(-1/2)w_{(1)})_{k+1/2}w_{(2)}$ is a highest weight vector and therefore

$$h_{p,q} = \text{wt} (G(-1/2)w_{(1)})_{k+1/2}w_{(2)} = h_{p,q} - k - 1 + h_{p,q}.$$ 

It follows that $k = \Delta - 1$. So $(G(-1/2)w_{(1)})_{k+1/2}w_{(2)} = 0$, a contradiction.

Conclusion 3 follows immediately from Conclusion 2.

Combining Theorem 2.1 and the third conclusion of Proposition 2.2, we obtain:

**Corollary 2.3** The minimal $N = 1$ superconformal vertex operator superalgebras are rational in the sense of [HLJ], that is, the following three conditions are satisfied:

1. Every module for such an algebra is completely reducible.

2. There are only finitely many inequivalent irreducible modules for such an algebra.

3. The fusion rules among any three (irreducible) modules are finite.

**Remark 2.4** In [Z], Zhu introduced a weaker notion of module for a vertex operator algebra and a notion of rational vertex operator algebra. Zhu’s notion of rational vertex operator algebra is different from the notion of rational vertex operator algebra in [HLJ] because Zhu’s notion requires a stronger completely reducibility result for modules in his sense. The complete reducibility result and the classification of irreducible modules proved in [Ad] together with the third conclusion of Proposition 2.2 gives only the rationality in the sense of [HLJ].

We also have:

**Proposition 2.5** Any finitely-generated lower truncated generalized $L_{ns}(c_{p,q}, 0)$-module $W$ is an ordinary module.

**Proof.** Suppose that $W$ is generated by a single vector $w \in W$. Then by the Poincaré-Birkhoff-Witt theorem and the lower truncation condition, every homogeneous subspace of $U(ns)w$ is finite-dimensional, proving the result.
Let \( n \) be a positive integer, \((p_i, q_i), i = 1, \ldots, n\), \( n \) pairs of integers larger than 1 such that \( p_i - q_i \in 2\mathbb{Z} \) and \((p_i - q_i)/2\) and \( q_i \) are relatively prime to each other, and let \( V = L_{ns}(c_{p_1, q_1}, 0) \otimes \cdots \otimes L_{ns}(c_{p_n, q_n}, 0) \). From the trivial generalizations of the results proved in [FHL] and [DMZ] to vertex operator superalgebras, \( V \) is a rational \( N = 1 \) superconformal vertex operator superalgebra, a set of representatives of equivalence classes of irreducible modules for \( V \) can be listed explicitly and the fusion rules for \( V \) are finite and can be calculated easily.

We introduce a class of \( N = 1 \) superconformal vertex operator vertex operator superalgebras:

**Definition 2.6** Let \( n \) be a positive integer, \((p_i, q_i), i = 1, \ldots, n\), \( n \) pairs of integers larger than 1 such that \( p_i - q_i \in 2\mathbb{Z} \) and \((p_i - q_i)/2\) and \( q_i \) are relatively prime to each other. An \( N = 1 \) superconformal vertex operator vertex operator superalgebra \( V \) is said to be in the class \( \mathcal{C}_{p_1, q_1; \ldots; p_n, q_n} \) if \( V \) has a vertex operator subalgebra isomorphic to \( L_{ns}(c_{p_1, q_1}, 0) \otimes \cdots \otimes L_{ns}(c_{p_n, q_n}, 0) \).

**Proposition 2.7** Let \( V \) be an \( N = 1 \) superconformal vertex operator vertex operator superalgebra in the class \( \mathcal{C}_{p_1, q_1; \ldots; p_n, q_n} \). Then any finitely-generated lower truncated generalized \( V \)-module \( W \) is an ordinary module.

**Proof.** The proof is similar to the proof of Proposition 3.7 in [H2]. So here we only point out the main difference. As in [H2], we discuss only the case \( n = 2 \). Similar to the proof of Proposition 3.7 in [H2], using the Jacobi identity, the formula \( G(-1/2)^2 = L(-1) \) and Theorem 4.7.4 of [FHL], we can reduce our proof in the case of \( n = 2 \) to the finite-dimensionality of the space spanned by the elements of the form

\[
L(-m_1^{(1)}) \cdots L(-m_{e_1}^{(1)})G(-a_1^{(1)}) \cdots G(-a_{r_1}^{(1)})L(-1)^{l_1}G(-1/2)^{k_1}u_{(j_1)}^{(1)}j_1, \\
\cdot L(n_1^{(1)}) \cdots L(n_{f_1}^{(1)})G(b_1^{(1)}) \cdots G(b_{s_1}^{(1)})w_{(l_1)}^{(1)} \\
\otimes L(-m_2^{(2)}) \cdots L(-m_{e_2}^{(2)})G(-a_2^{(2)}) \cdots G(-a_{r_2}^{(2)}) \cdot \\
\cdot (L(-1)^{l_2}G(-1/2)^{k_2}u_{(j_2)}^{(2)})j_2 L(n_2^{(2)}) \cdots L(n_{f_2}^{(2)})G(b_2^{(2)}) \cdots G(b_{s_2}^{(2)})w_{(l_2)}^{(2)},
\]  

(2.6)

for \( m_1^{(1)}, \ldots, m_{e_1}^{(1)}, m_1^{(2)}, \ldots, m_{e_2}^{(2)}, n_1^{(1)}, \ldots, n_{f_1}^{(1)}, n_1^{(2)}, \ldots, n_{f_2}^{(2)}, a_1^{(1)}, \ldots, a_{r_1}^{(1)}, a_2^{(2)}, \ldots, a_{r_2}^{(2)}, b_1^{(1)}, \ldots, b_{s_1}^{(1)}, b_1^{(2)}, \ldots, b_{s_2}^{(2)} \in \mathbb{Z}_+, l_1, l_2 \in \mathbb{N}, k_1, k_2 = 0, 1, j_1, j_2 \in
\( Q, t = 1, \ldots, c, j = 1, \ldots, d, \) where \( u_{(i)}^{(j)}, j = 1, \ldots, d, i = 1, 2, \) are elements of \( V \) such that the \( L_{ns}(c_{p,q}, 0) \)-submodules generated by them isomorphic to \( L(c_{p,q}, h_{p,q}^{m_1,n_1}) \) with the images of \( u_{(i)}^{(j)}, j = 1, \ldots, d, i = 1, 2, \) as the lowest weight vectors and such that \( V \) is isomorphic to the direct sum of these sub-modules, and where \( w_{(i)}^{(j)}, t = 1, \ldots, c, i = 1, 2, \) are homogeneous elements of some irreducible \( L_{ns}(c_{p,q}, 0) \)-modules. Using the \( L(-1) \)-derivative property for generalized modules, we see that elements of the form (2.6) are spanned by elements of the form (2.6) with \( l_1 = l_2 = 0 \). There are only finitely many of elements of the form (2.6) with \( l_1 = l_2 = 0 \) and of a fixed weight \( s \) because \( W \) is lower truncated. Thus the homogeneous subspaces of \( W \) are finite dimensional. So \( W \) is a \( V \)-module.

\[ 3 \quad \text{Correlation functions and differential equations of regular singular points} \]

In this section, we study products and iterates of intertwining operators for the minimal \( N = 1 \) superconformal vertex operator superalgebras. The goal is to prove that these products and iterates satisfying the convergence and extension properties introduced in [H1]. The main tool is differential equations of regular singular points. Though the strategy of the proof is similar to that in [H2], there are subtle and nontrivial differences. We shall be brief on the parts of proofs which are similar to those in [H2] but give detailed discussions on the parts which are different.

Let \( p, q \) be integers larger than 1 such that \( p - q \in 2\mathbb{Z} \) and \( (p - q)/2 \) and \( q \) are relatively prime to each other. Let \( W_i, i = 1, \ldots, 5, \) be irreducible modules for the vertex operator algebra \( L_{ns}(c_{p,q}, 0) \) and \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \) intertwining operators of type \( \left( W_4/W_1W_5 \right) \) and \( \left( W_5/W_1W_5 \right), \) respectively.

We first state a proposition which describes matrix coefficients of the products of \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \) with odd variables. The proof is very easy and is omitted.

**Proposition 3.1** Let \( w_{(i)} \in W_i \) \( (i=1,2,3) \) and \( w'_{(4)} \in W'_4. \) Then
\[
\langle w'_{(4)}, \mathcal{Y}_1(w_{(1)}, (x_1, \varphi_1))\mathcal{Y}_2(w_{(2)}, (x_2, \varphi_2))w_{(3)} \rangle = Q_{0,0}(x_1, x_2) + \varphi_1 Q_{0,1}(x_1, x_2) + \varphi_2 Q_{1,0}(x_1, x_2) + \varphi_1 \varphi_2 Q_{1,1}(x_1, x_2)
\] (3.1)
where \( Q_{k,l}(x_1, x_2) = x_1^{t_1-k/2} x_2^{-l/2} R_{k,l}(x_2^{1/2}/x_1^{1/2}) \), and \( t_1, t_2 \in \mathbb{Q}, R_{k,l}(x) \in \mathbb{C}[[x]] \) \((k, l = 0, 1)\). 

We first prove the following theorem:

**Theorem 3.2** Let \( w(i) \in W_i \) \((i=1,2,3)\) and \( w'_4 \in W'_4 \) be the lowest weight vectors. Then we have:

1. The series
   \[
   \langle w'_4, \mathcal{Y}_1(w(1), (x_1, \varphi_1)) \mathcal{Y}_2(w(2), (x_2, \varphi_2)) w(3) \rangle |_{x_j^n = e^{n \log z_j}, j=1,2}
   \]
   is convergent to a multivalued (Grassman) analytic function in the region \( |z_1| > |z_2| > 0 \) for any choice of \( \log z_1 \) and \( \log z_2 \).

2. For each \( k, l = 0, 1 \) there exist \( m_{k,l} \in \mathbb{N} \), analytic functions \( f_{i}^{k,l}(z) \) in the region \( |z| < 1 \) and \( s_{i}^{k,l}, r_{i}^{k,l} \in \mathbb{Q} \) for \( i = 1, \ldots, m_{k,l} \), such that \( Q_{k,l}(x_1, x_2) |_{x_j^n = e^{n \log z_j}, j=1,2} \) can be analytically extended to a multivalued analytic functions of the form
   \[
   \sum_{i=1}^{m_{k,l}} s_{i}^{k,l} (z_1 - z_2)^{r_{i}^{k,l}} f_{i}^{k,l} \left( \frac{z_1 - z_2}{z_2} \right),
   \]
   when \( |z_2| > |z_1 - z_2| > 0 \).

**Proof.** From Proposition 3.1 we see that to prove the Conclusion 1, it is enough to prove that the series \( Q_{k,l}(x_1, x_2) |_{x_j^n = e^{n \log z_j}, i=1,2} \), \( k, l = 0, 1 \), are absolutely convergent in the region \( |z_1| > |z_2| > 0 \).

We need the following structural result about singular vectors obtained by Astashkevich in [As]:

**Lemma 3.3** Let \( M_{ns}(c_{p,q}, h) \) be a Verma module for \( ns \) and \( w \in M_{ns}(c_{p,q}, h) \) a singular vector of weight \( n+h \) \((n \in \mathbb{N}/2)\). Then
\[
w = a(G(-1/2)^{2n} + \cdots) \mathbf{1}_{c_{p,q}, h},
\]
where \( a \) is a nonzero complex number and \( \cdots \) denotes a sum of monomials different from \( G(-1/2)^{2n} \). 
\[\]
Since the irreducible module $W_3$ is a quotient of a Verma module by the submodule generated by two singular vectors, we can find nonzero $P \in U(n^-)$ such that $Pw_{(3)} = 0$ in $W_3$. Moreover, we can choose such a $P$ to be even because otherwise we can compose it with $G(-1/2)$. By Lemma 3.3, we can always normalize $P$ such that $P = G(-1/2)^{2n} \cdots$ where $\cdots$ denotes a sum of monomials different from $G(-1/2)^{2n}$.

Now we prove Conclusion 1 for $Q_{0,1}$ and $Q_{1,0}$. From $Pw_{(3)} = 0$ and the commutator formula between $G(n+1/2)$, $L(n)$, $n \in \mathbb{Z}$, and intertwining operators, we obtain a system of differential equations

$$0 = \langle w_{(4)}', Y_1(G(-1/2)w_{(1)}, z_1)Y_2(w_{(2)}, z_2)Pw_{(3)} \rangle = D_1(z_1, z_2)Q_{1,0} + D_2(z_1, z_2)Q_{0,1},$$

$$0 = \langle w_{(4)}', Y_1(w_{(1)}, z_1)Y_2(G(-1/2)w_{(2)}, z_2)Pw_{(3)} \rangle = D_3(z_1, z_2)Q_{1,0} + D_4(z_1, z_2)Q_{0,1}$$

for $Q_{1,0}$ and $Q_{0,1}$ of regular singular points with the only possible singular points $z_1, z_2 = 0, \infty$.

Since $P = G(-1/2)^{2n} \cdots$ where $\cdots$ denotes a sum of monomials different from $G(-1/2)^{2n}$, we have

$$D_1 = (\partial_{z_1} + \partial_{z_2})^n + \sum_{i+j \leq n-1} f_{i,j}(z_1, z_2) \partial_{z_1}^i \partial_{z_2}^j,$$

$$D_2 = \sum_{i+j \leq n-1} g_{i,j}(z_1, z_2) \partial_{z_1}^i \partial_{z_2}^j,$$

$$D_3 = \sum_{i+j \leq n-1} k_{i,j}(z_1, z_2) \partial_{z_1}^i \partial_{z_2}^j,$$

$$D_4 = (\partial_{z_1} + \partial_{z_2})^n + \sum_{i+j \leq n-1} h_{i,j}(z_1, z_2) \partial_{z_1}^i \partial_{z_2}^j$$

for certain meromorphic functions $f_{i,j}, g_{i,j}, h_{i,j}$ and $k_{i,j}$.

Because of the structure of $Q_{1,0}$ and $Q_{0,1}$, we can reduce the system (3.4)–(3.5) to a system

$$\hat{D}_1(z)R_{1,0}(z) + \hat{D}_2(z)R_{0,1}(z) = 0,$$

$$\hat{D}_3(z)R_{1,0}(z) + \hat{D}_4(z)R_{0,1}(z) = 0$$

with analytic coefficients in one variable $z = z_2/z_1$ in the region $0 < |z| < 1$ (there might be a singularity at $z = 0$) for $R_{1,0}$ and $R_{0,1}$, where $\hat{D}_i(z)$,
$i = 1, 2, 3, 4$, have the following form

$$
\begin{align*}
\hat{D}_1(z) &= \partial_z^n + \sum_{i \leq n-1} f_i(z) \partial_z^i, \\
\hat{D}_2(z) &= \sum_{i \leq n-1} g_i(z) \partial_z^i, \\
\hat{D}_4(z) &= \partial_z^n + \sum_{i \leq n-1} h_i(z) \partial_z^i, \\
\hat{D}_3(z) &= \sum_{i \leq n-1} k_i(z) \partial_z^i
\end{align*}
$$

where $f_i, g_i, h_i, k_i$ are analytic functions with possible poles at $z = 0$. This (in general higher order) linear system of equations can be further reduced to a linear system of equations of regular singular points of first order. (More precisely we introduce new unknowns $A_i = R_{1,0}^{(i)}$ and $B_i = R_{0,1}^{(i)}$, $i = 0, \ldots, n - 1$. Then we have a first-order linear system of $2n$ equations for $A_i$'s and $B_i$'s, $i = 0, \ldots, n - 1$.) From the theory of differential equations of regular singular points, it follows that $R_{1,0}(z)$ and $R_{0,1}(z)$ are absolutely convergent in the region $|z| < 1$. Thus $Q_{1,0}$ and $Q_{0,1}$ are absolutely convergent to analytic functions in the region $|z_1| > |z_2| > 0$.

Now we would like to extend $Q_{1,0}$ and $Q_{0,1}$ analytically to functions of the form (3.2) in the region $|z_2| > |z_1 - z_2| > 0$. Let $Q$ be a nonzero element of $U(n \mathfrak{s}^-)$ such that $Q w_{(2)} = 0$ in $W_2$. Similar to $P$, we can choose $Q$ to be even and we can normalize $Q$ such that $Q = G(-1/2)^{2m} + \cdots$ where $\cdots$ denotes a sum of monomials different from $G(-1/2)^{2m}$. From $Q w_{(2)} = 0$, the commutator formulas between $G(n + 1/2)$ and $L(n)$, $n \in \mathbb{Z}$, and the Jacobi identity for intertwining operators, we have

$$
\begin{align*}
0 &= \langle w_{(4)}', \mathcal{Y}_1 \{G(-1/2) w_{(1)}, z_1\} \mathcal{Y}_2 (Q w_{(2)}, z_2) w_{(3)} \rangle \\
&= D_1'(z_1, z_2) Q_{1,0} + D_2'(z_1, z_2) Q_{0,1}, \\
0 &= \langle w_{(4)}', \mathcal{Y}_1 (w_{(1)}, z_1) \mathcal{Y}_2 \{G(-1/2) Q w_{(2)}, z_2\} P w_{(3)} \rangle \\
&= D_3'(z_1, z_2) Q_{1,0} + D_4'(z_1, z_2) Q_{0,1}
\end{align*}
$$

(3.6) for some differential operators $D_1'$, $D_2'$, $D_3'$ and $D_4'$.

From the formulas used to derive (3.6)–(3.7) and from $Q = G(-1/2)^{2m} + \cdots$ where $\cdots$ denotes a sum of monomials different from $G(-1/2)^{2m}$, it is easy to see that (3.6)–(3.7) is a system of equations of regular singular points.
with the only possible singular points \( z_2, z_1 - z_2 = 0, \infty \). Since (3.4)–(3.7) is a system of equations of regular singular points with the only possible singular points \( z_1 = z_2 = 0, \infty \), the equations (3.4), (3.3) and the equations (3.6), (3.7) are independent. Thus we obtain a system (3.4)–(3.7) of equations of regular singular points with the only possible singularities \( z_1, z_2 = 0, \infty \) and \( z_1 = z_2 \). This system is consistent because it has a formal series solution \((Q_{1,0}, Q_{0,1})\).

Since we have proved that \( Q_{1,0} \) and \( Q_{0,1} \) are absolutely convergent in the region \(|z_1| > |z_2| > 0\) and since the intersection \(|z_1| > |z_2| > |z_1 - z_2| > 0\) of the regions \(|z_1| > |z_2| > 0\) and \(|z_2| > |z_1 - z_2| > 0\) are nonempty, we can use the sum of \( Q_{1,0} \) and \( Q_{0,1} \) at a particular point in the intersection \(|z_1| > |z_2| > |z_1 - z_2| > 0\) as initial conditions for the system (3.4)–(3.7).

Then by the theory of differential equations of regular singular points, this initial value problem has a unique solution of the form (3.2) in the region \(|z_1| > |z_2| > 0\) (without logarithm terms because the analytic extension of the solution in the region \(|z_1| > |z_2| > 0\) does not have logarithm terms). So \( Q_{0,1} \) and \( Q_{1,0} \) can be analytically extended to analytic functions of the form (3.2) in the region \(|z_2| > |z_1 - z_2| > 0\).

We have to do the same for \( Q_{0,0} \) and \( Q_{1,1} \). By using the commutator formulas between \( G(n + 1/2), L(n), n \in \mathbb{Z} \), and the intertwining operators, we have

\[
0 = \langle w^{(4)}_4, \mathcal{V}_1(w^{(1)}_1, z_1) \mathcal{V}_2(w^{(2)}_2, z_2) P w^{(3)}_3 \rangle \\
= D_5(z_1, z_2)Q_{0,0} + D_6(z_1, z_2)Q_{1,1}, \\
0 = \langle w^{(4)}_4, \mathcal{V}_1(G(-1/2)w^{(1)}_1, z_1) \mathcal{V}_2(G(-1/2)w^{(2)}_2, z_2) P w^{(3)}_3 \rangle \\
= D_7(z_1, z_2)Q_{0,0} + D_8(z_1, z_2)Q_{1,1} \\
0 = \langle w^{(4)}_4, \mathcal{V}_1(w^{(1)}_1, z_1) \mathcal{V}_2(Q w^{(2)}_2, z_2) w^{(3)}_3 \rangle \\
= D'_5(z_1, z_2)Q_{0,0} + D'_6(z_1, z_2)Q_{1,1}, \\
0 = \langle w^{(4)}_4, \mathcal{V}_1(G(-1/2)w^{(1)}_1, z_1) \mathcal{V}_2(G(-1/2)Q w^{(2)}_2, z_2) w^{(3)}_3 \rangle \\
= D'_7(z_1, z_2)Q_{0,0} + D'_8(z_1, z_2)Q_{1,1}
\]

for some differential operators \( D_5, D_6, D_7, D_8, D'_5, D'_6, D'_7 \) and \( D'_8 \). From the structures of \( P \) and \( Q \), we see that these equations form a system of equations of regular singular points with the only possible singular points \( z_1, z_2 = 0, \infty \) and \( z_1 - z_2 \). Using this system, we can prove the conclusions we need for \( Q_{0,0} \) and \( Q_{1,1} \). We omit the details since they are completely the same as those for \( Q_{1,0} \) and \( Q_{0,1} \).

The main goal of this section is the following more general result:
Theorem 3.4 For any quadruple \( \{w_1, w_2, w_3, w_4\} \) where \( w_i \in W_i \), \( i = 1, 2, 3 \), and \( w_4' \in W_4' \) are homogeneous vectors, the statement of Theorem 3.2 is true. Moreover there is an integer \( N \) depending only on \( \mathcal{Y}_1 \) and \( \mathcal{Y}_1 \) such that

\[
\text{wt } w_1 + \text{wt } w_2 + s_{i,k,l} > N
\]

for all homogeneous elements \( w_1 \in W_1, w_2 \in W_2, w_3 \in W_3, w_4' \in W_4' \). That is, in the terminology introduced in [H1], the products or the iterates of the intertwining operators for \( L_{ns}(c_{p,q}, 0) \) have the convergence and extension property.

Proof. We define the \textit{weight} of a quadruple \( \{w_1, w_2, w_3, w_4\} \) to be \( r = \text{wt } w_1 + \text{wt } w_2 + \text{wt } w_3 + \text{wt } w_4' \). We shall use induction on the weight \( r \). Theorem 3.2 gives the result in the case of the smallest \( r \).

We have the following commutator formulas (which follow from the Jacobi identity):

\[
[Y(\omega, x_1), \mathcal{Y}(w_1, (x_2, \varphi))] = (x_1^{-1}\delta(x_2/x_1)\partial_{x_2} + x_1^{-1}\partial_{x_2}\delta(x_2/x_1)((\text{wt } w_1) + 1/2)\partial_{x_2})\mathcal{Y}(w_1, (x_2, \varphi)) + \cdots
\]

\[
[L(-n), \mathcal{Y}(w_1, (x_2, \varphi))] = (x_2^{-n+1}\partial_{x_2} + (1 - n)x_2^{-n}((\text{wt } w_1) + 1/2)\partial_{x_2})\mathcal{Y}(w_1, (x_2, \varphi)) + \cdots
\]

\[
[Y(\tau, x_1), \mathcal{Y}(w_1, (x_2, \varphi))] = (x_1^{-1}\delta(x_2/x_1)(\partial_{x_2} - \varphi\partial_{x_2}) - 2x_1^{-1}\partial_{x_2}\delta(x_2/x_1)\text{wt } w_1)\varphi\mathcal{Y}(w_1, (x_2, \varphi)) + \cdots
\]

\[
[G(-n - 1/2), \mathcal{Y}(w_1, (x_2, \varphi))] = (x_2^{-n}(\partial_{x_2} - \varphi\partial_{x_2}) + 2nx_2^{-n-1}\text{wt } w_1)\varphi\mathcal{Y}(w_1, (x_2, \varphi)) + \cdots
\]

where we write \( \cdots \) for terms associated to elements whose weights are less than the weight of \( w_1 \).

To prove the theorem it is enough to show that if the statement is true for the quadruple \( \{w_1, w_2, w_3, w_4\} \), then it is also true for the quadruples

\[
\{G(-n - 1/2)w_1, w_2, w_3, w_4'\}, \{L(-n)w_1, w_2, w_3, w_4'\},
\]

\[
\{w_1, G(-n - 1/2)w_2, w_3, w_4'\}, \{w_1, L(-n)w_2, w_3, w_4'\},
\]

\[
\{w_1, w_2, G(-n - 1/2)w_3, w_4'\}, \{w_1, w_2, L(-n)w_3, w_4'\},
\]

\[
\{w_1, w_2, w_3, G(-n - 1/2)w_4'\}, \{w_1, w_2, w_3, L(-n)w_4'\}.
\]

To be continued...
\{w_1, w_2, G(-n - 1/2)w_3, w'_4\}, \{w_1, w_2, L(-n)w_3, w'_4\}, \\
\{w_1, w_2, w_3, G(-n - 1/2)w'_4\}, \{w_1, w_2, w_3, L(-n)w'_4\}

for every \(n \in \mathbb{N}\). We shall prove the statement only for the quadruples

\{w_1, w_2, G(-n - 1/2)w_3, w'_4\}, \{w_1, w_2, L(-n)w_3, w'_4\}

for the others, the proofs are similar.

From (\text{3.9}) – (\text{3.12}) we get

\[ \langle w'_4, \mathcal{Y}_1(w_1, (x_1, \varphi_1))\mathcal{Y}_2(w_2, (x_2, \varphi_2))L(-n)w_3 \rangle \]

\[ = -(x_1^{-n+1}\partial x_1 + (1-n)x_1^{-n}(\text{wt } w_1) + 1/2\varphi_1\partial \varphi_1) + x_2^{-n+1}\partial x_2 \\
+(1-n)x_2^{-n}(\text{wt } w_2) + 1/2\varphi_2\partial \varphi_2) \cdot \\
\cdot \langle w'_4, \mathcal{Y}_1(w_1, (x_1, \varphi_1))\mathcal{Y}_2(w_2, (x_2, \varphi_2))w_3 \rangle \\
+ \langle L(n)w'_4, \mathcal{Y}_1(w_1, (x_1, \varphi_1))\mathcal{Y}_2(w_2, (x_2, \varphi_2))w_3 \rangle + \cdots \]  

(3.13)

and

\[ \langle w'_4, \mathcal{Y}_1(w_1, (x_1, \varphi_1))\mathcal{Y}_2(w_2, (x_2, \varphi_2))G(-n - 1/2)w_3 \rangle \]

\[ = -(x_1^{-n}(\partial \varphi_1 - \varphi_1\partial x_1) + 2nx_1^{-n-1}(\text{wt } w_1)\varphi_1 + x_2^{-n}(\partial \varphi_2 \\
- \varphi_2\partial x_2) + 2nx_2^{-n-1}(\text{wt } w_2)\varphi_2) \cdot \\
\cdot \langle w'_4, \mathcal{Y}_1(w_1, (x_1, \varphi_1))\mathcal{Y}_2(w_2, (x_2, \varphi_2))w_3 \rangle \\
+ \langle G(n + 1/2)w'_4, \mathcal{Y}_1(w_1, (x_1, \varphi_1))\mathcal{Y}_2(w_2, (x_2, \varphi_2))w_3 \rangle \\
+ \cdots, \]  

(3.14)

where \(\cdots\) represents terms (certain derivatives of matrix coefficients) involving quadruples whose weights are less then \(r\). Since the weights of quadruples \(\{w_1, w_2, w_3, L(n)w'_4\}\) and \(\{w_1, w_2, w_3, G(n + 1/2)w'_4\}\) are \(r - n\) and \(r - n - 1/2\) respectively we can apply induction.

We choose \(N\) to be an integer such that when \(w_1\) and \(w_2\) are the lowest weight vectors, (\text{3.8}) holds. Then using the formulas above and induction, it is easy to see that (\text{3.8}) holds for all \(w_1 \in W_1\) and \(w_2 \in W_2\) (cf. [H2]).

Finally, we generalize Theorem 3.4 to vertex operator algebras in the class \(\mathcal{C}_{p_1, q_1; \ldots; p_n, q_n}\) for \((p_i, q_i), i = 1, \ldots, n, n\) pairs of integers larger than 1 such that \(p_i - q_i \in 2\mathbb{Z}\) and \((p_i - q_i)/2\) and \(q_i\) are relatively prime to each other. Since the proof of the following result is completely the same as the corresponding results in [H2] and [HL6], we omit the details here.
Theorem 3.5 Let $V$ be a vertex operator algebra in the class $C_{p_1,q_1;...;p_n,q_n}$. Then the products and iterates of intertwining operators for $V$ have the convergence and extension property.

4 Intertwining operator superalgebras and vertex tensor categories for $N = 1$ minimal models

In this section, $V$ is a vertex operator algebra in the class $C_{p_1,q_1;...;p_n,q_n}$ for $(p_i, q_i), i=1,\ldots,n$, $n$ pairs of integers larger than 1 such that $p_i - q_i \in \mathbb{Z}$ and $(p_i - q_i)/2$ and $q_i$ are relatively prime to each other. By Proposition 2.7 and Theorem 3.3, and Theorems 3.1 and 3.2 in [H2], which are in turn proved in [H2] using results in [HL1]–[HL5] and [H1], we obtain the following:

Theorem 4.1 (associativity for intertwining operators)

1. For any $V$-modules $W_0$, $W_1$, $W_2$, $W_3$ and $W_4$, any intertwining operators $\mathcal{V}_1$ and $\mathcal{V}_2$ of types $(\frac{W_0}{W_1W_2})$ and $(\frac{W_4}{W_2W_3})$, respectively, and any choice of $\log z_1$ and $\log z_2$,

$$\langle w'(0), \mathcal{V}_1(w(1), x_1)\mathcal{V}_2(w(2), x_2)w(3) \rangle \bigg|_{x_1^n = e^{n\log z_1}, x_2^n = e^{n\log z_2}, n \in \mathbb{C}}$$

is absolutely convergent when $|z_1| > |z_2| > 0$ for $w'(0) \in W_0$, $w(1) \in W_1$, $w(2) \in W_2$ and $w(3) \in W_3$. For any modules $W_0$, $W_1$, $W_2$, $W_3$, and $W_5$ and any intertwining operators $\mathcal{Y}_3$ and $\mathcal{Y}_4$ of types $(\frac{W_3}{W_1W_2})$ and $(\frac{W_0}{W_3W_4})$, respectively, and any choice of $\log z_2$ and $\log (z_1 - z_2)$,

$$\langle w'(0), \mathcal{Y}_4(\mathcal{V}_3(w(1), x_0)w(2), x_2)w(3) \rangle \bigg|_{x_0^n = e^{n\log(z_1 - z_2)}, x_2^n = e^{n\log z_2}, n \in \mathbb{C}}$$

is absolutely convergent when $|z_2| > |z_1 - z_2| > 0$ for $w'(0) \in W_0$, $w(1) \in W_1$, $w(2) \in W_2$ and $w(3) \in W_3$.

2. For any $V$-modules $W_0$, $W_1$, $W_2$, $W_3$ and $W_4$, any intertwining operators $\mathcal{V}_1$ and $\mathcal{V}_2$ of types $(\frac{W_0}{W_1W_2})$ and $(\frac{W_4}{W_2W_3})$, respectively, there exist a module $W_5$ and intertwining operators $\mathcal{Y}_3$ and $\mathcal{Y}_4$ of types $(\frac{W_3}{W_1W_2})$ and $(\frac{W_0}{W_3W_4})$, respectively, such that for any $z_1, z_2 \in \mathbb{C}$ satisfying $|z_1| > |

\text{Remark 4.2 For any vertex operator algebra } V \text{ in the class } C_{p_1,q_1;...;p_n,q_n}, \text{ the product and iterates of intertwining operators for } V \text{ have the convergence and extension property.}
$|z_2| > |z_1 - z_2| > 0$ and for any $w'_1(0) \in W'_0, w(1) \in W_1, w(2) \in W_2$ and $w(3) \in W_3$,
\[
\langle w'_0, \mathcal{Y}_1(w(1), x_1)\mathcal{Y}_2(w(2), x_2)w(3) \rangle\big|_{x_1 = e^{n \log z_1}, x_2 = e^{n \log z_2}, n \in \mathbb{R}} = \langle w'_0, \mathcal{Y}_4(w(1), x_0)w(2), x_2)w(3) \rangle\big|_{x_1 = e^{n \log(z_1 - z_2)}, x_2 = e^{n \log z_2}, n \in \mathbb{R}},
\]
(4.1)
where $\log z_1 = |z_1| + i \arg z_1$, $\log z_2 = |z_2| + i \arg z_2$ and $\log(z_1 - z_2) = |z_1 - z_2| + i \arg(z_1 - z_2)$ are the values of the logarithms of $z_1$, $z_2$ and $z_1 - z_2$ such that $0 \leq \arg z_1, \arg z_2, \arg(z_1 - z_2) \leq 2\pi$.

3. For any modules $W_0, W_1, W_2, W_3,$ and $W_5$, any intertwining operators $\mathcal{Y}_3$ and $\mathcal{Y}_4$ of types $(W_5, W_1, W_2)$ and $(W_5, W_3)$, respectively, there exist a module $W_4$ and intertwining operators $\mathcal{Y}_1$ and $\mathcal{Y}_2$ of types $(W_0, W_1, W_2)$ and $(W_0, W_3)$, respectively, such that for any $z_1, z_2 \in \mathbb{C}$ satisfying $|z_1| > |z_2| > |z_1 - z_2| > 0$ and for any $w'_0(0) \in W'_0, w(1) \in W_1, w(2) \in W_2$ and $w(3) \in W_3$, the equality (4.1) holds.

\[\Box\]

**Theorem 4.2 (commutativity for intertwining operators)** For any $V$-modules $W_0, W_1, W_2, W_3$ and $W_4$ and any intertwining operators $\mathcal{Y}_1$ and $\mathcal{Y}_2$ of types $(W_0, W_1, W_4)$ and $(W_0, W_2, W_3)$, respectively, there exist a module $W_5$ and intertwining operators $\mathcal{Y}_3$ and $\mathcal{Y}_4$ of types $(W_5, W_1, W_2)$ and $(W_5, W_3, W_4)$, respectively, such that for any homogeneous $w'_0(0) \in W'_0, w(1) \in W_1, w(2) \in W_2$ and $w(3) \in W_3$, the multivalued analytic function
\[
\langle w'_0, \mathcal{Y}_1(w(1), x_1)\mathcal{Y}_2(w(2), x_2)w(3) \rangle\big|_{x_1 = z_1, x_2 = z_2}
\]
of $z_1$ and $z_2$ in the region $|z_1| > |z_2| > 0$ and the multivalued analytic function
\[
(-1)^{|w(1)|w(2)}\langle w'_0, \mathcal{Y}_3(w(2), x_2)\mathcal{Y}_4(w(1), x_1)w(0) \rangle\big|_{x_1 = z_1, x_2 = z_2}
\]
of $z_1$ and $z_2$ in the region $|z_2| > |z_1| > 0$ are analytic extensions of each other.

\[\Box\]

In \[H4\], the notion of intertwining operator algebra was introduced (see also \[H6\] and \[H7\]). This notion has the following generalization:
Definition 4.3 An $\mathbb{R} \times \mathbb{Z}_2$-graded vector space $W = \coprod_{n \in \mathbb{R}} W(n)$, together with a finite set $\mathcal{A}$ with a distinguished element $e$, a subspace $\mathcal{V}^{a_3}_{a_1a_2}$ of the space of linear maps from $W^{a_1} \otimes W^{a_2} \to W^{a_3}\{x\}$ for $a_1, a_2, a_3 \in \mathcal{A}$, two distinguished vectors, the vacuum $1$ and the Virasoro element $\omega$ of $W^e$, is called an intertwining operator superalgebra if $W$ together with the other data satisfies all the axioms for intertwining operator algebras except that commutativity (or skew-symmetry) for intertwining operators is replaced by the corresponding commutativity (or skew-symmetry) for intertwining operators for vertex operator superalgebras. Note that there is a unique intertwining operator $Y$ of type $(W^e W^e W^e)$ such that $(W^e, Y, 1, \omega)$ is a vertex operator subalgebra of $W$. If there is an element $\tau \in W^e$ such that $(V, Y, 1, \tau)$ is an $\mathcal{N} = 1$ superconformal vertex operator algebra, then $W$ together with all the other data is called an $\mathcal{N} = 1$ superconformal intertwining operator superalgebra.

The intertwining operator superalgebra just defined is denoted $(W, \mathcal{A}, \{\mathcal{V}^{a_3}_{a_1a_2}\}, 1, \tau)$ or simply $W$. Theorem 3.5 in [H4] can be modified easily to incorporate the signs and to apply to the cases discussed in the present paper. Applying this modification to $V$, we obtain the following:

Theorem 4.4 Assume in addition that $V$ is rational. Let $\mathcal{A} = \{a_i\}_{i=1}^m$ be the set of all equivalence classes of irreducible $V$-modules. Let $W^{a_1}, \ldots, W^{a_m}$ be representatives of $a_1, \ldots, a_m$, respectively. Let $W = \coprod_{i=1}^m W^{a_i}$, and let $\mathcal{V}^{a_3}_{a_1a_2}$ for $a_1, a_2, a_3 \in \mathcal{A}$, be the space of intertwining operators of type $(W^{a_1} W^{a_2})$. Then $(W, \mathcal{A}, \{\mathcal{V}^{a_3}_{a_1a_2}\}, 1, \tau)$ (where $1$, $\tau$ are the vacuum and Neveu-Schwarz element of $V$, respectively) is an $\mathcal{N} = 1$ superconformal intertwining operator superalgebra.

In particular, we have:

Theorem 4.5 For any integers $p, q$ larger than 1 such that $p - q \in 2\mathbb{Z}$ and $(p - q)/2$ and $q$ relatively prime to each other, the direct sum

$$\bigoplus_{m,n \in \mathbb{Z}, m-n \in 2\mathbb{Z}, 0 < m < p, 0 < n < q} L_{ns}(c_{p,q}, h_{p,q}^{m,n})$$

together with the finite set

$$\{m, n \in \mathbb{Z}, m - n \in 2\mathbb{Z}, 0 < m < p, 0 < n < q\}$$
the spaces of intertwining operators of type
\[
\left( \begin{array}{c}
L_{ns}(c_{p,q}, h_{p,q}^{m_1,n_1}) \\
L_{ns}(c_{p,q}, h_{p,q}^{m_2,n_2}) 
\end{array} \right)
\] for \(m_i, n_i \in \mathbb{Z}, m_i - n_i \in 2\mathbb{Z}, 0 < m_i < p, 0 < n_i < q, i = 1, 2,\) and the vacuum and the Neveu-Schwarz elements of \(L_{ns}(c_{p,q}, 0)\) is an \(N = 1\) superconformal intertwining operator superalgebra.

Now we discuss the vertex tensor category structures. Recall the sphere partial operad \(K = \{K(j)\}_{j \in \mathbb{N}},\) the vertex partial operads \(K^c = \{K^c(j)\}_{j \in \mathbb{N}}\) of central charge \(c \in \mathbb{C}\) constructed in [H5] and the definition of vertex tensor category in [HL2] and [HL7]. For any \(c \in \mathbb{C}\) and \(j \in \mathbb{N}, K^c(j)\) is a trivial holomorphic line bundle over \(K(j)\) and we have a canonical holomorphic section \(\psi_j.\) Given a vertex tensor category, we have, among other things, a tensor product bifunctor \(\boxtimes_{\psi_j}\) for each \(\psi_j \in K^c(2)\). In particular, \(\psi_2(P(z)) \in K^c(2)\) and thus there is a tensor product bifunctor \(\boxtimes_{\psi_2(P(z))}\). Note that \(\boxtimes_{P(z)}\) constructed in [HL3] can be generalized without any difficulty to categories of modules for vertex operator superalgebras. By Proposition 2.7 and Theorem 3.5, and Theorem 3.2 and Corollary 3.3 in [H2], we obtain:

**Theorem 4.6** Let \(c\) be the central charge of \(V.\) Then the category of \(V\)-modules has a natural structure of vertex tensor category of central charge \(c\) such that for each \(z \in \mathbb{C}^\times,\) the tensor product bifunctor \(\boxtimes_{\psi_2(P(z))}\) associated with \(\psi_2(P(z)) \in K^c(2)\) is equal to generalization to the category \(V\)-modules of \(\boxtimes_{P(z)}\) constructed in [HL3].

Combining Theorem 4.6 with Theorem 4.4 in [HL2] (see [HL7] for the proof), we obtain:

**Corollary 4.7** The category of \(V\)-modules has a natural structure of braided tensor category such that the tensor product bifunctor is \(\boxtimes_{P(1)}\). In particular, the category of \(L_{ns}(c_{p_1,q_1}, 0) \otimes \cdots \otimes L_{ns}(c_{p_m,q_m}, 0)\)-modules has a natural structure of braided tensor category.

In particular, the special case \(V = L_{ns}(c_{p,q}, 0)\) gives:
Theorem 4.8  For any integers \( p, q \) larger than 1 such that \( p - q \in 2\mathbb{Z} \) and \( (p - q)/2 \) and \( q \) relatively prime to each other, the category of modules for the \( N = 1 \) Neveu-Schwarz Lie superalgebra equivalent to \( L_{ns}(c_{p,q}, h_{p,q}^{m,n}) \), \( m, n \in \mathbb{Z}, m - n \in 2\mathbb{Z}, 0 \leq m < p, 0 < n < q \), has a natural structure of braided tensor category such that the tensor product bifunctor is \( \boxtimes_{P(1)} \).

5  Appendix: An example

In this appendix we give a concrete example. Using this example, we present a way to calculate the fusion rules for minimal models and also show how to derive explicit differential equations for matrix coefficients.

By Theorem 2.1, for integers \( p, q \) larger than 1 such that \( p - q \in 2\mathbb{Z} \) and \( (p - q)/2 \) and \( q \) are relatively prime to each other, all irreducible representations of vertex operator superalgebra \( L_{ns}(c_{p,q}, 0) \) are given by the set \( L_{ns}(c_{p,q}, h_{p,q}^{m,n}) \) where \( m, n \in \mathbb{N}, 0 < m < p, 0 < n < q \) and \( m - n \in 2\mathbb{Z} \). We consider the special case \( c = -11/14 \), that is, \( p = 7 \) and \( q = 3 \). Then vertex operator superalgebra \( L_{ns}(-11/14, 0) \) has three inequivalent irreducible modules \( L_{ns}(-11/14, 2/7) \), \( L_{ns}(-11/14, -1/14) \) and itself. The following fact follows from the representation theory (see [As]) of \( \mathbb{N} = 1 \) Neveu-Schwarz Lie superalgebra:

Proposition 5.1

1. The irreducible module \( L_{ns}(-11/14, 0) \) is equivalent to \( V_{ns}(-11/14, 0)/J^1 \), where \( J^1 \) is a submodule generated by a (singular) vector of weight 6.

2. The irreducible module \( L_{ns}(-11/14, 2/7) \) is equivalent to

\[
M_{ns}(-11/14, 2/7)/(J^2 + J^3)
\]

where \( J^2 \) and \( J^3 \) are submodules generated by (singular) vectors of weights 2 and 5/2, respectively.

3. The irreducible module \( L_{ns}(-11/14, -1/14) \) is equivalent to

\[
M_{ns}(-11, 14, -1/14)/(J^4 + J^5)
\]

where \( J^4 \) and \( J^5 \) are submodules generated by (singular) vectors of weights 4 and 3/2, respectively.

\[\blacksquare\]
The proof of this result is easy and is omitted.

Now we assume that the reader is familiar with the theory of Zhu’s algebra associated to a vertex operator algebra (see [Z]). It has been shown in [Kwan] that $A(V_{ns}(c,0))$ (Zhu’s algebra associated to $V_{ns}(c,0)$) is isomorphic to $\mathbb{C}[x]$ where $x = [\omega]$. Using this information and Conclusion 1 in Proposition 5.1, we see that $A(L_{ns}(-11/14,0))$ is isomorphic to $\mathbb{C}[x]/\langle x(x - 2/7)(x + 1/14) \rangle$.

Next we use Frenkel-Zhu’s formula in [FZ] to calculate the fusion rules. First we have the following result which can be obtained by using the results in [KWan]:

**Proposition 5.2** Let $A(M_{ns}(c,h))$ be the $A(V_{ns}(c,0))$-bimodule associated to the $V_{ns}(c,0)$-module $M_{ns}(c,h)$ with the left and right action given by

\[
\begin{align*}
  a \ast m &= \text{Res}_x Y(a, x) \frac{(1 + x)^{\text{deg}(a)}}{x} m, \\
  m \ast a &= \text{Res}_x Y(a, x) \frac{(1 + x)^{\text{deg}(a) - 1}}{x} m,
\end{align*}
\]

respectively, for $a \in V_0$, $m \in A(M_{ns}(c,h))$ and with trivial action for $a \in V_1$, $m \in A(M_{ns}(c,h))$. Then we have:

1. The $A(V_{ns}(c,0))$-bimodule $A(M_{ns}(c,h))$ is equivalent to

\[ \mathbb{C}[x, y] \oplus \mathbb{C}[x, y]v, \]

where $x = [L(0) + 2L(-1) + L(-2)]$, $y = [L(-1) + L(-2)]$ and $v = [G(-1/2)]$.

2. We have the following action of $A(V_{ns}(c,0)) \cong \mathbb{C}[y]$ on $A(M_{ns}(c,h)) \cong \mathbb{C}[x, y] \oplus \mathbb{C}[x, y]v$:

\[
\begin{align*}
  y \ast (x^k y^l) &= x^{k+1} y^l, & (x^k y^l) \ast y &= x^k y^{l+1}, \\
  y \ast (x^k y^l v) &= x^{k+1} y^l v, & (x^k y^l v) \ast y &= x^k y^{l+1} v.
\end{align*}
\]

The proof of this result is straightforward and is omitted.

From this result, we see that $A(M_{ns}(c,h))$ has $\mathbb{Z}_2$-grading:

\[ A(M_{ns}(c,h)) = A(M_{ns}(c,h))^+ \oplus A(M_{ns}(c,h))^-, \]

where

\[ A(M_{ns}(c,h))^+ = \mathbb{C}[x, y] \]
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and

\[ A(M_{ns}(c, h))^- = \mathbb{C}[x, y]v. \]

Using this result, we identify \( A(L_{ns}(-11/14, 2/7)) \) as follows: It is not hard to see that \( J^2 \) is generated by the vector

\[
(8L(-2) - 21L(-1)^2 + 21G(-3/2)G(-1/2))w
\]

and \( J^3 \) is generated by

\[
\left( L(-2)G(-1/2) - \frac{25}{14} G(-5/2) - \frac{7}{6} L(-1)^2 G(-1/2) + \frac{3}{2} L(-1)G(-3/2) \right)w,
\]

where \( w \) is a lowest weight vector in \( M_{ns}(-11/14, 2/7) \).

Since for any \( A(L_{ns}(-11/14, 0)) \)-module \( M \) and any submodule \( I \) of \( M \), \( A(M/I) \) is equivalent to \( A(M)/A(I) \), we obtain by using Proposition 5.2 and calculations that \( A(L_{ns}(-11/14, 2/7)) \) is equivalent to \( \mathbb{C}[x, y]/I_1 \oplus \mathbb{C}[x, y]v/I_2v \) where

\[
\begin{align*}
I_1 &= \left\langle -21(x - y)^2 + 4(x + y) + \frac{4}{7}, (x - y)(49(x - y)^2 - 84(x + y) + 20) \right\rangle, \\
I_2 &= \left\langle -\frac{7}{6}(x - y)^2 + \frac{1}{2}(x + y) + \frac{1}{24}, -\frac{75}{28} + 25(x + y) - 21(x - y)^2 \right\rangle.
\end{align*}
\]

Note that \( \dim_{\mathbb{C}} A(L_{ns}(-11/14, 2/7)) = 4 \).

We now apply Frenkel-Zhu’s formula for the fusion rules, that is, the dimensions of the spaces of intertwining operators. It is proved in [FZ] (see also [Li]) that for suitable vertex operator algebra \( V \) and any \( V \)-modules \( W_1, W_2 \) and \( W_3 \), the fusion rule

\[ \mathcal{N}^{W_3}_{W_1W_2} = \dim \text{Hom}_{A(V)}(A(W_1) \otimes_{A(V)} W_2(0), W_3(0)), \]

where \( W_i(0), i = 1, 2, 3 \), are the top level of \( W_i \), respectively, equipped with \( A(V) \)-module structures.

We have shown in the proof of Proposition 5.2 that any intertwining operator \( \mathcal{Y} \) among irreducible modules is uniquely determined by \( \mathcal{Y}(w_1, z) \) and \( \mathcal{Y}(G(-1/2)w_1, z) \) where \( w_{(1)} \) is a lowest weight vector. Now we have actually reproved this fact using Frenkel-Zhu’s theory. In fact from the \( \mathbb{Z}_2 \)-grading of \( A(W) = A(W)^0 \oplus A(W)^1 \), it follows that

\[
\text{Hom}_{A(V)}(A(W_1) \otimes_{A(V)} W_2(0), W_3(0)) \cong
\text{Hom}_{A(V)}(A(W_1)^0 \otimes_{A(V)} W_2(0), W_3(0))
\oplus \text{Hom}_{A(V)}(A(W_1)^- \otimes_{A(V)} W_2(0), W_3(0)).
\]
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Thus one can define in an obvious way \((N_{W_3}^{W_1 W_2})^0\) and \((N_{W_3}^{W_1 W_2})^1\). We have proved in Proposition 2.2 that \(N_{W_3}^{W_1 W_2} \leq 2\). A natural question is: Is it true that \((N_{W_3}^{W_1 W_2})^0 \leq 1\) and \((N_{W_3}^{W_1 W_2})^1 \leq 1\)?

Let us go back to our example. For convenience, we shall denote the fusion rules among irreducible modules \(L_{ns}(-11/14, h_1), L_{ns}(-11/14, h_2)\) and \(L_{ns}(-11/14, h_3)\) for \(L_{ns}(-11/14, 0)\) by \(N_{h_3}^{h_1 h_2}\). By using the formula above and this notation, we obtain

\[
\begin{align*}
N_{2/7, 2/7}^0 &= 1, \\
N_{2/7, 2/7}^{-1/14} &= 1, \\
N_{2/7, 2/7}^{2/7} &= 0, \\
N_{2/7, -1/14}^0 &= 0, \\
N_{2/7, -1/14}^{2/7} &= 1, \\
N_{2/7, -1/14}^{-1/14} &= 1, \\
N_{2/7, -1/14}^{-1/14} &= 1, \\
N_{2/7, -1/14}^{-1/14} &= 1,
\end{align*}
\]

in addition to the obvious fusion rules. In the proceeding section, we have proved that there is a braided tensor category structure on the category of modules for \(L_{ns}(c_{p,q}, 0)\). Using the tensor product notation \(\boxtimes = \boxtimes_{P(1)}\) and using \(\cong\) as an abbreviation of the phrase “is isomorphic to,” we have the following decompositions of the tensor product modules:

\[
\begin{align*}
L_{ns}(-11/14, 2/7) \boxtimes L_{ns}(-11/14, 2/7) \\
&\cong L_{ns}(-11/14, -1/14) \oplus L_{ns}(-11/14, 0), \\
L_{ns}(-11/14, 2/7) \boxtimes L_{ns}(-11/14, -1/14) \\
&\cong L_{ns}(-11/14, 2/7) \oplus L_{ns}(-11/14, -1/14), \\
L_{ns}(-11/14, -1/14) \boxtimes L_{ns}(-11/14, -1/14) \\
&\cong L_{ns}(-11/14, 0) \oplus L_{ns}(-11/14, -1/14) \oplus L_{ns}(-11/14, 2/7).
\end{align*}
\]

Finally we discuss the differential equations. Let

\[Y_1, Y_2 \in \mathcal{Y}_{L_{ns}(-11/14, 2/7)}^{L_{ns}(-11/14, -1/14)} L_{ns}(-11/14, 2/7).\]

Our goal is to derive differential equations from which we can find the sums of the series

\[\langle w(1)_{(1)}, Y_1(w(1), z_1)Y_2(w(2), z_2)w(3) \rangle,\]
where \( w_{(1)}, w_{(2)} \in L_{ns}(-11/14, -1/14), w_{(3)} \in L_{ns}(-11/14, 2/7) \) and \( w'_{(4)} \in L'(-11/14, 2/7) \) are the lowest weight vectors in these modules. We will see that even with singular vectors of weight 2, we have highly non-trivial differential equations.

Since

\[
\langle w'_{(4)}, \mathcal{Y}_1(w_{(1)}, z_1)\mathcal{Y}_2(w_{(2)}, z_2)(8L(-2) - 21L(-1)^2 + 21G(-3/2)G(-1/2))w_{(3)} \rangle = 0,
\]

\[
\langle w'_{(4)}, \mathcal{Y}_1(G(-1/2)w_{(1)}, z_1)\mathcal{Y}_2(G(-1/2)w_{(2)}, z_2)(8L(-2) - 21L(-1)^2 + 21G(-3/2)G(-1/2))w_{(3)} \rangle = 0,
\]

we obtain

\[
\begin{align*}
&\left(-8 \left(\frac{1}{14z_1^2} + \frac{1}{14z_2^2}\right) - 21(\partial_{z_1} + \partial_{z_2})^2 - 29 \left(\frac{\partial_{z_1}}{z_1} + \frac{\partial_{z_2}}{z_2}\right)\right)Q_{0,0}(z_1, z_2) \\
&+ 21 \left(\frac{1}{z_1} - \frac{1}{z_2}\right)Q_{1,1}(z_2, z_2) = 0, \\
&\left(\frac{3}{7z_1^2} + \frac{3}{7z_2^2} - 21(\partial_{z_1} + \partial_{z_2})^2 - 29 \left(\frac{\partial_{z_1}}{z_1} + \frac{\partial_{z_2}}{z_2}\right)\right)Q_{1,1}(z_1, z_2) \\
&+ \left(\left(\frac{1}{z_2} - \frac{1}{z_1}\right)\partial_{z_1}\partial_{z_2} + \frac{1}{7} \left(\frac{\partial_{z_1}}{z_2} - \frac{\partial_{z_2}}{z_1}\right)\right)Q_{0,0}(z_1, z_2) = 0.
\end{align*}
\]

Note that this is a system of regular singular points.

Since

\[
Q_{0,0}(z_1, z_2) = z_1^{1/14} z_2^{1/14} R_{0,0}((z_2/z_1)^{1/2}),
\]

\[
Q_{1,1}(z_1, z_2) = z_1^{1/14 - 1/2} z_2^{1/14 - 1/2} R_{1,1}((z_2/z_1)^{1/2}),
\]

we obtain the following system for \( R_{0,0}(z) \) and \( R_{1,1}(z) \):

\[
R''_{0,0}(z) - \frac{-43z^{-1} + 100z - 54z^3}{21(1 - z^2)^2} R'_{0,0}(z)
- \frac{23z^2 + 23z^{-2} - 6}{147(1 - z^2)^2} R_{0,0}(z) + \frac{4}{z(1 - z^2)} R_{1,1}(z) = 0,
\]

\[
R''_{1,1}(z) - \frac{100z - 117z^3 - z^{-1}}{21(1 - z^2)^2} R'_{1,1}(z)
- \frac{324}{21(1 - z^2)^2} R_{1,1}(z) + \frac{83z - 203z^3 + 114z^5 - 21 + 42z^2 - 21z^4}{21z(z^2 - 1)^3} R'_{0,0}(z)
- \frac{37z^4 + 6z^2 + 37}{147z(z^2 - 1)^3} R_{0,0}(z) = 0.
\]
Note that this system is analytic in the region $0 < |z| < 1$ and has a regular singularity at $z = 0$. Using the standard method, one can prove the convergence of power series solutions of (5.3)–(5.4).

Similarly, from

\[
\begin{align*}
\langle w'_{(4)}, \mathcal{Y}_1(G(-1/2)w_{(1)}, z_1)\mathcal{Y}_2(w_{(2)}, z_2)\rangle & (8L(-2) - 21L(-1)^2 + 21G(-3/2)G(-1/2))w_{(3)} \rangle = 0, \\
\langle w'_{(4)}, \mathcal{Y}_1(w_{(1)}, z_1)\mathcal{Y}_2(G(-1/2)w_{(2)}, z_2)\rangle & (8L(-2) - 21L(-1)^2 + 21G(-3/2)G(-1/2))w_{(3)} \rangle = 0,
\end{align*}
\]

we obtain the following system:

\[
\begin{align*}
&\left( \left( \frac{3}{7z_1^2} - \frac{4}{7z_2^2} \right) - 21(\partial_{z_1} + \partial_{z_2})^2 - 29 \left( \frac{\partial_{z_1}}{z_1} + \frac{\partial_{z_2}}{z_2} \right) \right) Q_{1,0}(z_1, z_2)
\quad + \left( 21 \left( \frac{\partial_{z_1}}{z_2} - \frac{\partial_{z_2}}{z_1} \right) - \frac{21}{7z_1^2} \right) Q_{0,1}(z_2, z_2) = 0, \\
&\left( \left( \frac{3}{7z_2^2} - \frac{4}{7z_1^2} \right) - 21(\partial_{z_1} + \partial_{z_2})^2 - 29 \left( \frac{\partial_{z_1}}{z_1} + \frac{\partial_{z_2}}{z_2} \right) \right) Q_{0,1}(z_1, z_2)
\quad + \left( 21 \left( \frac{\partial_{z_2}}{z_1} - \frac{\partial_{z_1}}{z_2} \right) - \frac{21}{7z_2^2} \right) Q_{1,0}(z_2, z_2) = 0.
\end{align*}
\]

Since

\[
Q_{1,0}(z_1, z_2) = z_1^{1/14-1/2} z_2^{1/14} R_{1,0}((z_2/z_1)^{1/2}), \\
Q_{0,1}(z_1, z_2) = z_1^{1/14} z_2^{1/14-1/2} R_{0,1}((z_2/z_1)^{1/2}),
\]

we obtain a system for $R_{1,0}(z)$ and $R_{0,1}(z)$:

\[
\begin{align*}
R_{1,0}''(z) - \frac{168z - 118z^3 - 116z^{-1}}{42(z^2 - 1)^2} R_{1,0}(z)
\quad - \frac{36}{147} - \frac{348}{147z^2} + \frac{14700}{28182} R_{1,0}(z) - \frac{2}{z^2 - 1} R_{0,1}'(z) - \frac{2z^{-1} - 6z}{7(z^2 - 1)^2} R_{0,1}(z) &= 0, \\
R_{0,1}''(z) + \frac{-425z^{-1} + 424z^3}{7(z^2 - 1)^2} R_{0,1}(z)
\quad - \frac{12z^{-2} - 16z^2}{147(z^2 - 1)^2} R_{0,1}(z) - \frac{2}{z^2 - 1} R_{1,0}(z) + 30
\end{align*}
\]
\[ -\frac{84z + 96z^{-1}}{21(z^2 - 1)^2} R_{1,0}(z) = 0. \quad (5.5) \]
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