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Abstract

We prove that, for every graph $F$ with at least one edge, there is a constant $c_F$ such that there are graphs of arbitrarily large chromatic number and the same clique number as $F$ in which every $F$-free induced subgraph has chromatic number at most $c_F$. This generalises recent theorems of Briański, Davies and Walczak, and Carbonero, Hompe, Moore and Spirkl. Our results imply that for every $r \geq 3$ the class of $K_r$-free graphs has a very strong vertex Ramsey-type property, giving a vast generalisation of a result of Folkman from 1970. We also prove related results for tournaments, hypergraphs and infinite families of graphs, and show an analogous statement for graphs where clique number is replaced by odd girth.

1 Introduction

Given a graph with large chromatic number, what can we say about its local structure? For example, are there induced subgraphs that appear in every graph with sufficiently large chromatic number? Perhaps the first question of this type one might ask is whether every graph with large chromatic number contains a large complete subgraph. However, it has been known since the 1940s that this is not the case: Tutte [8] and Zykov [41] gave constructions of triangle-free graphs with arbitrarily large chromatic number, and Erdős [10] showed that there exist graphs with both arbitrarily large girth and chromatic number. But this raises another question: if a graph with large chromatic number does not contain a large complete subgraph, then what can we say about its induced subgraphs?

It is helpful to use the language of $\chi$-bounded classes: a hereditary class $G$ is $\chi$-bounded if there is some function $f$ such that $\chi(G) \leq f(\omega(G))$ for all $G \in G$, where $\chi(G)$ denotes the chromatic number of $G$ and $\omega(G)$ denotes the clique number (the maximum number of vertices in a complete subgraph of $G$). The study of $\chi$-boundedness was strongly
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influenced by an important paper of Gyárfás [14], that put forward a number of influential conjectures. There has been a burst of recent activity in this area, and many of the conjectures have recently been resolved (see [33, 36]).

An important strategy for showing that a hereditary class $\mathcal{G}$ is $\chi$-bounded has been that of ‘cleaning up’ its structure: given $G \in \mathcal{G}$ with very large chromatic number, we can attempt to find an induced subgraph that still has fairly large chromatic number, but is structurally simpler in some way. If this succeeds for all $G \in \mathcal{G}$, then to determine whether the class $\mathcal{G}$ is $\chi$-bounded we need only consider these structurally simpler graphs. A very strong version of this approach was proposed independently by Fred Galvin and Vojtěch Rödl (see [21]) and by Louis Esperet (see [36]), who made the striking conjecture that every graph with large chromatic number contains either a large clique or an induced triangle-free subgraph with large chromatic number. If this were true, it would have radical consequences for the study of $\chi$-boundedness, as it would imply that whether or not a class is $\chi$-bounded is determined by the triangle-free graphs in the class. However, Galvin and Rödl’s conjecture was recently disproved by Carbonero, Hompe, Moore and Spirkl [7], who proved the following via a surprising new twist on a construction of Kierstead and Trotter [17].

**Theorem 1** (Carbonero, Hompe, Moore and Spirkl [7]). There are graphs of arbitrarily large chromatic number that contain neither a $K_4$ nor a triangle-free induced subgraph of chromatic number greater than four.

Shortly afterwards, Briański, Davies and Walczak [5] extended the result of Carbonero, Hompe, Moore and Spirkl to cliques of prime order in an ingenious paper proving the following.\(^1\)

**Theorem 2** (Briański, Davies and Walczak [5]). For every prime $p$, there are $K_{p+1}$-free graphs $G$ of arbitrarily large chromatic number such that every $K_p$-free induced subgraph $H$ of $G$ satisfies $\chi(H) \leq \omega(H)^{\omega(H)^2}$.

Theorems 1 and 2 show that there are $K_{p+1}$-free graphs of large chromatic number in which every induced subgraph of large chromatic number contains a copy of $K_p$. Thus, the ‘cleaning up’ strategy cannot be deployed in the straightforward way that Esperet’s conjecture suggests: we cannot simply drop to an induced subgraph with large chromatic number but smaller clique number. Nevertheless, we might still hope that we can get rid of some other graphs.

In this paper, we show that Theorems 1 and 2 are just the tip of the iceberg. Let us say that a graph $G$ is $F$-free if it does not contain an induced copy of $F$. We will show that results such as Theorems 1 and 2 hold not just for cliques, but in fact for every nontrivial graph $F$.

**Theorem 3.** For every graph $F$ with at least one edge, there is a constant $c_F$ and graphs $G$ of arbitrarily large chromatic number and the same clique number as $F$ such that every $F$-free induced subgraph of $G$ is $c_F$-colourable.

\(^1\)Building on this result, they further showed that there are classes of graphs that are $\chi$-bounded but not polynomially $\chi$-bounded, disproving another conjecture of Esperet [11].
It follows that there is no general ‘cleaning up’ strategy to get rid of induced subgraphs: it is necessary instead to use particular properties of the class under consideration, or to focus on other structural features.\footnote{See, for example, the discussion of diameter and Conjecture 1.10 in [35].}

Theorem 3 is also interesting from the perspective of Ramsey theory. A class $C$ of graphs is a \textit{vertex Ramsey class} if, for every $F \in C$ and positive integer $k$, there is some $G \in C$ such that every vertex colouring of $G$ in $k$ colours contains a monochromatic induced copy of $F$. Vertex Ramsey classes were first studied in the 1970s by Folkman [12] and Nešetřil and Rödl [24] as part of the development of a rich theory (see [22]). The general question is to determine which hereditary classes $C$ of graphs are vertex Ramsey. There has been substantial progress, particularly in the case when $C$ is determined by a single excluded induced subgraph, that is, when $C$ is the class of $F$-free graphs for some $F$ (see [12, 24, 28, 30–32]), or when $C$ is defined by excluding a clique and a tree [16, 18]. Ramsey classes of infinite graphs have also been studied in [15, 19, 20].

One of the earliest results on vertex Ramsey classes is due to Folkman [12], who proved in 1970 that the class $C_r$ of $K_r$-free graphs is vertex Ramsey for every $r \geq 3$: in other words, for every $K_r$-free graph $F$ and every positive integer $k$, there is a $K_r$-free graph $H$ such that in every $k$-colouring of $V(H)$ some colour class contains an induced copy of $F$. Theorem 3 proves a vastly stronger property: it shows that for every $K_r$-free graph $F$ there are $K_r$-free graphs with arbitrarily large chromatic number in which every induced subgraph of large chromatic number contains an induced copy of $F$. This difference resembles the difference between the theorems of Van der Waerden [40] and Szemerédi [39] on monochromatic arithmetic progressions in the integers.

Interestingly, there is no edge version of Theorem 3: Rödl [27] proved that, for all $k$, every graph with sufficiently large chromatic number contains a triangle-free subgraph with chromatic number $k$. In particular, while the class of triangle-free graphs is both vertex and edge Ramsey [25] and satisfies the strengthened vertex Ramsey property, it does not satisfy the analogous strengthened edge Ramsey property.

If $F$ is triangle-free, then Theorem 3 guarantees a triangle-free $G$. It is natural to ask whether one can go further and guarantee that $G$ has the same girth as $F$. We conjecture that this is the case, but have been unable to prove it. However, we can prove the following weaker statement, where girth is replaced by odd girth (the length of the shortest odd cycle). This implies that the class $C'_r$ of $\{C_3, C_5, \ldots, C_{2r+1}\}$-free graphs has the strengthened vertex Ramsey property mentioned above.

\textbf{Theorem 4.} For every nonbipartite graph $F$, there is a constant $c'_F$ and graphs $G$ of arbitrarily large chromatic number and the same odd girth as $F$ such that every $F$-free induced subgraph of $G$ is $c'_F$-colourable.

Theorems 3 and 4 both easily extend to finite families of graphs. Indeed, if $F$ is a finite family of graphs (at least one of which contains an edge) and $G_F$ is the disjoint union of the members of $F$, then applying Theorem 3 to $G_F$ shows that there is some constant $c_F$ and graphs $G$ of arbitrarily large chromatic number and the same clique number as...
the largest clique number of a graph in $\mathcal{F}$ such that every induced subgraph of $G$ with chromatic number greater than $c_\mathcal{F}$ contains every member of $\mathcal{F}$ as an induced subgraph. Does this phenomenon occur for infinite families? We will say that a family of graphs $\mathcal{F}$ is \textit{durable} if there exists an infinite graph $H$ with infinite chromatic number such that every infinite-chromatic induced subgraph of $H$ contains every member of $\mathcal{F}$ as an induced subgraph. All finite families of graphs are durable but the situation for infinite families is more complicated. We obtain an effective test for deciding whether a family of unbounded chromatic number is durable which, for example, gives the following result.

\textbf{Theorem 5.} For every integer $g$, the family of graphs with girth at least $g$ is not durable.

In the bounded chromatic number case we obtain a link to $\chi$-boundedness, which in particular implies the following.

\textbf{Theorem 6.} The family of paths is durable.

We also extend and generalise Theorem 3 to the settings of tournaments and hypergraphs (see Sections 5 and 6 for definitions not given below). For tournaments we prove the following.

\textbf{Theorem 7.} For every tournament $T$, there is a constant $C_T$ and tournaments $S$ of arbitrarily large chromatic number such that every $T$-free subtournament of $S$ has chromatic number at most $C_T$.

For hypergraphs, there are two notions for chromatic number: the usual one where no edge is monochromatic and the strong one where no two vertices in an edge have the same colour. Pleasingly, our generalisation of Theorem 3 uses the usual notion of chromatic number for the constructed hypergraph, but the strong notion for its induced subhypergraphs. The statement also has a very general analogue of a clique. A hypergraph is said to be \textit{strongly t-colourable} if its vertices can be $t$-coloured such that no edge contains two vertices of the same colour. A hypergraph \textit{covers} a pair of vertices if it has an edge containing both of them. Theorem 8 applies to general (not necessarily uniform) hypergraphs, but we assume throughout this paper that all edges have size at least two.

\textbf{Theorem 8.} For every hypergraph $\mathcal{F}$ with at least one edge, there is a constant $c_\mathcal{F}$ and hypergraphs $\mathcal{G}$ of arbitrarily large chromatic number such that every $\mathcal{F}$-free induced subhypergraph of $\mathcal{G}$ is strongly $c_\mathcal{F}$-colourable. Moreover, we can take $\mathcal{G}$ such that if $\mathcal{G}$ covers every pair from some $X \subseteq V(\mathcal{G})$, then $\mathcal{G}[X]$ is an induced subhypergraph of $\mathcal{F}$.

It follows from the moreover part of the theorem that the edge sizes which appear in $\mathcal{G}$ are the same as those which appear in $\mathcal{F}$, and that for all $k$ the maximum size of a $k$-uniform clique in $\mathcal{G}$ is the same as that in $\mathcal{F}$. In particular, this theorem contains Theorem 3.

Our constructions for Theorems 3, 4 and 8 all use a common framework: we start with a base structure of large chromatic number and add edges according to ‘distances’ in the base structure. Using generalised Sidon sets, we are able to choose these ‘distances’ to encode $F$ or $\mathcal{F}$ and give precise control over where its copies appear.

The rest of this paper is structured as follows. In Section 2 we describe the base graphs
used in the proofs of Theorems 3 and 4, then we complete the proofs of these theorems in Sections 3 and 4 respectively. Section 5 is concerned with tournaments and contains the proof of Theorem 7, then in Section 6 we turn our attention to hypergraphs and prove Theorem 8. Our results on the durability of infinite families of graphs are covered in Section 7, before we close with a discussion of some open problems in Section 8.

Note added. Since the original version of this paper was made available, Briański, Davies and Walczak have independently proved a strengthening of their Theorem 2, improving the bound on $\chi(H)$ and removing the restriction that $p$ is prime. This can be found in the updated version of their paper [6].

2 Orientations of classical constructions

Our constructions for Theorems 3 and 4 start with orientations of graphs with high chromatic number and restricted clique number or girth. Traditionally the underlying graphs in such orientations have been the well known Zykov graphs [41]. Orientations of these were first considered by Kierstead and Trotter [17], and then used in the constructions of both Carbonero, Hompe, Moore and Spirkl [7] and Briański, Davies and Walczak [5]. For the proof of Theorem 3, we require precisely the following properties of the underlying graphs $X_n$ and their orientations $\bar{X}_n$:

(a) $\chi(X_n) = n$,

(b) $\bar{X}_n$ is acyclic, that is, it contains no directed cycle, and

(c) for all $u, v \in V(\bar{X}_n)$, there is at most one directed path from $u$ to $v$ in $\bar{X}_n$.

The Zykov graphs and their orientations given by Kierstead and Trotter satisfy these conditions and so suffice for the proof of Theorem 3. In fact any $X_n$ with chromatic number $n$ and girth greater than $2n - 2$ has some orientation $\bar{X}_n$ satisfying these three properties (see Lemma 10).

For the proof of Theorem 4 we require one further property in order to rule out short odd cycles (in particular, we cannot take Zykov graphs as the base graphs in the proof of Theorem 4). Define a change of direction in a digraph to be a pair of edges incident to a common vertex that are both directed towards or both directed away from that vertex. For a given positive integer $g$ we ask that $\bar{X}_n$ satisfies:

(d) for every cycle in $X_n$, the corresponding oriented cycle in $\bar{X}_n$ has at least $g$ changes of direction.

Strictly speaking, $\bar{X}_n$ and condition (d) depend on the choice of positive integer $g$, but we suppress this dependence in the notation. Note that if $g \geq 3$, then property (d) implies both (b) and (c). Lemma 10 below states that any $X_n$ with chromatic number $n$ and girth greater than $(g - 1)(n - 1)$ where $g \geq 3$ has an orientation $\bar{X}_n$ satisfying all four properties.

By property (c), it is natural to view $V(\bar{X}_n) = V(X_n)$ as a poset with a strict partial
order based on reachability: for distinct vertices \( u \) and \( v \), we write \( u < v \) if there is a directed path from \( u \) to \( v \) in \( X_n \). Note that there is a correspondence between chains in this poset and sets of vertices that lie on a single directed path in \( X_n \). For vertices \( u < v \) we can define the distance between \( u \) and \( v \), written \( d(u, v) \), to be the length of the unique directed path from \( u \) to \( v \). The uniqueness of directed paths ensures that \( d(u, w) = d(u, v) + d(v, w) \) for vertices \( u < v < w \).

At this stage, the reader may like to proceed directly to Sections 3 and 4 for the proofs of our main theorems, keeping in mind that there exist (di)graphs with the required properties. We continue in this section with the promised constructions.

The following proposition, which is the acyclic case of the Gallai-Roy-Hasse-Vivater theorem, provides a strong relationship between orientations and chromatic number.

**Proposition 9.** A graph \( L \) is \( k \)-colourable if and only if it has an acyclic orientation \( \vec{L} \) which contains no directed paths of length \( k \).

**Proof.** First suppose that \( L \) is \( k \)-colourable and let \( c: V(L) \to \{1, \ldots, k\} \) be a proper \( k \)-colouring. For each edge \( e = uv \) of \( L \), if \( c(u) < c(v) \), then orient \( e \) from \( u \) to \( v \) and if \( c(v) < c(u) \), then orient \( e \) from \( v \) to \( u \). For any directed path \( u_1u_2\ldots u_t \) in the resulting orientation \( \vec{L} \), we have \( 1 \leq c(u_1) < c(u_2) < \cdots < c(u_t) \leq k \) and so the orientation is acyclic and the path has length at most \( k - 1 \).

On the other hand, if the acyclic orientation \( \vec{L} \) has no directed paths of length \( k \), then we may simply colour each vertex \( v \) of \( L \) by the length of the longest directed path in \( \vec{L} \) ending at \( v \).

Erdős [10] showed that for any integers \( g, n \geq 2 \) there are graphs of chromatic number \( n \) and girth at least \( g \). This together with the following lemma (pointed out to us by Jarik Nešetřil) shows that there are indeed digraphs with properties (a) to (d).

**Lemma 10.** Let \( g \geq 3 \) and \( n \geq 2 \) be integers. If a graph \( X_n \) has chromatic number \( n \) and girth greater than \( (g-1)(n-1) \), then \( X_n \) has an orientation \( \vec{X}_n \) satisfying properties (a), (b), (c) and (d).

**Proof.** The graph \( X_n \) has chromatic number \( n \) so, by Proposition 9, has an acyclic orientation \( \vec{X}_n \) which contains no directed paths of length \( n \). In particular, \( \vec{X}_n \) automatically satisfies properties (a) and (b). Consider a cycle \( C \) in \( X_n \). The length of \( C \) is greater than \( (g-1)(n-1) \) and every directed path in \( \vec{X}_n \) has length at most \( n-1 \), so \( C \) has at least \( g \) changes of direction in \( \vec{X}_n \). Hence property (d) is satisfied. Finally, as \( g \geq 3 \), this implies that \( \vec{X}_n \) satisfies property (c) also.
3 Clique number

In this section, we will give the proof of Theorem 3. We have not tried hard to optimise the bounds; however, writing $f = |V(F)|$, the proof gives\(^3\)

\[
\begin{align*}
c_F &\leq (32f^4)^{|E(F)|}, \\
c_F &\leq ((2 + o(1))f^4)^{|E(F)|}.
\end{align*}
\]

We begin by sketching the proof strategy, and then discuss $B_3$-sets in Section 3.1, before giving the details of the proof in Section 3.2.

The constructions in \([5, 7, 17]\) start with oriented (Zykov) graphs $\overrightarrow{X_n}$ satisfying properties (a) through (d), and add new edges $\overrightarrow{uv}$ (or sometimes $\overrightarrow{vu}$ in \([7]\)) between vertices $u < v$ whenever $p$ does not divide $d(u, v)$ for some prime $p$. These papers use arbitrary primes $p$, $p = 3$ and $p = 2$ respectively. Our construction is similar in that, for some prime $p$, we add edges to $\overrightarrow{X_n}$ based on the residues modulo $p$ of the distances between endpoints. However, the set of residues for which we add edges is now more sophisticated.

Let $\overrightarrow{G}$ be the digraph so obtained, and let $G$ be its underlying undirected graph. As $X_n$ is a subgraph of $G$, we know that $\chi(G) \geq n$. The extra edges will be added so that the following properties hold:

• $\omega(G) = \omega(F)$,
• $\overrightarrow{G}$ is acyclic, and
• if there is a long (depending only on $F$) directed path in $\overrightarrow{G}$ all of whose edges correspond to the same distance modulo $p$, then some vertices of this path induce a copy of $F$ in $G$.

The second and third properties are particularly useful in light of Proposition 9.

Now taking $G$ as above, suppose that $H$ is an induced subgraph of $G$ which does not contain $F$ as an induced subgraph. Let $H_i$ be the subgraph of $H$ which consists of those edges corresponding to distance $i$ modulo $p$. By the third bullet point, $H_i$ cannot contain a long directed path. Thus, Proposition 9 and the second bullet point imply that $H_i$ has chromatic number bounded in terms of $F$. Taking a product colouring (over the possible $i$) will then show that $H$ itself must have chromatic number at most some $c_F$.

3.1 $B_3$-sets

To guarantee that $G$ has the same clique number as $F$ our construction will utilise $B_3$-sets. A set of integers $S = \{a_1 < a_2 < \cdots < a_k\}$ is a $B_3$-set if the sums

$$a_{i_1} + a_{i_2} + a_{i_3}, \quad 1 \leq i_1 \leq i_2 \leq i_3 \leq k$$

are all different. A simple example of a $B_3$-set is the set of powers of four — it would suffice to use an initial segment of this for our arguments, although the resulting bound

\(^3\)Using results from the updated version of Briański, Davies and Walczak’s paper \([6]\) (see the note at the end of the introduction), this can be improved to $c_F = O(f^9)$ by noting that the graph $G$ we construct in Section 3.2 can be taken to be a subgraph of their $G_{n,p}$. 
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on $c_F$ would be much worse. $B_3$-sets (and more generally $B_h$-sets, which we discuss in Section 4.1) were introduced by Bose and Chowla [4] as a generalisation of Sidon sets [37], which are precisely the $B_2$-sets (i.e. sets of integers where all pairwise differences are distinct). In particular, every $B_3$-set is also a $B_2$-set. Let $S$ be a $B_3$-set and let

$$D = \{s - s': s' < s \text{ and } s, s' \in S\}$$

be the difference set of $S$. The sets $S$ and $D$ satisfy the following two claims which motivate our interest in $B_3$-sets.

**Claim 1** (Triangle fact). Suppose that $D$ contains not necessarily distinct $d_1, d_2$ such that $d_1 + d_2 \in D$. Then there are $b_1 < b_2 < b_3$ all in $S$ such that $\{b_2 - b_1, b_3 - b_2\} = \{d_1, d_2\}$.

**Proof.** Suppose that $d_1, d_2, d_1 + d_2$ are all in $D$. Then there are $x_1, x_2, x_3, y_1, y_2, y_3$ all in $S$ with $d_1 = y_1 - x_1$, $d_2 = y_2 - x_2$ and $d_1 + d_2 = y_3 - x_3$. Hence,

$$(y_1 - x_1) + (y_2 - x_2) = y_3 - x_3,$$

$$\Rightarrow y_1 + y_2 + x_3 = x_1 + x_2 + y_3.$$

But $S$ is a $B_3$-set, so $y_1, y_2, x_3$ must be $x_1, x_2, y_3$ in some order. The elements of $D$ are positive integers so $x_i \neq y_i$ for all $i$. Hence $y_1$ is either $x_2$ or $y_3$.

- If $y_1 = x_2$, then $b_1 = x_1, b_2 = y_1 = x_2,$ and $b_3 = y_2$ satisfy $(b_2 - b_1, b_3 - b_2) = (d_1, d_2)$.
- If $y_1 = y_3$, then $y_2 = x_1$ (as $y_2 \neq x_2$) and so $b_1 = x_2, b_2 = x_1 = y_2,$ and $b_3 = y_1$ satisfy $(b_2 - b_1, b_3 - b_2) = (d_2, d_1)$. \hfill \qed

The preceding claim can be leveraged to cover more distances.

**Claim 2** (Clique fact). Let $\ell$ be a natural number and suppose that $D$ contains not necessarily distinct $d_1, \ldots, d_\ell$ such that every sum of the form

$$\sum_{i_1 \leq i_2} d_{j}$$

with $1 \leq i_1 \leq i_2 \leq \ell$ is in $D$. Then there are $b_1 < \cdots < b_{\ell+1}$ all in $S$ such that either $b_{i+1} - b_i = d_i$ for all $i$, or $b_{i+1} - b_i = d_{\ell+1-i}$ for all $i$.

**Proof.** We proceed by induction on $\ell$. The case $\ell = 1$ is trivial and the case $\ell = 2$ is the triangle fact, so suppose $\ell \geq 3$. By the induction hypothesis, there are $b_1 < \cdots < b_\ell$ such that either $b_{i+1} - b_i = d_i$ for all $i < \ell$, or $b_{i+1} - b_i = d_{\ell+1-i}$ for all $i < \ell$. We may assume that $b_{i+1} - b_i = d_i$ for all $i < \ell$, as the other case follows by a symmetric argument.

Let us say that a difference $d \in D$ is associated with $b \in S$ if there is some $c \in S$ such that $|b - c| = d$. As $S$ is a Sidon set, $d_{\ell-1}$ is only associated with $b_{\ell-1}$ and $b_\ell$. Thus, applying the triangle fact to $d_{\ell-1}$ and $d_\ell$ we find that there is $b \in S$ such that either $b_{\ell-1} - b = d_\ell$ or $b - b_\ell = d_\ell$. In the latter case we are done, so assume that $b_{\ell-1} - b = d_\ell$.

Similarly, $d := \sum_{j=1}^{\ell-1} d_j$ is only associated with $b_1$ and $b_\ell$, so by applying the triangle fact to $d$ and $d_\ell$ we find that there is some $b' \in S$ such that either $b_1 - b' = d_\ell$ or $b' - b_\ell = d_\ell$. In the latter case we are done so we assume that $b_1 - b' = d_\ell$. But then $b' < b_1 < b_{\ell-1}$ are all associated with $d_\ell$ while $S$ is a Sidon set. This is a contradiction, as required. \hfill \qed
The existence of large $B_3$-sets is guaranteed by the following theorem of Bose and Chowla [4, Thm. 2]. We use the standard shorthand $[n] = \{1, \ldots, n\}$.

**Theorem 11** (Bose and Chowla [4]). Let $q$ be one more than a prime power. There is a $B_3$-subset of $[q^3]$ of size $q$ that contains both 1 and 2.

Given a natural number $f$, using the well known fact that the gap between consecutive primes $q < q'$ is $o(q)$ (see, for instance, [2] for an up-to-date bound), Theorem 11 implies that for $N = (1 + o(1))f^3$, there is a $B_3$-subset of $[N]$ of size at least $f$ that contains both 1 and 2. Bertrand’s postulate gives a non-asymptotic bound: the smallest prime $p = q - 1$ greater than $f - 1$ is less than $2f - 1$ and so Theorem 11 gives a $B_3$-subset of $[q^3] \subseteq [8f^3]$ of size at least $f$ that contains both 1 and 2.

### 3.2 Proof of Theorem 3

Fix a graph $F$ with at least one edge and let $f = |V(F)|$. Let $p$ be a prime number chosen to be large enough that $[(p - 1)/2]$ has a $B_3$-subset $S$ of size $f$ that contains 1 and 2. By the discussion at the end of Section 3.1, it suffices to have $(p - 1)/2 \geq \min\{(1 + o(1))f^3, 8f^3\}$. Using the result on prime gaps and Bertrand’s postulate we may choose such a $p$ with $p \leq \min\{(2 + o(1))f^3, 32f^3\}$.

Let the elements of $S$ be $s_1 = 1, s_2 = 2, s_3, \ldots, s_f$ in ascending order and let the difference set of $S$ be $D = \{s_j - s_i: i < j\}$. As $F$ has at least one edge we may take a copy $F^*$ of $F$ with vertex set $S$ which includes the edge $s_1s_2$. We write

$$E = \{s_j - s_i: i < j \text{ and } s_is_j \in E(F^*)\}$$

for the set of distances corresponding to edges of $F^*$. Since $s_1 = 1$ and $s_2 = 2$, we have $1 \in E$. Note that $E \subseteq D$. Let $\overline{D} = D + p\mathbb{Z}$ and $\overline{E} = E + p\mathbb{Z}$.

For a fixed large integer $n$, recall the (di)graphs $\overline{X_n}$ and $X_n$ from Section 2, and that for vertices $u < v$ (in the reachability ordering) of these graphs we write $d(u, v)$ for the length of the unique directed path from $u$ to $v$ in $\overline{X_n}$. We now define a digraph $\overrightarrow{G}$ with vertex set $V(\overline{X_n})$ as follows.

The edge $\overrightarrow{uv}$ is present if $u < v$ and $d(u, v) \in \overline{E}$.

The digraph $\overrightarrow{G}$ is acyclic, since the presence of the edge $\overrightarrow{uv}$ implies that $u < v$ in the reachability order. Let $G$ be the underlying undirected graph of $\overrightarrow{G}$.

We now verify that $G$ satisfies the conditions of Theorem 3. Since $1 \in E$, the graph $X_n$ is a subgraph of $G$ and so $\chi(G) \geq n$. Next we show that $\omega(G) \leq \omega(F)$. To this end, suppose that vertices $v_1, \ldots, v_{\ell+1}$ form a clique in $G$. Since any two of these vertices are $<$-comparable, we may assume that $v_1 < \cdots < v_{\ell+1}$. For $i \in [\ell]$ let $d_i \in \{0, \ldots, p - 1\}$ be the residue modulo $p$ of $d(v_{i-1}, v_{i+1})$, and note that

$$d(v_{i-1}, v_{i+1}) \equiv \sum_{i_1 < j \leq i_2} d_j \mod p$$
for all \(1 \leq i_1 \leq i_2 \leq \ell\). Since \(v_1, \ldots, v_\ell+1\) form a clique in \(G\), all these distances \(d(v_i, v_{i+1})\), and hence all sums of the form in (2), are in \(\overline{E} \subseteq \overline{D}\). We claim that they are actually in \(D\). It is clear that \(d_j \in D\) for all \(j\), and since \(D \subseteq [(p - 1)/2]\) we have that the two-term sums of the form in (2) are in \(D\) as well. Iterating this shows that all sums of the form in (2) are in \(D\).

It now follows from the clique fact that there are \(b_1 < \cdots < b_\ell+1\) all in \(S\) such that either \(b_{i+1} - b_i = d_i\) for all \(i\), or \(b_{i+1} - b_i = d_{\ell+1-i}\) for all \(i\). All pairwise distances between elements of \(B = \{b_1, \ldots, b_\ell+1\}\) are of the form in (2) and so are in \(\overline{E}\). But since \(B \subseteq S\), they must all actually be in \(E\). By the definition of \(E\) and the fact that \(S\) is a Sidon set, the vertices \(b_1, \ldots, b_\ell+1\) induce a clique in \(F^*\) and so \(\ell + 1 \leq \omega(F)\), as required.

We now turn to the last required property of \(G\), that all of its induced subgraphs of chromatic number greater than some \(c_F\) contain an induced copy of \(F\). Start by colouring each edge \(uv\) of \(G\) (and \(\overline{G}\)), where \(u < v\), with the colour \(d(u, v) \mod p\). Let \(P\) be a directed path in \(\overline{G}\) of length \(pf\) which is monochromatic in colour \(i\) for some \(i \in E\). Label the first vertex of this path by \(v_1\). Recall that the elements of \(S\) are \(s_1 < \cdots < s_f\). Let \(v_2\) be the first vertex on path \(P\) such that \(d(v_1, v_2) \equiv s_2 - s_1 \mod p\). Since \(p\) is prime and \(i \neq 0\), there are at most \(p - 1\) edges of \(\overline{P}\) between \(v_1\) and \(v_2\) on this path. Next, define \(v_3\) to be the first vertex of \(\overline{P}\) such that \(d(v_2, v_3) \equiv s_3 - s_2 \mod p\), and continue in this manner to define \(v_4, \ldots, v_f\). Note that for each \(i\) there are at most \(p - 1\) edges between \(v_i\) and \(v_{i+1}\) on path \(P\), so the path is long enough that these vertices can be found.

The way in which we have chosen the vertices \(v_i\) means that, for each pair \(i < j\), we have \(d(v_i, v_j) \equiv s_j - s_i \mod p\). Then, by the construction of \(G\) and the fact that \(S\) is a Sidon set, the edge \(v_i v_j\) is present in the graph exactly when there is an edge between \(s_i\) and \(s_j\) in \(F^*\). It follows that \(G\) contains an induced copy of \(F\) with vertex set \(\{v_1, \ldots, v_f\}\).

Now let \(H\) be an induced subgraph of \(G\) which does not contain an induced copy of \(F\), and let \(\overline{H}_i\) be the subdigraph of \(\overline{G}\) induced by the same set of vertices. For each \(i \in E\), let \(H_i\) be the subgraph of \(H\) consisting of the \(i\)-coloured edges and define \(\overline{H}_i\) similarly. By the above, \(\overline{H}_i\) contains no directed paths of length \(pf\) and hence \(H_i\) is \(pf\)-colourable by Proposition 9. Take such a proper colouring \(\chi_i: V(H_i) \to [pf]\) for each \(i\). Then the product colouring \(\chi: V(H) \to [pf]^{|E|}\) given by \(\chi(v) = (\chi_i(v): i \in E)\) is a proper colouring of \(H\). Hence, we may take \(c_F\) to be \((pf)^{|E|}\). Finally, we note that \(|E| = |E(F)|\) and recall that \(p \leq \min\{2 + o(1), f^3, 32 f^3\}\) to obtain the bounds given by (1).

4 Odd girth

The proof of Theorem 4 shares some ingredients with that of Theorem 3. In this exposition, we will pay particular attention to the differences.
4.1 $B_h$-sets

Given a natural number $h \geq 2$, we can define the notion of $B_h$-sets analogously to $B_3$-sets. That is, a set of integers $S = \{a_1 < a_2 < \cdots < a_k\}$ is a $B_h$-set if the sums

$$a_{i_1} + a_{i_2} + \cdots + a_{i_h}, \quad 1 \leq i_1 \leq i_2 \leq \cdots \leq i_h \leq k$$

are all different. Note that a $B_h$-set is also a $B_{h'}$-set for any $h' < h$, and in particular is a Sidon set. The powers of $h$ form a $B_h$-set but Bose and Chowla [4, Thm. 2] provide a more efficient construction.

**Theorem 12** (Bose and Chowla [4]). Let $h$ be a positive integer and $q$ be one more than a prime power. There is a $B_h$-subset of $[q^h]$ of size $q$ that contains both 1 and 2.

The importance of $B_h$-sets for our proof of Theorem 4 is the following claim. We will only make use of the ‘moreover’ part but we need the main statement to apply induction. Let $S$ be a $B_h$-set and let $D$ be its difference set as before. By a circuit, we mean a closed walk in which vertices may be repeated but edges may not.

**Claim 3** (Cycle fact). Let $2 \leq \ell \leq h$ be integers. Suppose that $D$ contains not necessarily distinct $d_1, \ldots, d_\ell$ such that for some $1 \leq s \leq \ell - 1$ we have

$$d_1 + \cdots + d_s = d_{s+1} + \cdots + d_\ell.$$  

Let $M$ be the multigraph on vertex set $S$ built by adding, for each $1 \leq i \leq \ell$, an edge $e_i$ between the pair of vertices whose difference is $d_i$. Then the edge set of $M$ can be decomposed into a collection of circuits. Moreover, if $\ell$ is odd, then the graph obtained from $M$ by deleting duplicate edges contains an odd cycle.

**Proof.** We prove that the edge set of $M$ can be decomposed into a collection of circuits by induction on $\ell$. If $\ell = 2$, then we have $d_1 = d_2$ and $M$ is just a pair of edges between the same two vertices.

Suppose that $\ell \geq 3$. Let $x_1, \ldots, x_\ell, y_1, \ldots, y_\ell \in S$ be such that $d_i = y_i - x_i$ for all $1 \leq i \leq \ell$. From equation (3) we obtain

$$y_1 + \cdots + y_s + x_{s+1} + \cdots + x_\ell = x_1 + \cdots + x_s + y_{s+1} + \cdots + y_\ell$$

and so, as $S$ is a $B_h$-set and $\ell \leq h$, $y_1, \ldots, y_s, x_{s+1}, \ldots, x_\ell$ must be $x_1, \ldots, x_s, y_{s+1}, \ldots, y_\ell$ in some order. In particular, $y_1 = x_j$ for some $1 \leq i \leq s$ or $y_1 = y_j$ for some $s+1 \leq j \leq \ell$. In the first case we may assume by relabelling that $y_1 = x_2$ ($y_1 \neq x_1$ as $0 \notin D$). Then $d := d_1 + d_2 = y_2 - x_1$ which is in $D$ as $y_2 > x_2 = y_1 > x_1$. Moreover, $d + d_3 + \cdots + d_s = d_{s+1} + \cdots + d_\ell$. Thus, by induction, the edges of the multigraph obtained from $M$ by deleting $e_1$ and $e_2$ and adding an edge $e$ between $x_1$ and $y_2$ can be decomposed into a collection of circuits. Adding back the edges $e_1$ and $e_2$ (which form a path between $x_1$ and $y_2$) in place of $e$, we obtain a suitable decomposition of the edges of $M$.

In the second case we may assume by relabelling that $y_1 = y_{s+1}$. If $x_1 = x_{s+1}$, then $d_1 = d_{s+1}$ and hence $d_2 + \cdots + d_s = d_{s+2} + \cdots + d_\ell$. By induction, the edges of $M$
without $e_1$ and $e_{s+1}$ can be decomposed into a collection of circuits. Adding the circuit consisting of $e_1$ and $e_{s+1}$, we obtain a decomposition of all edges of $M$. If $x_1 \neq x_{s+1}$, then without loss of generality $x_{s+1} > x_1$ and we have $d := d_1 - d_{s+1} = x_{s+1} - x_1 \in D$ and $d + d_2 + \cdots + d_s = d_{s+2} + \cdots + d_{\ell}$. By induction, there is a decomposition of the edges of the multigraph obtained from $M$ by deleting $e_1$ and $e_{s+1}$ and adding a new edge $e$ incident to $x_1$ and $x_{s+1}$. Adding back the edges $e_1$ and $e_{s+1}$ (which form a path between $x_1$ and $x_{s+1}$) in place of $e$, we obtain a suitable decomposition of the edges of $M$.

For the ‘moreover’ part of the claim, note that if $M$ has an odd number of edges, then the collection of circuits we obtain must contain a circuit with an odd number of edges. Any such circuit contains a cycle of odd length, which completes the proof of the claim.  

\[ \Box \]

### 4.2 Proof of Theorem 4

Fix a graph $F$ with at least one odd cycle, let $f = |V(F)|$ and let $h$ be the odd girth of $F$. Let $p$ be a prime large enough that $\lceil p/h \rceil$ has a $B_h$-subset $S$ of size $f$ that contains 1 and 2. Let the elements of $S$ be $s_1 = 1, s_2 = 2, \ldots, s_f$ in ascending order and let the difference set of $S$ be $D = \{s_j - s_i : i < j\}$. As $F$ has at least one edge we may take a copy $F^*$ of $F$ with vertex set $S$ which includes the edge $s_1s_2$. We write

$$E = \{s_j - s_i : i < j \text{ and } s_is_j \in E(F^*)\}$$

for the set of distances corresponding to edges of $F^*$. Since $s_1 = 1$ and $s_2 = 2$, we have $1 \in E$. Note that $E \subseteq D$. Let $\overline{D} = D + p\mathbb{Z}$ and $\overline{E} = E + p\mathbb{Z}$.

Let $\overrightarrow{X_n}$ be a digraph given by applying Lemma 10 with $g = h$. Recall that (a) the underlying graph $X_n$ has chromatic number $n$, (b) the orientation $\overrightarrow{X_n}$ is acyclic, (c) for any pair of vertices $u, v$, there is at most one directed path from $u$ to $v$ in $\overrightarrow{X_n}$, and (d) for every cycle in $X_n$, the corresponding oriented cycle in $\overrightarrow{X_n}$ has at least $h$ changes of direction. For vertices $u < v$ (in the reachability ordering), write $d(u, v)$ for the length of the unique directed path from $u$ to $v$ in $\overrightarrow{X_n}$. We now define a digraph $\overrightarrow{G}$ with vertex set $V(\overrightarrow{X_n})$ as follows.

The edge $\overrightarrow{uv}$ is present if $u < v$ and $d(u, v) \in \overline{E}$.

As before, the digraph $\overrightarrow{G}$ produced is acyclic. We now show that $G$, its underlying undirected graph, satisfies the properties stated in Theorem 4. Firstly since $1 \in E$, the graph $X_n$ is a subgraph of $G$ so $\chi(G) \geq n$. Next we check that every induced subgraph of $G$ with sufficiently large chromatic number contains an induced copy of $F$. The argument is almost identical to the corresponding argument at the end of Section 3.2. We colour each edge $uv$ of $G$ (and $\overrightarrow{G}$), where $u < v$, with the colour $d(u, v) \mod p$. As before, any monochromatic directed path in $\overrightarrow{G}$ of length $pf$ gives rise to an induced copy of $F$. Let $H$ be an induced subgraph of $G$ which does not contain an induced copy of $F$. Each subgraph of $H$ consisting of $i$-coloured edges is $pf$-colourable by Proposition 9 and so, by a product colouring, $H$ is itself $c'_{pf}$-colourable for $c'_{pf} = (pf)^{|E|}$.

It remains to check that the odd girth of $G$ is at least $h$. Suppose for a contradiction that $G$ contains an odd cycle $v_0v_1 \ldots v_{\ell-1}$ of length $\ell < h$. Since $\overrightarrow{G}$ contains no directed
cycles, without loss of generality the path \( v_{\ell-1}v_0v_1 \) in \( G \) is not a directed path in \( \overrightarrow{G} \). We may further assume that since \( \ell \) is odd, the path \( v_0v_1v_2 \) in \( G \) is a directed path in \( \overrightarrow{G} \) from \( v_0 \) to \( v_2 \). For each edge \( v_iv_{i+1} \) in this cycle (where here and throughout we take subscript addition in the \( v_i \) to be modulo \( \ell \)), there is a directed path \( \overrightarrow{P_i} \) from \( v_i \) to \( v_{i+1} \) or from \( v_{i+1} \) to \( v_i \) in \( \overrightarrow{X} \) depending on the direction of the edge between \( v_i \) and \( v_{i+1} \) in \( \overrightarrow{G} \). For each \( i \) let \( P_i \) be the undirected path underlying \( \overrightarrow{P_i} \) and concatenate these paths \( P_i \) in the natural way to obtain a walk \( W \) in \( X \) which begins at \( v_0 \), visits \( v_1, \ldots, v_{\ell-1} \) in turn, and then finally returns to \( v_0 \).

For each traversal of an edge in the walk, when the direction of traversal is the same as the direction of the edge in \( \overrightarrow{X} \), we consider the traversal of this edge in the walk to be ‘coloured black’. When the two directions are different we consider the traversal of the edge to be ‘coloured red’. For each of the paths \( P_i \), the walk’s traversals corresponding to \( P_i \) are all the same colour, and we have assumed that the colours for \( P_0 \) and \( P_1 \) are both black, so the walk changes colour at most \( \ell - 2 \) times.

Consider the subgraph \( L \) of \( G \) consisting of all vertices and edges contained in the walk \( W \). We examine two cases based on whether or not \( L \) contains a cycle.

**Case 1:** Suppose that \( L \) is acyclic. Then \( L \) is a tree. Let \( e = uv \) be an edge of \( L \). The graph \( L - e \) (i.e. the graph with vertex set \( V(L) \) and edge set \( E(L) \setminus \{e\} \)) has exactly two components, one of which contains \( u \) and the other of which contains \( v \). It is clear that the traversals of the edge \( e \) in the walk \( W \) alternate between traversing from \( u \) to \( v \) and traversing from \( v \) to \( u \). Moreover, since the walk starts and ends at \( v_0 \), there are an equal number of traversals of \( e \) of in each direction. In other words, the total number of traversals of \( e \) coloured black is equal to the total number coloured red. Since this is true for all edges \( e \), the total number of black traversals of edges in the walk is equal to the total number of red traversals.

Let \( S_1 = \{0 \leq i \leq \ell - 1: \overrightarrow{v_iv_{i+1}} \in E(\overrightarrow{G})\} \) and \( S_2 = \{0 \leq i \leq \ell - 1: \overrightarrow{v_{i+1}v_i} \in E(\overrightarrow{G})\} \) so that \( S_1 \) and \( S_2 \) form a partition of \( \{0, 1, \ldots, \ell - 1\} \). For \( 0 \leq i \leq \ell - 1 \), let \( d_i \) be the length of the path \( P_i \). Then the total number of black traversals is equal to the sum of the \( d_i \) for \( i \in S_1 \) and the total number of red traversals is the sum of the \( d_i \) for \( i \in S_2 \). Hence by the above

\[
\sum_{i \in S_1} d_i = \sum_{i \in S_2} d_i.
\]

Since the edges \( v_iv_{i+1} \) are all present in \( G \), we have \( d_i \equiv \overrightarrow{d}_i \) for all \( i \). Let \( \overrightarrow{d}_i \equiv d_i \mod p \) be chosen so that \( 0 \leq \overrightarrow{d}_i \leq p - 1 \). Then \( \overrightarrow{d}_i \in E \). The sums \( \sum_{i \in S_1} \overrightarrow{d}_i \) and \( \sum_{i \in S_2} \overrightarrow{d}_i \) are the same modulo \( p \) and each have fewer than \( h \) terms, all of which are at most \( p/h \). It follows that, in fact,

\[
\sum_{i \in S_1} \overrightarrow{d}_i = \sum_{i \in S_2} \overrightarrow{d}_i.
\]

Noting that \( E \subseteq D \), we can apply the cycle fact to show that the graph on vertex set \( S \) with edges between pairs of vertices at distances \( \overrightarrow{d}_0, \ldots, \overrightarrow{d}_{\ell-1} \) contains an odd cycle of length at most \( \ell \). Since \( \overrightarrow{d}_0, \ldots, \overrightarrow{d}_{\ell-1} \in E \), by the definition of \( E \) and the fact that \( S \) is
a Sidon set, $F^*$ contains a cycle of this length, which is a contradiction. This completes the analysis of the case where $L$ does not contain a cycle.

**Case 2:** Suppose that $L$ contains a cycle. Let $\Gamma$ be the first cycle produced by the walk, and label its vertices as $c_0, c_1, \ldots, c_{r-1}$ in cyclic order around $\Gamma$, where $c_0$ is the vertex amongst these that $W$ arrives at first. Let $C = \{c_0, \ldots, c_{r-1}\}$. We will show that $\Gamma$ contains fewer than $h$ changes of direction, which contradicts property (d) of $\overrightarrow{X_n}$. In what follows, we are only concerned with the portion of walk $W$ from its first visit to $c_0$ to the point when cycle $\Gamma$ is formed. Let $W'$ be this segment of $W$. In particular, $c_0$ is the first vertex of $W'$ and the final edge traversal in $W'$ completes cycle $\Gamma$.

Suppose that as we travel along $W'$, there is an occasion on which we arrive at $c_i$ for some $0 \leq i \leq r - 1$ and the next vertex in $C$ that we visit is $c_j$ for some $j \not\in \{i - 1, i, i + 1\}$, where here and throughout we take addition in the subscripts of the $c_i$ to be modulo $r$. Note that $W'$ does not terminate when it reaches $c_j$ since the final edge it traverses must be an edge of $\Gamma$. This portion of the walk contains a path $P$ from $c_i$ to $c_j$ which avoids every vertex in $C \setminus \{c_i, c_j\}$. Consider the sets of edges $\{c_i c_{i+1}, c_{i+1} c_{i+2}, \ldots, c_{j-1} c_j\}$ and $\{c_i c_{i-1}, c_{i-1} c_{i-2}, \ldots, c_{j+1} c_j\}$. Each of these sets of edges form a cycle with path $P$, so at the first time after the formation of $P$ at which all the edges in one set have been traversed, the graph walked so far contains a cycle. Since the union of these sets is the edge set of $\Gamma$, this occurs strictly before the formation of $\Gamma$, which is a contradiction.

Thus, after $W'$ visits $c_i$, the next vertex of $C$ that it visits is one of $c_{i-1}$, $c_i$ and $c_{i+1}$.

Now suppose that after visiting $c_i$ for some $0 \leq i \leq r - 1$, the next vertex of $C$ that walk $W'$ visits is $c_{i+1}$, and suppose further that it arrives at $c_{i+1}$ via an edge other than $c_i c_{i+1}$. Clearly it also does not arrive at $c_{i+1}$ via edge $c_{i+2} c_{i+1}$, so it arrives via an edge not in $\Gamma$ and hence $W'$ does not terminate when it reaches $c_{i+1}$. The portion of the walk between $c_i$ and $c_{i+1}$ contains a path $P'$ from $c_i$ to $c_{i+1}$ which avoids every vertex in $C \setminus \{c_i, c_{i+1}\}$ and avoids the edge $c_i c_{i+1}$. Similarly to above, at the first time after the formation of $P'$ at which either $c_i c_{i+1}$ has been traversed or all of $c_i c_{i-1}, \ldots, c_{i+2} c_{i+1}$ have been traversed, the graph walked by $W'$ contains a cycle. This occurs strictly before the formation of $\Gamma$, which is a contradiction.

Similarly, if the next vertex of $C$ that $W'$ visits after $c_i$ is $c_{i-1}$, then it arrives at $c_{i-1}$ via the edge $c_{i} c_{i-1}$. These facts combined imply that there are vertices $\gamma_0, \ldots, \gamma_{s-1}$ of $C$, with $\gamma_0 = c_0$ and $\gamma_{j+1}$ a neighbour of $\gamma_j$ in $\Gamma$, such that $W'$ has the following form. It is a (possibly empty) walk from $\gamma_0$ to itself avoiding $C \setminus \{\gamma_0\}$, followed by a traversal of the edge $\gamma_0 \gamma_1$, followed by a (possibly empty) walk from $\gamma_1$ to itself avoiding $C \setminus \{\gamma_1\}$, followed by a traversal of the edge $\gamma_1 \gamma_2$, and so on, concluding with a traversal of the edge $\gamma_{s-2} \gamma_{s-1}$, which completes cycle $\Gamma$. Note that the vertices $\gamma_0, \gamma_1, \ldots, \gamma_{s-1}$ form a walk $W''$ on $\Gamma$ traversing all the edges of $\Gamma$. Let the traversals of each edge have the same colour in $W''$ as the corresponding traversals in $W'$. Note that $W''$ changes colour at most as many times as $W'$.

We say that a vertex $c_i \in C$ is **crossed** by the walk $W''$ if $c_{i-1}, c_i, c_{i+1}$ are consecutive vertices of $W''$ in either order. If there are two vertices of $C$ not crossed by $W''$, then $W''$ does not traverse all edges of $\Gamma$, so there is at most one vertex not crossed by $W''$. 
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Now, if the edges $c_{i-1}c_i$ and $c_ic_{i+1}$ are a change of direction, then when $W''$ crosses $c_i$ the traversals of these two edges are of different colours. It follows that every time $W''$ crosses $c_i$, it changes colour between the traversals of the two edges. Hence, since $W''$ changes colour at most $h - 2$ times and all but at most one of the vertices in $C$ are crossed, there are at most $h - 1$ changes of direction in $\Gamma$. We have thus obtained a cycle in $X_n$ with fewer than $h$ changes of direction, which gives the required contradiction. Therefore, the odd girth of $G$ is at least $h$.

## 5 Tournaments

We now prove Theorem 7, which is restated below. Our strategy is akin to that used by Alon, Pach and Solymosi in [1]. Recall that a tournament is a complete graph in which each edge has an orientation, and that a tournament is transitive if, for all distinct vertices $u, v, w$, the presence of the edges $uv$ and $vw$ in the tournament implies the presence of the edge $uw$. The chromatic number $\chi(T)$ of a tournament $T$ is the smallest possible number of parts in a partition of its vertex set in which each part induces a transitive tournament. We will prove the following corollary of Theorem 3.

**Theorem 7.** For every tournament $T$, there is a constant $C_T$ and tournaments $S$ of arbitrarily large chromatic number such that every $T$-free subtournament of $S$ has chromatic number at most $C_T$.

Note that there are certain tournaments which are contained in every tournament of sufficiently large chromatic number; all such tournaments were described explicitly in [3]. Before proving the corollary, we state two results we will need. The first is the following standard corollary of Dilworth’s theorem [9].

**Lemma 13.** Let $(a_1, a_2, \ldots, a_k)$ be a sequence of distinct elements and let $<$ be a strict total order on them. If this sequence has no decreasing (with respect to $<$) subsequence of length greater than $m$, then it can be partitioned into at most $m$ increasing subsequences.

We will also use the following result originally proved by Rödl and Winkler in [29]. Recall that an ordering of a graph or digraph $G$ is a strict total ordering of $V(G)$, and an ordered (di)graph is a pair $(G, <)$ where $G$ is a (di)graph and $<$ is an ordering of $G$.

**Theorem 14** (Rödl and Winkler [29]). *For any ordered graph $(B, <)$, there exists a graph $F$ such that, for every ordering $<'$ of $F$, $(B, <)$ is an ordered induced subgraph of $(F, <')$.*

We are now ready to prove Theorem 7.

**Proof of Theorem 7.** Fix an ordered tournament $(T, <)$ with vertices $x_1 < \cdots < x_{|T|}$. Let $(B, <)$ be the ordered back-edge graph of $(T, <)$, that is, the ordered graph on the same vertex set as $T$ and with the same ordering as $T$, where $x_ix_j \in E(B)$ for $i < j$ exactly when $x_jx_i \in E(T)$. Let $F$ be the graph obtained by applying Theorem 14 to $(B, <)$. Now apply Theorem 3 to $F$. We obtain a constant $C_T = c_F$ and a graph $L$ of (arbitrarily large) chromatic number $n$ with $\omega(L) = \omega(F) = \omega$ such that every induced
subgraph of $L$ with chromatic number greater than $C_T$ contains an induced copy of $F$. Fix an arbitrary ordering $<'$ of $L$ and define an ordered tournament $(S, <')$ with the same vertex set as $L$ and the same ordering as $L$ by orienting $\overrightarrow{xy}$ for $x <' y$ if $xy \notin E(L)$ and $\overrightarrow{yx}$ otherwise (so that $(L, <')$ is the ordered back-edge graph of $(S, <')$).

We now show that $\chi(S) \geq n/\omega$, and hence that $\chi(S)$ is arbitrarily large. Consider a transitive subtournament $A$ in $S$ and write its vertices as a sequence $(a_1, a_2, \ldots, a_{|A|})$ such that $a_i a_j \in E(S)$ for each $i < j$. Observe that this sequence has no decreasing (with respect to $<'$) subsequence of length $\omega + 1$ as this would give rise to an $(\omega + 1)$-clique in $L$. Hence, by Lemma 13, we may partition the sequence into at most $\omega$ increasing subsequences. Each of these corresponds to an independent set in $L$ and hence, $\omega \cdot \chi(S) \geq n$ as required.

It remains to show that every subtournament $R$ of $S$ with $\chi(R) > C_T$ contains a copy of $T$. If $R$ is such a subtournament, then clearly the induced subgraph $R'$ of $L$ with the same vertex set as $R$ has $\chi(R') > C_T$. Hence, by our assumptions on $L$, $R'$ contains an induced copy of $F$. Consider the ordering of $F$ given by the restriction of $<'$ to this copy. By the construction of $F$, under this ordering it contains an induced ordered copy of $(B, <)$ which guarantees the existence of a copy of $T$ in $R$ as required. This completes the proof of the theorem.

6 Hypergraphs

In this section we prove Theorem 8, which is restated below. Recall that in this paper all hypergraph edges have size at least two. For a hypergraph $G$ and a set $X \subseteq V(G)$ of vertices of $G$, the subhypergraph of $G$ induced on $X$, denoted $G[X]$, is the hypergraph with vertex set $X$ and edge set $\{e : e \subseteq X, e \in E(G)\}$. For hypergraphs $F$ and $G$, we will say that $G$ is $F$-free if it does not contain $F$ as an induced subhypergraph. Recall from the introduction that a hypergraph is said to be strongly $t$-colourable if its vertices can be $t$-coloured such that no edge contains two vertices of the same colour, and that a hypergraph covers a pair of vertices if it has an edge containing both of them.

**Theorem 8.** For every hypergraph $F$ with at least one edge, there is a constant $c_F$ and hypergraphs $G$ of arbitrarily large chromatic number such that every $F$-free induced subhypergraph of $G$ is strongly $c_F$-colourable. Moreover, we can take $G$ such that if $G$ covers every pair from some $X \subseteq V(G)$, then $G[X]$ is an induced subhypergraph of $F$.

The proof of Theorem 8 resembles those of Theorems 3 and 4 in that we start with an oriented base (hyper)graph with large chromatic number and certain ‘reachability’ properties, to which we add edges based on ‘distances’ between vertices modulo some prime $p$. As before, we will ascertain which edges to add to the base hypergraph by placing a copy of $F$ on a $B_3$-set, an approach reminiscent of that used in the earlier proofs. Once we have constructed $G$, the arguments we use to show it has the desired properties also bear strong similarities to those used above.

We now introduce an analogue of reachability and distances between vertices in the
hypergraph setting. Given a hypergraph $\mathcal{G}$ and a total order $\prec$ on its vertex set, we can construct the $\prec$-digraph $\overrightarrow{G}$ on vertex set $V(\mathcal{G})$ by adding to $E(\overrightarrow{G})$ the directed edges $\overrightarrow{v_1v_2}, \overrightarrow{v_2v_3}, \ldots, \overrightarrow{v_{n-1}v_n}$ for each edge $e = \{v_1 \prec v_2 \prec \cdots \prec v_n\}$ of $\mathcal{G}$. The $\prec$-graph $G$ is the underlying undirected graph of $\overrightarrow{G}$. If $\mathcal{G}$ has girth at least 3, then no two distinct edges intersect in more than one vertex, and it follows that every pair of distinct vertices has at most one directed edge between them in $\overrightarrow{G}$. Also, in this setting every edge in $\overrightarrow{G}$ comes from a unique edge of $\mathcal{G}$.

The base hypergraph for our construction should have large chromatic number as well as an ordering $\prec$ on its vertex set such that its $\prec$-digraph is suitable for defining reachability and distance. The lemma below states that such hypergraphs exist.

**Lemma 15.** For all integers $k \geq 2$, $g \geq 3$ and $n \geq 2$, there exists a $k$-uniform hypergraph $\mathcal{Y}_n$ with chromatic number $n$ and girth at least $g$, and an order $\prec$ on its vertex set such that, for every cycle in its $\prec$-graph $\mathcal{Y}_n$, the corresponding oriented cycle in its $\prec$-digraph $\overrightarrow{\mathcal{Y}}_n$ has at least $g$ changes of direction.

**Proof.** Nešetřil and Rödl [26] proved that for all integers $k \geq 2$, $g \geq 3$ and $n \geq 2$ there is a $k$-uniform hypergraph with chromatic number $n$ and girth at least $g$ which is strongly $a$-colourable\(^4\) for $a = (k - 1)n + 1$.

Fix integers $k \geq 2$, $g \geq 3$, and $n \geq 2$, and let $a = (k - 1)n + 1$. By the result of Nešetřil and Rödl, there is a $k$-uniform hypergraph $\mathcal{Y}_n$ with chromatic number $n$ and girth greater than $(g - 1)(a - 1)$ which is strongly $a$-colourable. Fix a strong $a$-colouring $c: V(\mathcal{Y}_n) \rightarrow \{1, \ldots, a\}$ of $\mathcal{Y}_n$. Let $\prec$ be any ordering of $V(\mathcal{Y}_n)$ in which every vertex of colour $i$ precedes every vertex of colour $j$ whenever $i < j$. Let $Y_n$ and $\overrightarrow{Y}_n$ respectively be the $\prec$-graph and $\prec$-digraph of $\mathcal{Y}_n$.

Consider any edge $\overrightarrow{uv}$ in $\overrightarrow{Y}_n$. There is some edge of $\mathcal{Y}_n$ containing both $u$ and $v$ and so $c(u) \neq c(v)$. By the choice of $\prec$, we must have $c(u) < c(v)$. Letting $u_1u_2\ldots u_t$ be any directed path in $\overrightarrow{Y}_n$, by the preceding discussion we have $1 \leq c(u_1) < \cdots < c(u_t) \leq a$. Hence, the length of any directed path in $\overrightarrow{Y}_n$ is at most $a - 1$.

Consider any cycle $C$ in $Y_n$: each edge of this cycle comes from an edge of a cycle in $\mathcal{Y}_n$, and so $C$ has length greater than $(g - 1)(a - 1)$. Every directed path in $\overrightarrow{Y}_n$ has length at most $a - 1$, so $C$ has at least $g$ changes of direction in $\overrightarrow{Y}_n$, as required. \hfill $\square$

We are now ready to prove Theorem 8.

**Proof of Theorem 8.** Fix a hypergraph $\mathcal{F}$ with at least one edge. Let $f$ be the number of vertices of $\mathcal{F}$ and let $n \geq 2$. Let $m \geq 2$ be the minimum edge size of $\mathcal{F}$. Let $\mathcal{Y}_n$ be an $m$-uniform hypergraph of chromatic number at least $n$ and girth at least four given by Lemma 15, with an ordering $\prec$ on its vertex set such that in the associated digraph $\overrightarrow{Y}_n$ every cycle has at least three changes of direction. In particular, in $\overrightarrow{Y}_n$ there are no directed cycles and there is at most one directed path between any pair of vertices. If

\(^4\)Although the strongly $a$-colourable condition does not appear in their theorem statement, it is emphasised in their proof.
there is a directed path from \( u \) to \( v \) in \( \overrightarrow{Y}_n \), then we write \( u < v \) and define the distance between \( u \) and \( v \), written \( d(u, v) \), to be the length of this path.

We will define a hypergraph \( G \) satisfying the conditions of Theorem 8 by adding edges to \( Y_n \) as follows. Start by picking a prime \( p \) such that \( \lceil p/(4m) \rceil \) contains a \( B_2 \)-set \( S' \) of size \( f \), then define \( S = 2m \cdot S' = \{2ms': s' \in S'\} \subseteq \lceil (p - 1)/2 \rceil \). Let the elements of \( S \) be \( s_1, \ldots, s_f \) in ascending order and let \( D = \{s_j - s_i: i < j\} \) be the difference set of \( S \). Note that all elements of \( D \) are positive multiples of \( 2m \) and are at most \( (p - 1)/2 \).

Taking a copy \( F^* \) of \( F \) with vertex set \( S \), we define
\[
E = \{(s_{i_2} - s_{i_1}, s_{i_3} - s_{i_2}, \ldots, s_{i_n} - s_{i_{n-1}}): i_1 < i_2 < \cdots < i_n \text{ and } \{s_{i_1}, s_{i_2}, \ldots, s_{i_n}\} \in E(F^*)\}
\]
to be the analogue of the sets of allowable distances from the proofs of Theorems 3 and 4. Note that every entry of every tuple in \( E \) is in \( D \). Let \( \overline{D} = D + p\mathbb{Z} \) and \( \overline{E} = \{(d_1 + k_1p, \ldots, d_{n-1} + k_{n-1}p): k_1, \ldots, k_{n-1} \in \mathbb{Z} \text{ and } (d_1, \ldots, d_{n-1}) \in E\} \). Construct hypergraph \( G \) by adding edges to \( Y_n \) as follows.

The edge \( \{v_1, v_2, \ldots, v_a\} \) is added if \( v_1 < v_2 < \cdots < v_a \) and \( (d(v_1, v_2), d(v_2, v_3), \ldots, d(v_{a-1}, v_a)) \in \overline{E} \).

There are two types of edges in \( G \): those which appear in \( Y_n \) and the newly added ones. By construction, if two vertices are in a common edge, then they are \(<\)-comparable. The edges which appear in \( Y_n \) are of the form \( \{v_1, \ldots, v_m\} \) where \( d(v_i, v_{i+1}) = 1 \) for all \( i \). Hence, if vertices \( u < v \) are both in some edge of \( Y_n \), then \( d(u, v) \in [m - 1] \). On the other hand, if \( u < v \) are both in an edge that has been newly added, then \( d(u, v) \in \overline{D} \) and so \( d(u, v) \geq 2m \). In particular, if vertices \( u < v \) are both in some edge of \( G \), then \( d(u, v) \) is in \( \overline{D} \cup [m - 1] \) and so is not divisible by \( p \).

We will now show that this hypergraph satisfies the conditions of Theorem 8. Firstly, since it contains \( Y_n \), it certainly has chromatic number at least \( n \). Next, we will show that every \( F \)-free induced subhypergraph of \( G \) has bounded strong chromatic number. We begin by defining \( L \) to be the graph with vertex set \( V(G) \) where \( uv \) is an edge if \( u \) and \( v \) are in some common edge of \( G \). For each edge \( uv \) of \( L \), \( u \) and \( v \) are \(<\)-comparable. Orient the edge from \( u \) to \( v \) if \( u < v \), and from \( v \) to \( u \) otherwise. Denote the resulting digraph by \( \overrightarrow{L} \).

All edges \( \overrightarrow{uv} \) of \( \overrightarrow{L} \) have endpoints which satisfy \( d(u, v) \in \overline{D} \cup [m - 1] \), and we colour the edges of \( \overrightarrow{L} \) and \( L \) by the residue modulo \( p \) of this distance. We claim that the vertex set of a monochromatic directed path of length \( pf \) in \( \overrightarrow{L} \) has a subset which induces a copy of \( F \) in \( G \). Indeed, by repeatedly jumping at most \( p - 1 \) steps along such a path we can find a sequence of vertices \( u_1 < u_2 < \cdots < u_f \) in the path such that \( d(u_i, u_{i+1}) \equiv s_{i+1} - s_i \mod p \) for all \( i \). Note that, for \( i < j \), \( d(u_i, u_j) \equiv s_j - s_i \mod p \) and so \( d(u_i, u_j) \in \overline{D} \). Hence, \( d(u_i, u_j) \) is never 1 and so \( \{u_1, \ldots, u_f\} \) does not contain an edge of \( Y_n \). Thus, by the construction of \( G \), the vertices \( u_1, \ldots, u_f \) induce a copy of \( F \), as claimed.

Now let \( H \) be an \( F \)-free induced subhypergraph of \( G \). By the above, for each \( i \in D \cup [m - 1] \) there is no \( i \)-coloured directed path of length \( pf \) in \( \overrightarrow{L}[V(H)] \), so the \( i \)-coloured subgraph
of \(L[V(H)]\) is \((pf)\)-colourable by Proposition 9. A product colouring demonstrates that \(L[V(H)]\) is \((pf)^{p-1}\)-colourable. This colouring is a strong colouring of \(H\). Hence we may take \(c_F = (pf)^{p-1}\), which is a constant that only depends on \(F\).

It remains to show the moreover part of the statement. Let \(X = \{v_1, \ldots, v_t\}\) be a set of vertices every pair of which is covered by \(G\). If \(t \leq 1\), then the result is clear so assume \(t \geq 2\). It follows from the fact that \(G\) covers every pair from \(X\) that each pair is \(<\)-comparable; we may assume that \(v_1 < \cdots < v_t\). Define \(d_i = d(v_i, v_{i+1})\) for all \(i\) and note that since \(d(v_i, v_j) \in \overline{D} \cup [m-1]\) for all \(i < j\), all sums of the form

\[
\sum_{i_1 \leq j \leq i_2} d_j
\]

with \(1 \leq i_1 \leq i_2 \leq t - 1\) are in \(\overline{D} \cup [m-1]\).

Suppose that \(d_i \leq m - 1\) for some \(i\). If \(i < t - 1\), then \(d_{i+1}\) and \(d_i + d_{i+1}\) differ by at most \(m - 1\). This cannot occur if \(d_{i+1} \in \overline{D}\), so we conclude that \(d_{i+1} \leq m - 1\). Similarly, if \(i > 1\) then \(d_{i-1} \leq m - 1\). Repeating this argument we find that \(d_1, \ldots, d_{t-1} \in [m-1]\). Since the minimal positive element of \(\overline{D}\) is at least \(2m\), it follows that \(d_1 + d_2 \notin \overline{D}\), so \(d_1 + d_2 \in [m-1]\). Applying this repeatedly we find that all sums of the form in (4) are in \([m-1]\), and hence no pair of vertices from \(X\) appear together in an edge of \(G\) which is not in \(\mathcal{Y}_n\). In particular, \(\mathcal{Y}_n\) covers all pairs from \(X\).

Let \(e\) be an edge of \(\mathcal{Y}_n\) containing both \(v_1\) and \(v_2\), and suppose there is some \(v_a\) not in \(e\). Let \(e_1, e_2\) be edges of \(\mathcal{Y}_n\) such that \(e_i\) contains \(v_a\) and \(v_i\). If \(e_1 = e_2\), then the edges \(e, e_1\) form a 2-cycle in \(\mathcal{Y}_n\), while if \(e_1 \neq e_2\), then the edges \(e, e_1, e_2\) form a 3-cycle in \(\mathcal{Y}_n\). As \(\mathcal{Y}_n\) has girth at least four, neither of these cases is possible. We deduce that \(X \subseteq e\), and in particular that \(t \leq m\). If \(t < m\), then the subhypergraph of \(\mathcal{G}\) induced on \(X\) has no edges and thus is clearly an induced subhypergraph of \(F\). If \(t = m\), then the subhypergraph of \(\mathcal{G}\) induced on these vertices has a single edge of size \(m\), which again is clearly an induced subhypergraph of \(F\).

On the other hand, if \(d_i > m - 1\) for all \(i\), then all the sums of the form in (4) are in \(\overline{D}\). Writing \(\overline{d}_i\) for the residue modulo \(p\) of \(d_i\), we have \(\overline{d}_i \in D\) for all \(i\) and all sums of the form

\[
\sum_{i_1 \leq j \leq i_2} \overline{d}_j
\]

with \(1 \leq i_1 \leq i_2 \leq t - 1\) are in \(\overline{D}\). We can deduce from the fact that \(D \subseteq [(p-1)/2]\) that in fact all of these sums are in \(D\). It now follows from the clique fact that there exist \(b_1 < \cdots < b_t\) in \(S\) such that \(b_{i+1} - b_i = \overline{d}_i\) for all \(i\). Since \(\overline{d}_i \neq 1\) for all \(i\), the subhypergraph of \(\mathcal{G}\) induced on \(X\) does not include any edge of \(\mathcal{Y}_n\), so by the construction of \(\mathcal{G}\) and the fact that \(S\) is a Sidon set, the subhypergraph of \(\mathcal{G}\) induced on \(X\) is isomorphic to that of \(\mathcal{F}^*\) induced on \(\{b_1, \ldots, b_t\}\), and the claim follows. \(\Box\)
7 Extensions to infinite families of graphs

Recall that the disjoint union of a family of graphs is the (possibly infinite) graph consisting of pairwise vertex-disjoint copies of the graphs in the family with no edges between copies. As noted in the introduction, for a finite family of graphs \( \mathcal{F} \) (at least one of which contains an edge), an easy consequence of Theorem 3 is that there is a constant \( c_\mathcal{F} \) and graphs \( G \) of arbitrarily large chromatic number and the same clique number as the largest clique number of a graph in \( \mathcal{F} \) such that every induced subgraph of \( G \) with chromatic number greater than \( c_\mathcal{F} \) contains every member of \( \mathcal{F} \) as an induced subgraph. Taking a disjoint union of the graphs \( G \) of arbitrarily large chromatic number gives the following corollary.

**Corollary 16.** Let \( \omega \geq 2 \), and suppose that \( \mathcal{F} \) is a finite family of finite graphs all with clique number at most \( \omega \). There exists a constant \( c_\mathcal{F} \) and an infinite graph \( G \) of infinite chromatic number and clique number at most \( \omega \) such that every induced subgraph of \( G \) with chromatic number greater than \( c_\mathcal{F} \) contains every member of \( \mathcal{F} \) as an induced subgraph.

Does this phenomenon occur for infinite families of graphs? To this end we will say that a (possibly infinite) family of graphs \( \mathcal{F} \) is **durable** if there exists an infinite graph \( G \) with infinite chromatic number such that every infinite-chromatic induced subgraph of \( G \) contains every member of \( \mathcal{F} \) as an induced subgraph. If such a \( G \) exists we will call it a **witness** of \( \mathcal{F} \)'s durability. We note a few properties of witnesses and durability.

- A subfamily of a durable family is durable.
- Every infinite-chromatic induced subgraph of a witness is also a witness.
- Every witness contains every graph in \( \mathcal{F} \) as an induced subgraph.

Corollary 16 says that every finite family of graphs is durable. Moreover, if at least one graph in the finite family contains an edge, then there is a witness whose clique number is no bigger than the largest clique number of a member of the family.

We are interested in which infinite families of finite graphs are durable. There certainly are some durable infinite families, for example any family whose members are all disjoint unions of complete graphs is durable as witnessed by the disjoint union of \( K_1, K_2, K_3, \ldots \). This example suggests that for a durable family with unbounded chromatic number, the disjoint union of the members of the family might be a witness of the family’s durability. If this were the case, then this disjoint union would be a minimal witness. The following result confirms this hypothesis.

**Theorem 17.** Let \( \mathcal{F} \) be a countable family of finite graphs. Let \( G_\mathcal{F} \) be the disjoint union of the members of \( \mathcal{F} \).

(a) If \( \mathcal{F} \) is durable, then every witness of \( \mathcal{F} \)'s durability contains \( G_\mathcal{F} \) or \( K_\infty \) as an induced subgraph.

(b) If \( \{\chi(F) : F \in \mathcal{F}\} \) is unbounded, then \( \mathcal{F} \) is durable if and only if \( G_\mathcal{F} \) is a witness of \( \mathcal{F} \)'s durability.

Theorem 17(b) shows that if a family of unbounded chromatic number is durable, then
it has a witness whose clique number is no bigger than the largest clique number of a member of the family. An immediate application of Theorem 17 is Theorem 5: the family, $\mathcal{F}_g$, of finite graphs of girth at least $g$ is not durable. Indeed, this family has unbounded chromatic number and so if it were durable, then $G_{\mathcal{F}_g}$ would witness this. However, the disjoint union of graphs of girth at least $g + 1$ is an infinite-chromatic induced subgraph of $G_{\mathcal{F}_g}$ that does not contain the cycle of length $g$.

The following lemma will be needed in the proof of Theorem 17.

**Lemma 18.** Every infinite graph either contains an infinite clique, has bounded clique number or contains the disjoint union of all finite cliques as an induced subgraph.

**Proof.** Let $G$ be an infinite graph with unbounded clique number. Let $(a_i)_{i \geq 1}$ be a sequence of natural numbers in which each term is taken to be large relative to all previous terms. Fix a copy of $K_{a_i}$ in $G$ on vertex set $V_i$. By identifying a copy of $K_{a_1 + a_2}$ in $G$, we can find a copy of $K_{a_2}$ on vertex set $V_2$ disjoint from $V_1$. Continuing in this manner, we obtain a sequence $(V_i)_{i \geq 1}$ of pairwise disjoint sets of vertices of $G$ such that $V_i$ induces a copy of $K_{a_i}$ for each $i$.

Select a vertex $v \in V_1$, and for each $i \geq 2$ remove at most half of the vertices from $V_i$ so that $v$ is either adjacent to every remaining vertex or not adjacent to any of them. Repeat this process for the other vertices in $V_1$, removing at most half of the vertices currently in each $V_i$ at each step, so that at the end of the process the remaining sets of vertices $V'_i \subseteq V_i$ satisfy $|V'_i| \geq |V_i|/2^{a_i}$ and have the property that for all $i \geq 2$ and $v \in V_i$, $v$ is either adjacent to every vertex in $V'_i$ or not adjacent to any of them.

For each $i \geq 2$ we can now define a vector $b_i \in \{0, 1\}^{a_i}$ by letting the $j$th entry be 1 if the $j$th vertex of $V_i$ is adjacent to every vertex in $V'_i$ and 0 otherwise. There are only finitely many such vectors, so there exists a sequence $(i_k)$ such that all vectors $b_{i_k}$ agree. By relabelling, we may therefore assume that all vectors $b_i$ are equal to some $b$. If at least half the entries in $b$ are 1’s, then by considering the vertices in $V_i$ corresponding to 1 entries, for some $t \geq a_1/2$ we obtain a copy of $K_t$ in $G$, every vertex of which is adjacent to every vertex in $\bigcup_{i \geq 2} V'_i$. Otherwise, for some $t \geq a_1/2$ we obtain a copy of $K_t$ none of whose vertices have a neighbour in this union.

Repeat this process for $V'_2$, then what remains of $V'_3$, and so on. If the $a_i$ are chosen appropriately, then it follows that there exists a sequence of pairwise disjoint sets of vertices of $G$, $(W_n)_{n \geq 1}$, such that $W_n$ induces a copy of $K_n$ in $G$ and the possible edges between $W_n$ and $\bigcup_{i > n} W_i$ are either all present in $G$ or all not present in $G$. If these edges are present for infinitely many $n$, then $G$ contains an infinite clique. If the edges are present for only finitely many $n$, then there is an induced subgraph of $G$ consisting of a disjoint union of arbitrarily large cliques, which in particular contains the disjoint union of all finite cliques as an induced subgraph.

We are ready to prove Theorem 17. For a vertex $v$ in a (possibly infinite) graph $G$, let $\Gamma(v) := \{u \in V(G) : uv \in E(G)\}$ be the *neighbourhood* of $v$ in $G$. Similarly, for $V \subseteq V(G)$ we write $\Gamma(V) := \{u \in V(G) : uv \in E(G) \text{ for some } v \in V\}$.
Proof of Theorem 17. We first show that (a) implies (b) in the statement of the theorem. Suppose that $F$ is durable with $\{\chi(F): F \in F\}$ unbounded, and let $G$ be a witness of $F$’s durability. By part (a), $G$ contains $G_F$ or $K_\infty$ as an induced subgraph. In the former case, since $\{\chi(F): F \in F\}$ is unbounded, $G_F$ has infinite chromatic number and is therefore a witness by one of the properties of witnesses noted above. In the latter case, again by the properties noted above, $K_\infty$ is a witness of $F$’s durability and hence every member of $F$ is an induced subgraph of $K_\infty$. Thus, $F$ is a family of cliques and it follows from the fact that $\{\chi(F): F \in F\}$ is unbounded that $G_F$ is a witness.

It remains to prove the first part of the theorem. Suppose that $F$ is durable and let $G$ be a witness. By Lemma 18, $G$ either contains an infinite clique, has bounded clique number or contains the disjoint union of all finite cliques as an induced subgraph. In the first case we are done. In the third case, the disjoint union of all finite cliques is a witness of $F$’s durability, so all members of $F$ are disjoint unions of cliques. In particular, the disjoint union of all finite cliques contains $G_F$ as an induced subgraph and so we are done.

Hence, we are left with the case where $G$ has bounded clique number. We may assume that the graph induced on the neighbourhood of each vertex of $G$ is finitely colourable. Indeed, otherwise there exists $v \in V(G)$ such that $G[\Gamma(v)]$ is an infinite-chromatic induced subgraph of $G$. In this case $G[\Gamma(v)]$ is a witness of $F$’s durability which has clique number strictly less than that of $G$. Repeating this process finitely many times, we obtain an infinite-chromatic induced subgraph of $G$ that is a witness of $F$’s durability and in which the neighbourhood of every vertex is finitely colourable.

Enumerate $F$ as $(F_i)_{i \geq 1}$. Since $G$ is a witness, $G$ contains an induced copy of $F_1$, say on vertex set $V_1$. By assumption, the chromatic number of the subgraph of $G$ induced on $V_1 \cup \Gamma(V_1)$ is finite. It follows that $G - (V_1 \cup \Gamma(V_1))$ is an infinite-chromatic induced subgraph of $G$ and therefore contains every graph in $F$ as an induced subgraph. We may now find an induced copy of $F_2$ in this graph, say on vertex set $V_2$, and remove every vertex in $V_2$ or its neighbourhood from $G - (V_1 \cup \Gamma(V_1))$ to obtain a new infinite-chromatic induced subgraph of $G$. Continuing in this manner we obtain an induced subgraph of $G$ consisting of the disjoint union of the members of $F$, that is, $G$ contains $G_F$ as an induced subgraph.

Theorem 17 gives an effective test for whether a family of unbounded chromatic number is durable. Still, it is not clear whether there are durable families of unbounded chromatic number whose members are not all disjoint unions of cliques. Theorem 17 shows that the existence of such a family is equivalent to a positive answer to the following.

Question 19. Does there exist a sequence of connected finite graphs $(F_i)_{i \geq 1}$, not all of which are cliques, and positive integers $(c_i)_{i \geq 1}$ such that $\chi(F_i) \to \infty$ and every $F_i$-free subgraph of $F_j$ is $c_i$-colourable for all $i < j$?

We now turn to infinite families with bounded chromatic number. The next result provides some durable families of forests. A graph $F$ is $\chi$-bounding if the class of $F$-free graphs is $\chi$-bounded. It is folklore that any $\chi$-bounding graph must be a forest and the celebrated Gyárfás–Sumner conjecture [13, 38] asserts the converse. We remark that a
beautiful proof of Gyárfás [14] shows that every path is $\chi$-bounding and so the following theorem, combined with the first bullet point above, implies Theorem 6.

**Theorem 20.** The family of $\chi$-bounding graphs is durable.

*Proof.* Let $G$ be a triangle-free graph with infinite chromatic number. Let $H$ be an induced subgraph of $G$ with infinite chromatic number. Fix a $\chi$-bounding graph $F$ and note that there is some constant $c_F$ such that every triangle-free $F$-free graph is $c_F$-colourable. But $H$ is triangle-free and has chromatic number greater than $c_F$, so it contains $F$ as an induced subgraph. Hence, $G$ witnesses the durability of the family of $\chi$-bounding graphs. 

It is possible that every family with bounded chromatic number is durable (although we suspect this is not the case). An answer to the following very natural question would resolve this.

**Question 21.** Is the family of $k$-colourable graphs durable? That is, for each positive integer $k$, is there a graph $G_k$ with infinite chromatic number such that every infinite-chromatic induced subgraph of $G$ contains every finite $k$-colourable graph as an induced subgraph?

It would be natural to ask in addition for the graph $G_k$ to have clique number $k$ to align with Corollary 16.

### 8 Conclusion

Having considered tournaments, hypergraphs and infinite families of graphs, we now focus on the setting of graphs. As discussed in the introduction, Theorem 3 shows that the class $C_r$ of $K_r$-free graphs has a far stronger property than just being a vertex Ramsey class, and it is natural to ask which other families have this property.

**Question 22.** Which hereditary graph classes $C$ have the property that for every $F \in C$ there is a constant $c_F$ and graphs $G \in C$ of arbitrarily large chromatic number such that every $F$-free induced subgraph of $G$ is $c_F$-colourable?

A good starting point for tackling Question 22 would be to resolve the case when $C$ is determined by a single excluded graph.

A case of particular interest is when $C$ is the class of graphs with girth at least $g$ for some $g \geq 3$. Theorem 4 asserts that the class of graphs with odd girth at least $g$ has the stated property. As mentioned in the introduction we conjecture that the same is true for girth.

**Conjecture 23.** For every graph $F$ with at least one cycle, there exists a constant $b_F$ and graphs $G$ of arbitrarily large chromatic number and the same girth as $F$ such that every $F$-free induced subgraph of $G$ is $b_F$-colourable.
For this conjecture to hold, the class of graphs with girth at least \( g \) must certainly be vertex Ramsey. Happily, since cycles are 2-connected this follows from a theorem of Nešetřil and Rödl [24].

The graphs \( \overrightarrow{X_n} \) and \( X_n \) described in Section 2 can be chosen to not contain short cycles. However, if we continue to build our graphs by adding edges \( \overrightarrow{uv} \) for \( u < v \) simply based on residues modulo \( p \) of \( d(u, v) \), we will unavoidably introduce many 4-cycles. For this reason, a resolution of this conjecture even in the special case where \( F \) is the 5-cycle would be very interesting, as such an argument would likely overcome many of the difficulties involved in proving the full conjecture.

Another area for further research is determining the optimal constant \( c_F \) in the statement of Theorem 3.

**Question 24.** For each graph \( F \) containing an edge, what is the smallest value of \( c_F \) for which Theorem 3 holds? Can we take \( c_F \) bounded by a function of \( \chi(F) \)?

Clearly \( c_F \) must be at least \( \chi(F) - 1 \) for all \( F \), and at least \( \chi(F) \) if \( F \) is not vertex-critical. Nešetřil [23] has conjectured that the optimal \( c_F \) is at most \( \chi(F) \) for all \( F \).

For triangles, it follows from results in [7, 34] that the optimal \( c_{K_3} \) is either 3 or 4 (in particular, the bound \( \chi(F) - 1 \) for vertex-critical graphs is not always attained). For larger cliques, Brianiński, Davies and Walczak [6] showed that the optimal \( c_{K_m} \) is \( O(m^3) \); as noted at the start of Section 3, the optimal \( c_F \) is \( O(|V(F)|^9) \) in general.
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