RESTRICTED CLASSES OF VERONESE TYPE IDEALS AND ALGEBRAS
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Abstract. We study ideals which are generated by monomials of degree \( d \) in the polynomial ring in \( n \) variables and which satisfy certain numerical side conditions regarding their exponents. Typical examples of such ideals are the ideals of Veronese type, squarefree Veronese ideals or \( t \)-spread Veronese ideals. In this paper we focus on \( c \)-bounded \( t \)-spread Veronese ideals and on Veronese ideals of bounded support. Their powers as well as their fiber cone is also be considered.

Introduction

The study of Veronese ideals and Veronese algebras, and variations of them, has a long history. The motivation to study these algebraic objects comes from combinatorics and algebraic geometry. In this paper we aim at a unified treatment, and then focus on two particular classes of Veronese type ideals and algebras.

Let \( K \) be a field and \( S = K[x_1, \ldots, x_n] \) be the polynomial ring in \( n \) indeterminates over \( K \). We fix an integer \( d \) and a sequence \( a = (a_1, \ldots, a_n) \) of integers with \( 1 \leq a_1 \leq \cdots \leq a_n \leq d \) and \( d < \sum_{i=1}^{d} a_i \). The monomial ideal in \( S \) generated by all the monomials of the form \( x_1^{c_1} \cdots x_n^{c_n} \) with \( c_1 + \cdots + c_n = d \) and with \( c_i \leq a_i \) for all \( 1 \leq i \leq n \) is called an ideal of Veronese type. We denote it by \( I_{n,d,(a_1, \ldots, a_n)} \).

Properties of these ideals have been studied for example in \([15], [16] \) and \([23] \). The \( K \)-subalgebra of \( S \) generated by the monomials \( u \in G(I_{n,d,(a_1, \ldots, a_n)}) \) is called an algebra of Veronese type. Here, for a monomial ideal \( I \), we denote by \( G(I) \) the set of minimal monomial generators of \( I \). De Negri and Hibi, in \([5] \), characterized those algebra of Veronese type which are Gorenstein.

While ideals of Veronese type are defined by bounding the exponents of the generators, the next family is defined by spreading the variables. In paper \([9] \), the concept of a \( t \)-spread monomial was introduced. A monomial \( x_{i_1} \cdots x_{i_d} \) with \( i_1 \leq i_2 \leq \cdots \leq i_d \) is called \( t \)-spread if \( i_j - i_{j-1} \geq t \) for \( 2 \leq j \leq n \). We fix integers \( d \) and \( t \). The monomial ideal in \( S \) generated by all \( t \)-spread monomials of degree \( d \) is called the \( t \)-spread Veronese ideal of degree \( d \). We denote it by \( I_{n,d,t} \). For \( t = 1 \) one obtains the squarefree Veronese ideals, which may also be viewed as the edge ideal of a hypersimplex. Properties of these ideals were first studied in \([24] \), and then further in \([9], [1], [20] \) and \([19] \). The \( K \)-subalgebra of \( S \) generated by the monomials
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\(v \in G(I_{n,d,t})\) is called the \(t\)-spread Veronese algebra. In [6] the Gorenstein property for the \(t\)-spread Veronese algebra was analyzed.

In this paper we present a unified concept to deal with all the above cases and to study new such classes.

In Section 1 this unified point of view is introduced by identifying multisets with monomials. For a given multiset \(A = \{i_1 \leq i_2 \leq \cdots \leq i_d\}\), the corresponding monomial is \(x_{i_1}x_{i_2}\cdots x_{i_d}\). The multiset \(A\) is called \(t\)-spread, if \(i_{k+1} - i_k \geq t\) for all \(k\). In that case a subset \(B \subset A\) is called a block of size \(r\) if \(B = \{i_k \leq i_{k+1} \leq \cdots \leq i_{k+r-1}\}\) with \(i_{l+1} - i_l = t\) for all \(l\). Any multiset has a unique block decomposition into maximal blocks. With this notion at hand one defines different restricted classes of Veronese ideals. We denote by \(A\) \(c\)-bounded \(t\)-spread Veronese ideals which have linear quotients (Theorem 2.1). In Corollary 2.8, we characterize in terms of \(c, n, d, t\) the set of all \(t\)-spread multisets \(A \in A_{n,d}\), where \(A_{n,d}\) denotes multisets in \([n]\) with \(d\) elements. For given positive integers \(c\) and \(k\), we consider the following two classes of multisets:

1. \(A_{c,(n,d,t)}\) is the set of all multisets \(A \in A_{n,d,t}\) such that \(|B| \leq c\) for each block \(B \subset A\), and we set \(I_{c,(n,d,t)} = (x_A : A \in A_{c,(n,d,t)})\).
2. \(A_{(n,d,t),k}\) is the set of all multisets \(A \in A_{n,d,t}\) which have at most \(k\) blocks in their unique block decomposition, and we set \(I_{(n,d,t),k} = (x_A : A \in A_{(n,d,t),k})\).

The first family of multisets gives us the \(c\)-bounded \(t\)-spread Veronese ideals which we study in Section 2. It is shown that these ideals have linear quotients (Theorem 2.1). In Corollary 2.8 we characterize in terms of \(c, n, d, t\) when \(I_{c,(n,d,t)}\) is Cohen–Macaulay or Gorenstein.

Section 3 is devoted to the study of the powers of the ideal \(I_{c,(n,d,t)}\) and its fiber cone. The basic tool for this task is provided in Theorem 3.1, where it is shown that \(I_{c,(n,d,t)}\) satisfies the so-called \(l\)-exchange property with respect to the sorting order, as shown in Theorem 3.4, we conclude in Corollary 3.6 that the Rees algebra \(R(I_{c,(n,d,t)})\) is a normal Cohen-Macaulay domain. This has the consequence that \(I_{c,(n,d,t)}\) satisfies the strong persistence property and that all powers of \(I_{c,(n,d,t)}\) have linear resolution, see Corollary 3.7. These results generalize the corresponding statements for \(t\)-spread Veronese ideals in [9] and follow the similar line of arguments, though the \(c\)-bound condition, requires substantial extra efforts in the proofs.

In order to compute the analytic spread of \(I_{c,(n,d,t)}\), which is the Krull dimension of its fiber cone, we present in Lemma 4.3 a result, which is of quite general interest and generalizes [18, Lemma 4.2]. It is shown that for a monomial ideal \(I\) with linear relations which is generated in a single degree and whose linear relation graph \(\Gamma\) has \(r\) vertices and \(s\) connected components, the analytic spread of \(I\) is given by the formula \(\ell(I) = r - s + 1\). Based on this lemma we succeed in Theorem 4.11 to give a complete answer regarding the analytic spread of \(I_{c,(n,d,t)}\). For its proof one introduces a partial order on the monomial generators of \(I_{c,(n,d,t)}\), by saying that \(u\) covers \(v\) if there exist \(i < j\) such that \(x_j\) divides \(u\) and \(v = x_i(u/x_j)\). In Theorem 4.14 is shown that there exists a unique maximal element and a unique minimal with respect to this partial order. The exponents of these elements as well as the integers
c, n, d and t determine in a complicated but explicit way the analytic spread of $I_{c,(n,d,t)}$. Several examples demonstrate the result.

In the last section of the paper we study $t$-spread Veronese ideals of bounded block type, namely the ideals of the form $I_{(n,d,t),k}$. This is the $t$-spread monomial ideal in $n$ variables generated in degree $d$ with at most $k$ blocks. In particular, $I_{(n,d,0),k}$ is the ideal in $n$ variables generated in degree $d$ whose generators have support of cardinality at most $k$.

For a suitable integer $m$, the ideal $I_{(n,d,t),k}$ is obtained from $I_{(m,d,0),k}$ by an iterated application of the Kalai shifting operator. In this paper we concentrate on the study of the ideals $I_{(n,d,0),k}$. It can be easily seen $I_{(n,d,0),k} = \sum_{i_1 \leq i_2 \leq \ldots \leq i_k} (x_{i_1}, \ldots, x_{i_k})^d$.

These ideals are of height $n$, so that the regularity is determined by their socle degree. The regularity of $I_{(n,d,0),k}$ is given in Theorem [5.4]. At present we do not know the regularity of $I_{(n,d,t),k}$ when $t > 0$, even it is obtained by shifting from an ideal of the type $I_{(m,d,0),k}$. Indeed since $I_{(m,d,0),k}$ is not a stable ideal, there is no obvious relationship between its regularity and that of its shifted ideals. In Proposition [5.5] we show that $I_{(n,d,0),k}^{t-1}$ is a power of the maximal ideal, so that this power of $I_{(n,d,0),k}^{-1}$ has linear resolution. In general much smaller powers of $I_{(n,d,0),k}$ may have linear resolution. Knowing this smallest power $j$ such that $I_{(n,d,0),k}^{-1}$ has linear resolution gives us the regularity of the fiber cone of $I_{(n,d,0),k}$, see Corollary [5.6]. The examples that we could check with Singular [11] indicate that the fiber cone of $I_{(n,d,0),k}$ has quadratic relations. Among them is the well-known pinched Veronese which is known to be even Koszul, see [11].

1. Basic concepts

Let $A_{n,d}$ be the set of all multisets $A \subset [n]$ with $|A| = d$. A multiset

$$A = \{i_1 \leq i_2 \leq \ldots \leq i_d\} \subset [n]$$

is called $t$-spread if $i_{k+1} - i_k \geq t$ for all $k$.

We denote by $A_{n,d,t}$ the set of all $t$-spread $A \in A_{n,d}$. Note that $A_{n,d,0} = A_{n,d}$. Let $A \in A_{n,d,t}$. A subset $B \subset A$ is called a block of size $r$ if $B = \{i_k \leq i_{k+1} \leq \ldots \leq i_{k+r-1}\}$ with $i_{l+1} - i_l = t$ for all $l$. The block $B$ is called maximal if it is not properly contained in any other block of $A$. Note that every $A \in A_{n,d,t}$ has unique block decomposition. In other words, $A = B_1 \sqcup B_2 \sqcup \ldots \sqcup B_k$, where each $B_i$ is a maximal block. The number of blocks in $A$ is called the block type of $A$. For example, $\{1, 3, 5, 8, 10, 13, 16\} \subset A_{16,7,2}$ has block decomposition $B_1 = \{1, 3, 5\}$, $B_2 = \{8, 10\}$, $B_3 = \{13\}$ and $B_4 = \{16\}$.

In this paper, we consider, the following restricted multisets of $A_{n,d,t}$. Given positive integers $c$ and $k$, we define:

1. $A_{c,(n,d,t)}$ is the set of all multisets $A \in A_{n,d,t}$ such that $|B| \leq c$ for each block $B \subset A$.

2. $A_{(n,d,t),k}$ is the set of all multisets $A \in A_{n,d,t}$ which have at most $k$ blocks in their unique block decomposition.
Let $K$ be a field and $S = K[x_1, \ldots, x_n]$ be the polynomial ring in $n$ indeterminates. For a multiset $A = \{i_1 \leq i_2 \leq \ldots \leq i_r\}$ on $[n]$, we define the monomial $x_A = \prod_{j=1}^{r} x_{i_j}$.

Corresponding to the restricted multisets introduced in (1) and (2), we define the following monomial ideals

$$I_{c,(n,d,t)} = (x_A : A \in A_{c,(n,d,t)}) \quad \text{and} \quad I_{(n,d,t),k} = (x_A : A \in A_{(n,d,t),k}).$$

**Examples 1.1.**

(i) The ideal $I_{c,(n,d,0)}$ is of Veronese-type $I_{n,d;\ldots\ldots,0}$. In other words, the ideal $I_{c,(n,d,0)}$ is generated by all monomials in degree $d$ whose exponents are bounded by $c$.

(ii) The ideal $I_{1,(n,d,0)}$ is the squarefree Veronese ideal.

(iii) The ideal $I_{(n,d,0),k}$ is the ideal generated by all $u \in \operatorname{Mon}(S)$ of degree $d$ such that $|\operatorname{supp}(u)| \leq k$.

Here, as usual, the support of a monomial $u$ is the set $\{i : x_i|u\}$. We denote this set by $\operatorname{supp}(u)$.

In what follows we also need the concept of the multi-support of a monomial. Let $u = x_{i_1}x_{i_2}\ldots x_{i_d}$ with $i_1 \leq i_2 \leq \ldots \leq i_d$. We call the multiset $\{i_1, \ldots, i_d\}$ the multi-support of $u$ and denote it by $\operatorname{msupp}(u)$.

## 2. $c$-bounded $t$-spread Veronese ideals

In this section we study properties of $c$-bounded $t$-spread Veronese ideals. Recall that $I_{c,(n,d,t)}$ denotes the $t$-spread monomial ideal in $n$ variables generated in degree $d$ whose blocks are $c$-bounded.

**Theorem 2.1.** The ideal $I_{c,(n,d,t)}$ has linear quotients with respect to the lexicographic order.

**Proof.** For simplicity, we set $I = I_{c,(n,d,t)}$. Let $G(I) = \{u_1, \ldots, u_m\}$ ordered with respect to the lexicographic order. Let $r \leq m$ and $J = (u_1, \ldots, u_{r-1})$. We want to show that $J : u_r$ is generated by variables. In this context, it is enough to prove that for all $1 \leq k \leq r - 1$ there exists $x_i \in J : u_r$ such that $x_i$ divides $u_k/\gcd(u_k, u_r)$. Let $u_k = x_{i_1}x_{i_2}\ldots x_{i_d}$ with $i_1 \leq i_2 \leq \ldots \leq i_d$ and $u_r = x_{j_1}x_{j_2}\ldots x_{j_d}$ with $j_1 \leq j_2 \leq \ldots \leq j_d$. Since $u_k >_{\text{lex}} u_r$ there exists $q$ with $1 \leq q \leq t$ such that $i_1 = j_1, \ldots, i_{q-1} = j_{q-1}$ and $i_q < j_q$. Let $v = x_{i_q}(u_r/x_{j_q})$. Then, $v = x_{j_1}x_{j_2}\ldots x_{j_{q-1}}x_{i_q}x_{j_{q+1}}\ldots x_{j_d} = x_{i_1}x_{i_2}\ldots x_{i_{q-1}}x_{i_q}x_{j_{q+1}}\ldots x_{j_d}$. Since $j_{q+1} - i_q > j_q - j_q \geq t$, we see that $v$ is $t$-spread and any maximal block belongs to $\{j_1, \ldots, j_{q-1}, i_q\} = \{i_1, \ldots, i_{q-1}, i_q\}$ or $\{j_{q+1}, \ldots, j_d\}$. Hence, since $u_k$ and $u_r$ are $c$-bounded, it follows that $v$ is also $c$-bounded. Thus, $v \in G(J)$ because $v \in G(I)$ and $v >_{\text{lex}} u_r$. Therefore, $x_{i_q} \in J : u_r$ and $x_{i_q}$ divides $u_k/\gcd(u_k, u_r)$, as required. \qed

Let $I = I_{c,(n,d,t)}$ and $u \in I$, and let $B_1 \sqcup \cdots \sqcup B_r$ be the block decomposition of $\operatorname{msupp}(u)$. For $j = 1, \ldots, r - 1$, the $j$th gap interval of $u$ is the interval $[\max(B_j) + t, \min(B_{j+1}) - 1]$ if $|B_j| < c$ and is the interval $[\max(B_j) + t + 1, \min(B_{j+1}) - 1]$ if $|B_j| = c$. Furthermore, we call $[1, \min(B_1) - 1]$ the 0th gap interval.

By using this terminology we have
Lemma 2.2. Let \( u \in G(I) \). Then \( i \in \text{set}(u) \) if and only if \( i \) belongs to some gap interval of \( u \).

Proof. Let \( i \) be an integer that belongs to the \( j \)th gap interval of \( u \), and let \( k = \min(B_{j+1}) \) and \( v = x_iu/x_k \). It follows from the definition of the gap intervals that \( v \in I \). Since \( v \geq \text{lex} \ u \), it follows that \( i \in \text{set}(u) \).

Let \( i \in \text{set}(u) \). Then there exists \( v = x_iu/x_k \in I \) for some \( i < k \). In particular, \( i < k \leq \max(u) = \max(B_r) \). We have the following:

1. \( i \notin [\min(B_r), \max(B_r)] \), otherwise \( v \) is not \( t \)-spread if \( t \geq 1 \), and \( i = k \) if \( t = 0 \), which in both cases is a contradiction.

2. For any \( 1 \leq j \leq r - 1 \) with \( |B_j| < c \), we have \( i \notin [\min(B_j), \max(B_j) + t - 1] \). Otherwise, if \( t \geq 1 \) then \( v \) is not \( t \)-spread, and if \( t = 0 \), then \( [\min(B_j), \max(B_j) + 1] = \emptyset \) because \( \min(B_j) = \max(B_j) \), which in both cases is a contradiction.

3. For any \( 1 \leq j \leq r - 1 \) with \( |B_j| = c \), we have \( i \notin [\min(B_j), \max(B_j) + t] \). Otherwise, \( v \) is not \( c \)-bounded for \( i = \max(B_j) + t \). Furthermore, if \( t \geq 1 \) then \( v \) is not \( t \)-spread for \( \min(B_j) \leq t < \max(B_j) + t \), and if \( t = 0 \), then again \( v \) is not \( c \)-bounded, which again in all cases leads to a contradiction.

The only possibility that remains is that \( i \) belongs to a \( j \)th gap interval for some \( 0 \leq j \leq r - 1 \). \( \square \)

Examples 2.3. (i) Let \( u = x_1x_2x_3x_6x_{10} \in I_{3, (10, 5, 1)} \). Then \( \text{set}(u) = \{5, 7, 8, 9\} \).

(ii) Let \( u = x_3^2x_5 \in I_{3, (6, 0)} \). Then \( \text{set}(u) = \{2, 3, 4\} \).

We define the Kalai stretching operator \( \sigma \) as follows: for \( A = \{i_1 \leq i_2 \leq \cdots \leq i_d\} \in [n] \), \( A^\sigma \) is the multiset \( \{i_1, i_2 + 1, \ldots, i_d + d - 1\} \subseteq [n + d - 1] \). Inductively, for any \( t \geq 1 \), we define \( A^{\sigma^t} = (A^{\sigma^{t-1}})^\sigma \). For \( u = x_A \), we set \( u^{\sigma^t} = x_{A^{\sigma^t}} \). We define the inverse map of \( \sigma \) by \( \tau \) as follows: for \( A = \{i_1 < i_2 < \cdots < i_d\} \in [n] \), \( A^\tau \) is the set \( \{i_1, i_2 - 1, \ldots, i_d - (d - 1)\} \subseteq [n - (d - 1)] \).

Proposition 2.4. The stretching operator \( \sigma \) has the following properties:

(i) \( v \in G(I_{c,(n+1,d,t+1)}) \) if and only if there exists \( u \in G(I_{c,(n,d,t)}) \) such that \( v = u^\sigma \);

(ii) Let \( u \in G(I_{c,(n,d,t)}) \), \( u = x_A \) and \( A = \{i_1 \leq \cdots \leq i_d\} \). Assume \( \text{set}(u) = \{a_1, \ldots, a_r\} \). Then \( \text{set}(u^\sigma) = \{b_1, \ldots, b_r\} \), where \( b_i = a_i + \max\{j : i_j \leq a_i\} \) for all \( i \) and \( \max \emptyset = 0 \).

Proof. (i) If \( A \) is \( t \)-spread, it follows that \( A^\sigma \) is \( t+1 \)-spread. Moreover, if \( B_1 \sqcup \cdots \sqcup B_r \), is the block decomposition of \( A \), then the block decomposition \( A^\sigma \) is \( C_1 \sqcup \cdots \sqcup C_r \) such that if \( B_j = \{i_k \leq i_{k+1} \leq \cdots \leq i_l\} \) then \( C_j = \{i_k + k - 1 < i_{k+1} + k < \cdots < i_l + l - 1\} \). This shows that \( v \in I_{c,(n+1,d,t+1)} \) if \( u \in I_{c,(n,d,t)} \). Similarly one shows that if \( v \in I_{c,(n+1,d,t+1)} \) and \( u = v^\tau \), then \( u \in I_{c,(n,d,t)} \). Since \( u^\sigma = v \), this completes the proof.

(ii) From Lemma 2.2, we know \( \text{set}(u) \) and \( \text{set}(u^\sigma) \) are equal to the union of all gap intervals of \( A \) and \( A^\sigma \), respectively. From the construction of \( A \) and \( A^\sigma \) in part (i), we see that \( A \) and \( A^\sigma \) has same number of blocks and hence the same number of gap intervals. Note that the 0th gap interval is same for \( A \) and \( A^\sigma \) because
\[ \min(B_1) = \min(C_1). \] Therefore, \( a_i \) belongs to the 0th gap interval of \( u \) if and only if \( a_i = b_i \) belongs to the 0th gap interval of \( u^\sigma \).

For \( j > 0 \), by following the definition of gap intervals, the \( j \)th gap interval is given as follows:

\[
(1) \quad a_i \in \{ i_l + p, i_l + p + 1, \ldots, i_{l+1} - 1 \},
\]

where \( i_l = \max(B_j) \) and \( p = t \) if \( |B_j| < c \) and \( p = t + 1 \) if \( |B_j| = c \). Note that \( \max\{ j : i_j \leq a_i \} = l \). Furthermore, the \( j \)th gap interval of \( u^\sigma \) is

\[
\{ i_l + (l - 1) + q, i_l + (l - 1) + q + 1, \ldots, i_{l+1} + l - 1 \},
\]

where \( i_l + l - 1 = \max(C_j) \) and \( q = t \) if \( |C_j| < c \) and \( q = t + 1 \) if \( |C_j| = c \). Since \( |B_j| = |C_j| \), we have \( q = p + 1 \). So we may write the \( j \)th gap interval of \( u^\sigma \) as

\[
(2) \quad \{ i_l + p + l, i_l + p + l + 1, \ldots, i_{l+1} + 1 + l \}.
\]

Therefore, for any \( j > 0 \), \( a_i \) is in \( j \)th gap interval of \( u \) if and only if \( b_i = a_i + l \) is in \( j \)th gap interval of \( u^\sigma \).

\[ \square \]

**Corollary 2.5.** \( \beta_i(I_{c,(n,d,t)}) = \beta_i(I_{c,(n-(d-1)t,d,0)}) \) for all \( i \).

**Proof.** We use the following general fact (see [17, Lemma 1.5]): Let \( I \) be a monomial ideal generated in degree \( d \) with linear quotients. Then

\[
(3) \quad \beta_i(I) = |\{ \alpha \in \text{set}(u) : u \in G(I) \text{ and } |\alpha| = i \}|.
\]

Now, let \( G(I_{c,(n-(d-1)t,d,0)}) = \{ u_1, \ldots, u_r \} \), then \( G(I_{c,(n,d,t)}) = \{ u_1^\sigma, \ldots, u_r^\sigma \} \), by Proposition 2.4(i), and by Proposition 2.4(ii) we have \(|\text{set}(u_j)| = |\text{set}(u_j^\sigma)|\) for all \( j \). Thus, the desired conclusion follows from [3]. \[ \square \]

**Lemma 2.6.** Let \( I \subset S \) be a graded ideal in \( S = K[x_1, \ldots, x_n] \) and \( J \subset T \) a graded ideal in \( T = K[x_1, \ldots, x_{n'}] \) such that \( \beta_{i,j}(I) = \beta_{i,j}(J) \) for all \( i \) and \( j \). Then

\[ \text{height}(I) = \text{height}(J). \]

**Proof.** Denote by \( d = \text{dim}(S/I) \) and by \( d' = \text{dim}(T/J) \). Since \( I \) and \( J \) have the same graded Betti numbers, we have that \( \text{Hilb}(S/I) = \frac{P(t)}{(1-t)^n} = \frac{Q(t)}{(1-t)^r} \), \( Q(1) \neq 0 \), and \( \text{Hilb}(T/J) = \frac{P(t)}{(1-t)^{n'}} = \frac{Q'(t)}{(1-t)^{r'}} \), \( Q'(1) \neq 0 \). Thus, \( P(t) = Q(t)(1-t)^{n-d} = Q'(t)(1-t)^{n'-d} \). Hence, \( n - d = n' - d' \), which leads to the desired conclusion. \[ \square \]

**Proposition 2.7.** (i) \( \text{height}(I_{c,(n,d,t)}) = \text{height}(I_{c,(n-(d-1)t,d,0)}) \).

(ii) \( \text{height}(I_{c,(n,d,t)}) = n - (k + t(d - 1)) \), where \( k = \lceil \frac{d}{c} \rceil \) and \( r = d - kc \).

(iii) \( n - (k + t(d - 1)) = \max\{ \min(u) : u \in G(I_{c,(n,d,t)}) \} \).

**Proof.** (i) By Corollary 2.5 the ideals \( I_{c,(n,d,t)} \) and \( I_{c,(n-(d-1)t,d,0)} \) have the same Betti numbers and by Theorem 2.1 they both have \( d \)-linear resolution. Therefore, their graded Betti numbers are the same. Thus, by applying Lemma 2.7 we conclude that the two ideals have the same height. Part (ii) follows from part (i) and [23, Proposition 3.1]. For part (iii), it is easy to see that the smallest monomial generator of \( I_{c,(n,d,t)} \) with respect to the lexicographic order is the monomial

\[ x_n - k((t+1)+(c-1)t) - rt \cdots x_n - (c-1)t - (t+1)x_n - (c-1)t \cdots x_n - t x_n. \]
Thus we obtain the desired conclusion. □

**Corollary 2.8.** (i) \( I_{c,(n,d,t)} \) is Cohen-Macaulay if and only if \( n \leq t(d-1) + \left\lfloor \frac{d-1}{c} \right\rfloor + 1 \), or \( d \leq c \), or \( c = 1 \).

(ii) \( I_{c,(n,d,t)} \) is Gorenstein if and only if \( n \leq t(d-1) + \left\lfloor \frac{d-1}{c} \right\rfloor + 1 \) or \( d = 1 \).

**Proof.** (i) By Corollary 2.5, the ideals \( I_{c,(n,d,t)} \) and \( I_{c,(n-(d-1)t,t,d,0)} \) have the same graded Betti numbers and hence the same projective dimension. Therefore, by Proposition 2.7, they have the same height. It follows that \( I_{c,(n,d,t)} \) is Cohen-Macaulay if and only if \( I = I_{c,(n-(d-1)t,t,d,0)} \) is Cohen-Macaulay. Therefore, the desired conclusion follows from [12] Theorem 4.2, which says that the Veronese type ideal is Cohen-Macaulay if and only if \( I \) is either a principal ideal and hence height(\( I \)) \( \leq 1 \), which by Proposition 2.7 means that \( n \leq t(d-1) + \left\lfloor \frac{d-1}{c} \right\rfloor + 1 \), or \( I \) is a power of the maximal ideal, which is the case if and only if \( d \leq c \), or \( I \) is squarefree Veronese, which is the case if and only if \( c = 1 \).

(ii) Since the resolution for \( I_{c,(n,d,t)} \) is \( d \)-linear and since for Gorenstein rings the resolution for \( S/I_{c,(n,d,t)} \) is self-dual it follows that \( I_{c,(n,d,t)} \) is Gorenstein if and only if \( d = 1 \) or \( I_{c,(n,d,t)} \) is principal, i.e. \( n \leq t(d-1) + \left\lfloor \frac{d-1}{c} \right\rfloor + 1 \). □

**3. On the powers and the fiber cone of \( c \)-bounded \( t \)-spread Veronese ideals**

We start this section by defining sorted sets of monomials, a notion due to Sturmfels [24]. The relations of toric rings generated by sortable sets are well understood. Let \( S_d \) be the \( K \)-vector space generated by all the monomials of degree \( d \) in \( S \) and let \( v, w \in S_d \). We write \( vw = x_{i_1} \ldots x_{i_d} \) with \( i_1 \leq i_2 \leq \cdots \leq i_d \). The sorting of the pair \((v, w)\) is the pair of monomials \((v', w')\) with

\[
v' = x_{i_1} \ldots x_{i_d-1}, \quad w' = x_{i_d} \ldots x_{i_{2d}}.
\]

The map

\[
\text{sort} : S_d \times S_d \to S_d \times S_d, \quad (u, v) \mapsto (u', v')
\]

is called the sorting operator. A pair \((u, v)\) is sorted if \(\text{sort}(u, v) = (u, v)\). Notice that if \((u, v)\) is sorted, then \( u \geq_{\text{lex}} v \) and \(\text{sort}(u, v) = \text{sort}(v, u)\). If \( u_1 = x_{i_1} \ldots x_{i_d}, \quad u_2 = x_{j_1} \ldots x_{j_d}, \quad \ldots, \quad u_r = x_{l_1} \ldots x_{l_d} \), then the \( r \)-tuple \((u_1, \ldots, u_r)\) is sorted if and only if

\[
(4) \quad i_1 \leq j_1 \leq \cdots \leq l_1 \leq i_2 \leq j_2 \leq \cdots \leq l_2 \leq \cdots \leq i_d \leq j_d \leq \cdots \leq l_d,
\]

which means that \((u_i, u_j)\) is sorted, for all \( i > j \). For any \( r \)-tuple of monomials \((u_1, \ldots, u_r)\), \( u_i \in S_d \), for all \( i \), there exists a unique sorted \( r \)-tuple \((v_1, \ldots, v_r)\) such that \( u_1 \cdots u_r = v_1 \cdots v_r \), see [8] Theorem 6.12. We say that the product \( u_1 \cdots u_r \) is sorted if \((u_1, \ldots, u_r) = (v_1, \ldots, v_r)\).

**Theorem 3.1.** The set \( G(I_{c,(n,d,t)}) \) is sortable.

**Proof.** Let \( u, v \in G(I_{c,(n,d,t)}) \). Then \( u = x_U \) and \( v = x_V \) for some \( U, V \in A_{c,(n,d,t)} \).

Let \( uv = x_{i_1}x_{i_2} \ldots x_{i_{2d}} \) such that \( i_1 \leq i_2 \leq \cdots \leq i_{2d} \). Moreover, let \( v' = x_{i_1}x_{i_3} \ldots x_{i_{2d-1}} \) and \( u' = x_{i_2}x_{i_4} \ldots x_{i_{2d}} \). We need to show that \( u', v' \in G(I_{c,(n,d,t)}) \).
If \( t = 0 \), then note that \( \deg_{x_i}(u') \) and \( \deg_{x_i}(v') \) is at most \( \left\lfloor \frac{\deg_{x_i}(u) + \deg_{x_i}(v)}{2} \right\rfloor \). Since \( \deg_{x_i}(u), \deg_{x_i}(u) \leq c \), it shows that \( \deg_{x_i}(u') \) and \( \deg_{x_i}(v') \) is also bounded by \( c \). This shows that \( u', v' \in G(\mathcal{I}_c(n,d,t,0)) \).

Let \( t \geq 1 \). It follows from \cite{2} Proposition 3.1] that \( u' \) and \( v' \) are \( t \)-spread monomials. In particular, \( u' \) and \( v' \) are squarefree. Now we will show that if \( B \subset \{ i_2 < i_4 < \ldots < i_{2d} \} \) is generated by the set of monomials \( U \). This shows that \( \deg_{x_i}(u) \) and \( \deg_{x_i}(v) \) follows by a similar argument.

Let \( B = \{ i_{2l} < i_{2(l+1)} < \ldots < i_{2(l+k)} \} \), for some \( 1 \leq l < l + k \leq d \). Let \( A = \{ i_{2l} \leq i_{2l+1} \leq i_{2l+2} \leq i_{2l+3} \leq \ldots \leq i_{2(l+k)-1} \leq i_{2(l+k)} \} \). We have either \( i_{2l} \in U \) or \( i_{2l} \notin U \). Assume that \( i_{2l} \in U \). Then we have two possibilities, namely, either \( i_{2l+1} \in U \) or \( i_{2l+1} \notin U \). If \( i_{2l+1} \in U \) then \( i_{2l+1} = t \) and \( i_{2l+1} = i_{2l+2} \) because \( i_{2l+2} - i_{2l} = t \) and \( i_{2l} \leq i_{2l+1} \leq i_{2l+2} \). Therefore, \( i_{2l+2} \in U \). On the other hand, \( i_{2l+1} \notin U \). Then \( i_{2l} < i_{2l+1} \) and \( i_{2l+1} \in U \). Again, in this case \( i_{2l+2} \in U \) because \( i_{2l+2} \notin V \). Indeed \( i_{2l} < i_{2l+1} \leq i_{2l+2} \) and therefore \( i_{2l+2} - i_{2l+1} < t \). We see that in both cases, if \( i_{2l} \in U \) then \( i_{2l+2} \in U \). Continuing in the same way, we see that \( B \subset U \) and hence \( |B| \leq c \).

Now assume that \( i_{2l} \notin U \). Then \( i_{2l} \in V \) and by following the same argument as above, we conclude that \( B \subset V \) and \( |B| \leq c \).

Let \( I \) be an equigenerated monomial ideal. We consider the polynomial ring \( T = K[\{ t_u : u \in G(I) \}] \) in \( |G(I)| \) variables. We denote by \( K[I] \) the \( K \)-algebra which is generated by the set of monomials \( G(I) \). The kernel of the \( K \)-algebra homomorphism
\[ \varphi : T \rightarrow K[I], \varphi(t_u) = u, \text{ for } u \in G(I) \]
is a binomial ideal and is called the defining ideal of \( K[I] \).

**Corollary 3.2.** \( K[\mathcal{I}_c(n,d,t)] \) is Koszul and a Cohen-Macaulay normal domain.

**Proof.** We use the fact that the sorting relations form a quadratic Gröbner basis of the defining \( J \) of \( K[\mathcal{I}_c(n,d,t)] \) with respect to the sorting order, see \cite{3} Theorem 6.15 and \cite{8} Theorem 6.16. Then, by using a result of Fröberg \cite{10}, the algebra is Koszul. Since the initial ideal of \( J \) with respect to the sorting order is squarefree it follow from \cite{24}, see also \cite{14} Corollary 4.26, that \( K[\mathcal{I}_c(n,d,t)] \) is normal, and by \cite{21} this implies that it is Cohen-Macaulay.

In order to study the powers of the ideals \( I_{c,n,d,t} \), we have to understand the structure of the Rees algebra of such ideals. To do this, we use the so-called \( l \)-exchange property, see \cite{15} or \cite{8} Section 6.4.

Let \( \mathcal{R}(I) = \bigoplus_{j \geq 0} I^j t^j \subset S[t] \) be the Rees algebra of an equigenerated monomial ideal \( I \). Since \( I \) is equigenerated, the fiber \( \mathcal{R}(I)/\mathfrak{m}\mathcal{R}(I) \) of the Rees algebra \( \mathcal{R}(I) \) is isomorphic to the toric \( K \)-algebra \( K[I] \).

The Rees ring \( \mathcal{R}(I) \) has the presentation
\[ \psi : R = S[\{ t_u : u \in G(I) \}] \rightarrow \mathcal{R}(I), \]
developed by
Let < be a monomial order on \( T \). We call a monomial \( t_{u_1} \cdots t_{u_N} \in T \) standard with respect to <, if it does not belong to the initial ideal of the defining ideal \( J \subset T \) of \( K[I] \).

**Definition 3.3.** [15] A monomial ideal \( I \subset S \) satisfies the l-exchange property with respect to the monomial order < on \( T \), if the following conditions are satisfied: let \( t_{u_1} \cdots t_{u_N}, v_{t_1} \cdots t_{v_N} \) be two standard monomials in \( T \) of degree \( N \) with respect to < such that:

(i) \( \deg_x u_1 \cdots u_N = \deg_x v_1 \cdots v_N \), for \( 1 \leq i \leq q - 1 \) with \( q \leq n - 1 \).

(ii) \( \deg_x u_1 \cdots u_N < \deg_x v_1 \cdots v_N \).

Then there exist integers \( \delta, j \) with \( q < j \leq n \) and \( j \in \text{supp}(u_\delta) \) such that \( x_\delta u_\delta / x_j \in I \).

**Theorem 3.4.** \( I_{c,(n,d,t)} \) satisfies the l-exchange property with respect to the sorting order \(<_\text{sort} \).

**Proof.** We use similar arguments as in [1 Proposition 2.2]. Let \( t_{u_1} \cdots t_{u_N}, v_{t_1} \cdots t_{v_N} \in K[\{u_i: \ u \in G(I)\}] \) be two standard monomials of degree \( N \) satisfying (i) and (ii) of Definition 3.3. Since \( t_{u_1} \cdots t_{u_N}, v_{t_1} \cdots t_{v_N} \) does not belong to the initial ideal of \( J \) with respect to the sorting order, the products \( u_1 \cdots u_N \) and \( v_1 \cdots v_N \) are sorted. Condition (i) together with (4) implies that

\[
\text{deg}_{x_i}(u_\gamma) = \text{deg}_{x_i}(v_\gamma), \quad \text{for all } 1 \leq \gamma \leq N \text{ and } 1 \leq i \leq q - 1,
\]

and Condition (ii) implies that there exists \( 1 \leq \delta \leq N \) such that

\[
\text{deg}_{x_q}(u_\delta) < \text{deg}_{x_q}(v_\delta).
\]

Let \( u_\delta = x_{j_1} \cdots x_{j_d}, v_\delta = x_{l_1} \cdots x_{l_d} \). Then from (5) and (6), we see that there exists \( k \) such that \( j_1 = l_1, \ldots, j_{k-1} = l_{k-1} \) and \( j_k > l_k \). Then \( l_k = q \). We need to show that \( x_q u_\delta / x_j \in I_{c,(n,d,t)} \), for some \( j \in \text{supp}(u_\delta) \) with \( q < j \).

Take \( j = j_k \). Then \( x_q u_\delta / x_j = x_{j_1} \cdots x_{j_{k-1}} x_q x_{j_k+1} \cdots x_{j_d} = x_{l_1} \cdots x_{l_{k-1}} x_q x_{j_k+1} \cdots x_{j_d} \).

To see \( w = x_q u_\delta / x_j \) is \( t \)-spread, we only need to check \( j_{k+1} - q \geq t \). Indeed, \( j_{k+1} - q = j_{k+1} - l_k > j_k - j_k \geq t \). Moreover, \( w \) is \( c \)-bounded because \( \{l_1 \leq \cdots \leq \leq q\} \subset \text{msupp}(v_\delta) \) and \( \{j_{k+1} \leq \cdots \leq j_d\} \subset \text{msupp}(u_\delta) \) are \( c \)-bounded, and \( j_{k+1} - q > t \).

For the sortable ideal \( I_{c,(n,d,t)} \) we consider the sorting order \(<_\text{sort} \) on \( T \) and the lexicographic order \(<_\text{lex} \) on \( S \). Let \( < \) be the monomial order on \( R \) defined as follows: if \( s_1, s_2 \in S \) and \( t_1, t_2 \in T \) be monomials, then \( s_1 t_1 > s_2 t_2 \) if \( s_1 >_\text{lex} s_2 \) or \( s_1 = s_2 \) and \( t_1 >_\text{sort} t_2 \).

Let \( P \subset R \) be the defining ideal of \( \mathcal{R}(I_{c,(n,d,t)}) \). The following result shows that \( P \) has a quadratic Gröbner basis and the initial ideal of \( P \) is squarefree.

**Theorem 3.5.** The reduced Gröbner basis of the toric ideal \( P \) with respect to \(< \) defined before consists of the set of binomials \( t_u t_v - t_{u'} t_{v'} \), where \( (u, v) \) is unsorted and \( (u', v') = \text{sort}(u, v) \) and the set of binomials of the form \( x_i t_u - x_j t_v \), where \( i < j, x_i u = x_j v, \) and \( j \) is the largest integer for which \( x_i v / x_j \in G(I) \).
Proof. The result follows from Theorem 3.4 and [15, Theorem 5.1]. □

We have the following consequences:

**Corollary 3.6.** The Rees algebra $R(I_{c(n,d,t)})$ is a normal Cohen-Macaulay domain.

**Corollary 3.7.** $I_{c(n,d,t)}$ satisfies the strong persistence property and all powers of $I_{c(n,d,t)}$ have linear resolution.

Proof. The first part follows from Theorem 3.5 and [18, Corollary 1.6] and the second part follows from Theorem 3.5 and [13, Theorem 10.1.9]. □

4. The analytic spread of $c$-bounded $t$-spread Veronese ideals

By Corollary 3.6, the Rees algebra of $I_{c(n,d,t)}$ is Cohen-Macaulay. Therefore $\lim_{s \to \infty} \text{depth } S/I^s = n - \ell(I_{c(n,d,t)})$, see [7, Proposition 3.3]. Here for a graded ideal $I \subset S$, we denote by $\ell(I)$ the analytic spread of $I$, which by definition is the Krull dimension of $R/I/mR$, where $m$ denotes the graded maximal ideal of $S$. The aim of this section is to give an explicit formula for $\ell(I_{c(n,d,t)})$.

**Definition 4.1.** Let $G(I) = \{u_1, \ldots, u_m\}$. The linear relation graph $\Gamma$ of $I$ is the graph with the edge set

$$E(\Gamma) = \{\{i, j\} : \text{ there exist } u_k, u_l \in G(I) \text{ such that } x_i u_k = x_j u_l\}.$$ 

**Definition 4.2.** The analytic spread of an ideal $I$, $\ell(I)$, is the Krull dimension of the fiber ring $R/I/mR$.

To compute the analytic spread of $I_{c(n,d,t)}$, which is the Krull dimension of $K[I_{c(n,d,t)}]$, we use the following result, which is a generalization of [18, Lemma 4.2].

**Lemma 4.3.** Let $I$ be a monomial ideal with linear relations generated in a single degree whose linear relation graph $\Gamma$ has $r$ vertices and $s$ connected components. Then

$$\ell(I) = r - s + 1.$$ 

Proof. Let $G(I) = \{u_1, \ldots, u_q\}$ with $u_i = x^{a_i}$ for all $i$, and $\mathcal{M} = \{a_1, \ldots, a_q\}$ be the set of exponent vectors of $G(I)$. We denote by $V$ the $\mathbb{Q}$-vector space generated by the vectors $a_1, \ldots, a_q$. It is clear that $\ell(I)$ is the dimension of $V$. Let $W \subset V$ be a $\mathbb{Q}$-vector space spanned by all the vectors $a_k - a_l$ with $a_k, a_l \in \mathcal{M}$ such that $a_k - a_l = \pm \varepsilon_{ij} = \pm (\varepsilon_i - \varepsilon_j)$, for some $i < j$. In [18, Lemma 4.2], it was showed that $\dim W = r - s$.

We show that $a_i - a_j \in W$ for all $i$ and $j$. We may assume $i \neq j$. Since $I$ is multigraded, there exists an exact sequence of multigraded modules

$$0 \to U \to \bigoplus_{i=1}^m Se_i \to I \to 0$$

with $e_i \mapsto u_i$ for $i = 1, \ldots, m$ and the multidegree of $e_i$, denoted $\text{Deg}(e_i)$, is equal to $a_i$. 
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Since \( I \) has linear relations, \( U \) is generated by homogeneous relations of the form
\[
 r = x_k e_\alpha - x_l e_\beta.
\]
Here \( \text{Deg}(r) = \epsilon_k + a_\alpha = \epsilon_l + a_\beta \). Hence \( a_\alpha - a_\beta \in W \) for the generating relations of \( I \). Note that
\[
 r_{ij} = \frac{u_j}{\gcd(u_i, u_j)} e_i - \frac{u_i}{\gcd(u_i, u_j)} e_j \in U.
\]
Thus, we can write
\[
 r_{ij} = \sum_{t=1}^{m} \omega_t (x_k e_\alpha_t - x_l e_\beta_t),
\]
with \( \text{Deg}(\omega_t (x_k e_\alpha_t - x_l e_\beta_t)) = \text{Deg}(r_{ij}) \) for all \( t \). Thus
\[
 r_{ij} = \sum_{t=1}^{m} (v_t e_\alpha_t - w_t e_\beta_t),
\]
where \( v_t = \omega_t x_k \) and \( w_t = \omega_t x_l \).
Moreover, all summands are homogeneous of multidegree \( \text{Deg}(r_{ij}) \).
Since \( r_{ij} \) contains only the basis elements \( e_i \) and \( e_j \), the other basis elements in this sum must cancel each other. Therefore, we can write this sum as
\[
 r_{ij} = \sum_{t=1}^{m} (v_t e_\alpha_t - v_{t+1} e_\alpha_{t+1}),
\]
where \( \alpha_1 = i \) and \( \alpha_m = j \). Since \( w_t e_\alpha_{t+1} \) has the same multidegree as \( v_t+1 e_\alpha_{t+1} \), it follows that \( w_t = v_{t+1} \), for all \( i = 1, \ldots, m-1 \). Thus
\[
 r_{ij} = \sum_{t=1}^{m} (v_t e_\alpha_t - v_{t+1} e_\alpha_{t+1}).
\]
Let \( b_t = \text{Deg} v_t \) for all \( t \). Then
\[
 b_{t+1} - b_t = \text{Deg}(e_i) - \text{Deg}(e_{i+1}) \in U.
\]
Therefore,
\[
 a_i - a_j = b_m - b_1 = \sum_{t=1}^{m} (b_{t+1} - b_t) \in W.
\]
Since \( a_1, \ldots, a_q \) is a \( \mathbb{Q} \)-basis of \( V \), it follows that \( a_1 \notin W \). Hence, \( V = W + a_1 \mathbb{Q} \), which leads to
\[
 \ell(I) = \dim V = \dim W + 1 = r - s + 1.
\]
\[\square\]

Now we apply this Lemma 4.3 to obtain an explicit formula for the analytic spread of \( I_{c,(n,d,t)} \). In order to do this, we first introduce a partial order \( \prec \) on \( G(I_{c,(n,d,t)}) \). Let \( u, v \in G(I_{c,(n,d,t)}) \). We say \( u \) covers \( v \) with respect to \( \prec \) if there exists \( i < j \) such that \( x_j \) divides \( u \) and \( v = x_i \frac{u}{x_j} \).
Theorem 4.4. For integers \( d > 0 \) and \( c > 0 \), write \( d = kc + r \) with integers \( k \geq 0 \) and \( 0 < r \leq c \). In other words, \( k = \lfloor (d - 1)/c \rfloor \). Then the following holds:

The partially ordered set \( G(I_{c,n,d,t}) \) has a unique maximal element, namely \( x_{a_1} \cdots x_{a_d} \) with

\[
a_i = n - k - t(d - 1) + (i - 1)t + \left\lfloor \frac{i - r}{c} \right\rfloor = a_1 + (i - 1)t + \left\lfloor \frac{i - r}{c} \right\rfloor
\]

for \( i = 1, \ldots, d \). In other words,

\[
a_{d-i+1} = n - (i - 1)t - \left\lceil \frac{i - 1}{c} \right\rceil,
\]

and it has a unique minimal element, namely \( x_{a_1} \cdots x_{a_d} \) with

\[
\alpha_i = (i - 1)t + \left\lceil \frac{i - 1}{c} \right\rceil + 1,
\]

for any \( i = 1, \ldots, d \).

Proof. Denote by \( u_0 = x_{a_1} \cdots x_{a_d} \). It is clear that \( u_0 \subseteq G(I_{c,n,d,t}) \). Suppose that \( u_0 \) is not a maximal element. Then there exists an element \( x_{b_1} \cdots x_{b_d} \) that covers \( u_0 \). Thus, there exist \( i < j \) such that \( x_j \mid x_{b_1} \cdots x_{b_d} \) and \( u_0 = x_i(x_{b_1} \cdots x_{b_d})/x_j \), which implies that \( x_j u_0/x_i = x_{b_1} \cdots x_{b_d} \), which is not possible and this can be seen from the formula for \( a_{d-i+1} \).

In order to show the uniqueness of \( u_0 \), we assume that there exists another element \( u = x_{c_1} \cdots x_{c_d} \) which is maximal and \( u \neq u_0 \). Since \( u \neq u_0 \), there exists some \( l \) such that \( c_l < a_l \) and we take the largest \( l \) with this property. Then \( u' = x_{a_l}u/x_{c_l} \subseteq I_{c,n,d,t} \) and \( u < u' \), hence a contradiction.

Similarly one can argue that \( x_{a_1} \cdots x_{a_d} \) is the unique minimal element with respect to \( \prec \).

By \([a, b]\) we denote all the integer numbers \( c \) with \( a \leq c \leq b \). With the notation from Theorem 4.3, we have the following result:

Proposition 4.5. For \( i = 1, \ldots, d \), let \( K_i \) be the complete graph on \([\alpha_i, a_i]\). Let \( \Gamma \) be the linear relation graph of \( I_{c,n,d,t} \). Without loss of generality we may assume that \( \gcd(G(I_{c,n,d,t})) = 1 \). Then \( \alpha_i < a_i \) for all \( i \), and \( \Gamma \) and \( \bigcup_{i=1}^d K_i \) have the same number of connected components and the same number of vertices.

Proof. Suppose \( \alpha_i = a_i \) for some \( i \). Then \( x_{a_i} \) is common factor of the elements in \( G(I_{c,n,d,t}) \), a contradiction.

We show that \( \bigcup_{i=1}^d K_i \subseteq \Gamma \). Indeed, let \( \{k, l\} \in \bigcup_{i=1}^d K_i \). Then \( \{k, l\} \in K_i \) for some \( i \). We may assume \( k < l \). Thus, \( \alpha_i \leq k < l \leq a_i \). Let \( w_1 = x_{a_1} \cdots x_{a_i-1} x_k x_{a_i+1} \cdots x_{a_d} \) and \( w_2 = x_{a_1} \cdots x_{a_i-1} x_l x_{a_i+1} \cdots x_{a_d} \). Then, it is clear that \( w_1 \) and \( w_2 \in G(I_{c,n,d,t}) \) and \( x_i w_1 = x_k w_2 \) is a relation, thus \( \{k, l\} \in E(\Gamma) \).

Next we observe that \( V(\Gamma) = V(\bigcup_{i=1}^d K_i) \). We only need to show that \( V(\Gamma) \subseteq V(\bigcup_{i=1}^d K_i) \). In fact, if \( i \in V(\Gamma) \), then there exists \( u \in G(I_{c,n,d,t}) \) with \( i \in \text{supp}(u) \).

Note that if \( u = x_{i_1} \cdots x_{i_d} \), then \( i_q \in K_q \) for all \( q \), by Theorem 4.4. This show that \( i \in K_q \) for some \( q \).
Lemma 4.7. Let $k$ some integers $i$ in components of connected components of $\Gamma$ is less than or equal to the number of connected components $\bigcup_{i=1}^{d} K_i$. 

Now let $\{i, j\} \in E(\Gamma)$. We show that the vertices $i$ and $j$ belong to the same connected component of $\bigcup_{i=1}^{d} K_i$. This then shows that $\Gamma$ and $\bigcup_{i=1}^{d} K_i$ have the same number of connected components. Indeed, we may assume that $i < j$. Because $\{i, j\} \in E(\Gamma)$, there exists a monomial $u \in G(I_{c,n,d,t})$ such $x_j|u$ and $v = x_i(u/x_j) \in G(I_{c,n,d,t})$. Let $u = x_{i_1} \cdots x_{i_k} \cdots x_{i_q}$. Then $j = i_k$ for some $k$. By Theorem 4.4, $i_q \in K_q = [\alpha_q, a_q]$ for all $q = 1, \ldots, d$. Let $l$ be the smallest integer such that $i \leq i_l$. If $k = l$, then $i, j \in K_i$, and hence to the same connected component. Now let $k \neq l$. Then

$$v = x_{i_1} \cdots x_{i_{l-1}}x_{i_l} \cdots x_{i_{k-1}}x_{i_{k+1}} \cdots x_{i_q}.$$ 

Since $v \in G(I_{c,n,d,t})$, it follows that $i_q \in K_q+1$ for $q = 1, \ldots, k - 1$. On the other hand $i_q \in K_q$ for all $q$. It follows that $K_q \cap K_{q+1} = \emptyset$ for $q = 1, \ldots, k - 1$. Therefore,

$$K_i \cup K_{i+1} \cup \cdots \cup K_k$$ 

is connected. Since $i \in K_i$ and $j \in K_k$, it follows that $i$ and $j$ belong to the same connected component. 

\[\square\]

Corollary 4.6. We have $\ell(I_{c,n,d,t}) = n$ if and only if $\Gamma$ is connected.

Proof. By Lemma 4.3 and Proposition 4.5 we have $\ell(I_{c,n,d,t}) = |V(\Gamma)| - s + 1$, where $s$ is the number of connected components of $\Gamma$.

Hence if $\ell(I_{c,n,d,t}) = n$, we must have $|V(\Gamma)| = n$ and $s = 1$, because $|V(\Gamma)| \leq n$ and $s \geq 1$, in general. Hence $\Gamma$ is connected.

Conversely, assume that $\Gamma$ is connected. Then $V(\Gamma) = \bigcup_{i=1}^{d} K_i = [\alpha_1, a_d]$. Since $\alpha_1 = 1$ and $a_d = n$, we see that $|V(\Gamma)| = n$, and hence $\ell(I_{c,n,d,t}) = n$. \[\square\]

For integers $d > 0$ and $c > 0$, let $r = d - [(d - 1)/c]c$. Then for $i = 1, \ldots, d-1$ we set

$$\delta_i = \left\lfloor \frac{i}{c} \right\rfloor - \left\lfloor \frac{i-r}{c} \right\rfloor.$$ 

For the proof of the next results we need

Lemma 4.7. Let $d = kc + r$ with $0 < r \leq c$ and $i - r = lc + s_i$ with $0 \leq s_i < c$ for some integers $k$ and $l$. Then we have:

(i) if $s_i = 0$, then

$$\delta_i = \begin{cases} 0, & \text{if } r < c, \\ 1, & \text{if } r = c, \end{cases}$$

(ii) if $0 < s_i < c$ and $r = c$, then $\delta_i = 0$, while if $r < c$, then

$$\delta_i = \begin{cases} -1, & \text{if } r + s_i < c, \\ 0, & \text{if } r + s_i \geq c. \end{cases}$$

Proof. (i) If $s_i = 0$, then $c \mid (i-r)$. Then

$$\delta_i = \left\lfloor \frac{i}{c} \right\rfloor - \left\lfloor \frac{i-r}{c} \right\rfloor.$$
Hence, if \( r = c \), then \( i = (l + 1)c \), which implies that \( \delta_i = l + 1 - l = 1 \). If \( r < c \), then \( i = lc + r \) with \( 0 < r < c \), which implies that \( \delta_i = l - l = 0 \).

(ii) If \( 0 < s_i < c \), then \( c \nmid (i - r) \). Then

\[
\delta_i = \left\lfloor \frac{i}{c} \right\rfloor - \left\lfloor \frac{i - r}{c} \right\rfloor - 1.
\]

Now, if \( r = c \), then \( i = (l + 1)c + s_i \) with \( 0 < s_i < c \), thus \( \delta_i = l + 1 - l - 1 = 0 \). If \( r < c \), then \( i = lc + r + s_i \) with \( 0 < r < c \) and \( 0 < s_i < c \). Thus \( 0 < r + s_i < 2c \) and we can distinguish the cases: if \( 0 < r + s_i < c \), then \( \delta_i = -1 \), and if \( c \leq r + s_i < 2c \), then \( \delta_i = 0 \).

The proof of the previous lemma shows

**Lemma 4.8.** Let \( \delta_{\min} = \min\{\delta_i: i = 1, \ldots, d - 1\} \) and \( \delta_{\max} = \max\{\delta_i: i = 1, \ldots, d - 1\} \). Then

\[
\delta_{\min} = \begin{cases} 
-1, & \text{if } r < c, \\
0, & \text{if } r = c,
\end{cases} \quad \delta_{\max} = \begin{cases} 
0, & \text{if } r < c, \\
1, & \text{if } r = c,
\end{cases}
\]

**Proposition 4.9.** Let \( k = \lfloor (d - 1)/c \rfloor \). Then the linear relation graph of \( I_{c,(n,d,t)} \) has at most \( d \) connected components, and it has exactly \( d \) connected components if and only if \( n - (k + t(d - 1)) < t + 1 + \delta_{\min} \). In this case, the connected components of \( \Gamma \) are \( K_1, \ldots, K_d \).

**Proof.** By Proposition 4.3, it follows that \( \Gamma \) has at most \( d \) connected components and that it has exactly \( d \) connected components if and only if \( V(K_i) \cap V(K_j) = \emptyset \) for all \( i \neq j \). We may assume that \( i < j \). Then \( V(K_i) \cap V(K_j) = \emptyset \) for \( i < j \) if and only if \( V(K_i) \cap V(K_{i+1}) = \emptyset \) for any \( i \), because \( a_j > a_{i+1} \). Now \( V(K_i) \cap V(K_{i+1}) = \emptyset \) if and only if \( a_i < a_{i+1} \). Therefore, together with Proposition 4.3, it follows that \( \Gamma \) has exactly \( d \) components if and only if \( a_i < a_{i+1} \) for all \( i \), and in this case \( \Gamma = \bigcup_{i=1}^{d} K_i \) and \( K_1, \ldots, K_d \) are the connected components of \( \Gamma \).

Now we analyze what it means that \( a_i < a_{i+1} \) for all \( i \). Let \( r = d - kc \). By Theorem 4.4, the condition \( a_i < a_{i+1} \) holds if and only if

\[
a_1 < t + 1 + \left\lfloor \frac{i}{c} \right\rfloor - \left\lfloor \frac{i - r}{c} \right\rfloor \leq 1 + \delta_{\min}.
\]

for all \( i \), and this is the case if and if \( a_1 < t + 1 + \delta_{\min} \). \( \square \)

**Theorem 4.10.** Let \( \Gamma \) be the relation graph of \( I_{c,(n,d,t)} \), \( k = \lfloor (d - 1)/c \rfloor \) and \( r = d - kc \). Then the following holds:

(i) If \( n - k - t(d - 1) < t + 1 + \delta_{\min} \), then \( \Gamma \) has exactly \( d \) connected components and

\[
|V(\Gamma)| = nd - d(d - 1)t - k(k - 1)c - 2rk.
\]

(ii) \( \Gamma \) is a connected graph and has \( n \) vertices if and only if \( n - k - t(d - 1) \geq t + 1 + \delta_{\max} \).
(iii) If \( t + 1 + \delta_{\text{max}} > a_1 \geq t + 1 + \delta_{\text{min}} \), then \( \Gamma \) has \( d/c \) connected components and \( n \) vertices if \( r = c \), and \( \Gamma \) has \( (r + 1)k + 1 \) connected components and
\[
\nu = n - \sum_{j=0}^{k} \sum_{i=0}^{r+1} (\alpha_{jc+i} - a_{jc+i-1} + 1) - (\alpha_{kc+r+1} - a_{kc+r} + 1)
\]
vertices if \( r < c \).

Proof. (i) By Theorem 4.4, \( a_1 = n - k - t(d - 1) \), and since \( a_1 < t + 1 + \delta_{\text{min}} \), Proposition 4.9 implies that \( \Gamma \) has exactly \( d \) connected components. By Proposition 4.5 and by using Theorem 4.4 we obtain
\[
|V(\Gamma)| = \sum_{i=1}^{d} |[\alpha_i, a_i]| = \sum_{i=1}^{d} (a_i - \alpha_i + 1)
\]
\[
= \sum_{i=1}^{d} a_{d-i+1} - \sum_{i=1}^{d} (\alpha_i - 1) = \sum_{i=1}^{d} (a_{d-i+1} - \alpha_i + 1)
\]
\[
= \sum_{i=1}^{d} (n - 2t(i - 1) - 2 \left\lfloor \frac{i - 1}{c} \right\rfloor)
\]
\[
= nd - 2t \left( \frac{d}{2} \right) - 2 \sum_{i=1}^{d} \left\lfloor \frac{i - 1}{c} \right\rfloor
\]
\[
= nd - 2t \left( \frac{d}{2} \right) - 2 \left( \frac{k}{2} c + rk \right)
\]
\[
= nd - d(d - 1)t - k(k - 1)c - 2rk.
\]

(ii) By Proposition 4.5 it follows that \( \Gamma \) is connected if and only if \( V(K_i) \cap V(K_{i+1}) \neq \emptyset \) for all \( i = 1, \ldots, d - 1 \) which is the case if and only if \( \alpha_{i+1} \leq a_i \) for all \( i \). We have that \( \alpha_{i+1} \leq a_i \) if and only if \( \alpha_i \geq t + 1 + \delta_{\text{max}} \), see Theorem 4.4.

(iii) By Lemma 4.8, \( \delta_{\text{max}} - \delta_{\text{min}} = 1 \). Therefore, our assumption implies that \( a_1 = t + 1 + \delta_{\text{min}} \). It follows that
\[
a_i - \alpha_{i+1} = a_1 - t - 1 - \delta_i \leq 0.
\]
Thus, we see that \( V(K_i) \cap V(K_{i+1}) \neq \emptyset \) if and only if \( a_i = \alpha_{i+1} \). This is the case if only \( \delta_{\text{min}} = \delta_i \).

Assume \( r = c \). By Lemma 4.8, \( \delta_{\text{min}} = 0 \). We have to consider those \( i \in \{1, \ldots, d - 1\} \) such that \( \delta_i = \delta_{\text{min}} = 0 \). Hence, by using Lemma 4.7 we obtain
\[
\{i: \delta_i = \delta_{\text{min}} = 0\} = \{i: c \mid (i - r) \} = \{i: \text{d} - i \equiv 0 \text{mod} c\} = \{i: \text{i} \equiv d \text{mod} c\}.
\]
Since \( d \equiv 0 \text{mod} c \), it follows that \( V(K_i) \cap V(K_{i+1}) \neq \emptyset \) if and only if \( i \equiv 0 \text{mod} c \). This shows that in this case we have \( d/c \) components and \( |V(\Gamma)| = n \).

Finally assume that \( r < c \). By Lemma 4.8, \( \delta_{\text{min}} = -1 \). We have to consider those \( i \in \{1, \ldots, d - 1\} \) such that \( \delta_i = \delta_{\text{min}} \). Hence, by using Lemma 4.7 we obtain
\[
\{i: \delta_i = \delta_{\text{min}} = -1\}.
\]
It follows form the definition of \( \delta_i \) that \( \delta_i = -1 \) if and only if \( i \in [jc+r+1,(j+1)c-1] \) for \( j = 0, \ldots, k - 1 \). From this we deduce that \( \Gamma \) has \( (r + 1)k + 1 \) connected
components and
\[ n - \sum_{j=0}^{k} \sum_{i=0}^{r-1} (\alpha_{jc+i} - a_{jc+i-1} + 1) - (\alpha_{kc+r+1} - a_{kc+r+1}) \]
vertices, where \( a_{-1} = 0 \), by definition.

**Theorem 4.11.** Let \( k = \lceil (d-1)/c \rceil \) and \( r = d - kc \). Then the following holds:

(i) If \( n - k - t(d-1) < t + 1 + \delta_{\text{min}} \), then
\[ \ell(I_{c,(n,d,t)}) = nd - d(d-1)t - k(k-1)c - 2rk - k + 1. \]

(ii) If \( n - k - t(d-1) \geq t + 1 + \delta_{\text{max}} \), then \( \ell(I_{c,(n,d,t)}) = n \).

(iii) If \( t+1 + \delta_{\text{max}} > a_1 \geq t + 1 + \delta_{\text{min}} \), then \( \ell(I_{c,(n,d,t)}) = n - d/c + 1 \), if \( r = c \), and
\[ \ell(I_{c,(n,d,t)}) = \nu - (r+1)k, \text{ if } r < c. \]

**Proof.** The desired result follows from Lemma 4.3 and Theorem 4.10.

We illustrate Theorem 4.11 with suitable examples.

**Examples 4.12.** (i) Let \( I = I_{3,(12,4,3)} \). Then \( \Gamma \) has 4 connected components: \( K_1 \) is the complete graph on \([1,2]\), \( K_2 \) on \([4,6]\), \( K_3 \) on \([7,9]\) and \( K_4 \) on \([11,12]\). Since \( \Gamma \) has 10 vertices, we obtain \( \ell(I) = 10 - 4 + 1 = 7 \).

(ii) Let \( I = I_{3,(16,6,2)} \). Then \( \Gamma \) is connected and has 16 vertices. Thus, \( \ell(I) = 16 - 1 + 1 = 16 \).

(iii) Let \( I = I_{2,(5,3,1)} \). Then \( \Gamma \) is connected and has 5 vertices. Thus, \( \ell(I) = 5 - 1 + 1 = 5 \).

(iv) Let \( I = I_{2,(9,6,1)} \). Then \( \Gamma \) has 3 connected components: the connected component \( K_1 \cup K_2 \) with vertex set \([1,3]\), \( K_3 \cup K_4 \) with vertex set \([4,6]\) and \( K_5 \cup K_6 \) on the vertex set \([7,9]\). Since \( \Gamma \) has 9 vertices, we obtain \( \ell(I) = 9 - 3 + 1 = 7 \).

Let \( S \) be a standard graded \( K \)-algebra of dimension \( n \) and \( I \subset S \) a graded ideal. By a theorem of Brodmann [2], depth \( S/I^s \) is constant for all \( s \) large enough. This constant value is called the limit depth of \( I \). Brodmann showed that
\[ \lim_{s \to \infty} \text{depth } S/I^s \leq n - \ell(I). \]
If the Rees algebra of \( I \) is Cohen-Macaulay, then by a result of Huneke [22], the associated graded ring of \( I \) is Cohen-Macaulay and, by using a result of Eisenbud and Huneke [7, Proposition 3.3], this implies that
\[ \lim_{s \to \infty} \text{depth } S/I^s = n - \ell(I). \]
We obtain the following consequence:

**Corollary 4.13.** \( \lim_{s \to \infty} \text{depth } S/I_{c,(n,d,t)}^s = 0 \) if and only if condition (ii) of Theorem 4.10 holds, or \( c = d \) and condition (iii) of Theorem 4.10 holds.

**Proof.** By Corollary 4.6, the Rees algebra of \( I_{c,(n,d,t)} \) is Cohen-Macaulay. Therefore \( \lim_{s \to \infty} \text{depth } S/I^s = 0 \) if and only if \( \ell(I_{c,(n,d,t)}) = n \). By Corollary 4.6, this is the case if and only if \( \Gamma \) is connected. Thus the desired conclusion follows from Theorem 4.10.
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5. *t*-spread Veronese ideals of bounded block type

In this section we study properties of *t*-spread Veronese ideals of bounded block type. Recall that $I_{(n,d,t),k}$ is the *t*-spread monomial ideal in $n$ variables generated in degree $d$ with at most $k$ blocks. In particular, $I_{(n,d,0),k}$ is the ideal in $n$ variables generated in degree $d$ whose generators have support with cardinality at most $k$.

We have $k \leq n$, and if $k = n$, then $I_{(n,d,t),k} = I_{n,d,t}$. Moreover, $I_{(n,d,0),1} = (x_1^d, \ldots, x_n^d)$. In the following we assume that $1 < k < n$ and $d \geq 2$.

The next result provides a description of the ideals $I_{(n,d,0),k}$ and has the consequence that for arbitrary $t$ the ideal $(I_{(n,d,t),k})$ can be obtained by an iterated application of the Kalai shifting operator.

**Lemma 5.1.** We have

(i) $I_{(n,d,0),k} = \sum_{i_1 \leq i_2 \leq \cdots \leq i_k} (x_{i_1}, \ldots, x_{i_k})^d$, and

(ii) $(I_{(n,d,t),k})^\sigma = I_{(n+(d-1),d,t+1),k}$.

**Proof.** (i) obvious by definition.

(ii) Let $u \in I_{(n,d,t),k}$, $u = x_A$, $A = \{i_1 \leq \cdots \leq i_d\}$. Since $A$ is *t*-spread, it follows that $A^\sigma$ is $t+1$-spread. Moreover, if $B_1 \sqcup \cdots \sqcup B_r$ is the block decomposition of $A$, then the block decomposition $A^\sigma$ is $C_1 \sqcup \cdots \sqcup C_r$ such that if $B_j = \{i_k \leq i_{k+1} \leq \cdots \leq i_l\}$ then $C_j = \{i_k + k - 1 < i_{k+1} + k < \ldots < i_l + l - 1\}$. Thus, $u^\sigma \in I_{(n+(d-1),d,t+1),k}$. Similarly one shows that if $v \in I_{(n+(d-1),d,t+1),k}$, then $u = v^\sigma \in I_{(n,d,t),k}$. Since $u^\sigma = v$, this completes the proof.

The following result is a consequence of Lemma 5.1(ii).

**Corollary 5.2.** $I_{(n,d,t),k} = (I_{(n-(d-1),d,0),k})^\sigma$.

**Proposition 5.3.** The number of generators of $I_{(n,d,0),k}$ is

$$\mu(I_{(n,d,0),k}) = \sum_{i=1}^{k} \binom{d-1}{n-i} \binom{n}{i}.$$ 

**Proof.** The number of monomials in $n$ variables of degree $d$ whose support have cardinality $i$ is $(d-1) \binom{n}{i}$. Thus the desired formula follows. \hfill $\square$

**Theorem 5.4.**

$$\text{reg}(I_{(n,d,0),k}) = (n-k) \left\lfloor \frac{d-1}{k} \right\rfloor + d - 1.$$ 

**Proof.** Note that $\dim S/I_{(n,d,0),k} = 0$, since $x_i^d \in I_{(n,d,0),k}$ for $i = 1, \ldots, n$. Therefore, the largest degree of a monomial in $S \setminus I_{(n,d,0),k}$ gives us the regularity of $I_{(n,d,0),k}$.

Let $I = \{i_1, \ldots, i_l\} \subset [n], \, l \leq k$. Denote by $a_I = a_{i_1} + \cdots + a_{i_l}$. Let us consider the polytope

$$\mathcal{P} = \{(a_1, \ldots, a_n) \in \mathbb{R}^n : a_i \geq 0, a_I \leq d - 1 \text{ for all } I \subset [n], |I| \leq k\}.$$ 

Note that $x_1^{a_1} \cdots x_n^{a_n} \notin I_{(n,d,0),k}$ if and only if $(a_1, \ldots, a_n) \in \mathcal{P}$. Thus, in order to find the maximal degree of the socle elements, we have to find an integer point
$a = (a_1, \ldots, a_n) \in P$ for which the function $f(a_1, \ldots, a_n) = a_1 + \cdots + a_n$ takes the maximal value. By symmetry, we can assume that $a_1 \geq a_2 \geq \cdots \geq a_n$. Then $a \in P$ if and only if $a_1 + a_2 + \cdots + a_k \leq d - 1$ and $a_i \geq 0$ for all $i$. In particular, if $a \in P$, then $a' = (a_1, \ldots, a_{k-1}, a_k) \in P$ and $f(a') \geq f(a)$. Therefore, in order to find the maximal value for $f$, we may assume that $a = (a_1, \ldots, a_{k-1}, a_k, \ldots, a_n)$. For such $a$, we have that $f(a) = a_1 + \cdots + a_{k-1} + (n-k+1)a_k$. Now, our problem can be reformulated as follows: we are looking for $a_1, \ldots, a_k$ with the following conditions: find the maximal value of the linear function

$$g(a_1, \ldots, a_k) = a_1 + \cdots + a_{k-1} + (n-k+1)a_k$$

for the integer points $(a_1, \ldots, a_k)$ satisfying

(i) $a_1 \geq a_2 \geq \cdots \geq a_k > 0$,

(ii) $a_1 + a_2 + \cdots + a_k \leq d - 1$.

Now let $a_k = i$ with $1 \leq i \leq d - 1$. By (i) and (ii), we obtain that $ki \leq d - 1$. This implies that $1 \leq i \leq \left\lfloor \frac{d-1}{k} \right\rfloor$. Let $h_i = (n-k)i + (d-1)g(a_1, \ldots, a_{k-1}, i)$. So for each $i$, $g$ can take at most the value $h_i$. Note that $h_1 < h_2 < \cdots < h_{\left\lfloor \frac{d-1}{k} \right\rfloor}$. We will show that $g(a_1, \ldots, a_{k-1}, \left\lfloor \frac{d-1}{k} \right\rfloor)$ attains the value

$$h_{\left\lfloor \frac{d-1}{k} \right\rfloor} = (n-k) \left\lfloor \frac{d-1}{k} \right\rfloor + (d-1).$$

By definition, $g(a_1, \ldots, a_{k-1}, \left\lfloor \frac{d-1}{k} \right\rfloor) = a_1 + \cdots + a_{k-1} + \left\lfloor \frac{d-1}{k} \right\rfloor + (n-k) \left\lfloor \frac{d-1}{k} \right\rfloor$. Indeed, let $a_2 = \cdots = a_{k-1} = \left\lfloor \frac{d-1}{k} \right\rfloor$ and $a_1 = (d-1) - (k-1) \left\lfloor \frac{d-1}{k} \right\rfloor$.

**Proposition 5.5.** $I_{(n,d,0),2}^{n-1} = m^{(n-1)d}$.

**Proof.** The inclusion $I_{(n,d,0),2}^{n-1} \subseteq m^{(n-1)d}$ is trivial. Conversely, let $w = x_1^{a_1} \cdots x_n^{a_n} \in m^{(n-1)d}$. Thus $\sum_{i=1}^n a_i = (n-1)d$. We show that $w$ can be written as a product of $n-1$ monomials of degree $d$ whose support has cardinality at most 2. We prove this by induction on $n$. We may assume $a_1 \geq a_2 \geq \cdots \geq a_n$. It is clear that $a_n < d$, because otherwise $\sum_{i=1}^n a_i > (n-1)d$.

Now, if $a_1 + a_n < d$, then $a_1 + a_n < d$ for all $2 \leq i \leq n-1$, hence $\sum_{i=1}^{n-1} a_i + (n-1)a_n < (n-1)d$, which is not possible since $n > 2$, by assumption. Thus, $a_1 + a_n \geq d$, therefore $a_1 - (d-a_n) \geq 0$. We can write

$$w = (x_1^{a_1-a_n}x_n^{a_n})(x_1^{a_1-(d-a_n)}x_2^{a_2} \cdots x_{n-1}^{a_{n-1}}).$$

Denote by $w' = x_1^{a_1-(d-a_n)}x_2^{a_2} \cdots x_{n-1}^{a_{n-1}}$. It is clear that $w'$ has degree $(n-2)d$ and $|\text{supp}(w')| \leq n-1$. By induction hypothesis $w' \in I_{(n-1,d,0),2}^{n-2}$. This implies that $w \in I_{(n,d,0),2}^{n-1}$. \qed

One can ask in general whether a power of a 0-spread Veronese ideal of bounded block type is a power of the maximal ideal. This is indeed the case, since we have the following inclusions

$$(m^d)^{n-1} \supset I_{(n,d,0),2}^{n-1} \supset I_{(n,d,0),2}^{n-1,k} = (m^d)^{n-1},$$
where the last equality is given by Proposition 5.5. Therefore, $I^{n-1}_{(n,d,0),k} = (m^d)^{n-1}$. Hence the smallest integer $j$ for which $I^j_{(n,d,0),k} = (m^d)^j$ is bounded by $n - 1$.

To know the smallest integer $j$ for which $I^j_{(n,d,0),k} = (m^d)^j$ is of interest by the following result.

**Proposition 5.6.** Let $j$ the smallest integer such that $I^j_{(n,d,0),k} = (m^d)^j$. Then

$$\text{reg}(K[I_{(n,d,0),k}]) = \max\{j - 1, \text{reg}(S^{(d)})\} = \max\{j - 1, n - \left\lceil \frac{n}{d} \right\rceil\}.$$  

**Proof.** Let $S^{(d)}$ be the $d$th Veronese subring of $S = K[x_1, \ldots, x_n]$. Set $R = K[I_{(n,d,0),k}]$. Then $R \subset S^{(d)}$. Consider the short exact sequence

$$0 \to R \to S^{(d)} \to S^{(d)}/R \to 0,$$

and its induced long exact cohomology sequence

$$\cdots \to H^0_m(S^{(d)}/R) \to H^1_m(R) \to H^1_m(S^{(d)}) \to \cdots$$

We have that $\dim(S^{(d)}) = n$ and

$$H^i_m(S^{(d)}) = 0 \text{ for all } i \neq n.$$ 

Thus, we obtain that

$$H^i_m(R) = \begin{cases} H^0_m(S^{(d)}/R), & \text{if } i = 1, \\ H^n_m(S^{(d)}), & \text{if } i = n, \\ 0, & \text{if } i \neq 1, n. \end{cases}$$

Thus, $\text{reg}(R) = \max\{j - 1, \text{reg}(S^{(d)})\}$. Since $S^{(d)}$ is Cohen Macaulay of dimension $n$, it follows that $\text{reg } S^{(d)} = a(S^{(d)}) + n$, where $a(S^{(d)})$ is the $a$-invariant of $S^{(d)}$. On the other hand,

$$a(S^{(d)}) = -\min\{i: (\omega_{S^{(d)}})_i \neq 0\},$$

here $\omega_{S^{(d)}}$ denotes the canonical module of $S^{(d)}$.

Since $(\omega_{S^{(d)}})_i = (\omega_S)_{id}$ (Exercise 3.6.21) and since $\omega_S = S(-n)$, it follows that

$$a(S^{(d)}) = -\min\{i: S_{id-n} \neq 0\} = -\left\lceil \frac{n}{d} \right\rceil.$$ 

This yields the desired conclusion. \qed

We expect that $R = K[I_{(n,d,0),k}]$ has quadratic relations. Indeed, if $k = 1$, then $R$ is a polynomial ring and if $k = n$, then $R$ is the Veronese algebra which is known to have quadratic relations, see for example [8, Proposition 6.11 and Theorem 6.16]. So, if $n = 3$ only the case $k = 2$ is of interest. In this case, if $d = 3$, then $R$ is the pinched Veronese which is known to be even Koszul, see [4]. Another case that we could check with the computer is $n = 4, d = 2, k = 2$, and this case $R$ is Gorenstein with quadratic relations, and by our formula, $\text{reg}(R) = 2$. 
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