Abstract. We consider the numbers $B_{r,s} = (B + 1)^r B^s$ (in umbral notation $B^n = B_n$ with the Bernoulli numbers) that have a well-known reciprocity relation, which is frequently found in the literature and goes back to the 19th century. In a recent paper, self-reciprocal Bernoulli polynomials, whose coefficients are related to these numbers, appeared in the context of power sums and the so-called Faulhaber polynomials. The numbers $B_{r,s}$ can be recursively expressed by iterated sums and differences, so it is not obvious that these numbers do not vanish in general. As a main result among other properties, we show the non-vanishing of these numbers, apart from exceptional cases. We further derive an explicit product formula for their denominators, which follows from a von Staudt–Clausen type relation.

1. INTRODUCTION

Define the numbers

$$B_{r,s} = \sum_{\nu=0}^{r} \binom{r}{\nu} B_{s+\nu}$$

with rank $r \geq 0$ and shift $s \geq 0$, where the Bernoulli numbers $B_n$ are defined by

$$\frac{t}{e^t - 1} = \sum_{n \geq 0} B_n \frac{t^n}{n!}.$$

The numbers $B_n$ are rational, whereas $B_n = 0$ for odd $n \geq 3$, and the sign of $B_n$ alternates for even $n \geq 2$. The numbers $B_{r,s}$ satisfy the well-known reciprocity relation

$$(-1)^r B_{r,s} = (-1)^s B_{s,r},$$

see Section 3 for some historical background. By $\binom{r+1}{\nu} = \binom{r}{\nu} + \binom{r}{\nu-1}$ for $\nu \geq 1$, the recurrence of the binomial coefficients gives rise to

$$B_{r+1,s} = B_{r,s} + B_{r,s+1}.$$  \hspace{1cm} (1.3)

It easily follows by induction the general rule for $n \geq 0$ that

$$B_{r+n,s} = \sum_{\nu=0}^{n} \binom{n}{\nu} B_{r,s+\nu}.$$  \hspace{1cm} (1.4)
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For \( r, s \geq 0 \), we have the special values
\[
B_{0,s} = B_s, \quad B_{1,s} = B_s + B_{s+1},
\]
\[
B_{r,0} = (-1)^r B_r, \quad B_{r,1} = (-1)^{r+1} (B_r + B_{r+1}).
\] (1.5)

Note that \( B_{1,s} = (-1)^{s+1} B_{s,1} \neq 0 \), since only one of the numbers \( B_s \) and \( B_{s+1} \) is zero when \( s \geq 2 \). For \( s \in \{0, 1\} \), see the computed values of \( B_{1,s} \) in the following table. In particular, the first row contains the Bernoulli numbers.

| \( r \) | \( s \) | 0    | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    |
|--------|--------|------|------|------|------|------|------|------|------|------|
| 0      | 0      | 1    | \(-\frac{1}{2}\) | \frac{1}{6} | 0    | \(-\frac{1}{30}\) | 0    | \frac{1}{42} | 0    | \(-\frac{1}{30}\) |
| 1      | 1      | \frac{1}{2} | \(-\frac{1}{3}\) | \frac{1}{6} | \(-\frac{1}{30}\) | 0    | \frac{1}{42} | \(-\frac{1}{30}\) | 0    | \frac{1}{42} |
| 2      | 2      | \frac{1}{6} | 0 | \frac{1}{15} | \frac{1}{15} | \(-\frac{1}{105}\) | \frac{1}{21} | \(-\frac{1}{105}\) | \frac{1}{15} | 165 |
| 3      | 3      | 0 | \frac{1}{30} | \frac{1}{15} | \frac{1}{21} | \frac{1}{105} | \frac{1}{4} | \frac{1}{3} | 165 |
| 4      | 4      | \(-\frac{1}{30}\) | \frac{1}{30} | \frac{1}{105} | \frac{1}{105} | \frac{1}{105} | \frac{1}{105} | \frac{1}{116} | \frac{1}{28} | 2524 |
| 5      | 5      | 0 | \frac{1}{42} | \frac{1}{21} | \frac{1}{105} | \frac{1}{105} | \frac{1}{231} | \frac{1}{231} | \frac{1}{15015} | \frac{1}{15015} |
| 6      | 6      | \frac{1}{42} | \frac{1}{42} | \frac{1}{105} | \frac{1}{105} | \frac{1}{105} | \frac{1}{105} | \frac{1}{116} | \frac{1}{165} | 15015 |
| 7      | 7      | 0 | \frac{1}{30} | \frac{1}{15} | \frac{1}{165} | \frac{1}{165} | \frac{1}{165} | \frac{1}{165} | \frac{1}{165} | 15015 |
| 8      | 8      | \(-\frac{1}{30}\) | \frac{1}{30} | \frac{1}{165} | \frac{1}{165} | \frac{1}{165} | \frac{1}{165} | \frac{1}{165} | \frac{1}{116} | 36465 |

Table 1.1. First numbers \( B_{r,s} \).

The shifted sum (1.1) can be interpreted as a binomial transform, but it is rather an iterated difference of the Bernoulli numbers. Using \( \Delta \) as the forward difference operator (see the next section for notation) and the symmetry by (1.2), we obtain
\[
B_{r,s} = (-1)^{r+s} \Delta^r (-1)^{\nu} B_{\nu} \Big|_{\nu=s} = \Delta^s (-1)^{\nu} B_{\nu} \Big|_{\nu=r}.
\]

Note that \( (-1)^n B_n = B_n \) except for \( n = 1 \). The analog to (1.4) is given by
\[
B_{r+n,s} = (-1)^{s+n} \Delta^n (-1)^{\nu} B_{\nu} \Big|_{\nu=s} \quad \text{and} \quad B_{r,s+n} = \Delta^n B_{\nu,s} \Big|_{\nu=r}.
\]

Together with (1.4), the numbers \( B_{r+n,s} \) are given by iterated sums over the shifts (respectively, columns), while the numbers \( B_{r,s+n} \) are given by iterated differences over the ranks (respectively, rows of Table 1.1).

In 1877, Seidel [15] already computed a difference scheme of the Bernoulli numbers in triangular form, moving from column to column. The resulting table is reprinted as Figure A.1 in the appendix, which coincides with Table 1.1.

Rewriting Table 1.1 by its anti-diagonals, the symmetry of \( B_{r,s} \) is then visible in each line. More precisely, the sequence of those elements when viewed as absolute values is palindromic. Furthermore, the sum over these anti-diagonal elements vanishes for \( n \geq 1 \) as follows.
Lemma 1.1. For $n \geq 1$, we have on the $n$th anti-diagonal that

$$\sum_{n=r+s} B_{r,s} = 0.$$ 

Proof. For odd $n \geq 1$ the sum is cancelled out by (1.2). Now let $n \geq 2$ be even. Since we have $B_{n+1,0} = B_{0,n+1} = 0$ by (1.5), we derive from (1.3) that

$$\sum_{n=r+s} B_{r,s} = \sum_{n=r+s} (B_{r+1,s} - B_{r,s+1}) = \sum_{n+1=r'+s'} (B_{r',s'} - B_{r',s'}) = 0$$

by extending and changing the summation. This completes the proof. \qed

As a preliminary result, there exist on each anti-diagonal for $n \geq 1$ at least two nonzero numbers with opposite sign, since the numbers $B_{1,s}$ and $B_{s,1}$ never vanish, whereas the sum on the anti-diagonal does.

It is not obvious that the numbers $B_{r,s}$ for $r,s \geq 2$ do not vanish in general, since they may differ in sign and obey recurrences by means of iterated sums and differences, as shown above.

For this reason, after introducing some definitions, we present the following two main results. Henceforth, let $p$ denote a prime. Define the denominators

$$D_{r,s} = \text{denom}(B_{r,s}) \quad (r, s \geq 0),$$

$$D_n = \text{denom}(B_n) \quad (n \geq 0).$$

Let $\langle x \rangle_m$ denote the least positive residue of $x \pmod{m}$.

**Theorem 1.2.** For $r, s \geq 0$, the numbers $B_{r,s}$ never vanish, except for the cases $(r, s) = (n, 0)$ and $(r, s) = (0, n)$ when $n \geq 3$ is odd.

**Theorem 1.3.** If $r, s \geq 1$, then we have

$$D_{r,s} = 2^{\varepsilon_2} \times 3 \times \prod_{5 \leq p \leq r+s+1 \atop (r)_{p-1} + (s)_{p-1} \geq p-1} p,$$

where $\varepsilon_2 = 1$ if $r = 1$ or $s = 1$ with $r \neq s$, otherwise $\varepsilon_2 = 0$. In the remaining cases, we have for $n \geq 0$ that

$$D_{n,0} = D_{0,n} = D_n.$$

In particular, $D_{r,s}$ is squarefree for all $r, s \geq 0$ and obeys the reciprocity relation

$$D_{r,s} = D_{s,r}.$$

In a recent paper [12] of the author, self-reciprocal Bernoulli polynomials, whose coefficients $B_{n,k}$ are related to the numbers $B_{r,s}$, appeared in the context of power sums and the so-called Faulhaber polynomials, while the reciprocity relation (1.2) casually followed as a corollary. Therefore, the properties of $B_{r,s}$ are of certain interest to show the non-vanishing of the aforementioned coefficients $B_{n,k}$, besides exceptional cases.

Denneberg and Grabisch [7], for example, considered similar numbers $b^d_m$. Due to different definition and indexing, there is the relationship $b^d_m = B_{m,d-m}$, whereas Lemma 1.1 and the reciprocity relation (1.2) are formulated similarly.
The paper is organized as follows. The next section is devoted to preliminaries. In Section 3, we use umbral calculus to give a short proof of the reciprocity relation (1.2), which can be extended to Bernoulli polynomials in (3.1) as well. Section 4 shows further properties of $B_{r,s}$ and $D_{r,s}$. The last section contains the proofs of the main theorems above.

2. Preliminaries

For usual notation and definitions, we refer to the standard books [6, 10]. The forward difference operator and its powers $\Delta^n$ for $n \geq 0$ are given by

$$\Delta^n f(x) = \sum_{\nu=0}^{n} \binom{n}{\nu} (-1)^{n-\nu} f(x + \nu),$$

where we use the expression, for example, $\Delta^n f(x+y) \big|_{x=1}$ to indicate the variable and an initial value when needed.

The usual definition of the denominator $\text{denom}(q)$ for $q \in \mathbb{Q}$ is the smallest positive integer $d$ such that $d \cdot q \in \mathbb{Z}$. In particular, $\text{denom}(q) = 1$ if and only if $q \in \mathbb{Z}$.

By the von Staudt–Clausen theorem, independently found by von Staudt [16] and Clausen [5] in 1840, the Bernoulli numbers with even indices satisfy

$$B_{n+\sum_{p \mid n} 1/p} \in \mathbb{Z} \quad (n \in 2\mathbb{N}).$$

(2.1)

As a consequence, it follows for all $n \geq 0$ (cf. Table 1.1) that

$$D_n = \begin{cases} 1, & \text{if } n = 0, \\ 2, & \text{if } n = 1, \\ 1, & \text{if } n \geq 3 \text{ is odd}, \\ \prod_{p \mid n} p, & \text{if } n \geq 2 \text{ is even}. \end{cases}$$

(2.2)

The Bernoulli polynomials are defined for $n \geq 0$ by

$$B_n(x) = \sum_{\nu=0}^{n} \binom{n}{\nu} B_{n-\nu} x^\nu,$$

(2.3)

which obey the translation formula

$$B_n(x+y) = \sum_{\nu=0}^{n} \binom{n}{\nu} B_{n-\nu}(x) y^\nu$$

(2.4)

as well as the reflection relation

$$B_n(1-x) = (-1)^n B_n(x).$$

(2.5)

It follows that $B_n(0) = B_n$ and $B_n(1) = (-1)^n B_n$.

We further need the following congruence. Hermite [11] showed the case for odd $m$, while Stern [17] gave a proof for the general case, see also Bachmann [2, Eq. (116), p. 46].
Lemma 2.1. If $p$ is a prime and $m \geq 1$, then
\[
\sum_{\nu=1}^{m-1} \binom{m}{\nu} \equiv 0 \pmod{p}.
\] (2.6)

3. Umbral calculus

Using the umbral notation $B^n = B_n$, the relation $B_n(1) = (-1)^n B_n$ becomes
\[
(B + 1)^n = (-B)^n.
\]

By linearity, it follows for any polynomial $f$ that
\[
f(B + 1) = f(-B).
\]

Taking $f(y) = y^r(y - 1)^s$ for $r, s \geq 0$, this easily yields
\[
(B + 1)^r B^s = (-1)^{r+s} B^r(B + 1)^s,
\]
which equals the reciprocity relation (1.2). This classical approach, for example, is shown by Gessel [9, Lem. 7.2, p. 416]. In 1922, Tits [19, p. 191] similarly noticed
\[
(B + 1)^r B^s = B^r(B - 1)^s
\]
(used with an old definition of $B_n$ in [19]), which he attributed to Stern [18] of 1878. See also Lucas [14, Sec. 135, p. 240] of 1891, who also applied this umbral trick. However, the reciprocity relation actually goes back to von Ettingshausen [8, Lec. 42, Eq. (65), p. 284] in 1827, who used finite differences to achieve the result.

In particular, such formulas are of certain interest, since they lead to shortened recurrences of the Bernoulli numbers. For example, one obtains formulas involving about half of the numbers, i.e., $B_n, \ldots, B_{2n}$, see [8, Lec. 42, Eqs. (66),(67), pp. 284–285] and [19].

By exploiting these methods, Lehmer [13] even derived a recurrence using the numbers $B_{2n-12\lambda}$ with $0 \leq \lambda \leq \lfloor n/6 \rfloor$, so effectively only $n/6$ nonzero terms are needed. However, Carlitz [4] showed that such recurrences cannot be shortened arbitrarily, and so far all known recurrences contain $O(n)$ Bernoulli numbers. See also Agoh and Dilcher [1].

Now, we switch from Bernoulli numbers to polynomials. If we extend definition (1.1) to
\[
B_{r,s}(x) = \sum_{\nu=0}^{r} \binom{r}{\nu} B_{s+\nu}(x),
\]
then the formulas mainly transfer from $B_{r,s}$ to $B_{r,s}(x)$, where $B_{r,s} = B_{r,s}(0)$. For example,
\[
B_{r+1,s}(x) = B_{r,s}(x) + B_{r,s+1}(x).
\]
In contrast, the generalized reciprocity relation holds asymmetrically by
\[
(-1)^r B_{r,s}(x) = (-1)^s B_{s,r}(-x).
\] (3.1)
This can be shown as follows. From (2.3) – (2.5), we infer that
\[ \sum_{\nu=0}^{n} \binom{n}{\nu} B_\nu(x) = B_n(x + 1) = (-1)^n B_n(-x). \]
Hence,
\[ (B(x) + 1)^n = (-B(-x))^n. \]
Again, applying the polynomial \( f(y) = y^r(y-1)^s \) as above, we finally derive that
\[ (B(x) + 1)^r B(x)^s = (-1)^{r+s} B(-x)^r (B(-x) + 1)^s. \]

4. Further properties

In this section, we discuss further results on the denominator \( D_{r,s} \) that complement Theorem 1.3. They are also needed for the proofs of the main theorems.

**Theorem 4.1.** Let \( r, s \geq 0 \). There are the following properties:

(i) \( D_{r,s} = D_{s,r} \).

(ii) \( D_{0,s} = D_s \).

(iii) \( D_{1,s} = \begin{cases} 2, & \text{if } s = 0, \\ 3, & \text{if } s = 1, \\ D_s, & \text{if } s \geq 2 \text{ is even,} \\ D_{s+1}, & \text{if } s \geq 3 \text{ is odd.} \end{cases} \)

(iv) \( 2 \nmid D_{r,s} \) for \( r, s \geq 2 \).

(v) \( 3 \mid D_{r,s} \) for \( r, s \geq 1 \).

(vi) \( p \mid D_{r,s} \) for even \( r \geq 2 \), where \( p \geq 3 \) and \( p - 1 \mid r \).

In particular, \( D_{r,s} \) is squarefree, and \( D_{r,s} = 1 \) only for the cases \((r, s) = (0, 0)\), \((r, s) = (n, 0)\), and \((r, s) = (0, n)\) when \( n \geq 3 \) is odd.

The proof of Theorem 4.1 is postponed to the end of this section, since it relies on further results that we shall consider below. We need the following definitions.

Let \( \mathbb{Z}_p \) be the ring of \( p \)-adic integers and \( \mathbb{Q}_p \) be the field of \( p \)-adic numbers. Define for \( r, s \geq 0 \) and any prime \( p \) the sum
\[ \Psi_{r,s}(p) = \sum_{\substack{\nu=0 \\ 2 \mid s+\nu \\ p-1 \mid s+\nu}}^{r} \binom{r}{\nu}, \]  
where we have that
\[ \Psi_{r,s}(p) = 0 \quad (p > s + r + 1). \]  
Thus, summing \( \Psi_{r,s}(p) \) over the primes satisfies that
\[ \sum_p \Psi_{r,s}(p) < \infty. \]  
A congruence of the type \( \Psi_{r,s}(p) \equiv a \pmod{p} \) can be seen as a generalization of congruence (2.6).
Using properties of $\Psi_{r,s}(p)$, we arrive at a von Staudt–Clausen relation for $B_{r,s}$ and $D_{r,s}$, similar to the classical relations (2.1) and (2.2) for $B_n$ and $D_n$, respectively.

**Theorem 4.2.** Let $r, s \geq 2$. For any prime $p$, we have the reciprocity relation

$$(-1)^r \Psi_{r,s}(p) \equiv (-1)^s \Psi_{s,r}(p) \pmod{p}. \quad (4.4)$$

We have the integrality relation

$$B_{r,s} + \sum_{p} \frac{1}{p} \Psi_{r,s}(p) \in \mathbb{Z},$$

which implies the denominator formula

$$D_{r,s} = \prod_{p \mid \Psi_{r,s}(p)} p, \quad (4.5)$$

where the index in the sum, respectively product, can be bounded by $3 \leq p \leq r+s+1$. Moreover, there are the following divisibility properties:

(i) $2 \mid \Psi_{r,s}(2)$.

(ii) $3 \nmid \Psi_{r,s}(3)$.

(iii) $p \nmid \Psi_{r,s}(p)$, if $p \geq 5$ where $p - 1 \mid r$ or $p - 1 \mid s$.

**Proof.** By the von Staudt–Clausen theorem (2.1), we obtain for even $n \geq 2$ that

$$-B_n \equiv \sum_{p-1 \mid n} \frac{1}{p} \pmod{\mathbb{Z}}.$$

Let $r, s \geq 2$. Then equation (1.1) turns into

$$-B_{r,s} \equiv \sum_{\nu=0}^{r} \binom{r}{\nu} \sum_{\substack{2 \mid s+\nu \\ \ \ p-1 \mid s+\nu}} \frac{1}{p} \pmod{\mathbb{Z}},$$

since we only have to take the even indexed Bernoulli numbers into account. By changing the summation over the primes and considering (4.2) and (4.3), we finally infer that

$$-B_{r,s} \equiv \sum_{p} \frac{1}{p} \Psi_{r,s}(p) \pmod{\mathbb{Z}}, \quad (4.6)$$

where almost all sums $\Psi_{r,s}(p)$ are empty. This yields

$$B_{r,s} + \sum_{p} \frac{1}{p} \Psi_{r,s}(p) \in \mathbb{Z}. \quad (4.7)$$

Only those primes $p$ give a contribution to the denominator of $B_{r,s}$ for which $p \nmid \Psi_{r,s}(p)$. Thus, it follows that

$$D_{r,s} = \prod_{p \mid \Psi_{r,s}(p)} p. \quad (4.8)$$
Furthermore, by (1.2) we have
\[(−1)^r B_{r,s} ≡ (−1)^s B_{s,r} \pmod{\mathbb{Z}},\]
so by congruence (4.6) this turns into
\[(-1)^r \sum_p \frac{1}{p} \Psi_{r,s}(p) ≡ (-1)^s \sum_p \frac{1}{p} \Psi_{s,r}(p) \pmod{\mathbb{Z}}. \tag{4.9}\]
Lifting to \((\bmod p)\) for any prime \(p\) then provides that
\[(-1)^r \Psi_{r,s}(p) ≡ (-1)^s \Psi_{s,r}(p) \pmod{p}. \tag{4.10}\]
Actually, we transfer (4.9) lying in \(\mathbb{Q}_p\) to (4.10) lying in \(\mathbb{Z}_p\). This is allowed here due to the occurring factor \(\frac{1}{p}\), which is then cancelled out.

Now we show the remaining three parts:

(i), (ii). By definition of (4.1), we have \(\Psi_{r,s}(2) = \Psi_{r,s}(3)\). Depending on the parity of \(s\), we infer that
\[\Psi_{r,s}(2) = \sum_{\nu=0}^{r} \binom{r}{\nu} = \frac{1}{2} \left((1 + 1)^r \pm (1 - 1)^r\right) = 2^{r-1},\]
where “\(\pm\)” is replaced by “\(+\)” if \(2 \mid s\), otherwise by “\(-\)” if \(2 \nmid s\). Since \(r \geq 2\), it follows that \(2 \mid \Psi_{r,s}(2)\) and \(3 \nmid \Psi_{r,s}(3)\).

(iii). Let \(p \geq 5\). Due to symmetry by (4.10), it suffices to consider the condition \(p - 1 \mid s\). Using congruence (2.6) of Lemma 2.1, we deduce that
\[\Psi_{r,s}(p) ≡ \sum_{\nu \in \{0, r\}} \binom{r}{\nu} \equiv a \pmod{p},\]
with \(a \in \{1, 2\}\). Thus, \(p \nmid \Psi_{r,s}(p)\).

Finally, by parts (i) and (ii), and (4.2), the index \(p\) in the sum of (4.7), respectively product of (4.8), is bounded by \(3 \leq p \leq r + s + 1\). This completes the proof of the theorem. \(\square\)

Moreover, there are some refinements of the properties of \(\Psi_{r,s}(p)\).

**Lemma 4.3.** Let \(r, r' \geq 1\), \(s, s' \geq 0\), and \(p \geq 3\) be a prime. There are the following properties:

(i) If \(s \equiv s' \pmod{p - 1}\), then \(\Psi_{r,s}(p) = \Psi_{r,s'}(p)\).

(ii) If \(r \equiv r' \pmod{p - 1}\), then \(\Psi_{r,s}(p) ≡ \Psi_{r',s}(p) \pmod{p}\).

(iii) The reciprocity relation (4.4) extends to \(r, s \geq 1\).

**Proof.** Let \(p \geq 3\). We have to show three parts:

(i). The condition in the sum (4.1) remains unchanged by \(s + \nu \equiv s' + \nu \pmod{p - 1}\), so \(\Psi_{r,s}(p) = \Psi_{r,s'}(p)\).

(ii). Note that
\[\Psi_{p,s}(p) ≡ \sum_{\nu=0}^{p} \binom{p}{\nu} \equiv \sum_{\nu \in \{0, p\}} 1 ≡ \sum_{\nu \in \{0, 1\}} 1 \equiv \Psi_{1,s}(p) \pmod{p}.\]
If \( r = 1 \) or \( r' = 1 \), then by the above congruence we switch to \( r = p \) or \( r' = p \), respectively. If \( 0 \leq s < 2 \), then by part (i) we switch to \( s \geq 2 \). Now, we can assume that \( r, r', s \geq 2 \). Using part (i) and applying Theorem 4.2 yield
\[
\Psi_{r,s}(p) \equiv (-1)^{r+s} \Psi_{s,r}(p) \equiv (-1)^{r'+s} \Psi_{s',r'}(p) \equiv \Psi_{r',s}(p) \pmod{p},
\]
noting that \( r \) and \( r' \) have the same parity, since \( p - 1 \) is even.

(iii). Assume that \( r, s \geq 1 \). Choose \( r', s' \geq 2 \) with \( s \equiv s' \pmod{p-1} \) and \( r \equiv r' \pmod{p-1} \). Using parts (i) and (ii) as well as applying Theorem 4.2, we infer that
\[
(-1)^r \Psi_{r,s}(p) \equiv (-1)^{r'} \Psi_{r',s'}(p) \equiv (-1)^{s'} \Psi_{s',r'}(p) \equiv (-1)^s \Psi_{s,r}(p) \pmod{p},
\]
where \( r \) and \( r' \), respectively \( s \) and \( s' \), have the same parity. \( \square \)

**Lemma 4.4.** Let \( p \geq 5 \) be a prime. Then we have the following congruence between matrices:

\[
\left( \Psi_{r,s}(p) \right)_{1 \leq r, s \leq p-2} \equiv \begin{pmatrix}
1 & \ast & \ast & \ast & \ast \\
\ast & \ddots & \ddots & \ddots & \ddots \\
\ast & \ast & \ddots & \ddots & \ddots \\
1 & \ast & \ast & \ddots & \ddots \\
1 & \ast & \ast & \ast & \ddots
\end{pmatrix} \pmod{p},
\]

where all empty entries are zero, the entries on the anti-diagonal are one, and the entries below are nonzero \( \pmod{p} \). More precisely, we have for \( 1 \leq r, s \leq p-2 \) the properties:

(i) \( \Psi_{r,s}(p) = 0 \), if \( r + s < p - 1 \).
(ii) \( \Psi_{r,s}(p) = 1 \), if \( r + s = p - 1 \).
(iii) \( p \nmid \Psi_{r,s}(p) = \binom{r+p-1-s}{p-1-s} \), if \( r + s \geq p - 1 \).

**Proof.** Let \( p \geq 5 \) and \( 1 \leq r, s \leq p-2 \). Regarding the condition of the sum (4.1) of \( \Psi_{r,s}(p) \), define \( \mathcal{I}_{r,s} = \{ s, s+1, \ldots, s+r \} \cap (p-1)\mathbb{N} \) as the set of numbers \( s + \nu \) divisible by \( p - 1 \). We have to show three parts:

(i). Since \( r + s < p - 1 \), we have \( \mathcal{I}_{r,s} = \emptyset \) and \( \Psi_{r,s}(p) = 0 \).
(ii). From \( r + s = p - 1 \), it follows that \( \mathcal{I}_{r,s} = \{ r + s \} \) and \( \Psi_{r,s}(p) = 1 \).
(iii). We have \( r + s \geq p - 1 \) and \( r, s \leq p - 2 \). Thus, \( \mathcal{I}_{r,s} = \{ p - 1 \} \) and \( \Psi_{r,s}(p) = \binom{r+p-1-s}{p-1-s} \). Since \( r < p \), this finally shows that \( p \nmid \Psi_{r,s}(p) \). \( \square \)

Now, we give the postponed proof of Theorem 4.1.

**Proof of Theorem 4.1.** Let \( r, s \geq 0 \). We have to show six parts:

(i). This follows from (1.2).
(ii), (iii). Both relations for \( d_{0,s} \) and \( d_{1,s} \) follow from (1.5) and Table 1.1.
(iv), (v). Let \( r, s \geq 2 \). By Theorem 4.2 (i) and (ii), we have \( 2 \mid \Psi_{r,s}(2) \) and \( 3 \mid \Psi_{r,s}(3) \), implying that \( 2 \mid d_{r,s} \) and \( 3 \mid d_{r,s} \), respectively. Using parts (i) and (iii), it even follows that \( 3 \mid d_{r,s} \) holds for \( r, s \geq 1 \).
(vi). Let \( r \geq 2 \) be even. Since \( d_{r,0} = d_{r,1} = d_{r} \) by parts (i) - (iii), the result holds for \( s = 0, 1 \). Now, let \( s \geq 2 \). By Theorem 4.2 (ii) and (iii), we have for \( p \geq 3 \) and \( p - 1 \mid r \) that \( p \mid \Psi_{r,s}(p) \), showing that \( p \mid d_{r,s} \).
Since $D_n$ is squarefree by (2.2), $D_{r,s}$ must be squarefree by (1.1), too. As a result, we infer from part (v) that $D_{r,s} > 1$ for $r, s \geq 1$. Parts (i) and (ii) imply for the remaining cases that $D_{0,n} = D_{n,0} = D_n$ for $n \geq 0$. By (2.2) we finally identify the only cases where $D_{r,s} = 1$, namely, $(r,s) = (0,0), (r,s) = (n,0), (r,s) = (0,n)$ for odd $n \geq 3$. This proves the theorem. □

5. Proofs of main theorems

Proof of Theorem 1.2. Let $r, s \geq 0$. Note that $D_{r,s} = 1 \iff B_{r,s} \in \mathbb{Z}$. By Theorem 4.1 we have the cases $(r,s) = (0,0), (r,s) = (n,0), (r,s) = (0,n)$ when $n \geq 3$ is odd. Since $B_{0,0} = 1$ by Table 1.1, there remain the cases $B_{n,0} = B_{0,n} = B_n = 0$ by (1.5), showing the result. □

Proof of Theorem 1.3. We have to show for $r, s \geq 1$ that

$$D_{r,s} = 2^{\varepsilon_2} \times 3 \times \prod_{5 \leq p \leq r+s+1 \atop \langle r \rangle_p - 1 + \langle s \rangle_p - 1 \geq p-1} p$$

(5.1)

with the exponent $\varepsilon_2$ as defined before. We first consider the factors 2 and 3 of $D_{r,s}$. By symmetry of $D_{r,s}$, the definition of $\varepsilon_2$ follows from Theorem 4.1 (iii) and (iv), while the factor 3 follows from Theorem 4.1 (v). Next, we consider the prime factors $p \geq 5$ in the case $r=1$, which implies by symmetry the case $s=1$ as well. If $p \geq 5$ and $p \mid D_{1,s}$, then by Theorem 4.1 (iii) we have $p \mid D_{s+\delta}$ for $s \geq 2$, where $\delta = 0$ for even $s \geq 2$, and $\delta = 1$ for odd $s \geq 3$. Using (2.2), it then follows that $p-1 \mid s+\delta$. Consequently, we obtain

$$p \leq s + \delta + 1 \leq r + s + 1 \quad \text{and} \quad \langle r \rangle_{p-1} + \langle s \rangle_{p-1} = 1 + p - 1 - \delta \geq p - 1,$$

which are compatible with the bound and condition of product (5.1), respectively.

As a result, we can now assume that $r, s \geq 2$ and $p \geq 5$. Using Theorem 4.2, we shall show that the product formulas (4.5) and (5.1) are equivalent. Therefore, it remains to show that

$$p \nmid \Psi_{r,s}(p) \iff \langle r \rangle_{p-1} + \langle s \rangle_{p-1} \geq p - 1.$$  (5.2)

The case $p-1 \mid r$ (and so $p-1 \mid s$ by symmetry) follows from Theorem 4.2 (iii), since $\langle r \rangle_{p-1} = p - 1$. For the remaining cases, we can switch by Lemma 4.3 and the definition of $\langle \cdot \rangle_{p-1}$ to $r' = \langle r \rangle_{p-1}$ and $s' = \langle s \rangle_{p-1}$, both variables $r', s'$ being in the residue system $\{1, \ldots, p-2\} \pmod{p-1}$. Finally, we infer from Lemma 4.4 that

$$p \nmid \Psi_{r',s'}(p) \iff r' + s' \geq p - 1,$$

showing (5.2) completely. The remaining parts are given by Theorem 4.1 (i) and (ii). This completes the proof of the theorem. □
Appendix A.

Figure A.1. Seidel’s table of the differences of $B_n$ (numbers in old notation).

The reprinted table from Seidel [15] is copyrighted by BAdW [3] under the Creative Commons license CC-BY.
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