Finite-time robust tracking control of an autonomous underwater vehicle in the presence of uncertainties and external current disturbances
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Abstract
The aim of this study is to achieve the trajectory-tracking control of an autonomous underwater vehicle (AUV) in the presence of random system uncertainties and external current disturbances. A comprehensive model of an AUV is developed based on its kinematic and dynamic models. By means of appropriate transformations, a new system dynamic equation with arguments of positions and orientations is obtained for the controller design. Here, a proposed finite-time robust tracking control (FTRTC) based on a nonlinear sliding surface constructed using the tracking error which leads not only to trajectory-tracking of the AUV system with a finite-time convergence, but also a high level of robust performance. The stability of the overall system is assured via the Lyapunov stability criteria. Computer simulations conducted using the developed controller demonstrates the feasibility and effectiveness of the proposed FTRTC. Moreover, the simulation results showed that the proposed control scheme resulted in a high level of robustness of the closed-loop control system.
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Introduction
The underwater autonomous vehicles (AUVs) research and development has been in the rise for the past two decades due to increase in their utility and the advances made in many related fields, such as underwater robotics, artificial intelligence, and control. AUVs have become more compact and can carry fast computers, cameras, sonars, etc. which enabled them to carry out mission too hazardous and costly to be carried out by humans. AUVs are currently being used in many applications such as route surveillance, reconnaissance, inspection of underwater pipelines,\(^1\) search an exploration, etc. For a successful execution of the aforementioned missions, trajectory-tracking control of AUVs is a basic and essential function in these types of applications. The performance of AUVs in the field depends on three interrelated research topics: vehicle architecture, dynamic and control of the vehicle, and perception and computer hardware. The focus in this paper is on the robust control of an
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AUV with finite-time convergence. Different approaches have been proposed in the literatures dealing with the control of AUVs including adaptive control, fuzzy control, back-stepping control, model predictive control, and finite-time extended state observer based sliding-mode control. In the following paragraphs, some representative research findings on the control of AUVs will be discussed.

A constrained self-tuning controller (CSTC) was developed in Rout and Subudhi to track desired waypoints of an AUV using line of sight guidance law. The equations of motion of the AUV were established using a Nonlinear Auto-Regressive Moving Average eXogenous (NARMAX) model where the parameters are updated by a recursive extended least square algorithm. The proposed algorithm was validated through computer simulations and it was concluded that the proposed control scheme was indeed effective in controlling the AUV. A different approach was proposed in Caharija et al. where a 2- and 3-D integral line-of-sight (ILOS) guidance technique was developed for path following tasks of an underactuated AUV in the presence of constant irrotational ocean currents. Results from simulations and experiments validated the effectiveness of the proposed method. Peng et al. proposed a path-following control scheme including guidance and control loops for an underactuated AUV subject to velocity and input constraints. Simulation results illustrated the effectiveness of the proposed method. A hand position point as output for a control strategy based on the input-output feedback linearization method was presented in Paliotta et al. The presented strategy was able to deal with external disturbances and was proven to have global exponential stability. Recently, artificial intelligence (AI) has become a very hot topic of research and its application has propagated to many engineering fields including the control of AUVs. A deep interactive reinforcement learning technique to learn from both human and environmental rewards was proposed by Zhang et al. for path following of an AUV. Experimental results showed that the AUV can converge faster than when using a deep Q-network (DQN) learner from only environmental reward. Furthermore, many other researchers developed finite-time convergence control techniques and readily available in the literature. For example, Ali et al. developed finite-time extended state observer-based nonsingular fast terminal sliding-mode controllers for an AUV system. Similarly, Liang et al. developed a finite-time velocity-observed based adaptive output-feedback tracking controller and validated the design with numerical simulations. Both of the aforementioned techniques led to fast convergence and prescribed performance.

The review of the related literature shows that the AUV system is complicated by large external current disturbances and high number of degrees of freedom; therefore, the challenge of any control technique is obtaining an accurate, practical, and mathematically useful control design model of the AUV system. Usually, a less accurate control design model is obtained whose shortcomings are compensated for using a suitable robust control design technique. Therefore, it is proposed here to design the finite-time robust tracking control (FTRTC) to control the AUV system. To the best of our knowledge, the application of this kind of control scheme to an AUV system is novel and its efficiency will be demonstrated in the work presented here. A FTRTC with a high level of robustness is used to control the AUV subject to random uncertainties and external current disturbances to achieve finite-time convergence tracking performance. At first, a nonlinear sliding surface is designed so that the tracking error possesses finite-time convergence. The controller is designed based on new system dynamics equations after appropriate transformation based on the AUV’s kinematic and dynamic equations. Finally, the stability and robustness of the closed-loop performances are respectively validated via Lyapunov stability criteria and computer simulations. The main contributions of the work presented here are as follows: (1) Develop a comprehensive AUV model for the control design technique delineated in this manuscript; (2) Transform the system’s equation based on a combination and fusion of the kinematic and dynamic equations to obtain a control design model; (3) Design a finite-time robust trajectory tracking controller to mitigate the effect of the modeling uncertainties and external current disturbances; (4) Demonstrate the stability of the closed-loop system and validate the results through numerical simulations; (5) Provide discussions for the results for the closed-loop system performance and demonstrate the extent of its robustness, finite-time tracking performance, and possible applicability to other analogous nonlinear systems.

The rest of the paper is organized as follows: In Section 2, a mathematical model of an AUV and the problem formulation are given. The finite-time robust tracking control design is described in Section 3. The simulation results and discussions are presented in Section 4. Finally, some conclusions are made in Section 5.

**Modeling of an autonomous underwater vehicle and problem formulation**

A typical AUV system has six DOFs including three coordinate positions and three orientations in space. Moreover, the dynamic model comprises hydrodynamic features as well as uncertainties due to un-modeled dynamics which make the control design model highly nonlinear and very complex. In this section, general
kinematic and dynamic models of an AUV are derived to study the viability of the proposed control scheme.

**Kinematic model**

The two coordinate frame systems of the AUV are illustrated in Figure 1: the inertial frame system \(\{O - XYZ\}\) and the body-fixed frame system \(\{O_0 - X_0Y_0Z_0\}\) in a three-dimensional Cartesian workspace. The kinematic subsystem of the AUV can be expressed as follows:

\[
\dot{\eta} = J(\eta)q
\]

(1a)

where \(\eta = [\eta_1^T \eta_2^T]^T\); \(\eta_1 = [x \ y \ z]^T\) and \(\eta_2 = [\phi \ \theta \ \psi]^T\) represent the position and the orientation vector with respect to the inertial frame; \(q = [u \ v \ w \ p \ q \ r]^T\) is the translational and angular velocities vector with respect to the body-fixed frame; \(J \in \mathbb{R}^{6 \times 6}\) is the spatial transformation matrix between the inertial frame and body-fixed frame described as follows:

\[
J = \begin{bmatrix}
J_1 & 0_{3 \times 3} \\
0_{3 \times 3} & J_2
\end{bmatrix}
\]

(1b)

where

\[
J_1 = \begin{bmatrix}
\cos \theta \cos \psi & -\sin \theta \sin \phi \cos \psi - \cos \phi \sin \psi & \sin \theta \sin \phi \\
\cos \theta \sin \psi & \sin \theta \sin \phi \sin \psi + \cos \phi \cos \psi & \sin \theta \cos \phi \sin \psi - \sin \phi \cos \psi \\
-\sin \theta & \sin \phi \cos \theta & \cos \phi \cos \theta
\end{bmatrix},
\]

\[
J_2 = \begin{bmatrix}
1 & \sin \phi \tan \theta & \cos \phi \tan \theta \\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi \sec \theta & \cos \phi \sec \theta
\end{bmatrix}.
\]

**Dynamic model**

The dynamic model of the AUV can be expressed in a compact vector form\(^6\) as:

\[
M\ddot{q} + C(q)\dot{q} + D(q)q + g(\eta) = \tau + \tau_d
\]

(2)

where \(M \in \mathbb{R}^{6 \times 6}\) is the inertia matrix including the rigid body matrix, \(M_{RB}\), and the added mass matrix, \(M_A\); \(C(q) \in \mathbb{R}^{6 \times 6}\) denotes the matrix of Coriolis and centrifugal forces including the rigid body matrix, \(C_{RB}(q)\), and the added mass matrix, \(C_A(q)\), caused by the hydrodynamic effect; \(D(q) \in \mathbb{R}^{6 \times 6}\) is the hydrodynamic damping matrix including the linear (i.e. \(D_L(q)\)) and quadratic drag (i.e. \(D_Q(q)\)) vectors; \(g(\eta) \in \mathbb{R}^6\) represents the vector of gravity and buoyancy forces; \(\tau \in \mathbb{R}^6\) is the control forces and moments vector, that is, propulsion forces and moments acting on the center of mass of the AUV; \(\tau_d\) is the external current disturbance with an upper bound \(\tau_{d_{\text{max}}},\) The aforementioned system matrices are respectively described as follows\(^6\):

\[
M = M_{RB} + M_A
\]

(3a)

where

\[
M_{RB} = \begin{bmatrix}
m & 0 & 0 & 0 & mz_g & -my_g \\
0 & m & 0 & -mz_g & 0 & mx_g \\
0 & 0 & m & my_g & -mx_g & 0 \\
0 & -mz_g & my_g & I_x & -I_{xy} & -I_{xz} \\
mz_g & 0 & -mx_g & -I_{xy} & I_y & -I_{yz} \\
-my_g & mx_g & 0 & -I_{xz} & -I_{yz} & I_z
\end{bmatrix},
\]

\[
M_A = \begin{bmatrix}
X_u & X_v & X_w & X_p & X_q & X_r \\
Y_u & Y_v & Y_w & Y_p & Y_q & Y_r \\
Z_u & Z_v & Z_w & Z_p & Z_q & Z_r \\
L_u & L_v & L_w & L_p & L_q & L_r \\
M_u & M_v & M_w & M_p & M_q & M_r \\
N_u & N_v & N_w & N_p & N_q & N_r
\end{bmatrix}
\]

(3b)

where

\[
C(q) = C_{RB}(q) + C_A(q)
\]

\[
C(q) = \begin{bmatrix}
c_{11}(q) & c_{12}(q) \\
c_{21}(q) & c_{22}(q)
\end{bmatrix}
\]

(3c)
where $c_{11}(q) = 0_3 \times 3; c_{12}(q) =$
\[
\begin{bmatrix}
  m(y_q + z_r) & -m(x_q - w) & -m(x_r + v) \\
  -m(y_p + w) & m(z_r + x_p) & -m(y_r - u) \\
  -m(z_p - v) & -m(z_q + u) & m(x_p + y_q)
\end{bmatrix};
\]
\[
c_{22}(q) = -c_{12}(q); c_{22}(q) =
\begin{bmatrix}
  0 & -I_{x-q} - I_{x-p} + I_x & I_{x-r} + I_{x-p} - I_q \\
  I_{x-q} + I_{x-p} - I_x & 0 & -I_{x-r} - I_{x-q} + I_p \\
  -I_{x-r} - I_{x-p} + I_r & I_{x-r} + I_{x-q} - I_p & 0
\end{bmatrix}
\]
with
\[
C_d(q) =
\begin{bmatrix}
  0 & 0 & 0 & 0 & -a_3 & a_2 \\
  0 & 0 & 0 & a_3 & 0 & -a_1 \\
  0 & 0 & 0 & -a_2 & a_1 & 0 \\
  -a_3 & a_2 & 0 & -b_3 & b_2 & 0 \\
  a_3 & 0 & -a_1 & b_3 & 0 & -b_1 \\
  -a_2 & a_1 & 0 & -b_2 & b_1 & 0
\end{bmatrix};
\]
where
\[
a_1 = X_0 u + X_0 v + X_0 w + X_0 p + X_0 q + X_0 r;
\]
\[
a_2 = Y_0 u + Y_0 v + Y_0 w + Y_0 p + Y_0 q + Y_0 r;
\]
\[
a_3 = Z_0 u + Z_0 v + Z_0 w + Z_0 p + Z_0 q + Z_0 r;
\]
\[
b_1 = L_0 u + L_0 v + L_0 w + L_0 p + L_0 q + L_0 r;
\]
\[
b_2 = M_0 u + M_0 v + M_0 w + M_0 p + M_0 q + M_0 r;
\]
\[
b_3 = N_0 u + N_0 v + N_0 w + N_0 p + N_0 q + N_0 r;
\]
\[
D(q) = D_2(q) + D_q(q)
\]
(3c)

Supplemental Appendix. It is worth noting that the off-diagonal terms of the drag matrices are neglected because the hydrodynamic coupling is insignificant at low speeds and typically the buoyancy is trimmed so that it is approximately equal to the gravitational force. To reflect a true situation of the AUV system and test the robustness of the proposed design, the system matrices are modified to include uncertainties as follows:
\[
J = \tilde{J} + \Delta J; M = \tilde{M} + \Delta M; C(q) = \tilde{C}(q) + \Delta C(q);
\]
\[
D(q) = \tilde{D}(q) + \Delta D(q); g(\eta) = \tilde{g}(\eta) + \Delta g(\eta).
\]
(4)

Overall system model and problem formulation

In this section, the control design model will be developed using the kinematic equations and developed in the previous section. Therefore, given the generalized coordinates vectors $q = [u \ v \ w \ p \ q \ r]^T$ and $\eta = [x \ y \ z \ \phi \ \theta \ \psi]^T$ and the kinematic equations for the AUV $\dot{\eta} = J(q)\dot{q}$, one can solve for $q$ as
\[
q = J^{-1}(\eta)\dot{\eta}
\]
(5)

Its derivative with respect to time becomes
\[
\ddot{q} = J^{-1}(\eta)\ddot{\eta} + \frac{d}{dt}(J^{-1}(\eta))\dot{\eta}
\]
(6)

Knowing that $d(J^{-1})/dt = -J^{-1}J\dot{J}^{-1}$, it leads to
\[
\ddot{q} = J^{-1}\ddot{\eta} - J^{-1}J\dot{J}^{-1}\dot{\eta}
\]
(7)

Replace the expressions of $q$ and $\dot{q}$ into the dynamic equations of motion of the AUV (2), the transformed system dynamics is given as
\[
\dot{\eta} = \dot{M}\ddot{\eta} + \left[-MJJ^{-1} + \tilde{C}(q) + \tilde{D}(q)\right]\ddot{\eta} + \tilde{g}(\eta) = \tilde{\tau} + \tilde{\tau}_d
\]
(8)

where $\tilde{M} = JMJ^{-1}; \tilde{C} = JJC^{-1}; \tilde{D} = JDJ^{-1}; \tilde{g} = Jg; \tilde{\tau} = J\tau; \tilde{\tau}_d = J\tau_d; \tilde{\tau}$ and $J$ is invertible. In this way, the uncertainties on the transformed system functions are represented as $\tilde{M} = \tilde{M} + \Delta M; \tilde{C} = \tilde{C} + \Delta \tilde{C}; \tilde{D} = \tilde{D} + \Delta \tilde{D}$, and $g = \tilde{g} + \Delta \tilde{g}$.

where
\[
\tilde{M} = JMJ^{-1}
\]
(9)

The nomenclature for the symbols of the entries in the above-mentioned matrices is described in the
\[ \Delta M = -\hat{J}\mathcal{M}^{-1}\Delta J(\hat{J} + \Delta J)^{-1} + \hat{J}\Delta M\hat{J}^{-1} \]
\[ -\Delta J\mathcal{M}^{-1}\Delta J(\hat{J} + \Delta J)^{-1} + \Delta J\mathcal{M}\hat{J}^{-1} \]
\[ + \Delta J\Delta J^{-1} - \Delta J\Delta J^{-1}\Delta J(\hat{J} + \Delta J)^{-1} \]
\[ \hat{C} = \hat{J}\hat{C}^{-1} \]
\[ \Delta \hat{C} = -\hat{J}\hat{C}^{-1}\Delta J(\hat{J} + \Delta J)^{-1} + \hat{J}\Delta C\hat{J}^{-1} \]
\[ -\Delta J\hat{C}^{-1}\Delta J(\hat{J} + \Delta J)^{-1} + \Delta J\hat{C}^{-1} \]
\[ + \Delta J\Delta C^{-1} - \Delta J\Delta C^{-1}\Delta J(\hat{J} + \Delta J)^{-1} \]
\[ \hat{D} = \hat{J}\hat{D}^{-1} \]
\[ \Delta \hat{D} = -\hat{J}\Delta J^{-1}\Delta J(\hat{J} + \Delta J)^{-1} + \hat{J}\Delta D\hat{J}^{-1} \]
\[ -\Delta J\hat{D}^{-1}\Delta J(\hat{J} + \Delta J)^{-1} + \Delta J\hat{D}^{-1} \]
\[ + \Delta J\Delta D^{-1} - \Delta J\Delta D^{-1}\Delta J(\hat{J} + \Delta J)^{-1} \]
\[ \hat{g} = \hat{J}\hat{g} \]
\[ \Delta \hat{g} = \hat{J}\Delta g + \Delta \hat{g} + \Delta \Delta g \]

Finite-time robust tracking controller design

In this section, the design process for the FTRTC will be described and applied to the AUV system. First, let us define the concept of finite time convergence using the following Lemma 1.

Lemma 1. Consider a dynamic system \( \dot{x}(t) = f(x(t)) \) where \( x(t) \in \mathbb{R}^n \) and \( f(x(t_0)) = 0 \), if there exists a smooth positive Lyapunov function \( V(x) \) satisfying \( \dot{V}(t) + \lambda_1 V(t) + \lambda_2 V(t) \equiv 0 \) for any \( t \geq t_0 \) where \( \lambda_1 \geq 0, \lambda_2 > 0 \) and \( 0 < \gamma < 1 \), then the dynamic system converges in finite time and the setting time \( t \) of the system is given by

\[ t \leq t_0 + \left[ 1 + \lambda_1 V^{-1}(t_0)/\lambda_2 \right] / \lambda_1(1 - \gamma) \]

where \( V(t_0) \) is the initial value of \( V(t) \).

Next, the proposed FTRTC is designed to achieve the finite-time trajectory-tracking of the AUV system. To begin with, a nonlinear sliding surface is designed as

\[ \sigma(t) = \bar{e}_\eta(t) + K_1e_d(t) + K_2 \int_{t_0}^{t} e_\eta(\tau)d\tau + f_\eta \text{sign}(e_\eta)^a \]

where \( \sigma(t) \in \mathbb{R}^6, e_\eta(t) = \eta_d(t) - \eta(t) \) is a tracking error and \( \eta_d(t) \) is the desired trajectory; \( K_1 \in \mathbb{R}^{6 \times 6} \) and \( K_2 \in \mathbb{R}^{6 \times 6} \) are positive diagonal matrices which are selected such that the nonlinear sliding surface is stable; \( f_\eta \in \mathbb{R}^{6 \times 6} \) is a positive diagonal matrix to guarantee a fixed-time convergent performance, and \( 0 \leq \alpha < 1 \). Its time derivative can be expressed as

\[ \dot{\sigma}(t) = \bar{e}_\eta(t) + K_1\dot{e}_\eta(t) + K_2e_d(t) + \alpha f_\eta \text{sign}(e_\eta)^{a-1} \dot{e}_\eta \]

![Figure 2. Overall control block diagram of an uncertain AUV.](image-url)
Based on the designed nonlinear sliding surface (17), the control input \( \tau(t) \) includes two parts: the first control part is the equivalent control part \( \tau_{eq}(t) \) which deals with the nominal AUV system and the second is the robust control part \( \tau_{robust}(t) \) which mitigates the effect of uncertainties and current disturbances on the AUV’s performance. The control law is expressed as:

\[
\tilde{\tau}(t) = \tilde{\tau}_{eq}(t) + \tilde{\tau}_{robust}(t)
\]  

(19)

where

\[
\tilde{\tau}_{eq}(t) = \tilde{M}\tilde{\eta} + \left[ -\tilde{M}JJ^{-1} + \tilde{C}(q) + \tilde{D}(q) \right] \dot{\eta} + \tilde{g} + \tilde{M} \left[ K_1 \dot{e}_\eta + K_2 e_\eta + \alpha f_\eta \text{sign}(e_\eta^{a-1}) \dot{e}_\eta \right] 
\]

(20)

\[
\tilde{\tau}_{robust}(t) = \tilde{M} \left[ \Gamma_1 \sigma(t) + \Gamma_2 \sigma(t) / ||\sigma(t)|| \right]
\]

(21)

where \( \Gamma_1 \in \mathbb{R}^{6 \times 6} \) is a positive-definite matrix and represents an exponentially convergent rate to reach the sliding surface and \( \Gamma_2 > 0 \in \mathbb{R}^{6 \times 6} \) represents a switching gain matrix. After obtaining the control signal, \( \tilde{\tau}(t) \), the actual control input is then computed as \( \tau(t) = J^{-1} \tilde{\tau}(t) \).

**Remark 1.** In the robust control term described in (21) may lead to chattering in the closed-loop response of the AUV resulting in undesired system oscillations. Therefore, to avoid chattering, a boundary layer described in (22) can be used to replace the robust control torque described in (21). That is

\[
\tilde{\tau}_{robust}(t) = \tilde{M} \left[ \Gamma_1 \sigma(t) + \Gamma_2 \sigma(t) / (||\sigma(t)|| + \epsilon) \right]
\]

(22)

where \( \epsilon \) is the boundary layer with a small positive constant.

**Theorem 1.** Applying FTRTC (19) to the new AUV system (8) with the known upper bound of uncertainties and external current disturbance, the nonlinear sliding surface will be reached in finite time based on **Lemma 1.** Then, \( e_\eta \) converges to zero in finite time according to the desired dynamics of the nonlinear sliding surface. The proof is presented in the Supplemental Appendix.

**Simulations and discussions**

To evaluate the performance and verify the robustness of the proposed control technique, simulations for a planned trajectory-tracking of an AUV in the presence of random uncertainties and external current disturbances are performed. In the simulations, the physical parameters of an AUV are taken from Steinke and shown in Supplemental Table 1. The initial position and orientation of the AUV are taken as \{0.01, 0.01, 0.01, 0, 0, 0\} in the simulations. In addition, the desired trajectory and orientation \( \eta_d(t) \) are taken as \{6 sin(0.5t), \ -1 cos(0.6t), 0.1t, 0.7 sin(t), 0.3, 0.5t\} and the external current disturbances are selected as \{50 sin(t), 50 sin(2t), 50 sin(4t), 50 sin(6t), 50 sin(8t), 50 sin(10t)\}. The control parameters are respectively chosen as \( \alpha = 0.85, \ \epsilon_1 = 0.1, \ K_1 = \text{diag}\{40, \cdots, 40\}, \ K_2 = \text{diag}\{400, \cdots, 400\}, \ f_\eta = \text{diag}\{0.3, \cdots, 0.3\}, \ \Gamma_1 = \text{diag}\{1, \cdots, 1\}, \text{ and } \Gamma_2 = \text{diag}\{10, \cdots, 10\} \). The selection of \( K_1 \) and \( K_2 \) characterizes the dynamic feature of the sliding surfaces to shape the system bandwidth whereas the chosen values of \( f_\eta \) characterize the convergence performance of the tracking errors. The tracking response of the AUV subject to external current disturbance and without random uncertainties is shown in Figure 3. It can be seen that the proposed FTRTC demonstrates excellent 3D tracking performance. To further investigate the extent of the robustness of the proposed control scheme, a maximum 30% random uncertainty in system parameters is injected into the AUV system to account for modeling errors. The trajectory, orientation-tracking, and sliding surface responses as well as the corresponding control inputs are shown in Figure 4(a) to (e). From these results, it can be seen that the trajectory-tracking responses still exhibit good performance and the sliding surfaces converge to a convex set. Moreover, the tracking errors almost converge to zero in finite time. Based on these responses, the proposed FTRTC not only leads to good tracking performance by the AUV in the presence of external current disturbances but also suppresses large modeling uncertainties. Therefore, it can be concluded that the proposed control scheme is indeed suitable and
effective for AUV trajectory-tracking in the presence of modeling inaccuracies and external disturbances. Furthermore, in comparison to previous works in Karkoub et al.\textsuperscript{20} and Wu and Karkoub,\textsuperscript{21} the tracking response comparison with Wu and Karkoub\textsuperscript{21} is shown in Figure 5. It is important to note that the proposed FTRTC has two important advantages: (1) the controller design is based on the transformed AUV system only whereas the controllers in previous works are hierarchically designed using the kinematic and dynamic models; and (2) the proposed sliding surface is nonlinear with a fractional-order term which has been validated to possess finite-time convergence and better tracking performance compared to the work in Wu and Karkoub\textsuperscript{21} (see Figure 5).

Even though, there are similarities between the proposed controller and the ones described in Karkoub et al.\textsuperscript{20} and Wu and Karkoub\textsuperscript{21}; there are significant differences among them which make the FTRTC suitable for the AUV system. First, the proposed FTRTC is based on the transformed AUV system only; however, those in Karkoub et al.\textsuperscript{20} and Wu and Karkoub\textsuperscript{21} are based on a hierarchical architecture which requires the control of a virtual input signal derived from the kinematic model. Second, the proposed sliding surface is nonlinear with a fractional-order term which has been proven to possess finite-time convergence.\textsuperscript{22} This is extremely important point in real time applications to lessen the chances for performance degradation.

Remark 2. The control gains are chosen in the simulation such that all conditions described in the derivations are met and satisfactory performance is achieved. We would like to point out that the gains are chosen to meet the necessary stability and tracking performance criteria, but they are not necessarily the optimal solutions. These gains can be optimized for the best performance, but it is out of the scope of this work. In addition, we would like to mention...
that in these types of systems, a balance has to be struck between precision and robustness by further tuning the control gains. In other words, you may achieve better tracking precision, but it will be on the expense of robustness range.

**Remark 3.** The Z-axis shown in Figures 3 and 4(a) is shown pointing upwards for better viewing; however, in the actual simulation, the AUV moved from the water surface (0 m) to a depth of (1.5 m) below the surface.

**Conclusions**

The work presented here deals with the control of an AUV system using a novel robust control technique known as finite-time robust tracking control (FTRTC). A comprehensive system model combining the kinematics and dynamics of an AUV is first developed and used in the design of FTRTC. The control design model is obtained through fusion of the kinematic model into the system dynamic equations of the AUV through appropriate transformations. Subsequently, an FTRTC scheme is designed based on a nonlinear sliding surface constructed using the tracking error system model. The overall system stability was demonstrated via Lyapunov stability criteria and it was shown through computer simulations that the proposed robust control scheme leads to successful trajectory-tracking by the closed-loop system. Moreover, it was shown that the FTRTC demonstrates a high level of robustness even in the presence of 30% random uncertainty in system parameters and external current disturbances.
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