Transverse force generated by an electric field and transverse charge imbalance in spin-orbit coupled systems
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We use linear response theory to study the transverse force generated by an external electric field and hence possible charge Hall effect in spin-orbit coupled systems. In addition to the Lorentz force that is parallel to the electric field, we find that the transverse force perpendicular to the applied electric field may not vanish in a system with an anisotropic energy dispersion. Surprisingly, in contrast to the previous results, the transverse force generated by the electric field does not depend on the spin current, but in general, it is related to the second derivative of energy dispersion only. The transverse force always vanishes in the system with an isotropic energy dispersion. However, the transverse force may also vanish in some systems with an anisotropic energy dispersion such as the 2D k-cubic Dresselhaus system. Furthermore, we find that the transverse force does not vanish in the Rashba-Dresselhaus system. Therefore, the non-vanishing transverse force acts as a driving force and results in charge imbalance at the edges of the sample. This implies that a non-zero Hall voltage can be detected in the absence of an external magnetic field in anisotropic systems such as the Rashba-Dresselhaus system. The estimated ratio of the Hall voltage to the longitudinal voltage is \( \sim 10^{-3} \). The disorder effect is also considered in the study of the Rashba-Dresselhaus system. We find that the transverse force vanishes in the presence of impurities in this system because the vertex correction and the anomalous velocity of the electron accidentally cancel each other. Nonetheless, we believe that the transverse charge imbalance can be detected in the ballistic region by measuring the Hall voltage. Our interesting prediction would stimulate measurements of the Hall voltage in such spin-orbit coupled systems with an anisotropic dispersion as the Rashba-Dresselhaus system in the near future.
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I. INTRODUCTION

The equation of motion of a charged particle in the presence of an electromagnetic field is determined by the classical Lorentz force [1]. When only an electric field is present, the charged particle is accelerated along the electric field (longitudinal motion). In the presence of only a magnetic field, the charged particle is deflected by the magnetic field when the particle is in motion (cyclotron motion). In the 2D plane, the combination of longitudinal and cyclotron motion would result in the appearance of the classical charge-Hall effect [2] when the applied electric field and magnetic field are parallel and perpendicular to the plane, respectively. In the absence of a magnetic field, the charge Hall effect would disappear in the classical regime.

When the spin degree of freedom is considered, the charged-particle motion further changes; in particular, the orbital motion now depends on the spin direction (spin-orbit interaction). The anomalous motion of particles that is induced by spin-orbit interaction has attracted much attention. The semiclassical force exerted on a spin-1/2 electron in the presence of an electromagnetic field has been investigated [3]. The force acts on the spin according to SU(2) non-abelian gauge theory because the spin-orbit interaction \((\sigma \times \mathbf{E}) \cdot \mathbf{p}\), which is taken to be the kinetic momentum, plays the role of the gauge field [3]. It has been shown that the equation of motion of an charged particle in a crystal environment can be altered by the Berry curvature of band structure [4, 5] when the spin-orbit interaction is considered: 

\[
\mathbf{x} = \frac{\hbar}{\Delta_{\sigma\text{p}}(\mathbf{k})} - \mathbf{k} \times \mathbf{B}_n(\mathbf{k}).
\]

The Berry curvature correction \((-\mathbf{k} \times \mathbf{B}_n(\mathbf{k}))\) can also be derived by using the Feynmann path integral method [6]. The Berry curvature plays the role of an effective magnetic field and thus results in the anomalous deviation of the classical trajectory. In this context, an interesting phenomenon was observed in the study described in Ref. [7]: in the adiabatic approximation, the transverse velocity due to Berry curvature exists even in the absence of an external magnetic field. It was further shown that in the adiabatic sense, the non-vanishing Berry curvature near the Brillouin zone center of a hole-doped (p-type) semiconductor would lead to intrinsic spin-Hall effect [5]. This discovery led to an interesting result: the magnetic monopole would exist in the crystal momentum space of solids [8]. Furthermore, the concept of the anomalous velocity due to Berry curvature has been used in ab initio relativistic band structure calculations of the intrinsic spin Hall conductivity in p-type semiconductors [9] and also Pt metal [10].
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Due to the existence of Berry curvature, the intrinsic force of the k-linear Rashba system is studied in semiconductor wires in ballistic regime. The force was semiclassically defined as the time derivative of the kinetic momentum in the Heisenberg picture. It was found that the deflection of the center of spin-polarized wave packet in the transverse direction can be explained by the existence of the intrinsic force. The concept of intrinsic force due to the spin-orbit interaction in semiconductor is further generalized to the non-relativistic limit of the Dirac equation in which the spin-orbit interaction term is still linear in momentum. In the non-relativistic limit of the Dirac equation, it has been shown that a semiclassical force is exerted on the moving particle with spin.

For the 2D system, the effective Hamiltonian describing the Rashba-Dresselhaus system is found to have the structure of the SU(2) × U(1) gauge field. The transverse force derived from the corresponding four-force in the Rashba-Dresselhaus system agrees with the result in Ref. Recently, the inverse spin-Hall effect driven by the spin motive force in a ferromagnetic conductor has been studied. The Hall angle in this case is shown to be greater than that in the anomalous Hall effect since skew and side jump scattering are considered.

However, the force in the linear response to an external electric field in a spin-orbit coupled system has not yet been studied. This is very important in the study of forces generated by external fields because the force operator is significant only when the expectation value is taken into account. In the present paper, we study the force in spin-orbit coupled systems with the generic two-band effective Hamiltonian by using linear response theory. The force is semiclassically defined as the time derivative of the kinetic momentum mv. The velocity v can be separated into two terms, \( v = v_f + v_a \), where \( v_f = p/m \) and \( v_a \) is the anomalous velocity due to the spin-orbit interaction. The spin-orbit interaction induced force (SOIF) originates from the time derivative of \( mv_a \). In this study, we shall focus on the SOIF in the linear response to an external electric field. Our main result is that the SOIF depends only on the second derivative of energy dispersion and not on the spin current. We provide an analytic expression for the SOIF and show that the non-vanishing transverse SOIF may exist when the system is not rotationally invariant. This also implies that the charge imbalance at the edges of the sample may occur in a spin-orbit coupled system because the non-vanishing transverse force acts as a driving force in the system.

Our present paper is organized as follows. In Sec. II, we derive the force from the generic effective Hamiltonian by using the semiclassical definition, that is, the time derivative of kinetic momentum mv. In Sec. III, we use linear response theory to investigate the properties of the force under a weak and constant electric field. In Sec. IV, we study the Rashba-Dresselhaus system and also consider the presence of weak disorder. Our conclusions are presented in Sec. V.

II. FORCE GENERATED BY SPIN-ORBIT INTERACTION

In this section, we will derive the intrinsic force in the linear response to an electric field. We assume that the effective Hamiltonian can be partitioned into two terms: a kinetic energy term and spin-orbit interaction term. In the absence of spin-orbit interaction, the Hamiltonian would simplify to the free electron (hole) model. In this case, we consider the following effective Hamiltonian that includes the spin-orbit interaction:

\[
H_0 = \frac{\hbar^2 k^2}{2m} + h_{so},
\]

where the first term of Eq. represents the kinetic energy for a free effective mass \( m \) and \( h_{so} \) represents the spin-orbit interaction. We do not consider the external magnetic field, and thus, the time reversal symmetry is preserved. By spectral decomposition, the spin-orbit interaction \( h_{so} \) can be written as

\[
h_{so} = \sum_n \Delta_n(k) P_{nk},
\]

against the background that the eigenenergy of the Hamiltonian \( H_0 \) is \( E_{nk} = \frac{\hbar^2 k^2}{2m} + \Delta_n(k) \); in other words, \( H_0|nk\rangle = E_{nk}|nk\rangle \). \( P_{nk} \) is the projection operator that satisfies the relation \( P_{nk} P_{nk} = P_{nk} \delta_{mn} \). The index \( n \) denotes the band index, and \( \Delta_n(k) \) is the energy dispersion of spin-splitting for the \( n \)-th band. It must be emphasized that the dispersion \( \Delta_n(k) \) is not limited to the odd function of \( k \) in which the system lacks an inversion center. For GaAs, the parity selection rule does not allow the appearance of a \( k \)-linear term for the hole band, and the spin-orbit interaction term of the Luttinger Hamiltonian is quadratic in \( k \). For a spherical approximation of the Luttinger Hamiltonian (see Ref. 3), \( H_0 = \frac{\hbar^2 k^2}{2m_0} (\gamma_1 + \frac{5}{2} \gamma_2) k^2 - 2\gamma_2 (k \cdot S)^2 \), we have \( h_{so} = \frac{\hbar^2 k^2}{2m_0} \gamma_2 (\frac{5}{2} k^2 - 2 (k \cdot S)^2) \) for the spin-orbit interaction, \( m = m_0/\gamma_1 \) for the free effective mass, and \( \Delta_{\pm,\pm}(k) = -2\gamma_2 \frac{\hbar^2 k^2}{2m_0} \) and \( \Delta_{\pm,\pm}(k) = +2\gamma_2 \frac{\hbar^2 k^2}{2m_0} \) represent the spin-splittings of heavy and light holes, respectively. On the other hand, for a 2D system, the spin splitting can be simply written as \( \Delta_n(k) = -n\Delta(k) \), which indicates that the magnitude of spin-splitting in each band is the same. In the following discussions, we will show that only a \( k \)-linear term can reproduce the result given in Ref. 12. For terms containing higher orders of \( k \) in general, the force operator is not related to the spin current. We will show that in the 2D system, the force is actually related by the Berry vector potential. The common 2D effective Hamiltonian that includes spin-orbit interaction can also be written in the form of Eq. (11) (see also Ref. 15). It should be pointed out that the knowledge of explicit form of the energy dispersion \( \Delta(k) \) and eigenfunction \( |nk\rangle \) is not necessary in the following
derivations. We will derive an analytic expression for the linear response of the semiclassical force.

In the presence of a constant electric field, the potential can be written as \(-q\mathbf{E} \cdot \mathbf{x}\), and we have

\[
H = H_0 - q\mathbf{E} \cdot \mathbf{x}, \tag{3}
\]

where \(q\) is the charge of the particle \((q = -|e|\) for an electron\). The notation \(\mathbf{x}\) refers to the gauge invariant position operator \([16]\). The diagonal terms of the gauge invariant position operator vanish, and the off-diagonal terms is equivalent to the replacement of \(\mathbf{x}\) with \(i\hbar \partial / \partial q\). The force in the following derivation is defined as the time derivative of kinetic momentum \(m\mathbf{v}\), and we have

\[
\mathbf{F} = m \frac{d\mathbf{v}}{dt} = \frac{m}{i\hbar}[\mathbf{v}, H], \tag{4}
\]

where the velocity operator is defined as \(\mathbf{v} = \frac{1}{m}[\mathbf{x}, H] = \frac{\partial H}{\partial \mathbf{p}}\), where the gauge invariant position operator does not change the original commutator \([16]\). The velocity operator is composed of two terms: the free electron (hole) velocity \(\mathbf{v}_f = p/m\) and the anomalous velocity \(\mathbf{v}_a = \partial h_{so}/\partial \mathbf{p}\), which is induced by the spin-orbit interaction. By the use of equation \(\mathbf{v} = \mathbf{v}_f + \mathbf{v}_a\), the semiclassical force \(\mathbf{F} = m \frac{d\mathbf{v}}{dt} = \frac{m}{i\hbar}[\mathbf{v}, H]\) is composed of two terms:

\[
\mathbf{F} = \mathbf{F}^L + \mathbf{F}^{SOI}, \tag{5}
\]

where \(\mathbf{F}^L = \frac{m}{i\hbar}[\mathbf{v}_f, H]\) can be written as (the Einstein summation convention is used)

\[
F_i^L = q\delta_{ij} E_j, \tag{6}
\]

which is the Lorentz force. \(\mathbf{F}^{SOI} = \frac{m}{i\hbar}[\mathbf{v}_a, H]\) is the SOIF operator. For convenience in the following discussions, the SOIF operator is rewritten as the sum of two terms:

\[
\mathbf{F}^{SOI} = \mathbf{F}^E + \mathbf{F}^O.
\]

The force \(\mathbf{F}^E = \frac{m}{i\hbar} \frac{\partial h_{so}}{\partial k_i} E_j\) depends on the anisotropic properties of energy dispersion, and it can be shown that

\[
F_i^E = \frac{m}{i\hbar^2} \frac{\partial h_{so}}{\partial q_i} E_j. \tag{7}
\]

The force \(\mathbf{F}^O\) originates from the commutator of the anomalous component of the velocity and the spin-orbit interaction of the Hamiltonian, namely, \([\mathbf{v}_a, h_{so}]\), and it can be written as

\[
F_i^O = \frac{m}{i\hbar^2} \frac{\partial h_{so}}{\partial q_i} h_{so}. \tag{8}
\]

In general, Eq. (8) has a complicated form, but in a 2D spin-orbit-coupled system, it can be shown that the force \(F_i^O\) [Eq. (8)] is related to the Berry vector potential. This can be seen as follows. For 2D systems, the Hamiltonian can generally be written as \(H_0 = k_x^2/2m + A(k)\sigma_x - B(k)\sigma_y\), with energy dispersion \(E_{nk} = \sqrt{k_x^2 - n^2 A^2 + B^2}\). It can be shown that

\[
\frac{m}{i\hbar^2} \frac{\partial h_{so}}{\partial q_i} h_{so} = -\frac{m\Omega^2}{2} \left(\frac{\partial \theta}{\partial q_i}\right) \sigma_z, \tag{9}
\]

where \(\theta(k)\) is defined as \(\theta = \tan^{-1}\left(\frac{A(k)}{B(k)}\right)\) and \(\Omega = \frac{\Delta}{\hbar}\).

For an appropriate choice of phase of eigenstate, one can obtain \(<nk|(−i\hbar\partial/\partial q)|nk\rangle = \frac{1}{2} \frac{\partial \theta}{\partial q}\). In Ref. [17], it was shown that the spin-Hall conductivity can be expressed in terms of anti-commutator of Eq. (8) and spin current operator.

On the other hand, it is interesting to note that for k-linear systems such as the Rashba-Dresselhaus system, Eq. (8) can be further written as \(\frac{m\Omega^2}{\hbar^2}(\alpha^2 - \beta^2)(J^{xz} \times \epsilon_z)\), where \(J^{xz} = \frac{1}{2} \{\mathbf{v}, s_z\}\) is the conventional definition of spin current, as shown in Ref. [12], where the spin force corresponding to \(\mathbf{F}^O\) is derived by considering the non-relativistic limit of the Dirac equation. However, the force \(\mathbf{F}^O\) is not always related to the conventional spin current. For example, for the 2D k-cubic Dresselhaus system [15, 18], where the spin-orbit interaction is \(h_{so} = \beta D(k)\sigma_x - k_y k_x \sigma_y\), and the energy dispersion is \(\Delta(k) = \beta D k_x k_y\), we have \(\partial \theta/\partial k_x = -\frac{\Delta}{k^2}\). Therefore, Eq. (8) can be written as \(\frac{4m\beta D}{\hbar^2} k^2 k_x^3(k_x \sigma_z)\), where the spin-Hall current can not be determined.

### III. LINEAR RESPONSE TO WEAK ELECTRIC FIELD

Using Ehrenfest’s theorem, the time derivative of the expectation value of the velocity is equal to the commutator of velocity and system Hamiltonian, i.e.,

\[
\frac{\partial}{\partial t} \langle \mathbf{v} \psi(t) \psi(t) \rangle = Re\left(\left[\frac{1}{i\hbar}[\psi(t)\mathbf{v}\psi(t)]\right]\right), \tag{10}
\]

where \(Re[\cdots]\) represents the real part of \([\cdots]\). The state vector \(\psi(t)\) satisfies the Shrödinger equation \(\dot{\psi} = i\hbar/\partial t\). For the derivation of Eq. (10), the fact that \(\{\psi, H\}\) is a hermitian operator is used. Accordingly, the left-hand side is defined as the force in the system, and the right-hand side of Eq. (10) can be expanded up to the first order of the applied electric field. In linear response theory, the expectation value of the operator \(\mathcal{O}\) can be written as

\[
\langle \mathcal{O} \rangle = \frac{1}{V} \sum_{nk} f_{nk} \langle nk|\mathcal{O}|nk\rangle
\]

\[
+ \frac{1}{V} \sum_{nk} f_{nk} 2Re[\langle nk|\mathcal{O}|nk\rangle^2] + o(E^2),
\]

where \(f_{nk}\) is the Fermi-Dirac distribution and \(V\) is the volume of the system. In the right-hand side of the equality, the first term of Eq. (11) gives the expectation value of the unperturbed wave function and the second term of Eq. (11) represents the linear response to the weak electric field. The perturbed wave function to first order of perturbation \(V\), denoted as \(|nk\rangle^1\), is given by

\[
|nk\rangle^1 = \sum_{n'(\neq n)} \frac{|n'k\rangle \langle n'k|V|nk\rangle}{E_{nk} - E_{n'k}}. \tag{12}
\]
In our case, the perturbation is $V = -qE \cdot x$. It must be emphasized that the gauge invariant position operator does not change the matrix element of $\langle n'k|V|nk \rangle$ because only the interband transition is considered in Eq. [12] [10].

In the following calculation, the expectation value is evaluated to the first order in the electric field. For the Lorentz force $F^L$ [Eq. [6]], we have (to the first order in the electric field)

$$\langle F^L_i \rangle = qn_c \delta_{ij} E_j, \quad (13)$$

where $n_c$ is the carrier concentration. The Lorentz force acts only in longitudinal direction. It is important to note that the Lorentz force is derived from the commutator of the kinetic momentum $\partial$ and potential $V = -qE \cdot x$. In single-layer graphene and bilayer graphene, there is no kinetic energy in effective tight-binding Hamiltonians [19], and thus, the charged particle does not experience the Lorentz force in either of the systems. In calculating the calculation of second term of Eq. (11) for $F^{SOI}$, it can be shown that $\langle \mathbf{x} \rangle$ and $\langle \mathbf{p} \rangle$ do not vanish in some system, then the diagonal components of $K_{ij}$ vanish in some system, then the diagonal components of the effective mass are equal to the free effective mass. This implies that the transverse effective mass is zero, and thus, the non-zero transverse SOIF is forbidden in this system. However, for the Rashba-Dresselhaus system, we find that the transverse SOIF does not vanish. We will discuss the Rashba-Dresselhaus system in the next section.

We note that the mean SOIF $\langle F^{SOI} \rangle$ depends on the second derivative of the energy dispersion. Unlike the force $\langle \partial_{x_k} h_{so} | h_{so} \rangle$ that is related to the conventional definition of spin current in k-linear systems, the mean SOIF $\langle F^{SOI} \rangle$ is generally independent of the definition of spin current. We also note that the mean SOIF $\langle F^{SOI} \rangle$ is analogous to the semiclassical force acting on a band electron (or hole), which can be written as $\frac{\partial h_{so}}{\partial k} | k \rangle$ for a band electron, and $\frac{\partial h_{so}}{\partial k} | k \rangle$ for a hole. It is interesting to note that Eq. (17) exactly cancels the second term in Eq. (14). This implies that, in fact, the force $\langle F^O \rangle$ does not exist in the linear response to a static electric field. The resulting mean SOIF $\langle F^{SOI} \rangle = \langle F^E + F^O \rangle$ is (the Einstein summation convention is used)

$$\langle F^{SOI} \rangle = \langle F^E \rangle + \langle F^O \rangle = qK_{ij} E_j, \quad (18)$$

where

$$K_{ij} = \frac{m}{\hbar^2} \sum_{nk} f_{nk} \left( \frac{\partial n(k)}{\partial k_i} \frac{\partial n(k)}{\partial k_j} \right). \quad (19)$$

The calculation of second term of Eq. (11) for $F^E$ is not necessary because it gives a second order of an electric field. The linear response of Eq. (9) is obtained from the expectation value $2\Re \langle nk | \frac{\partial h_{so}}{\partial k_i} h_{so} | nk \rangle$ because the first term of Eq. (11) vanishes, i.e., it can be shown that $\langle nk | \frac{\partial h_{so}}{\partial k_i} h_{so} | nk \rangle = 0$. For interband transition, the gauge invariant position operator $\mathbf{x}$ can be replaced by $\frac{\partial}{\partial k}$, and we have

$$2\Re \langle nk | \frac{\partial h_{so}}{\partial k_i} h_{so} | nk \rangle \langle nk | \frac{\partial(n(k))}{\partial k_i} | nk \rangle = qE_j \sum_{\ell \neq n} (\Delta_n - \Delta_\ell) \Re \left[ \frac{\partial(n(k))}{\partial k_i} | nk \rangle \langle nk | \frac{\partial(n(k))}{\partial k_j} | nk \rangle \right]$$

$$= qE_j \sum_{\ell \neq n} (\Delta_n - \Delta_\ell) \Re \left[ \frac{\partial(n(k))}{\partial k_i} | nk \rangle \langle nk | \frac{\partial(n(k))}{\partial k_j} | nk \rangle \right]$$

$$= -\frac{q}{\hbar^2} \Gamma_{ij}^n E_j, \quad (16)$$

We note that the restriction $\ell \neq n$ in the first equality of Eq. (16) is not necessary because the term corresponding to $\ell = n$ is zero. Furthermore, the second equality is carried out by using the fact that $h_{so} = \sum_\ell \Delta_\ell \langle \ell k | \langle \ell k | = 1$ and $\sum_\ell \langle \ell k | \langle \ell k | = 1$. We obtain

$$\langle F^O_i \rangle = \frac{1}{V} \sum_{nk} f_{nk} \Re \langle nk | \frac{m}{\hbar^2} \left( \frac{\partial h_{so}}{\partial k_i} , h_{so} \right) | nk \rangle$$

$$= \frac{1}{V} \sum_{nk} f_{nk} \left( -\frac{q}{\hbar^2} \Gamma_{ij}^n E_j \right). \quad (17)$$
We now turn to the discussion of the k-linear system where $F^E = 0$. We note that in the k-linear system ($h_{so}$ contains only k-linear terms), we must have
\[ \frac{\partial^2 h_{so}}{\partial k_i \partial k_j} = 0 \]
and thus $F^E = 0$. This means that ($F^E$) has no extra term that can cancel ($F^O$). However, in this case, the identity Eq. (14) shows that
\[ 0 = \frac{\partial^2 \Delta_n(k)}{\partial k_i \partial k_j} \frac{qm}{\hbar^2} E_j + \frac{qm}{\hbar^2} \Gamma_{ij} E_j, \]
and thus, Eq. (17) implies that
\[ 2Re\langle nk \frac{m}{\hbar^2} \frac{\partial h_{so}}{\partial k_i}, h_{so} \rangle |nk\rangle^1 = -\frac{qm}{\hbar^2} \Gamma_{ij} E_j \]
\[ = \frac{\partial^2 \Delta_n(k)}{\partial k_i \partial k_j} \frac{qm}{\hbar^2} E_j. \]  
In general, $2Re\langle nk \frac{m}{\hbar^2} \frac{\partial h_{so}}{\partial k_i}, h_{so} \rangle |nk\rangle^1$ does not equal $\frac{\partial^2 \Delta_n(k)}{\partial k_i \partial k_j} \frac{qm}{\hbar^2} E_j$, as can be seen from Eq. (17). This important relation [Eq. (22)] shows that $\langle F^O \rangle$ still gives the mean SOIF ($F^SOIF$) in a k-linear system. Therefore, the total force in a k-linear system is still described by Eq. (20). The validity of Eq. (22) can be further examined in the discussion of the Rashba-Dresselhaus system by the calculation of $K_{ij}$ [Eq. (19)]. We will return to this examination in the next section.

In the presence of an electric field, the force experienced by a band electron (or hole) acts along the direction of the applied electric field. However, when the band structure is anisotropic, the force in the system may be perpendicular to the applied electric field even in the absence of a magnetic field. The existence of a transverse force can be confirmed by calculating the off-diagonal component of $K_{ij}$ [Eq. (19)]. For convenience, we assume that the external electric field is applied in the $+y$ direction (or [010] direction), and thus, the mean transverse SOIF is ($F^SOIF$) is $q K_{xy} E_y$ and the mean longitudinal SOIF is ($F^L SOIF$) is $q (n_e + K_{yy}) E_y$.

The integrand of Eq. (19) is of the form $\frac{\partial^2 \Delta}{\partial k_i \partial k_j}$, and we have the symmetric property: $K_{ij} = K_{ji}$. If the energy dispersion is isotropic, such as in the Rashba ($\Delta = \alpha k$) [20], Dresselhaus ($\Delta = \beta k$) [21], k-cubic Rashba ($\Delta = \alpha_R k^2$) [22], and wurtzite ($\alpha_R k + \beta_R k^3$) [23] systems, the quantity $K_{xy}$ (and $K_{yz}$) always vanishes because $\frac{\partial^2 \Delta}{\partial k_x \partial k_y} = k^2 \frac{\partial}{\partial k} (\frac{1}{2} \frac{\partial \Delta}{\partial k}) \sin \phi \cos \phi$ and the integration of $\sin \phi \cos \phi$ from 0 to $2\pi$ is zero. For the spherical Luttinger Hamiltonian ($\Delta_{\pm 1/2} = 2\gamma_2 k^2_{2n}$ and $\Delta_{\pm 3/2} = -2\gamma_2 k^2_{2n}$), all off-diagonal components of $K_{ij}$ are zero because the dispersion in this system is also isotropic. Therefore, the non-vanishing transverse force can exist only in an anisotropic system.

However, it must be pointed out that not all the anisotropic systems would have the non-vanishing mean transverse SOIF. For the 2D Dresselhaus type system along the [110] direction [24], the energy dispersion is $\sqrt{2}pq_k \times \phi_z$, and the second derivative of this energy dispersion leads to zero. For the 2D k-cubic Dresselhaus system [13, 14], the mean transverse SOIF also vanishes. The energy dispersion of the 2D k-cubic Dresselhaus system is $\Delta = \beta D k_x k_y$, and we find that the band structure with $n = +$ can be obtained from the other one with $n = -$ by using the $\pi/2$ coordinate rotation, i.e., $k_x \rightarrow k_y$ and $k_y \rightarrow -k_x$, and vice versa. On the Fermi surface, we have $\epsilon_F = \frac{\hbar^2}{2m} k_{2n}^2 (\phi) \sin \phi \cos \phi$, and the right-hand side of this equality can be invariant under $\phi \rightarrow -\phi$. Using the fact that the function $\sin \phi \cos \phi$ is an odd function of $\phi$, we obtain $\epsilon_F = \frac{\hbar^2 k_{2n}^2 (\phi)}{2m} + \beta D k_x^2 (\phi) \sin \phi \cos \phi$, and thus, we have $k_+ (\phi) = k_- (\phi)$. Furthermore, Eq. (19) can be rewritten as $\int_{\pi}^{-\pi} d\phi (k_3^+ - k_3^-) (2 - \cos^2 \phi \sin^2 \phi)$, and thus, it vanishes by using the result $k_+ (\phi) = k_- (\phi)$. The same conclusion can also be obtained by means of symmetry consideration. Because the energy dispersion is invariant under $\pi/2$ rotation around the z-axis, we obtain $K_{xx} = K_{yy}$ and $K_{xy} = -K_{yx}$ by means of $K (\pm \phi) = U (\pm \phi) K U^\dagger (\pm \phi)$, where $U (\pm \phi)$ is the $2 \times 2$ rotation matrix around z-axis by $\pi/2$. Due to the result that $K_{xy} = K_{yx}$, we have $K_{xx} = 0$. This implies that the mean transverse SOIF vanishes in the 2D k-cubic Dresselhaus system and charge imbalance does not occur in this case.

The SOIF vector distribution at a 2D k-plane is shown in Fig. 1, where only the transverse SOIF is illustrated in the figure. The electric field is applied in the $+y$ direction (i.e., [010] direction), and thus, the energy dispersion would be displaced toward $+y$ direction in hole system and toward $-y$ direction in electron system. $F^SOIF = -qn \frac{\partial \Delta}{\partial k} |E_y|$ represents the transverse SOIF of the n-th band. The SOIF vector distribution in the hole isotropic system is given in (a) and that in the electron system is given in (b). The transverse SOIF vector of the 2D k-cubic Dresselhaus system is shown in Fig. 1 (c). At the angles $0$, $\frac{\pi}{2}$, $\pi$, and $\frac{3\pi}{2}$, the SOIF vanishes in the isotropic and anisotropic systems. We note that in the isotropic system, the electron (hole) concentration in the k-plane is symmetric along the y-axis, and the mean transverse SOIF is zero. This implies that the applied electric field would not result in the charge imbalance at the edges of the sample. In the Rashba-Dresselhaus system (i.e. in Fig. 1.), the electron concentrations on the left-hand and right-hand sides of the k-plane are equal. However, the mean transverse SOIF does not vanish (see the following section). In this system, the non-vanishing mean transverse SOIF acts as the driving force and results in charge imbalance at the edges of the sample. This implies that a non-zero Hall voltage can be detected in the Rashba-dresselhaus system when only an electric field is present. This is rather different from the classical charge Hall effect, where an external magnetic field must be applied to the system.
A. Non-vanishing longitudinal and transverse SOIF

In the Rashba-Dresselhaus system, the longitudinal coefficient $K_{yy}$ can be evaluated analytically:

$$K_{yy} = -\frac{m^2}{2\pi\hbar^2}|\alpha^2 - \beta^2|.$$  

(23)

We note that $K_{yy}$ is always negative in the Rashba-Dresselhaus system when $\alpha \neq \beta$. This means that the longitudinal SOIF acts in a direction opposite to that of the Lorentz force. The longitudinal coefficient $K_{yy}$ is approximately $10^{-7}$ ($1/A^2$) in semiconductor with large built-in electric field ($\alpha \sim 10^{-2}$ eVÅ) [23], which is very small in comparison with the value of the Lorentz force (free carrier density is approximately $10^{-4}$ ($1/A^2$) in the Rashba-Dresselhaus system, see Ref. [20]). The mean longitudinal SOIF is non-zero in the Rashba system ($\beta = 0$) as well as in the Dresselhaus system ($\alpha = 0$). On the other hand, the integrand of the off-diagonal component of $K_{ij}$ (transverse coefficient) is $\frac{\alpha^2}{\beta} \frac{\partial^2 \Delta}{\partial k_x \partial k_y} = -\frac{(\alpha^2 - \beta^2)k_x}{\Delta^2} k_y$. The transverse coefficient $K_{xy}$ can be evaluated analytically. We find that $K_{xy}$ also depends on the Rashba and Dresselhaus couplings, and in general, it does not vanish if $\alpha \neq \beta$:

$$K_{xy} = -\frac{m^2}{2\pi\hbar^2} \int_{k_x} \frac{\beta}{\alpha} \frac{\alpha^2 - \beta^2}{\beta^2 > \alpha^2}.$$  

(24)

Therefore, the system has a net SOIF in the -x direction, namely, $(F_{x(n)}^{SOI} = -\epsilon|k_x E_x|$ and $K_{xy} > 0$ (see Fig.1 (d)). When the Rashba coupling is equal to the Dresselhaus coupling, the transverse SOIF vanishes, and further the energy dispersion is not isotropic ($\Delta(\alpha = \beta) = \sqrt{2(2k_x - k_y)}$; see Fig. 1. (e)).

In the Rashba-Dresselhaus system, we have $\partial^2 h_{so}/\partial k_i \partial k_j = 0$, and the relation in Eq. [22] follows. This can be examined by the direct calculation of the conventional spin Hall conductivity. The force $F_x^O = \frac{\epsilon}{m^2}(\alpha^2 - \beta^2)(J^z \times \hat{e}_x) = \frac{\epsilon}{m^2}(\alpha^2 - \beta^2)J_y^z$ is shown to be proportional to the conventional spin longitudinal conductivity $\sigma_{yy}^s$ [12]. It can be shown that $\sigma_{yy}^s = \frac{\epsilon}{m^2}(\alpha^2 - \beta^2)\int_{k_x} \frac{\alpha^2 - \beta^2}{\alpha^2(\beta^2 - \gamma^2)} d\phi$. We have $\sigma_{yy}^s = \frac{\epsilon}{m^2}(\alpha^2 - \beta^2)$ for $\alpha^2 > \beta^2$ and $\sigma_{yy}^s = -\frac{\epsilon}{m^2}(\alpha^2 - \beta^2)$ for $\beta^2 > \alpha^2$. We obtain $\langle F_{x(n)}^O \rangle = \frac{\epsilon}{m^2}(\alpha^2 - \beta^2)E_y$ for $\alpha^2 > \beta^2$ and $\langle F_{x(n)}^O \rangle = \frac{\epsilon}{m^2}(\alpha^2 - \beta^2)E_y$ for $\beta^2 > \alpha^2$; this is in agreement with the result of Eq. [24]. Therefore, physically the linear response of $\mathbf{F}^O$ to the weak electric field is identical to the semiclassical force acting on a band electron in this case. Due to the non-vanishing transverse force in the Rashba-Dresselhaus system, the charge imbalance would exist in the system even in the

IV. RASHBA-DRESSELHAUS SYSTEM

In this section, we study the mean SOIF in the Rashba-Dresselhaus system. The Hamiltonian can be written as $H_0 = -\frac{\hbar^2 k^2}{2m} + \alpha(\sigma_z k_y - \sigma_y k_x) - \beta(\sigma_x k_x - \sigma_y k_y)$. The energy dispersion is $E_{nk} = \frac{\hbar^2 k^2}{2m} - n\Delta(k)$, where $\Delta(k) = \sqrt{(\alpha^2 + \beta^2)k^2 - 4\alpha\beta k_x k_y} = k\gamma(\phi)$, and $\gamma(\phi) = \sqrt{\alpha^2 + \beta^2 - 2\alpha\beta \sin(2\phi)}$. In our notation, $\Delta_n(k) = -n\Delta$ and $h_{so} = \alpha(\sigma_z k_y - \sigma_y k_x) - \beta(\sigma_x k_x - \sigma_y k_y)$. 

FIG. 1: (Color online) The transverse SOIF vector ($F_{x(n)}^{SOI} = -q\frac{\partial}{\partial k_x} |E_n|$) distribution. The arrow (red) represents the transverse SOIF vector, and the dashed line (blue) represents the deviation in the energy band due to the electric field applied in the +y direction ([010] direction). (a) hole system with isotropic dispersion; (b) electron system with isotropic dispersion; (c) 2D k-cubic Dresselhaus system; (d) Rashba and Dresselhaus system with $\alpha \neq \beta$; (e) Rashba and Dresselhaus system with $\alpha = \beta$. 


absence of an external magnetic field because the mean transverse SOIF acts as the driving force.

On the other hand, when an electric field is applied in the [110] direction denoted as \( k'_y \) direction, the effective Hamiltonian can be rewritten as
\[
H'_0 = \frac{k'^2}{2m} + \frac{1}{\sqrt{2}}(\sigma_x - \sigma_y)(\alpha - \beta)k'_x + \frac{1}{\sqrt{2}}(\sigma_x + \sigma_y)(\alpha + \beta)k'_y,
\]
where the energy dispersion is
\[
\gamma'(\phi) = \sqrt{(\alpha - \beta)^2 \cos^2 \phi + (\alpha + \beta)^2 \sin^2 \phi}.
\]
In this case, it can be shown that \( K_{x'y'} \) integral vanishes. It is interesting to note that the conventional spin-Hall conductivity in this case is not an universal constant \([27]\).

We find that the conventional spin-Hall conductivity depends on the strength of spin-orbit coupling: \( \sigma_{x'y'}^{\pm} = \frac{F}{2\pi}(1 \pm \frac{\beta}{\alpha}) \), \( \alpha > \beta \) and \( \sigma_{x'y'}^{-} = -\frac{F}{2\pi}(1 + \frac{\beta}{\alpha}) \), \( \alpha < \beta \). Furthermore, we find that \( \sigma_{y'x'}^{\pm} = \frac{F}{2\pi}(1 - \frac{\beta}{\alpha}) \), \( \alpha > \beta \) and \( \sigma_{y'x'}^{-} = -\frac{F}{2\pi}(1 + \frac{\beta}{\alpha}) \), \( \alpha < \beta \), from which we have an unsymmetrical result \( \sigma_{y'x'}^{\pm} \neq -\sigma_{x'y'}^{\pm} \). This is because [110] and [10] are nonequivalent axes in the sense that the Rashba-Dresselhaus system has the \( C_{2v} \) symmetry \([28]\).

The resulting spin splittings along the [110] and [10] directions are equal to \( 2(\alpha + \beta)k' \) and \( 2(\alpha - \beta)k' \), respectively.

### B. The Hall voltage

When an external in-plane electric field is applied to the Rashba-Dresselhaus system, the charge accumulation generated by the spin Hall current does not result in charge imbalance because the system has equal populations of electrons with +z and −z polarized spins. However, as shown in the above subsection, we find that the mean transverse SOIF which is independent of spin components does not vanish in the Rashba-Dresselhaus system. As a result, the existence of the non-zero transverse force leads to a charge imbalance between two edges of the sample. Furthermore, we can estimate the resulting Hall voltage from the classical point of view. When the system reaches an equilibrium, the transverse electric field generated by the charge imbalance can balance the mean single-particle transverse SOIF which is defined as
\[
\langle F^{SOIF}_{x} \rangle = \frac{\langle F^{SOIF} \rangle}{n_c},
\]
where \( n_c = \frac{1}{\pi} \left[ \frac{mAh}{\pi} \right] \) is the electron concentration. Therefore, an equilibrium state requires \( \langle F^{SOIF} \rangle = qE_x = qV_H \), where \( V_H \) is the Hall voltage, and \( W \) is the width of a device. On the other hand, \( \langle K_{xy} / n_c \rangle qE_y = (K_{xy} / n_c)qL^{-} \), where \( V_L \) is the longitudinal voltage and \( L \) is the length of a device. Therefore, the Hall voltage can be written as
\[
V_H = \frac{K_{xy}}{n_c} WL V_L.
\]

Unlike the classical charge-Hall effect, the non-zero Hall voltage occurs in the absence of an external magnetic field. Figure 2(a) shows \( K_{xy} / n_c \) as a function of the Rashba coupling, where the Dresselhaus coupling is fixed to \( \beta = 7.5 \times 10^{-4} \) eV Å. As shown in Fig. 2(a), the maximum value of \( K_{xy} / n_c \) for the Fermi energy being smaller than \( 10^{-5} \) is about \( 10^{-2} \). We assume that the length-to-width ratio is equal to 8 and the longitudinal voltage is about \( 10^{-3} \) (Volt) \([29]\). We find that the Hall voltage is nearly equal to \( 1 \) µV.

Figure 1(d) shows the direction of the transverse SOIF vector in different k points. If the mean transverse SOIF in the direction denoted as a minus sign and that in +z direction is denoted as plus sign, then the populations of electrons corresponding to those different directions of the mean SOIF is illustrated in the inset of Fig. 2(b). We define a deviation of electron concentration as
\[
\delta n = n_+ - n_-,
\]
where \( n_+ \) and \( n_- \) refer to the electron concentration with the transverse SOIF vector in +z and −z directions, respectively. In other words, \( n_- \) is the sum over all shaded regions shown in the inset of Fig. 2(b), and the sum over all unshaded regions gives \( n_+ \). Each region ranges from zero to the corresponding wave vector, and it follows that
\[
n_+ = \frac{1}{(2\pi)^2} \left( \int_0^{\pi/2} k_{x}^{-} (\phi) d\phi + \int_{\pi/2}^{\pi} k_{x}^{+} (\phi) d\phi \right),
\]
\[
n_- = \frac{1}{(2\pi)^2} \left( \int_0^{\pi/2} k_{x}^{+} (\phi) d\phi + \int_{\pi/2}^{\pi} k_{x}^{-} (\phi) d\phi \right),
\]
where \( k_{x}^{+} (\phi) = \pm \frac{qW}{h} \gamma (\phi) + \left( \frac{qW}{h} \right)^2 \gamma^2 (\phi^2) + \frac{2qWE_x}{h} \right)^{1/2} \).

Equation (27) is interesting because it is the origin of charge imbalance that requires the population of electrons at two edges of the sample to be different. In this case, we find that the deviation \( \delta n / n_c \) grows as the maximum value of \( K_{xy} / n_c \) denoted as \( (K_{xy} / n_c)_{max} \) increases (see Fig. 2(b)). This result explains that the charge imbalance can be characterized through the calculation of \( K_{ij} \) [Eq. (19)] is important because the charge imbalance cannot reach to the value \( \delta n \), and thus, the resulting Hall voltage cannot be determined from \( \delta n \).

We close this subsection by some discussions on gauge transformation and the charge Hall current. By using Eqs. (11) and (12), the charge current \( J_i = qv_i \), in the ballistic region can be written as \([30]\)
\[
(J_i) = \frac{q^2}{h V} \sum_{k,n} f_{nk}^{(n)} E_{ji},
\]
where
\[
f_{ij}^{(n)} = \frac{\partial A^{(n)}_i}{\partial k_j} - \frac{\partial A^{(n)}_j}{\partial k_i},
\]
is the field strength of n-th band in k-space, and it satisfies the antisymmetric property \( f_{ij}^{(n)} = -f_{ji}^{(n)} \).
k\text{B} = 0 \ (\text{eV})$
- $E_F = 3 \times 10^{-7} \ (\text{eV})$
- $E_F = 3 \times 10^{-9} \ (\text{eV})$
- $E_F = 3 \times 10^{-5} \ (\text{eV})$

(a) The dimensionless quantity $K_{xy}/n_c$ as a function of the Rashba coupling; (b) The deviation of the electron concentration $\delta n/n_c$ varies with respect to the maximum value of $K_{xy}/n_c$.

Berry vector potential in Eq. 50 is defined as $A_i^{(n)} = \langle nk | -i A_i \hat{d}_{ik} | nk \rangle$. We note that the longitudinal charge current always vanishes, as shown in Eq. 50, where the anti-symmetric property of $F_{ij}^{(n)}$ guarantees that $F_{ii}^{(n)}$ is zero, and this result is independent of any gauge choice. Physically, this means that there is no steady longitudinal current without considering the collision with impurity. In that sense, the existence of a steady charge-Hall current generated by the spin Hall effect is possible because there is no transverse electric field. However, the charge Hall current can not be uniquely determined from Eq. 20 because the singular gauge transformation changes the magnitude of the charge Hall conductivity in 2D spin-orbit coupled systems 30. On the other hand, the system has equal populations of electrons with $+z$ and $-z$ polarized spins. Therefore, in Ref. 30, a specific gauge is chosen such that the steady charge-Hall current is zero.

Nevertheless, the mean transverse SOIF does not vanish in the ballistic region, and thus, the non-steady charge Hall current exists in the Rashba-Dresselhaus system. As a result, the charge imbalance between two edges of the sample can occur in the system. The system can still have an equilibrium state in the sense that the transverse electric field generated by charge imbalance can balance the mean single-particle transverse SOIF.

C. Disorder effect

In this section, we will consider the weak disorder effect. We will show that the transverse SOIF vanishes if the calculation is carried out to the order of $\Delta F$ in the sense that the Fermi energy ($\epsilon_F \equiv \hbar^2 k_F^2/2m$) is much larger than the spin-splitting ($\Delta F = 2\gamma(\phi)k_F$). In the Rashba-Dresselhaus system, the transverse force is determined by $F^0$ because $F^F = 0$. It can be represented by the term proportional to spin current $J_y^s = \frac{1}{2}\{v_y, s_z\}$, i.e., $F^0_x = \frac{\hbar^2}{m}(\alpha^2 - \beta^2)J_y^s$. Therefore the calculation of force is simplified to the calculation of conventional spin-Hall conductivity. Because $F^0_x$ is proportional to $J_y^s$, we have to calculate the spin-longitudinal conductivity $\sigma_{xy}^{\sigma}$.

The impurity is assumed to have a $\delta$-potential $V(x) = V_0 1_\Sigma i_\delta(x - R_i)$, where $R_i$ is the location of the $i$-th impurity and $V_0$ is the potential strength. The relaxation time $\tau$ can be obtained from the calculation of the self-energy by using the definition $\frac{\hbar}{\tau} = 2|\text{Im} \Sigma|$. For the impurity potential $V(x) = V_0 1_\Sigma i_\delta(x - R_i)$, the self-energy can be calculated by the following equation 31:

\[
\Sigma(\epsilon) = \frac{\text{i} n_i V_0^2}{\hbar} \sum_{k} \int d\epsilon k G_{k,s}(\epsilon),
\]

where $G_{k,s}(\epsilon) = 1/[\epsilon - \epsilon_{ks} - \Sigma(\epsilon)]$, and $n_i$ is the impurity concentration. In the Born approximation 31,

\[
\frac{\hbar}{\tau} = \pi \langle n_i V_0^2 \rangle (N_+ + N_-),
\]

where $N_s$ is the density of states of band $s$. In the Rashba-Dresselhaus system, the total density of states is $(N_+ + N_-) = \frac{1}{2\pi} (k_+ \frac{dk_+}{d\epsilon} + k_- \frac{dk_-}{d\epsilon}) = \frac{2m}{\pi \hbar^2}$, and thus, $\langle n_i V_0^2 \rangle = \frac{\hbar^3}{2\pi \tau}$. The retarded and advanced Green’s functions are diagonal in the helicity space, that is,

\[
G^{R,A}(\epsilon) = \begin{pmatrix}
G_{+}^{R,A}(\epsilon) & 0 \\
0 & G_{-}^{R,A}(\epsilon)
\end{pmatrix},
\]

where

\[
G^{R,A}(\epsilon) = \frac{1}{\epsilon - \epsilon_{ks} + i\Gamma};
\]

\[
G^{A}(\epsilon) = \frac{1}{\epsilon - \epsilon_{ks} - i\Gamma}.
\]

$\Gamma$ is defined as $\Gamma = \frac{\hbar}{\tau}$. The spin longitudinal conductivity $\sigma_{xy}^{\sigma}$ can be evaluated by calculating the following Green’s function 32:

\[
\Theta^{R,A}(\epsilon, \epsilon') = \frac{\text{i} \hbar}{2\pi} \int dk Tr [J_y^s G^{R,A}(\epsilon)V_y G^{A}(\epsilon')] ,
\]
where \( \epsilon' = \epsilon - \hbar \omega \) and \( \mathcal{V}_x \) includes the vertex correction [see Eq. (30)]. The notation \( \text{Tr} \) represents the trace in the helicity space \( s \). Here, the electric field is applied in the \( y \)-direction, and we calculate the spin current in the \( y \)-direction, which has a spin component in the \( z \) direction. The spin longitudinal conductivity \( \sigma_{yy}^z \) can be evaluated by using the formula \( \sigma_{yy}^z = \int d\epsilon (f(\epsilon - \hbar \omega) - f(\epsilon)) \Theta^{RA}(\epsilon, \epsilon - \hbar \omega), \) (35)

where \( f(\epsilon) \) is the Fermi-Dirac distribution. In the ladder approximation, the vertex correction of electric velocity \( \mathcal{V}_x \) satisfies the self-consistent vertex equation \( \sigma_{yy}^z = \int d\epsilon \langle \mathcal{V}_y = v_y + (n_i V_0^2) \int \frac{dk}{(2\pi)^2} G R \mathcal{V}_y G A \rangle. \) (36)

The electron velocity \( \mathcal{V}_y \) can be divided into two parts, \( \mathcal{V}_y = v_y + \tilde{v}_y \), where \( v_y \) is the electron velocity in the absence of impurities and \( \tilde{v}_y \) is the vertex correction in the presence of impurities. The vertex correction of velocity, \( \tilde{v}_y \), can be written as \( \tilde{v}_y = \sum_{\mu=0}^{3} c_{\mu} \sigma_{\mu} \) (See also Eq. (37)), and the general solution of Eq. (36) is given by \( c_y : \mathcal{V}_y = v_y + \sum_{\mu}^{3} \sigma_{\mu} c_{\mu} ; \mu = 0, 1, 2, 3. \) (37)

The matrix \( \sigma_0 \) is the two by two identity matrix, and \( \sigma_i \) \( i = 1, 2, 3 \) corresponds to \( x, y, z \) are the Pauli matrices. We substitute Eq. (37) into Eq. (36) and obtain the matrix equation \( \sum_{\mu}^{3} Q_{\mu \nu} c_{\nu} = D_{\mu} ; \mu, \nu = 0, 1, 2, 3, \) (38)

where \( Q_{\mu \nu} = 2 \delta_{\mu \nu} - (n_i V_0^2) \int \frac{dk}{(2\pi)^2} \text{Tr}[GR \sigma_{\nu} G A \sigma_{\mu}], \) (39)

where it can be shown that \( Q_{30} = Q_{03} = 0 \) and \( D_{\mu} = (n_i V_0^2) \int \frac{dk}{(2\pi)^2} \text{Tr}[GR v_y G A \sigma_{\mu}], \) (40)

It can be shown that \( Q_{13}, Q_{23} \) (and thus \( Q_{31} \) and \( Q_{32} \)), and \( D_3 \) represent purely interband transitions. If we assume that the scattering effect does not cause any interband transition (i.e. this assumption is equivalent to \( \Delta F >> \hbar \omega \)), we can neglect these terms in the calculation. Then in this case, the coefficient \( c_y \) is zero. On the other hand, if we restrict each \( Q_{ij} \) and \( D_{ij} \) to the order of \( \Delta F / \epsilon_F \), we can neglect \( Q_{01}, Q_{02} \) (as well as \( Q_{10} \) and \( Q_{20} \)), and \( D_0 \) from which we can conclude that \( c_0 = 0 \). Therefore, Eq. (41) simplifies to the following two by two matrix equation:

\[
\begin{pmatrix}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{pmatrix}
\begin{pmatrix}
c_x \\
c_y
\end{pmatrix}
=
\begin{pmatrix}
D_1 \\
D_2
\end{pmatrix}.
\] (41)

In the DC limit \( \omega \to 0 \) (taken before the limit \( \tau \to \infty \)), we obtain \( D_1 = \frac{\pi}{3}(f_1 - 2) - \frac{3}{2} f_2, D_2 = -\frac{1}{3} f_2 + \frac{1}{2}(f_3 - 2), Q_{11} = Q_{12} = Q_{22} = 2 f_3, \) and \( Q_{12} = Q_{21} = f_2 \), where \( f_i \) \( i = 1, 2, 3 \) are the following integrals:

\[
\begin{align*}
f_1 &= \frac{1}{\pi} \int_0^{2\pi} d\phi \left( \frac{\alpha \sin \phi - \beta \cos \phi}{\gamma(\phi)^2} \right), \\
f_2 &= \frac{1}{\pi} \int_0^{2\pi} d\phi \left( \frac{\alpha \sin \phi - \beta \cos \phi}{\gamma(\phi)} \right), \\
f_3 &= \frac{1}{\pi} \int_0^{2\pi} d\phi \left( \frac{\alpha \cos \phi - \beta \sin \phi}{\gamma(\phi)^2} \right).
\end{align*}
\] (42)

Here, \( \gamma(\phi) = \sqrt{\alpha^2 + \beta^2 - 2\alpha\beta \sin(2\phi)} \). After integration, we have \( f_1 = f_3 = 1 \) and \( f_2 = -\frac{2}{\pi} \) for \( \alpha > \beta \), and \( f_2 = -\frac{2}{\pi} \) for \( \alpha < \beta \). Substituting \( f_1, f_2, \) and \( f_3 \) into Eq. (41), we obtain \( c_x \) and \( c_y \):

\[
\begin{pmatrix}
c_x(\omega = 0) \\
c_y(\omega = 0)
\end{pmatrix} = \begin{pmatrix}
-\alpha / \hbar \\
-\beta / \hbar
\end{pmatrix} ; \alpha \neq \beta. \] (43)

However, we have \( \mathcal{V}_y = v_y + c_x \sigma_x + c_y \sigma_y = v_y^0 + (c_x + \frac{\alpha}{\beta} \sigma_x + (c_y + \frac{\beta}{\alpha}) \sigma_y \) \), where \( v_y^0 = \hbar k_y / m \). Therefore, the vertex correction cancels the anomalous velocity \( \frac{1}{\beta} \sigma_x + \frac{1}{\alpha} \sigma_y \). Finally, the spin longitudinal conductivity \( \sigma_{yy}^z \) is proportional to the term \( v_y^0 v_y^0 \text{Tr}[\sigma_x G R G A] = v_y^0 v_y^0 \text{Tr}[\sigma_x G R G A] \) which is the same as the spin longitudinal conductivity, and thus, we obtain the vanishing spin-Hall conductivity. The result obtained from Eq. (43) agrees with the expected result for the pure Rashba system \( \sigma_{yy}^z \) and pure Dresselhaus system \( \sigma_{yy}^z \). The influence of impurities on spin-Hall transport in the Rashba and Dresselhaus system also has been studied in Refs. [37] and [38] by means of Boltzmann equation and Kubo formula, respectively. However, the vertex correction [Eq. (39)] which is non-zero in the diffusive regime \( \sigma_{yy}^z \) is not taken into account in both calculations.

In short, Eq. (41) is valid in any spin-orbit coupled system with the Hamiltonian given by Eq. (1). The charge imbalance would occur in the Rashba-Dresselhaus system in the clean limit when the electric field is applied to the system. However, it is shown that the disorder can cancel the transverse force, and thus, the charge imbalance would not occur in this case.
V. CONCLUSIONS

In conclusion, we show that the mean SOIF (spin-orbit interaction induced force, Eq. (13)) in any spin-orbit coupled systems is determined by the second derivative of energy dispersion [Eq. (19)] only. The mean transverse SOIF acts as the driving force and thus results in transverse charge imbalance in the spin-orbit coupled system. It has been shown that the mean transverse SOIF vanishes in rotationally invariant systems such as Luttinger, k-linear Rashba, k-cubic Rashba, k-linear Dresselhaus, and wurtzite systems. Furthermore, we find that the mean SOIF also vanishes in the 2D k-cubic Dresselhaus system, where the energy dispersion is anisotropic. Nonetheless, we find that the mean transverse SOIF does not vanish in the Rashba-Dresselhaus system. This result can be verified by measuring the Hall voltage in the absence of an external magnetic field. The estimated magnitude of Hall voltage is nearly equal to \(1\) \(\mu\)V when a longitudinal voltage of \(1\) meV is applied. In the presence of weak disorder, the SOIF vanishes in the Rashba-Dresselhaus system because the anomalous velocity and vertex correction accidently cancel each other.

The electrical measurement of intrinsic spin-Hall effect in the ballistic region has recently been carried out for HgTe nanostructures [39]. Therefore, we believe that the transverse charge imbalance resulting from the non-zero transverse SOIF can be detected in the ballistic region by measuring the Hall voltage. Hopefully, our interesting prediction would stimulate measurements of the Hall voltage in such spin-orbit coupled systems with an anisotropic dispersion as the Rashba-Dresselhaus system in the near future.
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