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ABSTRACT. We study a nonlocal nonlinear parabolic problem with a fractional time derivative. We prove a Krylov-Safonov type result; mainly, we prove Hölder regularity of solutions. Our estimates remain uniform as the order of the fractional time derivative \( \alpha \to 1 \).

1. INTRODUCTION

This paper studies a nonlocal nondivergence nonlinear parabolic equation with a fractional time derivative. The specific equation we will study is

\[
\frac{c}{\partial t^\alpha} u - I u = \frac{c}{\partial t^\alpha} u - \sup_{i} \inf_{j} \left( \int_{\mathbb{R}^n} \frac{u(x+y) - u(x)}{|y|^{n+2\sigma}} a^{ij}(t,x,y) \right) = f
\]

(1.1)

where \( i, j \) are two indexes ranging in arbitrary sets, and \( \frac{c}{\partial t^\alpha} \) represents the Caputo derivative. We assume

\[
a^{ij}(t,x,y) = a^{ij}(t,x,-y) \\
\lambda \leq a^{ij}(t,x,y) \leq \Lambda.
\]

The symmetry condition assures that the integral is convergent as long as \( u \in C_{1,\alpha}^{1,\alpha} \). A similar parabolic problem involving the Caputo derivative was recently studied in [2] where the nonlocal spatial operator was linear and of divergence type. The authors obtained a Hölder regularity result using De Giorgi’s method. Another fractional parabolic problem involving a local divergence operator was studied in [15].

For a parabolic nonlocal nondivergence setting (with the classical time derivative) a more complicated Hamilton-Jacobi type equation with \( \sigma = 1/2 \) was studied in [14]. For a local time derivative when \( 0 < \sigma < 1 \) the problem was studied in [12] and [8]. In those papers the authors were able to prove the results uniformly as \( \sigma \to 1 \) and hence generalizing the results in the local setting. In this paper our focus is on the fractional Caputo derivative. Our results remain uniform as \( \alpha \to 1 \). Since we are not focused on the results being uniform as \( \sigma \to 1 \) we follow the methods presented in [14].
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1.1. Motivation. Nonlocal equations are effective in modeling phenomena in the physical sciences. Fractional diffusion operators can be used to model problems involving Levy flights, for instance the fractional kinetic equations in [16]. Fractional kinetic equations are also derived from the viewpoint of random walks. A fractional diffusion operator is used for a diverging jump length variance in the random walk, and a fractional time derivative is utilized when the characteristic waiting time diverges, see [13]. A fractional time derivative is advantageous in physical models where the problem has “memory”. Some nonlocal equations have mixed spatial and time derivatives such as the so called master equations in [13]. Other models have separate nonlocal spatial and time derivatives such as the model we are studying.

One motivation for the equation we study comes from modeling transport in plasma physics. In [9] and [10] the authors used the Caputo time derivative as well as a nonlocal spatial operator to model transport of tracer particles in plasma. The nonlocal spatial operator accounts for avalanche like transport that can occur. The Caputo time derivative accounts for the trapping effects of turbulent eddies.

Of interest is the regularity of solutions to these nonlocal equations. Hölder continuity for solutions to master equations was shown in [6]. Hölder continuity for equations of type [14] with the usual local time derivative was shown in [12]. Hölder continuity for parabolic equations with a fractional time derivative and divergence form nonlocal operator was shown in [2]. For a nonlocal porous medium equation involving the Caputo derivative, Hölder continuity was proven in [3]. Our main result in this paper is to prove Hölder continuity for solutions to (1.1) under the appropriate assumptions (see Theorem 4.3). It is important to note that the estimates remain uniform as the order of the fractional derivative $\alpha \to 1$.

1.2. The Caputo Derivative. As previously mentioned the Caputo derivative is effective in modeling equations in which there is memory. One formulation of the Caputo derivative is

$$\frac{c}{a} \partial_t^\alpha f(t) := \frac{1}{\Gamma(1-\alpha)} \int_a^t f'(s) \frac{(t-s)^{1+\alpha}}{(t-s)^{1+\alpha}} ds.$$  

For $C^1$ functions one may use integration by parts to show the equivalent formula

$$\frac{c}{a} \partial_t^\alpha f(t) = \frac{1}{\Gamma(1-\alpha)} \frac{f(t) - f(a)}{(t-a)^\alpha} + \frac{\alpha}{\Gamma(1-\alpha)} \int_a^t \frac{f'(s) - f(s)}{(t-s)^{1+\alpha}} ds.$$  

If we define $f(t) = f(a)$ for $t < a$ as in [2], then we have the equivalent formulation

$$\partial_t^\alpha f(t) := \frac{\alpha}{\Gamma(1-\alpha)} \int_{-\infty}^t \frac{f(t) - f(s)}{(t-s)^{1+\alpha}} ds.$$  

(1.2)

This one-sided nonlocal derivative was recently studied in [4]. The formulation in (1.2) is very useful. It is no longer essential to know, and therefore label, the initial point $a$. (We will also omit the superscript $c$ and always assume that the fractional derivative is the Caputo derivative.) Another feature of this formulation in (1.2) is that one may easily assign more general “initial” data than just $u_0(x) = u(x,a)$ that need not be differentiable or Lipschitz. One may assign initial data $g(x,t)$ for any $t < a$. The formulation in (1.2) is also suited for viscosity solutions. This formulation in (1.2) looks similar to the one-dimensional fractional Laplacian except that the integration occurs from only one side. Another feature is the formula used in Lemma [5.1] to treat the Caputo derivative of a product of functions. Finally,
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This formulation in [12] allows for a different type of generalization of the Caputo derivative. Rather than generalizing as
\[
\frac{d}{dt}(k \ast (f - f(a))) \quad \text{or} \quad \int_a^t f'(s)K(t - s) \, ds
\]
as is commonly done, one may generalize as
\[
\int_{-\infty}^t [f(t) - f(s)]K(t, s) \, ds.
\]
In fact, the proof in [2] for the linear divergence equation works for a general fractional time derivative of the form
\[
\int_{-\infty}^t [f(t) - f(s)]K(t, s, x), \quad (1.3)
\]
provided that the kernel satisfies
\[
\frac{\Lambda^{-1}}{(t - s)^{1+\alpha}} \leq K(t, s, x) \leq \frac{\Lambda}{(t - s)^{1+\alpha}}. \quad (1.4)
\]
The first condition is utilized since the problem is of divergence form.

What would be of interest is to prove Hölder regularity to solutions of an equation of the form
\[
\int_{-\infty}^t [u(x, t) - u(x, s)]K_1(t, s, x) - \sup_{i} \inf_{j} \left( \int_{\mathbb{R}^n} u(x + y, t) - u(x, t)K_2^{ij}(t, x, y) \right) = f(t, x) \quad (1.5)
\]
or even
\[
\sup_{k} \inf_{i} \left( \int_{-\infty}^t [u(x, t) - u(x, s)]K_1^{kl}(t, s, x) \right) - \sup_{i} \inf_{j} \left( \int_{\mathbb{R}^n} u(x + y, t) - u(x, t)K_2^{ij}(t, x, y) \right) = f(t, x) \quad (1.6)
\]
assuming only the bounds from [13] on $K_1^{kl}$ and the appropriate ellipticity bounds on $K_2^{ij}$. Of greatest interest would be to prove the results with uniform estimates as $\alpha \to 1$ and $\sigma \to 2$. The second equation seems to be a nonlinear nondivergence analogue for the fractional time derivative. In a forthcoming paper [11] the author has shown Hölder continuity for solutions to (1.5) provided that $K_1(t, s, x) = K_1(t, s)$, so that the kernel is independent of $x$ and also assuming $K(t, t - s) = K(t + s, t)$.

Another interesting question would be to study the necessary and sufficient conditions for existence to solutions of (1.1) in a bounded domain, for instance $\Omega \times [-1, 0]$. Since the equation (1.1) is nonlocal in both space and time, the boundary conditions for a solution in $\Omega \times [-1, 0]$ would be defined on $(\Omega^c \times (-1, 0)) \cup (\Omega \times (-\infty, -1))$. One could study the boundary conditions for even more general space-time domains.

1.3. Notation. We here define notation that will be consistent throughout the paper.

- $\partial^\alpha_t$ - the Caputo derivative as defined in (1.2).
- $\alpha$ - will always denote the order of the fractional time (Caputo) derivative.
- $\sigma$ - will always denote the order of the nonlocal spatial operator.
• $t, s$ - will always be variables reserved as time variables.
• $M^\pm$ - Pucci’s extremal operators as defined in Section 2.
• $\lambda, \Lambda$ - Ellipticity constants for the nonlocal operator.
• $Q_r(x_0, t_0)$ - the space-time cylinder $B_r(x_0) \times (t_0 - r^{2\sigma}/\alpha, t_0)$.
• $Q_r$ - the cylinder centered at the origin $Q_r(0, 0)$.

1.4. Outline. The outline of our paper is as follows: In Section 2 we explain the notion of viscosity solution that will be used in the paper. In Section 3 we prove a few results regarding the Caputo derivative that will be necessary throughout the paper. In Section 4 we prove our main result; namely, that solutions are locally Hölder continuous. In Section 5 we prove higher regularity in time for a specific linear equation.

2. Viscosity Solutions and Pucci’s Extremal Operators

We recall the definition of Pucci’s Extremal Operators for fractional nondivergence elliptic operators as introduced in [5]. We denote the second order difference
\[
\delta(u, x, y) := u(x + y) + u(x - y) - 2u(x).
\]
We assume for the two constants $0 < \lambda < \Lambda$.

We define
\[
M^+ u(x) := \int_{\mathbb{R}^n} \frac{\lambda \delta(u, x, y) + \Lambda \delta(u, x, y)}{|y|^{n+2\sigma}}
\]
and
\[
M^- u(x) := \int_{\mathbb{R}^n} \frac{\lambda \delta(u, x, y) + \Lambda \delta(u, x, y)}{|y|^{n+2\sigma}}.
\]
These operators give rise to the equations
\[
\partial_t^\alpha v(x, t) - M^+ u(x, t) \leq f(x, t) \tag{2.1}
\]
and
\[
\partial_t^\alpha v(x, t) - M^- u(x, t) \geq f(x, t) \tag{2.2}
\]

We now define a viscosity solution for our problem. We say that a continuous function $u$ is a viscosity subsolution (supersolution) if whenever $\phi$ defined on the cylinder $C := [t_1, t_2] \times B_r(x_1)$ touches $u$ from above (below) at $(x_0, t_0) \in C$ and we define
\[
v(x, t) := \begin{cases} 
\phi(x, t) & \text{if } (x, t) \in C \\
u(x, t) & \text{otherwise.}
\end{cases}
\]
Then
\[
\partial_t^\alpha v(x, t) - Iv(x, t) \leq (\geq) f(x, t).
\]
A solution is both a subsolution and supersolution. It follows from the definitions that if $u$ is a subsolution (supersolution) to (1.1), then $u$ is a subsolution to (2.1) (supersolution to (2.2)). It is clear that if a function $u$ is a solution to (1.1) in the classical sense, then it is also a solution in the viscosity sense.

We remark that upper and lower semi-continuity are sufficient for the definitions of sub and super-solution. However, continuity will suffice for the purposes of this paper.

The following Lemma will be useful in proving higher regularity in time in Section 5.

**Lemma 2.1.** Let $u_k$ be a sequence of continuous bounded viscosity solutions to (1.1) in $\mathbb{R}^n \times (-\infty, T)$ converging to $u_0$ bounded and continuous. Then $u_0$ is a viscosity solution to (1.1) in $\mathbb{R}^n \times (-\infty, T)$.
Proof. The proof is straightforward from the definition of viscosity solutions (see [7]). □

3. Caputo Derivative

In this section we collect some results regarding the Caputo derivative which we will later use. The following Proposition is an immediate consequence of the formulation of the Caputo derivative given in [1.2].

Proposition 3.1. For a fixed point $t_0$, if $u(t) \geq u(t_0)$ for all $t < t_0$, then
\[
\partial^\alpha_t u(t_0) \leq 0.
\]
with equality if and only if $u(t) = u(t_0)$ for all $t < t_0$.

We will need a solution to a fractional ordinary differential equation in Lemma 4.1. This solution will help carry information over various time slices.

\[
\begin{cases}
\partial^\alpha_t u + C_1 u = f & \text{in } [a,T] \\
u(a) = 0.
\end{cases}
\]

(3.1)

An explicit solution of the above equation is given in [11] as
\[
\alpha \int_a^t (t-s)^{\alpha-1} E_{\alpha}(-C_1(t-s)^\alpha) f(s) \, ds,
\]
where $E_{\alpha}$ are the Mittag-Leffler functions defined by
\[
E_{\alpha}(t) := \sum_{j=0}^{\infty} \frac{t^j}{\Gamma(j\alpha + 1)}.
\]

As $\alpha \to 1$ this approaches the well know formula
\[
u(t) = \int_a^t e^{-C_1(t-s)} f(s) \, ds.
\]

We will want a lower bound on the solution to (3.1) depending on $f$. To begin with we obtain the following lower bound.

Lemma 3.2. For $0 < \alpha \leq 1$ we have $E_{\alpha}(t) > 0$ and $E'_{\alpha}(t) > 0$. Furthermore,
\[
E_{\alpha}(t), E'_{\alpha}(t) \geq C \text{ for } t \in [-2, 2]
\]
with the constant $C > 0$ depending on $\alpha$ and uniform as $\alpha \to 1$.

Remark 3.3. This Lemma need not be true for $\alpha > 1$. For instance $E_2(-t^2) = \cos(t)$.

Proof. From the power series representation of $E$ this is clear for $t \geq 0$. We recall from [11] that $\partial^\alpha_t E_{\alpha}(-t^\alpha) = -\gamma E_{\alpha}(-t^\alpha)$. We relabel $y(t) := E_{\alpha}(-t^\alpha)$. Then
\[
\partial^\alpha_t y(t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t \frac{y'(s)}{(t-s)^\alpha} ds = -\gamma y(t).
\]

(3.4)

Now from the power series representation $E_{\alpha}'(0) > 0$, and thus by continuity of the derivative we have $E_{\alpha}'(t) > 0$ for $-\delta \leq t$. Therefore, there exists a $\delta$ such that $y(t)$ is a nonincreasing function on $(0, \delta)$. Suppose now by way of contradiction that $y(t)$ is not nondecreasing. Then by continuity of $y(t)$, there exists a point $t_2 > \delta$ such that
\[
w(t) := \max\{y(t_2), y(t)\}
\]
is a nonincreasing function, and there exists \( t_1 < t_2 \) such that \( y(t_1) < w(t_2) \). From Proposition 3.1 it follows that \( \partial^\alpha_t w(t) \geq -\gamma w(t) \). We now subtract \( \partial^\alpha_t y(t) \) from both sides and evaluate at \( t_2 \) to obtain
\[
\partial^\alpha_t [w - y](t_2) \geq -\gamma [w(t_2) - y(t_2)] = 0.
\]
However, since \( y(t_1) < w(t_1) \) we have from Proposition 3.1 that
\[
\partial^\alpha_t [w - y](t_2) < 0.
\]
This is a contradiction, and so \( y(t) \) is a nonincreasing function for \( t \geq 0 \). It is then immediate from (1.2) that \( y(t) \) is not only nonincreasing, it is also strictly decreasing for \( t \geq 0 \). Then from the power series representation of \( y(t) \) it is immediate that \( y(t) > 0 \) and \( y'(t) < 0 \) over \((-\infty, \infty)\). We then obtain that
\[
E_\alpha(t), E'_\alpha(t) \geq C \text{ for } t \in [-2, 2]
\]
with the constant \( C \) depending on \( \alpha \). From the power series representation it follows that this constant \( C \) is uniform as \( \alpha \to 1 \).

**Corollary 3.4.** Let \( m \) be a solution to \( \partial^\alpha_t m = -C_1 m + c_0 f(t) \) with \( m(-2) = 0, f \geq 0 \) and
\[
\int_{-2}^{-1} f(t) \geq \mu.
\]
Then
\[
m(t) \geq c_0 \mu \frac{\alpha}{2} E'_\alpha(-2C_1) \text{ for } -1 \leq t \leq 0.
\]

**Proof.** From the integral representation of \( m(t) \) in [11] and the fact that \( E'_\alpha(t) > 0 \), we have
\[
m(t) = \alpha \int_{-2}^{t} (t - s)^{\alpha-1} E'_\alpha(-C_1(t - s)^\alpha) c_0 f(s) ds
\]
\[
\geq \frac{\alpha}{2} E'_\alpha(-2C_1) \int_{-2}^{t} c_0 f(s) ds
\]
\[
\geq \frac{\alpha}{2} E'_\alpha(-2C_1) c_0 \mu.
\]

We will also need the following

**Proposition 3.5.** Let \( h(t) = \max |t|^\nu - 1, 0 \). If \( t_1 \leq 0 \) and \( \nu < \alpha \) then
\[
0 \geq \partial^\alpha_t h(t_1) \geq -c_{\alpha,\nu}
\]
where \( c_{\alpha,\nu} \) is a constant depending only on \( \alpha \) and \( \nu \) but remains uniform as \( \alpha \to 1 \).

**Proof.** In [2] it is shown that
\[
0 \geq \partial^\alpha_t h(t) \geq \partial^\alpha_t h(-1) \geq c_{\alpha,\nu}.
\]
Now
\[
\partial^\alpha_t h(-1) = \frac{1}{\Gamma(1 - \alpha)} \int_{-\infty}^{-1} \frac{-\nu |s|^{\nu-1}}{(t - s)^\alpha} ds \to -\nu \text{ as } \alpha \to 1.
\]

\( \square \)
4. Hölder Continuity

In this section we follow the method used in [14] to prove our main result.

Lemma 4.1. Let $u$ be a continuous function, $u \leq 1$ in $(\mathbb{R}^n \times [-2, 0]) \cup (B_2 \times [-\infty, 0])$, which satisfies the following inequality in the viscosity sense in $B_2 \times [-2, 0]$

$$\partial^\alpha_t u - M^+ u \leq \epsilon_0.$$ 

Assume also that

$$|\{u \leq 0\} \cap (B_1 \times [-2, -1])| \geq \mu.$$ 

Then if $\epsilon_0$ is small enough there exists $\theta > 0$ such that $u \leq 1 - \theta$ in $B_1 \times [-1, 0]$. The maximum value of $\epsilon_0$ as well as $\theta$ depend on $\alpha, \lambda, \Lambda$ and $\sigma$ but remain uniform as $\alpha \to 1$.

Proof. We consider the fractional ordinary differential equation

$$m_1(-2) = 0$$

$$\partial^\alpha_t m_1(t) = c_0\{|x \in B_1 : u(x, t) \leq 0\}| - C_1m_1(t)$$

From the hypothesis and Corollary 3.4 we have

$$m_1(t) \geq c_0\frac{\alpha}{2}E_\alpha^\prime(-2C_1) \quad \text{for} \quad -1 \leq t \leq 0.$$ 

Since the right hand side is not necessarily continuous, in order to ensure that we can evaluate $\partial^\alpha_t$ classically at every point we approximate $m_1(t)$ uniformly from below by Lipschitz subsolutions as in [1]. There exists $m_2 : [-2, 0] \to \mathbb{R}$ with $m_2 \geq 0$ and

$$m_2(-2) = 0$$

$$\partial^\alpha_t m_2(t) \leq c_0\{|x \in B_1 : u(x, t) \leq 0\}| - C_1m_2(t)$$

and

$$m_2(t) \geq c_0\frac{\alpha}{4}E_\alpha^\prime(-2C_1) \quad \text{for} \quad -1 \leq t \leq 0.$$ 

We want to show that $u \leq 1 - m_2(t) + \epsilon_0c_02^\alpha$ if $c_0$ is small and $C_1$ is large. We can then set $\theta = c_0\mu c_0E_\alpha^\prime(-2C_1)/8$ for $\epsilon_0$ small to obtain the result of the Lemma. We pick the constant $c_0$ such that $\partial^\alpha_t c_0(2 + t)^\alpha = 1$ for $t > -2$. The constant $c_0$ is uniform as $\alpha \to 1$ (see [11]). Let $\beta : \mathbb{R} \to \mathbb{R}$ be a fixed smooth nonincreasing function such that $\beta(x) = 1$ if $x \leq 1$ and $\beta(x) = 0$ if $x \geq 2$. Let $b(x) = \beta(|x|)$.

Where $b = 0$ we have $M^{-b} > 0$. Since $b$ is smooth $M^{-b}$ is continuous and it remains positive for $b$ small enough ([14]). Thus there exists $\beta_1$ such that $M^{-b} \geq 0$ if $b \leq \beta_1$.

Assume that there exists some point $(x, t) \in B_1 \times [-1, 0]$ such that

$$u(x, t) > 1 - m_2(t) + \epsilon_0c_0(2 + t)^\alpha.$$ 

We will arrive at a contradiction by looking at the maximum of the function

$$w(x, t) = u(x, t) + m_2(t)b(x) - \epsilon_0c_0(2 + t)^\alpha.$$ 

We assume there exists a point in $B_1 \times [-1, 0]$ where $w(x, t) > 1$. Let $(x_0, t_0)$ be the point that realizes the maximum of $w$:

$$w(x_0, t_0) = \max_{\mathbb{R}^n \times [-\infty, 0]} w(x, t).$$ 

This maximum is larger than 1, and so it must be achieved when $t > -2$ and $|x| < 2$. 

Let $\phi(x, t) := w(x_0, t_0) - m_2(t)b(x) + c_0(2 + t)^2$. As before we define $\phi(x, t) = \phi(x, -2)$ for $t \leq -2$. The function $\phi$ touches $u$ from above at the point $(x_0, t_0)$. We define

$$v(x, t) := \begin{cases} 
\phi(x, t) & \text{if } x \in B_r \\
u(x, t) & \text{if } x \notin B_r.
\end{cases}$$

Then from the definition of viscosity solution we have

$$\partial^0_t v - M^+ v \leq \epsilon_0 \quad \text{at } (x_0, t_0).$$

(4.2)

We also have that

$$\partial^0_t v(x_0, t_0) = -\partial^0_t m_2(t_0)b(x_0) + \epsilon_0$$

(4.3)

Now exactly as in [14] we obtain the following bound for $G := \{x \in B_1 \mid u(x, t_0) \leq 0\}$,

$$M^+ v(x_0, t_0) \leq -m_2(t_0)M^- b(x_0, t_0) - c_0|G \setminus B_r|$$

(4.4)

for some universal constant $c_0$. This is how we choose $c_0$ in the fractional ordinary differential equation. We now look at two different cases and obtain a contradiction in both. Suppose $b(x_0, t_0) \leq \beta_1$. Then $M^- b(x_0, t_0) \geq 0$, and so from (4.4) we have

$$M^+ v(x_0, t_0) \leq -c_0|G \setminus B_r|.$$ 

Combining this with (4.2), (4.3), and (4.1) we obtain

$$0 \geq (-c_0|\{x \in B_1 : u(x, t) \leq 0\}| + C_1 m_2(t_0))b(x_0) + c_0|G \setminus B_r|.$$

For any $C_1 > 0$ this will be a contradiction by taking $r$ small enough.

Now suppose $b(x_0) > \beta_1$. Since $b$ is a smooth compactly supported function, there exists $C$ such that $|M^- b| \leq C$. We then have the bound from (4.4) that

$$M^+ v(x_0, t_0) \leq C m_2(t_0) + c_0|G \setminus B_r|$$

and inserting this in (4.2) with (4.3) and (4.1) we have

$$0 \geq (-c_0|\{x \in B_1 : u(x, t) \leq 0\}| + C_1 m_2(t_0)b(x_0) - C m_2(t_0) + c_0|G \setminus B_r|$$

Letting $r \to 0$ we obtain

$$0 \geq c_0(1-b(x_0))|G| + (C_1 b(x_0) - C)m_2(t_0)$$

$$\geq c_0(1-b(x_0))|G| + (C_1 \beta_1 - C)m_2(t_0).$$

Choosing $C_1$ large enough we obtain a contradiction. \qed

We now define

$$Q_r := B_r \times [-r^{2\alpha/\beta}, 0]$$

**Lemma 4.2.** Let $u$ be bounded and continuous on $Q_1$ and satisfying

$$\partial^0_t u - M^+ u \leq \epsilon_0/2,$$

$$\partial^0_t u - M^+ u \geq -\epsilon_0/2.$$ (4.5)

in the viscosity sense in $Q_1$. Then there are universal constants $\theta > 0$ and $\nu > 0$ depending only on $n, \sigma, \Lambda, \lambda, \alpha$, but uniform as $\alpha \to 1$ such that if

$$|u| \leq 1 \quad \text{in } B_1 \times [-1, 0]$$

$$|u(x, t)| \leq 2|x|^{\nu} - 1 \quad \text{in } (\mathbb{R}^\nu \setminus B_1) \times [-1, 0]$$

$$|u(x, t)| \leq 2|t|^{\nu} - 1 \quad \text{in } B_1 \times (-\infty, -1]$$

then

$$\text{osc}_{Q_{1/4}} u \leq 1 - \theta$$
Proof. We consider the rescaled version
\[ \hat{u}(x, t) := u(4x, 4^{2\nu}t). \]
The function \( \hat{u} \) will stay either positive or negative in half of the points in \( B_1 \times [-2, -1] \). Let us assume that \( \{ \hat{u} \leq 0 \} \cap (B_1 \times [-2, -1]) \geq |B_1|/2 \). Otherwise we can repeat the proof for \( -\hat{u} \). We would like to apply Lemma 4.1. To do so we would need \( \hat{u} \leq 1 \). We consider \( v := \min \{1, \hat{u} \} \). Inside \( Q_4 \) we have \( v = \hat{u} \). The error comes only from the tails in the computations. Exactly as in [14] we obtain for \( \kappa \) small enough
\[ -M^+ v \leq -M^+ \hat{u} + \epsilon_0/4. \]
From the Proposition 3.5 we have for small enough \( \kappa \)
\[ \partial_t^\alpha v \leq \partial_t^\alpha \hat{u} + \epsilon_0/4. \]
Thus
\[ \partial_t^\alpha v - M^+ v \leq \epsilon_0. \]
We now apply Lemma 4.1 to \( v \) to conclude the proof. □

**Theorem 4.3.** Let \( u \) be bounded and continuous on \( B_2 \times [-2, 0] \) as well as a solution to (1.1) in \( B_2 \times [-2, 0] \). Assume also that
\[ |u| \leq M \quad \text{in} \quad B_2 \times [-2, 0] \]
\[ |u(x, t)| \leq M|4x|^\nu - 1 \quad \text{in} \quad (\mathbb{R}^n \setminus B_2) \times [-2, 0] \]
\[ |u(x, t)| \leq M|4t|^\nu - 1 \quad \text{in} \quad B_2 \times (-\infty, -2]. \]

Then there are two constants \( C, \kappa > 0 \) depending only on \( \Lambda, \lambda, n, \alpha, \sigma \), but uniform as \( \alpha \to 1 \) such that for every \( t > 0 \), \( u \) is Hölder continuous and we have the estimate for
\[ |u(x, t) - u(y, s)| \leq C(M + \epsilon_0^{-1}\|f\|_{L^\infty}) \frac{|x - y|^\kappa + |t - s|^\kappa \alpha/(2\sigma)}{t^\kappa}. \]

Proof. We first choose \( \kappa < \nu \) for \( \nu \) as in Lemma 4.2. We consider the rescaled function
\[ v(x, t) = \frac{u(x_0 + t_0^{2/\alpha}x, t_0(t + 1))}{M + \epsilon_0^{-1}||f||_{L^\infty}} \]
Notice that \( v \) is a solution to
\[ \partial_t^\alpha v - Iv = f(x, t) \frac{t_0^\sigma}{M + \epsilon_0^{-1}||f||_{L^\infty}} \]
in \( B_2 \times [-1, 0] \). We let \( r = 1/4 \) and the estimate will follow as soon as we show
\[ \text{osc}_{Q_{r^k}} v \leq 2r^{-\kappa k}. \quad (4.6) \]

(4.6) will be proven by constructing two sequences \( a_k \leq v \leq b_k \) in \( Q_{r^k} \), \( b_k - a_k = 2r^{-\kappa k} \) with \( a_k \) nondecreasing and \( b_k \) nonincreasing. The sequence is constructed inductively.

Since \( |v| \leq 1 \) in \( B_2 \times [-2, 0] \), we can start by choosing some \( a_0 \leq \inf v \) and \( b_0 \geq \sup v \) so that \( b_0 - a_0 = 2 \). Assuming now that the sequences have been constructed up to the value \( k \) we scale
\[ w(x, t) = (v(r^k x, r^{2\kappa\alpha/\alpha}t) - (a_k + b_k)/2)r^{-\kappa k}. \]
We then have

\[ |w| \leq 1 \quad \text{in} \quad Q_1 \]
\[ |w| \leq 2r^{-nk} - 1 \quad \text{in} \quad Q_{r^{-k}}. \]

and so

\[ |w(x, t)| \leq 2|x|^\nu - 1 \quad \text{for} \quad (x, t) \in B_1^c \times [-1, 0] \]
\[ |w(x, t)| \leq 2|t|^\nu - 1 \quad \text{for} \quad (x, t) \in B_1 \times (-\infty, -1). \]

Notice also that \( w \) has new right hand side bounded by

\[ \epsilon_0 \kappa (k - 2\sigma) \]

which is strictly smaller than \( \epsilon_0 \) for \( \kappa < 2\sigma \). For \( \kappa \) small enough we can apply Lemma 4.2 to obtain

\[ \text{osc}_Q w \leq 1 - \theta. \]

Then if \( \kappa \) is chosen smaller than the \( \kappa \) in Lemma 4.2 and also so that \( 1 - \theta \leq r^\kappa \), then this implies

\[ \text{osc}_{Q_{r^{-k+1}}} w \leq r^{\kappa(k+1)} \]

so we can find \( a_{k+1} \) and \( b_{k+1} \) and this finishes the proof. \( \square \)

5. Higher Regularity in Time

As this paper is concerned with the Caputo derivative we will focus on higher regularity in time rather than higher regularity in spatial variables which has already been treated in the literature.

In this section we fix a smooth cut-off function \( \eta \) such that \( \eta \equiv 1 \) for \( 1/2 \leq t \leq 1 \) and \( \eta \equiv 0 \) for \( t \leq 1/4 \).

**Lemma 5.1.** Let \( 0 < \gamma \leq 1 \) and let \( g : (-\infty, 1) \to \mathbb{R} \) be such that

\[ \|g\|_{C^{0, \gamma}[1/4, 1]} \leq C \quad \text{and} \quad |g(t)| \leq C(2 + |t|^\nu) \]

with \( \nu < \alpha \). Then

\[ \partial_t^\alpha (\eta g) = \eta \partial_t^\alpha g + \tilde{g} \]

where

\[ \|\tilde{g}\|_{C^{0, \gamma}(-\infty, 1)} \leq C_\alpha \]

with \( C_\alpha \) dependent on \( \alpha \) but uniform as \( \alpha \to 1 \).

**Proof.** We explicitly compute

\[ \partial_t^\alpha (\eta g) = \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{(\eta g)(t) - (\eta g)(s)}{(t - s)^{1+\alpha}} ds \]

\[ = \eta(t) \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{g(t) - g(s)}{(t - s)^{1+\alpha}} ds + \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{g(s)(\eta(t) - \eta(s))}{(t - s)^{1+\alpha}} ds \]

\[ = \eta(t) \partial_t^\alpha g(t) + \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{g(s)(\eta(t) - \eta(s))}{(t - s)^{1+\alpha}} ds \]

We now write \( g = g_1 + g_2 \) where \( g_1 := g \chi_{t < 1/8} \). We have

\[ \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{g_1(s)(\eta(t) - \eta(s))}{(t - s)^{1+\alpha}} ds = \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^{1/8} \frac{g_1(s)(\eta(t))}{(t - s)^{1+\alpha}} ds \]

This is clearly a differntiable function for \( t \geq 1/4 \) (recall that \( \eta(t) \equiv 0 \) for \( t \leq 1/4 \). The Hölder norm will depend only on the growth of \( |g_1(t)| \leq C(2 + |t|^\nu) \). Furthermore, this term clearly goes to zero independent of \( g \) as \( \alpha \to 1 \).
We now define
\[ \tilde{\eta}(t, s) := \frac{\eta(t) - \eta(s)}{(t - s)}, \]
and note that \( \tilde{\eta}(t, s) \) is a smooth function. Then
\[
\begin{align*}
\frac{1}{|h|^\gamma} \frac{\alpha}{\Gamma(1 - \alpha)} \left[ \int_{-\infty}^{t+h} \frac{g_2(s)(\eta(t + h) - \eta(s))}{(t + h - s)^{1+\alpha}} \, ds - \int_{-\infty}^t \frac{g_2(s)(\eta(t) - \eta(s))}{(t - s)^{1+\alpha}} \, ds \right] \\
= \frac{1}{|h|^\gamma} \frac{\alpha}{\Gamma(1 - \alpha)} \left[ \int_{-\infty}^{t+h} \frac{g_2(s)\tilde{\eta}(t + h, s)}{(t + h - s)^\alpha} \, ds - \int_{-\infty}^t \frac{g_2(s)\tilde{\eta}(t, s)}{(t - s)^\alpha} \, ds \right] \\
= \frac{1}{|h|^\gamma} \frac{\alpha}{\Gamma(1 - \alpha)} \left[ \int_{1/s-h}^t \frac{g_2(s + h)\tilde{\eta}(t + h, s + h) - g_2(s)\tilde{\eta}(t, s)}{(t - s)^\alpha} \, ds \right].
\end{align*}
\]
The last term is bounded by the Hölder norm of \( g_2 \tilde{\eta} \) and is uniformly bounded as \( \alpha \to 1 \). \( \square \)

**Lemma 5.2.** Let \( u \) be a solution to (1.1) in \([-1, 0] \times U\) for some open \( U \subset \mathbb{R}^n \). Then \( \eta u \) is a solution to (1.1) in \((-\infty, 0] \times U\) with right hand side
\[ \eta(t)f(t, x) + \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{u(x, s)[\eta(t) - \eta(s)]}{(t - s)^{1+\alpha}} \, ds. \]

**Proof.** If \( t_0 \notin \text{supp} \eta \) this is immediately clear. Otherwise \( \eta \psi \) touches \( \eta u \) from above if and only if \( \psi \) touches \( u \) from above. Suppose \( \eta \psi \) touches \( \eta u \) from above at a point \((x, t)\). As explained in (1), if \( \psi \) touches \( u \) from above at \((x, t)\), then \( \partial_t^\alpha u \) can be evaluated classically at \((x, t)\). Furthermore, it follows that \( \partial_t^\alpha u(x, t) - I\psi(x, t) \leq f(x, t) \). Then
\[
\begin{align*}
\partial_t^\alpha \eta u(x, t) - I\eta \psi(x, t) \\
= \eta(t)[\partial_t^\alpha u(x, t) - I\psi(x, t)] + \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{u(x, s)[\eta(t) - \eta(s)]}{(t - s)^{1+\alpha}} \, ds.
\end{align*}
\]
It then follows that
\[
\begin{align*}
\partial_t^\alpha \eta \psi(x, t) - I\eta \psi(x, t) \leq \eta(t)f(x, t) + \frac{\alpha}{\Gamma(1 - \alpha)} \int_{-\infty}^t \frac{u(x, s)[\eta(t) - \eta(s)]}{(t - s)^{1+\alpha}} \, ds.
\end{align*}
\]
When \( \eta \psi \) touches from below the proof is similar. \( \square \)

**Theorem 5.3.** Let \( u \) be a solution to
\[
\partial_t^\alpha u - \int_{\mathbb{R}^n} \frac{u(x + y) - u(x)}{|y|^{n+2\sigma}} u^{ij}(x, y) = f \tag{5.1}
\]
in \( \mathbb{R}^n \times [-1, T] \) with right hand side \( f \in C^{k,\beta} \). Assume
\[
u < \alpha \quad \text{and} \quad t < 0.
\]
Let \( -1 < t_0 \). We label \( \gamma = 2\sigma\kappa/\alpha \), and recall that \( 0 < \gamma < 1 \). Let \( \epsilon > 0 \). Then there exists a constant \( C \) depending on \( t_0, k, n, \Lambda, \sigma, \nu, \epsilon, \alpha \), but uniform as \( \alpha \to 1 \) such that
\[
\|u\|_{C^{k,\beta+\gamma}(\mathbb{R}^n \times [t_0, T - \epsilon])} \leq C
\]
Remark 5.4. We consider solutions in all of $\mathbb{R}^n \times [-1, T]$. This will ensure sufficiently regular “boundary conditions”. The method in the following proof would apply to solutions in bounded domains provided that the “boundary” data is sufficiently regular. Otherwise, solutions need not have higher regularity (see [8]).

Proof. As before we rescale so that $t_0$ is distance one from $-1$. This is where the dependence on $t_0$ comes. We multiply by $\eta$ and our new solution $w = \eta v$ has a new right hand side $g \in C^{0,\gamma}$. We label $\gamma = \alpha/(2\sigma)$, and note that for every fixed $x$

$$u(t, x) \in C^{0,\gamma}(-\infty, T)$$

We now use the ideas of a difference quotient shown in [7]. For $h > 0$

$$w(x, t+h) - w(x, t)$$

is a bounded solution in $\mathbb{R}^n \times (-\infty, T-h)$. Then from the proof in [7], for every fixed $x$,

$$\|w\|_{C^{0,\gamma}((-\infty, T-\epsilon_2))} \leq C$$

with $C$ depending only on the $C^{0,\gamma}$ norm of $w$ and $\epsilon_2$. Then $w$ satisfies [5.1] with right hand side in $C^{0,2\gamma}$. This can be repeatedly finitely many $m$ times to prove

$$\|w\|_{C^{0,m\gamma}((-\infty, T-\epsilon_m))} \leq C_m$$

as long as $f \in C^{0,m\gamma}$. If $f$ is Lipschitz then we can repeat the process finitely many times to obtain $w \in C^{0,1}$. Then taking the difference quotient one more time

$$w_h := \frac{w(x, t+h) - w(x, t)}{h}$$

is a solution to [5.1] with bounded right hand side. Hence by Theorem 4.3, $w_h$ is uniformly Hölder continuous and so a limit solution $u_0 \in C^{0,\gamma}$ exists from Lemma 2.1. Hence, $h \to 0$ we conclude that for every fixed $x$

$$w(x, t) \in C^{1,\gamma}((-\infty, T-\epsilon_k)).$$

We can then repeat the process as long as the original right hand side $f$ is regular enough.

We remark that as in [7] and [14] once one proves a uniqueness theorem of Jensen type, one could prove $C^{1,\gamma}$ regularity in time for solutions of the nonlinear equation [1.1] provided the kernels $K$ were time-independent.

References

1. Mark Allen, Hölder regularity for nondivergence nonlocal parabolic equations, preprint on arXiv, 2016.
2. Mark Allen, Luis Caffarelli, and Alexis Vasseur, A parabolic problem with a fractional time derivative, Arch. Ration. Mech. Anal. 221 (2016), no. 2, 603–630. MR 3488533
3. , Porous medium flow with both a fractional potential pressure and fractional time derivative, Chin. Ann. Math. Ser. B 38 (2017), no. 1, 45–82. MR 3592156
4. Ana Bernardis, Francisco J. Martín-Reyes, Pablo Raül Stinga, and José L. Torrea, Maximum principles, extension problem and inversion for nonlocal one-sided equations, J. Differential Equations 260 (2016), no. 7, 6333–6362. MR 3456835
5. Luis Caffarelli and Luis Silvestre, Regularity theory for fully nonlinear integro-differential equations, Comm. Pure Appl. Math. 62 (2009), no. 5, 597–638. MR 2494899 (2010d:35376)
6. , Hölder regularity for generalized master equations with rough kernels, Advances in Analysis: The Legacy of Elias M. Stein (C. Fefferman, A.D. Ionescu, D.H. Phong, and S. Wainger, eds.), Princeton University Press, Princeton, 2014.
7. Luis A. Caffarelli and Xavier Cabré, *Fully nonlinear elliptic equations*, American Mathematical Society Colloquium Publications, vol. 43, American Mathematical Society, Providence, RI, 1995. MR 1351007 (96h:35046)

8. Héctor Chang-Lara and Gonzalo Dávila, *Regularity for solutions of nonlocal parabolic equations II*, J. Differential Equations 256 (2014), no. 1, 130–156. MR 3115838

9. D. del Castillo-Negrete, B.A. Carreras, and V.E. Lynch, *Fractional diffusion in plasma turbulence*, Physics of Plasmas (2004).

10. Kai Diethelm, *The analysis of fractional differential equations*, Lecture Notes in Mathematics, vol. 2004, Springer-Verlag, Berlin, 2010. An application-oriented exposition using differential operators of Caputo type. MR 2680847 (2011j:34005)

11. Héctor Chang Lara and Gonzalo Dávila, *Regularity for solutions of nonlocal parabolic equations*, Calc. Var. Partial Differential Equations 49 (2014), no. 1-2, 139–172. MR 3148110

12. Ralf Metzler and Joseph Klafter, *The random walk’s guide to anomalous diffusion: a fractional dynamics approach*, Phys. Rep. 339 (2000), no. 1-2, 77. MR 1809268 (2001k:82082)

13. Luis Silvestre, *On the differentiability of the solution to the Hamilton-Jacobi equation with critical fractional diffusion*, Adv. Math. 226 (2011), no. 2, 2020–2039. MR 2737806 (2011m:35408)

14. Rico Zacher, *A De Giorgi–Nash type theorem for time fractional diffusion equations*, Math. Ann. 356 (2013), no. 1, 99–146. MR 3038123

15. G. M. Zaslavsky, *Chaos, fractional kinetics, and anomalous transport*, Phys. Rep. 371 (2002), no. 6, 461–580. MR 1937584 (2003i:70030)