Concurrent Activity Recognition with Multimodal CNN-LSTM Structure
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ABSTRACT

We present a system that recognizes concurrent activities from real-world data captured by multiple sensors of different types. The recognition is achieved in two steps. First, we extract spatial and temporal features from the multimodal data. We feed each datatype into a convolutional neural network that extracts spatial features, followed by a long-term memory network that extracts temporal information in the sensory data. The extracted features are then fused for decision making in the second step. Second, we achieve concurrent activity recognition with a single classifier that encodes a binary output vector in which elements indicate whether the corresponding activity types are currently in progress. We tested our system with three datasets from different domains recorded using different sensors and achieved performance comparable to existing systems designed specifically for those domains. Our system is the first to address the concurrent activity recognition with multisensory data using a single model, which is scalable, simple to train and easy to deploy.

CCS Concepts

1.5.2 [Pattern Recognition]: Design Methodology–Classifier design & evaluation; C.3 [Special-Purpose and Application-Based Systems]: Real-time and embedded systems.
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1. INTRODUCTION

We present a neural network system for concurrent activity recognition from multisensory data. We designed and concatenated the modules (preprocessor, feature extractor, and classifier) to achieve high recognition accuracy while maintaining a low hardware resources requirement. Activity recognition has been researched for decades with a variety of sensors. While each sensory type has advantages in certain applications [1][2], it still faces limitations. Recent research on multisensory systems exploits the advantages of different datatypes. For example, mobile sensors such as wearable devices and RFIDs may be used together [1][3]. However, researchers often propose different features and classifiers, designed for specific scenarios. Because it is difficult to measure the effectiveness of features and classifier across different applications, manual feature selection is often arbitrary and lacks generalizability. Instead of using arbitrary manufactured features, we implemented automatic feature extraction using deep convolutional neural networks (ConvNet), based on successful previous implementations [3][4]. However, some sensory data, such as those obtained from passive RFID tags using multiple reader antennas, need to be properly arranged to maintain spatial and temporal relations in the input space before feeding them into a ConvNet for feature extraction.

Unlike visual shapes or spoken words, activities are abstract concepts, so both spatial and temporal information must be considered. Previous research often treated activity recognition as continuous “image classification” [5] or “sequential data classification” [6] problems, ignoring important temporal or spatial associations in the data. Attempts at spatio-temporal feature extraction include the usage of manufactured spatial features and fixed time windows for temporal associations. Such manufactured features do not generalize well and fixed time windows do not scale well for activities of different durations that commonly occur in real-world applications. ConvNets have been widely used for spatial feature extraction, and long-term memory nets (LSTM) have been successfully implemented for sequential data modeling [7], we used them together for spatio-temporal feature extraction. Unlike existing models for image captioning or image description that use ConvNet and LSTM in parallel [8], our ConvNet and LSTM are connected in series to learn temporal associations between spatial features, similar to [9].

We address the challenge of recognizing concurrent activities, which are common in real-world scenarios. Most activity recognition research has focused on single-person or non-concurrent team activity recognition. Recognition of individual activities is a multiclass classification problem that can be solved using a multiclass classifier. Recognition of concurrent activities has been attempted using multiple binary classifiers [10], but such systems do not scale to large number of activities. We introduce an encoder framework that outputs a binary code as a prediction, where each bit denotes the status of an activity (one for “in progress” and zero for “not in progress”).

Our CNN and LSTM structure for spatio-temporal feature extraction can accept input from different sensors, making it
generalizable to many activity recognition applications. We tested our system with three datasets recorded using different sensors in different domains:

1. Dataset containing 35 activity types recorded during 42 actual trauma resuscitations. The passive RFID system, depth camera and microphone array were used for data collection. Our experimental results showed 93.48% overall accuracy with 0.32 mean average precision (mAP), outperforming existing systems applied in a similar environment. Trauma resuscitation is one of the most challenging environments for activity recognition because 10 or more providers are crowded around the patient bed and engaged in fast-paced work. Additional challenges stem from the depth camera’s low resolution, frequent view occlusion, and RFID radio signal interferences caused by a dynamic and crowded setting.

2. The Charades dataset [11] of 9,848 videos of indoors daily activities performed by a single person (another person may be in the scene). This dataset with 157 activity classes including concurrent activities was collected using a single video camera and labeled with Amazon Mechanical Turk. Our experimental results showed concurrent activity recognition on a large-scale dataset with a performance competitive with existing systems.

3. Olympic sports dataset with 16 sports activities performed by athletes, without concurrent activities [12]. Our system achieved performance comparable to existing systems that used the same dataset. This experiment demonstrated that our system can also perform single-activity recognition although it treats the classification as a multiclass coding problem.

The contributions of this paper are:

1. A multimodal CNN-LSTM structure for extracting spatio-temporal features from multisensory, multimodal data for concurrent activity recognition.

2. A coding network layer that can be trained with backpropagation to encode a binary output vector in which elements indicate whether the corresponding activity types are currently in progress.

3. The memory usage analysis and evaluation of the system with multiple real-world datasets that can be used as a reference by other researchers.

The rest of this paper is organized as follows. Section 2 reviews related work on activity recognition and deep learning. Section 3 introduces the challenges of concurrent activity recognition and Section 4 describes our proposed system framework and Section 5 details the system implementation. Section 6 reports the experimental results and our analysis of these results. Section 7 discusses the results and Section 8 concludes the paper.

2. RELATED WORK
Activity recognition has been studied for decades in various application scenarios using different sensor types. The early research trained shallow classifiers on staged activities collected by a single sensor [13][14]. Though they proved applicable, the early single-sensor based systems were constrained by sensor specific limitations. For example, the glove with RFID antenna is bulky for real-world applications and the system could only detect activities that use [14]. In general, data from individual sensors are inherently insufficient for complex activity recognition.

Multisensory systems have been proposed to address these challenges. Sensors in different locations or different sensor types provide additional information for activity recognition [15][16]. Our system is able to work with multiple sensor types, including depth video, audio, and RFID.

With sufficient multisensory data, the common approach was to utilize different sensor data for different activity recognition [17]. A step further, the hierarchical model was proposed to first predict low level activities (such as the human-object interaction) and further predict the high-level meaningful activity status based low-level information [10]. The problem is, the hierarchical model still relies on manufactured features and shallow classifiers, which often do not work well in real world scenarios with large number of activities. In addition, the hierarchical model is an error propagation system which often heavily relies on the low-level activity detection.

More recently, following the success of deep learning at image classification [18] and image description [6], researchers implemented deep learning for sensor-based activity recognition [19][20]. For example, the convolutional neural network structure, which does not require manufactured features, has been used to extract features from RFID data collected by multiple antennas in a medical setting [3]. Based on these successful passive RFID implementations [3], in our system, we used a deep ConvNet structure to learn the meaningful features and a multimodal structure previously proposed for visual-acoustic input [21][22] to handle multisensory data. To learn both the temporal and spatial associations in the data, we supersede the ConvNet with a long-short term memory networks [9]. After the ConvNet, which is commonly used for learning sequential associations.

Concurrent activities, which are common in real-world scenarios, have not been addressed in activity recognition research until recently [23][24]. We present a more efficient and accurate approach to concurrent activity recognition.

3. PROBLEM DESCRIPTION
We identified the following challenges for activity recognition in real-world processes:

1. Concurrent activities are common: With $N$ activities, there are $N$ labels for individual-activity prediction but $2^N$ potential combinations of concurrent activities. An efficient classifier structure is needed for concurrent activity prediction. Our analysis of the 42 trauma resuscitations dataset showed that more than 50% of time instances had at least two concurrent activities (Fig. 1(a)).
Even for daily living scenarios (Charades dataset) there were more than 70% time instances with at least two concurrent activities (Fig. 1(b)).

2. **Multimodal features**: Different features are best suited to recognize different activities. With multiple sensors and a large number of activities, manual feature selection is neither scalable nor generalizable.

3. **Temporal associations between sensors and between concurrent activities**: Human body posture changes during activities. The environmental sound changes when certain equipment is in use and radio signals change when tagged objects are in use. Concurrent activities also exhibit temporal associations. For example, although resuscitations have different durations, many activities are likely to be performed simultaneously (Fig. 2).

4. **Diverse activity durations and variable activity frequency**: The same activity can be performed faster or slower. The 35 activity types performed in 42 trauma resuscitations had very different duration (Fig. 3). Using a fixed time window would not work well with diverse durations of activities. In addition, some activities occur more often than others (Fig. 3), meaning that some activities will be poorly represented in the training data.

5. **Ignored activities and idle intervals**: Some work activities may not be of interest and may be excluded from observation. The activity recognition system would be unaware of these excluded activities. With fewer tracked activities there will be fewer co-occurring activities or even some false “idle periods”, resulting in fewer temporal associations among activities. These phenomena may impact the recognition performance.

We assume that at most one activity of each type can take place at any time instant.

4. **SYSTEM STRUCTURE**

4.1 **Overall Structure**

Our activity recognition system consists of four major modules connected in series (Fig. 4):

- **Data preprocessing** formats the sensory data into a ConvNet-ready representation. The ConvNet’s input data is usually either a single feature map or several stacked ones. These maps should represent data redundancy and spatial relationships for the convolution and pooling layers to learn abstract features.

- **Feature extraction** from sensor data takes place in ConvNet structures that output vectors of features. Previous research successfully used ConvNets to extract features from images [5], audio [25], and RFID data [3]. We adopted a VGG-like structure [5] and the full convolutional network structure [26]. The output is a vector of features.
Activities. Given that independent binary classifiers\(=\sum_{m=1}^{M} \log |X(k)|^2 H_m(k)|

where \(S(m)\) is the log-energy for band pass filter \(m\), \(X(k)\) denotes the Fourier transform of each audio frame of length \(N\), and \(H_m(k)\) is the Hamming window response at frequency \(k\). We used 20 frames with 512 points per frame \((N=512)\) for every second and 36 frequency bands \((M=36)\). For multichannel audio recordings, the MFSC can be extracted from each individual channel.

Unlike image and audio, mobile sensors such as RFID has had relatively few deep learning implementations. Previous research preprocessed the data into a 3D antenna-object-time matrix [3]. Although feasible, this data format faces two problems: (a) there is no redundancy for ConvNet pooling operations, and (b) the spatial relationships between reader antennas and tags present in the received signal strength (RSS) data are not well represented. We introduce RSS maps, a new RFID data representation suitable for spatial feature extraction in ConvNets. An RSS map projects the RSSs received from each tag onto the effective field of coverage for each antenna (Fig. 5 right). In our experiments, 7 of the 8 reader antennas were hung on the ceiling facing down (black boxes in Fig. 5 left). We approximated antenna's coverage area by a circle on the room floorplan (scale: 1px \(\leftrightarrow\) 1dm\(^2\)). The circle radii were manually measured by moving a tag horizontally away from the antenna in several directions, always starting below the

**Temporal association extraction** using recurrent neural networks (RNNs) [27] because ConvNets alone are not suitable for temporally associated activities. Given that we are primarily interested in processes that last about an hour or less, we used the LSTM structure to model the time dependencies while avoiding exploding or vanishing gradients during long term training [28].

**Decision-making** uses the extracted spatio-temporal features for concurrent activity prediction. Because of concurrency, the decision-making module cannot be a multiclass-classifier, like the common softmax layer. Given many activities, independent binary classifiers would require large computer memory, so we opted for fully-connected sigmoid activation layers to encode concurrent activity predictions.

These modules are described next.

### 4.2 Sensory Data Preprocessing

Our system can accept input from any type of sensor. We used an existing dataset [3] recorded using a depth camera, a microphone array, and a passive RFID system to demonstrate image, audio, and mobile sensor data preprocessing. A depth image is a 2D matrix, where each pixel value represents the distance between the camera and the imaged physical object. Since the depth images contain random hardware noise (undefined value pixels), we compensate the hardware noise using existing methods [29]. We also resized the depth images to 256x256px down from 512x424px. Other image types (RGB, RGBD) can be resized and fed into our ConvNet as well.

For each second of the audio data, we extracted time-frequency maps and fed them to the ConvNet. Mel-frequency cepstral coefficients (MFCCs) are commonly used for speech recognition with shallow classifiers [30] and deep neural networks. However, as argued previously [31], discrete cosine transformations (DCT) project the spectral energies onto new bases that may not maintain spatial locality. As suggested, we directly used the log-energy (MFSC) without performing DCT:
antenna moving away until the tag could not be detected by the antenna. The coverage radius was determined as the average tag-visibility-loss distance from these experiments. In our case, most tags were 0.6 meters above the ground (approximately at the height of person’s hands, assuming that tagged objects are used for work), and were visible laterally up to about 1.2 meters away from an antenna. For the tilted antenna mounted on the wall facing the area of interest (triangle in Fig. 5 left), we used an ellipse approximation. The room’s operational area was roughly 3.6×4.8m, so each object’s RSS map was 36x48px.

Generating the combined RSS map for all 25 types of tagged objects (Table 1) required two steps. First, we created maps for each object type (Fig. 5 right). Coverage areas of the 8 antennas were filled-in with that object’s RSS (with zero values outside the coverage). The 8 resulting maps were then averaged, generating one RSS map per object type. Second, we created the combined RSS map by stacking the 25 2D maps for 25 object types into a 3D matrix.

### 4.3 Spatial Feature Extraction

We used the VGG net based structure for feature extraction [5]. Instead of vectorizing the extracted features and feeding them into fully-connected layers, we implemented a fully convolutional structure to better represent the features and conserve memory required for model training [26].

Because the different input matrices have differing dimensionality and sizes, and we faced hardware restrictions (limited GPU memory), we designed different ConvNets for each datatype based on the following rules (Fig. 6):

1. Use the maximum number of convolutional layers for which the hardware resources can train the networks within a reasonable time (around a week). It has been shown by several different sources that deeper networks generally perform better [4][18].

2. Although 2x2 max pooling has been used in many successful applications, the size of our audio-features map and RSS map could not be halved. We had to change the pooling sizes at certain pooling layers (Fig. 6, the pool 3 for RSS map) to shrink the activation map down to 1x1xN (the alternative to one dimensional fully-connected layers). The fully convolutional structure requires less resources for training and can be more representative for features compared with fully connected structure [26].

| SPATIAL FEATURE | CONVOLUTIONAL STRUCTURE | DEPTH IMAGE | MFSC | RSS MAP |
|-----------------|-------------------------|-------------|------|---------|
| OPHTHALMOSCOPE  | BP GAUGE STAND          | Conv 1 (5x3x32) Pool 1 (2x2) | (256x256x1) | Conv 1 (5x3x32) Pool 1 (2x2) | (36x48x25) |
| OPTOSCOPE       | PULSE OX ADAPTER        | Conv 2 (5x3x64) Pool 2 (2x2) | (128x128x32) | Conv 2 (5x3x64) Pool 2 (2x2) | (28x24x32) |
| BLOOD PRESSURE   | BP CUFF INSIDE         | Conv 3 (3x3x128) Pool 3 (2x2) | (64x64x64) | Conv 3 (3x3x128) Pool 3 (2x2) | (9x12x64) |
| BULB            | BRSLOW TAPE            | Conv 4 (3x3x256) Pool 4 (2x2) | (256x256x1) | Conv 4 (3x3x256) Pool 4 (2x2) | (1x1x256) |
| THERMOMETER     | BP CUFF OUTSIDE       | Conv 5 (3x3x512) Pool 5 (4x4) | (1x1x512) | Conv 5 (1x1x512) | (1x1x512) |
| BAIR HUGGER      | NASAL CANULA          | Conv 6 (5x3x1024) Pool 6 (4x4) | | | |
| CONNECTOR       | X-RAY MACHINE         | Conv 7 (1x1x1024) | | | |

**Fig. 6. Our ConvNet structures for different sensors. Numbers of neurons in each layer are indicated.**

3. The size of one-dimensional convolutional layers (with dimension $j \times 1 \times N$) should be determined empirically. We determined the number of feature maps $N$ based on previous implementation [26].

The time window was often used in previous research to perform activity recognition on the data collected in a certain time period. We chose to not do so because activities in real-world scenarios often have very different durations, even activities of the same type (Fig. 3). Even with the slow fusion model [32], a time window arbitrarily limits the system’s spatio-temporal features to the extent of the window. We addressed this problem by using a LSTM after each ConvNet to learn temporal associations between the spatial features over the timeline without using a time window (Fig. 4).

Note that, unlike previous research [22], we did not fuse the features from different datatypes immediately after the ConvNet modules. We used separate LSTMs to learn temporal associations for each sensor’s data, and merged the resulting features later (Fig. 4).

### 4.4 Temporal Associations and Fusion

While ConvNets learn spatial features, LSTMs perform sequential learning [6]. Considering that the activity is a continuous concept, the feature sequences extracted by ConvNets should contain valuable temporal information. Complex and continuous activities, as in the trauma room, have varying durations. To avoid the exploding and vanishing gradient problem [33], we used a LSTM structure. LSTM neurons inherit information over time using their “state” (or “memory”), which is independent from the input and output [33] (Fig. 7). We only implemented the forward LSTM (as opposed to a bidirectional one) because in activity recognition applications the future data is unknown. We provide a brief overview of LSTM to help the reader understand our structure and details can be found elsewhere [33]. Three major modules of a typical forward LSTM...
neuron are the forget gate, the memory gate, and the output (Fig. 7 dashed boxes).

The forget gate decides whether previous memories should be considered in the current time instance. For time instance \( t \), we use \( x_t \) to denote the neuron input, \( C_t \) to denote its memory, and \( h_t \) to denote its output. The output of forget gate at time \( t \) is:

\[
f_t = \sigma(W_f[x_t,h_{t-1}] + b_f)
\]

where \( \sigma(\cdot) \) denotes the sigmoid activation function, \( W_f \) denotes the weights, and \( b_f \) denotes the bias.

The memory gate produces the current memory \( C_t \) by generating a new candidate memory \( \tilde{C}_t \) and combining it with the old memory passed from the forget gate \( f_t \):

\[
i_t = \sigma(W_i[x_t,h_{t-1}] + b_i)
\]
\[
\tilde{C}_t = \tanh(W_c[x_t,h_{t-1}] + b_c)
\]
\[
C_t = i_t \cdot \tilde{C}_t + f_t \cdot C_{t-1}
\]

where \( i_t \) is the input gate activation, \( f_t \) is the forget gate activation, and \( W \) and \( b \) terms are the weights and biases.

Finally, the output gate decides the output of LSTM neuron:

\[
o_t = \sigma(W_o[x_t,h_{t-1}] + b_o)
\]
\[
h_t = o_t \cdot \tanh(C_t)
\]

where \( o_t \) is the output gate activation, and \( h_t \) is the output of the neuron at time \( t \).

We designed a two-level LSTM structure to learn the temporal associations between features (Fig. 8). The first level of our LSTM is connected only backward to the associated convolutional layers. Each LSTM takes input from the last convolutional layer of its own datatype-specific ConvNet. The outputs of our three LSTMs (one for each data type) are then fully connected to a fusion layer. The fusion layer is a fully-connected layer that is partially backward-connected to each of the previous LSTMs and fully forward-connected to the following LSTM. An implementation of a similar fusion layer has shown that these layers can be tuned using normal backpropagation [22]. Finally, the second-level LSTM layer learns the temporal associations between merged features (output of the fusion layer).

We decided to add LSTM layers both before and after the fusion layer to first learn the temporal associations within the extracted feature of each data type, and then learn the temporal associations between data types. An alternative is to first merge the spatial information from each feature extractor (ConvNet structures) and then use LSTM to learn the temporal associations.

We also made the second LSTM half the size of the fusion layer for a smooth dimensionality reduction (no more than 10-times difference between adjacent layers) leading up to the final 35-activities class decision (Fig. 8).

### 4.5 Coding Layer

The last step in recognition of concurrent activities is to simultaneously make predictions for all activities in progress during the current time instance. The multiclass classifier (which predicts one label per time instance) is not applicable because it is incapable of making multiple positive predictions.
predictions at once. We could have used multiple parallel binary classifiers (one per activity), but this would require an infeasible 35 fully-connected classifiers in our case, which is not scalable to larger numbers of activities.

We instead treated concurrent activity recognition as a coding problem in which a binary code represents the status of activities. In the code, a bit for each activity indicates whether it is in progress (one) or not (zero). We named this layer the coding layer (Fig. 9).

The coding layer has three components: the fully-connected layer, the scaling layer, and the thresholding layer (Fig. 9). The fully-connected layer takes the output of the previous LSTM layer and has \( N \) neurons, where \( N \) is the total number of activities (\( N = 35 \) for the trauma resuscitation dataset). Depending on the activation function used in the fully-connected layer, a threshold (e.g. \( \delta = 0.5 \) for sigmoid activation) can be directly applied to the output of the fully-connected layer to generate the binary code. The weights of the fully-connected layer could be adjusted using regular backpropagation with the mean square error (MSE) loss function. This would face problems since backpropagation would try to minimize the MSE to reach the global optimum. However, since we still have to use a fixed threshold to turn the last layer’s output into binary predictions, the global MSE optimum does not always lead to correct predictions.

We could either normalize the value range of neuron outputs in the last layer to fit a certain threshold, or we could train the threshold for each neuron in the last layer. We adopted the former approach by introducing a scaling layer with each neuron only pairwise-connected to neurons in the fully-connected layer (Fig. 9). We call neurons in the scaling layer “scaler neurons”. The pairwise connections ensure that each threshold neuron will only be used for a single activity prediction. We used the sigmoid activation function for scaler neurons to scale the output from zero to one. Because the sigmoid neuron outputs values greater than 0.5 for a positive input and smaller than 0.5 for a negative input, we used the leakyReLU activation function [18] in the previous fully-connected layer to ensure the value for the scaling layer is distributed in both positive and negative axis. In this way, the minimum and maximum output from the threshold neuron is the same as the categorical label, and the global MSE optimum is equivalent to the categorical global optimum. The backpropagation error term is:

\[
\Delta_i = -\gamma (a_i - g_i) f'(S_i)
\]

where \( \Delta_i \) is the error term for backpropagation, \( \gamma \) is the learning rate, \( a_i \) is the \( i \)th output neuron, \( g_i \) is the \( i \)th ground truth, and \( f'(S_i) \) is the partial derivative of the \( i \)th sigmoid activation function. The outputs of the scaling layer are bounded between zero and one. A subsequent thresholding layer with the threshold \( \delta = 0.5 \) can be applied to generate the binary code for the prediction result.

5. IMPLEMENTATION

5.1 Model Training

We used Keras [34] with the TensorFlow backend, and a GTX 1080 GPU with 8GB VRAM for training. We used adaptive moment estimation (Adam) optimization to adjust the learning rate, with decay rates \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \) as suggested previously [35]. We also implemented dropout to prevent overfitting.

Most components of our network structure are available in deep learning frameworks, and can be implemented directly. We manually programmed our coding layer under the Keras framework.

During model training, we used random weight initialization; using the same initial weights or all-zeroes would lead to training problems. To make training more efficient, we delivered both positive and negative values to the coding layer by using the leakyReLU activation function in all convolutional layers [18] as the activation function in the convolutional layers. Because of different input data types and the structure of our convolutional network, the output scale in the last convolutional layer for different data types may be very different. Directly combining the features extracted from different sensor data in the later fusion layer would lead to low training efficiency. We used the sigmoid as the activation function for the last convolutional layer for each input to normalize the output of the activations to the range from negative one to one before data fusion.

Previous research [22] has shown that using partial data from process runs for both the training and testing causes overfitting, so we used whole independent runs for training versus testing. Specifically, we used 80% of our cases to train the system and used the remaining 20% of our cases for testing. Since we used LSTMs, the data within each case were not randomized during the training phase and the LSTM states were reset after each case in the training phase. In total, we performed 1,000 epochs of training.

5.2 Computer Memory Requirement Analysis

The memory analysis is an important step in the model design, especially for large and complex models. A good model should be trainable in a reasonable amount of time on commercially available computers. We estimated the memory required for feedforward (runtime) and
Table 2. The required memory size (in bytes) in different layers of our deep learning structure during feedforward and backpropagation procedures for the data collected in each time instance.

| Depth | Feedforward | Backpropagation | MFSC | Feedforward | Backpropagation | RSSMap | Feedforward | Backpropagation |
|-------|-------------|-----------------|------|-------------|-----------------|--------|-------------|-----------------|
| Input | 256*256*4=0.48M | 64*64*1*4=0.015M | 36*48*25*4=0.16M | 3*3*32*1*4=0.001M | 3*3*32*1*4=0.001M | 3*3*25*32*4=0.025M |
| Conv1 | 256*256*32=8M | 3*3*32*32*4=0.05M | 3*3*32*32*4=0.06M | 3*3*32*32*4=0.06M | 18*24*32*4=0.05M |
| Pool1 | 128*128*32*4=2M | 0 | 32*32*32*4=0.13M | 0 | 9*12*64*4=0.025M |
| Conv2 | 128*128*64*4=4M | 3*3*32*64*4=0.25M | 3*3*32*64*4=0.064M | 3*3*32*64*4=0.064M | 0 |
| Pool2 | 64*64*64*4=1M | 0 | 16*16*64*4=0.06M | 0 | 9*12*64*4=0.025M |
| Conv3 | 64*64*128*4=2M | 3*3*64*128*4=0.256M | 3*3*64*128*4=0.256M | 3*3*64*128*4=0.256M | 0 |
| Pool3 | 32*32*128*4=0.5M | 0 | 4*4*128*4=0.008M | 0 | 3*3*128*4=0.004 |
| Conv4 | 32*32*256*4=1M | 3*3*128*256*4=1M | 4*4*256*4=0.016M | 3*3*128*256*4=1M | 0 |
| Pool4 | 16*16*256*4=0.25M | 1*1*256*4=0.001M | 0 | 1*1*256*512*4=0.5M |
| Conv5 | 16*16*512*4=0.5M | 3*3*256*512*4=4M | 1*1*512*4=0.002M | 1*1*256*512*4=0.5M | 0 |
| Pool5 | 4*4*512*4=0.03M | 0 | 1*1*1024*4=0.003M | 0 |
| Conv6 | 4*4*1024*4=0.06M | 3*3*512*1024*4=16M | 0 | 1*1*1024*4=0.003M |
| Pool6 | 1*1*1024*4=0.003M | 0 | 1*1*1024*1024*4=4M |
| Con7 | 1*1*1024*4=0.003M | 1*1*1024*1024*4=4M |
| LSTM | 512*4=0.002M | 1024*512*4=8=16M | 256*4=0.001M | 256*4=0.001M | 512*256*4=5=4M |
| Fusion | 512*4=0.002M | 512*512*4=1M | 512*256*4=0.5M | 512*256*4=0.5M |

backpropagation (training) procedures for our model as a reference for future implementations (Table 2). Note that our model requires significantly less memory compared to systems using multiple binary classifiers for concurrent prediction status (assuming each binary classifier uses a similar deep learning structure with softmax layers for final decision-making).

The design of deep learning structures (number of convolutional layers and neurons in fully-connected/LSTM layers, etc.) is empirical and based on experience, but is often determined by the hardware constraints. For every second of data, our design required around 23MB memory for the feedforward prediction and ≈57.5MB for backpropagation training. This fact allowed us to train the system using mini-batches containing either one minute of data (for GPUs with a small 4GB memory) or two minutes (for high end GPUs such as GTX 1080). We assumed that ≈500MB of memory was occupied by the Linux OS. Our memory analysis also revealed that our system efficiently shared the multimodal CNN-LSTM feature extraction for the coding layer.

6. EXPERIMENTAL RESULTS

6.1 Trauma Resuscitation Dataset

6.1.1 Dataset Description

This dataset (synchronized RFID, depth, and audio data) was collected during 42 actual trauma resuscitations with over 30 hours of data [3]. The RFID data were collected with 8 antennas using 2 Impinj R420 readers; the depth video and audio data were collected with the Kinect sensor (the RGB camera was not used). The ground truth coding was done manually by medical experts from surveillance videos.

We selected 35 activities (Table 3) for this study. Because the performed activities depend on various factors including patient attributes, the dataset contains varying amounts of data for different activities. Trauma resuscitation is inherently a fast-paced teamwork process and concurrent activities are common. In our dataset, about 50% of the time instances contained concurrency (Fig. 1(a)).

6.1.2 Experimental Results

We first evaluated the system by calculating the average accuracy for the recognition of concurrent activities:

\[ acc = \frac{\sum_{i=1}^{A} \sum_{j=1}^{T} XNOR(P_{ij}, G_{ij})}{A \cdot T} \]

where \( A \) is the total number of activities (\( A=35 \) in our case) and \( T \) is the total number of time instances in the testing set. \( XNOR() \) denotes the XNOR operation. \( P_{ij} \) denotes the prediction results for activity \( i \) at time instance \( j \). Similarly, \( G_{ij} \) denotes the ground truth for activity \( i \) at time instance \( j \). The average accuracy for 35 activities was 93.48% (Fig. 10).

As mentioned, the positive (activity is in progress) and negative (activity not in progress) samples in our dataset were imbalanced, and therefore the accuracy alone does not reflect well the system performance. We included the
Table 3. The 35 activities and their codes used in this study. Shaded are activities that used tagged objects (Table 1).

| Code | Activity                      | Code | Activity                      | Code | Activity             |
|------|-------------------------------|------|-------------------------------|------|----------------------|
| A    | Abdomen Assessment            | EA   | Exposure Assessment           | M    | Mouth Assessment     |
| AA   | Airway Assessment             | EAR  | Ear Assessment                | N    | Nose Assessment      |
| B    | Bolus Delivery                | EC   | Exposure Control              | NE   | Neck Assessment      |
| BA   | Breathing Assessment          | ET/TT| Confirm ET/Trach Tube Placement| OS   | Oxygen Saturation   |
| BC   | Breathing Control             | EY   | Eye Assessment                | PC   | Pulse Check          |
| BK   | Back Assessment               | F    | Face Assessment               | PE   | Pelvis Assessment    |
| BP   | Blood Pressure                | G    | Genital Assessment            | PU   | Pupil Assessment     |
| CA   | Circulation Assessment        | GCS  | GCS Calculation               | RLE  | Right Lower Extremity Assessment |
| CC   | Circulation Control           | H    | Head Assessment               | RO   | Relieve Obstruction  |
| CR   | CPR                           | I    | Intubation                    | RUE  | Right Upper Extremity Assessment |
| CS   | C-Spine Stabilization         | LUE  | Left Upper Extremity Assessment| SA   | Secondary Survey Adjuncts |

![Fig. 10. Our system evaluation with accuracy (Acc.), precision (Prec.) F1 score (F1), informedness (Inf.) and markedness (Mark.). Sorted in the descending order of precision.](image_url)

F1-measure, Informedness and Markedness [36] to better evaluate the system performance (Fig. 10).

We also analyzed the activity recognition performance for 3 types of activities as case studies:

1. The system achieved stable and accurate prediction performance for activities with long durations and activities that usually occurred simultaneously, such as BC and CA (Fig. 2; acronyms in Table 3). This likely occurred because the LSTM was able to learn the temporal associations between simultaneously occurring activities. Even if the ConvNet failed to extract all the spatial features, the LSTM was still able to use temporal associations between features to make correct predictions.

2. The activities where people had very distinct postures or used RFID-tagged objects generally had better recognition accuracy. For example, when performing BA, the provider needs to stand in the patient head area and slightly lean over the patient. This unique posture can be effectively learned by the ConvNet. The RFID and microphone array provided useful information for activities that required object-use. For example, blood pressure cuffs and bulbs tagged with passive RFID tags provided useful information to detect the BP activity.

3. Rare or short activities (such as CR, I in Fig. 3) were hard to recognize for two reasons. The dataset usually had not enough training samples for rare or short activities for the ConvNet to learn the representative features. Therefore, the network was not sensitive enough to such activities. Also, rare activities did not occur in every case, providing only weak temporal associations for the LSTM to learn.

4. The activities that did not use any objects, did not have unique performer’s posture or could not be clearly captured by the camera, were hard to detect (e.g. LLE and PC). These problems were generally caused by limitations of our sensors. A potential solution is to install additional depth sensors on the wall opposite of the current Kinect and use other sensors to better detect human motion.

Finally, we compared our system to previous systems for medical activity recognition [3][10] and process phase detection [22][37][38] (Table 4). Given only a few published works, we also compared our system with activity recognition in other domains [32][39] (Table 4). Because different systems were proposed for different application scenarios, with different sensors and activities of different complexity (staged vs. real vs. concurrent real activities), we cannot declare any system as the best. We found that:

1. Generally, large-scale activity recognition is more challenging than small scale one. A work on video classification [32] achieved a fairly low accuracy (top 1
Our priority was to avoid interference with work and then try to maximize the performance.

3. Concurrent activities are frequent in real-world scenarios and in large datasets video clips may be labeled with multiple tags [32]. Most previous research got around the multiclass classifier’s limitations by simply duplicating the data with concurrent activities and labeling them with the labels of those activities. Our experimental results showed that our system is able to achieve similar recognition performance for concurrent activities, using a single classifier instead of multiple binary classifiers.  

6.2 Charades Dataset  
To evaluate our system on concurrent activity recognition using different data sources, we selected the Charades dataset, containing 157 action labels [11]. We selected this dataset for two reasons. First, it contains well-labeled daily living activity videos. Since our trauma resuscitation experiment did not use an RGB camera, we also wanted to demonstrate the system’s applicability to other sensors. Second, concurrent activities are common in daily living scenarios and this dataset demonstrates our system’s ability to recognize concurrent activities.

To make our network structure work with the dataset containing RGB video only (480x360px) and meet the hardware limitations, we downsampled the videos to 256x256px. We modified our proposed network structure to use a single ConvNet and removed the fusion layer to work with RGB input only. Since there were 157 activities, the coding layer had 157 neurons, and generated 157-bit binary codes every second, representing the respective activity statuses.

We compared our results with results reported in other research [11], using their suggested training and testing data split. We used the GTX 1080 GPU to train the model, which took about 10 days to converge, but the network could be further tuned. Given the predictions, we calculated the mean average precision (mAP) to compare our system performance with other approaches [11] (Table 5). Note that the previous classification evaluation [11] did not describe how they handled the concurrency, so we assumed they trained multiple one-vs-rest SVMs for each activity. Our comparison showed that our system achieved the performance competitive with the baselines (Table 5). Our network structure can be easily implemented with other data sources under scenarios with or without concurrent activities. Considering that we only used the low-resolution videos for system training and we only trained the system for a limited time, there is still opportunity for fine tuning the system to achieve better performance.

6.3 Olympic Sports Dataset  
Our system also works well with regular single-activity prediction from single sensor data and we used the Olympic sports dataset [12] as a demonstration. The dataset contains videos of 16 different sports (Table 6) with only RGB frames and no audio. All videos were on YouTube and class labels were annotated with the help of Amazon Mechanical Turk. Similar to the Charades dataset, we slightly modified our network structure to have only an RGB-video ConvNet branch and removed the fusion layer. As suggested by previous research that used the same dataset, 80% of data in each label was used for training and the remaining 20% for testing and cross validation. We calculated the average

| Process phase detection system                                      | Accuracy | #Activities | Sensor                           | Concurrent activity recognition |
|---------------------------------------------------------------------|----------|-------------|----------------------------------|---------------------------------|
| RFID based activity recognition system [10]                        | 75%      | 10 activities | Passive RFID only                | Yes                             |
| Deep learning for RFID-based activity recognition [3]              | 80%      | 10 activities | Passive RFID only                | No                              |
| Online resuscitation phase detection [22]                          | 80%      | 6 resuscitation phases | Passive RFID and depth sensor | No                              |
| Modeling and online recognition of surgical phases using hidden Markov models [37] | 86% | 14 surgical phases | Signal from medical sensor | No                              |
| Phase recognition during surgical procedures using embedded and body-worn sensors [38] | 77% | 7 surgical activities | Wearable sensor and RFID | No                              |
| Large scale video classification with ConvNet [32]                 | 64% (top 1) | 487 activities | RGB camera | No                              |
| Recurrent neural networks for analyzing relations in group activity recognition [39] | 80% | 10 activities | RGB camera | No                              |
| Proposed system                                                     | 93.9%    | 35 activities | Passive RFID, depth sensor and microphone array | yes                             |
precision to compare our system performance with other approaches that used the same dataset [12][40] (Table 6).

The comparison showed that our approach achieved the best performance in 4 out of 16 activities. Existing research did not mention their specific split of training and testing data, so their performance might be slightly different for the same dataset. The network tuning became slower with smaller learning rates, so we stopped the model training at 150 epochs due to time limitations. Our results showed that our system could be easily implemented for multiclass classification problems as well as use single or multiple sensors, which met our design goal. The system performance could be improved with more convolutional layers and deep LSTM layers, or using the existing multimodal structure for video classification [32]. Further training the system with lower learning rates for longer times would certainly improve the performance. However, tuning the network for specific applications is beyond the scope of this study.

7. DISCUSSION

7.1 The Number of Activity Labels Matters

There were 35 activity types labeled in the trauma resuscitation dataset and 157 in the Charades dataset. Depending on the application, different types of activities can be labeled for tracking, while other activities will be ignored. In addition, activities could be differentiated or generalized into finer or broader categories. Both approaches may significantly increase or decrease the total number of activities in the dataset, changing the extent of co-occurring activities or even creating false “idle periods”. This outcome may, in turn, influence the recognition performance. For example, fewer activity labels will likely result in fewer concurrent activities, reducing the volume of temporal relationships for the LSTM to learn.

We applied our system to the well-known CIFAR 100 dataset, containing 100 types of images to perform concurrent image recognition. We chose this approach as equivalent to concurrent activity recognition with multisensory input [42], because activity-recognition model training with video input takes much longer time. To simulate concurrent image recognition (recognizing multiple targets in a single image at once), we randomly selected 6 images from the CIFAR 100 dataset and combined them into a single large image (Fig. 11). We thus generated 50,000 training images and 10,000 testing images. We trained and tested with different numbers of labels ranging from 10 (only 10 image types were labeled, and the others were ignored) to 100 (all images labeled). We calculated the accuracy and average precision (AP) for different scenarios (Fig. 12). The results showed that the system trained and tested on a larger number of labels will likely have higher testing accuracy and lower AP. This result may be because with a larger set of labels and a few positive labels in each subset, accuracy will be less representative. The total number in the denominator increases and the number of correct predictions often stays roughly the same. The AP tends to be lower, since with more activities, it is easier for the system to confuse one activity with another and have false alarms.

Research or real-world applications of activity recognition will inevitably track only a subset of people’s activities and non-tracked activities will decrease temporal relationships or appear as “idle times”. As our experiment shows, using only the accuracy or AP cannot fully reveal the system performance. Therefore, system evaluation results should report as well the distribution of co-occurring activities and the fraction of idle time (Fig. 1).

![Fig. 11. An example of combined images for multi-target or “concurrent” recognition.](image)
antenna configurations, the scaled relative RSS values should remain similar.

**Ground truth coding efficiency:** The current model training relies on manually generated ground truth, which is laborious and requires domain expertise. Training deep learning models will require a large volume of ground truth coding and for some domains. Instead of relying on human coding for every second of data, we believe a semi-supervised model will help save coding time and make ground truth coding more efficient [43].

### 7.3 Future Extensions

**Applications beyond activity recognition:** Due to the ability to treat the task as coding problem, the proposed system can be applied to many other fields in activity recognition. For example, if we treat the general image/video classification as coding problems, we can directly apply the proposed system for image and video classification which should work similarly as multiclass classification models using softmax layers for decision-making. However, if a video or video contains multiple targets and requires image captioning or description, the multiclass classification won’t be able to make concurrent predictions at once. The common solution for image captioning and description is to first search for the region of interests using region proposal method [44] and then run the recognition for targets in each region [45]. Based on the proposed system structure, an alternative is to consider the image captioning as a coding problem, where each digit in the binary code denotes a possible target. With the proposed model, the image with multiple targets can be labeled without using the region proposal with a single neural network.

We performed some preliminary experiments using the famous MNIST dataset [46] and CIFAR 100 dataset [42] for multi-target image recognition. We randomly selected 6 images form each dataset and put them together as one large image. The preliminary results show 94.1% accuracy and 0.96 mAP for multiple digits recognition in MNIST dataset and 91.3% accuracy with 0.16 mAP for CIFAR 100 dataset.

**Daily activity recording:** The proposed system can be used for real-life complex activity recognition with multisensory data. Since wearable sensors and mobile phones have multiple built-in sensors, such as light sensors, gyroscopes, microphones, etc., the proposed system can be used with these mobile devices for daily living monitoring and recording. There are many current studies focused on daily living monitoring with mobile sensors, but most of them only trained and tested for a few activities [47]. In such cases, the system is not guaranteed to achieve the same performance compared to testing sets with limited activities. Our system is able to learn the spatial-temporal features from the recorded raw data and make large scale activity recognition even with concurrent activities.

### 8. CONCLUSION

We presented a system structure that uses deep learning for concurrent activity recognition from multiple sensory
datatypes. We tested our system with several different datasets and with one general system achieved results comparable to existing specialized systems. We believe our research delivers the following benefits to the community:

1. A feature-learning structure capable of learning the spatial-temporal features directly from the raw data via ConvNet and LSTM structures, which requires neither manual feature selection nor classifier selection.
2. The fast and resource-efficient coding-layer structure for concurrent activity and multi-target recognition.
3. A demonstration of the RSS-map data representation for RFID data. Our RSS map works well with ConvNets and shallow classifiers. It can be used for other sensor types, such as WIFI nodes, Bluetooth nodes, or wearable sensors, as well.
4. Detailed memory analysis for each layer of our deep multimodal structure, which can be used as a reference for future research.
5. Experimental results using published datasets such as the Charades and Olympic datasets, which can be used as a baseline for future research.
6. Examples of extending our framework to other uses such as data classification, captioning and description.

9. REFERENCES
[1] Lara, O.D., & Labrador, M.A. A survey on human activity recognition using wearable sensors. *IEEE Communications Surveys & Tutorials*, 15(3), 1192-1209, 2013.
[2] Chaquet, J.M., Carmona, E.J., & Fernández-Caballero, A. A survey of video datasets for human action and activity recognition. *Computer Vision and Image Understanding*, 117(6), 633-659, 2013.
[3] Li, X., Zhang, Y., Marsic, I., et al. Deep Learning for RFID-Based Activity Recognition. In *Proceedings of the 14th ACM Conference on Embedded Network Sensor Systems CD-ROM* (pp. 164-175). ACM, 2016.
[4] Yosinski, J., Clune, J., Nguyen, A., Fuchs, T., et al. Understanding neural networks through deep visualization. *arXiv preprint arXiv:1506.06579*, 2015.
[5] Simonyan, K., & Zisserman, A. Very deep convolutional networks for large-scale image recognition. *arXiv preprint arXiv:1409.1556*, 2014.
[6] Donahue, J., Anne Hendricks, L., Guadarrama, S., et al. Long-term recurrent convolutional networks for visual recognition and description. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition* (pp. 2625-2634), 2015.
[7] Kurata, G., Xiang, B., Zhou, B., et al. Leveraging Sentence-level Information with Encoder LSTM for Natural Language Understanding. *arXiv preprint arXiv:1601.01530*, 2016.
[8] Bae, S.H., Choi, I., & Kim, N.S. Acoustic Scene Classification Using Parallel Combination of LSTM and CNN. In *Proceedings of the Detection and Classification of Acoustic Scenes and Events 2016 Workshop (DCASE2016)*, 2016.
[9] Ma, S., Sigal, L., & Sclaroff, S. Learning activity progression in LSTMs for activity detection and early detection. In *Proc. IEEE Conference on Computer Vision and Pattern Recognition* (pp. 1942-1950), 2016.
[10] Li, X., Yao, D., Pan, X., et al. Activity recognition for medical teamwork based on passive RFID. *2016 IEEE International Conference on RFID (RFID)*, 1-9, 2016.
[11] Sigurdsson, G.A., Varol, G., Wang, X., et al. Hollywood in homes: crowdsourcing data collection for activity understanding. *arXiv preprint arXiv:1604.01753*, 2016.
[12] Niebles, J.C., Chen, C.W., & Fei-Fei, L. Modeling temporal structure of decomposable motion segments for activity classification. In *European Conference on Computer Vision* (pp. 392-405). Springer Berlin, 2010.
[13] Ravi, N., Dandekar, N., Myapore, P., & Littman, M.L. Activity recognition from accelerometer data. In *AAAI* (Vol. 5, pp. 1541-1546), 2005.
[14] Patterson, D.J., Fox, D., Kautz, H., & Philipose, M. Fine-grained activity recognition by aggregating abstract object usage. In *Ninth IEEE International Symposium on Wearable Computers (ISWC'05)* (pp. 44-51). IEEE, 2005.
[15] Gao, L., Bourke, A.K., & Nelson, J. Evaluation of accelerometer based multi-sensor versus single-sensor activity recognition systems. *Medical Engineering & Physics*, 36(6), 779-785, 2014.
[16] Van Kasteren, T., Noulas, A., Englebienne, G., & Kröse, B. Accurate activity recognition in a home setting. In *Proceedings of the 10th Int'l Conference on Ubiquitous Computing* (pp. 1-9). ACM, 2008.
[17] Wu, C., Khalili, A.H., & Aghajan, H. Multiview activity recognition in smart homes with spatio-temporal features. In *Proceedings of the Fourth ACM/IEEE International Conference on Distributed Smart Cameras* (pp. 142-149). ACM, 2010.
[18] He, K., Zhang, X., Ren, S., & Sun, J. Deep residual learning for image recognition. *arXiv preprint arXiv:1512.03385*, 2015.
[19] Lane, N.D., & Georgiev, P. Can deep learning revolutionize mobile sensing? In *Proceedings of the 16th International Workshop on Mobile Computing Systems and Applications* (pp. 117-122). ACM, 2015.
[20] Li, X., Zhang, Y., Li, M., et al. Deep Neural Network for RFID Based Activity Recognition. In *Wireless of the Students, by the Students, and for the Students (S3) Workshop with MobiCom*, 2016.
[21] Kahou, S.E., Bouthillier, X., Lamblin, P., et al. Emonets: Multimodal deep learning approaches for emotion recognition in video. *Journal on Multimodal User Interfaces*, 1-13, 2015.
[22] Li, X., Zhang, Y., Li, M., et al. Online process phase detection using multimodal deep learning. In Proc. 7th IEEE Annual Ubiquitous Computing, Electronics & Mobile Communication Conf. (UEMCON 2016), 2016.

[23] Benmansour, A., Bouchachia, A., & Feham, M. Multioccupant activity recognition in pervasive smart home environments. ACM Computing Surveys, 48(3), 34, 2016.

[24] Gori, I., Aggarwal, J.K., Matthies, L., & Ryoo, M.S. Multitype Activity Recognition in Robot-Centric Scenarios. IEEE Robotics and Automation Letters, 1(1), 593-600, 2016.

[25] Abdel-Hamid, O., Deng, L., & Yu, D. Exploring convolutional neural network structures and optimization techniques for speech recognition. In Interspeech (pp. 3366-3370), 2013.

[26] Long, J., Shelhamer, E., & Darrell, T. Fully convolutional networks for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (pp. 3431-3440), 2015.

[27] Karpathy, A., Johnson, J., & Fei-Fei, L. Visualizing and understanding recurrent networks. arXiv preprint arXiv:1506.02078, 2015.

[28] Hochreiter, S., Bengio, Y., Frasconi, P., & Schmidhuber, J. Gradient flow in recurrent nets: the difficulty of learning long-term dependencies. A Field Guide to Dynamical Recurrent Neural Networks. IEEE Press, 2001.

[29] Li, X., Zhang, Y., Marsic, I., et al. Privacy preserving dynamic room layout mapping. In International Conference on Image and Signal Processing (pp. 61-70). Springer International Publishing, 2016.

[30] Muda, L., Begam, M., & Elamvazuthi, I. Voice recognition algorithms using mel frequency cepstral coefficient (MFCC) and dynamic time warping (DTW) techniques. arXiv preprint arXiv:1003.4083, 2010.

[31] Abdel-Hamid, O., Mohamed, A.R., Jiang, H., et al. Convolutional neural networks for speech recognition. IEEE/ACM Transactions on audio, speech, and language processing, 22(10), 1533-1545, 2014.

[32] Karpathy, A., Toderici, G., Shetty, S., et al. Large-scale video classification with convolutional neural networks. In Proceedings of the IEEE conference on Computer Vision and Pattern Recognition (pp. 1725-1732), 2014.

[33] Hochreiter, S., & Schmidhuber, J. Long short-term memory. Neural computation, 9(8), 1735-1780, 1997.

[34] Chollet, F., “Keras”, 2015, GitHub (https://github.com/fchollet/keras)

[35] Kingma, D., & Ba, J. Adam: A method for stochastic optimization. arXiv preprint arXiv:1412.6980, 2014.

[36] Powers, D.M.W. Evaluation: From precision, recall and F-measure to ROC, Informedness, Markedness and Correlation. Journal of Machine Learning Technologies, 2(1), 37-63, 2011.

[37] Blum, T., Padoy, N., Feußner, H., & Navab, N. Modeling and online recognition of surgical phases using hidden Markov models. In International Conference on Medical Image Computing and Computer-Assisted Intervention (pp. 627-635). Springer Berlin Heidelberg, 2008.

[38] Bardram, J.E., Doryab, A., Jensen, R.M., et al. Phase recognition during surgical procedures using embedded and body-worn sensors. In Pervasive Computing and Communications (PerCom), 2011 IEEE International Conference on (pp. 45-53). IEEE, 2011.

[39] Deng, Z., Vahdat, A., Hu, H., & Mori, G. Structure inference machines: Recurrent neural networks for analyzing relations in group activity recognition. arXiv preprint arXiv:1511.04196, 2015.

[40] Tang, K., Fei-Fei, L., & Koller, D. Learning latent temporal structure for complex event detection. In Proc. 2012 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), (pp. 1250-1257). IEEE, 2012.

[41] Laptev, I., Marszalek, M., Schmid, C., & Rozenfeld, B. Learning realistic human actions from movies. In Proc. 2008 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), (pp. 1-8). IEEE, 2008.

[42] Krizhevsky, A., & Hinton, G. Convolutional deep belief networks on cifar-10. Unpublished manuscript, 40, 2010.

[43] Mnih, V., Kavukcuoglu, K., Silver, D., et al. Human-level control through deep reinforcement learning. Nature, 518(7540), 529-533, 2015.

[44] Ren, S., He, K., Girshick, R., & Sun, J. Faster R-CNN: Towards real-time object detection with region proposal networks. In Advances in neural information processing systems (pp. 91-99), 2015.

[45] Johnson, J., Karpathy, A., & Fei-Fei, L. Densecap: Fully convolutional localization networks for dense captioning. arXiv preprint arXiv:1511.07571, 2015.

[46] LeCun, Y., Cortes, C., & Burges, C.J. The MNIST database of handwritten digits, 1998. Available online at http://yann.lecun.com/exdb/mnist.

[47] Fang, B., Lane, N.D., Zhang, M., et al. BodyScan: Enabling radio-based sensing on wearable devices for contactless activity and vital sign monitoring. In Proceedings of the 14th Annual International Conference on Mobile Systems, Applications, and Services (pp. 97-110). ACM, 2016.