DOLBEAULT COHOMOLOGY OF GRAPHS AND BERKOVICH CURVES
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ABSTRACT. We introduce real-valued \((p, q)\)-forms on weighted metric graphs with boundary similar to Lagerberg forms on polyhedral spaces. We compute the Dolbeault cohomology and prove Poincaré duality. Using Thuillier’s thesis, the skeleton of a strictly semistable formal curve is canonically a weighted metric graph with boundary. We use that and our companion paper on weakly smooth forms to compute the Dolbeault cohomology for weakly smooth forms on any non-Archimedean compact rig-smooth analytic curve \(X\), and prove Poincaré duality when \(X\) is proper.

1. INTRODUCTION

It is well-known that compact metric graphs are a discrete analogue of compact Riemann surfaces. In both theories, we have a genus, a Laplacian, harmonic functions, a Riemann–Roch theorem, differential forms, and a Jacobian. In the following, we consider a \textit{weighted metric graph} \(\Sigma\) \textit{with boundary}, i.e. a compact metric multigraph \(\Sigma\) with no loop edges where each edge \(e\) has a weight \(w(e) \in \mathbb{Z}_{>0}\), and where the boundary is any subset \(\partial \Sigma\) of the vertices; see 2.1 for more details. Such graphs arise naturally as skeletons of compact non-Archimedean curves; the second half of this paper will be devoted to applications to non-Archimedean curves. With these applications in mind, we have to allow non-connected graphs with isolated vertices in \(\Sigma\), but for simplicity of the exposition we assume throughout the introduction that \(\Sigma\) \textit{is connected and that \(\Sigma\) has an edge}.

1.1. Harmonic functions and maps. A function \(f : \Sigma \to \mathbb{R}\) is called \textit{harmonic} if \(f\) is linear on each edge, and if for any vertex \(v \notin \partial \Sigma\), we have

\[
\sum_{e} w(e) \frac{df}{dt_e}(v) = 0,
\]

where the sum is taken over all outgoing edges \(e\) at \(v\) and where \(\frac{df}{dt_e}(v)\) denotes the outgoing slope at \(v\) along \(e\). See 3.1 for more details.

We say that a map \(\varphi : \Sigma' \to \Sigma\) of metric weighted graphs with boundary is \textit{harmonic} if \(\varphi\) satisfies the following properties:
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(1) After possible subdivisions, every edge of $\Sigma'$ is mapped either linearly onto an edge or onto a vertex of $\Sigma$.

(2) If $\varphi$ is non-constant locally at $v' \in \Sigma'$ with $\varphi(v') \in \partial \Sigma$, then $v' \in \partial \Sigma'$.

(3) Locally, $\varphi$ pulls back harmonic functions on $\Sigma$ to harmonic functions on $\Sigma'$.

We explore harmonic maps in 3.2, generalizing results from [ABBR15] given in the context of unweighted metric graphs without boundary. Examples of harmonic maps arise from subgraphs (see 3.3), from modifications obtained by attaching finitely many trees (see 3.4) and from quotients by finite groups acting by harmonic maps on $\Sigma$ (see 3.5).

1.2. Smooth forms on graphs and Lagerberg forms. Lagerberg [Lag12] has introduced the sheaf $A^{p,q} := \mathcal{A}^p \otimes_{\mathcal{C}^\infty} \mathcal{A}^q$ of $(p,q)$-forms on $\mathbb{R}^n$, where on the right we use the sheaf $\mathcal{A}$ of usual smooth differential forms on $\mathbb{R}^n$. We call such $(p,q)$-forms smooth Lagerberg forms. The sheaf $\mathcal{A}^{p,q}$ is a bigraded differential sheaf of $\mathbb{R}$-algebras with an alternating product $\wedge$ and natural differentials $d': A^{p,q} \to A^{p+1,q}$ and $d'': A^{p,q} \to A^{p,q+1}$ which are analogues of the differential operators $\partial$ and $\overline{\partial}$ in complex analysis. For an open subset $U$ of $\mathbb{R}$ with coordinate function $x$, we have the following direct description:

1. The elements of $A^{0,0}(U)$ are the smooth real functions on $U$.
2. The elements of $A^{1,0}(U)$ have the form $f'd'x$ with $f \in A^{0,0}(U)$.
3. The elements of $A^{0,1}(U)$ have the form $f'd''x$ with $f \in A^{0,0}(U)$.
4. The elements of $A^{1,1}(U)$ have the form $f'd'x \wedge d''x$ with $f \in A^{0,0}(U)$.

Lagerberg forms are closely related to tropical geometry. We use now a similar construction to introduce smooth $(p,q)$-forms on the weighed metric graph $\Sigma$ with boundary.

**Proposition 1.2.1.** There is a unique sheaf $\mathcal{A}^{p,q}$ of bigraded $\mathbb{R}$-algebras on $\Sigma$ with an alternating product and differentials $d', d''$, whose elements are called smooth forms, with the following properties:

1. The sheaf $\mathcal{A}^{p,q}$ is insensitive with to subdivisions of $\Sigma$.
2. If $U$ is an open subset of an edge, then $A^{p,q}(U)$ agrees with the smooth Lagerberg forms on $U$ identified with an open subset of $\mathbb{R}$.
3. A smooth $(p,q)$-form is completely determined by its restriction to all open edges.
4. The harmonic functions and the elements of $A^{0,0}$ locally generate $\mathcal{A}^{p,q}$ as a bigraded differential sheaf of $\mathbb{R}$-algebras.

In 2.2, we will explicitly construct global $(p,q)$-forms on $\Sigma$, giving rise to a sheaf $\mathcal{A}^{p,q}$ of bigraded $\mathbb{R}$-algebras with an alternating product and differentials $d$, $d''$ such that properties (1), (2), (3) are satisfied and such that harmonic functions are smooth. We will show at the end of 3.2 that the smooth forms admit functorial pull-backs along harmonic maps of weighted metric graphs with boundary. In Section 4, we will study harmonic tropicalization maps $h: \Sigma \to \mathbb{R}^n$ and give a canonical lift of any smooth Lagerberg form on $\mathbb{R}^n$ to a smooth form on $\Sigma$. The main result (Proposition 4.3.2) is that any smooth form on $\Sigma$ is locally given by such a lift. This yields property (4) in Proposition 1.2.1.

1.3. Dolbeault cohomology on graphs. In 2.3, we give a theory of integration for smooth $(1,1)$ forms on $\Sigma$ such that the formula of Stokes holds. Roughly speaking, this is obtained from the classical theory replacing $d'x \wedge d''x$ on an edge $e$ by $dx$ to obtain
by using standard methods of graphs and surfaces, we define the Dolbeault cohomology groups for \( p \in \{0, 1\} \) by

\[
H^{p,0}(\Sigma, \partial \Sigma) = \ker(d'': A^{p,0}(\Sigma, \partial \Sigma) \to A^{p,1}(\Sigma, \partial \Sigma))
\]

\[
H^{p,1}(\Sigma, \partial \Sigma) = \text{coker}(d'': A^{p,0}(\Sigma, \partial \Sigma) \to A^{p,1}(\Sigma, \partial \Sigma))
\]

using the sheaf of smooth forms from Proposition 1.2.1. We set \( h^{1,j} := \dim H^{1,j}(\Sigma, \partial \Sigma) \).

**Proposition 1.3.1.** Let \( g \) be the genus of \( \Sigma \).

1. We have \( h^{0,0} = 1 \).
2. We have \( h^{1,1} = 1 \) if \( \partial \Sigma = \emptyset \), and \( h^{1,1} = 0 \) if \( \partial \Sigma \neq \emptyset \).
3. We have \( h^{1,0} = h^{0,1} = g \) if \( \partial \Sigma = \emptyset \), and \( h^{1,0} - \# \partial \Sigma + 1 = h^{0,1} = g \) if \( \partial \Sigma \neq \emptyset \).

This will be shown in Proposition 2.4.2 by using standard methods of graphs and the theory of integration from 2.3. In 2.5, we will show that Poincaré duality holds for Dolbeault cohomology on a weighted metric graph without boundary. For a harmonic morphism \( h: \Sigma' \to \Sigma \) of weighted metric graphs, we get a functorial pull-back \( h^*: H^{p,q}(\Sigma, \partial \Sigma) \to H^{p,q}(\Sigma', \partial \Sigma') \) induced by the pull-back of smooth \((p, q)\)-forms. This is an isomorphism if \( h \) is a modification (Lemma 3.4.2). If \( \Sigma \) is the quotient of \( \Sigma' \) by a finite group \( G \) acting harmonically, then we will show in Proposition 3.5.7 that \( H^{p,q}(\Sigma, \partial \Sigma) \cong H^{p,q}(\Sigma', \partial \Sigma')^G \).

### 1.4. Forms on Berkovich spaces

Let \( k \) be a non-trivially valued non-Archimedean field. In complex algebraic geometry, transcendental methods are often very useful. To initiate a non-Archimedean analogue, Chambert-Loir and Ducros [CD12] have introduced a notion of smooth real-valued forms on a Berkovich analytic space. Their construction roughly proceeds as follows. Let \( X \) be a non-Archimedean analytic space over \( k \), and let \( f: X \to G_m^{n,an} \) be a morphism on a compact analytic domain \( W \) of \( X \). The associated smooth tropicalization map is the composition \( h = \text{trop} \circ f \), where \( \text{trop}: G_m^{n,an} \to \mathbb{R}^n \) is the tropicalization map \((x_1, \ldots, x_n) \mapsto (-\log|x_1|, \ldots, -\log|x_n|)\). A smooth \((p, q)\)-form on \( X \) is then locally given on a compact analytic domain \( W \) of \( X \) by pullback of a smooth Lagerberg form on \( \mathbb{R}^n \) of bidegree \((p, q)\) via a smooth tropicalization map \( h: W \to \mathbb{R}^n \).

To a certain extent, these forms behave similarly as in complex geometry: Chambert-Loir and Ducros [CD12] show that there is a theory of integration with the Theorem of Stokes, and give a Poincaré–LeLong formula and a local approach to the Monge–Ampère operator [CD12, 6.9] using curvature. However, this theory has certain deficiencies, which are already visible in dimension 1. It is shown in [Jel19] that for certain non-trivially valued algebraically closed non-Archimedean ground fields \( k \), the Dolbeault cohomology group \( H^{1,1}(X) \) may be infinite dimensional, and Poincaré duality may fail, even when \( X \) is a smooth, proper curve. More precisely, if the residue field of \( k \) is \( \mathbb{C} \), then both finite dimensionality and Poincaré duality hold precisely if \( X \) is a Mumford curve. See also [JW18].

The fundamental reason for the phenomena listed above is that harmonic functions are not smooth in the theory of Chambert-Loir–Ducros. This goes back to a result of Thuillier [Thu05], as noticed in Wanner’s master thesis [Wan16]. For example, let \( k \) be a
non-trivially valued algebraically closed non-Archimedean field whose residue field \( \overline{k} \) is not algebraic over a finite field. Consider an elliptic curve \( E \) over \( k \) with good reduction over the ring of integers \( k^\circ \). Choose points \( P, Q \in E(k) \) with distinct reductions \( \overline{P}, \overline{Q} \) in the special fiber \( E_s \) of the smooth model of \( E \), and suppose that \( [\overline{Q}] - [\overline{P}] \) is not a torsion element of \( \text{Pic}^0(E_s) \). We may identify the residue discs \( \text{red}^{-1}(\overline{P}), \text{red}^{-1}(\overline{Q}) \) over \( \overline{P}, \overline{Q} \), respectively, with copies of the open unit disc \( B = \{x : |x| < 1\} \), such that \( P \) and \( Q \) are identified with \( 0 \in B(k) \). Define \( h : E^\text{an} \setminus \{P, Q\} \to \mathbb{R} \) by

\[
h(x) = \begin{cases} 
-\log|x| & \text{if } x \in \text{red}^{-1}(\overline{P}), \\
\log|x| & \text{if } x \in \text{red}^{-1}(\overline{Q}), \\
0 & \text{otherwise.}
\end{cases}
\]

This is a harmonic function on \( E^\text{an} \) (in the sense of Thuillier [Thu05]) because the outgoing slopes of \( h \) at all points of \( E^\text{an} \) sum to zero. This sum is only interesting at the unique point \( \zeta \) of \( E^\text{an} \) reducing to the generic point of \( E_s \), at which the slope in the direction of \( P \) is \( +1 \), and the slope in the direction of \( Q \) is \( -1 \).

However, this function is not smooth. To see that, let \( \mathcal{H} \) denote the sheaf of harmonic functions and \( \mathcal{F} \) the subsheaf of smooth harmonic functions. As explained in [Wan16, 5.2], it follows from [Thu05, Lemme 2.3.22] that the quotient \( \mathcal{H}/\mathcal{F} \) is canonically isomorphic to \( \text{Pic}^0(E_s) \otimes \mathbb{R} \). The image of the germ of \( h \) at \( \zeta \) is equal to the class of \( [\overline{Q}] - [\overline{P}] \), which is nonzero by hypothesis. See [GJR21, Section 17] for a more detailed example.

In [GJR21], we modify the construction of [CD12] in order to force harmonic functions to be smooth; the resulting forms are called weakly smooth. This effectively means that one is allowed to pull back smooth Lagerberg forms via harmonic maps \( h : W \to \mathbb{R}^n \) on compact strictly analytic domains \( W \) of \( X \), as in the smooth case above. Every smooth form on \( X \) is weakly smooth, and we show in [GJR21] that the weakly smooth forms retain essentially all of the properties of smooth forms.

1.5. Results on Curves. The goal of the current paper is to verify that weakly smooth forms have good cohomological properties for arbitrary compact (rig-)smooth curves. The following theorem shows that the dimensions of the Dolbeault cohomology groups are as expected from the theory of compact Riemann surfaces.

**Theorem 6.4.3** (Dolbeault Cohomology). Let \( k \) be a non-Archimedean field with a non-trivial valuation. Let \( X \) be a connected, compact, rig-smooth curve, and let \( g = h^1_{\text{sing}}(\partial X) \) be the first Betti number of its underlying topological space. Let \( H^{i,j}(X) \) denote the Dolbeault cohomology groups of \( X \) with respect to its weakly smooth forms, and let \( h^{i,j} = \dim_{\mathbb{R}} H^{i,j}(X) \). Then we have:

- **If** \( \partial X = \emptyset \):
  - \( h^{1,1} = 1 \)
  - \( h^{1,0} = g \)
  - \( h^{0,1} = g \)
  - \( h^{0,0} = 1 \)

- **If** \( \partial X \neq \emptyset \):
  - \( h^{1,1} = 0 \)
  - \( h^{1,0} = g + \# \partial X - 1 \)
  - \( h^{0,1} = g \)
  - \( h^{0,0} = 1 \)
Here the boundary $\partial X$ is defined by Berkovich [Ber90, 3.1]; it is empty precisely when $X$ is proper (equivalently, projective).

When $X$ is a proper curve over $k$, there is an integration map $\int_X$ on the space of weakly smooth $(1, 1)$-forms on $X$; by Stokes’ theorem, this gives rise to pairings

$$(1.5.1) \quad H^{0,0}(X) \times H^{1,1}(X) \to \mathbb{R}, \quad H^{1,0}(X) \times H^{0,1}(X) \to \mathbb{R}.$$ 

The following theorem is a version of Poincaré duality in this setting.

**Theorem 6.4.5** (Poincaré Duality). If $X$ is a smooth, proper curve over $k$, then the pairings $(1.5.1)$ are perfect.

### 1.6. Differential Forms on Skeletons.

To compute the Dolbeault cohomology of a compact rig-smooth curve $X$ over the non-trivially valued non-Archimedean field $k$, we will give an alternative characterization of its weakly smooth forms using the theory of skeletons from [Ber99] and [Thu05]. To a semistable model $\mathcal{X}$ of $X$ over the valuation ring $k^\circ$, one associates a canonical metric graph $\Sigma_{\mathcal{X}}$, called its skeleton. There is a canonical embedding $\Sigma_{\mathcal{X}} \hookrightarrow X$ and a deformation retraction $\tau_{\mathcal{X}}: X \to \Sigma_{\mathcal{X}}$. We will see that $\Sigma$ is canonically a weighted metric graph with boundary equal to $\partial X$, which we will study in Section 5. In Section 6, we give a procedure for pulling back smooth $(p, q)$-forms on $\Sigma_{\mathcal{X}}$ under the retraction $\tau_{\mathcal{X}}$. We will show that the resulting forms are weakly smooth forms in the sense of [GJR21]. In fact, we have the following converse after potentially passing to a finite extension of $k$.

**Theorem 6.4.1.** Let $X$ be a compact rig-smooth curve over $k$, let $p, q \in \{0, 1\}$, and let $\eta \in A^{p,q}(X)$ be a weakly smooth form. There exists a finite Galois extension $k'/k$, a strictly semistable model $\mathcal{X}'$ of $X'= X \otimes_k k'$, and a smooth form $\omega \in A^{p,q}(\Sigma_{\mathcal{X}'}, \partial \Sigma_{\mathcal{X}'})$ on the graph $\Sigma_{\mathcal{X}'}$, such that $\eta' = \tau_{\mathcal{X}'}^* \omega$, where $\eta'$ is the pullback of $\eta$ to $X'$.

The definition of weakly smooth forms involves a pullback from $\mathbb{R}^n$ via harmonic maps $h: W \to \mathbb{R}^n$ on strictly analytic domains $W$ of $X$. The above theorem allows us to work with forms pulled back from a skeleton, which is an intrinsic part of the structure theory of $X$. This is only possible due to the semistable reduction theorem; in higher dimensions, the definition via harmonic maps is much more general.

The following theorem relates the Dolbeault cohomologies.

**Theorem 6.4.2.** Let $X$ be a compact rig-smooth curve with a strictly semistable model $\mathcal{X}$. Suppose that $\mathcal{X}_i$ contains no connected component that is both smooth and proper. Then the pullback from the skeleton induces isomorphisms

$$\tau_{\mathcal{X}}^* : H^{p,q}(\Sigma_{\mathcal{X}}, \partial \Sigma_{\mathcal{X}}) \isom H^{p,q}(X)$$

for all $p, q \in \{0, 1\}$.

This together with the semistable reduction theorem and Proposition 1.3.1 lead to the description of the Dolbeault cohomology of $X$ given in 1.5. Much of the technical difficulty in this paper is in proving that all of our constructions are functorial with respect to morphisms of curves and graphs and extension of the ground field. This allows us to relate forms on different skeletons of the same curve, and to compute forms after a Galois extension of the ground field.
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2. Differential Forms on Graphs

In this section we first fix our notions regarding weighted metric graphs with boundary, then define smooth forms on graphs and compute the associated Dolbeault cohomology groups.

2.1. Weighted Metric Graphs With Boundary. Our definitions in this section are essentially the same as Thuillier’s [Thu05], except that we use graph-theoretic language.

Definition 2.1.1. A metric graph is a (finite) multigraph $\Sigma$, with no loop edges, endowed with a parameterization $t_e : [0, \ell(e)] \sim e$ for every oriented edge $e$, with 0 mapping to the tail of $e$ and $\ell(e)$ to the head. The quantity $\ell(e) > 0$ is the length of $e$. If $\overline{e}$ is the edge $e$ with the opposite orientation, then we require $t_{\overline{e}}(x) = t_e(\ell(e) - x)$; in particular, $\ell(e) = \ell(\overline{e})$.

Note that we do not assume a metric graph to be connected, and that isolated vertices are allowed. Our graphs will have edge weights, arising from the degree of the singular points of a semistable model of a curve.

Definition 2.1.2. A weight on a metric graph $\Sigma$ is a function $e \mapsto w(e) \in \mathbb{Z}_{>0}$ on the edges of $\Sigma$, satisfying $w(e) = w(\overline{e})$. A weighted metric graph is a metric graph equipped with a weight. The edge weights are said to be trivial if $w(e) = 1$ for all edges.

If $\Sigma$ is a weighted metric graph, its unweighting is the weighted metric graph $\Sigma_0$ with the same underlying graph as $\Sigma$, with trivial edge weights, and with edge parameterizations $t_{0,e} : [0, \ell(e)/w(e)] \sim e$ defined by $t_{0,e}(x) = t_e(w(e)x)$. The unweighting is equipped with a canonical map $\nu : \Sigma_0 \to \Sigma$ that is the identity on underlying graphs.

In particular, an edge $e$ of $\Sigma$ has length $\ell_0(e) = \ell(e)/w(e)$ in $\Sigma_0$.

Remark 2.1.3. The entire theory of forms on graphs will only depend on the lengths and weights of weighted metric graphs via the quotient $\ell_0(e) = \ell(e)/w(e)$, so we will always be able to pass to unweightings in the proofs. In particular, it is logically redundant to specify both edge lengths and edge weights for purely graph-theoretic considerations. However, it is necessary to retain both in order to make the connection with non-Archimedean geometry. For instance, the slope of a linear function on an edge depends on the edge length but not the weight, and harmonic functions coming from non-Archimedean geometry have integer slopes.

Our metric graphs will have a boundary, corresponding to the boundary of a Berkovich curve.

Definition 2.1.4. A metric graph with boundary is a metric graph $\Sigma$ along with a distinguished set $\partial \Sigma \subset V(\Sigma)$. The set $\partial \Sigma$ is the boundary of $\Sigma$, and $\Sigma \setminus \partial \Sigma$ is the interior. If $(\Sigma, \partial \Sigma)$ is a weighted metric graph with boundary, then we regard its unweighting $\Sigma_0$ as a metric graph with boundary $\partial \Sigma_0 = \partial \Sigma$. 
Subdividing a metric graph will correspond to blowing up smooth points on the special fiber of a semistable model of a curve.

**Definition 2.1.5.** A **subdivision** of a weighted metric graph $\Sigma$ is the weighted metric graph $\Sigma'$ obtained by adding a finite number of vertices to the interiors of the edges of $\Sigma$. The weights, edge parameterizations, and edge lengths of $\Sigma'$ are defined in the evident manner.

The choice of vertices will play little role in this section, so we will often identify a weighted metric graph $\Sigma$ with its geometric realization, and we will pass freely to subdivisions of $\Sigma$.

**Notation 2.1.6.** We will use the following notations concerning graphs.

- $\Sigma$: A weighted metric graph with no loop edges.
- $E(\Sigma)$: The set of oriented edges of $\Sigma$.
- $E^+(\Sigma)$: The set of unoriented edges of $\Sigma$.
- $V(\Sigma)$: The set of vertices of $\Sigma$.
- $\overline{e}$: The edge $e$ with the opposite orientation.
- $\ell(e)$: The length of the edge $e$.
- $e^+$: The head vertex of an edge $e$.
- $e^-$: The tail vertex of an edge $e$.
- $t_e$: A fixed parameterization $[0, \ell(e)] \to e$, with $0 \mapsto e^-$ and $\ell(e) \mapsto e^+$.
- $w(e)$: The weight of the edge $e$.
- $\Sigma_0$: The unweighting of $\Sigma$.
- $\ell_0(e) = \ell(e)/w(e)$, the length of $e$ in $\Sigma_0$.
- $\nu: \Sigma_0 \to \Sigma$, the identity on underlying graphs.
- $\partial \Sigma$: A subset of $V(\Sigma)$, called the **boundary**.

**2.2. Smooth forms: definitions.** Fix a weighted metric graph with boundary $(\Sigma, \partial \Sigma)$. For an edge $e \subset \Sigma$, we say that a function $f: e \to \mathbb{R}$ is **smooth** if $f \circ t_e: [0, \ell(e)] \to \mathbb{R}$ is smooth (smooth on one side at the endpoints). We write $df/dt_e(v)$ for the derivative of $f \circ t_e$ at $x = t_e^{-1}(v)$. If $v \in \Sigma$ is a vertex of valency 2 with outgoing edges $e_1, e_2$, and $f_i: e_i \to \mathbb{R}$ are smooth functions for $i = 1, 2$, we say that $(f_1, f_2)$ is smooth at $v$ if

$$w(e_1)^n \frac{d^n f_1}{dt_{e_1}^n}(v) = w(e_2)^n (-1)^n \frac{d^n f_2}{dt_{e_2}^n}(v)$$

for all $n \geq 0$. This means that $f_1, f_2$ glue to give a smooth function on $e_1 \cup e_2$ in the obvious sense, where $e_1, e_2$ are regarded as edges in the unweighting.

**Definition 2.2.1.** A **smooth function** on $(\Sigma, \partial \Sigma)$ is a continuous function $f: \Sigma \to \mathbb{R}$ which is smooth when restricted to each edge, and that satisfies the following compatibility conditions at a vertex $v$ in $\Sigma \setminus \partial \Sigma$.

1. If $v$ has valency 1, then $f$ is constant in a neighborhood of $v$.
2. If $v$ has valency 2 with outgoing edges $e_1, e_2$, then $(f|_{e_1}, f|_{e_2})$ is smooth at $v$.
3. If $v$ has valency greater than 2, then we require

$$\sum_{e \ni v} w(e) \frac{df}{dt_e}(v) = 0.$$
Definition 2.2.3. A smooth (1, 0)-form on \((\Sigma, \partial \Sigma)\) is the data \(\omega = (f_e d' t_e)_{e \in \Sigma(\Sigma)}\), where \(f_e : e \to \mathbb{R}\) is a smooth function and \(d' t_e\) is a formal symbol. We require \(f_\Sigma = -f_e\), and the following compatibility conditions at a vertex \(v\) in \(\Sigma \setminus \partial \Sigma\).

1. If \(v\) has valency 1 with outgoing edge \(e\), then \(f_e\) is zero in a neighborhood of \(v\).
2. If \(v\) has valency 2 with outgoing edges \(e_1, e_2\), then \((w(e_1)f_{e_1}, -w(e_2)f_{e_2})\) is smooth at \(v\).
3. If \(v\) has valency greater than 2, then we require
   \[
   \sum_{e \in \Sigma} w(e) f_e(v) = 0.
   \]

The space of smooth (1, 0)-forms on \(\Sigma\) is denoted by \(A^{1,0}(\Sigma, \partial \Sigma)\), or by \(A^{1,0}(\Sigma)\) if \(\partial \Sigma = \emptyset\). This is naturally an \(A^{0,0}(\Sigma, \partial \Sigma)\)-module by \(g \cdot (f_e d' t_e) = (g f_e d' t_e)\). There is a derivation

\[
\omega : A^{0,0}(\Sigma, \partial \Sigma) \to A^{1,0}(\Sigma, \partial \Sigma) \quad \omega f = \left(\frac{df}{dt_e} \omega d' t_e\right).
\]

We define the space \(A^{0,1}(\Sigma, \partial \Sigma)\) (resp. \(A^{0,1}(\Sigma)\) if \(\partial \Sigma = \emptyset\)) of smooth (0, 1)-forms and the derivation \(d'' : A^{0,0}(\Sigma, \partial \Sigma) \to A^{0,1}(\Sigma, \partial \Sigma)\) in exactly the same way, replacing the symbol \(d' t_e\) with \(d'' t_e\).

Remark.

1. There are no conditions on \((f_e d' t_e)\) or \((f_e d'' t_e)\) at vertices in \(\partial \Sigma\).
2. The condition \(f_\Sigma = -f_e\) should be interpreted as saying that \(d' t_\Sigma = -d' t_e\), which is reasonable as \(t_\Sigma(x) = t_e(\ell(e) - x)\).
3. The spaces \(A^{1,0}(\Sigma, \partial \Sigma)\) and \(A^{0,1}(\Sigma, \partial \Sigma)\) are insensitive to subdivisions of \(\Sigma\).

Definition 2.2.4. A smooth (1, 1)-form on \((\Sigma, \partial \Sigma)\) is the data \(\omega = (f_e d' t_e d'' t_e)_{e \in \Sigma(\Sigma)}\), where \(f_e : e \to \mathbb{R}\) is a smooth function and \(d' t_e d'' t_e\) is a formal symbol. We require that \(f_\Sigma = f_e\), and the following compatibility conditions at a vertex \(v \in \Sigma \setminus \partial \Sigma\).

1. If \(v\) has valency 1 with outgoing edge \(e\), then \(f_e\) is zero in a neighborhood of \(v\).
2. If \(v \in \Sigma \setminus \partial \Sigma\) is a vertex of valency 2 with outgoing edges \(e_1, e_2\), then the pair \((w(e_1)^2 f_{e_1}, w(e_2)^2 f_{e_2})\) is smooth at \(v\).
The space of smooth \((1, 1)\)-forms on \(\Sigma\) is denoted \(A^{1,1}(\Sigma, \partial \Sigma)\), or by \(A^{1,1}(\Sigma)\) if \(\partial \Sigma = \emptyset\). This is naturally an \(A^{0,0}(\Sigma, \partial \Sigma)\)-module by \(g \cdot (f_e d't_e d''t_e) = (gf_e d't_e d''t_e)\). There is a wedge product
\[
\wedge: A^{1,0}(\Sigma, \partial \Sigma) \times A^{0,1}(\Sigma, \partial \Sigma) \to A^{1,1}(\Sigma, \partial \Sigma)
\]
defined by
\[
(f_e d't_e) \wedge (g_e d''t_e) = (f_e g_e d't_e d''t_e),
\]
and there are natural maps
\[
d'': A^{1,0}(\Sigma, \partial \Sigma) \to A^{1,1}(\Sigma, \partial \Sigma) \quad d': A^{0,1}(\Sigma, \partial \Sigma) \to A^{1,1}(\Sigma, \partial \Sigma)
\]
defined by
\[
d''(f_e d't_e) = \left(-\frac{df_e}{dt_e} d't_e d''t_e\right) \quad d'(f_e d''t_e) = \left(\frac{df_e}{dt_e} d't_e d''t_e\right),
\]
respectively.

**Remark.**

1. There are no conditions on \((f_e d't_e d''t_e)\) at vertices in \(\partial \Sigma\) or at vertices of valency greater than 2.
2. The condition \(f_\infty = f_e\) is consistent with the convention that \(d't_\infty = -d't_e\) and \(d''t_\infty = -d''t_e\).
3. The space \(A^{1,1}(\Sigma, \partial \Sigma)\) is insensitive to subdivisions of \(\Sigma\).
4. The **Lagerberg involution** is the involution of bigraded differential algebras
\[
J: A^{p,q}(\Sigma, \partial \Sigma) \to \sim A^{q,p}(\Sigma, \partial \Sigma)
\]
defined by exchanging \(d'\) with \(d''\). (Note that \(J = 1\) on \(A^{0,0}\) and \(J = -1\) on \(A^{1,1}\).)

With the product structures defined in Definitions 2.2.1, 2.2.3, and 2.2.4, we get a uniquely defined wedge product on \(A^{*,*}(\Sigma, \partial \Sigma) = \bigoplus A^{p,q}(\Sigma, \partial \Sigma)\) making \(A^{*,*}(\Sigma, \partial \Sigma)\) into an alternating bigraded algebra. The differential \(d'\) satisfies the Leibniz rule
\[
d'(\omega \wedge \eta) = d'\omega \wedge \eta + (-1)^p \omega \wedge d'\eta
\]
for \(\omega \in A^{p,q}(\Sigma, \partial \Sigma)\) and \(\eta \in A^{r,s}(\Sigma, \partial \Sigma)\), and likewise for \(d''\).

**Remark 2.2.5.** Removing the isolated vertices from a graph does not affect its \((p, q)\)-forms for \(p + q \geq 1\). In particular, if \(\Sigma = \{x\}\) then \(A^{1,0}(\Sigma, \partial \Sigma) = A^{0,1}(\Sigma, \partial \Sigma) = A^{1,1}(\Sigma, \partial \Sigma) = 0\).

The definition of smooth forms only depends on the quotients \(\ell_0(e) = \ell(e)/w(e)\); this is made explicit by the following lemma.

**Lemma 2.2.6.** Let \((\Sigma, \partial \Sigma)\) be a weighted metric graph with boundary, and let \(\Sigma_0\) be its unweighting. Define \(\nu^*: A^{p,q}(\Sigma, \partial \Sigma) \to A^{p,q}(\Sigma_0, \partial \Sigma_0)\) as follows:
\[
\nu^*(f) = f \quad f \in A^{0,0}(\Sigma, \partial \Sigma)
\]
\[
\nu^*(f_e d't_e) = (w(e)f_e d't_{0,e}) \quad (f_e d't_e) \in A^{1,0}(\Sigma, \partial \Sigma)
\]
\[
\nu^*(f_e d''t_e) = (w(e)f_e d''t_{0,e}) \quad (f_e d''t_e) \in A^{0,1}(\Sigma, \partial \Sigma)
\]
\[
\nu^*(f_e d't_e d''t_e) = (w(e)^2 f_e d't_{0,e} d''t_{0,e}) \quad (f_e d't_e d''t_e) \in A^{1,1}(\Sigma, \partial \Sigma).
\]
Then \( \nu^* \) is an isomorphism of differential bigraded algebras.

The claim follows easily from \( \frac{d\nu}{d\nu_0} = w(e) \frac{d\nu}{d\nu_e} \), using the definition of the unweighting. In Section 3 we will interpret \( \nu^* \) as the pullback with respect to the map \( \nu : \Sigma_0 \to \Sigma \) that is the identity on the underlying graphs: see Remark 3.2.14.

**Remark 2.2.7.** The \((p,q)\)-forms on a weighted metric graph \( \Sigma \) with boundary are similar to the Lagerberg forms (also called superforms) on polyhedral spaces introduced in [JSS19]. A metric graph is a compact polyhedral space of dimension \( \leq 1 \). The difference is that the boundary points for \( \Sigma \) are connected by edges of finite lengths, while the boundary points of one-dimensional polyhedral spaces are at the end of edges of infinite length; they play the role of an interior edge of \( \Sigma \) of valency 1. Our definitions are inspired by applications to skeletons of non-archimedean analytic curves starting in Section 5.

### 2.3. Integration.

Now we define the integral of a smooth \((1,1)\)-form and prove Stokes’ theorem.

**Definition 2.3.1.** For \( \omega = (f_e \, d' t_e d'' t_e) \in A^{1,1}(\Sigma, \partial \Sigma) \) we define

\[
\int_{\Sigma} \omega = \frac{1}{2} \sum_{e \in E(\Sigma)} w(e) \int_{0}^{\ell(e)} f_e \circ t_e(x) \, dx.
\]

Here the sum is taken over oriented edges. Since \( f_e = f_e^* \) we have

\[
\int_{0}^{\ell(e)} f_e \circ t_e(x) \, dx = \int_{0}^{\ell(e)} f_e^* \circ t_e(x) \, dx,
\]

so alternatively, one can drop the factor of 1/2 by summing over each edge once with a choice of orientation.

**Definition 2.3.2.** For \( \eta' = (f_e \, d' t_e) \in A^{1,0}(\Sigma, \partial \Sigma) \) and \( \eta'' = (g_v \, d'' t_e) \in A^{0,1}(\Sigma, \partial \Sigma) \) we define

\[
\int_{\partial \Sigma} \eta' = \sum_{v \in V(\Sigma)} \sum_{v=e^-} w(e) f_e(v) \quad \text{and} \quad \int_{\partial \Sigma} \eta'' = \sum_{v \in V(\Sigma)} \sum_{v=e^+} w(e) g_e(v),
\]

where the second sum in \( \int_{\partial \Sigma} \eta' \) is taken over all outgoing edges at \( v \), and the second sum in \( \int_{\partial \Sigma} \eta'' \) is taken over all incoming edges at \( v \).

For a vertex \( v \notin \partial \Sigma \) we have \( \sum_{v=e^-} w(e) f_e(v) = 0 = \sum_{v=e^+} w(e) f_e(v) \), so we may equivalently define

\[
\int_{\partial \Sigma} \eta' = \sum_{v \in V(\Sigma)} \sum_{v=e^-} w(e) f_e(v) = \sum_{e \in E(\Sigma)} w(e) f_e(e^-) \quad \text{and} \quad \int_{\partial \Sigma} \eta'' = \sum_{v \in V(\Sigma)} \sum_{v=e^+} w(e) g_e(v) = \sum_{e \in E(\Sigma)} w(e) f_e(e^+).
\]

(2.3.3)

The following lemma shows that integrals are not changed by unweighting. We will see later that it is a special case of Lemma 3.6.1.
Lemma 2.3.4. Let \((\Sigma, \partial \Sigma)\) be a weighted metric graph with boundary, and let \(\Sigma_0\) be the unweighting. Then

\[
\int_{\Sigma_0} v^* \omega = \int_{\Sigma} \omega \quad \int_{\partial \Sigma_0} v^* \eta' = \int_{\partial \Sigma} \eta' \quad \int_{\partial \Sigma_0} v^* \eta'' = \int_{\partial \Sigma} \eta''
\]

for all \(\omega \in A^{1,1}(\Sigma, \partial \Sigma), \eta' \in A^{1,0}(\Sigma, \partial \Sigma), \) and \(\eta'' \in A^{0,1}(\Sigma, \partial \Sigma).\)

Proof. Let \(\omega = (f_e' d't_e d''t_e) \in A^{1,1}(\Sigma, \partial \Sigma),\) so \(v^* \omega = (w(e)^2 f_e' d' t_{0,e} d'' t_{0,e}).\) For an edge \(e\) of \(\Sigma,\) we have

\[
\int_{0}^{\ell(e)/w(e)} w(e)^2 f_e' d' t_{0,e}(x) \, dx = w(e) \int_{0}^{\ell(e)/w(e)} f_e' t_e (w(e)x) \, d(w(e)x)
\]

\[
= w(e) \int_{0}^{\ell(e)} f_e' t_e (x) \, dx,
\]

which proves that \(\int_{\Sigma_0} v^* \omega = \int_{\Sigma} \omega.\) The proofs for \(\eta'\) and \(\eta''\) are immediate. \(\square\)

Now we prove Stokes’ Theorem.

Theorem 2.3.5 (Stokes’ Theorem). For \(\omega \in A^{1,0}(\Sigma, \partial \Sigma)\) and \(\eta \in A^{0,1}(\Sigma, \partial \Sigma)\) we have

\[
\int_{\Sigma} d'' \omega = \int_{\partial \Sigma} \omega \quad \text{and} \quad \int_{\Sigma} d' \eta = \int_{\partial \Sigma} \eta.
\]

Proof. We only prove the first equality, as the second is the same. By Lemma 2.3.4, we may assume that \(\Sigma\) has trivial edge weights. We have

\[
\int_{\Sigma} d'' \omega = \frac{1}{2} \sum_{e} \int_{0}^{\ell(e)} - \frac{d(f_e' t_e)}{dx} \, dx = \frac{1}{2} \sum_{e} (f_e(e^+) - f_e(e^-))
\]

\[
= \frac{1}{2} \sum_{e} (f_e(e^+) + f_e(e^-)) = \sum_{e} f_e(e^-) = \int_{\partial \Sigma} \omega,
\]

where the last equality holds by (2.3.3). \(\square\)

2.4. Dolbeault cohomology of graphs. In this subsection we define and compute the Dolbeault cohomology groups of a weighted metric graph with boundary \((\Sigma, \partial \Sigma).\)

Definition 2.4.1. The Dolbeault cohomology groups of \((\Sigma, \partial \Sigma)\) with respect to \(d''\) are

\[
H^{0,0}(\Sigma, \partial \Sigma) = \ker(d'': A^{0,0}(\Sigma, \partial \Sigma) \rightarrow A^{0,1}(\Sigma, \partial \Sigma))
\]

\[
H^{1,0}(\Sigma, \partial \Sigma) = \ker(d'': A^{1,0}(\Sigma, \partial \Sigma) \rightarrow A^{1,1}(\Sigma, \partial \Sigma))
\]

\[
H^{0,1}(\Sigma, \partial \Sigma) = \coker(d'': A^{0,0}(\Sigma, \partial \Sigma) \rightarrow A^{0,1}(\Sigma, \partial \Sigma))
\]

\[
H^{1,1}(\Sigma, \partial \Sigma) = \coker(d'': A^{1,0}(\Sigma, \partial \Sigma) \rightarrow A^{1,1}(\Sigma, \partial \Sigma)).
\]

We also write \(H^{i,j}(\Sigma)\) if \(\partial \Sigma = \emptyset,\) and we write \(h^{i,j}(\cdots) = \dim H^{i,j}(\cdots).\)

The genus of a connected (weighted metric) graph \(\Sigma\) is the dimension of the first singular cohomology group \(H^1_{\text{sing}}(\Sigma, \mathbb{R});\) this is equal to \(#E^+(\Sigma) - #V(\Sigma) + 1.\) The main result of this section is as follows.
Proposition 2.4.2. Let $(\Sigma, \partial \Sigma)$ be a connected weighted metric graph with boundary, and let $g$ be the genus of $\Sigma$. Suppose that $\Sigma$ does not consist of a single vertex. Then $h^{i,j} = h^{i,j}(\Sigma, \partial \Sigma)$ are equal to:

| If $\partial \Sigma = \emptyset$: | If $\partial \Sigma \neq \emptyset$: |
|--------------------------------|--------------------------------|
| $h^{1,1} = 1$ | $h^{1,1} = 0$ |
| $h^{1,0} = g$ | $h^{1,0} = g + \# \partial \Sigma - 1$ |
| $h^{0,1} = g$ | $h^{0,1} = g$ |
| $h^{0,0} = 1$ | $h^{0,0} = 1$ |

More precisely, if $\partial \Sigma = \emptyset$ then $d'' A^{1,0}(\Sigma) = \ker \int_{\Sigma}$.

Remark 2.4.3. If $\Sigma = \{x\}$ is a single vertex then Proposition 2.4.2 remains true (with $g = 0$), except that $h^{1,1} = 0$ in both cases.

In order to compute the numbers $h^p,q$, by Lemmas 2.2.6 and 2.3.4 we may and do assume that all edge weights are equal to 1.

2.4.4. Computation of $h^{0,0}$: Since $H^{0,0}(\Sigma, \partial \Sigma)$ consists of all constant functions $f : \Sigma \to \mathbb{R}$, it has dimension one.

2.4.5. Computation of $h^{1,1}$: To compute $h^{1,1}(\Sigma, \partial \Sigma)$, first we assume that $\partial \Sigma = \emptyset$. By Stokes’ theorem we have $d'' A^{1,0}(\Sigma) \subset \ker \int_{\Sigma}$, and $\int_{\Sigma} : A^{1,1}(\Sigma) \to \mathbb{R}$ is surjective (integrate a bump function on an edge). Hence the equality $d'' A^{1,0}(\Sigma) = \ker \int_{\Sigma}$ follows from $h^{1,1}(\Sigma) = 1$. Hence we must show that if $\int_{\Sigma} \omega = 0$ then $\omega = d'' \eta$ for some $\eta \in A^{1,0}(\Sigma)$.

Let $\omega = (f_e d't_e d''t_e) \in A^{1,1}(\Sigma)$, and suppose that $\int_{\Sigma} \omega = 0$. For each edge $e$ define $g_e : e \to \mathbb{R}$ by $g_e \circ t_e(x) = -\int_0^x f_e \circ t_e(t) \, dt + C_e$, where $C_e$ is a constant that has yet to be determined. If $\eta = (g_e d't_e)$ is an element of $A^{1,0}(\Sigma)$ then $d'' \eta = \omega$ by construction, so we must choose the constants $C_e$ such that $(g_e d't_e) \in A^{1,0}(\Sigma)$. For an edge $e$ we let $\mu_e = \int_0^{l(e)} f_e \circ t_e(x) \, dx$, so $\mu_{\Sigma} = \mu_e$ and $\sum_{e \in \Sigma} \mu_e = 2 \int_{\Sigma} \omega = 0$. One checks that $g_e + g_e = -\mu_e + C_e + C_{\Sigma}$, so the condition $g_e = -g_e$ is equivalent to $C_e + C_{\Sigma} = \mu_e$. If $v$ is a vertex with outgoing edge $e$ then $g_e(v) = C_e$, so the $C_e$ must also satisfy $\sum_{v \in e} C_e = 0$ for each vertex $v$. In particular, if $v$ has valency one then $C_e$ must equal zero, so $g_e$ is zero in a neighborhood of $v$ because $f_e$ is so. Moreover, if $v$ has valency two, then smoothness of $f$ at $v$ readily implies that $g$ is smooth at $v$ once the above sum condition is satisfied at $v$.

We have now reduced the question to a linear algebra problem. Choosing an orientation of each edge, we want numbers $C_e$ for each (unoriented) edge satisfying

$$
\sum_{v \in e^-} C_e + \sum_{v \in e^+} (\mu_e - C_e) = 0
$$

or equivalently,

$$
\sum_{v \in e^-} C_e - \sum_{v \in e^+} C_e = -\sum_{v \in e^+} \mu_e
$$
at each vertex $v$. Let $\mathbf{RV}(\Sigma)$ and $\mathbf{RE}^+(\Sigma)$ be the free vector spaces on the vertices and unoriented edges of $V$, respectively. Let $B$ be the oriented incidence matrix of $\Sigma$: this is the matrix of the linear transformation $B: \mathbf{RE}^+(\Sigma) \to \mathbf{RV}(\Sigma)$ defined by $Be = (e^+) - (e^-)$. In terms of this matrix, we want a vector $c = (c_v) \in \mathbf{RE}^+(\Sigma)$ such that $Bc$ is the vector $m = \sum_v \sum_{e \in e} \mu_e(v)$.

The Laplacian matrix of the graph underlying $\Sigma$ is $BB^T$. Since $\Sigma$ is connected, it is known that $\text{dim ker}(BB^T) = 1$. It follows that $\text{ker}(B^T) = \text{ker}(BB^T)$ has dimension 1, and clearly $1 = \sum_v (v) \in \text{ker}(B^T)$, so $\text{ker}(B^T)$ is spanned by 1. The kernel of $B^T$ is the orthogonal complement of the image of $B$ (with respect to the usual dot product), so it suffices to show that $m \cdot 1 = 0$. This is true because

$$m \cdot 1 = \sum_v \sum_{e \in e} \mu_e = \sum_e \mu_e = 0.$$ 

This concludes the proof that $h^{1,1}(\Sigma) = 1$.

Now suppose that $\partial \Sigma \neq \emptyset$. The above linear algebra argument shows that $\ker \int_\Sigma$ is contained in $d''A^{1,0}(\Sigma, \partial \Sigma)$, so it remains to show that there exists $\eta \in A^{1,0}(\Sigma, \partial \Sigma)$ such that $\int_\Sigma d''\eta \neq 0$, or by Stokes' theorem, such that $\int_{\partial\Sigma} \eta \neq 0$. Choose a vertex $v_0 \in \partial \Sigma$ and an edge $e_0$ such that $e_0^+ = v_0$, and define $\eta = (f_e d't_e)$ as follows. For all edges $e \neq e_0$ we let $f_e = 0$, and we define $f_{e_0}$ to be a function on $e_0$ such that $f_{e_0}(v_0) = 1$ and $f_{e_0}$ is zero on a neighborhood of $e_0^+$. Then $\eta \in A^{1,0}(\Sigma, \partial \Sigma)$ and $\int_{\partial \Sigma} \eta = 1$, as required.

2.4.6. Computation of $h^{1,0}$: The kernel of $d'': A^{1,0}(\Sigma, \partial \Sigma) \to A^{1,1}(\Sigma, \partial \Sigma)$ consists of all smooth $(1, 0)$-forms that are constant on edges. Choose an orientation of the edges of $\Sigma$. If $B$ is the oriented incidence matrix of $\Sigma$, as in 2.4.5, then

$$H^{1,0}(\Sigma, \partial \Sigma) = \left\{ (c_e d't_e): B \sum c_e(e) \in \text{Span}\{(v): v \in \partial \Sigma\} \right\}.$$ 

We observed above that the image of $B$ is $1^\perp = \{ \sum d_v(v): \sum d_v = 0 \}$; in particular, the rank of $B$ is $\#V(\Sigma) - 1$. If $\partial \Sigma = \emptyset$ then $h^{1,0}(\Sigma) = \dim \ker(B) = \#E^+(\Sigma) - \text{rank}(B) = \#E^+(\Sigma) - \#V(\Sigma) + 1 = g$. Suppose then that $\partial \Sigma \neq \emptyset$. Let $W = \text{Span}\{(v): v \in \partial \Sigma\} \subset \mathbf{RV}(\Sigma)$. Since $W$ is not contained in $1^\perp$, we have $W + 1^\perp = \mathbf{RV}(\Sigma)$, so $\dim(W \cap 1^\perp) = \#\partial \Sigma - 1$. It follows that

$$h^{1,0}(\Sigma, \partial \Sigma) = \dim(W \cap 1^\perp) + \dim \ker(B) = h^{1,0}(\Sigma) + \#\partial \Sigma - 1 = g + \#\partial \Sigma - 1,$$

as desired.

2.4.7. Computation of $h^{0,1}$: Let $\gamma$ be a path in $\Sigma$: this is a union of edges $e_1, \ldots, e_n$ such that $e_i^+ = e_{i+1}^-$ for all $i = 1, \ldots, n - 1$. For $\omega = (f_e d't_e) \in A^{0,1}(\Sigma, \partial \Sigma)$ we define

$$\int_\gamma \omega = \sum_{i=1}^n \int_0^{l(e_i)} f_{e_i} \circ t_{e_i}(x) \, dx.$$ 

Choose a maximal spanning tree $T$ inside $\Sigma$, and choose a base vertex $v_0 \in T$. Then $\Sigma \setminus T$ is the union of $g$ edges $e_1, \ldots, e_g$, and for each $i$ there is a unique simple closed path
Consider the homomorphism $I: \mathcal{A}^{0,1}(\Sigma, \partial \Sigma) \to \mathbb{R}^\ell$ defined by

$$I(\omega) = \left( \int_{\gamma_1} \omega, \ldots, \int_{\gamma_\ell} \omega \right).$$

First we claim that $I$ is surjective. For $i \in \{1, \ldots, g\}$ define $\omega_i = (f_{e_i} d'' t_e)$ as follows. Set $f_e = 0$ for $e \neq e_i$. Choose a smooth bump function $g_i$ on $\mathbb{R}$ with support in $[0, \ell(e_i)]$ and integral equal to 1, and set $f_{e_i} = g_i \circ t_e^{-1}$. Then $\omega_i \in \mathcal{A}^{0,1}(\Sigma, \partial \Sigma)$ and $I(\omega_i)$ is the $i$th unit coordinate vector. This proves surjectivity.

To prove $h^{0,1}(\Sigma, \partial \Sigma) = g$, it suffices to show ker$(I) = d'' \mathcal{A}^{0,0}(\Sigma, \partial \Sigma)$. We have the inclusion $d'' \mathcal{A}^{0,0}(\Sigma, \partial \Sigma) \subset$ ker$(I)$ by the fundamental theorem of calculus and continuity of $f$. Now let $\omega = (f_e d'' t_e) \in$ ker$(I)$, and define $g : \Sigma \to \mathbb{R}$ as follows. For $v \in V(\Sigma)$ choose any path $\gamma$ from $v_0$ to $v$, and set $g(v) = \int_{\gamma} \omega$. This is well-defined because $\{\gamma_1, \ldots, \gamma_n\}$ generates $\pi_1(\Sigma, v_0)$. We define $g$ on an edge $e$ by $g \circ t_e(x) = g(e^-) + \int_0^x f_e \circ t_e(t) \, dt$. Then $g \in \mathcal{A}^{0,0}(\Sigma, \partial \Sigma)$ and $d'' g = \omega$, as desired. \hfill \Box

### 2.5. Poincaré Duality

In this subsection we observe that the Dolbeault cohomology of a metric graph without boundary satisfies Poincaré duality. The wedge product followed by integration defines bilinear pairings

$$(2.5.1) \quad \mathcal{A}^{0,0}(\Sigma) \times \mathcal{A}^{1,1}(\Sigma) \to \mathbb{R}, \quad \mathcal{A}^{1,0}(\Sigma) \times \mathcal{A}^{0,1}(\Sigma) \to \mathbb{R}.$$ 

By Stokes’ theorem, these descend to pairings

$$(2.5.2) \quad H^{0,0}(\Sigma) \times H^{1,1}(\Sigma) \to \mathbb{R}, \quad H^{1,0}(\Sigma) \times H^{0,1}(\Sigma) \to \mathbb{R}.$$ 

Poincaré duality is the assertion that these pairings are perfect.

**Proposition 2.5.3.** Let $\Sigma$ be a weighted metric graph such that $\partial \Sigma = \emptyset$, and suppose that $\Sigma$ has no isolated vertices. Then the pairings $(2.5.2)$ are perfect.

**Proof.** Since the cohomology of a disjoint union is a direct sum, we may assume that $\Sigma$ is connected. By Lemmas 2.2.6 and 2.3.4, we may assume that $\Sigma$ has trivial edge weights.

Since $h^{0,0}(\Sigma) = h^{1,1}(\Sigma) = 1$, we only need to show that the pairing $H^{0,0}(\Sigma) \times H^{1,1}(\Sigma) \to \mathbb{R}$ is nonzero. This is clear by integrating the constant function against a bump function on an edge.

For the pairing $H^{1,0}(\Sigma) \times H^{0,1}(\Sigma) \to \mathbb{R}$, we have $h^{1,0}(\Sigma) = h^{0,1}(\Sigma) = g$ by Proposition 2.4.2, so it is enough to show nondegeneracy on the right. We use the notation in 2.4.7, where we constructed forms $\omega_1, \ldots, \omega_g \in \mathcal{A}^{0,1}(\Sigma)$ whose classes modulo $d'' \mathcal{A}^{0,0}(\Sigma)$ are a basis of $H^{0,1}(\Sigma)$. Let $\omega = a_1 \omega_1 + \cdots + a_g \omega_g \in \mathcal{A}^{0,1}(\Sigma)$ represent an arbitrary element of $H^{0,1}(\Sigma)$, and assume that $\int_{\Sigma} \eta \wedge \omega = 0$ for all $\eta \in H^{1,0}(\Sigma)$. Suppose that the path $\gamma_1$ of 2.4.7 traverses the edges $f_1, f_2, \ldots, f_n$, with $f_i^+ = f_{i+1}^-$ for $i < n$ and $f_n^+ = f_1^-$. Define $\eta = (c_e d' t_e) \in H^{1,0}(\Sigma)$ to be the cycle associated to $\gamma_1$: that is,

$$c_e = \begin{cases} 
1 & e \in \{f_1, f_2, \ldots, f_n\} \\
-1 & \overline{e} \in \{f_1, f_2, \ldots, f_n\} \\
0 & \text{otherwise.}
\end{cases}$$
Then $\int_\Sigma \eta \land \omega = a_1$, since the support of $\omega_i$ does not intersect the path $\gamma_1$ for $i > 1$. It follows that $a_1 = 0$, and a similar argument shows $a_i = 0$ for all $i$, i.e., $\omega = 0$. 

3. Harmonicity

In this section we define harmonic functions on graphs and harmonic maps between graphs, and we will see (Remark 3.2.8) that the former is a special case of the latter. This is the correct context in which to discuss functoriality of smooth forms on graphs. We then present the classes of harmonic morphisms we will encounter in the sequel, namely subgraphs, modifications, and quotients. We finish by computing the integral of the pullback of a form.

3.1. Harmonic Functions. We introduce here harmonic functions.

**Definition 3.1.1.** A continuous function $f : \Sigma \to \mathbb{R}$ is linear on an edge $e$ if it has the form $f \circ t_e(x) = ax + b$ for $a, b \in \mathbb{R}$; in this case, its slope along the (oriented) edge $e$ is the number $a$, and is denoted $df/dt_e$.

A harmonic function on $(\Sigma, \partial \Sigma)$ is a smooth function that is linear on the edges. For a subring $R \subset \mathbb{R}$, we say that a function $f$ is $R$-harmonic provided that the slopes of $f$ are contained in $R$; for an $R$-submodule $\Gamma \subset \mathbb{R}$, we say that a function $f$ is $(R, \Gamma)$-harmonic if it is $R$-harmonic and takes values in $\Gamma$ on the vertices of $\Sigma$.

**Remark.**

(1) The notion of harmonicity depends on the boundary $\partial \Sigma$.
(2) A harmonic function is constant on an edge adjacent to an interior leaf.
(3) A function $h : \Sigma \to \mathbb{R}$ is harmonic if and only if $\nu^* h : \Sigma_0 \to \mathbb{R}$ is harmonic: see Lemma 2.2.6.
(4) Our notion of harmonic function coincides with Thuillier’s [Thu05, 1.2.1]; however, our $\partial \Sigma$ is denoted $\Gamma$ in loc. cit., whereas Thuillier’s $\partial S$ is just the set of leaves.

**Remark 3.1.2.** A smooth function $f \in A^{0,0}(\Sigma, \partial \Sigma)$ is harmonic if and only if $d'd'' f = 0$ (equivalently, $d''d' f = 0$). Compare [GJR21, Proposition 10.17].

3.2. Harmonic Maps. Now we discuss harmonic maps of graphs and pullbacks of forms. The harmonicity condition is necessary for smooth forms to pull back to smooth forms. See [ABBR15, Section 2] for a discussion of harmonic maps in the context of unweighted metric graphs without boundary.

**Definition 3.2.1.** Let $(\Sigma', \partial \Sigma'), (\Sigma, \partial \Sigma)$ be weighted metric graphs with boundary. A piecewise linear map from $\Sigma'$ to $\Sigma$ is a continuous map $\varphi : \Sigma' \to \Sigma$ of underlying topological spaces such that, after potentially subdividing $\Sigma$ and $\Sigma'$:

(1) The vertices of $\Sigma'$ map to vertices of $\Sigma$.
(2) The edges of $\Sigma'$ map to edges (homeomorphically) or to vertices of $\Sigma$.
(3) If $\varphi(\nu') \in \partial \Sigma$ and $\varphi$ is not constant in any neighborhood of $\nu'$, then $\nu' \in \partial \Sigma'$.
(4) $\varphi$ is linear on edges, in the sense that if $e'$ is an edge of $\Sigma'$ and $e$ is an edge of $\Sigma$ with $\varphi(e') = e$ (respecting orientations), then $\varphi \circ t_e(x) = t_e(\ell(e)/\ell(e')x)$. 

The number $\ell(e)/\ell(e')$ is called the expansion factor of $\varphi$ along $e'$ and is denoted $d_{e'}(\varphi)$. We take $d_{e'}(\varphi) = 0$ if $e'$ maps to a vertex. For a subring $R \subset \mathbb{R}$, if all the expansion factors are contained in $R$, then $\varphi$ is called piecewise $R$-linear.

Note that a piecewise linear map $\varphi: \Sigma' \to \Sigma$ induces a piecewise linear map on the unweightings $\varphi_0: \Sigma'_0 \to \Sigma_0$, with $d_{e'}(\varphi_0) = \frac{w(e')}{w(e)} d_{e'}(\varphi)$.

**Definition 3.2.2.** Let $\varphi: \Sigma' \to \Sigma$ be a piecewise linear map of weighted metric graphs with boundary, let $v' \in \Sigma'$ be a point, and let $v = \varphi(v')$. Choose subdivisions of $\Sigma'$ and $\Sigma$ such that $v'$ is a vertex. We say that $\varphi$ is harmonic at $v'$ provided that, for every edge $e$ beginning at $v$, the number

$$d_{e'}(\varphi) := \sum_{e' \to e, (e') = v} \frac{w(e')}{w(e)} \cdot \frac{\ell(e)}{\ell(e')} = \frac{\ell_0(e)}{\ell_0(e')} \sum_{e' \to e} \frac{1}{\ell_0(e')}$$

is independent of the choice of $e$. We set $d_{e'}(\varphi) = 0$ if every edge adjacent to $v'$ is contracted (e.g. if $v'$ is isolated). If $\varphi$ is harmonic at $v'$ then we call $d_{e'}(\varphi)$ the local degree of $\varphi$ at $v'$.

We say that $\varphi$ is harmonic provided that it is harmonic at every interior vertex $v' \in \Sigma' \setminus \partial \Sigma'$ (equivalently, every interior point $v' \in \Sigma' \setminus \partial \Sigma'$). More generally, for a subring $R \subset \mathbb{R}$, an $R$-harmonic map is a harmonic piecewise $R$-linear map.

**Remark 3.2.4.**

1. The property of being harmonic is insensitive to subdivision of the source and target.
2. The numbers $d_{e'}(\varphi)$ need not be integers.
3. Harmonicity only depends on the quantities $\ell_0(e') = \ell(e')/w(e')$ and $\ell_0(e) = \ell(e)/w(e)$, hence can be checked on unweightings: that is, a piecewise linear map $\varphi: \Sigma' \to \Sigma$ is harmonic if and only if the associated map $\varphi_0: \Sigma'_0 \to \Sigma_0$ is harmonic, and $d_{e'}(\varphi) = d_{e'}(\varphi_0)$ for all $v' \in \Sigma' \setminus \partial \Sigma'$.
4. As a special case of (3), let $\nu: \Sigma_0 \to \Sigma$ be the canonical piecewise linear map that is the identity on underlying graphs. Then $\nu$ is harmonic and $d_{e'}(\nu) = 1$ for all $v' \in \Sigma_0$.
5. A constant map and the identity map are $\mathbb{Z}$-harmonic.

**Definition 3.2.5.** Let $\varphi: \Sigma' \to \Sigma$ be a piecewise linear map and let $e \subset \Sigma$ be an edge. The degree of $\varphi$ above $e$ is the number

$$d_e(\varphi) = \sum_{e' \to e} \frac{w(e')}{w(e)} d_{e'}(\varphi) = \ell_0(e) \sum_{e' \to e} \frac{1}{\ell_0(e')}.$$

If $E(\Sigma) \neq \emptyset$ and $e \mapsto d_e(\varphi)$ is constant, we call $d(\varphi) = d_e(\varphi)$ the degree of $\varphi$.

**Remark 3.2.7.**

1. The unweighting $\nu: \Sigma_0 \to \Sigma$ has degree 1 if $\Sigma$ has an edge.
2. If $\varphi$ is harmonic and $\nu \notin \varphi(\partial \Sigma')$ then

$$d_e(\varphi) = \sum_{v' \to v} d_{e'}(\varphi)$$
for any edge $e$ adjacent to $v$.

(3) It follows from (2) that if $\varphi$ is harmonic then $e \mapsto d_\varphi(\varphi)$ is locally constant on $\Sigma \setminus \varphi(\partial \Sigma')$. In particular, if $\Sigma$ is connected and has an edge and if $\partial \Sigma = \emptyset$, then $\varphi$ has a degree; if $d(\varphi) > 0$ then $\varphi$ is surjective. See [ABBR15, Section 2].

(4) If $\Sigma$ has an edge and $\varphi : \Sigma' \to \Sigma$ is constant then $d(\varphi) = 0$.

**Remark 3.2.8.** If we endow the real line with the structure of an infinite metric graph with trivial weights and empty boundary, then a piecewise linear map $\varphi : \Sigma \to R$ is harmonic if and only if $\varphi$ is a harmonic function in the sense of Definition 3.1.1.

**Proposition 3.2.9.** Let $\varphi : \Sigma' \to \Sigma$ be a piecewise linear map of weighted metric graphs with boundary. Then $\varphi$ is harmonic at an interior vertex $v' \in \Sigma'$ if and only if $\varphi$ locally pulls back harmonic functions at $v = \varphi(v')$ to harmonic functions at $v'$.

The proof is left to the reader. See [ABBR15, Proposition 2.10] and [BN09, Proposition 2.6] for similar statements.

**Remark 3.2.10.** Suppose that $\varphi : \Sigma' \to \Sigma$ is a harmonic isomorphism, i.e., that $\varphi$ is a harmonic map that admits a harmonic inverse $\psi : \Sigma \to \Sigma'$. Then $\varphi$ induces an isomorphism of underlying graphs with respect to suitable subdivisions of $\Sigma$ and $\Sigma'$. If $v' \in \Sigma'$ is a non-isolated vertex, then $\varphi$ is not constant in any neighborhood of $v'$, so $\varphi(v') \in \partial \Sigma$ if and only if $v' \in \partial \Sigma'$. Since $e \mapsto d_\varphi(\varphi)$ is locally constant on $\Sigma \setminus \varphi(\partial \Sigma')$ by Remark 3.2.7(3), we can describe $\varphi$ as follows: for each connected component $C$ of $\Sigma \setminus \partial \Sigma$, there is a positive real number $\alpha(C)$ such that $\ell_e(\varphi) = d_\varphi(\varphi)\alpha(e) = \alpha(C)\ell_e(\varphi)$ for each edge $e$ of $C$ and $e' := \psi(e)$. In particular, if $\Sigma$ and $\Sigma'$ have trivial edge weights, then $\varphi$ scales the length of each edge of $C$ by $\alpha(C)$.

A harmonic isomorphism need not take isolated interior vertices to interior vertices: for instance, if $x$ is an interior isolated vertex of $\Sigma$, then the identity map is a harmonic isomorphism $(\Sigma, \partial \Sigma) \to (\Sigma, \partial \Sigma \cup \{x\})$.

Conversely, let $\varphi : \Sigma' \to \Sigma$ be a bijective piecewise linear map of weighted metric graphs with boundary which maps the set of non-isolated boundary points of $\Sigma'$ onto the set of non-isolated boundary points of $\Sigma$. Then $\varphi$ is a harmonic isomorphism if for each connected component $C$ of $\Sigma \setminus \partial \Sigma$, there is a positive real number $\alpha(C)$ such that $\ell_e(\varphi) = \alpha(C)\ell_e(\varphi)$ for each edge $e'$ of $\varphi^{-1}(C)$ and $e := \varphi(e')$.

Harmonicity can be checked after pulling back by a surjective harmonic morphism:

**Lemma 3.2.11.** Let $\Sigma, \Sigma''$ be weighted metric graphs with boundary, let $\varphi : \Sigma \to \Sigma''$ be any continuous map, and let $\psi : \Sigma' \to \Sigma$ be a surjective harmonic map with $\psi(\partial \Sigma') \subset \partial \Sigma$. If $\varphi \circ \psi$ is harmonic, then $\varphi$ is harmonic.

**Proof.** First we show that $\varphi$ is piecewise linear. Let $e$ be any edge of $\Sigma$. Since $\psi$ is surjective, we may assume after subdivision that there is an edge $e'$ of $\Sigma'$ mapping by isomorphically onto $e$. Again after subdivision, this edge is either mapped by $\varphi \circ \psi$ homeomorphically onto an edge $e''$ of $\Sigma''$ or is crushed to a vertex of $\Sigma''$. In the first case, it follows that $\varphi$ maps $e$ homeomorphically onto $e''$, and in the second, $e$ is crushed to a vertex of $\Sigma''$. If $e$ maps homeomorphically onto $e''$, then $\varphi$ is linear on $e$ with expansion factor $d_e(\varphi \circ \psi)/d_e(\psi)$.
It remains to prove condition (3) of Definition 3.2.1. Let $v \in \Sigma$ with $\varphi(v) \in \partial \Sigma''$. We assume that $\varphi$ is not constant in any neighborhood of $v$. By surjectivity of $\psi$, there is $v' \in \Sigma'$ such that $\varphi \circ \psi$ is not constant in any neighborhood of $v'$. Since $\varphi \circ \psi$ is a piecewise linear map of weighted metric graphs with boundary, we deduce from $\varphi(v) = \varphi \circ \psi(v') \in \partial \Sigma$ that $v' \in \partial \Sigma'$. Using $\psi(\partial \Sigma') \subset \partial \Sigma$, we get $v = \psi(v') \in \partial \Sigma$.

Now we proceed to harmonicity: we need to check the independence of local degrees for $\varphi \circ \psi$ as required in Definition 3.2.2. By passing to unweightings, we may assume all edge weights are trivial. Let $v$ be a vertex of $\Sigma \setminus \partial \Sigma$, let $v'' := \varphi(v)$ be the corresponding vertex of $\Sigma''$, and pick any edge $e''$ of $\Sigma''$ with $e'' \sim v''$. We may assume that $v$ is not isolated. Then by our assumptions, we can find a vertex $v' \in \Sigma' \setminus \partial \Sigma'$ with $\psi(v') = v$ such that $\psi$ is not constant in any neighborhood of $v'$. We compute:

$$d_{v'}(\varphi \circ \psi) = \sum_{e'' = v''} d_{v'}(\varphi \circ \psi) = \sum_{e'' = v''} d_{v'}(\varphi) d_{v'}(\psi)$$

$$= \sum_{e'' = v''} d_{v'}(\varphi) \sum_{e'' = v''} d_{v'}(\psi) = d_{v'}(\psi) \sum_{e'' = v''} d_{v'}(\varphi) = d_{v'}(\psi) d_{v'}(\varphi).$$

Since $\psi$ is not constant in any neighborhood of $v'$, we have $d_{v'}(\psi) \neq 0$, and hence $d_{v'}(\varphi)$ is independent of the choice of the edge $e''$. □

Lemma 3.2.12. Let $\varphi : \Sigma' \to \Sigma$ be a harmonic map of weighted metric graphs with boundary. Define

$$\varphi^* f = f \circ \varphi$$

$$\varphi^* f_e d_e d' e' = (f_{\varphi(e')} \circ \varphi d_e (\varphi) d't_{e'})$$

$$\varphi^* f_e d_e d'' e'' = (f_{\varphi(e'')} \circ \varphi d_e (\varphi) d''t_{e''})$$

$$\varphi^* (f_e d' e') = (f_{\varphi(e')} \circ \varphi d_e (\varphi)^2 d't_{e'})$$

$$(f_e d' e') \in A^{1,0}(\Sigma, \partial \Sigma)$$

$$(f_e d' e') \in A^{1,0}(\Sigma, \partial \Sigma)$$

$$(f_e d' e') \in A^{1,0}(\Sigma, \partial \Sigma)$$

$$(f_e d' e') \in A^{1,0}(\Sigma, \partial \Sigma).$$

(If $\varphi(e')$ is a vertex of $\Sigma$ then we take $\varphi \circ f_{\varphi(e')} d_e (\varphi)$ to be zero.) Then $\varphi^*$ is a homomorphism of bigraded differential algebras $A^{\bullet, \bullet}(\Sigma, \partial \Sigma) \to A^{\bullet, \bullet}(\Sigma', \partial \Sigma')$.

Proof. Let $v : \Sigma_0 \to \Sigma$ and $v' : \Sigma'_0 \to \Sigma'$ be the unweightings, and let $\varphi_0 : \Sigma'_0 \to \Sigma_0$ be the associated map. We have defined isomorphisms $v^* : A^{p,q}(\Sigma, \partial \Sigma) \xrightarrow{\sim} A^{p,q}(\Sigma_0, \partial \Sigma_0)$ and $v'^* : A^{p,q}(\Sigma', \partial \Sigma') \xrightarrow{\sim} A^{p,q}(\Sigma'_0, \partial \Sigma'_0)$ in Lemma 2.2.6. It is immediate from the definitions that $v'^* \varphi^* = \varphi_0^* v^*$, so we may pass to unweightings to assume all edge weights are trivial.

First we need to show that $\varphi^* A^{p,q}(\Sigma, \partial \Sigma) \subset A^{p,q}(\Sigma', \partial \Sigma')$, i.e., that the pullback of a smooth form is smooth. We treat only the case of smooth functions, as the other cases are similar. Let $f \in A^{0,0}(\Sigma, \partial \Sigma)$ and let $g = f \circ \varphi$. We verify the conditions of Definition 2.2.1. Clearly $g$ is continuous and smooth on edges. Let $v' \in \Sigma' \setminus \partial \Sigma'$, and let $v = \varphi(v')$. If $\varphi$ is constant in a neighborhood of $v'$ then evidently $g$ is smooth in a neighborhood of $v'$; assume then that $\varphi$ is not constant in any neighborhood of $v'$, so $v \notin \partial \Sigma$ by Definition 3.2.1.

Condition (1): Suppose that $v'$ has valency 1. If the edge adjacent to $v'$ maps to a vertex of $\Sigma$ then clearly $g$ is constant in a neighborhood of $v'$. Otherwise, $v$ has valency
one by harmonicity, so $f$ is constant in a neighborhood of $v$, and hence $g$ is constant in a neighborhood of $v'$.

Condition (2): Suppose that $v'$ has valency 2, with edges $e'_1, e'_2$ starting at $v'$. There are several sub-cases.

(a) If $e'_1$ and $e'_2$ both map to vertices, then $\varphi$ is constant in a neighborhood of $v'$.

(b) If $e'_1$ maps to a vertex $v$ and $e'_2$ does not, then $v$ has valency one by harmonicity, so $f$ is constant in a neighborhood of $v$, hence $g$ is constant in a neighborhood of $v'$, so $(g|_{e'_1}, g|_{e'_2})$ is smooth at $v'$.

(c) If $\varphi(e'_1')$ and $\varphi(e'_2')$ are equal to the same edge of $\Sigma$, then again $v$ has valency one by harmonicity, and we proceed as above.

(d) Suppose then that $e_1 = \varphi(e'_1)$ and $e_2 = \varphi(e'_2)$ are distinct edges of $\Sigma$. Then $v$ has valency 2 by harmonicity, and

$$g \circ t_{e_i}(x) = f \circ \varphi \circ t_{e_i}(x) = f \circ t_{e_i}(d_{e_i}(\varphi)x)$$

for $i = 1, 2$ and $x \in [0, \ell(e')]$. Hence

$$\frac{d^n g}{dt^n_{e_i}}(v) = d_{e_i}(\varphi)^n \frac{d^n f}{dt^n}(v)$$

for $n \geq 0$. It follows from smoothness of $(f|_{e_1}, f|_{e_2})$ at $v$ that

$$\frac{1}{d_{e_1}(\varphi)^n} \frac{d^n g}{dt^n_{e_1}}(v) = \frac{1}{d_{e_2}(\varphi)^n} \frac{d^n g}{dt^n_{e_2}}(v).$$

The harmonicity condition says that $d_{e_1}(\varphi) = d_{e_2}(\varphi)$; canceling this factor from both sides proves smoothness of $(g|_{e'_1}, g|_{e'_2})$ at $v'$.

Condition (3): Suppose that $v'$ has valency greater than 2. Whatever the valency of $v$, we have $\sum_{v \sim e} df/\partial t_e(v) = 0$. If $v$ is an isolated vertex then $\varphi$ is constant in a neighborhood of $v'$. Otherwise, choose an edge $e$ starting at $v$. If $e'$ is an edge starting at $v'$ mapping to $e$ then $dg/\partial t_{e'}(v') = d_{e'}(\varphi) df/\partial t_e(v)$ as above, so

$$\sum_{(e') = v} \frac{dg}{dt_{e'}}(v') = \frac{df}{dt_e}(v) \sum_{(e') = v} d_{e'}(\varphi) = \frac{df}{dt_e}(v) d_{e'}(\varphi).$$

Summing over all edges starting at $v$, and noting that $dg/\partial t_{e'}(v')$ is zero if $e'$ is crushed to the vertex $v$, we have

$$\sum_{v' = (e')} \frac{dg}{dt_{e'}}(v) = d_{e'}(\varphi) \sum_{v = e} \frac{df}{dt_e}(v) = 0.$$

This finishes the proof that $g$ is smooth.

Compatibility of $\varphi^*$ with $d'$ and $d''$ is easily verified and is left to the reader. \qed

**Remark 3.2.13.** If $\varphi: \Sigma' \rightarrow \Sigma$ and $\psi: \Sigma'' \rightarrow \Sigma'$ are harmonic maps, then $\varphi \circ \psi$ is harmonic, and $(\varphi \circ \psi)^* = \psi^* \circ \varphi^*$. This follows from Proposition 3.2.9. Moreover, one computes easily that for $v'' \in \Sigma'' \setminus \partial \Sigma''$ and $v' := \psi(v'')$, we have $d_{v'}(\varphi \circ \psi) = d_{v'}(\varphi)d_{\psi}(\psi)$. 
Remark 3.2.14. Let \( \nu : \Sigma_0 \rightarrow \Sigma \) be the unweighting of \( \Sigma \) as in Definition 2.1.2. The map \( \nu \) is harmonic (of degree 1 if \( \Sigma \) has an edge), and \( \nu^* \) agrees with the isomorphism in Lemma 2.2.6.

3.3. Subgraphs. The most basic example of a harmonic map is the inclusion of a subgraph.

Definition 3.3.1. Let \( \Sigma \) be a weighted metric graph with boundary. A subset \( \Sigma' \subset \Sigma \) is a subgraph if it is a union of vertices and closed edges of a subdivision of \( \Sigma \). A subgraph inherits the structure of a weighted metric graph; its boundary \( \partial \Sigma' \) is defined to be the union of \( \Sigma' \cap \partial \Sigma \) with the relative boundary of \( \Sigma' \) in \( \Sigma \).

The inclusion of a subgraph \( \iota : \Sigma' \hookrightarrow \Sigma \) is \( \mathbb{Z} \)-harmonic: if \( \nu' \in \Sigma' \) is a vertex, then either \( \iota \) is an isomorphism in a neighborhood of \( \nu' \), or \( \nu' \in \partial \Sigma' \). The homomorphisms
\[
\iota^* : A^{p,q}(\Sigma, \partial \Sigma) \longrightarrow A^{p,q}(\Sigma', \partial \Sigma')
\]
are called restrictions.

3.4. Modifications. Our next important example of a harmonic map arises by attaching trees to a graph.

Definition 3.4.1. Let \( \Sigma \) be a weighted metric graph. A modification of \( \Sigma \) is a weighted metric graph \( \Sigma' \) obtained from \( \Sigma \) by attaching finitely many (weighted metric) trees to points of \( \Sigma \). If \( \Sigma \) has boundary \( \partial \Sigma \), then we consider \( \Sigma' \) as a weighted metric graph with boundary by setting \( \partial \Sigma' = \partial \Sigma \).

If \( \Sigma' \) is a modification of \( \Sigma \), then there are natural inclusion and retraction maps \( \Sigma \hookrightarrow \Sigma' \) and \( \Sigma' \twoheadrightarrow \Sigma \), respectively. The retraction map is \( \mathbb{Z} \)-harmonic (of degree 1 if \( \Sigma \) has an edge), while inclusion is not harmonic.

Lemma 3.4.2. Let \( \Sigma \) be a weighted metric graph with boundary and let \( \Sigma' \) be a modification of \( \Sigma \). Suppose that \( \Sigma \) has no isolated interior vertices. Then the retraction map \( \Sigma' \twoheadrightarrow \Sigma \) induces isomorphisms \( H^{p,q}(\Sigma, \partial \Sigma) \longrightarrow H^{p,q}(\Sigma', \partial \Sigma') \) for all \( p, q \in \{0, 1\} \).

Proof. As usual we may replace \( \Sigma \) and \( \Sigma' \) by their unweightings to assume all edge weights are trivial. Since the cohomology of a disjoint union is a direct sum, we may assume \( \Sigma \) to be connected. Let \( \tau : \Sigma' \rightarrow \Sigma \) denote the retraction. If \( \Sigma \) consists of a single boundary vertex \( \nu \) then \( \Sigma' \) is a tree with \( \partial \Sigma' = \{\nu\} \), so the only nonzero cohomology group of \( \Sigma' \) is \( H^{0,0} \), and hence \( \tau^* \) is an isomorphism on all \( H^{p,q} \). Assume then that \( \Sigma \) has an edge. It is clear that \( \tau^* \) is an isomorphism on \( H^{0,0} \) and \( H^{1,1} \) by 2.4.4 and 2.4.5, respectively.

In 2.4.7 we constructed forms \( \omega_1, \ldots, \omega_g \in A^{0,1}(\Sigma, \partial \Sigma) \) whose cohomology classes form a basis of \( H^{0,1}(\Sigma, \partial \Sigma) \). The pullbacks \( \tau^* \omega_1, \ldots, \tau^* \omega_g \) are simply the forms in \( A^{0,1}(\Sigma', \partial \Sigma') \) obtained by the same construction on \( \Sigma' \), so \( \tau^* \) is an isomorphism on \( H^{0,1} \).

The kernel of \( d'' \) on \( A^{1,0} \) consists of all forms that are constant on edges. Any such form on \( \Sigma' \) is zero on the edges in \( \Sigma' \setminus \Sigma \), which is a disjoint union of boundaryless trees. Any such form is the image under \( \tau^* \) of a form on \( \Sigma \) which is constant on edges, so \( \tau^* \) is an isomorphism on \( H^{1,0} \).

\( \square \)
3.5. Quotients. Our next example of a harmonic map will arise from a Galois extension of the ground field of a curve: see Proposition 5.5.1. Here we treat the more general case of a quotient by a finite group.

**Definition 3.5.1.** Let $\pi : \Sigma' \to \Sigma$ be a surjective harmonic map of weighted metric graphs with boundary. Let $G$ be a finite group acting on $\Sigma'$ by harmonic maps such that $\pi \circ \sigma = \pi$ for all $\sigma \in G$. We say that $\Sigma$ is the quotient of $\Sigma'$ by $G$, and we write $\Sigma = \Sigma'/G$, provided that:

1. $G$ acts transitively on the fibers of $\pi$, and
2. $\pi^{-1}(\partial \Sigma) = \partial \Sigma'$.

**Remark 3.5.2.**

1. A quotient map has finite fibers, so no edge of $\Sigma'$ is crushed to a vertex of $\Sigma$.
2. Saying that $G$ acts transitively on fibers means $\Sigma$ is the quotient of $\Sigma'$ by $G$ in the category of sets. We will see in Lemma 3.5.4 below that it is also the quotient in the category of topological spaces.
3. The map $\pi : \Sigma' \to \Sigma$ makes $\Sigma$ into the quotient of $\Sigma'$ by $G$ if and only if the associated map $\pi_0 : \Sigma'_0 \to \Sigma_0$ makes the unweighting $\Sigma_0$ into the quotient of the unweighting $\Sigma'_0$ by $G$.

**Remark 3.5.3.** Let $G$ be a finite group acting on a weighted metric graph $\Sigma'$ with boundary by piecewise linear maps. There is a subdivision of $\Sigma'$ such that $G$ acts on the vertices and edges, and such that for every edge of $\Sigma'$, the tail is not in the same $G$-orbit as the head. In particular, we have $\sigma(e') \neq \overline{e'}$ for every edge $e'$ and every $\sigma \in G$. Then the quotient $\pi : \Sigma' \to \Sigma$ of $\Sigma'$ by $G$ exists in the category of simplicial complexes, and gives a graph $\Sigma$ with boundary $\partial \Sigma := \pi(\partial \Sigma')$.

**Remark 3.5.4.** Let $\pi : \Sigma' \to \Sigma$ be a harmonic map of weighted metric graphs with boundary, and suppose that $\Sigma$ is the quotient of $\Sigma'$ by a finite group $G$. Choose subdivisions of $\Sigma'$ and $\Sigma$ such that every edge $e'$ of $\Sigma'$ is mapped linearly onto an edge of $\Sigma$. This subdivision of $\Sigma'$ satisfies the hypotheses of Remark 3.5.3, so $\Sigma$ is the quotient simplicial complex of Remark 3.5.3. In particular, $\pi$ is the quotient map in the category of topological spaces, and it is open.

The following lemma shows that $\Sigma'/G$ is the quotient in the category of weighted metric graphs with boundary, with harmonic maps as morphisms.

**Lemma 3.5.5.** Let $\pi : \Sigma' \to \Sigma$ be a harmonic map of weighted metric graphs with boundary, and suppose that $\Sigma$ is the quotient of $\Sigma'$ by a finite group $G$. If $\varphi' : \Sigma' \to \Sigma''$ is a harmonic map of weighted metric graphs with boundary such that $\varphi' \circ \sigma = \varphi'$ for all $\sigma \in G$, then there exists a unique harmonic map $\varphi : \Sigma \to \Sigma''$ such that $\varphi \circ \pi = \varphi'$.

**Proof.** Since $\Sigma$ is the quotient of $\Sigma'$ in the category of topological spaces, there exists a unique continuous map $\varphi : \Sigma \to \Sigma''$ such that $\varphi \circ \pi = \varphi'$. This map is harmonic by Lemma 3.2.11. □

Next we show that quotients by finite groups always exist, and are unique up to harmonic isomorphism (Remark 3.2.10).
Proposition 3.5.6. Let $G$ be a finite group acting on a weighted metric graph with boundary $(\Sigma', \partial \Sigma')$ by harmonic maps preserving $\partial \Sigma'$. Then there exists a weighted metric graph with boundary $(\Sigma, \partial \Sigma)$ and a surjective harmonic map $\pi : \Sigma' \to \Sigma$ such that $\Sigma$ is the quotient of $\Sigma'$ by $G$ in the sense of Definition 3.5.1. Moreover, the quotient $\Sigma$ is unique up to harmonic isomorphism.

Proof. We replace $\Sigma'$ by its unweighting to assume all edge weights are trivial. We subdivide $\Sigma'$ as in Remark 3.5.3. Let $\Sigma$ be the quotient simplicial complex $\Sigma'/G$: this is a graph with vertex set $V(\Sigma) = V(\Sigma')/G$ and edge set $E(\Sigma) = E(\Sigma')/G$ endowed with the obvious incidence relation. Note that $\Sigma$ has no loop edges. Let $\pi : \Sigma' \to \Sigma$ be the quotient map. We set $\partial \Sigma = \pi(\partial \Sigma')$. For an edge $e \in E(\Sigma)$ we set $w(e) = 1$, and we define $\ell(e)$ by

$$\frac{1}{\ell(e)} = \sum_{e' \to e} \frac{1}{\ell(e')}.$$

In order to prove that $\Sigma$ is the quotient $\Sigma'/G$ in the sense of Definition 3.5.1, we must show that $\pi$ is harmonic. Let $v' \in \Sigma'$ be an interior vertex, let $v = \pi(v')$, and let $e$ be an edge of $\Sigma$ beginning at $v$. Fix an edge $e'$ beginning at $v'$ and mapping to $e$. If $e''$ is another such edge, then there exists $\sigma \in G$ such that $\sigma(e') = e'':$ the orientation is preserved because the vertices of $e''$ belong to distinct $G$-orbits. Hence the stabilizer $G_{v'}$ of $v'$ acts transitively on the set of edges beginning at $v'$ and mapping to $e$, and the number of such edges is $[G_{v'} : G_{v'}]$. This number is independent of the choice of $v' \mapsto v$ and $e' \mapsto e$, so we denote it by $e(e)$. For $\sigma \in G_{v'}$ we have $\ell(\sigma e') = \ell(e')d_{v'}(\sigma)$ by (3.2.3); hence $\ell(\sigma^2 e') = \ell(e')d_{v'}(\sigma)^2$, etc. Since $\sigma^m e' = e'$ for some $m \geq 1$, this shows $d_{v'}(\sigma)^m = 1$, so $d_{v'}(\sigma) = 1$. It follows that $\ell(e'')$ is the same number for all $e''$ beginning at $v'$ and mapping to $e$; we denote this number by $\ell(e, v')$. If $\sigma(v') = v''$ and $\sigma(e') = e''$ for some $\sigma \in G$ then $\ell(e'') = \ell(e')d_{v'}(\sigma)$, so that $\ell(e, v'') = d_{v'}(\sigma)\ell(e, v')$. It follows that $d_{v'}(\sigma)$ is independent of the choice of $\sigma$ sending $v'$ to $v''$; we set $d(v', v'') = d_{v'}(\sigma)$ for any such $\sigma$, so that $\ell(e, v'') = d(v', v'')\ell(e, v')$.

Now we compute

$$d_{v'}(\pi) = \ell(e) \sum_{(e') = v'} \frac{1}{\ell(e')} = \frac{\ell(e, v')}{\ell(e') \sum_{e'' \to e} 1/\ell(e'')} = \frac{\ell(e, v')}{\ell(e, v'')} \frac{1}{\sum_{v'' \to v} 1/(d(v', v'')\ell(e, v'))} = \left(\sum_{v'' \to v} \frac{1}{d(v', v'')}\right)^{-1}.$$

This is independent of the choice of $e$, so $\pi$ is harmonic, as desired.

Unicity is automatic from the universal property of Lemma 3.5.5.

Our next goal is to show that $H^{p,q}(\Sigma, \partial \Sigma) = H^{p,q}(\Sigma', \partial \Sigma')^G$ if $\Sigma = \Sigma'/G$. If this were true on the level of forms, i.e. if it were true that $A^{p,q}(\Sigma, \partial \Sigma) = A^{p,q}(\Sigma', \partial \Sigma')^G$ as in [GJR21, Proposition 14.2], then the result would follow formally as in [GJR21, Corollary 14.3]. However, this is not the case in general. For instance, let $\Sigma'$ be the circle of circumference 2 around the origin in $\mathbb{R}^2$, with the points on the $x$-axis being vertices and with no boundary, and let $G = \mathbb{Z}/2\mathbb{Z}$ act on $\Sigma'$ by flipping over the $x$-axis.
Let $\pi : \Sigma' \to \Sigma$ be the quotient. Then $\Sigma$ is a line segment $e$ of length 1. Consider the function $f : \Sigma \to \mathbb{R}$ defined by $f \circ t_0(x) = \exp(-1/x^2) \cdot \exp(-1/(1-x)^2)$, and let $g = f \circ \pi$. Then $g \in A^{0,0}(\Sigma')^G$, but $f \notin A^{0,0}(\Sigma)$ because $f$ is not constant in a neighborhood of the vertices. Similar examples can be constructed in any bidegree, and similar problems can arise at valence-2 vertices of $\Sigma$. This issue also makes it awkward to define a transfer map $A^{p,q}(\Sigma', \partial \Sigma') \to A^{p,q}(\Sigma, \partial \Sigma)$.

One could imagine modifying our definition of smooth forms on graphs to satisfy $A^{p,q}(\Sigma, \partial \Sigma) = A^{p,q}(\Sigma', \partial \Sigma')^G$ without changing the Dolbeault cohomology groups, but our definition is designed to be compatible with pullback of Lagerberg forms (Section 4) and with the non-Archimedean situation (Section 6). Therefore we must live with a tedious, ad-hoc proof of the following Proposition.

**Proposition 3.5.7.** Let $\pi : \Sigma' \to \Sigma$ be a harmonic map of weighted metric graphs with boundary, and suppose that $\Sigma$ is the quotient of $\Sigma'$ by a finite group $G$. Then the canonical homomorphisms

$$
\pi^* : H^{p,q}(\Sigma, \partial \Sigma) \longrightarrow H^{p,q}(\Sigma', \partial \Sigma')^G
$$

are isomorphisms for all $p, q \in \{0, 1\}$.

**Proof.** We may assume that $\Sigma$ is connected. If $\Sigma$ has no edges then neither does $\Sigma'$, in which case the result is clear. Hence we assume that $\Sigma$ contains an edge. By passing to unweightings, we may assume that all edge weights are trivial.

The pullback homomorphisms $\pi^* : A^{p,q}(\Sigma, \partial \Sigma) \to A^{p,q}(\Sigma', \partial \Sigma')$ are injective for all $p, q$ because a form on $\Sigma$ can be recovered from its pullback to $\Sigma'$. We show that (3.5.8) is an isomorphism in each bidegree separately.

**3.5.9.** $H^{0,0}$: By Lemma 3.5.4, the map $\pi$ is open, so a connected component of $\Sigma'$ subjects onto $\Sigma$ (the image of such a connected component is open, and is closed because connected components are compact). It follows that $G$ acts transitively on $\pi_0(\Sigma')$, so $\pi^*$ is an isomorphism on $H^{0,0}$.

**3.5.10.** $H^{0,1}$: The higher cohomology groups of a finite group are torsion, so $W \to W^G$ is an exact functor on the category of $\mathbb{R}$-vector spaces. Hence we have an exact sequence

$$
0 \longrightarrow H^{0,0}(\Sigma', \partial \Sigma')^G \longrightarrow A^{0,0}(\Sigma', \partial \Sigma')^G \longrightarrow A^{0,1}(\Sigma', \partial \Sigma')^G \longrightarrow H^{0,1}(\Sigma', \partial \Sigma')^G \longrightarrow 0.
$$

This gives rise to a homomorphism of short exact sequences

$$
\begin{array}{cccccc}
0 & \longrightarrow & A^{0,0}(\Sigma, \partial \Sigma)/H^{0,0}(\Sigma, \partial \Sigma) & \longrightarrow & A^{0,1}(\Sigma, \partial \Sigma) & \longrightarrow & H^{0,1}(\Sigma, \partial \Sigma) & \longrightarrow & 0 \\
0 & \longrightarrow & A^{0,0}(\Sigma', \partial \Sigma')^G/H^{0,0}(\Sigma', \partial \Sigma')^G & \longrightarrow & A^{0,1}(\Sigma', \partial \Sigma')^G & \longrightarrow & H^{0,1}(\Sigma', \partial \Sigma')^G & \longrightarrow & 0.
\end{array}
$$

The middle vertical arrow is an injection, and since $H^{0,0}(\Sigma, \partial \Sigma) \longrightarrow H^{0,0}(\Sigma', \partial \Sigma')^G$, the cokernel of the left vertical arrow is the same as the cokernel of $A^{0,0}(\Sigma, \partial \Sigma) \to A^{0,0}(\Sigma', \partial \Sigma')^G$. By the snake lemma, showing that the right vertical arrow is an injection is equivalent to proving that the homomorphism

$$
A^{0,0}(\Sigma', \partial \Sigma')^G/A^{0,0}(\Sigma, \partial \Sigma) \longrightarrow A^{0,1}(\Sigma', \partial \Sigma')^G/A^{0,1}(\Sigma, \partial \Sigma)
$$
of cokernels is an injection.

Let \( g \in A^{0,0}(\Sigma', \partial \Sigma')^G \), and suppose that \( d''g = \pi^*\omega \) for some \( \omega = (h_\epsilon d''t_\epsilon) \in A^{0,1}(\Sigma, \partial \Sigma) \). Since \( \Sigma \) is the quotient of \( \Sigma' \) in the category of topological spaces, there exists a unique continuous function \( f : \Sigma \to \mathbb{R} \) such that \( f \circ \pi = g \). We claim that \( f \) is smooth. It is clear that \( f \) is smooth on edges, so we must verify the other conditions of Definition 2.2.1. If \( e' \) is an edge of \( \Sigma' \) and \( e = \pi(e') \) then

\[
d_{e'}(\pi) \frac{df}{dt_\epsilon} \circ \pi = \frac{dg}{dt_{e'}} = h_\epsilon \circ \pi d_\epsilon(\pi),
\]

so \( df/dt_\epsilon = h_\epsilon \) for each edge \( e \).

Let \( v \in \Sigma \setminus \partial \Sigma \).

1. Suppose that \( v \) has valency 1, with adjacent edge \( e \). Since \( h_\epsilon \) is zero in a neighborhood of \( v \), it follows that \( f \) is constant in a neighborhood of \( v \).
2. Suppose that \( v \) has valency 2 with outgoing edges \( e_1, e_2 \). Then smoothness of \( (h_{e_1}, -h_{e_2}) \) at \( v \) implies smoothness of \( f \) at \( v \).
3. If \( v \) has valency greater than 2, then

\[
0 = \sum_{v = e^-} h_\epsilon(v) = \sum_{v = e^-} \frac{df}{dt_\epsilon}(v).
\]

This proves that (3.5.11) is injective.

Now we show that \( H^{0,1}(\Sigma, \partial \Sigma) \to H^{0,1}(\Sigma', \partial \Sigma')^G \) is surjective. Fix \( \omega' = (g_\epsilon d''t_\epsilon) \in A^{0,1}(\Sigma', \partial \Sigma')^G \). Being fixed by the \( G \)-action means that there exist smooth functions \( (f_\epsilon)_{\epsilon \in \Sigma} \) such that \( g_\epsilon = f_\epsilon \circ \pi d_\epsilon(\pi) \) for \( e' \mapsto e \). Note that \( \omega = (f_\epsilon d''t_\epsilon) \) need not be a smooth \((0, 1)\)-form: for instance, it need not be zero in a neighborhood of an interior vertex of valency 1. However, for a path \( \gamma \) in \( \Sigma \) it still makes sense to integrate \( \omega \) along \( \gamma \) as in (2.4.8). Choose a vertex \( v_0 \in \Sigma \) and closed paths \( \gamma_1, \ldots, \gamma_g \) generating \( \pi_1(\Sigma, v_0) \). We showed in 2.4.7 that there exists \( \eta \in A^{0,1}(\Sigma, \partial \Sigma) \) such that \( \int_{\gamma_i} \eta = \int_{\gamma_i} \omega \) for all \( i \).

This implies \( \int_{\gamma} \eta = \int_{\gamma} \omega \) for any closed path \( \gamma \).

We claim that \( [\omega'] = \pi^*[\eta] \) in \( H^{0,1}(\Sigma', \partial \Sigma') \). Let \( \gamma' = e_1' \cup \cdots \cup e_n' \) be a path in \( \Sigma' \), let \( e_i' = \pi(e_i) \), and let \( \gamma = \pi(\gamma') = e_1 \cup \cdots \cup e_n \). Using

\[
g_\epsilon \circ t_{e'}(x) = d_\epsilon(\pi) f_\epsilon \circ \pi \circ t_e(x) = d_\epsilon(\pi) f_\epsilon \circ t_e(d_\epsilon(\pi)x)
\]

for \( e' \mapsto e \), we calculate

\[
\int_{\gamma'} \omega' = \sum_{i=1}^n \int_0^{t(e_i')} g_\epsilon \circ t_{e_i'}(x) \, dx
= \sum_{i=1}^n \int_0^{t(e_i')} f_\epsilon \circ t_{e_i}(d_\epsilon(\pi)x) \, dx
= \sum_{i=1}^n \int_0^{t(e_i')} f_\epsilon \circ t_{e_i}(x) \, dx = \int_\gamma \omega.
\]
In particular, if \( \gamma' \) is a closed path in \( \Sigma' \) then \( \gamma \) is a closed path in \( \Sigma \), so \( \int_{\gamma'} \omega' = \int_{\gamma} \omega = \int_{\gamma} \eta \). The same calculation shows \( \int_{\gamma'} \pi^* \eta = \int_{\gamma} \eta \), so \( \int_{\gamma'} \pi^* \eta = \int_{\gamma'} \omega' \) for all closed paths \( \gamma' \). This implies \( [\omega'] = [\pi^* \eta] \) as in 2.4.7. This concludes the proof that \( H^{0,1}(\Sigma, \partial \Sigma) \to H^{0,1}(\Sigma', \partial \Sigma') \) is an isomorphism.

3.5.12. \( H^{1,0} \): We must show that if \( \omega' \in A^{1,0}(\Sigma', \partial \Sigma') \) is a smooth form that is constant on edges (see 2.4.6) and invariant under \( G \), then \( \omega' = \pi^* \omega \) for \( \omega \in A^{1,0}(\Sigma, \partial \Sigma) \). Write \( \omega' = (c_e' d_t e) \) for \( c_e' \in \mathbb{R} \). By \( G \)-invariance, there exist numbers \( C_e \in \mathbb{R} \) for \( e \in E(\Sigma) \) such that \( c_e' = C_e d_t e(\pi) \) for \( e' \to e \). We claim that \( \omega = (C_e d_t e) \) is in \( A^{1,0}(\Sigma, \partial \Sigma) \). Since the \( C_e \) are constant, all three conditions of Definition 2.2.3 are equivalent to showing \( \sum_{v \in \partial \Sigma} C_e = 0 \) for vertices \( v \in \Sigma \setminus \partial \Sigma \). Let \( v \in \Sigma \setminus \partial \Sigma \), and choose \( v' \in \Sigma' \) mapping to \( v \); note that \( v' \notin \partial \Sigma' \). For \( e \) an edge starting at \( v \), we have

\[
d_{\varphi}(\pi) = \sum_{e' = e} d_{e'}(\pi)
\]

by definition. Multiplying by \( C_e = c_{e'}/d_{e'}(\pi) \) and rewriting gives

\[
C_e = \frac{1}{d_{\varphi}(\pi)} \sum_{e' = e} d_{e'}(\pi) \cdot \frac{c_{e'}}{d_{e'}(\pi)} = \frac{1}{d_{\varphi}(\pi)} \sum_{e' = e} c_{e'}.
\]

Summing over all edges \( e \) starting at \( v \) then gives

\[
\sum_{e = v} C_e = \frac{1}{d_{\varphi}(\pi)} \sum_{e' = v} c_{e'} = 0,
\]

as required.

3.5.13. \( H^{1,1} \): By Proposition 2.4.2, we only need to show that the map \( \pi^*: H^{1,1}(\Sigma) \to H^{1,1}(\Sigma') \) is nonzero when \( \partial \Sigma = \emptyset \). This is true because pulling back a bump function on an edge gives a \((1,1)\)-form with nonzero integral: see 2.4.5.

3.6. Integration of Pullbacks. We conclude this section by showing that integration of forms has the expected behavior with respect to pullback.

Lemma 3.6.1. Let \( \varphi: \Sigma' \to \Sigma \) be a harmonic morphism of weighted metric graphs with boundary, and suppose that \( \varphi \) has a well-defined degree \( d(\varphi) \) in the sense of Definition 3.2.5. Then

\[
\int_{\Sigma'} \varphi^* \omega = d(\varphi) \int_{\Sigma} \omega \quad \int_{\partial \Sigma'} \varphi^* \eta' = d(\varphi) \int_{\partial \Sigma} \eta' \quad \int_{\partial \Sigma'} \varphi^* \eta'' = d(\varphi) \int_{\partial \Sigma} \eta''
\]

for all \( \omega \in A^{1,1}(\Sigma, \partial \Sigma), \eta' \in A^{1,0}(\Sigma, \partial \Sigma), \) and \( \eta'' \in A^{0,1}(\Sigma, \partial \Sigma) \).

Proof. By Lemma 2.3.4 we may replace \( \Sigma \) and \( \Sigma' \) by their unweightings to assume that all edge weights are trivial. If \( \omega = (f_e d' t_e d'' t_e) \) then \( \varphi^* \omega = (f_{\varphi(e')} \circ \varphi) d_{e'}(\varphi)^2 d' t_e d'' t_e) \).
Let $e'$ be an edge of $\Sigma'$. If $\varphi(e')$ is a vertex then $d_{e'}(\varphi) = 0$; otherwise we let $e = \varphi(e')$, and we calculate
\[
\int_0^{t(e')} f_e \circ \varphi \circ t_e(x) \, d_{e'}(\varphi)^2 \, dx = d_{e'}(\varphi) \int_0^{t(e')} f_e \circ t_e(x) \, dx.
\]
Summing over all $e' \mapsto e$ and using (3.2.6) gives
\[
\sum_{e' \mapsto e} \int_0^{t(e')} f_e \circ \varphi \circ t_e(x) \, d_{e'}(\varphi)^2 \, dx = d(\varphi) \int_0^{t(e')} f_e \circ t_e(x) \, dx;
\]
summing over all edges $e$ proves $\int_{\Sigma'} \varphi^* \omega = d(\varphi) \int_{\Sigma} \omega$.

If $\eta' = (g, d't_e)$ then $\varphi^* \eta' = (g_{\varphi(e')} \circ \varphi \circ d_e(\varphi) \circ d't_e)$. Let $e$ be an edge of $\Sigma$. We use (2.3.3) and (3.2.6) to compute
\[
\sum_{e' \mapsto e} g_{\varphi(e')} \circ \varphi(e') \circ d_e(\varphi) = d_e(e) \sum_{e' \mapsto e} d_e(\varphi) = d(\varphi) g_e(e).
\]
Summing over all edges of $\Sigma$, and noting that $g_{\varphi(e')} \circ \varphi \circ d_e(\varphi) = 0$ if $e'$ maps to a vertex of $\Sigma$, we have
\[
\int_{\partial \Sigma'} \varphi^* \eta' = \sum_{e} d(\varphi) g_e(e) = d(\varphi) \int_{\partial \Sigma} \eta'.
\]
The proof for $\eta'' \in A^{0,1}(\Sigma, \partial \Sigma)$ is identical. \qed

4. Relationship to Lagerberg forms

For an open subset $U \subset \mathbb{R}^n$, we let $A^{p,q}(U)$ denote the space of Lagerberg forms on $U$, as in [CD12]. In this section we show that our differential forms on graphs arise naturally as local pullbacks of Lagerberg forms on $\mathbb{R}^n$ under suitable harmonic tropicalizations. Throughout we fix a weighted metric graph with boundary $(\Sigma, \partial \Sigma)$ as in Section 2.

4.1. $(R, \Gamma)$-Harmonic Tropicalizations. Recall that we defined harmonic functions in Definition 3.1.1.

**Definition 4.1.1.** A harmonic (resp. $R$-harmonic, resp. $(R, \Gamma)$-harmonic) tropicalization of $(\Sigma, \partial \Sigma)$ is a function $h = (h_1, \ldots, h_n): \Sigma \to \mathbb{R}^n$, where $h_1, \ldots, h_n$ are harmonic (resp. $R$-harmonic, resp. $(R, \Gamma)$-harmonic) functions on $(\Sigma, \partial \Sigma)$.

**Definition 4.1.2.** Let $\Gamma \subset \mathbb{R}_+$ be an additive subgroup containing the lengths of the edges of $\Sigma$. A point $x$ of $\Sigma$ is called $\Gamma$-rational if $x = t_e(y)$ for some edge $e$ and some $y \in \Gamma$. The set of $\Gamma$-rational points of $\Sigma$ is denoted $\Sigma(\Gamma)$.

For the rest of this section, we fix an additive subgroup $\Gamma \subset \mathbb{R}_+$ containing the lengths of the edges of $\Sigma$. Either $\Gamma$ is discrete or it is dense in $\mathbb{R}$. We will need a dense subgroup in the sequel, so we use the following notation.

**Notation 4.1.3.** If $\Gamma$ is discrete, we let $\overline{\Gamma}$ denote the saturation of $\Gamma$ in $\mathbb{R}_+$. Otherwise, we set $\overline{\Gamma} = \Gamma$. 

4.2. Pullbacks Under Harmonic Tropicalizations. In this subsection, we define pullbacks of Lagerberg forms under harmonic tropicalizations.

**Definition 4.2.1.** Fix a harmonic tropicalization \( h = (h_1, \ldots, h_n) : \Sigma \to \mathbb{R}^n \) of \((\Sigma, \partial \Sigma)\) as in Definition 4.1.1, and let \( U \subset \mathbb{R}^n \) be an open neighborhood of \( h(\Sigma) \).

1. For \( g \in A^{0,0}(U) \) we define \( h^* g = g \circ h \).
2. For \( \eta = \sum_{i=1}^n g_i d' x_i \in A^{1,0}(U) \) we define \( h^* \eta = (f_e d' t_e) \) by
   \[
   f_e = \sum_{i=1}^n \frac{dh_i}{dt_e} g_i \circ h.
   \]
3. For \( \eta = \sum_{i=1}^n g_i d'' x_i \in A^{0,1}(U) \) we define \( h^* \eta = (f_e d'' t_e) \) by
   \[
   f_e = \sum_{i=1}^n \frac{dh_i}{dt_e} g_i \circ h.
   \]
4. For \( \eta = \sum_{i,j=1}^n g_{ij} d' x_i \wedge d'' x_j \in A^{1,1}(U) \) we define \( h^* \eta = (f_e d' t_e d'' t_e) \) by
   \[
   f_e = \sum_{i,j=1}^n \frac{dh_i}{dt_e} \frac{dh_j}{dt_e} g_{ij} \circ h.
   \]

**Lemma 4.2.2.** For \( p, q \in \{0, 1\} \), the pullback \( h^* \) defines a homomorphism of differential bigraded algebras \( A^{p,q}(U) \to A^{p,q}(\Sigma, \partial \Sigma) \). This factors through an injective homomorphism \( A^{p,q}(h(\Sigma)) \to A^{p,q}(\Sigma, \partial \Sigma) \).

Here we use the space of smooth differential forms \( A^{p,q}(h(\Sigma)) \) on the polytopal complex \( h(\Sigma) \) as defined in [Gub16].

**Proof.** First we need to show that the pullback of a Lagerberg form is a smooth form on \((\Sigma, \partial \Sigma)\). We verify only the case \((p, q) = (0, 0)\), as the other cases are similar. By Lemma 2.2.6, we may check smoothness on the unweighting \( \Sigma_0 \), hence we may assume that all weights are 1. Let \( g \in A^{0,0}(U) \), and let \( f = h^* g = g \circ h \). Let \( e \) be an edge of \( \Sigma \). Then
\[
 f \circ t_e(x) = g \circ h \circ t_e(x) = g(a_1 x + b_1, \ldots, a_n x + b_n)
\]
for some \( a_i, b_i \in \mathbb{R} \), which shows that \( f \) is smooth on edges. Now we verify the three conditions of Definition 2.2.1.

1. Let \( v \in \Sigma \setminus \partial \Sigma \) have valency 1, and let \( e \) be the outgoing edge at \( v \). Then \( h \) is constant on \( e \), so \( f \) is constant in a neighborhood of \( v \).
2. Let \( v \in \Sigma \setminus \partial \Sigma \) have valency 2, with outgoing edges \( e_1, e_2 \). The second condition of Definition 2.2.1 (as applied to \( h \)) implies that \( h \) is linear on \( e_1 \cup e_2 \), so \( (f|_{e_1}, f|_{e_2}) \) is smooth at \( v \).
Let \( x \in \Sigma \setminus \partial \Sigma \) have valency greater than 2, with outgoing edges \( e_1, e_2, \ldots, e_r \). Let \( f_i = f \circ t_{e_i} \), and let \( x_1, \ldots, x_n \) be the coordinates on \( \mathbb{R}^n \). We compute
\[
\sum_{i=1}^{r} \frac{df_i}{dt_{e_i}} (x) = \sum_{i=1}^{r} \frac{df_i}{dx} (0) = \sum_{i=1}^{r} \sum_{j=1}^{n} \frac{dg_j}{dx} (h(0)) \frac{dh_j \circ t_{e_i}}{dt_{e_i}} (0) = \sum_{j=1}^{n} \frac{dg_j}{dx} (h(0)) \frac{dh_j (0)}{dt_{e_i}} (0) = 0.
\]

Hence \( f \) is a smooth function on \( \Sigma \).

We leave it to the reader to verify that \( h^* \) respects the differentials \( d^\alpha, d^\beta \) and the wedge product, so that \( h^* \) is a homomorphism of differential bigraded algebras. It remains then to show that \( h^* \) factors through an injective homomorphism \( \mathcal{A}^{p,q}(h(\Sigma)) \to \mathcal{A}^{p,q}(\Sigma, \partial \Sigma) \). Let \( e \) be an edge of \( \Sigma \) such that \( \sigma = h(e) \) is a line segment. Note that \( p_e = h \circ t_e : [0, \ell(e)] \to \sigma \) is an affine parameterization of \( \sigma \). If \( U \subset \mathbb{R}^n \) is an open neighborhood of \( h(\Sigma) \) and \( \eta \in \mathcal{A}^{p,q}(U) \), then the restriction \( \eta|_{\sigma} \) of \( \eta \) to \( \sigma \) is by definition the form \( p_e^* \eta \) on \( [0, \ell(e)] \). Any form on \( h(\Sigma) \) is by definition a collection of forms \( (\eta|_{\sigma}) \) arising in this way; it is zero if and only if \( \eta|_{\sigma} = 0 \) for each edge \( \sigma \) of \( h(\Sigma) \). Definition 4.2.1 is set up to be compatible with the pullback of Lagerberg forms with respect to \( p_e \), as in [Gub16, 2.3]. Applying functoriality of pullbacks of Lagerberg forms with respect to affine maps (using \( p_e^{-1} \)), we deduce that one can recover the restriction of \( \eta \) to \( h(\Sigma) \) from \( h^* \eta \), which shows that \( h^* : \mathcal{A}^{p,q}(h(\Sigma)) \to \mathcal{A}^{p,q}(\Sigma, \partial \Sigma) \) is injective. \( \square \)

Next we show that the pullback of Lagerberg forms is compatible with with harmonic maps of graphs. Note that if \( \varphi : \Sigma' \to \Sigma \) is a harmonic map of weighted metric graphs with boundary and \( h : \Sigma \to \mathbb{R}^n \) is a harmonic tropicalization then \( h \circ \varphi : \Sigma' \to \mathbb{R}^n \) is again a harmonic tropicalization by Lemma 3.2.12.

**Lemma 4.2.3.** Let \( \varphi : \Sigma' \to \Sigma \) be a harmonic map of weighted metric graphs with boundary, let \( h : \Sigma \to \mathbb{R}^n \) be a harmonic tropicalization, and let \( h' = h \circ \varphi : \Sigma' \to \mathbb{R}^n \). Then this triangle commutes for all open neighborhoods \( U \) of \( h(\Sigma) \) and all \( p, q \in \{0, 1\} \):
\[
\begin{array}{ccc}
\mathcal{A}^{p,q}(U) & \xrightarrow{h^*} & \mathcal{A}^{p,q}(\Sigma', \partial \Sigma') \\
\downarrow h^* & & \downarrow \varphi^* \\
\mathcal{A}^{p,q}(\Sigma, \partial \Sigma) & & \\
\end{array}
\]

**Proof.** This follows easily from the definitions, using the fact that if \( e' \subset \Sigma' \) is an edge mapping to \( e \subset \Sigma \), then \( d(h_i \circ \varphi) / dt_{e'} = d_{e'}(\varphi) dh_i / dt_e \) for a harmonic function \( h_i : \Sigma \to \mathbb{R} \). \( \square \)

In particular, if \( \nu : \Sigma_0 \to \Sigma \) is the unweighting of \( \Sigma \) and \( h : \Sigma \to \mathbb{R}^n \) is a harmonic tropicalization, then \( h \circ \nu \) is a harmonic tropicalization and \( (h \circ \nu)^* = \nu^* h^* \). See Remark 3.2.14.

**4.3. Smooth Forms Are Local Pullbacks of Lagerberg Forms.** Next we show that any smooth form on \( \Sigma \) is locally the pullback of a Lagerberg form under a \((\mathbb{Z}, \Gamma)\)-harmonic tropicalization. First we discuss what kind of neighborhoods we will consider when we define “local” pullbacks. We want to allow edge lengths in \( \overline{\mathbb{R}} \) (because it is dense in \( \mathbb{R} \)),
but we still need to make sense of \((\mathbb{Z}, \Gamma)\)-harmonic tropicalizations in order to relate to the non-Archimedean situation in Section 6, which leads to the following ad-hoc definition.

**Definition 4.3.1.** Let \(U \subset \Sigma\) be a subgraph with vertices in \(\Sigma(\overline{\Gamma})\) (Definition 4.1.2), regarded as a weighted metric graph with boundary as in Definition 3.3.1. A function \(h: U \to \mathbb{R}\) is \((\mathbb{Z}, \Gamma)\)-harmonic on \((U, \partial U)\) if it is harmonic with integral slopes, and the following condition holds for each edge \(e \subset U\). Let \(e'\) be the edge of \(\Sigma\) containing \(e\), and let \(h': e' \to \mathbb{R}\) be the unique affine-linear function extending \(h|_e\). Then we require that \(h'\) take values in \(\Gamma\) on the endpoints of \(e'\).

We define a \((\mathbb{Z}, \Gamma)\)-harmonic tropicalization of \((U, \partial U)\) as an \(n\)-tuple of \((\mathbb{Z}, \Gamma)\)-harmonic functions, as in Definition 4.1.1.

Recall from 3.3 that the pullback \(\mathcal{A}^{p,q}(\Sigma, \partial \Sigma) \to \mathcal{A}^{p,q}(U, \partial U)\) under inclusion of a subgraph is called restriction.

**Proposition 4.3.2.** Let \(p, q \in \{0, 1\}\), let \(\omega \in \mathcal{A}^{p,q}(\Sigma, \partial \Sigma)\), and let \(x \in \Sigma\). Then there is a neighborhood \(U \subset \Sigma\) of \(x\) which is a subgraph with \(\overline{\Gamma}\)-rational vertices, a \((\mathbb{Z}, \Gamma)\)-harmonic tropicalization \(h: U \to \mathbb{R}^n\) of \((U, \partial U)\), and a Lagerberg form \(\eta \in \mathcal{A}^{p,q}(\mathbb{R}^n)\), such that \(h^*\eta = \omega|_U\). Moreover, if \(x\) is not an interior leaf vertex then we can choose \(U\) and \(h\) independent of \(\omega\).

We will use the following construction in the proof of Proposition 4.3.2. We are very grateful to Robert Bryant for providing us with the argument.

**Lemma 4.3.3.** Let \(n \geq 2\), for \(1 \leq i \leq n\) let \(v_i\) be the \(i\)th unit coordinate vector in \(\mathbb{R}^n\), and let \(v_0 = -\sum_{i=1}^n v_i = (-1, -1, \ldots, -1)\). For \(i = 0, 1, \ldots, n\) let \(e_i\) denote the line segment from \(0\) to \(\ell_i v_i\), where \(\ell_0, \ell_1, \ldots, \ell_n > 0\). Let \(f_i: e_i \to \mathbb{R}\) be smooth functions for \(i = 0, 1, \ldots, n\) (smooth on one side at the endpoints), and suppose that \(f_0(0) = f_1(0) = \cdots = f_n(0)\), and that

\[
\sum_{i=0}^n \frac{df_i}{dv_i}(0) = 0,
\]

where \(d/dv_i\) denotes the directional derivative. Then there is a smooth function \(f: \mathbb{R}^n \to \mathbb{R}\) such that \(f|_{e_i} = f_i\).

**Proof.** First we construct a formal power series to serve as the Taylor expansion at the origin of such a function \(f\). To that end, we write the Taylor series for \(f_i(tv_i)\) as \(F_i(t) = \sum_{j \geq 1} \alpha_{i,j} t^j\). Define \(p_0 = f_0(0)\) and \(p_1 = \sum_{i=1}^n \alpha_{i,1} x_i\), and note that

\[
p_1(v_0) = p_1(-1, -1, \ldots, -1) = -\sum_{i=1}^n \frac{df_i}{dv_i}(0) = \frac{df_0}{dv_0}(0) = \alpha_{0,1}.
\]

For \(j \geq 2\) choose a homogeneous polynomial \(p_j\) in \(n\) variables satisfying \(p_j(v_i) = \alpha_{i,j}\) for \(i = 0, 1, \ldots, n\); this is possible because \(n, j \geq 2\). Let \(F = \sum_{n \geq 0} p_n\). By construction, \(F(tv_i) = F_i(t)\) for all \(i = 0, 1, \ldots, n\).

By a theorem of Borel [Nar85, Theorem 1.5.4], there exists a smooth function \(g\) on \(\mathbb{R}^n\) whose Taylor expansion at the origin is \(F\). Replacing \(f_i\) by \(f_i - g\), we may assume that all \(f_i\) vanish to infinite order at 0. By a similar argument, one can extend \(f_i\) to a smooth function on \(Rv_i\).
For $i \geq 1$ define $q_i(x_1, \ldots, x_n) = \sum_{j \neq i} x_j^2$, and let $q_0(x_1, \ldots, x_n) = \sum_{i=2}^n (x_i - x_1)^2$. Then $q_i$ vanishes on $Rv_i$, and is positive elsewhere. The function $Q_i = \prod_{j \neq i} q_j$ vanishes on each line $Rv_j$ for $j \neq i$, but only vanishes to finite order at the origin on $Rv_i$, and is positive elsewhere on $Rv_i$. It follows that $f_i/Q_i$ extends to a smooth function on all of $Rv_i$, since $f_i$ vanishes to infinite order at 0. Therefore, $f_i/Q_i$ extends to a smooth function $g_i$ on all of $R^n$ (compose with orthogonal projection onto the line). Now consider the sum

$$f = Q_0 g_0 + Q_1 g_1 + \cdots + Q_n g_n.$$ 

This is a smooth function on $R^n$ that restricts to $f_i$ on $Rv_i$. \qed

Contained in the proof of Lemma 4.3.3 is the following useful fact:

**Lemma 4.3.4.** Let $f : [0, 1] \to R$ be a smooth function, smooth on one side at the endpoints. Then $f$ is the restriction of a smooth function on $R$.

**4.3.5. Proof of Proposition 4.3.2, unweighting step.** Lemmas 2.2.6 and 4.2.3 allow us to pass to the unweighting $\Sigma_0$ of $\Sigma$ in our construction, with the following caveat: if $h : \Sigma_0 \to R$ is a $(Z, \Gamma)$-harmonic function, then the slopes of $h$ regarded as a function on $\Sigma$ are only rational numbers (the slope on $e$ is divided by $w(e)$). Thus the following argument is needed.

Let $N$ be the least common multiple of the weights of the edges of $\Sigma$. Suppose that $h_1, \ldots, h_n : \Sigma \to R$ are harmonic functions with slopes in $\frac{1}{N}Z$, taking values in $\frac{1}{N}\Gamma$ on the vertices. Let $h = (h_1, \ldots, h_n) : \Sigma \to R^n$, let $\omega \in A^{p,q}(R^n)$, and let $\eta = h^* \omega$. The harmonic function $Nh : \Sigma \to R^n$ (composition of $h$ with multiplication by $N$ on $R^n$) is $(Z, \Gamma)$-harmonic. We have

$$(Nh)^* \left[ \frac{1}{N} \right]^* \omega = h^* \left[ N \right]^* \left[ \frac{1}{N} \right]^* \omega = h^* \omega = \eta,$$

so there also exists a $(Z, \Gamma)$-harmonic tropicalization $Nh$ and a Lagerberg form $[1/N]^* \omega$ pulling back to $\eta$. Therefore, we may pass to the unweighting of $\Sigma$ and replace $\Gamma$ by $\frac{N}{N} \Gamma$ to assume that all edge weights of $\Sigma$ are 1.

**4.3.6. Proof of Proposition 4.3.2 for $A^{0.0}$.** Let $f \in A^{0,0}(\Sigma, \partial \Sigma)$, and fix $x \in \Sigma$. We treat several cases:

1. If $x$ is contained in the interior of an edge $e$, then there exists a neighborhood $U$ consisting of a segment contained in the interior of $e$ with $T$-rational endpoints; then $\partial U$ consists of the endpoints of $U$. In this case, $h = t^{-1} \mid_U : U \to R$ is a $(Z, \Gamma)$-harmonic tropicalization, and $f \mid_U = g \circ h$, where $g : R \to R$ is a smooth function extending $f \circ t$ (Lemma 4.3.4).

2. If $x$ is an interior vertex of valency 2 then we may remove $x$ from the vertex set of $\Sigma$ without affecting $A^{0,0}(\Sigma, \partial \Sigma)$, and proceed as in (1).

3. If $x$ is an interior leaf vertex then $f$ is constant in a neighborhood of $x$; choosing a small enough neighborhood $U$ with $T$-rational endpoints, we have $f = g \circ h$ for $h : U \to \Gamma \subset R$ and $g : R \to R$ both constant.

4. Suppose that $x$ is a boundary vertex with outgoing edges $e_1, \ldots, e_r$. Shrinking the edges if necessary (with edge lengths still in $T$), we can choose $U = e_1 \cup \cdots \cup e_r$.
such that $\partial U = \{x, e_1^+, \ldots, e_r^+\}$. For $i = 1, \ldots, r$ define $h_i : U \to \mathbb{R}$ to be $h_i = t_{e_i}^{-1} : e_i \to \mathbb{R}$ on $e_i$ and 0 on $U \setminus e_i$. Each $h_i$ is a $(\mathbb{Z}, \Gamma)$-harmonic function on $(U, \partial U)$; set $h = (h_1, \ldots, h_r) : U \to \mathbb{R}^r$. Let $g_i : \mathbb{R} \to \mathbb{R}$ be a smooth function extending $f \circ t_{e_i}$ (Lemma 4.3.4), and set $g(x_1, \ldots, x_r) = \sum_{i=1}^r g_i(x_i)$. Then $f = g \circ h$.

(5) Finally, suppose that $x$ is an interior vertex of valency at least 3, with outgoing edges $e_0, e_1, \ldots, e_r$. Shrinking the edges if necessary (with edge lengths still in $\mathbb{T}$), we can choose $U = e_0 \cup e_1 \cup \cdots \cup e_r$ such that $\partial U = \{e_0^+, e_1^+, \ldots, e_r^+\}$. For $1 \leq i \leq r$, define a $(\mathbb{Z}, \Gamma)$-harmonic function $h_i : U \to \mathbb{R}$ to be $t_{e_i}^{-1}$ on $e_i$, $-t_{e_0}^{-1}$ on $e_0$, and 0 on $e_j$ for $j \notin \{0, i\}$. Let $h = (h_1, \ldots, h_r) : U \to \mathbb{R}^r$. For $i = 1, \ldots, r$, this function maps $e_i$ to the interval $[0, \ell(e_i)]$ in the $i$th coordinate axis, and it maps $e_0$ to the line segment from 0 to $-\ell(e_0) (1, 1, \ldots, 1)$. See Figure 4.3.6. Noting that $h$ is a homeomorphism from $U$ onto its image, we define $g : h(U) \to \mathbb{R}$ by $g = f \circ h^{-1}$. This function is smooth on each edge $h(e_i)$, and Condition (3) of Definition 2.2.1 implies that the sum of the directional derivatives of $g$ at 0 in the directions of the edges, is equal to 0. By Lemma 4.3.3, we can extend $g$ to a smooth function on $\mathbb{R}^n$; then $f = g \circ h$.

Note that we only made reference to the particular form $\omega$ in case (3); the same will be true for forms in $A^{p,q}(\Sigma, \partial \Sigma)$ for all $p, q \in \{0, 1\}$.

**4.3.7. Proof of Proposition 4.3.2 for $A^{1,0}$ and $A^{0,1}$.** Let $\omega = (f \circ t_{e_i}) \in A^{1,0}(\Sigma, \partial \Sigma)$ and let $x \in \Sigma$. Cases (1)–(4) of 4.3.6 are handled much like the $A^{0,0}$ situation, so we assume that we are in case (5). We use the same notations as in case (5) of 4.3.6, and for brevity we set $f_i = f_{e_i}$. Define $g_1 : h(U) \to \mathbb{R}$ by

$$g_1(x_1, \ldots, x_r) = \begin{cases} -f_0 \circ h^{-1}(x_1, \ldots, x_r) + f_0(v) + f_1(v) & \text{on } h(e_0) \\
 f_1 \circ h_1^{-1}(x_1) & \text{on } h(e_1) \\
 \left( \frac{df_0}{dt_{e_0}}(v) - \frac{df_1}{dt_{e_1}}(v) \right) x_2 + f_1(v) & \text{on } h(e_2) \\
 f_1(v) & \text{on } h(e_i), i > 2. \end{cases}$$

Informally, this restricts to $-f_0$ on $h(e_0)$ up to an additive constant; it restricts to $f_1$ on $h(e_1)$; it is linear on $h(e_2)$ with slope designed to satisfy the balancing condition of Lemma 4.3.3; and it is constant on other edges. By Lemma 4.3.3, $g_1$ extends to a smooth function on $\mathbb{R}^n$, which we also denote by $g_1$. 
For \( i > 1 \) we define \( g_i : h(U) \to \mathbb{R} \) as follows:

\[
g_i(x_1, \ldots, x_r) = \begin{cases} \frac{-df_i}{dx_i}(v) x_1 + f_i(v) & \text{on } h(e_1) \\ f_i \circ h_i^{-1}(x_i) & \text{on } h(e_i) \\ f_i(v) & \text{elsewhere.} \end{cases}
\]

As above, \( g_i \) extends to a smooth function on \( \mathbb{R}^n \), which we again denote by \( g_i \).

Define

\[
\eta = \sum_{i=1}^{r} g_i d'x_i \in A^{1,0}(\mathbb{R}^n).
\]

The pullback \( h^*d'x_i \) is equal to \( d't_{e_i} \) on \( e_i \), is equal to \( -d't_{e_0} \) on \( e_0 \), and is zero on all other edges. It follows that \( h^*\eta \) is equal to \( f_i d't_{e_i} \) on \( e_i \) for \( i \geq 1 \), and is equal to \( (f_0 - f_0(v) - f_1(v) - \cdots - f_r(v)) \, dt_{e_0} = f_0 \, dt_{e_0} \)

on \( e_0 \). Therefore, we have \( h^*\eta = \omega \).

The proof for \( A^{0,1} \) is identical.

4.3.8. Proof of Proposition 4.3.2 for \( A^{1,1} \). Let \( \omega \in A^{1,1}(\Sigma, \partial \Sigma) \) and let \( x \in \Sigma \). Cases (1)–(4) of 4.3.6 are handled much like the \( A^{0,0} \) situation, so we assume that we are in case (5).

We use the same notations as in case (5) of 4.3.6. By linearity, we may assume that \( \omega = (f_i, d_t e_i, d''t_{e_i}) \), where \( f_i = 0 \) unless \( i = 1 \); we set \( f = f_{e_1} \). Define \( g_1 : h(U) \to \mathbb{R} \) by

\[
g_1(x_1, \ldots, x_r) = \begin{cases} f \circ h_1^{-1}(x_1) & \text{on } h(e_1) \\ -\frac{df}{dx_1}(v) x_2 + f(v) & \text{on } h(e_2) \\ f(v) & \text{elsewhere.} \end{cases}
\]

Informally, this is the function that restricts to \( f \) on \( h(e_1) \), is linear on \( h(e_2) \) with slope designed to satisfy the balancing condition of Lemma 4.3.3, and is constant on other edges. By Lemma 4.3.3, \( g_1 \) extends to a smooth function on \( \mathbb{R}^n \), which we also denote by \( g_1 \). Let \( g_2 : \mathbb{R}^n \to \mathbb{R} \) be the constant function \(-f(v)\), and define

\[
\eta = g_1 d'x_1 \land d''x_1 + g_2 d'x_1 \land d''x_2 \in A^{1,1}(\mathbb{R}^n).
\]

The pullback \( h^*d'x_1 \land d''x_1 \) is equal to \( d't_{e_1} d''t_{e_1} \) on \( e_1 \), is equal to \( d't_{e_0} d''t_{e_0} \) on \( e_0 \), and is zero on all other edges; the pullback \( h^*d'x_1 \land d''x_2 \) is equal to \( d't_{e_0} d''t_{e_0} \) on \( e_0 \), and is zero on all other edges. It follows that \( h^*\eta \) is equal to \( f d't_{e_1} d''t_{e_1} \) on \( e_1 \), is \( (f(v) - f(v))d't_{e_0} d''t_{e_0} = 0 \) on \( e_0 \), and is zero on all other edges as well. Therefore we have \( h^*\eta = \omega \).

This concludes the proof of Proposition 4.3.2. \( \square \)

4.4. Integration of Pullbacks. In this subsection, we prove that integration of Lagerberg forms and integration in the sense of 2.3 are compatible under pullbacks. In order to do this, we need to define the image of a graph under a \( \mathbb{Z} \)-harmonic tropicalization \( h : \Sigma \to \mathbb{R}^n \) as a tropical cycle, i.e., we need a notion of multiplicities.

Let \( h = (h_1, \ldots, h_n) : \Sigma \to \mathbb{R}^n \) be a \( \mathbb{Z} \)-harmonic tropicalization. Note that \( h(\Sigma) \) is a rational polytopal complex of dimension (at most) one. Choose a subdivision of \( h(\Sigma) \)
and a subdivision of $\Sigma$ such that the inverse image of each edge of $h(\Sigma)$ is a union of edges of $\Sigma$, and the image of each edge of $\Sigma$ is an edge or a vertex of $h(\Sigma)$.

**Definition 4.4.1.** The multiplicity of an edge $e \subset \Sigma$ is

$$m_e = w(e) \gcd(a_1, \ldots, a_n),$$

where $a_i$ is the slope of $h_i$ on $e$; we set $m_e = 0$ if $h$ is constant on $e$. We define the multiplicity $m_\sigma$ of an edge $\sigma \subset h(\Sigma)$ as $\sum_{e \in \sigma} m_e$.

This definition of multiplicity makes $h(\Sigma)$ into a weighted polytopal complex, which we call $\Trop_h(\Sigma)$, or $\Trop(\Sigma)$ if there is no confusion.

**Remark 4.4.2.** Let $h: \Sigma \to \mathbb{R}^n$ be a $\mathbb{Z}$-harmonic tropicalization, and let $\nu: \Sigma_0 \to \Sigma$ be the unweighting. Let $e$ be an edge of $\Sigma$, and let $e_0$ be the associated edge in $\Sigma_0$. Then $h_0 = h \circ \nu: \Sigma_0 \to \mathbb{R}^n$ is a $\mathbb{Z}$-harmonic tropicalization, and $m_{e_0} = m_e$, so $\Trop(\Sigma) = \Trop(\Sigma_0)$ as weighted polytopal complexes.

**Remark 4.4.3.** More generally, let $\varphi: \Sigma' \to \Sigma$ be a harmonic morphism of weighted metric graphs with boundary. Suppose that $\varphi$ has a well-defined positive degree $d(\varphi) > 0$ in the sense of Definition 3.2.5, and that the expansion factor $d_\varphi(\varphi)$ is an integer for each edge $e' \subset \Sigma'$. Let $h: \Sigma \to \mathbb{R}^n$ be a $\mathbb{Z}$-harmonic tropicalization, and let $h' = h \circ \varphi: \Sigma' \to \mathbb{R}^n$. Then $h'$ is a $\mathbb{Z}$-harmonic tropicalization, and $\Trop_h(\Sigma') = d(\varphi) \Trop_h(\Sigma)$ as weighted polytopal complexes.

The following Proposition is proved in the same way as [BPR16, Theorem 5.14]; alternatively, it follows from the proof of Proposition 4.4.5(2) below. It implies that the weights on $h(\Sigma)$ are insensitive to further subdivision.

**Proposition 4.4.4.** With the notation in Definition 4.4.1, the weighted polytopal complex $\Trop(\Sigma)$ is balanced outside the image of $\partial \Sigma$.

Now we prove compatibility of the integration theories. We use integration and boundary integrals for weighted polytopal complexes from [Gub16].

**Proposition 4.4.5.** Let $h: \Sigma \to \mathbb{R}^n$ be a $\mathbb{Z}$-harmonic tropicalization and let $U \subset \mathbb{R}^n$ be an open neighborhood of $h(\Sigma)$.

1. For $\eta \in \mathcal{A}^{1,1}(U)$ we have

$$\int_{\Trop(\Sigma)} \eta = \int_\Sigma h^* \eta.$$

2. For $\eta \in \mathcal{A}^{1,0}(U)$ we have

$$\int_{\partial \Trop(\Sigma)} \eta = \int_{\partial \Sigma} h^* \eta,$$

and likewise for $\eta \in \mathcal{A}^{0,1}(U)$.

**Proof.** By Lemma 2.3.4 and Remark 4.4.2, we may replace $\Sigma_0$ by its unweighting to assume that the edge weights are trivial.

We begin with (1). We assume that we have subdivided $\Sigma$ and $h(\Sigma)$ as in Definition 4.4.1. By linearity, we may assume $\eta = g d' x_i \wedge d'' x_j$, so $\omega = h^* \eta = (f_e d' t_e d'' t_e)$ for
\( f_e = \frac{d h_i}{d t_e} g \circ h \). Fix an edge \( e \) of \( \Sigma \), and let \( a_i = \frac{d h_i}{d e} \). If \( h(e) \) is a point in \( \mathbb{R}^n \) then \( \int_{\sigma} \omega = 0 \); likewise, \( \frac{d h_i}{d t_e} = 0 \), so \( \int_e \omega = 0 \). Hence we may suppose that \( \sigma = h(e) \) is a line segment in \( \mathbb{R}^n \). Let \( A_\sigma \) be the affine span of \( \sigma \), and let \( L_\sigma \) be the underlying real vector space. The integral structure on \( A_\sigma \) is induced by \( \mathbb{Z}^n \cap L_\sigma \), so we can identify \( A_\sigma \) with \( \mathbb{R} \) (as \( \mathbb{Z} \)-affine spaces) by \( p_e(x) = h \circ t_e(x/m_e) \), where \( m_e = \gcd(a_1, \ldots, a_n) \) is the edge multiplicity of Definition 4.4.1. We compute

\[
\int_{\sigma} \eta = \int_{[0, \ell(e) m_e]} g \circ p_e(x) d'(x) \sigma \circ p_e(x)) \wedge d'(x) \int_{e} \eta = \frac{1}{m_e} \int_{0}^{\ell(e)} a_i a_j g \circ h \circ t_e(x) dx = \frac{1}{m_e} \int_{0}^{\ell(e)} f_e \circ t_e(x) dx.
\]

Summing over all (unoriented) edges mapping to \( \sigma \) gives

\[
\sum_{e \to \sigma} \int_{0}^{\ell(e)} f_e \circ t_e(x) dx = \sum_{e \to \sigma} m_e \int_{\sigma} \eta = m_{\sigma} \int_{\sigma} \eta.
\]

Summing over all edges of \( \Sigma \) then yields \( \int_{\partial \Sigma} \eta = \int_{\Sigma} \omega \).

We will prove assertion (2) for \( \eta \in \mathcal{A}^{1,0}(U) \), as the proof for \( \eta \in \mathcal{A}^{0,1}(U) \) is the same. Again by linearity we may assume \( \eta = g \circ h \). Let \( e \) be an edge of \( \Sigma \), and assume \( \sigma = h(e) \) is a line segment, as above. Let \( a_i = \frac{d h_i}{d t_e} \), so \( (b_1, \ldots, b_n) = \frac{1}{m_e}(a_1, \ldots, a_n) \in \mathbb{Z}^n \) is the primitive lattice vector in the direction \( h(e^+) - h(e^-) \). Unwrapping the definition in [Gub16, 2.8], we have \( \int_{\partial \sigma} \eta = b_ig(h(e^-)) - b_ig(h(e^+)), \)

\[
m_e \int_{\partial \sigma} \eta = a_i(g \circ h(e^-) - g \circ h(e^+)) = f_e(e^-) - f_e(e^+).
\]

Summing over all edges and using the fact that \( f_e = 0 \) if \( h \) is constant on \( e \) gives

\[
\int_{\partial \Sigma} \eta = \sum_{\sigma \to \Sigma} \sum_{e \to \sigma} m_e \int_{\partial \sigma} \eta = \sum_{\sigma \to \Sigma} \sum_{v \in V(\Sigma)} f_e(v) = \int_{\partial \Sigma} \omega,
\]

where the last equality holds by (2.3.3).

\[\Box\]

5. CURVES AND SKELETONS

In this section we fix our notions regarding non-Archimedean analytic curves and their structure theory via skeletons. Importantly, we prove several functoriality properties of skeletons that will be used in the sequel. Our main reference is Thuillier’s thesis [Thu05, Section 2], where most of the theory is worked out. See also [BPR13, Duc14].

\[\footnote{For \( \eta \in \mathcal{A}^{0,1}(U) \) we must exchange \( e^+ \) with \( e^- \). Note that there is a sign mistake in [Gub16]; see the erratum in [Gub13].} \]
5.1. Notation. For the rest of the paper we fix a field $k$ that is complete with respect to a nontrivial, non-Archimedean valuation; we call such a field a non-Archimedean field.

We will use the following notation concerning non-Archimedean fields.

- $k$: A non-Archimedean field.
- $\text{val}: k \to \mathbb{R} \cup \{\infty\}$, the valuation on $k$.
- $|\cdot| = \exp(-\text{val}(\cdot))$, the associated absolute value.
- $k^\circ$: The valuation ring of $k$.
- $k^\infty$: The maximal ideal in $k^\circ$.
- $\tilde{k} = k^\circ/k^\infty$, the residue field of $k$.
- $\Gamma = \text{val}(k^\circ)$, the value group of $k$.

In this paper, all analytic spaces are strictly $k$-analytic, good Berkovich spaces. This is due to the fact that we are dealing with analytic curves, which are always good [Duc14, Proposition 3.3.4].

We will use the following notation concerning analytic spaces. Let $\mathcal{A}$ be a (strictly) $k$-affinoid algebra and let $X$ be an analytic space.

- $\mathcal{A}^\circ$: The ring of power-bounded elements in $\mathcal{A}$.
- $\mathcal{A}^\infty$: The ring of topologically nilpotent elements in $\mathcal{A}^\circ$.
- $\mathcal{A}/\mathcal{A}^\infty$: The canonical reduction of $\mathcal{A}$.
- $|\cdot|_{\text{sup}}$: The supremum semi-norm on $\mathcal{A}$.
- $\mathcal{M}(\mathcal{A})$: The Berkovich spectrum of $\mathcal{A}$.
- $\text{red}_{\mathcal{M}(\mathcal{A})}: \mathcal{M}(\mathcal{A}) \to \text{Spec}(\mathcal{A})$, the reduction map.
- $\mathcal{M}(x)$: The completed residue field at a point $x \in X$.

We will make extensive use of admissible formal $k^\circ$-schemes. We refer the reader to [BL93] for the basics of the theory.

We will use the following notation concerning admissible formal schemes. Let $\mathfrak{X}$ be a quasi-compact admissible formal $k^\circ$-scheme.

- $\mathfrak{X}_i$: The special fiber of $\mathfrak{X}$, a $\tilde{k}$-scheme of finite type.
- $\mathfrak{X}_\eta$: The generic fiber of $\mathfrak{X}$, a compact analytic space.
- $\text{red}_{\mathfrak{X}}: \mathfrak{X}_\eta \to \mathfrak{X}_s$, the reduction map.
- $\mathcal{S}_0(\mathfrak{X}) = \{x \in \mathfrak{X}_\eta: \text{red}_{\mathfrak{X}}(x) \text{ is a generic point of } \mathfrak{X}_s\}$.

The generic fiber of $\text{Spf}(A)$ is by definition the Berkovich spectrum of the $k$-affinoid algebra $\mathcal{A} = A \otimes_k k$; this construction globalizes to give the generic fiber of $\mathfrak{X}$ (see [GRW17, Section 2]).

**Definition 5.1.1.** A formal model of a $k$-analytic space $X$ is an admissible formal $k^\circ$-scheme $\mathfrak{X}$ equipped with an isomorphism $\mathfrak{X}_\eta \cong X$.

Following Thuillier [Thu05, Définition 2.1.5], we call a quasi-compact admissible formal scheme $\mathfrak{X}$ maximal if, for every formal affine open $\mathfrak{U} = \text{Spf}(A) \subset \mathfrak{X}$, we have $A = \mathcal{A}^\circ$ where $\mathcal{A} := (A \otimes_k k)$ is the $k$-affinoid algebra associated to the admissible $k$-algebra $A$. In this case, by [Ber90, Proposition 2.4.4], for every generic point $\bar{x} \in \mathfrak{X}_s$, there exists
a unique point $x \in \mathcal{X}$ such that $\text{red}_x(x) = \tilde{x}$. In other words, $\text{red}_x$ sets up a bijection between $S_0(\mathcal{X})$ and the set of generic points of $\mathcal{X}$.

The following lemma is a version of [Thu05, Proposition 2.1.1]; the proof is extracted from [BPR16, Proposition 3.13].

Lemma 5.1.2. Let $\mathcal{X}$ be an admissible formal scheme with reduced special fiber. Then $\mathcal{X}$ is maximal and we have $|\mathcal{A}|_{\text{sup}} = |k|$. Moreover, for any $x \in S_0(\mathcal{X})$ we have $|\mathcal{A}(x)| = |k|$.

Proof. Let $\mathfrak{U} = \text{Spf}(A)$ be a formal affine open in $\mathcal{X}$. Since $A$ is of topologically finite type, there is a surjection $\alpha : T^e \twoheadrightarrow A$ for some Tate algebra $T = k(T_1, \ldots, T_n)$. The $T^e$-ideal $T^e + \ker(\alpha)$ is a reduced ideal because it is the kernel of the composition $T^e \twoheadrightarrow A \twoheadrightarrow A/k^e A$, and $A/k^e A = A \otimes_{k^e} \tilde{k}$ is reduced by hypothesis. It follows from [BGR84, Proposition 6.4.3/3.4] that $\mathcal{X}$ is maximal and that $|\mathcal{A}|_{\text{sup}} = |k|$. Applying the latter in a neighbourhood of the generic point $\text{red}_x(x)$ in $\mathcal{X}$, we get the last claim.

5.2. Strictly Semistable Curves. We will only consider compact curves in this paper.

Definition 5.2.1. A curve is a compact, rig-smooth, strictly $k$-analytic space of pure dimension 1.

Recall that rig-smooth means that the sheaf of Kähler differentials is locally free of rank 1 with respect to the Grothendieck topology. Note that curves are allowed to be disconnected. We will consider formal models of our curves modeled on a formal annulus.

Notation 5.2.2. For $a \in k^e \setminus \{0\}$, the formal annulus of modulus $|a|$ is

$$
\mathfrak{S}(a) = \text{Spf}(k^e\{T_0, T_1\}/(T_0T_1 - a)).
$$

The generic fiber $\mathfrak{S}(a, \eta)$ is the annulus of modulus $|a|$; it can be identified (via $t \mapsto T_0$ or $t \mapsto T_1$) with the affinoid domain

$$
S(a) = \{x \in \mathbb{A}^1,an = \text{Spec}(k[t])^{an} : |a| \leq |t(x)| \leq 1\}.
$$

The special fiber $\mathfrak{S}(a, \eta)$ is isomorphic to $\mathbb{G}_{m, k}$ if $|a| = 1$, and is otherwise isomorphic to the union of the coordinate axes in $\mathbb{A}^2_k$.

Definition 5.2.3. A strictly semistable $k$-curve is a quasi-compact admissible formal $k$-scheme $\mathcal{X}$ of pure dimension 1 that admits a covering by formal open subsets $\mathfrak{U}$ admitting an étale morphism to a formal annulus $\mathfrak{U} \twoheadrightarrow \mathfrak{S}(a, \eta)$.

Remark 5.2.4.

(1) The generic fiber of a strictly semistable curve is a curve in the sense of Definition 5.2.1.

(2) A strictly semistable $k$-curve has reduced special fiber, hence is maximal.

(3) If $k'/k$ is a non-Archimedean field extension then $\mathcal{X}' = \mathcal{X} \otimes_k k'$ is a strictly semistable $k'$-curve. Note that the special fiber of $\mathcal{X}'$ is canonically isomorphic to $\mathcal{X} \otimes_k \tilde{k}$, not to $\mathcal{X}' \otimes_{k'} \tilde{k}$.

(4) A $k$-curve $\mathcal{X}$ is strictly semistable if and only if $\mathcal{X}_{\eta}$ is rig-smooth and $\mathcal{X}_s$ has at worst ordinary double point singularities and smooth irreducible components. See [Thu05, Remarque 2.2.9].
(5) The irreducible components of $\mathfrak{X}$ need not be geometrically connected, and the singularities need not be $\tilde{k}$-rational.

(6) A strictly semistable model of $X$ exists after changing base to a finite, separable field extension $k'/k$ by [Duc14, 6.4.3].

5.3. Skeletons. We say that a strictly affinoid curve $U$ over $k$ is potentially isomorphic to the unit disc if there is a finite separable extension $k'/k$ such that the base change of $U$ to $k'$ is isomorphic to a disjoint union of unit discs over $k'$.

In the following, we consider a strictly semistable model $\mathfrak{X}$ of a curve $X$. We associate to $\mathfrak{X}$ a skeleton $\Sigma_{\mathfrak{X}} \subset X$ along with a retraction $\tau_{\mathfrak{X}}: X \to \Sigma_{\mathfrak{X}}$: see [Thu05, Théorème 2.2.10], [Ber90, 4.3], and [BPR13, Section 4]. The complement of the underlying set of $\Sigma_{\mathfrak{X}}$ can be characterized as the set of all points of $X$ admitting a neighborhood that is potentially isomorphic to the unit disc and is disjoint from $S_0(\mathfrak{X})$ [Thu05, Corollaire 2.2.12]. The retraction map is a strong proper deformation retraction, hence a homotopy equivalence [Ber99, Theorem 5.2]. The skeleton naturally has the structure of a weighted metric graph with boundary, in the sense of Section 2, defined as follows.

- The vertex set of $\Sigma_{\mathfrak{X}}$ is equal to $S_0(\mathfrak{X})$.
- The boundary of $\Sigma_{\mathfrak{X}}$ is the set of vertices reducing to generic points of $\mathfrak{X}$, with non-proper closure. This coincides with the boundary $\partial X$ in the sense of [Ber90, 3.1]. See [Thu05, 2.1.2].
- For $\rho \in \mathbb{R}$ define $\eta_\rho : k[t^{\pm 1}] \to \mathbb{R} \cup \{0\}$ by

$$\eta_\rho \left( \sum a_n t^n \right) = \max \{ |a_n| \rho^n \}.$$  

(5.3.1) This defines an embedding $\mathbb{R} \hookrightarrow \mathbb{G}^n_m$ which restricts to a continuous function $[|a|, 1] \to S(a)$ whose image is defined to be the skeleton $\Sigma_{\mathfrak{X}}(a)$ of $\mathfrak{X}(a)$. If $|a| < 1$ then $\Sigma_{\mathfrak{X}}(a)$ consists of a single edge $e$; we make $\Sigma_{\mathfrak{X}}(a)$ into a metric graph using the parameterization $t_\mathfrak{X} : [0, \text{val}(a)] \to e$ defined by $t_\mathfrak{X}(r) = \eta_{\exp(-r)}$. The retraction $\tau_{\mathfrak{X}}(a)$ is defined by $\tau_{\mathfrak{X}}(a)(x) = t_\mathfrak{X}(-\log |t(x)|) = \eta_{|t(x)|}$.

- Each singular point $\tilde{x} \in \mathfrak{X}$ has a formal neighborhood $\mathfrak{U} \subset \mathfrak{X}$ admitting an étale morphism $p : \mathfrak{U} \to \mathfrak{X}(a)$ for some $a \in k^\infty \setminus \{0\}$. By shrinking $\mathfrak{U}$, we may assume that $\mathfrak{U}$ consists of two components meeting at $\tilde{x}$, then $p_\eta$ defines a homeomorphism $p_\eta^{-1}(\Sigma_{\mathfrak{X}}(a)) \to \Sigma_{\mathfrak{X}}(a)$. Such a $\mathfrak{U}$ is called a building block of $\mathfrak{X}$. We associate to $\tilde{x}$ the edge $e_{\tilde{x}} = p_\eta^{-1}(\Sigma_{\mathfrak{X}}(a)) \subset \Sigma_{\tilde{x}}$ connecting the two vertices of $\Sigma_{\tilde{x}}$ lying above the vertices of $\Sigma_{\mathfrak{X}}(a)$. We parameterize $e_{\tilde{x}}$ by $t_{\tilde{x}} = p^{-1} \circ t_\mathfrak{X}$, where $e$ is the unique edge of $\Sigma_{\mathfrak{X}}(a)$; in this way, $\Sigma_{\tilde{x}}$ becomes a metric graph with $\ell_{\tilde{x}} = \text{val}(a)$. The retraction $\tau_{\tilde{x}}$ is defined on $\mathfrak{U}_{\tilde{x}}$ by $\tau_{\tilde{x}}|_{\mathfrak{U}_{\tilde{x}}} = p^{-1} \circ \tau_{\mathfrak{X}}(a) \circ p_\eta$.

- The weight of an edge $e_{\tilde{x}}$ is defined to be the residue field degree $[\kappa(\tilde{x}) : \tilde{k}]$.

It follows from the above description that the graph underlying $\Sigma_{\mathfrak{X}}$ is the incidence graph of $\mathfrak{X}$, and that the length of each edge of $\Sigma_{\mathfrak{X}}$ is contained in $\Gamma$. The following fact given in [Thu05, Proposition 2.2.17] shows that the parameterization of an edge does not depend on the choice of étale morphism to a formal annulus. It is a very special case of [Ber99, Theorem 5.3]. For convenience, we include a proof.
Proposition 5.3.2. Let $\mathcal{U}$ be a building block of $X$ at a singular point $\tilde{x}$, and consider the edge parameterization $t_e : [0, \text{val}(a)] \to e$ defined above. For $u \in \Gamma(\mathcal{X}_\eta, \mathcal{O})^\times$, there exist $r \in \Gamma$ and $n \in \mathbb{Z}$ such that

$$-\log |u(t_e(x))| = nx + r$$

for all $x \in [0, \text{val}(a)]$. Conversely, for any $n \in \mathbb{Z}$ and $r \in \Gamma$, there exists $u \in \Gamma(\mathcal{X}_\eta, \mathcal{O})^\times$ satisfying the above equation.

Proof. Let $x_0, x_1$ be the endpoints of $e$. Since $|\mathcal{M}(x_0)^\times| = |k^\times|$ by Lemma 5.1.2, we may multiply $u$ by a scalar in $k^\times$ to assume $u(x_0) = 1$. We need to show that $-\log |u|$ is linear with integral slope on the interior of $e$. Let $K$ be an algebraically closed non-Archimedean field containing $k$, let $\mathcal{X}_K = \mathcal{X} \otimes_k K^\circ$ and $\mathcal{S}(a)_K = \mathcal{S}(a) \otimes_k K^\circ$, and consider the commutative square

$$\begin{array}{ccc}
\mathcal{X}_K & \xrightarrow{p_e} & \mathcal{S}(a)_K \\
\pi & \downarrow & id \\
\mathcal{X} & \xrightarrow{p} & \mathcal{S}(a).
\end{array}$$

Let $\tilde{y}$ be the singular point of $\mathcal{S}(a)_s$, and let $\tilde{y}'$ be the singular point of $\mathcal{S}(a)_{K,S}$. Then $p_{K}^{-1}(\tilde{y}') = \pi^{-1}_s(\tilde{x})$ is a finite set of singular points. Choose $\tilde{x}' \in \pi^{-1}_s(\tilde{x})$, and let $e'$ be the associated edge of $\Sigma_{\mathcal{X}_K}$. Then $\pi_\eta$ maps $e'$ isomorphically onto $e$, in that the parameterizations of $e$ and $e'$ induced by the étale morphisms $p$ and $p_K$, respectively, are compatible with $\pi_\eta$.

The morphism $\text{red}_{\mathcal{X}_K}^{-1}(\tilde{x}') \to \text{red}_{\mathcal{S}(a)_K}^{-1}(\tilde{y}')$ is an isomorphism by [Ber99, Lemma 4.4]. In particular, $U = \text{red}_{\mathcal{X}_K}^{-1}(\tilde{x}')$ is isomorphic to the open annulus of modulus $|a|$. Thus $-\log |\pi_\eta^* f|$ has integral slope along $\Sigma_{\mathcal{X}_K} \cap U$ by [BPR13, Proposition 2.10], for instance.

The final assertion is a consequence of [Thu05, Lemme 2.2.1]: one can choose $u$ to be the pullback of a unit on $\mathcal{S}(a)_\eta$ under $p_\eta : \mathcal{X}_\eta \to \mathcal{S}(a)_\eta$. \hfill $\square$

Remark 5.3.3. By construction, there is a bijective correspondence between edges of $\Gamma_\mathcal{X}$ and singularities of the special fiber $\mathcal{X}_s$. Explicitly, the edge $e$ with interior $\hat{e}$ and the corresponding singularity $\tilde{x}$ are related by

$$\{\tilde{x}\} = \text{red}_{\mathcal{X}}(\tau^{-1}(\hat{e})) \quad \text{and} \quad \hat{e} = \tau_{\mathcal{X}}(\text{red}_{\mathcal{X}}^{-1}(\{\tilde{x}\})),$$

Similarly, the reduction $\text{red}_{\mathcal{X}}$ restricts to a bijection between the vertices $S_0(\mathcal{X})$ of $\Gamma_{\mathcal{X}}$ and the generic points of the irreducible components of $\mathcal{X}_s$. If $x \in S_0(\mathcal{X})$ and if $R$ is the corresponding irreducible component of $\mathcal{X}$, with all singular points from $\mathcal{X}_s$ removed, then we have

$$R = \text{red}_{\mathcal{X}}(\tau_{\mathcal{X}}^{-1}(\{x\})) \quad \text{and} \quad \{x\} = \tau_{\mathcal{X}}(\text{red}_{\mathcal{X}}^{-1}(R)).$$

For a higher dimensional generalization, we refer to [Vil21, Proposition 2.8].

Remark 5.3.6. Let $U \subset \Sigma_{\mathcal{X}}$ be a subgraph with $\sqrt{1}$-rational vertices (Definition 4.1.2). Then $V = \tau^{-1}_{\mathcal{X}}(U)$ is a compact strictly $k$-analytic domain in $X$ with boundary $\partial V = \partial U$, hence is again a curve. Note however that $U$ is not necessarily a skeleton of $V$, as the
lengths of the edges of $U$ are only assumed to be contained in $\sqrt{\Gamma}$. After a finite, separable extension of $k$, the curve $V$ does admit a strictly semistable model with associated skeleton $U$.

5.4. Functoriality With Respect to Galois Actions. First we prove functoriality of the skeleton and the retraction with respect to a Galois action.

**Lemma 5.4.1.** Let $X$ be a $k$-curve, let $k'/k$ be a finite Galois extension with Galois group $G$, let $X' = X \otimes_k k'$ with structure morphism $\pi: X' \to X$, and let $\mathcal{X}'$ be a strictly semistable model of $X'$. Suppose that $S_0(\mathcal{X}') = \pi^{-1}(\pi(S_0(\mathcal{X}')))$. Then $G$ stabilizes $\Sigma_{\mathcal{X}'}$, and the resulting action on $\Sigma_{\mathcal{X}'}$ is by harmonic maps preserving lengths, weights, and $\partial \Sigma_{\mathcal{X}'}$. Furthermore, we have $\tau_{\mathcal{X}'} \circ \sigma = \sigma \circ \tau_{\mathcal{X}'}$ for all $\sigma \in G$.

**Proof.** The $G$-action on $X'$ extends to a $G$-action on $\mathcal{X}'$ by [Thu05, Proposition 2.1.15] (regarding $\mathcal{X}'$ as a maximal admissible formal $k^\circ$-scheme). Let $p: \mathcal{U}' \to \mathcal{G}(a')$ be the étale morphism for a building block at a singularity $y$ of $\mathcal{X}'$ as in 5.3. We obtain an étale morphism $p_\sigma: \sigma^{-1}(\mathcal{U}') \to \mathcal{G}(\sigma(a')) = \mathcal{G}(a') \otimes_{k',\sigma} k'$ which fits into the Cartesian square

\[
\begin{array}{ccc}
\sigma^{-1}(\mathcal{U}') & \longrightarrow & \mathcal{U}' \\
p_\sigma \downarrow & & \downarrow p \\
\mathcal{G}(\sigma(a')) & \longrightarrow & \mathcal{G}(a')
\end{array}
\]

in which the horizontal arrows lift the automorphism $\sigma: k^\circ \to k^\circ$. It is immediate from the definition of the skeleton of a formal annulus that $f: \mathcal{G}(\sigma(a')) \to \mathcal{G}(a')$ sends $\Sigma_{\mathcal{G}(\sigma(a'))}$ isomorphically onto $\Sigma_{\mathcal{G}(a')}$, from which it follows that $\sigma(\Sigma_{\mathcal{G}(\mathcal{U}')}) = \Sigma_{\mathcal{U}'}$. This proves that $\sigma$ stabilizes $\Sigma_{\mathcal{X}'}$ and acts by a graph automorphism preserving lengths. Weights are preserved because $\sigma$ does not change the residue degrees of singular points of $\mathcal{X}'$ over $\bar{k}$, and $\sigma$ stabilizes $\partial X' = \partial \Sigma_{\mathcal{X}'}$ by [Ber90, Proposition 3.1.3(ii)] as applied to $X' \to X \to \mathcal{M}(k)$, noting that $X' \to X$ is finite and hence boundaryless. It follows from all these considerations that $G$ acts by harmonic maps. The retraction $\tau_{\mathcal{X}'}$ respects the étale morphisms $p$ and $p_\sigma$ by [Thu05, Proposition 2.2.16], and one sees easily that $f: \mathcal{G}(\sigma(a')) \to \mathcal{G}(a')$ commutes with the retraction maps on both sides, which proves that $\tau_{\mathcal{X}'} \circ \sigma = \sigma \circ \tau_{\mathcal{X}'}$. \qed

**Remark 5.4.2.** Let $X$ be a $k$-curve and let $S$ be a finite subset of type 2 points of $X$. Then there is a finite Galois extension $k'/k$ and a strictly semistable model $\mathcal{X}'$ of $X' := X \otimes_k K'$ such that the structure morphism $\pi: X' \to X$ satisfies

$$\pi^{-1}(S) \subset S_0(\mathcal{X}') = \pi^{-1}(\pi(S_0(\mathcal{X}'))).$$

To see this, we follow the book of Ducros on analytic curves [Duc14]. It is shown in [Duc14, Théorème 5.1.14] that $X$ has a finite triangulation such that the vertices form a finite set $T$ of type 2 points containing $S$. By definition, this means that the connected components $C$ of $X \setminus T$ are such that the base change of $C$ to the completion of an algebraic closure of $k$ is either a disk or an annulus. It is shown in [Duc14, 6.4] that there is a finite Galois extension $k'/k$ such that triangulation $T' := \pi^{-1}(T)$ on $X'$ induces a semistable model $\mathcal{X}'$ of $X'$ with $S_0(\mathcal{X}') = T'$. Using a subdivision of the triangulation to
omit loop edges, we may assume that \( X' \) is strictly semistable. Since \( \pi \) is surjective, this proves the claim.

5.5. Functoriality With Respect to Extension of Scalars. Our next functoriality property is similar to [Thu05, Proposition 2.2.21], although it requires a separate argument.

Recall that we defined harmonic maps of graphs in Definition 3.2.2.

**Proposition 5.5.1.** Let \( k'/k \) be a non-Archimedean extension, let \( X \) be a strictly semistable model of a curve \( X \), and let \( X' = X \otimes_k k'^\circ \) and \( X' = X \otimes_k k' \). Let \( \pi : X' \to X \) be the structure morphism.

1. The morphism \( \pi_\eta : X' \to X \) maps \( \Sigma_{X'} \) surjectively onto \( \Sigma_X \), and the restriction of \( \pi_\eta \) to \( \Sigma_{X'} \) is a harmonic map of weighted metric graphs with boundary \( \Sigma_\pi : \Sigma_{X'} \to \Sigma_X \). We have \( \Sigma_\pi^{-1}(\partial \Sigma_X) = \partial \Sigma_{X'} \), we have \( d_{\epsilon}(\Sigma_\pi) = 1 \) for all edges \( e' \subset \Sigma_{X'} \), and \( d(\Sigma_\pi) = 1 \) if \( \Sigma_X \) has an edge.

2. We have \( \Sigma_\pi \circ \tau_{\check{X}} = \tau_X \circ \pi_\eta \).

3. If all irreducible components of \( X \) are geometrically irreducible and all singular points of \( X \) are \( \check{k} \)-rational, then \( \Sigma_\pi : \Sigma_{X'} \to \Sigma_X \) is an isomorphism.

4. If \( k' = \check{k} \), then \( \Sigma_\pi : \Sigma_{X'} \to \Sigma_X \) is an isomorphism.

5. If \( k'/k \) is a finite Galois extension with Galois group \( G \), then \( G \) acts on \( \Sigma_{X'} \) and \( \Sigma_\pi \) identifies \( \Sigma_X \) with the quotient graph \( \Sigma_{X'}/G \) in the sense of Definition 3.5.1.

**Proof.** It follows from the definition of the skeleton that \( \pi_\eta(\Sigma_{X'}) \subset \Sigma_X \). For brevity we write \( \Sigma = \Sigma_X, \Sigma' = \Sigma_{X'} \), and \( \varphi = \Sigma_\pi : \Sigma' \to \Sigma \). The morphism on special fibers \( \pi_\epsilon : X'_\check{z} \to X_\check{z} \) identifies \( X'_\check{z} \) with \( X_\check{z} \otimes \check{k}' \). It follows that the inverse image of an irreducible component of \( X_\check{z} \) is a disjoint union of smooth curves in \( X'_\check{z} \), that the inverse image of the smooth locus of \( X_\check{z} \) is smooth, and that the inverse image of a singular point of \( X_\check{z} \) is a finite set of singular points of \( X'_\check{z} \). Let \( \check{x} \in X'_\check{z} \) be a singular point with corresponding edge \( e' \subset \Sigma' \), let \( \check{x} = \pi_\eta(\check{x}') \), and let \( e \subset \Sigma \) be the corresponding edge in \( \Sigma \). One shows as in the proof of Proposition 5.3.2 that \( e' \) maps onto \( e \) with expansion factor \( d_{\epsilon}(\varphi) = 1 \), see also [Thu05, Proposition 2.2.21]. Recall that the points of \( \partial X = \partial \Sigma \) are the vertices that reduce to generic points of non-proper irreducible components of \( X_\check{z} \), and likewise for \( \partial \Sigma' \). Since properness can be checked after extension of the ground field, it follows that \( \varphi^{-1}(\partial \Sigma) = \partial \Sigma' \). In the situation of assertions (3) and (4), these considerations show that \( \varphi \) is an isomorphism, and in general they show that \( \varphi \) is a surjective map.

We claim that \( \varphi \) is harmonic. The proof involves some basic algebraic geometry of curves over non-algebraically closed fields, and is a mild generalization of the argument in [Thu05, Proposition 2.2.21]. Let \( C \) be a smooth, proper, connected \( \check{k} \)-curve, and let \( C' = C \otimes_{\check{k}} \check{k}' \). Since \( C \) is geometrically reduced and proper over \( \check{k} \), the field of global functions \( k_1 = \Gamma(C, \mathcal{O}_C) \) is a finite, separable extension of \( \check{k} \), so \( k_1 \otimes_{\check{k}} \check{k}' \) is an étale \( \check{k}' \)-algebra which splits into a product of finite, separable extensions \( k'_i \) of \( \check{k}' \). The curve \( C \) is geometrically connected as a \( k_1 \)-curve, so \( C' \) is the disjoint union of the curves \( C'_i = C \otimes_{k_i} k'_i \), and \( k'_i \) is the field of global functions of \( C_i \) since \( C'_i \) is geometrically connected as a \( k'_i \)-curve. It follows that

\[
(5.5.2) \sum_i [k'_i : \check{k}'] = [k_1 : \check{k}].
\]
5.5.2 Let \( \bar{x} \in \mathcal{X} \) be a closed point. The fiber of \( \mathcal{X}' \to \mathcal{X} \) over \( \bar{x} \) is the spectrum of \( \kappa(\bar{x}) \otimes_{k_1} \kappa' \), which is a \( k'_1 \)-algebra of dimension \([\kappa(\bar{x}) : k_1] \). Hence

\[
\dim_{\mathcal{C}}(\kappa(\bar{x}) \otimes_{k_1} \kappa') = [\kappa(\bar{x}) : k_1][k'_1 : \tilde{k}']
\]

These are the facts we will use below.

Let \( \nu' \in \Sigma' \) be an interior vertex, let \( \nu = \varphi(\nu') \), and let \( \mathcal{X}' \) and \( \mathcal{X} \) be the corresponding (proper) irreducible components of \( \mathcal{X}'_s \) and \( \mathcal{X}_s \), respectively. Let \( k_1 \) (resp. \( k'_1 \)) be the field of global functions of \( \mathcal{X} \) (resp. \( \mathcal{X}' \)). Let \( \bar{x} \in \mathcal{X} \) be a singular point of \( \mathcal{X}_s \). Note that \( \kappa(\bar{x}) \) is a finite, separable extension of \( \tilde{k} \), since \( \mathcal{X}_s \) admits an étale morphism to \( \text{Spec}(\tilde{k}[T_1, T_2]/(T_1T_2)) \) in a neighborhood of \( \bar{x} \), with \( \bar{x} \) mapping to the singular point. Hence \( \kappa(\bar{x}) \) is separable over \( k_1 \), so \( \kappa(\bar{x}) \otimes_{k_1} k'_1 \) is an étale \( k'_1 \)-algebra. Equation (5.5.3) then shows that

\[
\sum_{\bar{x}' \in \mathcal{X}' \mid \bar{x} \to \bar{x}'} [\kappa(\bar{x}') : \tilde{k}'] = [\kappa(\bar{x}) : k_1][k'_1 : \tilde{k}'].
\]

Let \( e \in \Sigma \) be the edge corresponding to \( \bar{x} \). Recalling that all expansion factors are equal to one, the above equality yields

\[
(5.5.4) \quad d_{\nu}(\varphi) = \sum_{e' = \nu \mapsto e} \frac{w(e')}{w(e)} = \frac{\sum_{\bar{x}' \in \mathcal{X}' \mid \bar{x} \to \bar{x}'} [\kappa(\bar{x}') : \tilde{k}']}{[\kappa(\bar{x}) : \tilde{k}]} = \frac{[\kappa(\bar{x}) : k_1][k'_1 : \tilde{k}']}{[k_1 : \tilde{k}]}.
\]

This quantity is independent of \( \bar{x} \) (and \( e \)), which proves harmonicity. Summing over all \( \nu' \) mapping to \( \nu \) gives \( d_{\nu}(\varphi) = 1 \) by (5.5.2). This finishes the proof of (1).

Now we move on to assertion (2). The assertion is local on \( \mathcal{X} \), so we assume that there exists an étale morphism \( p : \mathcal{X} \to \mathcal{S}(a) \) inducing an isomorphism on skeletons. Let \( \mathcal{S}(a)' = \mathcal{S}(a) \otimes_{k^\circ} k' \), let \( \pi' : \mathcal{S}(a)' \to \mathcal{S}(a) \) be the structure morphism, and let \( p' : \mathcal{X}' \to \mathcal{S}(a)' \) be the induced étale morphism. Then \( \tau \circ \pi = \pi' \circ p' \) and \( \pi' \circ \varphi_{(a)} = \pi \circ \varphi_{(a)} \), respectively . Let \( p' \circ \varphi_{(a)} = \pi' \circ \tau \circ \varphi_{(a)} = \tau \circ \varphi_{(a)} \circ \varphi \) by construction, and \( p' \circ \tau = \tau \circ \varphi_{(a)} \circ p' \) and \( p \circ \tau = \tau \circ \varphi_{(a)} \circ p \) by [Thu05, Proposition 2.2.16]. Now we calculate

\[
\tau \circ \varphi_{(a)} \circ p' \circ \tau = \tau \circ \varphi_{(a)} \circ p' \circ \tau = \tau \circ \varphi_{(a)} \circ p' = \tau \circ \varphi_{(a)} \circ p \circ \varphi \circ \varphi.
\]

Since \( p \circ \varphi \) is an isomorphism on skeletons and since \( \pi'_{\Sigma'} = \Sigma \), this shows that \( \pi' \circ \tau_{\Sigma'} = \tau_{\Sigma'} \circ \varphi_{\Sigma'} \). By Lemma 5.4.1, the Galois group \( G \) acts by harmonic maps on \( \Sigma' \). By [Ber90, Proposition 1.3.5(i)], the Galois group acts transitively on the fibers of \( \pi_{\Sigma}^{-1} : X' \to X \), so since \( \Sigma' \) surjects onto \( \Sigma \), this shows \( \pi_{\Sigma}^{-1} = \Sigma' \), and hence \( G \) acts transitively on the fibers of \( \varphi \) as well. We have already shown that \( \varphi^{-1}(\partial \Sigma) = \partial \Sigma' \), so we are done.

5.6. Functoriality With Respect to Morphisms of Curves. In this section we discuss functoriality of skeletons with respect to a morphism of strictly semistable \( k^\circ \)-curves
Proposition 5.6.1. Let $f : \mathcal{X} \to \mathcal{X}$ be a morphism of strictly semistable $k^\circ$-curves. Then $f_{\eta}^{-1}(\Sigma_{\mathcal{X}}) \subset \Sigma_{\mathcal{X}'}$.

The proof consists mostly of the following elementary lemma.

Lemma 5.6.2. Let $U$ be a $k$-affinoid space that is potentially isomorphic to the unit disc, let $a \in k^\circ \setminus \{0\}$, and let $f : U \to S(a)$ be a morphism. Then $f(U) \cap \Sigma_{\mathcal{E}(a)} = \emptyset$.

Proof. To say that $U$ is potentially isomorphic to the unit disc means that there exists a finite, separable extension $k'/k$ such that $U \otimes_k k'$ is isomorphic to a disjoint union of copies of the unit disc $B = \mathcal{M}(k'(T))$. Let $S(a)_{k'} = S(a) \otimes_k k'$, and let $\pi : S(a)_{k'} \to S(a)$ denote the structure morphism. We have a commutative square

$$
\begin{array}{c}
\bigcup B \cong U \otimes_k k' \xrightarrow{f_{k'}} S(a)_{k'} \\
U \xrightarrow{f} S(a)_{\eta},
\end{array}
$$

so it suffices to show that if $g : B \to S(a)_{k'}$ is a morphism, then $\pi \circ g(B) \cap \Sigma_{\mathcal{E}(a)} = \emptyset$.

We identify $S(a)$ with the affinoid subdomain $\{x : |a| \leq |t(x)| \leq 1\}$ of the affine line $A^{1,an} = \text{Spec}(k[t])^{an}$, and likewise with $S(a)_{k'}$. Let $F = g^*(t) = (\pi \circ g)^*(t) \in k'(T)$. Since $t$ is a unit on $S(a)_{k'}$, we have $F \in k'(T)^*$, so we can write $F = \alpha(1 + \epsilon)$ for $\alpha \in k^*/\{1\}$ and $\epsilon \in k'(T)$ with $|\epsilon|_{\text{sup}} < 1$. Set $\rho = |\alpha|$. We have $|t(\pi \circ g(x))| = |t(g(x))| = |F(x)| = |\alpha| = \rho$ for all $x \in B$, so $\pi \circ g(B) \subset \tau_{\mathcal{E}(a)}^{-1}(\eta_{\rho})$, where $\eta_{\rho}(\sum a_i t_i) = \max\{|a_i| \rho^i\}$ is the point on the skeleton (5.3.1). Hence it suffices to show that $\eta_{\rho} \notin \pi \circ g(B)$.

Let $p \in k[t]$ be the (monic) minimal polynomial of $a$, and let $n = \deg(p)$. For $x \in B$, we have

$$
|p(\pi \circ g(x))| = |p(F(x))| = |p(\alpha + \alpha \epsilon(x))| = |p(\alpha + \alpha \epsilon(x)) - p(\alpha)|.
$$

Writing $p(t) = b_0 + b_1 t + \cdots + b_{n-1} t^{n-1} + t^n$, we have

$$
p(\alpha + \alpha \epsilon) - p(\alpha) = \sum_{i=1}^{n} b_i \alpha^i \sum_{j=1}^{i} \binom{i}{j} \epsilon^j.
$$

Since $|\epsilon(x)| < 1$, each outer summand has absolute value less than $|b_i | \rho^i = |b_i| \rho^i$ when evaluated at $x$, so $|p(\pi \circ g(x))| < \max\{|b_i| \rho^i : i = 0, \ldots, n\} = \eta_{\rho}(p)$. Hence $\pi \circ g(x) \neq \eta_{\rho}$, so $\eta_{\rho} \notin \pi \circ g(B)$. \qed

Proof of Proposition 5.6.1. Let $\mathcal{U} \subset \mathcal{X}$ be a formal affine open admitting an étale morphism $p : \mathcal{U} \to \mathcal{E}(a) = \text{Spf}(k^\circ(T_0, T_1)/(T_0 T_1 - a))$ for some $a \in k^\circ \setminus \{0\}$ and $\mathcal{U}' := f^{-1}(\mathcal{U})$. Then $\Sigma_{\mathcal{X}} \cap \mathcal{U} = \Sigma_{\mathcal{U}} = p_{\eta}^{-1}(\Sigma_{\mathcal{E}(a)})$ and $\Sigma_{\mathcal{X}} \cap \mathcal{U}' = \Sigma_{\mathcal{U}'}$ by [Thu05, Théorème 2.2.10(ii), Lemme 2.2.14], so we may replace $\mathcal{X}$ by $\mathcal{E}(a)$ and $\mathcal{X}'$ by $\mathcal{U}'$ to assume $\mathcal{X} = \mathcal{E}(a)$ is a formal annulus.
Let \( \chi' \in \chi_{\eta} \), and assume that \( \chi' \notin \Sigma_{\chi'} \). We must show that \( x = f_{\eta}(\chi') \notin \Sigma_{\phi(\alpha)} \). This is immediate from Lemma 5.6.2 since \( \chi' \) admits an affinoid neighborhood that is potentially isomorphic to the unit disc.

We will use the following elementary lemma.

**Lemma 5.6.3.** Let \( r \in \sqrt{T} \). There exists a finite, separable extension \( k'/k \) such that \( r \in \text{val}(k'^x) \) and \( \bar{k}' = \bar{k} \).

**Proof.** Let \( n \) be the smallest positive integer such that \( nr \in \Gamma \). If \( n = 1 \) then there is nothing to do. Otherwise, choose \( \lambda \in k^x \) with \( \text{val}(\lambda) = nr \), and consider the polynomial \( f(t) = t^n - \lambda \in k[t] \). If \( \text{char}(k) = p > 0 \) and \( p \mid n \) then \( f \) is not separable; in this case, we use \( f(t) = t^n + \lambda t - \lambda \), which is separable. In either case, by a Newton polygon argument we see that all roots of \( f \) (in an algebraic closure of \( k \)) have valuation \( r \), so any product of \( \Gamma \) of a proper subset of the roots does not have valuation contained in \( \Gamma \), and hence \( f \) is irreducible over \( k \). Let \( k' = k[t]/(f) \). Then \( [k' : k] = n \) and \( |k'^x| : |k^x| \geq n \), so \( \bar{k}' = \bar{k} \) by [BGR84, Proposition 3.6.2/5].

**Lemma 5.6.4.** Let \( f : \mathcal{Y} \rightarrow \mathcal{X} \) be a morphism of strictly semistable \( k^e \)-curves. Define \( \Sigma_f : \Sigma_{\mathcal{Y}} \rightarrow \Sigma_{\mathcal{X}} \) by \( \Sigma_f = \tau_\mathcal{X} \circ f_{\eta}|_{\Sigma_{\mathcal{Y}}} \). There is a subdivision \( \Sigma'_{\mathcal{X}} \) of \( \Sigma_{\mathcal{X}} \) with \( \Gamma \)-rational vertices and a subdivision \( \Sigma'_{\mathcal{Y}} \) of \( \Sigma_{\mathcal{Y}} \) with \( \sqrt{T} \)-rational vertices such that \( \Sigma_f \) induces a piecewise linear map \( \Sigma'_{\mathcal{Y}} \rightarrow \Sigma'_{\mathcal{X}} \) of weighted metric graphs with boundary and such that

\[
\Sigma_f \circ \tau_{\mathcal{Y}} = \tau_{\mathcal{X}} \circ f_{\eta}.
\]

Any edge of \( \Sigma'_{\mathcal{Y}} \) is mapped either linearly onto an edge of \( \Sigma'_{\mathcal{X}} \) with integral expansion factor or to a vertex of \( \Sigma'_{\mathcal{X}} \).

**Proof.** By restriction to connected components, we may assume that \( \mathcal{X}_{\eta} \) and \( \mathcal{Y}_{\eta} \) are connected. Then \( f_{\eta} \) is either constant or has finite fibers [Duc14, 3.5.8]. If \( f_{\eta} \) is constant, then the claim is obvious and so we may assume that \( f_{\eta} \) has finite fibers. Then the claim follows from [Thu05, Proposition 2.2.27] and its proof except that we have to check the boundary condition (3) in Definition 3.2.1. Let \( w \) be a vertex of \( \Sigma_{\mathcal{Y}} \), let \( v = \Sigma_f(w) \), and suppose that \( v \in \partial \Sigma_{\mathcal{X}} = \partial X \). Let \( C \) (resp. \( D \)) be the irreducible component of \( \mathcal{X}_{\eta} \) (resp. \( \mathcal{Y}_{\eta} \)) corresponding to \( v \) (resp. \( w \)). We assume that \( \varphi := \Sigma_f \) is not constant in a neighborhood of \( w \). Then there is an edge \( e' \) of \( \Sigma'_{\mathcal{Y}} \) with vertex \( w \) mapping linearly onto an edge \( e \) of \( \Sigma'_{\mathcal{X}} \) with vertex \( v \). For an interior point \( p' \) of \( e' \), let \( p := f_{\eta}(p') \). By construction, we have \( \varphi(p') = \tau_{\mathcal{X}}(p) \) is in the interior of \( e \) and hence \( \text{red}_{\mathcal{X}}(p) = f_s(\text{red}_{\mathcal{Y}}(p')) \) is a singular point of \( \mathcal{X}_{\eta} \) contained in \( C \) by Remark 5.3.3. Since \( v = \varphi(w) = \tau_{\mathcal{X}}(f_{\eta}(w)) \) is a vertex of \( \Sigma_{\mathcal{X}} \), it follows from (5.3.5) that \( \text{red}_{\mathcal{X}}(f_{\eta}(w)) \) is a smooth point of \( \mathcal{X}_{\eta} \) contained in \( C \). Since \( \text{red}_{\mathcal{X}}(f_{\eta}(w)) = f_s(\text{red}_{\mathcal{Y}}(w)) \) and \( \text{red}_{\mathcal{Y}}(w) \) is the generic point of \( D \), we conclude that \( f_s|_D \) is non-constant and hence induces a dominant morphism \( D \rightarrow C \).

Up to now, we only have used that \( v \) is a vertex of \( \Sigma_{\mathcal{X}} \), but now we use \( v \in \partial \Sigma_{\mathcal{X}} \). Then \( C \) is affine, and dominance of the above map shows that the same must be true of \( D \), so \( w \in \partial Y = \partial \Sigma_{\mathcal{Y}} \). This finishes the proof that \( \Sigma_f \) is a piecewise linear map of weighted metric graphs with boundary. □
Lemma 5.6.5. Let \( f : \mathcal{Y} \to \mathcal{X} \) be a morphism of strictly semistable \( k^\circ \)-curves and let \( \Sigma'_{\mathcal{Y}} \) (resp. \( \Sigma'_{\mathcal{Y}} \)) be a subdivision of the skeleton \( \Sigma_{\mathcal{X}} \) (resp. \( \Sigma_{\mathcal{Y}} \)) as in Lemma 5.6.4. Then there is a finite separable extension \( k'/k \) such that \( k' = \overline{k} \) satisfying the following properties.

1. The skeletons of \( \mathcal{X} \) (resp. \( \mathcal{Y} \)) and \( \mathcal{X} \otimes_{k^\circ} k^\circ \) (resp. \( \mathcal{Y} \otimes_{k^\circ} k^\circ \)) are equal as weighted metric graphs with boundary.

2. There are admissible formal blowups \( \pi : \mathcal{X}' \to \mathcal{X} \) (resp. \( \pi' : \mathcal{Y}' \to \mathcal{Y} \otimes_{k^\circ} k^\circ \)) of strictly semistable curves such that \( \Sigma_{\mathcal{X}' \otimes_{k^\circ} k^\circ} = \Sigma_{\mathcal{X}} \) (resp. \( \Sigma_{\mathcal{Y}' \otimes_{k^\circ} k^\circ} = \Sigma_{\mathcal{Y}} \)) such that

\[
\begin{array}{ccc}
\mathcal{Y}' & \xrightarrow{\pi'} & \mathcal{Y} \otimes_{k^\circ} k^\circ \\
\downarrow f' & & \downarrow f_{\pi^\circ} \\
\mathcal{X}' \otimes_{k^\circ} k^\circ & \xrightarrow{\pi_{\mathcal{X}' \otimes k^\circ}} & \mathcal{X} \otimes_{k^\circ} k^\circ
\end{array}
\]

is commutative for a unique morphism \( f' : \mathcal{Y}' \to \mathcal{X}' \otimes_{k^\circ} k^\circ \) over \( k^\circ \).

Proof. Since the vertices of the subdivision \( \Sigma'_{\mathcal{X}} \) are \( \Gamma \)-rational, there is an admissible formal blowup \( \pi : \mathcal{X}' \to \mathcal{X} \) such that \( \mathcal{X}' \) is a strictly semistable curve over \( k^\circ \) with \( \Sigma_{\mathcal{X}'} = \Sigma_{\mathcal{X}} \), see the proof of Lemma 2.2.22 in [Thu05]. By Lemma 5.6.3, there is a finite separable extension \( k'/k \) with \( k' = \overline{k} \) such that all vertices of the subdivision \( \Sigma'_{\mathcal{Y}} \) are \( \Gamma' \)-rational for the value group \( \Gamma' \) of \( k' \). By Proposition 5.5.1(4), skeletons do not change after base change to \( k^\circ \). Applying the above to \( \mathcal{Y} \otimes_{k^\circ} k^\circ \), there is an admissible formal blowup \( \pi' : \mathcal{Y}' \to \mathcal{Y} \otimes_{k^\circ} k^\circ \) such that \( \mathcal{Y}' \) is a strictly semistable curve over \( k^\circ \) with \( \Sigma_{\mathcal{Y}' \otimes k^\circ} = \Sigma_{\mathcal{Y}} \).

We have to show that the base change \( f_{\eta,k'} \) of \( f_{\eta} \) to \( k' \) is the generic fiber of a morphism \( f' : \mathcal{Y}' \to \mathcal{X}' \otimes_{k^\circ} k^\circ \). Note that such a morphism \( f' \) is always unique. For this, we may assume as in the proof of Lemma 5.6.4 that \( \mathcal{X}_{\eta} \) and \( \mathcal{Y}_{\eta} \) are connected. If \( f_{\eta,k'} \) is constant, then it extends to all formal models of \( \mathcal{X}_{\eta} \otimes_{k^\circ} k' \) and hence we may assume that \( f_{\eta,k'} \) has finite fibers using again [Duc14, 3.5.8]. Then it follows from [Thu05, Proposition 2.1.15] that the morphism \( f' \) exists if and only if \( f_{\eta,k'}^{-1}(S_0(\mathcal{X})) \subset S_0(\mathcal{Y}) \).

Let \( v \) be a vertex of \( \Sigma_{\mathcal{X}' \otimes_{k^\circ} k^\circ} = \Sigma_{\mathcal{X}} = \Sigma_{\mathcal{Y}} \) and let \( y \in \mathcal{Y}_{\eta} \) with \( f_{\eta,k'}(y) = v \). Note that \( v \) is in the skeleton of \( \mathcal{X} \otimes_{k^\circ} k^\circ \) and hence Proposition 5.6.1 shows that \( y \) is in the skeleton of \( \mathcal{Y} \otimes_{k^\circ} k^\circ \) which agrees also with the skeleton of \( \mathcal{Y} \). Since \( f_{\eta} \) is constant, we conclude that \( y \) is a vertex of \( \Sigma_{\mathcal{Y}} \) by the choice of this subdivision and hence \( y \in S_0(\mathcal{Y}) \).

Using the above, this shows that the morphism \( f' \) exists. \( \square \)

Remark 5.6.6. In the situation of Lemma 5.6.5, let \( e' \) be an edge of \( \Sigma_{\mathcal{Y}} = \Sigma_{\mathcal{Y}} \) mapping linearly onto an edge \( e \) of \( \Sigma_{\mathcal{X}} \) by the map \( \Sigma_{\mathcal{f}} \). For any vertex \( v' \) of \( e' \), we have that \( f_{\eta}(v') \) is the vertex \( v := \Sigma_{\mathcal{f}^{-1}}(v') \) of \( \Sigma_{\mathcal{X}} \).

Let \( D \) be the irreducible component of \( \mathcal{Y} \) with generic point \( \text{red}_{\mathcal{Y}}(v') \). Then \( f' \) induces a morphism \( D \to C \) for the irreducible component \( C \) of the special fiber of \( \mathcal{X} \otimes_{k^\circ} k^\circ \) corresponding to the vertex \( v := \Sigma_{\mathcal{f}}(v') \) of \( \Sigma_{\mathcal{X}} \). The proof of Lemma 5.6.4 shows that the morphism \( D \to C \) is dominant. In particular, the generic point \( \text{red}_{\mathcal{Y}}(v') \) of \( D \) is mapped to the generic point \( \text{red}_{\mathcal{X}}(v) \) of \( C \). On the other hand, we have

\[
\text{red}_{\mathcal{X}}(v) = \text{red}_{\mathcal{X}}(\tau_{\mathcal{X}}(f_{\eta}(v'))) = \text{red}_{\mathcal{X}}(f_{\eta}(\tau_{\mathcal{Y}}(v'))) = \text{red}_{\mathcal{X}}(f_{\eta}(v'))
\]
The generic point of $C$ has a unique preimage with respect to $\text{red}_X$ and hence $v = f_{\eta}(v')$.

**Remark 5.6.7.** In the above setting with $\Sigma_f(e') = e$, let $p, p'$ be the singular points of the special fibers of $X' \otimes_{k'} k^{\sigma}, \Sigma'$ corresponding to $e$ and $e'$, respectively. Then $p$ (resp. $p'$) is contained in the irreducible component $C$ (resp. $D$) of the special fiber corresponding to $v$ (resp. $v'$). Remark 5.6.6 shows that $f'$ induces a dominant map $D \to C$. It follows from Remark 5.3.3 that $p'$ maps to $p$. From the proof of [Thu05, Proposition 2.2.27(iv)], we get that the expansion factor for the linear map $\Sigma_f : e' \to e$ is equal to the ramification index of the discrete valuation ring $\mathcal{O}_{D,p'}$ over the discrete valuation ring $\mathcal{O}_{C,p}$.

The main result of this subsection is the following proposition. For metric graphs with trivial edge weights and empty boundary, it can be found in [ABBR15, Section 4]; it also extends [Thu05, Proposition 2.2.27].

**Proposition 5.6.8.** Let $f : X' \to X$ be a morphism of strictly semistable $k^\sigma$-curves. Define $\Sigma_f : \Sigma_{X'} \to \Sigma_X$ by $\Sigma_f = \tau_X \circ f|_{\Sigma_{X'}}$. Then $\Sigma_f$ is a harmonic map of weighted metric graphs with boundary. If $f_{\eta}$ is finite, $X_{\eta}$ is connected, and $\Sigma_X$ has an edge, then $\Sigma_f$ has a well-defined degree $d(\Sigma_f) = \text{deg}(f_{\eta})$ in the sense of Definition 3.2.5.

If $f_{\eta}$ is finite, then as a map between analytic curves, it is flat and hence $(f_{\eta})_*\mathcal{O}_{X'_{\eta}}$ is locally free. If $X_{\eta}$ is connected, then $(f_{\eta})_*\mathcal{O}_{X'_{\eta}}$ is of finite (constant) rank; the degree $\text{deg}(f_{\eta})$ is by definition the rank of $(f_{\eta})_*\mathcal{O}_{X'_{\eta}}$. These facts can be deduced algebraically by passing to strictly affinoid domains and their associated (noetherian regular) schemes, see [Duc14, 3.2].

**Proof.** For brevity we write $X = X_{\eta}, X' = X'_{\eta}, \Sigma = \Sigma_X, \Sigma' = \Sigma_{X'},$ and $\varphi = \Sigma_f : \Sigma' \to \Sigma$. Restricting to connected components, we may assume that $X$ and $X'$ are connected. If $f$ is constant then there is nothing to check, so we assume that $f$ is non-constant, which implies that $f$ has finite fibers. We have seen in Remark 5.6.6 that $\varphi$ is a piecewise linear map of weighted metric graphs with boundary after a suitable subdivision of skeletons. It follows from [Thu05, Proposition 2.2.27(iv)] that the pull-back of harmonic functions on $\Sigma$ with respect to $\varphi$ are harmonic functions on $\Sigma'$ and hence $\varphi$ is a harmonic map by Proposition 3.2.9.

Finally, suppose that $f_{\eta}$ is finite, $X = X_{\eta}$ is connected, and $\Sigma = \Sigma_X$ has an edge. Passing to a finite separable extension $k'/k$ which does not change the skeletons and then to admissible formal blowups which only lead to subdivisions of the skeletons as in Lemma 5.6.5, we may assume that $\Sigma_f$ maps every edge of $\Sigma'$ either to a vertex or linearly onto an edge of $\Sigma$. Since $f_{\eta}$ is finite, we see that $f_s : X' \to X$ is proper by [Tem00, Corollary 4.4]. Let $e$ be an edge of $\Sigma_X$ with corresponding singular point $x \in X_s$, and let $v$ be an endpoint of $e$ with corresponding irreducible component $C \subset X_s$. By Remark 5.3.3, the fiber $f_{\xi}^{-1}(x)$ consists of finitely many singular points $x'$ corresponding to the finitely many edges $e' \in \varphi^{-1}(e)$ and so there is a formal affine neighborhood $U$ of $x$ such that $f_{\xi}^{-1}(U_s) \to U_s$ has finite fibers. Since $f_s$ is proper, the morphism $f_{\xi}^{-1}(U_s) \to U_s$ is finite, and by [BPR13, Proposition 3.25], the finite morphism $f_{C} : f_{\xi}^{-1}(C \cap U_s) \to C \cap U_s$ has degree $\text{deg}(f_{C}) = \text{deg}(f_{\eta}|_{U_s}) = \text{deg}(f_{\eta})$. We have seen in Remark 5.6.7 that the expansion factor $d_{\varphi}(\varphi)$ agrees with the ramification index $\varepsilon_{x'}(f_{\xi})$ in $x'$. The fundamental identity relating
the degree of a finite map with the ramification indices and residue degrees shows
\[
d_{\alpha}(\varphi) = \sum_{e' \to e} \frac{w(e')}{w(e)} d_e(\varphi) = \sum_{\tilde{x} \to \tilde{x}'} [\kappa(\tilde{x}') : \kappa(\tilde{x})] e_{\tilde{x}'}(f_{\varphi}) = \deg(f_{\varphi}) = \deg(f_{\eta}),
\]
which proves that \( \varphi \) has well-defined degree \( d(\varphi) = \deg(f_{\eta}). \)

5.7. Functoriality With Respect to Modifications. A morphism of formal models of a curve \( X \) is a morphism of formal schemes \( \mathcal{X}' \to \mathcal{X} \) respecting the identifications \( \mathcal{X}'_{\eta} \cong X \cong \mathcal{X}_{\eta} \). The following proposition is a mild strengthening of [Thu05, Proposition 2.2.26].

**Proposition 5.7.1.** Let \( f : \mathcal{X}' \to \mathcal{X} \) be a morphism of strictly semistable models of a curve \( X \). Then we have \( \tau_{\mathcal{X}} \circ \tau_{\mathcal{X}'} = \tau_{\mathcal{X}} \) and the retraction \( \tau_{\mathcal{X}} : \Sigma_{\mathcal{X}'} \to \Sigma_{\mathcal{X}} \) is a modification of \( \Sigma_{\mathcal{X}} \) in the sense of Definition 3.4.1.

**Proof.** The identity \( \tau_{\mathcal{X}} \circ \tau_{\mathcal{X}'} = \tau_{\mathcal{X}} \) is a special case of Lemma 5.6.4 showing also that the restriction of \( \tau_{\mathcal{X}'} \) to the skeleton \( \Sigma_{\mathcal{X}'} \) is a piecewise linear map of weighted metric graphs with boundary. Using that \( f_{\eta} = \text{id}_{\mathcal{X}} \), we deduce from Remark 5.6.6 that \( \tau_{\mathcal{X}} \) contracts all edges of \( \Sigma_{\mathcal{X}'} \setminus \Sigma_{\mathcal{X}} \). In particular, for every \( x \in \Sigma_{\mathcal{X}'} \setminus \Sigma_{\mathcal{X}} \), the connected component \( T \) of \( \Sigma_{\mathcal{X}'} \setminus \Sigma_{\mathcal{X}} \) containing \( x \) is contracted to \( \tau_{\mathcal{X}}(x) \). Since the skeletons \( \Sigma_{\mathcal{X}} \) and \( \Sigma_{\mathcal{X}'} \) are homotopy equivalent to \( X \), they have the same first Betti number and hence \( T \) is a tree. We conclude that \( \tau_{\mathcal{X}} \) induces a modification \( \Sigma_{\mathcal{X}'} \to \Sigma_{\mathcal{X}} \) using \( \Sigma_{\mathcal{X}} = \partial X = \Sigma_{\mathcal{X}'} \).

6. Weakly Smooth Forms on Curves

In this section we use the previous sections to characterize the weakly smooth forms on a Berkovich curve, and to compute its Dolbeault cohomology groups. Essentially, a weakly smooth form on a curve is the pullback of a weakly smooth form on a skeleton under the retraction map.

6.1. Pullback of Forms on Skeletons. Let \( X \) be a curve with strictly semistable model \( \mathcal{X} \). For \( p, q \in \{0, 1\} \) we will define “pullback” maps

\[
\tau_{\mathcal{X}}^*: \mathcal{A}^{p,q}(\Sigma_{\mathcal{X}}, \partial \Sigma_{\mathcal{X}}) \to \mathcal{A}^{p,q}(X)
\]

that will induce isomorphisms on Dolbeault cohomology groups. The construction is as follows. Let \( \omega \in \mathcal{A}^{p,q}(\Sigma_{\mathcal{X}}, \partial \Sigma_{\mathcal{X}}) \), and let \( \mathcal{U} \) be the set of subgraphs \( U \subset \Sigma_{\mathcal{X}} \) with \( \mathcal{T} \)-rational vertices (Definition 4.1.2, Notation 4.1.3), with the property that there exists a \((\mathbb{Z}, \Gamma)\)-harmonic tropicalization \( h_U : U \to \mathbb{R}^{n_U} \) of \( (U, \partial U) \) (Definition 4.3.1) and a Lagerberg form \( \alpha_U \in \mathcal{A}^{p,q}(\mathbb{R}^{n_U}) \) such that \( h_U^* \alpha_U = \omega|_U \). Every point of \( \Sigma_{\mathcal{X}} \) has a neighborhood of this form by Proposition 4.3.2.

The key fact connecting the algebraic geometry and combinatorics in this situation is the following criterion for a function on a curve to be \((\mathbb{Z}, \Gamma)\)-harmonic; it can be found in [GJR21, Proposition 15.9]. We refer to [GJR21] for the definition of harmonic tropicalizations and weakly smooth forms on good strictly analytic spaces.

**Proposition 6.1.1.** The map \( g_U = h_U \circ \tau_{\mathcal{X}} \circ \tau_{\mathcal{X}}^{-1}(U) \to \mathbb{R}^{n_U} \) is a harmonic tropicalization.

It follows that \((g_U, \alpha_U)\) is a weakly smooth preform of type \((p, q)\) on \( \tau_{\mathcal{X}}^{-1}(U) \).

**Lemma 6.1.2.** The preforms \((g_U, \alpha_U)\) glue to a weakly smooth differential form on \( X \).
6.1.1

4.2.2

These are automatic: for example, $d$ \textit{Proof}.

h \textit{and} \textit{Lemma 6.1.5.} The pullback from the skeleton \textit{on} \textit{by functoriality and injectivity of (h \times h^\prime)(U)}.

We denote by \textit{Definition 6.1.3.} This is obvious from the definition of \textit{We will first show that for} \textit{U and U} \textit{′ as above, then} \textit{(g_U, \alpha_U)} = \textit{(g_\Gamma, \alpha_\Gamma)} \textit{on} \textit{τ}^{-1}(U \cap U)\textit{′}. This amounts to showing that if} \textit{U} \textit{⊂} \textit{Σ_X} \textit{is a subgraph with} \textit{Γ-rational endpoints} \textit{that admits two} \textit{(Z, Γ)}-\textit{harmonic tropicalizations} \textit{h: U → R^n} \textit{and} \textit{h^\prime: U → R^n\prime}, \textit{and if} \textit{α ∈ A^p,q(R^n)} \textit{and} \textit{α^\prime ∈ A^p,q(R^n\prime)} \textit{are Lagerberg forms such that h^*(α) = h^\prime*(α^\prime), then} \textit{π^*α = π^\prime*α^\prime} \textit{on} \textit{(h \times h^\prime)(U)}\textit{, where} \textit{π, π^\prime: R^n × R^n\prime} \textit{are the projections onto the two factors}. This is true by functoriality and injectivity of \textit{(h \times h^\prime)(U)}: \textit{see Lemma 4.2.2.}

For every} \textit{x \in X}, \textit{there is a subgraph} \textit{U ∈ U} \textit{of} \textit{Γ_X} \textit{such that} \textit{τ_X(x)} \textit{has} \textit{U} \textit{as a neighbourhood in} \textit{Σ_X}. \textit{Then} \textit{τ}^{-1}(U) \textit{is a compact strictly analytic domain in} \textit{X} \textit{which is a neighbourhood of} \textit{x} \textit{in} \textit{X} \textit{and the above shows that the preforms} \textit{(g_U, \alpha_U)} \textit{glue to a weakly smooth differential form on} \textit{X}. \hfill \Box

\textbf{Definition 6.1.3.} We denote by \textit{τ}^*_X \textit{ω} \textit{the weakly smooth form that restricts to each} \textit{(g_U, \alpha_U)}. \textit{We call} \textit{τ}^*_X \textit{ω} \textit{the pullback from the skeleton.}

Note that \textit{we can define} \textit{τ}^*_X \textit{ω} \textit{by forms} \textit{(g_U, \alpha_U)_{U ∈ U}} \textit{for any} \textit{U \′ ⊂ U} \textit{such that} \textit{Σ_X} \textit{is covered by the interiors of the subgraphs in} \textit{U} \textit{′}.

The pullback from the skeleton \textit{satisfies the expected compatibility properties}. \hfill \Box

\textbf{Lemma 6.1.4.} \textit{The pullback} \textit{τ}^*_X : \textit{A^p,q(Σ_X, \partial Σ_X)} \rightarrow \textit{A^p,q(X)} \textit{is a homomorphism of differential bigraded algebras: that is,}

\begin{enumerate}
\item \textit{τ}^*_X d' \textit{ω} = \textit{d'} \textit{τ}^*_X \textit{ω} \textit{and} \textit{τ}^*_X d'' \textit{ω} = \textit{d''} \textit{τ}^*_X \textit{ω} \textit{for any smooth form} \textit{ω}, \textit{and}
\item \textit{τ}^*_X (\textit{ω} \wedge \textit{η}) = \textit{τ}^*_X \textit{ω} \wedge \textit{τ}^*_X \textit{η} \textit{for any smooth forms} \textit{ω} \textit{and} \textit{η}.
\end{enumerate}

\textit{Proof.} \textit{These are automatic: for example,} \textit{d'} \textit{τ}^*_X \textit{ω} \textit{is defined by the preforms} \textit{(g_U, d'α_U)}, \textit{and} \textit{h^*_Ud'α_U = d'h^*_Uα_U = d'ω|_U}. \hfill \Box

\textbf{Lemma 6.1.5.} \textit{The pullback from the skeleton} \textit{τ}^*_X : \textit{A^p,q(Σ_X, \partial Σ_X)} \rightarrow \textit{A^p,q(X)} \textit{is injective}. \hfill \Box

\textit{Proof.} \textit{Choose} \textit{ω ∈ A^p,q(Σ, \partial Σ)} \textit{with} \textit{τ}^*_X \textit{ω} = 0. \textit{Suppose that} \textit{τ}^*_X \textit{ω} \textit{is defined by a collection} \textit{(g_U, \alpha_U)} \textit{as in 6.1. Since} \textit{g^*_U: A^p,q(h_U(U)) → A^p,q(τ^{-1}_X U)} \textit{is injective by [GJR21, Proposition 10.9], the form} \textit{α_U} \textit{restricts to zero on} \textit{h_U(U)}. \textit{Since the map} \textit{h^*_U: A^p,q(R^n_U) → A^p,q(U, \partial U)} \textit{factors through} \textit{A^p,q(h_U(U))} \textit{by Lemma 4.2.2, this shows that} \textit{ω = 0}. \hfill \Box

The next lemma relates pullback from the skeleton, pullback of Lagerberg forms to graphs, and pullback of Lagerberg forms to curves. \textit{Let} \textit{U ∈ Σ_X} \textit{be a subgraph with} \textit{Γ-rational endpoints}, \textit{and consider the retraction} \textit{τ_X: τ^{-1}_X U → U}. \textit{The strictly analytic domain} \textit{τ^{-1}_X U} \textit{is again a curve, but as noted in Remark 5.3.6, it need not be the case that} \textit{U} \textit{is a skeleton of} \textit{τ^{-1}_X U} \textit{under our definitions, and hence we have not defined a pullback map} \textit{τ^*_X: A^p,q(\partial U, \partial U) → A^p,q(τ^{-1}_X U)}\textit{). However, our definition extends to this situation in the obvious way, and we use this in the statement of the lemma}. \hfill \Box

\textbf{Lemma 6.1.6.} \textit{Let} \textit{X be a curve with strictly semistable model} \textit{X}, \textit{let} \textit{U ∈ Σ_X} \textit{be a subgraph with} \textit{Γ-rational endpoints}, \textit{and} \textit{let} \textit{h: U → R^n} \textit{be a} \textit{(Z, Γ)}-\textit{harmonic tropicalization of} \textit{(U, \partial U)}, \textit{and let} \textit{α ∈ A^p,q(R^n)}. \textit{Then} \textit{h ⋄ τ_X: τ^{-1}_X(U) → R^n} \textit{is a} \textit{(Z, Γ)}-\textit{harmonic tropicalization by Proposition 6.1.1}, \textit{and}

\[ (h ⋄ τ_X)^*α = τ^*_X h^*α. \]

\textit{Proof.} \textit{This is obvious from the definition of} \textit{τ^*_X}. \hfill \Box
6.2. Functoriality of Pullbacks. Now we show that pullbacks are compatible with morphisms of semistable curves and extension of scalars. We begin with morphisms of semistable curves.

Lemma 6.2.1. Let $f : \mathcal{X}' \to \mathcal{X}$ be a morphism of strictly semistable $k^\circ$-curves, let $\mathcal{X} = \mathcal{X}_n$ and $\mathcal{X}' = \mathcal{X}'_n$, and let $\varphi = \Sigma_f : \Sigma_{\mathcal{X}'} \to \Sigma_{\mathcal{X}}$ be the induced harmonic map from Proposition 5.6.8. Then the following square is commutative:

$$
\begin{array}{ccc}
A^p,q(\Sigma_{\mathcal{X}}, \partial \Sigma_{\mathcal{X}}) & \xrightarrow{\varphi^*} & A^p,q(\Sigma_{\mathcal{X}'}, \partial \Sigma_{\mathcal{X}'}) \\
\tau_{\mathcal{X}}^* & & \tau_{\mathcal{X}'}^* \\
A^p,q(\mathcal{X}) & \xrightarrow{f_n^*} & A^p,q(\mathcal{X}').
\end{array}
$$

Proof. Let $\omega \in A^p,q(\Sigma_{\mathcal{X}}, \partial \Sigma_{\mathcal{X}})$. We need to show that $f_n^* \tau_{\mathcal{X}}^* \omega = \tau_{\mathcal{X}'}^* \varphi^* \omega$, which is a local question on $\mathcal{X}'$. Suppose that $\tau_{\mathcal{X}}^* \omega$ is defined by a collection $(g_U, \alpha_U)_{U \in \mathcal{U}}$ as in 6.1. Let $U' \subset \Sigma_{\mathcal{X}'}$ be a subgraph with $\Gamma$-rational endpoints such that $\varphi(U')$ is contained in some $U \in \mathcal{U}$, and note that $\Sigma_{\mathcal{X}'}$ is covered by the interiors of such $U'$. Then $
abla_{\mathcal{X}'}^* \omega|_{\tau_{\mathcal{X}'}^{-1}(U)} = \tau_{\mathcal{X}}^* h_U^* \alpha_U = (h_U \circ \tau_{\mathcal{X}})^* \alpha_U$ by Lemma 6.1.6, so

$$
f_n^* \tau_{\mathcal{X}}^* \omega|_{\tau_{\mathcal{X}'}^{-1}(U')} = f_n^* (h_U \circ \tau_{\mathcal{X}})^* \alpha_U|_{\tau_{\mathcal{X}'}^{-1}(U')} = (h_U \circ \tau_{\mathcal{X}} \circ f_n)^* \alpha_U|_{\tau_{\mathcal{X}'}^{-1}(U')},
$$

where the last equality uses Lemma 5.6.4. Since $h_U \circ \varphi|_{U'} : U' \to \mathbb{R}^u$ is a $(\mathbb{Z}, \Gamma)$-harmonic tropicalization, this last form is equal to $\tau_{\mathcal{X}'}^* (h_U \circ \varphi|_{U'})^* \alpha_U$, again by Lemma 6.1.6. Finally, $(h_U \circ \varphi|_{U'})^* \alpha_U = \varphi^* h_U^* \alpha_U|_{U'} = \varphi^* \omega|_{U'}$, where the first equality is Lemma 4.2.3. \hfill \Box

Now we prove functoriality with respect to extension of scalars and Galois actions.

Lemma 6.2.2. Let $k'/k$ be a non-Archimedean extension, let $\mathcal{X}$ be a strictly semistable model of a curve $X$, and let $\mathcal{X}' = \mathcal{X} \otimes_k k'$ and $X' = \mathcal{X}_n \otimes_k k'$. Let $\pi : \mathcal{X}' \to \mathcal{X}$ be the structure morphism, and let $\varphi = \Sigma_{\pi} : \Sigma_{\mathcal{X}'} \to \Sigma_{\mathcal{X}}$ be the restriction of $\pi_\eta$ to $\Sigma_{\mathcal{X}'}$, as in Proposition 5.5.1. Then the following square is commutative:

$$
\begin{array}{ccc}
A^p,q(\Sigma_{\mathcal{X}}, \partial \Sigma_{\mathcal{X}}) & \xrightarrow{\varphi^*} & A^p,q(\Sigma_{\mathcal{X}'}, \partial \Sigma_{\mathcal{X}'}) \\
\tau_{\mathcal{X}}^* & & \tau_{\mathcal{X}'}^* \\
A^p,q(\mathcal{X}) & \xrightarrow{\pi_\eta^*} & A^p,q(\mathcal{X}').
\end{array}
$$

Proof. This is proved in exactly the same way as Lemma 6.2.1, using the identity $\varphi \circ \tau_{\mathcal{X}'} = \tau_{\mathcal{X}} \circ \pi_\eta$ of Proposition 5.5.1(2) instead of the identity $\varphi \circ \tau_{\mathcal{X}'} = \tau_{\mathcal{X}} \circ f_n$. \hfill \Box

Lemma 6.2.3. Let $X$ be a $k$-curve, let $k'/k$ be a finite Galois extension with Galois group $G$, let $\mathcal{X}' = X \otimes_k k'$ with structure morphism $\pi : \mathcal{X}' \to X$, and let $\mathcal{X}'$ be a strictly semistable model of $X'$. Suppose that $S_0(\mathcal{X}') = \pi^{-1}(\pi(S_0(\mathcal{X})))$, so that $G$ acts on $\Sigma_{\mathcal{X}'}$ by harmonic maps by Lemma 5.4.1. Then the pullback

$$
\tau_{\mathcal{X}'}^* : A^p,q(\Sigma_{\mathcal{X}'}, \partial \Sigma_{\mathcal{X}'}) \longrightarrow A^p,q(\mathcal{X}').
$$
is compatible with the action of $G$ on both sides.

Proof. This is also proved in the same way as Lemma 6.2.1, this time using the compatibility of the Galois action with the retraction $\tau_\mathcal{X}$ from Lemma 5.4.1.

6.3. Integration of Pullbacks. In this subsection we prove that pullback from the skeleton respects integration of forms. We will need the following compatibility of tropical multiplicities, which is a variant of [BPR16, Theorem 5.8].

Lemma 6.3.1. Let $X$ be a curve with a strictly semistable model $\mathcal{X}$, let $U \subset \Sigma$ be a subgraph with $\Gamma$-rational vertices, let $h: U \to \mathbb{R}^n$ be a $(\mathbb{Z}, \Gamma)$-harmonic tropicalization, let $V = \tau_\mathcal{X}^{-1}(U)$, and let $g = h \circ \tau: V \to \mathbb{R}^n$. Then $\text{Trop}_h(U) = \text{Trop}_g(V)$ as weighted polytopal complexes.

Proof. Let $k'$ be an algebraically closed non-Archimedean extension field, let $\mathcal{X}' = \mathcal{X} \otimes_{k'} k^\infty$, let $\pi: \mathcal{X}' \to \mathcal{X}$ be the structure morphism, let $\varphi = \Sigma_\pi: \Sigma_{\mathcal{X}'} \to \Sigma_{\mathcal{X}}$ be the harmonic map of $\text{Proposition 5.5.1}$, let $h' = h \circ \varphi: \Sigma_{\mathcal{X}'} \to \mathbb{R}^n$, and let $U' = \varphi^{-1}(U)$. By Remark 4.4.3 and $\text{Proposition 5.5.1}(1)$, we have $\text{Trop}_h(U) = \text{Trop}_{h'}(U')$ as weighted polytopal complexes. Let $V' = V \otimes k' \subset \text{Trop}_{h'}(U')$ and let $g' = g \circ \pi: V' \to \mathbb{R}^n$. Then $\text{Trop}_g(V) = \text{Trop}_{g'}(V')$ as weighted polytopal complexes by [GJR21, Proposition 8.11]. Thus we may extend scalars to assume $k$ is algebraically closed. Note that all edge weights are now trivial.

For brevity we set $\Sigma = \Sigma_\mathcal{X}$ and $\tau = \tau_\mathcal{X}$. The sets underlying $\text{Trop}_h(U)$ and $\text{Trop}_g(V)$ coincide by surjectivity of retraction. In this paragraph, all subdivisions are understood to be constructed by adding $\Gamma$-rational points of $\Sigma$; the corresponding subdivided skeleton is then the skeleton associated to a modification of $\mathcal{X}$. Choose subdivisions of $U$ and of $\text{Trop}(U)$ as in 4.4. We may assume that the edges of $\text{Trop}_h(U)$ and of $\text{Trop}_g(V)$ agree. Let $\sigma \subset \text{Trop}_h(U)$ be an edge, let $m_\sigma$ denote the multiplicity of $\sigma$ in $\text{Trop}_h(U)$, and let $m'_\sigma$ denote the multiplicity of $\sigma$ in $\text{Trop}_g(V)$. We must show that $m_\sigma = m'_\sigma$. After further subdivision, we can assume that $h^{-1}(\sigma)$ is a disjoint union of edges of $U$; replacing $U$ with one of these edges, we can assume $U$ consists of a single edge $e$. Let $e^0$ be the interior of $e$. Then $\tau^{-1}(e^0)$ is isomorphic to an open annulus $S(a)_a$ for $a \in k^\infty \setminus \{0\}$ by [BL85, Proposition 2.3].

Let $h_1, \ldots, h_n$ be the coordinates of $h: e \to \mathbb{R}^n$, and let $a_i$ be the slope of $h_i$ on $e$, so $m_\sigma = \gcd(a_1, \ldots, a_n)$. Let $g_i = h_i \circ \tau$. By $\text{Proposition 5.3.2}$, there exist units $u_1, \ldots, u_n$ on $V$ such that $g_i = -\log |u_i|$. In other words, $h$ is the moment map associated to the morphism $f: V \to \mathbb{G}_m^n$ determined by $u_1, \ldots, u_n$. Fix $i$ such that $h_i$ is not constant, and let $f_i: V \to \mathbb{G}_m^n$ be the $i$th coordinate of $f$. By [BPR13, Proposition 2.5], the restriction of $f_i$ to $\tau^{-1}(e^0) \cong S(a)_a$ is finite of degree $|a_i|$ onto its image.

Let $L_\sigma$ be the linear subspace of $\mathbb{R}^n$ spanned by $\{x - y: x, y \in \sigma\}$, and let $N_\sigma = \mathbb{Z}^n \cap L_\sigma$. By [GJR21, Proposition 4.6], a primitive lattice vector on the line $L_\sigma$ is $(a_1, \ldots, a_n)/m_\sigma$. The projection onto the $i$th factor $p_i: \mathbb{Z}^n \to \mathbb{Z}$ takes $L_\sigma$ to the sublattice generated by $a_i/m_\sigma$. Hence by the definition of $m'_\sigma$, we have

$$m'_\sigma = \frac{1}{[\mathbb{Z}: p_i(N_\sigma)]} \deg(f_i|_{\tau^{-1}(e^0)}) = \frac{m_\sigma}{|a_i|} |a_i| = m_\sigma$$

proving the claim.
Proposition 6.3.2. Let $X$ be a curve with a strictly semistable model $X$. Then
\[
\int_X \tau^*_X \omega = \int_{\Sigma_X} \omega \quad \int_{\partial X} \tau^*_X \eta' = \int_{\partial \Sigma_X} \eta' \quad \int_{\partial X} \tau^*_X \eta'' = \int_{\partial \Sigma_X} \eta''
\]
for all $\omega \in A^{1,1}(\Sigma_X, \partial \Sigma_X)$, $\eta' \in A^{1,0}(\Sigma_X, \partial \Sigma_X)$, and $\eta'' \in A^{0,1}(\Sigma_X, \partial \Sigma_X)$.

Proof. For brevity we set $\Sigma = \Sigma_X$ and $\tau = \tau_X$. Let $\omega \in A^{1,1}(\Sigma, \partial \Sigma)$, and suppose that $\tau^* \omega$ is defined by a collection $(g_U, \alpha_U)_{U \in U'}$ as in 4.1. By Proposition 4.3.2 and its proof, we can choose a finite subset $U' \subset U$ whose topological interiors cover $\Sigma$ and such that for each $U \in U'$, either $U$ is a neighborhood of an interior leaf vertex on which $\omega = 0$, or $U$ can be chosen independent of $\omega$. We have seen in Remark 2.2.2 that there exists a partition of unity $(\lambda_U)_{U \in U'}$ consisting of smooth functions on $\Sigma$, such that $\text{supp}(\lambda_U)$ is compact and contained in the topological interior of $U$. Then $\omega = \sum_{U \in U'} \lambda_U \omega$, so by linearity of $\int_X \tau^*_X$ and $\int_{\Sigma_X}$, it suffices to show that $\int_X \tau^*(\lambda_U \omega) = \int_{\Sigma} \lambda_U \omega$ for each subgraph $U$. If $\omega = 0$ on $U$ then there is nothing to prove, so we assume that $U$ was chosen independently of $\omega$. Then $\lambda_U = h^*_U f_U$ for a smooth function $f_U$ on $\mathbb{R}^n$ by Proposition 4.3.2, so $\lambda_U \omega|_U = h^*_U (f_U \alpha_U)$. Setting $\alpha = f_U \alpha_U$ and replacing $\omega$ by $\lambda_U \omega$, we may assume that $\omega|_U = h^* \alpha$ for $h = h_U : U \to \mathbb{R}^n$ and $\alpha \in A^{1,1}(\mathbb{R}^n)$, and that $\omega$ is supported on $U$. Setting $V = \tau^{-1} U$ and $g = h \circ \tau : V \to \mathbb{R}^n$, we have
\[
\int_X \tau^* \omega = \int_V h^* \alpha = \int_V (h \circ \tau)^* \alpha = \int_V g^* \alpha = \int_{\text{Trop}_g(V)} \alpha,
\]
where the second equality is Lemma 6.1.6, and the last equality is the definition of the integral from [GJR21, Proposition 11.1]. On the other hand, we have
\[
\int_{\Sigma} \omega = \int_U h^* \alpha = \int_{\text{Trop}_g(U)} \alpha
\]
by Proposition 4.4.5(1), so the equality $\int_X \tau^* \omega = \int_{\Sigma} \omega$ follows from Lemma 6.3.1.

The corresponding proofs for $(1,0)$- and $(0,1)$-forms proceed in exactly the same way, using Proposition 4.4.5(2).

\[\square\]

6.4. Weakly Smooth Forms and Dolbeault Cohomology of Curves. In this subsection we are able to compute all weakly smooth forms and Dolbeault cohomology groups of a curve. More precisely, we prove that the pullback from a suitable skeleton induces an isomorphism of Dolbeault cohomology groups for a curve with semistable reduction, and we use Galois actions to compute the Dolbeault cohomology groups of a general curve. Finally, we prove that Poincaré duality holds for proper curves.

Recall from the beginning of Section 6 that a curve is a compact, rig-smooth strictly $k$-analytic space of pure dimension 1.

Theorem 6.4.1. Let $X$ be a curve, let $p, q \in \{0, 1\}$, and let $\eta \in A^{p,q}(X)$ be a weakly smooth form. There exists a finite Galois extension $k'/k$, a strictly semistable model $X'$ of $X' = X \otimes_k k'$, and a smooth form $\omega \in A^{p,q}(Trop_{\Sigma_X}, \partial Trop_{\Sigma_X})$ such that $\eta' = \tau^*_{X'} \omega$, where $\eta'$ is the pullback of $\eta$ to $X'$.
If $k'/k$ is Galois then $\mathcal{A}^{p,q}(X)_{\text{Gal}(k'/k)} = \mathcal{A}^{p,q}(X)$ by [GJR21, Proposition 14.2], so Theorem 6.4.1 completely characterizes the smooth forms on a curve.

**Proof of Theorem 6.4.1.** Fix $\eta \in \mathcal{A}^{p,q}(X)$. By definition, there exists a collection $\mathcal{V}$ of strictly $k$-affinoid domains $V \subset X$ whose topological interiors cover $X$, and for each $V$ a weakly smooth preform $\eta_V = (g_V, \alpha_V)$ on $V$, which agree on overlaps. By [GJR21, Proposition 15.7], after extending the ground field, we may assume that each $V$ admits a strictly semistable model $\mathcal{V}$ such that $g_V$ factors as $g_V = h_{\mathcal{V}} \circ \tau_{\mathcal{V}}$, where $h_{\mathcal{V}}: \Sigma_{\mathcal{V}} \to \mathbb{R}^n$ is $(\mathbb{Z}, \Gamma)$-harmonic. By [Duc14, Theorem 5.1.14(iv), 6.4.3], after potentially extending the ground field and passing to a modification of $\mathcal{V}$, we may assume that the formal models $\mathcal{V}$ glue to give a strictly semistable model $X$ of $X$. (Start with a triangulation containing the inverse image under reduction of all of the generic points of each $\mathcal{V}_i$.)

We define $\omega_{\mathcal{V}} \in \mathcal{A}^{p,q}(\Sigma_{\mathcal{V}}, \partial \Sigma_{\mathcal{V}})$ to be $h_{\mathcal{V}}^\ast \alpha_V$. Since the $\eta_V$ agree on overlaps, we see from Lemma 6.1.5 that the $\omega_{\mathcal{V}}$ glue to give a smooth form $\omega \in \mathcal{A}^{p,q}(\Sigma_X, \partial \Sigma_X)$. By construction we have $\eta_V = \tau_{\mathcal{V}}^\ast \omega_{\mathcal{V}}$ for all $V$, so $\eta = \tau_X^\ast \omega$. \hfill \Box

**Theorem 6.4.2.** Let $X$ be a curve with a strictly semistable model $\mathfrak{X}$. Suppose that $\mathfrak{X}$ contains no connected component that is both smooth and proper, or equivalently, that $\Sigma_{\mathfrak{X}}$ has no isolated interior vertices. Then the pullback from the skeleton induces isomorphisms

$$\tau_X^\ast: H^{p,q}(\Sigma_X, \partial \Sigma_X) \sim H^{p,q}(X)$$

for all $p, q \in \{0, 1\}$.

**Proof.** By Lemma 6.1.4, the map $\tau_X^\ast$ is well-defined on Dolbeault cohomology groups. For a $d''$-closed form $\omega \in \mathcal{A}^{p,q}(\cdot)$, let $[\omega]$ denotes its cohomology class in $H^{p,q}(\cdot)$ and set $\Sigma = \Sigma_X$.

First we suppose that all irreducible components of $\mathfrak{X}$ are geometrically irreducible and that all singular points of $\mathfrak{X}$ are $\overline{k}$-rational. Under these hypotheses, if $k'/k$ is a finite, separable extension then the induced morphism $\Sigma_{\mathfrak{X}_{\overline{k}} k^\circ} \to \Sigma$ is an isomorphism by Proposition 5.5.1(3).

Let us show that $\tau_X^\ast$ is injective. Let $\omega \in \mathcal{A}^{p,q}(\Sigma, \partial \Sigma)$ be a $d''$-closed form, and suppose that $\tau_X^\ast[\omega] = 0$, so $\tau_X^\ast \omega = d'' \eta$ for some $\eta \in \mathcal{A}^{p,q-1}(X)$. By Theorem 6.4.1, there exists a finite, separable extension $k'/k$, a strictly semistable model $\mathfrak{X}'$ of $X' = \mathfrak{X} \otimes_k k'$, and a form $\omega' \in \mathcal{A}^{p,q-1}(\Sigma_{\mathfrak{X}'}, \partial \Sigma_{\mathfrak{X}'})$ such that $\pi^\ast \eta = \tau_{\mathfrak{X}}^\ast \omega'$, where $\pi: X' \to X$ is the structure morphism. By [Thu05, Proposition 2.2.27], after a further finite, separable field extension we may replace $\mathfrak{X}'$ with by a suitable admissible formal blowup to assume that there is a morphism of strictly semistable models $f: \mathfrak{X}' \to \mathfrak{X} \otimes_k k^\circ$. The composition $\pi \circ f: \mathfrak{X}' \to \mathfrak{X} \otimes_k k^\circ \to \mathfrak{X}$ induces a harmonic map of skeletons $\varphi: \Sigma_{\mathfrak{X}'} \to \Sigma_{\mathfrak{X}}$ by Propositions 5.7.1 and 5.5.1 and Remark 3.2.13. Note that $\varphi^*: H^{p,q}(\Sigma_{\mathfrak{X}}, \partial \Sigma_{\mathfrak{X}}) \to H^{p,q}(\Sigma_{\mathfrak{X}'}, \partial \Sigma_{\mathfrak{X}'})$ is an isomorphism by Proposition 5.7.1, Lemma 3.4.2, and the hypothesis that $\Sigma_{\mathfrak{X}} = \Sigma_{\mathfrak{X}_{\overline{k}} k^\circ}$. By Lemmas 6.2.1 and 6.2.2, we have $\pi^\ast \tau_{\mathfrak{X}}^\ast = \tau_{\mathfrak{X}}^\ast \varphi^*$, so

$$\tau_{\mathfrak{X}}^\ast \varphi^* \omega = \pi^\ast \tau_{\mathfrak{X}}^\ast \omega = \varphi^* d'' \eta = d'' \pi^\ast \eta = d'' \pi^\ast \tau_{\mathfrak{X}}^\ast \omega' = \tau_{\mathfrak{X}}^\ast d'' \omega'$$

By Lemma 6.1.5 we know that $\tau_{\mathfrak{X}}^\ast: \mathcal{A}^{p,q}(\Sigma_{\mathfrak{X}}, \partial \Sigma_{\mathfrak{X}}) \to \mathcal{A}^{p,q}(X')$ is injective, so $\varphi^* \omega = d'' \omega'$, and hence $\varphi^*[\omega] = 0$. But $\varphi^*$ is an isomorphism, so $[\omega] = 0$, which proves injectivity.
Now we show that $\tau^*_X$ is surjective. Let $\eta \in A^{p,q}(X)$ be a $d''$-closed form. Using Theorem 6.4.1, we find as above a finite, separable field extension $k'/k$, a strictly semistable model $\tilde{X}'$ of $X = X \otimes_k k'$ with a morphism $f : \tilde{X}' \to \tilde{X} \otimes_k k''$, and $\omega' \in A^{p,q}(\Sigma_{X'}, \partial \Sigma_{X'})$ such that $\pi^* \eta = \tau^*_X \omega'$, where $\pi : X' \to X$ is the structure morphism. The form $\omega'$ is $d''$-closed by injectivity of $\tau^*_X$. Using the above notation, since $\varphi^*: H^{p,q}(\Sigma_X, \partial \Sigma_X) \to H^{p,q}(\Sigma_X', \partial \Sigma_X')$ is an isomorphism, there exists a $d''$-closed form $\omega \in A^{p,q}(\Sigma_{X'}, \partial \Sigma_{X'})$ such that $\varphi^*[\omega] = [\omega']$, so $\varphi^* \omega = \omega' + d''\rho'$ for some $\rho' \in A^{p,q-1}(\Sigma_{X'}, \partial \Sigma_{X'})$. We compute

$$\pi^* \tau^*_X \omega = \tau^*_X \varphi^* \omega = \tau^*_X \omega' + \tau^*_X d''\rho' = \pi^* \eta + d'' \tau^*_X \rho'.$$

It follows that $\pi^*[\tau^*_X \omega] = \pi^* [\eta]$; since $\pi^*: H^{p,q}(X) \to H^{p,q}(X')$ is injective by [GJR21, Corollary 14.3], we have $\tau^*_X [\omega] = [\eta]$, as desired.

Finally, we drop the hypothesis that all irreducible components of $\tilde{X}_s$ are geometrically irreducible and that all singular points of $\tilde{X}_s$ are $\tilde{k}$-rational. A base change of $\tilde{X}_s$ to a suitable finite separable extension $F$ of $\tilde{k}$ has geometrically irreducible components and all singular points become $F$-rational (using the étale morphism $\tilde{U} \to \tilde{\mathfrak{S}}(a_i)$ from Definition 5.2.3). Lifting the minimal polynomial of a primitive element of $F$ to a polynomial $p$ with coefficients in $k^e$, the decomposition field of $p$ is a finite Galois extension $k'/k$ such that the above hypotheses hold true for $\tilde{X}' = \tilde{X} \otimes_k k''$. Consider the square

$$H^{p,q}(\Sigma_{X'}, \partial \Sigma_{X'}) \xrightarrow{\Sigma'_X} H^{p,q}(\Sigma_{X'}, \partial \Sigma_{X'})$$

$$\downarrow \quad \tau^*_X \quad \downarrow \tau^*_X$$

$$H^{p,q}(X) \xrightarrow{\pi^*} H^{p,q}(X'),$$

where $X' = \tilde{X}' = X \otimes_k k'$ and $\pi : X' \to X$ is the structure morphism. This square commutes by Lemma 6.2.2. The right arrow is an isomorphism by the above, and it is Galois-equivariant by Lemma 6.2.3. Consider the square

$$H^{p,q}(\Sigma_{X'}, \partial \Sigma_{X'}) \xrightarrow{\Sigma'_X} H^{p,q}(\Sigma_{X'}, \partial \Sigma_{X'})^\text{Gal}(k'/k)$$

$$\downarrow \quad \tau^*_X \quad \downarrow \tau^*_X$$

$$H^{p,q}(X) \xrightarrow{\pi^*} H^{p,q}(X')^\text{Gal}(k'/k).$$

It follows from [GJR21, Corollary 14.3] that the bottom arrow is an isomorphism; by Propositions 3.5.7 and 5.5.1(5), the top arrow is an isomorphism; and by the above, the right arrow is an isomorphism. Thus $\tau^*_X$ is an isomorphism.

**Theorem 6.4.3** (Dolbeault Cohomology of Curves). Let $X$ be a connected curve, and let $g = h^1_{\text{sing}}(|X|)$ be the first Betti number of its underlying topological space. Then $h^{i,j} = h^{i,j}(X)$ are equal to:
If $\partial X = \emptyset$:

| $h^{1,1}$ | $h^{1,0}$ | $h^{0,1}$ | $h^{0,0}$ |
|-----------|-----------|-----------|-----------|
| 1         | $g$       | $g$       | 1         |

If $\partial X \neq \emptyset$:

| $h^{1,1}$ | $h^{1,0}$ | $h^{0,1}$ | $h^{0,0}$ |
|-----------|-----------|-----------|-----------|
| 0         | $g + \#\partial X - 1$ | $g$       | 1         |

More precisely, if $\partial X = \emptyset$ (i.e. if $X$ is proper) then $d'' A^{1,0}(X) = \ker \int_X$.

**Proof.** We have seen in Theorem 6.4.1 that the semistable reduction theorem gives a finite Galois extension $k'/k$ such that $X' = X \otimes_k k'$ admits a strictly semistable formal model $\mathfrak{X}'$. We may assume that $\mathfrak{X}'$ has no smooth connected components by blowing up. By Remark 5.4.2, after passing to an admissible formal blowup, we can find $\mathfrak{X}'$ such that $S_0(\mathfrak{X}') = \pi^{-1}(\pi(S_0(\mathfrak{X})))$, where $\pi : X' \to X$ is the structure morphism. In this case, the Galois group $G = \text{Gal}(k'/k)$ acts on $\Sigma_{X'}$ by harmonic maps by Lemma 5.4.1; let $\Sigma = \Sigma'/G$ be the quotient. Note that $\pi$ is finite and hence boundaryless. By [Ber90, Proposition 3.1.3(ii)], we get $\pi^{-1}(\partial X) = \partial X'$. Using the definition of the quotient $\Sigma = \Sigma'/G$, we have $\pi^{-1}(\partial \Sigma) = \partial \Sigma'$. By [Ber90, Proposition 1.3.5], we have $X = X'/G$ and so we have a canonical identification of $\partial \Sigma$ with $\partial X$. For all $p, q$ we have

$$H^{p,q}(X) = H^{p,q}(X')^G = H^{p,q}(\Sigma', \partial \Sigma')^G = H^{p,q}(\Sigma, \partial \Sigma)$$

by [GJR21, Corollary 14.3], Lemma 6.2.3, Theorem 6.4.2, and Proposition 3.5.7.

By [GJR21, Corollary 13.3], the cohomology groups $H^{0,q}(X)$ are canonically isomorphic to the singular cohomology groups $H^q_{\text{sing}}(X, \mathbb{R})$ for $q \geq 0$; it follows that $h^{0,0}(X) = 1$ and $h^{0,1}(X) = g$. This implies that $\Sigma$ is connected, and that $h^1_{\text{sing}}(\Sigma) = g$ by Proposition 2.4.2. Applying Proposition 2.4.2 again, we have $h^{1,1}(X) = h^{1,1}(\Sigma) = 1$ and $h^{1,0}(X) = h^{1,0}(\Sigma) = g$ when $\partial X = \emptyset$, and we have $h^{1,1}(X) = h^{1,1}(\Sigma, \partial \Sigma) = 0$ and

$$h^{1,0}(X) = h^{1,0}(\Sigma, \partial \Sigma) = g + \#\partial \Sigma - 1 = g + \#\partial X - 1$$

when $\partial \Sigma \neq \emptyset$.

The final assertion follows from Stokes' theorem [GJR21, Theorem 11.3] and the fact that $h^{1,1}(X) = 1$. \hfill \Box

Let $X$ be a proper curve. As in 2.5, the wedge product followed by integration defines bilinear pairings

$$A^{0,0}(X) \times A^{1,1}(X) \to \mathbb{R}, \quad A^{1,0}(X) \times A^{0,1}(X) \to \mathbb{R}.$$  

By Stokes' theorem [GJR21, Theorem 11.3], these descend to pairings

$$H^{0,0}(X) \times H^{1,1}(X) \to \mathbb{R}, \quad H^{1,0}(X) \times H^{0,1}(X) \to \mathbb{R}.$$  

**Theorem 6.4.5 (Poincaré Duality).** If $X$ is a proper $k$-curve, then the pairings (6.4.4) are perfect.

**Proof.** Suppose first that $X$ admits a strictly semistable model $\mathfrak{X}$. After blowing up, we may assume that $\mathfrak{X}$ has no smooth connected components. Let $\Sigma = \Sigma_{\mathfrak{X}}$ and $\tau = \tau_{\mathfrak{X}}$. For
which is commutative by Lemma 6.1.4 and Proposition 6.3.2, and in which the left vertical arrow is an isomorphism by Theorem 6.4.2. Hence (6.4.4) is perfect by Poincaré duality for graphs, Proposition 2.5.3.

In general, there exists a finite Galois extension $k'/k$ such that $X' = X \otimes_k k'$ admits a semistable model. The pairing $H^{p,q}(X') \times H^{1-p,1-q}(X') \to R$ is equivariant with respect to the Galois action on the left side and the trivial action on the right side by [GJR21, Proposition 14.5]. Since $H^{p,q}(X) = H^{p,q}(X') \text{Gal}(k'/k)$ for all $p, q \in \{0, 1\}$ by [GJR21, Corollary 14.3], showing that the pairings (6.4.4) are perfect amounts to proving the elementary linear algebra fact claimed in the next paragraph.

Let $G$ be a finite group acting on a finite-dimensional real vector space $V$. Then $G$ acts on $\text{Hom}(V, R)$ by $(\sigma \cdot \lambda)(v) = \lambda(\sigma^{-1}v)$. We claim that the natural map $\text{Hom}(V, R)^G \to \text{Hom}(V^G, R)$ is an isomorphism. Consider the exact sequence

$$0 \to V^G \to V \to V/V^G \to 0$$

of $R[G]$-modules. This gives rise to an exact sequence of $R[G]$-modules

$$0 \to \text{Hom}(V/V^G, R) \to \text{Hom}(V, R) \to \text{Hom}(V^G, R) \to 0.$$

Since $G$ is a finite group, the higher cohomology groups of $G$ are torsion by [Ser68, Proposition VII.6], so $W \to W^G$ is an exact functor on the category of $R$-vector spaces. Hence it suffices to show that $\text{Hom}(V/V^G, R)^G = 0$. In other words, if $\lambda : V \to R$ is zero on $V^G$ and satisfies $\lambda(\sigma v) = \lambda(v)$ for all $\sigma \in G$ and $v \in V$, then we must show $\lambda = 0$. Indeed, for $v \in V$ we have $w = \sum_{\sigma \in G} \sigma v \in V^G$, so

$$0 = \lambda(w) = \sum_{\sigma \in G} \lambda(\sigma v) = (#G) \lambda(v)$$

and hence $v = 0$. This concludes the proof. \qed
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