Kondo model in nonequilibrium: Interplay between voltage, temperature, and crossover from weak to strong coupling
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We consider an open quantum system in contact with fermionic metallic reservoirs in a nonequilibrium setup. For the case of spin, orbital or potential fluctuations, we present a systematic formulation of real-time renormalization group at finite temperature, where the complex Fourier variable of an effective Liouvillian is used as flow parameter. We derive a universal set of differential equations free of divergencies written as a systematic power series in terms of the frequency-independent two-point vertex only, and solve it in different truncation orders by using a universal set of boundary conditions. We apply the formalism to the description of the weak to strong coupling crossover of the isotropic spin-½ nonequilibrium Kondo model at zero magnetic field. From the temperature and voltage dependence of the conductance in different energy regimes we determine various characteristic low-energy scales and compare their universal ratio to known results. For a fixed finite bias voltage larger than the Kondo temperature, we find that the temperature-dependence of the differential conductance exhibits non-monotonic behavior in the form of a peak structure. We show that the peak position and peak width scale linearly with the applied voltage over many orders of magnitude in units of the Kondo temperature. Finally, we compare our calculations with recent experiments.
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I. INTRODUCTION

For many decades, the Kondo model has attracted a great amount of interest in condensed matter physics. The Kondo effect was first discovered in bulk metals which contain magnetic impurities, where the exchange coupling $J$ between a localized spin-$\frac{1}{2}$ and the conduction electrons leads to a screening of the spin and to an increased resistivity at low temperatures (see Ref. 3 for a review). More recently, it was first predicted theoretically and then confirmed experimentally that the Kondo effect also occurs in quantum dots in the Coulomb blockade regime, where the net spin on the dot can form a single impurity that is exchange-coupled to the conduction electrons in two or more reservoirs. It turns out that the Kondo effect causes an enhancement of the conductance through the quantum dot at low temperatures, and that the conductance can reach the unitary value $2e^2/h$ for very low temperatures and zero bias voltage. Quantum dots do not only permit us to control the coupling between the impurity to the conduction electrons, but also allow us to study the behavior of the impurity in a nonequilibrium setup by applying a finite bias voltage.

A. Previous theoretical work

From a theoretical point of view, the Kondo model can be deduced from the single impurity Anderson model by integrating out the charge degrees of freedom using the Schrieffer-Wolff transformation. Various methods have been applied to the Anderson and Kondo models in three different regimes:

Equilibrium. Methods that have been applied successfully to the Anderson and Kondo models in equilibrium include Fermi-liquid theory, the Bethe Ansatz, conformal field theory, and the numerical renormalization group (NRG). An important result is that the zero bias conductance $G_{V=0}(T)$ through a single impurity at finite temperature is unitary at $T = 0$,

$$G_0 = G(T = V = 0) = \frac{2e^2}{h},$$

and is a universal function of the ratio $\frac{T}{T_K}$, where the Kondo temperature $T_K$ is a characteristic energy scale that governs the low-energy behavior of the impurity. In two-loop poor man scaling methods it is defined by

$$T_K = D \sqrt{J_0 e^{-\frac{1}{T_K}}},$$

where $D$ is the band width of the reservoirs, and $J_0$ is the exchange coupling between the impurity spin and the conduction electrons. The Kondo temperature is related to the width of the peak in $G_{V=0}(T)$ at $T = 0$. Therefore, a precise definition of a characteristic low-energy scale is the temperature for which the conductance drops to half its maximum value:

$$G_{V=0}(T = T_K) = \frac{1}{2}G_0,$$

We denote this energy scale by $T_K^*$, in contrast to $T_K$ which is not uniquely defined in the literature.
Expansions in the strong coupling regime. In the case that both temperature and voltage are much smaller than the Kondo temperature, Fermi liquid theory has been used to obtain an expansion of the differential conductance up to second order in $T/K$ and $V/K$. The result is

$$G(T,V)/G_0 = 1 - c_T \left( \frac{T}{K} \right)^2 - c_V \left( \frac{V}{K} \right)^2,$$  \hspace{1cm} (4)

where the ratio of the coefficients $c_V$ and $c_T$ is

$$\frac{c_V}{c_T} = \frac{3}{2\pi^2}.$$

For the ratio of $c_V$ and $c_T$ it is not important which definition of $K$ is chosen. If one uses the energy scale $\bar{K}$ instead of $K$ in the expansion (4) we write

$$G(T,V)/G_0 = 1 - c_T^* \left( \frac{T}{\bar{K}} \right)^2 - c_V^* \left( \frac{V}{\bar{K}} \right)^2.$$

This defines uniquely the coefficients $c_T^*$ and $c_V^*$, which are universal numbers (i.e. independent of the details of the high-energy cutoff function) of $O(1)$. Recently, the coefficient $c_T^*$ has been determined from very precise numerical renormalization group calculations with the result

$$c_T^* \approx 6.58, \quad c_V^* = \frac{3}{2\pi^2} c_T^* \approx 1.00,$$  \hspace{1cm} (7)

which serves as a quality benchmark for the reliability of other many-body methods in the regime of very low energies. A delicate issue for the precise calculation of these coefficients is the fact that the band width $D$ has to be many orders of magnitude larger than the Kondo temperature $K$ in order to obtain universal results in the scaling limit

$$D \rightarrow \infty, \quad J_0 \rightarrow 0, \quad T_K = \text{const}.$$

Numerically, as explained in Ref. 26, it is very difficult to achieve this for the Kondo model whereas for the underlying Anderson impurity model it has only recently become possible to extrapolate the universal value of $c_T^*$. In this paper, we will show that our analytical method allows for a different way to achieve universality directly for the Kondo model.

Weak coupling regime. If there is an energy scale in the system, such as the temperature, the voltage, or the magnetic field, which is much larger than the Kondo temperature, perturbative renormalization group (RG) methods can be used. They perform an expansion of the physical quantities in terms of a renormalized, but still small, coupling, provided that the RG flow of the coupling does not cause divergencies. These methods were pioneered by poor man’s scaling and include the following:

- Scaling methods that include a phenomenological decay rate $\Gamma$ as a cutoff for the RG flow.
- The flow equations method, where the competition between terms of different orders in the coupling constant prevents divergencies during the RG flow.
- The real time renormalization group (RTRG), which, unlike the previous methods, can explain the emergence of a decay rate $\Gamma$ even in the lowest order truncation of the RG equations. The RTRG has been used with either the reservoir bandwidth or an imaginary frequency cutoff, which cuts off the Matsubara poles of the Fermi distribution function as the flow parameter.

B. Recent developments

Recently, attempts have been made to fill the gap between the well-understood strong coupling and weak coupling regimes of the nonequilibrium Kondo model. The RTRG, which had been applied earlier to the Kondo model in the weak coupling regime, has recently been used with the Fourier variable $E$ as the flow parameter to consider the Kondo model at arbitrary voltage and zero temperature, and vice versa. This $E$-flow scheme of the RTRG is able to reproduce the NRG results for the equilibrium conductance up to deviations of a few percent, and yields results for the nonequilibrium conductance which are consistent both with Fermi-liquid theory in the strong coupling regime, and with weak coupling expansions. The results were also in agreement with measurements of the differential conductance in an InAs nanowire quantum dot. Moreover, Ref. 35 predicted that the nonequilibrium differential conductance $G_{T=0}(V)$ at zero temperature and a voltage that matches the energy scale $K$ as defined by Eq. (3) is approximately two thirds of the unitary conductance:

$$G_{T=0}(V = K) = \frac{2}{3} G_0.$$  \hspace{1cm} (9)

This prediction, which has been confirmed by recent experiments, provides an alternative way to determine the Kondo temperature $K$ of a system in an experiment, which is usually much simpler to perform because all measurements can be done at constant temperature. Using the $E$-flow scheme of RTRG, similar results were recently obtained for the $S = 1$ Kondo model, where Eq. (9) changes to $G_{T=0}(V = K) = 0.605 G_0$.

Moreover, from the voltage dependence of the conductance at zero temperature one can define an energy scale $K^*$ as the voltage for which the conductance drops to half its maximum value

$$G_{T=0}(V = K^{*}) = \frac{1}{2} G_0.$$  \hspace{1cm} (10)
Correspondingly one can define Fermi liquid coefficients \( c_T^* \) and \( c_V^* \) by taking the scale \( T_K^* \) as reference scale

\[
G(T,V)/G_0 = 1 - c_T^* \left( \frac{T}{T_K^*} \right)^2 - c_V^* \left( \frac{V}{T_K^*} \right)^2. \tag{11}
\]

An interesting issue is the determination of the universal ratio of the two energy scales \( T_K^* \) and \( T_{\text{high}}^* \), from which one can determine the absolute values of the universal Fermi liquid coefficients \( c_T^* \) and \( c_V^* \) via

\[
c_T^* = c_T \left( \frac{T_{\text{high}}^*}{T_K^*} \right)^2, \quad c_V^* = c_V \left( \frac{T_{\text{high}}^*}{T_K^*} \right)^2. \tag{12}
\]

A Keldysh effective action theory has recently been applied to a highly unsymmetrical Anderson model, which prohibits double occupancy of the impurity. The method supports the prediction and has recently been extended to the situation where the temperature, the voltage, and the magnetic field are all non-zero.

Another perturbative method to describe universal scaling at low and intermediate energy scales has been proposed in Ref. [41], where the GW approximation within the \( \sigma \text{GW} \) formalism has been used for the symmetric Anderson model. They predicted a value for the ratio \( T_K^*/T_{\text{high}}^* \sim 0.66 \), which is quite close to the result \( T_K^*/T_{\text{high}}^* \sim 0.62 \) obtained by our method.

Other studies of the nonequilibrium Anderson impurity model exist (see, e.g., Refs. [42] and [43] for reviews). However, these suffer from the problem that the Coulomb interaction cannot be chosen arbitrarily large, or, equivalently, the corresponding Kondo exchange coupling \( J_0 \) cannot be made arbitrarily small. This hinders achievement of universality in the scaling limit.

\[\textbf{C. Scope of this paper}\]

The purpose of this paper is twofold. In the first part, we will describe in detail the idea of the \( E \)-flow scheme of the RTRG, as proposed in Ref. [35]. We note that this scheme is essentially different from the one developed in Ref. [28], where a cutoff of the Matsubara poles of the Fermi functions was used, and the RG equations were derived by the principle of invariance when reducing the cutoff. In contrast, the \( E \)-flow scheme uses the Fourier variable \( E \) itself as flow parameter, yielding a physical result for all quantities at each stage of the RG flow. The technical derivation of the RG equations is very different compared to Ref. [33] since one does not make use of the principle of invariance. Instead, one can set up directly a systematic and well-defined perturbative expansion of the derivatives of all physical quantities w.r.t. \( E \) in terms of the effective two-point vertex. Since \( E \) can be considered in the whole complex plane, the RG equations can be solved along arbitrary paths in the complex plane. This provides a natural scheme to define analytic continuations of all retarded quantities into the lower half of the complex plane, even on a pure numerical level. For these reasons, the \( E \)-flow scheme is a natural RG scheme capable of addressing the physics of nonequilibrium stationary states, together with the full time evolution starting from an initially uncoupled system from the reservoirs (for more general initial conditions for quantum quenches and time-dependent Hamiltonians, see Refs. [44] and [45]).

Technically, the \( E \)-flow scheme allows for a systematic resummation of all logarithmic divergencies at high and low energies (i.e., short and long times) simultaneously and provides the possibility to solve the RG flow also starting from the infrared regime. As we will explain below, the latter turns out to be important to determine the universal part of the solution. The supplementary part of Ref. [35] contains a short description of the ideas of the \( E \)-flow scheme, whereas the present paper will reveal all technical details. Moreover, we will also go beyond Ref. [35] and develop a scheme which can be generalized to all orders and we will show that it is sufficient to set up a systematic power series in terms of the frequency-independent two-point vertex only. We will focus on fermions and consider the case of a generic quantum dot in the Coulomb blockade regime (i.e., charge fluctuations are suppressed) which is coupled to noninteracting reservoirs with a flat density of states (DOS). Other extensions for charge fluctuations or frequency-dependent DOS are also possible and have recently been started in connection with the interacting resonant level model and the Ohmic spin-boson model.

An important issue of this paper concerns universality, i.e., the way how one can set up the scaling limit \( \frac{\Gamma}{\Omega} \), which determines that part of the solution which is independent of the specific choice of the high-energy cutoff function. Whereas the limit \( D \rightarrow \infty \) can be performed directly for the RG equations (since all frequency integrals are convergent), it is necessary to find appropriate universal initial or boundary conditions to solve the differential equations. This is achieved by using a perturbative calculation for various quantities at high energies, together with the boundary condition of unitary conductance for \( E = V = T = 0 \). In this way, no specific form for the high-energy cutoff function is needed. In comparison to Ref. [35] we propose an improved scheme to set up the initial conditions which, for the Kondo model, guarantees universalality already for exchange couplings of the order of \( J_0 \sim 0.04 \), i.e., by using Eq. (2), for \( \frac{D}{\pi e} \sim 10^6 \).

Furthermore, we will discuss critically the crucial issue why the \( E \)-flow scheme can sometimes even provide quantitatively reliable information for the strong coupling regime although the RG equations are truncated in a perturbative manner. We will explain why this issue is related to the complex nature of the flow parameter \( E \) such that the stationary case is not related to any fixed point of the RG but corresponds to some intermediate point in the RG flow where the solution is still analytic in \( E \). In contrast, the fixed points correspond to a flow parameter \( E^* = \pm \Omega - i\Gamma^* \), where \( \Omega > 0 \) are the oscillation frequencies and \( \Gamma^* > 0 \) the relaxation/decoherence
rates of the time evolution.

In the second part of the paper, we will apply the E-
flow scheme to the special case of the isotropic spin-$\frac{1}{2}$ and
1-channel Kondo model in nonequilibrium at zero mag-
netic field. In contrast to Ref. 35, we will consider
the general case that both temperature and voltage are non-
zero (and not only one of these scales) and analyze the
interplay between temperature and voltage. We discuss
situations where this interplay leads to a nonmonotonic
temperature-dependence of the conductance at fixed fi-
ite voltage, and compare our results to recent experi-
ments. Furthermore, due to our improved scheme for the
initial conditions, we will present a new result for the uni-
binate voltage, and compare our results to recent experi-
ments. In contrast to Ref. 35, we will consider the
netic field. In contrast to Ref. 35, we will consider the
reservoirs in continuum representation, where the operators $a_{\eta \alpha \sigma}(\omega)$ are creators and annihilators (for $\eta = +$ and $-$, respectively) for electrons with spin $\sigma$ in reservoir $\alpha$, and $\omega$ is the energy relative to the chemical potential $\mu_\alpha$. We will often use multiindices

$$1 \equiv \eta_1 \alpha_1 \sigma_1 \omega_1$$

to simplify the notation, and sum or integrate implicitly
over indices which appear twice in a term. If no ambigu-
ities can occur, the index 1 will be left out, e.g.,

$$1 \equiv \eta \alpha \sigma \omega, \quad 1' \equiv \eta' \alpha' \sigma' \omega'.$$

The reservoir operators fulfill the anticommutator rela-
tion

$$\{a_1, a_{1'}\} = D(\omega)\delta_{11'},$$

where

$$D(\omega) = \frac{D^2}{\omega^2 + D^2}$$

is a dimensionless high-energy cutoff function for the
leads with band width $2D$, $1$ is a shorthand notation
for switching the index $\eta$, i.e., $1 \equiv -\eta, \alpha \sigma \omega$, and

$$\delta_{11'} = \delta_{\eta \eta'} \delta_{\alpha \alpha'} \delta_{\sigma \sigma'} \delta(\omega - \omega').$$

We note that the DOS of lead $\alpha$ with spin $\sigma$ is given by

$$\rho_{\alpha \sigma}(\omega) = \rho_{(0)\alpha \sigma} D(\omega),$$

where the constant $\rho_{(0)\alpha \sigma}$ is absorbed in the field operators
such that the anticommutation relation (19) is fulfilled.
Finally, the term

$$V = \frac{1}{2} \sum_{\eta \eta', \alpha \alpha', \sigma \sigma'} \int d\omega \int d\omega' \quad g_{\eta \alpha \sigma, \eta' \alpha' \sigma'}(\omega, \omega') : a_{\eta \alpha \sigma}(\omega) a_{\eta' \alpha' \sigma'}(\omega') :$$

$$= \frac{1}{2} g_{11'} : a_1 a_{1'} :$$

describes the coupling between quantum dot and reservoirs, where $g_{11'} = g_{\eta \alpha \sigma, \eta' \alpha' \sigma'}(\omega, \omega')$ is an operator that
induces spin and/or orbital fluctuations on the quantum
dot, and $\cdots :$ denotes normal ordering of the reservoir
operators. Note that $g_{11'}$ can be non-zero only if $\eta = -\eta'$
because $V$ should not change the charge on the quantum
dot.

II. MODEL

We consider a system which consists of a quantum dot
with fixed charge (Coulomb blockade regime) and exter-
nal non-interacting reservoirs. The quantum dot and the
reservoirs are coupled in such a way that spin and/or or-
bital fluctuations can be induced on the dot. The total
Hamiltonian of the system is

$$H_{\text{tot}} = H + H_{\text{res}} + V.$$  \hfill (13)

The term

$$H = \sum_s E_s |s\rangle \langle s|$$  \hfill (14)
is the part that corresponds to the isolated quantum dot
with eigenstates $\{|s\rangle\}$ and eigenvalues $E_s$.
A special case of this generic model that will be examined more closely in this paper is the isotropic spin-$\frac{1}{2}$ and 1-channel Kondo model with spin-unpolarized leads. In this case, the coupling operator $g_{11'}$ takes the form

$$g_{11'} = \frac{1}{2} \begin{cases} J_{\alpha\alpha'}^{(0)} \vec{S} \cdot \vec{\sigma}_\alpha \sigma' & \text{for } \eta = \eta' = +, \\ -J_{\alpha\alpha'}^{(0)} \vec{S} \cdot \vec{\sigma}_\alpha \sigma' & \text{for } \eta = - \eta' = -, \end{cases}$$

(24)

where $\vec{S}$ is the spin-$\frac{1}{2}$ operator on the quantum dot, and $\vec{\sigma}$ is the vector of Pauli matrices.

The operator that corresponds to the electron current from reservoir $\gamma$ to the quantum dot is

$$\gamma torsioned into an arbitrary dot part

$$I^\gamma = \frac{d}{dt} N^\gamma = -i \left[ H_{\text{tot}}, N^\gamma \right] = -i \left[ V, N^\gamma \right],$$

(25)

where $N^\gamma$ is the number of electrons in reservoir $\gamma$. The current operator can be written in the form

$$\gamma torsor SUPEROPERATORS AND FOURIER TRANSFORM

A. Superoperators and Fourier transform

Following the procedure described in Ref. 33, we introduce the concept of superoperators in Liouville space, which act on ordinary operators in Hilbert space. In particular, the Liouvillian $L_{\text{tot}}$ is the superoperator which, when applied to an arbitrary operator $b$, yields the commutator of that operator with the Hamiltonian of the system:

$$L_{\text{tot}} b = [H_{\text{tot}}, b].$$

(30)

It can be used to write a simple expression for the reduced density matrix $\rho(t)$ of the quantum dot at time $t$, provided that the density matrix at time $t_0$ can be factorized into an arbitrary dot part $\rho(t_0)$ and a product $\rho_{\text{res}} = \prod_\alpha \rho_\alpha$ of grandcanonical density matrices for the reservoirs:

$$\rho(t) = \text{Tr}_{\text{res}} e^{-iL_{\text{tot}}(t-t_0)} \rho(t_0) \rho_{\text{res}}.$$  

(31)

In this equation, $\text{Tr}_{\text{res}}$ denotes the trace over the reservoir degrees of freedom only. Together with the trace over the quantum dot degrees of freedom, denoted by $\text{Tr}$, it yields the total trace

$$\text{Tr}_{\text{tot}} = \text{Tr} \text{Tr}_{\text{res}}.$$  

(32)

In the same way as $L_{\text{tot}}$, a current superoperator $L_\gamma$ can be defined by

$$L_\gamma b = \frac{i}{2} \{ I^\gamma, b \}.$$  

(33)

The current at time $t$ is then given by

$$\langle I^\gamma \rangle (t) = -i \text{Tr} [ L_\gamma \rho_{\text{tot}}(t) ]$$

$$= -i \text{Tr}_{\text{res}} \left[ L_\gamma e^{-iL_{\text{tot}}(t-t_0)} \rho(t_0) \rho_{\text{res}} \right].$$  

(34)

(35)

In the following, it will be convenient to use the Fourier transforms (note that all functions are only defined for $t > t_0$ such that the Fourier transform is identical to the Laplace transform, where $-iE$ denotes the Laplace variable. Our definition is similar to the definition of the Fourier transform of retarded response functions such that all nonanalytic features occur in the lower half of the complex plane.)

$$\rho(E) = \int_{t_0}^{\infty} dt e^{iE(t-t_0)} \rho(t)$$

$$= \text{Tr}_{\text{res}} \frac{i}{E - L_{\text{tot}}} \rho(t_0) \rho_{\text{res}},$$  

(36)

$$\langle I^\gamma \rangle (E) = \int_{t_0}^{\infty} dt e^{iE(t-t_0)} \langle I^\gamma \rangle (t)$$

$$= \text{Tr}_{\text{res}} L_\gamma \frac{1}{E - L_{\text{tot}}} \rho(t_0) \rho_{\text{res}}.$$  

(37)

These can be used to calculate the stationary density matrix $\rho^{\text{st}}$ and the stationary current $\langle I^\gamma \rangle^{\text{st}}$:

$$\rho^{\text{st}} = -i \lim_{E \to 0^+} E \rho(E),$$  

(38)

$$\langle I^\gamma \rangle^{\text{st}} = -i \lim_{E \to 0^+} E \langle I^\gamma \rangle (E).$$  

(39)

B. Description in terms of the effective Liouvillian of the system

Following the procedure described in Ref. 33, the Liouvillian $L_{\text{tot}} = [H_{\text{tot}}, \cdot]$ can be split into three parts,

$$L_{\text{tot}} = L^{(0)} + L_{\text{res}} + L_{V}.$$  

(40)

where each of these corresponds to one of the terms in the Hamiltonian $H_{\text{tot}} = H + H_{\text{res}} + V$:

$$L^{(0)} b = [H, b], \quad L_{\text{res}} b = [H_{\text{res}}, b], \quad L_{V} b = [V, b].$$  

(41)

Using the bare quantum dot superoperator $G_{11'}^{(0)e}$, called vertex, and the lead superoperator $J^2_{11'}$, which are defined
by their action on an arbitrary operator $b$,
\[ G_{11'}^{(0)pp'} b = \delta_{pp'} \begin{cases} g_{11'} b & \text{for } p = +, \\ -b g_{11'} & \text{for } p = -, \end{cases} \]  
\[ J_{11'}^{p} b = \begin{cases} a_{11'} b & \text{for } p = +, \\ b a_{11'} & \text{for } p = -, \end{cases} \]  
(42)
(43)
the coupling superoperator can be written as
\[ L_V = \frac{1}{2} p' G_{11'}^{(0)pp'} : J_{11'}^{p} J_{11'}^{p'} :. \]  
(44)
In principle, it would be possible to also include the Keldysh indices $p$ and $p'$ in the multiindices $1$ and $1'$. However, it will be shown later that only the sum of the vertex over the Keldysh indices, i.e.,
\[ G_{11'}^{(0)} = \sum_{pp'} G_{11'}^{(0)pp'}, \]  
(45)
remains in the final RG equations (in renormalized form). Therefore, it is more convenient to treat the Keldysh indices separately for the time being.

In analogy to the vertex $G_{11'}^{(0)pp'}$, we define a bare current vertex $I_{11'}^{(0)pp'}$ by
\[ I_{11'}^{(0)pp'} = \delta_{pp'} p c_{11'} G_{11'}^{(0)} p'. \]  
(46)
It enables us to find the representation
\[ L_\gamma = \frac{1}{2} p' I_{11'}^{(0)pp'} : J_{11'}^{p} J_{11'}^{p'} : \]  
(47)
of $L_\gamma$ [cf. Eq. (41)].

We expand Eqs. $36$ and $37$ in $L_V$, perform the trace $\text{Tr}_{\text{res}}$ over the reservoir degrees of freedom, apply Wick’s theorem w.r.t. the reservoir degrees of freedom, and define the irreducible kernel $\Sigma(E)$, which is the sum of all diagrams that are connected by reservoir contractions (see Ref. $33$ for details). A contraction between two vertices corresponds to the term
\[ \gamma_{11'}^{pp'}(\omega, \omega') = \delta_{11'} \delta(\bar{\omega} + \bar{\omega}') \gamma_{pp'}(\bar{\omega}), \]  
(48)
where $\bar{\omega}$ is a shorthand notation for $\omega = \eta \omega$,
\[ \gamma_{pp'}(\bar{\omega}) = p' f(p' \bar{\omega}) D(\omega), \]  
(49)
and
\[ f(\omega) = \frac{1}{e^{\omega/T} + 1} \]  
(50)
denotes the Fermi function at temperature $T$. Analogously, the irreducible current kernel $\Sigma_\gamma(E)$ is the sum of all connected diagrams where the first vertex $G^{(0)}$ is replaced by a current vertex $I^{(0)}$.

We define an effective Liouvillian $L(E)$ of the system, which contains all effects that are due to the coupling to the reservoirs, by
\[ L(E) = L^{(0)} + \Sigma(E). \]  
(51)
This permits us to rewrite the reduced density matrix $[30]$ and the current $[37]$ in a form where the reservoirs do not appear explicitly:
\[ \rho(E) = \frac{i}{E - L(E)} \rho(t_0), \]  
(52)
\[ \langle \Gamma \rangle (E) = \text{Tr} \Sigma_\gamma(E) \frac{1}{E - L(E)} \rho(t_0). \]  
(53)
Defining the Liouvillian and the current kernel in time space by the inverse of the Fourier transform, $L(E) = \int_0^\infty dt e^{iEt} L(t)$ and $\Sigma_\gamma(E) = \int_0^\infty dt e^{iEt} \Sigma_\gamma(t)$, we can write $52$ and $53$ in time space as
\[ i \rho(t) = \int_{t_0}^t dt' L(t - t') \rho(t'), \]  
(54)
\[ \langle \Gamma \rangle (t) = -i \text{Tr} \int_{t_0}^t \Sigma_\gamma(t - t') \rho(t'). \]  
(55)
The formal analogy of Eq. (54) to the von Neumann equation demonstrates most clearly that $L(t)$ is an effective Liouvillian containing memory effects. Since $L(t), \Sigma_\gamma(t) \sim \theta(t)$ are retarded response functions, i.e., only defined for positive times $t > 0$, $L(E)$ and $\Sigma_\gamma(E)$ are analytic functions in the upper half of the complex plane and the usual Kramers-Kronig relations hold.

Applying the inverse Fourier transform to $52$ and $53$ we obtain an explicit formula for the time evolution for $t > t_0$
\[ \rho(t) = \frac{i}{2\pi} \int_{-\infty}^{\infty} dE \frac{e^{-i E(t - t_0)}}{E - L(E)} \rho(t_0), \]  
(56)
\[ \langle \Gamma \rangle (t) = \frac{i}{2\pi} \text{Tr} \int_{-\infty}^{\infty} dE \Sigma_\gamma(E) \frac{e^{-i E(t - t_0)}}{E - L(E)} \rho(t_0), \]  
(57)
where the contour of integration is slightly above the real axis to ensure convergence. Closing the integration contour in the lower half of the complex plane we see that the individual terms of the time evolution follow from enclosing the poles and branch cuts of the resolvent $1/[E - L(E)]$ and the current kernel $\Sigma_\gamma(E)$. The stationary solution follows from Eqs. $38$ and $39$:
\[ L(i0^+) \rho^{st} = 0, \]  
(58)
\[ (\Gamma)^{st} = -i \text{Tr} \Sigma_\gamma(i0^+) \rho^{st}. \]  
(59)
The remaining challenge is to find a way to calculate the irreducible kernels $\Sigma(E)$ [or, equivalently, $L(E)$] and $\Sigma_\gamma(E)$.

IV. RG FORMALISM

In this section, we will discuss how the effective Liouvillian $L(E)$ of the system can be evaluated using a real-time renormalization group (RTRG) approach. In contrast to the approach presented in Ref. $33$, where a
cutoff was defined by cutting off the Matsubara poles of the Fermi functions, we use an alternative flow scheme which uses the Fourier variable $E$ as the flow parameter, which was proposed in Ref. [33]. The new approach is called the $E$-flow scheme in the following.

Here, we derive the $E$-flow RG equations for the case where only fermionic two-point vertices $G_{12}^{(p)p'}$ are present in the bare perturbation theory and describe either spin, orbital or potential fluctuations. Moreover, we assume that the bare vertices do not depend on the frequency variables $\omega_i = \eta_i \omega_i$.

As already summarized in Sec. I C the $E$-flow scheme is technically very different compared to the Matsubara RG scheme described in Ref. [33]. Therefore, the detailed description of the $E$-flow scheme in this Section does not rely on the Matsubara scheme and we will only use the diagrammatic rules of the perturbative expansion in terms of the bare vertices as starting point, as described in Ref. [33].

Before entering the technical details on how to determine RG equations within the $E$-flow scheme from the specific diagrammatic rules, we will first motivate what the idea of the $E$-flow scheme of RTRG is and why it is the most appropriate choice for the determination of the time evolution.

A. The idea of the $E$-flow scheme of RTRG

For small couplings between the quantum dot and the reservoirs, the most obvious choice to calculate the effective Liouvillian $L(E)$ is to use a perturbative expansion in terms of the bare vertices $G_{12}^{(0)p}{p'}$. These vertices are dimensionless and we denote their order of magnitude by $O(G)$. The expansion of $L(E)$ can then formally be written as

$$L(E) = L^{(0)} + L^{(2)}(E) + L^{(3)}(E) + \ldots$$

where $L^{(n)}(E) \sim O(G^n)$ denotes the Liouvillian in order $n$, $L^{(0)} = L$ is the bare Liouvillian, and the term with $n = 1$ is missing due to normal-ordering. The problem with the series is that, for $n \geq 2$, the internal frequency integrations can be logarithmically divergent at large energies for $D \to \infty$. In order $n$, the divergencies occur in the form $\ln^k \left( \frac{D}{\max(E, \omega_i)} \right)$, where $\Delta = T, V, \ldots$ is some physical energy scale (except $E$), and $k \leq n - 1$. From the perturbative series it can be seen that the Fourier variable $E$ occurs always in linear combination with the internal frequencies in the form $E + \sum \omega_i$, i.e., the imaginary part of the Fourier variable always acts as a high-energy cutoff. Thus, for $|E|$ larger than any other physical energy scale, all logarithmic divergencies occur in the form $\ln^k \left( \frac{D}{|E|} \right)$. By convention, we have chosen $-iE$ in the argument of the logarithm such that, for the natural choice of the logarithm, all branch cuts point into the direction of the negative imaginary axis. This leads to exponentially decaying integrands for the integrals around the branch cuts to obtain the time evolution from Eq. (60).

Concerning the precise position of the branching points it can be shown [36-47] that they are given by the non-zero poles $z_{\pm} = \pm \Omega_i - i \Gamma_i$ of the resolvent $1/[E - L(E)]$ in the lower half of the complex plane ($\Omega_i, \Gamma_i > 0$), shifted by multiples of the voltage, i.e., generically the branching points appear at $z_{\pm} + mV$ with some integer $m$. In Fig. 4 we show the position of the poles and the branch cuts of the resolvent $1/[E - L(E)]$ for the specific example of the isotropic Kondo model considered in this paper, where the non-zero pole of the resolvent is given by $-i\Gamma^*$ with the spin relaxation rate $\Gamma^*$. At finite temperature, it turns out that all branch cuts are replaced by an infinite number of poles separated by the Matsubara frequencies.

![FIG. 1: The analytic structure of the resolvent $1/[E - L(E)]$ for the isotropic Kondo model at zero temperature and finite voltage $V$. There are two pole positions at $E = 0$ and $E = -i\Gamma^*$ together with branch cuts of $L(E)$ starting at $E = -i\Gamma^* + nV$ with some integer $n$.](image-url)

In order to get rid of the divergencies, the idea of the $E$-flow scheme of RTRG is not to consider an expansion of the effective Liouvillian $L(E)$ in terms of the bare vertices $G_{12}^{(0)p}{p'}$ but to consider an expansion of the second derivative $\frac{\partial^2}{\partial E^2} L(E)$ of the effective Liouvillian in terms of effective vertices $G_{12}^{(pp')}(E_X)$. The latter quantities are defined as the sum over all connected diagrams with two outgoing reservoir lines. The quantities $X \equiv 12 \ldots n$, containing all possible sets of indices, determine a shift of the Fourier variable by linear combinations of the chemical potentials of the leads via $E_{12} \ldots n = E + \sum_{i=1}^{n} \eta_i \mu_{\alpha_i}$. As shown below this expansion can be achieved by a unique resummation of certain subclasses of diagrams which has also the effect that only the full effective Liouvillian $L(E_X)$ occurs in this series. Most importantly, we will show that if the second derivative is taken for the effective Liouvillian, the resulting series does no longer contain any logarithmic divergence at high energies, such that we can...
take the limit $D \to \infty$ to calculate the frequency integrals of any diagram in any order of the effective vertices. The same can be shown to hold for the first derivative of the effective vertices such that the RG equations within the $E$-flow scheme can be symbolically written as

$$\frac{\partial^2}{\partial E^2} L(E) = \mathcal{F}_L \{ L(E_X), G(E_X') \}, \quad (61)$$

$$\frac{\partial}{\partial E} G(E) = \mathcal{F}_G \{ L(E_X), G(E_X') \}, \quad (62)$$

where $\mathcal{F}_{L/G}$ denote some functionals which have to be determined from the diagrammatic rules, see the next section. We note that the RG equations involve only the two-point vertex $G^{pp}_{11'}(E_X)$, whereas in Ref. 35 a set of coupled RG equations for all $n$-point vertices occur. Moreover, as we will see in the next section, it can be shown that the right-hand side of the RG equations can be rewritten as a well-defined power series in terms of the frequency-independent two-point vertex only (i.e. the index 1 no longer involves the frequency). This simplifies the analysis of the RG equations in higher order truncation schemes beyond third order.

Similar RG equations can be set up to calculate the effective current kernel and vertex. Since the limit $D \to \infty$ can be taken, these RG equations are universal, i.e., are independent of the specific choice of the high-energy cutoff function $\Lambda_0$. If this limit is taken, the RG equations are only valid in the regime $|E| \ll D$ and a corresponding initial condition has to be set up in this regime. In principle, it is also possible to include the high-energy cutoff function on the right-hand side of the RG equations (61) and (62), such that the RG equations are valid for all values of $E$ in the complex plane and can include a specific microscopic choice to describe the physics at high energies. In this case, the initial conditions of the RG equations at $E = i\Lambda_0$ with $\Lambda_0 \gg D$ are just given by the bare values of the Liouvillian and the vertices. However, the advantage of the $E$-flow scheme is that the scaling limit can be built in directly such that the limit $D \to \infty$ can be performed from the very beginning before solving the RG equations, and only the universal part of the solution is obtained. To achieve this, we need to find an appropriate initial condition for $\Lambda_0 \ll D$. In this regime and neglecting terms of $O(1/D)$, the bare perturbation series will contain the band width $D$ only within the logarithmic terms $\ln^k \left( \frac{D}{E} \right)$. All these logarithmic terms are generated by the universal RG equations, if $E = iD$ is used as initial value. Therefore, in order to set up universal initial conditions, we set $E = iD$ in the bare perturbation series after having neglected all terms of $O \left( \frac{D}{E} \right)$, in order to remove all logarithmic and nonuniversal terms in the initial condition. Furthermore, $D$ is taken much larger than all other physical energy scales to avoid nonuniversal terms of $O(\Delta/D)$. In addition, we consider only those lowest order terms of the perturbative expansion which are universal, i.e., independent of the choice of the high-energy cutoff function. If the lowest-order term is non-universal we take zero for the initial condition. As a consequence of this procedure, only the universal part of the solution is picked out and the band width $D$ enters only as initial value $E = iD$ of the Fourier variable but does not appear explicitly in the initial value of the Liouvillian or the vertices. Together with the initial values of the vertices, the band width $D$ will finally enter into some characteristic non-universal low-energy scale $\Delta_K$ of the problem, like the Kondo temperature for the Kondo problem. Once this scale is defined, the scaling limit is defined such that this scale stays constant in the limit where the band width $D \to \infty$ and the bare couplings are sent to zero (such that only the lowest order terms of the perturbative expansion dominate the initial condition).

The prescribed way to determine the initial condition at $E = iD$ works very well for the initial condition of all dimensionless quantities, like the vertices and the first derivative $\partial E L'(E)$ of the effective Liouvillian. However, for the effective Liouvillian $L(E)$ itself a problem occurs since it contains terms which are proportional to $E$. As proposed in Ref. 16, the effective Liouvillian can be decomposed in two terms

$$L(E) = L_\Delta(E) + EL'(E), \quad (63)$$

where $L_\Delta(E) \sim \Delta$ contains all terms proportional to some physical scale except $E$, and $EL'(E)$ contains all terms proportional to $E$. The quantities $L_\Delta(E)$ and $EL'(E)$ are slowly varying logarithmic functions in $E$, and the above procedure to determine the initial condition at $E = iD$ can be applied to them. However, setting $E = iD$ in (63) leads to a term $iDL'(iD)$ proportional to $D$ itself. Furthermore, it turns out that the coefficient in front of this term is non-universal for the Kondo problem. Neglecting this term in the initial condition would lead to a large error since the term diverges linearly in $D$. Therefore, we have to find a different way to set up the initial condition for $L(E)$. One way is to set up directly RG equations for the quantities $L_\Delta(E)$ and $EL'(E)$ as proposed in Ref. 46, which can be used very effectively for a generic weak-coupling solution of the RG equations. However, the decomposition (63) is not unique and some ambiguity is left to describe problems in strong coupling. Therefore, for the Kondo problem, we choose here a different strategy by first solving the RG equations, when all other physical scales $\Delta = T, V, \ldots$ are set to zero, and starting the RG flow at $E = 0$. This point corresponds to the stationary case, and it is known exactly that the conductance is unitary at this point. This boundary condition is used as an input to fix the unknown initial condition of the Liouvillian. The RG flow is then first solved for $\Delta = 0$ starting from $E = 0$ up to $E = iD$ and the result is used as initial condition for the RG flow at finite $\Delta \ll D$.

Since the RG equations involve the Liouvillian and the two-point vertex at the shifted variables $E_X = E + \bar{\mu}_1, \ldots$, an initial condition is needed for all these values. In Ref. 35 the same initial condition has been taken at all these points but, for the Kondo model, it turns out that
for this choice the solution of the RG equations in the low energy regime $|E| \ll T_K$ is not independent of the initial value $E = iD$ even if $D$ differs by many orders of magnitude from the physical scales $\Delta \sim T_K, T, V$. The problem is that there is an instability of the low-energy solution against exponentially small changes (of the order of $T_K$) of the Liouvillian at high energies. Therefore, the relative difference between $L(E)$ and $L(E + nV)$, with $n \neq 0$, is important and cannot be neglected for large $E$ at fixed voltage $V$. In this paper, we will solve this problem by solving the RG equations at $T = V = 0$ from $E = 0$ up to $E = iD$ and, subsequently, from $E = iD$ to $E = iD + nV$, providing different initial conditions for all quantities at the shifted variables. Using this procedure, one finds that the scaling limit is achieved already for values of the exchange coupling of the order of $J_0 \sim 0.04$, i.e., by using Eq. (2), for $\frac{1}{T^2} \sim 10^6$. 

The $E$-flow scheme is a new concept in RG methods, since it uses a complex flow parameter. This allows the solution of the RG equations along an arbitrary path in the complex plane and all effective quantities can be analytically continued from the upper to the lower half of the complex plane. Only if a branching point is encircled the solution does not return to the same value. Thus, even numerically one can determine the precise position of all branching points and can fix the shape of the branch cuts in a convenient way. To calculate the time evolution it is not necessary to calculate the integrals in Eqs. (56) and (57) along the real axis which is numerically not very convenient due to strongly oscillating integrands. Choosing the shape of the branch cuts along the negative imaginary axis starting from a branching point/pole of the resolvent $1/[E - L(E)]$ at position $z_B = z^0_{B} + mV$, one can close the integration contour of (56) and (57) in the lower half of the complex plane and can address each individual term of the time evolution separately by calculating the integration around each individual branch cut. This requires the knowledge of the effective Liouvillian for $z = z_B - ix \pm 0^+$, with $x > 0$, which can be determined by solving the RG equations along the path

$$E = z_B + i\Lambda \pm 0^+,$$

starting at $\Lambda \sim D$ down to $\Lambda = -\infty$. Using (56) for $\rho(t)$, the branch cut integral leads to a term

$$F(t) e^{-iz_B t}\text{ (65)}$$

for the time evolution, where the position of the branching point/pole determines the exponential and $F(t)$ is a pre-exponential function given by

$$F(t) = \frac{1}{2\pi} \int_0^\infty dx e^{-x(t-t_0)} \left( \frac{1}{z_B - ix - L(z_B - ix + 0^+)} - \frac{1}{z_B - ix - L(z_B - ix - 0^+)} \right) \rho(t_0). \text{ (66)}$$

A similar equation holds for the time evolution for the current by using Eq. (57). Due to the exponentially decaying integrand, the long time behavior of $F(t)$ can be determined by analyzing the scaling behavior of the Liouvillian close to the branching point $z_B$. Since each term of the time evolution has a different oscillation frequency and a different decay rate due to different positions of the branching points, it is very hard to distinguish the different terms if a method is used which can only calculate the sum of all terms. Thus, the $E$-flow scheme is a very natural and effective scheme for a systematic determination of the time dynamics for problems in dissipative quantum mechanics.

Within the $E$-flow scheme, also the notion of fixed points of the RG flow has to be generalized. In conventional RG methods, the flow parameter is a real cutoff $\Lambda$ and the fixed points are defined as those points where the RG flow of all quantities stops for $\Lambda \to 0$. Within the $E$-flow scheme, there is no unique path for the flow parameter. For each given set of initial conditions, there is a certain set of branching points $z_B$ in the lower half of the complex plane where the RG flow stops. Thus, if the RG flow is solved along the path $z_B + i\Lambda$, the fixed point is defined as the value of all quantities which is obtained for $\Lambda \to 0$. This means that the fixed point itself is associated with $z_B$, but there may be several fixed points with a single branching point. Therefore, in the following, we will denote the branching points as fixed points of the RG. As already mentioned above, the scaling behavior around these fixed points determines the long-time behavior of pre-exponential functions for the time evolution.

The stationary solution requires only the knowledge of the effective Liouvillian (or the effective current kernel) close to $E = 0$, see Eqs. (58) and (59). Around this point the effective Liouvillian is analytic for the isotropic 1-channel Kondo model, where the branching points are located at $-i\Gamma^* + nV$. Therefore, in contrast to other RG methods, the RG flow is still sufficiently away from the fixed point, and the expansion in $E, T$, or $V$ is analytic around this point. This is the reason why even for the strong coupling case $T, V \lesssim T_K$, there is some hope that the stationary conductance $G(T,V)$ can be close to the exact value even if the RG equations are truncated perturbatively in the effective vertices. Although this truncation is not controlled in a strict mathematical sense since the effective vertices are still of order $1/3$ at $E = 0$ and $T, V \lesssim T_K$, one can check the reliability of the method by comparing the results in second and third order truncation. Despite the fact that it cannot be anticipated whether the result will converge by increasing the truncation order, a nearly identical result in second and third order gives some hint that an asymptotic series may be present leading to a very good result already in a low-order truncation. As we will see, this is indeed the case for the isotropic 1-channel Kondo model, where we can additionally check the quality of our results by comparing with the temperature dependence of the con-
ductance at zero voltage obtained from numerically exact NRG calculations.

Close to the branching points $z_B$, the situation is very different. Here, the Liouvillian is non-analytic and no finite-order truncation scheme will lead to a reliable result in the strong coupling case, where the vertices are of $O(1)$ close to the branching point. This can indeed be checked for the Kondo model at $T = V = 0$, where completely different results are obtained in second and third order truncation for the time evolution.

For such models, the $E$-flow scheme is a useful method to resum systematically all powers of logarithmic terms $g \ln(T_K t)$ in leading or sub-leading order to calculate the long-time behavior, where $g$ is some small dimensionless coupling constant. This has been demonstrated recently for the Ohmic spin-boson model, where different power-law exponents have been obtained for the time evolution compared to previous results. To the best of our knowledge, this is not possible within any other RG method at the moment.

As already noted in Ref. 46, the values of the effective vertices close to the branching points can be of order $O(1)$ even if they are small at the stationary point $E = 0$. This is the case, e.g., for the 1-channel Kondo model at large bias voltages compared to the Kondo temperature. Thus, weak-coupling problems for stationary quantities can turn into strong-coupling ones concerning the long-time evolution. The physical reason is that the long-time dynamics is not cut off by any decay rate $\Gamma_i$ since the cutoff parameter of the RG flow determining that term of the time evolution associated with the branching point $z_B$ is given by the linear combination $|E - z_B| \sim 1/t$ which tends to zero for $t \to \infty$.

### B. RG equations for the effective Liouvillian and the effective vertex

We will now derive the basic RG equations for the effective Liouvillian and the effective vertices. We start from the diagrammatic representation of the effective Liouvillian in terms of the bare vertices as derived in Ref. 33. Each diagram consists of a sequence of vertices connected by dot propagators denoted by the resolvents

$$ R(E) = \frac{1}{E - L(E)}, \quad (67) $$

where we have already resummed all self-energy insertions to obtain the full effective dot propagator. The reservoir field operators of the vertices are connected by reservoir contractions $\gamma \equiv \gamma_{11'}^{pp'}(\omega, \omega')$ as defined in Eq. (48). The diagrammatic series can be written as

$$ L(E) = L^{(0)} + \sum_{m=2}^{\infty} \sum_{\text{diagrams}} \frac{(-1)^N}{S} (\prod_{j}^\gamma)_{\text{irr}} \times G^{(0)} G^{(0)} R_{X_1}(E) \ldots G^{(0)} R_{X_{m-1}}(E) G^{(0)}, \quad (68) $$

Here, $L^{(0)}$ and $G^{(0)} \equiv G^{(0)}_{11'}^{pp'}$ are the bare Liouvillian and the bare vertices as defined in Eqs. (41) and (42). The resolvents

$$ R_X(E) = R(E_X + \bar{\omega}_X), \quad (69) $$

with

$$ \bar{E}_X = E + \bar{\mu}_X, \quad \bar{\omega}_X = \sum_{j \in X} \eta_j \bar{\omega}_j, \quad (70) $$

are determined by the set of indices $X$ which are associated with the reservoir lines crossing over the corresponding resolvent, where each index is taken from the vertex connected to this line and standing left to the reservoir. $N_p$ is the number of crossings of reservoir lines and $S = \prod_k m_k$ is a symmetry factor arising if two vertices are connected by $m_k$ reservoir lines. $(\prod_{\gamma})_{\text{irr}}$ denotes the product over all reservoir contractions, where the subindex “irr” means that only connected diagrams without any self-energy insertions are allowed. Using Eq. (48), we see that only pairs of indices $(1, \bar{1})$ can be connected by reservoir lines. Thus, the lowest order diagram for the effective Liouvillian reads

$$ \begin{array}{c}
1 \quad 2 \\
\frac{1}{2!} \gamma_{12}(\bar{\omega}_1) \gamma_{21}(\bar{\omega}_2) \\
\times G^{(0)}_{12} \bar{R}(E) G^{(0)}_{21} \bar{\mu}_{12} \end{array}, \quad (72) $$

where $G^{(0)}_{12} = \sum_{p_1 p_2} G^{(0)}_{12} \bar{R}(E) G^{(0)}_{21} \bar{\mu}_{12}$ denotes the bare vertex averaged over the Keldysh indices. Implicitly we sum always over all indices and integrate over all frequencies $\bar{\omega}_i$.

Similar to the effective Liouvillian, one can also sum up a diagrammatic series for the effective vertex $G^{(0)}_{1 \ldots n}(E)$, which is defined by the sum of all connected diagrams with $n$ free reservoir lines with indices $1 \ldots n$ and Keldysh indices $p_1 \ldots p_n$. In the following, we will call these objects $n$-point vertices. Since we consider here only bare vertices with $n = 2$, the effective vertices must have an even number of external lines. The diagrammatic series for $G^{(0)}_{1 \ldots n}(E)$ is exactly the same as for the effective Liouvillian $L(E)$ (which can be considered as a zero-point vertex) with the following additional rules:

(i) By convention, all reservoir lines are directed to the right, and the corresponding frequencies and chemical potentials of the external lines have to be included in the resolvents.

(ii) If the sequence of the external indices from left to right is given by $P_1 \ldots P_n$, where $P$ is any permutation
of $1 \ldots n$, the diagram gets a factor $(-1)^p$, i.e., a minus sign for an odd permutation. This minus sign accounts correctly for the minus sign from crossings of external lines if an effective vertex is used in a certain diagram instead of a bare vertex.

(iii) If the external lines are associated with different vertices, one has to sum over all permutations of the external lines. If two external lines are associated with the same vertex, only one sequence of the indices has to be considered.

(iv) The external vertices are normal-ordered, i.e., if an effective vertex is used instead of a bare one in a certain diagram it is not allowed to connect the effective vertex with itself. Instead of a bare vertex.

Consider the diagram it is not allowed to connect the effective vertex with itself. If two external lines are associated with the vertices, one has to sum over all permutations of the external lines if an effective vertex is used in a certain diagram. According to rule (i), within a certain diagram the energy argument of the effective vertex has to be chosen identical to the one of the resolvent standing left to this vertex, i.e., the combination

$$R(E_X + \bar{\omega}) \Gamma_{1 \ldots n}^{p_1 \ldots p_n}(E_X + \bar{\omega})$$

will occur. If the first vertex from the left in a diagram is replaced by an effective one it has the energy argument $E$. For example, replacing both vertices in Eq. (22) by effective ones, we obtain the expression

$$\frac{1}{2!} \gamma_{p_1}^{p_1}(\bar{\omega}_1) \gamma_{p_2}^{p_2}(\bar{\omega}_2) \times G_{12}(E) R_{12}(E) G_{21}^{p_2 p_1}(E_{12} + \bar{\omega}_{12}) .$$

However, we note that because of double-counting, it is not possible to replace all bare vertices by effective ones in the diagrammatic series and omitting certain diagrams. For example, when inserting Eq. (72) for the two two-point vertices into Eq. (72), we find a double counting of third order diagrams for the effective Liouvillian. The same happens for the diagram [73] of the two-point vertex when we replace the two bare vertices by effective ones. Only for all $n$-point vertices with $n > 2$ a straightforward inspection shows that all diagrams can be resummed in a unique way such that only two-point vertices remain. Furthermore, as will be explained below, after this resummation all internal frequency integrations are well-defined in the limit $D \rightarrow \infty$. This is the reason why we need a reformulation of the diagrammatic series in terms of the RG equations [71] and [72] only for the effective Liouvillian and the two-point vertices.

Using similar proofs as in Ref. [33] one can show that the effective vertices have the following properties for fermions and $n$ even (the case which we consider here)

$$G_{1 \ldots i \ldots j \ldots n}^{p_1 \ldots p_i \ldots p_j \ldots p_n}(E) = -G_{1 \ldots i \ldots j \ldots n}^{p_1 \ldots p_i \ldots p_j \ldots p_n}(E),$$

$$\text{Tr} G_{1 \ldots n}^{p_1 \ldots p_n}(E) = 0,$$

where the $c$-transformation is defined in matrix notation by $(A^c)_{s_1 s_2 s_3} = (A_{s_2 s_1 s_3})^*$. In particular, $L(E) = -L(-E^*)$ guarantees the important property that the reduced density matrix $\rho(t)$ given by Eq. (56) is Hermitian, which is related to the Hermiticity of the original Hamiltonian $H$. The property $\text{Tr} L(E) = 0$ guarantees conservation of probability, $\text{Tr} \rho(t) = \text{Tr} \rho(t_0)$.

Furthermore, we note that all $n$-point vertices are analytic functions in the upper half of the complex plane w.r.t. the Fourier variable $E$ and the external frequencies $\bar{\omega}_i$. This follows from the fact that these variables occur only in the argument of the resolvents standing between the bare vertices in the form $R(E + \bar{\omega}_i + \ldots)$ together with the property that the resolvent is an analytic function in the upper half of the complex plane. Here we have assumed that the bare vertices are frequency independent. If an effective vertex is used instead of a bare one in a diagram it appears in the form (after integrating out all $\delta$-functions between the internal frequencies of connected vertices)

$$G_{1 \ldots n}^{p_1 \ldots p_n}(E_{1 \ldots m} + \bar{\omega}_{1 \ldots m}; \bar{\omega}_1, \ldots, -\bar{\omega}_m, \bar{\omega}_{m+1}, \ldots, \bar{\omega}_n),$$

where the indices $1, \ldots, m$ and $m + 1, \ldots, n$ belong to the contractions which point to the left or to the right direction, respectively. Using the diagrammatic series for Eq. (80), we again see that the quantity is analytic w.r.t. $E$ and all $\bar{\omega}_i$. Therefore, even if effective vertices are taken instead of bare ones, the internal frequency integrations can be closed in the upper half of the complex plane and only the nonanalytic features of the functions $\gamma^p(\bar{\omega})$ defined in Eq. (49) have to be considered, which are the Matsubara poles of the Fermi functions and the pole $\delta D$ of the high-energy cutoff function $D(\bar{\omega})$. This is very helpful for practical calculations. In particular, as we will show in the following by using a proper reformulation of the diagrammatic series in terms of RG equations and effective vertices, it will turn out that the limit $D \rightarrow \infty$ can be performed and only the Matsubara poles of the Fermi functions remain. In this case, it
is useful to split the Fermi function into symmetric and antisymmetric parts by
\[ f(\omega) = 1/2 + f^s(\omega), \quad f^a(\omega) = f(\omega) - 1/2. \] (81)
When inserted in Eq. (49), this leads to the decomposition
\[ \gamma^p(\bar{\omega}) = p'\gamma^s(\bar{\omega}) + \gamma^a(\bar{\omega}), \] (82)
with
\[ \gamma^s(\bar{\omega}) = \frac{1}{2} D(\bar{\omega}), \quad \gamma^a(\bar{\omega}) = f^a(\bar{\omega}) D(\bar{\omega}). \] (83)
Thus, for \( D \to \infty \), the internal frequency integration can be written as a sum over the Matsubara poles of the antisymmetric part of the Fermi functions on the positive imaginary axis,
\[ \int d\bar{\omega} \left[ f(\bar{\omega}) - \frac{1}{2} \right] F(\bar{\omega}) = -2\pi i T \sum_{\omega_n > 0} F(i\omega_n) \] (84)
\[ \xrightarrow{T \to 0} -i \int_0^\infty d\omega F(i\omega), \] (85)
where \( \omega_n = (2n + 1)\pi T \) denote the fermionic Matsubara frequencies. We will return to this point at the end of this section when analyzing the analytic structure of the RG equations.

We next turn to the central question as to how the limit \( D \to \infty \) can be performed. The convergence of the frequency integrals at high energies can easily be checked by counting the number of integrations and resolvents. For example, for the diagram (72) of the effective Liouvillian we have two frequency integrations and thus we need three resolvents for convergence. However, since there is only one resolvent present, we see that we need at least two derivatives w.r.t. \( E \) to obtain a convergent integral. For the diagram (72) of the two-point vertex we have one frequency integral, so we need two resolvents for convergence. Since there is only one resolvent present, we need one derivative w.r.t. \( E \) for convergence. This is the reason why we consider a perturbative expansion for \( \frac{\partial^2}{\partial E^2} L(E) \) and \( \frac{\partial}{\partial E} G^{\Pi_1\Pi_2}(E) \) to perform the limit \( D \to \infty \). Using the diagrammatic representation (88), the \( E \)-derivative can only act on the resolvents \( R_X(E) \) occurring between the bare vertices. If a specific resolvent of a certain diagram is chosen for the derivative, one can classify the diagrams by the number of contractions running over this resolvent, i.e., contractions which connect vertices standing left to the resolvent with vertices standing right to it. Cutting all these contractions virtually, the diagram splits into two parts and one can subsequently resum all connected diagrams to the left and to the right of the resolvent. This resummation leads to effective vertices such that no contraction is left which connects effective vertices both standing either left or right to the resolvent. As a result, we obtain diagrams which contain only the effective vertices instead of bare ones. Moreover, only diagrams are allowed where all internal contractions connect effective vertices which are on different sides of the resolvent where the derivative is taken. This leads to the following equations up to \( O(G^3) \):

\[ \frac{1}{2} \frac{\partial^2}{\partial E^2} L(E) = \frac{11}{2} \] (86)

for the second derivative of the effective Liouvillian, and

\[ \frac{\partial}{\partial E} G^{\Pi_1\Pi_2}(E) = \left[ \begin{array}{c}
\xrightarrow{1 \leftrightarrow 2}
\end{array} \right] \] (87)

for the first derivative of the two-point vertex. In these diagrams, the slash indicates the \( E \)-derivative \( \frac{\partial}{\partial E} \) and a double-circle represents the full effective two-point vertex (a convention which we use always in all following diagrams). Symmetry factors \( \frac{1}{n!} \), arising either from the factor \( S \) in Eq. (98), or from the \( E \)-derivatives \( \frac{1}{n!} \frac{\partial^n}{\partial E^n} \), are explicitly quoted for convenience. Most importantly, even if one neglects the frequency dependence of the effective vertices, all frequency integrations converge in these equations in the infinite band width limit \( D \to \infty \). This is the reason why the frequency dependence of the vertices can be systematically treated perturbatively as will be shown in the following sections.

In \( O(G^4) \), diagrams involving the four-point vertex can occur for the derivative of \( G^{\Pi_1\Pi_2}(E) \) like, e.g.,

\[ \left[ \begin{array}{c}
\xrightarrow{1 \leftrightarrow 2}
\end{array} \right] \] (88)

Neglecting the frequency dependence of the two effective vertices, the frequency integrations do not converge since two resolvents and two integrations are present. However, all \( n \)-point vertices with \( n > 2 \) can be expressed in terms of two-point vertices where all frequency integrations are convergent. For this reason these vertices are called irrelevant, which means that they can be treated perturbatively. For example, the lowest order terms of \( O(G^3) \) for the four-point vertex are given by

\[ G^{\Pi_1\Pi_2\Pi_3\Pi_4}(E) = \sum_{P, P_2 < P_3} (-1)^P \left[ \begin{array}{c}
\xrightarrow{1 \leftrightarrow 2}
\end{array} \right] + O(G^4), \] (89)
where \((P_1, P_2, P_3, P_4)\) denotes a permutation of \((1, 2, 3, 4)\). Obviously the frequency integration converges for \(D \to \infty\) and we can insert this expression for the four-point vertex into Eq. \(\text{(87)}\). This leads to the terms

\[
\begin{align*}
\frac{1}{2} \quad \frac{1}{2} & = \quad \frac{1}{2} \quad \frac{1}{2} + \frac{1}{2} \quad \frac{1}{2} + \frac{1}{2} \quad \frac{1}{2} - (1 \leftrightarrow 2) \quad + O(G^5) \quad \text{(90)}
\end{align*}
\]

for the derivative of \(G^{p_1 p_2}_{12}(E)\) in \(O(G^4)\), where the frequency integrations are all convergent for \(D \to \infty\). Thus, we see that the frequency dependence of the four-point vertex is very important for the convergence of the frequency integrations in Eq. \(\text{(88)}\). The reason is that the frequency dependence of the four-point vertex is not logarithmic but, as can be seen from Eq. \(\text{(89)}\), behaves as \(1/\omega_i\) for large frequencies. Therefore, instead of writing complicated coupled RG equations for all higher-order effective vertices, it is more convenient to directly resum the diagrams for \(\frac{\sigma^2}{12} G^{p_1 p_2}_{12}(E)\), such that only two-point vertices occur left and right to the resolvent where the derivative is taken. A straightforward inspection shows that this leads directly to the diagrams of Eq. \(\text{(90)}\) in \(O(G^4)\), and in all orders there is no problem with double counting and all frequency integrations are convergent for \(D \to \infty\). A similar procedure can be used for \(\frac{\sigma^2}{12} \mathcal{L}(E)\) to obtain a series for the second derivative of the Liouvillian in terms of the two-point vertex with convergent frequency integrations in all orders. As a result, we obtain the RG equations \(\text{(51)}\) and \(\text{(52)}\) for the effective Liouvillian and the two-point vertex.

We note that the limit \(D \to \infty\) can only be performed if all bare quantities are replaced by effective ones and the derivative w.r.t. the Fourier variable \(E\) is taken. The effective Liouvillian and the two-point vertices contain the band width \(D\) implicitly via the initial value \(E = iD\) (see Section \text{IV.F} for the determination of the initial conditions). Therefore, concerning these quantities, the infinite band width limit has to be taken in the sense of the scaling limit, i.e., the bare coupling constants are simultaneously sent to zero, such that a characteristic low energy scale \(T_K^*\) remains constant.

In this paper, we will restrict ourselves to a truncation scheme where all terms in \(O(G^2)\) or \(O(G^3)\) are considered on the right-hand side of the RG equations, which, in the following, will be called truncation in second and third order, respectively. Therefore, we will restrict ourselves to the RG equations \(\text{(56)}\) and \(\text{(57)}\) in the following. Nevertheless, if desired, the systematic construction of the RG equations allows straightforwardly to go beyond third order truncation schemes.

Since the limit \(D \to \infty\) has been performed, all internal frequency integrations for any diagram of the RG equations of the effective Liouvillian or the two-point vertex can be replaced by the sum over the Matsubara poles of the antisymmetric part of the Fermi function, see Eq. \(\text{(53)}\). In particular, this means that the symmetric part \(\pi^s(\omega) = \pi^s/2\) of the contraction \(\pi^s(\omega)\) does not contribute in the limit \(D \to \infty\), and only the antisymmetric part \(\pi^a(\omega) = f(\omega) - 1/2\) remains. Since the latter is independent of the Keldysh indices, we find that we need to consider only the vertices \(G_{1..n}(E)\) averaged over the Keldysh indices. This is very helpful for practical calculations and an important advantage over other nonequilibrium formalisms, such as the Keldysh formalism, where the whole matrix structure in Keldysh space has to be taken into account. Although the symmetric part of the Fermi function does not enter the RG equations, we note that it is important for the determination of the initial condition (see Sec. \text{IV.F}).

Following Ref. \text{33} another important consequence of the fact that only the vertices averaged over the Keldysh indices occur in the RG equations is that the effective Liouvillian occurring in the resolvents between the effective vertices cannot contain the zero eigenvalue. This follows since the projector \(P_0(E)\), which projects any operator on the operator \(b(E)\) with \(L(E)b(E) = 0\), fulfills \(P_0(E)G(E) = 0\), see Ref. \text{33}. This allows for a general analysis of the analytical properties of the RG equations even before calculating the sum over the Matsubara frequencies. Replacing the real frequencies by positive Matsubara frequencies via \(\bar{\omega}_X \to i \sum j \in X \omega_n j\), each resolvent \(R(E_X + i \sum j \in X \omega_n j)\) occurring between the two-point vertices has a pole for \(E_X + i \sum j \in X \omega_n j = z_i^+\), where \(z_i^+\) are the non-zero poles of the resolvent \(R(E)\). Since all \(\omega_n\) are positive, there is an infinite set of poles at

\[
E = z_i^+ + nV - im2\pi T, \quad \text{(91)}
\]

for any two integers \(n, m\) with \(m > 0\). For \(T \to 0\), the infinite set of poles turns into a branch cut with branching point \(z_i^+ + nV\) pointing in the direction of the negative imaginary axis. Thus, with our choice of how to calculate the internal frequency integration, we have determined the shape of the nonanalyticities in the lower half of the complex plane or, equivalently, have chosen a specific way of how to analytically continue the effective vertices into the lower half of the complex plane. In the original form \(\text{(58)}\) of the diagrammatic series with integrations over the real axis, all branch cuts would appear on the real axis which would be very inconvenient for an evaluation of the time evolution via inverse Fourier transform.

Although all internal frequency integrations can be written as sums over the Matsubara frequencies, such a procedure is not very convenient for an explicit solution of the RG equations since a set of differential equations has to be solved numerically where the frequency dependence of the vertices is parametrized by an infinite set of
Matsubara frequencies. Because of the huge number of variables, this is numerically very complicated. Therefore, in the following sections, we will show how we can set up systematic RG equations only for the frequency independent vertices

\[ G_{12}(E) \equiv G_{\eta_1 \sigma_1, \eta_2 \sigma_2}(E; \bar{\omega}_1 = 0, \bar{\omega}_2 = 0), \]

where the indices \( i = \eta_\alpha \sigma \) will no longer contain the frequency variable from now on. Furthermore, we will show how the frequency dependence in the argument of the effective Liouvillian \( L(E_X + \bar{\omega}_X) \) occurring in the resolvents between the effective vertices can be systematically eliminated. The procedure consists of two steps. First we will transform the \( E \)-derivative on the right-hand side of the RG equations (61) and (62) to frequency derivatives and use integration by parts to shift them to the derivative of the Fermi functions. Secondly, we will use a perturbative expansion for the frequency dependence of the two-point vertices and the effective Liouvillian.

C. Transforming the \( E \)-derivatives to frequency-derivatives

Before using a parametrization of the frequency dependence of the vertices and the resolvents to calculate analytically the integrations over the internal frequencies for the various diagrams of the RG equation, it is useful to first replace the derivative w.r.t. \( E \) by a frequency derivative. This is possible since the resolvents \( R_{1...n} \) depend on the sum of the Fourier variable and the frequencies \( \bar{\omega}_i \). Therefore, the \( E \)-derivative can be written as frequency-derivative \( \frac{\partial}{\partial \bar{\omega}_i} \) and we can apply integration by parts to calculate the frequency integrals. For example, for the first term on the right-hand side of Eq. (87) we obtain (we have permuted the two indices of the vertices by using antisymmetry,

\[ G_{p_1 p_2}^{12}(E, \bar{\omega}_1, \bar{\omega}_2) = -G_{p_2 p_1}^{21}(E, \bar{\omega}_2, \bar{\omega}_1) \]

using the fact that

\[ \frac{\partial^2}{\partial \bar{\omega}_1 \partial \bar{\omega}_2} G_{12}^{p_1 p_2}(E, \bar{\omega}_1, \bar{\omega}_2) \sim O(G^3). \]

We obtain

\[ + 2 \begin{array}{c}
\end{array} + O(G^4), \]

where, in the second step, we have again used Eqs. (94) and (95).

Inserting Eqs. (97) and (93) in (86) and (87), respectively, we see that many diagrams in \( O(G^3) \) cancel each other, which enables us to write the final third order RG-
equations in a very compact and generic form:

\[
\frac{\partial^2}{\partial E^2} E^4 + \mathcal{O}(G^4), \quad (98)
\]

\[
\frac{\partial}{\partial E} G_{12}^{\text{pip2}}(E, \bar{\omega}_1, \bar{\omega}_2) = - \left[ \begin{array}{c}
\text{Diagram 1} \vspace{1em} \\
\text{Diagram 2} \vspace{1em} \\
\text{Diagram 3}
\end{array} \right] - (1 \leftrightarrow 2) + \mathcal{O}(G^4). \quad (99)
\]

D. Frequency dependence of the vertices

To evaluate the frequency integrals on the right-hand side of the RG equations (98) and (99) explicitly, we need a consistent approximation for the frequency dependence of the vertices and the Liouvillian. In contrast to \(n\)-point vertices with \(n > 2\), this can be achieved for the two-point vertex since the frequency dependence of \(G_{12}(E; \bar{\omega}_1, \bar{\omega}_2)\) is logarithmic. Therefore, we can use a perturbative expansion in terms of the frequency independent vertex \(G_{12}(E)\). Although such an expansion will contain arbitrary powers of logarithmic terms in the frequencies, it does not lead to any divergence of the integrals when inserted into the RG diagrams. To expand \(G_{12}(E; \bar{\omega}_1, \bar{\omega}_2)\) in terms of the frequency-independent two-point vertex \(G_{12}(E)\), we start from the diagrammatic series in terms of the bare vertices and split each resolvent \(R_X(E)\) as

\[
R_X(E) = R_X(E)|_{\bar{\omega}_{Xex} = 0} + \Delta_{Xex} R_X(E), \quad (100)
\]

where \(X = X_{in} \cup X_{ex}\) consists of internal indices \(X_{in}\) and external ones \(X_{ex}\). The first term is the resolvent where all external frequencies are set to zero, and

\[
\Delta_{Xex} R_X(E) = R(E_X + \bar{\omega}_X) - R(E_X + \bar{\omega}_{X_{in}}) \quad (101)
\]

falls off like \((1/\bar{\omega}_{X_{ex}})^2\) w.r.t. all internal frequency variables \(\bar{\omega}_{X_{in}}\). Inserting Eq. (100) for each resolvent, we obtain a sequence of resolvents \(R_X(E)|_{\bar{\omega}_{X_{ex}} = 0}\) and \(\Delta_{Xex} R_X(E)\) between the bare vertices. Since \(R_X(E)|_{\bar{\omega}_{X_{ex}} = 0}\) are the resolvents without the external frequencies, we can resum all diagrams between two subsequent \(\Delta_{Xex} R_X(E)\) in terms of the two-point vertices at zero external frequency, similar to the procedure described in the previous section. Up to \(O(G^3)\), this gives the equation

\[
\begin{aligned}
\sum_{\text{Diagrams} \rightarrow 0} & = \begin{array}{c}
\text{Diagram 1} \vspace{1em} \\
\text{Diagram 2} \vspace{1em} \\
\text{Diagram 3}
\end{array} + \begin{array}{c}
\text{Diagram 4} \vspace{1em} \\
\text{Diagram 5} \vspace{1em} \\
\text{Diagram 6}
\end{array} \quad (102)
\end{aligned}
\]

Here the filled dots indicate that the corresponding frequency of the vertex is set to zero. A contraction with an open circle and index \(X'\) indicates that the resolvent \(R_X(E)\) corresponding to the vertical cut at the position of that circle has to be replaced by \(\Delta_{X'} R_X(E)\). If several contractions with open circles at the same position of a certain resolvent appear, \(X'\) contains the set of all indices of these contractions. Since \(\Delta_{X_{ex}} R_X(E)\) falls off like \((1/\bar{\omega}_{X_{ex}})^2\), all frequency integrals are convergent in the limit \(D \rightarrow \infty\). We note that the left resolvent in the last diagram on the right-hand side of Eq. (102) involves the external frequency \(\bar{\omega}_X\) since one can sum the two diagrams where the external frequency does not occur and where \(\Delta_1 R\) appears. This is a generic feature for all resolvents \(R_X(E)|_{\bar{\omega}_{X_{ex}} = 0}\) which stand below a set of external lines since the replacement \(R_X(E)|_{\bar{\omega}_{X_{ex}} = 0} \rightarrow \Delta_{X_{ex}} R_X(E)\) produces also a valid diagram such that the two terms can be added to \(R_X(E)\).

To get rid of the remaining frequency dependence of the vertices w.r.t. the internal frequency variables in Eq. (102), one can iterate this equation and obtains up to \(O(G^3)\):

\[
\begin{aligned}
\sum_{\text{Diagrams} \rightarrow 0} & = \begin{array}{c}
\text{Diagram 1} \vspace{1em} \\
\text{Diagram 2} \vspace{1em} \\
\text{Diagram 3}
\end{array} + \begin{array}{c}
\text{Diagram 4} \vspace{1em} \\
\text{Diagram 5} \vspace{1em} \\
\text{Diagram 6}
\end{array} \quad (103)
\end{aligned}
\]

Here, the last two diagrams occur due to the internal frequency dependence of the two vertices of the second diagram on the right-hand side of Eq. (102). Note that in the last diagram we have to set \(\bar{\omega}_{12} = 0\) for the right resolvent since the right vertex of the second diagram on the right-hand side of Eq. (102) does not depend on the external frequencies. Proceeding in this way in all orders we see that we obtain a systematic perturbative expansion of the frequency dependent two-point vertex in terms of the frequency-independent ones which is free of any divergence for \(D \rightarrow \infty\). We note again that, for large external frequencies \(\bar{\omega}_X \gg |E|\), this expansion involves arbitrary powers in \(\ln |E^2|\), i.e., it is not a meaningful expansion to determine the high-frequency behavior of the vertex. However, setting \(\bar{\omega}_{12} = 0 = \bar{\omega}_{in}\) and inserting Eq. (103) for the dependence of the two-point vertices on the internal frequencies in Eqs. (99) and (101), there is no divergence at high frequencies since, due to the presence of the resolvents and the derivatives of the Fermi functions, the integrand falls off either like \((1/\bar{\omega})^2\).
or exponentially w.r.t. all internal frequency variables, such that additional logarithmic powers do not change the convergence.

Equation (103) refers to the case where the two external lines are directed to the right, and similar equations can be written for the other cases. We note that the sign factors for the terms on the right-hand side where the indices 1 and 2 are interchanged accounts explicitly for the crossing of the two external lines. Therefore, when using these relations in a certain diagram, the sign factor must not be written explicitly since it is automatically accounted for in the diagrammatic rules.

Setting $\omega_{1/2} = 0$ in Eq. (99) and inserting Eq. (103) in (105) and (99), we obtain

$$\frac{\partial^2}{\partial E^2}L(E) = \frac{1}{2} \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram1} \end{array} + \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram2} \end{array} + \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram3} \end{array} + O(G^4), \quad (104)$$

$$\frac{\partial}{\partial E}G_{12}(E) = -\left[ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram4} \end{array} + \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram5} \end{array} + \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram6} \end{array} - (1 \leftrightarrow 2) \right] - \frac{1}{2} \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram7} \end{array} + O(G^4). \quad (105)$$

At zero temperature, the evaluation of the RG equations is simplified considerably because all diagrams in Eqs. (104) and (105) which contain a contraction with a circle and a cross vanish. The reason is that the cross indicates a contraction which is differentiated with respect to the frequency, and

$$\frac{\partial}{\partial \omega} \gamma^p(\omega) = f'(\omega) = -\delta(\omega) \quad (106)$$

at zero temperature and $D \to \infty$, such that the difference $\Delta R$ yields zero.

### E. Frequency dependence of the propagator

Finally, to calculate the integrals over the internal frequency variables on the right-hand side of the RG equations (104) and (105), one needs a consistent approximation for the frequency dependence of the resolvent

$$R_X(E) = \frac{1}{E_X + \omega_X - L(E_X + \omega_X)}, \quad (107)$$

where $\omega_X = \sum_{i \in X} \omega_i$ contains the integration variables $\omega_i$ together with the frequencies of external lines. This requires a perturbative expansion of the difference

$$\Delta_\omega L(E) = L(E + \omega) - L(E) \quad (108)$$

in terms of the frequency-independent vertices. Treating this difference similar to the two-point vertex as described in the previous section, we find that the frequency integrals do not converge in the limit $D \to \infty$, similar to the fact that, for infinitesimal differences, two derivatives w.r.t. $E$ are needed to guarantee convergence (see Sec. IV B). Therefore, we need a convenient discrete version for the second derivative. We use the following definition for the second variation for a finite shift $\bar{\omega}$

$$\Delta_\omega^2 L(E) \equiv L(E + \bar{\omega}) - L(E) - \bar{\omega} \frac{\partial}{\partial E} L(E) \sim O(G^2), \quad (109)$$

which, for $\bar{\omega} = \delta E \to 0$, gives the second variation $\delta^2 L(E) = \frac{1}{2} \delta E^2 \frac{\partial^2}{\partial E^2} L(E)$. $\Delta_\omega^2 L(E)$ is of second order in the two-point vertex, since a Taylor expansion produces the terms $\frac{1}{n! \omega^n} \frac{\partial^n}{\partial \omega^n} L(E)$ with $n \geq 2$. For all these terms we can use the procedure described in Section IV B by starting from the diagrammatic series in terms of the bare vertices, taking the derivatives of the resolvents, and resumming the diagrams in between to the full two-point vertices. This gives convergent terms in the limit $D \to \infty$ and, for all $n \geq 2$, the diagrams are of $O(G^2)$ since at least one resolvent is needed for the derivative. However, this procedure is not very practical since all terms with $n \geq 2$ contribute to the lowest order $G^2$. To resum all terms we apply the same procedure separately for the difference $L(E + \bar{\omega}) - L(E)$ and for $\bar{\omega} \frac{\partial}{\partial E} L(E)$, following Section IV D and IV B respectively. All terms for $L(E + \bar{\omega}) - L(E)$, which contain more than one difference

$$\Delta_\omega R_X(E) \equiv R_X(E + \bar{\omega}) - R_X(E) \quad (110)$$

are at least of $O(G^3)$ and contain already convergent frequency integrals for $D \to \infty$. For the other terms with only one $\Delta_\omega R_X(E)$, this is not the case and here we need the difference to the corresponding term of $\bar{\omega} \frac{\partial}{\partial E} L(E)$,
where the derivative of the resolvent is taken. This means that Eq. (110) is changed to

\[
\Delta^2_x R_x(E) = \Delta_x R_x(E) - \bar{\omega} \frac{\partial}{\partial E} R_x(E). \tag{111}
\]

This is a form for the discrete version of the second derivative of the resolvent which can be seen after some straightforward manipulations

\[
\Delta^2_x R_x(E) = -\frac{1}{2} \left\{ \Delta_x R_x[\bar{\omega} - \Delta_x L_x]R_x + R_x[\bar{\omega} - \Delta_x L_x]\Delta^2_x L_x \right\} R_x
\]

where \( L_x(E) = \Delta(E_x + \bar{\omega}_x) \). According to Eq. (109), the last term is of \( O(G^2) \), which gives at least \( O(G^4) \) for \( \Delta^2_x L(E) \). Therefore, in order \( O(G^2) \) we obtain for \( \Delta^2_x L(E) \) the expression (76), where \( R_{12}(E) \) has to be replaced by the first term of (112). All frequency integrations exist in the limit \( D \rightarrow \infty \), such that the symmetric part of the Fermi function does not contribute, and only the two-point vertex averaged over the Keldysh indices is needed. This gives the following result for the lowest order contribution to the second variation

\[
\Delta^2_x L(E) = -\frac{1}{2} f^a(\bar{\omega}_1)f^a(\bar{\omega}_2)G_{12}(E)\Delta_x R_{12}(E) \cdot \left[ \bar{\omega} - \Delta_x L_{12}(E) \right] R_{12}(E)G_{21}(E_{12}) + O(G^3), \tag{113}
\]

where, in lowest order, only the frequency-independent vertices enter.

Using Eq. (109), we can now approximate the frequency dependence of the resolvent \( R_x(E) \), which is given by Eq. (114). We use \( L(E_x + \bar{\omega}_x) = L(E_x) + \Delta_x L(E_x) \) together with

\[
\Delta_x L(E_x) = \bar{\omega}_x \frac{\partial}{\partial E} L(E_x) + \Delta^2_x L(E_x), \tag{114}
\]

and expand the resolvent in \( \Delta^2_x L(E_x) \sim O(G^2) \). This gives

\[
R_x(E) = \frac{1}{\bar{\omega}_x + \chi(E_x)} Z(E_x)
\]

\[
+ \frac{1}{\bar{\omega}_x + \chi(E_x)} Z(E_x) \Delta^2_x L(E_x) \frac{1}{\bar{\omega}_x + \chi(E_x)} + O(G^4), \tag{115}
\]

where

\[
\chi(E) = Z(E) \left[ E - L(E) \right], \quad Z(E) = \frac{1}{1 - \frac{\partial}{\partial E} L(E)}. \tag{116}
\]

The first term on the right-hand side of Eq. (115) is sufficient for the RG equations (104) and (105) since we neglect \( O(G^4) \). This gives explicitly

\[
\frac{\partial}{\partial x} L_x(E) = \frac{1}{2} G_{12}(E) \frac{f^a(\bar{\omega}_1)f^a(\bar{\omega}_2)}{\bar{\omega}_1 + \chi(E_{12})} Z(E_{12})G_{21}(E_{12})
\]

\[
+ G_{12}(E)F(E_{12}, \bar{\omega}_1)G_{23}(E_{12}) \frac{f^a(\bar{\omega}_1)f^a(\bar{\omega}_3)}{\bar{\omega}_1 + \chi(E_{13})} Z(E_{13})G_{31}(E_{13})
\]

\[
+ G_{12}(E) \frac{f^a(\bar{\omega}_1)f^a(\bar{\omega}_2)}{\bar{\omega}_1 + \chi(E_{12})} Z(E_{12})G_{23}(E_{12})F(E_{13}, \bar{\omega}_1)G_{31}(E_{13}), \tag{117}
\]

where we have introduced the definition

\[
F(E, \bar{\omega}) = \int d\omega' f^a(\omega') \cdot \left[ \frac{1}{\bar{\omega} + \omega' + \chi(E)} - \frac{1}{\bar{\omega}' + \chi(E)} \right] Z(E). \tag{119}
\]

After inserting the spectral decomposition of the effective Liouvillian, all frequency integrals can be calculated analytically which will be done later for the specific example of the Kondo model.

For completeness, we note that the RG equations can be systematically improved by going beyond \( O(G^3) \). In
this case, one needs also the second term on the right-hand side of Eq. (115), i.e., the second variation $\Delta^2 L(E)$ is needed up to $O(G^2)$ by using Eq. (114). To evaluate Eq. (113) up to $O(G^2)$, the first term on the right-hand side of Eq. (115) is sufficient to approximate the frequency dependence of the resolvents. Using this equation in (113) gives the final result for the second variation

$$
\Delta^2 R_{12}(E)[\bar{\omega} - \Delta^2 L_{12}(E)]R_{12}(E)
= \bar{\omega} \Delta^2 R_{12}(E)[1 - \frac{\partial}{\partial E} L(E)]R_{12}(E) + O(G^2)
= \bar{\omega} \left[ \frac{1}{\bar{\omega}_{12} + \bar{\omega} + \chi(E_{12})} - \frac{1}{\bar{\omega}_{12} + \chi(E_{12})} \right]
\cdot \frac{1}{\bar{\omega}_{12} + \chi(E_{12})} Z(E_{12}) + O(G^2)
= -\bar{\omega}^2 \left( \frac{1}{\bar{\omega}_{12} + \bar{\omega} + \chi(E_{12})} \right)^2 \frac{1}{\bar{\omega}_{12} + \chi(E_{12})} \left( \frac{1}{\bar{\omega}_{12} + \bar{\omega} + \chi(E_{12})} \right)^2 Z(E_{12})
+ O(G^2).
$$
Using this equation in (113) gives the final result for the second variation

$$
\Delta^2 L(E) = \frac{1}{2} \bar{\omega}^2 G_{12}(E) 
\cdot \frac{f^a(\bar{\omega}_1)f^a(\bar{\omega}_2)}{(\bar{\omega}_{12} + \bar{\omega} + \chi(E_{12}))^2(\bar{\omega}_{12} + \chi(E_{12}))^2} Z(E_{12})G_{21}(E_{12})
+ O(G^3),
$$

which has to be used in Eq. (115) in order to calculate the frequency dependence of the resolvent up to $O(G^2)$ needed for the evaluation of the RG equations up to $O(G^4)$.

**F. Initial conditions**

To determine the initial condition as described in Sec. [IV A], we consider the lowest order diagrams for the effective Liouvillian and the two-point vertex, as given by Eqs. (72) and (73). Taking the unrenormalized values for the Liouvillian and the vertices on the right-hand side of these equations, denoted by $L^{(0)}$ and $G_{12}^{(0)pp'} = \delta_{pp'} G_{12}^{(0)pp}$, we obtain

$$
L(E) = L^{(0)}
+ \frac{1}{2} G_{12}^{(0)} \int d\omega d\omega' \frac{\gamma^p(\omega)\gamma^p(\omega')}{E_{12} - L^{(0)} + \omega + \omega'} G_{21}^{(0)pp'},
$$

$$
G_{12}(E) = G_{12}^{(0)} +
\left\{ G_{13}^{(0)} \int d\omega \frac{\gamma^p(\omega)}{E_{13} - L^{(0)} + \omega} G_{32}^{(0)pp} - (1 \leftrightarrow 2) \right\},
$$

where $G_{12}^{(0)} = \sum_p G_{12}^{(0)pp}$. Inserting Eqs. (82) and (83) for the contraction and closing the integration contours in the upper half of the complex plane, we obtain for $D \gg |E_X - L^{(0)}| \gg T$ and $\text{Im} E > 0$

$$
L(E) = L^{(0)} + \frac{1}{2} G_{12}^{(0)} \left[ -ip \frac{\pi}{2} (E_{12} - L^{(0)}) + (E_{12} - L^{(0)}) \ln \frac{-i(E_{12} - L^{(0)})}{D}
+ \frac{1}{4} \left( \frac{\pi^2}{4} - 3 \right) (E_{12} - L^{(0)}) - p \frac{\pi}{2} D \right] G_{21}^{(0)pp'},
$$

$$
G_{12}(E) = G_{12}^{(0)} + \left\{ G_{13}^{(0)} \left[ -i \frac{\pi}{2} p + \ln \frac{-i(E_{13} - L^{(0)})}{D} \right] G_{32}^{(0)pp} - (1 \leftrightarrow 2) \right\}.
$$
The last two terms of Eq. (128) are non-universal. We assume that the last term linear in $D$ vanishes, otherwise the frequency-dependence of the unrenormalized vertices has to be taken into account and the precise form of the high-energy cutoff function as defined by the original model containing charge fluctuations becomes important. This gives the condition
\[ pG^{(0)}_{12}G^{(0)pp}_{21} = 0 \] (130)
which, as we will show, is fulfilled for the Kondo problem considered in this work (this proof can be generalized to generic 2-level models, see Ref. 185). As a consequence, also in the first term on the right-hand side of Eq. (128), we can replace $E_{12} \to \bar{\mu}_{12}$. In contrast, all other terms for the effective Liouvillian and the two-point vertex have universal coefficients independent of the specific choice of the high-energy cutoff function. Note that the first term for the Liouvillian has a different algebra compared to the logarithmic ones (which are anyhow generated by the RG equations), and using the property (130), we take the following universal form for the initial condition at $E = iD$
\[ L(E = iD) = L^{(0)} - ip \frac{\pi}{4} G^{(0)}_{12}(\bar{\mu}_{12} - L^{(0)})G^{(0)pp}_{21}, \] (131)
\[ G^{(0)}_{12}(E = iD) = G^{(0)}_{12} - \frac{i\pi}{2p} \left\{ G^{(0)}_{13}G^{(0)pp}_{32} - (1 \leftrightarrow 2) \right\}. \] (132)

As already explained in Sec. [IV.A] we cannot use this result for the initial condition of the effective Liouvillian since we have neglected non-universal terms proportional to $E$, which are very large. Therefore, when applying the formalism to the Kondo model, we will set up another universal boundary condition to fix the effective Liouvillian. For the two-point vertex, the term of $O(G^2)$ in the initial condition is only used for those matrix elements where the first term of $O(G)$ vanishes.

Leaving out the nonuniversal and logarithmic terms, the initial Liouvillian is independent of $E$. Therefore, we take $\frac{\partial}{\partial E}L(E) = 0$ at $E = iD$ or
\[ Z(E = iD) = 1. \] (133)

G. Current and differential conductance

To find the average of the current flowing into reservoir $\gamma$ [Eq. (63)], one needs the current kernel $\Sigma_\gamma(E)$ in Fourier space. As shown in Ref. 33, it can be determined analogously to $L(E)$ by replacing the first vertex from the left in all diagrams of Eqs. (104) and (105) by the current vertex $I_{12}^\gamma(E)$.

To calculate the differential conductance, one needs the variation $\delta I_\alpha$ for an infinitesimal variation $\delta \mu_\alpha$ of the chemical potentials of the reservoirs. Within the $E$-flow scheme, the RG equation for $\frac{\partial}{\partial E} \delta L(E)$ [or equivalently, for $\frac{\partial}{\partial E} \delta \Sigma_\alpha(E)$ by replacing the first vertex by the current vertex] can be straightforwardly established by applying the variation to the original diagrammatic series, where the chemical potentials occur in the denominator of the resolvents explicitly via the energy argument $E_X = E + \bar{\mu}_X$ and implicitly in the effective Liouvillian. Therefore, the variation of each resolvent can be split in two terms
\[ \delta R_X(E) = \delta \bar{\mu}_X \frac{\partial}{\partial E} R_X(E) + R_X(E) \delta L_X(E) R_X(E), \] (134)
where the first term contains the variation from the change of the argument and the second one the variation $\delta L_X(E) = (\delta L)(E_X + \bar{\omega}_X)$ of the effective Liouvillian. Fixing the position of the resolvents where the variation $\delta R_X(E)$ and where the differentiation $\frac{\partial}{\partial E} R_X(E)$ is taken, we can resum the rest of the diagrams for $\frac{\partial}{\partial E} \delta L(E)$ in terms of two-point vertices, analogously to the procedure described in the previous sections. Analogous to $\frac{\partial}{\partial E} L(E)$, we obtain convergent frequency integrals in the limit $D \to \infty$ in all orders. Up to $O(G^2)$, we obtain

\[ \frac{\partial}{\partial E} \delta L(E) = \frac{1}{2} \delta \bar{\mu}_{12} \begin{array}{c} 12 \end{array} + \frac{1}{2} \begin{array}{c} 1 \end{array} + \frac{1}{2} \begin{array}{c} 1 \end{array} + \frac{1}{2} \begin{array}{c} 3 \end{array} + \delta \bar{\mu}_{12} + \delta \bar{\mu}_{13} \begin{array}{c} 12 \end{array} + \delta \bar{\mu}_{13} \begin{array}{c} 12 \end{array} + O(G^2) \], (135)

where $\delta L \sim O(\delta \mu G)$ is represented by $\begin{array}{c} 1 \end{array}$ and can be calculated from the first (lowest order) term on the right-hand side of Eq. (135) and subsequently inserted in the second and third term on the right-hand side of Eq. (135). Applying integration by parts twice to the first term on the right-hand side of Eq. (135) [analogous to Eq. (127)], we
\[
\frac{\partial}{\partial E} \delta L(E) = \frac{1}{2} \delta \mu_{12} \begin{array}{c}
\text{top left} \\
\text{bottom right}
\end{array} - \frac{1}{2} \begin{array}{c}
\text{bottom left} \\
\text{top right}
\end{array} + O(G^4). \tag{136}
\]

Using Eq. \ref{103}, we get the final RG equation for the variation of the kernel,

\[
\frac{\partial}{\partial E} \delta L(E) = \frac{1}{2} \delta \mu_{12} \begin{array}{c}
\text{top left} \\
\text{bottom right}
\end{array} - \frac{1}{2} \begin{array}{c}
\text{bottom left} \\
\text{top right}
\end{array} + \delta \mu_{13} \begin{array}{c}
\text{bottom left} \\
\text{top right}
\end{array} + \delta \mu_{12} \begin{array}{c}
\text{bottom left} \\
\text{top right}
\end{array} + O(G^4). \tag{137}
\]

At zero temperature, the diagrams containing a contraction with a circle and a cross vanish, cf. the remark after Eqs. \ref{104} and \ref{105}. Writing the diagrammatic Eq. \ref{137} explicitly yields

\[
\frac{\partial}{\partial E} \delta L(E) = \frac{1}{2} \delta \mu_{12} G_{12}(E) \frac{f'(\bar{\omega}_1)f'(\bar{\omega}_2)}{\bar{\omega}_{12} + \chi(E_{12})} Z(E_{12}) G_{21}(E_{12}) - \frac{1}{2} G_{12}(E) \frac{f'(\bar{\omega}_1)f'(\bar{\omega}_2)}{\bar{\omega}_{12} + \chi(E_{12})} \delta L(E_{12}) \frac{1}{\bar{\omega}_{12} + \chi(E_{12})} Z(E_{12}) G_{21}(E_{12}) + \delta \mu_{13} G_{12}(E) F(E_{12}, \bar{\omega}_1) G_{23}(E_{12}) \frac{f'(\bar{\omega}_1)f'(\bar{\omega}_3)}{\bar{\omega}_{13} + \chi(E_{13})} Z(E_{13}) G_{31}(E_{13}) + \delta \mu_{12} G_{12}(E) \frac{f'(\bar{\omega}_1)f'(\bar{\omega}_2)}{\bar{\omega}_{12} + \chi(E_{12})} Z(E_{12}) G_{23}(E_{12}) F(E_{13}, \bar{\omega}_1) G_{31}(E_{13}). \tag{138}
\]

The initial condition for \( \delta L(E) \) follows from Eq. \ref{131} as

\[
\delta L(E) = -ip \frac{\pi}{4} G^{(0)}_{12} G^{(0)}_{21} \delta \mu_{12}, \tag{139}
\]

and the corresponding initial condition for \( \delta \Sigma_a(E) \) by replacing the first vertex from the left by the current vertex.

**V. RG EQUATIONS FOR THE KONDO MODEL**

We now apply the RG-equations \ref{117}, \ref{118} and \ref{138} to the isotropic spin-\( \frac{1}{2} \) Kondo model at zero magnetic field. In that case, the Hamiltonian is \( H_{\text{res}} + V \), where [cf. Eq. \ref{24}]

\[
V = \frac{1}{2} g_{11'} : a_1 a_{1'} :, \tag{140}
\]

\[
g_{11'} = \frac{1}{2} \begin{cases} J^{(0)}_{\alpha \alpha'} S \cdot \sigma \sigma' & \text{for } \eta = -\eta' = +, \\ -J^{(0)}_{\alpha \alpha'} S \cdot \sigma' \sigma'' & \text{for } \eta = -\eta' = -, \end{cases} \tag{141}
\]

where \( S \) is the spin-\( \frac{1}{2} \) operator on the quantum dot, \( \sigma \) is the vector of Pauli matrices, and the coupling \( J^{(0)}_{\alpha \alpha'} \) fulfills \( J^{(0)*}_{\alpha \alpha'} = J^{(0)}_{\alpha' \alpha} \). In the important case that the Kondo model is derived using a Schrieffer-Wolff transformation, the couplings fulfill the additional constraint (see, e.g., Ref. \ref{32} for a detailed derivation)

\[
J^{(0)}_{\alpha \alpha'} = 2 \sqrt{x_{\alpha} x_{\alpha'}} J_0, \quad \text{where } \sum_{\alpha} x_{\alpha} = 1. \tag{142}
\]

**A. Initial condition for the vertex superoperators**

According to Eq. \ref{142}, the bare vertex superoperator \( G^{(0)}_{11'} \) is defined in terms of \( g_{11'} \) by its action on any operator \( b \):

\[
G^{(0)}_{11'} b = \delta_{pp'} \begin{cases} g_{11'} b & \text{for } p = +, \\ -bg_{11'} & \text{for } p = -. \end{cases} \tag{143}
\]

Since the operator \( g_{11'} \) fulfills the symmetry property

\[
g_{11'} = -g_{1'1} \tag{144}
\]

according to the definition \ref{141}, \( G^{(0)}_{11'} \) also fulfills

\[
G^{(0)}_{11'} p' = -G^{(0)}_{1'1} p. \tag{145}
\]

Therefore, it is sufficient to consider the bare vertex for the case \( \eta = -\eta' = + \) in the following. We use the shorthand notation

\[
G^{(0)}_{11'} = G^{(0)}_{+\alpha \sigma,-\alpha' \sigma'}. \tag{146}
\]
where the multiindices $1, 1'$ on the left hand side only contain the reservoir and spin indices, and not $\eta, \eta'$:

$$1 \equiv \alpha \sigma, \quad 1' \equiv \alpha' \sigma'. \quad (147)$$

Since the operator $g_{11'}$, which induces spin fluctuations on the quantum dot, is proportional to the spin-$\frac{1}{2}$ operator $\sum$ [cf. Eq. (24)], we need superoperators which multiply an arbitrary operator $b$ with $\sum$ from the left and right to find a suitable representation of the initial bare vertex $\tilde{G}_{11'}^{(0)}$. We thus define a vector superoperator $L^p$ for $p = \pm$ by

$$L^p b = \begin{cases} Sh, & \text{for } p = +, \\ -b \sum, & \text{for } p = - \end{cases} \quad (148)$$

for any operator $b$. We can then write

$$\tilde{G}_{11'}^{(0)} = \frac{1}{2} \delta_{pp'} J_{\alpha \sigma} L^p \cdot \sigma_{\sigma'}. \quad (149)$$

For the bare vertex averaged over the Keldysh indices [see Eq. (45)], we get

$$\tilde{G}_{11'}^{(0)} = \sum_p \tilde{G}_{11'}^{(0)pp} = \frac{1}{2} J_{\alpha \sigma} (L^+ + L^-) \cdot \sigma_{\sigma'}. \quad (150)$$

Similarly, according to Eq. (46), the bare current vertex averaged over the Keldysh indices is

$$\tilde{G}_{11'}^{(0)} = \sum_p \tilde{G}_{11'}^{(0)pp} = \frac{1}{2} J_{\alpha \sigma} (L^+ - L^-) \cdot \sigma_{\sigma'}. \quad (151)$$

where

$$\tilde{c}_{11'} = \tilde{c}_{\alpha \sigma'} = \frac{1}{2} (\delta_{\alpha \gamma} - \delta_{\alpha' \gamma}). \quad (152)$$

We introduce the shorthand notation

$$\tilde{G}^{(0)}_{(0)11'} = \sum_{pp'} \tilde{G}_{11'}^{(0)pp'} \quad (153)$$

for the vertex which is first multiplied with the first Keldysh index and then averaged over the Keldysh indices. The current vertex is just this vertex multiplied with $\tilde{c}_{11'}$:

$$\tilde{G}_{11'}^{(0)} = \tilde{c}_{11'} \tilde{G}^{(0)}_{(0)11'}. \quad (154)$$

For the Kondo model, the bare vertex $\tilde{G}_{11'}^{(0)}$ is

$$\tilde{G}_{11'}^{(0)} = \frac{1}{2} J_{\alpha \sigma} (L^+ - L^-) \cdot \sigma_{\sigma'}. \quad (155)$$

### B. Superoperator algebra

Before we proceed with the parametrization of all superoperators, we define a set of convenient basis superoperators which form a closed algebra.

1. **Vector superoperators**

We define the following vector basis superoperators:

$$L^1 = \frac{1}{2} (L^+ - L^-) - iL^+ \times L^-, \quad (156)$$

$$L^2 = \frac{1}{2} (L^+ + L^-), \quad (157)$$

$$L^3 = \frac{1}{2} (L^+ - L^-) + iL^+ \times L^-. \quad (158)$$

This means that the bare vertex (150) can be expressed using $L^2$, and the current vertex (151) using $(L^1 + L^3)$.

Note that this was the case even if we had not included the terms $\sim L^+ \times L^-$ in the definition of $L^{1,3}$. However, such terms are generated by the RG, and including them in the basis superoperators makes the calculations simpler.

It should be noted that no other independent vector superoperators can be found by combining $L^+$ and $L^-$ in an arbitrary way.

2. **Scalar superoperators**

We define the two scalar basis superoperators $L^a$ and $L^b$ by

$$L^a = \frac{3}{4} + L^+ \cdot L^- \quad L^b = \frac{1}{4} - L^+ \cdot L^- . \quad (159)$$

These are the only independent scalar superoperators that can be formed from $L^+$ and $L^-$. 

3. **Trace of the basis superoperators**

The trace of some of the basis superoperators is zero. This means that applying them to any operator $b$ will yield an operator with zero trace:

$$\text{Tr} L^a = 0, \quad \text{Tr} L^2 = 0, \quad \text{Tr} L^3 = 0. \quad (160)$$

For the other two basis superoperators $L^1$ and $L^b$, there exist operators $b$ for which $\text{Tr} L^1 b$ or $\text{Tr} L^b b$ are non-zero. We note the properties

$$\text{Tr} L^b b = \text{Tr} b, \quad \text{Tr} L^1 b = \text{Tr} \varphi b, \quad (161)$$

where $\varphi$ acts on the quantum dot, and not on the reservoir spins as in the rest of this paper.

Therefore, only $L^a$ and $L^b$ are relevant for the current vertex and the current kernel.

4. **Behavior of the basis superoperators under the \(c\)-transform**

$$(L^{a,b})^c = L^{a,b}, \quad (L^{1,3})^c = L^{1,3}, \quad (L^2)^c = -L^2. \quad (162)$$
5. Products of scalar superoperators

\[(L^a)^2 = L^a, \quad L^a L^b = 0, \quad L^b L^a = 0, \quad (L^b)^2 = L^b.\]  

(163)

6. Scalar multiplication of scalar and vector superoperators

The only non-zero products of scalar and vector basis superoperators are

\[L^a L^2 = L^2, \quad L^1 L^a = L^1, \quad L^2 L^a = L^2, \quad L^3 L^a = L^3.\]  

(164)

(165)

(166)

7. Scalar products of vector superoperators

The only non-zero scalar products of the vector superoperators \(L^{1,2,3}\) are

\[L^1 \cdot L^3 = 3L^b, \quad L^2 \cdot L^2 = \frac{1}{2} L^a, \quad L^3 \cdot L^1 = L^a.\]  

(167)

(168)

(169)

8. Vector products of vector superoperators

The only non-zero vector products of the vector superoperators \(L^{1,2,3}\) are

\[iL^1 \times L^2 = L^1, \quad iL^2 \times L^2 = \frac{1}{2} L^2, \quad iL^3 \times L^3 = 2L^2.\]  

(170)

(171)

Closely related to these vector products are the commutator relations

\[\left[ L^i_{1,2,3} \right] = -\frac{i}{2} \epsilon_{ijk} L^{1,2,3}_{k}.\]  

(172)

9. Extending the basis superoperators to the reservoir spin space

The vector superoperators \(L^{1,2,3}\) and the scalar superoperators \(L^{a,b}\) act on operators of the local dot. In the superoperators that are of interest in the context of the isotropic Kondo model, i.e., the effective (current) vertex, the effective Liouvillian, and the current kernel, they always appear together with the vector of the reservoir Pauli matrices or the identity matrix in the reservoir spin space. The reason is that any other combination of dot and reservoir superoperators would violate spin-rotational invariance.

\[
\begin{array}{c|ccc}
L^a & L^b & \hat{L}^1 & \hat{L}^2 & \hat{L}^3 \\
L^b & 0 & \hat{L}^1 & 0 & \hat{L}^3 \\
\hat{L}^1 & 0 & \hat{L}^1 & 0 & \hat{L}^3 \\
\hat{L}^2 & \hat{L}^2 & 0 & \frac{1}{2} (\hat{L}^a + \hat{L}^2) & \hat{L}^3 \\
\hat{L}^3 & 0 & \hat{L}^3 & \hat{L}^2 + 2\hat{L}^2 & 0 \\
\end{array}
\]

TABLE I: This table shows the result \(\hat{L}^i \hat{L}^j\) of the multiplication of any two basis superoperators \(\hat{L}^i\) and \(\hat{L}^j\) from the superoperator algebra for the isotropic Kondo model, which correspond to the row and column of the table, respectively.

Therefore, it is convenient to define new superoperators, which act both on operators of the local dot and the reservoir spin state, by

\[
\hat{L}^{1,2,3}_{i \sigma \sigma'} = L^{1,2,3}_{i \sigma \sigma'}, \quad \hat{L}^{a,b}_{i \sigma \sigma'} = L^{a,b}_{i \sigma \sigma'}. \tag{173}
\]

(174)

It will turn out that \(\hat{L}^{1,2,3,a,b}_{i \sigma \sigma'}\) are sufficient to describe not only the initial conditions of all superoperators, but also all terms which are generated by the RG in leading and sub-leading order.

Multiplication of these superoperators is defined by

\[
\left( \hat{L}^i \hat{L}^j \right)_{\sigma \sigma'} = \sum_{\sigma_i} \hat{L}^i_{\sigma \sigma_i} \hat{L}^j_{\sigma_i \sigma'}. \tag{175}
\]

The results of all such multiplications can be derived from the properties of the superoperators \(L^{1,2,3}\) and \(L^{a,b}\) and the property

\[
\sigma^i \sigma^j = \delta_{ij} + i \epsilon_{ijk} \sigma^k \tag{176}
\]

of the Pauli matrices. They are summarized in Table II.

Sometimes, it is also necessary to multiply the Pauli matrices in reverse order in the RG equations. To make this more convenient, we define

\[
\left( \hat{L}^i \right)^T_{\sigma \sigma'} = \hat{L}^i_{\sigma' \sigma}. \tag{177}
\]

The result \(\left( \hat{L}^i \right)^T \left( \hat{L}^j \right)^T\) of the multiplication of these transposed superoperators only differs in some minus signs from \(\hat{L}^i \hat{L}^j\). The results are summarized in Table III.

The trace over the reservoir spin indices only is denoted by \(\text{Tr}_{\sigma}\). We obtain

\[
\text{Tr}_{\sigma} \hat{L}^{a,b} = 2L^{a,b}, \quad \text{Tr}_{\sigma} \hat{L}^{1,2,3} = 0. \tag{178}
\]
Table II: This table shows the result of the multiplication of any two transposed basis superoperators $$\hat{L}^i$$ and $$\hat{L}^j$$ from the superoperator algebra for the isotropic Kondo model, which correspond to the row and column of the table, respectively.

| $$\hat{L}^a$$ | $$\hat{L}^b$$ | $$\hat{L}^c$$ | $$\hat{L}^d$$ | $$\hat{L}^e$$ |
|---------------|---------------|---------------|---------------|---------------|
| $$\hat{L}^a$$ | 0             | 0             | $$\hat{L}^b$$ | $$\hat{L}^c$$ |
| $$\hat{L}^b$$ | 0             | $$\hat{L}^b$$ | 0             | 0             |
| $$\hat{L}^c$$ | 0             | 0             | 0             | 0             |
| $$\hat{L}^d$$ | 0             | $$\hat{L}^e$$ | 0             | 0             |

C. Parametrization of the effective vertices, the effective Liouvillian, and the current kernel

Using the superoperator algebra defined in the previous subsection, the bare vertex (150) can be written as

$$\hat{G}^{(0)}_{11'} = \sum_i \hat{G}^{(0)}_{i11'} = \frac{1}{2} J^{(0)}_{\alpha\alpha'} (L^+ + L^-) \cdot \gamma_{\sigma\sigma'}$$

$$= -\frac{1}{2} J^{(0)}_{\alpha\alpha'} L^2 \gamma_{\sigma\sigma'} \cdot \gamma_{\sigma\sigma'}.$$  \hspace{1cm} (179)

Analogously, the bare current vertex (151) is

$$\hat{I}^{(0)}_{11'} = \frac{1}{2} \hat{G}^{(0)}_{11'} = \frac{1}{2} J^{(0)}_{\alpha\alpha'} (\hat{L}_{\sigma\sigma'} + \hat{L}_{\sigma\sigma'}^3),$$ \hspace{1cm} (180)

and similarly, the vertex $$\hat{G}^{(0)}_{11'}$$ [cf. Eq. (155)] is

$$\hat{G}^{(0)}_{11'} = \frac{1}{2} J^{(0)}_{\alpha\alpha'} (\hat{L}_{\sigma\sigma'} + \hat{L}_{\sigma\sigma'}^3).$$ \hspace{1cm} (181)

However, the trace over $$\hat{L}^3$$ vanishes [cf. Eq. (160)], such that this part does not contribute to the current. Therefore, when the trace is taken from the left, it is sufficient to include the term $$\sim \hat{L}_{\sigma\sigma'}$$ in the current vertex:

$$\text{Tr} \hat{I}^{(0)}_{11'} = \frac{1}{2} \gamma_{\sigma\sigma'} J^{(0)}_{\alpha\alpha'} \text{Tr} \hat{L}_{\sigma\sigma'}. \hspace{1cm} (182)$$

In the following, we will omit the trace when considering the current vertex or the current kernel and always imply implicitly that it is taken from the left, i.e., we use

$$\hat{I}^{(0)}_{11'} = \frac{1}{2} \gamma_{\sigma\sigma'} J^{(0)}_{\alpha\alpha'} \hat{I}_{\sigma\sigma'}.$$ \hspace{1cm} (183)

To find a convenient parametrization of all superoperators during the entire RG flow, we use the symmetry properties [cf. Eqs. (177) and (178), which also apply for the current vertex and the current kernel]

$$G_{11'}(E) = -G_{11'}^c(E), \quad G_{11'}^c(E) = -G_{11'}(E), \hspace{1cm} (184)$$

$$G_{11'}^{-}(E) = -G_{11'}^c(-E^*), \quad G_{11'}^c(E)^c = -G_{11'}^{-}(E)^c, \hspace{1cm} (185)$$

$$L(E)^c = -L(-E^*), \quad \Sigma(E)^c = -\Sigma(-E^*). \hspace{1cm} (186)$$

the property that the effective Liouvillian and the effective vertex have zero trace [Eq. (79)],

$$\text{Tr} L(E) = 0, \quad \text{Tr} G_{11'}(E) = 0,$$ \hspace{1cm} (187)

charge conservation, and spin-rotational invariance.

Spin-rotational invariance limits the terms which contribute to the superoperators to the basis superoperators $$\hat{G}_{\alpha\alpha'}^{a,b,1,2,3}$$, which have been introduced in the previous subsection.

From Eq. (184) and charge conservation, we can deduce for the effective vertex and the effective current vertex that

$$G_{11'}(E) \sim \delta_{\eta,-\eta'}, \quad G_{11'}^c(E) \sim \delta_{\eta,-\eta'}, \hspace{1cm} (188)$$

and that they can be described using $$\hat{G}_{11'}(E)$$ and $$\hat{G}_{11'}^c(E)$$, which depend only on the reservoir and spin indices (such that $$1 \equiv \alpha\sigma$$ on the right-hand side of the following equations):

$$G_{11'}(E) = \begin{cases} \hat{G}_{11'}(E), & \text{for } \eta = -\eta', +, \\ -\hat{G}_{11'}^c(E), & \text{for } \eta = -\eta', -. \end{cases} \hspace{1cm} (189)$$

$$I_{11'}(E) = \begin{cases} \hat{I}_{11'}(E), & \text{for } \eta = -\eta', +, \\ -\hat{I}_{11'}^c(E), & \text{for } \eta = -\eta', -. \end{cases} \hspace{1cm} (190)$$

Because the trace of $$G_{11'}(E)$$ is zero, $$\hat{G}_{11'}(E)$$ cannot contain any terms $$\sim \hat{L}^1, L^b$$:

$$\hat{G}_{11'}(E) = \sum_{\chi=a,2,3} G_{\alpha\alpha'}^{\chi}(E) \hat{L}_{\sigma\sigma}'\chi. \hspace{1cm} (191)$$

Comparing with the bare vertex (179) shows that

$$G^{(0)}_{\alpha\alpha'}(E) = -J^{(0)}_{\alpha\alpha'}.$$ \hspace{1cm} (192)

$$G^2$$ thus describes the exchange coupling and is related to $$\hat{L}^3$$ or $$\hat{L}^\gamma$$, which multiply any operator with $$\hat{S}$$ either from the left or from the right.

On the other hand, $$G^3$$ is generated from higher-order terms during the RG flow, and the corresponding superoperator $$\hat{L}^3$$ has a more complicated matrix structure in Liouville space, which mixes all states. $$G^3$$ is important for the generation of the current rate.

Finally, $$G^a$$ is a term that does not induce any spin flips, but can be interpreted as potential scattering. It will turn out that no contributions to $$G^a$$ will be generated by the RG even in next-to-leading order.

For the current vertex, only the superoperators which have a non-zero trace are of interest because the others do not contribute to the current. Therefore, we can make the ansatz

$$\hat{I}_{11'}(E) = \sum_{\chi=a,b,1} I_{\alpha\alpha'}^{\chi}(E) \hat{L}_{\sigma\sigma}'\chi. \hspace{1cm} (193)$$

Comparing with the bare current vertex (183) yields

$$\hat{I}_{\alpha\alpha'}^{(0)} = \frac{1}{2} \gamma_{\sigma\sigma'} J^{(0)}_{\alpha\alpha'} = -\frac{1}{4} (\delta_{\alpha\gamma} - \delta_{\alpha'\gamma'}) J^{(0)}_{\alpha\alpha'}. \hspace{1cm} (194)$$
\( I^\gamma \) thus corresponds to an exchange coupling which is responsible for the current flow. It will turn out that the coupling \( I^b \) is not important.

Similar considerations apply for the effective Liouvillian and the current kernel: the former has zero trace, and for the latter, only superoperators with non-zero trace are interesting. Moreover, only the scalar basis superoperators \( \hat{L}^{a,b} \) are suitable for them. This motivates the ansatz

\[
L(E) = -i\Gamma(E)L^a, \quad \Sigma(E) = i\Gamma_\gamma(E)L^b.
\]

Because of the symmetry properties (184)–(186), the quantities \( G^{\alpha\alpha'}_{\alpha\alpha'}(E), \Gamma^{\alpha\alpha'}_{\alpha\alpha'}(E), \Gamma_\gamma(E) \) fulfill

\[
\Gamma(E)^* = \Gamma(-E^*),
\]

\[
\Gamma_\gamma(E)^* = \Gamma_\gamma(-E^*),
\]

\[
G^{\alpha\alpha'}_{\alpha\alpha'}(E)^* = -G^{\alpha\alpha'}_{\alpha\alpha'}(-E^*),
\]

\[
G^{\alpha\alpha'}_{\alpha\alpha'}(E) = G^{\alpha\alpha'}_{\alpha\alpha'}(-E^*),
\]

\[
\Gamma^{\alpha\alpha'}_{\alpha\alpha'}(E)^* = -\Gamma^{\alpha\alpha'}_{\alpha\alpha'}(-E^*),
\]

\[
\Gamma^{\alpha\alpha'}_{\alpha\alpha'}(E) = -\Gamma^{\alpha\alpha'}_{\alpha\alpha'}(-E^*).
\]

**D. Spin dynamics, current, and differential conductance**

The information about the physical observables is contained in \( \Gamma(E) \) and \( \Gamma_\gamma(E) \). \( \Gamma(E) \) is the spin relaxation/decoherence rate. Due to Eq. (161), the expectation value of the spin is given for any local density matrix \( \rho \) by

\[
\langle S \rangle = \frac{1}{2} \text{Tr} \left\{ L^1 \rho \right\}.
\]

Using Eq. (162) and the representation \( L(E) = -i\Gamma(E)L^a \) for the Kondo model, we get

\[
\langle S \rangle (E) = \frac{1}{2} \text{Tr} \left\{ L^1 \rho(E) \right\} = \frac{1}{2} \text{Tr} \left\{ \frac{i}{E + i\Gamma(E)} L^1 \rho(t_0) \right\} = \frac{i}{E + i\Gamma(E)} \langle S \rangle (t_0),
\]

where we have used that \( L^1 L^a = L^1 \).

To obtain an expression for the current, we substitute Eq. (195) into Eq. (63):

\[
\langle I_\gamma \rangle (E) = i\Gamma_\gamma(E) \text{Tr} \frac{1}{E + i\Gamma(E)} L^b \rho(t_0). \tag{205}
\]

Using Eqs. (161) and (163) yields

\[
\langle I_\gamma \rangle (E) = \frac{i}{E} \Gamma_\gamma(E) = 2\frac{e}{h} \frac{i}{E} \pi \Gamma_\gamma(E), \tag{206}
\]

where we have used that \( e = h = 1 \) in our units. The stationary current is then [according to Eq. (39)]

\[
\langle I_\gamma \rangle^{st} = \Gamma_\gamma (i0^+) = 2\frac{e}{h} \Gamma_\gamma (i0^+). \tag{207}
\]

To find a convenient description of the differential conductance, we express variations of the current rate with a tensor \( H^\gamma_{\alpha\alpha'}(E) \), which is defined by

\[
\pi \delta \Gamma_\gamma(E) = \sum_{\alpha\alpha'} H^\gamma_{\alpha\alpha'}(E) (\delta \mu_\alpha - \delta \mu_{\alpha'}), \tag{208}
\]

\[
H^\gamma_{\alpha\alpha'}(E)^* = -H^\gamma_{\alpha'\alpha}(E^*). \tag{209}
\]

Current conservation implies that

\[
\sum_{\gamma} \langle I_\gamma \rangle (E) = 0 \Rightarrow \sum_{\gamma} H^\gamma_{\alpha\alpha'}(E) = 0. \tag{210}
\]

The conductance tensor \( G^\gamma_{\alpha\alpha'}(E) \) is defined by

\[
G^\gamma_{\alpha\alpha'}(E) = H^\gamma_{\alpha\alpha'}(E) - H^\gamma_{\alpha'\alpha}(E), \tag{211}
\]

and fulfills

\[
G^\gamma_{\alpha\alpha'}(E) = -G^\gamma_{\alpha'\alpha}(E), \tag{212}
\]

\[
G^\gamma_{\alpha\alpha'}(E)^* = -G^\gamma_{\alpha'\alpha}(-E^*), \tag{213}
\]

\[
\sum_{\gamma} G^\gamma_{\alpha\alpha'}(E) = 0. \tag{214}
\]

The conductance tensor permits us to write the variation of the current as

\[
\delta \langle I_\gamma \rangle (E) = \frac{i}{E} G_0 \sum_{\alpha\alpha'} G^\gamma_{\alpha\alpha'}(E) (\delta V_\alpha - \delta V_{\alpha'}) \tag{215}
\]

\[
= \frac{i}{E} G_0 \sum_{\alpha<\alpha'} G^\gamma_{\alpha\alpha'}(E) (\delta V_\alpha - \delta V_{\alpha'}) \tag{216}
\]

\[
= \frac{i}{E} G_0 \sum_{\alpha} \left\{ \sum_{\alpha'} G^\gamma_{\alpha\alpha'}(E) \right\} \delta V_\alpha, \tag{217}
\]

where

\[
G_0 = \frac{2e^2}{h}, \tag{218}
\]

and \( \mu_\alpha = eV_\alpha \).

**E. Shorthand notations**

Before we discuss the initial conditions for the RG flow, and the RG equations for all couplings and rates, we summarize some shorthand notations which will be useful in the following.

For the vertex \( G \) (and similarly for the current vertex \( I^\gamma \)), we use different notations, where the multiindex 1
always contains the reservoir index, and optionally the spin index, and the index $\eta$:

$$G_{11'} \equiv G_{\eta\alpha\sigma', \eta'\alpha'\sigma}, \quad 1 \equiv \eta \alpha \sigma, \quad 1 \equiv \eta \alpha \sigma,$$

$$\hat{G}_{11'} \equiv G_{\eta\alpha\sigma', \eta'\alpha'\sigma}, \quad 1 \equiv \alpha \sigma,$$

$$G_{11'}^X \equiv G_{\alpha'\alpha''}^X, \quad 1 \equiv \alpha.$$

A hat always indicates that the index $\eta$ is not included. Analogously, we define energies which are shifted by the chemical potentials of the leads:

$$\hat{E}_{1...n} = E + \hat{\mu}_{1...n},$$

$$\hat{\mu}_{12} = \mu_{12} - \mu_{22},$$

$$\hat{\mu}_{1234} = \hat{\mu}_{12} + \hat{\mu}_{34}, \text{ etc.},$$

We will replace the relevant vertex functions $G^2$, $G^3$, and $I^1$ by the more convenient

$$J_{11'}(E) = -G_{11'}^2(E),$$

$$K_{11'}(E) = -\frac{2}{\pi} G_{11'}^3(\hat{E}_{11'}),$$

$$I_{11'}(E) = -4I_{11'}^1(E).$$

We note that the last symbol $I^1_{11'}$ is not unambiguous since it was also defined for the full current vertex with $1 \equiv \eta \alpha \sigma$. However, in the context it will always be clear whether we consider the case $1 \equiv \alpha$ or $1 \equiv \eta \alpha \sigma$.

From the symmetry properties of the original vertex functions, we can conclude

$$J_{11'}(E)^* = J_{11'}(-E^*),$$

$$K_{11'}(E)^* = K_{11'}(-E^*),$$

$$I_{11'}(E)^* = -I_{11'}(-E^*).$$

### F. Initial conditions

The initial conditions for the RG flow at high energies $E$ are determined using a perturbative calculation as outlined in Sec. $\text{[3]}$. The idea is to find those terms in lowest order in $J_{0\alpha}^{(0)}$ which are universal and not logarithmically divergent.

#### 1. Vertex functions

The initial values for $J_{\alpha\alpha'}(E)$ and $I_{\alpha\alpha'}(E)$ are already known, cf. Eqs. $[\text{192}]$ and $[\text{193}]$:

$$J_{\alpha\alpha'} = -G_{\alpha\alpha'}^2 \rightarrow J_{\alpha\alpha'}^{(0)},$$

$$I_{\alpha\alpha'}^{(0)} = -4J_{\alpha\alpha'}^{(0)} \rightarrow (\delta_{\alpha\alpha'} - \delta_{\alpha'\alpha}) J_{\alpha\alpha'}^{(0)}.$$

The initial condition for $K_{\alpha\alpha'}(E) = -i\frac{2}{\pi} G_{\alpha\alpha'}^3 (\hat{E}_{\alpha'\alpha})$ is determined by considering the lowest order diagrams for the effective vertex, and disregarding non-universal terms and logarithmic terms. The result is [cf. Eq. $[\text{128}]$:

$$\bar{G}_{12}(E) = \bar{G}_{12}^{(0)} - \frac{\pi}{2} \left\{ \bar{G}_{13}^{(0)} \bar{G}_{32}^{(0)} - \bar{G}_{32}^{(0)} \bar{G}_{13}^{(0)} \right\}.$$  

(233)

For the Kondo model, the bare vertices $\bar{G}_{12}^{(0)}$ and $\bar{G}_{32}^{(0)}$ are given by Eqs. $[\text{179}]$ and $[\text{181}]$, respectively. Using the superoperator algebra yields

$$\bar{G}_{13}^{(0)} \bar{G}_{32}^{(0)} = -\frac{1}{2} J_{0\alpha\alpha'}^{(0)} J_{0\alpha\alpha'}^{(0)} \hat{L}_1^2 \hat{L}_3^3,$$

(234)

and

$$\bar{G}_{13}^{(0)} \bar{G}_{32}^{(0)} = -\frac{1}{2} J_{0\alpha\alpha'}^{(0)} J_{0\alpha\alpha'}^{(0)} \hat{L}_1^2 \hat{L}_3^3 \hat{L}_1^2 \hat{L}_3^3.$$

(235)

Finally, the initial condition for the vertex is

$$\bar{G}_{12}(E = iD) = -J_{0\alpha\alpha'}^{(0)} \hat{L}_1^2 \hat{L}_3^3 + i \frac{\pi}{2} J_{0\alpha\alpha'}^{(0)} J_{0\alpha\alpha'}^{(0)} \hat{L}_1^2 \hat{L}_3^3.$$  

(236)

This means that the initial value for the vertex function $G^3$ is

$$G_{12}^{(0)} = \frac{\pi}{2} J_{0\alpha\alpha'}^{(0)} J_{0\alpha\alpha'}^{(0)}$$  

(237)

and for the corresponding simplified function

$$K_{12}^{(0)} = J_{0\alpha\beta}^{(0)} J_{0\alpha\beta}^{(0)} = \left[ \left( J_{0\alpha\beta}^{(0)} \right)^2 \right]_{\alpha \beta},$$  

(238)

where, in the last equation, we imply matrix multiplication w.r.t. the reservoir indices.

#### 2. Effective Liouvillian and current kernel

The perturbative solution for the effective Liouvillian for $T, V \ll |E| \ll D$ is given by Eq. $[\text{128}]$. The condition $[\text{130}]$ is fulfilled,

$$\bar{G}_{12}^{(0)} \bar{G}_{21}^{(0)} = 2 \bar{G}_{12}^{(0)} \bar{G}_{32}^{(0)} = J_{0\alpha\beta}^{(0)} J_{0\alpha\beta}^{(0)} \text{Tr}_{\sigma} \hat{L}_1^2 \hat{L}_3^3,$$

(239)

such that all terms $\sim D$ vanish. Nevertheless, as already outlined in Section $\text{[4]}$, the problem with the initial condition for the effective Liouvillian is that it contains non-universal terms which cannot be neglected because they are proportional to the Fourier variable and hence very large for $E = iD$. Therefore, we will use an alternative scheme to find the initial condition for the Liouvillian, which will be discussed in Sec. $\text{[5]}$. 


However, for the derivative of the Liouvillian and for its variation, the linear terms in $E$ can be omitted, and we can use Eqs. (133) and (139).

\[ Z(E = iD) = 1, \]
\[ \delta L(E = iD) = -i \frac{\pi}{2} G_{12}^{(0)} \Delta \phi_{12}^{(0)} \delta \phi_{12}^{(0)} + i \frac{\pi}{4} J_{12}^{(0)} J_{21}^{(0)} \phi_{12}^{(0)} \phi_{21}^{(0)} \text{Tr}_\sigma \hat{L}^2 \left( \hat{L}^1 + \hat{L}^3 \right) = 0. \]  

This gives
\[ \delta \Gamma(E = iD) = 0. \]  

For the perturbative calculation of the current kernel $\Sigma_{\gamma}(E)$ for $T, V \ll |E| \ll D$, we have to replace the first vertex $G_{12}^{(0)}$ of Eq. (128) by the vertex $I_{12}^{(0)}$ and omit the first term $L^{(0)}$. Using $L^{(0)} = 0$ for the Kondo model without magnetic field, we obtain

\[
\begin{align*}
\Sigma_{\gamma}(E) = & \frac{1}{2} I_{12}^{(0)} \left[ -i \frac{\pi}{2} \delta \phi_{12}^{(0)} + E_{12} \ln \frac{-iE_{12}}{D} \right. \\
& + \frac{1}{4} \left( \frac{\pi^2}{4} - 3 \right) E_{12} - \frac{\pi}{2} (D + iE) \right] G_{21}^{(0)pp} \\
= & -i \frac{\pi}{2} \delta \phi_{12}^{(0)} G_{21}^{(0)} - \frac{\pi}{2} (D + iE) I_{12}^{(0)} G_{21}^{(0)} \\
& + \left[ \hat{E}_{12} \ln \frac{-i\hat{E}_{12}}{D} + \frac{1}{4} \left( \frac{\pi^2}{4} - 3 \right) \hat{E}_{12} \right] \hat{I}_{12}^{(0)} G_{21}^{(0)}.
\end{align*}
\]

Inserting Eqs. (179), (181), and (183) for the vertices, we find that, except for the first one, all terms are zero due to

\[
\begin{align*}
\hat{I}_{12}^{(0)} G_{21}^{(0)} &= \tilde{c}_{12}^{(0)} G_{21}^{(0)} \\
= & -\frac{1}{8} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)} \text{Tr}_\sigma \hat{L}^1 \left( \hat{L}^1 + \hat{L}^3 \right) = 0, \\
W(\hat{E}_{12}) \hat{I}_{12}^{(0)} G_{21}^{(0)} &= W(\hat{E}_{12}) \tilde{c}_{12}^{(0)} G_{12}^{(0)} \\
= & -\frac{1}{2} W(\hat{E}_{12}) \tilde{c}_{12}^{(0)} J_{12}^{(0)} J_{21}^{(0)} \text{Tr}_\sigma \hat{L}^1 \hat{L}^2 = 0,
\end{align*}
\]

where $1 \leftrightarrow 2$ was used in the first relation, and $\text{Tr}_\sigma \hat{L}^1 \hat{L}^2 = \text{Tr}_\sigma \hat{L}^1 = 0$ in the second one. Here, $W(E)$ denotes any function of $E$.

The first term of Eq. (243) can be evaluated as

\[ \Sigma_{\gamma}(E = iD) = \frac{i}{16} \delta \phi_{12}^{(0)} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)} \text{Tr}_\sigma \hat{L}^1 \left( \hat{L}^1 + \hat{L}^3 \right) = \frac{3\pi}{8} \delta \phi_{12}^{(0)} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)} \hat{L}^b, \]

where we have used

\[ \text{Tr}_\sigma \hat{L}^1 \left( \hat{L}^1 + \hat{L}^3 \right) = \text{Tr}_\sigma \hat{L}^1 \hat{L}^b = 6 \hat{L}^b. \]

Using the representation $\Sigma_{\gamma}(E) = i \Gamma_{\gamma}(E)$ for the current kernel, this results in the initial value

\[ \Gamma_{\gamma}(E = iD) = \frac{3\pi}{8} \delta \phi_{12}^{(0)} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)} \]

for the current rate. The variation of the current rate is

\[ \delta \Gamma_{\gamma}(E = iD) = \frac{3\pi}{8} \delta \phi_{12}^{(0)} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)}, \]

and the initial values of the tensors $H_{12}^\gamma$ and $G_{12}^\gamma$, defined in Eqs. (208) and (211), respectively, are therefore

\[ H_{12}^\gamma(E = iD) = \frac{3\pi^2}{8} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)}, \]

\[ G_{12}^\gamma(E = iD) = \frac{3\pi^2}{4} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)}. \]

### 3. Summary of the initial conditions

At high energies, $E = iD$, we found the following initial conditions for the isotropic Kondo model without magnetic field:

\[ G_{12}^\gamma(E = iD) = -J_{12}^{(0)}, \]

\[ G_{12}^\gamma(E = iD) = \frac{i}{2} \frac{\gamma}{2} J_{13}^{(0)} J_{32}^{(0)}, \]

\[ K_{12}^\gamma(E = iD) = J_{13}^{(0)} J_{32}^{(0)}, \]

\[ I_{12}^\gamma(E = iD) = \frac{1}{4} (\delta_{12} - \delta_{21}) J_{12}^{(0)}, \]

\[ I_{12}^\gamma(E = iD) = (\delta_{12} - \delta_{21}) J_{12}^{(0)}, \]

\[ Z(E = iD) = 1, \]

\[ \delta \Gamma(E = iD) = 0, \]

\[ \Gamma_{\gamma}(E = iD) = \frac{3\pi}{8} \delta \phi_{12}^{(0)} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)}, \]

\[ \delta \Gamma_{\gamma}(E = iD) = \frac{3\pi}{8} \delta \phi_{12}^{(0)} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)}, \]

\[ H_{12}^\gamma(E = iD) = \frac{3\pi^2}{8} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)}, \]

\[ G_{12}^\gamma(E = iD) = \frac{3\pi^2}{4} (\delta_{12} - \delta_{21}) J_{12}^{(0)} J_{21}^{(0)}. \]

### G. RG equations

We will now discuss how the generic RG equations for the effective Liouvillian (112), for the effective vertex (113), the variation of the effective Liouvillian (138), and the corresponding equations for the current vertex and the current kernel are evaluated for the isotropic Kondo model.
1. Strategy for the selection and evaluation of diagrams

It has been shown in Sec. that the initial conditions for the vertex functions at \( E = iD \) fulfill
\[
J(E = iD) \sim G^2(E = iD) \sim J(0), \quad (261)
\]
\[
K(E = iD) \sim G^3(E = iD) \sim [J(0)]^2, \quad (262)
\]
\[
\Gamma(E = iD) \sim \Gamma^1(E = iD) \sim J(0), \quad (263)
\]
where we have omitted the reservoir indices. For arbitrary \( E \), we use
\[
J_{12}(E) = -G_{12}^2(E) \quad (264)
\]
as a reference scale for the RG flow, in the sense that we consider all quantities, such as vertex functions and rates, in leading and subleading order in \( J_{12}(E) \). We will see that the relations
\[
K(E) \sim [J(E)]^2, \quad \Gamma(E) \sim J(E) \quad (265)
\]
still hold during the RG flow.

It will be shown later [cf. Eq. (358)] that the behavior of the scale \( J \) at large \( E \) is (note that we omit the reservoir indices and the Fourier variable for simplicity)
\[
\frac{\partial J}{\partial E} \sim \frac{1}{E} J^2, \quad (266)
\]
which implies
\[
\frac{\partial}{\partial E} J^n \sim \frac{1}{E} J^{n+1}. \quad (267)
\]
This means that we have to include the following terms on the right-hand side for \( J \) and other quantities which are \( \sim J \) at large \( E \):
\[
\sim \frac{1}{E} J^2 \quad \text{(leading order), or} \quad (268)
\]
\[
\sim \frac{1}{E} J^3 \quad \text{(subleading order).} \quad (269)
\]
This includes the current vertex \( \Gamma \), which is \( \sim J \) according to the initial condition \( [193] \), and the rate \( \Gamma \), which is \( \sim J \) because we will show that the right-hand side of its RG equation is \( \sim \frac{1}{E} J^2 \) in leading order [cf. Eq. (353)]. In the RG equations for these quantities, we discard terms such as
\[
\frac{1}{E} J^4, \quad \frac{\Delta}{E^2} J^3, \quad (270)
\]
which are of higher order in \( J \) or have a prefactor \( \Delta \), where \( \Delta \) is an energy scale, like, e.g., the voltage \( V \), which fulfills \( |\Delta| \ll |E| \).

On the other hand, \( K \) and \( \Gamma_1 \) are \( \sim J^2 \) according to the initial conditions [238 and 240]. Therefore, we have to consider all terms
\[
\sim \frac{1}{E} J^3 \quad \text{(leading order), or} \quad (271)
\]
\[
\sim \frac{1}{E} J^4 \quad \text{(subleading order)} \quad (272)
\]
on the right-hand side of their RG equations in order to cover all important contributions.

There are still two special cases which have to be considered separately, namely, the coupling \( G^a \) and the variation \( \delta \Gamma \) of the rate \( \Gamma \):

- We will show later [cf. Eq. (327)] that the part \( G^a \) of the vertex is \( G^a \sim \frac{1}{E} J^2 \) in leading order. Therefore, its contribution to the right-hand side of the effective vertex, the current vertex, and the effective Liouvillian (which are all \( \sim J \) in leading order) is at least of the order
\[
\frac{1}{E} J G^a \sim \frac{V}{E^2} J^3 \quad (273)
\]
and can thus be neglected. Therefore, it is not necessary to include \( G^a \) in the calculations.

- The leading order term on the right-hand side of \( \delta \Gamma \) [Eq. (133)] is \( \sim \frac{1}{E} J^2 \), which makes \( \delta \Gamma \) itself \( \sim J \) in leading order. Considering subleading terms \( \sim \frac{1}{E} J^3 \) on the right-hand side, which cause contributions \( \sim J^2 \) to \( \delta \Gamma \) is not necessary because it would only result in additional terms \( \sim \frac{1}{E} J^4 \) beyond the subleading order on the right-hand side of Eq. (158), and, as we will see later [cf. Eq. (384)], terms \( \sim \frac{1}{E} J^5 \) beyond the subleading order in the analogous RG equation for \( \delta \Gamma_3 \).

An overview of the orders up to which the terms on the right-hand side have to be considered for the different vertex couplings and rates is shown in Table III.

| \hline | r.h.s. (leading order) | r.h.s. (subleading order) |
|---|---|---|
| \( J \) | \( \sim \frac{1}{E} J^2 \) | \( \sim \frac{1}{E} J^3 \) |
| \( K \) | \( \sim \frac{1}{E} J^3 \) | \( \sim \frac{1}{E} J^4 \) |
| \( G^a \) | | |
| \( \Gamma \) | \( \sim \frac{1}{E} J^2 \) | \( \sim \frac{1}{E} J^3 \) |
| \( \delta \Gamma \) | \( \sim \frac{1}{E} J^2 \) | \( \sim \frac{1}{E} J^3 \) |
| \( \delta \Gamma_3 \) | \( \sim \frac{1}{E} J^3 \) | \( \sim \frac{1}{E} J^4 \) |

TABLE III: This table shows the order \( \sim J \) up to which the terms on the right-hand side of the RG equations have to be considered for all relevant vertex couplings and rates.

2. Propagators and frequency integrals

For the isotropic Kondo model, the effective Liouvillian \( L(E) = -i \Gamma(E) L^a \) has a threefold degenerate eigenvalue \( -i \Gamma(E) \). The fourth eigenvalue zero cannot occur in resolvents between vertices (according to Ref. 33, this follows from the fact that only the vertices which are averaged over the Keldysh indices appear in the RG equations).
Therefore, we can always replace the quantities \( \chi(E) \) and \( Z(E) \), defined in Eq. (116), which are superoperators in Liouville space, according to

\[
\chi(E) = Z(E) [E - L(E)] \to Z(E) [E + i\Gamma(E)], \quad (274)
\]

\[
Z(E) = \frac{1}{1 - \frac{d}{dE}L(E)} \to \frac{1}{1 + i \frac{d}{dE} \Gamma(E)} \quad (275)
\]

by complex numbers. We use the shorthand notations

\[
\chi_{1...n} = \chi (E_{1...n}), \quad (276)
\]

\[
Z_{1...n} = Z (E_{1...n}) \quad (277)
\]

for these in the following.

Consequently, also the propagator

\[
\Pi_{1...n} = \Pi (E_{1...n}) = \frac{Z_{1...n}}{\omega_{1...n} + \chi_{1...n}} \quad (278)
\]

is a complex number.

This permits us to simplify the RG equations (117), (118), and (138) by factoring out all frequency-dependent parts, and separating the frequency-integrations from the evaluation of the frequency-independent vertex superoperators in Liouville space.

The frequency integrals which are required for the evaluation of the RG equations are

\[
F_{12}^{(1)} = Z_{12} \int d\omega \int d\omega' \frac{f'(\omega)f'(\omega')}{\omega + \omega' + \chi_{12}}, \quad (279)
\]

\[
F_{12,34}^{(1)} = Z_{12}Z_{34} \int d\omega \int d\omega' \frac{f'(\omega)f'(\omega')}{(\omega + \omega' + \chi_{12})(\omega + \omega' + \chi_{34})}, \quad (280)
\]

\[
F_{12,34}^{(2)} = Z_{12} \int d\omega \int d\omega' \frac{F_{34}(\omega)f'(\omega)f'(\omega')}{\omega + \omega' + \chi_{12}}, \quad (281)
\]

\[
F_{12}^{(3)} = -Z_{12} \int d\omega \frac{f'(\omega)}{\omega + \chi_{12}}, \quad (282)
\]

\[
F_{12,34}^{(4)} = Z_{12} \int d\omega \frac{F_{34}(\omega)f'(\omega)}{\omega + \chi_{12}}, \quad (283)
\]

where \( F_{1...n}(\omega) \) is a shorthand notation for

\[
F_{1...n}(\omega) = F (E_{1...n}, \omega), \quad (284)
\]

which has been defined in Eq. (119). The evaluation of these integrals will be discussed in Appendix A.

Note that the first two of these integrals fulfill the relation

\[
Z_{12}F_{12}^{(1)} = F_{12,12}^{(1)}, \quad (285)
\]

which can be shown using integration by parts.

Using these integrals, the RG equations (117), (118), and (138) can be written as

\[
\frac{\partial^2}{\partial E^2}L(E) = \frac{1}{2} G_{12}(E)G_{23}(E_{12})F_{12}^{(1)} + G_{12}(E)G_{23}(E_{12})G_{34}(E_{13}) \left[ F_{13,12}^{(2)} + F_{12,13}^{(2)} \right], \quad (286)
\]

\[
\frac{\partial}{\partial E}G_{12}(E) = \left[ G_{13}(E)G_{32}(E_{13})F_{13}^{(3)} + G_{34}(E)G_{41}(E_{34})G_{32}(E_{13})F_{13,34}^{(4)} + G_{13}(E)G_{24}(E_{13})G_{43}(E_{1234})F_{13,1234}^{(4)} - (1 \leftrightarrow 2) \right] - \frac{1}{2} G_{34}(E)G_{12}(E_{13})G_{13}(E_{1234})F_{13,1234}^{(1)}, \quad (287)
\]

\[
\frac{\partial}{\partial E}\delta L(E) = \frac{1}{2} \delta \mu_{12} G_{12}(E)G_{23}(E_{12})F_{12}^{(1)} - \frac{1}{2} G_{12}(E)Z_{12}\delta L(E_{12})G_{23}(E_{12})F_{12}^{(1)} + G_{12}(E)G_{23}(E_{12})G_{34}(E_{13}) \left[ \delta \mu_{13} F_{13,12}^{(2)} + \delta \mu_{12} F_{12,13}^{(2)} \right]. \quad (288)
\]
vertex $G$ with a current vertex $\Gamma^\dagger$. 

3. Summation over $\eta$ indices

To perform the sum over the $\eta$ indices in the RG equations, we use Eqs. (189) and (190) and the shorthand notations $\hat{\mathcal{E}}_{12}^{(k)}$ for the quantities with a hat, which do not depend on the $\eta$ indices any more. We adopt the same notation for $Z_{12}$, $\chi_{12}$, and the integrals $\hat{F}_{12}^{(k)}$ and $\hat{F}_{12,34}^{(k)}$, and define that $\hat{Z}_{12}$, $\hat{\chi}_{12}$, $\hat{F}_{12}^{(k)}$, and $\hat{F}_{12,34}^{(k)}$ do not depend on the $\eta$ indices any more, and that always $\eta_1 = -\eta_2 = \eta_3 = \eta_4 = +$.

We now perform the summation in the different terms in the RG equations for $L(E)$, $\delta L(E)$, and $G_{12}(E)$.

a. Terms in the RG equation for $L(E)$: The leading order terms are

$$
\frac{1}{2} G_{12}(E) G_{21}(E_{12}) F_{12}^{(1)}
= \frac{1}{2} \hat{G}_{12}(E) \hat{G}_{21}(E_{12}) \hat{F}_{12}^{(1)}
+ \frac{1}{2} \left[ -\hat{G}_{21}(E) \right] \left[ -\hat{G}_{12}(E_{21}) \right] \hat{F}_{21}^{(1)}
= \hat{G}_{12}(E) \hat{G}_{21}(E_{12}) \hat{F}_{12}^{(1)},
$$

(289)

where we have exchanged the indices 1 and 2 in the second term to merge it with the first one.

The subleading order terms are

$$
G_{12}(E) G_{23}(E_{12}) G_{31}(E_{13}) \left[ F_{13,12}^{(2)} + F_{12,13}^{(2)} \right]
= \hat{G}_{12}(E) \hat{G}_{23}(E_{12}) \hat{G}_{31}(E_{13}) \left[ \hat{F}_{13,12}^{(2)} + \hat{F}_{12,13}^{(2)} \right]
- \hat{G}_{23}(E) \hat{G}_{31}(E_{21}) \hat{G}_{13}(E_{31}) \left[ \hat{F}_{31,23}^{(2)} + \hat{F}_{23,31}^{(2)} \right]
= \hat{G}_{12}(E) \hat{G}_{23}(E_{12}) \hat{G}_{31}(E_{13}) \left[ \hat{F}_{13,12}^{(2)} + \hat{F}_{12,13}^{(2)} \right]
- \hat{G}_{12}(E) \hat{G}_{31}(E_{12}) \hat{G}_{23}(E_{32}) \left[ \hat{F}_{32,12}^{(2)} + \hat{F}_{12,32}^{(2)} \right].
$$

(290)

b. Terms in the RG equation for $\delta L(E)$: Very similar considerations apply to the terms that contribute to the renormalization of $\delta L(E)$, even though some of them contain an additional factor $\delta \mu_{12}$. We find

$$
\frac{1}{2} \delta \mu_{12} G_{12}(E) G_{21}(E_{12}) F_{12}^{(1)}
= \delta \mu_{12} \hat{G}_{12}(E) \hat{G}_{21}(E_{12}) \hat{F}_{12}^{(1)}
$$

(291)

for the leading order terms,

$$
- \frac{1}{2} G_{12}(E) Z_{12} \delta L(E_{12}) G_{21}(E_{12}) F_{12}^{(1)}
= - \hat{G}_{12}(E) \hat{Z}_{12} \delta L(E_{12}) \hat{G}_{21}(E_{12}) \hat{F}_{12}^{(1)}
$$

(292)

for the terms which contain $\delta L$, and

$$
G_{12}(E) G_{23}(E_{12}) G_{31}(E_{13}) \left[ \delta \mu_{13} F_{13,12}^{(2)} + \delta \mu_{12} F_{12,13}^{(2)} \right]
= \hat{G}_{12}(E) \hat{G}_{23}(E_{12}) \hat{G}_{31}(E_{13}) \left[ \delta \mu_{13} \hat{F}_{13,12}^{(2)} + \delta \mu_{12} \hat{F}_{12,13}^{(2)} \right]
- \hat{G}_{21}(E) \hat{G}_{32}(E_{21}) \hat{G}_{13}(E_{31}) \left[ \delta \mu_{13} \hat{F}_{31,23}^{(2)} + \delta \mu_{12} \hat{F}_{23,31}^{(2)} \right]
= \hat{G}_{12}(E) \hat{G}_{23}(E_{12}) \hat{G}_{31}(E_{13}) \left[ \delta \mu_{13} \hat{F}_{13,12}^{(2)} + \delta \mu_{12} \hat{F}_{12,13}^{(2)} \right]
- \hat{G}_{12}(E) \hat{G}_{31}(E_{13}) \hat{G}_{23}(E_{32}) \left[ \delta \mu_{12} \hat{F}_{32,12}^{(2)} + \delta \mu_{12} \hat{F}_{12,32}^{(2)} \right].
$$

(293)

for the subleading terms.

c. Terms in the RG equation for $G_{12}(E)$: We only consider the case $\eta_1 = -\eta_2 = +$ here, i.e., we consider the renormalization of $\hat{G}_{12}(E)$.

For the first leading order term, we get

$$
G_{13}(E) G_{32}(E_{13}) F_{13}^{(3)} = \hat{G}_{13}(E) \hat{G}_{32}(E_{13}) \hat{F}_{13}^{(3)},
$$

(294)

and for the term where the indices 1 and 2 are exchanged,

$$
- G_{23}(E) G_{31}(E_{23}) F_{23}^{(3)}
= - \hat{G}_{32}(E) \hat{G}_{13}(E_{32}) \hat{F}_{32}^{(3)}. 
$$

(295)

For the first subleading term that contributes to the renormalization of the effective vertex, we get

$$
G_{34}(E) G_{41}(E_{34}) G_{42}(E_{13}) F_{13,34}^{(4)} - (1 \leftrightarrow 2)
= \hat{G}_{43}(E) \hat{G}_{14}(E_{43}) \hat{G}_{32}(E_{13}) \hat{F}_{13,34}^{(4)}
+ \hat{G}_{34}(E) \hat{G}_{42}(E_{34}) \hat{G}_{13}(E_{32}) \hat{F}_{32,34}^{(4)}
$$

(296)

(note that $\eta_1 = -\eta_2 = +$ implies $\eta_3 = -\eta_4 = -$ in the first term, and $\eta_3 = -\eta_4 = +$ in the second one, where 1 and 2 are interchanged).

Interchanging 3 $\leftrightarrow$ 4 in the first term permits us to merge both terms to

$$
\hat{G}_{34}(E) \left[ \hat{G}_{13}(\hat{E}_{34}) \hat{G}_{42}(\hat{E}_{14}) \hat{F}_{14,34}^{(4)}
+ \hat{G}_{42}(\hat{E}_{34}) \hat{G}_{13}(\hat{E}_{32}) \hat{F}_{32,34}^{(4)} \right].
$$

(297)

The second subleading term is

$$
G_{13}(E) G_{24}(E_{13}) G_{34}(E_{1234}) F_{1234}^{(4)} - (1 \leftrightarrow 2)
= \hat{G}_{13}(E) \hat{G}_{24}(E_{13}) \hat{G}_{34}(E_{1234}) \hat{F}_{1234}^{(4)}
+ \hat{G}_{32}(E) \hat{G}_{43}(E_{32}) \hat{G}_{14}(E_{134}) \hat{F}_{134,3243}^{(4)}
$$

(298)

(note that $\eta_1 = -\eta_2 = +$ implies $\eta_3 = -\eta_4 = -$ in the first term, and $\eta_3 = -\eta_4 = +$ in the second one, where 1 and 2 are interchanged).

The third subleading term becomes

$$
- \frac{1}{2} G_{34}(E) G_{12}(E_{34}) G_{33}(E_{1234}) F_{1234,34}^{(1)}
= - \hat{G}_{34}(E) \hat{G}_{12}(E_{34}) \hat{G}_{43}(E_{1234}) \hat{F}_{1234,34}^{(1)}.
$$

(299)
where we interchanged the indices 3 and 4 in the term with \( \eta_3 = - \eta_4 = -1 \) to merge both terms.

This term can be merged with the first subleading term to

\[
- \hat{G}_{34}(E) \left[ \hat{G}_{12}(\hat{E}_{34}) \hat{G}_{43}(\hat{E}_{1234}) \hat{F}_{1234,34}^{(1)} + \hat{G}_{13}(\hat{E}_{34}) \hat{G}_{42}(\hat{E}_{14}) \hat{F}_{14,34}^{(4)} - \hat{G}_{42}(\hat{E}_{34}) \hat{G}_{13}(\hat{E}_{32}) \hat{F}_{32,34}^{(4)} \right].
\] (300)

\[
\frac{\partial^2}{\partial E^2} L(E) = \hat{G}_{12}(E) \hat{G}_{21}(\hat{E}_{12}) \hat{F}_{12}^{(1)} + \hat{G}_{12}(E) \hat{G}_{23}(\hat{E}_{12}) \hat{G}_{31}(\hat{E}_{13}) \left[ \hat{F}_{13,12}^{(2)} + \hat{F}_{12,13}^{(2)} \right] - \hat{G}_{12}(E) \hat{G}_{31}(\hat{E}_{12}) \hat{G}_{23}(\hat{E}_{32}) \left[ \hat{F}_{32,12}^{(2)} + \hat{F}_{12,32}^{(2)} \right],
\] (301)

\[
\frac{\partial}{\partial E} \delta L(E) = \delta \hat{\mu}_{12} \hat{G}_{12}(E) \hat{G}_{21}(\hat{E}_{12}) \hat{F}_{12}^{(1)} - \hat{G}_{12}(E) \hat{Z}_{12} \delta L(\hat{E}_{12}) \hat{G}_{21}(\hat{E}_{12}) \hat{F}_{12}^{(1)} + \hat{G}_{12}(E) \hat{G}_{23}(\hat{E}_{12}) \hat{G}_{31}(\hat{E}_{13}) \left[ \delta \hat{\mu}_{13} \hat{F}_{13,12}^{(2)} + \delta \hat{\mu}_{12} \hat{F}_{12,13}^{(2)} \right] - \hat{G}_{12}(E) \hat{G}_{31}(\hat{E}_{12}) \hat{G}_{23}(\hat{E}_{32}) \left[ \delta \hat{\mu}_{32} \hat{F}_{32,12}^{(2)} + \delta \hat{\mu}_{12} \hat{F}_{12,32}^{(2)} \right],
\] (302)

\[
\frac{\partial}{\partial E} \hat{G}_{12}(E) = \hat{G}_{13}(E) \hat{G}_{32}(\hat{E}_{13}) \hat{F}_{13}^{(3)} - \hat{G}_{32}(E) \hat{G}_{13}(\hat{E}_{32}) \hat{F}_{32}^{(3)} - \hat{G}_{34}(E) \left[ \hat{G}_{12}(\hat{E}_{34}) \hat{G}_{43}(\hat{E}_{1234}) \hat{F}_{1234,34}^{(1)} - \hat{G}_{13}(\hat{E}_{34}) \hat{G}_{42}(\hat{E}_{14}) \hat{F}_{14,34}^{(4)} - \hat{G}_{42}(\hat{E}_{34}) \hat{G}_{13}(\hat{E}_{32}) \hat{F}_{32,34}^{(4)} \right] + \hat{G}_{13}(E) \hat{G}_{42}(\hat{E}_{13}) \hat{G}_{34}(\hat{E}_{1243}) \hat{F}_{13,1243}^{(4)} + \hat{G}_{32}(E) \hat{G}_{14}(\hat{E}_{32}) \hat{G}_{43}(\hat{E}_{1234}) \hat{F}_{32,1234}^{(4)}.
\] (303)

The corresponding equations for the current kernel, its variation, and the current vertex can be obtained by replacing the first effective vertex by a current vertex in these RG equations.

4. Summation over the reservoir spin indices

To perform the summation over the spin index \( \sigma \) in \( 1 = \alpha \sigma \) in Eqs. (301–303), we use the decompositions \( [191], [193], \) and \( [195] \), and the properties of the basis superoperators which are summarized in Sec. V B.

a. Terms in the RG equation for \( L(E) \): The leading order term in Eq. (301) contains the following product of effective vertices (note that we frequently omit the Fourier argument in this section to improve the readability of the equations):

\[
\hat{G}_{12} \hat{G}_{21} = \sum_{\chi, \chi' = 0, 2, 3} G_{12}^\alpha G_{21}^{\alpha'} \operatorname{Tr}_\sigma \left( \hat{L}^\chi \hat{L}^{\chi'} \right).
\] (304)

According to the multiplication Table I, the only combinations which yield a non-zero trace over the spin degree of freedom in this equation are \( \chi = \chi' = a \) and \( \chi = \chi' = 2 \):

\[
\hat{G}_{12} \hat{G}_{21} = G_{12}^a G_{21}^a \operatorname{Tr}_\sigma \left( \hat{L}^a \hat{L}^a \right) = \frac{1}{2} \operatorname{Tr}_\sigma \left( \hat{L}^a + \hat{L}^a \right).
\] (305)

It will be shown later in Eqs. (302), such that it only contributes to the renormalization of \( L(E) \) beyond the subleading order. Therefore, these terms can be omitted.

Including the Fourier arguments and the \( F \)-integral, the leading order contribution in Eq. (301) is thus

\[
G_{12}^2 (E) G_{21}^2 (\hat{E}_{12}) \hat{F}_{12}^{(1)} L^a.
\] (306)

In the products \( \sim \hat{G} \hat{G} \hat{G} \) that contribute to \( L(E) \), only the contribution \( \sim \hat{L}^2 \) of the effective vertex is needed.
Including the term \( \sim \hat{L}^n \) would lead to terms in \( \Gamma(E) \) which are beyond the subleading order in \( J \), and the term \( \sim \hat{L}^3 \) cannot be included in any product of three vertices which is non-zero when summed over all spin degrees of freedom according to the multiplication Tables [I] and [II] and the property \( \text{Tr}_\sigma \hat{L}^{2,3} = 0 \).

Therefore, the products of three vertices which appear in [301] are

\[
\hat{G}_{12} \hat{G}_{23} \hat{G}_{31} = G_{12}^2 G_{23}^2 G_{31} \text{Tr}_\sigma \left( \hat{L}^2 \hat{L}^2 \hat{L}^2 \right), \\
-\hat{G}_{12} \hat{G}_{31} \hat{G}_{23} = -G_{12}^2 G_{31}^2 G_{23} \text{Tr}_\sigma \left( \hat{L}^2 \hat{L}^{2,2} \hat{L}^{2,2} \right). \\
\tag{307}
\]

According to the Tables [I] and [II] we get

\[
\hat{L}^{2,2,2} \hat{L} = \frac{1}{2} \hat{L}^2 \left( \hat{L}^a + \hat{L}^b \right) = \frac{3}{4} \hat{L}^2 + \frac{1}{4} \hat{L}^a, \\
\hat{L}^{2,2,2} \hat{L}^{2,2,2} = \frac{1}{2} \hat{L}^2 \left( \hat{L}^{a,b} - \hat{L}^{2,2} \right) = \frac{3}{4} \hat{L}^2 - \frac{1}{4} \hat{L}^{a,b}. \\
\tag{308}
\]

When performing the trace over the spin degree of freedom, this yields \( \frac{1}{3} \hat{L}^a \) and \( -\frac{1}{4} \hat{L}^a \), respectively.

The sum of the subleading terms in Eq. (301), including the Fourier variables and the \( F \)-integrals, is thus

\[
\frac{1}{2} G_{12}(E) G_{23}(E) G_{31}(E) \left[ \hat{F}_{13,12}^{(2)} + \hat{F}_{12,13}^{(2)} \right] \hat{L}^a + \frac{1}{2} G_{12}(E) G_{31}(E) \left[ \hat{F}_{32,12}^{(2)} + \hat{F}_{12,32}^{(2)} \right] \hat{L}^a. \\
\tag{309}
\]

**b. Terms in the RG equation for \( \delta \Gamma(E) \):** As discussed earlier, we only need the leading order term for \( \delta \Gamma(E) \) (cf. Table [III]). Therefore, only the first term from the RG equation (302) is required. It differs from the one in the corresponding equation (301) only in the additional factor \( \delta \mu_{12} \). The spin summation can thus be done similarly, and the result, analogous to Eq. (306), is

\[
\delta \mu_{12} G_{12}(E) G_{21}(E) \hat{L}_{12} \hat{F}^{(1)} \hat{L}^a. \\
\tag{310}
\]

**c. Current kernel:** The RG equation for the current kernel and for its variation can be obtained from the respective Eqs. (301) and (302) for the effective Liouvillian and its variation by replacing the first vertex by a current vertex.

The leading order term is

\[
\hat{\Gamma}_{12} \hat{L} G_{21} = \sum_{\chi = \alpha, \beta} \sum_{\chi' = a, b, \gamma} \hat{\Gamma}_{12}^{\gamma} G_{21}^{\chi} \text{Tr}_\gamma \left( \hat{L} \hat{L} \hat{L}^{\chi'} \right) \\
= 6 \hat{\Gamma}_{12}^{\gamma} G_{21}^{\alpha} \hat{L}^b. \\
\tag{313}
\]

For the variation of the current kernel, we also need products of the form \( \hat{\Gamma}_{12} \delta \hat{L} \hat{G}_{21} \). Using \( \delta \hat{L}(E) = -i \delta \Gamma(E) \hat{L}^a \), we get

\[
\hat{\Gamma}_{12} \delta \hat{L} G_{21} = -i \delta \Gamma \sum_{\chi = \alpha, \beta} \sum_{\chi' = a, b, \gamma} \hat{\Gamma}_{12}^{\gamma} G_{21}^{\chi} \text{Tr}_\gamma \left( \hat{L} \hat{L} \hat{L}^{\chi'} \right) \\
= -6i \delta \Gamma \hat{\Gamma}_{12}^{\gamma} G_{21}^{\alpha} \hat{L}^b. \\
\tag{314}
\]

Combining these terms and including the Fourier arguments and \( F \)-integrals yields the leading order contribution to the variation of the current kernel:

\[
6 \hat{\Gamma}_{12}^{\gamma} (E) G_{21}^{\alpha} (E) \left( \hat{L}_{12} + i \hat{Z}_{12} \delta \hat{G}(E) \right) \hat{F}^{(1)}(E) \hat{L}^b. \\
\tag{315}
\]

The subleading terms for the current kernel and its variation contain the products

\[
\hat{\Gamma}_{12} \hat{L} G_{21} \hat{G}_{31}, \\
\tag{316}
\]

We are only interested in contributions which have a non-zero trace. Therefore, only the term \( \sim \hat{L}^1 \) in the current vertex, the term \( \sim \hat{L}^2 \) in the first vertex \( \hat{G} \), and the term \( \sim \hat{L}^3 \) in the last vertex \( \hat{G} \) are relevant (cf. Tables [I] and [II]). The required superoperator products are therefore

\[
\hat{L}^{1,2,2} \hat{L}^3 = \hat{L}^1 \hat{L}^3 = 3 \hat{L}^b, \\
\hat{L}^{1,2} \hat{L}^{2,2,2} = -\hat{L}^{1,2} \hat{L}^{2,2,2} = -3 \hat{L}^b. \\
\tag{317}
\]

When performing the trace over the spin degree of freedom, this yields \( 6 \hat{L}^b \) and \( -6 \hat{L}^b \), respectively. Consequently, the subleading terms which contribute to the variation of the current kernel are

\[
6 \hat{\Gamma}_{12}^{\gamma} (E) G_{21}^{\alpha} (E) \left( \hat{L}_{12} + i \hat{Z}_{12} \delta \hat{G}(E) \right) \hat{F}^{(1)}(E) \hat{L}^b \times \left[ \delta \hat{L}_{12}^{(2)} \hat{F}_{12,13}^{(2)} + \delta \hat{L}_{12}^{(2)} \hat{F}_{12,13}^{(2)} \right] \hat{L}^b + 6 \hat{\Gamma}_{12}^{\gamma} (E) G_{31}^{\alpha} (E) \left( \hat{L}_{12} + i \hat{Z}_{12} \delta \hat{G}(E) \right) \hat{F}^{(1)}(E) \hat{L}^b \times \left[ \delta \hat{L}_{32}^{(2)} \hat{F}_{32,12}^{(2)} + \delta \hat{L}_{32}^{(2)} \hat{F}_{32,12}^{(2)} \right] \hat{L}^b. \\
\tag{319}
\]

**d. Terms in the RG equation for \( G_{12} \):** First, we consider the leading order terms in Eq. (303). The product of two effective vertices \( \hat{G} \) is

\[
\hat{G}_{13} \hat{G}_{32} = \sum_{\chi, \chi' = \alpha, \beta} G_{13}^{\chi} G_{32}^{\chi'} \hat{L} \hat{L}^{\chi'} \\
\neq 0 \text{ only for } \chi = 1, \chi' = 3 \\
= (G_{13}^{\alpha} G_{32}^{\alpha} + G_{13}^{\alpha} G_{32}^{\beta} + G_{13}^{\beta} G_{32}^{\alpha} + G_{13}^{\beta} G_{32}^{\beta}) \hat{L}^2 \\
+ (G_{13}^{\alpha} G_{32}^{\beta} + G_{13}^{\alpha} G_{32}^{\beta} + G_{13}^{\alpha} G_{32}^{\beta}) \hat{L}^2 \\
+ (G_{13}^{\alpha} G_{32}^{\alpha} + G_{13}^{\alpha} G_{32}^{\beta}) \hat{L}^a. \\
\tag{320}
\]

Note that the spin indices are contained in the matrices \( \hat{L}^{a,b,3} \), which are defined in Eqs. (173) and (174), on the right-hand side. All matrices \( \hat{L}^{a,b,1,2,3} \) which appear in the final results on the right-hand side of equations in this section have the spin indices \( \sigma_1 \) and \( \sigma_2 \), which are left out here to improve the readability, i.e.,

\[
\hat{L}^{a,b,1,2,3}_{\sigma_1 \sigma_2} = \hat{L}^{a,b,1,2,3}. \\
\tag{321}
\]
If the spin indices are reversed, we find (note that an overall minus sign has been added for convenience because it also appears in the RG equations where the spin indices are interchanged)

\[-\hat{G}_{3\hat{1}} \hat{G}_{1\hat{3}} = - \sum_{\chi, \chi'} G_{32}^\chi G_{13}^{\chi'} \left( \hat{L} \chi \right)^T \left( \hat{L} \chi' \right)^T \]

\[\neq 0 \text{ only for } \chi \neq 3\]

\[= \left( \frac{1}{2} G_{32}^2 \hat{G}_{13} + G_{32}^1 G_{13}^2 + G_{32}^2 G_{13}^3 \right) \hat{L}^2 + \left( G_{32}^1 G_{13}^3 + G_{32}^2 G_{13}^3 \right) \hat{L}^3 - \left( \frac{1}{2} G_{32}^2 G_{13}^2 + G_{32}^a G_{13}^a \right) \hat{L}^a. \] (322)

We will first discuss why the terms containing \( G^a \) can be omitted here and in all other RG equations. We get the leading order part of the RG equation for \( G_{12}(E) \) by including the Fourier arguments in the contributions \( \sim \hat{L}^a \) from Eqs. (320) and (322) and adding the F-integrals:

\[
\frac{\partial}{\partial E} G_{12}^a(E) \bigg|_{l.o.} = \left[ \frac{1}{2} G_{13}^2(E) G_{32}^a (\hat{E}_{13}) + G_{13}^a G_{32}^a (E) (\hat{E}_{13}) \right] \hat{F}_{13}^{(3)} - \left[ \frac{1}{2} G_{32}^a (E) G_{13}^a (\hat{E}_{32}) + G_{32}^a G_{13}^a (E) \hat{E}_{32} \right] \hat{F}_{32}^{(3)}.
\] (323)

In the case \( V = 0 \), all Fourier arguments and F-integrals are equal, and the right-hand side is thus zero. For \( V \ll |E| \), an expansion of the effective vertices and the F-integrals yields

\[
G_{12}^a (\hat{E}_{12}) = G_{12}^a (E) + O \left( \frac{V}{E} |J(E)|^2 \right), \quad (324)
\]

\[
\hat{F}_{12}^{(3)} - \hat{F}_{32}^{(3)} = O \left( \frac{V}{E^3} \right). \quad (325)
\]

This means that the leading contribution to the renormalization of \( G_{12}^a (E) \) is

\[
\frac{\partial}{\partial E} G_{12}^a (E) \bigg|_{l.o.} \sim \frac{V}{E^2} J^2 \sim \frac{\partial}{\partial E} \left( \frac{V}{E} J^2 \right) + O \left( \frac{V}{E^2} J^3 \right) \quad (326)
\]

(where we have used \( \frac{\partial}{\partial E} \sim \frac{1}{2} J^2 \) in leading order), and that the leading contribution to \( G_{12}^a (E) \) itself is thus

\[
G_{12}^a (E) \sim \frac{V}{E} J^2. \quad (327)
\]

As discussed in Sec. 3.4.1, this observation allows us to omit all terms which contain \( G^a \), because they would only cause contributions beyond the subleading order to the RG equations of the physical observables.

In the subleading terms in Eq. (309), different products of effective vertices occur, which are evaluated in Appendix B.1. The final results are [cf. Eqs. (B22)–(B20)]

\[
\hat{G}_{34} \hat{G}_{12} \hat{G}_{43} = \frac{1}{2} G_{34}^2 G_{12}^2 G_{43}^2 \hat{L}_{12} - G_{34}^2 G_{12}^2 G_{43}^3 \hat{L}_{12}, \quad (328)
\]

\[
\hat{G}_{34} \hat{G}_{13} \hat{G}_{42} = \frac{1}{4} G_{34}^2 G_{13}^2 G_{42}^2 \hat{L}_{12}, \quad (329)
\]

\[
\hat{G}_{34} \hat{G}_{12} \hat{G}_{13} = \frac{1}{2} G_{34}^2 G_{12}^2 G_{13}^2 \hat{L}_{12}, \quad (330)
\]

\[
\hat{G}_{13} \hat{G}_{42} \hat{G}_{34} = \frac{1}{4} G_{13}^2 G_{42}^2 G_{34}^2 \hat{L}_{12} - G_{13}^2 G_{42}^3 G_{34}^3 \hat{L}_{12}, \quad (331)
\]

\[
\hat{G}_{32} \hat{G}_{14} \hat{G}_{43} = \frac{1}{4} G_{32}^2 G_{14}^2 G_{43}^2 \hat{L}_{12} - G_{32}^2 G_{14}^3 G_{43}^3 \hat{L}_{12}. \quad (332)
\]

e. Terms in the RG equation for the current vertex \( \Gamma_{12}^a (E) \): We have to replace the first vertex in each of the terms on the right-hand side of Eq. (309) by a current vertex in order to obtain the RG equation for the current vertex. The leading order terms are

\[
\hat{\Gamma}_{13} \hat{G}_{32} = \sum_{\chi = b, 1} \sum_{\chi' = a, 2, 3} \frac{\partial}{\partial E} \left( \left( \hat{L} \chi \right)^T \left( \hat{L} \chi' \right) \right) \neq 0 \text{ for } \chi \neq b
\]

\[
= \Gamma_{13}^1 \left( G_{32} + G_{32}^3 \right) \hat{L}^1 + 3 \Gamma_{13}^3 G_{32}^3 \hat{L}^b, \quad (333)
\]

and

\[
-\hat{\Gamma}_{13} \hat{G}_{13} = - \sum_{\chi = b, 1} \sum_{\chi' = a, 2, 3} \frac{\partial}{\partial E} \left( \left( \hat{L} \chi \right)^T \left( \hat{L} \chi' \right) \right) \neq 0 \text{ for } \chi \neq b
\]

\[
= \Gamma_{13}^1 \left( -G_{13}^a + G_{13}^3 \right) \hat{L}^1 - 3 \Gamma_{13}^3 G_{13}^3 \hat{L}^b. \quad (334)
\]

According to Eqs. (315) and (319), the part \( \sim \hat{L}^b \) of the current vertex does not contribute to the current kernel and can therefore be neglected. The only relevant leading order contribution to the renormalization of the current vertex is thus

\[
\Gamma_{13}^1 (E) G_{32} (\hat{E}_{13}) \hat{F}_{13}^{(3)} + \Gamma_{13}^1 (E) G_{42} (\hat{E}_{32}) \hat{F}_{32}^{(3)}. \quad (335)
\]

The subleading terms are evaluated in Appendix B.2 cf. Eqs. (B36)–(B40):

\[
\hat{\Gamma}_{34} \hat{G}_{12} \hat{G}_{43} = - \Gamma_{34}^1 G_{12}^2 G_{43}^3 \hat{L}_{12}, \quad (336)
\]

\[
\hat{\Gamma}_{34} \hat{G}_{13} \hat{G}_{42} = - \Gamma_{34}^1 G_{13}^2 G_{42}^3 \hat{L}_{12}, \quad (337)
\]

\[
\hat{\Gamma}_{34} \hat{G}_{12} \hat{G}_{13} = - \Gamma_{34}^1 G_{12}^2 G_{13}^3 \hat{L}_{12}, \quad (338)
\]

\[
\hat{\Gamma}_{13} \hat{G}_{42} \hat{G}_{34} = 0, \quad (339)
\]

\[
\hat{\Gamma}_{32} \hat{G}_{14} \hat{G}_{43} = 0. \quad (340)
\]

f. Summary: After the summation over the spin indices, we get the following RG equations for the rate \( \Gamma(E) \), which is contained in the effective Liouvil- lian \( L(E) = -i \Gamma(E) L^a \) [by adding the contributions from Eqs. (309) and (311)], the variation of the rate
\[
\frac{\partial^2}{\partial E^2} \Gamma(E) = i G^2_{12}(E) G^2_{21}(E_{12}) \tilde{F}^{(1)}_{12} + \frac{1}{2} G^2_{12}(E) G^2_{23}(E_{12}) G^3_{31}(E_{13}) \left[ \tilde{F}^{(2)}_{13,12} + \tilde{F}^{(2)}_{12,13} \right] \\
+ \frac{1}{2} G^2_{12}(E) G^3_{31}(E_{12}) G^2_{23}(E_{32}) \left[ \tilde{F}^{(2)}_{32,12} + \tilde{F}^{(2)}_{12,32} \right],
\]

\[
\frac{\partial}{\partial E} \delta \Gamma(E) = i \delta \mu_{12} G^2_{12}(E) G^2_{21}(E_{12}) \tilde{F}^{(1)}_{12},
\]

\[
\frac{\partial}{\partial E} \delta \Gamma_\gamma(E) = -6i G^3_{12}(E) \left\{ G^3_{21}(E_{12}) \left[ \delta \mu_{12} + i \tilde{Z}_{12} \delta \Gamma(E_{12}) \right] \tilde{F}^{(1)}_{12} + G^3_{23}(E_{12}) G^3_{31}(E_{13}) \left[ \delta \mu_{13} \tilde{F}^{(2)}_{13,12} + \delta \mu_{12} \tilde{F}^{(2)}_{12,13} \right] + G^3_{31}(E_{12}) G^3_{23}(E_{32}) \left[ \delta \mu_{32} \tilde{F}^{(2)}_{32,12} + \delta \mu_{12} \tilde{F}^{(2)}_{12,32} \right] \right\},
\]

\[
\frac{\partial}{\partial E} G^2_{12}(E) = \frac{1}{2} G^2_{13}(E) G^2_{32}(E_{13}) \tilde{F}^{(3)}_{13} + \frac{1}{2} G^2_{32}(E) G^2_{13}(E_{32}) \tilde{F}^{(3)}_{32} \\
+ \frac{1}{2} G^3_{34}(E) \left\{ -G^3_{12}(E_{34}) G^2_{43}(E_{1234}) \tilde{F}^{(1)}_{1234,34} + \frac{1}{2} G^2_{13}(E_{34}) G^2_{42}(E_{14}) \tilde{F}^{(4)}_{14} \right\} + \frac{1}{2} G^2_{42}(E_{34}) G^2_{13}(E_{32}) \tilde{F}^{(4)}_{32,34},
\]

\[
\frac{\partial}{\partial E} G^3_{12}(E) = G^2_{13}(E) G^3_{32}(E_{13}) \tilde{F}^{(3)}_{13} + G^3_{23}(E) G^3_{12}(E_{32}) \tilde{F}^{(3)}_{32} + G^3_{34}(E) G^2_{12}(E_{34}) G^3_{43}(E_{1234}) \tilde{F}^{(1)}_{1234,34} \\
- G^3_{13}(E) G^2_{42}(E_{1234}) G^3_{34}(E_{1234}) \tilde{F}^{(4)}_{13,1234} - G^2_{32}(E) G^2_{14}(E_{32}) G^3_{43}(E_{1234}) \tilde{F}^{(4)}_{32,1234},
\]

\[
\frac{\partial}{\partial E} I^{11}_{12}(E) = I^{11}_{13}(E) G^2_{32}(E_{13}) \tilde{F}^{(3)}_{13} + I^{11}_{32}(E) G^2_{12}(E_{32}) \tilde{F}^{(3)}_{32} + I^{11}_{34}(E) G^2_{14}(E_{34}) \tilde{F}^{(4)}_{14,34} - I^{11}_{34}(E) G^2_{12}(E_{34}) \tilde{F}^{(4)}_{12,34}.
\]
With \( Z(E) = 1/ \left[ 1 + i \frac{\partial}{\partial E} \Gamma(E) \right] \), \( \frac{\partial}{\partial E} Z(E) = -i Z(E)^2 \frac{\partial^2}{\partial E^2} \Gamma(E) \), and using the shorthand notations \([225, 227]\), we get the final RG equations:

\[
\frac{\partial}{\partial E} \Gamma(E) = -i \left[ Z(E)^{-1} - 1 \right] \\
\frac{\partial}{\partial E} Z(E) = Z(E)^2 J_{12}(E) J_{21}(E) \hat{F}_{12}^{(1)} - \frac{1}{2} Z(E)^2 J_{12}(E) J_{23}(E) J_{31}(E) \left[ \hat{F}_{13,12}^{(2)} + \hat{F}_{12,13}^{(2)} \right] \\
- \frac{1}{2} Z(E)^2 J_{12}(E) J_{31}(E) J_{23}(E) J_{32}(E) \left[ \hat{F}_{32,12}^{(2)} + \hat{F}_{12,32}^{(2)} \right], \tag{347}
\]

\[
\frac{\partial}{\partial E} \delta \Gamma(E) = i \delta \mu_{12} J_{12}(E) J_{21}(E) \hat{F}_{12}^{(1)}, \tag{348}
\]

\[
\frac{\partial}{\partial E} [\pi \delta \gamma(E)] = - \frac{3 \pi^2}{4} J_{12}^{(2)}(E) \left\{ K_{21}(E) \left[ \delta \mu_{12} + i \hat{Z}_{12} \delta \Gamma(\hat{E}_{12}) \right] \hat{F}_{12}^{(1)} \right. \\
- J_{23}(\hat{E}_{12}) K_{31}(E) \left[ \delta \mu_{13} \hat{F}_{13,12}^{(2)} + \delta \mu_{12} \hat{F}_{12,13}^{(2)} \right] \\
- J_{31}(\hat{E}_{12}) K_{23}(E) \left[ \delta \mu_{32} \hat{F}_{32,12}^{(2)} + \delta \mu_{12} \hat{F}_{12,32}^{(2)} \right] \left\}, \tag{349}
\]

\[
\frac{\partial}{\partial E} J_{12}(E) = - \frac{1}{2} J_{13}(E) J_{32}(E) \hat{F}_{13}^{(3)} - \frac{1}{2} J_{32}(E) J_{13}(E) \hat{F}_{32}^{(3)} \\
- \frac{1}{2} J_{34}(E) \left\{ J_{12}(\hat{E}_{34}) J_{43}(\hat{E}_{1234}) \hat{F}_{1234,12}^{(1)} - \frac{1}{2} J_{13}(\hat{E}_{34}) J_{42}(\hat{E}_{14}) \hat{F}_{1234,14}^{(4)} \right. \\
\left. - \frac{1}{2} J_{24}(\hat{E}_{34}) J_{31}(\hat{E}_{32}) \hat{F}_{32,34}^{(4)} \right\} \\
+ \frac{1}{4} J_{43}(\hat{E}_{1234}) \left\{ J_{14}(E) J_{32}(\hat{E}_{14}) \hat{F}_{1234,14}^{(4)} + J_{32}(E) J_{14}(\hat{E}_{32}) \hat{F}_{32,1234}^{(4)} \right\}, \tag{350}
\]

\[
\frac{\partial}{\partial E} K_{12}(E) = - J_{13}(\hat{E}_{21}) K_{32}(E) \hat{F}_{32}^{(3)} - J_{32}(\hat{E}_{21}) K_{13}(E) \hat{F}_{13}^{(3)} + J_{34}(\hat{E}_{21}) J_{12}(\hat{E}_{2134}) K_{43}(E) \hat{F}_{34,2134}^{(1)} \\
- J_{13}(\hat{E}_{21}) J_{42}(\hat{E}_{23}) K_{34}(E) \hat{F}_{23,14}^{(4)} - J_{32}(\hat{E}_{21}) J_{14}(\hat{E}_{31}) K_{13}(E) \hat{F}_{13,34}^{(4)} \\
- J_{34}(E) J_{13}(\hat{E}_{34}) J_{42}(\hat{E}_{14}) \hat{F}_{14,34}^{(4)} - J_{34}(E) J_{42}(\hat{E}_{34}) J_{13}(\hat{E}_{32}) \hat{F}_{32,34}^{(4)}. \tag{351}
\]

\[
\frac{\partial}{\partial E} \Gamma_{12}(E) = - I_{13}^{(3)}(E) J_{32}(\hat{E}_{13}) \hat{F}_{13}^{(3)} - I_{12}^{(3)}(E) J_{32}(\hat{E}_{32}) \hat{F}_{32}^{(3)} + I_{34}^{(4)}(E) J_{12}(\hat{E}_{34}) J_{43}(\hat{E}_{1234}) \hat{F}_{1234,34}^{(1)} \\
- I_{34}^{(4)}(E) J_{13}(\hat{E}_{34}) J_{42}(\hat{E}_{14}) \hat{F}_{14,34}^{(4)} - I_{34}^{(4)}(E) J_{42}(\hat{E}_{34}) J_{13}(\hat{E}_{32}) \hat{F}_{32,34}^{(4)}. \tag{352}
\]

Using these equations and their behavior at large values of \(|E|\), we can now justify the strategy for the selection of diagrams which has been presented in section \([V G T]\).

For large \(|E|\), the integrals which appear in the leading order terms of the RG equations can be approximated by

\[
\hat{F}_{12}^{(1)} \approx \hat{F}_{12}^{(3)} \approx \frac{1}{E}. \tag{353}
\]

Therefore, we find that the right-hand side of the RG equations of couplings and rates take the form (we leave out reservoir indices because we are only interested in the overall scale)

\[
\frac{\partial^2}{\partial E^2} \Gamma \sim \frac{1}{E} J^2, \tag{354}
\]

\[
\frac{\partial}{\partial E} \delta \Gamma \sim \frac{1}{E} J^2, \tag{355}
\]

\[
\frac{\partial}{\partial E} \delta \Gamma \sim \frac{1}{E} \Gamma K, \tag{356}
\]

\[
\frac{\partial}{\partial E} J \sim \frac{1}{E} J^2, \tag{357}
\]

\[
\frac{\partial}{\partial E} K \sim \frac{1}{E} J K, \tag{358}
\]

\[
\frac{\partial}{\partial E} \Gamma \sim \frac{1}{E} \Gamma J \tag{359}
\]

for large values of \(|E|\).

Comparing Eqs. \([353]\) and \([355]\) with Eq. \([358]\) shows that

\[
\Gamma(E) \sim J(E), \quad \delta \Gamma(E) \sim J(E) \tag{360}
\]

at large \(|E|\).
Equation (358) confirms that the RG equations (359) and (360) are consistent with the behavior

$$K(E) \sim |J(E)|^2, \quad \Gamma'(E) \sim J(E)$$  \hspace{1cm} (362)

of $K_{12}(E)$ and $I_{12}'(E)$ at large $|E|$. Finally, substituting Eq. (362) into (357) results in

$$\frac{\partial}{\partial E} \delta \Gamma_\gamma(E) \sim \frac{1}{E} J^3. \hspace{1cm} (363)$$

On the other hand, considering subleading terms $\sim J^2$ for $\delta \Gamma(E)$ in the right-hand side of Eq. (350) would add terms

$$\frac{1}{E} \Gamma K J^2 \sim \frac{1}{E} J^5 \hspace{1cm} (364)$$

to $\frac{\partial}{\partial E} \delta \Gamma_\gamma(E)$, which is two orders in $J$ higher than the leading contribution (363). These terms beyond the subleading order can be neglected.

To solve the RG equations (344)–(353) numerically we use the initial conditions (250)–(260),

$$Z(E = iD) = 1, \quad \delta \Gamma(E = iD) = 0, \quad \pi \delta \Gamma_\gamma(E = iD) = 3\gamma^2 \delta \mu_{12} (\delta_1 - \delta_2) J_{12}^{(0)} J_{21}^{(0)}, \quad (365)$$

$$J_{12}(E = iD) = J_{12}^{(0)} \quad \text{and} \quad J_{12}'(E = iD) = J_{12}'^{(0)} \quad \text{and} \quad F_{12}''(E = iD) = (\delta_1 - \delta_2) J_{12}^{(0)}. \quad (366)$$

Furthermore, we use the special form (142) for $J_{12}^{(0)}$ and consider (for simplicity) the case of two reservoirs with $\alpha \equiv L/R \equiv \pm$ and symmetric coupling $x_L = x_R = \frac{1}{2}$,

$$J_{\alpha \alpha'}^{(0)} = J_0. \quad (367)$$

The chemical potentials are written as $\mu_\alpha = \alpha^{\frac{V}{2}}$, where $V$ denotes the bias voltage. In this case, we get from Eqs. 208, 211, 214 and 217

$$\pi \delta \Gamma_\gamma(E) = G_{LR}(E)(\delta \mu_L - \delta \mu_R) = \gamma \frac{G(E)}{G_0} \delta V, \quad (368)$$

$$\delta \langle I_\gamma \rangle(E) = \gamma \frac{i}{E} G(E) \delta V, \quad (369)$$

where $G_{LR}(E) = G(E)/G_0$ is the conductance $G(E)$ in units of the universal conductance $G_0 = \frac{2e^2}{h}$. The variation of the stationary current follows from

$$\delta \langle I_{\gamma} \rangle^{st} = \gamma G^{st} \delta V, \quad (370)$$

where $G^{st} = G(0)$ is the stationary conductance.

For the special case of two reservoirs with symmetric couplings, we obtain the initial conditions

$$Z(E = iD) = 1, \quad \delta \Gamma(E = iD) = 0, \quad \pi \delta \Gamma_\gamma(E = iD) = \gamma \frac{2\pi^2}{4} (J_0)^2 \delta V, \quad (371)$$

$$J_{12}(E = iD) = J_0, \quad K_{12}(E = iD) = 2 (J_0)^2, \quad (372)$$

$$I_{12}'(E = iD) = (\delta_1 - \delta_2) J_0. \quad (373)$$

We note that these initial conditions do not contain nonuniversal terms of $O(\frac{1}{T})$ and higher orders in the bare coupling $J_0$. Therefore, to extract only the universal part of the solution up to subleading order, one has to use the scaling limit $T \to 0$. Furthermore, as explained in Section IV F, the missing initial condition for $\Gamma(E)$ at $E = iD$ has to be determined from another reference point since this energy scale is related to the Kondo temperature and not universal. As shown in the next section, one can set up the scaling limit and the initial condition for $\Gamma$ by studying the analytic solution for $T = V = 0$.

H. Analytic solution for $T = V = 0$, the scaling limit and the initial condition for $\Gamma$

In the special case of zero temperature and zero voltage, the RG equations can be solved analytically (except for $\Gamma$). We set $E = i\Lambda$ and start the RG flow at $\Lambda = \Lambda_0 \equiv D$. In accordance with the initial conditions (379), (380) and (381), we find that the vertices $J_{12}$ and $K_{12}$ do not depend on the lead indices,

$$J_{12} = J, \quad K_{12} = K, \quad (382)$$

[we omit the variable $E = i\Lambda$ in all quantities for simplicity here], and that the current vertex can be parametrized by

$$I_{12}' = (\delta_1 - \delta_2) J_1. \quad (383)$$

By substituting the integrals (A14)–(A18) into the RG equations (344)–(353) we obtain

$$\frac{d}{d\Lambda} \Gamma = \frac{1}{Z} - 1, \quad (384)$$

$$\frac{d}{d\Lambda} Z = \frac{1}{\Lambda + \Gamma} 4Z^2 J^2, \quad (385)$$

$$\frac{d}{d\Lambda} G = -G_0 \frac{2\pi^2}{4} \frac{1}{\Lambda + \Gamma} J_1 K, \quad (386)$$

$$\frac{d}{d\Lambda} J = -\frac{1}{\Lambda + \Gamma} 2J^2 (1 + Z J), \quad (387)$$

$$\frac{d}{d\Lambda} K = -\frac{1}{\Lambda + \Gamma} 4K J (1 - Z J), \quad (388)$$

$$\frac{d}{d\Lambda} J_1 = -\frac{1}{\Lambda + \Gamma} 2J_1 J. \quad (389)$$
We define
\[ \tilde{J} = Z J, \quad \tilde{J}_1 = Z J_1 \] (390)
and a new flow parameter
\[ \lambda = \Lambda + \Gamma, \] (391)
which implies
\[ \frac{d\lambda}{d\Lambda} = \frac{1}{Z}. \] (392)
Transforming the RG equations to the flow parameter \( \lambda \) yields
\[ \frac{d}{d\lambda} \Gamma = 1 - Z, \] (393)
\[ \frac{d}{d\lambda} Z = \frac{1}{\lambda} AZ \tilde{J}^2, \] (394)
\[ \frac{d}{d\lambda} G = -G_0 \frac{3\pi^2}{2} \frac{1}{\lambda} \tilde{J}_1 K, \] (395)
\[ \frac{d}{d\lambda} \tilde{J} = -\frac{1}{\lambda} 2 \tilde{J}^2 \left( 1 - \tilde{J} \right), \] (396)
\[ \frac{d}{d\lambda} K = -\frac{1}{\lambda} 4 K \tilde{J} \left( 1 - \tilde{J} \right), \] (397)
\[ \frac{d}{d\lambda} \tilde{J}_1 = -\frac{1}{\lambda} 2 \tilde{J}_1 \tilde{J} \left( 1 - 2 \tilde{J} \right). \] (398)
Integrating Eq. (396), we obtain the invariant
\[ T_K \equiv (\Lambda + \Gamma) \left( \frac{\tilde{J}}{1 - \tilde{J}} \right)^{1/2} e^{-\frac{1}{2} \tilde{J}}. \] (399)
The nonuniversal invariant \( T_K \) sets the low energy scale. If not written explicitly, we will use the energy unit \( T_K = 1 \) in the following. Note that this invariant is identical to the Kondo temperature defined in Eq. (2), since in the limit \( \Lambda \equiv D \to \infty \) we get \( \tilde{J} = J_0 \to 0 \).

Taking ratios one can eliminate \( \lambda \) from some of the RG equations and obtains
\[ \frac{dZ}{dJ} = -2 \frac{Z}{1 - \tilde{J}}, \] (400)
\[ \frac{dG}{dJ} = G_0 \frac{3\pi^2}{2} \frac{\tilde{J}_1 K}{2 \tilde{J}^2 (1 - \tilde{J})}, \] (401)
\[ \frac{dK}{dJ} = \frac{K}{J}, \] (402)
\[ \frac{d\tilde{J}_1}{dJ} = \tilde{J}_1 \left( \frac{1}{J} - \frac{1}{1 - \tilde{J}} \right). \] (403)
Integrating the RG equations for \( Z, K \) and \( J_1 \), we obtain another set of invariants
\[ c_Z \equiv \frac{Z}{(1 - \tilde{J})^2}, \quad c_K \equiv \frac{K}{2 \tilde{J}^2}, \quad c_{\tilde{J}_1} \equiv \frac{\tilde{J}_1}{J(1 - \tilde{J})}. \] (404)
Inserting this solution for \( K \) and \( \tilde{J}_1 \) into the RG equation (401) for \( G \) and integrating it, we find another invariant
\[ c_G \equiv G - c_K G_0 \frac{3\pi^2}{4} \tilde{J}^2. \] (405)
The invariants \( c_Z, c_K, c_I \) and \( c_G \) are fixed by comparing with the initial conditions (375), (379), (380), (381) and (378) in the scaling limit \( \Lambda \). We obtain \( c_Z = c_K = c_I = 1 \) and \( c_G = 0 \), leading to the universal results
\[ Z = \left( 1 - \tilde{J} \right)^2, \] (406)
\[ K = 2 \tilde{J}^2, \] (407)
\[ \tilde{J}_1 = \tilde{J} \left( 1 - \tilde{J} \right), \] (408)
\[ G = G_0 \frac{3\pi^2}{4} \tilde{J}^2. \] (409)
So far we have solved all RG equations analytically except for the RG equation (393) for \( \Gamma \). The solution of this equation is needed to determine \( \tilde{J} \) as function of \( \Lambda \) via (409). Taking the ratio of (403) and (396), and using (409) and (400), we obtain
\[ \frac{d}{dJ} \left( \frac{\Gamma}{T_K} \right) = -\frac{1 - \frac{1}{2} \tilde{J}}{\tilde{J}\sqrt{\tilde{J}(1 - \tilde{J})}} e^{\frac{\tilde{J}}{2}}. \] (410)
This is a complicated differential equation and cannot be solved analytically. Furthermore, since only the ratio \( \Gamma/T_K \) is universal, it is impossible to set up a universal initial condition at high energies from a perturbative calculation of \( \Gamma \). Therefore, we study the numerical solution of the differential equation for \( \Gamma \) by starting at \( \Lambda = 0 \) and using the exact and universal result \( G(0)/G_0 = 1 \) as boundary condition. Using Eqs. (409) and (399), the initial condition for \( \Gamma(0)/T_K \) can then be calculated from
\[ \frac{\Gamma(0)}{T_K} = \left( \frac{1 - \tilde{J}(0)}{\tilde{J}(0)} \right)^{1/2} e^{\frac{1}{2\sqrt{3}}} \tilde{J}(0) = \frac{2}{\pi \sqrt{3}}. \] (411)
With this starting point, one can solve Eq. (410) numerically and can determine the universal ratio \( \Gamma(\Lambda)/T_K \) for any value \( \Lambda \) of the flow parameter. With this solution, one can determine \( \tilde{J} \) as function of \( \Lambda/T_K \) from Eq. (393), and \( Z, K, J_1 \) and \( G \) follow from Eqs. (106), (107), (108) and (409). In this way, one can find a universal result for all quantities for any flow parameter \( \Lambda \).

At finite temperature \( T \) or bias voltage \( V \), we start at a finite flow parameter \( \Lambda = \Lambda_0 \gg T, V \) and use the result of the \( T = V = 0 \) solution as initial condition. The stability of the solution can be checked by increasing \( \Lambda_0 \) by several orders of magnitude.

Although this procedure by first solving the \( T = V = 0 \) RG equations from \( \Lambda = 0 \) up to \( \Lambda_0 \) and, subsequently, at finite \( T \) or \( V \), solving backwards from \( \Lambda_0 \) down to \( \Lambda = 0 \), is in principle possible, it is numerically not the
most accurate one. The reason is that, at $T = V = 0$, the universal conductance is not precisely reproduced numerically by the two subsequent steps. Therefore, we describe in the following section a numerically more precise procedure.

I. Initial conditions for a finite flow parameter

For given $T, V$ and given symmetric Kondo coupling $J_0 = J_0^{(0)}$, we use the following strategy to set up the initial conditions at $E = i\Lambda_0$ (we use the energy unit $T_K = 1$ in the following).

1. We calculate the initial values from the $T = V = 0$ solutions \[ J(i\Lambda_0) = J_0, \]
   \[ Z(i\Lambda_0) = \frac{1 + 2J_0 - \sqrt{1 + 4J_0}}{2J_0^2}, \]
   \[ \tilde{J}(i\Lambda_0) = \tilde{J}_0 = Z(i\Lambda_0)J_0, \]
   \[ K(i\Lambda_0) = 2J_0^2, \]
   \[ J_I(i\Lambda_0) = J_0 \left(1 - \tilde{J}_0\right), \]
   \[ G(i\Lambda_0) = G_0 \frac{3\pi^2}{4} \tilde{J}_0. \]

2. For any arbitrary initial value $\Gamma_0 = \Gamma(i\Lambda_0)$, we can calculate the initial flow parameter $\Lambda_0 (\Gamma_0)$ from Eq. \[ \text{Eq. 390} \] (with $T_K \equiv 1$),

   \[ \Lambda_0 = -\Gamma_0 + e^{\frac{1}{2J_0}} \sqrt{\frac{1 - \tilde{J}_0}{J_0}}, \]

   and then solve the $T = V = 0$ flow equations from $\Lambda = \Lambda_0$ to $\Lambda = 0$ to obtain the final differential conductance $G(0)$. This procedure defines a function $G_{\Gamma_0}$, which maps the initial value of $\Gamma_0$ to the differential conductance at $E = T = V = 0$.

3. The initial value $\Gamma_0$ is chosen such that the differential conductance at $E = T = V = 0$, calculated as described in step 2, is equal to the unitary value $G_0 = 2e^2/h$.

4. We use the initial values $Z(i\Lambda_0)$, $K(i\Lambda_0)$, $J_I(i\Lambda_0)$, $G(i\Lambda_0)$, $\Gamma_0$ and $\Lambda_0$, which were calculated for the case $T = V = 0$, also for finite $T$ and $V$. This is justified if the initial flow parameter $\Lambda_0$ is much larger than $T$ and $V$ because the renormalization of all quantities does not depend significantly on energy scales which are much smaller than the current flow parameter.

5. The RG equations \[ \text{Eq. 347} \) - \[ \text{Eq. 353} \) couple vertex couplings and rates to each other whose Fourier variables $E$ differ by the voltage $V$. Therefore, we also need initial values for

   \[ J_0(i\Lambda_0 + nV), Z(i\Lambda_0 + nV), \ldots, \]

   where $n$ is an integer number. These are calculated from $J_0(i\Lambda_0), Z(i\Lambda_0)$, etc., by solving the RG equations \[ \text{Eq. 384} \) - \[ \text{Eq. 389} \) along the path parallel to the real axis.

As already explained in Sec. IV A, the last point is very essential and is an improvement compared to Ref. 35. Only by including it one finds that it is sufficient to take a ratio of $\frac{T}{K} \sim 10^6$ [i.e., $J \equiv J_0 \sim 0.04$, cf. Eq. \[ \text{Eq. 399} \) ] to find a stable solution of the RG equations for $T, V \ll T_K$.

J. RG equations and initial conditions in second order

As reference, we will state here how the corresponding initial conditions are determined when we consider all RG equations only in leading second order. From the third order RG equations \[ \text{Eq. 347} \) - \[ \text{Eq. 353} \), one can easily obtain the second order equations by leaving out all summands which contain three vertices $J$, $K$, or $I$.

The solution for $T = V = 0$ and the initial conditions for a finite flow parameter have to be modified accordingly. We only mention the results here.

- Solution for $T = V = 0$:

   \[ \frac{\Lambda + \Gamma}{T_K} = \frac{1}{J_0^2}, \]

   \[ Z = \frac{1}{1 + 2J_0}, \]

   \[ K = 2J_0^2, \]

   \[ J_I = J, \]

   \[ G = G_0 \frac{3\pi^2}{4} J_0^2. \]

- Initial condition for finite flow parameter (with $T_K \equiv 1$):

   \[ \Lambda_0 = -\Gamma_0 + \frac{1}{J_0} e^{\frac{1}{2J_0}}, \]

   \[ Z(i\Lambda_0) = \frac{1}{1 + 2J_0}, \]

   \[ K(i\Lambda_0) = 2J_0^2, \]

   \[ J_I(i\Lambda_0) = J_0, \]

   \[ G(i\Lambda_0) = G_0 \frac{3\pi^2}{4} J_0^2, \]

where $\Gamma_0$ is again determined such that the differential conductance $G$ at $E = 0$ becomes unitary.
VI. RESULTS

A. Differential conductance at finite temperature and voltage

We have solved the RG equations which have been derived in the previous section for the second and third order truncation schemes numerically. Thus we have obtained results for the differential conductance \( G(T, V) \) for transport through a Kondo quantum dot at finite temperature and voltage. Figure 2 shows a three-dimensional plot of \( G(T, V) \) calculated in third order. The temperature and voltage are scaled by \( T_K \) and \( V^* \), respectively, as defined by Eqs. (3) and (10). The plateau in the upper left corner of Fig. 2 corresponds to the unitary conductance \( G_0 = G(T = V = 0) = 2e^2/h \). All RG equations were considered in third order truncation and solved numerically.

Figure 3 shows the \( T \)-dependence of the differential conductance for six different fixed values of \( V \). For \( V = 0 \), the temperature dependence of the conductance has already been compared to numerically exact NRG calculations in Ref. 33 where a deviation \( \lesssim 3\% \) has been found in the whole temperature regime independent of the truncation order. For finite voltage, the results for the second and third order truncation schemes agree quite well if the temperature and the voltage are scaled by the corresponding values of \( T_K \) and \( V^* \), respectively. In the range

\[
10^{-4} \leq \frac{T}{T_K^*}, \frac{V}{V^*} \leq 10^7,
\]

which is plotted in Fig. 2, the maximal deviation in the differential conductance \( G(T, V) \) between both truncation schemes is less than 15\%. In contrast, the ratio \( T/K \) depends crucially on the truncation order, which seems to hold also for other ratios of low-energy scales within our method when applied to the strong coupling regime (see the next section). We obtain \( T/K \approx 1.044 \) in second order truncation, and

\[
\frac{T^*}{K} \approx 0.623
\]

in third order truncation. Since the result in third order truncation is expected to lie closer to the correct result (see also the next section), the last result may serve as a guideline for more precise calculations in the future. We note that our prediction is quite close to the result \( T^*/K \approx 0.66 \) obtained in Ref. 41, where the GW approximation within the \( \sigma G \omega W \) formalism has been used for the symmetric Anderson model. Taking our result, the Fermi liquid coefficients \( c_{iV}^* \) and \( c_{iV}^* \) can be calculated from Eqs. (17) and (12), leading to the prediction

\[
c_{iV}^* \approx 16.95, \quad c_{iV}^* \approx 2.58.
\]

Figure 3 clearly shows that the differential conductance \( G_V(T) \equiv G(T, V) \) is in general not a monotonous function of \( T \) if \( V \) is fixed. For \( V \gtrsim T_K^* \), there is a pronounced maximum. Figure 4 shows how the position \( T_{\text{max}}(V) \) of this maximum depends on the voltage \( V \) (if the RG equations are solved using the third order truncation). For \( V \gtrsim T_K^* \), i.e., in the regime where there is a pronounced maximum, the function \( T_{\text{max}}(V) \) can be approximated quite well by a linear fit over six orders of magnitude in the ratio \( V/T_K^* \). Figure 5 shows that the behavior is very similar if the conductance is calculated within the second order truncation scheme.

This linear fit from Fig. 4 appears to be a reasonable approximation also for the width of the peak of the function \( G_V(T) \) at fixed \( V \), see Fig. 6. We define the peak width as the difference \( T_2(V) - T_1(V) \), where \( T_i(V), \)
At first sight, it might seem counter-intuitive that the conductance can increase for increasing temperature since temperature acts as a cutoff of the RG-flow, as can be seen from the form of the integrals in Eqs. (279)-(283). However, by looking at the final RG equations (347)-(353), one can see that the cutoff provided by the voltage \( V \) is very different and by no means an overall cutoff for all quantities. In particular, the quantities for \( E = i\Lambda \) and for \( E = \pm V + i\Lambda \) have a considerably different flow as function of \( \Lambda \) and are coupled to each other in a complicated way. For finite \( V \gtrsim T_{K}^{**} \) and \( T = 0 \), this leads to the effect that the conductance shows a maximum for \( E = i\Lambda \sim iT_{K}^{**} \) as function of the flow parameter \( \Lambda \). This in turn leads to a maximum for the temperature dependence of the conductance since temperature is an overall cutoff for all quantities. Besides this subtle technical explanation, a more physical interpretation can be given in terms of the spectral function of the Kondo model, which is believed to have side-peaks at \( \omega \sim \pm V^{49,50} \). Therefore, when temperature is of the order of the voltage, these side peaks can be reached and give rise to an enhanced conductance.

### B. Expansion of the differential conductance for small temperature and/or voltage

We now consider temperatures and voltages much smaller than the Kondo temperature and calculate numerical approximations for the coefficients \( c_{f}^{r} \) and \( c_{c}^{r} \), which appear in the Fermi liquid result \((39)\), using the differential conductance obtained in the second and third order truncation schemes. We note again that due to our

---

**FIG. 4:** The position \( T_{max} \) of the peak in the differential conductance \( G_{V}(T) \), calculated within the third order truncation scheme, at constant voltage \( V \), cf. the solid lines in Fig. [5]. The solid line corresponds to the linear fit \( \frac{T}{T_{K}} = 0.597653 \frac{V}{T_{K}} \) at large voltages.

**FIG. 5:** The position \( T_{max} \) of the peak in the differential conductance \( G_{V}(T) \), calculated within the second order truncation scheme, at constant voltage \( V \), cf. the dashed lines in Fig. [4]. The solid line corresponds to the linear fit \( \frac{T}{T_{K}} = 0.399717 \frac{V}{T_{K}} \) at large voltages.

**FIG. 6:** (Color online) The width \( T_{2}(V) - T_{1}(V) \) of the peak in the differential conductance \( G_{V}(T) \) at finite voltage \( V \), cf. Fig. [5]. \( T_{1}(V) \) and \( T_{2}(V) \) are the temperatures for which \( G_{V}[T_{i}(V)] - G_{V}(T = 0) = \frac{1}{2}[G_{V}(T = 0) + G_{V}(T_{max}(V))] \), \( i = 1, 2 \). The solid line corresponds to the linear fit \( \frac{T}{T_{K}} = 0.597653 \frac{V}{T_{K}} \) that has been used in Fig. [3].
improved scheme for determining the initial condition of the RG flow at finite voltage (see Section V I), we obtain here an improved result for the Fermi liquid coefficient $c_T^*$ in comparison to Ref. 33. Our result for the coefficient $c_T^*$ is the same as in Ref. 33, but since recent NRG calculations have obtained an improved value for $c_T^*$, the quality of our results has to be revisited also for this quantity.

Figures 4 and 5 visualize how the coefficients $c_T^*$ and $c_V^*$ can be determined in second and third order, respectively, using a suitable plot of the differential conductance. When comparing the results in second and third order to the known results $\text{(33)}$ and $\text{(37)}$, it is important to note that the Fermi liquid coefficients are ratios of various low-energy scales in different energy regimes

$$c_T^* = \left(\frac{T_K^*}{T_K}\right)^2, \quad c_V^* = \left(\frac{T_K^*}{T_K}\right)^2, \quad (433)$$

where the scales $T_K^*$, $T_K''$ characterize the curvature of the function $H(T, V) = 1 - G(T, V)/G_0$ w.r.t. temperature and voltage at $T = V = 0$,

$$\left(\frac{1}{T_K^*}\right)^2 = \left(\frac{1}{T_K''}\right)^2 = \left.\frac{\partial^2 H}{\partial T^2}\right|_{T = V = 0}, \quad \left.\frac{1}{T_K''}\right|_{T = V = 0}. \quad (434)$$

Analogously, one can write the Fermi liquid coefficients $c_T^{**}$ and $c_V^{**}$, defined by Eq. $\text{(43)}$, as

$$c_T^{**} = \left(\frac{T_K^{**}}{T_K}\right)^2, \quad c_V^{**} = \left(\frac{T_K^{**}}{T_K}\right)^2. \quad (435)$$

order to the known results $\text{(33)}$ and $\text{(37)}$, it is important to note that the Fermi liquid coefficients are ratios of various low-energy scales in different energy regimes

$$c_T^* = \left(\frac{T_K^*}{T_K}\right)^2, \quad c_V^* = \left(\frac{T_K^*}{T_K}\right)^2, \quad (433)$$

where the scales $T_K^*$, $T_K''$ characterize the curvature of the function $H(T, V) = 1 - G(T, V)/G_0$ w.r.t. temperature and voltage at $T = V = 0$,

$$\left(\frac{1}{T_K^*}\right)^2 = \left(\frac{1}{T_K''}\right)^2 = \left.\frac{\partial^2 H}{\partial T^2}\right|_{T = V = 0}, \quad \left.\frac{1}{T_K''}\right|_{T = V = 0}. \quad (434)$$

Analogously, one can write the Fermi liquid coefficients $c_T^{**}$ and $c_V^{**}$, defined by Eq. $\text{(43)}$, as

$$c_T^{**} = \left(\frac{T_K^{**}}{T_K}\right)^2, \quad c_V^{**} = \left(\frac{T_K^{**}}{T_K}\right)^2. \quad (435)$$

As a consequence, the absolute values of the Fermi liquid coefficients relate energy scales close to $T_K$ (represented by $T_K^*$ or $T_K^{**}$) to energy scales very far below $T_K$ (represented by $T_K'$ or $T_K'''$), i.e. they probe the correlation between different energy regimes. In contrast, the ratio of the Fermi liquid coefficients

$$\frac{c_V}{c_T} = \frac{c_V^*}{c_T^*} = \frac{c_T^{**}}{c_T^{**}} = \left(\frac{T_K^*}{T_K}\right)^2 \quad \text{probes only the energy regime very far below the Kondo temperature, analog to the ratio $\frac{T_K'}{T_K''}$, which probes only the energy regime close to $T_K$.}$$

Since only the ratios of the various energy scales $T_K^*, T_K'', T_K'$ and $T_K'''$ are universal, conclusions about the reliability of the method are not unambiguous when comparing the known results $\text{(33)}$ and $\text{(37)}$.

$$\sqrt{c_T^*} = \frac{T_K^*}{T_K} \approx 2.57, \quad \sqrt{c_V^*} = \frac{T_K^*}{T_K} \approx 1.00, \quad (437)$$

$$\sqrt{c_T^{**}} = \frac{T_K^{**}}{T_K} = \frac{\sqrt{3}}{\pi \sqrt{2}} \approx 0.39 \quad (438)$$

to the results in second order truncation

$$\frac{T_K^*}{T_K} \approx 2.59, \quad \frac{T_K'}{T_K} \approx 1.5, \quad \frac{T_K''}{T_K} \approx 0.58, \quad (439)$$

or to the ones in third order truncation

$$\frac{T_K^*}{T_K} \approx 2.21, \quad \frac{T_K'}{T_K} \approx 1.01, \quad \frac{T_K''}{T_K} \approx 0.46. \quad (440)$$

The fact that $\frac{T_K^*}{T_K}$ is quite close to the correct result in second order truncation, whereas $\frac{T_K'}{T_K}$ is very precise in...
third order truncation, might be an accident since the ratio of two energy scales can have a significantly different error than the energy scales themselves. Overall we observe that all ratios depend significantly on the truncation order and, if the ratio of two energy scales from the same energy regime is taken, the result improves when increasing the truncation order. For example, the ratio $T_K/T_K’$ improves from 49% deviation in second order to 18% error in third order truncation. Furthermore, we expect that a perturbative truncation of the RG equations should lead to a better improvement for larger energy scales when increasing the truncation order. Therefore, we speculate that our result (431) for $T_K/T_K’$ in third order truncation might have an even better quality than the corresponding result for the ratio $T_K/T_K’$. This is also in accordance with the fact that the result (40) is in agreement with experiment and in agreement with another recent effective action method. Moreover, as already mentioned in Sec. VI A our result (431) for the ratio $T_K/T_K’$ is very close to the result of Ref. 11. This provides evidence that our results in third order truncation are quite reliable for temperatures and voltages close to the Kondo temperature. Furthermore, speculating that $T_K’$ and $T_K’’$ are approximately correct in third order truncation, the precise result for $T_K/T_K’$ in the same order indicates that $T_K’$ is quite reliable, i.e. it seems that the voltage dependence can also be trusted for small voltages $V \ll T_K$. In contrast, the poor result for $T_K/T_K’$ in third order truncation indicates that $T_K’$ deviates significantly from the correct result, i.e. the temperature dependence is not so well described by $T \ll T_K$. Therefore, it seems that the rather precise result for $T_K/T_K’$ in second order truncation is an accident and originates from the fact that both $T_K$ and $T_K’$ are incorrect by approximately the same factor, whereas, in third order truncation, $T_K’$ is more precise than $T_K$, leading to the counterintuitive effect that the quality of $T_K/T_K’$ decreases with increasing truncation order.

In summary, we have presented arguments that the voltage dependence of the conductance seems to be quite reliable in third order truncation, whereas the temperature dependence needs to be improved in the regime $T \ll T_K$. Nevertheless, our arguments are partially based on speculations and need further substantiation by improved calculations for the nonequilibrium Kondo model in the strong coupling regime. Furthermore, we note that the third order RG scheme is in principle capable of reproducing the Fermi liquid result $\frac{c_V}{c_T} = \frac{3}{2\pi}$ exactly when an analytical solution of the RG equations is done for either $V = 0$ and $T \ll T_K$ or $T = 0$ and $V \ll T_K$, and $\frac{c_V}{c_T}$ is expanded systematically in orders of $J$, see Ref. 33 for details. The numerical solution contains all terms up to a certain order in $J$, but higher order terms which are not treated consistently cause deviations from the exact value for $\frac{c_V}{c_T}$.

We note that our improved scheme to determine $c_V^*$ can also be applied to the $S = 1$ Kondo model and to the calculation of the Fermi liquid coefficients of the static magnetic susceptibility $\chi/\chi_0 = 1 - a_T(T/T_K)^2 - a_V(V/T_K)^2$, where the authors of Ref. 38 report the following changes to their results in third order truncation:

$$\frac{c_V}{c_T}|_{S=1} = 0.179,$$

$$\frac{a_V}{a_T}|_{S=1/2} = 0.11, \quad \frac{a_V}{a_T}|_{S=1} = 0.10.$$

For $S = 1$, their results for $\frac{c_V}{c_T}$ deviate by $\sim 9\%$ from the exact value $\frac{c_V}{c_T} = \frac{3}{2\pi^2} \frac{4 + 10S}{5 + 8S} \approx 0.164$, as derived in Ref. 38.

C. Comparison with experiments

We have compared our calculations with experimental results obtained by Kretinin et al. They measured the differential conductance at finite temperature and voltage in an InAs nanowire-based quantum dot. This system can be described by the Kondo model, provided that both temperature and voltage are sufficiently small to suppress charge fluctuations. In previous publications, only the results for $G(T = 0, V)$ and $G(T, V = 0)$ have been compared between theory and experiment, here we present the comparison where both temperature and bias voltage are finite.

![FIG. 9: (Color online) Comparison of the differential conductance $G_T(V)$ for fixed $T$ calculated with RTRG (solid lines) with experimental data from Ref. [37] (dots).](image)

In Figs. 9 and 10 either the temperature or the voltage is fixed, and the differential conductance $G$ is plotted as function of the other quantity. Both figures compare the results for six different fixed values of the temperature or the voltage, respectively.

We find good agreement between our calculations and the experiment if temperature and voltage are much smaller than the Kondo temperature. If either of these
quantities is too large, charge fluctuations become important, which cannot be described properly by the Kondo model that our calculations are based on.

In an earlier publication \cite{22} results obtained with the method presented here had been used to determine the Kondo temperature of an experimental device and the temperature at which the experiment had been performed.

VII. SUMMARY AND OUTLOOK

In this paper, we presented a real time renormalization group approach that extends the flow scheme introduced in Ref. \cite{35}, which uses the Fourier variable as the flow parameter. We showed how universal RG equations can be set up in all orders and that only an expansion in the frequency-independent effective two-point vertex is needed to guarantee convergence of all frequency integrals. The RG equations can be solved in various truncation orders providing a consistency check for the reliability of the results. Whereas in this paper the RG equations have been solved explicitly up to third order truncation for the Kondo model, we have also outlined the procedure how to determine all terms in fourth order truncation. This might be helpful for future applications to test the reliability of the results even further.

We have shown that universality can be achieved for the Kondo model by using appropriate boundary conditions including the universal stationary conductance at zero temperature and zero bias voltage. With our procedure it is possible to arrive at stable results already for initial cutoffs which are about six orders of magnitude larger than the Kondo temperature. This is a significant improvement compared to other methods trying to solve directly for the universal properties of the Kondo model instead of the more involved Anderson impurity model.

We applied the method to the nonequilibrium spin-\(\frac{1}{2}\) Kondo model at zero magnetic field but arbitrary temperature and voltage. We found that the temperature-dependent conductance \(G_V(T)\) at fixed voltage \(V\) exhibits non-monotonic behavior. The height and width of the appearing local peak were shown to scale linearly with the applied voltage over approximately six orders of magnitude in units of the Kondo temperature. We compared our results to recent experiments and found good agreement in the regime where the Kondo model is expected to describe the experimental system accurately.

To characterize the temperature and voltage dependence of the conductance in different energy regimes close and far below the Kondo temperature, we have defined four different energy scales \(T_K^*, T_K^**, T_K^\prime,\) and \(T_K^\prime\). The scales \(T_K^*/T_K^\prime\) are defined from the curvature of \(G_V=0(T)/G_T=0(V)\) at \(T = 0/V = 0\), and the scales \(T_K^*/T_K^\prime\) by the half width at half maximum of the peak of \(G_V=0(T)/G_T=0(V)\) at \(T = 0/V = 0\). All these energy scales are proportional to the Kondo temperature \(T_K\).

We found that the shape of the conductance \(G(T,V)\) is independent of the truncation order when \(T\) and \(V\) are scaled in units of \(T_K\) and \(T_K^*\), respectively, providing evidence for the reliability of our result for the temperature and voltage dependence of the conductance. However, an interesting issue is the determination of the three independent universal ratios of the four characteristic energy scales, which turn out to depend crucially on the truncation order. The ratio \(\frac{T_K^*}{T_K^\prime} = \frac{\sqrt{3}}{\pi \sqrt{2}} \approx 0.39\) is known exactly from Fermi liquid relations, relating the temperature and voltage dependence for \(T, V \ll T_K\). Numerically exact results exist for the ratio \(\frac{T_K^*}{T_K^\prime} \approx 2.57\) from recent NRG calculations, relating the temperature dependence for \(T \sim T_K\) to the one for \(T \ll T_K\). Our method predicts in third order truncation the result \(\frac{T_K^*}{T_K^\prime} \approx 0.62\) for the remaining unknown ratio, relating the temperature and voltage dependence at energies close to \(T_K\). We presented evidence for the reliability of this result in third order approximation, based on the result \(G_T=0(V = T_K^*) \approx \frac{3}{4} G_0\), which has been confirmed experimentally and by another recent effective action method. From a comparison of our results for the other two ratios in third order truncation with the exact ones we obtained evidence that our results for the voltage dependence of the conductance are quite accurate for all voltages, whereas the ones for the temperature dependence need to be improved for \(T \ll T_K\).

Concerning future directions, the \(E\)-flow scheme offers a systematic method to avoid \(\frac{1}{T_K}\) and logarithmic divergences by resumming self-energy insertions and vertex corrections. Since approximation schemes in different truncation orders can be defined, its reliability can be tested by itself, in particular in those regimes where the vertices start to grow. So far, applications were successful for 2-level models where the dynamics of the local system is driven by spin fluctuations (Kondo model), energy fluctuations (spin-boson model) or charge fluctuations (interacting resonant level model). In the future, it is of partic-
ular interest to understand the interplay between these fluctuations, as described, e.g., by the Anderson impurity model (spin and charge fluctuations) or by quantum dots coupled to a bosonic environment (charge/spin and energy fluctuations). In particular, the Anderson impurity model is expected to be a suitable model to extract the universal behavior in the Kondo regime without resorting to the boundary condition of universal conductance, as used in this paper. This is motivated by recent NRG studies\textsuperscript{26} where it was shown that universality is reached much faster for the Anderson impurity model compared to the Kondo model. Furthermore, the Anderson impurity model allows for the study of potential scattering terms away from the particle-hole symmetric point and logarithmic energy renormalizations in the mixed-valence regime. Other interesting applications for the E-flow scheme are generic n-level quantum dots and models with quantum critical behavior, like, e.g., the sub-Ohmic spin-boson model or multi-channel Kondo models.
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**Appendix A: Evaluation of the integrals in the E-flow equations for the isotropic Kondo model**

We will now discuss how the integrals \textsuperscript{(279)–(283)}, which occur in the E-flow RG equations for the Kondo model, can be evaluated:

\begin{equation}
F^{(1)}_{12} = Z_{12} \int d\omega \int d\omega' \frac{f'(\omega) f'(\omega')}{\omega + \omega' + \chi_{12}}, \tag{A1}
\end{equation}

\begin{equation}
F^{(1)}_{12,34} = Z_{12} Z_{34} \int d\omega \int d\omega' \frac{f'(\omega) f'(\omega')}{(\omega + \omega' + \chi_{12})(\omega + \omega' + \chi_{34})}, \tag{A2}
\end{equation}

\begin{equation}
F^{(2)}_{12,34} = Z_{12} \int d\omega \int d\omega' \frac{f'(\omega) f'(\omega')}{\omega + \omega' + \chi_{12}}, \tag{A3}
\end{equation}

\begin{equation}
F^{(3)}_{12} = -Z_{12} \int d\omega \frac{f'(\omega)}{\omega + \chi_{12}}, \tag{A4}
\end{equation}

\begin{equation}
F^{(4)}_{12,34} = Z_{12} \int d\omega' \frac{f'(\omega)}{\omega' + \chi_{12}}, \tag{A5}
\end{equation}

where the integral \( F_{12}(\omega) = F(E_{12},\omega) \) is given by Eq. \textsuperscript{(119)},

\begin{equation}
F_{12}(\omega) = Z_{12} \int d\omega' f'(\omega') \left[ \frac{1}{\omega + \omega' + \chi_{12}} - \frac{1}{\omega' + \chi_{12}} \right]. \tag{A6}
\end{equation}

We note that \( F_{12}(0) = 0 \).

1. **Integrals at zero temperature**

For \( T = 0 \), we can use

\begin{equation}
f(\omega) = 1 - \Theta(\omega) \quad \Rightarrow \quad f'(\omega) = -\delta(\omega), \tag{A7}
\end{equation}

to evaluate the integrals and get

\begin{equation}
F^{(1)}_{12} = \frac{Z_{12}}{\chi_{12}} = \frac{1}{E_{12} + i\Gamma(E_{12})}, \tag{A8}
\end{equation}

\begin{equation}
F^{(1)}_{12,34} = \left( \frac{\chi_{12}^2 Z_{12}^2}{\chi_{12} - \chi_{34}} \right) \ln \left( \frac{\chi_{12}}{\chi_{34}} \right), \tag{A9}
\end{equation}

\begin{equation}
F^{(2)}_{12} = \frac{Z_{12}}{\chi_{12}} = \frac{1}{E_{12} + i\Gamma(E_{12})}, \tag{A10}
\end{equation}

\begin{equation}
F^{(3)}_{12} = Z_{12} \frac{Z_{34}(0)}{\chi_{12}} = 0, \tag{A11}
\end{equation}

\begin{equation}
F^{(4)}_{12,34} = -Z_{12} \frac{Z_{34}(0)}{\chi_{12}} = 0. \tag{A12}
\end{equation}

In the special case that no bias voltage is applied, i.e., all chemical potentials are the same, and

\begin{equation}
E_{12} = E, \quad Z_{12} = Z, \quad \chi_{12} = \chi, \tag{A13}
\end{equation}

the integrals are

\begin{equation}
F^{(1)}_{12} = \frac{1}{E + i\Gamma(E)}, \tag{A14}
\end{equation}

\begin{equation}
F^{(1)}_{12,34} = \frac{Z}{E + i\Gamma(E)}, \tag{A15}
\end{equation}

\begin{equation}
F^{(2)}_{12,34} = 0, \tag{A16}
\end{equation}

\begin{equation}
F^{(3)}_{12} = \frac{1}{E + i\Gamma(E)}, \tag{A17}
\end{equation}

\begin{equation}
F^{(4)}_{12,34} = 0. \tag{A18}
\end{equation}

2. **Integrals at finite temperature**

\textit{a. Prerequisites}

For finite \( T \), the Fermi function, its antisymmetric part, and its derivative are

\begin{equation}
f(\omega) = \frac{1}{2} - T \sum_{n \in \mathbb{Z}} \frac{1}{\omega - i\omega_n}, \tag{A19}
\end{equation}

\begin{equation}
f'(\omega) = -T \sum_{n \in \mathbb{Z}} \frac{1}{\omega - i\omega_n}, \tag{A20}
\end{equation}

\begin{equation}
f'(\omega) = T \sum_{n \in \mathbb{Z}} \frac{1}{(\omega - i\omega_n)^2}, \tag{A21}
\end{equation}

where

\begin{equation}
\omega_n = 2\pi T \left( n + \frac{1}{2} \right). \tag{A22}
\end{equation}
is a Matsubara frequency for any integer number \( n \). The integrals are calculated by closing the integration path in the upper half of the complex plane and applying the residue theorem. Note that \( \chi_{ij} \) is an analytic function in the upper half of the complex plane, such that the only poles in the upper half plane are the poles of the Fermi function or its derivative, which are first and second order poles, respectively.

In the following, we will often use the shorthand notations

\[
\begin{align*}
Z &= Z_{12}, \\
\bar{Z} &= Z_{34}, \\
\gamma &= \frac{\chi_{12}}{2\pi iT}, \\
\bar{\gamma} &= -\frac{\chi_{34}}{2\piiT}.
\end{align*}
\tag{A23, A24, A25, A26}
\]

b. Polygamma Functions

The polygamma functions are derivatives of the logarithm of the Gamma function \( \Gamma(z) \). They can be used to evaluate series of resolvents that contain Matsubara frequencies. The first polygamma function, also called digamma function, is given by

\[
\psi(z) = \frac{d}{dz} \ln \Gamma(z) = -\bar{\gamma} + \sum_{n=0}^{\infty} \left( \frac{1}{n+1} - \frac{1}{n+z} \right),
\tag{A27}
\]

where \( \bar{\gamma} \) is the Euler-Mascheroni constant. The digamma function permits us to evaluate series of the form

\[
\sum_{n=0}^{\infty} \left( \frac{1}{n+z_1} - \frac{1}{n+z_2} \right) = \psi(z_2) - \psi(z_1).
\tag{A28}
\]

Further types of series can be evaluated using the derivatives of the digamma function,

\[
\begin{align*}
\psi'(z) &= \sum_{n=0}^{\infty} \frac{1}{(n+z)^2}, \\
\psi''(z) &= -\sum_{n=0}^{\infty} \frac{2}{(n+z)^3}.
\end{align*}
\tag{A29, A30}
\]

c. Integrals which depend only on \( E_{12} \)

For the integral \( F_{12}^{(1)} \), we get

\[
F_{12}^{(1)} = \int d\omega \int d\omega' \frac{f'(\omega)f'(\omega')}{\omega + \omega' + \chi}
\]
\[
= Z T^2 \sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \int d\omega' \int d\omega' \frac{1}{(\omega' - i\omega_m)^2} \frac{1}{\omega' + \omega + \chi}
\]
\[
= Z (2\pi iT) \sum_{n=0}^{\infty} \sum_{m \in \mathbb{Z}} \frac{1}{\omega' - i\omega_m + \chi} \times \frac{1}{\omega' + \omega + \chi}
\]
\[
= Z (2\pi iT)^2 \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{2}{(i\omega_n + i\omega_m + \chi)^3}.
\tag{A31}
\]

Using \( i\omega_n = 2\pi iT \left(n + \frac{1}{2}\right) \) and \( \chi = (2\pi iT)\gamma \), this yields

\[
F_{12}^{(1)} = \frac{Z}{2\pi iT} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \frac{2}{(n+m+\gamma+1)^3}.
\tag{A32}
\]

Note that there are \( N + 1 \) equal terms in the \( m \)-sum:

\[
F_{12}^{(1)} = 2 \frac{Z}{2\pi iT} \sum_{N=0}^{\infty} \frac{N + 1}{(N + \gamma + 1)^3}
\]
\[
= 2 \frac{Z}{2\pi iT} \sum_{N=0}^{\infty} \left[ \frac{N + \gamma + 1 - \gamma}{(N + \gamma + 1)^3} \right]
\]
\[
= \frac{Z}{2\pi iT} \left[ \psi'(\gamma + 1) + \gamma \psi''(\gamma + 1) \right].
\tag{A33}
\]

Evaluating the integral \( F_{12}^{(3)} \) yields

\[
F_{12}^{(3)} = -Z \int d\omega \frac{f'(\omega)}{\omega + \chi}
\]
\[
= -Z T \sum_{n \in \mathbb{Z}} \int d\omega' \frac{1}{(\omega - i\omega_n)^2} \frac{1}{\omega + \chi}
\]
\[
= Z (2\piiT) \sum_{n=0}^{\infty} \frac{1}{(i\omega_n + \chi)^2}
\]
\[
= \frac{Z}{2\pi iT} \sum_{n=0}^{\infty} \frac{1}{(n + \gamma + \frac{1}{2})^2}
\]
\[
= \frac{Z}{2\pi iT} \psi'(\gamma + \frac{1}{2}).
\tag{A34}
\]
\[ F_{12,12}^{(1)} = Z F_{12}^{(1)}, \]
\[ F_{12,12}^{(2)} = \frac{Z^2}{2\pi iT} \left\{ (2\psi'(\gamma + 1) + \gamma \psi''(\gamma + 1)) \left[ \psi(\gamma + 1) - \psi\left(\gamma + \frac{1}{2}\right) - 1 \right] + \gamma [\psi'(\gamma + 1)]^2 - \frac{1}{2} \psi''(\gamma + 1) \right\}, \]
\[ F_{12,12}^{(4)} = \frac{Z^2}{2\pi iT} \left\{ \psi'\left(\gamma + \frac{1}{2}\right) \left[ \psi\left(\gamma + \frac{1}{2}\right) - \frac{1}{2} \psi'(\gamma + 1) + 1 \right] - \psi'(\gamma + 1) \left[ \frac{1}{2} \psi\left(\gamma + \frac{1}{2}\right) + 1 \right] + \frac{1}{2} \sum_{k=0}^{\infty} \frac{d}{dk} \left[ \psi(k + \gamma + 1) - \psi(k + \gamma + \frac{1}{2}) \right] \right\}. \]

If \( E_{12} \neq E_{34} \), we get
\[ F_{12,34}^{(1)} = \frac{\frac{Z}{Z} \left( \psi(\bar{\gamma} + 1) - \psi(\gamma + 1) + \bar{\gamma} \psi'(\bar{\gamma} + 1) - \gamma \psi'(\gamma + 1) \right)}{2\pi iT(\bar{\gamma} - \gamma)} \]
and
\[ F_{12,34}^{(4)} = \frac{\frac{Z}{Z} \left( \psi'\left(\bar{\gamma} + \frac{1}{2}\right) \left[ \psi\left(\bar{\gamma} + \frac{1}{2}\right) - \frac{1}{2} \psi'(\bar{\gamma} + 1) + 1 \right] - \psi'(\bar{\gamma} + 1) \left[ \frac{1}{2} \psi\left(\bar{\gamma} + \frac{1}{2}\right) + 1 \right] + \frac{1}{2} \sum_{k=0}^{\infty} \frac{d}{dk} \left[ \psi(k + \bar{\gamma} + 1) - \psi(k + \bar{\gamma} + \frac{1}{2}) \right] \right\}}{2\pi iT(\bar{\gamma} - \gamma)}. \]

No simple expression has been found for the integral \( F_{12,34}^{(2)} \). We use the approximation
\[ F_{12,34}^{(2)} \approx \frac{(Z_{12})^2 F_{34,34}^{(2)} + (Z_{34})^2 F_{12,12}^{(2)}}{2Z_{12}Z_{34}}, \]
which, for \( |E| \gg T, V \), neglects only contributions of \( O(\frac{TV}{\log^2 f}) \) in the RG equations which are beyond sub-leading order, consistent with the strategy described in Section [V.G.1]. It has been verified that replacing the exact expressions for the integrals \( F_{12,34}^{(1)} \) and \( F_{12,34}^{(4)} \) by similar approximations only has a negligible effect on the results.

The approach used to evaluate the remaining series in \( F_{12,34}^{(4)} \) is as follows:

- Sum the terms from \( k = 0 \) to \( k = k_0 - 1 \) explicitly.
- Replace the remaining series, starting from \( k = k_0 \), by an integral.

The relative error caused by the approximation is
\[ \epsilon \sim \frac{1}{4a^2} \]
and can be made arbitrarily small by choosing a suitable \( k_0 \).
Appendix B: Subleading terms in the RG equations for the vertices in the Kondo model

1. Effective vertex $G_{12}(E)$

In the subleading terms in Eq. (38), different products of effective vertices occur, namely (without Fourier arguments and $F$-integrals)

$$
\hat{G}_{34}\hat{G}_{12}\hat{G}_{34}, \quad \hat{G}_{34}\hat{G}_{13}\hat{G}_{42}, \quad \hat{G}_{34}\hat{G}_{42}\hat{G}_{13},
$$

$$
\hat{G}_{13}\hat{G}_{42}\hat{G}_{34}, \quad \hat{G}_{32}\hat{G}_{14}\hat{G}_{43},
$$

(B1)

which all have the form

$$
\hat{G}_{n_1n_2}\hat{G}_{n_3n_4}\hat{G}_{n_5n_6} = \sum_{\chi\chi'} G_{n_1n_2}^{\chi} G_{n_3n_4}^{\chi'} G_{n_5n_6}^{\chi''} \hat{L}_{n_1n_2}^{\chi} \hat{L}_{n_3n_4}^{\chi'} \hat{L}_{n_5n_6}^{\chi''},
$$

(B2)

where $n_i \in \{1, 2, 3, 4\}$. Note that the $G_{n_1n_2}$ only depend on the reservoir indices, and the $\hat{L}_{n_1n_2}^{\chi}$ only on the spin indices, and that we only consider $\chi, \chi', \chi'' \in \{2, 3\}$, such that all occurring $\hat{L}_{n_1n_2}^{\chi}$ contain the Pauli matrix $\sigma_{n_1n_2}$:

$$
\hat{L}_{n_1n_2}^{\chi} \hat{L}_{n_3n_4}^{\chi'} \hat{L}_{n_5n_6}^{\chi''} = \sum_{i, j, k \in \{x, y, z\}} L_i^{\chi} L_j^{\chi'} L_k^{\chi''} \sigma_{n_1n_2}^{i} \sigma_{n_3n_4}^{j} \sigma_{n_5n_6}^{k}.
$$

(B3)

To evaluate these subleading terms, we first evaluate the Pauli matrix products using the multiplication rule

$$
\sigma_{13}^i \sigma_{32}^j = \delta_{ij} \delta_{12} + i \epsilon_{ijk} \sigma_{12}^k.
$$

(B4)

The results for the five different products in (B1) are:

$$
\sigma_{34}^i \sigma_{12}^j \sigma_{43}^k = 2 \delta_{ik} \sigma_{12}^j,
$$

(B5)

$$
\sigma_{34}^i \sigma_{13}^j \sigma_{42}^k = (\delta_{ij} \delta_{14} + i \epsilon_{ijm} \sigma_{14}^m) \sigma_{12}^j
$$

$$
= \delta_{ij} \sigma_{12}^j + i \epsilon_{ijk} \sigma_{12}^j - \epsilon_{ijm} \delta_{1m} \sigma_{12}^j
$$

$$
= \delta_{ij} \sigma_{12}^j - i \epsilon_{ijk} \sigma_{12}^j + (\delta_{ik} \delta_{jm} - \delta_{im} \delta_{jk}) \sigma_{12}^m
$$

$$
= \delta_{ij} \sigma_{12}^j + \delta_{ik} \sigma_{12}^j - \delta_{jk} \sigma_{12}^j - i \epsilon_{ijk} \delta_{12},
$$

(B6)

$$
\sigma_{34}^i \sigma_{14}^k \sigma_{32}^j = \delta_{ij} \sigma_{12}^j + \delta_{ik} \sigma_{12}^j - \delta_{jk} \sigma_{12}^j + i \epsilon_{ijk} \sigma_{12}^j,
$$

(B7)

$$
\sigma_{34}^i \sigma_{12}^j \sigma_{43}^k = \delta_{jk} \sigma_{12}^j + \delta_{ik} \sigma_{12}^j - \delta_{ij} \sigma_{12}^j - i \epsilon_{ijk} \sigma_{12}^j,
$$

(B8)

$$
\sigma_{32}^i \sigma_{14}^k \sigma_{34}^j = \delta_{jk} \sigma_{12}^j + \delta_{ik} \sigma_{12}^j - \delta_{ij} \sigma_{12}^j + i \epsilon_{ijk} \sigma_{12}^j
$$

(B9)

(note that the last three results can be obtained by making suitable permutations of the indices $i$, $j$, and $k$ in the second one). In the following, we will discard all contributions $\sim \delta_{12}$ in the above results because these would contribute to the renormalization of $G_{12}^0$, which we have neglected.

To evaluate the products (B3) further, we note that only the third superoperator $L_{\chi''}^3$ can be $L_{\chi'}^3$, because all products where $L_{\chi}^3$ is multiplied with a component of $L_{\chi'}^2$ from the right are zero according to the rules in Secs. V B 7 and V B 8. Therefore, we only have to consider products of the form

$$
L_i^2 L_j^2 L_k^2 \sigma_{n_1n_2}^i \sigma_{n_3n_4}^j \sigma_{n_5n_6}^k,
$$

(B10)

where the Pauli matrix products is one of Eqs. (B5), (B9), and we omit all terms $\sim \delta_{12}$. This means that two out of the indices $i$, $j$, and $k$ are always equal, and we can use the results from Secs. V B 7 and V B 8 and the commutator relations (V 72) to evaluate the frequently occurring products

$$
L_i^2 L_j^2 L_k^2 \sigma_{12}^j = \frac{1}{2} L_{12}^3,
$$

(B11)

$$
L_i^2 L_j^2 L_k^2 \sigma_{12}^j = \frac{1}{2} L_{12}^3,
$$

(B12)

$$
L_i^2 L_j^2 L_k^3 = 0,
$$

(B13)

$$
L_i^2 L_j^2 L_k^3 \sigma_{12} = L_i^2 L_j^2 L_k^3 \sigma_{12} + L_i^2 [L_j^2, L_k^3] \sigma_{12}
$$

$$
= \frac{1}{2} L_{12}^3 - \frac{i}{2} \epsilon_{ijk} L_i L_j L_k \sigma_{12}
$$

$$
= \frac{1}{2} L_{12}^3 - \frac{1}{2} i (L_i^2 \times L_j^2) \cdot g_{12}
$$

$$
= \frac{1}{4} L_{12}^3,
$$

(B14)

$$
L_i^2 L_j^2 L_k^3 \sigma_{12} = L_i^2 L_j^2 L_k^3 \sigma_{12} + L_i^2 [L_j^2, L_k^3] \sigma_{12}
$$

$$
= -\frac{i}{2} \epsilon_{ijk} L_i L_j L_k \sigma_{12}
$$

$$
= -\frac{1}{2} (i L_i^2 \times L_j^2) \cdot g_{12}
$$

$$
= -\frac{1}{2} L_{12}^3.
$$

(B15)

For the terms where the last superoperator in the product is a component of $L_{\chi'}^2$, this yields:

$$
\hat{L}_{34}^2 \hat{L}_{12}^3 \hat{L}_{43}^2 = 2 L_i^2 L_j^2 L_k^3 \sigma_{12}^j
$$

$$
= \frac{1}{2} L_{12}^3,
$$

(B16)

$$
\hat{L}_{34}^2 \hat{L}_{13}^2 \hat{L}_{42}^2 = \hat{L}_{34}^2 \hat{L}_{42}^2 \hat{L}_{13}^2
$$

$$
= L_i^2 L_j^2 L_k^3 \sigma_{12}^k + L_i^2 L_j^2 L_k^3 \sigma_{12}^j - L_i^2 L_j^3 L_k^3 \sigma_{12}^j
$$

$$
= \frac{1}{4} L_{12}^3,
$$

(B17)

$$
\hat{L}_{13}^2 \hat{L}_{32}^2 \hat{L}_{34}^2 = \hat{L}_{32}^2 \hat{L}_{14}^2 \hat{L}_{43}^2
$$

$$
= L_i^2 L_j^2 \sigma_{12}^j + L_i^2 L_j^2 L_k^3 \sigma_{12}^j - L_i^2 L_j^2 L_k^3 \sigma_{12}^k
$$

$$
= \frac{1}{4} L_{12}^3,
$$

(B18)

and similarly for the products where the last factor is a
component of $L^3$,

\[
\hat{L}_{34}^2 \hat{L}_{12}^2 \hat{L}_{43}^2 = 2 \hat{L}_j^2 \hat{L}_j L_1^3 \sigma_{12}^j = -\hat{L}_{12}^3, \quad (B19)
\]

\[
\hat{L}_{34}^2 \hat{L}_{13}^2 \hat{L}_{42}^3 = \hat{L}_{34}^2 \hat{L}_{42}^3 \hat{L}_{13}^2
\]

\[
= \hat{L}_j^2 \hat{L}_j L_1^3 \sigma_{12}^j + \hat{L}_j^2 \hat{L}_j L_1^3 \sigma_{12}^j - \hat{L}_j^2 \hat{L}_j L_1^3 \sigma_{12}^j = 0, \quad (B20)
\]

\[
\hat{L}_{13}^2 \hat{L}_{42}^3 \hat{L}_{34}^2 = \hat{L}_{13}^2 \hat{L}_{34}^2 \hat{L}_{42}^3
\]

\[
= \hat{L}_j^2 \hat{L}_j L_1^3 \sigma_{12}^j + \hat{L}_j^2 \hat{L}_j L_1^3 \sigma_{12}^j - \hat{L}_j^2 \hat{L}_j L_1^3 \sigma_{12}^j = -\hat{L}_{12}^3. \quad (B21)
\]

The final result for the products in Eq. (B31) is

\[
\hat{G}_{34} \hat{G}_{12} \hat{G}_{43} = \frac{1}{2} \hat{G}_{34} \hat{G}_{12} \hat{G}_{43} \hat{L}_{12} - \hat{G}_{34} \hat{G}_{12} \hat{G}_{43} \hat{L}_{12}, \quad (B22)
\]

\[
\hat{G}_{34} \hat{G}_{13} \hat{G}_{42} = \frac{1}{4} \hat{G}_{34} \hat{G}_{13} \hat{G}_{42} \hat{L}_{12}, \quad (B23)
\]

\[
\hat{G}_{34} \hat{G}_{42} \hat{G}_{13} = \frac{1}{4} \hat{G}_{34} \hat{G}_{42} \hat{G}_{13} \hat{L}_{12}, \quad (B24)
\]

\[
\hat{G}_{13} \hat{G}_{42} \hat{G}_{34} = \frac{1}{4} \hat{G}_{13} \hat{G}_{42} \hat{G}_{34} \hat{L}_{12}, \quad (B25)
\]

\[
\hat{G}_{32} \hat{G}_{14} \hat{G}_{43} = \frac{1}{4} \hat{G}_{32} \hat{G}_{14} \hat{G}_{43} \hat{L}_{12} - \hat{G}_{32} \hat{G}_{14} \hat{G}_{43} \hat{L}_{12}. \quad (B26)
\]

2. Current vertex $I_{12}^3(E)$

We follow the approach of appendix B 1 to evaluate the subleading terms on the right-hand side of the RG equation for the current vertex, which is obtained by replacing the first vertex in each of the terms in Eq. (B30), by a current vertex:

\[
\hat{I}_{12}^3 \hat{I}_{12} \hat{I}_{43}^2, \quad \hat{I}_{13} \hat{I}_{42} \hat{I}_{43}^2, \quad \hat{I}_{13} \hat{I}_{42} \hat{I}_{34}^2, \quad \hat{I}_{32} \hat{I}_{14} \hat{I}_{43}^2. \quad (B27)
\]

Only the part $\sim \hat{L}_1^3$ of the current vertex contributes to the current kernel according to Eqs. (B11) and (B12). The only way to obtain contributions $\sim \hat{L}_1^3$ from the products above is to consider the part $\sim \hat{L}_1^2$ of the current vertex, and the part $\sim \hat{L}_2^2$ of both effective vertices:

\[
\hat{I}_{n_1 n_2} \hat{G}_{n_3 n_4} \hat{G}_{n_5 n_6} = \hat{I}_{n_1 n_2} ^1 \hat{G}_{n_3 n_4} ^2 \hat{G}_{n_5 n_6} \hat{L}_{n_1 n_2} \hat{L}_{n_3 n_4} \hat{L}_{n_5 n_6} \hat{L}_{n_5 n_6} \hat{L}_{n_5 n_6} \hat{L}_{n_5 n_6}, \quad (B28)
\]

where

\[
\hat{I}_{n_1 n_2} \hat{G}_{n_3 n_4} \hat{G}_{n_5 n_6} = \sum_{i,j,k \in \{x,y,z\}} L_{i,j,k}^3 G_{i,n_2}^3 G_{j,n_4}^3 G_{k,n_6}^3, \quad (B29)
\]

and we have to consider the products of Pauli matrix components from Eqs. (B35) (B39), except for the terms $\sim \hat{L}_{12}^3$, which do not contribute to the renormalization of $I^{17}$. The products of superoperators which need to be evaluated according to these Pauli matrix products are

\[
L_{i,j,k}^1 L_{i,j,k}^2 = 0, \quad (B30)
\]

\[
L_{i,j,k}^1 L_{j,k}^2 \sigma_{12}^i = \frac{1}{2} L_{i,j}^1 L_{j,k}^2 \sigma_{12}^i = \frac{1}{2} L_{12}^3, \quad (B31)
\]

\[
L_{i,j,k}^1 L_{j,k}^2 \sigma_{12}^i = L_{i,j}^1 L_{j,k}^2 \sigma_{12}^i + L_{i,j}^1 L_{j,k}^2 \sigma_{12}^i = 0, \quad (B34)
\]

\[
L_{i,j,k}^1 L_{j,k}^2 \sigma_{12}^i = 0, \quad (B35)
\]

Finally, we get

\[
\hat{I}_{34} \hat{L}_{12} \hat{I}_{43}^3 = 2 L_{i,j}^3 L_{j,k}^3 \sigma_{12}^i = -\hat{L}_{12}^3, \quad (B33)
\]

\[
\hat{L}_{34} \hat{L}_{13} \hat{L}_{42}^2 = \hat{L}_{34} \hat{L}_{42} \hat{L}_{13}^2 = L_{i,j}^3 L_{j,k}^2 \sigma_{12}^i + L_{i,j}^3 L_{j,k}^2 \sigma_{12}^i - L_{i,j}^3 L_{j,k}^2 \sigma_{12}^i = -\hat{L}_{12}^3, \quad (B34)
\]

\[
\hat{I}_{13} \hat{L}_{42}^2 \hat{L}_{34}^2 = \hat{L}_{34} \hat{L}_{42} \hat{L}_{13}^2 = L_{i,j}^3 L_{j,k}^2 \sigma_{12}^i = 0, \quad (B35)
\]

The final result for the products in Eq. (B27) is

\[
\hat{I}_{34} \hat{G}_{12} \hat{G}_{43} = -\hat{I}_{34} \hat{G}_{12} \hat{G}_{43} \hat{L}_{12}, \quad (B36)
\]

\[
\hat{I}_{34} \hat{G}_{13} \hat{G}_{42} = -\hat{I}_{34} \hat{G}_{13} \hat{G}_{42} \hat{L}_{12}, \quad (B37)
\]

\[
\hat{I}_{34} \hat{G}_{42} \hat{G}_{13} = -\hat{I}_{34} \hat{G}_{42} \hat{G}_{13} \hat{L}_{12}, \quad (B38)
\]

\[
\hat{I}_{13} \hat{G}_{42} \hat{G}_{34} = 0, \quad (B39)
\]

\[
\hat{I}_{32} \hat{G}_{14} \hat{G}_{43} = 0. \quad (B40)
\]
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