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A full independent drug development programme to demonstrate efficacy may not be ethical and/or feasible in small populations such as paediatric populations or orphan indications. Different levels of extrapolation from a larger population to smaller target populations are widely used for supporting decisions in this situation. There are guidance documents in drug regulation, where a weakening of the statistical rigour for trials in the target population is mentioned to be an option for dealing with this problem. To this end, we propose clinical trials designs, which make use of prior knowledge on efficacy for inference. We formulate a framework based on prior beliefs in order to investigate when the significance level for the test of the primary endpoint in confirmatory trials can be relaxed (and thus the sample size can be reduced) in the target population while controlling a certain posterior belief in effectiveness after rejection of the null hypothesis in the corresponding confirmatory statistical test. We show that point-priors may be used in the argumentation because under certain constraints, they have favourable limiting properties among other types of priors. The crucial quantity to be elicited is the prior belief in the possibility of extrapolation from a larger population to the target population. We try to illustrate an existing decision tree for extrapolation to paediatric populations within our framework. © 2016 The Authors. Statistics in Medicine Published by John Wiley & Sons Ltd.
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1. Introduction

One of the most challenging tasks in medicine is clinical research in children. In the following paper, we look at drug development in the paediatric population. For decades, it has been criticized that most medicines have not been authorized for the use in children. Off-label use based on the individual responsibility of the treating paediatrician is often the only way how children can benefit from medicines that are only authorized for adults [1]. This relies on the questionable assumption, that children are small adults. There exist several reasons for such a development: clinical research in children is a sensitive area involving emotional and ethical challenges, methodological challenges, for example, the small numbers of children that can be recruited into trials, and on the other hand increased costs that may not be compensated by economic returns if the treated disease is rare in children. In order to improve the situation, new legal requirements have been created in the USA [2, 3] and in the European Union (EU) [4, 5]. Essentially, these require companies to agree a plan for developing a medicine in children with the regulatory authorities before authorization in adults. If studies in children performed according to the agreed plan are submitted and lead to authorization in children, patent exclusivity is prolonged as a reward for the extra effort of the drug developer.

The scope of such a paediatric investigation plan (PIP) may reach from a full programme (including pre-clinical research, pharmacokinetics, pharmacodynamics, dose finding studies and two fully powered pivotal phase III studies) for diseases only existing in childhood at the upper end of the spectrum and, for example, a single (pharmacokinetic) case series in children on the lower end of the spectrum. The latter situation is obviously based on the assumption that data and results from adult patients can be
extrapolated to the childhood and only very limited additional data from children are necessary before authorization of the treatment also for children. Such extrapolation is only possible in situations where it may be assumed that children are reasonably similar to adults, which, as a general rule is not acceptable, for example, because of differences related to growth and maturation. In order to give some structure in the decision process whether and to what extent extrapolation from adults to children is appropriate, the Food and Drug Administration (FDA) has developed a paediatric study decision tree based on similarity of disease progression, similarity of response to treatment and similar concentration–response relationships [6].

The European Medicines Agency (EMA) has issued a concept paper on extrapolation [7] that – although referring also to extrapolation in other areas of drug development – has been mainly driven by its Paediatric Committee. Extrapolation in the regulatory context is defined by

Extending information and conclusions available from studies in one or more subgroups of the patient population (source population), or in related conditions or with related medicinal products, to make inferences for another subgroup of the population (target population), or condition or product, thus reducing the need to generate additional information (types of studies, design modifications, number of patients required) to reach conclusions for the target population, or condition or medicinal product.

In the same document, it is stated that the primary rationale for extrapolation is to avoid unnecessary studies in the target population for ethical reasons, for efficiency, and to allocate resources to areas where studies are the most needed.

There are different ways mentioned on how to reduce the evidence required from the paediatric population(s) dependent on the degree of similarity to the source population (e.g. adults): instead of a full development programme, only a reduced set of studies are required, for example, pharmacokinetic/pharmacodynamic studies only, dose-ranging or dose-titration studies, non-controlled descriptive efficacy and/or safety studies, controlled studies but arbitrary sample size, larger significance level, lower coverage probability of confidence intervals, acceptance of surrogate endpoints for the primary analysis, interpolation (bridging), for example, between age subgroups, modelling prior information from existing data sets (Bayesian models and meta-analytic predictive). Some of these proposals have also been mentioned in the previous EMA guideline on clinical trials in small populations [8].

It is obvious that decisions on the extent of extrapolation possible, for example, from adults to children, are generally not conventional statistical decisions. Often it is even hard to find sufficient data on the control therapy the new treatment has to be compared with in children. Generally, no data at all are available from systematic studies with the new (drug) in children, because we still encounter the argument that paediatric studies are not ethical before the drug has been successfully registered in adults. However, the PIP by European law should be laid down as soon as results from early studies in adults become available, hence, certainly before registration in adults. The rationale behind is that drug developers should provide an early commitment for what they are planning regarding development for children. Often clinical data on the efficacy and safety of the new treatment are very limited even in adults so that decisions will have to be grounded predominantly on expert opinion of experienced specialists in the disease area with corresponding expertise in the paediatric population. Clearly, historical data from different sources and of different relevance will in general play an important role in the expert judgement and decisions. As a matter of fact, decisions under uncertainty have to be taken in this area by experts in collaboration with statisticians. If methodologists refuse to deal with such an environment, the paediatricians will individually decide and apply treatments to children off label without being able to refer to any systematic study results.

In this paper, we will try to structure the extrapolation process. Thereby, we concentrate on softening the burden of evidence in paediatric populations by enlarging the significance level in a paediatric clinical trial. We introduce prior probabilities for non-applicability of extrapolation (‘scepticism’) and priors on the hypotheses to be tested. We show, how single standard frequentist tests with an enlarged significance level correspond to Bayesian decision rules based on certain scepticism and priors. In Section 2, we develop the general framework for $\alpha$-level adjustment by applying Bayesian arguments. In Section 3, we apply this framework to treatment–control comparisons assuming normally distributed outcome variables. In Section 4, we show as an example, how the FDA decision tree for extrapolation may be roughly embedded in our framework. We close with a short discussion in Section 5. In the Appendix, we show the favourable properties of two-point priors we used in the argumentation.
2. A simple framework for $\alpha$-level adjustment

In our approach, to incorporate prior knowledge in the hypothesis testing problem, two properties of the test function $\varphi$ have to be considered.

(i) Given $H_1$ is true, the test function should reject $H_0$ (which means that $\varphi = 1$) with a high probability. Thus, the power $P(\varphi = 1 | H_1)$ has to be fixed adequately on a level $1 - \beta$.

(ii) Given that sponsor reports $\varphi = 1$, the regulators want to be sure that $H_1$ is true. Therefore, the probability $P(H_1 | \varphi = 1) = 1 - \gamma$ (which may be interpreted as a 'positive predictive value' of a significant test result) has to be controlled.

Here, $H_0$ and $H_1$ indicate the null and alternative hypotheses in, for example, the comparison of the means between an experimental treatment and a control, or in the test of a dose–response relationship.

It should be mentioned that criterion (ii) is in contrast to the usual clinical trial approach, where both $P(\varphi = 1 | H_1)$ and $P(\varphi = 1 | H_0)$ are adequately controlled. In our framework, the direct control of the power and the positive predictive value of a significant test result is the crucial condition for comparing different tests. In the conventional testing set-up, the control of the latter value is indirectly aimed at by control of the type I error rate. Thus, our setting could be seen as a compromise between the classical framework and the control of both the positive and the negative predictive value as suggested in [9].

The choice of $1 - \beta$ is typically based on economical and ethical arguments, and values of $\beta$ being equal to 0.1 or 0.2 are traditionally taken in phase III studies. In the following, we will consider two scenarios, where the first scenario will help us to choose a reasonable value also for $1 - \gamma$, which then will hold as a standard, whereas the second scenario will eventually motivate an adjustment of the type I error rate in order to maintain this standard.

2.1. Two scenarios to arrive at the same positive predictive value

2.1.1. The benchmark scenario. To motivate the choice of the positive predictive value $1 - \gamma$, we consider the case that a full study programme is conducted only in the target population, and several early phase studies have been conducted with a positive result including a phase II proof of concept study. With each positive result, the belief in $H_1$ may have strengthened, and when planning the phase III study, we have arrived at a prior probability for $H_1$ of $1 - r$. We will refer to this scenario as the benchmark scenario. In order to justify this designation, the type I and type II error rates on which $P_r(H_1|\varphi = 1) = \frac{(1 - \beta)(1 - r)}{(1 - \beta)(1 - r) + \alpha r}$ is based on are assumed to be the traditional values for phase III studies: $\alpha$ may be set to the one-sided levels 0.025, or even 0.025$^2$ (representing the two pivotal studies paradigm), whereas $\beta$ may be set to, for example, 0.1 or 1 - 0.9$^2 = 0.19$ (again for the two studies paradigm). Note, $P_r(H_1|\varphi = 1)$ is given by Bayes’s theorem, and the subscript $r$ indicates that this benchmark belief depends on $1 - r$.

After choosing error rates that represent the common practice in the given setting, let $\varphi_m$ denote a test that controls exactly these $\alpha$ and $\beta$ levels.

A crucial parameter in this setting is the value of $1 - r$, the regulators belief in $H_1$. As $1 - r$ represents the belief before phase III in a standard drug development programme is started, one may argue that enough evidence has been accumulated so that $1 - r \geq 0.5$. For the choice of $1 - r$, it may be possible to derive an average subjective probability in the Bayesian sense for the truth of $H_1$. Another possibility is the deduction of $1 - r$ in a frequentist framework using the law of total probability (see also [9]): let $\varphi_{mIII}$ denote a binary function that indicates the success ($\varphi_{mIII} = 1$) or failure ($\varphi_{mIII} = 0$) of a phase III clinical trial. Here, as an example, we consider drug development in oncology. Investigations of the success rates of these phase III trials in oncology claim that approximately 55–60% of these drugs fail [10, 11]. Taking this value into account with $P(\varphi_{mIII} = 1) = 0.40$, we have

$$P(\varphi_{mIII} = 1) = P(\varphi_{mIII} = 1 | H_1) P(H_1) + P(\varphi_{mIII} = 1 | H_0) [1 - P(H_1)] \tag{1}$$

by simple algebra it follows

$$P(H_1) = \frac{0.4 - \alpha}{1 - \beta - \alpha} \approx 0.5. \tag{2}$$
The value 0.5 in the last equation follows, if $\alpha$ is considered to be negligibly small and if $\beta \approx 0.2$. If the success rate in phase III is higher, the aforementioned derivation will result in an increased prior probability $1 - r > 0.5$.

### 2.1.2. The $\alpha$-level adjustment scenario

After arriving at a benchmark, two different statistical models have to be considered: one for the source population and one for the target population. In the former model, an alternative hypothesis $H_{1}'$ is formulated. It is assumed, that it is possible to translate the alternative $H_{1}'$ from the source population into a clinically relevant alternative hypothesis $H_{1}$ for the statistical model in the target population with the following condition: if sufficient similarity between the source and the target population holds with regard to biological correspondence, disease progression, and so on, then all the evidence regarding the truth of $H_{1}'$ can be translated into evidence for the truth of $H_{1}$. An example for such a translation could be a certain functional relation of the effect sizes in both subpopulations. For the statement that there is sufficient similarity, we write $E$ (short for ‘full extrapolation is possible’, which we consider here as an equivalent formulation of the statement), whereas the opposite statement is denoted as $\bar{E}$.

To be specific, we consider the problem of extrapolating evidence from adults (source population) to children (target population) and assume that the alternative $H_{1}'$ is ‘proven’ in adults by the conduct of a sufficient study programme of clinical trials relying on statistical tests. This means that due to the principle of statistical tests, there remains some uncertainty in the test decision. The assumption of a ‘proven’ $H_{1}'$ seems to be realistic because a failure in the proof of efficacy in the adult population in general would stop any further development in the paediatric population. Hence, formally the following arguments condition on the proof of efficacy in the adult population. Next, we model the beliefs in the truth of $H_{1}$ conditional to the benchmark scenario outlined earlier and that full extrapolation can be applied, the probabilities of $H_{1}'$ and $H_{1}$ are equal such that

$$P(H_{1}|E) = P(H_{1}'|\varphi' = 1) = 1 - \gamma,$$

where $\varphi'$ is the indicator for a successful adult development programme ($\varphi' = 1$ indicates proof of efficacy). The quantity $\gamma$ quantifies the remaining uncertainty, and we choose $1 - \gamma$ to be equal to $P_{\varphi}(H_{1}|\varphi_{\beta} = 1)$ from the benchmark scenario. For the rest of the paper, we consider this as the basic extrapolation assumption.

The probability that $H_{1}$ holds conditional on the impossibility of full extrapolation $P(H_{1}|\bar{E})$ is denoted by $1 - q$. Now the probability of $H_{1}$ can be written as

$$P(H_{1}) = P(H_{1}|E)P(E) + P(H_{1}|\bar{E})P(\bar{E})$$

$$= (1 - \gamma)(1 - s) + (1 - q)s. \tag{4}$$

Note that $s$ refers to the disbelief in the ‘similarity’ (scepticism) between the source and the target population, whereas $1 - q$ refers to the prior probability of no effect in the target population, if similarity cannot be applied as an argument: how likely is the alternative, if it is found that extrapolation regarding efficacy cannot be applied? One may tend to choose $q$ values close to 1 in such a situation, but certainty with regard to existing differences between the population may not exclude that the drug is working in the subpopulation; hence, values of $q < 1$ may be reasonable. In particular, there may be some information from past use of the drug in the target population (e.g. from off-label use in the paediatric population). Under our proposed extrapolation assumption (3), a lower boundary $q \geq \gamma$ seems reasonable for logical consistency. Otherwise, the belief in $H_{1}$ would be higher, if full extrapolation would be regarded as not applicable.

With the aforementioned assumptions and fixed $q$ and $s$, this describes the $\alpha$-level adjustment scenario, where a paediatric trial is designed to be conducted after a positive result in the corresponding adult trial. With particular values of $q$ and $s$, a prior probability of the alternative hypothesis is given by equation (5), which will be denoted $P_{q}(H_{1})$ from now on. The corresponding positive predictive value, derived by the Bayes theorem will be written in a similar fashion as $P_{q}(H_{1}|\varphi = 1)$. 
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2.2. Evidence based α-level adjustment

We aim to derive a new test $\varphi_{\text{adj}}$ with error rates $\alpha_{\text{adj}}$ and $\beta_{\text{adj}}$. This test should provide the same degree of belief $P_q^x (H_1|\varphi_{\text{adj}} = 1)$, as a positive test result would provide in the benchmark scenario ($= 1 - \gamma$):

$$P_r (H_1|\varphi_r = 1) = 1 - \gamma = P_q^x (H_1|\varphi_{\text{adj}} = 1).$$

(6)

If this equation holds, in our framework, we consider positive test results for $\varphi_r$ and $\varphi_{\text{adj}}$ to be equally convincing for regulators. By equation (6),

$$\frac{(1 - \beta)(1 - r)}{(1 - \beta)(1 - r) + ar} = \frac{(1 - \beta_{\text{adj}})P_q^x (H_1)}{(1 - \beta_{\text{adj}})P_q^x (H_1) + \alpha_{\text{adj}} P_q^x (H_0)}.$$ 

(7)

where, the left side of equation (7) refers to the benchmark scenario and $\beta_{\text{adj}}$ and $\beta_{\text{adj}}$ are chosen such that the equation holds. Clearly, the type II error rate should not be different from what is usually chosen from the sponsors (and regulators) perspective, because the main objective of the study is to obtain a positive result conditional on the true $H_1$, that is, $\beta_{\text{adj}} = \beta$. This means, that $\alpha_{\text{adj}}$ is the only remaining variable in (7), from which

$$\left[ \frac{r^\gamma(q)}{1 - r^\gamma(q)} \right]^{1/\gamma} = \alpha_{\text{adj}},$$ 

(8)

for $r \neq 1$ and $P_q^x (H_1) \neq 0$ is now easy to derive. Thus, the $\alpha$ level is raised by a factor, representing the ratio of prior odds in favour of the $H_1$ in the $\alpha$-level adjustment scenario and in the benchmark.

By using (5), equation (8) can be written as

$$\alpha \left[ \frac{r}{1 - r} \right] \left[ \frac{(1 - \gamma)(1 - s) + (1 - q) s}{1 - (1 - \gamma)(1 - s) - (1 - q) s} \right] = \alpha_{\text{adj}}.$$ 

(9)

In the last equation, $c_q^r(s)$ is the $\alpha$-level adjustment factor, which after fixing $\gamma$ only depends on $r$, $q$ and $s$. By using $1 - \gamma$ from the benchmark scenario, we see from equation (9) that for $s \to 0$, the $\alpha$-level adjustment factor $c_q^r(s)$ approaches $\frac{1 - \beta}{q}$, so that the maximum value for $\alpha_{\text{adj}}$ is $1 - \beta$. Note that a test with a level of $1 - \beta$ has a constant rejection probability of $1 - \beta$ irrespective of the null hypothesis or the alternative being true. Such a test refers to full extrapolation, because in theory a test with this property can be achieved with a sample size of zero by simply running a Bernoulli experiment with $p = 1 - \beta$. No evidence is necessary also for the case $q = \gamma$, as $\alpha_{\text{adj}}$ again takes its maximum value $1 - \beta$. For $s \to 1$, $\alpha_{\text{adj}}$ approaches $\alpha \left[ \frac{r}{1 - r} \right] \frac{1 - q}{q}$ and hence approaches $\alpha$ for $q = r$: in case of full scepticism about the similarity ($s = 1$), the only prior information on $H_1$ to be used is the belief $1 - q$. If $1 - q = 1 - r$, we simply end up with the test in the benchmark scenario ($\varphi_{\text{adj}} = \varphi_r$). An interpretation for this particular case $q = r$ is that early phase data in the paediatric population are available such that we are in the same situation as if we were starting a regular phase III drug development programme in the source population.

In Table I, the values of the $\alpha$-level adjustment factor $c_q^r(s)$ are calculated according to equation (9) for different values of $s$, $r$ and $q$. With decreasing $s$, $c_q^r(s)$ increases. For fixed $s$ and $r$, this factor also increases with decreasing $q$. When only $r$ is allowed to vary, then an increase of $r$ leads to an increase of $c_q^r(s)$. Note that the maximum inflation factor of 909.86 ($r = 0.75$, $q = 0.1$, $s = 0.01$ and $\gamma = 0.0023$) in Table I results in an increase of $\alpha = 0.0252$ to an $\alpha_{\text{adj}}$ of 0.57, which in practice would mean no further study in the target population.

2.3. Eminence and evidence

To summarize, there are two sources of information, on which the final belief in the truth of $H_1$ depends:

(1) Eminence: Information on which regulatory experts (e.g. a division of the Paediatric Committee) base their choice of the design parameters $r$, $q$ and the scepticism $s$. Note that at the time when the PIP has to be laid down, often no data are available from efficacy trials in the adult population.
The value of $r$ is derived from some general arguments on the prior belief that the drug has no relevant effect when a standard drug development programme has already passed phase II and has arrived to plan phase III. We have suggested a plausible choice from general regulatory experience. However, it may be advisable to choose different prior beliefs $r$ depending on the type of disease and type of drug under investigation. An increasing transparency of data from the regulatory drug registration process [12] may in future help to choose appropriate prior beliefs. We have chosen

| $c_{0.05}$  | $c_{0.025}$ | $c_{0.01}$ | $c_{0.005}$ | $c_{0.0025}$ | $c_{0.001}$ | $c_{0.0005}$ | $c_{0.00025}$ | $c_{0.0001}$ | $c_{0.00005}$ | $c_{0.000025}$ |
|-------------|-------------|-------------|-------------|--------------|-------------|--------------|--------------|--------------|--------------|---------------|
| 0.0         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.1         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.2         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.3         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.4         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.5         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.6         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.7         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.8         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.9         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |

For calculating $r = 0.5, 1 - y = 0.9992$

| $r$          | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ | $c_{0.025}$ |
|-------------|-------------|-------------|-------------|--------------|-------------|--------------|--------------|--------------|--------------|---------------|
| 0.0         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.1         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.2         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.3         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.4         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.5         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.6         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.7         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.8         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.9         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |

For calculating $r = 0.25, 1 - y = 0.9997$

| $r$          | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ | $c_{0.075}$ |
|-------------|-------------|-------------|-------------|--------------|-------------|--------------|--------------|--------------|--------------|---------------|
| 0.0         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.1         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.2         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.3         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.4         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.5         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.6         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.7         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.8         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |
| 0.9         | 0.0         | 0.0         | 0.0         | 0.0          | 0.0         | 0.0          | 0.0          | 0.0          | 0.0          | 0.0           |

The error rates $\alpha$ and $\beta$ from the benchmark scenario are considered to be $0.025^2$ and $1 - 0.9^2 = 0.19$, respectively.
the slightly provocative term ‘eminence’ for expert opinion on similarity, modes of action, age dependency, prior beliefs and so on to express our precautions about the possibility of elicitation of all these types of information, accounting for the potentially high variability of the information between experts. Choosing an appropriate value of $s$ seems to be even more difficult, and special techniques of eliciting prior knowledge in Bayesian statistics may be applicable [13, 14].

One way to simplify the arguments is to assume $q = 1$ throughout. This implies that if extrapolation between populations is not considered to be an option, then the belief in efficacy ($H_1$) would be zero. The framework allows to choose values $q < 1$, allowing a perspective for efficacy even if there is a high certainty about relevant differences in the populations not allowing to use extrapolation arguments. A crucial assumption in our framework is the extrapolation assumption $P(H_1|E) = 1 - \gamma$, meaning that if extrapolation is considered to be applicable, the proof of efficacy in the source population can be extrapolated to the target population providing, after rejection in the target population, the same posterior belief in the alternative as in the adult population with registration according to the standard procedure.

(2) Evidence: Data from a trial in the target population designed to control the error rates $\alpha_{adj}$ and $\beta$ of the test of the primary outcome variable. As formulated earlier, this adjusted significance level results from all a priori knowledge, for example, from expert opinion and/or from trials in the source population, covered by the additional design parameters $r, q$ and $s$. In our simplified scenario, $\alpha_{adj}$ and $\beta$ are the criteria of statistical evidence to be reached for the trial to be performed in the target population. Hence, from a regulatory perspective, $\alpha_{adj}$ is used as the final decision criterion for registering a treatment in the target population.

3. Extrapolation in normally distributed data

In this section, we propose a generalized framework for the test of one-sided hypotheses by introducing general prior distributions. Then, we motivate the application of two-point priors and focus on the special case of normally distributed outcome variables.

Let $\pi$ denote a prior distribution on a parameter $\Delta$ and $\varphi$ denote a test procedure testing $H_0 : \Delta \leq \Delta_0$ against $H_1 : \Delta > \Delta_0$. We redefine the test quality criteria from Section 2:

$$P_{\pi}(\varphi = 1|H_1^\Delta) = \int_{\Delta_0}^{\infty} P(\varphi = 1|\Delta) \pi(\Delta|H_1^\Delta) d\Delta = 1 - \tilde{\beta}_\pi \geq 1 - \beta$$

$$P_{\pi}(H_1|\varphi = 1) = \int_{\Delta_0}^{\infty} \pi(\Delta|\varphi = 1) d\Delta = 1 - \gamma \geq 1 - \gamma,$$

where $H_1^\Delta = [\Delta_1, \infty)$ and $\pi(\varphi = 1|\Delta)$ denotes the probability of a rejection given $\Delta$. The left-hand side in the first inequality is the Bayesian power, defined as the average of the frequentist power across alternatives $\Delta \in H_1^\Delta$ according to the prior $\pi$. In the same sense, a Bayesian type I error rate can be defined as $P_{\pi}(\varphi = 1|H_0) = \tilde{\alpha}_\pi$.

Similar to our model in the last section, we now take a look on the two scenarios, the benchmark and the $\alpha$-level adjustment scenario.

**Benchmark scenario:** Let $\pi_b$ represent the prior belief in this scenario and $\varphi_{bNP}$ with error rates $\alpha_{bNP}$ and $\beta_{bNP}$ denote a standard trial in phase III that is usually chosen to be equivalent to a Neyman–Pearson test. The posterior belief after rejection is then given by

$$P_{\pi_b}(H_1|\varphi_{bNP} = 1) = \frac{(1 - \tilde{\beta}_{\pi_b}) P_{\pi_b}(H_1^\Delta) + P_{\pi_b}(\varphi_{bNP} = 1|H_1^\Delta) P_{\pi_b}(H_1^{\Delta NP})}{(1 - \tilde{\beta}_{\pi_b}) P_{\pi_b}(H_1^\Delta) + P_{\pi_b}(\varphi_{bNP} = 1|H_1^\Delta) P_{\pi_b}(H_1^{\Delta NP}) + \tilde{\alpha}_{\pi_b} (1 - P_{\pi_b}(H_1^\Delta) - P_{\pi_b}(H_1^{\Delta NP}))},$$

where $H_1^\Delta = (\Delta_0, \Delta_1)$ is the subset of $H_1$ that is considered to be non-relevant for the Bayesian power calculation.

The question is now how to choose $\pi_b$ because different opinions about the effect $\Delta$ lead to different posterior knowledge of the $H_1$. Our suggestion is as follows: similarly to the formulation of the benchmark scenario in the previous section, we first fix the prior probability $1 - r$, but this time this value represents the belief on the parameter set $H_1^\Delta$. In the Appendix, we will show, that every prior $\pi_b$ fulfilling $1 - r = P_{\pi_b}(H_1^\Delta) = \int_{\Delta_0}^{\Delta_1} \pi_b(\Delta) d\Delta$ leads to a positive predictive value with the property
The right-hand side of this inequality can be thought as the positive predictive value of the test $\phi_{b}^{\text{NP}}$ coming from a Dirac distribution $\phi_{b}^{\text{NP}}(A) = r \cdot 1_{|A|} \left(\Delta_{0}\right) + (1 - r) \cdot 1_{|A|} \left(\Delta_{1}\right)$ (here, $1_{|A|}$ denotes the indicator function). It furthermore holds

$$P_{\pi_{b}} \left( H_{1} | \phi_{b}^{\text{NP}} = 1 \right) \geq \frac{(1 - \beta_{b}^{\text{NP}}) (1 - r)}{\left(1 - \beta_{b}^{\text{NP}}\right) (1 - r) + \alpha_{b}^{\text{NP}} r}.$$ 

With the last two inequalities, we can conclude that after the choices of $\phi_{b}^{\text{NP}}$ and $1 - r$, both the Bayesian power and the positive predictive value are controlled on a level $1 - \beta_{b}^{\text{NP}}$ and on a level $1 - \gamma_{b}$ respectively with $1 - \gamma_{b} := \frac{(1 - \beta_{b}^{\text{NP}}) (1 - r)}{\left(1 - \beta_{b}^{\text{NP}}\right) (1 - r) + \alpha_{b}^{\text{NP}} r}$, for the set of all prior distributions $\pi_{b}$ with $P_{\pi_{b}} \left( H_{1}^{\Delta} \right) = 1 - r$.

Note that in the benchmark scenario, the restriction on two points in the parameter space is widely used when planning a frequentist phase III study at a level $\alpha$ and a power of $1 - \beta$, so that focusing on these two points is not an uncommon approach.

**$\alpha$-Level adjustment scenario:** Similarly to the restriction of possible prior distributions in the benchmark scenario to such priors $\pi_{b}$, that fulfil the constraint $1 - r = P_{\pi_{b}} \left( H_{1}^{\Delta} \right)$, we will restrict the possible prior distributions $\pi_{\alpha_{b}}$ in the $\alpha$-level adjustment scenario. To this end, we repeat the approach from the last section as follows: if full extrapolation can be considered as possible, all the evidence can be taken from the source population; hence, $P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} | E \right) = 1 - \gamma_{b}$. Furthermore, $P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} | E \right) = 1 - q$ has to be specified. After specifying the scepticism $s$, this again leads to

$$P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} \right) = (1 - \gamma_{b}) (1 - s) + (1 - q) s$$

as in equation (5), which we will use as a condition for the priors $\pi_{\alpha_{b}}$ in the $\alpha$-level adjustment scenario.

By again defining a Neyman-Pearson test $\phi_{\alpha_{b}}^{\text{NP}}$ with error rates and $\alpha_{\alpha_{b}}^{\text{NP}}$ and $\beta_{\alpha_{b}}^{\text{NP}}$, as in the benchmark scenario, it can be concluded that the Bayesian power is controlled at a level $1 - \beta_{\alpha_{b}}^{\text{NP}}$ and the positive predictive value

$$P_{\pi_{\alpha_{b}}} \left( H_{1} | \phi_{\alpha_{b}}^{\text{NP}} = 1 \right) = \frac{\left(1 - \beta_{\alpha_{b}}^{\text{NP}}\right) P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} \right) + P_{\pi_{\alpha_{b}}^{\text{NP}}} \left( \phi_{\alpha_{b}}^{\text{NP}} = 1 | H_{1}^{\Delta} \right) P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} \right)}{\left(1 - \beta_{\alpha_{b}}^{\text{NP}}\right) P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} \right) + P_{\pi_{\alpha_{b}}^{\text{NP}}} \left( \phi_{\alpha_{b}}^{\text{NP}} = 1 | H_{1}^{\Delta} \right) P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} \right)} + \alpha_{\alpha_{b}}^{\text{NP}} P_{\pi_{\alpha_{b}}} \left( H_{0} \right)$$

is controlled at a level $1 - \gamma_{\alpha_{b}}$ with $1 - \gamma_{\alpha_{b}} = \frac{(1 - \beta_{\alpha_{b}}^{\text{NP}}) P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} \right)}{\left(1 - \beta_{\alpha_{b}}^{\text{NP}}\right) P_{\pi_{\alpha_{b}}} \left( H_{1}^{\Delta} \right) + \alpha_{\alpha_{b}}^{\text{NP}} P_{\pi_{\alpha_{b}}} \left( H_{2} \right)}$. Therefore, we again calculate the positive predictive value of the Neyman-Pearson test with prior probabilities coming from a two-point distribution with probabilities $P_{\pi_{\alpha_{b}}} (\Delta_{1}) = (1 - \gamma_{b}) (1 - s) + (1 - q) s$ and $P_{\pi_{\alpha_{b}}} (\Delta_{0}) = 1 - P_{\pi_{\alpha_{b}}} (\Delta_{1})$ to derive a lower bound for the positive predictive value under constraint (Appendix).

Given our prior assumptions in both scenarios, we aim to control the positive predictive value and the Bayesian power in the $\alpha$-level adjustment scenario at the level $1 - \gamma_{b}$ defined in the benchmark scenario. To that end, we equate the lower bounds of the positive predictive values in both scenarios $1 - \gamma_{b} = 1 - \gamma_{\alpha_{b}}$, which can be written as

$$\frac{(1 - \beta_{b}^{\text{NP}}) (1 - r)}{\left(1 - \beta_{b}^{\text{NP}}\right) (1 - r) + \alpha_{b}^{\text{NP}} r} = \frac{(1 - \beta_{\alpha_{b}}^{\text{NP}}) P_{\pi_{\alpha_{b}}} \left( \Delta_{1} \right)}{\left(1 - \beta_{\alpha_{b}}^{\text{NP}}\right) P_{\pi_{\alpha_{b}}} \left( \Delta_{1} \right) + \alpha_{\alpha_{b}}^{\text{NP}} \left[1 - P_{\pi_{\alpha_{b}}} \left( \Delta_{1} \right)\right]}.$$ 

This is exactly of the form of equation (7), and hence, for equal type II error rates $\beta_{b}^{\text{NP}} = \beta_{\alpha_{b}}^{\text{NP}}$, all the results from Section 2 can be applied directly.

As an example, we now show how the previously developed framework can be applied in the setting of normally distributed outcome variables (variance known). We consider two groups of patients,
where the first group receives an experimental treatment ($T$) and the second group acquire either the standard clinical intervention or a placebo ($C$). For $n_T$ measurements in the experimental group, and $n_C$ measurements in the control group, $Y^T | \mu^T \sim N \left( \mu^T, \frac{1}{n_T} \right)$ and $Y^C | \mu^C \sim N \left( \mu^C, \frac{1}{n_C} \right)$ denote independent estimators for the respective group mean. In this setting, the variances for the observations are assumed to be known and equal in both groups, and the measurements are given in units of this variance. Our interest lies on the effect of the experimental treatment $\Delta = \mu^T - \mu^C$, which can be estimated in a natural way by $X_n | \Delta = \frac{1}{n_{\text{adj}}} \left( Y^T | \mu^T - Y^C | \mu^C \right)$, where $n = \frac{2n_T n_C}{n_T + n_C}$. For our test problem, we consider the null hypothesis $H_0 : \Delta \leq \Delta_0$ and its alternative $H_1 : \Delta > \Delta_0$. With the following rejection rule, $\varphi = 1$ if and only if

$$\sqrt{n_{\text{adj}}} \frac{X_n - \Delta_0}{\sqrt{2}} \geq z_{1-\alpha} \quad (10)$$

for specific $\alpha$, $n$ and where $x_n$ denotes a realization of $X_n$, we have the classical test that controls the type I error rate at level $\alpha$. The power is controlled by an adequate selection of $n$.

In Figure 1, the fractions $\frac{n_{\text{adj}}}{n}$ of the adjusted sample size based on $a_{\text{adj}}$ over the standard sample size are drawn for different values of $s$, $q$ and $r = 0.5$. Here, the formulae $n = \frac{2(z_{1-\alpha} + z_{1-\beta})^2}{(\Delta_1 - \Delta_0)^2}$ with $A = a_{\text{adj}}$ for $n_{\text{adj}}$ and $A = \alpha = 0.025, 0.025^2$ for $n$ were used, with a targeted power of $1 - \beta = 0.9$ and $1 - \beta = 0.81$, respectively.

At first, we realize that for decreasing $q$ (more prior belief in the alternative if extrapolation is not assumed to be a possible option), the decrease in sample size becomes larger. Moreover, for $q = 0.5$, even large scepticisms ($s > 0.5$) may lead to a saving of sample size. Savings of sample size (values below the horizontal line) are possible up to scepticism values similar for high or low significance levels. Note that if the scepticism is high, that is, putting more prior belief in the non-applicability of extrapolation and/or in the lack of efficacy if extrapolation is not considered to be an option in our framework, larger sample size than in the conventional test may be required to achieve the same high positive predictive value in the end. The possible savings however are larger for the higher significance level 0.025 (left panel in Figure 1). For the lower significance level (right panel), the sample size decrease is very steep for very small scepticisms.

### 3.1. Rejection probabilities

In Figure 2, curves for the rejection probabilities in the aforementioned discussed two-sample normal distribution scenario with common $\sigma = 1$ are drawn as a function of the true effect $\Delta$. The $\alpha$ level in the

![Figure 1](image-url). Relative sample sizes depending on different scepticisms for $r = 0.5$. The horizontal lines indicate the relative size of 1, that is, the adjusted significance level $a_{\text{adj}}$ is equal to $\alpha$; hence, the sample size of the adjusted test is equal to the sample size of the conventional test. The left figure refers to $\alpha = 0.025$ and $1 - \beta = 0.9$ ($1 - \gamma = 0.973$) and the right figure to $\alpha = 0.000625$ and $1 - \beta = 0.81$ ($1 - \gamma = 0.999$). For a detailed description, see the text.
Figure 2. Rejection probabilities for different parameters as a function of the true effect $\Delta$. Descending grey values of the solid curves represent ascending scepticisms $s \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$ in each plot (thus for $s = 0.1$, the solid curve is dark grey). The dashed curve represents the traditional power curve outside of our proposed framework ($\alpha = 0.025$ (a) and $\alpha = 0.025^2$ (b)), which serves as a reference design. The numbers in the right grey area of the panels show the relative sample sizes in relation to this reference design for each value of $s$. The vertical solid line intersects the curves at their (adjusted) $\alpha$ level. The horizontal and vertical dotted lines represent the power and the predefined effect used for sample size calculation, respectively.
benchmark scenario is set equal to 0.025 in Figure 2(a) and 0.000625 in Figure 2(b). In these two figures, the relative sample sizes were calculated to reach a power of 0.9 and 0.81, respectively, at the alternative \( \Delta = 1 \). The reference for calculating the relative sample size is a traditional parallel group comparison with \( \alpha = 0.025 \) with \( 1 - \beta = 0.9 \) (Figure 2(a)) and \( \alpha = 0.025^2 \) with \( 1 - \beta = 0.81 \) (Figure 2(b)), respectively. Curves are drawn for a scepticism \( s \) equal to 0.1 (dark grey), 0.3, 0.5, 0.7 and 0.9 (light grey). In both figures, \( 1 - r \) takes values of 0.75 (top line of plots), 0.5 (second line) and 0.25 (bottom line of plots). In the first, second and third columns, \( 1 - q \) is set to 0, 0.25 and 0.5, respectively.

A decrease of \( q \) as well as an increase of \( r \) increases the \( \alpha \)-level adjustment factor and therefore decreases the needed sample size in our approach: the relative sample size as compared with the reference design is \( < 1 \). This is in complete accordance with the results already discussed for the framework of simple null and alternative hypotheses in Section 2.

Figure 2 also illustrates the risk of erroneously relying on extrapolation. Let us assume that for the paediatric population, there is no effect at all (\( H_0 \) is true). Obviously, the probability for a false positive claim in the paediatric population when applying the adjusted test is \( \alpha_{\text{adj}} \). This can be considerably large for large \( 1 - q \), the prior belief in efficacy of the paediatric drug if extrapolation is not deemed to be feasible, or small scepticism \( s \) (high confidence in similarity). Somehow counter-intuitive is the impact of \( 1 - r \): the smaller the belief in the alternative in the benchmark scenario, the larger the false positive rate \( \alpha_{\text{adj}} \) in the adjusted test. This is because with increasing values of \( 1 - r \), the level of evidence \( 1 - \gamma \) reached in the benchmark scenario is also increasing (see the left side of equation (6)). If on the other hand the alternative is in fact true, then the power is \( 1 - \beta \) by design (Figure 2).

### 4. Example: the Food and Drug Administration decision tree

The FDA designed a decision tree, where knowledge on the similarities in both, the disease progression and the response to intervention in the adult and in the paediatric population, leads to reduced study programmes [6]. The magnitude of the reduction then depends on the similarity of the exposure–response relationships in the two populations. The tree distinguishes three levels of extrapolation and the corresponding levels of evidence to be supplied to the authority: full extrapolation, partial extrapolation and no extrapolation. Under partial extrapolation, a single well-controlled trial, uncontrolled efficacy and safety trials and single exposure response trials (not powered for efficacy) may be required. However for partial extrapolation, the decision tree does not specify the required evidence in detail. Therefore, for the sake of demonstration, we assume that under partial extrapolation a single (instead of 2) confirmatory trials are required. This simplifies the decision tree to three levels:

1. No additional trial (full extrapolation)
2. A single confirmative trial (partial extrapolation)
3. Two confirmative trials

In a recent review [15], it was shown that 68% of 166 paediatric products investigated used the concept of partial extrapolation. This indicates a high confidence of experts that adult data can be extrapolated to some extent to the paediatric population. Full extrapolation was only applied for 14% of the products, which corresponds to a scepticism equal to 0 in our framework. The supplementary material of the review contains tables listing the indications, the age groups and the products, for which no extrapolation, partial extrapolation or full extrapolation have been applied. However, there is no quantitative description on the amount of scepticisms leading to different study programme reductions. We tried to give a rough visualization of the decision tree in terms of our framework based on scepticism. In Figure 3, the horizontal lines indicate the three levels of evidence, and the lowest bar refers to two independent trials, both on a one-sided significance level of 0.025. To apply our previous framework, we assumed instead that a single trial with a significance level of 0.025\(^2\) would be performed. The middle bar corresponds to a single trial at a one-sided significance level of 0.025; the highest point indicates full extrapolation (no clinical trial needed). To mimic the FDA decision tree, the length of the bars for the distinct significance levels have been chosen in a somehow demonstrative way such that the curve for the adjusted significance level crosses the central bar right in the middle. We believe, that this is a fair approximation of the curve sharing a fixed initial point and two piecewise constant levels. It should be noted, that our proposal could be interpreted as a continuous generalization of the three levels of the FDA decision tree, assuming that they correspond to three discrete levels of scepticism.

Figure 3 shows a sharp increase of \( \alpha_{\text{adj}} \) with decreasing scepticism \( s \) in the relevant regions where the decision has to be made whether one or two pivotal studies have to be performed. Small differences in
Figure 3. Translating the Food and Drug Administration (FDA) decision tree on extrapolation into our proposed methodology of α adjustment. The dashed line shows \( \alpha_{\text{adj}} \) as a function of the scepticism \( s \) in the simple extrapolation model. The piecewise constant solid lines represent the FDA extrapolation tree when expressed in terms of the framework of α adjustment and scepticism. Points of discontinuity are chosen such that the left bar is intersected by the continuous α level curve right in the middle.

The assessment of \( s \) may have substantial consequences for the paediatric development programme. The figure also shows that to achieve the same posterior probability for a relevant effect size, full extrapolation (highest point at the left) is possible only if the experts are completely certain that extrapolation is fully applicable \((s = 0)\). But also relaxing the drug development to a single trial at level 0.025 (middle bar) according to our framework and graphical approximation would require a very high belief in extrapolation (in terms of a small \( s \)). This seems to be the case for most of the products in the experience of the FDA [15]. If there is some belief in efficacy if extrapolation is not considered to be possible \((q < 1)\), slightly larger scepticisms may allow to avoid the full development programme (for the FDA following the two pivotal studies paradigm).

5. Discussion

In drug development, several standards have evolved over time. Most of the statistical standards refer to the planning and analysis of single trials (e.g. [16]). The important quality of reproducibility of trial results for long time has been accounted for particularly at the FDA demanding the two pivotal studies paradigm for phase III of drug development [17]. However, it is also possible to rely on a single adequate and well-controlled study of a drug, if supported by additional evidence from other sources [17–19]. For drug development in small populations [8], to keep such standards may simply not be feasible. For subpopulations, such as the paediatric population, an additional problem arises because when developing a drug for children, in general, sufficient data are available from clinical trials having been performed for authorization of the drug in the adult population. In this situation, parents will be very cautious to allow their children to participate in paediatric trials, particularly in trials using a placebo control that will be excluded in life-threatening diseases anyway. There is a never ending discussion if placebo-controlled trials may be performed at all in paediatric populations when the drug has been registered for adults. The consequence of all the ethical, feasibility and economic constraints in the past was that only a small proportion of drugs registered for adults have been also registered in children. Off-label use of the drug in children was the consequence if paediatric doctors believed that the drug would improve their patients’ health. Shifting such decisions to the responsibility of the individual paediatrician without any access to systematic collection of efficacy data in the paediatric population is not an acceptable option from the legal and medical perspective. Hence, the legislation has been changed. According to this new legislation, a new drug for adults is only registered at the FDA or EMA when a programme for drug development (at the EMA a PIP) in children has been provided by the drug developer and has been approved by the regulators (at the EMA by the Paediatric Committee). To not to be late with the registration in children, the development programme has to be proposed already early in the development programme for adults.
Another advantage of an early development plan for children is that at this time it could be integrated scientifically in the adult development by planning studies in adults that in turn provide specific data relevant for the paediatric development. This is the crucial problem: the earlier a paediatric programme is planned, the less information is available from adults. Hence, expert knowledge on the type of disease and type of drug plays an important role in early deciding on the design of a paediatric development programme to be accepted by regulators. Similar arguments may apply for very rare diseases where full programmes are infeasible or could withhold the beneficial use of a potent drug for a long time. Moreover, at the end of an overly long development programme, there could be no more interest in the drug because other potent therapeutic options have been established meanwhile.

We have tried to structure this procedure to decide on a drug development programme under uncertainty. Two quality criteria to compare different drug development programme have been fixed: first, the power of detecting an effective drug in the end is prefixed at a certain value. This is in the interest of the developer. Second, the posterior probability that there is indeed a relevant positive treatment effect, after the test of the no effect null hypothesis has been rejected, is also fixed at a (large) value. This in our framework is in the public interest of the regulator who aims at a large positive predictive value of the final test decision. As a paradigm for standard drug development, we used a conventional clinical trial in phase III analysed by a statistical test with significance levels 0.025 or 0.025^2 and a certain prior belief (1 − r) in effectiveness based on earlier phases before starting phase III. In contrast, we looked at a test with an adapted significance level, where the adjustment of the significance level is depending on the prior belief on the possibility of full extrapolation from another source (e.g. from another population). Not surprisingly, noticeable sample size savings are only possible if the prior belief in efficacy is fairly high. We looked also on how the results would change when we assume that there is still a positive belief (1 − q) in efficacy although extrapolation is not considered to be applicable. Obviously, the opening of a new track for a positive result by choosing q < 1 will increase the savings in sample size.

With regard to the FDA decision tree for extrapolation to paediatric populations (full extrapolation, a single trial and two pivotal studies) to apply full extrapolation, we need complete confidence in extrapolation. The reason is that a standard programme of drug development with a reasonably high power (e.g. 0.9) and plausible prior odds of 1 (r = 0.5) results in very large positive predictive values given the programme has succeeded to reject the null hypothesis of no efficacy (0.973 for a test at level 0.025 and 0.999 at level 0.025^2). If no trial is run, there should be no doubt at all in the appropriateness of extrapolation in order to end up formally with a positive predictive value of the magnitude in the benchmark scenario. But even for relaxing the statistical rigour to the degree that only a single trial at a conventional significance level has to be run, the scepticism about the appropriateness of extrapolation has to be very small. It will be difficult to settle on such borderline prior beliefs in expert panels accounting for potential differences in eminence-based information. Moreover, as also pointed out in the reviewing process, the approach ‘is highly dependent on a number of assumptions related to the key parameters used to determine the adjusted level of α for the target population’. In Figure S1 of the Supporting Information, we present results of a sensitivity analysis, quantifying the impact of varying assumptions on the relationship between α_{adj} and s within our simple framework. Here, we also look at the situation, where the assumption of equal levels of evidence and equal power in the adult and paediatric programme is dropped. The relationship varies considerably with varying probability 1 − q of effectiveness without the option of extrapolation, and with varying levels of evidence 1 − γ_c to be reached in the paediatric study programme (dropping the assumption of equal level of evidence for adults and children in equation (3)). To understand the high dependency on 1 − γ_c, it is helpful to look at the level of evidence in terms of odds: assuming 1 − γ_c = 0.9 the corresponding odds in favour of the alternative against the null hypothesis are 9:1, whereas for 1 − γ_c = 0.9992 in the two-pivotal study programme, the odds are 1249:1. Less variability is observed when the power in the paediatric study programme 1 − β_c is chosen differently to that in the adult population. Variation of the targeted level of evidence in the adult population 1 − γ_a does also not severely impact on the relationship.

A common regulatory practice to ask for a single study in the paediatric population would – in our framework – correspond to low scepticism of experts about the appropriateness of extrapolation from the adult population. To this end, it seems to be questionable, in particular with regard to the significance level 0.025^2 (which mimics the two pivotal studies paradigm of drug regulation), whether the α-level adjustment approach in small populations is a feasible way from the perspective of the responsible experts who have to decide at an early stage of the drug development process. In very small populations, this will have to be further relaxed for feasibility reasons, so that only smaller positive predictive values following a successful development programme will be achievable. Such a relaxation, in combination
with post-marketing research, may be very reasonable in indications were no accepted efficacious therapy is available. One of the purposes of this paper is to bridge frequentist and Bayesian arguments and create a framework to compare different approaches and counter weight evidence from data in (smaller) trials and eminence (expert knowledge) in this specific environment of decisions under uncertainty in medicine. The importance of decisions on extrapolation, for example, in the paediatric population can be seen from the review [15].

A methodological spin off in our framework is that simple two point priors may be used in the argumentation as they, under some constraint, have some useful limiting properties among all other prior distributions. It should be noted that we tried to use our framework to portray existing decision structures in drug regulation. However, it could also be used in different contexts, for example, fixing the positive and negative predictive values of regulatory decisions, including utilities/losses or simply back-calculation from experience situation. Other Bayesian approaches using data from the source population can be distinguished, namely, the null hypothesis \( H_0 = (-\infty, \Delta_0] \), and furthermore, \( H^\Delta = (\Delta_0, \Delta_1) \) and \( H^\Delta_1 = [\Delta_1, \infty) \).

We will prove the following result for tests applied on data \( x \) coming from distributions fulfilling the monotone likelihood ratio property in \( T(x) \) for some statistic \( T \):

**The Neyman–Pearson test and the use of two-points prior in Bayesian context**

Let \( \Theta \) denote the parameter space. By setting two points \( \Delta_0 \) and \( \Delta_1 \) with \( \Delta_0 < \Delta_1 \), three subsets of \( \Theta \) can be distinguished, namely, the null hypothesis \( H_0 = (-\infty, \Delta_0] \), and furthermore, \( H^\Delta_0 = (\Delta_0, \Delta_1) \) and \( H^\Delta_1 = [\Delta_1, \infty) \).

We will prove the following result for tests applied on data \( x \) coming from distributions fulfilling the monotone likelihood ratio property in \( T(x) \) for some statistic \( T \):

Given \( P \left( H_1^\Delta \right) = c > 0 \), calculating the positive predictive value of a Neyman–Pearson test \( \varphi^{NP} \) (where \( \varphi^{NP} = 1 \) again means rejection of the null hypothesis) by using a two-points prior results in a lower bound in the sense that for any other prior \( \pi \) with \( P_\pi \left( H_1^\Delta \right) = c \), the Bayesian averaged power for the rejection of the null hypothesis \( P_\pi \left( \varphi^{NP} = 1 \mid H_1^\Delta \right) \) and the posterior probability \( P_\pi \left( H_1 \mid \varphi^{NP} = 1 \right) \) both will never be smaller. Moreover, the Bayesian averaged type I error rate \( P_\pi \left( \varphi^{NP} = 1 \mid H_0 \right) \) will not exceed the corresponding frequentist type I error of the Neyman–Pearson test.

This result will be proven in two steps:

(I) First, we show, that for any test \( \varphi \) the posterior probability \( P \left( H_1 \mid \varphi = 1 \right) \) can always be reduced by choosing \( P \left( H_1^\Delta \right) = 0 \) and \( P \left( H_0 \right) = 1 - P \left( H_1^\Delta \right) \).

(II) Then, we derive that in the class of priors with \( P_\pi \left( H_1^\Delta \right) = c \) and \( P_\pi \left( H_1^w \right) = 0 \), by using a two-point prior together with a Neyman–Pearson test, we have a lower bound for \( P_\pi \left( \varphi^{NP} = 1 \mid H_1^\Delta \right) \) and \( P_\pi \left( H_1 \mid \varphi^{NP} = 1 \right) \) and an upper bound for \( P_\pi \left( \varphi^{NP} = 1 \mid H_0 \right) \).

Let \( P_\pi \) denote a mixture of two Dirac distributions: \( P_\pi(A) := \left[ 1 - p \right] \delta_{\varphi^{NP}}(\Delta_0) + p \delta_{\varphi^{NP}}(\Delta_1) \) with an arbitrary \( p > 0 \). When \( \varphi^{NP} \) denotes a Neyman–Pearson with error rates \( \alpha^{NP} \) and \( \beta^{NP} \), it holds that the positive predictive value is

\[
P_\pi \left( H_1 \mid \varphi^{NP} = 1 \right) = \frac{\left( 1 - \beta^{NP} \right) P_\pi \left( H_1^\Delta \right)}{\left( 1 - \beta^{NP} \right) P_\pi \left( H_1^\Delta \right) + \alpha^{NP} \left[ 1 - P_\pi \left( H_1^\Delta \right) \right]}.
\]
with \( P_\pi (H_1^k) = \rho \). For the sake of completeness of our description, we note that the Neyman–Pearson test in our setting is described by the statistic \( T(x) \) that occurs in the monotone likelihood ratio condition, and a threshold \( k_{\theta^1} \), which defines the rejection region \( \{ x : T(x) > k_{\theta^1} \} \).

It is easy to show that calculating the positive predictive value of a Neyman–Pearson test by using the earlier defined two-points prior with \( P_\pi (H_1^k) = c \) results in a lower bound for both, the set of all possible positive predictive values and the Bayesian averaged power for all priors with fixed prior probability \( P_\pi (H_1^k) = c \). First, we notice that generally the positive predictive value has the following form:

\[
P(H_1 | \varphi = 1) = \frac{P(\varphi = 1 | H_1^k) P(H_1^k) + P(\varphi = 1 | H_1^m) P(H_1^m)}{P(\varphi = 1 | H_1^k) P(H_1^k) + P(\varphi = 1 | H_1^m) P(H_1^m) + P(\varphi = 1 | H_0) [1 - P(H_1^k) - P(H_1^m)]}.\]

The partial derivative of this function with respect to \( P(H_1^m) \) is then

\[
\frac{\partial P(H_1 | \varphi = 1)}{\partial P(H_1^m)} = \frac{[P(\varphi = 1 | H_1^m) (1 - P(H_1^k)) + P(\varphi = 1 | H_1^k) P(H_1^k)]}{[P(\varphi = 1 | H_1^k) P(H_1^k) + P(\varphi = 1 | H_1^m) P(H_1^m) + P(\varphi = 1 | H_0) [1 - P(H_1^k) - P(H_1^m)]]^2},
\]

which is positive. Therefore, decreasing \( P(H_1^m) \) to its smallest possible value 0 minimizes the positive predictive value:

\[
P(H_1 | \varphi = 1) = \frac{P(\varphi = 1 | H_1^k) P(H_1^k)}{P(\varphi = 1 | H_1^k) P(H_1^k) + P(\varphi = 1 | H_0) [1 - P(H_1^k)]}.
\]

This concludes part I of the proof.

For part II of the proof, we now show that for any prior \( \pi \) with \( P_\pi (H_1^k) = P_\pi (H_1^m) = c \), it holds

\[
P_\pi (H_1 | \varphi^{NP} = 1) = P_\pi (H_1 | \varphi^{NP} = 1).
\]

From part I, we have \( P_\pi (H_1 | \varphi^{NP} = 1) \geq P_\pi (H_1 | \varphi^{NP} = 1) = P_\pi (H_1^k) \). If it can be shown that the inequalities \( P_\pi (\varphi^{NP} = 1 | H_1^k) \geq 1 - \beta^{NP} \) and \( P_\pi (\varphi^{NP} = 1 | H_0) \leq \alpha^{NP} \) hold, then we obtain

\[
P_\pi (\varphi^{NP} = 1 | H_1^k) P_\pi (H_1^k) \geq \left[ 1 - \beta^{NP} \right] P_\pi (H_1^k) + \alpha^{NP} \left[ 1 - P_\pi (H_1^k) \right]
\]

(note that the partial derivative of the left side with respect to \( P_\pi (\varphi^{NP} = 1 | H_1^k) \) is positive and \( P_\pi (H_1^k) = P_\pi (H_1^m) = c \), and our main result is proven because the right side of the last inequation is equal to \( P_\pi (H_1 | \varphi^{NP} = 1) \)).

We now prove \( P_\pi (\varphi^{NP} = 1 | H_0) \leq \alpha^{NP} \): by using the Fubini–Tonelli theorem, we have

\[
\alpha^{NP} = \int 1_{\{k_{\theta^1}\}}(T(x)) f(x | \theta_0) dx = \int 1_{\{k_{\theta^1}\}}(T(x)) \int f(x | \theta_0) \pi(\theta | H_0) d\theta dx = \int \int 1_{\{k_{\theta^1}\}}(T(x)) f(x | \theta_0) \pi(\theta | H_0) d\theta dx
\]

\[
= \int \int 1_{\{k_{\theta^1}\}}(T(x)) f(x | \theta_0) \pi(\theta | H_0) d\theta dx = \int 1_{\{k_{\theta^1}\}}(T(x)) \int f(x | \theta) \pi(\theta | H_0) d\theta dx = P_\pi (\varphi^{NP} = 1 | H_0).
\]
The inequality of the fifth line of the last inequality follows from the monotonicity of the power function as a direct result of the Neyman–Pearson lemma for one-sided tests.

The second inequality $P_\alpha(\rho_{NP}^1 = 1|H_0^2) \geq 1 - \beta_{NP}$ follows analogously by using again Fubini–Tonelli and the monotonicity of the power.
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