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ABSTRACT

We have compared the results of Bayesian statistical calculations and linear-bisector calculations for obtaining Cepheid distances and radii by the infrared surface brightness method. We analyzed a set of 38 Cepheids using a Bayesian Markov Chain Monte Carlo method that had been recently studied with a linear-bisector method. The distances obtained by the two techniques agree to 1.5% ± 0.6%, with the Bayesian distances being larger. The radii agree to 1.1% ± 0.7%, with the Bayesian determinations again being larger. We interpret this result as demonstrating that the two methods yield the same distances and radii. This implies that the short distance to the Large Magellanic Cloud found in recent linear-bisector studies of Cepheids is not caused by deficiencies in the mathematical treatment. However, the computed uncertainties in distance and radius for our data set are larger in the Bayesian calculation by factors of 1.4–6.7. We give reasons to favor the Bayesian computations of the uncertainties. The larger uncertainties can have a significant impact on interpretation of Cepheid distances and radii obtained from the infrared surface brightness method.

Subject headings: Cepheids — methods: data analysis — methods: statistical

1. INTRODUCTION

The infrared surface brightness technique is a powerful method for determining distances to Cepheid variables (Welch 1994; Fouqué & Gieren 1997). It is independent of other astrophysical distance scales, nearly independent of errors in reddening, and may be applied to arbitrarily chosen individual Cepheids at great distances. However, the implementation of the infrared surface brightness technique and its predecessor, the visual surface brightness method, have been criticized as not mathematically rigorous in their solutions to the surface brightness equations (Laney & Stobie 1995; Barnes & Jefferys 1999). This leads to the possibility that the distances, radii, and their uncertainties may be erroneous.

This is of current interest, as Storm et al. (2005) have found a short distance to the Large Magellanic Cloud (LMC) based on a Bayesian Markov chain Monte Carlo solution to the surface brightness equations that is mathematically rigorous. In this paper we do a direct comparison for a significant sample of Cepheids between the Bayesian MCMC solution and recent linear-bisector calculations (Storm et al. 2004; Gieren et al. 2005) to explore possible differences. The two methods used identical data, identical surface brightness equations, and identical physical constants to ensure that only the mathematical approaches were compared.

In §2 we introduce the surface brightness method for determining distances and radii and present the background of the infrared surface brightness method. We then discuss the data that are used for the two calculations. We review the linear-bisector calculations and the Bayesian MCMC calculations. In §6 we compare the results of the two methods for 38 Galactic Cepheids. Finally, we discuss the importance of the agreement and the differences that we find.

2. THE SURFACE BRIGHTNESS METHOD

2.1. The Surface Brightness Equations

The infrared surface brightness method is a modification of the visual surface brightness technique developed by Barnes et al. (1977) and thus shares the same computational algorithm. Because solution of the equations is the important issue, we introduce the equations in some detail. Useful discussions of
previous work have been given by Gieren et al. (1993), Fouqué & Gieren (1997), Nordgren et al. (2002), Fouqué et al. (2003), and Barnes et al. (2003).

Barnes & Evans (1976) and Barnes et al. (1976) defined a visual surface brightness parameter \( F_V \) as

\[
F_V = 4.2207 - 0.1V_0 - 0.5 \log \phi
\]  
(1)

and also as

\[
F_V = \log T_\text{e} + 0.1 \text{BC},
\]  
(2)

where \( V_0 \) is the stellar visual magnitude corrected for interstellar extinction, \( \phi \) is the stellar angular diameter expressed in milliarcseconds, \( T_\text{e} \) is the effective temperature, and BC is the bolometric correction.

They demonstrated that \( F_V \) is well correlated with Johnson color index, \((V - R)_0\), for a very wide range of stellar types,

\[
F_V = A + B(V - R)_0
\]  
(3)

equation (3) is called the visual surface brightness relation.

These relations led Barnes et al. (1977) to infer a distance scale for Cepheids as follows. At each time \( t \) in the pulsation of the Cepheid, equations (1) and (3) may be combined to obtain the angular diameter variation of the star, \( \phi(t) \),

\[
4.2207 - 0.1V_0(t) - 0.5 \log \phi(t) = A + B(V - R)_0(t).
\]  
(4)

In addition, we infer the Cepheid’s linear radius variation \( \Delta R(t) \) about the mean radius from an integration of the radial velocity curve, \( V_r(t) \),

\[
\Delta R(t) = -\int p [V_r(t) - V_\gamma] \, dt,
\]  
(5)

where the factor \(-p\) converts observed radial velocity to the star’s pulsational velocity and \( V_\gamma \) is the center-of-mass radial velocity of the star. Integration of the discrete radial velocity data requires that the velocity variation be appropriately modeled.

Substituting into equation (4), the relation among mean angular diameter \( \phi_0 \), linear diameter \( \Delta R(t) \), and distance \( r \), we obtain

\[
4.2207 - 0.1V_0(t) - 0.5 \log [\phi_0 + 2000 \Delta R(t)/r] = A + B(V - R)_0(t),
\]  
(6)

where \( \phi_0 \) is in milliarcseconds, \( r \) is in parsecs, and \( \Delta R(t) \) is in astronomical units. The factor 2000 converts radius to diameter and arcseconds to milliarcseconds.

Until very recently, finding a direct solution to equation (6) for distance and diameter has proved daunting. Various methods have been tried, but for reasons given by Barnes & Jefferys (1999), none of the methods are rigorous.

Barnes et al. (1977), Gieren et al. (1993, 1997), and Welch (1994) simplified the problem by solving equation (4) for \( \phi(t) \), solving equation (5) for \( \Delta R(t) \), and then solving for \( r \) and \( \phi_0 \) using ordinary least-squares solution on equation (7) taking \( \Delta R(t) \) as the independent variable,

\[
\Delta R(t) = r [\phi_0 + \phi(t)]/2000.
\]  
(7)

However, the least-squares calculations do not properly treat the errors-in-variables problem that arises from uncertainty in both \( \Delta R(t) \) and \( \phi(t) \). The best that can be done using least-squares calculations is the linear-bisector solution. Isobe et al. (1990) showed that linear-bisector performs better than other least-squares solutions when the problem is symmetric in the variables, as is the case here. Storm et al. (2004) adopted the linear-bisector method.

Following Balona (1977), Lane & Stobie (1995) linearized equation (6) and applied a maximum likelihood calculation to its solution. They used an iterative maximum likelihood method to solve for the larger amplitude Cepheids for which the linearization is invalid. Their calculation addresses the errors-in-variables problem. However, results from the maximum likelihood method can be quite sensitive to accurate knowledge of the uncertainties in the data, as discussed by Gieren et al. (1997).

All of the above methods require that the observed radial velocities be modeled in order to do the integration of equation (5). This creates a model selection problem. Most researchers choose a Fourier series to fit the radial velocities, but the number of terms to include in the series is subjectively chosen.

Finally, whether least-squares or maximum likelihood, the above calculations fail to treat properly the propagation of observational error through the radial velocity integral (eq. [5]). Balona (1977) introduced a widely used approximation to the error in \( \Delta R(t) \) based on the uncertainty in the radial velocity data and on the assumption that the radial velocity data are equally spaced in pulsation phase, which is rarely true.

It was to address these issues that the Bayesian MCMC method was developed by Barnes et al. (2003). Their calculation correctly solves the errors-in-variables problem, objectively selects the number of terms in the Fourier series fits, and correctly propagates the observational error through the radial velocity integration. Moreover, the Bayesian MCMC calculation does not demand that a particular Fourier series fit the data; rather, each Fourier series that is fitted to the data has a particular posterior probability. That probability is used as a weight in determining the other quantities sought in the solution, in particular, distance and mean radius.

A large number of calculations of variable star distances and radii by surface brightness methods are present in the literature. It is therefore of interest to determine the extent to which the above listed deficiencies affect those results. We do this by comparing the linear-bisector calculations with Bayesian MCMC calculations.

2.2. The Infrared Surface Brightness Technique

Welch (1994) first showed that use of the infrared combination \( K_0, (V - K)_0 \) in place of \( V_0, (V - R)_0 \) in equation (6) has a significant advantage in the precision of the distances and radii for Cepheids. He found an improvement by a factor of 3 in the distance uncertainty for the Cepheid U Sgr. Welch attributed the improved precision to several factors. First, the color index \((V - K)_0 \) is as good an indicator of surface brightness as bluer color indices but much less sensitive to the complications of line blanketing and surface gravity. Second, the \( K_0 \) magnitude lies on the Rayleigh-Jeans tail of the flux distribution and is therefore less affected by the surface brightness variation. It is obvious that a magnitude more sensitive to the radius variation that is then corrected for surface brightness variation using a color index that is a more accurate indicator of surface brightness ought to yield superior results.

Lane & Stobie (1995) independently examined two optical magnitude-color index combinations and two infrared combinations to determine which would give the most precise radii of Cepheids. From both model atmosphere considerations and the precision of 49 Cepheid calculations, they concluded that
Extending Welch’s (1994) work on U Sgr, Fouqué & Gieren (1997) compared distance and radius results using $V_0$, $(V - R)_0$, $V_0$, $(V - K)_0$, and $K_0$, $(J - K)_0$, with a somewhat improved database and improved surface brightness equations. They found the same distances and radii from all three combinations, but much superior precision for the infrared color indices. The combination $V_0$, $(V - K)_0$ seemed to be slightly preferred on the basis of precision. When adjusted to the same surface brightness equations, Fouqué & Gieren’s results agree within the errors with those of Welch and those of Laney & Stobie (1995).

With a sample of 16 Galactic cluster Cepheids, Gieren et al. (1997) repeated the comparison of the above three combinations. Again they concluded that the infrared color indices are superior to the optical in precision and also agree well with each other. On the other hand, the $V_0$, $(V - K)_0$ solutions gave distances and radii ~14% larger than the infrared solutions. While they indicated no preference between $V_0$, $(V - K)_0$ and $K_0$, $(J - K)_0$, their Table 3 shows that $V_0$, $(V - K)_0$ gave better precision than $K_0$, $(J - K)_0$ in 13 of 16 cases.

Based on these studies, we adopt the combination $V_0$, $(V - K)_0$ as the basis for our comparison of the mathematical methods.

### 3. THE DATA

Storm et al. (2004) analyzed 34 Galactic Cepheids for distances and radii using the $V_0$, $(V - K)_0$, infrared surface brightness technique. Gieren et al. (2005) enlarged the sample by adding four more stars. We have used the full set of 38 Cepheids. The infrared surface brightness relation adopted in both these studies and by us is the one determined by Fouqué & Gieren (1997),

$$F_V = 3.947 - 0.131(V - K)_0.$$ 

(8)
The individual stellar data required for the analyses are the photometric measures \( V, (V - K) \), reddening \( E(B - V) \), radial velocities \( V_r \), pulsation period \( P \), and pulsation phases \( \theta \). Storm et al. (2004) list the sources for photometry and radial velocities in their Table 1. To ensure that we used identical data in both calculations, the Bayesian analysis used the same input data files as used in the linear-bisector analysis.

We added Z Lac, Y Oph, S Sge, and CS Vel to the program using data referenced in Gieren et al. (2005). In addition, the results for I Car given by Storm et al. (2004) were revised to incorporate new radial velocities, which are also referenced in Gieren et al. (2005). Again, the Bayesian analysis used the same input data files as used in the linear-bisector analysis by Gieren et al.

Although the infrared surface brightness method is largely independent of the interstellar extinction, it is important that the same extinction and reddening be used in our two calculations. We follow the earlier studies and adopt \( E(B - V) \) from Fernie’s (1990) tabulation for Cepheids. These \( E(B - V) \) values are listed in Table 1 along with the periods of the Cepheids. We adopted \( A_V = 3.26E(B - V) \) and \( E(V - K) = 2.88E(B - V) \), slightly different from the reddening law used by Storm et al. (2004). The linear-bisector calculations were repeated with the new reddening law for all 38 Cepheids.

In the integration of the radial velocity curve to obtain the linear displacements (eq. [5]), the value of \( p \) is required. Some studies have adopted a single value of \( p \) for all Cepheids; others have adopted individual values. This choice has no effect on our comparison of linear-bisector and Bayesian computations, provided the same value is used in both calculations for a specific Cepheid. Storm et al. (2004) and Gieren et al. (2005) used a relation between \( p \) and period developed by Gieren et al. (1989) to approximate model atmosphere results by Hindsley & Bell (1986),

\[
p = 1.39 - 0.03 \log P, \tag{9}
\]

where \( P \) is the pulsation period. We adopt this relation as well, using the periods given in Table 1 for the Bayesian MCMC calculation.

4. THE LINEAR-BISECTOR COMPUTATIONS

Storm et al. (2004) and Gieren et al. (2005) applied a linear-bisector least-squares solution to the surface brightness equations. They solved equation (4) for the angular diameter variation \( \phi(t) \). The radial velocity data, \( V_r(t) \), were linearly interpolated in phase between the observed velocities and equation (5) integrated in 0.01 steps in phase to obtain the \( \Delta R(t) \) variation. Finally, equation (7) was solved for \( r \) and \( \phi_0 \).

To verify the solution for each Cepheid, the angular diameter variation and the displacement variation were plotted against phase in the pulsation cycle. For many of the stars, the angular diameter variation was a very poor match to the displacement curve in the phase interval 0.8–1.0, as illustrated in Figure 1. Storm et al. (2004) discussed the source of the poor fit without coming to a conclusion and decided that the best course of action was to ignore this phase interval in the fit. They deleted the phase interval 0.8–1.0 for all stars in their fit of equation (7) for \( r \) and \( \phi_0 \).

Some Cepheids showed a small phase shift between the photometry and the radial velocities. The phase shift causes a loop in the top panel and a displacement between the fitted curve and the points in the bottom panel. For the stars showing this effect a phase shift was determined by minimizing the scatter in the top panel. The phase shift has already been imposed between the photometry and radial velocities used for Figure 1, and thus these effects are not seen. The adopted phase shifts are listed in Table 1.

There are two constants adopted in a surface brightness calculation that must be the same in the linear-bisector and Bayesian calculations. We chose to fix the constants in the Bayesian calculation to those used in Storm et al. (2004). These constants are the constant term in the surface brightness definition (eq. [1]) and the conversion factor from angular diameter (in milliarcseconds) and distance (parsecs) to linear radius (solar radii). The first of these was taken to be 4.2207 and the second as 0.10727 \( R_\odot \) mas\(^{-1}\) pc\(^{-1}\) (see eq. [7]).

To perform the calculations Storm et al. (2004) used the FORTRAN subroutine SIXLIN, which is available from Isobe et al. (1990). The computations were run on a Linux personal computer and took a fraction of a second per star.

The quantities determined in the linear-bisector calculation that are of interest to us here are the distance \( r \), the mean linear radius \( R \), computed from the distance and mean angular diameter \( \phi_0 \), and their 1 \( \sigma \) uncertainties. These quantities are given in Table 1.

5. THE BAYESIAN MARKOV CHAIN MONTE CARLO COMPUTATIONS

The Bayesian MCMC method that we applied here is described in detail by Barnes et al. (2003). It is important to realize that the Bayesian calculation treats the unknowns in the problem as probability distributions, not as specific values to be determined. The goal of the analysis is to determine the probability distribution for each parameter of interest, from which inferences may be drawn by appropriate means and variances.

To compute the posterior probability distribution for each parameter requires the likelihood function on a specific model, appropriate priors, and sampling strategies for all parameters. The likelihood function is the probability of obtaining the particular data given the model. Bayesian statistics encapsulate our understanding of the parameters in the model, prior to considering the data, in prior distributions. The posterior probability distribution is the product of the prior and the likelihood, appropriately normalized.
The full posterior probability distribution in this problem requires solution to integrals in the normalization that cannot be done analytically. However, the unnormalized posterior probability distribution avoids these integrals and can be used to generate a Monte Carlo sample from the full posterior probability distribution. The techniques used to generate the sample are Markov Chain techniques.

The model for the infrared surface brightness calculation is developed by first substituting the infrared color index for the visual color index in equation (6) and then rearranging as

\[
(V - K)_0(t) = \frac{1}{B} \left\{ 4.2207 - 0.1V_0(t) - A - 0.5 \log \left[ \phi_0 + 2000 \Delta R(t) \pi \right] \right\},
\]

where \( A \) and \( B \) take the values given in equation (8) and where we have replaced \( 1/r \) with \( \pi \), the parallax in arcseconds. Within this model the likelihood function is specified in a straightforward way and is given in equation (12) of Barnes et al. (2003). We model the photometry and the radial velocity data as drawn from normal distributions with variances given by the observational uncertainties. Because we do not trust the quoted observational uncertainties, we introduce a hyperparameter scale factor on each variance to model deviation in the scatter from that expected from the quoted uncertainties. The time variations of the photometry and radial velocities are modeled by Fourier series of unknown order on the pulsation phase.

Barnes et al. (2003) discuss the priors adopted for each parameter of interest, but only one is relevant here. It is well known that Cepheids are distributed within the plane of the Galaxy with an exponential decrease in density away from the plane. We adopted a prior on distance that reflects the flattened density distribution with a scale height of 70 ± 10 pc. The results are insensitive to reasonable changes in the scale height.

The sampling strategy employed in this work is Markov Chain Monte Carlo using the Metropolis-Hastings and Gibbs algorithms, as described in Barnes et al. (2003). The art in this approach is to find sampling methods that explore the posterior probability distributions fully and efficiently. Internal tests provide guidance on the completeness and efficiency of the sampling. All the results presented here passed those tests. In the customary manner, we chose a burn-in phase to improve the model selection efficiency.

To be consistent with the linear-bisector calculation, we deleted from the Bayesian solution the photometry and radial velocities in pulsation phase interval 0.8–1.0. In the general model, we allow for an unknown phase shift between the photometry and the radial velocities; in this calculation, we fixed the phase shift at the value determined by the linear-bisector calculation.

The calculations were run on a 1 GHz Macintosh G4 computer under system MacOS 10.3 using the statistical language R-1.8.0β developed by the R Development Core Team.1 (The R language is available for other platforms.) We used a burn-in of 1000 samples followed by 10,000 samples. Because the R code is interpreted code, the calculations run slowly; the computations here typically took about an hour per star.

Posterior probability distributions were determined for all the model parameters of interest. These are the parallax \( \pi \), the mean angular diameter \( \phi_0 \), the orders of the Fourier series on the apparent magnitudes and the radial velocities, the aforementioned hyperparameters on the observational uncertainties, the mean \( V_0 \) magnitude (both intensity mean and magnitude mean), and the center-of-mass radial velocity. For our purpose here, only the parallax and mean angular diameter are important. These were converted to distance and mean linear radius within the code and listed with their uncertainties in Table 1. (The erratum published by Barnes et al. [2003] was addressed in the computation of the radii.)

### 6. COMPARISON OF THE RESULTS

#### 6.1. The Distances and Radii

Our goal is to determine differences in the results of the two calculations with respect to distance and radius. Figures 2 and 3 show the Bayesian values plotted against the linear-bisector values. There is no obvious difference between the values from the two calculations. To look for subtle differences, we computed the ratio of the Bayesian distance to the linear-bisector distance. A weighted least-squares fit of this ratio against \( \log (P) \) gives (Fig. 4)

\[
\text{ratio}(r) = 1.016(±0.007) - 0.012(±0.022)(\log P - 1.113),
\]

where the fit is centered on the mean period. A weighted fit for the radius ratio gives (Fig. 5)

\[
\text{Ratio}(R) = 1.012(±0.007) - 0.004(±0.023)(\log P - 1.113).
\]

These show no evidence for any dependence on pulsation period. Therefore, we take a weighted mean for each ratio: the

---

1 See http://www.r-project.org.
distance calculations differ by 1.5% ± 0.6%, with the Bayesian being larger, and the radius calculations differ by 1.1% ± 0.7%, with the Bayesian again being larger. For comparison, the best individual distance and radius measurements in our data set are for X Cyg, for which the Bayesian uncertainties are both ±2.6%, larger than the possible systematic difference between the Bayesian and bisector calculations. Our first result is that the distances and radii computed by the two methods agree quite well.

6.2. Uncertainties in Distance and Radius

In Figures 4 and 5 the uncertainties can be seen to increase, as the period is shorter. This is likely a result of the smaller pulsation amplitudes at shorter periods, which result in the photometric and velocity uncertainties having greater effect on the computed distances and radii.

More importantly, a glance at Table 1, or at Figures 4 and 5, shows that the uncertainties in the distances and radii disagree substantially between the two calculations. Typically the Bayesian uncertainty is more than 3 times the linear-bisector uncertainty.

Because the concept of an uncertainty estimated from the Bayesian MCMC posterior probability distribution may not be clear, we show an example in Figure 6, the posterior probability distribution for the distance to U Sgr, which star is typical of our results. Overplotted on the probability distribution is a normal distribution constructed for the same distance (592 pc), \( \sigma (\pm 21 \text{ pc}) \), and area (10,000 samples). The normal distribution describes the posterior probability distribution for the distance very well. This justifies our adopting the \( \sigma \) of the corresponding normal
distribution as a 1σ estimator for the uncertainty in the distance (and similarly for the radius) determined in the Bayesian calculation. This estimator is then compared to the 1σ estimator from the linear-bisector computation.

We add a caveat to the previous paragraph. Because our computation determines the stellar parallax, not the stellar distance (see eq. [10]), the posterior probability distribution for the distance can become asymmetric when the errors are large. As the uncertainties become large, the parallax posterior probability distribution becomes broad (large σ). Its reciprocal, the distance posterior probability distribution, will also become broad and necessarily asymmetric to larger distances. The same asymmetry will arise for the radius posterior probability distribution in such cases, because that distribution is the product of the angular diameter posterior probability distribution (symmetric) and the distance posterior probability distribution (asymmetric). Note that these asymmetric distributions are real and not mathematical artifacts; they properly represent our knowledge of the distance and radius, which is not true for least-squares or maximum likelihood calculations on the same data. The latter methods assume symmetric errors by their very nature. Because this situation prevails for only a few stars in this sample, and only for stars with large errors, it has little effect on the weighted mean ratios of distances and radii quoted in § 6.1.

As we did with the distances and radii themselves, we begin by examining the behavior of the ratio of the Bayesian uncertainty to the linear-bisector uncertainty for the same Cepheid. In Figures 7 and 8 we show these ratios for the distance and radius uncertainties plotted against log P. Unweighted least-squares fits in these figures yield

\[
\text{ratio (}) = 3.396(\pm 0.183) - 0.748(\pm 0.549)(\log P - 1.113),
\]

(13)

\[
\text{Ratio (}} = 3.281(\pm 0.202) - 0.673(\pm 0.606)(\log P - 1.113).
\]

(14)

There is no apparent dependence of these ratios on pulsation period. Plots of the ratios of the distance uncertainties against distance and of the ratios of the radius uncertainties against radius are similarly uninformative.

The two ratios are, however, highly correlated with each other (R = 0.99), as shown in Figure 9. Thus the underlying
calculations agree to 1 mated in the linear-bisector calculation.

that the uncertainties in these quantities are seriously underesti-
linear-bisector calculations for 38 Cepheids using the same data,
that calculation. Based on comparison of Bayesian MCMC and

calculation are affected by the known mathematical shortcomings of

star to star. On the specifics of the data for the Cepheid, which varies from

substantially, amounting to factors of 1.4–6.7 for this data set.

uncertainty in distance found in the Bayesian calculation of

being larger. This may be compared to the smallest individual
uncertainty in radius found in the Bayesian calculation of ±2.6%.

Any systematic difference between the mathematical approaches
is both smaller than a 2 σ effect and smaller than the typical
single-star (Bayesian) uncertainty dictated by the data.

These results have an impact on the interpretation of infrared
surface brightness results for Cepheids. For example, Storm et al.
(2005) used six Cepheids in a LMC cluster to infer a distance to
the LMC of $(m - M)_0 = 18.30 ± 0.07$ mag by means of a linear-
bisector solution for the infrared surface brightness equations.
This is less than the generally accepted distance of 18.50 mag.
From the present work, we can say that the linear-bisector cal-
culation used by Storm et al. is not the cause of the smaller dis-
tance modulus.

Similarly, that work found a much smaller slope for the
Cepheid PL relation in the LMC than had been found by the
OGLE project. From the absence of a period dependence be-
tween the Bayesian MCMC distances and the linear bisector
distances (Fig. 4) and from the overall agreement between the
two, we can be certain that the smaller slope found by Storm
et al. (2005) is not a result of using the linear-bisector least-
squares method.

The uncertainties in distance and radius determined by the
Bayesian MCMC calculation are much larger than determined
by the linear-bisector calculation. Given the known problems
in a least-squares solution to the surface brightness equations,
we interpret this as measuring the amount by which the linear-
bisector computation underestimates the uncertainties. It is impor-
tant to note that the ratio of Bayesian to linear-bisector uncertainty
ranges from 1.4 to 6.7 in this set of 38 Cepheids. Clearly the
amount by which the linear-bisector method underestimates the
uncertainty depends on the specific nature of the data. This is ex-
pected, but inconvenient, as it is not possible to simply multiply
published linear-bisector uncertainties by a constant correction
factor.

Our result on the underestimation of the uncertainties in a
linear-bisector calculation is supported in the previously men-
tioned paper by Storm et al. (2005). As the six Cepheids studied
by them are in a LMC cluster, we can be confident that they are
at the same distance. The scatter in their distances is then an
estimate of the true uncertainty in the linear-bisector distance
to the cluster. This scatter was found by Storm et al. (2005) to be
twice the formal errors of the linear-bisector distances to the
Cepheids, within the range of results determined here.

Other mathematical approaches have been used to solve the
surface brightness equations for distance and radius. The or-
dinary least-squares approach assumes no error on one variable
and all errors on the other. The inverse fit least-squares ap-
proach assumes the reverse. The limitations of ordinary linear
least-squares solutions (direct and inverse) include not only
underestimation of the errors but also possible systematic bias
in the resulting distances and radii, as discussed by Laney &
Stobie (1995) and Gieren et al. (1997).

The linear-bisector least-squares calculation achieves a solu-
tion in between the two other least-squares calculations (direct
and inverse). Moreover, the linear-bisector error bar roughly
corresponds to the difference between the two least-squares so-
lutions. Maximum likelihood uses information on errors on one
or both variables to choose a result between the two results of
linear least squares (direct and inverse fits). As a result, maxi-
mum likelihood cannot differ by more than one linear-bisector σ
from ordinary least squares and even less from a linear-bisector
fit. As we have shown that this linear-bisector σ is about one-
third of the Bayesian σ, the maximum likelihood results should

7. DISCUSSION

We set out to determine whether infrared surface brightness es-
timates of Cepheid distances and radii by the linear-bisector cal-
culation are affected by the known mathematical shortcomings of
that calculation. Based on comparison of Bayesian MCMC and
linear-bisector calculations for 38 Cepheids using the same data,
same surface brightness equations, and same physical constants,
we find that the distances and radii are not adversely affected, but
that the uncertainties in these quantities are seriously underesti-
minated in the linear-bisector calculation.

We find that Cepheid distances determined by the two calcu-
lations agree to 1.5% ± 0.6%, with the Bayesian distances
being larger. This may be compared to the smallest individual
uncertainty in distance found in the Bayesian calculation of
±2.6%. Similarly, we find that Cepheid radii determined by the
two calculations agree to 1.1% ± 0.7%, with the Bayesian radii

![Graph](https://via.placeholder.com/150)

Fig. 9.—Ratio of the Bayesian distance uncertainty to the bisector distance uncertainty plotted against the ratio of the Bayesian radius uncertainty to the bisector radius uncertainty. The identity line is shown for reference.

cause of the larger uncertainties in the Bayesian calculation is
likely to be the same for the distance uncertainty and radius
uncertainty.

In § 2.1 we noted that the linear-bisector calculation does
not treat the errors-in-variables problem rigorously; nor does
it properly propagate uncertainty through the radial velocity in-
tegration. The second of these issues will certainly lead to an
underestimate of the uncertainties in the computed distances
and radii. Because the Bayesian MCMC calculation does cor-
correctly address these two computational issues, we interpret
the large ratio of Bayesian to bisector uncertainty as measuring
the amount by which the linear-bisector errors have been under-
estimated. This interpretation is supported by the fact that none
of the linear-bisector uncertainties is larger than its Bayesian
counterpart. Our second result is that the linear-bisector cal-
culation underestimates the uncertainties in distance and in radius
substantially, amounting to factors of 1.4–6.7 for this data set.
This large range implies that the ratio that is obtained depends
on the specifics of the data for the Cepheid, which varies from
star to star.
also be about one-third of the Bayesian values. Our results for the linear-bisector solutions thus suggest that the maximum likelihood method would yield distances and radii in the infrared surface brightness method that are unbiased if the uncertainties in the data are well understood. Unfortunately, these uncertainties are often not well understood. First, Barnes et al. (2003) showed that quoted uncertainties in Cepheid photometry and radial velocities are usually underestimated. Second, maximum likelihood calculations usually adopt an approximation for the uncertainty in the displacements advocated by Balona (1977) for equally spaced velocity data. Our work demonstrates that this approximation does not apply to typical unequally spaced radial velocity curves; if it did apply, the linear-bisector method would have yielded uncertainties in distance and radius close to those of the Bayesian MCMC calculation. Thus we expect the maximum likelihood uncertainties to be underestimated, as are the linear-bisector uncertainties, and for the same reasons.
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