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Abstract  The UV–Vis spectra of the f-elements, especially the lanthanides, are known for their rather sharp absorption bands showing systematic and reproducible changes upon coordination with suitable ligands. These absorption bands have been used as indicators allowing interpretation of the processes in solution. Modern absorption spectrometers in combination with digital recording of the spectra allow a precise collection of a large number of absorptions for many samples. The number of absorption thus collected easily amounts to several thousands of individual data. Chemometric techniques, especially factor analysis, are occasionally used to extract information from these data sets on basis of Bouguer–Lambert–Beer law. Recent studies indicate the sensitivity of parameter values obtained from uncritical use of chemometric techniques to various influence and nuisance factors. On the basis of selected examples, the effects of parameter correlations, residual correlations, and measurement uncertainty introduced by volume operations are demonstrated. Using the ISO Guide to the Expression of Uncertainty as a convention for assessing measurement uncertainty, formation constants $\lg K$ derived from UV–Vis spectra of f-elements should be associated with a measurement uncertainty $u$ of at least $u = 0.15$ ($k = 1$).
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Introduction

The development of human civilization is closely related to the presence of water. Water is the most intensively monitored food item in the European community. All human activity affecting the environment is also affecting the water quality. Hence, a persistent interest exists in the analysis, understanding, quantification, and prediction of chemical processes in water. These processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1]. Nevertheless, these processes can be rather elusive. Ligand exchange reactions with metal ions in aqueous solutions proceed to the nanosecond time scale and even below [1].

UV–Vis spectroscopy is a classical technique for analyzing solution equilibria. Its versatility is enhanced by chemometric methods. Chemometrics is the field for application of numerical and statistical methods to data collected for chemical systems. This definition is rather general and encompasses a wide range of modern data treatment methods. The still increasing power of modern...
computing machines allows investing a considerable amount of processor time for numerical treatment (“num-
ber crunching”) of chemical data. The introduction of
chemometric techniques was largely motivated by the need
to extract information from large data sets collected by
electronic instruments in digital form. Of special interest
are model-free numerical techniques. These methods do
not require a priori information on factors giving rise to the
measurement data. Latent variable methods, for instance
principal component analysis (PCA) and partial least
squares (PLS), distinguish between the intrinsic (latent)
variables and the interpretation of these variables, the
physical parameters. PCA and PLS have originated in other
fields, e.g. econometrics and biometrics, but meanwhile are
well accepted in analytical chemistry [3]. Their success in
chemistry is supported by the often low dimensionality of
chemical systems. Furthermore, the transformation of the
latent variables into physically meaningful parameters is
guided by experimentally available information about the
system under study (e.g., non-negativity of absorptions and
species concentrations). A variety of techniques and ready
to-use computer programs are available in literature [4–12].
The programs are often used as black boxes—a phenom-
non not limited to latent variable methods [13–16].

No experimental measurement can obtain information
with arbitrary accuracy and precision [17]. In the academic
world, results of chemical measurements are often reported
without a systematic assessment of limits of measurability.
In all fields where the results of chemical measurement will
enter, public decision-making processes, e.g. environmen
tal assessment, the results of chemical analysis, are coming
under public scrutiny. Measurement values not being in
agreement with appropriate requirements will increasingly
be rejected for formal reasons. Two common situations
where these requirements are enforced are breath alcohol
determination [18] and food quality control [19]. Process
and language of assessing measurement uncertainty is
already quite formalized [20, 21]. Thermodynamic data of
relevant geochemical reactions serve as a basis for envi-
ronmental prediction. Thermodynamic data are a result of
complex experimentation and data evaluation. Reference to
corcepts of measurement uncertainty assessment is almost
completely missing. Integration of metrological concepts
into chemometric evaluation procedures of thermodynamic
data has been a major interest during the past decade. This
is understood as work in progress.

Results and discussion

A complete assessment of measurement uncertainty in
chemical analysis is statistically and computationally
demanding. UV–Vis spectroscopic analysis of lanthanide
solution chemistry was selected as a model technique,
because most chemists understand its underlying theory,
and a well-developed computational toolbox is available
based on factor analysis. The UV–Vis spectra of lanthanide
ions in solution are known for their comparatively narrow
but weak absorption bands showing distinct shifts due to
changes in the electronic environment by complexation
with ligands. The numerical analysis of experimental
spectra by factor analytical methods is quite elaborate. In
order to evaluate a complete measurement uncertainty
budget under the aspects outlined in EURACHEM/CI-
TAC’s guide, “Quantifying Uncertainty in Chemical
Measurement” [20] requires further numerical operations.
The analysis of uncertainty in complex chemical mea-
urement, e.g. UV–Vis spectroscopic assessment of sample
solutions, is influenced by a larger number of factors, some
that the experimenter cannot completely control [9, 22].

Factor analysis—some basic elements

Bouguer–Lambert–Beer law is the fundamental relation-
ship in UV–Vis spectroscopy.

\[ a_{\lambda} = e_{\lambda}cd \]  

(1)

where \( a \) is the absorbance at wavelength \( \lambda \), \( e \) is the molar
absorption coefficient, \( c \) is the concentration of the
absorbing species, and \( d \) is the length of the light path
through the sample. If several absorbing species are present
in solution and in the linear absorption range of the sample,
Eq. 1 is replaced by

\[ a_{\lambda} = d \sum_{i=1}^{n} e_{\lambda,i}c_i + \delta_i \]  

(2)

where \( \delta_i \) represents the residuals. Residuals are estimators
for the disturbances and obtained as the differences between
the optimal interpretation of the system and the experimental
observations. The residuals result from measurement
uncertainty, noise, and bias. If the absorption is measured
at several different wavelengths and several samples with
different solution compositions, Eq. 2 can be written in
matrix form as

\[ A = EC + \Delta \]  

(3)

In Eq. 3, \( A \) gives the nm matrix of absorbances measured at
n wavelengths in m samples. \( E \) gives the nk matrix of molar
extinction coefficients of k different species at n wave-
lengths, and \( C \) is the km matrix of concentrations of
k species in m different solutions. The absorbances in
matrix \( A \) are normalized for a given path length \( d \). For
linear equations, as Eq. 2, principal component analysis
allows to derive the matrices \( E \) and \( C \) from a given matrix
\( A \) of experimentally measured spectra (the columns of \( A \))
of the same chemical system.
The transition from experimentally measured spectra in the columns of matrix $A$ to the matrix $E$ of single component spectra and the matrix $C$ of species concentrations in the $m$ sample solutions requires some numerical and mathematical transformations that have to be guided by the information available to or derived by the experimenter (e.g., non-negativity of absorptions and concentrations). In the first step of the analysis, the singular values and singular vectors of matrix $A$ are determined by a numerical algorithm. Today, singular value decomposition is applied routinely using the SVD algorithm [22]. As a result, the matrix of column singular vectors $E^\#$, the matrix of row singular vectors $C^\#$, and the vector of singular values $V$ are obtained.

$$ A = E^\#VC^\# $$

The singular vectors are orthogonal to each other. Hence, no singular vector interprets experimental variance already interpreted by another vector. The singular values in vector $V$ are ordered in decreasing magnitude. Their values are an indicator for the relevance of a singular vector. Because, in theory, all experimental variance is a result of an absorbing species (cf. Eq. 2), the number of non-zero singular vectors should not be larger than the number of species in the system. However, because experimental information is affected by measurement uncertainty, all singular values in vector $V$ are non-zero.

Types of measurement uncertainty

Factor analysis is not a foolproof technique even at the purely mathematical level. The reason is the underlying theory. The basic theory of factor analysis sets requirements to the data structure which are similar to those for ordinary linear regression: (a) the expectation function is correct; (b) the disturbances are independent of the signal; (c) each disturbance $\delta$ has a normal distribution; (d) the disturbances $\delta$ have equal variances; and (e) the disturbances $\delta$ are independently distributed. Failure to comply with these requirements will introduce bias. The effect, especially of requirement (e), can be visualized by using computer-intensive resampling methods, e.g. the moving block bootstrap (MBB).

MBB creates a large number of new data sets by generating new noise patterns from the residuals and adds it to the mean value (optimal) interpretation of the system. Correlation between neighboring residuals (the estimates of the disturbances) is maintained by composing the new noise pattern from chunks (lags) of residuals with a specified lag size. The MBB is a statistical approach to time series analysis and suitable for residual analysis of spectral information. Details have been given previously [23]. To illustrate the effect of correlated residuals, the species concentrations estimated by least squares regression (LSR) and by MBB are compared for the complexation of U(VI) by sulfate in Fig. 1. Three species are assumed to be present in solution $\text{UO}_2^{2+}$, $\text{UO}_2\text{SO}_4$ and $\text{UO}_2(\text{SO}_4)_2^{2-}$. The ellipses give the 95% confidence regions for the concentrations of the species; in other words, if the experiment would be repeated a large number of times, the measured species concentrations should be found within the ellipses in 95% of the cases. Figure 1 can give an approximate representation only, because the concentration domain should be an ellipsoid in 3D space. To allow representation on paper, the confidence ellipses for two species concentrations are given keeping the third species at its mean value concentration. Thus, the ellipses are conditional confidence regions. Note that the ellipses are very narrow and elongated as a result of high parameter correlation (which should not be confused with residual correlation). The MBB point clouds (obtained from 1000 resamplings) do only marginally overlap with the least square confidence ellipses. The simulation indicates that a difference in the expected species concentrations results from the assumption of correlation between residuals. Hence, assumption of residual independence introduces bias in the numerical evaluation resulting, for instance, in the evaluation of equilibrium information from spectroscopically determined species concentrations. A further aspect highlighted by Fig. 1 are the least square mean values that are not covered by the MBB point clouds. Hence, focusing exclusively on least squares mean values will usually contribute additional bias into the evaluation of data from UV–Vis spectra.

A number of other nuisance contributions affect the evaluation of chemical information from UV–Vis spectroscopy. In the ISO terminology [24], contributions to measurement uncertainty are obtained either by a detailed statistical evaluation (Type A evaluation) or by other means, e.g. separate experimentation (Type B evaluation). A typical Type B contribution are volume operations, e.g. by Eppendorf pipettes. Using a calibrated balance and thermostated distilled water, the variability can be assessed by repeated transfer of a given volume water to the balance. From the density of water, the volume and its means, e.g. separate experimentation (Type B evaluation).

Ten samples of nominally $1 \text{ cm}^{-3}$ are pipetted to a balance at $20^\circ \text{C}$. The density of water at $20^\circ \text{C}$ is $0.998 \text{ g cm}^{-3}$. The ten samples given in Fig. 2 scatter between 0.990 and 1.015 g cm$^{-3}$ and enclose the theoretical value. An interpretation of the data set by a Kolmogorov–Smirnov test indicates that the null hypotheses (the sampled data are normally distributed and deviations from normality are random) cannot be rejected. Volume operations contribute about 2–5% of measurement uncertainty.
The both examples were selected to illustrate Type A and Type B of measurement uncertainty contributions. Table 1 summarizes other relevant influence factors. Analysis of influence factors is advantageously done by creating a cause-and-effect diagram [20].

The both examples were selected to illustrate Type A and Type B of measurement uncertainty contributions. Table 1 summarizes other relevant influence factors. Analysis of influence factors is advantageously done by creating a cause-and-effect diagram [20].

Ambiguities

Matrices and vectors given in Eq. 4 are mathematical structures without any physical meaning. The singular vectors, for instance, usually do have negative values. It is the task of the experimenter to transform these matrices into physically meaningful information. The first step is to decide on the dimensionality of the system. In most cases, the magnitude of the singular values is analyzed with the intention to derive clues on the threshold between meaningful information and noise. Deciding the dimensionality of the system is crucial because each dimension corresponds to chemical species. Figure 3 gives typical UV–Vis spectra of solutions holding a lanthanide metal ion and varying amounts of a ligand, pyridine 2,6-dicarboxylic acid N-oxide.

While the sharp absorption bands of the trivalent lanthanides are advantageous for the chemometric analysis of the chemical reaction in the sample solution, the small shifts and, consequently, strong overlap of the absorption bands of the various species are not. The strong overlap of the single component spectra of individual species implies high spectral correlation. Some consequences have already been shown in Fig. 1: the confidence ranges are not symmetrically distributed about a mean value but found in an elongated region where—depending on the correlation—high values of one parameter prefer low values of the other parameter and vice versa. This high correlation also affects

Table 1 Influence factors affecting the result of analytical parameters obtained by UV–Vis spectroscopy

| Type A                  | Type B                  |
|-------------------------|-------------------------|
| Signal noise            | Lanthanide concentration|
| Spectral correlation    | Ligand concentration    |
| Residual correlation    | Volume determination    |
| Parameter correlation   | Baseline correction     |
| Non-normality           | Repeatability           |
| Non-linearity           |                         |
| Statistical optimization criterion | Monte Carlo effects |

The influence factors are grouped into Type A and Type B uncertainties.
the efficiency of obtaining the dimensionality of the system (the number of species in solution) from an analysis of the singular values. This is illustrated by Fig. 4 where the singular values (left axis) are given for the spectra shown in Fig. 3.

The singular values decrease rapidly. The first singular value explains about 85% of the experimental variance (the residual variance is given at the right side axis). The first two singular vectors interpret almost 98% of the variance leaving a marginal difference between a possible third factor and the noise in the data. A consequence of the rather small shifts is high parameter correlation (cf. Fig. 1).

Fig. 3 A set of UV–Vis spectra in the region 540–620 nm obtained from solutions of Nd(III) holding varying amounts of nicotinic acid N-oxide. The spectral bands are rather narrow. The modifications observed in the spectra related to the presence of pyridine 2,6-dicarboxylic acid N-oxide ligand, however, are likewise small and consist mainly in an increase in the absorption band. A consequence of the rather small shifts is high parameter correlation (cf. Fig. 1).

The singular values decrease rapidly. The first singular value explains about 85% of the experimental variance (the residual variance is given at the right side axis). The first two singular vectors interpret almost 98% of the variance leaving a marginal difference between a possible third factor and the noise in the data. Not surprisingly, a larger number of methods have been developed to extract the likely number of factors from experimental data [e.g., 3, 25–27]. Given the narrow margin left for decision, it is always recommended to check whether the system can be reasonably interpreted with more or less species that suggested by whatever test criterion. In some cases, factor analysis may be able to provide two independent and equally satisfactory interpretations of the same system with different number of species [28].

System analysis

Factor analysis is an effective method to analyze larger sets of spectra. The previous paragraphs, however, have shown that factor analysis is influenced by a variety of influence factors. Furthermore, factor analysis alone is not sufficient to arrive at single component spectra, species concentrations and derived information like molar extinction coefficients, and formation constants of the solution species. Some objective criteria can be used to evaluate possible solutions of the numerical equations, e.g., the non-negativity of single component spectra and species concentrations. Formally, a transformation matrix $T$ with dimensions $kk$ has to be found which transforms the abstract matrices $E'$ (with $E' = E\#V$) and $C\#$ into the physically meaningful single component matrix $E''$ and $C''$. Then,

$$E' = E'T$$

$$C' = T^{-1}C\#$$
The step of transforming the matrices from abstract singular vectors into physically meaningful matrices with matrix $E^0$ holding the estimates of the $k$ single component spectra and matrix $C^0$ holding the $k$ species concentrations in each of the $m$ solutions is usually termed target factor analysis [29]. A transformation matrix $T$ is usually estimated by a complex process, often of a trial-and-error nature. In order to account for the various Type A and Type B uncertainties, a Monte Carlo resampling procedure has to be implemented which requires at least 1000 repetitions of the target transformation procedure. Computer-intensive methods therefore must be based on robust and stable algorithms. For factor analysis, the singular value decomposition (SVD) satisfies this requirement [3]. Hence, an algorithm has been implemented which estimates target transformation matrix $T$ without user-specified input where SVD provides the matrix diagonalization step. Analysis of experimental data comprises at least 1000 repetitions of the steps indicated by Eqs. 4–6. In each run, a new matrix $A$ is generated by redistributing correlated noise, and the values of the Type B influence factors are modified randomly within the given distributions. The resulting parameters are evaluated and stored in a file. Finally, the empirical distribution functions are evaluated. The complete procedure was termed threshold bootstrap computer-assisted target factor analysis (TB CAT). A more detailed description is found in [9].

A larger number of different lanthanide systems were systematically analyzed. Table 2 gives a selection together with some references. In all situations (including the somewhat unusual polyoxometallate ligands), the relative simplicity of the lanthanide systems became evident. Numerical analysis in all cases indicated not more than two coordinated metal species. The evaluation of the species concentration information revealed the delicate equilibria. Small numerical variations may infer considerable modifications in the concentration domain. If a unique and stable numerical solution was available, the evaluated formation constants were found to be rather narrow with complete measurement uncertainties $u$ ($u$ in logarithmic scale) for $\lg K$ in the order of $u = 0.15 (k = 1)$. If spectral correlation $\rho$ was above $|\rho| > 0.8$, the evaluated formation constants can easily be found distributed over several orders of magnitude.

### Conclusions

A chemist is interested in information on the number of species in a given chemical system, their formation constants, and their single component spectra. Factor analysis is, in principle, capable of extracting this information from a limited number of UV–Vis spectra. The procedure is numerically stable and straightforward. Thus, factor analysis is an almost unique tool to study chemical systems with unusual ligands, e.g., polyoxometallates, where little a priori information is available. Aqueous systems involving lanthanide ions are especially suitable for a treatment by factor analysis because of their narrow absorption bands and marked shifts with coordination.

However, factor analysis is capable to provide a numerical solution for almost all data satisfying the mathematical requirements. Combining target factor analysis with an efficient search algorithm (e.g., simplex algorithm) will almost certainly retrieve a solution if there is one. This solution, however, need not to be unique. This finding is a major reason to view any interpretation based solely on factor analysis with skepticism. A further reason is the sensitivity of the numerical solution to some minor changes in the input quantities. The correlation in residuals is just one such contribution. Together with the small uncertainties in auxiliary variables (e.g., ligand concentrations, pH, and volume operations), the resulting variabilities may range over orders of magnitude.

Therefore, some provisions are recommended by which the sensitivity of a numerical solution to modifications in the input data can be assessed. The studies performed with TB CAT systematically identified, quantified, and evaluated those influence factors with marked effect on the modeling output. Thus, the complete analyses are complying with the requirements of ISO’s Guide to the Expression of Uncertainty (GUM) [24]. The results indicated that some chemical systems are better suited for an analysis by UV–Vis spectroscopy than others. Some systems are more amenable to factor analysis treatment than others. Probably, chemical systems less suitable for factor analysis may advantageously be analyzed by other experimental techniques. Thus, application of the rules of metrology in chemistry carry does not only the hope of

| Table 2 | f-Element systems analyzed including an assessment of measurement uncertainty |
|---------|--------------------------------------------------------------------------------|
| Ligand  | Reference |
| Na$_2$[NaAs$_4$WO$_{40}$O$_{140}$] | [9] |
| K$_3$PW$_{11}$O$_{39}$·17 H$_2$O | [31] |
| Picolinic acid N-oxide | [22] |
| Nicotinic acid N-oxide | [32] |
| Pyridine 2,4 dicarboxylic acid N-oxide | [28] |
| Pyridine 2,6 dicarboxylic acid N-oxide | [33] |
| Diethyl(2-oxopropyl)phosphonate | [34] |
| Diethyl(2-oxo-2-phenylethyl) phosphonate | [34] |
| Arsenazo (III) | [35] |
| Sulfate$^a$, hydroxide$^a$ | [36] |

$^a$ With U(VI) as metal ion
traceable and internationally comparable measurement values, but also criteria by which the most suitable experimental method for the analysis of a chemical system can be selected.
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