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Abstract
The main result in this paper is the generalisation of the fundamental equations of a Riemannian submersion presented in the 1966 article by O’Neill (Michigan Math J 13:459–469, 1966) to the context of pseudo-Finsler submersions. In the meantime, we also explore some basic properties of the O’Neill fundamental tensors of the submersion and study Finsler submersions with totally geodesic fibers.

Keywords Finsler metrics · Flag Curvature · Submersions · Fundamental equations

Mathematics Subject Classification Primary 53B40 · 53C60 · 53B30

1 Introduction
Submersions can be thought as a dual concept to submanifolds. The study of the equations describing the geometry of a submanifold of a Riemannian manifold has a long tradition, having the Gauss and Codazzi equations between the most celebrated results in the theory. These equations have been generalised to the Finsler setup from the 1930s (see [15] for a summary of the topic). The systematic study of Riemannian submersions is much more recent, having its origin in the foundational paper by O’Neill about the fundamental equations [24] (see also [11]). It is very natural to ask oneself about the generalisation to the Finsler realm of these fundamental equations, but the closest achievement until now is the pioneering paper [5], where the authors obtain some results using the osculating metric associated with a geodesic vector field. In this paper, we intend to fill this gap providing a complete set of fundamental equations of a pseudo-Finsler submanifold, which describe the curvature tensor of the total space in terms of the configuration O’Neill tensors T and A and the curvature
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tensors of the fibers and the base manifold. We recall that the fundamental equations have been very helpful to compute the curvature tensor in many different situations as for example for models of spacetimes and to find new Einstein manifolds (see [6, Chapter 9]). We hope the equations presented in this manuscript will play its role in the development of Finsler spacetimes to find solutions of the Finslerian Einstein equations (see for example [14, 21]) and that will motivate the development of the theory of Finslerian submersions as in the case of classical Riemannian submersions (see for example [10]). They will also play an important role in the theory of Finsler foliations [1–4] and isoparametric functions [13, 29], which have already deserved some attention. Finsler submersions can also be useful in the study of some types of homogeneous Finsler manifolds [30]. For some related constructions to Finsler submersions see [7, 12].

It is well-known that Finsler Geometry entails cumbersome computations in coordinates. To overcome this problem we have used the anisotropic tensor calculus recently developed in [17, 18]. The main idea is to perform all the computations with the anisotropic connections and when necessary, to fix a local vector field \( V \) and to work with an associated affine connection \( \nabla^V \). There are some privileged choices of \( V \) which economize computations. Moreover, it turns out that there is no need to use expressions in coordinates. The paper is organized as follows. In Sect. 2, we introduce the concept of pseudo-Finsler metric and its main features and we also briefly describe how the anisotropic tensor calculus works. In Sect. 3, we introduce the definition of pseudo-Finsler submersion and prove several basic properties, as for example that when one fixes a horizontal vector \( v \), then the differential map of \( \sigma \) with the fundamental tensor \( g_v \) has a structure of pseudo-Riemannian submersion (see Lemma 3). This result was enunciated in [5, Prop. 2.2]. We also prove that when the pseudo-Finsler metrics are defined in the whole tangent bundle, then there exists a unique horizontal lift of every non-zero vector in the base. Finally, we compute an expression which relates the Cartan tensors of the total space and the base being the first one evaluated in at least two \( g_v \)-horizontal vectors. In Sect. 4, we introduce the fundamental tensors \( T \) and \( A \) and study their properties. One of the main differences with the Riemannian case is that now the horizontal part of any vector field is an anisotropic vector field (see Sect. 2 for its definition), this means that for every admissible vector \( v \) there is a different horizontal part and we will have to deal with fiber derivatives of the horizontal and vertical parts, which are computed in Proposition 1. The properties of \( T \) and \( A \) are very similar to those of their classical versions, with some exceptions. For example, the tensor \( A \) has a much more involved expression in terms of the Lie Bracket (see Proposition 5). To compute the Gauss formula and its dual, we need to introduce two anisotropic tensors \( \tilde{Q} \) and \( \tilde{Q} \), because as it was known from the theory of submanifolds, the Chern connection of the fibers does not coincide with the tangent part of the connection of the ambient space. A similar situation happens with the horizontal part of the Chern connection applied to \( g_V \)-horizontal vector fields for some horizontal vector field \( V \) (see Proposition 4). In the Sect. 4.1, the formulas for the covariant derivatives of \( T \) and \( A \) are obtained, this time matching the classical version except for the cyclic formula in [24, Lemma 7]. In Sect. 5, we finally obtain the fundamental equations for the curvature tensor. As a first step, we introduce the vertical and horizontal curvature tensors in Definition 8. Then we decompose the curvature tensor using these horizontal and vertical ones and the tensors \( T \) and \( A \) in Theorem 5.3 and obtain more specific formulas computing all the involved terms when the curvature tensor is evaluated in vertical and \( g_v \)-horizontal vectors in Corollary 5. When \( v \) is vertical, we can obtain a generalised Gauss equation as in the case of submanifolds, and when \( v \) is horizontal a Dual Gauss equation (see Theorem 2). Remarkably, Codazzi and its dual hold for an arbitrary admissible \( v \). As an application, we obtain formulas for the flag curvature with arbitrary flagpole of the ambient space in Corollary 6. Moreover, we also
recover the O’Neill formulas (see [24, Corollary 1]) for the flag curvature when the flagpole is horizontal in Corollary 8, while the formula for a vertical flagpole is slightly different (see Corollary 7). In the last Sect. 6, we study Finslerian submersions with totally geodesic fibers. It is well-known that in the Riemannian case, this condition implies that the fibers are isometric in a natural way. In the Finslerian setup we need to add a further condition, namely, the horizontal regularity in Definition 10, to obtain these isometries. Then under this condition, we prove that a Finsler submersion has totally geodesic fibers if and only if it is an associated fiber bundle of a principle bundle, Theorem 3.

2 Pseudo-Finsler manifolds

Given a manifold \( \mathcal{M} \), we will denote by \( \pi : T\mathcal{M} \to \mathcal{M} \) the natural projection from its tangent bundle \( T\mathcal{M} \).

Definition 1 Let \( \mathcal{A} \subset T\mathcal{M} \setminus \{0\} \) be an open subset invariant under positive scalar multiplication. We say that a smooth function \( L: \mathcal{A} \to \mathbb{R} \) is a pseudo-Finsler metric when it satisfies:

(i) positive homogeneity of degree 2, namely, \( L(\lambda v) = \lambda^2 L(v) \; \forall \lambda > 0 \) and \( v \in \mathcal{A} \),

(ii) non-degeneracy of its associated fundamental tensor \( g_v \) defined for each \( v \in \mathcal{A} \) and \( e, h \in T_{\pi(v)}\mathcal{M} \) by

\[
g_v(e, h) = \frac{1}{2} \left. \frac{\partial^2 L(v+se+th)}{\partial s \partial t} \right|_{s,t=0}.
\]

Moreover, when \( \mathcal{A} = T\mathcal{M} \setminus \{0\} \) and \( g_v \) is always positive definite, we will say that \( L \) is a Finsler metric, and it is common to work with the positive homogeneous function of degree one \( F = \sqrt{L} \) rather than with \( L \).

Given a pseudo-Finsler metric, we will say that a vector \( v \) is admissible if \( v \in \mathcal{A} \). Moreover, given an open subset \( \Omega \subset \mathcal{M} \), we will say that a vector field \( V \in \mathcal{X}(\Omega) \) is admissible if \( V_p \in \mathcal{A} \) for all \( p \in \Omega \). We will say that \( V \) is locally admissible, if it is admissible in a certain neighborhood \( \Omega \) of a given point. The Cartan tensor \( C \) associated with \( L \) for each \( v \in \mathcal{A} \) and \( b, e, h \in T_{\pi(v)}\mathcal{M} \) is defined by

\[
C_v(b, e, h) = \frac{1}{2} \left. \frac{\partial^2 g_v(b+e+hb+eh)}{\partial s \partial t} \right|_{s,t=0} = \frac{1}{4} \left. \frac{\partial^3 L(v+rb+se+th)}{\partial r \partial s \partial t} \right|_{r,s,t=0}.
\]

Observe that the Cartan tensor is symmetric and, by homogeneity, \( C_v(v, \cdot, \cdot) = 0 \) for every \( v \in \mathcal{A} \).

Let us denote by \( \mathcal{X}(\mathcal{M}) \) and \( \mathcal{X}^*(\mathcal{M}) \) the set of (smooth) vector fields and one-forms on \( \mathcal{M} \), respectively. We will also denote by \( T^*\mathcal{M} \) the cotangent bundle of \( \mathcal{M} \) and by \( r \otimes T\mathcal{M} \otimes s \otimes T^*\mathcal{M} \) the classical tensor bundle over \( \mathcal{M} \) of type \((r, s)\). Now denoting \( \pi_{\mathcal{A}} : \mathcal{A} \to \mathcal{M} \) the restriction of the natural projection \( \pi \), we will consider the pullbacked bundle \( \pi_{\mathcal{A}}^* (r \otimes T\mathcal{M} \otimes s \otimes T^*\mathcal{M}) \). We will say that a smooth section of this bundle \( T : \mathcal{A} \to \pi_{\mathcal{A}}^* (r \otimes T\mathcal{M} \otimes s \otimes T^*\mathcal{M}) \) is an \( \mathcal{A} \)-anisotropic tensor field. When the subset \( \mathcal{A} \) is obvious from the context, we will say simply “anisotropic tensor”. Observe that for every \( v \in \mathcal{A} \), \( T_v \) (the evaluation of \( T \) at \( v \in \mathcal{A} \)) is a multilinear map

\[
T_v : (T_p\mathcal{M})^r \times (T_p\mathcal{M})^s \to \mathbb{R},
\]
with \( p = \pi(v) \). In particular, the fundamental tensor \( g \) and the Cartan tensor \( C \) of a pseudo-Finsler metric are \( \mathscr{A} \)-anisotropic tensors of type \((0, 2)\) and \((0, 3)\), respectively. We will denote by \( \mathcal{T}_s^r(\mathcal{M}_\mathcal{A}) \) the space of \( \mathcal{A} \)-anisotropic tensor fields. As in the classical case, \( \mathcal{T}_s^r(\mathcal{M}_\mathcal{A}) \) can be identified with \( \mathcal{A} \)-anisotropic vector fields \( \mathcal{X}, \mathcal{A} \ni v \to \mathcal{X}_v \in T_{\pi(v)}\mathcal{M} \). Moreover, if \( \mathcal{F}(\mathcal{A}) \) is the space of smooth real functions on \( \mathcal{A} \), \( \mathcal{A} \)-anisotropic tensor fields can be described equivalently as \( \mathcal{F}(\mathcal{A}) \)-multilinear maps

\[
T: \mathcal{T}_s^0(\mathcal{M}_\mathcal{A})^r \times \mathcal{T}_s^1(\mathcal{M}_\mathcal{A})^s \to \mathcal{F}(\mathcal{A})
\]

very much as in the classical case, a tensor field can be thought of as a \( \mathcal{F}(\mathcal{M}) \)-multilinear maps.

**Definition 2** An \( \mathcal{A} \)-anisotropic connection is a map

\[
\nabla: \mathcal{X}(\mathcal{M}) \times \mathcal{X}(\mathcal{M}) \to \mathcal{T}_s^1(\mathcal{M}_\mathcal{A}), \quad (E, H) \to \nabla_E H
\]

satisfying for all vector fields \( B, E, H \) and smooth real function \( f \) on \( \mathcal{M} \)

(i) \( \nabla_E (H + B) = \nabla_E H + \nabla_B E \),

(ii) \( \nabla_E (f H) = (E(f) \cdot Y) \circ \pi_{\mathcal{A}} + (f \circ \pi_{\mathcal{A}}) \nabla_E H \),

(iii) \( \nabla_{E+B} H = \nabla_E H + \nabla_B H \),

(iv) \( \nabla_f E H = (f \circ \pi_{\mathcal{A}}) \nabla_E H \).

We will use the notation \( \nabla^E_v H \equiv (\nabla_E H)_v \). Moreover, since the expression \( \nabla^E_v H \) depends only on the vector \( e = E_{\pi(v)} \) rather than on its extension \( E \), we shall prefer to write \( \nabla^E_v H \). Given a vector field \( V \) on an open subset \( \Omega \) of \( \mathcal{M} \) which is \( \mathcal{A} \)-admissible, namely, such that \( V_p \in \mathcal{A} \) for all \( p \in \Omega \), we can consider an affine connection \( \nabla^V \) on \( \Omega \) defined for each \( E, H \in \mathcal{X}(\mathcal{M}) \) by \( (\nabla^E_v H)_p : (\nabla^E_v H)_{V_p} \equiv \nabla^V_{V_p} H \). Associated with the anisotropic connection there is a covariant derivative along curves which depends on the choice of an admissible vector field along the curve (with values in \( \mathcal{A} \) at every instant). This covariant derivative is constructed locally with the Christoffel symbols of the anisotropic connection and for a curve \( \gamma : [a, b] \to \mathcal{M} \) and an admissible vector field \( W \in \mathcal{X}(\gamma) \), it will be denoted by \( D^W_\gamma : \mathcal{X}(\gamma) \to \mathcal{X}(\gamma), X \to D^W_\gamma X \). When the curve \( \gamma \) is regular at \( p = \gamma(t) \), it is given by \( (\nabla^W_\gamma X)_p \), considering vector fields \( \tilde{W}, \tilde{V}, \tilde{X} \) which are local extensions of \( W, \dot{\gamma}, X \), respectively (see [18, Section 2.2] for more details). Given an \( \mathcal{A} \)-anisotropic tensor \( T \), we can also define a classical tensor of the same type \( T_V \) as \( (T_V)_p = T_{V_p} \). Departing from an anisotropic connection it is possible to define the covariant derivative of any anisotropic tensor as it was shown in [17]. These covariant derivatives can be obtained by the classical product rule, and they can also be expressed in terms of \( \nabla^V \) with the help of fiber derivatives. If \( T \in \mathcal{T}_s^r(\mathcal{M}_\mathcal{A}) \), then its fiber derivative \( \hat{\partial}T \in \mathcal{T}^r_{s+1}(\mathcal{M}_\mathcal{A}) \) is defined as

\[
(\hat{\partial}_e T)_v = \left. \frac{\partial T_{e+te}}{\partial t} \right|_{t=0}
\]

where \( e \in T_{\pi(v)}\mathcal{M} \) is the \( s + 1 \)-covariant component of \( \hat{\partial}T \) and sometimes we will put it in its natural place. A key observation is that anisotropic connections allow us to define derivations of functions \( \mathcal{F}(\mathcal{A}) \). Indeed, for any \( v \in \mathcal{A} \) and any choice of local admissible extension \( V \) of \( v \), \( \nabla_E f \) is smooth function on \( \mathcal{A} \) given by

\[
(\nabla_E f)(v) = E_{\pi(v)}(f(V)) - \hat{\partial}_{\nabla^E_v V} f.
\]

(2.1)

It turns out that last expression is independent of the choice of \( V \) (see [17, Lemma 9]). Moreover, this implies that given an anisotropic tensor \( T \in \mathcal{T}_s^r(\mathcal{M}_\mathcal{A}) \), vector fields
for any choice of admissible local extension $V$, the covariant derivative of $T$ with respect to $E$, denoted $\nabla_E T$, is given by

$$\nabla_E T(\theta^1, \ldots, \theta^s, X_1, \ldots, X_s) = \nabla_E (T(\theta^1, \ldots, \theta^r, X_1, \ldots, X_s))$$

$$- \sum_{i=1}^{r} (T(\theta^1, \ldots, \nabla_E^u \theta^i, \ldots, \theta^r, X_1, \ldots, X_s)$$

$$- \sum_{j=1}^{s} (T(\theta^1, \ldots, \theta^r, X_1, \ldots, \nabla_E^v X_j, \ldots, X_s)$$

(2.2)

while the first term on the right, which is the anisotropic covariant derivative of $v \to T_v(\theta^1, \ldots, \theta^r, X_1, \ldots, X_s)$, can be expressed as

$$\nabla_E (T(\theta^1, \ldots, \theta^r, X_1, \ldots, X_s))(v) = E_{\pi(v)} (T_v(\theta^1, \ldots, \theta^r, X_1, \ldots, X_s))$$

$$- (\hat{\sigma}_{\nabla_E^v} T_v)(\theta^1, \ldots, \theta^r, X_1, \ldots, X_s)).$$

(2.3)

Observe that the anisotropic connection can also be applied to anisotropic vector fields. Indeed, if $\mathcal{V} \in \mathcal{F}_0^1 (\mathcal{M})$, then

$$\nabla^v \mathcal{V} = \nabla^v \mathcal{V} - \hat{\sigma}_{\nabla^v} (\nabla^v V),$$

(2.4)

for any choice of admissible local extension $V$ of $v$. We may define then the associated curvature tensor $R_v : \mathcal{X}(\mathcal{M}) \times \mathcal{X}(\mathcal{M}) \times \mathcal{X}(\mathcal{M}) \to T_{\pi(v)} \mathcal{M}$ by

$$R_v (E, H) B = \nabla^v E \nabla^v H B - \nabla^v H \nabla^v E B - \nabla^v_{[E, H]} B.$$

Then $R_v$ determines an anisotropic tensor field of type $(1, 3)$, with the standard identifications (see [17, 18]). Moreover, this tensor can be expressed in terms of the curvature tensor $R^V$ of the affine connection $\nabla^V$ for any local admissible extension $V$ of $v$:

$$R^V (E, H) B = R^V (E, H) B - P^V (H, B, \nabla^v E) + P^V (E, B, \nabla^v V),$$

where $P$ is the fiber derivative of $\nabla$ defined as

$$P_v (E, H, B) = \frac{\partial}{\partial t} \nabla_E^{v+fB|\pi(v)} H \bigg|_{t=0},$$

(2.5)

for $E$, $H$ and $B$ arbitrary vector fields on $\mathcal{M}$ (see [18, Prop. 2.5]). Let us introduce a privileged anisotropic connection associated with a pseudo-Finsler manifold.

**Definition 3** The Levi-Civita–Chern connection of $(\mathcal{M}, L)$ a pseudo-Finsler manifold is the unique torsion-free $g$-compatible anisotropic connection $\nabla$, satisfying namely for each admissible $v \in \mathcal{V}$ and vector fields $E, H \in \mathcal{X}(\mathcal{M})$:

(i) $\nabla^v_E H - \nabla^v_H E - [E, H]|_{\pi(v)} = 0,$

(ii) $\nabla^g = 0.$

By our definition of covariant derivation of anisotropic tensors, the metric-preserving condition $\nabla^g = 0$ is also referred to as the almost-compatibility condition due to the equivalent identity for each $v \in \mathcal{V}$ with locally admissible extension $V$ and $e, h, b \in T_{\pi(v)} \mathcal{M}$ with respective extensions $E, H$ and $B$

$$e(g_V (H, B))|_{\pi(v)} = g_v (\nabla^v_E H, B) + g_v (H, \nabla^v_E B) + 2C_v (h, b, \nabla^v_v V),$$

where $C_v = \frac{1}{2} (\nabla^v v - \nabla^v v)^v$.
observing that the fiber derivative of $g$ is $2C$. Uniqueness can be easily checked from the associated Koszul formula

$$2g_v(∇^v_e H, B) = e(g_v(B, H)) + h(g_v(E, B)) - b(g_v(E, H))$$

$$+ g_v([B, E], h) + g_v(e, [B, H]) + g_v([E, H], B)$$

$$- 2C_v(b, h, ∇^v_e V) - 2C_v(e, b, ∇^v_h V) + 2C_v(e, h, ∇^v_h V) \quad (2.6)$$

(see for example [20, Th. 4]).

**Lemma 1** Let $\mathcal{X}$ be an anisotropic vector field, $v \in \mathcal{A}$ and $e, h \in T\pi(v)\mathcal{M}$. If $∇$ is an anisotropic connection and $P$ its vertical derivative defined in (2.5), then

$$(\hat{\partial}(∇_e\mathcal{X}))_v(h) = P_v(e, \mathcal{X}_v, h) + (∇_e(\hat{\partial}\mathcal{X}))_v(h) - (∗\mathcal{X})_v(P_v(e, v, h)). \quad (2.7)$$

**Proof** Consider a locally admissible extension $V$ of $v$ and respective extensions $E$ and $H$ of $e$ and $h$. By the chain rule, recalling (2.4) and observing that the second fiber derivative $\hat{\partial}^2\mathcal{X}$ is symmetric,

$$(\hat{\partial}(∇_e\mathcal{X}))_v(h) = \frac{∂}{∂t} (∇^v_e \mathcal{X})_{V + th} \bigg|_{t=0}$$

$$= \frac{∂}{∂t} \left( (∇^v_e \mathcal{X})_{V + th} - (∗\mathcal{X})_{V + th}(∇^v_e (V + th)) \right) \bigg|_{t=0}$$

$$= \frac{∂}{∂t} (∇^v_e \mathcal{X})_{V} \bigg|_{t=0} + \frac{∂}{∂t} (∗\mathcal{X})_{V + th} \bigg|_{t=0} - \frac{∂}{∂t} (∗\mathcal{X})_{V} (∇^v_e V) \bigg|_{t=0}$$

$$= P_v(e, \mathcal{X}_v, h) + ∇^v_e ((∗\mathcal{X})_v(H)) - (∗\mathcal{X})_v(∇^v_e V, h)$$

$$- (∗\mathcal{X})_v(P_v(e, v, h)) - (∗\mathcal{X})_v(∇^v_e H)$$

$$= P_v(e, \mathcal{X}_v, h) + (∗\mathcal{X}((∗\mathcal{X})_v(h)) - (∗\mathcal{X})_v(P_v(e, v, h)).$$

$\square$

### 3 Pseudo-Finsler submersions

Let $(\mathcal{M}, L)$ and $(\mathcal{B}, \tilde{L})$ be pseudo-Finsler manifolds with $L : \mathcal{A} \subset T\mathcal{M} \to \mathbb{R}$ and $\tilde{L} : \mathcal{A} \subset T\mathcal{B} \to \mathbb{R}$, and $σ : \mathcal{M} \to \mathcal{B}$ a submersion, namely, a surjective map with surjective differential. In this situation, it is well-known that the fibers $\mathcal{F}_q = σ^{-1}(q)$ are submanifolds of $\mathcal{M}$ for every $q \in \mathcal{B}$ and we will denote by $\mathcal{V}_p := \ker dσ|_p$ the vertical subspace, namely, the set of vectors tangent to the fibers, which will be called **vertical vectors** from now on.

As a counterpart to the vertical vectors, we define the **horizontal vectors** in the following way: an admissible vector $v \in \mathcal{A}_p := \mathcal{A} \cap T_p\mathcal{M}$ is horizontal if and only if it is $g_v$-orthogonal to $\mathcal{V}_p$, namely, $g_v(v, w) = 0$ for each vertical vector $w \in \mathcal{V}_p$. The subset of horizontal vectors of $T_p\mathcal{M}$ will be denoted by $\mathcal{H}_p$, and has the structure of a (not necessarily linear) submanifold.

**Lemma 2** Given a submersion $σ : \mathcal{M} \to \mathcal{B}$ between pseudo-Finsler manifolds $(\mathcal{M}, L)$ and $(\mathcal{B}, \tilde{L})$, $\mathcal{H}_p$ is a submanifold of $T_p\mathcal{M}$ at each $p \in \mathcal{M}$. Moreover, $\mathcal{H} = \bigcup_{p \in \mathcal{M}} \mathcal{H}_p$ is also a submanifold of $T\mathcal{M}$.

**Proof** Let $e_1, \ldots, e_r$ be a basis of $\mathcal{V}_p$ and define the map $f : \mathcal{A}_p \to \mathbb{R}^r$, given by $f(v) = (g_v(v, e_1), \ldots, g_v(v, e_r))$. It turns out that $df_v(u) = (g_v(u, e_1), \ldots, g_v(u, e_r))$, and then,
the kernel of $df_v$ is given by the $g_v$-orthogonal vectors to the fiber $\mathcal{V}_p$. As $g_v$ is a scalar product, the dimension of $\ker(df_v)$ is constantly equal to $n-r$, being $n = \dim \mathcal{M}$ (see [25, Lemma 2.22]). This implies that $f$ is a submersion, and $\mathcal{H}_p = f^{-1}(0)$ a smooth submanifold. To prove that $\mathcal{M}$ is a submanifold of $T\mathcal{M}$, consider an adapted chart to the submersion to obtain a frame $E_1, \ldots, E_r$ of vertical vector fields in a neighborhood $U$ of $p$. Then define $f : \mathcal{A} \cap TU \to \mathbb{R}$ as above using now the frame $E_1, \ldots, E_r$ instead of $e_1, \ldots, e_r$ and follow the same steps as before. \hfill \Box

\textbf{Definition 4} A submersion $\sigma : (\mathcal{M}, L) \to (\mathcal{B}, \tilde{L})$ between pseudo-Finsler manifolds is called pseudo-Finsler if both of the following conditions are satisfied:

(i) the submersion fibers are non-degenerate pseudo-Finsler submanifolds of the total space $(\mathcal{M}, L)$, namely, the restriction of $L$ to the tangent space to the fibers provides a pseudo-Finsler metric on the fibers,

(ii) $d\sigma$ preserves the length of horizontal vectors, namely, $L(v) = \tilde{L}(d\sigma(v))$ holds for each horizontal $v$.

Let us see that a pseudo-Finsler submersion induces a pseudo-Riemannian submersion at each tangent space. In the following, we will use the notation $\tilde{v} = d\sigma(v), \tilde{x} = d\sigma(x), \ldots$ and will use a tilde to denote the elements associated with $\tilde{L}$, namely, $\tilde{g}$ denotes its fundamental tensor, $\tilde{C}$ its Cartan tensor and so on. Moreover, we will denote by $\Sigma$, the indicatrix of $L$, namely, the admissible vectors $v \in \mathcal{A}$ with $L(v) = 1$. The indicatrix of $\tilde{L}$ will be denoted by $\tilde{\Sigma}$.

\textbf{Lemma 3} For each horizontal $v$, $d\sigma|_p : T_p\mathcal{M} \to T_{\sigma(p)}\mathcal{B}$ is a pseudo-Riemannian submersion from $(T_p\mathcal{M}, g_v)$ to $(T_{\sigma(p)}\mathcal{B}, \tilde{g}_v)$, namely,

$$g_v(x, y) = \tilde{g}_v(\tilde{x}, \tilde{y}) \quad (3.1)$$

for all $x, y$ $g_v$-orthogonal to the vertical vectors at $T_p\mathcal{M}$. In particular,

$$g_v(x, e) = \tilde{g}_v(\tilde{x}, \tilde{e}) \quad (3.2)$$

for every $e \in T_p\mathcal{M}$ with $\tilde{e} = d\sigma(e)$.

\textbf{Proof} As lightlike vectors are in the closure of $\{v \in \mathcal{A} : L(v) \neq 0\}$, it suffices to prove (3.1) under the condition $L(v) \neq 0$ and extend it by continuity to the lightcone. By 0-homogeneity of $g$, we can furthermore assume that $L(v) = \pm 1$. By definition of a pseudo-Finsler submersion, $g_v(v, v) = \tilde{g}_v(\tilde{v}, \tilde{v})$ for every horizontal $v$, and the vectors tangent to the indicatrix $\Sigma$ are therefore precisely those $g_v$-orthogonal to $v$. As a consequence, it suffices to prove that for $x, y \in T_v\Sigma$

$$g_v(x, y) = \tilde{g}_v(\tilde{x}, \tilde{y}) \quad (3.3)$$

Since the result is local, considering an adapted chart, we can assume that the submersion is a canonical projection $\sigma : \mathbb{R}^n \to \mathbb{R}^m$. Consider now $\Lambda_p = \Sigma_p \cap \mathcal{H}_p$, submanifold of $\Sigma_p$, by Lemma 2 as it is the intersection of two transversal smooth submanifolds. Observe that $d\sigma_p(\Lambda_p) \subset \tilde{\Sigma}_{\sigma(p)}$, and therefore $\Lambda_p \subset d\sigma(\tilde{\Lambda}_{\sigma(p)})$. Moreover, as $d\sigma_p$ is a submersion whose fibers are affine subspaces parallel to $\mathcal{V}_p$, the second fundamental form with respect to the trivial connection (the metric connection of any Euclidean metric on $T_p\mathcal{M}$) of $\mathcal{V}_p = \tilde{\sigma}_p^\perp(\tilde{\Sigma}_{\sigma(p)})$ has in its kernel all the vertical vectors. Then, recalling [19, Eq. (2.5)] for the relationship between the fundamental tensor and the second fundamental form of $\Sigma$, (3.3) follows from the following observations:
(i) the second fundamental form of $\Sigma_p$ at $v$ having as transversal vector the vector $-v$
coincides with the restriction of $g_v$ to $T_v\Sigma_p \times T_v\Sigma_p$,
(ii) similarly the second fundamental form of $\tilde{\Sigma}_p$ at $\tilde{v}$ having as transversal vector $-\tilde{v}$
coincides with the restriction of $\tilde{g}_v$ to $T_{\tilde{v}}\tilde{\Sigma}_p \times T_{\tilde{v}}\tilde{\Sigma}_p$,
(iii) $\tilde{\Sigma}_p$ can be identified with $\mathcal{C}_p \cap \mathbb{R}^m$ (or, to be precise, $\mathcal{C}_p \cap \{0\}^{n-m} \times \mathbb{R}^m$),
(iv) $\mathcal{C}_p$ is invariant under vertical translations,
(v) $v - \tilde{v}$ is tangent to $\mathcal{C}_p$ (it is indeed vertical), and thus the two second fundamental forms
of $\mathcal{C}_p$ along the fiber $(d\sigma)^{-1}(\tilde{v})$ having as respective transversal vectors $-v$ and $-\tilde{v}$
coincide. \hfill \Box

Recall that the Legendre map $L_p : T_p\mathcal{M} \to T_p\mathcal{M}^*$ of a pseudo-Finsler metric is defined on
each admissible $v$ as $L(v) = g_v(v, \cdot)$. If the pseudo-Finsler metric is defined in the whole
tangent space, then $L$ is bijective whenever dim $\mathcal{M} \geq 3$ (see [23, 26]).

**Lemma 4** If the Legendre map $L$ at $p \in \mathcal{M}$ is injective (bijective), then each $\tilde{v} \in \mathcal{A} \cap T_{\sigma(p)}\mathcal{B}$
admits at most one (exactly one) horizontal vector $v \in T_p\mathcal{M}$ satisfying $d\sigma(v) = \tilde{v}$.

**Proof** For any two horizontal vectors $v_1, v_2 \in T_p\mathcal{M}$ projecting onto $\tilde{v}$, let us prove $L_p(v_1) = L_p(v_2)$.
Observe that $L_p(v_1)$ and $L_p(v_2)$ have the same kernel $\forall_p$, such that each $g_{v_1}$
horizontal $x_1$ admits a vertical vector $w$ such that $x_2 = x_1 + w$ is $g_{v_2}$-horizontal. Denoting
by $\tilde{x}$ their shared projection, by Lemma 3,$$
L_p(v_1)(x_1) = g_{v_1}(v_1, x_1) = \tilde{g}_{v_1}(\tilde{v}, \tilde{x}) = g_{v_2}(v_2, x_2) = g_{v_2}(v_2, x_1) = L_p(v_2)(x_1),
$$
or specifically $L_p(v_1) = L_p(v_2)$, which implies that $v_1 = v_2$ by injectivity of $L_p$. Let us
now prove the existence of the horizontal lift when $L_p$ is invertible. Fixing an admissible
vector $\tilde{v}$ at $\sigma(p)$, and a co-vector $\omega$ at $p$ with kernel $\forall_p$ that acts on a transversal subspace as
$\tilde{g}_{\tilde{v}}(\tilde{v}, \cdot)$ acts on its projection, it is straightforward to check that $v = (L_p)^{-1}(\omega)$ is horizontal
and projects onto $\tilde{v}$. \hfill \Box

**Remark 1** Throughout this paper, we will need to consider only a local horizontal extension $V$
of a horizontal vector $v$. As the Legendre transform is locally invertible, the existence of these
local horizontal extensions is always guaranteed for every horizontal $v$ by a local application
of Lemma 4. Indeed, consider an extension $\tilde{V}$ of the projection $\tilde{v}$ and a neighborhood of $v$ in
$\mathcal{A}$ where the Legendre transform is injective. Then the one-form constructed in the proof
of the last lemma is on the image of the Legendre transform for a small enough neighborhood
of $g_v(v, \cdot)$ and its inverse by $L$ gives a horizontal vector field which projects onto $\tilde{V}$.

**Corollary 1** For each horizontal $v$, $g_v$-horizontal $x$ and $y$ and arbitrary $e$ (at $p$),
$$C_v(x, y, e) = \tilde{C}_{\tilde{v}}(\tilde{x}, \tilde{y}, \tilde{e}) - \frac{1}{2} g_v(\Pi_v^{\mathcal{H}}(x, y), e),
$$
(3.4)
where $\Pi_v^{\mathcal{H}}$ is the second fundamental form of $\mathcal{H}_p$ as a submanifold of $(T_p\mathcal{M}, g_v)$.

**Proof** Observe that the space tangent to $\mathcal{H}_p$ at $v$ is the set of $g_v$-horizontal vectors (see
the proof of Lemma 2 and observe that this space is the kernel of $d_v f$). Moreover, consider any
smooth curve $\gamma$ of $\mathcal{H}_p$ with $\gamma(0) = v$ and $\gamma'(0) = x$, and vector fields $Y$ and $Z$ along $\gamma$
tangent to $\mathcal{H}_p$ with $Y(0) = y$ and $Z(0) = e - w$ for some (constant) vertical $w$, such that $Y$
and $Z$ are $g_{\gamma}$-orthogonal to $\forall_p$ at each point of $\gamma$. By (3.1) we have
$$g_{\gamma}(Y, Z + w) = \tilde{g}_{\gamma}(\tilde{Y}, \tilde{Z}).$$
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By differentiating both sides,
\[2C_{\gamma}(Y, Z + w, \hat{y}) + g_{\gamma}(\hat{Y}, Z + w) + g_{\gamma}(Y, \hat{Z}) = 2\tilde{C}_{\gamma}(\tilde{Y}, \tilde{Z}, \hat{y}) + \tilde{g}_{\gamma}(\tilde{Y}, \tilde{Z}) + \tilde{g}_{\gamma}(\tilde{Y}, \hat{Z}).\]
By (3.1), and as $d\sigma(\hat{X}) = \hat{X}$ and $d\sigma(\hat{Y}) = \hat{Y}$ by linearity of $d\sigma$, this cancels to
\[2C_v(y, z + w, x) + g_v(\hat{Y}, w) = 2\tilde{C}_v(\tilde{y}, \tilde{z}, \tilde{x}).\]
To conclude, the second fundamental form $\Pi^v_{\gamma}(x, y)$ is the vertical part of the covariant differentiation of $Y$ along $x$. □

4 The fundamental tensors $T$ and $A$

To introduce the fundamental tensors of a submersion we will need first to define the vertical and horizontal parts of each vector in $T.\mathcal{M}$. In the pseudo-Finsler case, we will need a further condition to do this decomposition, namely, the vertical space must be non-degenerate for all $v \in \mathcal{A}$. By the definition of pseudo-Finsler submersion, this will be true for vertical and horizontal vectors, and we can reduce the domain where $L$ is defined to ensure this condition, which does always hold when $g_\gamma$ is positive definite. As a consequence $\mathcal{A}$ could be non-connected. Then if $e \in T_{\pi(v)}\mathcal{M}$, one has the $g_v$-decomposition
\[e = e^\top_v + e^\perp_v\]
with $e^\top_v$ vertical and $e^\perp_v g_v$-orthogonal to $\gamma_p$. In particular, given a vector field $X \in \mathfrak{X}(\mathcal{M})$, we can define $X^\top$ and $X^\perp$ as the anisotropic vector fields such that the evaluation at $v \in \mathcal{A}_p$ is given by $X^\top_v = (X_p)^\top_v$ and $X^\perp_v = (X_p)^\perp_v$, respectively.

Lemma 5 Given a pseudo-Finsler submersion and a vector field $X \in \mathfrak{X}(\mathcal{M})$, then $X^\top, X^\perp \in \mathfrak{H}^1(\mathcal{M})$.

Proof It suffices to prove the smoothness of $X^\top$. Consider in a neighborhood of $p \in \mathcal{M}$ coordinates $(x_1, \ldots, x_n)$ adapted to the submersion and $v \in \mathcal{A}_p$. Some constant coefficient combination of the induced vector fields $\frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^n}$ produces a non-degenerate reference frame $e_1, \ldots, e_n$ such that the first vectors $e_1, \ldots, e_s$ form a reference frame for the vertical space in a neighborhood $U$ of $p$, and for all $1 \leq s \leq n$, $e_1, \ldots, e_s$ spans a $g_w$ non-degenerate subspace for $w$ in a neighborhood of $v$ (this can be done by perturbing the frame of partial vector fields by reducing the neighborhood if necessary). Under these conditions, we can apply the Gram-Schmidt process to obtain a $g_w$-orthonormal basis $e_1(w), \ldots, e_n(w)$ with a smooth dependence on $w$ in some neighborhood of $v$, such that $e_1(w), \ldots, e_s(w)$ is a basis of the vertical subspace. Locally, $X^\top_w = \sum_{i=1}^{r} \frac{g_w(e_i(w), X)}{g_w(e_i(w), e_i(w))} e_i(w)$, smooth in $w$. □

Observe that Lemma 5 can be applied to one single vector $e \in T_p\mathcal{M}$, obtaining a smooth map $e^\top : \mathcal{A}_p \rightarrow T_{\pi(e)}\mathcal{M}$.

The letter $p$ will always denote a point of the manifold $\mathcal{M}$, the letters $s, u, w$ will always denote vertical vectors, namely elements of $\gamma_p$, $v$ an admissible vector, namely an element of $\mathcal{A}_p$, and $x, y, z$ $g_v$-horizontal vectors of $T_p\mathcal{M}$. The capital letters $S, U, W$ will always denote vertical vector fields, $V$ a locally admissible extension of $v$, and $X, Y, Z$ locally $g_v$-horizontal vector fields, preferably projectible onto some vector fields $\tilde{X}, \tilde{Y}, \tilde{Z}$ of the base manifold in the sense that $d\sigma \cdot X = \tilde{X} \circ \sigma$ and so on.
The covariant derivative $\nabla_h^v E$ of an arbitrary extension $E$ of $e$ along each vector $h$ at $p$ defines the 1-form $\nabla_h^v E : \rightarrow \nabla_h^v E$ on $T_p \mathcal{M}$ which splits as

$$\nabla_h^v E = (\nabla^v (E^\top + E^\perp))^\top_v + (\nabla^v (E^\top + E^\perp))^\perp_v$$

$$= (\nabla^v E^\top)^\top_v + (\nabla^v E^\top)^\perp_v + (\nabla^v E^\top)^\top_v + (\nabla^v E^\top)^\perp_v,$$

whose middle terms are independent of $E$ and define the tensorial expression

$$\chi^v e = (\nabla^v E^\top)^\top_v + (\nabla^v E^\top)^\perp_v.$$

Recall by Lemma 5 that $E^\top$ and $E^\perp$ are anisotropic vector fields. Furthermore, the tensor $\chi$ is well-defined if we substitute $E$ for an anisotropic vector field $\mathcal{X}$, with the definition that $\mathcal{X}^\top : v \mapsto (\mathcal{X}^\top)_v$ and similarly $\mathcal{X}^\perp : v \mapsto (\mathcal{X}^\perp)_v$.

**Definition 5** Assume that the vertical space is $g_v$-non-degenerate for all $v \in \mathcal{A}$. Then the fundamental anisotropic tensors of a pseudo-Finsler submersion are defined as the $(1, 2)$-anisotropic tensors $T$ and $A$ given by

$$T^v_b e = \chi^v_{b^\top} e, \quad A^v_b e = \chi^v_{b^\perp} e,$$

for any $v \in \mathcal{A}_p$ and $e, b \in T_p \mathcal{M}$. Therefore $\chi = T + A$.

We may check the following properties, which differ slightly from [24]. Note our use of the musical isomorphism to define $C^v$ as the symmetric type $(1, 2)$ tensor determined for arbitrary vectors $b, e$ and $h$ at $p$ by

$$g_v(b, C^v_{\cdot \cdot}(e, h)) = C_v(b, e, h),$$

and by homogeneity, $C^v_v(v, \cdot) = 0$.

**Proposition 1** For each admissible $v$, vertical $w$ and $g_v$-horizontal $x$ at $p$,

$$(\dot{\partial} w^\top)_v = (\dot{\partial} w^\perp)_v = 0, \quad (\dot{\partial} x^\top)_v = 2C^v_v(x, \cdot)\top_v, \quad (\dot{\partial} x^\perp)_v = -2C^v_v(x, \cdot)\perp_v.$$

That is to say, for an arbitrary vector $e$ at $p$,

$$(\dot{\partial} e^\top)_v = 2C^v_v(e^\top\cdot, \cdot)\top_v, \quad (\dot{\partial} e^\perp)_v = -2C^v_v(e^\perp\cdot, \cdot)\perp_v. \quad (4.1)$$

**Proof** The identities involving $w$ are due to $w^\top$ being identically equal to $w$ and $w^\perp$ being identically zero. As for the identities involving $x$, consider an arbitrary $e \in T_p \mathcal{M}$ along with a smooth one real parameter family of $g_v+t e$-orthonormal bases $(u_1(t), \ldots, u_r(t))$ of $\mathcal{V}_p$ and denote by $(\dot{u}_1(t), \ldots, \dot{u}_r(t))$ their derivatives with respect to $t$. Observe that by continuity, $\varepsilon_i := g_v+t e(u_i(t), u_i(t))$ is constantly equal to 1 or $-1$ and it does not depend on $t$. Then

$$x^\top_{v+t e} = \sum_{i=1}^r \varepsilon_i g_v+t e(u_i(t), x)u_i(t),$$

which differentiates at $t = 0$ to

$$(\dot{\partial} x^\top)_v (e) = \sum_{i=1}^r \varepsilon_i (2C_v(u_i(0), x, e)u_i(0) + g_v(\dot{u}_i(0), x)u_i(0) + g_v(u_i(0), x)\dot{u}_i(0)).$$

As $u_i(0)$ and $\dot{u}_i(0)$ are vertical, the last two terms are zero and the results follow straightforwardly. The last identities (4.1) follow from the first part of the proposition and the fact that $0 = \dot{\partial} e = \dot{\partial} (e^\top)_v + \dot{\partial} (e^\perp)_v$, and then $\dot{\partial} (e^\perp)_v = -\dot{\partial} (e^\top)_v$. \hfill \Box
Lemma 6 For each admissible \( v \), vertical \( w \) and \( g_v \)-horizontal \( x \) at \( p \) and a vertical vector field \( U \) with \( u = U_p \), any locally admissible extension \( V \) of \( v \) and locally \( g_v \)-horizontal vector field \( Y \) with \( y = Y_p \),

\[
\nabla^v_w U = T^v_w u + (\nabla^v_{\nabla^v_U})^T_v, \\
\nabla^v Y = (\nabla^v_{\nabla^v_Y})^T_v + T^v_w y - 2C^v_{\nabla^v v}(\nabla^v y, \nabla^v U)^T_v, \\
\nabla^v U = A^v_x u + (\nabla^v_{\nabla^v U})^T_v, \\
\nabla^v Y = (\nabla^v_{\nabla^v Y})^T_v + A^v_x y - 2C^v_{\nabla^v v}(\nabla^v y, \nabla^v Y)^T_v.
\]

(4.2)

(4.3)

Furthermore, if \( Y \) is projectable,

\[
(\nabla^v_{\nabla^v Y})^T_v = A^v_y w.
\]

(4.4)

Proof From the decomposition of the covariant derivative of an arbitrary vector field \( E \) with \( e = E_p \) and by definition of the tensors \( T \) and \( A \)

\[
\nabla^v E = (\nabla^v E^T)^T_v + (T + A)^v e + (\nabla^v E^\perp)^T_v,
\]

we obtain for a vertical vector field \( U \) with \( u = U_p \)

\[
\nabla^v U = (\nabla^v U)^T_v + (T + A)^v u,
\]

(4.5)

which implies (4.2). Moreover, from the above decomposition, taking into account that \( Y = Y^\perp \) and \( Y^\perp = 0 \), and using (2.4) and Proposition 1,

\[
\nabla^v Y = (T + A)^v y + (\nabla^v Y)^\perp - (\hat{\nabla}^v)^T_v (\nabla^v Y)^\perp - (\hat{\nabla}^v Y^\perp)^T_v
\]

\[= (T + A)^v y + (\nabla^v Y)^\perp - 2C^v_{\nabla^v v}(\nabla^v y, \nabla^v Y)^T_v,
\]

(4.6)

which is equivalent to (4.3). For the last identity (4.4) observe that the Lie bracket of a vertical vector field and a projectable vector field is vertical, and then one has that \( (\nabla^v_{\nabla^v Y})^T_v = (\nabla^v_{\nabla^v W})^T_v = A^v_y w \), being \( W \) a vertical extension of \( w \), where in the last equality we have used (4.2). \( \Box \)

Proposition 2 For each admissible \( v \), arbitrary \( e \), \( g_v \)-horizontal \( x \) and vertical \( u \) and \( w \) at \( p \),

(i) \( T^v_x \) and \( A^v_x \) are skew-symmetric on \( T_p \mathcal{M} \), and map \( g_v \)-horizontal vectors into vertical ones and vice versa,

(ii) if \( v \) is vertical, then \( T^v \) satisfies \( T^v_u w = T^v_w u \),

(iii) if \( v \) is horizontal, then \( A^v \) satisfies \( A^v_x v = -A^v_v x \) and in particular \( A^v_v v = 0 \).

Proof Consider a \( g_v \)-horizontal vector \( y \) at \( p \). By (4.6) and (4.5), for any local choice of an admissible extension \( V \) of \( v \), vertical extension \( U \) of \( u \) and \( g_v \)-horizontal extension \( Y \) of \( y \), it follows that

\[
g_v((T + A)^v y, u) = g_v(\nabla^v Y, u) + 2C_v(y, u, \nabla^v V) = -g_v(y, \nabla^v U)
\]

\[= -g_v(y, (T + A)^v u),
\]

where we have also used in the second equality that \( g_v(Y, U) = 0 \), and therefore \( 0 = e(g_v(Y, U)) = g_v(\nabla^v Y, u) + g_v(y, \nabla^v U) + 2C_v(y, u, \nabla^v v) \) for any \( e \in T_p \mathcal{M} \). This proves the skew-symmetry. The last statement of (i) is a direct consequence of Lemma 6.

The symmetry of \( T^v \) for vertical vectors is because it coincides with the second fundamental form of the submersion fibers (see for example [15, §3.1]), while the antisymmetry \( A^v_x v = -A^v_v x \) under the assumption that \( v \in \mathcal{H}_p \) can be obtained from the Koszul formula
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(2.6) under the following form, where \( W \) is a local vertical extension of \( w \), \( V \) a locally horizontal extension of \( v \) and \( X \) a locally \( g_V \)-horizontal extension of \( x \),

\[
g_v(w, \nabla^V_x V) = \frac{1}{2} g_v([X, V], w) - C_v(x, w, \nabla^V_v V),
\]

(recall that the Lie bracket of a projectable vector field with another vertical one is vertical and \( C_v(v, \cdot, \cdot) = 0 \) by homogeneity). By (4.3) and (4.7), we obtain

\[
g_v(w, \mathbf{A}_X^v v) = g_v(w, \nabla^V_x V) = \frac{1}{2} g_v([X, V], w) - C_v(x, w, \nabla^V_v V),
\]

where, using again (4.3), we can compute

\[
g_v([X, V], w) = g_v(\nabla^V_x V, w) - g_v(\nabla^V_v X, w)
\]

\[
= g_v(\mathbf{A}_X^v v, w) - g_v(\mathbf{A}_V^u v, w) + 2C_v(x, \nabla^V_v V, w),
\]

such that (4.8) simplifies to

\[
g_v(w, \mathbf{A}_X^v v) = \frac{1}{2} g_v([X, V], w) - C_v(x, w, \nabla^V_v V) = \frac{1}{2} g_v(\mathbf{A}_X^v v - \mathbf{A}_V^u v, w).
\]

Conclude by non-degeneracy.

While we have used the tilde "\( \hat{\} \)" to designate features of the base manifold \( \mathcal{B} \) of the submersion, let us use the caret "\( \hat{\} \)" for the submersion fibers as submanifolds of \( \mathcal{M} \).

**Definition 6** Let \( \hat{\mathcal{Q}} \) be the anisotropic tensor given for each admissible \( v \) and \( g_v \)-horizontal \( x \) by \( \hat{\mathcal{Q}}^v_x = \hat{\mathcal{Q}}^v x = 0 \) and for each vertical \( u, w \) by

\[
\hat{\mathcal{Q}}^v_{u w} = -(T^v_u C^v_x(u, w) + C^v_x(T^v_u u, w) + C^v_x(u, T^v_u w)
\]

\[+C^v_x(C^v_x(u, w)^T, T^v_u v) - C^v_x(C^v_x(u, T^v_u v)^T, w) - C^v_x(u, C^v_x(w, T^v_u v)^T)) \right]^v.
\]

**Proposition 3** (Gauss formula) For any vertical \( u \), vertical admissible \( v \), and vertical \( w \) at \( p \) and any vertical extension \( W \) of \( w \),

\[
(\nabla^v_u W)^T = \hat{\nabla}^v_u W + \hat{\mathcal{Q}}^v_{u w}.
\]

**Proof** Completely analogous to the Gauss formula for pseudo-Finsler submanifolds (see for example [15, Eq. (17) and Lemma 2] for a reference using the same approach).

**Definition 7** Let \( \hat{\mathcal{Q}} \) be the anisotropic tensor given for each admissible \( v \) and vertical \( w \) by \( \hat{\mathcal{Q}}^v_{w} = \hat{\mathcal{Q}}^v w = 0 \) and for each \( g_v \)-horizontal \( x, y \) by

\[
\hat{\mathcal{Q}}^v_{x y} = (A^v_x C^v_y(x, y) + C^v_y(A^v_x x, y) + C^v_x(x, A^v_y y))^v.
\]

**Proposition 4** (Dual Gauss formula) For each projectable and horizontal \( V \) defined in a neighborhood of \( p \), and projectable \( X \) and \( Y \) locally \( g_V \)-horizontal,

\[
(\nabla^V_X Y)^v = (\hat{\nabla}^V_X \hat{Y})^v + \hat{\mathcal{Q}}^v_{X Y}.
\]

where \( (\cdot)^v \) denotes the \( g_V \)-horizontal lift.

**Proof** Let \( v = V_p, x = X_p \) and \( y = Y_p \). Using the Koszul formula (2.6) on \( \mathcal{B} \)

\[
\hat{g}_v(\hat{x}, \hat{\nabla}^v_y \hat{Z}) = \hat{y}(\hat{g}_v(\hat{X}, \hat{Z})) + \hat{z}(\hat{g}_v(\hat{Y}, \hat{X})) - \hat{x}(\hat{g}_v(\hat{Y}, \hat{Z}))
\]

\[
+\hat{g}_v(\hat{X}, \hat{Y}, z) + \hat{g}_v(\hat{Y}, [\hat{X}, \hat{Z}]) + \hat{g}_v(\hat{x}, [\hat{y}, \hat{z}])
\]

\[
-2\hat{C}_v(\hat{x}, \hat{z}, \hat{\nabla}^v_y \hat{Y}) - 2\hat{C}_v(\hat{y}, \hat{x}, \hat{\nabla}^v_z \hat{V}) + 2\hat{C}_v(\hat{y}, \hat{z}, \hat{\nabla}^v_x \hat{V})
\]
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can be lifted to
\[ 2g_v(x, (\tilde{\nabla}_y^\top \tilde{Z})_v^\top) = y(g_v(X, Z)) + z(g_v(Y, X)) - x(g_v(Y, Z)) \]
\[ + g_v([X, Y], z) + g_v(y, [X, Z]) + g_v(x, [Y, Z]) \]
\[ - 2C_v(x, z, (\tilde{\nabla}_y^\top \tilde{V})_v^\top) = 2C_v(y, x, (\tilde{\nabla}_z^\top \tilde{V})_v^\top) + 2C_v(y, z, \tilde{\nabla}_x^\top \tilde{V}). \]

This is because by Proposition 1, \( \tilde{y}(\tilde{g}_v(\tilde{X}, \tilde{Z})) = \tilde{y}(g_v(X, Z) \circ \sigma) = y(g_v(X, Z)) \), and so on for the similar terms, and also because
\[ \tilde{g}_v([X, Y], z) = g_v([X, Y]_v^\top, z) = g_v([X, Y], z). \]

Making use of the Koszul formula (2.6) for \( \mathcal{M} \), it follows that
\[ 2g_v(x, \nabla_y^\top Z - (\tilde{\nabla}_y^\top \tilde{Z})_v^\top) = -2C_v(x, z, \nabla_y^\top V - (\tilde{\nabla}_y^\top \tilde{V})_v^\top) - 2C_v(y, x, \nabla_z^\top V - (\tilde{\nabla}_z^\top \tilde{V})_v^\top) \]
\[ + 2C_v(y, z, \nabla_x^\top V - (\tilde{\nabla}_x^\top \tilde{V})_v^\top), \]
\[ (4.9) \]

where, by our assumption that \( V \) is horizontal, we may substitute \( Z \) and \( Y \) for \( V \) to furthermore obtain \( g_v(x, \nabla_y^\top V - (\tilde{\nabla}_y^\top \tilde{V})_v^\top) = 0 \). As \( (\nabla_y^\top V)^\top = A_y^\top v = 0 \) by part (iii) of Proposition 2, we conclude that \( \nabla_y^\top V = (\tilde{\nabla}_y^\top \tilde{V})_v^\top \), and, replacing now only \( Z \) by \( V \) in (4.9), we get
\[ g_v(x, \nabla_y^\top V - (\tilde{\nabla}_y^\top \tilde{V})_v^\top) = 0, \]
which, using (4.3) under the form \( (\nabla_y^\top V)_v^\top = A_y^\top v \), we find that \( \nabla_y^\top V - (\tilde{\nabla}_y^\top \tilde{V})_v^\top = A_y^\top v \), so using this (and similar formulas replacing \( y \) with \( x \) and \( z \) in (4.9), we obtain that
\[ g_v(x, \nabla_y^\top Z - (\tilde{\nabla}_y^\top \tilde{Z})_v^\top) = -g_v(x, C_{\tilde{y}}^\top(z, A_y^\top v)) - g_v(x, C_{\tilde{z}}^\top(y, A_y^\top v)) + g_v(A_y^\top v, C_{\tilde{y}}^\top(y, z)). \]

Conclude the result at \( p \) by Proposition 2, namely, using that \( A_y^\top v = -A_y^\top x \) and then the skew-symmetry of \( A_y^\top \), and the non-degeneracy of \( g_v \). The same process completes the proof on the neighbourhood where \( V \) is horizontal and \( X \) and \( Y \) are \( g_v \)-horizontal.

**Proposition 5** For each horizontal \( v \) at \( p \) with a local horizontal projectable extension \( V \) with its projection \( \tilde{V} \) satisfying that \( \tilde{\nabla}^\top \tilde{V} = 0 \), and \( g_v \)-horizontal vectors \( x, y \) with \( g_v \)-horizontal extensions \( X \) and \( Y \),
\[ A^\top v = \frac{1}{2}[X, Y]_v^\top + (T + A) C_{\tilde{V}}^\top(x, y) v + C^\top_v(A^\top v, y)_v^\top - C^\top_v(x, A^\top v)_v^\top, \]
\[ (4.10) \]
\[ A^\top v = \frac{1}{2}[X, V]_v^\top, \]
\[ (4.11) \]

and \( A^\top v \) satisfies the almost-antisymmetry \( A^\top v y + A^\top v x = 2(T + A) C_{\tilde{V}}^\top(x, y) v. \)

**Proof** From the Koszul formula (2.6) where \( W \) is a local vertical extension of a vertical \( w \),
\[ g_v(w, \nabla_x^\top Y) = \frac{1}{2} g_v([X, Y], w) - C_v(w, y, \nabla_x^\top V) - C_v(x, w, \nabla_y^\top V) + C_v(x, y, \nabla_w^\top V), \]
\[ (4.12) \]

and using (4.4) with \( Y = V \) and applying (4.2) and (4.3), it follows that
\[ \nabla_w^\top V = (\nabla_w^\top V)_v^\top + (\nabla_w^\top V)_v^\top = T_w^\top v + A_w^\top v. \]

Replacing the above identity in the last term of (4.12), we obtain two terms, being the first one
\[ C_v(x, y, T_w^\top v) = g_v(C^\top v(x, y)_v^\top, T_w^\top v) = -g_v(T^\top C_{\tilde{V}}^\top(x, y)_v^\top w, v) = g_v(w, T^\top C_{\tilde{V}}^\top(x, y)_v^\top v). \]
where we have applied parts (i) and (ii) of Proposition 2, and the second one,
\[ C_v(x, y, A^v_v w) = g_v(C^\perp_v(x, y), A^v_v w) = -g_v(A^v_v C^\perp_v(x, y), w), \]
where we have applied again part (i) of Proposition 2. Using (4.3) and (4.12),
\[ g_v(w, A^v_v y) = g_v(w, \nabla^\perp_x y) + 2C_v(y, \nabla^\perp_x y, w) \]
\[ = \frac{1}{2}g_v([X, Y], w) + C_v(w, y, \nabla^\perp_x y) - C_v(x, w, \nabla^\perp_y y) + C_v(x, y, \nabla^\perp_w w) \]
\[ = \frac{1}{2}g_v([X, Y], w) + C_v(w, y, \nabla^\perp_x y) - C_v(x, w, \nabla^\perp_y y) + g_v(w, T^v_{C^\perp_v(x, y)} v) \]
\[ - g_v(A^v_v C^\perp_v(x, y), w). \]
Conclude (4.10) taking into account that
\[ A^v_v C^\perp_v(x, y) \perp = -A^v_v C^\perp_v(x, y) v, \]
and using \( \nabla^\perp_x V = A^v_v v \) and \( \nabla^\perp_y V = A^v_v v \) by Proposition 4. Finally, (4.11) and the almost-antisymmetry of \( A \) are straightforward consequences of (4.10). \( \square \)

The dual Gauss formula can be extended from Proposition 4 to the following formula (4.14).

**Corollary 2** For each horizontal \( v \), arbitrary vector \( e \) at \( p \) and arbitrary projectable vector field \( H \) with \( h = H_p \),
\[ (\nabla^v_v H)^\perp = (\tilde{\nabla}^\perp_v H)^\perp_v + \tilde{Q}^v_v h + (T^v_v h + A^v_v h + A^E_v e)^\perp_v. \]  
(4.14)

**Proof** Consider a locally projectable horizontal extension \( V \) of \( v \). Now by definition
\[ (\nabla^v_v H)^\perp = (\nabla^v_v (H^\perp))^\perp_v + (\nabla^v_v (H^\perp))^\perp_v = (\nabla^v_v (H^\perp))^\perp_v + (T^v_v h^\perp_v + A^v_v h^\perp_v). \]  
(4.15)
Consider a \( g_v \)-horizontal projectable extension \( X \) of \( e^\perp_v \) and a vertical extension \( U \) of \( e^\perp_v \). Then, using (4.1) to cancel the fiber derivative in the first equality, Proposition 4, the fact that the Lie bracket of projectable vectors is vertical when one of them is vertical and (4.2),
\[ (\nabla^v_v (H^\perp))^\perp_v = (\nabla^v_v (H^\perp))^\perp_v = (\nabla^v_v (H^\perp))^\perp_v + (\nabla^v_v (H^\perp))^\perp_v \]
\[ = (\tilde{\nabla}^\perp_v H)^\perp_v + \tilde{Q}^v_v h + (\nabla^v_v U)^\perp_v = (\tilde{\nabla}^\perp_v H)^\perp_v + \tilde{Q}^v_v h + A^v_v (e^\perp_v). \]
Replacing the last identity in (4.15), and taking into account that
\[ T^v_v (h^\perp_v) + A^v_v (h^\perp_v) + A^v_v (e^\perp_v) = (T^v_v h + A^v_v h + A^E_v e)^\perp_v \]
as a consequence of part (i) of Proposition 2, we obtain (4.14). \( \square \)

We can thus remove the choice of an extension of \( v \) from the hypotheses.

**Proposition 6** (Dual Gauss formula) For each horizontal \( v \), \( g_v \)-horizontal \( x \) and \( y \) at \( p \) and any projectable extension \( Y \) of \( y \),
\[ (\nabla^v_v Y)^\perp = (\tilde{\nabla}^\perp_v \tilde{Y})^\perp_v + \tilde{Q}^v_v y. \]
One very nicely behaved consequence of the dual Gauss formula is the relationship between geodesics of the base and horizontal geodesics.

**Corollary 3** A horizontal curve is a geodesic of \( (\mathcal{M}, L) \) if and only if it is the horizontal lift of a geodesic of \( (\mathcal{B}, \tilde{L}) \).
Proof By Proposition 6, the projection of a horizontal curve $\gamma$ satisfying $D^2_{\dot{\gamma}} \dot{\gamma} = 0$ satisfies the geodesic equation (consider for example a horizontal projectable vector field $V$ that locally extends $\dot{\gamma}$). Conversely, the same proposition allows us to deduce $(D^2_{\dot{\gamma}} \dot{\gamma})^\perp = 0$ for the horizontal lift of a geodesic, while by Lemma 6

$$(D^2_{\dot{\gamma}} \dot{\gamma})^\perp = A^\perp_{\dot{\gamma}} \dot{\gamma} - 2C^\perp_{\dot{\gamma}} (\dot{\gamma}, D^2_{\dot{\gamma}} \dot{\gamma})^\perp,$$

where the last term is zero by homogeneity, and the first term to the right is zero by part $(iii)$ of Proposition 2.

Corollary 4 If a geodesic of $(\mathcal{M}, L)$ is horizontal at one instant, then it is horizontal everywhere.

Proof Assume that $\gamma$ is horizontal at $t_0 \in [a, b]$. Then consider the lift $\beta$ of the geodesic with initial velocity $\sigma(\dot{\gamma}(t_0))$ (recall Corollary 3). As both $\gamma$ and $\beta$ have the same initial velocity, they must coincide and $\gamma$ is horizontal everywhere.

The last two corollaries were obtained in [5, Theorems 3.1 and 5.3] for Finsler metrics using two different methods, the minimizing property of geodesics (which holds only in the positive definite case) and symplectic reduction, which can be also applied to pseudo-Finsler submersions.

4.1 Covariant derivatives of $T$ and $A$

Note that skew-symmetry from Proposition 2 implies that $\nabla T$ and $\nabla A$ are skew-symmetric. Algebraicity of $\nabla T$ and $\nabla A$ can be imported intact from [24] as follows.

Lemma 7 For each admissible $v$, vertical $u$, $w$ and $g_v$-horizontal $x$, $y$ and arbitrary $e$ at $p$,

$$(\nabla_w A)^v_u e = -A^v_{\nabla u} w e, \quad (\nabla_x A)^v_u e = -A^v_{\nabla u} w e,$$

$$(\nabla_u T)^v_y e = -T^v_{\nabla y} u e, \quad (\nabla_x T)^v_y e = -T^v_{\nabla y} u e.$$

More succinctly, for every $h$ at $p$

$$(\nabla_h A)^v_u e = -A^v_{(T+A)} h u e, \quad (\nabla_h T)^v_y e = -T^v_{(T+A)} h y e.$$

Proof For a locally admissible extension $V$ of $v$ satisfying $\nabla^2 V = 0$, a vertical extension $U$ of $u$ and a $g_V$-horizontal extension $Y$ of $y$, all the identities are a direct consequence of definitions taking into account that $A^u_v = 0$ for any vertical $u$ and $T^v_x = 0$ for any $g_v$-horizontal $x$ and the identities of Lemma 6.

Lemma 8 For each admissible $v$, vertical $u$, $w$ and $g_v$-horizontal $x$ and arbitrary $e$ and $h$ at $p$,

$$(\nabla_u A)^v_u u = (T^v_w A^v_e - A^v_e T^v_w) u, \quad (\nabla_x A)^v_u u = (A^v_{\nabla u} A^v_{\nabla u} - A^v_{\nabla u} A^v_{\nabla u}) u,$$

$$(\nabla_u T)^v_y u = (T^v_w T^v_e - T^v_e T^v_w) u, \quad (\nabla_x T)^v_y u = (A^v_{\nabla u} T^v_e - T^v_e A^v_{\nabla u}) u,$$

and for each $g_v$-horizontal $y$ at $p$

$$(\nabla_u A)^v_u y = (T^v_w A^v_e - A^v_e T^v_w) y, \quad (\nabla_x A)^v_u y = (A^v_{\nabla u} A^v_{\nabla u} - A^v_{\nabla u} A^v_{\nabla u}) y,$$

$$(\nabla_u T)^v_y y = (T^v_w T^v_e - T^v_e T^v_w) y, \quad (\nabla_x T)^v_y y = (A^v_{\nabla u} T^v_e - T^v_e A^v_{\nabla u}) y.$$
More synthetically,
\[
((\nabla_v (T + A))^h_w u)_v^\top = (T + A)^h_w (T + A)^v_u - (T + A)^v_{h(T + A)}^v u, \tag{4.16}
\]
\[
((\nabla_v (T + A))^h)_{vy}^v_w (T + A)^{vy}_{h(T + A)}^{vy} y - (T + A)^v_{h(T + A)}^v y. \tag{4.17}
\]

**Proof** Consider a locally admissible extension \( V \) of \( v \) satisfying \( \nabla^v V = 0 \), an arbitrary extension \( E \) of \( e \) and any vertical extension \( U \) of \( u \). Then
\[
(\nabla_h T_v^u u = \nabla_h^v (T^V_e U) - T^V_{h v} e u - T^v_e \nabla^u h U,
\]
whose second term will vanish when taking the vertical part, while the vertical part of the third term is by part (i) of Proposition 2 and (4.2),
\[
-(T^v_{e(h v} U)^{\top}_{v} = -T^v_{e(h} (\nabla^u v U)_{v} = -T^v_{e(h} (T + A)_{h}^v u.
\]

The vertical part of the first term may also be computed into a similar form as follows. For any vertical extension \( W \) of \( w \), by Lemma 6, noting that the product \( g_v((T + A)^V_U, W) \) is zero by properties of \( T \) and \( A \), and using also (4.2) and skew-symmetry of \( T \) and \( A \),
\[
g_v(\nabla_v^h (T^V_e U), w) = -g_v(T^v_{e(h} u, \nabla^v h w) - 2C_v(T^v_{e(h} u, w, \nabla^v h v)
\]
\[= -g_v((T^v_{e(h} u, (T + A)_{h}^v w) = g_v((T + A)_{h}^v T^v_{e(h} u, w).\]

It follows then, putting together the last three identities, that
\[
((\nabla_h T_v^u u)_{v}^\top = -T^v_{e(h} (T + A)_{h}^v u + (T + A)_{h}^v T^v_{e(h} u.
\]

With analogous computations, we obtain other three identities
\[
((\nabla_h A_v^u u)_v^\top = -A^v_{h(T + A)}^v u + (T + A)_{h}^v A^v_{h u},
\]
\[
((\nabla_h T_v^u y)_v^\top = -T^v_{e(h} (T + A)_{h}^v y + (T + A)_{h}^v T^v_{e(h} y,
\]
\[
((\nabla_h A_v^u y)_v^\top = -A^v_{h(T + A)}^v y + (T + A)_{h}^v A^v_{h y}.
\]

All the identities in Lemma 8 follow from the above four, by taking into account that \( T_x = A_w = 0. \)

\[\square\]

5 Fundamental equations

Our aim is to generalise the fundamental equations \{0\} to \{4\} in [24]. To this end, let us compute the curvature tensor in terms of the following curvature tensors.

**Definition 8** Let \( R^\top \) and \( R^\top \) be given for each admissible \( v \) and tangent vectors \( b, e, h \) at \( p \) with extensions \( B, E, H \) by
\[
R^v_{v}(b, e)w = \left((\nabla^v_b (\nabla^v_e H^\top) - \nabla^v_e (\nabla^v_b H^\top) - \nabla^v_{[b,E]} H^\top)^{\top}\right)_v^{v},
\]
and replacing the vertical operator \( ^\top \) by the horizontal operator \( ^\top \)
\[
R^v_{v}(b, e)h = \left((\nabla^v_b (\nabla^v_e H^\top) - \nabla^v_e (\nabla^v_b H^\top) - \nabla^v_{[b,E]} H^\top)^{\top}\right)_v^{v}.
\]

One can easily checked that \( R^\top \) and \( R^\top \) are anisotropic tensors by the same method as the proof that the curvature tensor of a Riemannian manifold is indeed a tensor.
Proposition 7 With the same notation, for $v$ admissible with a locally admissible extension $V$ and $w$ vertical with vertical extension $W$,

$$
R_v^T (b, e) w = \left( \nabla^v_b (\nabla^v_E W)^*_V - \nabla^v_e (\nabla^v_B W)^*_V - \nabla^v_{[B,E]} W \right)^*_V
$$

$$
-2C^v_e (T^e_e w, \nabla^v_b V)^*_V + 2C^v_e (T^e_e w, \nabla^v_e V)^*_V
$$

$$
- P_v (e, w, \nabla^v_b V)^*_V + P_v (b, w, \nabla^v_e V)^*_V,
$$

and

$$
R_v^+ (b, e) h = \left( \nabla^v_b (\nabla^v_E H^+_V) - \nabla^v_e (\nabla^v_B H^+_V) - \nabla^v_{[B,E]} H^+_V \right)^+_V
$$

$$
- P_v (e, h^+_v, \nabla^v_b V)^+_V + P_v (b, h^+_v, \nabla^v_e V)^+_V
$$

$$
+ 2(T^e_e + A^e_e) C^v_e (h^+_v, \nabla^v_b V)^*_V - 2(T^e_e + A^e_e) C^v_e (h^+_v, \nabla^v_e V)^*_V.
$$

Proof In the first case, as $W^T = W$, we only have to apply the chain rule and (4.1) to compute,

$$
\nabla^v_b (\nabla^v_E W)^*_V = \nabla^v_b (\nabla^v_E W)^*_V - (\hat{\partial} (\nabla^v_e W)^*_V) \nabla^v_b W
$$

$$
= \nabla^v_b (\nabla^v_E W)^*_V - 2C^v_e (T^e_e w, \nabla^v_b V)^*_V - P_v (e, w, \nabla^v_b V)^*_V.
$$

Putting together the above identity and an analogous one commuting the role of $e$ and $b$, one concludes the expression for $R^+$. In the second case, by (4.1),

$$
\nabla^v_{[B,E]} H^+_V = \nabla^v_{[B,E]} H^+_V - (\hat{\partial} (H^+_V)) \nabla^v_{[B,E]} H^+_V = \nabla^v_{[B,E]} H^+_V + 2C^v_e (h^+_v, \nabla^v_{[B,E]} V)^*_V,
$$

(5.1)

whose last term will vanish under $(\cdot)^+_V$, while

$$
(\nabla^v_b (\nabla^v_E H^+_V))^+_V = (\nabla^v_b (\nabla^v_E H^+_V))^+_V - (\hat{\partial} (\nabla^v_e H^+_V))^+_V.
$$

Using the chain rule and (2.7),

$$
((\hat{\partial} (\nabla^v_e H^+_V))^+_V) \nabla^v_b V = \left((\hat{\partial} (\nabla^v_e H^+_V))^+_V \nabla^v_b V\right)^+_V + 
$$

$$
((\hat{\partial} (\nabla^v_e H^+_V))^+_V \nabla^v_b V)^+_V + (\hat{\partial} (\nabla^v_e H^+_V))^+_V \nabla^v_b V
$$

$$
= P_v (e, h^+_v, \nabla^v_b V)^+_V + ((\hat{\partial} (\nabla^v_e H^+_V))^+_V \nabla^v_b V)^+_V + (\hat{\partial} (\nabla^v_e H^+_V))^+_V \nabla^v_b V
$$

because by (4.1), the first term to the right and the term coming from the third one in (2.7) are the $g_e$-horizontal part of a vertical vector. Lastly, again by (4.1),

$$
(\nabla^v_E H^+_V)^+_V = (\nabla^v_E H^+_V)^+_V - (\hat{\partial} (H^+_V)) \nabla^v_E V
$$

$$
= (\nabla^v_E H^+_V)^+_V + 2C^v_e (H^+_V, \nabla^v_E V)^*_V = (\nabla^v_E H^+_V)^*_V.
$$

All that remains is to compute $((\hat{\partial} (\nabla^v_e H^+_V))^+_V \nabla^v_b V)^+_V$, which we may obtain from (4.1) under the form

$$
(\nabla^v_e (\hat{\partial} (H^+_V))^+_V \nabla^v_b V) = -2(\nabla^v_e (C^v_e (H^+_V, \cdot)^*_V) \nabla^v_b V)
$$

and by extending the definition of the tensors $T$ and $A$ to anisotropic vector fields, we obtain

$$
-2(\nabla^v_e (C^v_e (H^+_V, \cdot)^*_V) \nabla^v_b V)^+_V = -2(\nabla^v_e C^v_e (H^+_V, \nabla^v_b V)^*_V)^+_V
$$

$$
= -2(T^e_e + A^e_e) C^v_e (h^+_v, \nabla^v_b V)^*_V.
$$

\(\text{Springer}\)
Putting together all the last identities, we conclude that

\[
(\nabla^v_b (\nabla^E H^\perp)^{1\perp})^v = (\nabla^v_b (\nabla^E H^\perp)^{1\perp})^v - P_v(e, h^\perp, \nabla^v_b V)^v + 2(T^v_e + A^v_e)C^v_e(h^\perp, \nabla^v_b V)^v.
\]

Taking into account the expression obtained by commuting \(e\) and \(b\) and (5.1), one deduces the expression for \(R^\perp\). \(\square\)

**Proposition 8** For each admissible \(v\), arbitrary \(e\) and \(h\) at \(p\), vertical \(w\) and \(g_v\)-horizontal \(x\),

\[
R^\top_v(e, h)x = -2C^v_e(R_v(e, h)v, x)^\top_v, \quad R^\perp_v(e, h)w = 0.
\]

**Proof** The second identity is merely a consequence of the fact that for any vertical extension \(W\) of \(w\), the anisotropic vector field \(W^\top\) is constant and identical to \(W\) on each tangent space while \(W^\perp\) is identically equal to zero. As for the first identity, consider a locally admissible \(v\) satisfying that \(\nabla^v V = 0\), extensions \(E\) of \(e\) and \(H\) of \(h\) whose Lie bracket \([E, H]\) vanishes at \(p\) and a local \(g_v\)-horizontal extension \(X\) of \(x\). Note how by Proposition 1

\[
(\nabla^\top_v X^\perp)^v = (\nabla^\top_v X^\top)^v - ((\hat{\partial}X^\top)(\nabla^\top_v V))^v = -2C^v_e(X, \nabla^\top_v V)^v.
\]

Differentiating \(\nabla_v ((\nabla^\top_v X^\perp)^v) = \nabla_v(\nabla^\top_v X^\top) = \nabla_v(\nabla^\top_v X^\top) = \nabla_v(\nabla^\top_v V)^v = -2C^v_e(X, \nabla^\top_v V)^v.
\]

Reinserting into

\[
(\nabla^\top_v ((\nabla^\top_v X^\perp)^v) = (\nabla^\top_v ((\nabla^\top_v X^\top) = -2C^v_e(X, \nabla^\top_v V)^v = -2C^v_e(X, \nabla^\top_v V)^v.
\]

concludes the first identity up to commuting \(e\) and \(h\). \(\square\)

Observe how, if \(v\) is vertical, then we may relate \(R^\top_v\) with the intrinsic curvature tensor \(\hat{R}\) of the submersion fibers. In analogy to the vertical derivative \(P\) of the Chern connection \(\nabla\) of the ambient pseudo-Finsler manifold \((\mathfrak{M}, L)\), let \(\hat{P}\) designate that of \(\hat{\nabla}\) and \(\tilde{P}\) that of \(\tilde{\nabla}\).

**Proposition 9** For each vertical admissible \(v\) and vertical \(s, u\) and \(w\) at \(p\),

\[
R^\top_v(u, w)s = \hat{R}_v(u, w)s - (\hat{\nabla}_w \hat{\nabla}_u)^v_s - (\hat{\nabla}_w \hat{\nabla}_u)^v_s - \hat{\nabla}_w \hat{\nabla}_u^v s - P_v(w, s, \hat{\nabla}_w^v u + T^v_w u)^v_s - P_v(u, s, \hat{\nabla}_w^v u + T^v_w u)^v_s
\]

\[
\quad - 2C^v_e(T^v_w s, \hat{\nabla}_w^v u + T^v_w u)^v_s - 2C^v_e(T^v_w s, \hat{\nabla}_w^v u + T^v_w u)^v_s.
\]

**Proof** It follows from [15, Theorem 5], taking into account that we may differentiate the Gauss formula in Proposition 3 with respect to the fiber derivative in the direction of \(\hat{\nabla}_w^v u\) to obtain

\[
P_v(u, s, \hat{\nabla}_w^v u)^v_s + 2C^v_e(T^v_w s, \hat{\nabla}_w^v u)^v_s = \hat{P}_v(u, s, \hat{\nabla}_w^v u) + (\hat{\nabla}_w^v u)^v_s (\hat{\nabla}_w^v u).
\]

Here we have used the chain rule and (4.1). \(\square\)

Similarly, if \(v\) is horizontal, then we may relate \(R^\perp_v\) with the horizontal lift \(\tilde{R}_v^\perp\) of the curvature tensor of the base manifold.
Proposition 10  For each horizontal \( v \) at \( p \) and \( g_v \)-horizontal \( x, y \) and \( z \),

\[
R^\perp_v (x, y)z = R^\parallel_v (x, y)z = \tilde{R}_v^\parallel (\tilde{x}, \tilde{y})\tilde{z} + A^v_x A^v_y x - A^v_x A^v_y y + ((\nabla_x \tilde{Q})^v_y) z - (\nabla_y \tilde{Q})^v_x z + \tilde{Q}^v_x \tilde{Q}^v_y z - \tilde{Q}^v_x \tilde{Q}^v_y z + 2A^v_x C^v_y (y, A^v_x v) \parallel + 2A^v_y C^v_x (z, A^v_y v) \parallel - 2A^v_x C^v_y (x, A^v_y v) \parallel - P_v (y, z, A^v_x v) \parallel + P_v (x, z, A^v_y v) \parallel + ((\tilde{\partial} \tilde{Q})^v_x z (A^v_y v) \parallel - ((\tilde{\partial} \tilde{Q})^v_y z (A^v_y v) \parallel.
\]

Proof  Consider an extension \( \tilde{V} \) of \( \tilde{v} \) satisfying \( \tilde{\nabla}^\parallel \tilde{V} = 0 \), and let \( V \) be, locally, the horizontal lift of \( \tilde{V} \). In particular, by the dual Gauss formula \( \nabla^\parallel_v V \parallel \) vanishes on \( g_v \)-horizontal vectors, while, by Lemma 6, \( \nabla^\parallel_v V = A^v_x v \) and \( \nabla^\parallel_v V = A^v_y v \). Let \( \tilde{X}, \tilde{Y} \) and \( \tilde{Z} \) be an extension of \( \tilde{x}, \tilde{y} \) and \( \tilde{z} \) with mutual Lie brackets that vanish at \( p \). Let \( X, Y \) and \( Z \) be, locally, their respective \( g_v \)-horizontal lifts. In particular, \( [X, Y] \parallel = [Y, Z] \parallel = [Z, X] \parallel = 0 \). From Proposition 7, it suffices to compute \( \nabla^\parallel_v (\nabla^\parallel (X, Y)Z) \parallel \) (recall that \( Z^\parallel = Z \)) and by Proposition 6

\[
(V_x (\nabla^\parallel (\nabla^\parallel V Z) \parallel) \parallel = (V_x (\nabla^\parallel \nabla^\parallel (\nabla^\parallel V Z) \parallel) \parallel + (V_x (\nabla^\parallel V Z) \parallel).
\]

Observe that we may use the almost-antisymmetry of \( A \) to rewrite (4.10) under the form

\[
\frac{1}{2} A^v_x y = \frac{1}{2} [X, Y] \parallel + \frac{1}{2} A^v_x x + C^v_x (A^v_x, y) \parallel - C^v_x (x, A^v_y y) \parallel.
\]  \hspace{1cm} (5.2)

Then, using the above identity, (4.4) (recall that \( [X, Y] \parallel \) is vertical by assumption) and part (iii) of Proposition 2, we get

\[
(V^v_{(X, Y)Z}) \parallel = A^v_x (X, Y) \parallel = A^v_x A^v_y x - A^v_x A^v_y y + 2A^v_x C^v_x (A^v_y x, y) \parallel - 2A^v_x C^v_x (x, A^v_y y) \parallel \parallel.
\]

By the dual Gauss formula, and since for our choice of extension \( \tilde{\nabla}^\parallel \tilde{V} = 0 \),

\[
(V^v_{(X, Y)Z}) \parallel + (V_x (\nabla^\parallel \nabla^\parallel (\nabla^\parallel V Z) \parallel) \parallel = (V_x (\nabla^\parallel \nabla^\parallel (\nabla^\parallel V Z) \parallel) \parallel - C^v_x (\nabla^\parallel V Z) \parallel + (\tilde{\partial} \tilde{Q})^v_x z (A^v_y v) \parallel + (\tilde{\partial} \tilde{Q})^v_y z (A^v_x v) \parallel.
\]

When subtracting to the formula we have obtained the formula commuted in \( x \) and \( y \), the pairs of \( \tilde{\partial} \tilde{Q} (v) \parallel \) terms cancel each other out, as well as the pair of \( \tilde{\nabla}^\parallel V \parallel \) terms cancel each other out, as well as the pair of \( \tilde{\partial} \tilde{Q} (v) \parallel \) terms cancel each other out, as well as the pair of \( \tilde{\nabla}^\parallel V \parallel \) terms cancel each other out.

Theorem 1  (Unified fundamental equation of a pseudo-Finsler submersion) For each admissible \( v \) and arbitrary vectors \( e \) and \( h \) at \( p \),

\[
R_v (e, h) = R^\parallel_v (e, h) + R^\perp_v (e, h) + (\nabla^\parallel_v (T + A)) v - (\nabla^\parallel_v (T + A)) v + (T + A) h (T + A) v - (T + A) h (T + A) h, \hspace{1cm} (5.3)
\]

where \( R \) stands for the curvature tensor of the Chern connection of the ambient manifold, \( R^\parallel \) and \( R^\perp \) are as defined in Definition 8 and \( T, A \) are the O'Neill tensors of Definition 5.

Proof  For a choice of extensions whose Lie brackets vanish at \( p \),

\[
R_v (e, h) = \nabla^\parallel_v \nabla H - \nabla^\parallel_h \nabla E. \hspace{1cm} (5.4)
\]

Consider any vector field \( B \) with \( B = B_p \). By definition of the tensors \( T \) and \( A \),

\[
\nabla^\parallel_v \nabla H B = \nabla^\parallel_v (\nabla H B^\parallel) \parallel + \nabla^\parallel_h ((T + A)_H B) + \nabla^\parallel_v (\nabla H (B^\perp) \parallel, \hspace{1cm} \text{Springer}
\]
Proof. Recall that, by Proposition 8, the observation about $R$ and the middle term as
$$(\nabla^v_e (\nabla_H B^T)_{(T + A)}^v) = (\nabla^v_e (\nabla_H B^T)^v_h) + (T + A)^v_{(T + A)}^v_{(T + A)}^v,$$
and the middle term as
$$(\nabla^v_e (\nabla_H B^T)_{(T + A)}^v) = (\nabla^v_e (\nabla_H B^T)_{(T + A)}^v) + (T + A)^v_{(T + A)}^v_{(T + A)}^v,$$
to obtain a long expression, to which we may subtract the corresponding expressions commuted in $e$ and $h$. Pairs of $(T + A)^v (\nabla^v B^T)_{(T + A)}^v$ and $(T + A)^v (\nabla^v B^T)_{(T + A)}^v$ terms cancel each other out. Cancel $(T + A)^v_{(T + A)}^v_{(T + A)}^v$ by our assumption that $[E, H]_p = 0$ to conclude.

**Corollary 5** (Fundamental equations of a pseudo-Finsler submersion) For each admissible $v$, vertical $s', s, u, w$ and $g_{v', h} $ horizontal $x, y, z, z'$

$$g_v (R_v (w, u)s, s') = g_v (R_v^T (w, u)s, s') + g_v (T_w s, T_w s') - g_v (T_w s, T_w s'),$$

(0)

$$g_v (R_v (w, u)s, z) = g_v ((\nabla_w T)^v_{(v, u)s}, z) - g_v ((\nabla_v T)^v_{(v, u)s}, z),$$

(1)

$$g_v (R_v (x, u)s, w) = g_v (R_v^T (x, u)s, w) + g_v (T_w s, A^v_{x, s} w) - g_v (A^v_{x, s} w, T_w s),$$

(1')

$$g_v (R_v (x, u)s, z) = g_v ((\nabla_s T)^v_{(v, u)s}, z) - g_v ((\nabla_v A)^v_{(v, u)s}, z) - g_v (A^v_{x, u} s, z) - g_v (T_w s, T_w z),$$

(2)

$$g_v (R_v (x, y)s, w) = g_v (R_v^T (x, y)s, w) + g_v (A^v_{x, s}, A^v_{y, w}) - g_v (A^v_{x, s}, A^v_{y, w}),$$

(2')

$$g_v (R_v (x, y)s, z) = g_v ((\nabla_s A)^v_{(v, u)s}, z) - g_v ((\nabla_v A)^v_{(v, u)s}, z) + g_v (A^v_{x, y} s, T_w z) - g_v (A^v_{x, y} s, T_w z),$$

(3)

$$g_v (R_v (x, y)z, z') = g_v (R_v^T (x, y)z, z') + g_v (A^v_{x, y} z, A^v_{x, y} z') - g_v (A^v_{x, y} z, A^v_{x, y} z').$$

(4)

**Proof**. Recall that, by Proposition 8, $R_v^T (w, u)s = R_v (x, u)s = R_v^T (x, y)s = 0$. Moreover, using (4.16) and being $e, h$ arbitrary vectors at $p$,

$$(\nabla^v_e (T + A)^v_{(T + A)}^v) - (\nabla^v_h (T + A)^v_{(T + A)}^v)$$

$$+ ((\nabla^v_e (T + A))_{(T + A)}^v + (T + A)^v_{(T + A)}^v) = \frac{1}{2} ((\nabla^v_e (T + A))_{(T + A)}^v + (T + A)^v_{(T + A)}^v)$$

Then the six first identities are obtained from (5.3) using the last identity together with the observation about $R^T$, an application of Lemma 7 and the properties of $T$ and $A$ in Proposition 2. In particular,

$$((\nabla^v_e (T + A)^v_{(T + A)}^v - (\nabla^v_h (T + A)^v_{(T + A)}^v) = \frac{1}{2} \phi_{(T + A)}^v_{(T + A)}^v + A^v_{(T + A)}^v = 0.$$
by Lemma 7 and the symmetry of \( T \) to get \([0] \) and \([1] \),
\[
((\nabla_x A)^\nu_{uv} - (\nabla_u T)^\nu_{uv})^\perp = -A^\nu_{uv} + T^\nu_{uv} T^x_{ux}
\]
where we have used \( T^x_{ux} x = T^x_{ux} T^y_{uy}, \) to get \([1'] \) and \([2] \),
\[
((\nabla_x T)^\nu_{uv} - (\nabla_y T)^\nu_{uv})^\perp = -T^\nu_{ux} A^\nu_{vy} + T^\nu_{xy} A^\nu_{vy}
\]
where we have used \( T^\nu_{xy} y = T^\nu_{xy} A^\nu_{vy} \), to get \([2'] \) and \([3] \). For the remaining identity \([4] \), we proceed analogously. Using (4.17)
\[
(\nabla_e (T + A))_{\nu_{vz}} - (\nabla_h (T + A))_{\nu_{vz}} + (T + A)^\nu_h (T + A)_{\nu_{vz}} - (T + A)^\nu_e (T + A)_{\nu_{vz}} = ((\nabla_e (T + A))_{\nu_{vz}} - (\nabla_h (T + A))_{\nu_{vz}})^\perp + (T + A)^\nu_e (T + A)_{\nu_{vz}} - (T + A)^\nu_h (T + A)_{\nu_{vz}}
\]
and by Lemma 7,
\[
((\nabla_x T)^\nu_{vy} - (\nabla_y T)^\nu_{vx})^\perp = -T^\nu_{ux} A^\nu_{vy} + T^\nu_{xy} A^\nu_{vy}.
\]
\[\square\]

Let us recall one of the most important geometric invariants of a pseudo-Finsler manifold and let us introduce the analogous definitions for the vertical and horizontal parts of the curvature tensor presented in Definition 8.

**Definition 9** For a flagpole \( v \in \mathcal{L} \) and flag \( e \in T_{\pi(v)} \mathcal{M} \) such that \( L(v) g_v (e, e) \neq g_v (v, e)^2 \), denote by \( K_v (e) \) the flag curvature of \( (\mathcal{M}, L) \) with the following definition:
\[
K_v (e) = \frac{g_v (R_v (v, e) v, v)}{L(v) g_v (e, e) - g_v (v, e)^2},
\]
while the *vertical flag curvature* \( K^T_v (e) \) and the *horizontal flag curvature* \( K^\perp_v (e) \) are defined in the same way replacing \( R \) by \( R^T \) and \( R^\perp \), respectively.

**Corollary 6** For each vertical \( w \), admissible \( v \) and \( g_v \)-horizontal \( x \),
\[
K_v (w) = K^T_v (w) + \frac{g_v ((\nabla_v T)^{\nu_{vw}} w - (\nabla_w (T + A))^{\nu_{vw}} w, v)}{L(v) g_v (w, w) - g_v (v, w)^2} - \frac{g_v (A^{\nu}_{(T + A)^{vw}} w, v) + g_v (T^{\nu}_{wvw}, (T + A)^{\nu} w, v) - g_v ((T + A)^{\nu}_{vw} w, T^{\nu}_{vw} w)}{L(v) g_v (w, w) - g_v (v, w)^2},
\]
and
\[
K_v (x) = K^T_v (x) + K^\perp_v (x) + \frac{g_v ((\nabla_v A)^{\nu}_{vx} x - (\nabla_x (T + A))^{\nu}_{vx} x, v)}{L(v) g_v (x, x) - g_v (v, x)^2} - \frac{g_v (T^{\nu}_{vwvx}, (T + A)^{\nu} x, v) - g_v ((T + A)^{\nu}_{vx} x, A^{\nu}_{vx} v)}{L(v) g_v (x, x) - g_v (v, x)^2}.
\]

**Proof** By (5.3), recalling that \( R^\perp_v (\cdot, \cdot) w = 0 \)
\[
g_v (R_v (v, w) w, v) = g_v (R^T_v (v, w) w + (\nabla_v (T + A))^{\nu}_{vw} w - (\nabla_w (T + A))^{\nu}_{vw} w, v) + g_v (T^{\nu}_{wvw}, (T + A)^{\nu}_{vw} w, v) - g_v ((T + A)^{\nu}_{vw} w, T^{\nu}_{vw} w, v),
\]
and similarly
\[ g_v(R_v(u, x), v) = g_v(R^\top v + R^\perp v, (v, x), x) + (\nabla_v(T + A))_x x - (\nabla_x(T + A))_v v \]
\[ + g_v(A^v_x x, (T + A)_{w}^v v) - g_v((T + A)_v^v v, A^v_x v). \]

To conclude, observe that by Lemma 7
\[ (\nabla_v A)_w^v = -A^v(T + A)_w^v \]
and
\[ (\nabla_v T)_x^v = -T^v(T + A)_w^v x. \]

**Theorem 2** (Generalised Gauss equation and dual Gauss equation) For each vertical admissible \( v \) and vertical vectors \( s, u \) and \( w \) at \( p \),
\[ (R_v(w, u)s)_v^T = \tilde{R}_v(w, u)s + T^v_w T^s_u - T^v_u T^w_s \]
\[ + (\nabla_v Q)_w^v s - (\nabla_w Q)_w^v s + \tilde{Q}_w^v T^s_u - \tilde{Q}_w^v Q_v^v s \]
\[ - P_v(w, s, \tilde{Q}_w^v v + T^v_w v)_v^T + P_v(u, s, \tilde{Q}_w^v v + T^v_w v)_v^T \]
\[ - 2C^v_x(T^v_w s, \tilde{Q}_w^v v + T^v_w v)_v^T + 2C^v_x(T^v_w s, \tilde{Q}_w^v v + T^v_w v)_v^T. \]

For each horizontal \( v \) and \( g_v \)-horizontal vectors \( x, y \) and \( z \),
\[ (R_v(x, y)z)_v^\perp = \tilde{R}_v^\perp(x, y)z + A^v_x A^v_y z - A^v_y A^v_x z + A^v_y A^v_x x - A^v_x A^v_y y \]
\[ + 2A^v_x C^v_y (x, A^v_y v)_v^T + 2A^v_y C^v_x (z, A^v_y v)_v^T \]
\[ - 2A^v_x C^v_y (x, A^v_y v)_v^T - 2A^v_y C^v_x (z, A^v_y v)_v^T \]
\[ + ((\nabla_x Q)_y^v z - (\nabla_y Q)_y^v z)_v^T + \tilde{Q}_y^v \tilde{Q}_y^v z - \tilde{Q}_y^v \tilde{Q}_y^v z \]
\[ + ((\tilde{\Delta} Q)_y^v z(A^v_y v))_v^T - (\tilde{\Delta} Q)_y^v z(A^v_y v))_v^T \]
\[ - P_v(y, z, A^v_y v)_v^T + P_v(x, z, A^v_y v)_v^T. \]

**Proof** From (0) and (4) together with Propositions 9 and 10. \( \square \)

**Corollary 7** For \( v \in \mathcal{V} \) and \( w \) vertical, assuming that the plane \( \{v, w\} \) is non-degenerate,
\[ K_v(w) = \hat{K}_v(w) - \frac{g_v(T^w_v w, T^v_v v) - g_v(T^v_v w, T^w_v v)}{L(v)g_v(w, w) - g_v(v, w)^2} \]
\[ - \frac{g_v(P_v(w, w, T^v_v v) - (\nabla_v Q)_w^v v, w) + C_v(w, \tilde{Q}_w^v v, T^v_v v)}{L(v)g_v(w, w) - g_v(v, w)^2} \]
where \( \hat{K} \) denotes the flag curvature intrinsic to the submersion fibers.

**Proof** The proof is completely analogous to [15, Corollary 6]. \( \square \)

**Corollary 8** For \( v \in \mathcal{H} \) and \( x \), \( g_v \)-horizontal, denoting by \( \tilde{v} \) and \( \tilde{x} \) their projections, and \( w \) vertical, assuming that the planes \( \{v, w\} \) and \( \{v, x\} \) are non-degenerate,
\[ K_v(w) = \frac{g_v(\nabla_v T)_w^v v, v) + g_v(A^v_w v, A^v_w w) - g_v(T^v_w v, T^w_v v))}{L(v)g_v(w, w) - g_v(v, w)^2} \]
\[ K_v(x) = \hat{K}_v(\tilde{x}) - \frac{3g_v(A^v_x v, A^v_x v)}{L(v)g_v(x, x) - g_v(v, x)^2}. \]
The fundamental equations... 1899
along each horizontal vector \( e \) respectively. By hypothesis every \( \tilde{\sigma} \) is horizontal with respect to the initial submersion, such that \( \tilde{\sigma}(v) \) is \( \tilde{\sigma} \)-horizontal as required. Then \( \tilde{\sigma} \) is \( \tilde{\sigma} \)-horizontal with respect to the initial submersion satisfies

\[
L_1(v) = L_2(d\sigma_1(v)).
\]

We have a similar identity for the final submersion. By definition, a vector is horizontal if and only if \( g_v(v, \cdot) \) vanishes on the vertical subspace; because the vertical subspace of the composition contains the vertical subspace of the initial submersion, a horizontal vector with respect to the composition is in particular a horizontal vector for the initial submersion, such that \( L_1(v) = L_2(d\sigma_1(v)) \) is satisfied for that initial submersion, whereby (3.1) yields that \( g^1_v(v, e) = 0 \) if and only if \( g^2_v(d\sigma_1(v), d\sigma_1(e)) = 0 \) for each vector \( e \in T_{\pi(v)} \mathcal{M}_1 \). Now observe that if \( d\sigma_1(v) \) is horizontal with respect to the final submersion, which concludes, since then \( L_1(v) = L_2(d\sigma_1(v)) = L_3(d\sigma_2(d\sigma_1(v))) \). This is because if \( \tilde{e} \) is \( \sigma_2 \)-vertical, then \( \tilde{e} = d\sigma_1(e) \) for some \( e \in T \mathcal{M}_1 \). Moreover, \( e \) is \( \sigma_1 \circ \sigma_2 \)-vertical and as \( v \) is \( \sigma_1 \circ \sigma_2 \)-horizontal, it follows that \( g^1_v(v, e) = 0 \). Applying (3.2), we conclude that \( g^2_{d\sigma_2(v)}(d\sigma_1(v), \tilde{e}) = 0 \), and then \( d\sigma_1(v) \) is \( \sigma_2 \)-horizontal as required.

To check (ii), let \( \gamma_2 \) be a geodesic of a fiber of \( \sigma_2 \) and \( \gamma_1 \) one of its horizontal lifts by \( \sigma_1 \). If \( \nabla \) and \( \tilde{\nabla} \) are the Chern connections of \( \mathcal{M}_1, L_1 \) and \( \mathcal{M}_2, L_2 \), respectively, and \( D_{\gamma_1} \) and \( \tilde{D}_{\gamma_2} \) their associated covariant derivatives along \( \gamma_1 \) and \( \gamma_2 \), respectively, then

\[
d\sigma_1(D_{\gamma_1} \gamma_1) = \tilde{D}_{\gamma_2} \gamma_2
\]

by the dual Gauss formula (see Proposition 6 and observe that \( \tilde{Q}_v^u v = 0 \) for all \( v \) horizontal).

Moreover, it is easy to check that \( \gamma_1 \) lies in a fiber of \( \sigma_2 \circ \sigma_1 \), and \( D_{\gamma_1} \gamma_1 \) is \( \sigma_2 \circ \sigma_1 \)-vertical because \( \sigma_2 \circ \sigma_1 \) has totally geodesic fibers. Summing up, from the last claim and (6.1),

\[
d\sigma_1(D_{\gamma_1} \gamma_1) = d\sigma_1(d\sigma_1(D_{\gamma_1} \gamma_1)) = 0,
\]

6 Submersions whose fibers are totally geodesic

Let us study pseudo-Finsler submersions having fibers which are totally geodesic, namely, the geodesics of their fibers are also geodesics of the total space. In the classical case of Riemannian submersions, this corresponds with the submersions having \( T = 0 \), and they can be characterized by the fact that all the fibers are isometric. We will see that the Finslerian case is more complex. Observe that the fibers of a pseudo-Finsler submersion are totally geodesic if and only if \( T^p_v v = 0 \) for all admissible vertical \( v \). This turns out to be equivalent to \( T^u_v u = 0 \) for all admissible vertical \( v \) and arbitrary \( u \) (see [15, Prop. 4] and the basic properties of \( T \).

**Proposition 11** Given two pseudo-Finsler submersions \( \sigma_1 : (\mathcal{M}_1, L_1) \rightarrow (\mathcal{M}_2, L_2) \) and \( \sigma_2 : (\mathcal{M}_2, L_2) \rightarrow (\mathcal{M}_3, L_3) \), it holds that

(i) their composition is also a pseudo-Finsler submersion,

(ii) if this composition has totally geodesic fibers, then so does the submersion onto the final base.

**Proof** To check (i), let \( g^1 \) and \( g^2 \) be the fundamental tensors of \( L_1 \) and \( L_2 \), respectively. By hypothesis every \( v \) horizontal with respect to the initial submersion satisfies

\[
L_1(v) = L_2(d\sigma_1(v)).
\]

We have a similar identity for the final submersion. By definition, a vector is horizontal if and only if \( g_v(v, \cdot) \) vanishes on the vertical subspace; because the vertical subspace of the composition contains the vertical subspace of the initial submersion, a horizontal vector with respect to the composition is in particular a horizontal vector for the initial submersion, such that \( L_1(v) = L_2(d\sigma_1(v)) \) is satisfied for that initial submersion, whereby (3.1) yields that \( g^1_v(v, e) = 0 \) if and only if \( g^2_v(d\sigma_1(v), d\sigma_1(e)) = 0 \) for each vector \( e \in T_{\pi(v)} \mathcal{M}_1 \). Now observe that if \( d\sigma_1(v) \) is horizontal with respect to the final submersion, which concludes, since then \( L_1(v) = L_2(d\sigma_1(v)) = L_3(d\sigma_2(d\sigma_1(v))) \). This is because if \( \tilde{e} \) is \( \sigma_2 \)-vertical, then \( \tilde{e} = d\sigma_1(e) \) for some \( e \in T \mathcal{M}_1 \). Moreover, \( e \) is \( \sigma_1 \circ \sigma_2 \)-vertical and as \( v \) is \( \sigma_1 \circ \sigma_2 \)-horizontal, it follows that \( g^1_v(v, e) = 0 \). Applying (3.2), we conclude that \( g^2_{d\sigma_2(v)}(d\sigma_1(v), \tilde{e}) = 0 \), and then \( d\sigma_1(v) \) is \( \sigma_2 \)-horizontal as required.

To check (ii), let \( \gamma_2 \) be a geodesic of a fiber of \( \sigma_2 \) and \( \gamma_1 \) one of its horizontal lifts by \( \sigma_1 \). If \( \nabla \) and \( \tilde{\nabla} \) are the Chern connections of \( \mathcal{M}_1, L_1 \) and \( \mathcal{M}_2, L_2 \), respectively, and \( D_{\gamma_1} \) and \( \tilde{D}_{\gamma_2} \) their associated covariant derivatives along \( \gamma_1 \) and \( \gamma_2 \), respectively, then

\[
d\sigma_1(D_{\gamma_1} \gamma_1) = \tilde{D}_{\gamma_2} \gamma_2
\]

by the dual Gauss formula (see Proposition 6 and observe that \( \tilde{Q}_v^u v = 0 \) for all \( v \) horizontal).

Moreover, it is easy to check that \( \gamma_1 \) lies in a fiber of \( \sigma_2 \circ \sigma_1 \), and \( D_{\gamma_1} \gamma_1 \) is \( \sigma_2 \circ \sigma_1 \)-vertical because \( \sigma_2 \circ \sigma_1 \) has totally geodesic fibers. Summing up, from the last claim and (6.1),

\[
d\sigma_1(D_{\gamma_1} \gamma_1) = d\sigma_1(d\sigma_1(D_{\gamma_1} \gamma_1)) = 0,
\]
and therefore \( \bar{D}_{\gamma^2} \bar{\gamma}_2 \) is \( \sigma_2 \)-vertical, which implies that \( \mathbf{T}^{\bar{\gamma}_2} \bar{\gamma}_2 = 0 \), with \( \mathbf{T} \) the corresponding O’Neill tensor of \( \sigma_2 \), and therefore \( \sigma_2 \) has totally geodesic fibers.

Let \( \sigma : (\mathcal{M}, L) \to (\mathcal{B}, \bar{L}) \) be a pseudo-Finsler submersion. Assume that the domains of \( L \) and \( \bar{L} \) are the slit tangent bundle and \( \dim \mathcal{M} \geq 3 \). For each piecewise smooth path \( \bar{\gamma} \) of the base manifold joining \( \bar{p} \) and \( \bar{q} \), let \( F_{\bar{\gamma}} : \mathcal{B}_{\bar{p}} \to \mathcal{B}_{\bar{q}} \) be the map defined for every \( p \in \mathcal{B}_{\sigma(p)} \) as follows. Let \( \gamma \) be the horizontal lift of \( \bar{\gamma} \) with initial point at \( p \), which there exists and it is unique by Lemma 4. Then \( F_{\bar{\gamma}}(p) \) is defined as the endpoint of \( \gamma \). As horizontal lifts are determined by ODE’s, the map \( F_{\bar{\gamma}} \) will be smooth because of the smooth dependence of the solutions of these EDO’s from initial values. Moreover, it is a diffeomorphism because if \( \bar{\beta} \) is the reverse curve of \( \bar{\gamma} \), then \( F_{\bar{\beta}} \) is the smooth inverse of \( F_{\bar{\gamma}} \). Due to the relationship between (ambient) horizontal geodesics and geodesics of the base manifold, we may prove that, under the right conditions, the map \( F_{\bar{\gamma}} \) is an isometry.

**Definition 10** A pseudo-Finsler submersion is said to be horizontally regular when for each admissible vertical \( v \) and projectable horizontal \( X \)

\[
(\nabla^\nu_v (X^\top))_\nu^\top = 0.
\]

**Proposition 12** Let \( \sigma : (\mathcal{M}, F) \to (\mathcal{B}, \bar{F}) \) be a horizontally regular Finsler submersion between complete Finsler manifolds. Then the map \( F_{\bar{\gamma}} \) is an isometry for all \( \bar{\gamma} \) if and only if the fibers are totally geodesic.

**Proof** Assume first that the fibers are totally geodesic. To show that \( F_{\bar{\gamma}} \) is an isometry, assume that \( \bar{\gamma} \) is parametrised in \([0, 1]\) such that \( \bar{\gamma}(0) = \bar{p} \) and \( \bar{\gamma}(1) = \bar{q} \). Consider a smooth admissible curve \( \alpha_0 : [0, 1] \to \mathcal{B}_{\bar{p}} \) and then define \( \lambda : [0, 1] \times [0, 1] \to \mathcal{M} \) such for every \( t \in [0, 1] \), \( s \to \lambda(s, t) \) is the horizontal lift of \( \bar{\gamma} \) with initial point at \( \alpha_0(t) \). Denote \( \alpha_s \) the curve in the fiber \( \mathcal{B}_{\lambda(s, t)} \) defined as \( \alpha_s(t) = \lambda(s, t) \) and \( \beta_t \) the horizontal curve given by \( \beta_t(s) = \lambda(s, t) \). Let \( X_s(t) = \frac{\partial}{\partial s} \lambda(s, t) = \beta_t(s) \) be one of the variational vector fields of \( \lambda \). Observe that \( X_s \) is always horizontal. Then, recalling the commutation of the covariant derivative in a two-parameter map (see [16, Prop. 3.2]),

\[
(D_{\bar{\beta}_t} \alpha_s)^\top (D_{\bar{\beta}_s} X_s)^\top (D_{\lambda(s, t)} X_s)^\top + T_{\alpha_s}^\perp (X_s)^\perp = T_{\alpha_s}^\perp (X_s)^\perp = 0
\]

by horizontal regularity and total geodesicity of the fibers, therefore

\[
g_{\alpha_s}(D_{\bar{\beta}_t} \alpha_s, \alpha_s) = 0.
\]

Let us now show that \( \alpha_1 = F_{\bar{\gamma}} \circ \alpha_0 \) has the same length as \( \alpha_0 \). Assuming that \( F(\alpha_s)^2 = g_{\alpha_s}(\alpha_s, \alpha_s) \) is non-negative, and by the Leibniz integral rule, the variation

\[
\frac{\partial}{\partial s} \int_0^1 \sqrt{g_{\alpha_s}(\alpha_s, \alpha_s)} \, dt = \int_0^1 \frac{\partial}{\partial s} \sqrt{g_{\alpha_s}(\alpha_s, \alpha_s)} \, dt = \int_0^1 \frac{\partial}{\partial s} \sqrt{g_{\alpha_s}(\alpha_s, \alpha_s)} \, dt
\]

of the length of \( \alpha_s \) is zero. Indeed,

\[
\frac{\partial}{\partial s} g_{\alpha_s}(\alpha_s, \alpha_s) = 2g_{\alpha_s}(D_{\bar{\beta}_t} \alpha_s, \alpha_s) + 2C_{\alpha_s}(\alpha_s, \alpha_s, D_{\bar{\beta}_t} \alpha_s) = 0.
\]

Consequently, the image by \( F_{\bar{\gamma}} \) of any vertical geodesic between two fixed points \( p \) and \( p' \) has the same length. A geodesic that attains the minimal length exists by completeness, therefore, given \( p_1, p_2 \in \mathcal{B}_{\bar{p}} \), it follows that \( d_{\mathcal{B}_{\bar{p}}}(p_1, p_2) \geq d_{\mathcal{B}_{\bar{p}}}(F_{\bar{\gamma}}(p_1), F_{\bar{\gamma}}(p_2)) \) and reasoning with the inverse \( F_{\bar{\beta}} \), one obtains the other inequality, concluding that \( F_{\bar{\gamma}} \) is an isometry.
Conversely, assume that the maps $F_{\hat{\gamma}}$ are always isometries. Since by the first two identities in (6.2) and skew-symmetry
\[
g_{\hat{\alpha}_s}(D_{\hat{\gamma}_s}^s \hat{\alpha}_s, \hat{\alpha}_s) = g_{\hat{\alpha}_s}(T_{\hat{\alpha}_s}^\gamma X_s, \hat{\alpha}_s) = -g_{\hat{\alpha}_s}(X_s, T_{\hat{\alpha}_s}^\gamma \hat{\alpha}_s),
\]
we have that if
\[
\int_0^1 \frac{\partial}{\partial s} g_{\hat{\alpha}_s}(\hat{\alpha}_s, \hat{\alpha}_s) \, dt = \frac{\partial}{\partial s} \int_0^1 \sqrt{g_{\hat{\alpha}_s}(\hat{\alpha}_s, \hat{\alpha}_s)} \, dt = 0
\]
then, by the mean value theorem, for some $t_1 \in [0, 1]
\[
g_{\hat{\alpha}_s(t_1)}(X_s(t_1), T_{\hat{\alpha}_s(t_1)}^\gamma \hat{\alpha}_s(t_1)) = \frac{\partial}{\partial s} g_{\hat{\alpha}_s(t_1)}(\hat{\alpha}_s(t_1), \hat{\alpha}_s(t_1)) = 0.
\]
By the same argument we obtain a sequence of values $t_n \in [0, \frac{1}{e}]$ converging to 0 for which $g_{\hat{\alpha}_s(t_n)}(X_s(t_n), T_{\hat{\alpha}_s(t_n)}^\gamma \hat{\alpha}_s(t_n))$ is zero, and by continuity
\[
g_{\hat{\alpha}_s(0)}(X_s(0), T_{\hat{\alpha}_s(0)}^\gamma \hat{\alpha}_s(0)) = 0.
\]
Conclude by non-degeneracy. \qed

**Corollary 9** For a horizontally regular Finsler submersion with totally geodesic fibers, the flow of a projectable horizontal geodesic vector field gives rise to an isometry between the fibers.

**Proof** Consider on some neighbourhood a projectable vector field satisfying the geodesic equation. Provided it is horizontal, each of the geodesic arcs described by its flow is the horizontal lift of some geodesic arc $\tilde{\gamma}$ described by the flow of its projection, which satisfies the geodesic equation by the dual Gauss formula; by construction $F_{\tilde{\gamma}}$ is that horizontal flow, which we have just shown to be an isometry between the fibers in Proposition 12. \qed

**Theorem 3** If the ambient manifold of a Finsler submersion is connected and geodesically complete, then its base manifold is geodesically complete. If additionally the submersion is horizontally regular and has totally geodesic fibers, then it is the projection of a bundle associated with a principal fiber bundle whose structure group is the Lie group of isometries of the fiber.

**Proof** First recall that the isometries of a Finsler manifold form a Lie group (see [8] for further details).

For completeness, observe that each geodesic arc is extended by the projection of the extension of its horizontal lift. For the second part of the theorem, fix a point $\tilde{p}$ in the base manifold $\mathscr{B}$ and denote by $F$ its submersion fiber at some point $\tilde{p}$, namely, $F = \mathcal{F}_{\tilde{p}}$. Let us furthermore denote by $G$ the Lie group of isometries of $F$, by $G_{\tilde{q}}$ the set of isometries from $F$ to $\sigma^{-1}(\tilde{q})$, and by $E$ their union. Note how $G$ acts (diffeomorphically) and freely on $E$ as
\[
G \times E \to E
\]
\[
(g, e) \mapsto e \circ g.
\]
Let us show that $E$ is a fiber bundle over $\mathscr{B}$ for the map $\mu : E \to \mathscr{B}$ sending each $G_{\tilde{q}}$ onto $\tilde{q}$, with structure group $G$, equipped with the differentiable structure obtained as follows.

For the choice of a point $\tilde{q}_i$ in each set of some open covering of $\mathscr{B}$ by geodesically convex sets $U_i$, and the choice of a smooth path $\tilde{\gamma}_i$ joining $\tilde{p}$ to $\tilde{q}_i$, there exists, at each point $\tilde{q}$ and for each $U_i$ that contains it, a unique geodesic arc $\tilde{\gamma}_{i, \tilde{q}}$ from $\tilde{q}_i$ to $\tilde{q}$. By the previous proposition, both $\tilde{\gamma}_i$ and $\tilde{\gamma}_{i, \tilde{q}}$ induce an isometry between the corresponding submersion
fibers, respectively $F_{\tilde{y}_i}$ and $F_{\tilde{y}_{i,\tilde{q}}}$. Let us define a local section $e_i$ on each $U_i \ni \tilde{q}$ as the unique isometry

$$e_i(\tilde{q}) = F_{\tilde{y}_i,\tilde{q}} \circ F_{\tilde{y}_i} \in G_{\tilde{q}}.$$  

When $U_i \cap U_j \ni \tilde{q}$, we can define the transition functions

$$g_{ij}(\tilde{q}) = e_{j,\tilde{q}}^{-1} \circ e_i(\tilde{q}) \in G,$$

satisfying

$$e_i(\tilde{q}) = e_j(\tilde{q}) \circ g_{ij}(\tilde{q})$$

and the cocycle condition with respect to the group action

$$g_{ik}(\tilde{q}) = g_{jk}(\tilde{q}) \circ g_{ij}(\tilde{q}).$$

By the fiber bundle construction theorem, $E$ is a fiber bundle over $\mathcal{B}$ for the map $\mu$. Denote by $E'$ the quotient of $E \times F$ by the (diffeomorphic) action

$$G \times E \times F \to E \times F \quad (g, (e, p)) \mapsto (e \circ g, g^{-1}(p)).$$

By the definition of the action, the map

$$E \times F \to \mathcal{B} \quad (e, p) \mapsto \mu(e)$$

is identically equal to $\tilde{q}$ on the whole equivalence class of $(e, p)$ in $E'$, and induces a well-defined projection $\mu': E' \to \mathcal{B}$, defining a fiber bundle associated with the principal fiber bundle $\mu: E \to \mathcal{B}$. Let us now show that the submersion coincides with this associated fiber bundle. Indeed, the action on $E \times F$ is free, by freedom of the action of $G$ on $E$ and proper, because the action of $G$ on $F$ is proper (recall that the isometries of a Finsler manifold is a closed subgroup of the isometries of the Riemannian metric obtained by averaging [27]). The quotient $E'$ of $E \times F$ by the free and proper action of $G$ is a manifold by the quotient manifold theorem (see [22, Th. 7.10]). Finally, the map

$$\phi : E \times F \to \mathcal{M}$$

defined as $\phi(e, p) = e(p)$ induces a map $\phi'$ from the quotient $E'$, which is in fact a diffeomorphism and maps fibers of $\mu'$ to fibers of $\sigma$. To check that $\phi'$ is surjective observe that fixing $e \in E$, $\phi'(e, \cdot)$ maps $F$ to a fiber of $\mathcal{M}$ diffeomorphically. Moreover, if $\phi(e, p) = \phi(e', p')$, then $e^{-1} \circ e' \in G$ and $(e, p)$ and $(e', p')$ are representatives of the same class under the action of $G$. \hfill \Box
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