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Abstract—Utility-driven itemset mining is widely applied in many real-world scenarios. However, most algorithms do not work for itemsets with negative utilities. Several efficient algorithms for high-utility itemset (HUI) mining with negative utilities have been proposed. These algorithms can find complete HUIs with or without negative utilities. However, the major problem with these algorithms is how to select an appropriate minimum utility ($\text{minUtil}$) threshold. To address this issue, some efficient algorithms for extracting top-$k$ HUIs have been proposed, where parameter $k$ is the quantity of HUIs to be discovered. However, all of these algorithms can solve only one part of the above problem. In this paper, we present a method for TOP-$i$: high-utility Itemset disCovering (TOPIC) with positive and negative utility values, which utilizes the advantages of the above algorithms. TOPIC adopts transaction merging and database projection techniques to reduce the database scanning cost, and utilizes $\text{minUtil}$ threshold raising strategies. It also uses an array-based utility technique, which calculates the utility of itemsets and upper bounds in linear time. We conducted extensive experiments on several real and synthetic datasets, and the results showed that TOPIC outperforms state-of-the-art algorithm in terms of runtime, memory costs, and scalability.
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I. INTRODUCTION

Frequent itemset mining (FIM) [1]–[3] has been widely applied in many numerous domains in real-world applications. A classical case of FIM is market basket analysis [4]. The main target of FIM algorithm is to discover itemsets which are frequently represented; the classic example is “Bear and Diapers Theory”. However, simply investigating the frequency of items makes other important factors to be ignored, for example, the quantity of goods that customers purchase or the profit of goods on sale. In FIM [1], [2], all items/objects are assumed to be the same quantity. For example, if a customer buys a loaf or ten loaves of bread in a store, the two items are regarded as the same quantity in FIM. Moreover, if a customer buys a luxury diamond or a cheap loaf, both goods are also regarded as having the same profit. Obviously, this case does not occur in real life as retailers and managers always focus on finding itemsets that will yield more profits. To address these issues, utility-driven itemset mining, also called high-utility itemset mining (HUIM) [5], has attracted considerable attention.

Utility-driven itemset mining [5]–[13] proposes a new concept called utility (i.e., importance or interest). It considers the quantity of items and their weight value (e.g., unit profit or price). Therefore, it plays a pivotal role in data mining. An itemset is called a high-utility itemset (HUI) if it has a higher utility value than the user-specified minimum utility ($\text{minUtil}$) threshold. Utility-driven mining has been widely applied in many practical applications, including user behavior analysis [14], website click-stream analysis [13], and cross-marketing analysis [16]. Compared with FIM algorithms, HUI mining is widely recognized as being more complicated. This is because frequency has the anti-monotonic property, which means that the superset of infrequent itemsets must be infrequent [1]. In contrast, utility is neither monotonic nor anti-monotonic, and it cannot cut off all non-HUIs and reduce the search space during the mining procedure. To address this limitation, Liu et al. [6] proposed an overestimation method based on the concept of transaction-weighted utilization ($\text{TWU}$), which has the downward closure property (anti-monotonic). Subsequently, several HUIM algorithms have adopted the $\text{TWU}$-based technique; however, all of them suffer from numerous candidate generations, itemset joining operations, and multiple database scanning. To solve these limitations, scholars have designed tree-based algorithms [7]–[9], [17], [18] for HUIM. Although tree-based algorithms can mine HUIs without generating many candidates, they need to scan databases more than once and generate numerous conditional sub-trees. All the aforementioned algorithms are categorized as two-phase model algorithms, and their typical feature is that the calculation process of HUIs is divided into two phases: 1) Generate a large number of candidates (or utility-based pattern tree) and 2) Select real high-utility itemsets from a small candidate set.

The above algorithms obviously require a lot of running time and memory because they generate too many candidate itemsets and require multiple database scans. To overcome these limitations, utility-list based algorithms such as HUI-Miner [12], HUP-Miner [19], HMines [20], and FHM [21] have been proposed. All these algorithms can discover HUIs by constructing an utility-list structure by scanning the database only once and recursively mining HUIs in the memory. Utility-list is a vertical representation of a database, and it stores the key information of itemsets. However, all the previously discussed algorithms may calculate itemsets that do not appear in the database. To solve this limitation, a typical
horizontal database projection-based algorithm called EFIM [22] was proposed. EFIM absorbs some outstanding ideas from d2HUP [23] in that it first proposes a reverse set enumeration tree. Afterward, it modifies the utility upper bounds and uses several pruning strategies to improve the performance. Although much work has been done on HUI mining, some scenarios exist in the real world in which retailers attract customers with promotions or discount tickets, that may cause some items bring negative utility values (i.e., profit) [24]. In previous algorithms, the utility of HUIs absolutely decreases when considering negative utility items, and the reason is discussed in [25]. The FHN algorithm [26] addresses this problem from the perspective of the utility list [12]. EHIN [10] calculates HUIs by dividing the items into positive and negative utility items. After obtaining a positive HUI, EHIN tries to add negative utility items and checks whether the extended itemset is still a HUI.

One of the key limitations in HUIM domain is the suitability of minUtil threshold, while users generally do not know how much they should set. Thus, specifying the minUtil threshold is a key task, and it is very challenging because it directly affects the results and performance of a HUIM algorithm. In a study by Wu et al. [27], they demonstrated that a small change in the minUtil threshold will get completely different execution time results. On the one hand, if we set the minUtil too low, we will obtain numerous HUIs and excessive amounts of time and memory may be wasted [28]. On the other hand, if we set the minUtil threshold too high, we will discover few HUIs so that most interesting patterns will be lost. To find an appropriate threshold, users often have to test the algorithm repeatedly, which is a trial-and-error approach. To overcome this drawback, top-k HUI mining was proposed [27], [29]–[31]. In top-k HUIM, set $k$ is used instead of threshold, where $k$ indicates that the user desires the quantity of HUIs. Although top-$k$ pattern mining is practicable, it is more difficult to adopt than minUtil threshold for finding complete HUIs. The key point is that top-$k$ pattern mining algorithm needs to store potential top-$k$ patterns in the memory anytime, and it requires minUtil to be automatically raised when finding HUIs.

In our literature survey, a state-of-the-art algorithm called TopHUI [31] was used to mine top-$k$ HUIs with or without negative utility values; however, it suffers from mining performance bottleneck such as long execution time and high memory cost. In this paper, we propose an efficient method called TOP-$k$ high-utility Itemset disCovering (TOPIC) with positive and negative utility values to efficiently solve all the above challenges. The novel contributions of TOPIC are that it can effectively discover the exact top-$k$ HUIs with negative utility values in a large database. The main contributions of this study are as follows:

- The novel algorithm adopts database-projection and transaction-merging techniques to reduce run time and memory consumption while processing.
- One of the key challenges is calculating the utility of HUIs without generating numerous candidates. Hence, we adopted an efficient array-based utility-counting technique to obtain the TWU and upper bounds of itemsets in linear time.
- To store the top-k HUIs, we used a priority queue, and employed the minUtil threshold-raising strategy for minUtil efficiently and automatically increase.
- Extensive experimental evaluations were conducted on both real and synthetic datasets to evaluate the proposed algorithm. We also compared the performance of TOPIC and TopHUI. The results show that our algorithm is efficient in terms of both run time and memory consumption.

Additionally, it is superior to TopHUI for dense datasets.

The remainder of this paper is organized as follows: In Section I related works on traditional utility mining and top-k domains are introduced. In Section II some basic preliminaries and the problem statement of top-k HUI mining are introduced. Furthermore, a novel TOPIC algorithm is proposed in Section IV. The experimental results are presented in Section V and conclusion and future work are presented in Section VI.

II. RELATED WORK

In this section, we briefly review some studies about high-utility (positive and negative) itemset mining and top-k high-utility itemset mining.

A. High-Utility Itemset Mining

Since the first HUI algorithm called Two-Phase [6] was proposed, researchers have conducted many studies on HUIM algorithms, including UMining [32], IHUP [17], BAHUI [33], and HUI-Miner [12]. All HUIM algorithms can be classified into two-phase and single-phase model algorithms. The biggest difference between these two types of algorithms depends on whether they generate numerous candidate itemsets. The Two-Phase algorithm prunes the search space uses TWU concept. Similar to FIM, it has the downward closure property, in which the superset of an itemset cannot be a HUI if its TWU is less than the minUtil threshold. There are two shortcomings of the two-phase model algorithm: 1) it produces numerous candidates; 2) it calculates HUIs by scanning the dataset at least twice. Meanwhile, IHUP [17] solves these limitations by constructing a search tree only scan dataset once, and it reduces the number of candidates generated; thus, it performs better than the two-phase model algorithms. However, the upper bound of the IHUP is not sufficiently accurate, and many unpromising supersets are produced because of the overestimated HUIs. Tseng et al. [7] designed an influential tree-based algorithm called UP-Growth to maintain the information of items to mine HUIs.

In the HUIM domain, the HUI-Miner algorithm [12] is a breakthrough work, and it is a single-phase model algorithm. Compared with two-phase model algorithms, the single-phase model algorithm calculates HUIs while generating candidates. HUI-Miner through a new list structure called utility-list, a pair of utility-lists of length $l$ intersect to obtain a utility-list of length $l$. It successfully avoids the problem of numerous candidates because of the remaining utility [12]. The highlight of HUI-Miner is that it uses utility-list to calculate HUIs in the memory instead of scanning the dataset multiple times.
Meanwhile, Zida et al. [22] proposed the EFIM algorithm, which has a higher accuracy than the TWU-based pruning algorithm (two new upper bounds: local utility and revised sub-tree utility). They designed two new techniques high-utility database projection and high-utility transaction merging to improve the efficiency of dataset scanning. Additionally, several HUIM algorithms have been extensively studied to extend the effectiveness of HUIM, such as incremental HUIM [34], concise representation-based HUIM [35, 36], top-k HUIM [27, 30, 37]. HUIM from uncertain data [38, 39], and so on [40]. More details on utility-oriented pattern mining can be obtained from Gan et al. [5]. Although much work has already been done in this data mining field, few studies considered negative utility items.

B. High-Utility Itemset Mining with Negative Utilities

HUINV-Mine [25] is the first level-wise algorithm to explore negative effects in the HUI domain. It is a two-phase model mining algorithm, and it adopts a relatively rough method to solve the negative items problem by pruning itemsets that comprise only negative utility items. However, it does not propose an excellent method for dealing with negative utility items. Meanwhile, UP-GNIV [13] is based on set enumeration tree-based concept and does not generate candidates. It is a modification of UP-Growth algorithm [7], and it is used to find interesting patterns that include negative utilities of items. The performance of UP-GNIV is better than that of HUINVMine. Furthermore, Lin et al. [26] proposed FHN (modified from FHM [21]), a utility-list-based mining algorithm, to solve the problems of tree-based algorithms that find long itemsets by recursively searching shorter itemsets. FHN discovers HUIs from a set of transactions in a vertical data format, whereas level-wise and tree-based algorithms use a horizontal data format. The most interesting highlight is the construction of the PNU-list, which is a tuple $(t_{\text{id}}, p_{\text{util}}, n_{\text{util}}, r_{\text{put}})$ [26]. It also utilizes the EUCS structure [21], EUP strategy [21], and LA-Prune strategy [19] to discover HUIs more efficiently. Inspired by the idea of the PNU-list, the EHIN algorithm [19] separately lists negative utility items and tries to add negative utility items after calculating positive HUIs. Afterward, it checks whether they are still HUIs. Gan et al. [41] then proposed a novel algorithm that can discover HUIs with negative utility values from an uncertain dataset. The algorithm constructs a probability utility-list with a positive-and-negative utility (PU±-list) structure to maintain positive and negative utility items. However, a question that is the biggest limitation of utility-driven pattern mining algorithms arises: how do we appropriately set the minimum utility threshold?

C. Top-k High-Utility Itemset Mining

As previously mentioned, Wu et al. [42] demonstrated that a slight difference in the minUtil threshold can lead to a significance difference in the number of candidates generated. In top-k HUIM, the parameter $k$ replaces the minUtil threshold. Until now, most top-k HUIM algorithms have been based on modifications of previous positive HUIM algorithms [27, 29]. TKU [27] is an extension of the UP-Growth algorithm with some efficient threshold-raising strategies, and it is also the first top-k HUI mining algorithm. Moreover, REPT [30] stores item information through a pre-evaluation matrix in descending order.

Meanwhile, some researchers on top-k HUIM have sought more efficient methods by adopting single-phase model. The TKO [27] algorithm utilizes the idea of HUI-Miner, and it uses a structure called PE-matrix to increase minUtil. Moreover, it adopts the DGU pruning strategy to remove inefficient items during dataset scanning. KHMC [29] is an extension of FHM. By employing three effectively threshold-raising strategies (RIU, CUD, COV), the COV strategy not only prunes the search space in HUI mining but also raises the minUtil threshold and optimizes the EUCS structure by using Hash-Map to construct a new EUCST structure. Additionally, KHMC designs a new co-occurrence pruning technique called EUCP to address the problem of joining operation costs when calculating the utilities of itemsets HUI-Miner does. KHMC performs better than the TKO and REPT algorithms for top-k HUI mining in terms of memory consumption and execution time. Recently, Gan et al. [31] proposed a top-k HUI algorithm called TopHUI, which is the first can work in a transaction database comprising various types of itemsets with positive and negative utilities. It is an extension of THUI [28]. However, TopHUI adopts the PNU-list and thus carries on limitations of FHN [25], as discussed above.

Although there are many studies on HUI mining or top-k HUI mining, few of them focus on how to discover top-k high-utility (positive or negative) itemsets. This study addresses this gap by mining top-k high-utility itemsets with negative utilities. The proposed algorithm adopts novel search-space pruning strategies to effectively find the correct top-k HUIs.

III. PRELIMINARIES AND PROBLEM DEFINITION

In this section, we present some properties and definitions adopted in the TOPIC algorithm. Most of them were introduced by Liu and Qu [12], Zida et al. [22], Singh et al. [10], and Li et al. [43].

A. Basic Definitions

Definition 3.1: (Transaction database) Let $I = \{I_1, I_2, \ldots, I_m\}$ be a set of distinct items which may be positive or negative. An itemset is defined as a set $X \subseteq I$. $D = \{T_1, T_2, \ldots, T_n\}$ is a transaction database, where each transaction $T_j \in D$ has a unique identifier $j$ called its TID (transaction ID) and $n$ is the number of transactions in $D$. Table 1 lists the sample database.

| Tid | Transaction (item, quantity) |
|-----|-----------------------------|
| T1  | $(A,1) (D,2) (E,1)$         |
| T2  | $(B,1) (C,2) (D,6)$         |
| T3  | $(A,3) (D,5)$               |
| T4  | $(A,1) (E,1)$               |
| T5  | $(B,1) (C,2) (D,6)$         |
| T6  | $(B,1) (C,1) (E,2)$         |
**Definition 3.2:** (Internal utility and external utility) Let $x$ be an item. $IU(x, T_j)$ is specified as an internal utility (e.g., purchase quantity of $x$), and $EU(x)$ is specified as an external utility (e.g., unit profit) of $x$. $EU(x)$ represents the relative importance of $x$ to users. Table II lists the external utility of each item.

| Item | A | B | C | D | E |
|------|---|---|---|---|---|
| External utility | $5$ | $-3$ | $-2$ | $6$ | $10$ |

**Definition 3.3:** (Utility of an item) The utility of item $x$ in transaction $T_j$ is defined as $U(x, T_j) = IU(x, T_j) \times EU(x)$. This indicates how much profit can be generated by the sale of item $x$ in transaction $T_j$. The utility of item $x$ in $D$ is denoted by $U(x) = \sum_{x \in T \subseteq D} U(x, T_j)$, and it is used to identify the item $x$ that users need. This is a high utility item (HUI).

**Property 3.1:** (Transaction-weighted downward closure property) If the TWU of an itemset $X$ is less than the $\text{minUtil}$ threshold, then $X$ and all its supersets are low-utility itemsets. This property is usually exploited as a key pruning strategy for mining HUIs. Its proof process is given in [6].

**Property 3.2:** (TWU-based pruning strategy) From the above properties and definitions, it can be inferred that if the TWU value of $X$ is less than the user-specified ($\text{minUtil}$) threshold ($\text{TWU}(X) < \text{minUtil}$), then this itemset and its supersets are low-utility itemsets. Subsequently, we can remove them from the search space.

**Definition 3.8:** (Transaction-weighted utilization) The transaction-weighted utilization (TWU) of itemset $X$ in $D$ is a utility upper bound, which refers to the sum of transaction utilities that contain $X$. It is denoted as $\text{TWU}(X)$ and defined as $\text{TWU}(X) = \sum_{X \subseteq T \subseteq D} \text{TU}(T)$. We can compute the real utility of a transaction $T_1$ as $\text{TU}(T_1) = U(A, T_1) + U(D, T_1) + U(E, T_1) = 27$. The computation of the utility of other transactions are given in Table III. By calculating the TWU of item $A$, transactions $T_1$, $T_3$, and $T_4$ contain $A$, as given in Table I. Hence, $\text{TWU}(A) = \text{TU}(T_1) + \text{TU}(T_3) + \text{TU}(T_4) = 27 + 45 + 15 = 87$. Table IV lists the items and their TWU values for the sample transaction database of Table I.

**Table III**

| Tid | $T_1$ | $T_2$ | $T_3$ | $T_4$ | $T_5$ | $T_6$ |
|-----|------|------|------|------|------|------|
| Utility | $27$ | $29$ | $45$ | $15$ | $29$ | $15$ |

**Table IV**

| Item | A | B | C | D | E |
|------|---|---|---|---|---|
| TWU | $87$ | $73$ | $73$ | $130$ | $57$ |

**Table V**

| HTWUI Itemset | Utility |
|---------------|---------|
| $\{A\}$ | $70$ |
| $\{A, D\}$ | $72$ |
| $\{B\}$ | $73$ |
| $\{C\}$ | $73$ |
| $\{D\}$ | $73$ |

**B. Dealing with Negative Utilities**

**Property 3.3:** (Relationship between positive and negative utility itemsets) Given any itemset $X$, the positive utility of $X$ in a transaction or database is defined as $pUtil(X)$, whereas its negative utility is defined as $nUtil(X)$. Therefore, the real utility of an itemset $X$ in a transaction or database is given as $U(x) = pUtil(X) + nUtil(X)$. It can be inferred that $pUtil(X) \geq U(X) \geq nUtil(X)$. [26, 44]

Most HUIM algorithms [6, 10, 12, 21] adopt a TWU-based pruning strategy. TWU not only supports overestimation.
for mining HUIs but is also used to prune the search space. However, TWU cannot be directly applied to items with negative utilities because \{B\}, \{C\} and \{B, C\} are mistaken for HTWUI in Table V. To address this error, Chu et al. \cite{23} first redefined the utility value of a transaction and TWU. We will introduce them in the following.

**Definition 3.10:** (Redefined transaction-weighted utilization \cite{25}) To avoid the challenges that negative utility items bring, the redefined transaction utility is given as \(RTU(T_j)\) for a transaction \(T_j\), considering only the positive external utility. Thus, \(RTU(T_j) = \sum_{x \in T_j \land EU(x) > 0} U(x, T_j)\). The redefined transaction-weighted utilization (RTWU) of an itemset \(X\) is given as \(RTWU(X) = \sum_{X \subseteq T \in D, RTU(T_j)}\).

If \(j = 2\), \(RTU(T_2) = TU(D) = 6 \times 6 = 36\). In particular, the redefined transaction utility of items with negative utility is set as \(0\); hence, we can easily deduce \(RTU(T_3) \geq TU(T_2)\). Assume itemset \(X = \{A\}\), transactions \(T_1, T_3,\) and \(T_4\) should be considered. Thus, \(RTWU(A) = RTU(T_3) + RTU(T_3) + RTU(T_4) = 27 + 45+ 15 = 87\). Table VI lists the corresponding RTWU of the items.

| Item | \(A\) | \(B\) | \(C\) | \(D\) | \(E\) |
|------|------|------|------|------|------|
| \(RTWU\) | 87   | 92   | 92   | 144  | 62   |

**Property 3.4:** (RTWU-based pruning strategy) For an itemset \(X\), if \(RTWU(X) < minUtil\), then \(X\) is not a HUI and all supersets of \(X\) are low-utility itemsets. The details of the proof can be found in \cite{26}.

**Definition 3.11:** (Potential top-\(k\) high-utility itemset) An itemset is regarded as a potential top-\(k\) high-utility itemset (PKHUI) if its estimated utility value (i.e., TWU) is higher than the current \(minUtil\) threshold. In other words, if the TWU of this item is higher than the utility of the \(k\)-th itemset, it may be referred to as a top-\(k\) HUI, and the contents of the top-\(k\) HUIs will be adjusted.

**Definition 3.12:** (Top-\(k\) high-utility itemset) An itemset \(X\) is called a top-\(k\) HUI if there is a list only \(k\)-1 itemsets which utility values are higher than \(U(X)\), and \(X\) is the \(k\)-th highest utility itemset in this list. In particular, \(k\) is a user-specified parameter.

Given an itemset \(\alpha\), some items that can be added to \(\alpha\) are defined as \(E(\alpha) = \{z \mid z \in I \land z \succ x, \forall x \in \alpha\}\) \cite{22} (the symbol “\(\succ\)” will be explained in the next section). If \(k = 5\), the top five highest utility itemsets containing negative utility items in the sample database are displayed in Table VII and the final \(minUtil\) threshold is \(58\).

| Itemset | Utility |
|---------|---------|
| \{D\}  | 144     |
| \{B, D\} | 66     |
| \{C, D\} | 64     |
| \{A, D\} | 62     |
| \{B, C, D\} | 58     |

**IV. THE TOPIC ALGORITHM**

In this section, we present the TOPIC algorithm for mining top-\(k\) HUIs with negative utility values. In Subsection IV-B, two efficient database scanning techniques are utilized, namely: database projection and transaction merging. In Subsection IV-C, we explain how to calculate the upper bounds (redefined sub-tree utility and redefined local utility) using utility array (UA). In Subsection IV-D, we propose an efficient and automatic \(minUtil\) threshold-raising strategy. In Subsection IV-E, we present the pseudo-code of the TOPIC algorithm and describe it in detail.

**A. Upper Bounds on Utilities for Pruning Search Space**

**Definition 4.1:** (Extension of an itemset \cite{22}) If an itemset \(\alpha\) can be extended into itemset \(Y = \alpha \cup \{X\}\), where \(X \notin 2E(\alpha)\), and \(X\) should not be empty. Similarly, if \(\alpha\) can be extended with a single itemset \(\{z\}\) that contains only one item, \(Y = \alpha \cup \{z\}\), where \(z \in E(\alpha)\).

**Definition 4.2:** (Extension of a negative itemset \cite{10}) Itemset \(\alpha\) can be extended to itemset \(Y = \alpha \cup \{X\}\), where \(X\) is a set of items with negative utility.

The quantity of transactions contains itemset \(\alpha \cup \{X\}\) is less or equal than the number of transactions contains itemset \(\alpha\). \(\alpha\) that extends with positive utility items may be higher or equal to or lower than \(U(\alpha)\). However, when \(\alpha\) is extended with a negative utility item \{X\}, it must be lower than \(U(\alpha)\). Furthermore, if \(U(\alpha) \geq minUtil\), then we can try to add \(\{X\}\) to \(\alpha\). If \(U(\alpha \cup \{X\})\) is still higher than or equal to \(minUtil\), then \(\alpha \cup \{X\}\) is a HUI. We can know that if \(\alpha = \{A\}\), then in transaction \(T_1, E(\alpha) = \{D, E\}\) from Table I. And extensions of \(\alpha\) in lexicographical order are \{A, D\}, \{A, E\} and \{A, D, E\}. \cite{10} introduces this rationale and proof.

We set \(\succ\) as the total order of items. Our novel algorithm is updated based on the EFIM algorithm, and it explores the search space by using a depth-first search starting from the root (which is an empty set). To make any itemset \(\alpha\) become larger, TOPIC recursively appends item \(x_i\) to \(\alpha\) individually through the \(\succ\) order. If we only consider the positive items, the \(\succ\) order is sorted by increasing \(TU\) \cite{12, 27}. However, in order to efficiently use the projection technique during the database scanning, each item and original transaction are sorted according to the \(\succ\) total order. Moreover, items are sorted by the RTWU-ascending order. If the \(RTWU\) of the items are equal, then the \(\succ\) total order follows the lexicographical order. Particularly, negative items always follow positive items in the sorting rule. Afterward, pseudo-projection is performed in each projection; in other words, each projected transaction is represented by an offset pointer on the corresponding original transaction \cite{10, 22}.

Note that \(pUtil(X) \geq U(X) \geq nUtil(X)\). Inspired by previous studies \cite{10, 26, 44}, we only take \(pUtil(X)\) into account and ignore all items with negative external utility. With this overstatement, then we adopt the following upper-bound concepts in our novel top-\(k\) utility mining algorithm.

**Definition 4.3:** (Redefined local utility and redefined sub-tree utility) The redefined local utility (RLU) of item \(x\) with respect to an itemset \(\alpha\) that may contain both
positive and negative utilities is defined as $RLU(\alpha, x) = \sum_{(\alpha \cup \{x\}) \subseteq T \subseteq D} [U(\alpha, T) + RU(\alpha, T)]$, subject to $EU(x) > 0$. The redefined sub-tree utility (RSU) of item $x$ with respect to itemset $\alpha$ (the addition of $x$ to $\alpha$ follows the depth-first search of the sub-tree) is defined as follows: $RSU(\alpha, x) = \sum_{(\alpha \cup \{x\}) \subseteq T \subseteq D} [U(\alpha, T) + U(x, T)] + \sum_{i \in T \land x \in E(\alpha,x)} U(i, T_i)$, subject to $EU(x) > 0$.

Note that the original concepts of local utility and sub-tree utility are defined in EIFM [22]. For example, if $\alpha = \{A\}$, then $RLU(A, D) = (U(\{A\}, T_1) + RU(\{A\}, T_2)) + (U(\{A\}, T_3) + RU(\{A\}, T_4)) = 15 + 15 = 30$. If $\alpha = \{A\}$, then $RLU(A, D) = (U(A, T_1) + U(D, T_1) + 0) + (U(A, T_2) + U(D, T_2) + 0) = 17 + 45 = 62$. Obviously, the negative utility items are not computed here.

**Property 4.1:** (Redefined local utility-based overestimation) Given an item $x$ and an itemset $\alpha$, where $x \in E(\alpha)$, and $x$ is an extension of $\alpha$, then $x \in X$ ($X$ is a sub-itemset in $E(\alpha)$). Therefore, $RLU(\alpha, x) \geq U(X)$ always holds. Furthermore, if $RLU(\alpha, x) < \text{minUtil}$, then the item $x$ and all extensions of $\alpha$ containing item $x$ have low utility in a sub-tree. Thus, $x$ and its supersets can be pruned to explore all sub-trees of $\alpha$.

**Property 4.2:** (Redefined sub-tree utility-based overestimation) Given an item $x$ and an itemset $\alpha$, where $\forall x \in E(\alpha)$, and $x$ can be an extension of $\alpha$, then $x \in X$ ($X$ is a sub-itemset belongs to $E(\alpha)$). Therefore, $RSU(\alpha, x) \geq U(X)$ always holds, when dealing with the database which may contain both positive and negative utilities. Furthermore, if $RSU(\alpha, x) < \text{minUtil}$, then $x$ and all extensions of $\alpha$ that contain $x$ have low utility in the sub-tree. Thus, $x$ and its supersets can be pruned while exploring all sub-trees of $\alpha$.

The indirect proof of the above two properties are demonstrated in EIFM [22]. It explains why the upper bound $RLU$ is tighter than $TU$. It shows that $RSU$ and $RU$ are mathematical equivalents. The major difference is their calculation methods are depth-first searching and child itemsets, respectively. Hence, $RU$ cuts off the whole sub-tree of $\alpha$, including nodes $x$, and $RU$ prunes only the descendants of $\alpha$. Therefore, we utilized the $RSU$ upper bound rather than the $RU$ upper bound to prune the search space. Subsequently, we categorized itemset $\alpha$ into primary ($\alpha^p$) and secondary ($\alpha^s$).

**Definition 4.4:** (Primary and secondary sets [22]) For an itemset $\alpha$ in a given database, the primary items of $\alpha$ are given as $\alpha^p = \{x | x \in E(\alpha) \land RSU(\alpha, x) \geq \text{minUtil}\}$, and the secondary items of $\alpha$ are given as $\alpha^s = \{x | x \in E(\alpha) \land RLU(\alpha, x) \geq \text{minUtil}\}$. Because $RLU(\alpha, x) \geq RSU(\alpha, x)$, $\alpha^p \subseteq \alpha^s$. $\alpha^s$ indicates items that are extensible, as all items can combine with another distinct item to form an itemset. This means that extendable items and all items in $\alpha$ can be extended by other elements of $E(\alpha)$. In addition, $\alpha^p$ indicates items that are searchable, and each item of this set can be an extension element to expand $\alpha^s$ items.

In particular, the $RSU$ upper bound cannot be directly applied in vertical algorithms such as HUI-Miner, FHM, and FHN because once the utility list is established, these algorithms do not need to perform database scanning again.

**B. Scanning Using Projection and Merging**

**Database scanning using projection technique.** This novel algorithm utilizes a database projection technique to reduce the memory consumption and speed up the run time. When an itemset $\alpha$ is considered when depth-first searching and scanning the transactions of database $D$ to calculate the utility of itemsets within the sub-tree of itemset $\alpha$, those items that do not belong to the $\alpha$ extension are pruned. Database without these items (which is pruned) is called projected database [21], [22], [26].

**Definition 4.5:** (Projected transaction and projected database [22]) For an itemset $\alpha$, the projected transaction $T_j$ is defined as $\alpha-T_j = \{x | x \in T_j \land x \in E(\alpha)\}$. The projected database $D$ is defined as $\alpha-D = \{\alpha-T_j | T_j \in D \land \alpha-T_j \neq \emptyset\}$. As given in Table I, if an itemset $\alpha = \{A\}$, then the projected database $\alpha-T_1 = \{D, E\}$, $\alpha-T_3 = \{D\}$, and $\alpha-T_4 = \{E\}$. $\alpha-D$ contains these transactions.

**Database scanning using merging technique.** Our novel algorithm also utilizes the transaction-merging technique to reduce the database scanning cost. After the database is projected, some identical transactions (which may contain the same items but do not have the same internal utility values) or empty transactions may exist. Merging technique is used to replace these identical transactions with a single transaction [11], [22]. If $T_i$ is identical to $T_j$, it represents two transactions containing the same items. However, they may not have the same internal utility (purchase quantity) for each item.

**Definition 4.6:** (Transaction merging [19]) In a database $D$, several identical transactions such as $T_{j1}, T_{j2}, \ldots, T_{jn}$ are replaced by a new transaction $TM = T_{j1} = T_{j2} = \ldots = T_{jn}$. The quantity of each item $x$ in these identical transactions is $IU(x,TM) = \sum_{1 \leq j \leq n} IU(x,T_j)$. For instance, we can observe from Table I that transactions $T_2$ and $T_3$ are identical. After merging the transactions, a new transaction $T_{25} = T_{j1} = T_{j2} = \ldots = T_{jn}$ is obtained, where $IU(B,T_{25}) = 2$, $IU(C,T_{25}) = 4$, and $IU(D,T_{25}) = 12$.

**Definition 4.7:** (Projected transaction merging [22]) If there are several identical projected transactions such as $T_{j1}, T_{j2}, \ldots, T_{jn}$, they are replaced by a new transaction $TM = T_{j1} = T_{j2} = \ldots = T_{jn}$ in database $\alpha-D$. The internal utility of each item $x \in T_M$ is defined as $IU(x,T_M) = \sum_{1 \leq j \leq n} IU(x,T_j)$. For example, if an itemset $\alpha = \{A\}$, then the projected database $\alpha-D$ contains transactions $\alpha-T_1 = \{D, E\}$, $\alpha-T_2 = \emptyset$, $\alpha-T_3 = \{D\}$, $\alpha-T_4 = \{E\}$, $\alpha-T_5 = \emptyset$, and $\alpha-T_6 = \emptyset$. Thus, transactions $\alpha-T_2, \alpha-T_5$, and $\alpha-T_6$ can be replaced by a new transaction $T_{256} = \emptyset$.

When identifying identical transactions, a naive method is used to compare each transaction, which is inefficient. To make the transaction merging technique more efficient, we adopt a new total order $\succ_T$ on the transactions in the database before merging [11], [22].

**Definition 4.8:** (Total order on transactions [22]) The $\succ_T$ order is defined as the lexicographical order when reading all transactions from back to front. Further details about $\succ_T$ follow the EFIM algorithm [22].

If there are three transactions $T_x = \{a, b, c\}$, $T_y = \{a, b, e\}$, and $T_z = \{a, b\}$, then $T_y \succ_T T_x \succ_T T_z$. 
Property 4.3: (Transaction order in \( \succ_T \)-sorted database \([22]\)) If there is an itemset \( \alpha \) and \( \succ_T \)-sorted database \( D \), identical transactions appear consecutively in the projected database \( \alpha \cdot D \).

Proof: First, while reading the transactions backward, all of them are sorted in lexicographical order. Second, projections always prune the lowest items of a transaction in lexicographical order. For more details and analysis, refer to Ref. \([22]\).

C. Calculation of Upper Bounds using Utility Array

Novel upper bounds are vital for pruning the search space. After searching the utility itemset mining literature, we utilize an array-based structure called \( UA \).

Definition 4.9: (Utility array \([22]\)) In a database \( D \), there is a set of items \( I \). The array element for an item \( x \) in the array is given as \( UA[x] \). Each element stores the utility value of the item \( x \), and \( UA \) has a length of \( |I| \).

Calculate \( RUU(\alpha) \) using \( UA \). First, \( UA \) is initialized by filling all the elements with 0. Second, \( UA[x] = UA[x] + U(\alpha, T_j) + RU(\alpha, T_j) \), where \( x \in T_j \cap E(\alpha) \land \forall T_j \subseteq D \). After database scanning, \( \forall x \in E(\alpha), UA[x] = RUU(\alpha, x) \), which gives the local utility of all positive itemsets.

Calculate \( RSU(\alpha) \) using \( UA \). First, \( UA \) is initialized by filling all the elements with 0. Second, \( UA[x] = UA[x] + \sum_{I \in T_j \land E(\alpha,x)} U(I, T_j) + U(\alpha, T_j) + U(x, T_j) \), where item \( x \in T_j \cap E(\alpha) \land \forall T_j \subseteq D \). After database scanning, \( \forall x \in E(\alpha), UA[x] = RSU(\alpha, x) \).

According to the UA technique, we can obtain the upper bounds of utility in linear time. For more details and comparisons, refer to \([10]\).

D. Threshold Raising Strategy

A key method is to automatically increase the \( (\minUtil) \) threshold, and our new algorithm sets the \( \minUtil \) threshold value to 1 at the beginning. The TopHUI algorithm \([31]\) proposes that the threshold should be raised based on the RTU (raising threshold based on transaction utilities) strategy. The REPT \([30]\) introduces a real item utilities (RIU) threshold raising strategy. TOPIC also utilizes it to increase the \( \minUtil \). Other \( \minUtil \) raising strategies and their detailed discussion are given in \([31]\).

Algorithm 1 RIU strategy

Input: top-\( k \) list: a list of utility values for all items, \( k \): the desired number of HUIs.

Output: \( \minUtil \).

1: sort top-\( k \) list by descending order;
2: if \(|\) top-\( k \) list \(| \geq k \) then
3: set the \( k \)-th highest value as a new current \( \minUtil \);
4: end if
5: return \( \minUtil \)

Here, we provide a brief introduction of Algorithm1. After calculating \( \sum_{T_j \in D} U(x, T_j) \) for all the items, it is added to the top-\( k \) list as an input parameter. The subscript \( k \) indicates that the user specifies the number of HUIs they need. Afterward, all elements in the top-\( k \) list are sorted in descending order. This operation will help us obtain the \( k \) highest utility for convenience (Line 1). If the length of the top-\( k \) list is higher than \( k \), then the current \( \minUtil \) is raised to the \( k \)-th highest value (Lines 2–4). Finally, we obtain a new \( \minUtil \) as the output (Line 5).

E. The TOPIC Algorithm

The proposed algorithm TOPIC (Algorithm2) adopts some new techniques mentioned in the previous sections. It mainly takes a transaction database and a user-specific parameter \( k \) as input parameters and returns the top-\( k \) HUIs. In Lines 1–4 of the algorithm, the empty itemsets are separately initialized as \( \alpha \). \( \rho \) stores a set of positive and negative utility items in the database as \( \eta \), and the minimum utility threshold value is 1. In Line 5, a \( k \) priority queue is created to maintain a “candidate” \( \minUtil \) to raise the \( \minUtil \). In Line 6, the real utility values of all items \( z \in I \) is computed and a list \( RIU \) is used to store these values. Subsequently, the threshold-raising utility function is called to increase the current \( \minUtil \) threshold (Line 7). Afterward, the \( RUU \) of each item is calculated using an array (Line 8), and it prepares to select items that can be expanded. Items whose \( RUUs \) are higher than the current \( \minUtil \) are then selected to form the \( secondary \) set (Line 9), and the \( secondary \) items are sorted in ascending order of \( RTWU \) (Line 10). Negative utility items are always followed by positive utility items in the algorithm. In Line 11, all low-utility items are removed based on database scanning (\( RTWU \)-based pruning strategy). Afterward, empty transactions are deleted (Line 12) because there may be some transactions that have only items that are already removed in Line 11. Thereafter, the remaining transactions are sorted by \( \succ_T \) using lexicographical order in Line 13. Transaction merging is performed in Line 14, and in Line 15, the remaining transactions are scanned again and a \( UA \) is used to calculate \( RSU(\alpha, z) \), where items \( z \in secondary(\alpha) \). A new set of \( primary(\alpha) \) items is then obtained (Line 16), which will help to prune the search sub-tree. In Line 17, the negative utility items are stored in the global variable because it needs to try to add these items in the HUI to consider whether it would still be a HUI. The search_P procedure is called in Line 18 starting with itemset \( \alpha \) in the depth-first search. Finally, the top-\( k \) high-utility itemsets are returned.

The Algorithm \([3]\) has seven input parameters: \( \alpha \) is the current itemset prepared to be extended (it is initialized as an empty set), \( \eta \) denotes a set of negative utility items, \( \alpha \cdot D \) is the current projected database (it is initially an original database), the \( primary \) set contains primary items of itemset \( \alpha \), the \( secondary \) set contains secondary items of itemset \( \alpha \), \( \minUtil \) represents the raised minimum utility threshold, and \( k \) patterns is a priority queue of \( k \) items. This algorithm recursively calls itself to extend each positive item of \( \alpha \) to constantly find extensions of \( \alpha \). Line 2 starts traversing each item \( z \in primary(\alpha) \), and these are regarded as extensible items. In Line 3, each item \( z \) is combined with \( \alpha \) to form a new itemset \( \beta \). Based on the scanned database \( \alpha \cdot D \), the utility of itemset \( \beta \) is calculated and a new merging and projection
Algorithm 2 Proposed TOPIC algorithm

**Input:** $D$: a database, $k$: the desired number of HUIs.

**Output:** Top-$k$ HUIs with negative utility items.

1. initialize $\alpha \leftarrow \emptyset$;
2. initialize $\rho \leftarrow$ a set of positive utility items;
3. initialize $\eta \leftarrow$ a set of negative utility items;
4. initialize $\text{minUtil} \leftarrow 1$;
5. create a priority queue of size $k$;
6. compute real utility of all items $z \in I$, and store values into list $\text{RLU}$;
7. call $\text{RIU}$(RLU, $k$) to raise the minUtil;
8. scan all transactions, using utility-array to calculate $\text{RLU}$(\alpha, $z$) for all items $z \in \rho$;
9. $\text{Secondary}(\alpha) = \{ z | z \in \rho \land \text{RLU}(\alpha, z) \geq \text{minUtil} \}$;
10. sorted $\text{Secondary}(\alpha)$ by using the total order $\succ$ of RTWU increasing values;
11. scan $D$, remove low utility items $x \notin \text{Secondary}(\alpha)$ from transactions;
12. remove all empty transactions;
13. sort all remaining transactions according to the $\succ_T$ using lexicographical order;
14. assign offset to each transaction in $D$;
15. scan all remaining transactions in $D$, using utility-array to calculate $\text{RSU}(\alpha, z)$ for all items $z \in \text{Secondary}(\alpha)$;
16. calculate $\text{Primary}(\alpha) = \{ z | \text{Secondary}(\alpha) \land \text{RSU}(\alpha, z) \geq \text{minUtil} \}$;
17. store the negative items in global variate;
18. call $\text{search}\_P(\eta, \alpha, D, \text{Primary}(\alpha), \text{Secondary}(\alpha), \text{minUtil}, k$-patterns);
19. return top-$k$ HUIs

Algorithm 3 The search_P procedure

**Input:** $\alpha$: the current itemset, $\eta$: a set of negative items, $\alpha$-$D$: the current projected database, Primary(\alpha): the Primary items of $\alpha$, Secondary(\alpha): the Secondary items of $\alpha$, minUtil: a raised minimum utility threshold, and top-$k$ list: a priority queue of $k$ items.

**Output:** a set of top-$k$ HUIs that are extensions of $\alpha$ with positive utility items.

1: for each item $z \in \text{Primary}(\alpha)$ do
2: $\beta = \alpha \cup \{ z \}$;
3: scan $\alpha$-$D$, calculate $U(\beta)$, and create $\beta$-$D$;
4: if $U(\beta) \geq \text{minUtil}$ then
5: add $\beta$ into top-$k$ list;
6: if $|\text{top-k list}| > k$ then
7: pop the $k$-th values in top-$k$ list;
8: raise current minUtil with the $k$-th value;
9: end if
10: end if
11: if $U(\beta) > \text{minUtil}$ then
12: call $\text{search}\_N(\eta, \beta, \beta$-$D, \text{minUtil})$;
13: end if
14: scan $\beta$-$D$, calculate $\text{RSU}(\beta, z)$, and $\text{RLU}(\beta, z)$ where items $z \in \text{Secondary}(\alpha)$, using two UAs;
15: obtain $\text{Primary}(\beta) = \{ z \in \text{Secondary}(\alpha) | \text{RSU}(\beta, z) \geq \text{minUtil} \}$;
16: obtain $\text{Secondary}(\beta) = \{ z \in \text{Secondary}(\alpha) | \text{RLU}(\beta, z) \geq \text{minUtil} \}$;
17: call $\text{search}\_P(\eta, \beta, \beta$-$D, \text{Primary}(\beta), \text{Secondary}(\beta), \text{minUtil})$;
18: end for

Algorithm 4 The search_N procedure

**Input:** $\eta$: a set of negative items, $\alpha$: the current itemset, $\alpha$-$D$: the current projected database, Primary(\alpha): the Primary items of $\alpha$, Secondary(\alpha): the Secondary items of $\alpha$, minUtil: a raised minimum utility threshold, and top-$k$ list: a priority queue of $k$ items.

**Output:** The set of top-$k$ HUIs that are extensions of $\alpha$ with negative utility items.

1: for each item $z \in \eta$ do
2: $\beta = \alpha \cup \{ z \}$;
3: scan $\alpha$-$D$, calculate $U(\beta)$, and create $\beta$-$D$;
4: if $U(\beta) \geq \text{minUtil}$ then
5: add $\beta$ into top-$k$ list;
6: if $|\text{top-k list}| > k$ then
7: pop the $k$-th values in top-$k$ list;
8: raise current minUtil with the $k$-th value;
9: end if
10: end if
11: if $U(\beta) > \text{minUtil}$ then
12: calculate $\text{RSU}(\beta, z)$ for all items $z \in \eta$ by scanning itemset $\beta$-$D$ once, using the negative utility-array;
13: call $\text{search}\_N(\eta, \beta, \beta$-$D, \text{minUtil})$;
14: end for
Subsequently, the \textit{RLU} and \textit{RSU} are calculated again for all negative utility items and a new primary set is obtained in Lines 11 and 12. Thereafter, the algorithm recursively calls itself until it does not discover all extensions with negative utility items that satisfy the threshold of \textit{minUtil} (Line 13).

V. Performance Evaluation

In this section, we conducted several experiments to demonstrate the effectiveness and efficiency of the proposed TOPIC algorithm. We conducted the experiment on a computer with a 3.0 GHz Intel Core Processor with 16 GB main memory running on Windows 10 Home Edition (64-bit operating system). We used Java language to implement all the algorithms and compared the performance of TOPIC with TopHUI [31]. Most of the existing top-$k$ HUI algorithms do not consider the common real case with negative utility values except TopHUI. To the best of our knowledge, TopHUI is the most efficient algorithm for mining top-$k$ HUIs with negative utilities.

A. Data Description and Experimental Setup

To analyze the proposed algorithm in different situations, we evaluated its performance on several benchmark datasets. All datasets were downloaded from the SPMF data mining library [45]. Table VIII summarizes the detailed characteristics of all the datasets. The \textit{Mushroom} and \textit{Chess} datasets are highly dense in nature. \textit{Chess} is a dense dataset with long transactions and few items. Although \textit{Mushroom} is also a dense dataset, it has moderately long transactions. Additionally, \textit{Retail} is a sparse dataset with large items in each transaction. \textit{Accidents} is a dense dataset and has the highest number of transactions, with each transaction having many items. \textit{T10I4D100K} and \textit{T40I10D100K} are both sparse datasets. \textit{BMSPOS} is a dense dataset that was used to test the scalability of the proposed algorithm. All the experimental results of these benchmark datasets are separately presented in the following sections.

The runtime consumption, memory cost, number of visited candidate itemsets, and scalability are described in subsections V-B, V-C, V-D, and V-E, respectively.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{Dataset} & \textbf{#Trans} & \textbf{#Items} & \textbf{#AvgLen} & \textbf{#Type} \\
\hline
\textit{Mushroom} & 8,142 & 119 & 23.0 & Dense \\
\textit{Chess} & 3,196 & 75 & 37.0 & Dense \\
\textit{Accidents} & 340,183 & 468 & 33.8 & Dense \\
\textit{T10I4D100K} & 100,000 & 942 & 39.6 & Dense \\
\textit{T40I10D100K} & 100,000 & 870 & 10.1 & Sparse \\
\textit{Retail} & 88,162 & 16,470 & 10.3 & Sparse \\
\textit{BMSPOS} & 515,366 & 1,656 & 6.51 & Sparse \\
\hline
\end{tabular}
\caption{Dataset Characteristics}
\end{table}

We tested both TopHUI and TOPIC on all datasets by increasing $k$. The \textit{minUtil} was initialized as 1, and we implemented the TopHUI according to the descriptions provided in this paper. We implemented four versions of TOPIC: one with a transaction merging strategy, one with a sub-tree pruning strategy, one implemented with both merging and sub-tree pruning strategy, and the last one is the base version without these two strategies. These versions were referred to as TOPIC$_{merge}$, TOPIC$_{sub-tree}$, TOPIC, and TOPIC$_{none}$, respectively. All the algorithms were used for the experimental evaluation of the proposed top-$k$ HUI mining method.

B. Experiments on Runtime

First, we evaluated the execution time of the proposed algorithm. Fig. 1 shows the comparison of the runtime of all the algorithms on different datasets with varied $k$ values. In these figures, the TOPIC algorithm performs better than the TopHUI algorithm in many cases. For example, when $k$ is 2000 in the \textit{Mushroom} dataset, TOPIC only requires approximately 2 seconds to complete the mining process, whereas TopHUI requires approximately 6 seconds. On the \textit{Retail} dataset, TopHUI takes too long time to return the result when $k$ is set to 10,000. In all the tested datasets (\textit{Mushroom}, \textit{Chess}, \textit{Retail}, \textit{T10I4D100K}, \textit{Accidents}, \textit{T40I10D100K}), the runtime trend between TOPIC and TopHUI becomes increasingly different as the $k$ values increase. In most datasets, TOPIC usually has a narrower fluctuation margin of the exchange rate.

From Table IX TOPIC performs particularly well on dense and moderately dense datasets. As the parameter $K$ increases, the runtime cost of all the algorithms becomes increasingly higher. Their results in Figure 1 shows TopHUI raises faster, but TOPIC is raising smooth except TOPIC$_{none}$. Generally, TOPIC is approximately one to three orders of magnitude faster than TopHUI. For the \textit{Retail}, \textit{Chess}, \textit{Mushroom} and \textit{T10I4D100K} datasets, TOPIC is up to 3, 20, 4, and 2 times faster than the TopHUI algorithm.

The most important reason why TOPIC has an excellent performance in all the datasets is that it utilizes the \textit{RSU} and \textit{RLU} upper bounds, depending on the projected database. It can prune a larger part of the search space compared to the TopHUI algorithm, which uses different strategies. Therefore, the proposed algorithm uses only a few itemsets to find high utility itemsets. It also utilizes a transaction merging technique to replace some transactions (which have identical items) with one transaction, which significantly reduces the cost of dataset scanning.

C. Experiments on Memory Evaluation

In this subsection, the memory usage of all the tested algorithms is recorded and compared with the varying $K$ parameter. Fig. 2 shows the detailed result, in which TOPIC clearly outperforms TopHUI on all the datasets. For example, in Fig. 2(b), \textit{Chess} dataset reveals that no matter the strategies that TOPIC adopts, TopHUI uses almost eight times more memory than TOPIC to complete data mining. Moreover, in \textit{Chess} datasets, when $K$ is more than 5000, TopHUI cannot obtain the correct result in regular time (approximately 3 h).

Table X shows more details. In \textit{T10I4D100K}, TOPIC uses 3.0, 2.6, 2.9, 3.8, and 3.2 times less memory than TopHUI when the $k$ parameter is 100, 500, 1000, 5000, and 10,000, respectively. The worst case is that TopHUI cannot obtain the correct results when $K$ is 10,000 in all the tested datasets. It is also interesting that TOPIC has the same performance as TOPIC$_{sub-tree}$, and TOPIC$_{merge}$ has the same performance as TOPIC$_{none}$. This is because sub-tree pruning strategy plays...
a vital role. While it iterates the searching space tree, if the \( RTWU \) value of an itemset is less than the current \( \text{minUtil} \), subtree pruning strategy will remove it and its supersets. Because of the basis of the \( RTWU \)-based pruning, if an itemset \( X \) is not a HUI, all supersets of \( X \) would be low-utility itemsets.

Another reason why TOPIC performs quite efficiently is that it adopts a completely different data structure, which does not need to maintain a large amount of information in the memory. It only requires pointers for pseudo-projections to catch the pre-HUIs. However, TopHUI relies on a list structure to store additional information, which is more complex. It also calculates two utility upper bounds in linear time by arrays, which can be repeatedly used to count the upper bounds of each itemset while processing the depth-first search. These new upper bounds help to select extensible itemsets and potential HUIs to ignore unpromising itemsets.

### D. Experiments on Candidates Analysis

We also compared the ability of the TOPIC and TopHUI algorithms to prune the search space. Table XI summarizes the
TABLE IX

| $K$  | Algorithm | Retail (Seconds) | Chess (Seconds) | Mushroom (Seconds) | T10I4D100K (Seconds) | Accidents (Seconds) | T40I10D100K (Seconds) |
|------|-----------|------------------|----------------|-------------------|-----------------------|--------------------|-----------------------|
| 100  | TopHUI    | 4.545            | 12.269         | 1.082             | 4.533                 | 168.629            | 37.684                |
|      | TOPIC     | 3.894            | 1.115          | 0.953             | 4.197                 | 71.484             | 9.371                 |
|      | TOPIC$_{merge}$ | 9.985       | 3.01           | 1.807             | 4.367                 | 103.594            | 12.515                |
|      | TOPIC$_{subtree}$ | 2.411      | 0.991          | 0.647             | 1.852                 | 63.977             | 8.14                  |
|      | TOPIC$_{none}$ | 4.804        | 2.491          | 1.178             | 2.276                 | 93.59              | 10.949                |
| 500  | TopHUI    | 17.497           | 134.975        | 2.5               | 6.246                 | 479.663            | 45.039                |
|      | TOPIC     | 11.818           | 1.614          | 1.016             | 5.237                 | 173.129            | 10.429                |
|      | TOPIC$_{merge}$ | 21.583    | 3.261          | 1.959             | 5.054                 | 218.826            | 15.653                |
|      | TOPIC$_{subtree}$ | 6.879       | 1.589          | 1.293             | 3.116                 | 158.809            | 8.658                 |
|      | TOPIC$_{none}$ | 12.83        | 3.192          | 1.443             | 2.938                 | 203.958            | 13.666                |
| 1000 | TopHUI    | 24.705           | 46.818         | 3.947             | 6.937                 | 821.578            | 46.007                |
|      | TOPIC     | 16.557           | 2.117          | 1.274             | 5.017                 | 268.598            | 11.508                |
|      | TOPIC$_{merge}$ | 28.104    | 4.148          | 2.247             | 4.54                  | 321.059            | 15.467                |
|      | TOPIC$_{subtree}$ | 9.334      | 2.23           | 1.391             | 2.757                 | 250.732            | 10.182                |
|      | TOPIC$_{none}$ | 14.416        | 3.995          | 1.894             | 2.508                 | 290.812            | 13.727                |
| 5000 | TopHUI    | 46.365           | -              | 8.745             | 8.514                 | 4,437.073          | 61.913                |
|      | TOPIC     | 18.967           | 4.818          | 2.888             | 3.868                 | 767.916            | 16.38                 |
|      | TOPIC$_{merge}$ | 35.193    | 7.506          | 3.447             | 4.111                 | 853.639            | 21.797                |
|      | TOPIC$_{subtree}$ | 18.925    | 5.398          | 3.349             | 2.867                 | 713.551            | 14.858                |
|      | TOPIC$_{none}$ | 27.036        | 6.888          | 3.737             | 2.853                 | 897.455            | 20.361                |
| 10000| TopHUI    | -                | -              | 9.862             | -                    | 70.921             | -                    |
|      | TOPIC     | 23.744           | 7.892          | 4.117             | 4.107                 | 1,233.659          | 20.703                |
|      | TOPIC$_{merge}$ | 41.208    | 10.512         | 4.85              | 4.521                 | 1,343.106          | 27.303                |
|      | TOPIC$_{subtree}$ | 22.614    | 9.042          | 4.987             | 3.086                 | 1,146.068          | 18.76                 |
|      | TOPIC$_{none}$ | 34.354        | 10.156         | 5.482             | 3.339                 | 1,253.623          | 25.641                |

results of TopHUI, TOPIC$_{merge}$, TOPIC$_{subtree}$, TOPIC$_{none}$, and TOPIC when $K$ is 100, 500, 1000, 5000, and 10,000, respectively. It can be observed that TOPIC$_{merge}$, TOPIC$_{subtree}$, TOPIC$_{none}$, and TOPIC are more effective than TopHUI when pruning the search space. This is because the TOPIC algorithm adopts two special tight upper bounds ($RSU$ and $RLU$). Upper bounds help to remove these low utility itemsets because they are irrelevant. In Table XI each column shows that TopHUI generates beyond one to three orders of magnitude compared to TOPIC. Fig. 3 shows the rough trend of all outputs of the
TABLE X
MEMORY COST (MB)

| K     | Algorithm | Retail | Chess | Mushroom | T10I4D100K | Accidents | T40I10D100K |
|-------|-----------|--------|-------|----------|------------|-----------|-------------|
| 100   | TopHUI    | 373.95 | 1,336.48 | 516.9 | 301.8 | 2112 | 1,423.43 |
|       | TOPIC     | 69.63  | 66.09  | 66.91  | 99.8 | 1,360.61 | 551.7 |
|       | TOPICmerge| 80.04  | 65.97  | 67.28  | 114.07 | 1,373.68 | 599.09 |
|       | TOPICsubtree | 69.64 | 65.95  | 66.97  | 99.12 | 1,356.82 | 551.73 |
|       | TOPICnone | 77.63  | 139.4  | 130.54 | 114.06 | 1,380.66 | 599.33 |
| 500   | TopHUI    | 636.49 | 1,306.25 | 1,328.7 | 356.42 | 2,624.92 | 1,443.47 |
|       | TOPIC     | 95.45  | 66.02  | 130.7  | 134.01 | 1,360.61 | 551.45 |
|       | TOPICmerge| 105.38 | 129.57 | 136.55 | 143.39 | 1,405.88 | 1,065.99 |
|       | TOPICsubtree | 95.33 | 65.95  | 66.97  | 99.12 | 1,356.82 | 551.73 |
|       | TOPICnone | 103.39 | 129.59 | 133.79 | 140.69 | 1,390.12 | 845.97 |
| 1000  | TopHUI    | 642.96 | 1,333.29 | 1,331.07 | 416.84 | 3,322.79 | 1,461.81 |
|       | TOPIC     | 201.84 | 257.42 | 258.2  | 143.38 | 1,410.31 | 551.74 |
|       | TOPICmerge| 1,329.31 | 256.93 | 511.73 | 145.87 | 1,449.51 | 1,065.99 |
|       | TOPICsubtree | 199.38 | 257.21 | 257.81 | 143.38 | 1,405.88 | 1,065.99 |
|       | TOPICnone | 1,328.95 | 257.3  | 258.3  | 155.92 | 1,390.12 | 845.97 |
| 5000  | TopHUI    | 10,747,653 | 28,358,203 | 399,129 | 328,210 | 441,707 | 1,928,124 |
|       | TOPIC     | 5,044  | 11,132 | 3,533  | 6,543 | 2,385 | 9,774 |
|       | TOPICmerge| 9,661  | 13,521 | 4,832  | 9,981 | 2,923 | 13,118 |
|       | TOPICsubtree | 9,661| 13,521 | 4,832  | 9,981 | 2,923 | 13,118 |
|       | TOPICnone | 11,311 | 13,521 | 4,832  | 9,981 | 2,923 | 13,118 |
| 10000 | TopHUI    | 18,518,220 | 3,522,998 | 1,348,989 | 365,864 | 981,799 | 1,928,124 |
|       | TOPIC     | 45,661,581 | - | - | - | - |
|       | TOPICmerge| 34,271,162 | 135,472 | 37,989 | 91,556 | 14,428 | 820,906 |
|       | TOPICsubtree | 34,271,162 | 135,472 | 37,989 | 91,556 | 14,428 | 820,906 |
|       | TOPICnone | 34,271,162 | 135,472 | 37,989 | 91,556 | 14,428 | 820,906 |

TABLE XI
CANDIDATES GENERATION

| K     | Algorithm | Retail | Chess | Mushroom | T10I4D100K | Accidents | T40I10D100K |
|-------|-----------|--------|-------|----------|------------|-----------|-------------|
| 100   | TopHUI    | 902,981 | 1,095,506 | 52,751 | 244,575 | 158,950 | 83,360 |
|       | TOPIC     | 1,105  | 7,578  | 1,822  | 551 | 1,438 | 4,759 |
|       | TOPICmerge| 2,949  | 63,098 | 10,686 | 1,438 | 4,137 | 42,021 |
|       | TOPICsubtree | 1,105| 7,578  | 1,822  | 551 | 1,438 | 4,759 |
|       | TOPICnone | 2,949  | 63,098 | 10,686 | 1,438 | 4,137 | 42,021 |
| 500   | TopHUI    | 10,747,653 | 28,358,203 | 399,129 | 328,210 | 441,707 | 1,928,124 |
|       | TOPIC     | 5,044  | 11,132 | 3,533  | 6,543 | 2,385 | 9,774 |
|       | TOPICmerge| 9,661  | 13,521 | 4,832  | 9,981 | 2,923 | 13,118 |
|       | TOPICsubtree | 9,661| 13,521 | 4,832  | 9,981 | 2,923 | 13,118 |
|       | TOPICnone | 11,311 | 13,521 | 4,832  | 9,981 | 2,923 | 13,118 |
| 1000  | TopHUI    | 18,518,220 | 3,522,998 | 1,348,989 | 365,864 | 981,799 | 1,928,124 |
|       | TOPIC     | 45,661,581 | - | - | - | - |
|       | TOPICmerge| 34,271,162 | 135,472 | 37,989 | 91,556 | 14,428 | 820,906 |
|       | TOPICsubtree | 34,271,162 | 135,472 | 37,989 | 91,556 | 14,428 | 820,906 |
|       | TOPICnone | 34,271,162 | 135,472 | 37,989 | 91,556 | 14,428 | 820,906 |

E. Experiments on Scalability Test

Finally, we tested the scalability of TOPIC. We varied the size of the BMSPOS dataset from 20% (= 103,073 transactions) to 100% (= 515,366 transactions), and compared the execution time and memory consumption. We set the value of K to 10,000 to check the scalability performance of four variants, such as TOPIC, TOPICmerge, TOPICsubtree, and TOPICnone. Figs. [4] and [5] separately show that the runtime and memory cost increase linearly with increased dataset size. In particular, both the runtime and memory consumption of TOPIC performed better than others. Thus, TOPIC has suitable scalability for large-scale datasets.
VI. CONCLUSION AND FUTURE WORK

In this work, top-k HUI mining with negative utility was proposed. Our proposed algorithm, TOPIC, adopts two new upper bounds called redefined local utility and redefined subtree utility to quickly prune the search space. In addition, we utilized novel utility arrays to efficiently calculate these upper bounds. To reduce the costs of dataset scanning and memory, we adopted dataset projection and transaction merging techniques. Without setting threshold, minUtil threshold auto-raising strategy was utilized. Compared with state-of-the-art algorithms, the results show that TOPIC has a significantly improved runtime performance on real and synthetic datasets. Moreover, the memory consumption of TOPIC on all datasets was excellent.

In the future, we will improve the threshold auto-raising strategy and design more compressed data structures. The proposed idea can also be used in the field of on-shelf utility mining, incremental mining of HUIs, and mining of top-k HUIs from data streams or sequential datasets.
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