We present a method to perform online Multiple Object Tracking (MOT) of known object categories in monocular video data. Current Tracking-by-Detection MOT approaches build on top of 2D bounding box detections. In contrast, we exploit state-of-the-art instance aware semantic segmentation techniques to compute 2D shape representations of target objects in each frame. We predict position and shape of segmented instances in subsequent frames by exploiting optical flow cues. We define an affinity matrix between instances of subsequent frames which reflects locality and visual similarity. The instance association is solved by applying the Hungarian method. We evaluate different configurations of our algorithm using the MOT 2D 2015 train dataset. The evaluation shows that our tracking approach is able to track objects with high relative motions. In addition, we provide results of our approach on the MOT 2D 2015 test set for comparison with previous works. We achieve a MOTA score of 32.1.
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1. INTRODUCTION

1.1. Motivation

Tracking-by-Detection is one of the most popular approaches to tackle the problem of online Multiple Object Tracking. The pipeline consists of three stages. In the first stage, objects are independently detected in each frame. Typically, the detections are represented by a two-dimensional bounding box. In the second stage, the detections found in previous and subsequent frames are associated. One way to compute the associations of previous and subsequent objects is by determining a pairwise affinity value. The affinity value may reflect positional information and/or visual similarity. The association is typically solved by applying the Hungarian method to the affinity matrix. In the last stage, previously created tracklets are associated in order to fill the gap between missing detections and to handle occlusions.

One possibility to incorporate the position of objects in the corresponding affinity values is by predicting the object position from the current frame to subsequent frames. Typically, this is achieved by using a motion model, e.g. a Kalman Filter, or by exploiting visual cues. Motion based Tracking-by-Detection methods may struggle in scenarios, where camera and object move simultaneously. In this case, the perceived object motion is a superposition of object and camera motion. It is not always possible to describe a superposition of motions adequately using a single motion model. For example, consider the case of a car driving over a speed bump. Suddenly, the position of a person observed from the car experiences a vertical shift. In contrast, optical flow based Tracking-by-Detection does not require the definition of a motion model. Since current optical flow based methods use bounding box representations of the target objects they must deal with non-target-object surfaces contained in the bounding box. Otherwise, occlusions and background structures may influence the quality of the optical flow information.

With recently published ConvNets [1, 2] it is possible to segment the two-dimensional shape of instances of known object categories. In contrast to a simple bounding box, this representation has the advantage that it does not contain background structures or parts of other objects. We determine reliable associations of objects in subsequent frames by combining instance aware semantic segmentations and semi-dense optical flow cues. Our approach works online and uses only visual information for object association. Our flow based approach even handles objects with high relative motions, i.e. objects where the observed motion is a superposition of camera and object motion.

1.2. Contribution

To the best of our knowledge, we present the first instance aware semantic segmentation based Multiple Object Tracking approach. The segmentations allow us to track the two-dimensional shape of objects in subsequent frames on pixel level. We provide a detailed description of the basic elements of our tracking pipeline. We analyze the effectiveness of our method by providing results with different parameter configurations, e.g. different optical flow algorithms, on the MOT 2D 2015 train dataset. In addition, we compare our method with SORT on the MOT 2D 2015 test dataset using detections extracted from instance segmentations. SORT is an open source online MOT tracker, which has shown competitive results using Faster RNN detections.
1.3. Related Work

Many state-of-the-art MOT approaches like [3, 4, 5, 6] follow the Detection-by-Tracking methodology. [3, 4] incorporate optical flow algorithms [7, 8] to tackle the problem of object association. Yu et al. [6] achieve state-of-the-art results by training a person specific detector, i.e. they fine-tune the VGG ConvNet [9] using several additional training datasets. For online tracking they follow the standard Detection-by-Tracking stages. They use a Kalman filter [10] for motion prediction and the Hungarian method [11] to compute associations. Lee et al. [5] present a multi-object tracker based on a Bayesian Filtering framework. Objects are detected using an ensemble of motion detection and object detection. Xiang et al. [4] use a Markov Decision Process to perform MOT. Bounding box predictions are computed offline and two optical flow values at the first and fourth position: for image $I_{t-1}$ and $I_t$. Shifting the second and the fourth position. We use the ConvNet presented in [1] to compute the instance segmentation $S_t$ for image $I_t$. For an instance with index $i$ of the target category $c$ we use $S_t$ to extract the corresponding set of occupied pixel positions $S_{t,i}$. More formally, we compute $S_{t,i}$ according to equation (3)

$$S_{t,i} = \{(x, y) | (x, y) \in \{1, \cdots, w\} \times \{1, \cdots, h\} \wedge S_t(x, y) = (c, i)\}. \quad (3)$$

Fig. 1a and 1d show some instance segmentation examples. For subsequent image pairs $I_t$ and $I_{t+o}$ we compute the optical flow $F_{t \rightarrow t+o}$ applying one of the algorithms presented in [8, 15, 14]. This allows us to predict the pixel positions $(x, y)$ contained in $S_{t,i}$ to the next image $I_{t+o}$. Fig. 1b shows the prediction of two instance segmentations using [14]. We denote the set of predicted pixel positions as $P_{t \rightarrow t+o,i}$ and compute it according to equation (4)

$$P_{t \rightarrow t+o,i} = \{(x_p, y_p) | (x_p, y_p) = F_{t \rightarrow t+o}(x, y) \wedge (x, y) \in F_{t,i}^{(v)}\}, \quad (4)$$

where $F_{i,i}^{(v)} = S_{t,i} \cap F_{t,i}^{(v)}$ is the set of valid optical flow positions of instance $i$. If the optical flow algorithm does not provide flow information for each pixel we interpolate the optical flow at positions where no flow information is available. This allows us to compute dense predictions of instance segmentations. We interpolate the optical flow vectors for each instance, separately. To avoid the influence of the optical flow of background structures we use only optical flow vectors of the corresponding instance, i.e. we consider only vectors at pixel positions $F_{t,i}^{(v)}$. We use a linear interpolation of points inside the convex hull of $F_{t,i}^{(v)}$. The optical flow of points lying outside the convex hull is interpolated by using the corresponding nearest neighbor. The interpolation of optical flow vectors pointing in opposite directions generates holes and overlaps in the predicted segmentation instance. Consider the following one-dimensional example with four adjacent pixel positions and two optical flow values at the first and fourth position: $[-3, -1, 1, 3]$. The linear interpolation of the missing optical flow values yields $[-3, -1, 1, 3]$. Shifting the second and the third positions: $[-3, -1, 1, 3]$.
third point according to the corresponding optical flow values, i.e. -1 and 1, moves the second pixel to the left as well as the third pixel to the right and leaves a hole in the corresponding segmentation mask. We close these holes by performing a morphological closing operation. An example of a closed interpolation of a predicted segmentation is shown in Fig. 1c.

### 2.3. Affinity of Objects in Subsequent Frames

To associate objects visible in image $I_t$ with objects in frame $I_{t+1}$ we compute an affinity score between the corresponding instance segmentations. We define the similarity of an object with index $i$ in frame $I_t$ and object with index $j$ in frame $I_{t+1}$ as the overlap of the intersection of the predicted pixel set $P_{t \rightarrow t+o_i,j}$ and the pixel set of instance segmentation $S_{t+o_i,j}$. Note that the number of segmentation instances and the order of the corresponding indices may differ. This formulation of the affinity measure reflects locality and visual similarity. Let $O_{i,j}$ denote the overlap of the prediction $P_{t \rightarrow t+o_i,j}$ and $S_{t+o_i,j}$, i.e. $O_{i,j} = |(P_{t \rightarrow t+o_i,j} \cap S_{t+o_i,j})|$. Furthermore, let $n_i$ and $n_j$ denote the number of segmentation instances in image $I_t$ and $I_{t+1}$, respectively. We build an affinity matrix $A$ using these pairwise overlaps according to equation (5)

$$ A_{t \rightarrow t+1} = \begin{bmatrix} O_{1,1} & \cdots & O_{1,j} & \cdots & O_{1,n_j} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ O_{i,1} & \cdots & O_{i,j} & \cdots & O_{i,n_j} \\ \vdots & \ddots & \vdots & \ddots & \vdots \\ O_{n_i,1} & \cdots & O_{n_i,j} & \cdots & O_{n_i,n_j} \end{bmatrix} \quad (5) $$

### 2.4. Online Multiple Object Tracking

The state of the presented instance flow tracker $T_t$ at time $t$ consists of a set segmentation instances $S_{t,k}$ with unique identifiers $id_{t,k}$ and a counter for the number of missed detections $m_{t,k}$, i.e. $T_t = \{(S_{t,k}, id_{t,k}, m_{t,k})|k \in \{1, \ldots , n_t\}\}$, where $n_t$ is the number of tracks at time $t$. We initialize this state with the segmentation instances in the first frame (if any). For subsequent frames the tracker state segmentations $S_{t,k}$ are predicted using equation (4). Let $I_t$ denote the previous image and $I_{t+1}$ the current image. In order to solve the association of segmentation instances in the tracker state $S_{t,k}$ and segmentations instances $S_{t+1,j}$ found in current image we use the steps described in section 2.2 and 2.3 to compute the affinity matrix $A_{t \rightarrow t+1}$. We apply the Hungarian Method [11] on $A_{t \rightarrow t+1}$, which results in a set of matching index pairs $P_t$. We ensure the validity of an index pair $(k, j) \in P_t$ by verifying that $A_{t \rightarrow t+1}(k, j) > 0$.

For all valid index pairs $(k, j) \in P_t$ we update the segmentation instances maintained by the tracker, i.e. we set $S_{t,k} = S_{t+1,j}$, but keep the unique tracklet identifier $id_{t,k}$. We add all non-matching segmentation instances found in image $I_{t+1}$ with a new unique identifier to the set of segmentation instances maintained by the tracker. In addition, we remove all non-matching segmentation instances contained in the tracker state, if $m_{t,k} > md$, where $md$ is the number of allowed missing detections. Otherwise, we replace the instance segmentation with a dense prediction of the corresponding pixel positions as described in section 2.2.

### 3. EVALUATION

We evaluate our Instance Flow based online Multiple Object Tracking approach on the popular MOT dataset [16] using instance aware semantic segmentations computed by [1] and the optical flow / matching algorithms presented in [8], [15] and [14]. We also analyze the effect of varying the value of $md$. We compare our approach with SORT [17], an open source online MOT tracker, which showed competitive results using Faster RNN [18] detections. SORT follows the Tracking-by-Detection pipeline, i.e. Bounding Box detections, a Kalman filter for motion prediction and the Hungarian method for object association. The performance of Tracking-By-Detection approaches is strongly dependent on the quality of detections. By applying SORT on detections derived from instance segmentations we compare the tracking performance without the influence of different detector performances. We use the following combinations in our evaluation: FasterRNN +SORT combines Faster RNN bounding box detections [18] and SORT [17] tracking. MNC+SORT integrates detections extracted from MNC instance segmentations [1] instead. MNC+CPM, MNC+DeepMatch and MNC+PolyExp use the
MNC instance segmentations of [1] as well as the optical flow of [14], the deep matching algorithm of [15] and the optical flow of [8], respectively. MNC+CPM, MNC+DeepMatch and MNC+PolyExp achieve similar results on the MOT 2015 training set. A reason for this is the slow motion of camera and pedestrians in most MOT 2015 sequences. In these cases, the quality of object associations is mainly dependent on the segmentation quality. The results of MNC+CPM for the test set is shown in Table 1. The biggest difference of the evaluated algorithms in the train dataset is observed in the KITTI-13 sequence, which is the only video captured from a driving platform. In this case, the positions of the objects in image coordinates are strongly affected by the motion of the vehicle, i.e. object positions show remarkable shifts between subsequent images. The corresponding results are shown in Table 2. In terms of MOTA MNC+CPM (with \( md = 1 \)) outperforms MNC+DeepMatch as well as MNC+PolyExp. This shows the importance of the quality, e.g. density and reliability, of the selected optical flow / matching algorithm. MNC+DeepMatch is very sparse and MNC+PolyExp and can not handle big object shifts as shown in Fig. 2. All optical flow approaches show a higher MOTA score than MNC+SORT. This demonstrates the strength of optical flow based approaches in videos with high relative motions of objects. It also shows the difficulty to describe a superposition of motions with a single motion model. We observe, that the number of id switches (IDs) of MNC+SORT is significantly lower than the ones of the evaluated optical flow based approaches. This confirms our impression that the used semantic instance segmentation [1] is unstable. However, we are able to decrease the number of id switches by using dense predictions as instance segmentations in the subsequent frame (e.g. \( md = 1 \)).

4. CONCLUSION

We presented an online Multiple Object Tracking approach exploiting semantic instance segmentations and optical flow cues. The algorithm is able to track the two-dimensional shape of objects in subsequent frames. We evaluated our approach in the domain of pedestrians. The algorithm shows its benefits while tracking objects with high relative motions. Currently, the tracker only supports basic tracking functionality. In future work, we want to combine our approach with tracker management algorithms to increase its performance, for example by handling occlusions. We demonstrated that semantic instance segmentations are an interesting alternative to conventional bounding box detections.
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