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Abstract

Let \((\mathcal{M}, \langle \cdot, \cdot \rangle, e^\psi)\) be a Riemannian manifold with density, and let \(M\) be a closed \(n\)-dimensional submanifold of \(\mathcal{M}\) with the induced metric and density. We give an upper bound on the first eigenvalue \(\lambda_1\) of the closed eigenvalue problem for \(\Delta_\psi\) (the Laplacian on \(M\) associated to the density) in terms of the average of the norm of the vector \(\vec{H}_\psi + \nabla \psi\) with respect to the volume form induced by the density, where \(\vec{H}_\psi\) is the mean curvature of \(M\) associated to the density \(e^\psi\). When \(\mathcal{M} = \mathbb{R}^{n+k}\) or \(\mathcal{M} = S^{n+k-1}\), the equality between \(\lambda_1\) and its bound implies that \(e^\psi\) is a Gaussian density \((\psi(x) = \frac{C}{2} |x|^2, C < 0)\), and \(M\) is a shrinker for the mean curvature flow (MCF) on \(\mathbb{R}^{n+k}\).

We prove also that \(\lambda_1 = -C\) on the standard shrinker torus of revolution. Based on this and on the Yau’s conjecture on the first eigenvalue of minimal submanifolds of \(S^n\), we conjecture that the equality \(\lambda_1 = -C\) is true for all the shrinkers of MCF in \(\mathbb{R}^{n+k}\).

1 Introduction

After the seminal works of Bleecker, Weiner ([11]) and Reilly ([30]), the obtention of extrinsic upper bounds for the eigenvalues of the Laplacian \(\Delta\) on a submanifold in the Euclidean Space or other more general ambient spaces has become an interesting and fruitful problem. As examples of these works, one can look at the references in [17] and [8].

Especially relevant for us are the quoted work of Reilly and the paper [19] by Heintze, where they got sharp bounds for the first eigenvalue of the Laplacian on a closed manifold embedded in Euclidean space, in the sphere or in spaces with sectional curvature bounded from above. They also prove that equality is attained only at minimal submanifolds of some sphere, in particular, at the sphere when the codimension of the submanifold is 1 and the ambient space is Euclidean space.

In the last years the study of the spectrum of the Laplacian associated to a density \(\Delta_\psi\) has received an increasing interest. A sample is the works of Ma, Liu, Du ([25, 27, 26]), Cheng, Mejia, Zhu ([10]), Pigola, Rimoldi ([29]), Ding, Xin ([13]), Du, Mao, Wang and Wu ([15]). Recently, Batista, Cavalcante and Pyo ([2]) have studied Reilly’s type inequalities for \(\Delta_\psi\), generalizing to this operator the Heintze’s results on submanifolds of Riemannian manifolds with curvature bounded from above. The Laplacian associated to a density has also been used in the study of Kähler-Einstein manifolds by Li ([24]) and it appears in a natural way as a part of the operator used in [12] by Colding and Minicozzi in the study of the \(F\)-stability of shrinkers in mean curvature flow.

Our contribution to this line of research is: i) a deeper understanding of the Reilly’s type inequalities for the Laplacian associated to a density obtained in [2], with the observation that, in Euclidean space, equality holds only on shrinkers of the mean curvature flow (theorems [1] and [2]), ii) the determination of the first eigenvalue of \(\Delta_\psi\) on some Angenent’s type torus, proving
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that it attains the bound given by the previous inequality (Theorem 3), and iii) the observation of a relation between the problem of the characterization of the submanifolds that attain the bound with a conjecture of Yau on the first eigenvalue of the Laplacian in a closed submanifold of the sphere.

Before stating our results, we introduce the basic concepts.

An $m$-dimensional Riemannian manifold $(\overline{M}, \overline{g})$ with density is a Riemannian manifold where volumes are measured with a weighted (smooth) function $e^\psi : \overline{M} \rightarrow \mathbb{R}$ in the following way. If $\Omega$ is a domain in $\overline{M}$, $M$ is a closed submanifold of dimension $n$, and $\mu_\overline{g}$ and $\mu_g$ are their respective Riemannian volume elements, the volume elements associated to the density $e^\psi$ are $\overline{\mu}_\psi = e^\psi \mu_\overline{g}$ and $\mu_\psi = e^\psi \mu_g$ respectively. This gives, for the corresponding $m$-volume $V_\psi(\Omega)$ and $n$-volume $V_\psi(M)$,

$$ V_\psi(\Omega) = \int_\Omega e^\psi \mu_\overline{g}, \quad V_\psi(M) = \int_M e^\psi \mu_g. $$  \hfill (1)

The generalization of mean curvature vector for manifolds with densities is denoted by $\overrightarrow{H}_\psi$ and given by

$$ \overrightarrow{H}_\psi = \overrightarrow{H} - (\overrightarrow{\nabla} \psi)^\perp, $$  \hfill (2)

where $(\overrightarrow{\nabla} \psi)^\perp$ denotes the component of $\overrightarrow{\nabla} \psi$ orthogonal to $M$, and we define the mean curvature $\overrightarrow{H}$ as the trace of the second fundamental form. With this definition $\overrightarrow{H}_\psi$ is the $L^2$-gradient (with respect to the measure $\mu_\psi$) of the functional $V_\psi$ defined on $n$-dimensional submanifolds of $\overline{M}$.

When $\psi(x) = a + \frac{1}{2} C |x|^2$ (the Gaussian density), it is well known (for instance see [32]) that the submanifolds $F : M \rightarrow \mathbb{R}^m$ satisfying $\overrightarrow{H}_\psi = 0$, that is $\overrightarrow{H} = C F^\perp$ (where $\perp$ denotes the component orthogonal to $M$), are the self-similar solutions of the mean curvature flow. They can be: shrinkers, when $C < 0$, which contract to a point under the flow, minimal submanifolds, when $C = 0$, and expanders, when $C > 0$, which enlarge under the flow.

Along this paper we shall use $\text{div}$, $\Delta$ and $\overrightarrow{\nabla}$ to denote the divergence, Laplacian and gradient or covariant derivative respectively in the ambient manifold $\overline{M}$, and $\text{div}$, $\Delta$, $\nabla$ to denote the corresponding operators on the submanifold $M$.

In a manifold with density, the divergence and Laplacian associated to the volume form $\mu_\psi$ are defined as

$$ \text{div}_\psi X \mu_\psi = L_X \mu_\psi, \quad \Delta_\psi f = \text{div}_\psi \text{grad} f, $$  \hfill (3)

and called $\psi$-divergence and $\psi$-Laplacian (drifted or drifting Laplacian in some references). Our first result is a remark on the Reilly’s type theorem obtained in [2].

**Theorem 1** (cf. Th. 1.5 in [2]). Let $M$ be an $n$-dimensional compact submanifold of the euclidean space $\mathbb{R}^{n+k}$ endowed with a density $e^\psi$. The first eigenvalue $\lambda_1$ of the $\psi$-Laplacian $\Delta_\psi$ on $M$ associated to the metric and density induced on $M$ by those of $\mathbb{R}^{n+k}$ satisfies the inequality

$$ \lambda_1 \leq \frac{\int_M |\overrightarrow{H}_\psi + \overrightarrow{\nabla} \psi|^2 \mu_\psi}{n V_\psi(M)}. $$  \hfill (4)

Moreover, if equality holds then $M$ is a shrinker for the mean curvature flow in $\mathbb{R}^{n+k}$, and there is a point $p \in \mathbb{R}^{n+k}$ such that $\psi$ restricted to $M$ has the form $\psi|_M = a - \frac{1}{2} \lambda_1 r_p^2$, where $r_p$ denotes the Euclidean distance to $p$, and $\overrightarrow{H}(F(x)) = -\lambda_1 (F(x) - p)^\perp$, where $F$ is the embedding $F : M \rightarrow \mathbb{R}^{n+k}$.

As a consequence, if $k = 1$ and $H > 0$, or if $n = 2$, $k = 1$ and $M$ has genus 0, then equality holds if and only if $M$ is a round sphere.
The inequality (4) was proved, in a more general form, in Theorem 1.5 in [2]. What is new in the statement of the Theorem 1 is the observation that equality in (4) implies that \( M \) must be a shrinker of the mean curvature flow in \( \mathbb{R}^{n+k} \). This essentially appears when we consider as a condition on the function \( \psi|_M \) what in [2] is written as: “\( M \) is contained in the hypersurface \( \lambda \psi + \int^t s_\delta(t) dt = c \)” and, moreover, restricts the ambient space to be \( \mathbb{R}^{n+k} \).

**Remark 1.** When \( \overline{M} = \mathbb{R}^{n+k} \), the inequality of Lemma 3.2 in [2] becomes 0 = \( n \, V_\psi(M) + \int_M \langle \overline{H}_p + \nabla \psi, F_p \rangle \, \mu_\psi \), where \( F_p(x) := F(x) - p \). If \( M \) is a shrinker, this formula gives
\[
\int_M \frac{\overline{H}_p + \nabla \psi|^2}{n \, V_\psi(M)} \, \mu_\psi = C^2 \int_M \frac{r_p^2}{n \, V_\psi(M)} \, \mu_\psi = -C.
\]
Thus \(-C\) is an eigenvalue of \( \Delta_\psi \) on \( M \) and the coordinates \( x_i^p = (x-p)^i \) of \( M \) are the corresponding eigenfunctions (see (13)).

It remains unproved if \(-C\) is precisely the first eigenvalue. We shall go back to this question after we state our next theorem.

**Theorem 2.** Let \( (\overline{M}; \langle , \rangle; \psi) \) be a Riemannian manifold with metric \( \langle , \rangle \) and density \( e^\psi \). Let \( M \) be an \( n \)-dimensional compact submanifold of \( \overline{M} \) of codimension \( k \). The first eigenvalue \( \lambda_1 \) of the \( \psi \)-Laplacian \( \Delta_\psi \) on \( M \) associated to the induced metric and density on \( M \) satisfies the inequality
\[
\lambda_1 \leq b^2 + \int_M \frac{\overline{H}_p + \nabla \psi|^2}{n V_\psi(M)} \, \mu_\psi \quad \text{for some constant} \ b \ \text{which depends on} \ \overline{M}
\]  
(5)

Moreover, if \( \overline{M} \) is a sphere \( S^{n+k} \) of radius \( R \) in \( \mathbb{R}^{n+k+1} \), then \( b^2 = n/R^2 \) and the equality implies \( \psi|_M \) is constant, there is a point \( p \in \mathbb{R}^{n+k+1} \) such that \( \overline{H} = -\lambda_1(F-p)^1 \) (where \( \overline{H} \) is the mean curvature of \( M \) in \( \mathbb{R}^{n+k+1} \)) and, either:

i) \( p \) is the origin 0 of \( \mathbb{R}^{n+k+1} \) and \( M \) is a minimal submanifold of \( S^{n+k} \), or

ii) \( k = 1 \) and \( M \) is a geodesic sphere of \( S^{n+1} \) with center at \( p \neq 0 \), or

iii) \( M \) is a minimal submanifold of a geodesic sphere \( S^{n+k-1} \) of \( S^{n+k} \) with center at \( p \neq 0 \).

In case (ii) the converse is also true. In cases i) and iii) the converse would be equivalent to Yau’s conjecture on the first eigenvalue of a minimal surface of a sphere (see, for instance, [2] section 5 for the statement of the conjecture and some history).

The concept of center of \( \psi \)-mass, its existence and uniqueness is explained in Section 2. For the moment the reader can look at it as a generalization of the center of mass when the volume elements associated to a density are used instead of the standard volume elements.

Theorem 2 has some overlaps with Theorem 1.5 in [2]. But there are different results: our inequality (5) is weaker than the corresponding inequality in [2], but valid for any submanifold, without restrictions on the size of the submanifold. When the ambient space is the sphere, the inequality is the same in both works, but in [2] there is restrictions on the size of the submanifold, whereas Theorem 2 is valid for any compact submanifold \( M \) of \( S^{n+k} \). More concisely, Theorems 1.4 and 1.5 in [2] generalize Theorems 2.3 and 2.1 in [19], whereas our theorem 2 generalizes Theorem 1.1 in [19].

In view of the equivalence of the converse in cases i) and iii) of the above theorem with the Yau’s conjecture on the first eigenvalue of a minimal surface of a sphere, we conjecture that this is also true for all compact shrinkers in \( \mathbb{R}^{n+k} \), that is, we conjecture that if \( M \) is a compact shrinker in \( \mathbb{R}^{n+k} \) (\( \overline{H} = C \, (F-p)^1 \), \( C < 0 \)), then \( \lambda_1 = -C \). In [13] it is proved that
\( \lambda_1 \in [-C/2, -C] \), and other related bounds for \( \lambda_1 \) are obtained in [26] and [29]. Those estimates are in agreement of our conjecture, but, as a better support of it, we give the following theorem, which states it in the best known example of shrinker which is not contained in a sphere.

**Theorem 3.** Assume \( \psi \) is of Gaussian type, and let \( M \) be an embedded shrinker of revolution (around an axis containing \( p \)) in \( \mathbb{R}^3 \). That is, \( \psi(x) = a + \frac{1}{2} C r_p(x)^2 \) with \( a \in \mathbb{R} \) and \( C < 0 \), and \( \bar{H}_p = 0 \) on \( M \).

Further assume that the intersection of \( M \) with the sphere of radius \( \sqrt{2/(-C)} \) centered at \( p \) has only two connected components, and that \( M \) is symmetric with respect to reflection across the axis of revolution (at \( p \)). Then the first eigenvalue \( \lambda_1 \) of the \( \psi \)-Laplacian \( \Delta_\psi \) on \( M \) is

\[
\lambda_1 = -C = \frac{\int_M \| \nabla \psi \|^2 \mu_\psi}{n V_\psi(M)}.
\]

We have stated the hypotheses of Theorem 3 in a general manner, but it is possible that, apart from the sphere, they refers only to a unique (up to homothety) surface - Angenent’s torus. In fact, Møller [28] proves the existence of a torus of revolution satisfying the hypotheses of Theorem 3, and conjectures that this torus is unique (up to a homothety). In fact, it is conjectured that Angenent’s torus is the unique embedded shrinker of revolution. The hypothesis on the intersection with the sphere is explicitly proved in Proposition 2.1 (3) of [28] for Møller’s version of the shrinker. In Theorem 9 of this paper we shall prove that Angenent’s version of this torus also satisfies this hypothesis.

What is striking in these results is the fact that equality requires a Gaussian density and a shrinker. In previous theorems on bounds of the \( \lambda_1 \) for the \( \psi \)-Laplacian (20), the equality holds only when \( \psi \) is constant. We found especially interesting the fact that, when \( \psi \) is a Gaussian density, for the \( \psi \)-Laplacian, both, the sphere and the Angenent’s torus have the same first eigenvalue (Theorem 3).
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## 2 Preliminaries

**Definition 1.** Let \( f : \mathbb{R} \to \mathbb{R} \) be a \( C^2 \)-function. Let \( M \) be a compact submanifold of \( \mathbb{R}^m \) endowed with a density \( e^\psi \), and let us denote by \( F : \mathbb{R}^m \to \mathbb{R} \) the function defined by \( p \mapsto F(p) = \int_M f(r_p(x)) \mu_\psi(x) \). The point \( x_0 \in \mathbb{R}^m \) where \( F \) attains its minimum is called the \( f \)-center of \( \psi \)-mass of \( M \).

The following theorem of existence and uniqueness of the \( f \)-center of \( \psi \)-mass can be proved following the steps for the usual center of mass (see [3], [22], [7] and [17]).

**Theorem 4.** Let \( f : \mathbb{R} \to \mathbb{R} \) be a \( C^2 \)-function satisfying \( f'(t) > 0 \) and \( f''(t) > 0 \) for every \( t > 0 \). If \( M \) is a compact submanifold of \( \mathbb{R}^m \), then there is a unique \( f \)-center of \( \psi \)-mass of \( M \).

Let \( p \) be the \( f \)-center of \( \psi \)-mass of \( M \). Because \( p \) is a minimum of \( F \), the gradient of \( F \) must be 0 at \( p \), that is, for every \( \zeta \in \mathbb{R}^m \), \( 0 = \langle \text{grad} F(p), \zeta \rangle = \int_M f'(r_p(x)) \langle \nabla r_p, \zeta \rangle \mu_\psi(x) \). In particular, if we take \( f(t) = \frac{1}{2} t^2 \), \( x_p^i \) are the standard coordinates of \( \mathbb{R}^m \) with origin at \( p \), and \( \zeta = \partial_i \) in \( \mathbb{R}^m \), we have the following equality

\[
0 = \int_M r_p \langle \nabla r_p, \partial_i \rangle \mu_\psi = \int_M x_p^i \mu_\psi,
\]
and we can use the $x^i_p$ as test functions to apply the Rayleigh principle to the $\psi$-Laplacian. From now one we shall refer to the $\frac{1}{2}I^2$-center of $\psi$-mass as the center of $\psi$-mass.

The usual divergence Theorem and the formula of integration by parts take the following form for $\Delta_\psi$. 

\[ \int_M \text{div}_X \mu_\psi = 0 \]  
\[ \int_M f \Delta_\psi h \mu_\psi = \int_M h \Delta_\psi f \mu_\psi = -\int_M \left\langle \nabla h, \nabla f \right\rangle \mu_\psi \]  

Thanks to formula (8), the basic properties of the eigenvalues and eigenfunctions of $\Delta_\psi$ are the same that for the usual Laplacian (see, for instance, [9], pages 8 and 9), just changing the volume form $\mu$ by $\mu_\psi$.

On $C^\infty(M)$ we have the scalar product $(f, h)_{\psi^1} = \int_M fh\mu_\psi + \int_M \langle \nabla f, \nabla h \rangle \mu_\psi$. Instead of $L^2(M)$, when there is a density $e^\psi$ we use the space $L^2_\psi(M) = \{ f : M \to \mathbb{R} : \int_M f^2 \mu_\psi < \infty \}$. One defines also $\mathcal{H}_\psi(M)$ as the $\| \cdot \|_{\psi^1}$-completion of $\{ f \in C^\infty(M) : \| f \|_{\psi^1} < \infty \}$ in $L^2_\psi(M)$.

The standard Rayleigh’s principle is still true for $\psi$-Laplacians just changing the volume elements as above.

3 Proof of Theorem 1

Let $p \in M$ be the center of $\psi$-mass of $M$. Using Rayleigh’s principle and the coordinate functions $x^i_p$ as test functions, it is proved in subsection 3.2 of [2] that the inequality (4) holds. We alert the reader that Batista, Cavalcante and Pyo call $-f$ what we have denoted by $\psi$. Moreover, they observe that the equality in (4) implies that there is a constant $C$ such that

\[ \vec{H}_\psi + \nabla \psi = C F_p \]  

The tangent part of the equality (9) is

\[ \nabla \psi = C r_p \nabla r_p, \]  

and its normal part is

\[ \vec{H}_\psi + (\nabla \psi)^\perp = C (F_p)^\perp \]  

which is the equation of a self-similar solution of the mean curvature flow.

If $C = 0$, $\vec{H} = 0$, the submanifold $M$ is minimal and compact in $\mathbb{R}^{n+k}$, which is not possible.

If $C > 0$, $M$ is a compact expander. In this case $M$ will expand with time under mean curvature flow, then the volume of $M$ will grow, which is impossible because the mean curvature flow decreases volume.

If $C < 0$, $M$ is a shrinker, as claimed in the statement of Theorem 1. Moreover, from (10)

\[ \nabla \psi = C r_p \nabla r_p = \frac{1}{2} C \nabla r_p^2 \]  

then $\nabla(\psi - \frac{1}{2} C r_p^2) = 0$, therefore $\psi|_M = a + \frac{1}{2} C r_p^2$ for some constant $a$. That is, equality in (4) also implies that the density $e^\psi$ restricted to the submanifold $M$ is of Gaussian type.
Now, we check that, under conditions (11) and (12), the $x_p^i$ are eigenfunctions of $\Delta_\psi$ with eigenvalue $-C$. In fact

$$\Delta_\psi x_p^i = \Delta x_p^i + \langle \nabla \psi, \nabla x_p^i \rangle = \vec{H}^i + \langle \nabla \psi, \nabla x_p^i \rangle$$

$$= C ((F - p)^\perp)^i + C ((F - p)^\top)^i = C (F - p)^i = C x_p^i,$$

(13)

Then, if we have equality in (4), $M$ is a shrinker soliton ($\vec{H} = CF_p^\perp$, with $C < 0$), $\psi$ restricted to $M$ is of Gaussian type, and $\lambda_1 = -C$. All these are necessary conditions to have equality in (4), but we have not proved that they are sufficient. We know that in a shrinker $-C$ is an eigenvalue of $\Delta_\psi$ with $\psi$ Gaussian, but we do not know if $-C$ is precisely its first eigenvalue. We shall prove that this is true for some tori of Angenent type in Theorem 3 and we conjecture that it is true for all the shrinkers.

When $k = 1$ and $H > 0$, it is known (see [21]) that the unique compact shrinking soliton is the sphere, where we know that the equality holds in [4]. Also, for $k = 1$, $n = 2$ and $M$ of genus 0, it has been proved recently in [6] that $M$ must be a sphere. Then, when $k = 1$ and $H > 0$ or $n = 2$ and genus of $M$ is zero, the theorem can be stated with a “if and only if” for the case of equality in (4).

4 Proof of Theorem 2

In this setting $M$ is a $n$-dimensional submanifold of a Riemannian $(n + k)$-dimensional riemannian manifold $\overline{M}$. By the Nash embedding theorem, we can consider $\overline{M}$ as a Riemannian submanifold of $\mathbb{R}^m$. We shall denote by $D$ the covariant derivative and the gradient in $\mathbb{R}^m$. If $\overline{M}$ has a density $e^\psi$, we can consider on $\mathbb{R}^m$ an extension of $\psi$ that we shall denote by $\tilde{\psi}$. We choose this extension of $\psi$ satisfying

$$D\tilde{\psi}|_{\overline{M}} = \nabla \psi.$$

(14)

This can be done, for instance, taking $\tilde{\psi}(p + t\zeta) = \psi(p)$ for $p + t\zeta$ in a small tubular neighborhood of $\overline{M}$, where $p \in \overline{M}$ and $\zeta$ is a unit vector normal to $\overline{M}$ at $p$.

We have then the following chain of extrinsic curvatures:

- $\alpha$ is the second fundamental form of $M$ in $\overline{M}$ with $\psi$-mean curvature $\vec{H}_\psi$.
- $\alpha_{\overline{M}}$ is the second fundamental form of $\overline{M}$ in $\mathbb{R}^m$.
- $\tilde{\alpha}$ is the second fundamental form of $M$ in $\mathbb{R}^m$, with $\tilde{\psi}$-mean curvature $\vec{H}$.

Since $M$ is also a Riemannian submanifold of $\mathbb{R}^m$, we can apply Theorem 1 to obtain

$$\lambda_1(M) \leq \frac{\int_M |\vec{H}_\psi|^2 \mu_\psi}{n V_\psi(M)}$$

(15)

Let $\{e_i\}_{i=1}^n$ be an orthonormal local frame of $M$. From the definitions of the $\alpha$’s and $\vec{H}$’s it follows

$$\vec{H} = \sum_{i=1}^n \tilde{\alpha}(e_i, e_i) = \sum_{i=1}^n \alpha_{\overline{M}}(e_i, e_i) + \vec{H}$$

(16)
From (14), (15) and (16), taking into account that $\vec{H}_\psi$ and $\nabla \psi$ are tangent to $\overline{M}$ and $\sum_{i=1}^{n} \alpha_M(e_i, e_i)$ is orthogonal to $\overline{M}$, we obtain

$$|\vec{H}_\psi + D\psi|^2 = |\vec{H}_\psi + \nabla \psi|^2 + \left| \sum_{i=1}^{n} \alpha_M(e_i, e_i) \right|^2$$ \hspace{1cm} (17)$$

Denoting by $c = \max_{v \in TM, |v| = 1} \{ |\alpha_M(v, v)| \}$, we have the estimate

$$\int_{M} \left| \sum_{i=1}^{n} \alpha_M(e_i, e_i) \right|^2 \mu_\psi \leq n^2 c^2 V_\psi(M)$$ \hspace{1cm} (18)$$

By substitution of (17) in (15), having in mind (18), we obtain

$$\lambda_1(M) \leq n^2 c^2 + \frac{\int_{M} |\vec{H}_\psi + \nabla \psi|^2 \mu_\psi}{n V_\psi(M)}$$ \hspace{1cm} (19)$$

which is (5), with $b^2 = nc^2$.

Now, let us consider that $\overline{M}$ is a round sphere $S^{n+k}$ of radius $R$. Then we can take $m = n + k + 1$ and the sphere centered at the origin of $\mathbb{R}^m$. In this case the inequality (18) is an equality and $c = 1/R$. Let us suppose that, in this setting, we have the equality in (19), then we have equality in (15), which, by Theorem 1, implies that $M$ is a shrinker in $\mathbb{R}^m$ satisfying $\vec{H} = -\lambda_1 F_p$ and $\vec{\psi}|_M = a - \frac{1}{2} \lambda_1 r_p^2$ for some point $p \in \mathbb{R}^{n+k+1}$.

Now we consider two possibilities:

i) $p$ is the center of $S^{n+k}$, then $\vec{\psi}|_M$ is constant and $M$ is a shrinker of $\mathbb{R}^{n+k+1}$ contained in $S^{n+k}$. But, as Smoczyk noticed (31), the shrinkers contained in a sphere are the minimal submanifolds of the sphere. Then part i) of Theorem 2 is proved.

ii) $p$ is not the center of $S^{n+k}$. Then

$$\vec{H} = -\lambda_1 (F_p)^\perp = -\lambda_1 (F - p)^\perp = -\lambda_1 (F - p, N) N - \lambda_1 \langle F - p, \zeta \rangle \zeta$$ \hspace{1cm} (20)$$

where $\perp$ means the component orthogonal to $M$ in $\mathbb{R}^{n+k+1}$, $N$ is the inner unit vector orthogonal to $S^{n+k}$ in $\mathbb{R}^{n+k+1}$ and $\zeta$ is a unit vector in the direction of the component of $F - p$ orthogonal to $M$ in $S^{n+k}$.

In the sphere, (16) becomes

$$\vec{H} = \frac{n}{R} N + \vec{H},$$ \hspace{1cm} (21)$$

From (20) and (21) we obtain

$$\frac{n}{R} = -\lambda_1 (F - p, N)$$ \hspace{1cm} (22)$$

Now we show that (22) implies that $M$ is contained in a sphere of dimension $n+k-1$ contained in $\overline{M} = S^{n+k}$. In fact, let $\beta(s)$ be a curve in $M$, by (22) one has $\frac{\beta - \beta_0}{\lambda_1 R} = \langle \beta(s) - p, N \rangle$. Taking derivative respect to $s$, and using that $\beta(s)$ is also contained in $S^{n+k}$,

$$0 = \langle \beta', N \rangle + \langle \beta - p, (N \circ \beta)' \rangle = -\left\langle \beta - p, \frac{1}{R} \beta' \right\rangle.$$ \hspace{1cm} (23)$$
Then \( 0 = \langle \beta - p, \beta' \rangle = \frac{1}{2} \frac{d}{ds} (|\beta - p|^2) \), so \( |\beta - p| \) is constant, and \( \beta(s) \), therefore \( M \), is contained in the intersection of a sphere \( S \) of dimension \( n+k \) centered at \( p \) with \( S^{n+k} \), which is a sphere \( S^{n+k-1} \) of dimension \( n+k-1 \). If \( k = 1 \), \( M \) is just the sphere where it is contained. If \( k > 1 \), since \( M \) is a shrinker contained in a sphere \( S \) centered at \( p \), \( M \) is minimal in \( S \) and it is contained in the sphere \( S^{n+k-1} \subset S \), but this is possible only if \( S^{n+k-1} \) is totally geodesic in \( S \), which is equivalent to say that \( p \) is also the center of \( S^{n+k-1} \) and \( M \) is minimal in \( S^{n+k-1} \). This finishes the proof of parts ii) and iii) of Theorem 2.

### 5 Proof of Theorem 3

In this section we shall work in \( \mathbb{R}^3 \). Then, for simplicity, we shall use \( x, y, z \) to denote the coordinates \( x^1, x^2, x^3 \).

It was proven by Brendle in [6] that the unique embedded shrinker of genus 0 in \( \mathbb{R}^3 \) is the standard round sphere. Since an embedded surface of revolution only can be of genus 0 and 1, and Theorem 3 is well known for the round sphere, we shall suppose that the embedded shrinkers in the hypothesis of the theorem are tori of revolution \( T \) around the \( z \)-axis. They are warped products \( T = E \times \rho S^1 \) with \( E \) a simple closed curve in the \( xz \)-plane, invariant respect to the symmetry \( z \rightarrow -z \), where \( \rho : E \rightarrow \mathbb{R} \) denotes the distance, in the plane, to the \( z \)-axis, and also the distance \( \rho_3 \) in \( \mathbb{R}^3 \) to the \( z \)-axis, restricted to \( T \). From now on we shall use the same letter for \( \rho \) and \( \rho_3 \) restricted to \( E \) and on \( T \) respectively, because \( \rho_3(s, \theta) = \rho(s) \) for every \((s, \theta) \in E \times \rho S^1\).

Using the expression of the standard Laplacian on a warped product (see, for instance, [16]), the \( \psi \)-Laplacian on the torus \( T \) can be written as

\[
\Delta^T_\psi = \Delta^E + \frac{1}{\rho} \nabla \rho + \frac{\rho_i}{\rho^2} \Delta^S_1 + \nabla \psi
\]

(24)

where \( \Delta^E \) and \( \Delta^S_1 \) denote the usual Laplacians in \( E \) and \( S^1 \) respectively.

To study the spectrum of \( \Delta^T_\psi \) we shall follow the procedure of Ejiri [16] on warped products. Let \( \{ \psi_0, \psi_1, \psi_2, \ldots \} \) be a complete orthonormal basis of \( L^2(S^1) \) formed by eigenfunctions of \( \Delta^S_1 \) with corresponding eigenvalues \( \lambda_0 = 0 < \lambda_1 = \lambda_2 = 1 < \lambda_3 = \lambda_4 = 4 < \cdots < \lambda_{2k-1} = \lambda_{2k} = k^2 < \cdots \). For every \( \lambda_i \), we define the operator \( L^\psi_{\lambda_i} \) acting on smooth real functions defined on \( E \)

\[
L^\psi_{\lambda_i} = \Delta^E + \frac{1}{\rho} \nabla \rho - \frac{\lambda_i}{\rho^2} + \nabla \psi.
\]

(26)

The same arguments given in Lemma 2.3 of [16] show that \( L^\psi_{\lambda_i} \) is a strongly elliptic self-adjoint operator on the space \( L^2_{\rho\psi}(E) \) of the smooth functions on \( E \) with bounded square norm under the measure \( \rho e^{\nu} \mu = d\tau_{\rho \psi} \). Then, there exists a complete orthonormal basis of \( L^2_{\rho \psi}(E) \) formed by eigenfunctions \( \phi^{\lambda_i}_j \) of \( L^\psi_{\lambda_i} \) with eigenvalues \( \mu_0^{\lambda_i} \leq \mu_1^{\lambda_i} \leq \mu_2^{\lambda_i} \leq \cdots \).

Now, we use (24) to compute

\[
\Delta^T_\psi (\psi_i \phi^{\lambda_i}_j) = \left( \Delta^E + \frac{1}{\rho} \nabla \rho - \frac{\lambda_i}{\rho^2} + \frac{1}{\rho^2} \Delta^S_1 + \langle \nabla \psi, \nabla \cdot \rangle \right) (\psi_i \phi^{\lambda_i}_j) = L^\psi_{\lambda_i} (\psi_i \phi^{\lambda_i}_j) + \left( \frac{\lambda_i}{\rho^2} + \frac{1}{\rho^2} \Delta^S_1 \right) (\psi_i \phi^{\lambda_i}_j) = L^\psi_{\lambda_i} (\psi_i \phi^{\lambda_i}_j).
\]

(27)
because \( \phi_j^{\lambda_i} \) depends only on \( E, \psi_i \) only depends on \( S^1 \) and \( \Delta S^1 \psi_i = -\lambda_i \psi_i \). Moreover,

\[
L_{\lambda_i}^\psi (\psi_i \phi_j^{\lambda_i}) = \Delta E (\phi_j^{\lambda_i}) \psi_i + \frac{1}{\rho} \left\langle \nabla \rho, \nabla \phi_j^{\lambda_i} \right\rangle \psi_i - \frac{\lambda_i}{\rho^2} \psi_i \phi_j^{\lambda_i} + \left\langle \nabla \psi, \nabla \left( \psi_i \phi_j^{\lambda_i} \right) \right\rangle.
\]

(28)

But \( \nabla \psi \) is in the direction of the position vector, this is orthogonal to the curves \( S^1 \) in the warped product, and \( \nabla \psi_i \) is tangent to these \( S^1 \), then \( \left\langle \nabla \psi, \nabla \psi_i \right\rangle = 0 \) and \( \left\langle \nabla \psi, \nabla \left( \psi_i \phi_j^{\lambda_i} \right) \right\rangle = \left\langle \nabla \psi, \nabla (\phi_j^{\lambda_i}) \right\rangle \psi_i \).

Plugging this equality into (27) and (28) and taking into account that \( \mu_j^{\lambda_i} \) is an eigenvalue of \( L_{\lambda_i}^\psi \) with eigenfunction \( \phi_j^{\lambda_i} \)

\[
\Delta_T^\psi (\psi_i \phi_j^{\lambda_i}) = L_{\lambda_i}^\psi (\psi_i \phi_j^{\lambda_i}) = -\mu_j^{\lambda_i} \phi_j^{\lambda_i} \psi_i
\]

(29)

that is, \( \psi_i \phi_j^{\lambda_i} \) are eigenfunctions of \( \Delta_T^\psi \) with eigenvalues \( \mu_j^{\lambda_i} \). From this, using the same arguments that in the proof of Theorem 2.1 in [16], we conclude that \( \{\psi_i \phi_j^{\lambda_i}; i, j = 0, 1, 2, \ldots\} \) is a complete orthonormal basis of \( L_{\lambda_i}^\psi \) and the \( \{\mu_j^{\lambda_i}\} \) are all the eigenvalues of \( \Delta_T^\psi \).

To finish the proof of Theorem 3 it remains only to check that \( \inf \{\mu_j^{\lambda_i} \neq 0; i, j = 0, 1, 2, \ldots\} = -C \). We shall prove this in a series of lemmas.

**Lemma 5.** Constant functions are eigenfunctions of \( L_{\lambda_i}^\psi \) with eigenvalue 0 if and only if \( i = 0 \)

**Proof** If we write \( L_{\lambda_i}^\psi \) in the form

\[
L_{\lambda_i}^\psi = \Delta_{\ln \rho + \psi} - \frac{\lambda_i}{\rho^2},
\]

(30)

by (30) and (5), we have

\[
\int_E \left( L_{\lambda_i}^\psi u \right) u \, dv_{\ln \rho + \psi} = \int_E \left( \Delta_{\ln \rho + \psi} u \right) u \, dv_{\ln \rho + \psi} - \int_E \frac{\lambda_i}{\rho^2} u^2 \, dv_{\ln \rho + \psi}
\]

\[
= - \int_E |du|^2 \, dv_{\ln \rho + \psi} - \int_E \frac{\lambda_i}{\rho^2} u^2 \, dv_{\ln \rho + \psi} \leq 0
\]

(31)

which vanishes if and only if \( u \) is constant and \( i = 0 \).

\[\square\]

In the next two lemmas we check, adapting the exposition given in [9], that the well known Nodal Domains Theorem of Courant is still valid for a Laplacian with density. First we recall the concept of nodal domain and the classical Sturm theorem.

The **nodal domains of a function** \( f : M \rightarrow \mathbb{R} \) are the connected components of the set \( M \setminus \{x \in M \mid f(x) = 0\} \).

**Sturm’s Theorem** ([11], page 214) The eigenvalue problem \( (p y')' + \mu \rho \, y = 0 \) for periodic functions \( y \) on \( \mathbb{R} \) of period \( L \) has solution for a sequence of values of \( \mu \)

\[
0 = \mu_0 < \mu_1 \leq \mu_2 < \mu_3 \leq \mu_4 < \cdots < \mu_{2j-1} \leq \mu_{2j} < \cdots
\]

where \( \mu_0 \) has multiplicity 1, if \( \mu_{2j-1} < \mu_{2j} \) both \( \mu_{2j-1} \) and \( \mu_{2j} \) have multiplicity 1, if \( \mu_{2j-1} = \mu_{2j} \), this eigenvalue has multiplicity 2. Moreover, the eigenfunctions corresponding to \( \mu_{2j-1} \) and \( \mu_{2j} \), for \( j \geq 1 \), have 2 \( j \) nodal domains.

In Lemma 8 we shall write the above eigenvalue problem as the eigenvalue problem of the operator \( y \mapsto \frac{(p y')'}{p} \). We shall call it the **Sturm operator**.
**Lemma 6.** Let \( \{ \phi_0, \phi_1, \phi_2, \cdots \} \) be a complete orthonormal basis of \( L^2_\mu(M) \) with each \( \phi_j \) an eigenfunction of \( \Delta_\varphi \) associated to an eigenvalue \( \lambda_j, j = 0, 1, 2, \cdots \). Then the number of nodal domains of \( \phi_k \) is less or equal to \( k + 1 \), for every \( k = 0, 1, 2, \cdots \). Moreover, the number of nodal domains of \( \phi_0 \) and \( \phi_1 \) are 1 and 2 respectively.

**Proof** It follows with exactly the same arguments used for the ordinary Laplacian (see [9] pages 19-20), just changing the corresponding spaces associated to the Riemannian measure \( \mu \) by those spaced associated to the measure with density \( \mu_\psi \) indicated in the Preliminaries.

With these lemmas in hand, we can give the final steps in the proof of the theorem by comparing to some known eigenfunctions.

**Lemma 7.** \( \inf \{ \mu_{ij}^\lambda \neq 0; \ i, j = 0, 1, 2, \cdots \} = \min \{ \mu_1^\lambda, \mu_2^\lambda, \mu_0^\lambda \} \).

Moreover, \( \mu_0^\lambda = -C \).

**Proof** By Lemma 6 the eigenfunctions associated to the first nonzero eigenvalue of \( \Delta_\psi^T \) have exactly two nodal domains. Then we shall look for products \( \psi_i \phi_j^\lambda \) with two nodal domains.

Let us denote by \( N(f) \) the number of nodal domains of a function. Obviously we have \( N(\psi_1 \phi_j^\lambda) = N(\psi_1) N(\phi_j^\lambda) \). We discuss the possibilities for the different values of \( i \) and \( j \).

1. For \( i = 0 \), \( \psi_0 \) is constant, then \( N(\psi_0 \phi_j^\lambda) = N(\phi_j^\lambda) \). Moreover, from (26), \( L_\lambda(y) = (\Delta^E + \frac{1}{\rho} \nabla \rho + \nabla \psi) \psi = \psi'' + \left( \frac{\rho'}{\rho} + \psi' \right) \psi' \) has the form of the Sturm operator, with \( p = \rho e^{\psi} \). Then, by Sturm’s Theorem, the eigenfunctions \( \phi_j^{\lambda_0} \) have \( 2 \) nodal domains for \( j \geq 1 \), whereas, by Lemma 5, \( \phi_j^{\lambda_0} \) is constant and has one nodal domain. By Lemma 6 the first nonzero eigenvalue of \( \Delta_\psi \) has an associated eigenfunction with two nodal domains. Therefore the unique candidates to be this eigenvalue when \( i = 0 \) are \( \mu_1^\lambda \) and \( \mu_2^\lambda \).

2. For \( i \in \{ 1, 2 \} \), \( N(\psi_1) = 2 \), then \( \mu_j^\lambda = \mu_j^\lambda \) is a candidate to be the first nonzero eigenvalue of \( \Delta_\psi^T \) only if \( N(\phi_j^\lambda) = 1 \). Since \( T \) a torus of revolution around the \( z \)-axis and is symmetric respect to reflection across the \( xy \)-plane, \( T \) has central symmetry and, because \( \psi \) is radial, the origin is the center of \( \psi \)-mass of \( T \). It follows from (13) that the coordinate functions \( x, y, z \) restricted to \( T \) are eigenfunctions of \( \Delta_\psi^T \) with eigenvalue \( -C \). Considering the relation \( x(s, \theta) = \rho(s) \cos \theta, \ y(s, \theta) = \rho(s) \sin \theta \), \( s \in E \) and \( \theta \in S^1 \) in the surface of revolution \( T \), using the expression (25) and the fact that \( \cos \theta \) is an eigenfunction of \( \Delta_{S^1} \) with eigenvalue \( \lambda_1 = 1 \), we obtain

\[
C \rho(s) \cos \theta = \Delta_\psi^E(\rho \cos \theta) = \left( \Delta^E_{\ln \rho + \psi} + \frac{1}{\rho^2} \Delta_{S^1} \right)(\rho \cos \theta) = \cos \theta \Delta^E_{\ln \rho + \psi} \rho + \frac{\rho}{\rho^2} \Delta_{S^1} \cos \theta = \left( \Delta^E_{\ln \rho + \psi} \rho - \frac{1}{\rho} \right) \cos \theta. \tag{32}
\]

It follows from (32) that

\[
L_{\lambda_1} \rho = \Delta^E_{\ln \rho + \psi} \rho - \frac{1}{\rho} = C \rho, \tag{33}
\]

that is \( \rho \) is an eigenfunction of \( L_{\lambda_1}^\psi \). Moreover \( \rho > 0 \) because the profile curve \( E \) does not touch the \( z \)-axis, hence \( N(\rho) = 1 \), and any other eigenfunction of \( L_{\lambda_1}^\psi \) orthogonal to
Then \( \rho \) must have at least 2 nodal domains. We conclude that the unique \( \mu_j^{\lambda_1} \) candidate to be the first nonzero eigenvalue of \( \Delta^T \varphi \) is \( \mu_0^{\lambda_1} = -C \) (with \( j = 0 \) because these eigenvalues are ordered), and in fact the eigenfunction \( \phi_0^{\lambda_1} \) is a multiple of \( \rho \).

3. For \( i \geq 3 \), \( N(\psi_i) \geq 4 \), then none of the \( \mu_j^{\lambda_i} \) is a candidate to be the first nonzero eigenvalue of \( \Delta^T \varphi \).

\[ \square \]

**Lemma 8.** \( \mu_1^{\lambda_0} = -C < \mu_2^{\lambda_0} = -2C. \)

**Proof** As we observed in the previous lemma, it follows from [13] that \( z \) is an eigenfunction of \( \Delta^T \) with eigenvalue \(-C\). This, together with the expressions (24) and (26) and the facts that \( \lambda_0 = 0 \) and \( z \) restricted to \( S^1 \) is constant give that \( z \) is an eigenfunction of \( L^\psi \) with eigenvalue \(-C\). Since the profile curve \( E \) of \( T \) is symmetric respect to the \( x \)-axis, the function \( z \) restricted to \( E \) has two nodal domains.

On the other hand, we can verify that \( \rho^2 + z^2 + \frac{2}{C} \) is an eigenfunction of \( \Delta^T \varphi \) with eigenvalue \(-2C\). In fact, \( r_p^2 = \rho^2 + z^2 \) and

\[
\Delta^T \varphi (r_p^2) = \sum_{i=1}^2 \Delta^T \varphi (x_i^4) = \sum_{i=1}^2 2x_i^4 \Delta^T \varphi x_i^4 + \sum_{i=1}^2 2|\nabla x_i^4|^2 = 2C \sum_{i=1}^2 (x_i^4)^2 + \sum_{i=1}^2 |\nabla x_i^4|^2 = 2Cr_p^2 + 4
\]

then

\[
\Delta^T \varphi \left( r_p^2 + \frac{2}{C} \right) = 2C \left( r_p^2 + \frac{2}{C} \right).
\]

But by the hypothesis that the intersection with the sphere of radius \( \sqrt{\frac{2}{C}} \) has two connected components, the function \( \rho^2 + z^2 + \frac{2}{C} \) restricted to \( E \) also has two nodal domains. Then, by Sturm’s Theorem (see Case 1 in the proof of Lemma 7), \( \mu_1^{\lambda_0} = -C \) and \( \mu_2^{\lambda_0} = -2C \). The corresponding eigenfunctions \( \phi_1^{\lambda_0} \) and \( \phi_2^{\lambda_0} \) are proportional to \( z \) and \( \rho^2 + z^2 + \frac{2}{C} \) respectively. \( \square \)

With this lemma finish the proof of Theorem 3.

Angenent’s original construction of a shrinker torus in \( \mathbb{R}^3 \) is obtained by revolution of a closed curve \( \Gamma \) in \( \mathbb{R}^2 \), contained in the half space \( \rho > 0 \). We shall prove

**Theorem 9.** The circle of radius \( \sqrt{\frac{2}{C}} \) cuts \( \Gamma \) exactly twice.

**Proof** First we recall Angenent’s construction. The curve \( \Gamma \) parametrized as \( \gamma(t) = (\rho(t), z(t)) \) is the solution of differential equation

\[
z^p'' - \rho z'' - \frac{1}{\rho} z' = C(\rho z' - z \rho')
\]

Moreover there exist \( R_\star > \sqrt{\frac{2}{C}} \) such that for all \( r \geq R_\star \) the solution of (34) with the initial conditions \( \gamma(0) = r \) and \( \gamma'(0) = (0, \mu) \), \( \mu \in \mathbb{R}, \mu > 0 \) re-intersects the \( \rho \)-axis before having tangent vector again parallel to the \( z \)-axis. When \( \gamma(0) = R_\star, \gamma \) re-intersects the \( \rho \)-axis in \( \rho_\star < \sqrt{\frac{1}{C}} \) at a point \( \gamma(t_0) \) with \( \gamma'(t_0) = (0, \nu), \nu \in \mathbb{R}, \nu < 0 \).
Furthermore, Angenent proves that $\Gamma$ can be described by the graph of a function $z = f(\rho)$ with $\rho \in [\rho_*, R_*]$ and this reflection over the $\rho$-axis, and from \cite{34} $f$ satisfies the differential equation
\[
\frac{f''}{1 + (f')^2} = \left(-C\rho - \frac{1}{\rho}\right) f' + Cf
\] (35)

**Step 1.** If $f\left(\sqrt{\frac{1}{-C}}\right) < 0$ and $f'(\rho) \geq 0$ whenever $\rho \geq \sqrt{\frac{1}{-C}}$, then $f(\rho) > 0$ whenever $\rho > \rho_0$; $\rho_0$ being the zero of the function
\[
\xi(\rho) = \rho \text{Ei}\left(-\frac{C}{2}\rho^2\right) - \sqrt{\frac{1}{-C}} \text{Ei}\left(\frac{1}{2}\right) - \sqrt{\frac{2\pi}{-C}} \left(\text{erfi}\left(\sqrt{-\frac{C}{2}\rho}\right) - \text{erfi}\left(\frac{1}{\sqrt{2}}\right)\right) + \text{Ei}\left(\frac{1}{2}\right) \left(\rho - \sqrt{\frac{1}{-C}}\right) - \frac{2\sqrt{e}}{\sqrt{-C}}
\]
for $\rho > \sqrt{\frac{1}{-C}}$, where $\text{Ei}(x) = \int_{-\infty}^{x} e^t t^{-1} dt$ and $\text{erfi}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^2} dt$.

When $C = -\frac{1}{2}$, $\rho_0 \approx 3.1769$.

We prove this step following the ideas in Drugan-Kleene \cite{14}:

Differentiating \cite{35} respect to $\rho$,

\[
\frac{f'''}{1 + (f')^2} = \left(\frac{2f'f''}{(1 + (f')^2)^2} - C\rho - \frac{1}{\rho}\right) f'' + \frac{1}{\rho^2} f'
\] (36)

If $-f\left(\sqrt{\frac{1}{-C}}\right) > 0$, then for $\rho \geq \sqrt{\frac{1}{-C}}$, $f'(\rho) \geq 0$, we have $-C\rho - \frac{1}{\rho} \geq 0$, and hence $f''(\rho) > 0$ and $f'''(\rho) \geq 0$. Moreover, from \cite{36} and $f'(\rho) \geq 0$,

\[
\frac{f''}{f'} \geq \frac{2f'f''}{1 + (f')^2} - C\rho - \frac{1}{\rho}
\]

Integrating we find that

\[
\ln f''(\rho) - \ln f''\left(\sqrt{\frac{1}{-C}}\right) \geq \ln(1 + (f')^2)(\rho) - \ln(1 + (f')^2)\left(\sqrt{\frac{1}{-C}}\right) - \ln(\rho) + \ln\left(\sqrt{\frac{1}{-C}}\right) - C\rho^2 + \frac{C}{2} \frac{1}{-C}
\]

\[
f''(\rho) \geq f''\left(\sqrt{\frac{1}{-C}}\right) \frac{\frac{1}{\sqrt{-C}} (1 + (f')^2(\rho))}{\rho \left(1 + (f')^2\left(\sqrt{\frac{1}{-C}}\right)\right)} e^{-\frac{1}{2} - \frac{C}{2}\rho^2}
\]

but, evaluating \cite{35} at $\sqrt{1/(-C)}$,

\[
\frac{f''\left(\sqrt{\frac{1}{-C}}\right)}{1 + (f')^2\left(\sqrt{\frac{1}{-C}}\right)} = Cf\left(\sqrt{\frac{1}{-C}}\right) \geq 0,
\]

then

\[
f''(\rho) \geq \frac{-\sqrt{-C} f\left(\sqrt{\frac{1}{-C}}\right)}{\rho} e^{-\frac{1}{2} e^{-\frac{C}{2}\rho^2}}
\] (37)
Integrating twice we find that
\[ f(\rho) - f\left(\sqrt{\frac{1}{\rho}}\right) - f'\left(\sqrt{\frac{1}{\rho}}\right)\left(\rho - \sqrt{\frac{1}{\rho}}\right) \geq -\frac{\sqrt{-C}}{2\sqrt{\epsilon}} f\left(\sqrt{\frac{1}{\rho}}\right) \alpha(\rho), \]
where
\[ \alpha(\rho) = \rho \text{Ei} \left(-\frac{C}{2\rho^2}\right) - \sqrt{\frac{1}{-C}} \text{Ei} \left(\frac{1}{2}\right) - \sqrt{\frac{2\pi}{-C}} \left(\text{erfi} \left(\sqrt{-C} \rho\right) - \text{erfi} \left(\frac{1}{\sqrt{2}}\right)\right) + \text{Ei} \left(\frac{1}{2}\right) \left(\rho - \sqrt{\frac{1}{-C}}\right). \]

Then because \( f'\left(\sqrt{\frac{1}{\rho}}\right) \rho - f'\left(\sqrt{\frac{1}{\rho}}\right)\sqrt{\frac{1}{\rho}} = f'\left(\sqrt{\frac{1}{\rho}}\right) \left(\rho - \sqrt{\frac{1}{\rho}}\right) \geq 0, \) we have
\[ f(\rho) \geq -f\left(\sqrt{\frac{1}{\rho}}\right) \left(-1 + \frac{\sqrt{-C}}{2\sqrt{\epsilon}} \alpha(\rho)\right), \] (38)

Thus we conclude that \( f(\rho) \geq 0 \) if and only if \( \xi(\rho) \geq 0. \)

For \( \rho > \sqrt{\frac{1}{-C}} \), the function \( \xi \) is increasing with \( \rho \), hence \( \xi(\rho) > 0 \) if and only if \( \rho > \rho_0. \)

When \( C = -\frac{1}{2} \) (which is the value taken by Angenent, Drugan, Moller and Kleene) a simple computation with Mathematica gives \( \rho_0 \approx 3.1769. \)

**Step 2.** If \( R_\star > \rho_0, \) the circle of radius \( \sqrt{2f(-C)} \) cuts \( \Gamma \) exactly twice.

Whenever we can write the curve \( \Gamma \) as a graph of \( \rho \) over \( z, \rho = u(z) \), it follows from [34] that it must satisfy the differential equation
\[ \frac{u''}{1 + u'^2} = -C z u' + C u + \frac{1}{u} \] (39)

By [23] (Proposition 2 and Lemma 9) \( \Gamma \) has exactly two points with tangent line parallel to the \( \rho \)-axis, then \( \Gamma = \text{graph}(u_1) \cup \text{graph}(u_2) \), where \( u_1, u_2 \) are functions defined on some interval \([-\beta, \beta]\), satisfying \( u_1 > u_2 \) and [39] on \([-\beta, \beta]\).

By [14] (Proposition 3) the second derivative of each segment \( u_i \) changes of sign at most twice, and only changes twice if \( u_i \) has two minima. Since \( \Gamma \) has tangent parallel to the \( z \)-axis only when \( z = 0 \), the latter cannot occur. By the symmetry of \( u_i \) respect to the \( \rho \)-axis, if the sign of \( u_i'' \) changes exactly once, then the change has to be at \( z = 0 \), where also \( u_i'(0) = 0 \). If so, from [39], \( u_i(0) = \sqrt{-1/C} \). By the uniqueness of the solution of [39], it must be \( u_i = \sqrt{-1/C} \), which is absurd. Then \( u_1 \) is a concave function and \( u_2 \) is convex. This implies that \( \text{graph}(u_2) \) intersects the circle \( z^2 + \rho^2 = 1/C^2 \) at most once in the quadrant \( z > 0. \)

We now claim that \( \text{graph}(u_2) \) intersects the line \( \rho = \sqrt{-1/C} \). Suppose not. Then, since \( \rho_\star < \sqrt{-1/C} < R_\star \), the line \( \rho = \sqrt{-1/C} \) has to intersect \( \text{graph}(u_1) \). By the concavity of \( u_1, u_1'(z) \geq 0 \) for \( z \in [-\beta, 0] \) and \( \text{graph}(u_1) \) intersects \( \rho = \sqrt{-1/C} \) exactly once for \( z \in [-\beta, 0] \). Switching to the representation of \( \Gamma \) as a graph \( z = f(\rho) \) used in step 1, and taking a reflection over the \( \rho \)-axis, this means that \( f(\sqrt{-1/C}) < 0 \) and \( f'(\rho) \geq 0 \) for \( \rho \geq \sqrt{-1/C} \). By Step 1, this implies that \( f(\rho) > 0 \) for \( \rho > \rho_0 \), which is equivalent to say that \( \text{graph}(u_1) \) crosses the \( \rho \)-axis at \( R_\star \leq \rho_0 \), in contradiction with our hypothesis in this step.

From the above claim, it follows that if \( \text{graph}(u_1) \) crosses the circle \( z^2 + \rho^2 = 2/(-C) \), it must cross at \( \rho > \sqrt{-1/C} \). The tangent line to the circle at the point \( (\rho = \sqrt{-1/C}, z = \sqrt{-1/C}) \) cuts the \( \rho \)-axis at \( \rho = 2/\sqrt{-C} \). Therefore if \( \text{graph}(u_1) \) intersects the circle twice in the quadrant...
\( \rho > 0, \ z > 0, \) by concavity one must have \( R_\ast \leq \frac{2}{\sqrt{-C}} \), which again contradicts the hypothesis of this step. Then \( \text{graph}(u_1) \) crosses the circle \( z^2 + \rho^2 = \frac{2}{(-C)} \) at most once in the quadrant \( \rho > 0, \ z > 0. \) Moreover, if \( \text{graph}(u_1) \) does cross, then by convexity, \( \text{graph}(u_2) \) cannot cross the circle.

Then, by symmetry, we know that the circle centered at the origin and with radius \( \sqrt{\frac{2}{(-C)}} \) can cross only \( \text{graph}(u_1) \) or \( \text{graph}(u_2) \) and, if crosses one of them in the quadrant \( \rho > 0, \ z > 0, \) it crosses only once (that is, at most twice total). On the other hand, \( R_\ast > \sqrt{-2/C} > \sqrt{-1/C} > \rho_\ast, \) so the circle must cross \( \Gamma, \) and it crosses exactly twice.

**Step 3.** For \( C = -\frac{1}{2}, \ R_\ast > \rho_0 \approx 3.1769. \)

When \( C = -\frac{1}{2} \) we can show by rigorous numerical computation that the solution \( (\rho(t), z(t)) \) of (34) for \( (\rho(0), z(0)) = (3.3, 0) \) and \( (\rho'(0), z'(0)) = (0, 1) \) has tangent vector parallel to the \( z- \)axis before it intersects the \( \rho- \)axis. The details of this computation and its analysis are deferred to the appendix.

By the property characterizing \( R_\ast \) stated at the beginning of the proof, this implies that \( R_\ast > 3.3 > \rho_0. \)

This proves the theorem for \( C = -\frac{1}{2}. \) For other values of \( C \) the corresponding shrinkers are homothetic, so the statement of the theorems are true for any \( C. \)

\[ \boxplus \ \boxminus \]

**Appendix**

In this appendix we detail the numerical computation and analysis near Angenent’s torus. For \( C = -\frac{1}{2}, \) the solutions of (34) can be viewed as the solutions to the following first-order ODE system (see also [14], eq. (9)):

\[
\begin{align*}
\alpha'(s) & = \frac{z(s)}{2} \sin \alpha(s) + \left( \frac{1}{\rho(s)} - \frac{\rho(s)}{2} \right) \cos \alpha(s) & (40) \\
z'(s) & = \cos \alpha(s) & (41) \\
\rho'(s) & = \sin \alpha(s). & (42)
\end{align*}
\]

The goal of this appendix is to prove the following:

**Proposition 10.** Consider the solution \( (\rho(s), z(s), \alpha(s)), s \geq 0, \) of the above ODE system with initial conditions \( (\rho(0), z(0), \alpha(0)) = (3.3, 0, 0). \)

Let \( s_2 \) be the least \( s > 0 \) such that \( z(s) \leq 0. \) Then there is \( s_1 < s_2 \) for which \( \alpha(s_1) < -\pi. \) That is, by continuity, the solution curve must become parallel to the \( z- \)axis before it crosses the \( \rho- \)axis again.

We consider the solution above for \( s \in [0, \pi], \) where \( \pi = 3.78, \) and note that the initial conditions lie in the region

\[ \mathcal{R} = \{ (\rho, z, \alpha) | \rho \in [0.42, 4], |z| \leq 1, |\alpha| \leq \pi + 1 \}. \]

We run a numerical simulation, with theoretically bounded error for solutions lying in the region \( \mathcal{R}; \) this bound will inductively ensure that our solution indeed stays in the region \( \mathcal{R} \) and will also yield the final result.
RK method and error analysis

Specifically, we use a fixed-step Runge-Kutta method, and follow the method described in [15] to estimate its global error. In principle any method may be used, but we have used the standard third-order (RK3) method which converges in a reasonable time and has sufficiently simple error analysis.

For an ODE system $Y' = f(Y)$, the RK3 method with step size $h$ proceeds as

$$Y_{n+1} - Y_n = \frac{h}{6}(k_1 + 4k_2 + k_3),$$

where $k_1 = f(Y_n)$, $k_2 = f(Y_n + h k_1 / 2)$ and $k_3 = f(Y_n + h(2k_2 - k_1))$.

The local (one-step) error bounded by $|Y_{n+1} - Y_n| \leq Ch^4$, where $C$ is an upper bound for

$$\frac{1}{4!} ||Y^{(4)}||_{\infty} + \frac{1}{3!} \left( \frac{1}{6} ||k_1^{(3)}||_{\infty} + \frac{2}{3} ||k_2^{(3)}||_{\infty} + \frac{1}{6} ||k_3^{(3)}||_{\infty} \right).$$

Expanding the derivatives $k_i^{(3)}$ with the chain rule, we have $k_1^{(3)} = 0, ||k_2^{(3)}||_{\infty} \leq \frac{1}{8} M_0^3 M_3,$

$$||k_3^{(3)}||_{\infty} \leq 8 M_0^3 M_3 + \frac{27}{2} M_0^3 M_2 M_1 + h (3 M_0 M_2 + \frac{49}{4} M_0 M_1 M_3 + 6 M_1^2 M_2)$$

$$+ h^2 \left( \frac{3}{2} M_0^3 M_1 M_2 + 6 M_0^3 M_1^2 M_3 + h^3 M_0^3 M_1^3 M_3 \right),$$

where $M_i$ is an upper bound for $||f(i)||_{\infty}$. For us, we have

$$f(Y) = f(\rho, z, \alpha) = \left( \sin \alpha, \cos \alpha, \frac{z}{2}, \sin \alpha + \left( \frac{1}{\rho} - \frac{\rho}{2} \right) \cos \alpha \right).$$

On the region $\mathcal{R}$, we can then take $M_0 = 2.671, M_1 = 9.34, M_2 = 29.507, M_3 = 95.307$.

Similarly, we may differentiate the equation $Y'(s) = f(Y(s))$ three times to estimate $||Y^{(4)}||_{\infty}$ in terms of the $M_i$, which yields $||Y^{(4)}||_{\infty} \leq 1532.075$.

Combining these, we may take $C = 1229.881$.

The global error for $s \in [0, \sigma]$ is then bounded by

$$\exp(M_1 \sigma) C h^3.$$

We take $h = 10^{-7}$. Substituting the values of $\sigma, M_i, C$, we find that the global error is at most $(2.833 \times 10^{17}) h^3$. In particular since we chose $h = 10^{-7}$ we obtain a global error of at most $\epsilon = 0.0003$.

That is, for $0 \leq n \leq \sigma / h$, assuming that $Y_k \in \mathcal{R}$ for all $k < n$ and $Y(s) \in \mathcal{R}$ for all $s \in [0, nh]$, we have that

$$|Y(n h) - Y_n| \leq \epsilon = 0.0003,$$

where $Y(s)$ is the exact solution.

Proof of Proposition [10] As above, let $Y_n$ be the numerical solution using the RK3 method and $Y(s)$ the exact solution with initial conditions $Y(s) = (3.3, 0, 0)$. We will show by strong induction on $n$ that for all $n = 0, \cdots, \sigma / h$, we have $Y_n \in \mathcal{R}$ and $Y(s) \in \mathcal{R}$ for all $0 \leq s \leq \min(n + 1) h, \sigma$.

Take $\delta = 0.01$ and let

$$\mathcal{R}_\delta = \{(\rho, z, \alpha)|\rho \in [0.42 + \delta, 4 - \delta], |z| \leq 1 - \delta, |\alpha| \leq \pi + 1 - \delta\}. \quad (44)$$
Certainly the initial condition lies in \( R_\delta \), so since \( M_0 h \ll \delta \) we must have \( Y(s) \in R_\delta \) for \( s \in [0,h] \). Now at each step \( n \), one may observe that the numerical solution lies in the region \( R_\delta \). (See Figures 1 and 2 for a plot of the numerically obtained profile curve.) By the strong induction hypotheses and the error analysis in Section 5, we have that \( |Y(nh) - Y_n| \leq \epsilon \ll \delta \), hence \( Y(nh) \in R \). In fact, for any \( s \in [(n-1)h, (n+1)h] \) we have \( |Y(s) - Y_n| \leq \epsilon + M_0 h \ll \delta \). This implies that \( Y(s) \in R \) for all \( s \in [0,(n+1)h] \), and completes the induction.

In particular, the global error is at most \( \epsilon \) for all \( s \in [0,\bar{s}] \). For \( s_1 = 3.745 \), we then observe the particular value of the numerical solution:

\[
Y_{s_1} = (0.43648, 0.0076, -3.15049).
\]

Note that \( 3.15049 = \pi + 0.00889 \cdots \). Since the global error is at most \( \epsilon = 0.0003 \) we conclude that the exact solution \( Y(s_1) \) satisfies \( \alpha(s_1) < -\pi - 0.008 < -\pi \) but \( z(s_1) > 0.007 > 0 \) and hence \( s_1 < s_2 \). (See figures 3 to 8 for plots comparing \( \alpha \), \( z \) and \( s \).) This completes the proof. \( \square \)
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