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Abstract

Developing a robust generalization measure for the performance of machine learning models is an important and challenging task. A lot of recent research in the area focuses on the model decision boundary when predicting generalization. In this paper, as part of the "Predicting Generalization in Deep Learning" competition, we analyse the complexity of decision boundaries using the concept of fractal dimension and develop a generalization measure based on that technique.

1 Introduction

Understanding and predicting the generalization capabilities of models is becoming more and more important as machine learning algorithms continue to proliferate in a variety of areas and impact an increasing number of people. The "Predicting Generalization in Deep Learning" competition (Jiang et al. [1]) presents a particular problem setting in which to compare the performance of different techniques for predicting the generalization ability of models. The goal is, given a model and its training data, to produce a measure of the generalization gap of the model. The competition focuses on convolutional neural networks for image classification tasks with the public dataset being composed of models trained on CIFAR-10 and SVHN. The metric used to rate the generalization prediction techniques is the conditional mutual information between the generalization measure and the true generalization gap conditioned on groups of hyperparameter settings (Jiang et al. [2]).

Most generalization measures try to capture some concept of model or decision boundary complexity. Similarly, fractal dimension analysis has been applied in various areas of data science as a way to consider the complexity of datasets. In the present paper, we propose a generalization measure based on the concept of fractal dimension that compares the complexity of a model’s decision boundary to the complexity of the training data. We discuss the behavior of the various hyperparameters of the technique. We also share results on two tasks from the competition and propose future directions of research.

2 Background

2.1 Generalization Measures

The shape of the decision boundary is crucial to the generalization ability of a model. As such, the area of research focusing on decision boundaries is quite rich. Yousefzadeh and O’Leary [3] investigate how flip points, points on the decision boundary, can provide information about the generalization error and robustness of a model. He et al. [4] investigate how the nature of the decision boundary relates to adversarial examples and discover that the decision boundary of a classifier near adversarial examples is different than around regular examples.

Jiang et al. [5] propose a generalization measure that is based on the concept of margin distribution, which are the distances of training points to the decision boundary. However, a later survey by Jiang
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et al. [2] claims that sharpness-based measures, focusing on the concept of *sharpness* of local minima, are the best performing family of generalization measures.

### 2.2 Fractal Dimension

Fractal dimension is a measure of how an object scales differently than the space it’s embedded in and is a common way to analyze the complexity of objects. Despite the focus from the machine learning community on decision boundaries and their properties, not much research has been done on performing fractal dimension analysis on them. Fractal dimension analysis has been used for dataset analysis (Bloem [6]) and data mining (Kumaraswamy [7]), but no special focus has been placed on the fractal dimension of the decision boundaries of models themselves. In the present work, we’re basing our generalization measure on the fractal dimension of decision boundaries as a way to measure the complexity of a model.

### 3 Methodology

The proposed complexity measure is based on the concept of fractal dimension. The idea is to approximate the fractal dimension of the decision boundaries in the data as well as the decision boundaries of the provided model. The ratio between the two signifies how close the model is to capturing the structure of the dataset and, by extension, its generalization ability.

We approximate the fractal dimension through the concept of correlation dimension. We compute the correlation dimension of the class boundary by focusing on examples from different classes. For each batch of randomly-selected data samples, we compute the pairwise distances of samples in the batch and then count the number of pairs with different classes within distance \( r \) for a range of distances \( r \in \mathbb{R} \).

\[
C(r) = \#(\text{pairs within distance } r)
\]

The distances \( r \in \mathbb{R} \) are dataset-specific and are automatically generated from a range of percentiles, which are one of the hyperparameters of this technique.

Once we have the counts for each distance \( r \), we convert both the counts \( C(r) \) and the distances \( r \) to log-space and then fit a line to this data. The slope of the line is the correlation dimension of our data (Kumaraswamy [7], Attikos and Doumpos [8]):

\[
D_2 = \frac{\delta \log(C(r))}{\delta \log(r)}, r \in \mathbb{R}
\]

Because of the memory overhead of computing pairwise distances on the entire dataset, we calculate the fractal dimension based on pair counts within a single batch and then average the results of all batches to get our final estimate of the fractal dimension.

In order to explore the decision boundary of the model beyond the provided examples, we utilize the *mixup* technique introduced by Zhang et al. [9]. A data augmentation technique, *mixup* is used to generate new virtual samples by linearly interpolating between pairs of real samples:

\[
\hat{x} = \lambda x_1 + (1 - \lambda)x_2 \\
\hat{y} = \lambda y_1 + (1 - \lambda)y_2,
\]

where \((x_1, y_1)\) and \((x_2, y_2)\) are randomly-selected examples and \(\lambda \in [0, 1]\).

Our proposed generalization measure \( M \) is equal to the absolute difference between 1 and the ratio of the correlation dimension of the *mixup*-augmented class boundary and the training data class boundary of the model under inspection:

\[
M = \left| 1 - \frac{D_2(X_{\text{mixup}})}{D_2(X)} \right|
\]

where \(D_2(X_{\text{mixup}})\) is the fractal dimension of the augmented data class boundary (using the model outputs as labels) and \(D_2(X)\) is the fractal dimension of the training data class boundary (using the actual training data labels) (See Figure [1]). The closer \( M \) is to 0 the better the model decision boundary matches the complexity of the training data and, therefore, the better it generalizes.
Table 1: Conditional Mutual Information scores on the public data

| Technique            | Number of batches | Batch size | R percentile range | Task 1  | Task 2  |
|----------------------|------------------|------------|--------------------|---------|---------|
| Jacobian Norm        | -                | -          | -                  | 0.0094  | 0.031   |
| Fractal Dimension    | 100              | 128        | [0.01; 0.3]        | **0.041** | 0.020   |
| Fractal Dimension    | 100              | 128        | [0.01; 0.5]        | 0.026   | 0.018   |
| Fractal Dimension    | 150              | 128        | [0.01; 0.5]        | 0.026   | 0.011   |
| Fractal Dimension    | 150              | 128        | [0.01; 0.3]        | 0.033   | 0.020   |
| Fractal Dimension    | 100              | 96         | [0.01; 0.3]        | 0.027   | 0.020   |

4 Results

Table 1 shows the conditional mutual information score between $M$ and the actual test set performance, which is the baseline score designated by the competition (Jiang et al. [1]). A higher conditional mutual information means better ability of the technique to predict the generalization ability of the model. There are three hyperparameters in our computation of the fractal dimension generalization measure: batch size; the number of batches; and the $R$ percentile range which is the percentiles of inter-sample distances we use to calculate the set $R$ from the data.

From our experiments, we conclude that the batch size and the R percentile range are both important parameters. Smaller batch sizes (such as 64) often fail to produce results as the number of samples is too small for the computation of the fractal dimension (those results are not included in Table 1). We theorize that the minimal useful batch size is related to the dimensionality of the data, but further experimentation is necessary. Similarly, $R$ percentile ranges with higher upper bound tend to underperform. We theorize that this is because at larger scales the behavior of $D_2(X_{mixup})$ and $D_2(X)$ is always similar and, therefore, is not a good measure of the generalization ability of the model. Intuitively, we expected that an increase in the number of batches used for the computation of the fractal dimension would produce an improvement in the performance of our proposed measure. However, this is not the case. We suspect this indicates that the measure has large variance, but more experiments are needed to confirm this.
5 Conclusion

In this work, as part of the "Predicting Generalization in Deep Learning" competition, we proposed a generalization measure based on the concept of fractal dimension that works by comparing the complexity of the model decision boundary with the complexity of the data. While the approach is not competitive with the best performing techniques, it provides an alternative direction of research and has space for improvement in multiple areas. In particular, better ways to approximate the decision boundary of a model and the fractal dimension could improve the performance of the technique. In addition, more effort should be made into making the measure more stable as there is evidence that, in its current form, it has large variance.
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