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1. Introduction

In [1] the authors propose an efficient two-dimensional interleaving technique
that spreads a cluster of errors having a quasicircular shape.

Thenceforth this paper aims to extend the previous work by proposing an $n$-dimensional interleaving technique that spreads a cluster of errors having a quasicircular shape. Interleaving techniques are used in channels with memory to cope with burst errors. The combination of a $(q, k, t)$ block code and the interleaving results in an equivalent $(q^n, kq^{n-1}, t_l)$ interleaved block code, where $n \geq 3$ is the dimension, $q = 2n + 1$ is the blocklength (order of the hypertorus which is $q \times q \times \ldots \times q = q^n$), $k$ is the number of information bits, $t$ is the error-correcting code capability and $t_l$ is the interleaved error-correcting code capability. Note that $q = 2n + 1$ may be interpreted as the cardinality of the set consisting of bi-orthogonal signal points (two antipodes signals per dimension including the signal at the origin), where each signal point is viewed as a square in 2D, a cube in 3D and a hypercube in $n$D. This signal set is the Lee sphere of radius one. So far effective interleaving techniques are well known for combating a one and two-dimensional burst of errors as is the case in data transmission systems [2], [6], [7]. However to the best of our knowledge little is known regarding interleaving techniques for combating $n$-dimensional cluster of errors, where $n \geq 3$.

The works [1] and [6] are based on the set partitioning concept introduced by Ungerboeck [11], however, this work is based on Golomb’s et al. congruence equation (equation (5)). As it will become clear both the set partitioning concept (Table 3) and Golomb’s et al. congruence equation (equation (5)) are distinct techniques leading to the same solution. For lower dimensions either one of them may be used indistinctly. However, for higher dimensions, the latter one is less complex.

Thereby the purpose of this work is to propose an $n$-dimensional interleaving technique for spreading quasicircular clusters of errored bits. Consequently one-dimensional random-error-correcting codes can be used to correct the spread errors instead of the more complex $n$-dimensional burst-error-correcting codes.

The motivation to use this technique is related to the following applications, among others, such as magnetic or optical data storage, where clusters of errors can occur due to dust particles or defective regions, and in the construction of quantum computers to overcome decoherence, a phenomenon due to the interaction between the system and the surrounding environment, by use of quantum error-correcting codes such as the class of toric quantum codes, $T^2$ quantum codes [8], [9] associated with the lattice $Z^2$ or the class of $T^n$ quantum codes associated with the lattice $Z^n$. We assume that the clusters of errors have a quasicircular shape (hypercubes) and the bits are cubic-shaped unit areas (hyperfaces).
Figure 1 shows the model of the $n$-dimensional storage system under consideration.

![Model of an $n$-dimensional storage system](image)

Figure 1: Model of an $n$-dimensional storage system, from [1]

Before presenting the $n$-dimensional interleaving technique, we consider the corresponding three, four, and five-dimensional interleaving technique.

2. Lattices

A large class of the problems in coding theory is related to the properties of lattices [3, 4, 10, 17, 18, 19]. A lattice is simply an array of vectors (points) that algebraically forms a group under ordinary vector addition. This property leads to the study of subgroups (sublattices) and coset decomposition (partitions). An algebraic way to obtain sublattices from lattices is employing a scaled transformation matrix $T$. Given a lattice $\Lambda$, a sublattice $\Lambda' = T\Lambda$ can be obtained by transforming each vector $\lambda \in \Lambda$ to $\lambda' \in \Lambda'$ according to $\lambda' = T\lambda$.

Let $V(\Lambda)$ be the volume of the Voronoi region of the $n$-dimensional lattice $\Lambda$. For a sublattice $\Lambda' = T\Lambda$, we have that $\frac{V(T\Lambda)}{V(\Lambda)} = |\text{det}(T)|$.

An essential property of a lattice is the (squared) minimum distance between its points. The lattice we consider in this paper is the $\mathbb{Z}^n$. Although not as important as the (squared) minimum distance for lattice comparisons, however, relevant for the possible interferences is the number of nearest neighbors of any given lattice point. Since a lattice consists of a collection of an infinite number of points and from the fact that in applications only a finite number of points are of interest, we define a basic cell of order $q$ as an array of $q \times q \times \cdots \times q = q^n$ points based on the $\mathbb{Z}^n$ lattice.
3. Binary quadratic forms

A polynomial equation with integer coefficients is called a Diophantine equation if the solutions are also integers. For instance, consider the polynomial equation

$$A(x, y) = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} = ax^2 + (c + b)xy + dy^2,$$

(1)

with $a$, $b$, $c$ and $d$ integers associated with a given lattice $\Lambda$. Let $V(\Lambda)$ be the volume of the Voronoi region of the lattice $\Lambda$ associated with $A(x, y)$, let $V(T\Lambda)$ be the volume of the Voronoi region of the sublattice $T\Lambda$ and let $q$ be the number of cosets. The corresponding Diophantine equation can be written as

$$ax^2 + (c + b)xy + dy^2 = \frac{V(T\Lambda)}{V(\Lambda)} = |\text{det}(T)| = q.$$  

(2)

From (2) we have the following case of interest:

- $a = d = 1$, $b = c = 0$. In this case we have the binary quadratic form

$$x^2 + y^2 = q$$

associated with the $q$-ary partitioning of the lattice $\mathbb{Z}^2$.

The mathematical model of the first level $q$-ary set partitioning problem for the rectangular grid is to consider

$$ax^2 + dy^2 = \frac{V(T\mathbb{Z}^2)}{V(\mathbb{Z}^2)} = |\text{det}(T)| = q,$$

(3)

in words, knowing the number of cosets, find $T$.

To find $T$ is equivalent to solving (3) for $x$ and $y$ integers. The existence of solutions to (3) is guaranteed by the following pair of classical theorems, see [5]:

**Theorem 1.** (Genus) The equation $x^2 + y^2 = q$ can be solved for $x$ and $y$ integers with $q$ prime if, and only if, $q = 1 \text{ mod } 4$ or $q = 2$.

**Theorem 2.** (Composition) Let $q$ be factorable by the product $q_1q_2$ and let $A(x', y') = q_1$ and $A(x'', y'') = q_2$. Then $A(x, y) = q$ can be obtained by using

$$A(x', y')A(x'', y'') = A(x'x'' - y'y'', x'y'' + x''y').$$  

(4)

When $q$ can be written as $x^2 + y^2$, we say that $q$ is representable.
4. Bi-dimensional interleaving

The set partitioning technique is used, in this case, to separate bits of a cluster of errors in a $5 \times 5$ torus, [1]. From Theorem 1 the binary quadratic form is $x^2 + y^2 = 5$ and the solutions are $(\pm 2, \pm 1)$ and $(\pm 1, \pm 2)$. Table 3 illustrates the transformations leading to the $5 \times 5$ array, as it is shown in Table 1, and Table 2 the code originated from them.

Table 1: Codewords of the $5 \times 5$ array, see Table 3

|   | 0 | 1 | 2 | 3 | 4 |
|---|---|---|---|---|---|
| 0 | X |   |   |   |   |
| 1 |   | X |   |   |   |
| 2 |   |   | X |   |   |
| 3 | X |   |   | X |   |
| 3 |   | X |   |   | X |

Table 2: Codewords of the $5 \times 5$ array

|   | Codes |
|---|-------|
| Column | Row |
| 0 | 00 |
| 13 | 00 |
| 21 | 12 |
| 34 | 24 |
| 42 | 31 |

Table 2: Codewords of the $5 \times 5$ array

|   | Codes |
|---|-------|
| Column | Row |
| 0 | 00 |
| 13 | 12 |
| 21 | 24 |
| 34 | 31 |
| 42 | 43 |

5. Three-dimensional interleaving

In this section, the goal is to separate bits of a cluster of errors in a $7 \times 7 \times 7$ hypertorus.

An $n$-space signal point has $2^n$ neighbors signal points within a Lee distance one from it. Geometrically we may visualize a Lee sphere of radius 1 in $n$ dimensions as a central hypercube which has $2^n$ hyperfaces to which another
The hypercube has been affixed to each of its hyperfaces. The three-dimensional Lee sphere of radius one consists of heptacubes, as shown in Fig. 2.

![Figure 2: 3-dimensional Lee sphere of radius 1, from [12]](image)

The following theorem establishes a single-error-correcting code in dimension three having 49 codewords.

**Theorem 3.** ([12], p. 306) *49 of the heptacubes shown in Fig. 2 can be used to close-pack the $7 \times 7 \times 7$ hypertorus.*

**Proof.** Specifically we look at a typical $7 \times 7$ cross section of the solution, shown in Fig. 3:

The cross-sections of the heptacube will be either X-pentominoes or single squares. In the cross-section shown in Fig. 3 we see seven X-pentominoes and seven squares labeled A and seven squares labeled B. The A’s are bottoms of heptacubes whose centers are in the plane *above* and the B’s are tops of heptacubes protruding upward from the plane *below*. Since the seven A’s are systematically translated (1 unit to the northwest) from the X-pentominoes centers, we are assured that in the next cross-section above the one we are examining, the X-pentomino sections fit together correctly. Similarly, the seven B’s are systematically translated (1 unit to the southeast) from the seven X-pentominoes’ centers and are, therefore, consistent as tops of heptacubes from the layer below. Finally, since seven is a prime, it is easy to see that these translations must lead to a periodicity of 7 in the third dimension. 

An even more general result holds. Basically, it asserts that close-packed single error-correcting codes for the Lee metric exist in $n$ dimensions, for all $n$, as it follows:
Theorem 4. ([12], p. 307) In $n$ dimensions, the Lee spheres of radius 1 can be used to close-pack the hypertorus which is $q \times q \times q \times \ldots \times q = q^n$, where $q = 2n + 1$.

In the proof of Theorem 4 the set $S$ of all points $(a_1, a_2, \ldots, a_n)$ of the hypertorus, as centers of the spheres, satisfying

$$\sum_{i=1}^{n} ia_i \equiv 0 \pmod{2n+1}$$

are collected.

Besides the number of solutions to this congruence is clearly $q^{n-1}$, since any choice of $a_2, a_3, \ldots, a_n$ may be made and then there is a unique value of $a_1$ modulo $q$ to satisfy the congruence.

Therefore by using equation (5) we can construct a single-error-correcting code in dimension three with 49 codewords. Table 5 shows the corresponding codewords.

Since the close-packed $7 \times 7 \times 7$ hypertorus has a finite number of bits, we use operations modulo $q = 2n + 1 = 7$ ($n = 3$) to guarantee that the points of a given coset remain inside the hypertorus ([12], Theorem 3).

The $7 \times 7 \times 7$ hypertorus consists of seven $7 \times 7$ arrays, where each square
of these arrays means a cube. In Table 5 these seven $7 \times 7$ arrays, which are the seven $7 \times 7$ cross-sections, are labeled by the numbers 0, 1, 2, 3, 4, 5 and 6. Each column of this table shows the corresponding codewords of each $7 \times 7$ cross-section and these codewords are featured by equation (5).

Next we explain how to separate 49 adjacent bits of the $7 \times 7 \times 7$ hypertorus arranged in a $7 \times 7$ array by the greatest distance.

By observing Table 4 the codewords of each $7 \times 7$ array can be generated by the vector $(0 \ 1 \ 4)$, that is, we can put them apart by one unit to the right in the horizontal direction and four units down in the vertical one. Now to rise in the third dimension to change from one array to the one above to continue the construction of the corresponding codewords we use the vector $(1 \ 0 \ 2)$ as the corresponding generator. Thus, by using these vectors, we can construct the 49 codewords shown in Table 5.

Each codeword of the single-error-correcting code has the heptacube as being its Voronoi region. Consequently by using the Voronoi region and knowing how the codewords are constructed we can rearrange the $343 = 49 \times 7$ total bits.

Thereby the first 49 adjacent bits are arranged as being the 49 codewords of the hypertorus. Now the other six blocks with 49 adjacent bits are arranged analogously. So suppose that we wish to separate another block with 49 adjacent bits in the hypertorus. As the Voronoi region has six cubes around the cube related to the codeword, we start arranging the first bit of the 49 bits in one of these six cubes related to the codeword $(0 \ 0 \ 0)$. Therefore if we use the vector $(0 \ 1 \ 4)$ in each $7 \times 7$ array to arrange the plane and rise in the third dimension by using the vector $(1 \ 0 \ 2)$ to change from one array to the one above we can distribute these 49 adjacent bits in the hypertorus, where each one of them belongs to a different Voronoi region and the same cube of each Voronoi region.

Therefrom, by using this distribution method, we can cyclically arrange each one of the seven blocks with 49 adjacent bits in the $7 \times 7 \times 7$ hypertorus.

In Table 3 it is shown the solutions related to the Diophantine equation (3) and Theorem 1.

Then in this section we present the 3D-interleaving. In [12] it is conjectured that this is the only case for which a close-packing exists in dimension three.

We have that the codewords of each $7 \times 7$ array are generated by the vector $(0 \ 1 \ 4)$, that is, we can put them apart by one unit to the right in the horizontal direction and four units down in the vertical one, see column 0 in Table 5 and the transformation $T$ for $q = 7$ in Table 3. Then we can observe that each $7 \times 7$ array satisfies the rook domain property [13]. Table 4 provides us the codewords that
Table 3: The greatest minimum distance from the solution of equation (3)

| $q$ | $d_{\min}^2$ | Transformation $T$ |
|-----|---------------|-------------------|
| 3   | 2             | $\begin{pmatrix} 2 & 1 \\ 1 & 2 \end{pmatrix}$ |
| 5   | 5             | $\begin{pmatrix} 2 & 1 \\ 1 & 3 \end{pmatrix}$, $\begin{pmatrix} 2 & 1 \\ -1 & 2 \end{pmatrix}$ |
| 7   | 5             | $\begin{pmatrix} 2 & 1 \\ 1 & 4 \end{pmatrix}$, $\begin{pmatrix} 3 & 2 \\ 1 & 3 \end{pmatrix}$ |
| 9   | 9             | $\begin{pmatrix} 3 & 0 \\ 1 & 3 \end{pmatrix}$, $\begin{pmatrix} 1 & 6 \\ -1 & 3 \end{pmatrix}$ |
| 11  | 10            | $\begin{pmatrix} 3 & 2 \\ -1 & 3 \end{pmatrix}$, $\begin{pmatrix} 4 & 1 \\ 1 & 3 \end{pmatrix}$ |
| 13  | 13            | $\begin{pmatrix} 5 & 2 \\ 1 & 3 \end{pmatrix}$ |
| 15  | 17            | $\begin{pmatrix} 4 & 1 \\ 1 & 4 \end{pmatrix}$ |

present the first digit as being 0, where $X$ indicates a corresponding codeword, and we can check that no codeword from this $7 \times 7$ array meet another in the horizontal direction.

Table 4: Codewords of the $7 \times 7$ array labeled 0, see Table 3

|   | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|---|---|---|---|---|---|---|---|
| 0 | X |   |   |   |   |   |   |
| 1 |   | X |   |   |   |   |   |
| 2 |   |   | X |   |   |   |   |
| 3 |   |   |   | X |   |   |   |
| 4 |   | X |   |   |   |   |   |
| 5 |   |   | X |   |   |   |   |
| 6 |   |   |   |   | X |   |   |

Besides to rise in the third dimension to change from one array to the one above to continue constructing the corresponding codewords we must use the
vector \((1 \ 0 \ 2)\) as the corresponding generator. By [1] we can observe that this vector also provides us the rook domain property [13] to the vertical direction because no codeword meets another in this direction.

Thereby we can conclude that the corresponding 3D-interleaving satisfies the rook-domain property [13].

Consequently one-dimensional single-error-correcting codes can be used to correct the spread errors instead of the more complex 3-dimensional burst-error-correcting codes. Therefore, in this case, we have a perfect code [12]. Other approaches on the construction of perfect codes can be found in [15, 16].

### 6. Four-dimensional interleaving

In this section the congruence equation (5) is used to separate bits of a cluster of errors in a \(9 \times 9 \times 9 \times 9\) hypertorus.

A point in the 4-space has 8 other points within a Lee distance 1. Geometrically we may visualize a Lee sphere of radius 1 in 4 dimensions as a central hypercube which has 8 hyperfaces to which another hypercube has been affixed to each of its hyperfaces.

Since the close-packed \(9 \times 9 \times 9 \times 9\) hypertorus has a finite number of bits, we use operations modulo \(q = 2n + 1 = 9\) \((n = 4)\) to guarantee that the points of a given coset remain inside the hypertorus ([12], Theorem 3). Thus by using equation (5) we develop an algorithm that by straightforward computation lists the 729 codewords.

The \(9 \times 9 \times 9 \times 9\) hypertorus consists of nine \(9 \times 9 \times 9\) hypertorus, where
each square of these hypertorus means a cube. These nine $9 \times 9 \times 9$ hypertorus which are $9 \times 9 \times 9$ cross-sections are labeled by the numbers 0, 1, 2, 3, 4, 5, 6, 7 and 8. The cross-section labeled $j$, where $j = 0, 1, 2, 3, 4, 5, 6, 7$ and 8, provides the 81 codewords that present the first digit as being $j$. As we already know these codewords are featured by equation (5).

Next we explain how to separate 729 adjacent bits of the $9 \times 9 \times 9 \times 9$ hypertorus arranged in a $9 \times 9 \times 9$ hypertorus by the most significant distance.

By observing the codewords that were found by the algorithm mentioned previously, we can see that the vectors $(0 \ 0 \ 1 \ 6)$, $(0 \ 1 \ 1 \ 1)$ and $(1 \ 0 \ 0 \ 2)$ can generate all the codewords as it follows: we start with the codeword $(0 \ 0 \ 0 \ 0)$ and, by using these three vectors, we can generate all the other codewords; we sum the vector $(0 \ 0 \ 1 \ 6)$ eight times to generate nine codewords that present the first digit as being 0, if we sum this vector nine times, we obtain the null vector. Now we sum the ninth codeword with the vector $(0 \ 1 \ 1 \ 1)$ to find the tenth one and, after that, we sum again the vector $(0 \ 0 \ 1 \ 6)$ eight times to generate more nine codewords that present the first digit as being 0. Thus we continue this procedure until we obtain 81 codewords. Whenever we sum a codeword with the vector $(0 \ 1 \ 1 \ 1)$, the second digit of the new codeword is changed and its value is the second digit of the codeword plus 1. Then we apply the generator $(0 \ 0 \ 1 \ 6)$ to generate nine codewords for each new second digit. Hence, for each first digit $j$, the second digit changes nine times and, when we find the last codeword related to the first digit $j$, if we sum it with the vector $(0 \ 1 \ 1 \ 1)$, we obtain the null vector. Now we need to obtain the first codeword that presents the first digit as being 1. Therefore, for that, we sum the vector $(1 \ 0 \ 0 \ 2)$ with the codeword $(0 \ 0 \ 0 \ 0)$ which is the first codeword that presents the first digit as being 0. After that we obtain the codeword $(1 \ 0 \ 0 \ 2)$ and we perform the same procedure related to the all-zero codeword to find the 81 codewords which present the first digit as being one. Consequently we use this systematic way to find all the other codewords. We can observe that if we sum the first codeword that presents the first digit as being eight with the corresponding vector $(1 \ 0 \ 0 \ 2)$, we also obtain the null vector. We must observe the corresponding cyclicalities because all the codewords are featured by equation (5) which uses operations modulo $q = 9$.

Hence to generate all the codewords of a cross-section we must use the vectors $(0 \ 0 \ 1 \ 6)$ and $(0 \ 1 \ 1 \ 1)$. Now to rise in the fourth dimension to change from one cross-section to the other above to continue the construction of the corresponding codewords, we must use the vector $(1 \ 0 \ 0 \ 2)$ as the corresponding generator. So by using these vectors we can construct the 729 codewords.

Each codeword of the single-error-correcting code has a hypercube as being
its Voronoi region. Then by using the Voronoi region and knowing how the codewords can be constructed we can rearrange the $6561 = 729 \times 9$ total bits.

Thereby the first 729 adjacent bits are arranged as being the 729 codewords of the $9 \times 9 \times 9 \times 9$ hypertorus. Now the other eight blocks with 729 adjacent bits are arranged analogously. So suppose that we wish to separate another block with 729 adjacent bits in the hypertorus. As the Voronoi region has eight cubes around the hypercube related to the codeword, we start the arrangement putting the first bit of the 729 bits in one of these eight cubes around the codeword $(0 \ 0 \ 0 \ 0)$. Thus if we use the vectors $(0 \ 0 \ 1 \ 6)$ and $(0 \ 1 \ 1 \ 1)$ in each $9 \times 9 \times 9$ cross-section to make the arrangement in it and rise in the fourth dimension by using the vector $(1 \ 0 \ 0 \ 2)$ to change from one cross-section to the other above, we can distribute these 729 adjacent bits in the hypertorus where each one of them belongs to a different Voronoi region and the same cube of each Voronoi region.

Hence by using this method of distribution we can cyclically arrange each one of the nine $9 \times 9 \times 9 \times 9$ cross-sections with 729 adjacent bits in the $9 \times 9 \times 9 \times 9$ hypertorus.

So in this section we present the four-dimensional interleaving. In [12] it is conjectured that this is the only case for which a close-packing exists in dimension four.

We have that the codewords of each $9 \times 9 \times 9$ cross-section are generated by the vector $(0 \ 0 \ 1 \ 6)$, that is, we can put them apart by 1 unit to the right in the horizontal direction and six units down in the vertical one. Thus Table 6 provides us the first nine codewords that present the first digit as being 0, where $X$ indicates a corresponding codeword, and we can check that three codewords from this $9 \times 9$ array meet each other in the horizontal direction. Then we can observe that each $9 \times 9 \times 9$ cross-section does not satisfy the rook domain [13] property.

Besides to rise in the fourth dimension to change from one cross-section to the other above to continue constructing the corresponding codewords, we must use the vector $(1 \ 0 \ 0 \ 2)$ as the corresponding generator. By [1] we can observe that this vector provides us the rook domain property [13] to the “vertical direction” (fourth dimension) because no codeword meets another in this direction.

So as the vector $(0 \ 0 \ 1 \ 6)$ does not yield us the rook domain [13] property, then we can conclude that the corresponding 4D-interleaving does not satisfy the rook-domain property [13].

Consequently one-dimensional random-error-correcting codes that correct three errors can be used to correct the spread errors instead of
ON THE CONSTRUCTION OF PERFECT CODES... 497

Table 6: Codewords of the $9 \times 9$ array labeled 0, see Table 3

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---|---|---|---|---|---|---|---|---|
| 0 | X | X | X |   |   |   |   |   |
| 1 |   |   |   |   |   |   |   |   |
| 2 |   |   |   |   |   |   |   |   |
| 3 | X | X | X |   |   |   |   |   |
| 4 |   |   |   |   |   |   |   |   |
| 5 |   |   |   |   |   |   |   |   |
| 6 | X | X | X |   |   |   |   |   |
| 7 |   |   |   |   |   |   |   |   |
| 8 |   |   |   |   |   |   |   |   |

the more complex 4-dimensional burst-error-correcting codes. Therefore, in this case, we have neither a perfect code [12] nor a quasi-perfect code [14].

7. Five-dimensional interleaving

In this section bits of a cluster of errors are separated in an $11 \times 11 \times 11 \times 11 \times 11$ hypertorus.

A point in the 5-space has 10 other points within a Lee distance 1. Geometrically we may visualize a Lee sphere of radius 1 in 5 dimensions as a central hypercube which has 10 hyperfaces to which another hypercube has been affixed to each of its hyperfaces.

Using equation (5) of the Theorem 4, we can construct a single-error-correcting code in dimension five with 14641 codewords.

Since the close-packed $11 \times 11 \times 11 \times 11 \times 11$ hypertorus has a finite number of bits, we use operations modulo $q = 2n + 1 = 11$ ($n = 5$) to guarantee that the points of a given coset remain inside the hypertorus ([12], Theorem 3). Thus by using equation (5) we develop an algorithm that by straightforward computation shows us the 14641 codewords.

The $11 \times 11 \times 11 \times 11 \times 11$ hypertorus consists of eleven $11 \times 11 \times 11 \times 11$ hypertorus where each square of these hypertorus means a cube. These eleven $11 \times 11 \times 11 \times 11$ hypertorus which are $11 \times 11 \times 11 \times 11$ cross sections are labeled by the numbers 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10. The cross section labeled $j$, where $j = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9$ and 10, provides the 1331 codewords that
present the first digit as being \( j \). As we already know these codewords are featured by equation (5).

Next we explain how to separate 14641 adjacent bits of the \( 11 \times 11 \times 11 \times 11 \times 11 \) hypertorus arranged in an \( 11 \times 11 \times 11 \times 11 \) hypertorus by the most significant distance.

By observing the codewords that were found by the algorithm mentioned previously, we can see that all the codewords can be generated by the vectors \( (0 0 0 1 8), (0 0 1 1 3), (0 1 1 1 7) \) and \( (1 0 0 0 2) \) as it follows: we start with the codeword \( (0 0 0 0 0) \) and by using these four vectors we are able to generate all the other codewords; we sum the vector \( (0 0 0 1 8) \) ten times to generate 11 codewords that present the first digit as being 0, if we sum this vector eleven times we obtain again the null vector. Now we sum the eleventh codeword with the vector \( (0 0 1 1 3) \) to generate the twelfth one and, after that, we sum again the vector \( (0 0 0 1 8) \) ten times to generate more 11 codewords that present the first digit as being 0. The twelfth codeword has the third digit as being 1. Thus we continue this procedure until we obtain 121 codewords. Whenever we sum a codeword with the vector \( (0 0 1 1 3) \), the third digit of the new codeword is changed and its value is the third digit of the codeword plus 1. Then for each new third digit we apply the generator \( (0 0 0 1 8) \) to generate 11 codewords. Hence for each first digit \( j \) the third digit changes eleven times and when we find the last codeword related to the third digit, if we sum it with the vector \( (0 0 1 1 3) \), we obtain the null vector.

After finding these 121 codewords we must sum the last codeword with the vector \( (0 1 1 1 7) \) to change the second digit from the value 0 to 1. For each new second digit we must apply the previous procedure to obtain more 121 codewords again. For each first digit \( j \) the second digit also changes eleven times and when we find the last codeword related to the second digit, if we sum it with the vector \( (0 1 1 1 7) \), we obtain the null vector. So we can observe that we have the 1331 codewords of each cross-section which is labeled \( j \).

Now we need to obtain the first codeword that presents the first digit as being 1. Therefore, for that, we sum the vector \( (1 0 0 0 2) \) with the codeword \( (0 0 0 0 0) \) which is the first codeword that presents the first digit as being 0. After that we obtain the codeword \( (1 0 0 0 2) \) and we perform the same procedure related to the all-zero codeword to find the 1331 codewords which present the first digit as being 1. Thus we use this systematic way to find all the other codewords. We can observe that if we sum the first codeword that presents the first digit as being 10 with the corresponding vector \( (1 0 0 0 2) \), we also obtain the null vector. We must observe the corresponding cyclicities because all the codewords are featured by equation (5) which uses operations
modulo \( q = 11 \).

Hence to generate all the codewords of a cross section we must use the vectors \((0 \ 0 \ 0 \ 1 \ 8)\), \((0 \ 0 \ 1 \ 1 \ 3)\) and \((0 \ 1 \ 1 \ 1 \ 7)\). Now to rise in the fifth dimension to change from one cross section to the other above to continue the construction of the corresponding codewords, we must use the vector \((1 \ 0 \ 0 \ 0 \ 2)\) as the corresponding generator. So by using these vectors we can construct the 14641 codewords.

Each codeword of the single-error-correcting code has a hypercube as being its Voronoi region. Then by using the Voronoi region and knowing how the codewords can be constructed we can rearrange the 161051 = 14641 \times 11 total bits.

Thereby the first 14641 adjacent bits are arranged as being the 14641 codewords of the \(11 \times 11 \times 11 \times 11 \times 11\) hypertorus. Now the other ten blocks with 14641 adjacent bits are arranged analogously. So suppose that we wish to separate another block with 14641 adjacent bits in the hypertorus. As the Voronoi region has ten cubes around the hypercube related to the codeword, we start the arrangement putting the first bit of the 14641 bits in one of these ten cubes around the codeword \((0 \ 0 \ 0 \ 0)\). Thus if we use the vectors \((0 \ 0 \ 0 \ 1 \ 8)\), \((0 \ 0 \ 1 \ 1 \ 3)\) and \((0 \ 1 \ 1 \ 1 \ 7)\) in each \(11 \times 11 \times 11 \times 11\) cross-section to make the arrangement in it and rise in the fifth dimension by using the vector \((1 \ 0 \ 0 \ 0 \ 2)\) to change from one cross-section to the other above, we can distribute these 14641 adjacent bits in the hypertorus where each one of them belongs to a different Voronoi region and to the same cube of each Voronoi region.

Then by using this method of distribution we can cyclically arrange each one of the eleven \(11 \times 11 \times 11 \times 11\) cross-sections with 14641 adjacent bits in the \(11 \times 11 \times 11 \times 11 \times 11\) hypertorus.

So in this section we present the five-dimensional interleaving. In [12] it is conjectured that this is the only case for which a close-packing exists in dimension five.

We have that the codewords of each \(11 \times 11 \times 11 \times 11\) cross-section are generated by the vector \((0 \ 0 \ 0 \ 1 \ 8)\), that is, we can put them apart by 1 unit to the right in the horizontal direction and eight units down in the vertical one. Thus Table 7 provides us the first 11 codewords that present the first digit as being 0, where \(X\) indicates a corresponding codeword, and we can check that no codeword from this \(11 \times 11\) array meet another in the horizontal direction. Then we can observe that each \(11 \times 11 \times 11 \times 11\) cross-section satisfies the rook domain [13] property.

Besides to rise in the fifth dimension to change from one cross-section to the other above to continue constructing the corresponding codewords, we must use
the vector \((1 \ 0 \ 0 \ 0 \ 2)\) as the corresponding generator. By [1] we can observe that this vector provides us the rook domain property [13] to the “vertical direction” (fifth dimension) because no codeword meets another in this direction.

So as the vector \((0 \ 0 \ 0 \ 1 \ 8)\) yields us the rook domain property [13], then we can conclude that the corresponding 5D-interleaving satisfies the rook-domain property [13].

Consequently one-dimensional single-error-correcting codes can be used to correct the spread errors instead of the more complex 5-dimensional burst-error-correcting codes. So, in this case, we have a perfect code [12].

Table 8 summarizes the cases considered previously.

8. The \(n\)-dimensional interleaving

The congruence equation (5), in this case, is used to separate bits of a cluster of errors in a \(q^n = q \times q \times \ldots \times q\) \((n \text{ times)}\) hypertorus, where \(q = 2n + 1\).

A point in the \(n\)-space has \(q^i = 2n\) other points within a Lee distance 1 of it. Geometrically we may visualize a Lee sphere of radius 1 in \(n\) dimensions as a central hypercube which has \(q^i = 2n\) hyperfaces to which another hypercube has been affixed to each of its hyperfaces.

Since the close-packed \(q^n = q \times q \times \ldots \times q\) \((n \text{ times)}\) hypertorus has a finite number of bits, we use operations modulo \(q = 2n + 1\) to guarantee that the
Table 8: Summary

| $q$ | Generator | Adjustments                      |
|-----|-----------|----------------------------------|
| 5   | 12        | None                             |
| 7   | 014       | Add 102 when changing column     |
| 9   | 0016      | Add 0111 when changing 2nd digit  |
|     |           | Add 1002 when changing column    |
| 11  | 00018     | Add 01117 when changing 2nd digit |
|     |           | Add 01113 when changing 3rd digit |
|     |           | Add 10002 when changing column   |
| 13  | 0000110   | Add 011112 when changing 2nd digit|
|     |           | Add 001111 when changing 3rd digit|
|     |           | Add 000115 when changing 4th digit|
|     |           | Add 100002 when changing column  |
| 15  | 00000112  | Add 01111110 when changing 2nd digit|
|     |           | Add 0011116 when changing 3rd digit|
|     |           | Add 0001110 when changing 4th digit|
|     |           | Add 0000117 when changing 5th digit|
|     |           | Add 1000002 when changing column |
| 17  | 000000114 | Add 01111113 when changing 2nd digit|
|     |           | Add 001111116 when changing 3rd digit|
|     |           | Add 000111110 when changing 4th digit|
|     |           | Add 00001112 when changing 5th digit|
|     |           | Add 00000119 when changing 6th digit|
|     |           | Add 10000002 when changing column|

points of a given coset remain inside the hypertorus ([12], Theorem 3).

The $q^n = q \times q \times \ldots \times q$ ($n$ times) hypertorus consists of $q \times q^{n-1} = q \times q \times \ldots \times q$ ($n - 1$ times) hypertorus, where each square of these hypertorus means
a cube. These \( q^n = q \times q \times \ldots \times q \) \((n-1)\) times) hypertorus which are \( q^{n-1} = q \times q \times \ldots \times q \) \((n-1)\) times) cross sections are labeled by the numbers \(0, 1, 2, \ldots, q-1\). The cross section labeled \(j\), where \(j = 0, 1, 2, \ldots, q-1\), provides the \( q^{n-2} \) codewords that present the first digit as being \(j\). As we already know these codewords are featured by equation (5).

From now on we explain how to separate \( q^n \) \((n)\) times) hypertorus arranged in a \( q^{n-1} = q \times q \times \ldots \times q \) \((n-1)\) times) hypertorus by the greatest distance. The codewords of each \( q^{n-1} = q \times q \times \ldots \times q \) \((n-1)\) times) cross section are generated by the vector \(v\) that has the following features:

\(\diamond\) \(v\) has \(n\) coordinates;
\(\diamond\) The number \(n + (n-2)\) belongs to the last coordinate of the vector \(v\);
\(\diamond\) The coordinate previous to the last one is fixed by the number 1;
\(\diamond\) The other coordinates which are the first \((n-2)\) ones are filled by the number zero.

We restrict the algorithm developed to generate only the codewords whose first digit is equal to zero. Thus by using equation (6) we have the vector \(v_{n-i}\) which changes the \((n-i)\)-th digit and, after applying the generator \(v\), we have \(q^i\) codewords that present the first digit as being zero.

For \(i = 2, \ldots, (n-3), (n-2)\), we have

\[ v_{n-i} = v_{(q^{i-1}+1)} - v_{q^{i-1}}, \tag{6} \]

where \(v_{q^{(i-1)+1}}\) and \(v_{q^{(i-1)}}\) denote the \((q^{(i-1)}+1)\) and \(q^{(i-1)}\)-th codewords whose first digit is equal to zero, respectively.

Therefore, for each \(j, j = 0, 1, 2, \ldots, q-1\), whenever we sum the corresponding codeword with the vector \(v_{n-i}\), the \((n-i)\)-th digit of the new codeword is changed and its value is the \((n-i)\)-th digit of the correspondent codeword plus 1. Then for each new \((n-i)\)-th digit we apply the generator \(v\) to obtain a total of \(q^i\) codewords.

So the sequence of vectors used to change the digits in each cross section \(j\) is the following:

\[ v_{(n-2)}, v_{(n-3)}, \ldots, v_{(n-(n-2))} = v_2. \tag{7} \]

Hence, for each \(j, j = 0, 1, 2, \ldots, q-1\), we apply the generator \(v\) and to change the digits \((n-i) = n-2, n-3, \ldots, 2\) we apply the vectors \(v_{n-i}\) \((i = 2, 3, \ldots, n-2)\), respectively, and after each changing we apply the generator \(v\) to obtain a total of \(q^i\) codewords. Thus we obtain \(q^{n-2}\) codewords in each cross section labeled \(j\).
Then we have that the vectors \( v \) and \( v_{n-i} \), where \( i = 2, 3, 4, \ldots, n - 2 \), can generate all the codewords of a cross-section \( j \) and we start the procedure with the all-zero codeword.

Now to rise in the \( n \)-th dimension to change from one cross section to the other above to continue the construction of the corresponding codewords, we must use the vector \((1 0 0 \cdots 0 2)\) as the corresponding generator. So by using the vectors \( v, v_{n-i} (i = 2, 3, 4, \ldots, n - 2) \) and \((1 0 0 \cdots 0 2)\) we can construct all the \( q^{n-1} \) codewords.

Each codeword of the single-error-correcting code has a hypercube as being its Voronoi region. Then by using the Voronoi region and knowing how the codewords can be constructed we can rearrange the \( q^n \) total bits.

Thereby the first \( q^{n-1} \) adjacent bits are arranged as being the \( q^{n-1} \) codewords of the \( q^n = q \times q \times \ldots \times q \) \((n \text{ times})\) hypertorus. Now the other \( q - 1 \) blocks with \( q^{n-1} \) adjacent bits are arranged analogously. So suppose that we wish to separate another block with \( q^{n-1} \) adjacent bits in the hypertorus. As the Voronoi region has \( q - 1 = 2n \) cubes around the hypercube related to the codeword, then we start the arrangement putting the first bit of the \( q^{n-1} \) bits in one of these \( q - 1 = 2n \) cubes related to the codeword \((0 0 \cdots 0)\). Thus if we use the vectors \( v \) and \( v_{n-i} (i = 2, 3, \ldots, n - 2) \) in each \( q^{n-1} \times q^{n-1} \) \((n - 1 \text{ times})\) cross-section to make the arrangement in it and rise in the \( n \)-th dimension by using the vector \((1 0 \cdots 0 2)\) to change from one cross-section to the other above, we can distribute these \( q^{n-1} \) adjacent bits in the hypertorus where each one of them belongs to a different Voronoi region and to the same cube of each Voronoi region.

Then by using this distribution method we can cyclically arrange each one of the cross-sections with \( q^{n-1} \) adjacent bits in the \( q^n \) hypertorus.

So in this section we present the \( n \)-dimensional interleaving. In [12] it is conjectured that this is the only case for which a close-packing exists in dimension \( n \).

We have that the codewords of each \( q^{n-1} = q \times q \times \ldots \times q \) \((n - 1 \text{ times})\) cross-section are generated by the vector \( v \), that is, we can put them apart by 1 unit to the right in the horizontal direction and \((n + (n - 2))\) units down in the vertical one.

Let \( p \geq 2 \) be a positive integer. Consequently if \( n \neq 1 \mod 3 \), then the rook domain property [13] is satisfied because \((n + (n - 2))\) is not a multiple of 3, that is, \(2n - 2 \neq 0 \mod 3\), and so no codeword from this \( q \times q \) array meet another codeword in the horizontal direction. However if \( n = 3p - 2 = 1 \mod 3\), then \((n + (n - 2))\) is a multiple of 3 and at least one codeword from this \( q \times q \) array meet another codeword in the horizontal direction. Then in
this case each $q^{n-1} = q \times q \times \ldots \times q$ ($n - 1$ times) cross section does not satisfy the rook domain property [13]. We have these features by observing that $(2n + 1) - (n + (n - 2)) = 3$, where $q = 2n + 1$, and the codewords of each cross section are generated by the vector $v$, that is, we can put them apart by 1 unit to the right in the horizontal direction and $(n + (n - 2))$ units down in the vertical one.

Besides to rise in the $n$-th dimension to change from one cross-section to the one above to continue the construction of the corresponding codewords, we must use the vector $(1 \ 0 \ \cdots \ 0 \ 2)$ as the corresponding generator. By [1] we can observe that this vector provides the rook domain property [13] to the “vertical direction” ($n$-th dimension) because no codeword meets another codeword in this direction.

So, for $(n + (n - 2))$ not a multiple of 3, the vector $v$ yields the rook domain property [13]. Then in this case we can conclude that the corresponding $n$-dimensional interleaving satisfies the rook-domain property [13].

As a consequence one-dimensional single-error-correcting codes can be used to correct the spread errors instead of the more complex $n$-dimensional burst-error-correcting codes and we have a perfect code [12].

Now, for $(n + (n - 2))$ a multiple of 3, the vector $v$ does not yield the rook domain property [13]. Then in this case we can conclude that the corresponding $n$-dimensional interleaving does not satisfy the rook-domain property [13].

Consequently one-dimensional random-error-correcting codes that correct three errors can be used to correct the spread errors instead of the more complex $n$-dimensional burst-error-correcting codes and we have neither a perfect code [12] nor a quasi-perfect code [14].

9. Conclusion

A significant $n$-dimensional interleaving scheme for combating quasicircular clusters of errors using simple error-correcting codes was proposed in this work. Such a scheme makes use of the Golomb et al. congruence equation (equation (5)). Also both the set partitioning concept (Table 3) and Golomb’s et al. congruence equation (equation (5)) are distinct techniques leading to the same solution. For lower dimensions either one of them may be used indistinctly. However, for higher dimensions, the latter one is less complex. Among many applications for which this technique can be employed we mention magnetic or optical data storage and channel coding.
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