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Abstract: The influence of hard coatings and machining parameters, in particular cutting speed, feed per tooth and depth of cut on specific cutting energy, productivity and surface quality in milling of hardened cold work tool steel, were investigated in this paper. Taguchi’s design of experiments was employed for planning of experiments using L9 orthogonal array. Optimal setting of machining parameters for multi-objective characteristics was determined using grey relational analysis. The principal component analysis was used to define the corresponding weight factors of each quality characteristics under optimization. Analysis of variance was conducted and it was revealed that feed per tooth is the most significant parameter affecting quality characteristics. Finally, results of confirmation test with the optimal machining parameters settings have shown that the proposed model improves overall performance of hard milling process.
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1 INTRODUCTION

Hard machining has been extensively used in the past few decades as an alternative to the common methods of machining the hardened materials which include grinding and electrical discharge machining. Compared to the other methods, milling of the hardened materials provides increased productivity and flexibility. The cost and quality of machined parts as well as productivity are highly sensitive to the machining parameters, in particular depth of cut, cutting speed, feed rate, tool geometry etc. Therefore, state-of-the-art machine tools require methodology for the selection of optimal machining parameters subjected to a set of defined technological constraints. Optimization of machining parameters through advanced methods is typically based on optimizing certain criteria (quality of the product, maximum production rate, minimum time of production, minimum cost of production) which are subjected to a set of constraints (machine tool specifications and dynamics, cutting tool specifications and dynamics, machined part design requirements) [1-4]. The decision of optimal machining parameters is commonly considered as constrained nonlinear programming problem with high computational demands.

The selection of optimal process parameters in milling has been investigated by many researchers. There are few researches that have used optimization technique based on the Taguchi method [5-7]. In order to optimize the complicated relationships among multiple performance characteristics some researchers apply grey system theory. Chang and Lu [8] optimize machined surface accuracy in side milling process by using the grey relational analysis (GRA). Tsao [9] successfully applied grey-Taguchi method for optimization the milling process parameter of aluminium alloy. In this research, the multiple quality characteristics were tool wear and surface finish. Gopalasamy et al. [10] obtain optimal process parameters for rough as well as finish machining operations using GRA and applied analysis of variance to identify the effect of machining factors on multiple responses, i.e. material removal rate, surface roughness, tool life and tool wear. Lu et al. [11] proposed use of GRA combined with principal component analysis (PCA) for improving the performances of rough cutting in end milling. Three objectives (material removal rate, flank wear rate of end cutting and peripheral cutting edge) were simultaneously optimized. Yan and Li [12] applied GRA and response surface methodology to optimize milling process parameters with the purpose to improve the sustainable machining. In this study, cutting energy, surface roughness and material removal rate were selected as performance indexes to optimize the milling parameters. Kant and Sangwan [13] used GRA coupled with PCA to minimize surface roughness and power consumption in milling AISI 1045 steel. Shi et al. [14] utilized Taguchi with GRA in order to determine an optimum combination of machining factors to enhance the surface roughness and the hardness of dry milling magnesium alloy. Varghese et al. [15] also used a Taguchi-based GRA to determine optimum cutting condition in cryo-milling. The cutting forces and surface roughness were selected as objective functions.

As complexity of machining processes increased substantially, researchers have focused on artificial intelligence (AI) optimization techniques. The findings of the literature review show that genetic algorithm (GA) was extensively applied by most researchers to optimize the milling process parameters [16-22]. Many researchers have proposed other AI techniques based on the particle swarm optimization [23-26], artificial bee colony [27], etc.

The review of literature on optimization of milling operations acknowledges the fact that most work is primarily dedicated to the single objective optimization only, i.e. surface roughness, production costs, tool life, cutting energy, machining time, etc. However, the optimization of hard milling represents a multi-objective optimization problem. Only a very few research efforts have been realized to study the influence of milling parameters simultaneously. In modern environmentally friendly manufacturing, the need to diminish energy consumption cost becomes one of the most important challenges. At the same time, it is crucial to enhance production rate and improve the surface quality. For meeting these challenges, this study presents a multi-objective optimization model in regard to trade-offs between energy consumption, productivity and surface quality. As such optimization of the machining parameters, which include the influence of hard coatings and three cutting parameters, namely cutting speed, feed per tooth, and depth of cut, on three performance outputs-specific
cutting energy \((SCE)\), material removal rate \((MRR)\) and surface roughness \((SR)\) in dry hard milling of cold work tool steel can be considered as a new contribution in this area.

## 2 EXPERIMENTAL METHODS

### 2.1 Design of Experiments

With the objective to investigate the degree of influence of four process parameters including coating \((A)\), cutting speed \((B)\), feed per tooth \((C)\), and depth of cut \((D)\) in milling, three levels of each factor were chosen, and an \(L_{27}(3^{13})\) orthogonal array was selected. With the purpose to enable high productivity, the cutting parameters used during the experimental tests were selected as high as possible. The three levels of each design factor are distinguished by numbers 1, 2, and 3 (Tab. 1).

![Figure 1 Schematic diagram of the experimental setup and modelling procedure](image)

### Table 1 Control factors and their levels

| Lev. | Machining parameter | Cutting speed - \(B\) / m/min | Feed per tooth - \(C\) / mm/rev | Depth of cut - \(D\) / mm |
|------|---------------------|-------------------------------|--------------------------------|--------------------------|
| 1    | AITiN/TiN           | 50                            | 0.1                            | 0.50                     |
| 2    | TiN/TiAlN           | 100                           | 0.3                            | 0.75                     |
| 3    | TiAlSiN/TiSiN/TiAlN | 150                           | 0.5                            | 1.00                     |

### 2.2 Experimental Setup and Material

Three-axis CNC vertical milling machine tool Mori Seiki Frontier-M was used for experimentation. All the machining tests were realized under dry conditions. The cutting tools, used during machining tests, were carbide triangular carbide inserts. Different kinds of coatings, involving AITiN / TiN, and TiAlSiN / TiSiN / TiAlN were deposited on the carbide inserts to improve the mechanical properties, whereas TiN / TiAlN coatings were provided by SECO tools. For the purpose of strengthening the cutting edge all cutting tools have a 32° chamfer.

The tools were mounted on a SECO tool holder including the cutting diameter of 21 mm and with two teeth to provide values of 0°, 6° and 6° for radial rake, axial rake and flank angle, respectively. The width of cut was 12.8 mm. AISI O2 steel specimens of 132 × 100 mm and 50 mm thickness were used in the experimental study. This material has an extensive application area in industry due to excellent resistance to cracking, high dimensional stability at elevated temperatures and good wear resistance. However, this material has hardness of ~ 61 HRC and therefore is considered as hard to machine material.

### 2.3 Measurement Procedure

In this study, the optimization of hard milling operation concerning four machining parameters (coating, cutting speed, feed per tooth, and depth of cut) was sought. With the aim to have pertinent data to estimate the effects of above mentioned parameters upon the performance measures such as specific cutting energy, material removal rate and surface roughness, the face milling tests were carried out as a case study by using the proposed experimental setup. The illustration of the steps carried out in this research is given in Fig. 1.

A three-axis Kistler 9259A dynamometer, a charge amplifier Kistler 5001, and a data acquisition hardware were adopted to measure the cutting force components \((F_x, F_y, F_z)\). For data analysis and visualization, a software LabVIEW was used. Signals captured from the three-component dynamometer were amplified and afterwards transmitted to personal computer. The workpiece was rigidly positioned on a dynamometer in order to ensure precise measurement of cutting force components. With the purpose of obtaining complete stabilization as well as avoiding the transient state measurements of cutting force components were initiated after the tool holder had wholly entered the workpiece. The specific cutting energy was computed from the cutting force and milling parameters by using Eq. (1) [28]:

\[
SCE = \frac{F}{a_p \cdot h_{\text{max}}}
\]

where \(F\) is cutting force, \(a_p\) is axial depth of cut, \(h_{\text{max}}\) is maximal undeformed chip thickness of a cutting position.

The most frequently used optimization criterion of productivity in milling process is material removal rate which can be computed by using Eq. (2):

\[
MRR = a_r \cdot a_c \cdot f \cdot z \cdot n
\]

where \(a_c\) is width of cut, \(f\) is feed per tooth, \(z\) is cutter teeth number and \(n\) is spindle speed.

The surface roughness of the machined surface was measured using a SJ-301 Mitutoyo profilometer along the feed direction. Every measurement was repeated at least three times, and the average values of these measurements were saved for use in developing the optimization model.

The measured values of the three response variables are given in Tab. 2.

### 3 TAGUCHI METHOD

Taguchi method, originally developed by Taguchi [29], is extensively applied in engineering design and analysis because of its simplicity and effectiveness. This method employs specially constructed tables known as orthogonal array. In Taguchi method, estimation of deviation between the experimental and the optimal values is based on a loss function which transforms the original
data to the signal to noise (S/N) ratio. S/N ratio is a statistical measure of performance which represents ratio of the mean (desirable value) to the standard deviation (undesirable value). Thus, S/N ratio is utilized for the determination of the optimal product/process parameter settings. Usually, there are three standard categories of S/N ratios available depending upon the objective of the performance characteristic: smaller-the-better Eq. (3), larger-the-better Eq. (4) and nominal-the-better Eq. (5):

\[ \eta_j = -10 \log \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{y_j^i} \right) \]  

(3)

\[ \eta_j = -10 \log \left( \frac{1}{n} \sum_{i=1}^{n} \frac{1}{y_j^i} \right) \]  

(4)

\[ \eta_j = 10 \log \left( \frac{\overline{y}_j}{s_j} \right) \]  

(5)

where: \( y_j \) and \( \overline{y} \) are the observed data and the average of observed data, respectively, \( n \) is the number of observations and \( s_j^2 \) is the variance of the observed data.

In addition to the S/N ratio, a statistical analysis of variance (ANOVA) is usually performed to indicate the degree of significance of experimental design parameters on the quality characteristic.

The original Taguchi method has been extensively utilized in engineering analysis for simple response optimization. Therefore, it is necessary to modify this method for multiple performance characteristics optimization. Several modifications of the original Taguchi method for multi-objective optimization can be found in many research papers. Probably most popular method is grey-Taguchi method which combines original Taguchi method with grey relational analysis.

4 GREY RELATIONAL ANALYSIS

Grey relational analysis (GRA) is probably one of the most influential application areas of grey system theory originally proposed by Deng [30]. GRA is efficient method for converting a multi-objective problem with complicated relations between variables into single-objective problem.

The first step in GRA involves data normalization (data pre-processing) into a predefined range (0, 1) by way of the comparability sequence is closer to the reference sequence. Hence, higher GRG implies that the particular reference sequence and the comparability sequence.

Hence, higher GRG implies that the particular comparability sequence is closer to the reference sequence. The second step involves the determination of the grey relational coefficients (GRCs) from the normalized experimentation data. GRA is a quantity which expresses the relationship between reference and real experimental data and can be calculated as follows:

\[ \xi_i(k) = \frac{\Delta_{0i}}{\Delta_{0i} + \zeta \Delta_{mi}} \]  

(9)

where \( \Delta_{0i} = |X_i(k) - \overline{X}_i| \) is the absolute value of two comparative sequences, \( \zeta \) is the identification or distinguishing coefficient, \( \Delta_{0i} \) is minimum value of \( \Delta_{0i} \), \( \Delta_{mi} \) is maximum value of \( \Delta_{0i} \). In this paper, identification coefficient was set to 0.5 which is common value for most situations.

Finally, computation of the grey relational grade (GRG) represents the last step of GRA. The GRG is calculated by averaging the weighted GRCs corresponding to each quality characteristic. GRG is computed using the following equation:

\[ \gamma_i = \frac{1}{n} \sum_{k=1}^{n} w_k \xi_i(k), \sum_{k=1}^{n} w_k = 1 \]  

(10)

where \( n \) is the number of performance characteristics and \( w_k \) is weight factor which relates to importance of each response in multi-objective problem.

The GRG is indicator of correlation among the reference sequence and the comparability sequence. Hence, higher GRG implies that the particular comparability sequence is closer to the reference sequence.

5 PRINCIPAL COMPONENT ANALYSIS

Principal component analysis (PCA) was firstly proposed by Pearson [31]. PCA was primarily designed to clarify the structure of variance-covariance by way of the linear combinations of each performance characteristic. The procedure is explained as follows:

1) The original multiple quality characteristic array:

\[ X = \begin{bmatrix} x_1(1) & x_1(2) & \cdots & x_1(n) \\ x_2(1) & x_2(2) & \cdots & x_2(n) \\ \vdots & \vdots & \ddots & \vdots \\ x_m(1) & x_m(2) & \cdots & x_m(n) \end{bmatrix} \]  

(11)

where \( m \) is the number of test trial, while \( n \) is the number of the quality characteristic. In this study, \( X \) is the GRC of each quality characteristic.

2) Correlation coefficient array:

\[ R_{jl} = \frac{\text{Cov}(x_j(1), x_l(1))}{\sigma_j(1) \times \sigma_l(1)} \]  

(12)
where \( \text{Cov}(x(j), y(l)) \) is the covariance, while \( \sigma_x(j) \) and \( \sigma_y(l) \) are the standard deviation of response variables \( x(j) \) and \( y(l) \), respectively.

3) Determination of the eigenvalues and corresponding eigenvectors.

These parameters are calculated from Eq. (12) as follows:

\[
(R - \lambda_k I_n) V_k = 0 \quad (13)
\]

where \( \lambda_k \) are eigenvalues, \( \sum_{k=1}^{n} \lambda_k = n, k = 1, \ldots, n \), and \( V_k = [a_{1k}, a_{2k}, \ldots, a_{nk}]^T \) are corresponding eigenvectors.

4) Evaluating principal components.

The principal components are defined as:

\[
Y_{mk} = \sum_{i=1}^{n} \gamma_{m(i)} \cdot V_{ik}
\]

where \( Y_{m1}, Y_{m2} \) are known as first principal component, second principal component and so on.

These components are created in order of decreasing variance, and consequently, the first principal component \( Y_{m1} \) accounting for the greatest amount of the variance in the data.

### 6 RESULTS AND DISCUSSION

The performance characteristics obtained from experimental data were first converted into S/N ratio.

In hard milling process, lower values of specific cutting energy as well as surface roughness are indicators of better response characteristic. Therefore, for these responses smaller-the-better criterion was chosen for \( MRR \) since this response should be maximized. In relation to the procedural steps of Taguchi based GRA, the S/N ratios were normalized by using Eq. (7). Thereafter, GRCs for each performance characteristics was calculated using Eq. (9) and listed in Tab. 2. These GRCs are further used to evaluate GRG Eq. (10). Usually, researchers assign an equal weight to different responses in order to calculate the GRG of multiple performance characteristic or subjectively select the weights [8, 9, 10, 14]. With the purpose of objectively considering relative importance for each quality characteristic, PCA was introduced to assign adequate weight factors. GRCs of each response from Tab. 2 were used to determine the correlation coefficient matrix and calculate the respective eigenvalues (Tab. 3). In Tab. 4 are listed the eigenvectors associated to each eigenvalue. The variance contribution for the first principal component describing the three quality characteristics is 74.36%.

Hence, the contribution of the corresponding quality characteristic to the principal component is represented by its square. Thus, the squares of its related eigenvectors were chosen as the weighting factors of the associated quality characteristic, and the coefficients \( w_1, w_2 \) and \( w_3 \) in Eq. (10) are consequently set as 0.3704; 0.3276 and 0.3020 respectively. Based on Eq. (10) and the GRCs, the GRG was calculated and shown in Tab. 2.

| Machining param. | Responses | GRG | GRC |
|------------------|-----------|-----|-----|
| No. | A | B | C | D | SCE / 1/mm² | MRR / mm³/s | SR / µm | \( \gamma(k) \) | \( \xi(k) \) | \( \zeta(k) \) |
| 1 | 1 | 1 | 1 | 1 | 19,84 | 16,2 | 0,33 | 0,3335 | 0,3333 | 0,4144 |
| 2 | 1 | 1 | 2 | 2 | 8,65 | 72,8 | 0,44 | 0,6763 | 0,4916 | 0,3891 |
| 3 | 1 | 1 | 3 | 2 | 7,38 | 161,7 | 0,35 | 0,8799 | 0,6574 | 0,4242 |
| 4 | 1 | 2 | 1 | 2 | 16,12 | 48,5 | 0,12 | 0,382 | 0,4357 | 0,8381 |
| 5 | 1 | 2 | 2 | 3 | 7,89 | 194 | 0,21 | 0,7642 | 0,7122 | 0,5959 |
| 6 | 1 | 2 | 3 | 1 | 7,96 | 161,7 | 0,35 | 0,7539 | 0,6574 | 0,3563 |
| 7 | 1 | 3 | 1 | 3 | 12,56 | 97 | 0,11 | 0,4627 | 0,5406 | 0,9082 |
| 8 | 1 | 3 | 2 | 1 | 10,35 | 145,5 | 0,35 | 0,5534 | 0,6293 | 0,4926 |
| 9 | 1 | 3 | 3 | 2 | 6,93 | 363,8 | 0,36 | 0,9322 | 0,6574 | 0,3563 |
| 10 | 2 | 1 | 1 | 1 | 19,43 | 16,2 | 0,19 | 0,3378 | 0,3333 | 0,9591 |
| 11 | 2 | 1 | 2 | 2 | 9,29 | 72,8 | 0,41 | 0,6214 | 0,4916 | 0,4007 |
| 12 | 2 | 1 | 3 | 3 | 6,71 | 161,7 | 0,41 | 0,9865 | 0,6574 | 0,4007 |
| 13 | 2 | 2 | 1 | 1 | 14,23 | 48,5 | 0,18 | 0,4184 | 0,4357 | 0,6162 |
| 14 | 2 | 2 | 2 | 2 | 8,12 | 194 | 0,42 | 0,7338 | 0,7122 | 0,3967 |
| 15 | 2 | 2 | 3 | 3 | 8,16 | 161,7 | 0,51 | 0,729 | 0,6574 | 0,3667 |
| 16 | 2 | 3 | 1 | 3 | 13,11 | 97 | 0,1 | 0,4465 | 0,5406 | 0,6445 |
| 17 | 2 | 3 | 2 | 2 | 11,02 | 145,5 | 0,45 | 0,5203 | 0,6293 | 0,405 |
| 18 | 2 | 3 | 3 | 2 | 7,75 | 363,8 | 0,48 | 0,7828 | 1 | 0,3756 |
| 19 | 3 | 1 | 1 | 1 | 19,86 | 16,2 | 0,16 | 0,3333 | 0,3333 | 0,6675 |
| 20 | 3 | 1 | 2 | 2 | 9,33 | 72,8 | 0,25 | 0,6184 | 0,4916 | 0,5073 |
| 21 | 3 | 1 | 3 | 3 | 6,66 | 161,7 | 0,47 | 1 | 0,6574 | 0,3788 |
| 22 | 3 | 2 | 1 | 1 | 16,38 | 48,5 | 0,16 | 0,3777 | 0,4357 | 0,6675 |
| 23 | 3 | 2 | 2 | 2 | 8,57 | 194 | 0,51 | 0,6842 | 0,7122 | 0,3667 |
| 24 | 3 | 2 | 3 | 3 | 8,39 | 161,7 | 0,37 | 0,7029 | 0,6574 | 0,419 |
| 25 | 3 | 3 | 1 | 3 | 13,24 | 97 | 0,17 | 0,4429 | 0,5406 | 0,64 |
| 26 | 3 | 3 | 2 | 1 | 9,96 | 145,5 | 0,25 | 0,5758 | 0,6293 | 0,5073 |
| 27 | 3 | 3 | 3 | 2 | 8,95 | 363,8 | 0,66 | 0,6489 | 1 | 0,3333 |

### Table 3 The eigenvalues and explained variation for principal components

| Principal component | Eigenvalue | Explained variation / % |
|---------------------|------------|-------------------------|
| First               | 2,2308     | 74.36                   |
| Second              | 0.4986     | 16.62                   |
| Third               | 0.2706     | 9.02                    |

Afterwards, on the basis of the average value of GRG, the response table as well as response graph for each level of the process parameters were constructed. The optimal setting of machining parameter corresponds to level with higher value of GRG. Based on results presented in Tab. 5 and Fig. 2 the optimal level setting of selected machining parameters is \( A1B3C3D3 \) for minimizing the specific
cutting energy, increase productivity and improve surface quality.

### Table 4 The eigenvectors for the principal components

| Performance characteristic       | First principal component | Second principal component | Third principal component |
|----------------------------------|---------------------------|-----------------------------|----------------------------|
| Specific cutting energy (SCE)    | 0.6086                    | 0.1193                      | -0.7844                    |
| Material removal rate (MRR)      | 0.5723                    | 0.6187                      | 0.5382                     |
| Surface roughness (SR)           | -0.5495                   | 0.7765                      | -0.3083                    |

### Table 5 Response table for the grey relational grade

| Machining parameter | Level | Max - min |
|---------------------|-------|-----------|
| A                   | Level 1 | 0.5925 | 0.5811 | 0.5708 | 0.0217 |
| B                   | Level 2 | 0.5411 | 0.5793 | 0.6240 | 0.0829 |
| C                   | Level 3 | 0.5166 | 0.5896 | 0.6723 | 0.1699 |
| D                   | Level 4 | 0.5024 | 0.5696 | 0.6723 | 0.1699 |

Total mean value of GRG \( \eta_0 = 0.5815 \)

Furthermore, an analysis of variance was performed to examine the influence of each machining parameter on the multi-performance characteristics. The results of ANOVA are shown in Tab. 6, indicating the sources of variation, their degrees of freedom (DOF), the total sum of squares (SS), the mean squares (MS), Fisher's ratio (F-ratio), probability value (P-value) and percent of contribution (PC). ANOVA was carried out at a 95% confidence level \( \alpha = 0.05 \) (the level of significance is 0.05). Thus, the parameters with a P-value less than 0.05 are considered to be statistically significant. According to Tab. 6, it can be noticed that factor C (feed per tooth) is the most significant parameter. The next significant parameter is factor D (depth of cut) followed by factor B (cutting speed). The factor A (coating) is the least influencing factor when compared with other machining parameters.

The interaction plot between the four input machining parameters under study over the calculated GRG is shown in Fig. 3. A lower level of interaction is noticed between coating and cutting speed for all level values of cutting speed. A moderate level of interaction exists among cutting speed and feed per tooth, whereas a higher level of interaction is observed among cutting speed and depth of cut for all levels. For higher values of feed per tooth, an obvious interaction effect is found between feed per tooth and depth of cut. In between depth of cut and coating a moderate interaction effect is noticed for all levels.

The last step of GRA is to prove the improvement of the quality characteristics at the optimal level of designed process parameters. The estimated GRG at the optimal level of the machining parameters can be determined as:
\[ \hat{\eta} = \eta_m + \sum_{i=1}^{n} (\bar{\eta}_i - \eta_m) \]  

(15)

where \( \hat{\eta} \) is the estimated GRG at optimal level, \( \eta_m \) is the total mean of the GRG, \( \bar{\eta}_i \) is the mean GRG at the preferred total mean and \( n \) is the number of the machining parameters influencing the multiple performance characteristic.

Using the optimal settings of milling parameters (A1B3C3D3) the estimated value of grey relational grade calculated from Eq. (15) was 0.7867, while the response values were as follows: \( SCE = 5.27 \text{ J/mm}^2 \), \( MRR = 301.8 \text{ mm}^3/\text{s} \) and \( SR = 0.46 \mu \text{m} \). Hence, confirmation test reveals that the proposed optimization method improves overall performance of milling process.

7 CONCLUSION

In this article, a multi-objective optimization of hard milling parameters using a Taguchi based grey relational analysis was presented. The \( L_{27}(3^{15}) \) orthogonal array was chosen as experimental design for the four machining parameters: coating, cutting speed, feed per tooth and depth of cut. The specific cutting energy, \( MRR \) and surface roughness were selected to be the quality responses. Grey relational analysis was used to identify the optimal level setting of input process parameters for minimizing the specific cutting energy and surface roughness, and for maximizing material removal rate, whereas principal component analysis was utilized to assign appropriate weight factor to each response variable. The following conclusions can be summarized:

- Taguchi based GRA based optimization revealed that a AlTiN/TiN coating, cutting speed of 150 m/min, a feed per tooth of 0.5 m/tooth, and a depth of cut of 1 mm are the optimal combination of milling parameters.
- ANOVA indicated that feed per tooth had the largest significant effect (51.0%) on the multiple performance characteristic, followed by depth of cut (27.5%), cutting speed (12.0%) and coating (8.8%).
- The confirmation experiment indicates that the specific cutting energy, \( MRR \) and surface quality can simultaneously be improved by using Taguchi based GRA.

The proposed methodology utilized in this study can be used by production engineers in order to improve productivity and produce quality parts. In the future, this research can be extended to the machinability investigations under different cooling conditions. In addition, the responses such as tool life, cutting temperature and surface morphologies can be investigated and optimized.
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