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ABSTRACT This work studies the problem of scheduling using Q-learning, which is a reinforcement learning algorithm, in a Successive Interference Cancellation (SIC) - enabled wireless ad hoc network. Distributed Q-learning algorithm tries to find the best schedule for the transmission of maximum number of packets in the presence of the SIC technique. Performance of the algorithm is compared to the case where Q-learning is applied to a wireless network without SIC. In addition to that, the number of successful transmissions of our algorithm is compared to the optimal solution with and without SIC. Numerical results reveal that Q-learning based scheduling with SIC shows an improved performance compared to Q-learning scheduling without SIC and the optimal solution without SIC. Also, Q-learning scheduling with SIC shows similar performance to optimal scheduling with SIC when transmitting a reasonable number of packets. Thus, combining Q-learning and the SIC technique in wireless ad hoc networks is an effective approach to increase the number of transmitted packets.

INDEX TERMS Q-learning, successive interference cancellation, scheduling, wireless ad hoc network.

I. INTRODUCTION Link scheduling, which decides the links that will transmit at a given time slot, is an important problem of wireless networks due to the nature of wireless media and the problem of interference. As the number of users in wireless networks grow, so does the demand for higher throughput services. Interference significantly limits the performance of wireless networks, which is why scheduling algorithms with different interference management techniques have been investigated in many works. In classical link scheduling algorithms, a node can transmit to only one node or receive from only one node at a given time and other simultaneous transmissions are treated as interference [1]. These algorithms have limited performance due to restricted number of transmissions that can be made in a single time slot.

Successive Interference Cancellation (SIC) is another method that is used to manage interference. It exploits the interference rather than avoiding it. Simultaneous reception of signals and interference rejection capabilities of this technique increase the system performance [1]. In SIC, before decoding the wanted signal at the receiver, the stronger signals must be decoded [2]. SIC uses the differences in the transmitting users’ channel gains to order the received signals and decoding occurs successively according to this order. Decodings are successful if the received signal-to-interference plus noise ratios (SINR) are above a specific threshold. SIC has been shown to improve the performance of wireless networks [3]–[13]. It has been initially studied under cellular networks. In [3], the authors propose an uplink Code-Division Multiple Access (CDMA) system where the base station receiver has SIC capability. Optimizing the total transmit power and order of user detection and cancellation, it is shown that the proposed algorithm achieves reduced transmit power compared to the traditional ordering approach. The authors in [4] study a downlink Non-Orthogonal Multiple Access (NOMA) system where SIC is implemented at the receiver. Decoding times of signals for the cases of correct and incorrect decoding order of signals at the receiver are presented. Results reveal that the decoding time of a user equipment (UE) signal decreases as the UE distance from the base station increases. In [5], a decentralized full-duplex NOMA-based vehicle-to-everything (V2X) system is introduced. It is shown that when the NOMA and the Orthogonal Multiple Access (OMA) schemes of the system are compared, half-duplex NOMA scheme has a better achievable throughput performance than half-duplex OMA scheme. However, using SIC in wireless ad hoc networks requires advanced coordination and excessive number of control messages, which limits the feasibility of this technique in such
scenarios. In [6], joint routing and scheduling in a wireless network is investigated. It is shown that SIC can increase the throughput performance of a network by 300%. [7] focuses on joint routing, scheduling and rate control in a wireless network. According to the results, SIC and bit rate adaptation capabilities can increase throughput gains by at least 20% in comparison to a wireless network that does not have SIC capability. In [8], joint scheduling and routing is considered. A 20 node network shows 47% and a 50 node network shows 43.5% increase in throughput when SIC is used in wireless reception. In [9], cooperative transmission, maximum link activation and SIC are studied together. It is shown that SIC provides more improvement than cooperative transmission to the baseline algorithm that does not use SIC or cooperative transmission in the wireless network. In [10], a joint interference exploitation and avoidance algorithm improves throughput performance by 47% compared to basic interference avoidance model. In [11], a joint study of mobile base station movement and SIC is presented. It is evaluated that using SIC decreases the minimum scheduling time for a 50 node network by an average of 34% compared to the case that does not use SIC. Reference [12] considers link scheduling and power allocating for a SIC based underwater acoustic network. Simulation results show that the proposed algorithm improves throughput by 100% over traditional Time-Division Multiple Access (TDMA). Reference [13] investigates joint routing, network coding and scheduling with SIC in energy harvesting networks. According to the study, compared to the case where only network coding is used, combining network coding with SIC decreases the number of time slots required for transmission.

For the purpose of finding algorithmic solutions to complex problems, machine learning is an option that can be used instead of traditional approaches [14]. Machine learning examines the data that is given to it, which is a training set or is a result of the experience gained within the environment, and foresees the next task to execute [15]. Automatically becoming aware of the dynamics of the environment and changing how they act according to these dynamics in short amount of time are the objectives of the algorithms that belong to machine learning [16]. Recent research has used machine learning methods extensively in communications systems. For example, the work in [17] has used genetic algorithms in determining vehicles that disseminate program codes in a smart city. The authors in [18] utilize reinforcement learning for resource allocation in vehicular networks. The work in [19] addresses the data collection problem in an underwater sensor network and uses clustering, which is also a machine learning method.

There are three main types of machine learning: supervised learning, unsupervised learning and reinforcement learning. In supervised learning, system model is developed by using training data which is made up of inputs and the corresponding correct outputs (a labeled data set) [20]. The objective of supervised learning is to learn the input and output relationship [14]. Labels, past and present information acquired by the system are used to form a function that predicts outputs by correlating patterns in the data set with the intended outputs. The algorithm adapts the system model according to the errors between the achieved and wanted results. With enough training, the system can provide the output to a new input data [21]. Unsupervised learning training data set consists of inputs without any designated outputs (inputs are unlabelled) [14]. In unsupervised learning, the system discovers the hidden patterns in the data on its own since there is no output vector [21]. The fundamental objective is to categorize the data into separate groups by looking at their similarities [20].

Reinforcement learning [22] belongs neither to supervised learning nor to unsupervised learning. It involves supervision but compared to supervised learning, supervision is not in the structure of an identified output for the input. The environment, which can be seen as an external trainer, sends a reinforcement signal as feedback to the reinforcement learning algorithm, provided that an output is selected for a given input. This output is the action that the learner takes and the feedback received is the reward that implies how much the objective of the learner is achieved [14]. Reinforcement learning, is a learning process where an agent learns how to act in an environment such that it achieves a goal. The environment does not tell the agent to select a specific action, so the agent has to figure out which actions result in the highest reward by trying them [23]. The immediate reward, the next state and all the rewards that follow are influenced by the actions [22]. During the learning process, the agent chooses an action among other possible actions and receives a reward that evaluates the quality of this selection, which is based on whether that action brings the agent closer to the goal or not. By interacting with its environment this way, it tries many actions and with the knowledge it gains, after some time, it learns to pick the actions that give the best rewards. Q-learning [24], is a reinforcement learning algorithm that is known for its simple implementation. The agent learns to take the actions with best rewards either by exploring the environment or using the action that was learned that gives the best reward.

In communication networks, wireless nodes can make optimal or near-optimal scheduling decisions using reinforcement learning [25]. Scheduling in wireless networks using Q-learning has been studied in some works in literature. In [26], using Q-learning, it was shown that a high number of packets can be successfully transmitted and the average transmission power can be kept at minimum at the same time in a wireless ad hoc network. In [27], using Q-learning, packet loss was reduced by %60 and network goodput was increased by 67% compared to algorithms that do not use Q-learning. In [28], it is shown that using Q-learning can reduce energy consumption and average delay in a wireless sensor network. Although Q-learning’s application to wireless ad hoc networks is being investigated in these works, the combination of Q-learning and SIC technique’s effects on system performance is not present in these studies. There are a few works in literature that study the effects of using SIC and Q-learning in
wireless networks. In [29], Q-learning and SIC are used to allocate resources to maximize normalized throughput. In [30], an algorithm that uses SIC, Q-learning and a power control scheme is proposed to improve throughput. In [31], Q-learning and SIC based power allocation is proposed to increase the sum data rate of users. The algorithms in these studies involve the incorporation of SIC and Q-learning but they are applied to cellular networks, some of them do not involve scheduling and do not have realistic channel models.

In this work, we apply Q-learning both to an SIC-enabled wireless network and to an interference avoidance wireless network that assumes interference as noise. As benchmarks, two optimal solutions based on [8] are used to find the upper bounds for the achievable number of successfully transmitted packets. First optimal solution assumes SIC in the wireless reception and the second one assumes interference as noise in the wireless network.

Our contribution is the study of scheduling by applying Q-learning to an SIC-based wireless distributed ad hoc network with a realistic channel model and to show that using Q-learning and SIC together results in an increase in performance in the number of scheduled packets compared to the performance of Q-learning applied to the network without SIC, an improved performance compared to that of optimal scheduling without SIC and similar performance to optimal scheduling with SIC up to a certain load.

The rest of the paper is organized as follows. Section II describes the system model. Section III formulates the optimal solution. Section IV provides the details of the proposed Q-learning scheduling with SIC algorithm and the Q-learning scheduling without SIC algorithm. Section V presents the simulation results. Section VI concludes the paper.

II. SYSTEM MODEL

$N$ nodes are distributed uniformly random and node locations are fixed. There are a number of time slots per frame, during which multiple packets can be scheduled for transmission. There are $L$ links with a total number of $B$ packets to be transmitted. All receiving nodes can perform SIC. $N_o$ is the additive white gaussian noise. A node can not transmit and receive at the same time. Channel gains remain constant. A combined path loss, shadowing and fading model is used for calculating channel gains [32].

$$g_{i,j}^{dB} = -PL_{d_0} - 10 \times \gamma \times \log(10(d_{i,j}/d_0)) - \psi^{dB} - \gamma^{dB}$$

where $g_{i,j}^{dB}$ is the channel gain between nodes $i$ and $j$, $\gamma$ is the path loss coefficient, $d_{i,j}$ is the distance between nodes $i$ and $j$, $d_0$ is a reference distance for the far antenna field [32], $\psi^{dB}$ is the shadowing loss, $\gamma^{dB}$ is the fading loss and $PL_{d_0}$ is the path loss at $d_0$ in decibels (dB). Node transmit powers are constant. For the transmission from node $i$ to $j$, received power at node $j$ is denoted by $P_{i,j}$.

A. SIC-BASED TRANSMISSION

In SIC, a node that receives multiple signals in the same time slot has the ability to decode them iteratively. First, received signal powers at a node from intended and unintended transmissions are ordered in a decreasing manner. Then one by one, starting from the strongest signal, a signal is decoded and subtracted from the total received signal until all signals are decoded or decoding of the remaining signals is stopped when the next signal to be decoded is not decodable [8].

A signal from node $i$ to node $j$ in time slot $t$ is decodable if $\text{SINR}_{i,j}[t]$ is greater than or equal to $\beta$ [8]:

$$\text{SINR}_{i,j}[t] = \frac{P_{i,j}}{\sum_{k \neq i} P_{k,j} \cdot x_{k,i}[t] + N_o} \geq \beta \quad (2)$$

$P_{i,j}$ are the received signal powers from other nodes $k$ that are transmitting in the time slot $t$ with values less than $P_{i,j}$, index $l$ represents the intended receiving nodes of transmitting nodes $k$, $l$ is the nodes in node $k$’s neighborhood, $x_{k,i}[t]$ is a binary scheduling variable which is set to 1 if node $k$ is set to successfully transmit data to node $l$ in time slot $t$ or is set to 0.

B. TRANSMISSION ASSUMING INTERFERENCE AS NOISE

In an interference avoidance wireless network, when there is a node $i$ transmitting an intended signal to node $j$, if the SINR at receiver $j$ is greater than or equal to $\beta$, the signal from node $i$ to node $j$ can be decoded successfully and the transmission is successful. Receiver $j$ treats all other simultaneous interfering transmissions as noise. In this case, SINR for successful decoding of an intended signal from node $i$ to node $j$ is given as [8]:

$$\text{SINR}_{i,j}[t] = \frac{P_{i,j}}{\sum_{k \neq i} P_{k,j} \cdot x_{k,i}[t] + N_o} \geq \beta \quad (3)$$

$P_{k,j}$ are the interference powers from other nodes $k$ that are transmitting in the time slot $t$. Symbols $l$, $l_k$ and $x_{k,i}[t]$ have the same definitions as the ones stated below (2) in Section II.A.

III. OPTIMAL SOLUTION

The problem is to determine which links to activate in each time slot $t$ of a frame where $0 \leq t \leq T$. The objective of maximizing the number of transmitted packets is expressed as:

$$\max_x \sum_i \sum_j \sum_t x_{i,j}[t]$$

where $x = \{x_{i,j}[t]\}$ is the vector of binary scheduling variables, and $x_{i,j}[t]$ is set to 1 if node $i$ is set to successfully transmit data to node $j$ in time slot $t$ or is set to 0, otherwise [8].

For the optimal solution with SIC, when node $i$ successfully transmits data to node $j$ (i.e., $x_{i,j}[t] = 1$), this means that the SINRs of the stronger simultaneous transmissions of nodes $m$ received at node $j$ are greater than or equal to $\beta$. 
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Using (12) and (13), (14) is obtained:
\[
P_{m,j} - \sum_{k \neq m} \beta P_{k,j} \lambda_k \geq (1 - \gamma_{i,j(m)[t]}D_{i,j,m}) \quad (j \in N, i \in I_j, m \neq i, P_{m,j} > P_{i,j}, 1 \leq t \leq T)
\]

The constraint corresponding to the SINR of the signal from node i to node j given \(x_{i,j}[t] = 1\) is:
\[
\text{If } x_{i,j}[t] = 1, \text{ then } \text{SINR}_{i,j}[t] \geq \beta \quad (j \in N, i \in I_j, 1 \leq t \leq T)
\]

(15) is obtained from (15) and (6):
\[
P_{i,j} - \sum_{k \neq i} \beta P_{k,j} \lambda_k \geq (1 - x_{i,j}[t])H_{i,j} \quad (j \in N, i \in I_j, 1 \leq t \leq T)
\]

In (17), \(B_{i,j}\) is the number of packets to be transmitted from node i to node j. The sum of number of packets scheduled from node i to node j must be less than or equal to the total number of packets to be transmitted from node i to node j:
\[
B_{i,j} \leq \sum_t x_{i,j}[t] \quad (j \in N, i \in I_j, 1 \leq t \leq T)
\]

In (6), \(\lambda_m[t]\) is a binary variable that is set to 1 if node m is transmitting in time slot t irrespective of the node that it is transmitting to [8]. In (8), \(y_{i,j(m)[t]}\) is a binary variable that is set to 1 when \(x_{i,j}[t]=1\) and \(\lambda_m[t]=1\). In (9) and (10), when \(y_{i,j(m)[t]}=1, x_{i,j}[t]\) and \(\lambda_m[t]\) are equal to 1 as well. Constraints (14) and (15) are the received SINR constraints for the intended and unintended transmissions that need to be decoded. In (14), \(D_{i,j,m}\) is a lower bound of the SINR constraint which is obtained by setting the SINR term to its lower bound and is set to
\[
P_{m,j} - \sum_{k \neq m} \beta P_{k,j} \lambda_k \geq (1 - x_{i,j}[t])D_{i,j,m} \quad (j \in N, i \in I_j, m \neq i, P_{m,j} > P_{i,j}, 1 \leq t \leq T)
\]

Since \(x_{i,j}[t] = 1\) and \(\lambda_m[t] = 1\) are combined to form the condition \(y_{i,j(m)[t]} = 1\), (11) can be rewritten as:
\[
\text{If } y_{i,j(m)[t]} = 1, \text{ then } \text{SINR}_{i,j}[t] \geq \beta \quad (j \in N, i \in I_j, m \neq i, P_{m,j} > P_{i,j}, 1 \leq t \leq T)
\]

(16) is obtained from (15) and (6):
\[
P_{i,j} - \sum_{k \neq i} \beta P_{k,j} \lambda_k \geq (1 - x_{i,j}[t])H_{i,j} \quad (j \in N, i \in I_j, 1 \leq t \leq T)
\]

In (17), \(B_{i,j}\) is the number of packets to be transmitted from node i to node j. The sum of number of packets scheduled from node i to node j must be less than or equal to the total number of packets to be transmitted from node i to node j:
\[
B_{i,j} \leq \sum_t x_{i,j}[t] \quad (j \in N, i \in I_j, 1 \leq t \leq T)
\]

In (6), \(\lambda_m[t]\) is a binary variable that is set to 1 if node m is transmitting in time slot t irrespective of the node that it is transmitting to [8]. In (8), \(y_{i,j(m)[t]}\) is a binary variable that is set to 1 when \(x_{i,j}[t]=1\) and \(\lambda_m[t]=1\). In (9) and (10), when \(y_{i,j(m)[t]}=1, x_{i,j}[t]\) and \(\lambda_m[t]\) are equal to 1 as well. Constraints (14) and (15) are the received SINR constraints for the intended and unintended transmissions that need to be decoded. In (14), \(D_{i,j,m}\) is a lower bound of the SINR constraint which is obtained by setting the SINR term to its lower bound and is set to
\[
P_{m,j} - \sum_{k \neq m} \beta P_{k,j} \lambda_k \geq (1 - x_{i,j}[t])D_{i,j,m} \quad (j \in N, i \in I_j, m \neq i, P_{m,j} > P_{i,j}, 1 \leq t \leq T)
\]
to observe an agent’s actions, noting the reward that is going to be received for these actions and picking the actions that will maximize the received rewards. In this work, we propose a method in which each node determines the time slots to transmit each of its packets using Q-learning and where the corresponding receivers can use SIC in order to be able to receive multiple packets simultaneously. Components of Q-learning are as follows [22]:

1) Agents: Agents learn to choose and perform the actions that provide the best rewards by interacting with their environment.

2) Reward: Reward determines whether an action is desirable or not. Agents base their choice of actions on these rewards at a given state.

3) Actions: Actions change the agent’s state and the rewards it can receive.

4) State: the situation that the agent is in, in the environment.

In Q-learning, more than one episode of the agent’s interaction with the environment needs to take place to choose actions and receive rewards, and in order to learn which actions to choose for maximum rewards. Q-learning estimates the quality of state-action pairs (s,a), which are known as the Q-values [26]. All the experience that the agent gains during the episodes are recorded in a Q-Table where each entry (Q-value) corresponds to a state-action pair. Q-values are updated using the equation [24]:

\[
Q(s, a) = (1 - \alpha)Q(s, a) + \alpha[r(s, a) + \gamma \max_{a'} Q(s', a')]
\]

(19)

where s is the state, a is the action, s’ is the next state and a’ is the next action. r is the reward. \( \alpha \) is the learning rate which determines how fast learning occurs and is given a value between 0 and 1. \( \gamma \) is the discount factor which determines how much importance is given to the future rewards in the current state and is given a value between 0 and 1.

In our model, to schedule B packets in T time slots we define the Q-learning components as follows:

1) Agents: Nodes
2) States: Transmitting nodes
3) Actions: Receiving nodes and corresponding time slots in the frame ([i, j][r])
4) Reward: If a transmission is successful then the reward value is set to 1 or to 0 if unsuccessful. We assume error-free feedback in case of successful transmission.

We define an episode as the frame that consists of T time slots. After each episode Q-values are updated according to the following equation:

\[
Q_{i,j}[r] = (1 - \alpha)Q_{i,j}[r] + \alpha(r_{i,j}[r])
\]

(20)

where \( i \) is the transmitting node, \( j \) is the receiving node, \( t \) is a time slot in the frame, \( \alpha \) is the learning rate. The reward \( r \) is set to 1 if a transmission from node \( i \) to node \( j \) in time slot \( t \) is successful or to 0 if unsuccessful. Please note that we assume an ad hoc network, where the nodes have a very limited information of the network. Each node only knows the ID’s of its neighbors and a positive feedback if the corresponding transmission is successful.

\( \epsilon \)-greedy approach [33] is being used to determine the next action where \( \epsilon \) is the exploration probability. In this method, a random action is selected with probability \( \epsilon \) for exploration or the action that gives the maximum Q-value is selected with probability 1-\( \epsilon \) for exploitation. A node must choose the actions that it has previously tried which resulted in high rewards, and in order to do that, the node should be able to find such high reward delivering actions by trying the ones that it has not tried yet. So, the node needs to exploit from experience to acquire the highest rewards and explore to find the actions that gives the highest rewards [22].

In Algorithm 1, Q is the Q-Table and is initialized to zero. \( \epsilon_i \) is the exploration coefficient of each node \( i \), \( \alpha \) is the learning rate and is constant, \( N_t \) is the number of episodes (i.e. time frames, iterations) used by the algorithm for the learning process to take place. \( P_{i,j} \) is the received power from node \( i \) at node \( j \). \( l_{p,i,j} \) is the number of packets waiting to be transmitted at link \( (i, j) \), which is initially \( l_{p,i,j} = B_{i,j} \). \( n_{p,i} \) is the number of packets to be transmitted from node \( i \), which is initially \( n_{p,i} = \sum_{j \in B_i} B_{i,j} \).

\( P_{i,j} \) denotes the received signal strength of transmission \( (i, j) \) and \( B_{i,j} \) denotes the number of available packets to transmit from each link. The algorithm gives the schedule \( x_{i,j}[r], \forall i, j \in [1, N] \) as the output (Lines 1-2). Initializations are done in (Line 3). Episodes of the algorithm are shown (Lines 4-38). At each episode either exploration or exploitation is performed randomly (Lines 7-11). Each node assigns a packet to each time slot in (Lines 6-23). This is done either randomly (exploration) or by choosing the links and time slots with better Q-values (exploitation). Then, the transmissions are performed according to the determined schedule. Each node tries to decode the received signals. In order to decode its intended packet, a node has to decode not only that signal but all the other ones with greater received power (Lines 29-32). Note that a node cannot decode a packet if it’s also transmitting (Line 27). Q-Table is updated according to the rewards (i.e. successes) in (Line 36). Exploration probability is updated in (Line 37). Each node has its own exploration probability. As the ratio of successfully transmitted packet increases, exploration probability decreases. If a node transmits every available packet in an episode, then it does not explore in the next episode. (Line 39) returns the successfully transmitted packets (i.e. \( i, j, t \) s.t. \( s_{i,j}[r] = 1 \)) as the resulting schedule.

**B. Q-LEARNING SCHEDULING WITHOUT SIC**

The algorithm for Q-learning Scheduling without SIC is similar to the algorithm of Q-learning Scheduling with SIC, except that the part where SIC is applied is changed. Starting from the section of the code that starts with the initialization of \( s \) and \( r \) to 0, the part of the code in Q-learning Scheduling with SIC (Lines 24-37) are replaced with the code in...
Algorithm 1 Q-Learning Scheduling With SIC

1: \textbf{Input:} $P_{ij}$, $B_{ij}$, $\forall i, j \in [1, N]$
2: \textbf{Output:} Schedule $x_{ij}$
3: Initialize: $Q = 0$, $\epsilon_i = 0.1$, $\alpha = 0.1$, $N_e$, $l_{ip_j} = B_{ij}$, $n_{pi} = \sum_j l_{ip_j}$, $\forall i, j \in [1, N]$
4: for $t = 1 : N_e$ do
5: Initialize: $l_{ip_j} = B_{ij}$, $n_{pi} = \sum_j l_{ip_j}$, $\forall i, j \in [1, N]$
6: for $i = 1 : N$ do
7: if $\epsilon_i < \epsilon_i$ then
8: exploration;
9: else
10: exploitation;
11: end if
12: for $t = 1 : T$ do
13: if exploration then
14: randomly choose a receiver node $j^*$ such that $l_{ip_j} > 0$ and assign to time slot $t$;
15: else
16: $[j^*] = \text{arg max} Q(i, j)[\forall t]$ $\forall j$ $l_{ip_j} > 0$
17: end if
18: $x_{i,j^*}[t] = 1$, $l_{ip_j} = l_{ip_j} - 1$, $n_{pi} = n_{pi} - 1$;
19: if $n_{pi} = 0$ then
20: break;
21: end if
22: end for
23: end for
24: Initialize $s = 0$, $r = 0$;
25: for $t = 1 : T$ do
26: for $\forall (i, j)$ s.t. $x_{ij}[t] = 1$ do
27: if $\sum_{l \in k} x_{ik,l} = 1, P_{kj} \geq P_{ij}$
28: $SINR_{kj}[t] = \frac{P_{kj}}{\sum_{l \in k} P_{jk}x_{lk}[t]+N_0}$, $\forall k \in K$
29: if $SINR_{kj}[t] > \beta$, $\forall k \in K$
30: $SINR_{kj}[t] > \beta$, $\forall k \in K$
31: $SINR_{kj}[t] > \beta$, $\forall k \in K$
32: end if
33: end if
34: end for
35: end for
36: $Q_{ij}[t] = (1-\alpha)Q_{ij}[t] + \alpha r_{ij}[t]$, $\forall i, j \in [1, N]$, $\forall t \in [1, T]$;
37: $\epsilon_i = 0.9\epsilon_i + 0.1 \times 0.1 \left(1 - \frac{\sum_{l \in k} x_{lk}[t]}{\sum_{l \in k} l_{ip_j}}\right)$, $\forall i \in [1, N]$;
38: end for
39: Return: $x = s$;

Algorithm 2 Q-learning Scheduling Without SIC (First Part is the Same)

1: Initialize $s = 0$, $r = 0$;
2: for $t = 1 : T$ do
3: for $\forall (i, j)$ s.t. $x_{ij}[t] = 1$ do
4: if $\sum_{l \in k} x_{ik,l} = 0$
5: $SINR_{ij}[t] = \frac{P_{ij}}{\sum_{l \in k} P_{ik}x_{lk}[t]+N_0}$
6: if $SINR_{ij}[t] > \beta$
7: $SINR_{ij}[t] > \beta$
8: Set $x_{ij}[t] = 1$ and $r_{ij}[t] = 1$;
9: end if
10: end if
11: end for
12: $Q_{ij}[t] = (1-\alpha)Q_{ij}[t] + \alpha r_{ij}[t]$, $\forall i, j \in [1, N]$, $\forall t \in [1, T]$;
13: $\epsilon_i = 0.9\epsilon_i + 0.1 \times 0.1 \left(1 - \frac{\sum_{l \in k} x_{lk}[t]}{\sum_{l \in k} l_{ip_j}}\right)$, $\forall i \in [1, N]$;

TABLE 1. Simulation parameters.

| Parameter     | Definition                        | Value |
|---------------|-----------------------------------|-------|
| $N$           | Number of nodes                   | 10    |
| $D_{max}$     | Network area radius               | 100 m |
| $\gamma$      | Pathloss exponent                 | 2.5   |
| $N_0$         | AWGN Noise Power                  | 10^{-5} W |
| $P_t$         | Node transmit power               | 0.3   |
| $\beta$       | SINR threshold                     | 1.5   |
| $\epsilon$    | Exploration coefficient           | 0.1   |
| $\alpha$      | Learning rate                      | 0.9   |
| episodes      | Number of episodes                 | 5000  |

V. SIMULATION RESULTS

We perform simulations for a range of values of $B$, the total number of packets to be transmitted, $T$, the total number of time slots, and episodes, the total number of iterations. Simulation parameters are listed in Table 1. We compare four algorithms, which are 1) Q-learning scheduling with SIC 2) Q-learning scheduling without SIC, 3) Optimal scheduling with SIC and 4) Optimal scheduling without SIC. Presented results are produced from the results of 100 independent trials. For Q-learning scheduling with and without SIC, the maximum number of packets scheduled in all episodes and the 95th percentile values of the number of packets scheduled in all episodes are plotted. The values chosen for the Q-learning parameters $\epsilon$ and $\alpha$ are the commonly used parameters in the literature. These typical values prove to be suitable for this scenario.

Fig. 1 shows the average number of packets transmitted vs. the number of time slots. As the number of time slots increases, for each algorithm the number of packets transmitted also increases and converges to 30 packets. Optimal scheduling with SIC performs the best with the highest number of packets transmitted. Not as many links can be scheduled for a given time slot value $T$ for lower values of $T$ due to interference. The following improvement percentage analyses were done for the maximum and 95th percentile values of the number of packets scheduled at the low $T$ value, $T = 10$. This is because as $T$ increases, the performances...
of the algorithms converge. However, at lower values of $T$, the performance differences are apparent. The improvement percentage values for the maximum values of the number of packets scheduled are shown in Fig. 1. Looking at the maximum values of the number of packets scheduled using Q-learning scheduling with SIC algorithm and Q-learning scheduling without SIC algorithm, the Q-learning scheduling with SIC algorithm can transmit up to 57% more packets than the Q-learning scheduling without SIC algorithm. Maximum values of Q-learning scheduling with SIC show up to a 22% improvement over optimal scheduling without SIC. Q-learning scheduling with SIC (maximum values) and optimal scheduling with SIC have an 18% difference in performance. From $T = 16$ to $T = 30$, Q-learning scheduling with SIC (maximum values) performs similar to optimal scheduling with SIC. For the maximum values of Q-learning scheduling with SIC, the algorithm shows a 60% increase in performance compared to the maximum values of Q-learning scheduling without SIC algorithm. The maximum values of Q-learning scheduling with SIC show 14.3% better performance with respect to optimal scheduling without SIC. There is a difference in performance by 30% between Q-learning scheduling with SIC (maximum values) and optimal scheduling with SIC. From $B = 10$ to $B = 40$, Q-learning scheduling with SIC (maximum values) performs similar to optimal scheduling with SIC. For the 95th percentile values of the number of packets scheduled, Q-learning scheduling with SIC shows 25% improvement compared to Q-learning scheduling without SIC at a lower load of $B = 30$. Between $B = 20$ and $B = 60$, Q-learning scheduling with SIC (95th percentile) shows improvement over optimal scheduling without SIC but at $B = 60$ they transmit the same number of packets. Optimal scheduling with SIC and Q-learning scheduling with SIC (95th percentile) have a performance difference of 20% at a higher load of $B = 50$ but from $B = 10$ to $B = 30$, Q-learning scheduling with SIC (95th percentile) performs similar to optimal scheduling with SIC. The improvement percentage values for the maximum values and the 95th percentile values of the number of packets scheduled are shown in Fig. 2.

Fig. 3 shows the average number of packets transmitted vs the number of packets to transmit. For all algorithms, as the number of packets to transmit increases, congestion increases and the number of packets transmitted are less than the initial number of packets set for transmission. For optimal scheduling with SIC and Q-learning scheduling with SIC, the number of transmitted packets are less than the initial number of packets starting from $B = 30$. For optimal scheduling without SIC and Q-learning scheduling without SIC, the number of transmitted packets are less than the initial number of packets starting from $B = 20$. Q-learning scheduling with SIC begins to saturate at $B = 30$ and Q-learning scheduling without SIC begins to saturate at $B = 20$. The following analyses were done for a high load of $B = 60$. For the maximum values of Q-learning scheduling with SIC, the algorithm shows a 60% increase in performance compared to the maximum values of Q-learning scheduling without SIC algorithm. The maximum values of Q-learning scheduling with SIC show 14.3% better performance with respect to optimal scheduling without SIC. There is a difference in performance by 30% between Q-learning scheduling with SIC (maximum values) and optimal scheduling with SIC. From $B = 10$ to $B = 40$, Q-learning scheduling with SIC (maximum values) performs similar to optimal scheduling with SIC. For the 95th percentile values of the number of packets scheduled, Q-learning scheduling with SIC shows 25% improvement compared to Q-learning scheduling without SIC at a lower load of $B = 30$. Between $B = 20$ and $B = 60$, Q-learning scheduling with SIC (95th percentile) shows improvement over optimal scheduling without SIC but at $B = 60$ they transmit the same number of packets. Optimal scheduling with SIC and Q-learning scheduling with SIC (95th percentile) have a performance difference of 20% at a higher load of $B = 50$ but from $B = 10$ to $B = 30$, Q-learning scheduling with SIC (95th percentile) performs similar to optimal scheduling with SIC. The improvement percentage values for the maximum values and the 95th percentile values of the number of packets scheduled are shown in Fig. 2.

Fig. 3 shows the average number of packets transmitted vs the number of packets to transmit. For all algorithms, as the number of packets to transmit increases, congestion increases and the number of packets transmitted are less than the initial number of packets set for transmission. For optimal scheduling with SIC and Q-learning scheduling with SIC, the number of transmitted packets are less than the initial number of packets starting from $B = 30$. For optimal scheduling without SIC and Q-learning scheduling without SIC, the number of transmitted packets are less than the initial number of packets starting from $B = 20$. Q-learning scheduling with SIC begins to saturate at $B = 30$ and Q-learning scheduling without SIC begins to saturate at $B = 20$. The following analyses were done for a high load of $B = 60$. For the maximum values of Q-learning scheduling with SIC, the algorithm shows a 60% increase in performance compared to the maximum values of Q-learning scheduling without SIC algorithm. The maximum values of Q-learning scheduling with SIC show 14.3% better performance with respect to optimal scheduling without SIC. There is a difference in performance by 30% between Q-learning scheduling with SIC (maximum values) and optimal scheduling with SIC. From $B = 10$ to $B = 40$, Q-learning scheduling with SIC (maximum values) performs similar to optimal scheduling with SIC. For the 95th percentile values of the number of packets scheduled, Q-learning scheduling with SIC shows 25% improvement compared to Q-learning scheduling without SIC at a lower load of $B = 30$. Between $B = 20$ and $B = 60$, Q-learning scheduling with SIC (95th percentile) shows improvement over optimal scheduling without SIC but at $B = 60$ they transmit the same number of packets. Optimal scheduling with SIC and Q-learning scheduling with SIC (95th percentile) have a performance difference of 20% at a higher load of $B = 50$ but from $B = 10$ to $B = 30$, Q-learning scheduling with SIC (95th percentile) performs similar to optimal scheduling with SIC. The improvement percentage values for the maximum values and the 95th percentile values of the number of packets scheduled are shown in Fig. 2.
packets transmitted by Q-learning scheduling with SIC in short amount of time makes it suitable for real time applications.

A brief discussion on Q-learning is in order. The main limitation of Q-learning is that it works in discrete and finite state and action spaces. Fortunately, in our case, the neighbors of a node and time slots are discrete and finite sets. Another limitation is the complexity. The time required to look up the Q-Table increases linearly with the number of neighbors and the number of slots in a frame [34]. Furthermore, as the network gets denser, the collisions increase (especially in the initial episodes), the algorithm may get stuck at a local optimum and result in a waste of resources. However, the major advantage of Q-learning is that it requires minimal feedback, no coordination among nodes, and no assumptions about the network and channel model. The only feedback required is the information whether a transmission is successful or not. Secondly, the learning algorithm creates its own experience and learns on-the-fly. As seen in Fig. 3 quite a lot of packets can still be transmitted even when the algorithm is far from convergence.

VI. CONCLUSION
In this work, we studied distributed scheduling using Q-learning algorithm with successive interference cancellation (SIC) at the receivers in order to achieve the highest number of successfully transmitted packets in a wireless ad hoc network. We compared our results to the scheduling case where Q-learning is applied to a network that assumes interference as noise. Furthermore, the performance of optimal scheduling solutions with and without SIC are also used to compare the performance of the Q-learning algorithms. Results show that the Q-learning scheduling with SIC algorithm outperforms the Q-learning without SIC and the optimal scheduling without SIC algorithms. Furthermore, it performs similar to the optimal scheduling with SIC algorithm in a scenario of reasonable load.

Possible future directions for research include minimum length scheduling based on Q-learning with SIC and power domain multiplexing. In addition to that, joint routing and scheduling based on Q-learning in the presence of SIC can be studied.
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