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ABSTRACT
With an increase in Geospatial Linked Open Data being adopted and published over the web, there is a need to develop intuitive interfaces and systems for seamless and efficient exploratory analysis of such rich heterogeneous multi-modal datasets. This work is geared towards improving the exploration process of Earth Observation (EO) Linked Data by developing a natural language interface to facilitate querying. Questions asked over Earth Observation Linked Data have an inherent spatio-temporal dimension and can be represented using GeoSPARQL. This paper seeks to study and analyze the use of RNN-based neural machine translation with attention for transforming natural language questions into GeoSPARQL queries. Specifically, it aims to assess the feasibility of a neural approach for identifying and mapping spatial predicates in natural language to GeoSPARQL’s topology vocabulary extension including - Egenhofer and RCC8 relations. The queries can then be executed over a triple store to yield answers for the natural language questions. A dataset consisting of mappings from natural language questions to GeoSPARQL queries over the Corine Land Cover(CL) Linked Data has been created to train and validate the deep neural network. From our experiments, it is evident that neural machine translation with attention is a promising approach for the task of translating spatial predicates in natural language questions to GeoSPARQL queries.

Index Terms— natural language, question-answering, earth observation, linked data

1. INTRODUCTION

There have been significant efforts in the research community as well as a part of various Governance initiatives[1], to encourage publishing of data as Linked Open Data. The value addition with Linked Open Data in terms of seamless integration, data interoperability, distribution and innovative application development has been well understood. Geospatial Earth Observation(EO)
Recurrent Neural Networks in particular have known to work extremely well with sequences of data. The Seq2Seq[3] model forms the basis of the state of the art methods in translating natural language questions to SQL queries. The Seq2SQL[4] neural network trained and validated over the WikiSQL dataset proposes to improve SQL queries generation from natural language questions using the reward based Reinforcement Learning technique.

In the area of Question Answering over Linked Data, Semantic Parsing - the process of transforming natural language into a machine readable logical form has been applied[5] for generating SPARQL(SPARQL Protocol and RDF Query Language) queries from natural language. There have also been efforts to use Neural Machine Translation for SPARQL Query Constructions[6], by treating SPARQL as a foreign language[7] for translation. Although neural machine translation for SPARQL has been understood, its geospatial sibling - GeoSPARQL with spatial predicates for Geospatial Linked Data, remains largely unexplored.

Our contributions in this work are two-fold - (1) We examine the feasibility of attention-based neural machine translation for identification and mapping of spatial predicates in natural language to GeoSPARQL’s topology vocabulary extension including Egenhofer and RCC8 relations. (2) We create a dataset consisting of natural language questions with their GeoSPARQL query equivalents for training and validation of the deep neural network. We report and discuss our findings from the experiments with attention based neural machine translation over the Corine Land Cover(CL) Linked Dataset.

2. METHODOLOGY

2.1. Neural Machine Translation with Attention

Neural Machine Translation Networks with Attention have achieved state of the art performance for translating text between different languages.

Although the encoder-decoder based RNN architecture has proved to be effective for machine translation, it has been observed that their performance deteriorates with longer input sequences[8]. To address this issue, [9] and [10] propose attention based NMT that enables the model to allot importance to specific words in the input sequence as each word in the output sequence is being predicted. The importance allotted to words in the input sequence is quantified by assigning weights to them - termed as attention weights. These attention weights are then used by the decoder to predict words in the output sequence.

Figure 2 depicts the NMT with attention architecture for translating natural language questions to GeoSPARQL queries. The bidirectional recurrent neural network encoder-decoder architecture with Bahdanau Attention mechanism has been implemented for this study. The network has been trained for 200 epochs over the CLC Linked Data based dataset consisting of natural language questions and GeoSPARQL queries. Sparse Categorical Cross Entropy has been used as the Loss Function with Adam Optimizer.

3. EXPERIMENTAL RESULTS

3.1. Dataset

The Corine Land Cover (CLC) Linked Geospatial Data published under the European FP7 project TELEIOS has been used for this study. The dataset consists of 44 land cover classes spanning a three-level nomenclature hierarchy.

Fig. 3. Map View of the Corine Land Cover (CLC) Dataset

The CLC Geospatial Linked Data conforming to the Corine Ontology consist of Resource Description Framework(RDF) triples enumerating different land cover classes in the form of areas. Figure 3 is the map view of the CLC dataset representing different land cover classes. Figure 4 depicts the RDF snippet from the CLC Linked Data. It refers to an Area with an ID as “Area_0”, which has a Polygon Geometry associated with it, and has its Land Use
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as “Continuous Urban Fabric”. Geospatial Linked Data can be queried upon using GeoSPARQL. GeoSPARQL is a structured query language belonging to the SPARQL family, with special emphasis on handling geospatial data.

3.1.1. GeoSPARQL Encoding

With an objective to create a dataset consisting of mappings from natural language questions to equivalent GeoSPARQL queries over the CLC Linked data, GeoSPARQL encoding has been performed to normalize the text in the query. Encoding GeoSPARQL to normalized text has been known to aid in the tokenization process prior to training of the neural network model. Figure 5 is an example of an encoded GeoSPARQL query with its original query. The encoding involves replacement of non alphabetic characters such as question mark, curly brackets, colon and parentheses with appropriate alphabetical words.

3.1.2. Dataset Development

The dataset consists of 528 natural language to GeoSPARQL query pairs, each of which have been manually created and validated against the CLC Linked Data. The dataset covers the 3 ‘Wh’ - ‘What’, ‘Where’ and ‘Which’ questions including up to 5 paraphrases of each question. This dataset although not comprehensive, is envisaged as a preliminary step towards improving question answering over EO Linked Data.

Around 60% of the queries in the dataset use GeoSPARQL spatial predicates - `geof:sfContains` or `geof:sfTouches` for mapping natural language questions of spatial nature. The 80-20 split ratio has been used to randomly split the dataset for training and validation.

3.2. Evaluation and Discussion

3.2.1. Bilingual Evaluation Understudy Score

The model has been evaluated over our data set for computing the Bilingual Evaluation Understudy (BLEU) score. Table 1 depicts the individual and cumulative BLEU scores, with the overall BLEU score of 0.8179 being achieved over the validation dataset.

| BLEU       | 81.79 |
|------------|-------|
| Type       | 1-gram| 2-gram| 3-gram| 4-gram|
| Individual | 83.74 | 82.01  | 81.14  | 80.29  |
| Cumulative | 83.74 | 82.87  | 82.29  | 81.79  |

Figure 7 represents a natural language question posed as the input to the trained model and its predicted GeoSPARQL query. It is interesting to note that the model correctly predicted the `geof:sfTouches` predicate equivalent to the RCC 8 relation `EC` of GeoSPARQL. Figure 8 depicts the visualization of attention of our model for the input natural language question and the predicted GeoSPARQL query. From the visualization, it is noteworthy that the model learned to translate the word ‘adjacent’ in natural language to the `geof:sfTouches` predicate of GeoSPARQL.
know-how and also enable her/him to effectively utilize the underlying knowledge residing in the database. The paper discusses the neural machine translation with attention approach for translating natural language questions to GeoSPARQL queries, specifically focussing on mapping spatial predicates of natural language to Egenhofer and RCC8 predicates of GeoSPARQL. From the experiments with our dataset, NMT with attention seems a promising approach for natural language interfacing with GeoSPARQL. The dataset created as a part of this work is envisaged to be enriched further to improve the diversity of natural language questions and contribute to the area of natural language question answering over EO Linked Data.
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