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Abstract—Building general-purpose robots to perform a diverse range of tasks in a large variety of environments in the physical world at the human level is extremely challenging. According to [1], it requires the robot learning to be sample-efficient, generalizable, compositional, and incremental. In this work, we introduce a systematic learning framework called SAGCI-system towards achieving these above four requirements. Our system first takes the raw point clouds gathered by the camera mounted on the robot’s wrist as the inputs and produces initial modeling of the surrounding environment represented as a file of Unified Robot Description Format (URDF). Our system adopts a learning-augmented differentiable simulation that loads the URDF. The robot then utilizes the interactive perception to interact with the environment to online verify and modify the URDF. Leveraging the differentiable simulation, we propose a model-based learning algorithm combining object-centric and robot-centric stages to efficiently produce policies to accomplish manipulation tasks. We apply our system to perform articulated object manipulation tasks, both in the simulation and the real world. Extensive experiments demonstrate the effectiveness of our proposed learning framework. Supplemental materials and videos are available on our project webpage [https://sites.google.com/view/egci].

I. INTRODUCTION

“How can sample efficiency, generalizability, compositionality, and incrementality be enabled in an intelligent system?”

—The Foundation of Efficient Robot Learning [1]

In the past decade, deep learning (DL) approaches have shown tremendous successes across a wide range of domains, including computer vision [2] and natural language processing [3]. Leveraging complex neural networks, deep reinforcement learning (DRL) has also resulted in impressive performances, including mastering Atari games [4], winning the games of Go [5], and solving Rubik’s cube with a five-fingered robot hand [6]. However, building general-purpose robots to perform a diverse range of tasks in a large variety of environments in the physical world at the human level is extremely challenging.

Consider a robot that operates in a household. Once deployed, the robot immediately faces various challenges. The robot would need to perform a broad range of tasks, such as preparing food in the kitchen and cleaning the floor in the living room. In the process, it must be able to handle the immense diversity of objects and variability of unstructured environments. Moreover, it would also need to quickly learn online to accomplish new tasks requested by humans. According to [1], building such an intelligent system requires the robot learning to be: sample-efficient, which means the robot needs to master skills using few training samples; generalizable, which requires the robot to accomplish tasks under unseen but similar environments or settings; compositional, which indicates that the various knowledge and skills could be decomposed and combined to solve exponentially more problems; and incremental, which requires new knowledge and abilities could be added over time. However, DL/DRL fails to meet these requirements [1].

We propose a robot learning framework called SAGCI-System aiming to satisfy the above four requirements. In our setting, the robot has an RGB-D camera mounted on its wrist as shown in Fig. 1 and can perceive the surrounding environment. Our system first takes the raw point clouds through the camera as the inputs, and produces initial modeling of the surrounding environment represented as a file of Unified Robot Description Format (URDF) [7]. Based on the initial modeling, the robot leverages the interactive perception (IP) [8] to interact with the environments to online verify and modify the URDF. Our pipeline adopts a learning-augmented differentiable simulation that loads the URDF. We augment the differentiable simulation with differential neural networks to tackle the simulation error.
Leveraging the differentiable simulation, we propose a novel model-based learning algorithm combining object-centric and robot-centric stages to efficiently produce policies to accomplish manipulation tasks. The policies learned through our pipeline would be sample-efficient and generalizable since we integrate the structured physics-informed “inductive bias” in the learning process. Moreover, the knowledge and robotic skills learned through our model-based approaches are associated with the generated URDF files which are organized with hierarchical structures, straightly resulting in compositionality and incrementality.

Our primary contributions are: (1) we propose a systematic learning framework towards achieving sample-efficient, generalizable, compositional, and incremental robot learning; (2) we propose neural network models to generate the URDF file of the environment and leverage the interactive perception to iteratively make the environment model more accurate; (3) we introduce a model-based learning approach based on the learning-augmented differentiable simulation to reduce the sim-to-real gap; (4) we conduct extensive quantitative experiments to demonstrate the effectiveness of our proposed approach; (5) we apply our framework on real-world experiments to accomplish a diverse set of tasks.

II. RELATED WORK

We review literature related to the key components in our approach including the interactive perception, differential simulation, and model-based reinforcement learning/control, and describe how we are different from previous works.

A. Interactive Perception

Interactive perception (IP) is related to an extensive body of work in robotics and computer vision. It has enjoyed success in a wide range of applications, including object segmentation [9, 10], object recognition [11], object sorting [12, 13], and object search [14, 15]. For a broader review of IP, we refer to [8]. Hausman et al. [16] introduced a particle filter-based approach to represent the uncertainty over articulation models and selected actions to efficiently reduce the uncertainty over these models. Martin and Brock [17] presented an IP algorithm to perform articulated object estimation on the fly by formulating the perception problem as three interconnected recursive estimation filters. Jain and Kemp [18] proposed an approach in which an equilibrium point control algorithm was used to open doors and drawers without extensive use of visual data. Otte et al. [19] introduced physical exploration to estimate the articulation model, in which the robot was searching for a high-level strategy. In this work, we leverage IP to construct, verify and modify the modeling of the surrounding environments.

B. Differential Simulation

Differentiable simulation provides gradients in physical systems for learning, control, and inverse problems. Leveraging recent advances in automatic differentiation methods [20–25], a number of differentiable physics engines have been proposed to solve system identification and control problems [22, 24–28, 28, 29, 29–33, 35]. An alternative approach towards a differentiable physics engine is to approximate physics with neural networks leveraging data-driven approaches. Instead of leveraging the first principles of Newtonian mechanics, neural network models are learned from data [36–38]. These neural networks are implicitly differentiable, but the learned networks might not satisfy the physical dynamics. The simulation quality may also degenerate beyond the training data distribution. Another line of works addresses these issues by augmenting the simulation with neural networks. Ajay et al. [39] augmented non-differentiable physics engines with learned models to mitigate the sim-to-real gap. Heiden et al. [40] developed a complicated hybrid differentiable simulation that allows the neural network to connect to any variables in the simulation of TinyDiff [40]. Although Heiden et al. [40] explicitly utilizes the differentiation operations, such arbitrary hybrid combination requires expertise and efforts to search for an appropriate neural network design option. In this work, we adopt the Nimble simulation [41] and augment the differentiable simulation with neural networks to address the sim-to-real gap while taking advantage of the differentiation to develop manipulation policies.

C. Model-Based Reinforcement Learning

Model-based reinforcement learning (MBRL) is recognized with the potential to be significantly more sample efficient than model-free RL [42]. However, developing an accurate model of the environment is a challenging problem. Modeling errors degenerate the performances by misleading the policies to exploit the models’ deficiencies. For a broader review of the field on MBRL, we refer to [43]. One popular line of MBRL algorithms is the policy search with back-propagation through time. In iLQG [44], the ground-truth dynamics are given. The algorithm uses a quadratic approximation on the RL reward function and a linear approximation on the dynamics. It transforms and solves the problem by linear quadratic regulator (LQR). Guided Policy Search (GPS) [45] distills the iLQG controllers into neural network policies. In this work, we develop a system to model the environment and integrate a learning-augmented differentiable simulation to reduce the modeling error. To mitigate the reward/cost function engineering, we propose a two-level (object-centric and robot-centric) procedures to generate manipulation policies.

III. TECHNICAL APPROACH

Once deployed in an unstructured environment, the robot would begin to perceive the surrounding environment through an RGB-D camera mounted on its wrist. Our pipeline takes the raw point clouds as inputs, and produces initial modeling of the surrounding environment represented following the Unified Robot Description Format (URDF). Based on the initial modeling, our robot leverages the interactive perception to online verify and modify the URDF. Our pipeline adopts a learning-augmented differentiable simulation to tackle the modeling error. Leveraging the differentiable simulation, we propose a model-based learning
algorithm combining object-centric and robot-centric stages to efficiently produce policies to accomplish manipulation tasks. An overview of our proposed method is shown in Fig. 1. We describe the above modules in the following subsections.

A. Environment Initial Modeling

With an RGB-D camera mounted at the wrist, the robot receives point clouds at time step $t$ as $\{P^t_i\}_{i=1}^N \in \mathbb{R}^{N \times 3}$, where the $N$ is the total number of points. In this subsection, we would discuss our pipeline, which takes $\{P^t_i\}_{i=1}^N$ as the inputs to initially model the surrounding environment.

We use the file of URDF to represent the environment, which could be directly loaded into most popular robotic simulations such as Mujoco [46], Bullet [47], and Nimble [41] for model-based control/learning/planning. In this work, we only care about one object at a time. Leveraging current techniques such as Mask R-CNN [48], it’s feasible to get a fine object-level instance segmentation. Based on this, the generated URDF file should only contain descriptions of a single object’s links and joints. Each link is a rigid body part containing the mesh files describing the geometry shape and physical attributes such as the mass value, the inertial matrix, and the contact friction coefficients. Each joint describes the relationship and its parameter between two links. For more explanations about the URDF, we refer to [49].

We first describe how we generate these descriptions of the object’s links. We develop a part-level instance segmentation model that takes the point clouds $\{P^t_i\}_{i=1}^N$ as input, and outputs a part-level instance segmentation mask denoted as $\{M^t_i\}_{i=1}^N$ where $M^t_i \in \{1, 2, ..., K\}$. $K$ is the number of parts. We then segment the raw point cloud $\{P^t_i\}_{i=1}^N$ into a set of groups denoted as $\{G^t_i\}_{i=1}^K$. Here each group corresponds to a link in the URDF. Then we would generate a watertight mesh based on the group through Manifold-Plus [50]. How to generate meshes from point clouds has a rich literature. Here we adopt the ManifoldPlus [50] and find it works well in our cases. There are other options, but it is not our main focus. Based on the raw input point clouds of each group, our model also estimates the physical proprieties of the link. Note that these values may not be correct, and we would modify these properties at the IP stage in Sec. III-B.

Then we would explain how to produce the corresponding joints in the URDF. First, given $K$ links, we would develop a joint relationship model that takes the segmented point clouds of the link $u$ and the link $v$, where $u, v \in \{1, 2, ..., K\}$, to estimate their pairwise joint relationship denoted as $J = \mathbb{R}^{K \times K \times 4}$. The predicted result item $J(u, v)$ contains the probability for the “None”, “Revolute”, “Prismatic”, “Fixed” joint between two links. Here “None” indicates that two links do not contain a direct joint relationship. The rest of them represent revolute joint, prismatic joint, and fixed joint respectively. The model also predicts the joint spatial descriptions denoted as $C = \mathbb{R}^{K \times K \times 9}$, contains joint axis, origin, and orientation for each pair. Till now, we get a complete directed graph through $K$ links. To compose a URDF, we adopt a greedy algorithm to find a directed tree denoted as $E = \{u_i, v_i\}_{i=1}^{K-1}$ from the complete graph, which contains $K-1$ joints.

Up to now, we have generated an initial URDF file to describe the environment. Due to the page limit, we report the detailed pipeline in the supplementary material.

B. Interactive Perception

Although we have estimated a URDF file based on the raw point clouds, there are always modeling errors during the above-mentioned method, due to imperfect recognition. We propose a pipeline to train the robot to take advantage of the Interactive Perception (IP) to verify and modify the URDF. We first discuss what modeling parameters are reestimated through the IP and then introduce the pipeline of how to update these modeling parameters.

a) Model Parameter: We would update the following model parameters: (1) the joint type $\mathcal{J}$; (2) the joint spatial descriptions $\mathcal{C}$; (3) each link’s mask segmentation $\mathcal{M}$ and the corresponding mesh file; (4) the physical attributes $\alpha^{sim}$. We denote the model parameter set as $\mathcal{E} = \{\mathcal{J}, \mathcal{C}, \mathcal{M}, \alpha^{sim}\}$, and we also denote $\mathcal{E}$ to describe the URDF tree structure.

Our system receives the raw point cloud $\{P^t_i\}_{i=1}^N$ at the time step $t$, and generates an action denoted as $a^P_t$. After the action $a^P_t$ are executed, we observe the state difference between the simulation and the real world. Minimizing their difference would lead to a more accurate $\mathcal{E}$. To accomplish this, we need to establish the correspondence between the
real world and the simulation at first.

b) Correspondence in Simulation: In the simulation, we could directly calculate the 3D positions of \( \{P_i\}_{i=1}^N \) at time \( t + 1 \), denoted as \( \{\tilde{P}_i\}_{i=1}^N \), via a forward function \( \mathcal{F}^{\text{sim}} \), given model parameters \( Z \), \( E \) and action \( a_t \).

\[
\tilde{P}_i^{t+1} = \mathcal{F}^{\text{sim}}(P_i, Z, E, a_t^{IP})
\]

As shown in Eqn (1) each point \( P_i \) is associated with \( \tilde{P}_i^{t+1} \) through the forward simulation.

c) Correspondence in Real World: Through the RGB-D camera, the robot in the real world receives a new point cloud at the time \( t + 1 \) denoted as \( \{P_i\}_{i=1}^N \). We train a scene flow \( \mathcal{F}^{\text{sim}} \) model that takes raw point clouds \( \{P_i\}_{i=1}^N \) and \( \{\tilde{P}_i\}_{i=1}^N \), as inputs, and outputs the scene flow \( \{U_i\}_{i=1}^N \). We then calculate the 3D positions of the point clouds \( \{P_i\}_{i=1}^N \) at time \( t + 1 \), denoted as \( \{P_i^{t+1}\}_{i=1}^N \). Each point \( P_i^{t+1} \) + \( U_i \) searches for the nearest point in \( \{P_i\}_{i=1}^N \). We denote these found points in \( \{P_i^{t+1}\}_{i=1}^N \) as \( \{\tilde{P}_i^{t+1}\}_{i=1}^N \). \( \{\tilde{P}_i^{t+1}\}_{i=1}^N \) is point-wise correspondence to \( \{P_i\}_{i=1}^N \). We denote the real-world forward function \( \mathcal{F}^{\text{real}} \) as,

\[
\tilde{P}_i^{t+1} = \mathcal{F}^{\text{real}}(P_i^{t+1}, Z, E, a_t^{IP})
\]

(2)

d) Model Parameter Optimization: Given \( P_i \), we can compute its 3D position at next time step in both simulation and real world by \( \mathcal{F}^{\text{sim}} \) and \( \mathcal{F}^{\text{real}} \), which is \( P_t^{t+1} \) and \( \tilde{P}_i^{t+1} \) respectively. Accurate model parameters lead to a small difference of them. We denote the distance between \( \{\tilde{P}_i^{t+1}\}_{i=1}^N \) and \( \{P_i^{t+1}\}_{i=1}^N \) \( \mathcal{L}_{t+1} \) as

\[
\mathcal{L}_{t+1}(a_t^{IP}, Z, E) = \frac{1}{N} \sum_{i=1}^{N} \| \tilde{P}_i^{t+1} - \tilde{P}_i^{t+1} \|^2
\]

(3)
The \( \mathcal{L}_{t+1} \) is adopted to measure the modeling quality. Since the function \( \mathcal{F}^{\text{sim}} \) is differentiable with respect to the model parameters \( Z \), we could optimize the \( Z \) through gradient descent and find new model parameter set \( Z' = \{J', C', M', a_t^{IP}\} \) and obtain \( E' \) from \( E \) with the help of newly optimized \( Z' \). In this way, we gradually approach accurate modeling of the environment.

\[
Z' = Z - \lambda \frac{\partial \mathcal{L}_{t+1}}{\partial Z}
\]

(4)
e) Policy Network: We introduce a deep reinforcement learning network which tasks as inputs the raw point cloud \( \{P_i\}_{i=1}^N \) and model parameter set \( Z \), and outputs an action denoted as \( a_t^{IP} \). Here the \( a_t^{IP} \) contains a discrete action which is the link id on the predicted URDF, and a continuous action which determines the goal state change of the relative joint in the simulation world. How to generate the associated robot manipulation actions will be discussed in III-D. We define the modeling quality improvement in Eqn. (5) as the reward of taking the action \( a_t^{IP} \) given the current state.

\[
r_t = \mathcal{L}_{t+1}(a_t^{IP}, Z, E) - \mathcal{L}_{t+1}(a_t^{IP}, Z', E')
\]

(5)

Leveraging the IP, our pipeline can verify and modify the URDF file to achieve better environment modeling. Detailed explanation of each part is put in the supplementary material.

C. Sim-Real Gap Reduction Through augmenting differential simulation with neural networks

Even if the analytical model parameters have been provided, rigid-body dynamics alone often does not exactly predict the motion of mechanisms in the real world [40]. In the interactive perception stage, our pipeline would optimize the modeling parameters to reduce the differences between the simulation and the real world. However there are always discrepancy remaining. To address this, we propose a simulation that leverages differentiable physics models and neural networks to allow the efficient reduction of the sim-real gap. We denote \( s_t^{sim} \) and \( s_t \) as current state of simulation and real world respectively.

We develop a neural network model denoted \( \text{NeuralNet} \) as shown in Eqn. (7) to predict the residual change of the next state based on the current state, the current action, and the calculated next state from the Nimble simulation.

In the real world, our robot would take action \( a_t \) based on the state \( s_t \) and gather the transition tuple \( (s_t, a_t, s_{t+1}) \). Meanwhile in the simulation, our robot would also take the same action \( a_t \) based on the state \( s_t \) and gather the transition tuple \( (s_t^{sim}, a_t, s_{t+1}^{sim}) \). Here \( s_t^{sim} \) and \( s_t \) are the same. We define a loss denoted as \( \mathcal{L}^{aug} \) to measure the difference between \( s_t^{sim} \) and \( s_{t+1} \). Due the page limit, we report the detailed process to calculate the \( \mathcal{L}^{aug} \) in the supplementary material.

\[
\begin{align*}
    s_t^{Nim} &= \text{Nimble.step}(s_t^{sim}, a_t) \\
    \delta s_{t+1} &= \text{NeuralNet.forward}(s_t^{sim}, a_t, s_t^{Nim}) \\
    s_{t+1} &= s_{t+1}^{Nim} + \delta s_{t+1} \\
    \mathcal{L}^{aug} &= ||s_t^{sim} - s_{t+1}||
\end{align*}
\]

(6-9)

Although we have augmented the differentiable simulation with neural networks, the augmented simulation remains differentiable as shown below.

\[
\begin{align*}
    \frac{\partial \delta s_{t+1}}{\partial a_t} &= \text{NeuralNet.backward} \\
    \frac{\partial s_{t+1}^{Nim}}{\partial a_t} &= \frac{\partial s_{t+1}^{Nim}}{\partial s_{t+1}} \cdot \frac{\partial s_{t+1}}{\partial a_t} = \frac{\partial s_{t+1}^{Nim}}{\partial s_{t+1}} + \frac{\partial \delta s_{t+1}}{\partial a_t}
\end{align*}
\]

(10)

D. Model-Based Manipulation Learning

In this subsection, we discuss how our system produces robotic manipulation actions to accomplish a given task denoted as \( T \). For example, the robot may receive a task request from Sec. III-B to open the microwave by \( \theta \) degree, which is the action \( a_t^{IP} \) defined in Sec. III-B during the interactive perception stage. We first train the robot to accomplish the task \( T \) in the differential simulation. We then record these robotic manipulation sequences from the simulation denoted as \( \{(s_t^{sim}, a_t^{IP})\}_{t=0}^T \), and utilize these manipulation sequences to guide the robotic execution in the real-world.

a) Manipulation in the Simulation: Based on the modeling of the environment, we propose two-level procedures to guide the robot in the simulation to reach the target goal \( G(T) \) which indicates the success of the task \( T \).
Object-centric setting. The first level is to find a feasible path to reach the goal \( G(\mathcal{T}) \) under the object-centric setting. In this setting, the robot is not loaded into the simulation and we would directly control the objects. We denote the state and the action in this object-centric setup to be \( x_t \) and \( u_t \). Here \( x_t = [q_t, \dot{q}_t] \) which contains the object current joint value \( q_t \) and the joint velocity \( \dot{q}_t \). \( u_t \) represents the external forces exerted directly to control the objects.

We formulate the problem of finding a feasible path to reach the goal as an optimal control problem with the dynamic function denoted as \( \mathcal{F}^{sim} \) and the cost function \( \mathcal{L}^o \) shown as below. Here \( T \) is the maximal time step.

\[
\mathcal{L}^o_i(\mathcal{T}) = \sum_{t=0}^{T-1} \mathcal{I}^o(x_t, u_t; \mathcal{T}) \quad \text{s.t.} \quad x_{t+1} = \mathcal{F}^{sim}(x_t, u_t), x_0 = x_{\text{init}}.
\]

We could find a solution to the optimization problem leveraging the differentiable simulation. Detailed explanations are reported in the supplementary material. We record the corresponding procedure sequences denoted as \( \{x^*_t, u^*_t\}_{t=0}^{T-1} \). The sequences reflect how the objects should be transformed in order to successfully reach the goal \( G(\mathcal{T}) \), which are used to guide robot actions at the next level.

**Robot-centric setting.** After gathering the \( \{x^*_t, u^*_t\}_{t=0}^{T-1} \) in the object-centric setting, we load the robot into the simulation and start the robot-centric procedure, in which we find the robotic action sequences to accomplish the task \( \mathcal{T} \). Note that in the robot-centric setting, the state \( s^*_t^{sim} = [x_t; q^*_t, \dot{q}^*_t] \) is composed of two components: the objects’ state denote as \( x_t \), which are the joint position \( q^*_t \) and joint velocity \( \dot{q}^*_t \); the robot’s joint position \( q^*_t \) and joint velocity \( \dot{q}^*_t \). The action \( a^*_t^{sim} \) in the robot-centric setting is the robot control forces denoted as \( \tau \). Note that \( a^*_t^{sim} \) does not contain \( u_t \) used in the object-centric setup meaning that we do not directly control object in the robot-centric setting.

We formulate the problem of directly finding the sequence of robotic actions \( \{a^*_t^{sim}\}_{t=0}^{T-1} \) to accomplish the task \( \mathcal{T} \) as an optimization problem. The cost function is denoted as \( \mathcal{L}^r \) and the policy parametered by \( \theta \) is \( \pi_\theta \).

\[
\mathcal{L}^r_i(\mathcal{T}) = \sum_{t=0}^{T-1} \mathcal{I}^r(s^*_t^{sim}; a^*_t^{sim}, \{x^*_t\}_{t=0}^{T-1}, \{u^*_t\}_{t=0}^{T-1}, \mathcal{T}) \quad \text{s.t.} \quad s^*_{t+1}^{sim} = \mathcal{F}^{sim}(s^*_t^{sim}, a^*_t^{sim}), s^*_0^{sim} = s_{\text{init}}.
\]

Due to the page limit, we put the detailed explanation of how to optimize \( \mathcal{L}^r \) and \( \pi_\theta \) in the supplementary material. We denote the corresponding sequences as \( \{s^*_t, a^*_t\}_{t=0}^{T-1} \). Note that we could switch back to the Object-centric setting if some hard constraints are met such as the robot reach its joint limit or is near to a potential collision.

**b) Guided Manipulation in the Real world:** After receiving the sequence of states \( \{s^*_t^{sim}, a^*_t^{sim}\}_{t=0}^{T-1} \) and the policy \( \pi_\theta \), we would execute the learned policy \( \pi_\theta(s^*_t) \) and the state will change to \( s^*_{t+1} \). Detailed explanations are in supplementary material. Meanwhile, we record the transition tuple in the real world \( (s^*_t, a^*_t, s^*_{t+1}) \). If the current episode fails to accomplish the task \( \mathcal{T} \) in the real world. These states would be added into the memory buffer to improve the quality of the model as described in Sec. III-C.

**IV. Experiments**

In this work, we develop a learning framework aiming to achieve sample-efficient, generalizable, compositional, and incremental robot learning. Our experiments focus on evaluating the following question: (1) How robust is our framework to scene flow error? (2) How effective is our proposed interactive perception framework? (3) Whether our approach is more sample-efficient and has better generalization compared to other approaches? (4) How useful is our model in zero/few-shot learning, task composition/combination, long-horizon manipulations tasks?

**A. Experimental Setup**

a) Simulation: We use PyBullet [47] to simulate the real world which is different from our differentiable simulation based on Nimble [41]. We conduct our experiments using six object categories from the SAPIEN dataset [52], which are box, door, microwave, oven, refrigerator, and storage furniture. We select 176 models in total, 143 models for training, and 33 models for testing.

b) Real World: We also set up the real world experiment. We mount an RGB-D camera RealSense on the wrist of the 7-DoF Franka robot. Due to the page limit, we put the real-world experiment in the supplementary material.

**B. Evaluating the Robustness**

**TABLE I:** Robustness of interactive perception.

| mIoU | Init | sf + noise | sf | sf GT |
|------|------|------------|----|------|
| 0.574 | 0.757 | 0.791 | 0.975 |
| Acc. ↑ | 0.972 | 0.905 | 0.922 | 0.965 |
| Rot. ↓ | 12.414 | 8.910 | 7.703 | 5.502 |
| Tran. ↓ | 19.970 | 3.199 | 2.578 | 0.898 |

To better understand how scene flow affects the performance of IP, we use three scene flow results with different qualities. They are the predicted scene flow from our model, noisy scene flow in which the random noise ranging from 0cm to 5cm is added to each point of our predicted scene flow, and ground truth scene flow. We evaluate the IoU of motion segmentation (mIoU), joint type classification accuracy (Acc.), joint axis translation (Tran.) and rotation (Rot.) error before and after one optimization step. The results are shown in Tab. I. There are no significant differences between the results under “sf+noise” column and “sf” column, which indicates interactive perception can effectively improve the precision on several metrics even when the scene flow is relatively noisy. We also observe that if the ground-truth scene flow is provided in the process, our pipeline could achieve better performance. As an active agent, a robot might actively put markers to collect ground-truth scene flow. We leave how to gather such scene flow results as future works.
Fig. 2: Qualitative Comparison between the initial URDF and the optimized URDF. Different color indicates different part, and the z-axis (blue) indicates the joint axis.

C. Evaluating the Performance of Interactive Perception

In this subsection, we compare the modeling qualities before and after the interactive perception operations. Given the initial modeling of the environment, we verify and modify each part on the predicted URDF with a sequence of interactions, and online optimize the URDF by each interaction step. To evaluate the performance, we compute the average precision under IoU 0.75 of instance part segmentation (AP75), joint type classification accuracy (Acc.), joint orientation error (Rot.), and joint translation error (Tran.). Comparing the results of the “init” and “opt” in Tab. II, the pipeline can significantly improve the URDF quality after interactive perception.

|       | AP75 | Acc. | Rot. | Tran. |
|-------|------|------|------|-------|
| Door  | 0.748| 0.973| 13.711| 15.806|
| Microwave | 0.800| 0.939| 11.562| 15.439|
| Box   | 0.895| 0.877| 10.143| 15.241|
| Oven  | 0.733| 0.875| 23.525| 18.731|
| Fridge| 0.584| 0.989| 5.217 | 10.266|
| Storage | 0.495| 0.924| 11.564| 33.510|
| Overall| 0.717| 0.961| 13.780| 19.455|

We visualize the initial URDF and the optimized URDF in Fig. 2. The segment and joint parameters have been improved after interactive perception.

D. Evaluating the Sample-Efficiency and Generalization

We compare our proposed approach with two popular model-free RL algorithms: SAC \cite{53} and TD3 \cite{54} on articulated object manipulation tasks. The tasks are to teach the robot to open the articulated objects of six classes. We post the result of opening the microwaves and more results on other categories are put in the supplementary material. For the model-free RL approaches, the observation in the microwave environment is 18 dimensions and the action space is seven dimensions including the robot’s end-effector’s 6D pose and the opening width between its two fingers. We describe the definitions of the observation and the reward functions in the supplementary material. Every time the environment is initialized or reset, the position and rotation of the microwave will be randomly set within a certain range, and the robot’s gripper is also set randomly within a certain region. Fig. 3(a) shows the average success rate of the SAC and TD3 in the training stage. After training 700k steps, the average success rate of SAC models and TD3 models to open microwaves are about 80% and 70%, respectively. However, our pipeline achieves a success rate of around 90% after five interactive perception operations and training experiences/samples. Moreover, the modeling constructed by our approach could be adopted for other related tasks immediately.

To evaluate the generalization abilities of different approaches, we change the articulated object’s 6D pose by a 6D offset/disturbance. As shown in Fig. 3(b), with the increasing disturbance to the robot end-effector’s initial 6D pose, the performance of SAC and TD3 decreases rapidly, especially in manipulating unseen microwaves. The results show that our method performs comparably to the baseline methods on the small disturbance and outperforms them on the large disturbance and on unseen microwaves, indicating a significantly better generalization ability.

E. Evaluating the compositionality and incrementality

We put the experiments of this subsection on the webpage.

V. CONCLUSION

We present a learning system called SAGCI-System aiming to achieve sample-efficient, generalizable, compositional, and incremental robot learning. Our system first estimates an initial URDF to model the surrounding environment. The URDF would be loaded into a learning-augmented differential simulation. We leverage the interactive perception to online correct the URDF. Based on the modeling, we propose a new model-based learning approach to generate policies to accomplish various tasks. We apply the system to articulated object manipulation tasks. Extensive experiments in the simulation and the real world demonstrate the effectiveness of our proposed learning framework.
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