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Abstract. We study an optimization problem with SPDE constraints, which has the peculiarity that the control parameter $s$ is the $s$-th power of the diffusion operator in the state equation. Well-posedness of the state equation and differentiability properties with respect to the fractional parameter $s$ are established. We show that under certain conditions on the noise, optimality conditions for the control problem can be established.

1. Introduction

Generally speaking, optimal control problems with constraints are formulated as

$$\min_{y \in Y, u \in U} J(y, u) \quad \text{subject to Constr}(y, u) = 0$$

where $J$ is a cost functional, $y$ the state variable, $u$ the control variable and Constr is a constraint, usually in the form of an equation for $y$, called the “state equation”. An important subcategory arises when the Constr is a partial differential equation, so that the task is the identification of coefficient functions or right hand sides in the PDE: these are often called “identification problems” in the literature.

The purpose of this work is to study an identification problem with two peculiarities: (1) the control variable appears as the (fractional) exponent of a diffusion operator, and (2) the constraint will be a stochastic PDE in the sense of a PDE driven by a Wiener Process.

We stress that in the available literature, the term “stochastic PDE constraints” usually refers to deterministic PDEs with “random input” in the sense of random coefficients of the PDE or of the force term, see [4, 6, 9, 10, 11] and [22]. These problems, where the cost functional has deterministic output (due to due to the usage of $(L^2(D) \otimes L^2(\Omega))$-norms, see e.g. [10], [18]), are interesting due to their challenges for numerical approximation, in particular avoiding the “curse of dimensionality”.

A different approach is to study expectation and variance of random cost functionals under stochastic constraints. These arise in economics, for example when optimizing a portfolio with finitely many assets, see e.g. [8] or [16]. The scope here is to find efficient portfolios, namely those minimizing the risk (i.e. the uncertainty of the return) or maximize the mean return for a given risk value using stochastic dominance constraints, see also [15] for an overview on the (finite dimensional) mean variance analysis.
Motivated by such applications, this work derives optimality conditions and the existence of optimal controls for a random cost functional, a task which was, to the author’s best knowledge, not considered up to now.

The second peculiarity in our approach is that the control variable of our problem is the fractional power of the differential operator. Our work is therefore the prototypical stochastic extension of the work [20], where this class of identification problems was introduced for the first time in a deterministic setting. This new type of problem poses several interesting mathematical challenges, among which we mention the need for a compactness theorem adapted for variable Banach spaces and the need for pathwise existence of the stochastic convolution, which is crucial for the derivation of the optimal random cost functional.

The control theory of fractional operators of diffusion type is a very new topic. Available results include the recent papers [2], [3], [1], and [5]. In these works, however, the fractional operator was fixed a priori. In our case, the type of fractional order operator itself is to be determined. From the point of view of applications, it is natural to optimize over the fractional power \( s \): As a possible application, we can interpret the model as optimizing the mean radius of search for qualified workforce around a given location (normally the company’s production site). Uncertainty enters into these questions when considering non-negligible fluctuations in the mobility of the workforce, for example due to personal constraints. We note that the use of mathematical models to deal with problems in the job market is an important topic of contemporary research, see e.g. [17], [21] and the references therein.

**Problem statement.** Let \( D \subset \mathbb{R}^n \) be a given bounded, open domain and denote by \( D_T := D \times (0, T) \) the space-time cylinder. In \( D_T \), we consider the evolution of a fractional diffusion process governed by the \( s \)-th power of a positive definite operator \( \mathcal{L} \), which has a discrete spectrum. Note that the fractional parameter \( s \geq 0 \) can be also greater than one. The prototypical example of \( \mathcal{L} \) which we have in mind is (minus) the Laplacian endowed with Dirichlet boundary conditions with domain \( H^2(D) \cap H^1_0(D) \).

For a given target function \( u_{D_T}(x, t) \in L^2(D_T) \) and a non-negative smooth penalty function \( \Phi(s) \), we want to prove the existence of a random variable \( J(\omega) \), defined as a minimizer in \( s \) and \( y \) of the cost functional

\[
J(y, s, \omega) = \int_0^T \int_D |y(s, x, t, \omega) - y_{D_T}(s, x, t, \omega)|^2 dx dt + \Phi(s)
\]

subject to the state equation

\[
du(t) + \mathcal{L}^s u(t) dt = dW(t) \quad \text{in} \quad D \times [0, T]
\]

\[
u(., 0) = u_0 \quad \text{in} \quad D
\]

where \( f(x, t) \in L^2(D_T) \) and \( W \) is an \( L^2 \)-Wiener process. The minimizing random variable \( J(\omega) \) of (1.2) subject to (1.3) is called the solution to the identification problem (IP).

The penalty function \( \Phi(s) \) is given a priori, to simplify technicalities we assume that \( \Phi \in C^2(0, L) \) (for some \( L \in (0, +\infty) \)) is non-negative and satisfies

\[
\lim_{s \to 0} \Phi(s) = +\infty = \lim_{s \to L} \Phi(s).
\]

Moreover, from a technical point of view, \( \Phi(s) \) has to be chosen such that the problem has sufficient compactness properties in \( s \). A possible choice used in [20] is \( \Phi(s) = \frac{1}{s(L-s)} \), when \( L \in (0, +\infty) \), or \( \Phi(s) = \frac{e^s}{s} \) when \( L = +\infty \).

Note that the operator \( \mathcal{L}^s \) is defined as the \( s \)-th power of \( \mathcal{L} \) and this definition does not correspond to the usual definition of a fractional Laplacian operator via a singular integral. We refer e.g. to [10] and to Section 2.1 here for details about this point.
To optimize the fractional exponent $s$ is challenging already arise in the deterministic case, as, when the fractional parameter $s$ changes, so does the domain of definition of the operator $L$, and with it the underlying space of functions of the fractional operator. This causes difficulties e.g. when proving the existence of optimal controls, as the usual compactness arguments are not directly applicable. Similar to the deterministic framework of [20], we tackle this issue by a hand-tailored compactness argument.

**Outline of this work.** The structure of this work is as follows: In section 3 we establish existence of solutions to (1.3) and identify the set of admissible controls. In section 4 we derive the differentiability properties of the control-to-state mapping $u(s)$ and then use them to identify necessary and sufficient optimality conditions for the control problem (IP), which means optimizing (1.2) subject to (1.3). Finally, in section 5 we prove the existence of optimal controls, Theorem 5.3, and, more specifically, we show that $\mathcal{J}(s, \omega)$ attains a minimum if $\omega$ is fixed and $s$ is in the set of admissible controls.

The main results of this work are Theorem 5.3 and Theorem 4.5 on the optimality conditions, which we state here in a non-technical form.

**Theorem 1.1.** Under natural assumptions on the regularity of the noise and on the initial data, the control problem (IP) has a solution, that is, for almost every fixed $\omega \in \Omega$, the cost functional $\mathcal{J}(\omega)$ attains a minimum in the set of admissible controls.

Moreover, the following optimality condition hold for a fixed realisation $\omega \in \Omega$:

(i) necessary condition: If $\bar{s}$ is an optimal parameter for (IP) and $y(\bar{s})$ the associated unique solution to the state system (1.3), then for almost every $\omega \in \Omega$

\[
(1.5) \quad \int_0^T \int_D (y(\bar{s}) - y_D) \partial_s y(\bar{s}) \, dx dt + \Phi'(\bar{s}) = 0.
\]

(ii) sufficient condition: If $s \in (0, L)$ satisfies the necessary condition (1.29) and if in addition

\[
(1.6) \quad \int_0^T \int_D (\partial_s y(\bar{s}))^2 + (y(\bar{s}) - y_D) \partial^2_{ss} y(\bar{s}) \, dx dt + \Phi''(\bar{s}) > 0
\]

for almost every $\omega \in \Omega$, then $\bar{s}$ is optimal for (IP).

2. Notation and setup

2.1. The functional analytic setting. We denote by $D \subset \mathbb{R}$ a bounded domain and $x \in D$ the space variable. We will work in the space $L^2(D)$ of square-integrable functions over $D$, and denote by $\langle \cdot, \cdot \rangle$ the scalar product in $L^2(D)$. We can write every $v \in L^2(D)$ in the form

\[
v = \sum_{j=1}^{+\infty} \langle v, e_j \rangle e_j,
\]

so that $v = \sum_{j=1}^{+\infty} v_j e_j$.

Let $L : D(L) \subset L^2(D) \rightarrow L^2(D)$ be a densely defined, linear, self-adjoint, positive operator, which is not necessarily bounded but with compact inverse. Hence there exist an orthonormal basis $\{e_j\}_{j \in \mathbb{N}}$ of $L^2(D)$ made of eigenfunctions of $L$ and a sequence of real numbers $\lambda_j$ such that $L e_j = \lambda_j e_j$ and $0 < \lambda_1 \leq \lambda_2 \leq \ldots \lambda_j \rightarrow +\infty$ as $j \rightarrow +\infty$ the corresponding eigenvalues of $L$.

The domain of $L$ is characterized by

\[
D(L) = \left\{ v \in H : \sum_{j \in \mathbb{N}} \lambda_j^2 \langle v, e_j \rangle^2 < +\infty \right\}.
\]

Thus, $-L$ is the generator of an analytic semigroup of contractions which has the well-known structures $S(t) = \sum_{j=1}^{+\infty} e^{-\lambda_j t} v_j(x) e_j(y)$. 

The domain of $L$ is characterized by

\[
D(L) = \left\{ v \in H : \sum_{j \in \mathbb{N}} \lambda_j^2 \langle v, e_j \rangle^2 < +\infty \right\}.
\]

Thus, $-L$ is the generator of an analytic semigroup of contractions which has the well-known structures $S(t) = \sum_{j=1}^{+\infty} e^{-\lambda_j t} v_j(x) e_j(y)$. 

In analogy to [24], we use for \( v \) in the domain of \( \mathcal{L} \) the notation \( v \in H^1 := \{ \phi \in L^2(D) : \{ \lambda_j \langle \phi, e_j \rangle \}_{j \in \mathbb{N}} \in l^2 \} \). In this way we can write
\[
\mathcal{L} v = \sum_{j \in \mathbb{N}} \lambda_j \langle v, e_j \rangle e_j. \tag{2.3}
\]
Similarly, given \( s > 0 \), we can define the \( s \)-th power of \( \mathcal{L} \) via
\[
\mathcal{L}^s v = \sum_{j \in \mathbb{N}} \lambda_j^s \langle v, e_j \rangle e_j \tag{2.4}
\]
and describe the domain of \( \mathcal{L}^s \) as
\[
D(\mathcal{L}^s) = \left\{ v = \sum_{j=1}^{+\infty} v_j e_j : v_j \in \mathbb{R}, \text{ with } \|v\|^2_s := \|\mathcal{L}^s v\|^2 = \sum_{j \in \mathbb{N}} \lambda_j^{2s} v_j^2 < +\infty \right\}. \tag{2.5}
\]
To define fractional powers of linear operators in this way is a classical approach in SPDEs, see [7], [13] or also the more recent work [12]. Next, we define the space \( H^s := \{ v \in L^2(D) : \|v\|_{H^s} < +\infty \} \) with the norm
\[
\|v\|_{H^s} := \left( \sum_{j \in \mathbb{N}} \lambda_j^{2s} \langle \langle v, e_j \rangle \rangle^2 \right)^{1/2}. \tag{2.6}
\]

**Additional assumption.** It will be technically advantageous (see e.g. in [26]) to assume that the eigenvalues of \( \mathcal{L} \) are bounded away from zero, in formula
\[
\alpha < \lambda_1 \leq \lambda_2 \leq \ldots \lambda_j \longrightarrow +\infty. \tag{2.7}
\]
This is a standard assumption in SPDEs and satisfied for example by the operator \( \mathcal{L} = (-\Delta + \alpha) \) with either Neumann or Dirichlet conditions, or \( \mathcal{L} = -\Delta \) with Dirichlet conditions.

### 2.2. The probabilistic setting.
We denote by \( W : \Omega \times [0,T] \to L^2(D) \) a \( Q \)-Wiener process with values in \( L^2(D) \). The underlying probability space is \( (\Omega, \mathcal{F}, \mathbb{P}) \), and we assume that the Wiener process is adapted to a normal filtration \( \mathcal{F}_t \in \mathcal{F} \).

We assume that the covariance operator \( Q \) is linear, bounded, self-adjoint, positive semidefinite. Moreover, it is convenient to assume that \( Q \) has a common set of eigenfunctions with \( \mathcal{L} \) (and so with \( \mathcal{L}^s \)). We fix notation as \( Q e_k = \mu_k e_k \). Finally, we assume that \( \text{Tr} Q < +\infty \), which implies that the sum of the eigenvalues of \( Q \) is bounded.

Note that the \( Q \)-Wiener process in \( L^2(D) \) can be approximated in \( L^2(\Omega, C([0,T], L^2(D))) \) by a sequence of i.i.d. Brownian motions \( \{ B_j \}_{j \in \mathbb{N}} \)
\[
W(x,t) = \sum_{j=1}^{+\infty} \sqrt{\mu_j} e_j(x) B_j(t), \tag{2.8}
\]
and means of an exponential inequality and Borel-Cantelli Lemma, the convergence can be obtained uniformly with probability one. Thus, the sample paths of \( W(t) \) belong to \( C([0,T], L^2(D)) \) almost surely, and we may therefore choose a continuous version.

### 3. Construction of solutions

#### 3.1. Itô equations and notion of solutions.
In the spirit of the definition [24], we want to find solutions of the state equation [14,3] by approximation with real-valued stochastic processes \( y_j(t,s) := \langle y(\cdot,t), e_j \rangle \), where \( e_j(x) \in H^1_0(D) \) is an orthonormal basis of \( L^2(D) \) built out of
eigenfunctions of $\mathcal{L}$. In other words, for fixed $s$ we define the solution of (1.3) as the infinite series

$$y(s)(x,t) = \sum_{j=1}^{+\infty} \langle (y_0(x), e_j(x)) \rangle e_j(x) = \sum_{j=1}^{+\infty} y_j(s,t)e_j(x). \tag{3.1}$$

Choosing a deterministic initial condition $y_{i,0} = \langle y_0(x), e_j(x) \rangle \in \mathbb{R}$, and employing the series approximation of the $Q$-Wiener process (2.8), we get the infinite system of Itô equations

$$dy_j(t) = -\lambda_j^s y_j(t)dt + \sqrt{\mu_j} dB_j(t). \tag{3.2}$$

As $\sqrt{\mu_j}$ and $\lambda_j^s$ are constant for fixed $j$ and $-\lambda_j^s y_j(t)$ is Lipschitz continuous, for fixed $s$ and for every $j$, the Itô equation (3.2) has a unique strong solution which depends continuously on the initial data, as proved for example on page 212 in [13].

We can explicitly solve (3.2) by applying Itô’s formula to $e^{\lambda_j^st}y_j(t)$ and get the independent fractional Ornstein-Uhlenbeck processes

$$y_j(t) = y_{j,0}e^{-\lambda_j^st} + \sqrt{\mu_j} \int_0^t e^{-\lambda_j^s(\tau-t)}dB_j(\tau). \tag{3.3}$$

**Notation:** We will often write

$$m_j(t,s) := y_{j,0}e^{-\lambda_j^st}, \quad W_{s,t}^j := \sqrt{\mu_j} \int_0^t e^{-\lambda_j^s(\tau-t)}dB_j(\tau). \tag{3.4}$$

**Lemma 3.1.** Let the initial data $y_0 \in L^2(\mathcal{D})$ be deterministic. Then the sum appearing in (3.1) is convergent and its limit $y(s)(x,t)$ is a $L^2(\Omega, L^2(\mathcal{D}))$-valued adapted stochastic process.

**Proof.** We show first that for fixed $t$ the series (3.1) converges in $L^2(\Omega, L^2(\mathcal{D}))$. For this, recall that we have identified above the summands for fixed $s$ as fractional Ornstein-Uhlenbeck processes, so the sum (3.1) reads formally

$$y(s)(x,t) = \sum_{j=1}^{+\infty} e_j(x)y_{j,0}e^{-\lambda_j^st} + \sum_{j=1}^{+\infty} e_j(x)\sqrt{\mu_j} \int_0^t e^{-\lambda_j^s(\tau-t)}dB_j(\tau). \tag{3.5}$$

As $e^{-\lambda_j^st} \leq 1$ for all $s, t > 0$, we get for the first term

$$\sum_{j=1}^{+\infty} \langle y_0, e_j(x) \rangle e^{-\lambda_j^st} \leq \sum_{j=1}^{+\infty} \langle y_0, e_j(x) \rangle^2 =: \| y_0 \|^2_{L^2(\mathcal{D})}, \tag{3.6}$$

which is finite by assumption.

To show the convergence of the second term, the “random perturbation” part, we denote the partial sum by $W_{s,t}^j(t) = \sum_{j=1}^n e_j(x)W_{s,t}^j(t)$. As the sum is finite, we can exchange expectation and summation, use the one-dimensional Itô Isometry and the lower bound assumption on the eigenvalues (2.7) to obtain

$$E \| W_{s,t}^j(t) \|^2_{L^2(\mathcal{D})} = \sum_{j=1}^n \mathbb{E} \left( \int_0^t e^{-\lambda_j^s(\tau-t)}dB_j(\tau) \right)^2 = \sum_{j=1}^n \mu_j \int_0^t e^{-2\lambda_j^s(\tau-t)}d\tau \tag{3.7} \leq \frac{1}{2\alpha^s} \sum_{j=1}^n \mu_j \left( 1 - e^{-2\lambda_j^st} \right) \leq \frac{1}{2\alpha^s} \sum_{j=1}^n \mu_j$$
which is finite as $\mu_j$ are summable. Similarly, we can calculate for $m > n$

$$E \left\| W_{\mathcal{L},s}^m(t) - W_{\mathcal{L},s}^n(t) \right\|^2_{L^2(D)} = \sum_{i=n+1}^m \frac{\mu_i}{2\lambda_i^s} \left(1 - e^{-2\lambda_i^s t}\right)$$

(3.8)\]

and follow that $W_{\mathcal{L},s}^n(t)$ is a Cauchy sequence for fixed control $s$ and time $t$.

Note that from (3.7) we can already deduce boundedness in time

$$E \left\| W_{\mathcal{L},s}^n(t) \right\|^2_{L^2(D)} \leq \frac{1}{2\alpha^s} \sum_{j=1}^n \mu_j \leq \frac{1}{2\alpha^s} \text{Tr}Q$$

(3.9)

from which we conclude that for $n \to +\infty$

$$E \left\| W_{\mathcal{L},s}(t) - W_{\mathcal{L},s}^n(t) \right\|^2_{L^2(D)} = \frac{1}{2\alpha^s} \sum_{j=n+1}^{+\infty} \mu_j \to 0$$

(3.10)

and so $g(s)(t)$ is a $\mathcal{F}_t$-adapted $L^2(D)$-valued process. \hfill \square

### 3.2. Properties of the solution which need faster decay properties.

In contrary to the deterministic case described in [20], an additional assumption is necessary in the stochastic case:

**Assumption 3.2.** We assume that $\mu_j \sim \lambda_j^{-2s-\epsilon}$ and $s$ is such that

$$\sum_{j=1}^{+\infty} \lambda_j^{-s-\epsilon} < +\infty$$

(3.11)

**Notation** From now on, we call the set of all $s$ satisfying Assumption [3.2] the set of admissible controls and denote it by $\mathcal{S}$, and denote its interior by $\mathcal{S}^\circ$.

**Example 3.3.** Set $\mathcal{L} = \Delta$ on $(0, \pi)$ with Dirichlet boundary conditions. Then the eigenfunctions read $e_j(x) := e_j \sin(jx)$ and the corresponding eigenvalues are $\lambda_j = j^2$. We get for (3.11)

$$\sum_{j=1}^{+\infty} \lambda_j^{-s-\epsilon} = \sum_{j=1}^{+\infty} j^{-2s-2\epsilon}.$$ 

(3.12)

From this we conclude that $\mathcal{S} = \left(\frac{1}{7}, L\right)$.

**Proposition 3.4.** Let $\mathcal{L}$, $s$ and $Q$ be such that Assumption [3.2] holds. Let the initial data $y_0 \in L^2(D)$ be deterministic. Then the solution to the state equation (1.3) satisfies

$$g(s,t,\cdot) \in L^2(\Omega, \mathcal{H}^s(D))$$

(3.13)

**Proof.** Recalling (2.7) and (3.4), we calculate for fixed $s$, using that the constant $\kappa(t) := \sup_t (re^{-\epsilon t})$ is finite for $t \in (0,T]$,

$$\lambda_j^s |m_j(t,s)| = |\langle y_0, e_j \rangle |\lambda_j^s e^{-\lambda_j^s t} \leq \kappa(t) |\langle y_0, e_j \rangle|$$

(3.14)

and therefore, as $y_0 \in L^2(D)$, the sequence $\{\lambda_j^s m_j(t,s)\} \in l^2$ for any $t \in (0,T]$. 


As for the random perturbation term, we denote the partial sum $X_N^2 := \sum_{j=1}^N \lambda_j^{2s}(W_{L,s}(s,t))^2$. As we have just a finite sum, we can exchange expectation and summation and apply Itô’s Isometry to get

$$
E \left[ X_N^2 \right] = \sum_{j=1}^N \lambda_j^{2s} \mu_j E \left[ \left( \int_0^t e^{-\lambda_j^s(t-\tau)d\tau} \right)^2 \right] 
= \sum_{j=1}^N \mu_j \lambda_j^{2s} \int_0^t e^{-2\lambda_j^s(t-\tau)} d\tau 
\leq \sum_{j=1}^N \mu_j \lambda_j^s \left( 1 - e^{-2\lambda_j^s t} \right) 
\leq \sum_{j=1}^N \mu_j \lambda_j^s \sim \sum_{j=1}^N \lambda_j^{-s-\varepsilon}.
$$

Therefore,

$$
E \left[ X_N^2 - X_M^2 \right] = \sum_{j=1}^N \lambda_j^{2s}(W_{L,s}(s,t))^2 - \sum_{j=M+1}^N \lambda_j^{2s}(W_{L,s}(s,t))^2 = \sum_{j=N+1}^M \lambda_j^{2s}(W_{L,s}(s,t))^2, \leq \sum_{j=N+1}^M \lambda_j^{-s-\varepsilon}
$$

and this sum goes to zero due to the assumption (3.11) on the eigenvalues. Therefore, $X_N^2 := \sum_{j=1}^N \lambda_j^{2s}(W_{L,s}(s,t))^2$ is a Cauchy sequence for fixed control $s$ and time $t$, which concludes the proof. □

3.3. Solution concept and existence of solutions.

**Definition 3.5.** We say that $y : \Omega \times D \times [0,T] \to \mathbb{R}$ is an admissible solution to the state equation (1.3) if and only if the following conditions are satisfied:

1. $y(t) \in L^2(\Omega, \mathcal{F}^s(D))$ for any $t \in (0,T)$
2. For fixed $s$, $y(x,t) = \sum_{j=1}^{+\infty} y_j(t,s)e_j(x)$ and the stochastic processes $y_j(t,s)$ solve the Itô diffusion equation

$$
dy_j(t) = -\lambda_j^s y_j(t)dt + \sqrt{\mu_j}dB_j(t)
$$

for almost every $t \in (0,T)$.

**Theorem 3.6.** Let $L$ and $Q$ be such that Assumption (3.3) holds. Let the initial data $y_0 \in L^2(D)$ be deterministic. Then there exists for every $s \in \mathcal{S}$ a unique solution $y = y(s)$ to the state system (1.3) in the sense of Definition (3.5).

**Proof.** Condition (1) in Definition (3.5) was shown to hold in Proposition (3.4). Condition (2) holds by construction.

As $\sum_{j=1}^{+\infty} \sqrt{\mu_j}e_j(x)B_j(t) \to W(x,t)$ uniformly with probability one for a $Q$-Wiener process (see (2.8)), the sum $y(x,t) = \sum_{j=1}^{+\infty} y_j(t,s)e_j(x)$ is defined for almost every $t$. □

**Remark 3.7** (Comparison to strong solutions). Our definition above resembles the definition of a strong solution to SPDEs, see [7]. Strong solutions are required to be in the domain of the
differential operator, which is also the case for Definition 3.5. However, the solution formulation for a strong solution,

\begin{equation}
y(t) = y_0 + \int_0^T L^* y(\tau) d\tau + W(t) \quad P - a.s.,
\end{equation}

is disadvantageous for our analysis, as we need the very explicit description of the solution of Definition 3.5 in order to be able to derive concrete optimality conditions and the existence of optimal controls. In our analysis, the almost sure finiteness of \( \int_0^T L^* y(\tau) d\tau \) as required in (3.18) is not needed, it is sufficient to have finiteness in the \( L^2 \)-sense, which is Proposition 3.8 below.

### 3.4. Combined space-time regularity

In this section we prove space-time regularity results on solutions to the state system (1.3), which we will need in sections 4 and 5.

**Proposition 3.8.** Let \( L \) and \( Q \) be such that Assumption 3.2 holds. Let the initial data \( y_0 \) be deterministic and moreover \( y_0 \in \mathcal{H}^{s/2}(D) \). Then the solution to the state equation (1.3) satisfies

\begin{equation}
\|y(s)\|_{L^2(\Omega \times [0,T];\mathcal{H}^s)} \leq C
\end{equation}

for some \( C > 0 \).

**Proof.** We need to show

\begin{equation}
\mathbb{E} \left[ \int_0^T \left( \sum_{j=1}^{+\infty} \lambda_j^{2s} \left| y_{j,0} e^{-\lambda_j^t} + \sqrt{\mu_j} \int_0^t e^{-\lambda_j^s(t-\tau)} dB_j(\tau) \right|^2 \right)^{1/2} dt \right] < +\infty.
\end{equation}

We use the algebraic estimate \((a + b)^2 = a^2 + b^2 + 2ab \leq 3(a^2 + b^2)\) to expand (3.21)

\begin{equation}
\mathbb{E} \left[ \int_0^T \left( \sum_{j=1}^{+\infty} \lambda_j^{2s} (m_j(s,t) + W_{L,s}^j(s,t))^2 \right)^{1/2} dt \right]
\end{equation}

\begin{align*}
&= \int_0^T \mathbb{E} \left[ \sum_{j=1}^{+\infty} \lambda_j^{2s} m_j^2(s,t) + \sum_{j=1}^{+\infty} \lambda_j^{2s} (W_{L,s}^j(s,t))^2 \right]^{1/2} dt \\
&\leq 3 \int_0^T \mathbb{E} \left[ \sum_{j=1}^{+\infty} \lambda_j^{2s} m_j^2(s,t) + \sum_{j=1}^{+\infty} \lambda_j^{2s} (W_{L,s}^j(s,t))^2 \right]^{1/2} dt \\
&\leq 3 \cdot \sqrt{2} \int_0^T \mathbb{E} \left[ \sum_{j=1}^{+\infty} \lambda_j^{2s} m_j^2(s,t) \right]^{1/2} + \mathbb{E} \left[ \sum_{j=1}^{+\infty} \lambda_j^{2s} (W_{L,s}^j(s,t))^2 \right]^{1/2} dt \\
&= 3 \cdot \sqrt{2} \left\{ \int_0^T \mathbb{E} \left[ \sum_{j=1}^{+\infty} \lambda_j^{2s} m_j^2(s,t) \right]^{1/2} dt + \int_0^T \mathbb{E} \left[ \sum_{j=1}^{+\infty} \lambda_j^{2s} (W_{L,s}^j(s,t))^2 \right]^{1/2} dt \right\}
\end{align*}

where we used in the second last line that \( a \leq b \Rightarrow (a + b)^{1/2} \leq (2b)^{1/2} \leq \sqrt{2}(a^{1/2} + b^{1/2}) \).
We analyze (3.21) termwise: For the first term, which is deterministic, we take a finite sum and exchange summation and integration to calculate
\[
\int_0^T \sum_{j=1}^N \lambda_j^2 m_j^2(s,t) dt = \int_0^T \sum_{j=1}^N y_{0,j}^2 \lambda_j^2 e^{-2\lambda_j^2 t} dt = \\
\sum_{j=1}^N y_{0,j}^2 \lambda_j^2 \left( e^{-2\lambda_j^2 T} - 1 \right)
\]
\[
= \sum_{j=1}^N y_{0,j}^2 \lambda_j^2 \left( 1 - e^{-2\lambda_j^2 T} \right)
\]
(3.22)
and therefore
\[
\int_0^T \sum_{j=1}^N \lambda_j^2 m_j^2(s,t) dt = \sum_{j=1}^N y_{0,j}^2 \lambda_j^2 e^{-2\lambda_j^2 T} dt \\
\leq \frac{1}{2} \| y_0 \|^2_{\mathcal{H}^{s/2}}
\]
and therefore
\[
\int_0^T \sum_{j=1}^N \lambda_j^2 m_j^2(s,t) dt - \sum_{j=1}^M \lambda_j^2 m_j^2(s,t) dt = \int_0^T \sum_{j=1}^M y_{0,j}^2 \lambda_j^2 e^{-2\lambda_j^2 t} dt \\
\leq \frac{1}{2} \sum_{j=N}^M y_{0,j}^2 \lambda_j^2 \longrightarrow 0
\]
(3.23)
as \| y_0 \|^2_{\mathcal{H}^{s/2}} is finite. For the second term we look at a partial sum and employ Itô’s isometry to get
\[
\int_0^T \sum_{j=1}^N \lambda_j^2 \mu_j \mathbb{E} \left[ \int_0^t e^{-\lambda_j^2 (t-\tau)} dB_j(\tau)^2 \right] dt \leq \int_0^T \sum_{j=1}^N \lambda_j^2 \mu_j \left( 1 - e^{-2\lambda_j^2 t} \right) dt \\
\leq \sum_{j=1}^N \left( \lambda_j^2 \mu_j T - \frac{\mu_j}{2} e^{-2\lambda_j^2 T} + \frac{\mu_j}{2} \right) \\
\leq \sum_{j=1}^N \left( \lambda_j^2 T + \frac{1}{2} \right) \mu_j
\]
(3.24)
which is finite due to Assumption (3.2). Now we look at the difference between two partial sums, and conclude
\[
\int_0^T \mathbb{E} \left[ \sum_{j=1}^N \lambda_j^2 \mu_j \mathbb{E} \left[ \int_0^t e^{-\lambda_j^2 (t-\tau)} dB_j(\tau)^2 \right] dt \right] \\
\leq \int_0^T \sum_{j=1}^M \left( \lambda_j^2 \mu_j T + \frac{\mu_j}{2} \right) \longrightarrow 0
\]
(3.25)
due to Assumption (3.2).

In order for the solution \( y \) to qualify as a minimizer of the functional \( J \), we need more regularity properties of \( y \), which we prove in the next proposition.

**Proposition 3.9.** Let \( y_0 \in L^2(D) \) be deterministic. Then any solution \( y = y(s) \) to the state equation (1.3) satisfies the a priori estimate
\[
\| y(s) \|_{L^2(\Omega, L^2(D \times t))} \leq C.
\]
(3.26)
Moreover, for a fixed \( s \in (0, +\infty) \), the random variable \( \omega \mapsto \| y(s, \omega) \|_{L^2(D \times [0, T])} \) is almost surely finite.
We apply Chebychev’s inequality on (3.29) to see

\[ P ( \mathcal{W}^N_T > N ) \leq \frac{1}{N^2} E \left[ ( \mathcal{W}^N_T )^2 \right] = \frac{1}{N^2} E \left[ \left( \int_0^T \sum_{j=1}^N W_{2,s,j}^j(t) dt \right)^2 \right] \]

\[ \leq \frac{1}{N^2} E \left[ \int_0^T \left( \sum_{j=1}^N W_{2,s,j}^j(t) \right)^2 dt \right] \leq c(T,s) \frac{1}{N^2}. \]

Note that we did not have to require \( s \in \mathcal{S} \) here, as we need only space regularity \( L^2(D) \).

**Proof.** By definition,

\[ E \left[ \int_0^T \| y(s) \|_{L^2(D)}^2 dt \right] \]

(3.27)

\[ = \int_0^T \sum_{j=1}^\infty |y_{0,j}(s)|^2 e^{-\lambda_j^s t} \left( \int_0^T |y_{0,j}(s)|^2 e^{-\lambda_j^s (t-\tau)} dB_j(\tau) \right)^2 dt. \]

For the first term we calculate

\[ \int_0^T \sum_{j=1}^\infty |y_{0,j}(s)|^2 e^{-\lambda_j^s t} dt = \frac{1}{2} \sum_{j=1}^\infty |y_{0,j}(s)|^2 \left( \frac{1}{2 \lambda_j^s} \left( e^{-2 \lambda_j^s T} - 1 \right) \right) \leq \frac{1}{2 \alpha} \| y_0 \|_{L^2}. \]

For the second term, we consider the partial sum \( j \leq N \), due to which we can exchange expectation and summation, and use Itô’s isometry to get

\[ E \left[ \int_0^T \left( \sum_{j=1}^N W_{2,s,j}^j(t) \right)^2 dt \right] = E \left[ \int_0^T \left( \sum_{j=1}^N \sqrt{\mu_j} \int_0^t e^{-\lambda_j^s (t-\tau)} dB_j(\tau) \right)^2 dt \right] \]

\[ \leq \int_0^T \sum_{j=1}^N \mu_j E \left[ \left( \int_0^t e^{-\lambda_j^s (t-\tau)} dB_j(\tau) \right)^2 \right] dt \]

\[ \leq \int_0^T \sum_{j=1}^N \frac{\mu_j}{2 \lambda_j^s} \left( 1 - e^{-2 \lambda_j^s t} \right) dt \]

\[ \leq \sum_{j=1}^N \frac{\mu_j}{2 \lambda_j^s} T + \frac{\mu_j}{4 \lambda_j^s} \left( e^{-2 \lambda_j^s T} - 1 \right) \in (-1,0) \]

\[ \leq \left( \frac{T}{2 \alpha} - \frac{1}{4 \alpha^2} \right) \sum_{j=1}^N \mu_j \leq c(T,s). \]

Therefore,

\[ E \left[ \int_0^T \sum_{t=N+1}^M W_{2,s,j}^j(t) dt \right] \leq \left( \frac{T}{2 \alpha} + \frac{1}{4 \alpha^2} \right) \sum_{t=N+1}^M \mu_t \rightarrow 0 \]

which proves convergence of \( y(s) \) in \( L^2(\Omega, L^2(D_T)) \).

To prove the almost sure statement, we define the random variable \( \mathcal{W}^N_T := \int_0^T \sum_{j=1}^N W_{2,s,j}^j(t) dt \).

We apply Chebychev’s inequality on (3.29) to see

\[ P ( \mathcal{W}^N_T > N ) \leq \frac{1}{N^2} E \left[ ( \mathcal{W}^N_T )^2 \right] = \frac{1}{N^2} E \left[ \left( \int_0^T \sum_{j=1}^N W_{2,s,j}^j(t) dt \right)^2 \right] \]

\[ \leq \frac{1}{N^2} E \left[ \int_0^T \left( \sum_{j=1}^N W_{2,s,j}^j(t) \right)^2 dt \right] \leq c(T,s) \frac{1}{N^2}. \]
From (3.31) we see
\[\sum_{N=1}^{+\infty} P \left( W_N > N \right) \leq c(T, s) \sum_{N=1}^{+\infty} \frac{1}{N^s}\]
and conclude by the Borel-Cantelli Lemma that the random variable \(\|y(s)\|_{L^2(D \times [0,T])}\) is almost surely finite. \(\square\)

3.5. Hölder continuity. To ensure sufficient compactness properties needed to prove the existence of optimal controls in Section 5, we need to quantify the Hölder continuity in time of solutions to (1.3) in dependence of \(s\). This is proved via the factorization method (see [7], Chapter II.5.3), which works with interpolation spaces.

**Lemma 3.10.** Let \(L, Q\) be such that Assumption 3.2 holds. Let \(y_0\) be deterministic. Then the sample paths of the process \(y(s)(x,t)\) are in \(C^\delta([0,T], L^2(D))\) for arbitrary \(\delta \in (0, \frac{1}{2})\).

**Proof.** It suffices to verify that the trajectories of the stochastic convolution are \(\delta\)-Hölder continuous. According to [7], Theorem 5.15, this holds with \(\delta \in (0, \beta - \epsilon)\) if the following condition on the Hilbert-Schmidt norm of \(S(t)Q\), where \(S(t)\) is the semigroup generated by \(L^s\), is satisfied:
\[\int_0^T t^{-2\beta} \|S(t)Q\|_{HS}^2 dt < +\infty.\]

Note that \(S(t)\) is self-adjoint, and we calculate, using Assumption 3.2 and Hölder’s inequality
\[\|S(t)Q\|^2_{HS} = Tr (S(t)QS(t)) = \sum_{j=1}^{+\infty} \langle (S(t)QS(t))e_j, e_j \rangle \]
\[= \sum_{j=1}^{+\infty} \langle S(t)e_j, e_j \rangle \langle Q e_j, e_j \rangle \langle S^* t e_j, e_j \rangle \]
\[= \sum_{j=1}^{+\infty} \mu_j e^{-2\lambda_j t} \]
\[= \sum_{j=1}^{+\infty} \lambda_j^{-2s-\epsilon} e^{-2\lambda_j t} \]
\[\leq \left( \sum_{j=1}^{+\infty} (\lambda_j^{-2s-\epsilon})^2 \right)^{1/2} \left( \sum_{j=1}^{+\infty} e^{-4\lambda_j t} \right)^{1/2} \]
which is finite due to (3.11) and we conclude that (3.33) is verified when \(\beta < \frac{1}{2}\), which proves the Lemma. \(\square\)

4. Differentiability of the control-to-state operator

As we are optimizing with respect to the exponent \(s\) of \(L^s\), we make the dependence on the control parameter explicit by defining the control-to-state operator \(S: s \rightarrow y(s)\) via
\[S(\omega): (0, +\infty) \rightarrow L \left( (0, +\infty), C([0,T], L^2(D)) \right) \]
\[s \mapsto S(s)(x,t) = y(s)(x,t)\]
This means that we need our solution to exist pathwise, which is ensured by Lemma 8.10. We start our derivation of necessary and sufficient optimality conditions with a basic property of the Wiener Integral, which we prove here for the reader’s convenience.
4.1. A property of the Wiener Integral.

Lemma 4.1. Fix $s \in \mathcal{S}$ and let $\tau \in [0,T]$. Let $g(s,\cdot) \in C([0,T]) \cap C^2(\mathcal{S})$. Then

\begin{equation}
\frac{d}{ds} \int_0^T g(s,\tau)dB_{j}(\tau) = \int_0^T \partial_s g(s,\tau)dB_j(\tau)
\end{equation}

and the random variable $\int_0^T \partial_s g(s,\tau)dB_j(\tau)$ belongs to $L^2(\Omega)$.

Proof. Let $\Sigma$ be the set of all decompositions $\{0 = t_0 < t_1 < \ldots < t_n = T\}$ of $[0,T]$, $\sigma = \{t_0, t_1, \ldots, t_n\}$ an element of $\Sigma$ with $|\sigma| = \max_{1 \leq i \leq n} |t_i - t_{i-1}|$ and define the Riemann sums

\begin{equation}
I_\sigma = \sum_{j=1}^n e^{-\lambda^2 (T-t_{j-1})} (B(t_j) - B(t_{j-1})).
\end{equation}

Then, as we have a finite sum,

\begin{equation}
\frac{d}{ds} I_\sigma = \frac{d}{ds} \sum_{j=1}^n e^{-\lambda^2 (T-t_{j-1})} (B(t_j) - B(t_{j-1}))
= \sum_{j=1}^n \partial_s e^{-\lambda^2 (T-t_{j-1})} (B(t_j) - B(t_{j-1})).
\end{equation}

We show now that

\begin{equation}
\lim_{|\sigma| \to 0} \frac{d}{ds} I_\sigma = \lim_{|\sigma| \to 0} \sum_{j=1}^n \partial_s g(s,t_{j-1}) (B(t_j) - B(t_{j-1})) := \lim_{|\sigma| \to 0} \tilde{I}_\sigma := \int_0^T \partial_s g(s,\tau)dB_j(\tau).
\end{equation}

For this we pick a second partition $\tilde{\sigma} = \{\tilde{t}_0, \tilde{t}_1, \ldots, \tilde{t}_n\} \in \Sigma$ and we define $\delta = \delta(\epsilon)$ such that $|\sigma| < \delta$ and $|\tilde{\sigma}| < \delta$. Take now the union of the two partitions $\eta = \sigma \cup \tilde{\sigma}$ by defining

$$
\eta = \{r_0, r_1, \ldots, r_n\} = \{t_0, t_1, \ldots, t_n\} \cup \{\tilde{t}_0, \tilde{t}_1, \ldots, \tilde{t}_n\}
$$

As the fractional parameter $s$ is fixed, we define for simplicity $f(\tau) = \partial_s g(s,\tau)$. We show now that the limit $\lim_{|\sigma| \to 0} \tilde{I}_\sigma$ of the right hand side of (4.5) exists by showing that

\begin{equation}
E \left[ \tilde{I}_\sigma(f) - \tilde{I}_\sigma(f)^2 \right] \to 0.
\end{equation}

For this, note that

\begin{equation}
\tilde{I}_\sigma(f) - \tilde{I}_\sigma(f) = \sum_{j=1}^n f_1(r_{j-1}) - f_2(r_{j-1}) (B(r_j) - B(r_{j-1}))
\end{equation}

where $f_1$ is defined in a stepwise manner on the whole interval $[0,T]$ with values $f(t_i)$ taken from the partition $\sigma$ and $f_2$ on $\tilde{\sigma}$ in the same way.

By continuity of $f$, we deduce from $r_j - r_{j-1} \leq \delta$ (which holds as $|\sigma| < \delta$ and $|\tilde{\sigma}| < \delta$) that $|f(r_{j-1}) - f(r_{j-1})|^2 < \epsilon$ and therefore also

\begin{equation}
E \left[ \tilde{I}_\sigma(f) - \tilde{I}_\sigma(f)^2 \right] = \sum_{j=1}^n (f_1(r_{j-1}) - f_2(r_{j-1}))^2 (r_j - r_{j-1}) \leq \epsilon T
\end{equation}

where we employed the fact that $E[\tilde{I}_\sigma^2] = \sum_{j=1}^n f(t_{j-1})^2 (t_j - t_{j-1})$. This proves (4.6) and we obtain the statement of the Lemma. □
4.2. Fréchet differential of the control-to-state operator. We first recall Lemma 2.2 of [20], which is an auxiliary result on the derivatives of a function of exponential type. For this and for the following computations, it is convenient to introduce two $L^2([0,T],[0,T])$-functions as in the proof of Theorem 2.3 in [20], namely $\phi_k(t) = 1 + |\ln(t)|^k$ and $\psi_k(t) = \int_0^t (1 + |\ln(t) - \tau|)^k \, d\tau$.

**Lemma 4.2.** Define for fixed $\lambda > 0$ and $t > 0$ the real-valued function

$$E_{\lambda,t}(s) := e^{-\lambda s} \quad \text{for } s > 0.\tag{4.9}$$

Then there exists constants $C_k$ such that for all $\lambda > 0$, $t \in (0,T]$ and $s > 0$ the function $E_{\lambda,t}(s)$ satisfies $|E_{\lambda,t}(s)| \leq C_0$ and for $1 \leq k \leq 4$ holds

$$\left| \frac{d^k}{ds^k} E_{\lambda,t}(s) \right| \leq C_k \frac{1}{s^k} \left( 1 + |\ln(t)|^k \right) = \frac{C_k}{s^k} \phi_k(t)^k \tag{4.10}$$

where we defined $L^2([0,T]) \ni \phi_k(t) := (1 + |\ln(t)|)^k$.

**Proposition 4.3.** Let the initial condition $y_0 \in L^2(D)$ be deterministic. Then the functions $m_j(t,s)$ are deterministic, and we can argue as in [20] to get

$$\frac{\partial^k}{\partial s^k} m_j(t,s) \leq |\langle y_0, e_j \rangle| \left| \frac{d^k}{ds^k} E_{\lambda,t}(s) \right| \leq C_k \frac{1}{s^k} \left( 1 + |\ln(t)|^k \right) |\langle y_0, e_j \rangle| \tag{4.11}$$

which is finite as $\phi_k(t) = 1 + |\ln(t)|^k \in L^2(0,T)$. We then follow for $1 \leq k \leq 2$

$$\left| \frac{\partial^k}{\partial s^k} m_j(t,s) \right| \leq C(k,T)s^{-2k} \int_0^T \phi_k^2(t) \, dt \sum_{j=N}^{N+M} |\langle y_0, e_j \rangle|^2 \to 0. \tag{4.12}$$

**Step 2: derivatives in $s$ for the stochastic integral.** As justified in Lemma 4.1, we can exchange differentiation with respect to $s$ and the stochastic integration and derive therefore the integrand $g(t-\tau) := e^{-\lambda \int_s^t (t-\tau)}$ with respect to $s$ first. Performing the stochastic integration with the majorant (1.11), we get

$$\mathbb{E}(\int_0^t \partial_s g(t-\tau) dB(\tau))^2 = \int_0^t (\partial_s g(t-\tau))^2 \, d\tau \leq \frac{C}{s^2} \int_0^t (1 + |\ln(t-\tau)|^k)^2 \, d\tau \leq s^{-2} C(k,T) \tag{4.13}$$

where we employed that

$$\left( 1 + |\ln(t-\tau)|^k \right)^k \leq 2^k + 2^k |\ln(t-\tau)|^k = 2^k \left( 1 + |\ln(t-\tau)|^k \right) = 2^k \psi_k(t). \tag{4.14}$$
Similarly,
\[
\mathbb{E} \left[ \left( \int_0^t \partial_{ss} g(t-\tau) dB_j(\tau) \right)^2 \right] = \int_0^t (\partial_{ss} g(t-\tau))^2 d\tau \\
\leq \frac{C}{s^4} \int_0^t (1 + |\ln(t-\tau)|)^4 d\tau \\
\leq s^{-4} C(k,T).
\]
(4.16)

We then follow for \(1 \leq k \leq 2\)

\[
\left\| \sum_{j=N}^{N+M} \mathbb{E} \left[ \frac{d^k}{ds^k} W^j_{k,s}(t,s) \right] \right\|_{L^2(D \times [0,T])}^2 = \left\| \sum_{j=N}^{N+M} \int_0^t (\partial_{ss}^k g(t-\tau))^2 d\tau \right\|_{L^2(D \times [0,T])}^2 \\
\leq \sum_{j=N}^{N+M} C(k,T) s^{-2k} \int_0^T \psi^2_k(\tau) d\tau \\
\to 0
\]
(4.17)

which shows the finiteness of (4.11) in \(L^2(\Omega, L^2(D \times [0,T]))\).

**Step 3: almost sure statement.** Define the random variable \(\mathcal{W}_{T,k}^N := \int_0^T \sum_{j=1}^N \frac{d^k}{ds^k} W^j_{k,s}(t) dt\) with \(k = 1, 2\). By (4.14), (4.16) and Chebychev’s inequality, we infer that

\[
\mathbb{P} \left( \mathcal{W}_{T,k}^N > N \right) \leq \frac{1}{N^2} \mathbb{E} \left[ (\mathcal{W}_{T,k}^N)^2 \right] \leq \frac{1}{N^2} \mathbb{E} \left[ \int_0^T \frac{d^k}{ds^k} \left( \sum_{j=1}^N W^j_{k,s}(t) \right)^2 dt \right] \leq c(T, s) \frac{1}{N^2}
\]
(4.18)

and so

\[
\sum_{N=1}^{+\infty} \mathbb{P} \left( \mathcal{W}_{T,k}^N > N \right) \leq c(T, s) \sum_{N=1}^{+\infty} \frac{1}{N^2}.
\]
(4.19)

Consequently, the almost sure finiteness of \(\|\partial_2 y(s)\|_{L^2(D \times [0,T])}\) and \(\|\partial_2 y(s)\|_{L^2(D \times [0,T])}\) follows by Borel-Cantelli’s Lemma.

For fixed \(\omega\), we define the Fréchet differential operator \(\mathcal{D}_s \mathcal{S}\) as a (linear) mapping from \(\mathcal{F}\) to \(L^2(D \times [0,T])\). In the next theorem, we characterize the Fréchet differential in terms of explicitly know quantities, which is crucial for the upcoming derivation of the optimality conditions.

**Theorem 4.4.** Let the initial condition \(y_0 \in L^2(D)\) be deterministic. Then, for almost every realisation \(\mathcal{S}(\omega)\) of \(\mathcal{S}\) with \(\omega \in \Omega\), the control-to-state operator \(\mathcal{S}\) as defined in (4.1) is twice Fréchet differentiable and for every \(s \in (0, +\infty)\) the first and second Fréchet derivatives can be identified with the functions \(\partial_s y(s, \omega)\) and \(\partial_{ss} y(s, \omega)\) as

\[
\mathcal{D}_s \mathcal{S}(\hat{s})(h) = h \partial_s y(s) \quad \text{and} \quad \mathcal{D}_s^2 \mathcal{S}(\hat{s})(\hat{h}) = h \hat{h} \partial_{ss}^2 y(s)
\]
(4.20)

**Proof.** It is sufficient to prove (4.20) in the \(L^2\)-sense, as then the statement follows from the almost sure existence of \(\partial_s y(s)\) and \(\partial_{ss} y(s)\), see Proposition 4.3.

**Step 1: the initial condition.** We apply Taylor’s theorem on the function \(E^\lambda_{c,t}(s)\) defined in (4.19) and apply the estimates from Lemma 4.2 to get for a point \(\xi_h \in (\hat{s} - |h|, \hat{s} + |h|)\)

\[
\left| E^\lambda_{c,t}(\hat{s} + h) - E^\lambda_{c,t}(\hat{s}) - h E^\lambda_{c,t}'(\hat{s}) \right| = \frac{h^2}{2} \left| E^\lambda_{c,t}''(\xi_h) \right| \\
\leq \frac{h^2}{2} \varphi(t) \leq c h^2 \cdot \hat{s}^{-2} \phi_2(t)
\]
(4.21)
where we recall that \( \phi_2(t) : = (1 + |\ln(t)|)^2 \in L^2([0, T]) \). Therefore,

\[
\int_0^t \left| E_{\lambda_j, \tau-t} (\bar{s} + h) - E_{\lambda_j, \tau-t} (\bar{s}) - h E'_{\lambda_j, \tau-t} (\bar{s}) \right| d\tau \leq c\bar{s}^{-2} \cdot h^{2} \int_0^t \phi_2(t - \tau) d\tau.
\]

Analogously,

\[
\int_0^t \left| E_{\lambda_j, \tau-t} (\bar{s} + h) - E_{\lambda_j, \tau-t} (\bar{s}) - h E''_{\lambda_j, \tau-t} (\bar{s}) \right| d\tau \leq c\bar{s}^{-3} \cdot h^{2} \int_0^t \phi_3(t - \tau) d\tau.
\]

Consequently, we can estimate

\[
|m_j(t, \bar{s} + h) - m_j(t, \bar{s}) - h \partial_s m_j(t, \bar{s})|^2 \leq K(\bar{s}) \cdot h^4 \phi_2^2(t) |\langle y_0, e_j \rangle|^2
\]

and

\[
|\partial_s m_j(t, \bar{s} + h) - \partial_s m_j(t, \bar{s}) - h \partial_{ss} m_j(t, \bar{s})|^2 \leq K(\bar{s}) \cdot h^4 \phi_3^2(t) |\langle y_0, e_j \rangle|^2.
\]

**Step 2: the stochastic convolution.** Using Lemma [4.1] and the additivity of the Wiener Integral, we get

\[
E \left[ W^j_{\mathcal{L}, s}(t, \bar{s} + h) - W^j_{\mathcal{L}, s}(t, \bar{s}) - h \frac{d}{ds} W^j_{\mathcal{L}, s}(t, \bar{s}) \right]^2
\leq \mu_j \left[ \int_0^t e^{-\lambda_j^+h} d\mathcal{B}_j(\tau) - \int_0^t e^{-\lambda_j^-(t-\tau)} d\mathcal{B}_j(\tau) - h \frac{d}{ds} \int_0^t e^{-\lambda_j^-(t-\tau)} d\mathcal{B}_j(\tau) \right]^2
\leq \mu_j \left[ \int_0^t e^{-\lambda_j^+h} d\mathcal{B}_j(\tau) - e^{-\lambda_j^- h} \cdot D \cdot e^{-\lambda_j^- h} d\mathcal{B}_j(\tau) \right]^2
data\tau
\leq \mu_j \left[ e^{-\lambda_j^+h} \cdot e^{-\lambda_j^- h} - e^{-\lambda_j^- h} \cdot \partial_s e^{-\lambda_j^- h} \right]^2 d\tau
\leq K(\bar{s}) \mu_j \cdot h^4 \phi_2^2(t)
\]

where we employed (4.22) in the second-last inequality. Analogously, employing Lemma [4.1] and (4.23), we get

\[
E \left[ \left| \frac{d}{ds} W^j_{\mathcal{L}, s}(t, \bar{s} + h) - \frac{d}{ds} W^j_{\mathcal{L}, s}(t, \bar{s}) - h \frac{d^2}{ds^2} W^j_{\mathcal{L}, s}(t, \bar{s}) \right|^2 \right] \leq \mu_j \left( c\bar{s}^{-3} \cdot h^{4} \int_0^t \phi_3(t - \tau) d\tau \right)^2
\leq \mu_j K(\bar{s}) \cdot h^4 \phi_3^2(t).
\]

Therefore, we get

\[
E \left[ \left\| y(\bar{s} + h) - y(\bar{s}) - \sum_{j=1}^{+\infty} \partial_s y_j(\bar{s}, \bar{s}) e_j(x) \right\|^2_{L^2([0, T])} \right]
\leq \lim_{N \to +\infty} \sum_{j=1}^{N} E \left[ \left\| y_j(t, \bar{s} + h) - y_j(t, \bar{s}) - h \partial_s y_j(t, \bar{s}) e_j(x) \right\|^2 dt \right]
\leq C(\bar{s}) \cdot h^4
\]

which means that for any fixed \( s \in S \), the \( L^2(D \times [0, T]) \)-valued random variable \( T_sS(\bar{s}) \) can be identified in the \( L^2(\Omega) \) sense with the random variable \( \partial_s y(\bar{s}) \in L^2 \left( \Omega, L^2(D \times [0, T]) \right) \), which proves (4.20) in the \( L^2(\Omega) \) sense. \( \square \)
4.3. Optimality conditions. In this section, we establish first-order necessary conditions and sufficient optimality conditions of optimal controls. Usually, in optimal control theory the first-order conditions are formulated in terms of a variational inequality, which encodes possible control constraints, and an adjoint state equation.

As we have explicit formulas, i.e. for the representation of the solution \( y \) and its derivatives in \( s \), we can avoid these abstract concepts.

**Theorem 4.5.** Let the assumptions of Theorem 4.4 be satisfied. Moreover, let \( y_0 \in L^2(D) \) be deterministic. Then the following holds true for a fixed realization \( \omega \in \Omega \):

(i) **necessary condition:** If \( \bar{s} \) is an optimal parameter for (IP) and \( y(\bar{s}) \) the associated unique solution to the state system \((4.31)\), then for almost every \( \omega \in \Omega \)

\[
\int_0^T \int_D \left( y(\bar{s}) - y_D \right) \partial_s y(\bar{s}) \, dx \, dt + \Phi'(\bar{s}) = 0. 
\]

(ii) **sufficient condition:** If \( \bar{s} \in (0, L) \) satisfies the necessary condition \((4.29)\) and if in addition

\[
\int_0^T \int_D \left( \partial_s y(\bar{s}) \right)^2 + \left( y(\bar{s}) - y_D \right) \partial_s^2 y(\bar{s}) \, dx \, dt + \Phi''(\bar{s}) > 0
\]

for almost every \( \omega \in \Omega \), then \( \bar{s} \) is optimal for (IP).

**Proof.** We focus on the reduced cost functional \( J(\omega, S(s), s) \) in dependence on \( s \): By Theorem 4.4 \( s \mapsto J(s) := J(y(s), s) \) is twice differentiable on \((0, +\infty)\). By the chain rule,

\[
J'(s) = \frac{d}{ds} J(y(s), s) = \partial_y J(y(s), s) \circ D_s S(s) + \partial_s J(y(s), s)
\]

\[
= \int_0^T \int_D \left( y(s) - y_D \right) \partial_s y(s) \, dx \, dt + \Phi'(s)
\]

and assertion (i) follows. Assertion (ii) follows from

\[
J''(s) = \frac{d}{ds} J(y(s), s) = \partial_y J(y(s), s) \circ D_s S(s) + \partial_s J(y(s), s)
\]

\[
= \int_0^T \int_D \left( y(s) - y_D \right) \partial_s y(s) \, dx \, dt + \Phi'(s).
\]

\[\Box\]

5. Existence of optimal controls

The existence of optimal controls is shown by showing that there exists a subsequence \( y(s_k) \) which strongly converges to the optimal \( y \) in \( L^2(D \times [0, T]) \).

To show the strong convergence, we use a compactness result to find such a strongly converging subsequence. The compactness result proves that under certain assumptions there exists a minimum Hölder regularity in time which is independent of the fractional exponent.

**Assumption 5.1.**

1. The sequence of eigenvalues \( \lambda_k \to +\infty \) as \( k \to +\infty \),

\[
\sup_k \left( \|y_k(\omega)\|_{L^2([0,T]; H^{\alpha_k}(D))} \right) < +\infty,
\]

2. For almost every \( \omega \in \Omega \),

\[
\sup_k \left( \|y_k(\omega)\|_{L^2([0,T]; D)} \right) < +\infty,
\]

3. For almost every \( \omega \in \Omega \),

\[
\sup_k \left( \|y_k(\omega)\|_{C^0([0,T]; L^2(D))} \right) < +\infty,
\]

4. The trajectories of the family of stochastic processes \( y_k(t) \) are in \( C^{\delta_k}([0,T]; L^2(D)) \) for every \( k \) and \( \delta_k \geq \delta_* \geq \delta_0 > 0 \).
Lemma 5.2 (Compactness lemma). Given a sequence \((\{y_k\})\) of \(L^2(D)\)-valued stochastic processes \((in (x, t))\) with \(\delta\)-Hölder continuous sample paths and for which \(y_k(\omega) \in L^2([0, T], \mathcal{H}^\delta(D))\) for fixed \(\omega \in \Omega\). Let Assumptions 5.1 hold for \(y_k\).

Then, for a fixed realisation \(\omega \in \Omega\), the sequence \(\{y_k(\omega)\}_{k \in \mathbb{N}}\) contains a subsequence that converges strongly in \(L^2(D \times [0, T])\).

Proof. Assumptions 5.1 ensure that the infinite string \(\{\{y_{k,1}\}, \{y_{k,2}\}, \ldots\}\) lies in the space \(C^\delta([0, T]) \times C^\delta([0, T]) \times \ldots\)

Hence, there is a subsequence denoted by \(k_m\) which converges in this product space to an infinite string of the form \((y_1^*, y_2^*, \ldots)\), and every \(y_j^* \in C^\delta([0, T])\). We define

\[
y^*(x, t) = \sum_{j \in \mathbb{N}} y_j^* e_j(x).
\]

The convergence of \(y_{k_m} \to y^*\) follows exactly as in the compactness lemma in the deterministic case, which is Lemma 6.1. of [20], and is therefore omitted.

Theorem 5.3. Suppose that Assumption 5.2 and Assumption 5.4 are satisfied. Moreover, let the initial data satisfy \(\sup_{s \in \mathcal{S}} \|y_0\|_{\mathcal{H}^\delta} < +\infty\).

Then the control problem (IP) has a solution, that is, for almost every fixed \(\omega \in \Omega\), \(J(\omega)\) attains a minimum in \(\mathcal{F}^\circ\) and moreover

\[
\inf_{s \in \mathcal{S}} J(\omega) < +\infty.
\]

Proof. Note first that, by assumptions on \(\Phi(s)\), we can find \(s^* \in \mathcal{S}^\circ\) such that \(J(s^*, \omega) < +\infty\) and due to (1.4), we infer

\[
0 < \inf_{s \in \mathcal{S}^\circ} J(s, \omega) < +\infty \quad \text{for fixed } \omega \in \Omega.
\]

We pick a minimizing sequence \(\{s_k\}_{k \in \mathbb{N}} \subset \mathcal{S}^\circ\) and consider for every \(k \in \mathbb{N}\) the unique solution \(y_k = S(s_k)\) to the state system (1.3). Without loss of generality, we can assume

\[
J(s_k) \leq 1 + J(s^*) \quad \forall k \in \mathbb{N} \text{ for fixed } \omega \in \Omega.
\]

This gives us, first of all, employing the form of \(J\), the almost sure finiteness of \(\|y_k(\omega)\|_{L^2(D \times [0, T])}\). Due to the form of the penalty function \(\Phi\), the minimizing sequence \(s_k\) is bounded and we may assume without loss of generality that \(s_k \to \bar{s}\) for some \(\bar{s} \in \mathcal{S}^\circ\). As the initial data satisfies \(\sup_{s \in \mathcal{S}^\circ} \|y_0\|_{\mathcal{H}^\delta} < +\infty\) and recalling the a-priori estimates, we can apply the compactness result in Lemma 5.2 with \(\delta_0 = \frac{1}{4}\), and select a subsequence, which we again index by \(k\), such that \(\{y_k\}_{k \in \mathbb{N}}\) converges strongly in \(L^2(D \times [0, T])\) for fixed \(\omega\) to a random variable \(\tilde{y}\). The identification \(\bar{y} = y(\bar{s})\), follows directly from the uniqueness of solutions to (1.3) in the sense of Definition 3.5.
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