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Abstract. The present paper lies in the whole topic of wavelet harmonic analysis on Clifford algebras. In which we derive a Heisenberg-type uncertainty principle for the continuous Clifford wavelet transform. A brief review of Clifford algebra/analysis, wavelet transform on $\mathbb{R}$ and Clifford Fourier transform and their properties is conducted. Next, such concepts are applied to develop an uncertainty principle based on Clifford wavelets.
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1. Introduction

Transformations such as Fourier and wavelet types are powerful methods for signal/image processing. In Fourier analysis, the signals are transformed from the original domain to the spectral or frequency one. In the frequency domain many characteristics of a signal are seen more clearly. In a counterpart, wavelet bases functions are localized in both spatial and frequency domains and thus yield very sparse and well-structured representations of signals which are important facts in the processing. The first work on wavelet analysis has been developed by Morlet in Ref. [62] to study seismic waves. He also, with Grossman, developed a mathematical study of a continuous wavelet transform (see [33]). In Ref. [61] Meyer recognised the link between harmonic analysis and Morlet’s theory and gave a mathematical foundation to the continuous wavelet theory and thus gave rise to wavelet analysis. The continuous wavelet analysis of a square integrable function $f$ begins by a
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convolution with copies of a given “mother wavelet” $\psi$ translated and dilated respectively by $b \in \mathbb{R}$ and $a > 0$. Such a function $\psi$ has to fulfil an admissibility condition such as

$$A_\psi = \int_{\mathbb{R}} \left| \hat{\psi}(\xi) \right|^2 \frac{d\xi}{|\xi|} < +\infty$$

where $\hat{\psi}$ is the classical Fourier transform of $\psi$. More information on real wavelets can be found in Refs. [20] and [32].

Wavelet theory has a great success especially in the applied fields such as image/signal processing, statistics, finance and engineering. This success encourages researchers to develop new and more efficient tools in this theory to be adapted to understand different problems. Recall that nowadays 3D image processing for example is a challenging topic in many fields such as medicine, arts, physics, informatics, biology and thus needs more theoretical developments. Wavelets and Clifford algebras/analysis are ones of the powerful tools in this subject.

The authors in Ref. [15] applied Clifford algebra concepts for the embedding of color information in images. Similarly, in Refs. [25] and [70] Clifford algebra has been used for image compression. In Ref. [69] a quaternionic wavelet method has been developed for face image features and correlation filters combination for properly and non-properly illuminated face images (see also [75]).

Already with the eventual link between wavelets, Clifford framework and signal processing, the concept of monogenic signals is well known. Monogenic signals are generalized forms of analytic ones. In Ref. [73] a sparse representation based on Marr and Mallat-Zhong wavelets has been developed for monogenic signals. An efficient contour shape and color characterization have been obtained. In Ref. [39] quaternionic and Clifford algebra valued Fourier transforms have been developed and applied for nuclear magnetic resonance, electric engineering, color image and signal processing. In Ref. [79] the energy concentration problem for 2D hypercomplex signals has been extended to Clifford case, in particular to quaternionic signals. Fletcher applied in Ref. [30] matrix representations of both quaternions and Clifford algebras for solving matrix equations. The results have been applied next to Daubechies quaternion and Clifford scaling filters.

In Ref. [50] quaternion-valued wavelets have been introduced in the context of the duplex matrix-valued functions by providing both quaternion scaling and wavelet functions as well as quaternion multiresolution analysis. Associated high-pass and low-pass filters have been provided also.

On the other hand, Clifford analysis leads to the generalization of real and harmonic analysis to higher dimensions. Clifford algebra accurately treats geometric entities depending on their dimensions such as scalars, vectors, bivectors and volume elements, etc. The distinction of axial and polar vectors in physics is resolved in the form of vectors and bivectors. For example, the quaternion description of rotations is fully incorporated in the form of rotors.
With respect to the geometric product of vectors, division by non-zero vectors is defined.

Clifford analysis may be also seen as a generalization of the theory of holomorphic functions of complex variables to the theory of monogenic functions in higher dimensions by means of Clifford vector-valued Dirac operator. The rotation-invariant Dirac operator factorizes the \( m \)-dimensional Laplace operator similarly to Riemann–Liouville operator in complex holomorphic case. For more details, backgrounds and review we may refer also to \([11,17,24,26,34,35,72]\).

The present paper lies in the same topic of wavelet harmonic analysis in the framework of Clifford algebra/analysis applications. We aim to develop an uncertainty principle proof in the Clifford framework based on Clifford wavelets. The paper is organized as follows. In Sect. 2 we give a brief review of Clifford analysis, introduce the notion of wavelet transform in \( \mathbb{R} \) and the uncertainty principle. Eventual link with signal processing and monogenic signals is also reviewed. The third section is devoted to show some important results and properties of Clifford Fourier and Clifford wavelet transforms. In Sect. 4, the uncertainty principle for the Clifford wavelet transform is established.

2. Preliminaries

In this section, we aim to recall the basic properties of Clifford algebras (see \([34,72]\) and the references therein). Next, a review of continuous wavelet transform in \( \mathbb{R} \) and the Heisenberg uncertainty principle are developed already with a discussion of eventual links/applications with signal processing and existing results.

2.1. Clifford Algebras

Clifford analysis may be seen as a generalization of Fourier one in signal processing as it employs real, complex and quaternion numbers. It may be also described with the algebra of Pauli and Dirac matrices for physical space and Minkowski space-time. Thus a unifying language for mathematics and physics can be developed (see \([7,9]\)). In Ref. \([10]\) basic concepts on the historical development of quaternion and Clifford Fourier transforms and wavelets have been displayed.

In what follows, a mathematical review of Clifford algebra/analysis is discussed. The Clifford algebra \( \mathbb{R}_n \) associated to \( \mathbb{R}^n \) is an associative algebra generated by an orthonormal (the canonical) basis \( \{e_1, e_2, \ldots, e_n\} \) by means of a non commutative product

\[
e_i e_j + e_j e_i = -2\delta_{ij},
\]

where \( \delta \) is the Kronecker symbol. This yields a finite \( 2^n \)-dimensional algebra known as the Clifford algebra \( \mathbb{R}_n \). It is decomposed as a direct sum

\[
\mathbb{R}_n = \mathbb{R}_n^0 \oplus \mathbb{R}_n^1 \oplus \cdots \oplus \mathbb{R}_n^n,
\]
where for $k \in \mathbb{N}$, $\mathbb{R}^k_n$ are the spaces of $k$-multi vectors defined by

$$R^k_n = \text{span}_{\mathbb{R}} \{ e_A = e_{i_1 i_2 \ldots i_k}, A = (i_1, i_2, \ldots, i_k), 1 \leq i_1 < i_2 < \cdots < i_k \leq n \},$$

with $e_{i_1 i_2 \ldots i_k} = e_{i_1} e_{i_2} \cdots e_{i_k}$ and $e_{\emptyset} = 1$. We may also decompose $\mathbb{R}_n$ as a direct sum of two sub-algebras

$$\mathbb{R}_n = \mathbb{R}_n^+ \oplus \mathbb{R}_n^- = \bigoplus_{k \text{ even}} \mathbb{R}^k_n \oplus \bigoplus_{k \text{ odd}} \mathbb{R}^k_n$$
called respectively the even and odd sub-algebras. Consequently, any Clifford number $a \in \mathbb{R}_n$ has a representation of the form

$$a = \sum_A a_A e_A, \ a_A \in \mathbb{R}.$$

Denoting $|A|$ the length or the cardinality for the multi-index $A$, the element $a$ may be written as

$$a = \sum_{k=0}^n \sum_{|A|=k} a_A e_A.$$

On the algebra $\mathbb{R}_n$ we may introduce some involutive operators such as

- **Main-involution** $\tilde{e}_j = -e_j$, $\forall j$, which yields that $\tilde{e}_A = (-1)^{|A|} e_A$ and consequently, $\tilde{a}b = \tilde{b}\tilde{a}$, $\forall a, b \in \mathbb{R}_n$.

- **Reversion** $e_j^* = e_j$, $\forall j$, which in turn yields that $e_A^* = (-1)^{|A|(|A|-1)/2} e_A$ and thus $(ab)^* = b^*a^*$, $\forall a, b \in \mathbb{R}_n$.

- **Conjugation** $\overline{e}_j = -e_j$, $\forall j$, yielding that $\overline{e}_A = (-1)^{|A|(|A|+1)/2} e_A$ and consequently, $\overline{ab} = \overline{b}\overline{a}$, $\forall a, b \in \mathbb{R}_n$.

The concept of real Clifford algebra can be extended to the complex Clifford algebra $\mathbb{C}_n = \mathbb{R}_n + i\mathbb{R}_n$. An element $\lambda \in \mathbb{C}_n$ may be written on the form $\lambda = \sum_A \lambda_A e_A$, $\lambda_A \in \mathbb{C}$ and thus possesses the decomposition $\lambda = a + ib$, $a, b \in \mathbb{R}_n$. This induces the

- **Hermitian conjugation** $\lambda^\dagger = \overline{a} - i\overline{b}$.

In this context, a vector $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ may be identified to the Clifford element in $\mathbb{R}_n$, $x = \sum_{j=1}^n x_j e_j$. This permits to define the Clifford product of two vectors by

$$xy = x \cdot y + x \wedge y,$$

where the $\cdot$ product is an analogous of the classical inner product on $\mathbb{R}^n$,

$$x \cdot y = - \langle x, y \rangle = -\sum_{j=1}^n x_j y_j,$$

and where the $\wedge$ product is the outer product

$$x \wedge y = \sum_{j<k} e_j e_k (x_j y_k - x_k y_j).$$

This yields that

$$x \cdot y = \frac{1}{2}(xy + yx) \quad \text{and} \quad x \wedge y = \frac{1}{2}(xy - yx).$$
In particular we have
\[ x^2 = -|x|^2 = -\sum_{j=1}^{n} |x_j|^2. \]

Any vector \( x \) is decomposed as \( x = x_{\|\omega} + x_{\perp\omega} \) for a \( \omega \in S^{n-1} \) with \( \omega \cdot x_{\perp\omega} = 0 \) and \( \omega \wedge x_{\|\omega} = 0 \) where \( S^{n-1} \) stands for the unit sphere in \( \mathbb{R}^n \).

This in turn induces that \( x_{\|\omega} = \langle x, \omega \rangle \omega \) and \( x_{\perp\omega} = \omega (x \wedge \omega) \) which permits next to characterize the reflection \( R_{\omega} \) with respect to the hyperplane \( \omega \perp \) as \( R_{\omega}(x) = \omega x \omega \). Cartan–Dieudonné Theorem ([16]) relates the reflection to the so-called spinors. It states that there exists \( \omega_1, \omega_2, \ldots, \omega_{2l} \in S^{n-1} \) with \( \omega_j^2 = -1, 1 \leq j \leq 2l \) \((l \in \mathbb{N})\) and a rotation \( T \in SO(n) \) \((SO(n)\) being the rotation group on \( \mathbb{R}^n \)) such that
\[ T(x) = [R_{\omega_1} \circ R_{\omega_2} \circ \cdots \circ R_{\omega_{2l}}](x) = \omega_1 \omega_2 \cdots \omega_{2l} x. \]

Denoting \( s = \omega_1 \omega_2 \cdots \omega_{2l} \) and \( \bar{s} = \omega_{2l} \omega_{2l-1} \cdots \omega_1 \) we have \( T(x) = sx\bar{s} \).

The element \( s \) is called a spinor. Generally speaking, the spin group of order \( n \) is
\[ \text{Spin}(n) = \left\{ s \in \mathbb{R}^n ; s = \prod_{j=1}^{2l} \omega_j, \omega_j^2 = -1, 1 \leq j \leq 2l \right\}. \]

To finish with this brief overview on Clifford algebra/analysis, it remains to recall the functional framework. Let \( f : \mathbb{R}^n \longrightarrow \mathbb{C}_n \). It may be expressed as
\[ f(x) = \sum_A f_A(x) e_A \]
where \( f_A \) are generally \( \mathbb{C} \)-valued functions and \( A \subset \{1, 2, \ldots, n\} \). The inner product of two functions \( f = \sum_A f_A(x) e_A \) and \( g = \sum_B g_B(x) e_B \) is defined by
\[ \langle f, g \rangle_{L^2(\mathbb{R}^n, dV(x))} = \int_{\mathbb{R}^n} \overline{f(x)} g(x) dV(x) \tag{2.1} \]
and the associated norm by
\[ \| f \|_{L^2(\mathbb{R}^n, dV(x))} = \langle f, f \rangle_{L^2(\mathbb{R}^n, dV(x))}^{1/2}. \]

We denote also
\[ \| f \|_{L^1(\mathbb{R}^n, dV(x))} = \int_{\mathbb{R}^n} |f(x)| dV(x) \]
where \( dV(x) \) stands for the Lebesgue measure. The inner product (2.1) satisfies the Cauchy-Schwartz inequality
\[ |\langle f, g \rangle_{L^2(\mathbb{R}^n, dV(x))}| \leq \| f \|_{L^2(\mathbb{R}^n, dV(x))} \| g \|_{L^2(\mathbb{R}^n, dV(x))}. \tag{2.2} \]
2.2. Wavelets on $\mathbb{R}$

A wavelet is in its simple sense a wave function that decays rapidly and has a zero average value. Wavelet analysis consists of breaking up a signal into approximating functions (shifted and dilated versions of a wavelet) contained usually in bounded domains [19]. Wavelet analysis was introduced in the early 1980s in the context of signal analysis and petroleum exploration to give a representation of signals and detect their characteristics. Several methods previously have been used for this aim, the most known is the Fourier one. In Fourier transform description of signals is limited to the overall behavior and can not provide any information on the details. In digital signal processing, Fourier analysis often requires linear calculation algorithms. In 1940, Denis Gabor introduced the windowed Fourier transform (WFT) to address the problem of time-frequency localization. It consists of calculating the Fourier transform of the signal by multiplying it by a function localized in time (Gaussian window) and then calculating the transform. But the situation has changed with the emergence of new problems especially those related to irregular variations. The major drawback of the WFT is the shape stability and the window’s size. Gaussian type windows can not for example model many non stationary properties. Henceforth the need for analysis using non-linear algorithms, non-stationary signals and/or non-periodical bases became necessary. Specific analysis with well-specified characteristics such as localization in time and frequency, adaptivity to the data, easily implemented advanced algorithms and optimum computation time needs to be developed. This was how wavelet theory was born. It had subsequently renewed interest and has been steadily developed in theory and application.

Wavelets differ from Fourier methods as they allow the localization of a signal in both time and frequency. It is a tool which breaks up data into different frequency components or sub-bands and then studies each component with a resolution that is matched to specific or proper scale. Unlike the Fourier series, it can be used on non-stationary transient signals with more precise results. This section is devoted to present the main ideas on wavelet analysis namely wavelet transforms, multi-resolution analysis, wavelet bases and algorithms of construction and reconstruction.

Wavelet analysis of functions/signals is based primarily on an effective representation for standard functions, robustness to the specification models, a reduction in the computation time, simplicity of the analysis, both easy generalization and efficient depending on the dimension and finally a location in time and frequency. Mathematically and quantitatively speaking wavelet analysis of functions starts by computing a type of transform known as wavelet transform similar to Fourier one and which consists of a convolution product of the function with special copies of one source analyzing function called mother wavelet which plays the role of the Fourier mode $e^{ix}$. Denote $\psi$ as such function. It should satisfy
- A finite energy or space/time localization assumption: \( \psi \in L^2(\mathbb{R}, dx) \).
- An admissibility assumption stating that
  \[
  0 < A_\psi = \int_{\mathbb{R}_+^*} \frac{|\hat{\psi}(\xi)|^2}{|\xi|} d\xi < \infty
  \]
  where \( \hat{\psi}(\xi) = \int_{\mathbb{R}} \psi(x) e^{-ix\xi} dx \) is the classical Fourier transform of \( \psi \) and \( \mathbb{R}_+^* = (0, +\infty) \).
- Vanishing moments:
  \[
  \exists N \in \mathbb{N}, \int_{\mathbb{R}} x^n \psi(x) dx = 0, \forall n \leq N.
  \]

To analyze a signal by wavelets, one passes as for the analysis of Fourier by its wavelet transform. There are two types of processing; The continuous wavelet transform (CWT) and discrete wavelet transform (DWT).

The CWT is based firstly on the introduction of a translation parameter \( b \in \mathbb{R} \) and a scale parameter \( a > 0 \) to a mother wavelet \( \psi \). The translation parameter determines the position or the time around which we want to assess the behavior of the signal, while the scale factor is used to assess the signal behavior around the position or the frequency.

**Definition 2.1. (Continuous-wavelet transform)** Let \( f \in L^2(\mathbb{R}, dx) \). Its continuous wavelet transform is defined as

\[
T_\psi[f](a, b) = \int_{\mathbb{R}} f(x) \overline{\varphi^{a,b}(x)} dx = (f * \overline{\varphi}_a)(b),
\]

where \( \varphi^{a,b}(x) = \frac{1}{\sqrt{a}} \psi\left(\frac{x-b}{a}\right) \), \( a > 0, b \in \mathbb{R} \) and \( \overline{\varphi}_a(x) = \frac{1}{\sqrt{a}} \overline{\varphi\left(\frac{-x}{a}\right)} \).

By varying the parameters \( a \) and \( b \) we may cover completely all the time-frequency plane. This gives a full and redundant representation of the whole signal to be analyzed (see [49]). This transform is called continuous because of the nature of the parameters \( a \) and \( b \) that may operate at all levels and positions. Using the admissibility assumption above we immediately affirm that

\[
\int_{\mathbb{R}_+^*} \int_{\mathbb{R}} |T_\psi[f](a, b)|^2 db \frac{da}{a^2} < \infty
\]

where \( \mathbb{R}_+^* = (0, +\infty) \). More precisely, an inner product may be defined for the wavelet transform as

\[
[T_\psi[f], T_\psi[g]] = \frac{1}{A_\psi} \int_{\mathbb{R}_+^*} \int_{\mathbb{R}} \overline{T_\psi[f](a, b)} T_\psi[g](a, b) db \frac{da}{a^2}
\]

which in turn may be related to the inner product of the analyzed functions \( f \) and \( g \) by means of a Fourier-Plancherel type formula as

\[
[T_\psi[f], T_\psi[g]] = <f, g >_{L^2(\mathbb{R}, dx)}.
\]
Moreover, a reconstruction formula may also be proved stating that

$$f(x) = \frac{1}{\mathcal{A}_\psi} \int_{\mathbb{R}_+^*} \int_{\mathbb{R}} \psi_{a,b}(x) T_{\psi}[f](a,b) \frac{da}{a^2}. $$

To analyze statistical series or discrete time signals and avoid redundancy problems and integrals calculations appearing in CWT, one makes use of the discrete wavelet transform by restricting to discrete calculations grids for scale and position parameters such as the most used dyadic grid $a = 2^{-j}$ and $b = k2^{-j}$, $j, k \in \mathbb{Z}$. In this case, the wavelet copy $\psi_{a,b}$ is usually denoted by $\psi_{j,k}(x) = 2^{j/2} \psi(2^j x - k)$, $j, k \in \mathbb{Z}$.

The continuous wavelet transform of a signal $S$ will be known as the discrete wavelet transform (called also detail coefficient) expressed by

$$d_{j,k} = \int_{-\infty}^{\infty} \psi_{j,k}(t) S(t) dt \quad (2.3)$$

It holds that the set $(\psi_{j,k})_{j,k\in\mathbb{Z}}$ constitutes an orthonormal basis of $L^2(\mathbb{R})$ called wavelet basis and that a signal $S \in L^2(\mathbb{R})$ is decomposed according to this basis into a series

$$S(t) = \sum_{j=0}^{\infty} \sum_{k} d_{j,k} \psi_{j,k}(t) \quad (2.4)$$

called the wavelet series of $S$ which replaces the reconstruction formula for the CWT.

It holds in wavelet analysis of signals that the last series decomposition may be constructed using the so-called multiresolution analysis (MRA). It is a functional framework for representing signals in different levels called resolutions (see [49]). MRA is a countable set of closed subsets $(V_j)_{j\in\mathbb{Z}}$ (and $(W_j)_{j\in\mathbb{Z}}$) of $L^2(\mathbb{R})$ satisfying some special properties such as

$$V_{j+1} = V_j \oplus W_j \text{ and } L^2(\mathbb{R}) = \bigoplus_{j\in\mathbb{Z}} W_j. \quad (2.5)$$

In wavelet theory, it holds that $\psi \in W_0$ and that $(\psi_{j,k}(t) = 2^{j/2} \psi(2^j t - k))_k$ is an orthogonal basis of $W_j$. Besides there exists a function $\varphi \in V_0$ (called father wavelet or scaling function) such that $(\varphi_{j,k})_k$ is an orthogonal (generally Riesz) basis of $V_j$. The strongest point in MRA and wavelet theory (which is also a crucial point in signal analysis) is that $\varphi$ and $\psi$ leads each one to the other by means of the so-called 2-scale relation

$$\varphi(x) = \sqrt{2} \sum_k h_k \varphi(2x - k) \text{ with } h_k = \int_{\mathbb{R}} \varphi(x) \varphi(2x - k) dx \quad (2.6)$$

which yields that

$$\psi(x) = \sqrt{2} \sum_k g_k \varphi(2x - k) \text{ with } g_k = (-1)^k h_{1-k}.$$ (see [19,36,49]). The sequences $H = (h_k)_k$ and $G = (g_k)_k$ are called respectively the discrete low-pass and high-pass filters. They play a crucial role in
wavelet analysis of signals. Indeed, consider a signal $S$ and its approximation coefficients $a_{j,k}$ (relatively to $\varphi_{j,k}$) and details coefficients $d_{j,k}$. Using Eq. (2.6) we get for $j, k \in \mathbb{Z}$

$$a_{j,k} = \sum_l h_l a_{j+1,2k+l}, \quad d_{j,k} = \sum_l g_l a_{j+1,l+2k}$$

and

$$a_{j+1,n} = \sum_k h_{n-2k} a_{j,m} + \sum_k g_{n-2k} d_{j,m}.$$

This means that the approximation at level $j$ is obtained from the level $j+1$ by the intermediate of the filter $H$. The details at level $j$ are obtained from the level $j+1$ by the intermediate of the filter $G$. Furthermore, the approximation at the level $j+1$ may be obtained by superposing the two observations of approximation and details at the level $j$. Using these relations, a signal $S$ may be decomposed into a (splitted series) as

$$S = \sum_k a_{J,k} \varphi_{J,k} + \sum_{j=J}^{\infty} \sum_k d_{j,k} \psi_{j,k} \quad (2.7)$$

for any $J \in \mathbb{Z}$ known as the wavelet series decomposition of $S$ at the level $J$. The first sum belongs to $V_J$ and it reflects the global behavior of the signal $S$ and the second component relative to the $d_{j,k}$’s represents the details of $S$ and thus reflects the dynamic behavior of the signal. More about signal analysis with wavelets may be found in Ref. [19,36,49].

2.3. Uncertainty Principle Revisited

The uncertainty principle also known as Heisenberg’s uncertainty principle discovered in 1927 by Heisenberg in Ref. [37] and revisited next in Ref. [38] is one of the most famous and important concepts in quantum mechanics. It plays an important role in the development and understanding of quantum physics. The physical origin of uncertainty principle is related to quantum systems and states that: the determination of positions by performing measurement on the system disturbs it sufficiently to make the determination of momentum imprecise and vice-versa.

Using Fourier transform, the authors in Ref. [3] established a Stein–Weiss type inequality for the Riesz type potential generated by a Riemann–Liouville operator. Pitt’s and Beckner logarithmic uncertainty inequalities have been also proved. The same authors investigated in Ref. [4] a Hausdorff–Young inequality for the Fourier transform connected with Riemann–Liouville operator. Such inequality has been applied next to prove an entropy based uncertainty principle and a Heisenberg–Pauli–Weyl inequality (see also [44]). In Refs. [63,64], two types of uncertainty principle such as Heisenberg–Pauli–Weyl and Beurling–Hörmander have been established for the Fourier transform associated with the spherical mean operator in some local framework.

Using real wavelet transform, in Ref. [66] continuous wavelet transform associated with the spherical mean operator has been introduced yielding
a Plancherel formula as well as its inversion. Such findings have been applied next to prove an analogue of Heisenberg’s inequality for the introduced wavelet transform (see also [67,68]).

In Ref. [18] the continuous shearlet transform has been investigated to construct mother shearlet function applied next for an associated general uncertainty principle. Minimizers of such uncertainty have been also developed by means of the new wavelets.

El-Haoui et al. [27] introduced the quaternionic offset linear canonical transform and derived a relationship with the quaternion Fourier transform to establish next Plancherel like rules. These findings have been applied next to prove different uncertainty principles including Heisenberg-Weyls, Hardys, Beurlings and logarithmic ones in the case of the new framework. Recently El-Houi and Fahlaoui established in [28] several uncertainty inequalities in the real Clifford algebra $Cl(p, q)$ such as Hausdorf–Young inequality and qualitative uncertainty principles of Donoho-Stark.

In Ref. [29] expansions of signals with respect to Gabor wavelets and short time Fourier transform have been investigated. Using Heisenberg group techniques, stable iterative algorithms for signal analysis and synthesis have been developed. These algorithms have been shown to be convergent for a variety of norms. Besides, compatibility with the time-frequency localization of signals has been proved.

In Ref. [40], based on some similitude group, Hitzer introduced the local Clifford geometric algebra wavelet transform such as Clifford Gabor wavelets and proposed a generalized Clifford wavelet uncertainty principle. In Ref. [41] the same author derived a new directional uncertainty principle for quaternion valued functions by means of quaternion Fourier transformation generalized to the case of Clifford geometric algebras.

In Ref. [43] basic concepts of multivector functions and their vector derivative in geometric algebra have been introduced. Concepts of Fourier and Clifford transforms and some useful properties have been also investigated in the same framework of geometric algebras. An uncertainty principle has been next developed for many cases of Clifford wavelets and shown to be useful for signal processing.

In Ref. [42] a generalization of the Fourier transform in some Clifford geometric algebras has been extended and adopted for real Clifford geometric algebra Fourier transform. This has been applied next to define and prove the uncertainty principle for multivector functions in the new Clifford geometric algebras.

In Ref. [48] the quaternion ridgelet transform and curvelet transform associated to the quaternion Fourier transform have been investigated and applied to derive associated reconstruction formulae, reproducing kernels and uncertainty principles.

In Ref. [51] an uncertainty principle associated with the quaternion linear canonical transform has been proved by considering the fundamental relationship between such transform and the quaternion Fourier one. The new
principle has been applied to derive an inverse transform and both Parseval and Plancherel formulas associated with the quaternion linear canonical transform (see also [52,53] for the same authors and similar subject).

Mawardi and Hitzer proposed in Refs. [54–56] a construction of some Clifford-algebra-valued wavelets using the similitude groups in a special case. The new framework includes complex Gabor wavelets and extends them to multivectors Clifford Gabor wavelets. A new uncertainty principle for the Clifford Gabor wavelet transform has been proved in the new framework. Generalizations of these results have been conducted by the same authors in Ref. [57].

In Ref. [58] a right-sided quaternionic Fourier transform has been applied to establish an uncertainty principle. Such uncertainty principle has been shown to prescribe a lower bound on the product of the effective widths of quaternion-valued signals in the spatial and frequency domains. Furthermore, Gaussian quaternion signals have been shown to be the only ones minimizing the uncertainty. In Ref. [59] the continuous quaternion wavelet transform has been introduced with admissibility condition expressed by means of the right-sided quaternion Fourier transform. An application has been derived to establish a Heisenberg type uncertainty principle for the new extended wavelets.

In the same direction in Ref. [47] the linear canonical transform has been revisited and next generalized to quaternion-valued signals. Such generalization has been applied to establish an uncertainty principle in the new framework prescribing a lower bound on the product of the effective widths of quaternion-valued signals in the spatial and frequency domains. Gaussian quaternion signals have been shown here also to be the only ones minimizing the new uncertainty.

Recently Mejjaoli et al. [60] a continuous wavelet transform associated with the spherical mean operator relatively to some real parameters. Donoho-Stark and Benedicks-type uncertainty principles have been developed.

Yang et al. [77] investigated a stronger uncertainty principles in terms of covariance and absolute covariance based on Fourier transform in both directional and spatial cases for real para-vector-valued signals. Conditions of equality of the studied uncertainty principles have been discussed.

Finally, Yang and Kou [78] applied the so-called linear canonical transforms to extend the uncertainty principle for hypercomplex signals in the linear canonical transform domains. Minimizers have been shown to be Gaussian signals, which joins several works mentioned above.

Mathematically, the uncertainty principle states that a non-zero function and its Fourier transform cannot both be sharply localized. In quantum mechanics, for example, considering the position and the momentum of a particle, the uncertainty principle asserts that there is a fundamental limit to the precision with which it is possible to simultaneously know the position and the momentum of the particle. We say that these two variables are complementary.

The next theorem formally summarizes the Heisenberg’s uncertainty principle.
Theorem 2.2. (Uncertainty Principle [76]) Let $A$ and $B$ be two self-adjoint operators on a Hilbert space $X$ with domains $D(A)$ and $D(B)$ respectively and denote $[A, B] = AB - BA$ their commutator. Then

$$\|Af\|_2 \|Bf\|_2 \geq \frac{1}{2} |< [A, B] f, f >|, \forall f \in D([A, B]). \quad (2.8)$$

For more backgrounds on the uncertainty principle, its variants, Fourier and wavelet transforms on the Euclidian space $\mathbb{R}^n$ the readers may be refered also to [46,65,71,74].

3. Clifford Fourier and Clifford Wavelet Transforms

Clifford analysis constitutes an extension of harmonic analysis to higher dimensional Euclidean spaces. Signals and/or time series in the real case are extended to analytic ones in complex analysis. Furthermore these are extended to mongenic signals in Clifford case. These extensions are provided with corresponding tranforms such as Fourier one. See [1,2,5–9,12–14,21–23].

In this section we propose to review some basic concepts of the Clifford Fourier transform. Fore more details we may refer to [31] and [45]. The Clifford Fourier transform of a Clifford-valued function $f \in L^1 \cap L^2(\mathbb{R}^n, dV(x))$ is

$$\mathcal{F} [f](\xi) = \hat{f}(\xi) = \frac{1}{(2\pi)^{\frac{n}{2}}} \int_{\mathbb{R}^n} e^{-i<x, \xi>} f(x) dV(x).$$

It is an invertible transform and its inverse is

$$\mathcal{F}^{-1} [f](x) = \frac{1}{(2\pi)^{\frac{n}{2}}} \int_{\mathbb{R}^n} e^{i<x, \xi>} \hat{f}(\xi) dV(\xi).$$

In the sequel, we shall use the two operators 

$$A_k f(x) = x_k f(x) \quad \text{and} \quad B_k f(x) = \partial_{x_k} f(x), \quad k = 1, 2, \ldots, n.$$ 

Using Theorem 2.2, we obtain

$$\|A_k f\|_{L^2(\mathbb{R}^n, dV(x))} \|B_k f\|_{L^2(\mathbb{R}^n, dV(x))} \geq \frac{1}{2} |< [A_k, B_k] f, f >|,$$

which reads otherwise as

$$\|x_k f\|_{L^2(\mathbb{R}^n, dV(x))} \|\xi_k \hat{f}\|_{L^2(\mathbb{R}^n, dV(x))} \geq \frac{1}{2} \|f\|^2_{L^2(\mathbb{R}^n, dV(x))}. \quad (3.1)$$

In the sequel we introduce the concept of the Clifford wavelet transform and some of its important properties to be used later. In this context, a function $\psi \in L^1 \cap L^2(\mathbb{R}^n, dV(x))$ will be considered as a Clifford mother wavelet. To join the admissibility assumptions in the case of wavelets on $\mathbb{R}$, here-also we assume that

- $\psi$ is a Clifford-algebra-valued function.
- $\hat{\psi}(\xi) \left[\hat{\psi}(\xi)\right]^{\dagger}$ is scalar.
- $A_\psi = (2\pi)^n \int_{\mathbb{R}^n} \frac{\hat{\psi}(\xi) \left[\hat{\psi}(\xi)\right]^{\dagger}}{|\xi|^n} dV(\xi) < \infty$. 
For \((a, b, s) \in \mathbb{R}_+ \times \mathbb{R}^n \times Spin(n),\) we denote
\[
\psi^{a,b,s}(x) = \frac{1}{a^{n/2}} s \psi \left( \frac{b \cdot s - x}{a} \right) s.
\]
It holds in fact that these copies are also admissible and that
\[
A_{\psi^{a,b,s}} = \frac{a^{n/2}}{(2\pi)^n} A_{\psi} < \infty.
\]

**Proposition 3.1.** The set \(\{\psi^{a,b,s}, a > 0, b \in \mathbb{R}^n, s \in Spin(n)\}\) is dense in the space \(L^2(\mathbb{R}^n, dV(x))\).

**Proof.** Let \(f\) be an analyzed function such that
\[
<\psi^{a,b,s}, f >_{L^2(\mathbb{R}^n, dV)} = 0, \forall a > 0, b \in \mathbb{R}^n \text{ and } s \in Spin(n).
\]
We shall prove that \(f = 0\). Due to the Parseval identity of the Clifford Fourier transform, we obtain
\[
<\psi^{a,b,s}, f >_{L^2(\mathbb{R}^n, dV)} = <\hat{\psi}^{a,b,s}, \hat{f} >_{L^2(\mathbb{R}^n, dV)} = 0.
\]
Since,
\[
<\psi^{a,b,s}, f >_{L^2(\mathbb{R}^n, dV)} = a^{n/2} \int_{\mathbb{R}^n} e^{i \cdot b \cdot \xi} \left[ \hat{\psi}(a \xi s) \right]^\dagger \bar{s} \hat{f}(\xi) dV(\xi),
\]
then,
\[
s \left[ \hat{\psi}(a \xi s) \right]^\dagger \bar{s} \hat{f}(\xi) = 0.
\]
Recall now that for a fixed \(\xi \neq 0\) in \(\mathbb{R}^n\),
\[
\{a \xi s, a > 0 \text{ and } s \in Spin(n)\} = \mathbb{R}^n.
\]
It results that
\[
\hat{f} = 0 \quad \text{and} \quad f \equiv 0.
\]

**Definition 3.2.** (Clifford Wavelet Transform) The Clifford wavelet transform of an analyzed function \(f \in L^2(\mathbb{R}^n, dV(x))\) with respect to the mother wavelet \(\psi\) is
\[
T_\psi[f](a, b, s) = \int_{\mathbb{R}^n} \left[ \psi^{a,b,s}(x) \right]^\dagger f(x) dV(x).
\]

**Definition 3.3.** (Inner product relation) Let \(\mathcal{H}_\psi = \{T_\psi[f], f \in L^2(\mathbb{R}^n, dV(x))\}\) be the image of \(L^2(\mathbb{R}^n, dV(x))\) relatively to the operator \(T_\psi\). We define the inner product by
\[
[T_\psi[f], T_\psi[g]] = \frac{1}{A_\psi} \int_{Spin(n)} \int_{\mathbb{R}^n} \int_{\mathbb{R}_+} (T_\psi[f](a, b, s))^\dagger T_\psi[g](a, b, s) \frac{da}{a^{n+1}} dV(b) ds
\]
where \(ds\) stands for the Haar measure on \(Spin(n)\).

**Proposition 3.4.** \(T_\psi : L^2(\mathbb{R}^n, dV(x)) \rightarrow \mathcal{H}_\psi\) is an isometry.
Proof. We have to show that

$$[T_\psi [f], T_\psi [g]] = \langle f, g \rangle_{L^2(\mathbb{R}^n, dV(x))}.$$  \hfill (3.2)

Put

$$\Phi_\psi(a, s, \xi) [f] (-b) = \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi f(\xi) (-b)$$

and similarly

$$\Phi_\psi(a, s, \xi) [g] (-b) = \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi g(\xi) (-b).$$

Hence we obtain

$$T_\psi [f] (a, b, s) = a^{\frac{n}{2}} s (2\pi)^{\frac{n}{2}} \Phi_\psi(a, \xi, s) [f] (-b)$$

and

$$T_\psi [g] (a, b, s) = a^{\frac{n}{2}} s (2\pi)^{\frac{n}{2}} \Phi_\psi(a, \xi, s) [g] (-b).$$

Applying Parseval formula we get

$$\langle \Phi_\psi(a, \cdot, s) [f], \Phi_\psi(a, \cdot, s) [g] \rangle = \langle \Phi_\psi(a, \cdot, s) [f], \Phi_\psi(a, \cdot, s) [g] \rangle.$$

Next,

$$[T_\psi [f], T_\psi [g]]$$

$$= \frac{1}{(2\pi)^n A_\psi} \int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \left\{ \int_{\mathbb{R}^n} \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi f(\xi) \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi g(\xi) dV(\xi) \right\} \frac{da}{a} ds$$

$$= \frac{1}{(2\pi)^n A_\psi} \int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \left\{ \int_{\mathbb{R}^n} \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi f(\xi) \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi g(\xi) dV(\xi) \right\} \frac{da}{a} ds$$

$$= \frac{1}{(2\pi)^n A_\psi} \int_{\mathbb{R}^n} \left[ \hat{f}(\xi) \right]^\dagger \left\{ \int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi \frac{da}{a} ds \right\} \pi g(\xi) dV(\xi).$$

Observing now that

$$\int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \left[ \hat{\psi}(a \xi s) \right]^\dagger \pi \frac{da}{a} ds = \frac{A_\psi}{(2\pi)^n},$$ \hfill (3.3)

we get immediately

$$[T_\psi [f], T_\psi [g]] = \frac{1}{(2\pi)^n A_\psi} \int_{\mathbb{R}^n} \left[ \hat{f}(\xi) \right]^\dagger \left\{ \int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \Gamma(t, \nu) dS(\nu) \frac{da}{t} \right\} \pi g(\xi) dV(\xi).$$
where we denoted Ω(t, ν) = \( \hat{\psi}(t\nu) [\hat{\psi}(t\nu)]^\dagger \). Otherwise, by taking \( u = t\nu \), we obtain

\[
[T_\psi [f], T_\psi [g]] = \frac{1}{(2\pi)^n A_\psi} \int_{\mathbb{R}^n} \left[ \hat{f}(\xi) \right]^\dagger \int_{\mathbb{R}^n} \frac{\hat{\psi}(u) [\hat{\psi}(u)]^\dagger}{|u|^n} dV(u) \hat{g}(\xi) dV(\xi)
\]

\[
= \int_{\mathbb{R}^n} \left[ \hat{f}(\xi) \right]^\dagger \hat{g}(\xi) dV(\xi)
\]

\[
= <\hat{f}, \hat{g}>
\]

(3.4)

As a result we get

\[
\int_{Spin(n) \mathbb{R}^n} \int_{\mathbb{R}_+} \|T_\psi [f] (a, b, s)\|^2 \frac{da}{a^{n+1}} dV(b) ds = A_\psi \|f\|^2_2.
\]

(3.5)

□

As a result of the last proposition and as in the real case, we have here a Clifford wavelet reconstruction formula.

**Proposition 3.5.** For all \( f \in L^2(\mathbb{R}^n, dV(x)) \) we have

\[
f(x) = \frac{1}{A_\psi} \int_{Spin(n) \mathbb{R}^n} \int_{\mathbb{R}_+} \int_{\mathbb{R}^n} \psi^{a,b,s}(x) T_\psi [f] (a, b, s) \frac{da}{a^{n+1}} dV(b) ds.
\]

4. Clifford Wavelet Uncertainty Principle

In this section, we establish and prove the Heisenberg uncertainty principle for the Clifford wavelet transform. Backgrounds may be found in Ref. [59].

**Theorem 4.1.** Let \( \psi \in L^2(\mathbb{R}^n, dV(x)) \) be an admissible Clifford mother wavelet. Then for \( f \in L^2(\mathbb{R}^n, dV(x)) \) the following inequality holds

\[
\left( \int_{Spin(n) \mathbb{R}^n} \int_{\mathbb{R}_+} \|b_k T [f] (a, \cdot, s)\|^2 \frac{da}{a^{n+1}} ds \right)^{\frac{1}{2}} \|\xi_k \hat{f}\|_2 \geq \frac{(2\pi)^{\frac{n}{2}}}{2} \sqrt{A_\psi} \|f\|^2_2,
\]

(4.1)

where \( k = 1, 2, \ldots, n \).

To prove this result we need the following lemma.

**Lemma 4.2.**

\[
\int_{Spin(n) \mathbb{R}^n} \int_{\mathbb{R}_+} \int_{\mathbb{R}^n} |\xi_k \hat{T}[f](a, \xi, s)|^2 dV(\xi) \frac{da}{a^{n+1}} ds = \frac{A_\psi}{(2\pi)^n} \|\xi_k \hat{f}\|^2_2.
\]
Proof. As \( \hat{\psi}^\alpha \hat{b} s(\xi) = a^2 \dot{e}^{-i\hat{b} \hat{\xi} s} \hat{\psi}(a \bar{s} \xi s) \bar{s} \), we get

\[
T[f](a, \bar{b}, s) = a^2 \mathcal{F}^{-1} \left[ \bar{s} \left( \hat{\psi}(a \bar{s} \xi s) \right)^\dagger \right] (b)
\]

and

\[
\hat{T}[f](a, \xi, s) = a^2 \bar{s} \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger s \hat{f}(\xi). \tag{4.2}
\]

Therefore,

\[
\int_{\mathbb{R}^n} \left| \xi_k \hat{T}[f](a, \xi, s) \right|^2 dV(\xi) \tag{4.3}
\]

\[
= \int_{\mathbb{R}^n} \left| \xi_k a^2 \bar{s} \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger s \hat{f}(\xi) \right|^2 dV(\xi)
\]

\[
= \int_{\mathbb{R}^n} \xi_k a^2 \bar{s} \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger s \hat{f}(\xi) \left\{ \xi_k a^2 \bar{s} \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger s \hat{f}(\xi) \right\}^\dagger dV(\xi)
\]

\[
= \int_{\mathbb{R}^n} \xi_k^2 a^n \bar{s} \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger s \hat{f}(\xi) \left\{ \bar{s} \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger s \hat{f}(\xi) \right\}^\dagger dV(\xi)
\]

\[
= \int_{\mathbb{R}^n} \xi_k^2 a^n \left\{ \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger \hat{\psi}(a \bar{s} \xi s) \right\} \left\{ \hat{f}(\xi) \left[ \hat{f}(\xi) \right]^\dagger \right\} dV(\xi). \tag{4.4}
\]

Recall next that whenever \( s \in \text{Spin}(n) \), \( s = \omega_1 \omega_2 \cdots \omega_{2l} \) for some \( l \in \mathbb{N} \) with \( \omega_j^2 = -1 \) we get

\[
s \bar{s} = \omega_2 \omega_{2l-1} \cdots \omega_1 \omega_2 \cdots \omega_{2l} = (-1)^{2l} = 1.
\]

Consequently, using (4.4) we obtain

\[
\int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \int \left| \xi_k \hat{T}[f](a, \xi, s) \right|^2 dV(\xi) \frac{da}{a^{n+1}} ds
\]

\[
= \int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \int \xi_k^2 a^n \left\{ \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger \hat{\psi}(a \bar{s} \xi s) \right\} \left\{ \hat{f}(\xi) \left[ \hat{f}(\xi) \right]^\dagger \right\} dV(\xi) \frac{da}{a^{n+1}} ds
\]

\[
= \int_{\text{Spin}(n)} \int_{\mathbb{R}^n} \int \xi_k^2 \left\{ \left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger \hat{\psi}(a \bar{s} \xi s) \right\} \left\{ \hat{f}(\xi) \left[ \hat{f}(\xi) \right]^\dagger \right\} dV(\xi) \frac{da}{a} ds
\]

\[
= \int_{\mathbb{R}^n} \left\{ \int_{\text{Spin}(n)} \int \frac{\left[ \hat{\psi}(a \bar{s} \xi s) \right]^\dagger \hat{\psi}(a \bar{s} \xi s)}{a} dV(\xi) \right\} \xi_k \left\{ \hat{f}(\xi) \left[ \hat{f}(\xi) \right]^\dagger \right\} dV(\xi).
\]
Using (3.3), we obtain
\[\int_{\text{Spin}(n) \times \mathbb{R}_+} \left\| \xi_k \hat{T}[f](a, \xi, s) \right\|^2 dV(\xi) \frac{da}{a^{n+1}} ds = \frac{A_\psi}{(2\pi)^n} \left\| \xi_k \hat{f} \right\|^2_2.\]

\[\square\]

**Proof of Theorem 4.1.** Using (3.1) and setting \( \mathbf{x} = \mathbf{b} \in \mathbb{R}^n \), we deduce that
\[\| b_k T[f](a, \cdot, s) \|_2 \left\| \xi_k \hat{T}[f](a, \cdot, s) \right\|_2 \geq \frac{1}{2} \| T[f](a, \cdot, s) \|_2^2.\]

Therefore
\[\int_{\text{Spin}(n) \times \mathbb{R}_+} \| b_k T[f](a, \cdot, s) \|_2 \left\| \xi_k \hat{T}[f](a, \cdot, s) \right\|_2 \frac{da}{a^{n+1}} ds \geq \frac{1}{2} \int_{\text{Spin}(n) \times \mathbb{R}_+} \| T[f](a, \cdot, s) \|_2^2 \frac{da}{a^{n+1}} ds.\]

According to the Cauchy–Schwartz inequality (2.2), it follows that
\[\int_{\text{Spin}(n) \times \mathbb{R}_+} \| b_k T[f](a, \cdot, s) \|_2^2 \frac{da}{a^{n+1}} ds \times \int_{\text{Spin}(n) \times \mathbb{R}_+} \left\| \xi_k \hat{T}[f](a, \cdot, s) \right\|^2_2 \frac{da}{a^{n+1}} ds \geq \left( \frac{1}{2} \int_{\text{Spin}(n) \times \mathbb{R}_+ \times \mathbb{R}^n} \| T[f](a, \mathbf{b}, s) \|^2 dV(\mathbf{b}) \frac{da}{a^{n+1}} ds \right)^2. \quad (4.5)\]

Now, using Lemma 4.2 and the fact that the wavelet-transform is an isometry, we get from (3.5)
\[\int_{\text{Spin}(n) \times \mathbb{R}_+ \times \mathbb{R}^n} (T_\psi[f](a, \mathbf{b}, s))^2 \frac{da}{a^{n+1}} dV(\mathbf{b}) ds = A_\psi \| f \|_2^2.\]

The inequality (4.5) becomes
\[\left( \int_{\text{Spin}(n) \times \mathbb{R}_+} \| b_k T[f](a, \cdot, s) \|_2^2 \frac{da}{a^{n+1}} ds \right)^{\frac{1}{2}} \times \left( \frac{A_\psi}{(2\pi)^n} \left\| \xi_k \hat{f} \right\|^2_2 \right)^{\frac{1}{2}} \geq \frac{1}{2} A_\psi \| f \|_2^2. \quad (4.6)\]

Hence, we obtain
\[\left( \int_{\text{Spin}(n) \times \mathbb{R}_+} \| b_k T[f](a, \cdot, s) \|_2^2 \frac{da}{a^{n+1}} ds \right)^{\frac{1}{2}} \left\| \xi_k \hat{f} \right\|_2 \geq \frac{(2\pi)^{\frac{n}{2}}}{2} \sqrt{A_\psi} \| f \|_2. \quad (4.7)\]

\[\square\]
5. Conclusion

In this paper, an uncertainty principle associated with the continuous wavelet transform in the Clifford algebra’s settings has been formulated and proved. Starting from the definition of real Clifford algebra and the real continuous wavelet transform, we have presented a continuous Clifford wavelet transform, displayed its properties and formulated an associated uncertainty principle.
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