Parametric Bootstrap Methods for Estimating Model Parameters of Non-homogeneous Gamma Process
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Abstract  
Non-Homogeneous Gamma Process (NHGP) is characterized by an arbitrary trend function and a gamma renewal distribution. In this paper, we estimate the confidence intervals of model parameters of NHGP via two parametric bootstrap methods: simulation-based approach and re-sampling-based approach. For each bootstrap method, we apply three methods to construct the confidence intervals. Through simulation experiments, we investigate each parametric bootstrapping and each construction method of confidence intervals in terms of the estimation accuracy. Finally, we find the best combination to estimate the model parameters in trend function and gamma renewal distribution in NHGP.
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1. Introduction  
In various fields of reliability engineering, stochastic point processes are used to describe probabilistic behavior of the cumulative number of events occurred as time goes by (see Meeker and Escobar, 1998). For example, the occurrence of failures in repairable systems or the detection of faults in software testing are often modeled by representative stochastic point processes. By applying stochastic point processes to various situations, we can derive some important measures quantitatively, such as mean time between failures for repairable systems or software reliability for software products. The most important issue for applying them is to statistically estimate the model parameters which characterize the stochastic point process in order to evaluate the quantitative measures.

In general, statistical estimation can be classified into point estimation and interval estimation. The former estimates model parameters or reliability measures as numeric values. However, since these model parameters have to be estimated based on the limited information such as failure data observed in a specific period, the estimators of model parameters always include the estimation errors. Thus, different failure time data may often result different model parameters, and these may not guarantee any confidence of the model parameters estimated by means of the point estimation. The interval estimation is more suitable, and the confidence intervals of model parameters will give the statistically significant information because the resulting estimates of model parameters or reliability measures are given by confidence regions. A lot of existing works on interval estimation of model parameters for representative stochastic point processes have
been reported in the field of software reliability. Yamada and Osaki (1985), Joe (1989), van Pul (1992), Zhao and Xie (1996) gave asymptotically approximate confidence intervals of model parameters for specific Non-Homogeneous Poisson Process (NHPP)-based software reliability models (SRMs). Okamura et al. (2007) developed variational approaches to approximate the confidence interval of model parameters from the both viewpoints of frequentist and Bayesian methods. In this way, considerable attention has been paid to perform the interval estimation of model parameters of NHPP.

In this paper, we propose interval estimation methods of model parameters for a more generalized stochastic point process. Non-Homogeneous Gamma Process (NHGP) were proposed by Berman (1981) as a kind of generalized stochastic point process of NHPP. Later, software reliability models based on NHGP was considered by Ishii and Dohi (2008). In their work, the parameter estimation of models was done in accordance with the common maximum likelihood principle. Furthermore, Saito and Dohi (2015) extended NHGP-based SRMs from both viewpoints of modeling and parameter estimation, and developed a non-parametric maximum likelihood estimation method. In these existing works, the authors focused on only the point estimation of model parameters or software reliability measures. In fact, interval estimation of model parameters or several reliability measures for an NHGP is much more difficult in the sense of analytics than the point estimation in the maximum likelihood estimation framework. To our best knowledge, the bootstrap method is a straightforward but the most effective method to calculate the confidence regions in such cases. For the NHPP case, some authors try to perform interval estimations of complex estimators via bootstrap methods (see Croteau et al., 2005; Kaneishi and Dohi, 2011; Léger and Cléroux, 1992; Tokumoto et al., 2014). We aim to derive approximately the probability distributions of statistical estimators of model parameters using parametric bootstrap methods, and calculate the two-sided confidence intervals of model parameters for NHGP. Once the probability distribution of an estimator of model parameters is given, we can obtain the complex estimators such as some reliability measures easily with bootstrap method.

In this paper, we consider a simple estimation problem of model parameters in NHGP and introduce two parametric bootstrap methods with three construction methods of confidence intervals. The estimator distributions are obtained, and the best combination of bootstrapping and construction methods is investigated through simulation experiments.

The rest of the paper is organized as follows. In Section 2, we describe the failure model by an NHGP. Section 3 discusses two parametric bootstrap methods and three construction methods of confidence intervals. In Section 4, we show simple numerical examples through simulation experiments. Finally, concluding remarks are made in Section 5.

2. Non-Homogeneous Gamma Process
2.1 Model Description
Non-Homogeneous Gamma Process (NHGP) is introduced by Berman (1981) and well known as a generalized point process of Non-Homogeneous Poisson Process (NHPP). In the NHPP case, \( A(T_{i+1}) - A(T_i) \) \((i = 0, 1, \ldots, n)\) are independent and identically distributed (i.i.d.) random variables following the exponential distribution with unit scale parameter, where \( A(t) \) is the mean value function of an NHPP and \( T_i \) \((i = 0, 1, \ldots, n)\) are the event occurrence times (random variables). Without any loss of generality, \( T_0 = A(T_0) = 0 \) is assumed. In other words, the NHPP possesses the time-scale transform, i.e., the random variable \( A(T_i) \) \((i = 1, 2, \ldots, n)\) can be regarded as a sample from a Homogeneous Poisson Process (HPP) with unit failure
intensity $\lambda(t) = 1$ for all $t \geq 0$, where $\Lambda(t) = \int_0^t \lambda(x)dx$.

On the other hand, in the case of NHGP, the random variables $\Lambda(T_{i+1}) - \Lambda(T_i)$ are characterized by the Stieltjes convolution of exponential distributions with unit scale parameter, and obey the independent and identically gamma probability density functions with shape parameter $\kappa$ and unit scale parameter:

$$g(t) = \frac{t^{\kappa-1}\exp(-t)}{\Gamma(\kappa)}$$

where $\Gamma(\cdot)$ denotes the standard gamma function. In other words, $\Lambda(T_{i+1}) - \Lambda(T_i)$ follow a renewal process having the gamma renewal density $g(t)$ with shape parameter $\kappa$ and unit scale parameter. That is, Berman (1981) considers a situation where there are $\kappa(>0)$ NHPPs with same failure intensity function $\lambda(t)$ and represents probabilistic events to occur when every successive $\kappa$th event of the underlying NHPP is observed. For the background, Berman (1981) supposed that the shape parameter $\kappa$ is an unknown integer-valued parameter. However, it is not necessary to limit shape parameter $\kappa$ to be an integer-value. Hence, we assume the shape parameter $\kappa$ as an unknown real-valued parameter which has to be estimated from the event count time data. In the case of $\kappa > 1$, the system after the repair is improved in better condition than that before the failures occur, and the larger $\kappa$ indicates the larger improvement effect. On the other hand, if $\kappa < 1$, then the system after the repair gets in worse condition than that before the repair of failures.

By taking the inverse time-scale transform of $\Lambda(t)$, the NHGP sequence $T_i$ is given. Let $\zeta(t \mid H_{t-})$ be the conditional intensity function of NHGP at time $t$, where $H_{t-}$ denotes the history of $N(t)$ up to, but not including time $t$. The intensity function of an NHGP depends on the past history of events and is no longer deterministic except for $\kappa = 1$. When $\kappa = 1$, it is evident that the conditional intensity function of NHGP reduces to the intensity function of NHPP, say, $\zeta(t \mid H_{t-}) = \lambda(t)$ which is deterministic. On the other hand, when $\kappa \neq 1$, the intensity function of the NHGP may be stochastic. To avoid confusion, $\lambda(t)$ is called the trend function for the NHGP to distinguish the intensity function for the NHPP in the latter discussion. Furthermore, $\Lambda(t) = \int_0^t \lambda(x)dx$ is called the cumulative trend function for an NHGP which is equivalent to the mean value function for an NHPP when $\kappa = 1$, since the cumulative trend function $\Lambda(t)$ does not always represent the mean value function of NHGP, $E[N(t)]$ (see Lindqvist et al., 2003). On the other hand, when $\kappa \neq 1$, the system after repair would not be as same as it was just before the failure. In fact, an NHGP can represent two representative aging properties in the same model, called minimal repair property ($\kappa = 1$) and major repair property ($\lambda(t) = \rho$) in the common reliability engineering (see Kijima, 1989). More precisely, if we assume the trend function to be a constant ($\lambda(t) = \rho$), then the NHGP is reduced to a gamma renewal process with the gamma renewal distribution with shape parameter $\kappa$ and scale parameter $\rho$. Therefore, the trend function $\lambda(t)$ or the cumulative trend function $\Lambda(t)$ characterizes the NHGP as a non-stationary stochastic point process. We illustrate a schematic behavior of the conditional intensity function of NHGP in Fig. 1, where the jump size at each failure time $t_i$ ($i = 1, 2, \ldots, n$) in the case of $\kappa \neq 1$ depends on the kinds of trend function.
2.2 Maximum Likelihood Estimation of Model Parameters

Suppose that \( n \) failure times \( t_i \) \( (i = 1, 2, \cdots, n) \) are observed from the time \( t = 0 \) to the last data point \( t = t_n \), where \( t_i \) \( (i = 1, 2, \cdots, n) \) are realizations of \( T_i \) \( (i = 1, 2, \cdots, n) \). Then, the likelihood function of the NHGP is given by (see Berman, 1981)

\[
L_F = \prod_{i=1}^{n} \{ g(\Lambda(t_i) - \Lambda(t_{i-1})) \cdot \lambda(t_i) \} \tag{2}
\]

By taking the logarithm of both sides in Eq.(2), we get the log-likelihood function of NHGP:

\[
LLF = \sum_{i=1}^{n} (\log g(\Lambda(t_i) - \Lambda(t_{i-1})) + \log(\lambda(t_i))) \tag{3}
\]

where \( t_0 = \Lambda(t_0) = 0 \). For easy understanding, we assume the power law type trend function in the following argument:

\[
\lambda(t) = \alpha \beta t^{\beta - 1} \tag{4}
\]

for \( 0 < \alpha < \infty, 0 < \beta < \infty \). In this case, the log-likelihood function of NHGP can be rewritten by

\[
LLF = \sum_{i=1}^{n} \left( (\kappa - 1) \log \alpha \left( t_i^\beta - t_{i-1}^\beta \right) + \log \left( \alpha \beta t_i^{\beta - 1} \right) \right) - \alpha \beta t_n^{\beta} - n \log(\Gamma(\kappa)) \tag{5}
\]

From this result, we can get Maximum Likelihood (ML) estimates of model parameters \( (\hat{\alpha}, \hat{\beta}, \hat{\kappa}) \) which maximize the log-likelihood function in Eq.(5) simultaneously. Therefore, once we select the trend function \( \lambda(t) \), or equivalently the cumulative trend function \( \Lambda(t) \), we can estimate all model parameters in the NHGP. It should be noted that Eq.(5) is reduced to the log-likelihood function of NHPP having power law type trend function when \( \kappa = 1 \). Therefore, it can be said that the NHPP is completely included in the NHGP as a special case. Also, our proposed method can be applied to an NHGP having the arbitrary trend function.
3. Interval Estimation

3.1 Parametric Bootstrap Methods

In the above case, the resulting ML estimate is based on a fixed sample of failure time data \( t_1, t_2, \ldots, t_n \) and may involve the estimation error. That is, we cannot consider the uncertainty of the estimator as a random variable. It can be said that the interval estimation is more suitable in order to take account of uncertainty of estimation results. Unfortunately, the method to derive analytically the interval estimates of model parameters in an arbitrary NHGP has not been proposed yet. Instead of deriving confidence intervals analytically, we consider a statistical estimation via parametric bootstrap method and derive the probability distribution of estimators of model parameters in the NHGP. The bootstrap method is a representative statistical approach to replicate several failure time data sets from original failure time data \( t_1, t_2, \ldots, t_n \) (see Efron, 1979). It is well known that the bootstrap method can be used to the cases of i.i.d. sample and NHPP sample. In this paper, the same ideas are applied to calculate some confidence intervals of the NHGP’s model parameters. The generated failure time data sets are called the bootstrap samples. For the parameter estimation of NHGP with failure time data, we generate \( m (> 0) \) bootstrap samples from original failure time data \( t_1, t_2, \ldots, t_n \) and obtain \( m \) ML estimates of model parameters of the trend function and of the gamma renewal distribution. In detail, we propose two bootstrap methods; simulation-based method and re-sampling-based method, to replicate the bootstrap samples as follows.

Method (i) Simulation-based method (BS1): First, we estimate model parameters of NHGP with original failure time data \( t_1, t_2, \ldots, t_n \). With the resulting ML estimates \((\hat{\alpha}, \hat{\beta}, \hat{\kappa})\) of parameters of the trend function and the gamma distribution, we generate bootstrap samples \( t_{h,i}^* \) at \( h \)-th simulation which follow an NHGP, where \( h = 1, 2, \ldots, m \) and \( i = 1, 2, \ldots, n_h \). We decide the number of bootstrap samples at \( h \)-th simulation, \( n_h \), so that \( t_{h,n_h}^* < t_n \) holds. It is known that each time-scale transform interval \( \tilde{\lambda}(t_{h,i}^*) - \tilde{\lambda}(t_{h,i-1}^*) = \hat{\alpha} \left( t_{h,i}^* \hat{\beta} - t_{h,i-1}^* \hat{\beta} \right) \) is an i.i.d. sample from the gamma distribution function \( G(x) = \int_0^x g(s)ds \). Hence, the resulting bootstrap samples are given in the following algorithm:

- Generate pseudo random numbers \( z_i^* (i = 1, 2, \ldots, n_h) \) which obey a gamma distribution function having the shape parameter \( \hat{\kappa} \) and unit scale parameter, and derive \( w_i^* = \sum_{j=1}^i z_j^* \).
- Using the inverse function of the cumulative trend function, we derive \( t_i^* = \tilde{\lambda}^{-1}(w_i^*) \).
- Repeat these steps \( m \) times, and generate \( m \) sets of bootstrap samples.

Method (ii) Re-sampling-based method (BS2): We sample \( n \) failure time data with replacement randomly from the original data \( t_1, t_2, \ldots, t_n \) and omit the tied data. We obtain \( m \) ML estimates of model parameters with bootstrap samples \( t_{h,i}^* (i = 1, 2, \ldots, n_h; h = 1, 2, \ldots, m) \) obtained by the re-sampling technique, where \( n_h \) is decided by the size of tied data.

3.2 Construction Method of Confidence Intervals

We estimate \( m \) ML estimates \( \hat{\theta}_h (h = 1, 2, \ldots, m) \) based on the bootstrap samples. From these estimates of model parameter, we derive the ordered statistics of parameter estimates by \( -\infty = \hat{\theta}_{(0)} \leq \hat{\theta}_{(1)} \leq \cdots \leq \hat{\theta}_{(m)} \), and regard it as the complete sample from the random variable.
The basic idea comes from normal approximation. If there exists the cumulative distribution function (c.d.f.) of \( \hat{\theta} \), the empirical distribution function \( F_e(\hat{\theta}) \) corresponding to the sample estimates \( \hat{\theta}_{(h)} \) (\( h = 0, 1, \cdots, m \)) is given by

\[
F_e(\hat{\theta}) = \begin{cases} \frac{h}{m}, & \hat{\theta}_{(h)} \leq \hat{\theta} \leq \hat{\theta}_{(h+1)} \\ 1, & \hat{\theta}_{(m)} \leq \hat{\theta}. \end{cases}
\]  

It is well known that the above empirical distribution function approaches to the real (but unknown) c.d.f. of the ML estimator (random variable) \( \hat{\theta} \) as \( m \to \infty \) and is strongly consistent. From the empirical distribution function of \( \hat{\theta} \), we can obtain not only the bootstrap sample mean \( \mathbb{E}[\hat{\theta}] = \bar{\theta} \) and its higher moments, but also the confidence intervals with significance level \( p \).

For the model parameter \( \theta \), let \( \hat{\theta}_{(1-p)/2} \) and \( \hat{\theta}_{(1+p)/2} \) be the lower and upper limits of two-sided 100\( p \)% confidence interval with significance level \( p \). As a simplest case, the confidence interval of \( \hat{\theta} \) can be defined by the quantile of Eq.(6). That is, the two-sided 100\( p \)% confidence interval is given by

\[
\left[ \hat{\theta}_{(1-p)/2}, \hat{\theta}_{(1+p)/2} \right] = [\hat{\theta}(h_l), \hat{\theta}(h_u)]
\]  

where \( h_l \) and \( h_u \) indicate the numbers of replication order of \( \hat{\theta}_{(h)} \) satisfying \( F_e(\hat{\theta}(h_l)) = (1 - p)/2 \) and \( F_e(\hat{\theta}(h_u)) = (1 + p)/2 \), respectively. The above confidence interval is called the Percentile Confidence Interval (PCI).

It should be noted that PCI strongly depends on the number of replication \( m \). In other words, we need to replicate a sufficiently large \( m \) to guarantee the convergence. However, the computational cost of the corresponding bootstrap method will be rather costly. In fact, it is known that the bootstrap method works well when the sample size is large enough, because the coverage probability of bootstrap confidence intervals asymptotically converges to the nominal level. For such a limitation, two alternative techniques to approximate the confidence intervals are introduced in this paper.

**Approximate CI-1 (ACI-1):** In this method, the basic idea comes from normal approximation. Suppose that the estimator distribution of model parameter \( \hat{\theta} \) can be approximated by a normal distribution. Then, the two-sided 100\( p \)% confidence interval is given by

\[
\left[ \hat{\theta}_{(1-p)/2}, \hat{\theta}_{(1+p)/2} \right] = \left[ \bar{\theta} - z_{(1-p)/2} \sqrt{\text{Var}[\hat{\theta}]}, \bar{\theta} + z_{(1-p)/2} \sqrt{\text{Var}[\hat{\theta}]} \right]
\]  

where \( z_{(1-p)/2} \) is the \( (1 - p)/2 \)-quantile of the standard normal distribution, and \( \text{Var}[\hat{\theta}] \) is the variance of bootstrap samples. The above confidence interval is called the approximate confidence interval-1 (ACI-1) in this paper.

**Approximate CI-2 (ACI-2):** When the assumption of normality is suspected for the probability distribution of \( \hat{\theta} \), it is appropriate to approximate by the distribution of bootstrap statistics \( \hat{\theta} - \hat{\theta} \). In this case, the lower and upper quantile points of the distribution for \( \hat{\theta} - \hat{\theta} \) are given by
\[ \phi(1-p)/2 = \hat{\theta}_{(h_L)} - \hat{\theta} \quad \text{and} \quad \phi(1+p)/2 = \hat{\theta}_{(h_U)} - \hat{\theta}, \] respectively. Then, the quantile points satisfy
\[ p = \Pr\left( \phi(1-p)/2 < \bar{\theta} < \phi(1+p)/2 \right) = \Pr\left( \bar{\theta} - \phi(1+p)/2 < \bar{\theta} < \bar{\theta} - \phi(1-p)/2 \right) \tag{9} \]
which denotes the two-sided 100p\% confidence interval of \( \bar{\theta} \). Hence, we obtain
\[ \left[ \hat{\theta}_{(1-p)/2}, \hat{\theta}_{(1+p)/2} \right] = \left[ \bar{\theta} - (\hat{\theta}_{(h_U)} - \bar{\theta}), \bar{\theta} - (\hat{\theta}_{(h_L)} - \bar{\theta}) \right] \]
\[ = \left[ 2\bar{\theta} - \hat{\theta}_{(h_U)}, 2\bar{\theta} - \hat{\theta}_{(h_L)} \right]. \tag{10} \]
The above confidence interval is called the approximate confidence interval-2 (ACI-2) in this paper.

4. Simulation Experiment
Suppose the non-homogeneous gamma process having a power law type trend function with \((\alpha, \beta) = (50, 3)\), and a gamma renewal distribution with unit scale parameter and shape parameter \( \kappa = 2 \) to generate the original failure time data in our simulation experiments. We choose four representative sample paths as original failure time data which are described in Fig. 2 and apply two bootstrap methods to generate \( m = 2,000 \) bootstrap samples. DS1 indicates the case of somewhat larger cumulative number of failures than the mean value function of the true model. DS2 fits best the true mean value function. DS3 represents the smaller trend than the true model. Finally, DS4 shows an S-shaped curve around the true mean value function. The ML estimates for respective data sets are given in Table 1. From this table, we can know that ML estimates of parameters \( \alpha \) and \( \beta \) in DS2 take closest values to the real ones. However, focusing on the parameter in the gamma renewal distribution, the shape parameter \( \kappa \) in DS3 is nearest to the real value.

![Fig. 2. Simulation data set](image-url)
Table 1. The ML estimates of model parameters for four data sets

|     | α    | β    | κ    |
|-----|------|------|------|
| DS1 | 72.21| 2.49 | 2.21 |
| DS2 | 44.82| 3.18 | 1.82 |
| DS3 | 38.12| 3.90 | 1.99 |
| DS4 | 37.88| 3.49 | 1.67 |

We calculated 2,000 model parameters of the power law type trend function and the gamma renewal distribution with ML estimation method. For the significance level \( p = 0.95 \), we derive the two-sided 95% confidence intervals of each model parameter. To compare the resulting confidence intervals with each other, we apply two bootstrap methods and three construction methods of confidence intervals in Section 3. Tables 2-7 show two-sided 95% confidence intervals of model parameters with two bootstrap methods and three construction methods of confidence intervals. The confidence intervals which included real model parameter \((\alpha, \beta, \kappa) = (50, 3, 2)\) are denoted with underline. By comparing the estimation results of BS1 with that of BS2, it is observed that the confidence intervals with BS1 tend to include real model parameters among these four data sets. Especially, ACI-2 with BS1 results the appropriate confidence intervals which include the real value of model parameters in many cases. From these tables, we can know that the resulting confidence intervals depend on the underlying data. Even if we apply BS1 and ACI-2 to derive the confidence intervals of model parameter in the non-homogeneous gamma process, we may have to pay attention that the confidence interval of model parameter \(\beta\) does not include the real value in special cases such as DS1. However, it is due to the data set which is rather larger than the true mean value function. Therefore, this result may rarely occur in real situations.

Table 2. The estimation results of model parameter \(\alpha\) with BS1

| Method | DS1       | DS2       | DS3       | DS4       |
|--------|-----------|-----------|-----------|-----------|
| PCI    | [50.33, 113.24] | [58.64, 145.23] | [41.12, 97.73] | [22.86, 58.24] |
| ACI1   | [45.19, 109.08] | [49.74, 136.83] | [36.17, 93.80] | [20.50, 56.01] |
| ACI2   | [41.03, 103.94] | [41.34, 127.94] | [32.24, 88.85] | [18.27, 53.65] |

Table 3. The estimation results of model parameter \(\alpha\) with BS2

| Method | DS1       | DS2       | DS3       | DS4       |
|--------|-----------|-----------|-----------|-----------|
| PCI    | [25.50, 60.86] | [16.54, 39.17] | [11.85, 33.88] | [14.99, 30.46] |
| ACI1   | [22.20, 57.64] | [14.38, 37.10] | [10.06, 31.88] | [14.12, 29.47] |
| ACI2   | [18.97, 54.33] | [12.31, 34.95] | [8.05, 30.08] | [13.14, 28.60] |
Table 4. The estimation results of model parameter $\beta$ with BS1

| Method | DS1    | DS2    | DS3    | DS4    |
|--------|--------|--------|--------|--------|
| PCI    | [2.12, 3.04] | [2.35, 3.26] | [2.82, 3.99] | [2.63, 4.20] |
| ACI1   | [2.08, 2.99]  | [2.32, 3.23]  | [2.77, 3.95]  | [2.54, 4.12]  |
| ACI2   | [2.03, 2.95]  | [2.29, 3.20]  | [2.74, 3.90]  | [2.46, 4.03]  |

Table 5. The estimation results of model parameter $\beta$ with BS2

| Method | DS1    | DS2    | DS3    | DS4    |
|--------|--------|--------|--------|--------|
| PCI    | [2.13, 3.11] | [2.67, 3.94] | [3.23, 5.14] | [3.08, 4.13] |
| ACI1   | [2.05, 2.99]  | [2.58, 3.84]  | [3.03, 4.95]  | [3.00, 4.05]  |
| ACI2   | [1.93, 2.91]  | [2.48, 3.76]  | [2.84, 4.74]  | [2.91, 3.97]  |

Table 6. The estimation results of model parameter $\kappa$ with BS1

| Method | DS1    | DS2    | DS3    | DS4    |
|--------|--------|--------|--------|--------|
| PCI    | [1.65, 3.38] | [2.56, 5.97] | [1.87, 4.02] | [1.11, 2.32] |
| ACI1   | [1.49, 3.21]  | [2.19, 5.59]  | [1.66, 3.83]  | [1.00, 2.21]  |
| ACI2   | [1.33, 3.06]  | [1.81, 5.23]  | [1.47, 3.62]  | [0.88, 2.09]  |

Table 7. The estimation results of model parameter $\kappa$ with BS2

| Method | DS1    | DS2    | DS3    | DS4    |
|--------|--------|--------|--------|--------|
| PCI    | [1.32, 2.82] | [1.15, 2.37] | [1.17, 2.57] | [1.12, 2.07] |
| ACI1   | [1.14, 2.67]  | [1.02, 2.26]  | [1.01, 2.42]  | [1.04, 1.98]  |
| ACI2   | [0.99, 2.49]  | [0.90, 2.13]  | [0.86, 2.26]  | [0.95, 1.90]  |

5. Concluding Remarks and Future Work
In this paper, we have proposed two bootstrap methods and three construction methods of confidence intervals for the model parameters of Non-Homogeneous Gamma Process (NHGP). In detail, we have applied the proposed parametric bootstrap methods to derive the estimator distributions of model parameters of power law type trend function and gamma renewal distribution. Furthermore, we have calculated two-sided 95% confidence intervals via three different approaches. As a result, it has been shown that the confidence intervals could be derived appropriately with bootstrap methods for the model parameters of NHGP. Through simulation experiments, we have also investigated which method was the best one to calculate confidence.
intervals in NHGP case. It could be confirmed that the ML point estimate was included between the two-sided 95% confidence intervals from the results of simulation experiment in almost all cases with BS1 and ACI-2. For future studies, we will propose nonparametric bootstrap methods for model parameters of NHGP and derive confidence intervals of estimators in the case with incomplete knowledge on the trend function.
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