Ultrarelativistic transverse momentum distribution of the Tsallis statistics
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Abstract. The analytical expressions for the ultrarelativistic transverse momentum distributions of the Tsallis and the Tsallis-2 statistics were obtained. We found that the transverse momentum distribution of the Tsallis-factorized statistics, which is now largely used to describe the experimental transverse momentum spectra of hadrons measured in pp collisions at LHC and RHIC energies, in the ultrarelativistic case is not equivalent to the transverse momentum distributions of the Tsallis and the Tsallis-2 statistics. However, we revealed that this distribution exactly coincides with the transverse momentum distribution of the Tsallis-2 statistics in the zeroth term approximation and is transformed to the transverse momentum distribution of the Tsallis statistics in the zeroth term approximation by changing the parameter $q$ to $1/q$.

We demonstrated analytically on the basis of the ultrarelativistic ideal gas that the Tsallis-factorized statistics is not equivalent to the Tsallis and the Tsallis-2 statistics. In the present paper the Tsallis statistics corresponds to the standard expectation values.
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1 Introduction

At present, many different approximations of the Tsallis statistics are widely used to analyze the LHC and RHIC data on the transverse momentum distributions of hadrons created in the proton-proton and heavy-ion collisions. Both the Tsallis-like momentum distributions [1,2,3] and the classical Maxwell-Boltzmann distributions of the Tsallis-factorized statistics [4,5,6,7,8,9,10,11,12,13,14] successfully describe the experimental data of hadrons at high energies. This is due to the fact that in contrast to the Gibbs function the momentum distribution of the Tsallis statistics has a power-law form that allows a proper description of the behavior of hadrons with large transverse momenta.

The Tsallis statistics [15,16] and its modifications (see ref. [16] and references therein) by definition are constructed on the basis of the probabilities of microstates of the system instead of the single-particle distribution functions. The many-body distribution function of the Tsallis statistics does not factorize into the product of the single-particle distribution functions because of the power-law form of the probabilities of microstates. This leads to problems in obtaining the single-particle distribution functions of the Tsallis statistics in the explicit form [11,17]. In order to avoid the difficulties of analytical and numerical calculations, different approaches were introduced. For instance, there is the factorization (dilute gas) approximation[18] of the Tsallis statistics and the Tsallis-factorized statistics [19,20,21,7,8], which allow one to write the single-particle distribution functions of the Tsallis statistics in the explicit form. In the factorization approximation of the Tsallis statistics the many-body distribution function by definition is the product of the single-particle distribution functions. However, the Tsallis-factorized statistics is defined on the basis of the ultrarelativistic ideal gas that the Tsallis-factorized statistics is not equivalent to the Tsallis and the Tsallis-2 statistics. In the present paper the Tsallis statistics corresponds to the standard expectation values.
of the Tsallis statistics \cite{15}, which was developed in \cite{23,24,22,25}, in the case of the ultrarelativistic Maxwell-Boltzmann particles and demonstrate that the momentum distribution of the Tsallis-factorized statistics \cite{18} in the case of massless particles corresponds to the zeroth term approximation of the Tsallis statistics with transformation of the parameter $q$ to parameter $1/q_c$. Note that the thermodynamic self-consistency of the Tsallis statistics \cite{15} in the different statistical ensembles was demonstrated in \cite{23,24,22,25}. The thermodynamic self-consistency of the Tsallis-factorized statistics was proved in \cite{18}.

The structure of the paper is as follows. In Section 2 we briefly define the main formulas of the Tsallis statistics in the grand canonical ensemble. Section 3 is devoted to the definition of the zeroth term approximation of the Tsallis statistics. In Section 4 we define the main formulas of the Boltzmann-Gibbs statistics, the Tsallis-2 statistics, the zeroth term approximation of the Tsallis-2 statistics and the Tsallis-factorized statistics. The main conclusions are summarized in the final section.

2 Transverse momentum and rapidity distributions of the Tsallis statistics

The Tsallis statistics is defined by the generalized entropy with the probabilities $p_i$ of the microstates of the system normalized to unity \cite{15,10}:

$$S = z \sum_i p_i (1 - p_i^{1/z}), \quad \sum_i p_i = 1, \quad (1)$$

where $z = 1/(q - 1)$ and $q \in \mathbb{R}$ is a real parameter taking values $0 < q < \infty$. Here and throughout the paper we use the system of natural units $\hbar = c = k_B = 1$. In the Gibbs limit $|z| \to \infty$ or $q \to 1$, the entropy \cite{11} recovers the Boltzmann-Gibbs entropy, $S = -\sum_i p_i \ln p_i$.

In the grand canonical ensemble $(T, V, z, \mu)$ the probabilities of microstates and the norm equation for the Tsallis statistics are as follows \cite{22}:

$$p_i = \left[ 1 + \frac{A - E_i + \mu N_i}{(z + 1)T} \right]^{-z} \quad (2)$$

and

$$\sum_i \left[ 1 + \frac{A - E_i + \mu N_i}{(z + 1)T} \right]^{-z} = 1, \quad (3)$$

where $E_i$ and $N_i$ are the energy and the number of particles in the $i$-th microscopic state of the system, respectively, and $A$ is a norm function. In the Gibbs limit $|z| \to \infty$ the probability $p_i = \exp[\frac{(A - E_i + \mu N_i)}{T}]$ and $A = -T \ln Z$, where $Z = \sum \exp[-(E_i - \mu N_i)/T]$ is the partition function and $A$, now, is the thermodynamic potential of the grand canonical ensemble.

Let us consider the Maxwell-Boltzmann statistics of the ultrarelativistic ideal particles in the framework of the Tsallis statistics in the grand canonical ensemble. The thermodynamic potential for the Maxwell-Boltzmann particles in the occupation number representation can be written as \cite{22}:

$$\Omega = \sum_i p_i [A + T(1 - p_i^{1/z})] = \frac{z}{z + 1} \sum_i \frac{1}{n_{po}} \left[ \frac{\sum_{\po} \varepsilon_p - p - \mu}{z} \right]^{1} + \frac{A - \sum_{\po} \varepsilon_p - \mu}{(z + 1)T}, \quad (4)$$

where $\varepsilon_p = |p|$ is the one-particle energy and $n_{po} = 0, 1, \ldots, \infty$ are the occupation numbers. Substituting (2) into Eq. (4) we obtain

$$\Omega = \frac{z}{z + 1} \left[ A + \frac{E - \mu N}{z} \right], \quad (5)$$

where $E = \sum_i p_i E_i$ is the energy and $\langle N \rangle = \sum_i p_i N_i$ is the mean number of particles of the system.

The norm equation (3) for the Maxwell-Boltzmann particles of the Tsallis statistics in the grand canonical ensemble takes the form

$$\sum_{\po} \frac{1}{n_{po}} \left[ \frac{A - \sum_{\po} \varepsilon_p - \mu}{(z + 1)T} \right]^{-z} = 1. \quad (6)$$

Note that for the negative values of $z$ ($q < 1$) the sum over the occupation numbers in Eq. (6) diverges. This occurs because the power-law function in this sum at large values of the number of particles $N$ and energy $E$ of the system may not suppress a strong growth of the number of microstates of the system corresponding to these values of $N$ and $E$. See Appendix A Therefore, in order to extract the physical states of the system at fixed values of $q < 1$, the sum should be truncated at large values of $N$. The concrete definition of the cut-off scheme for the negative values of $z$ is given below. In the case when $z$ is positive ($q > 1$) the argument of the power-law function in Eq. (6) may be a negative number at large values of energy $E$. Therefore, for the positive values of $z$ ($q > 1$) we impose the Tsallis cut-off prescription \cite{20}.

The mean occupation numbers for the Maxwell-Boltzmann particles of the Tsallis statistics can be written as

$$\langle n_{po} \rangle = \sum_{\po} \frac{1}{n_{po}} \left[ \frac{A - \sum_{\po} \varepsilon_p - \mu}{(z + 1)T} \right]^{-z}. \quad (7)$$

The mean number of particles of the system in the grand canonical ensemble is given by

$$\langle N \rangle = -\left( \frac{\partial \Omega}{\partial \mu} \right)_{TVz} = \sum_{\po} \langle n_{po} \rangle \quad (8)$$
The energy of the system in the grand canonical ensemble is
\[ E = -T^2 \frac{\partial}{\partial T} \left( \frac{\Omega}{V} \right)_{V,z,T} + \mu(N) = \sum_{p_0} \langle n_{p_0} \rangle \varepsilon_p \]
\[ = \sum_{\{n_{p_0}\}} \frac{\left( \sum_{p_0} n_{p_0} \varepsilon_p \right)}{\prod_{p_0} n_{p_0}!} \left[ 1 + \frac{A - \sum_{p_0} n_{p_0} (\varepsilon_p - \mu)}{(z + 1)T} \right]^z. \tag{9} \]

The entropy of the system \( S \) for the Maxwell-Boltzmann particles of the Tsallis statistics can be written as
\[ S = -\left( \frac{\partial \Omega}{\partial T} \right)_{V,z,T} = -z \sum_{\{n_{p_0}\}} \frac{A - \sum_{p_0} n_{p_0} (\varepsilon_p - \mu)}{(z + 1)T} \]
\[ \cdot \left[ 1 + \frac{A - \sum_{p_0} n_{p_0} (\varepsilon_p - \mu)}{(z + 1)T} \right]^z. \tag{10} \]

Then the entropy (10) and the thermodynamic potential (4) satisfy the relations
\[ S = -\frac{z}{z + 1} \frac{A - E + \mu(N)}{T} = \frac{\Omega - A}{T}, \tag{11} \]
and
\[ S = -\frac{\Omega - E + \mu(N)}{T}, \tag{12} \]
where the last equation is the Legendre transform.

The transverse momentum and rapidity distributions of particles can be defined as
\[ \frac{d^2N}{d\xi dy} = \frac{V}{h^3} \sum_{\sigma} \int_0^{2\pi} d\varphi \rho_T \varepsilon_p \langle n_{p_0} \rangle \tag{13} \]
and
\[ \frac{dN}{dy} = \frac{V}{h^3} \sum_{\sigma} \int_0^{2\pi} d\varphi \int_0^{\infty} dp_T \varepsilon_p \langle n_{p_0} \rangle, \tag{14} \]
where \( \varepsilon_p = p_T \cosh y \) for the ultrarelativistic particles, \( p_T \) and \( y \) are the transverse momentum and rapidity, respectively, and \( \langle n_{p_0} \rangle \) are the mean occupation numbers given by Eq. (7).

Let us calculate the sums in Eqs. (4) and (6)-(10). To obtain the exact results we use the integral representations for the Gamma-function \[27\] \[28\]
\[ x^{-y} = \frac{1}{\Gamma(y)} \int_0^{\infty} t^{y-1} e^{-xt} dt, \quad Re(x) > 0, Re(y) > 0, \tag{15} \]
\[ x^{y-1} = \Gamma(y) \frac{i}{2\pi} \int_C (-t)^{-y} e^{-tx} dt, Re(x) > 0, |y| < \infty. \tag{16} \]

Substituting Eq. (15) for \( z < -1 \) and Eq. (16) for \( z > 0 \) into (9) and using the partition function for the Maxwell-Boltzmann ultrarelativistic ideal gas in the Boltzmann-Gibbs statistics in the grand canonical ensemble
\[ Z = \exp \left( \frac{gV T^3}{\pi^2} e^{\mu/T} \right), \tag{17} \]
we obtain
\[ \sum_{N=0}^{N_0} \frac{\zeta^N}{N!} h_0(0) \left[ 1 + \frac{A + \mu N}{(z + 1)T} \right]^{z+3N} = 1, \tag{18} \]
where
\[ h_\eta(\xi) = \frac{(z - 1)^{3(N + \eta)} \Gamma(-z - \xi - 3(N + \eta))}{\Gamma(-z - \xi)}, \quad z < -1 \tag{19} \]
and
\[ h_\eta(\xi) = \frac{(z + 1)^{3(N + \eta)} \Gamma(z + 1 + \xi)}{\Gamma(z + 1 + \xi + 3(N + \eta))}, \quad z > 0. \tag{20} \]

Here, \( \tilde{\omega} = gVT^3/\pi^2 \) and \( g \) is the spin degeneracy factor. For the negative values of \( z (q < 1) \) the upper bound of summation \( N_0 \) in Eq. (18) is fixed from the condition \( N \sim -z/3 \) and the inflection point of the logarithm of the function
\[ \phi(N) = \frac{\zeta^N}{N!} h_0(0) \left[ 1 + \frac{A + \mu N}{(z + 1)T} \right]^{z+3N}. \tag{21} \]
Thus, \( N = N_0 \) is the solution of the equation
\[ \frac{\partial^2 \ln \phi(N)}{\partial N^2} = 0. \tag{22} \]

This cut-off represents our regularization prescription for the divergencies appearing at negative values of \( z \). See Appendix. For the positive values of \( z (q > 1) \) the upper bound of summation \( N_0 \) in Eq. (19) should be determined from the condition \( 1 + (A + \mu N)/(z + 1)T > 0 \) and \( z + 3N < \infty \). Note that after solving Eq. (18) the norm function \( A \) from Eq. (19) returns its Boltzmann-Gibbs value
\[ A = -T \ln Z = -\frac{gV T^4}{\pi^2} e^{\mu/T} \tag{23} \]
and it is the thermodynamic potential of the grand canonical ensemble.

It is worth mentioning that in the case of \( q < 1 \) the cut-off parameter \( N_0 \) in Eq. (18) can be found also from the local minimum of the function \( \ln \phi(N) \). However, in this paper, we fix the cut-off parameter \( N_0 \) only from the inflection point of the function \( \ln \phi(N) \).

Substituting Eqs. (15), (16) into (9) and using the partition function (17) and the mean occupation numbers of the Maxwell-Boltzmann ultrarelativistic ideal gas in the Boltzmann-Gibbs statistics
\[ \langle n_{p_0} \rangle = e^{-\frac{E_p}{T}}, \tag{24} \]
Thus, at fixed values of \( z > 1 + (\text{restricted by the condition Boltzmann-Gibbs statistics}) \)
we have
\[ G(x) = \sum_{N=0}^{N_0} \frac{\omega^N}{N!} h_0(0) \left[ 1 + \frac{A - \varepsilon_p + \mu(N+1)}{(z+1)T} \right]^{z+3N}, \]
where the upper bound of summation \( N_0 \) is the same as in Eq. (15) for \( z < -1 \) and is the same as in Eq. (20) for \( z > 0 \). In the Gibbs limit \( |z| \to \infty \) the entropy (32) recovers the Boltzmann-Gibbs thermodynamic potential (23)
\[ \Omega = A - \frac{gVT^4}{\pi^2} \mu^{1/T}. \]

Using Eqs. (10), (15)–(17), (26) and (28) we obtain the entropy for the ultrarelativistic ideal gas in the grand canonical ensemble as
\[ S = \frac{zA}{(z+1)T} + \frac{z+1}{3} \left[ 3 - \frac{\mu}{T} + \frac{3A}{(z+1)T} \right] \sum_{N=0}^{N_0} \frac{\omega^N h_1(0)}{N!} \left[ 1 + \frac{A + \mu(N+1)}{(z+1)T} \right]^{z+3(N+1)}, \]
where the upper bound of summation \( N_0 \) is the same as in Eq. (15) for \( z < -1 \) and is the same as in Eq. (29) for \( z > 0 \). In the Gibbs limit \( |z| \to \infty \) the entropy (32) recovers the Boltzmann-Gibbs entropy for the ultrarelativistic ideal gas in the grand canonical ensemble
\[ S = \left( 4 + \frac{\mu}{T} \right) \frac{gVT^3}{\pi^2} \mu^{1/T}. \]

Substituting Eq. (25) into Eq. (13) we obtain the transverse momentum distribution of the Tsallis statistics as
\[ \frac{d^2N}{dp_T dy} = \frac{gV}{(2\pi)^2 p_T^2 \cosh y} \sum_{N=0}^{N_0} \frac{\omega^N}{N!} h_0(0) \left[ 1 + \frac{A + \mu(N+1)}{(z+1)T} \right]^{z+3(N+1)}, \]
where the upper bound of summation \( N_0 \) is the same as in Eq. (15) for \( z < -1 \). However, for \( z > 0 \) the upper limit \( N_0 \) is fixed from the conditions \( 1 + (A + \mu(N+1))/((z+1)T) > 0 \) and \( z + 2 + 3N < \infty \) and the transverse momentum of particles is restricted by its maximal value \( p_T^{\text{max}} = (A + \mu + T(z+1))/\cosh y \). In the Gibbs limit \( |z| \to \infty \) Eq. (31) recovers the Maxwell - Boltzmann transverse momentum distribution of the Boltzmann - Gibbs statistics
\[ \frac{d^2N}{dp_T dy} = \frac{gV}{(2\pi)^2 p_T^2} \cosh y \mu^{1/T} \cosh y e^{-2\cosh y}. \]

Integrating Eq. (34) with respect to \( p_T \) from 0 to \( \infty \) results in the rapidity distribution of the Tsallis statistics for the Maxwell - Boltzmann ultrarelativistic particles in the grand canonical ensemble
\[ \frac{dN}{dy} = \frac{\langle N \rangle}{2 \cosh^2 y}, \]
where \( \langle N \rangle \) is the mean number of particles given in Eq. (24). In the Gibbs limit \( |z| \to \infty \) the mean number of particles \( \langle N \rangle \) in Eq. (36) is given by Eq. (26).
Figure 1 shows the transverse momentum distribution (left panel) at rapidity $y = 0$ and the rapidity distribution (right panel) for the ultrarelativistic $\pi^-$ pions in the Tsallis and Boltzmann-Gibbs statistics at the temperature $T = 100$ MeV, radius $R = 4$ fm, $\mu = 0$ and different values of the parameter $q$. The lines 1, 2, 3, 4 and 5 are calculations for $q = 0.99, 0.995, 1.0, 1.005$ and $1.01$, respectively.

3 The zeroth term approximation for $q < 1$

The value of the upper bound of summation $N_0$ in Eq. (13) decreases with deviation of the value of $q$ from the unity in the range $q < 1$. At large deviations of $q$ from the unity the upper bound of summation vanishes, $N_0 = 0$. See Fig. 2 which represents the second derivative of the logarithm of the function (21) with respect to $N$ as a function of $N$ at the temperature $T = 100$ MeV, radius $R = 4$ fm, $\mu = 0$ and different values of the parameter $q$. For $q = 0.9, 0.95, 0.99, 0.995$ and 0.999 we have $N_0 = 0, 1, 16, 82$, respectively. However, the condition that the energy (20) of the Tsallis statistics has a finite value leads to the constraint that $q > 3/4$.

Let us define the zeroth term approximation for the Tsallis statistics at $q < 1$ by introducing the cut-off prescription $N_0 = 0$. Solving Eq. (13) under the condition $N_0 = 0$, we obtain the norm function $A = 0$. Substituting the value of $A$ into Eq. (25) and considering the upper bound $N_0 = 0$ we obtain the mean occupation numbers as

$$\langle n_{\text{per}} \rangle = \left[ 1 - \frac{q - 1}{\Gamma(T)} - \frac{\mu}{\Gamma(T)} \right]^{-1}.$$  \hspace{1cm} (37)

In the Gibbs limit $q \to 1$, we have Eq. (24), i.e., $\langle n_{\text{per}} \rangle = \exp\left(-\frac{\mu}{\Gamma(T)}\right)$. The Tsallis mean number of particles (27) at $N_0 = 0$ takes the form

$$\langle N \rangle = \frac{qVT^3\left(\frac{2}{1-q}\right)^3}{\pi^2} \frac{\Gamma\left(\frac{1}{1-q} - 3\right)}{\Gamma\left(\frac{1}{1-q}\right)} \left[ 1 + \frac{q - 1}{T} \right]^{-1}.$$  \hspace{1cm} (38)

In the Gibbs limit $q \to 1$, Eq. (38) recovers the mean number of particles (20) of the Boltzmann-Gibbs statistics.
In the Gibbs limit

\[ N \] 

The second derivative of the logarithm of the function \( \langle N \rangle = (gVT^3/\pi^2)e^{\mu/T} \). The Tsallis energy \( \Omega \) in the zeroth term approximation can be written as

\[ E = \frac{3gVT^4}{\pi^2} \left( \frac{q}{1-q} \right)^3 \Gamma \left( \frac{q}{1-q} - 3 \right) \left[ 1 + \frac{q-1}{q} \frac{\mu}{T} \right]^{\frac{1}{q}+3} \].

In the Gibbs limit \( q \to 1 \) Eq. \( 39 \) recovers the energy \( 39 \) of the Boltzmann - Gibbs statistics, \( E = (3gVT^4/\pi^2)e^{\mu/T} \). The energy \( 39 \) for the Tsallis statistics in the zeroth term approximation also leads to the condition \( q > 3/4 \).

In the zeroth term approximation the thermodynamic potential \( 40 \) is rewritten as

\[ \Omega = -\frac{gVT^4}{\pi^2} \left( \frac{q}{1-q} \right)^3 \frac{1}{q} \left( 3 - \frac{\mu}{T} \right) \frac{(q-1)/q}{\Gamma \left( \frac{q}{1-q} - 3 \right)} \left[ 1 + \frac{q-1}{q} \frac{\mu}{T} \right]^{\frac{1}{q}+3} \].

In the Gibbs limit \( q \to 1 \) the thermodynamic potential \( 40 \) vanishes, \( \Omega = 0 \) and it differs from Eq. \( 39 \). The entropy \( 41 \) in the zeroth term approximation can be rewritten as

\[ S = \frac{gVT^3}{\pi^2} \left( 3 - \frac{\mu}{T} \right) \frac{1}{q} \left( \frac{q}{1-q} \right)^3 \frac{1}{\Gamma \left( \frac{q}{1-q} - 3 \right)} \frac{(q-1)/q}{\left[ 1 + \frac{q-1}{q} \frac{\mu}{T} \right]^{\frac{1}{q}+3}} \].

Note that Eqs. \( 38 \) – \( 41 \) satisfy relations \( 11 \) and \( 12 \). Using Eqs. \( 37 \) and \( 41 \) we obtain

\[ S = -\sum_{pfr} \langle n_{pfr} \rangle^q \ln \langle n_{pfr} \rangle, \]

where \( \ln_q(x) = (x^{1-q} - 1)/(1-q) \). In the Gibbs limit \( q \to 1 \) the entropy \( 41 \) takes the form

\[ S = \left( 3 - \frac{\mu}{T} \right) \frac{gVT^3}{\pi^2} e^{\mu/T}. \] (43)

Equation \( 43 \) does not recover the entropy of the Boltzmann - Gibbs statistics \( 43 \). Thus, in the Gibbs limit \( q \to 1 \) the thermodynamic potential and entropy of the Tsallis statistics in the zeroth term approximation do not resemble their corresponding relations of the Boltzmann - Gibbs statistics because the norm function \( A \) in this approximation is equal to zero and the zeroth term approximation in general is reliable only for large deviations of the parameter \( q \) from the unity at \( q < 1 \). Hence, the zeroth term approximation of the Tsallis statistics is not consistent.

In the zeroth term approximation the Tsallis transverse momentum distribution \( 44 \) can be rewritten as

\[ \frac{d^2N}{dp_T dy} = \frac{gVp_T^2}{(2\pi)^2} \frac{\cosh y}{q} \left[ 1 + \frac{q-1}{q} \frac{p_T \cosh y - \mu}{T} \right]^{\frac{1}{q}+3} \].

In the Gibbs limit \( q \to 1 \) Eq. \( 44 \) resembles the Maxwell - Boltzmann transverse momentum distribution of the Boltzmann - Gibbs statistics \( 45 \). Note that the zeroth term approximation is valid only at large deviations of \( q \) from unity at \( q < 1 \).

The rapidity distribution \( dN/dy \) in the zeroth term approximation is calculated from Eq. \( 39 \) with \( \langle N \rangle \) given by Eq. \( 38 \).

The transverse momentum distribution used in Ref. \( 8 \) corresponds to identifying

\[ q \to \frac{1}{q_c}. \] (45)

After this substitution Eq. \( 44 \) becomes

\[ \frac{d^2N}{dp_T dy} = \frac{gVp_T^2}{(2\pi)^2} \frac{\cosh y}{q_c} \left[ 1 + (q_c-1) \frac{p_T \cosh y - \mu}{T} \right]^{\frac{1}{q_c}+3}. \] (46)

Here the parameter \( q \) from Ref. \( 8 \) was denoted as \( q_c \). Thus, the ultrarelativistic transverse momentum distribution of the Tsallis-factorized statistics \( 46 \), which was defined in Ref. \( 8 \), is obtained from the ultrarelativistic transverse momentum distribution \( 44 \) of the Tsallis statistics in the zeroth term approximation by the transformation \( q \to 1/q_c \). The presence of the different parameters \( (q, q_c) \) in these two distributions is due to the fact that the Tsallis-factorized statistics is defined on the basis of the generalized expectation values, however, the Tsallis statistics is defined on the basis of the standard expectation values. However, the reducibility between these two transverse momentum distributions can be explained by the fact that the Tsallis-factorized statistics is defined on the basis of the single-particle distribution functions and the zeroth term approximation of the Tsallis statistics is defined on the basis of the quantities in which the higher-order terms \( (N \geq 1) \) were neglected.
It is worth mentioning that the ultrarelativistic transverse momentum distribution of the Tsallis-factorized statistics (46) does not recover the ultrarelativistic transverse momentum distribution (54) of the Tsallis statistics because the transverse momentum distribution of the Tsallis-factorized statistics corresponds only to the zero term \((N = 0)\) in the sum (54) when the parameter \(q\) is changed by the parameter \(1/q\). and \(\Lambda\) is found from Eq. (18) at the condition \(N_0 = 0\). The higher-order terms \((N \geq 1)\) in the sum (54) appear due to the fact that the Tsallis statistics is defined on the basis of the probabilities of microstates of the system. However, the absence of the higher-order terms \((N \geq 1)\) in the transverse momentum distribution of the Tsallis-factorized statistics (46) is due to the fact that the Tsallis-factorized statistics is defined on the basis of the single-particle distribution functions of the ideal gas, which correspond to the zeroth term approximation of the Tsallis statistics at \(N_0 = 0\). Hence, the Tsallis-factorized statistics does not correspond to the Tsallis statistics because of the different definitions of the probability of states as well as the different definitions of the expectation values.

Let us examine in more detail these properties by comparing the Tsallis-factorized statistics with the Tsallis-2 statistics which both are defined on the basis of the generalized expectation values.

Note that the ultrarelativistic transverse momentum distribution (54) of the Tsallis statistics and the ultrarelativistic transverse momentum distribution of the Tsallis-factorized statistics (46) were numerically compared and applied to describe the experimental data on the transverse momentum distributions of hadrons at high energies in [29]. In ref. [29], the numerical results for the ultrarelativistic transverse momentum distribution (54) of the Tsallis statistics were obtained by the cut-off parameter \(N_0\), which was derived only from the inflection point of the function \(\ln \phi(N)\). The case when \(N_0\) is derived from the local minimum of the function \(\ln \phi(N)\) was not studied yet.

4 Nonequivalence of the Tsallis-factorized statistics with the Tsallis statistics

4.1 Boltzmann-Gibbs statistics

In the statistical mechanics the thermodynamic potential of the grand canonical ensemble \(\Omega\) is obtained from the thermodynamic potential of the fundamental ensemble by the Legendre transform (12), i.e. \(\Omega = E - TS - \mu(N)\). Then the entropy and the thermodynamic potential of the Boltzmann-Gibbs statistics can be written in the general form as

\[
S = -\sum_i p_i \ln p_i, \tag{47}
\]

and

\[
\Omega = T \sum_i p_i \left[ \ln p_i + E_i - \mu N_i \right], \tag{48}
\]

where \(E_i\) and \(N_i\) are the energy and the number of particles, respectively, in the \(i\)-th microscopic state of the system and \(p_i\) is the probability of the \(i\)-th microstate (the many-body distribution function). The unknown probabilities \(\{p_i\}\) can be obtained from the constrained local extrema of the thermodynamic potential (48) by the method of the Lagrange multipliers [22]

\[
\Phi = \Omega - \lambda \varphi, \tag{49}
\]

\[
\varphi = \sum_i p_i - 1 = 0, \tag{50}
\]

\[
\frac{\partial \Phi}{\partial p_i} = 0, \tag{51}
\]

where \(\lambda\) is the Lagrange multiplier. Then the many-body distribution function for the Boltzmann-Gibbs statistics in the grand canonical ensemble is

\[
p_i = \frac{1}{Z} e^{-\frac{1}{T}(E_i - \mu N_i)}, \tag{52}
\]

\[
Z = \sum_i e^{-\frac{1}{T}(E_i - \mu N_i)}, \tag{53}
\]

where \(Z\) is the partition function.

Let us consider the Maxwell-Boltzmann ideal gas. Then the single-particle distribution function and the partition function of the ideal gas in the Boltzmann-Gibbs statistics are derived from Eqs. (52) and (53) as

\[
\langle n_{\rho \sigma} \rangle = \frac{1}{Z} \sum_{\langle n_{\rho \sigma} \rangle} n_{\rho \sigma} \prod_{\rho \sigma} \langle n_{\rho \sigma} \rangle e^{-\sum_{\rho \sigma} \langle n_{\rho \sigma} \rangle (\epsilon_{\rho \sigma} - \mu)}
\]

\[
= \exp \left( -\frac{\epsilon_{\rho \sigma} - \mu}{T} \right), \tag{54}
\]

\[
Z = \sum_{\langle n_{\rho \sigma} \rangle} \prod_{\rho \sigma} \langle n_{\rho \sigma} \rangle e^{-\sum_{\rho \sigma} \langle n_{\rho \sigma} \rangle (\epsilon_{\rho \sigma} - \mu)}
\]

\[
= \exp \left( \sum_{\rho \sigma} \langle n_{\rho \sigma} \rangle \right). \tag{55}
\]

Substituting Eq. (52) into Eq. (47) and using Eq. (55) and the Legendre transform (12), we obtain the entropy and the thermodynamic potential of the ideal gas as

\[
S = -\sum_{\rho \sigma} [\langle n_{\rho \sigma} \rangle \ln \langle n_{\rho \sigma} \rangle - \langle n_{\rho \sigma} \rangle], \tag{56}
\]

\[
\Omega = T \sum_{\rho \sigma} \langle n_{\rho \sigma} \rangle \left[ \ln \langle n_{\rho \sigma} \rangle - 1 + \frac{\epsilon_{\rho \sigma} - \mu}{T} \right]. \tag{57}
\]

where \(E = \sum_{\rho \sigma} \langle n_{\rho \sigma} \rangle \epsilon_{\rho \sigma}\) and \(\langle N \rangle = \sum_{\rho \sigma} \langle n_{\rho \sigma} \rangle\).

In the Boltzmann-Gibbs statistics the single-particle distribution function (54) can also be found from the entropy of the ideal gas [56] by the extremization of the thermodynamic potential (57) with respect to \(\langle n_{\rho \sigma} \rangle\):

\[
\frac{\partial \Omega}{\partial \langle n_{\rho \sigma} \rangle} = 0. \tag{58}
\]
Substituting Eq. (57) into Eq. (59), we obtain exactly the single-particle distribution function (54). Thus, in the Boltzmann-Gibbs statistics the single-particle distribution function \(\langle n_{\text{ps}} \rangle\) derived from the entropy of the ideal gas (37) by the extremization of the thermodynamic potential (32) with respect to \(\langle n_{\text{ps}} \rangle\) coincides with the distribution function (39) of the Maxwell- Boltzmann ideal gas calculated from the general entropy (37) by the extremization of the thermodynamic potential (32) with respect to the probabilities of microstates of the system. Therefore, the constrained maximization of the entropy of the ideal gas with respect to the single-particle distribution function leads to the results of the Boltzmann-Gibbs statistics.

Let us show that this property of the Boltzmann-Gibbs statistics is not preserved for the Tsallis statistics if the Tsallis entropy of the ideal gas is generalized from the Boltzmann-Gibbs entropy of the ideal gas.

### 4.2 Tsallis-2 statistics

#### 4.2.1 The general formalism

In the Tsallis-2 statistics the entropy and the thermodynamic potential of the grand canonical ensemble can be written as [16]

\[
S = - \sum_i p_i^q \ln_q p_i \tag{59}
\]

and

\[
\Omega = T \sum_i p_i^q \left[ \ln_q p_i + \frac{E_i - \mu N_i}{q} \right], \tag{60}
\]

where \(\sum_i p_i = 1\), \(E = \sum_i p_i^q E_i\) and \(\langle N \rangle = \sum_i p_i^q N_i\). The statistical averages of the Tsallis-2 statistics are defined as \(\langle A \rangle = \sum_i p_i^q A_i\) (see ref. [16] and references therein). Note that Eq. (59) is the same as Eq. (11) with the exception that here the parameter \(q\) is denoted as \(q_c\). Using the method of the Lagrange multipliers [49, 51] and Eq. (60) we obtain

\[
p_i = \frac{1}{Z} \left[ 1 - (1 - q_c) \frac{E_i - \mu N_i}{q} \right]^{\frac{1}{q-1}} \tag{61}
\]

\[
Z = \sum_i \left[ 1 - (1 - q_c) \frac{E_i - \mu N_i}{q} \right]^{\frac{1}{q-1}} \tag{62}
\]

In ref. [16], these quantities were obtained only in the canonical ensemble.

Let us consider the Maxwell-Boltzmann ultrarelativistic ideal gas for \(q_c > 1\). Using Eq. (13) and the partition function (63), we obtain

\[
Z = \sum_{\{n_{\text{ps}}\}} \frac{1}{\prod n_{\text{ps}}!} \left[ 1 - (1 - q_c) \frac{\sum n_{\text{ps}} (E_p - \mu)}{T} \right]^{\frac{1}{q-1}} \tag{63}
\]

\[
= \sum_{N=0}^{N_0} \frac{\tilde{\omega}^N}{N!} a_0(1) \left[ 1 + (1 - q_c) \frac{\mu N}{T} \right]^{\frac{1}{q-1} + 3N}, \tag{64}
\]

where

\[
a_n(\xi) = \frac{\Gamma \left( \frac{1}{q-1} + \xi - 3(N + \eta) \right)}{(q_c - 1)^{3(N + \eta)} \Gamma \left( \frac{1}{q-1} + \xi \right)}. \tag{65}
\]

The partition function (63) of the Tsallis-2 statistics is divergent as the norm equation (13) of the Tsallis statistics. Therefore, the summation in Eq. (63) was truncated by the upper bound \(N_0\) to retain only the physical terms in the sum. To find the upper bound of summation \(N_0\), we rewrite the partition function (63) in the form

\[
\phi(N) = \frac{\tilde{\omega}^N}{N!} a_0(1) \left[ 1 + (1 - q_c) \frac{\mu N}{T} \right]^{\frac{1}{q-1} + 3N}. \tag{66}
\]

Then the cut-off parameter \(N_0\) can be found either from the inflection point of the function \(\ln \phi(N)\) substituting Eq. (63) into Eq. (22) or from the local minimum of this function \(\ln \phi(N)\).

The mean occupation numbers for the Maxwell- Boltzmann ultrarelativistic ideal gas in the Tsallis-2 statistics in the grand canonical ensemble for \(q_c > 1\) can be written as

\[
\langle n_{\text{ps}} \rangle = \frac{1}{Z^q} \sum_{\{n_{\text{ps}}\}} \frac{1}{n_{\text{ps}}!} \left[ 1 - (1 - q_c) \frac{\sum n_{\text{ps}} (E_p - \mu)}{T} \right]^{\frac{1}{q-1}} \tag{67}
\]

\[
\langle n_{\text{ps}} \rangle = \sum_{\{n_{\text{ps}}\}} \frac{1}{n_{\text{ps}}!} \left[ 1 - (1 - q_c) \frac{\sum n_{\text{ps}} (E_p - \mu)}{T} \right]^{\frac{1}{q-1}} \tag{68}
\]

where the upper bound of summation \(N_0\) is the same as in Eq. (63) and \(a_0(1)\) is calculated from Eq. (64).

The mean number of particles for the Maxwell- Boltzmann ultrarelativistic ideal gas in the Tsallis-2 statistics for \(q_c > 1\) takes the form

\[
\langle N \rangle = \frac{1}{Z^q} \sum_{N=0}^{N_0} \tilde{\omega}^{N+1} a_1(1) \left[ 1 + (1 - q_c) \frac{\mu (N + 1)}{T} \right]^{\frac{1}{q-1} + 3(N + 1)}, \tag{69}
\]

where the upper bound of summation \(N_0\) is the same as in Eq. (64) and \(a_1(1)\) is calculated from Eq. (65). The energy for the Maxwell- Boltzmann ultrarelativistic ideal gas in the Tsallis-2 statistics in the grand canonical ensemble for \(q_c > 1\) is given by

\[
E = \frac{3T}{Z^q} \sum_{N=0}^{N_0} \tilde{\omega}^{N+1} a_1(1) \left[ 1 + (1 - q_c) \frac{\mu (N + 1)}{T} \right]^{\frac{1}{q-1} + 3(N + 1)}, \tag{70}
\]
where the upper bound of summation \( N_0 \) is the same as in Eq. (63) and \( a_0(0) \) is calculated from Eq. (64). Then the entropy (69) for the Maxwell-Boltzmann ultrarelativistic ideal gas in the Tsallis-2 statistics in the grand canonical ensemble for \( q_c > 1 \) can be rewritten as

\[
S = \frac{1}{Z^{1-q_c}} \left[ Q \ln q_c \cdot Z + \frac{E - \mu(N)}{T} \right],
\]

where

\[
Q \equiv \sum_i \mu^i = \frac{1}{Z^{q_c}} \sum_{N=0}^{N_0} \frac{\omega_N}{N!} a_0(1) \left[ 1 + (1 - q_c) \frac{\mu N}{T} \right]^{1+3N}.
\]

Here the upper bound of summation \( N_0 \) is the same as in Eq. (63) and \( a_0(1) \) is calculated from Eq. (64). Finally, the thermodynamic potential (69) for the Maxwell-Boltzmann ultrarelativistic ideal gas in the Tsallis-2 statistics in the grand canonical ensemble for \( q_c > 1 \) is

\[
\Omega = -\tau \ln q_c \cdot Z, \quad \tau = \frac{T}{Z^{1-q_c}} \left[ Q - (1 - q_c) \frac{E - \mu(N)}{T} \right].
\]

Note that in the Gibbs limit \( q_c \to 1 \) the thermodynamic quantities (69), (70), (71), (72), (73) and (74) resemble their Boltzmann-Gibbs values. The energy (68) of the Tsallis-2 statistics leads to the constraint that \( q_c < 4/3 \).

The ultrarelativistic transverse momentum distribution of the Tsallis-2 statistics can be written as

\[
\frac{d^3 N}{dp_T dy} = \frac{g V \pi^2 T}{(2\pi)^2} \cosh y \frac{1}{Z^{q_c}} \sum_{N=0}^{N_0} \frac{\omega_N}{N!} a_0(1) \left[ 1 + (q_c - 1) \frac{p_T \cosh y - \mu(N + 1)}{T} \right]^{\frac{q_c}{1-q_c} + 3N},
\]

where the upper bound of summation \( N_0 \) is the same as in Eq. (63) and \( a_0(1) \) is calculated from Eq. (64). In the Gibbs limit \( q_c \to 1 \) Eq. (73) recovers the Maxwell-Boltzmann transverse momentum distribution of the Boltzmann-Gibbs statistics (65).

4.2.2 The zeroth term approximation of the Tsallis-2 statistics

Let us rewrite the thermodynamic quantities of the Tsallis-2 statistics in the case of the zeroth term approximation taking into the summations only the terms with \( N = 0 \). Then the partition function (63) is equal to unity, \( Z = 1 \). The mean occupation numbers (66) in the zeroth term approximation can be written as

\[
\langle n_{p_0} \rangle = \left[ 1 + (q_c - 1) \frac{p_T - \mu}{T} \right]^{\frac{q_c}{1-q_c}}.
\]

The Tsallis-2 mean number of particles (67) for \( N = 0 \) takes the form

\[
\langle N \rangle = \frac{g V T^3}{\pi^2} \frac{\Gamma \left( \frac{q_c}{1-q_c} - 3 \right)}{\Gamma \left( \frac{q_c}{1-q_c} - 1 \right)^3} \left[ 1 - (q_c - 1) \frac{\mu}{T} \right]^{\frac{q_c}{1-q_c} + 3}.
\]

The Tsallis-2 energy (68) in the zeroth term approximation is given by

\[
E = 3g V T^4 \frac{\Gamma \left( \frac{q_c}{1-q_c} - 1 \right)}{\Gamma \left( \frac{q_c}{1-q_c} \right)} \left( q_c - 1 \right)^4 \left[ 1 - (q_c - 1) \frac{\mu}{T} \right]^{\frac{q_c}{1-q_c} + 4}.
\]

In the zeroth term approximation of the Tsallis-2 statistics we have the condition that \( q_c < 4/3 \).

The entropy (69) in the zeroth term approximation can be rewritten as

\[
S = \left( 3 - \frac{\mu}{T} \right) \frac{g V T^3}{\pi^2} \frac{\Gamma \left( \frac{q_c}{1-q_c} - 1 \right)}{\Gamma \left( \frac{q_c}{1-q_c} \right)} \left[ 1 - (q_c - 1) \frac{\mu}{T} \right]^{\frac{q_c}{1-q_c} + 3}.
\]

Using Eqs. (74) and (77), we obtain

\[
S = -q \sum_{p_0} \langle n_{p_0} \rangle^q \ln \langle n_{p_0} \rangle^{1/q_c}.
\]

The thermodynamic potential (71) in the zeroth term approximation is equal to zero, \( \Omega = 0 \) and \( \tau = T[1 - (1 - q_c)S] \). Note that in the Gibbs limit \( q_c \to 1 \) the mean occupation numbers (74), the mean number of particles (75) and the energy (69) recover their Boltzmann-Gibbs values. However, the thermodynamic potential \( \Omega \) and the entropy \( S \) in the zeroth term approximation do not resemble their corresponding relations of the Boltzmann-Gibbs statistics. Hence, the zeroth term approximation of the Tsallis-2 statistics is not consistent.

Let us introduce the transformation \( q_c \to 1/q_c \). Then Eqs. (74), (75) and (76) exactly coincide with Eqs. (77), (78) and (79), respectively, of the Tsallis statistics in the zeroth term approximation. However, under this substitution the entropy (78) becomes

\[
S = -q \sum_{p_0} \langle n_{p_0} \rangle^q \ln \langle n_{p_0} \rangle^{1/q_c},
\]

Equation (79) is not equal to Eq. (122) of the Tsallis statistics in the zeroth term approximation. Moreover, the thermodynamic potential \( \Omega \) under this transformation does not also recover the thermodynamic potential (10) of the Tsallis statistics in the zeroth term approximation.

The ultrarelativistic transverse momentum distribution of the Tsallis-2 statistics (73) in the zeroth term approximation can be rewritten as

\[
\frac{d^3 N}{dp_T dy} = \frac{g V \pi^2 T}{(2\pi)^2} \cosh y \left[ 1 + (q_c - 1) \frac{p_T \cosh y - \mu}{T} \right]^{\frac{q_c}{1-q_c}}.
\]
Thus, the ultrarelativistic transverse momentum distribution (90) of the Tsallis-2 statistics in the zeroth term approximation exactly coincides with the ultrarelativistic transverse momentum distribution (69) of the Tsallis-factorized statistics.

4.3 Tsallis-factorized statistics

The Tsallis-factorized statistics is defined by the generalized entropy of the ideal gas, the generalized mean number of particles and the generalized energy, which in the case of the Maxwell- Boltzmann ideal gas have the form (75):

\[ S = -\sum_{\rho_0} \left[ f_{\rho_0}^c \ln q_c + f_{\rho_0} - f_{\rho_0}^c \right] \]  

and

\[ \langle N \rangle = \sum_{\rho_0} f_{\rho_0}^c \]  

\[ E = \sum_{\rho_0} f_{\rho_0}^c \varepsilon_p. \]  

where \( f_{\rho_0} \) is the single-particle distribution function and \( f_{\rho_0}^c \equiv \langle \rho_{\rho_0} \rangle \). The thermodynamic potential \( (\Omega = E - TS - \mu \langle N \rangle) \) of the ideal gas in the Tsallis-factorized statistics in the grand canonical ensemble can be written as

\[ \Omega = T \sum_{\rho_0} f_{\rho_0}^c \left[ q_c \ln q_c + f_{\rho_0} - f_{\rho_0}^c + 1 + \frac{\varepsilon_p - \mu}{T} \right]. \]  

The unknown single-particle distribution function \( f_{\rho_0}^c \) is obtained from the local extrema of the thermodynamic potential (81):

\[ \frac{\partial \Omega}{\partial f_{\rho_0}^c} = 0. \]  

Then the single-particle distribution function of the Tsallis-factorized statistics in the grand canonical ensemble becomes (75):

\[ f_{\rho_0}^c = \langle \rho_{\rho_0} \rangle = \left[ 1 + (q_c - 1) \frac{\varepsilon_p - \mu}{T} \right] \frac{\varepsilon_p}{q_c}. \]  

The mean occupation numbers (86) of the Tsallis-factorized statistics are equivalent to the mean occupation numbers (66) of the Tsallis-2 statistics. However, they are not equivalent to the exact mean occupation numbers (69) of the Tsallis-2 statistics.

Let us consider the ultrarelativistic ideal gas for \( q_c > 1 \). Substituting Eq. (86) into Eqs. (82) and (83), we obtain the mean number of particles (75) and the energy (76) of the Tsallis-2 statistics in the zeroth term approximation. Substituting Eq. (86) into Eqs. (81) and (84), and using Eqs. (75) and (76), we obtain

\[ S = \left( 4 - q_c \frac{\mu}{T} \right) \frac{gVT^3}{\pi^2} \frac{\frac{q_c}{q_c - 1} - 4}{\Gamma \left( \frac{q_c}{q_c - 1} \right) (q_c - 1)^4} \left[ 1 - (q_c - 1) \frac{\mu}{T} \right] \frac{\varepsilon_p}{\varepsilon_p + 3}. \]  

and

\[ \Omega = -T \frac{gVT^3}{\pi^2} \frac{\Gamma \left( \frac{q_c}{q_c - 1} - 4 \right)}{\Gamma \left( \frac{q_c}{q_c - 1} \right) (q_c - 1)^4} \left[ 1 - (q_c - 1) \frac{\mu}{T} \right] \frac{\varepsilon_p}{\varepsilon_p + 3}. \]  

The entropy (74) and the thermodynamic potential (88) differ from the corresponding entropy (77) and thermodynamic potential \( \Omega = 0 \) of the ideal gas of the Tsallis-2 statistics in the zeroth term approximation. In the Gibbs limit \( q_c \to 1 \) the thermodynamic quantities (81)–(84) and (86)–(88) resemble their Boltzmann-Gibbs values. The condition that the entropy (74) has a finite value leads to the constraint that \( q_c < 4/3 \) as in the case of the Tsallis-2 statistics.

The mean occupation numbers (86) of the Tsallis-factorized statistics derived from the generalized entropy of the ideal gas (81) by the extremization of the thermodynamic potential (81) with respect to \( f_{\rho_0}^c \) are not equivalent to the mean occupation numbers (69) of the ideal gas of the Tsallis-2 statistics calculated from the constrained maximization of the Tsallis entropy (59) with respect to the probabilities of microstates of the system. This means that the Tsallis-factorized statistics defined on the basis of the generalized entropy of the ideal gas (81) is not equivalent to the Tsallis-2 statistics. By definition, the Tsallis-factorized statistics is based on the generalized property of the ideal gas of the Boltzmann-Gibbs statistics which states that the single-particle distribution function obtained from the constrained maximization of the Boltzmann- Gibbs entropy of the ideal gas with respect to the probing single-particle distribution function is the same as the single-particle distribution function of the Boltzmann- Gibbs statistics itself. Therefore, the constrained maximization of the Tsallis-factorized entropy of the ideal gas generalized from the Boltzmann-Gibbs entropy of the ideal gas with respect to the single-particle distribution function should lead to the results of the Tsallis-2 statistics. However, they are differ. Therefore, the Tsallis-factorized statistics is not equivalent to the Tsallis statistics (the Tsallis-2 statistics).

Under the substitution \( q_c \to 1/q \) the mean occupation numbers (86) of the Tsallis-factorized statistics are transformed into the mean occupation numbers (87) of the Tsallis statistics in the zeroth term approximation. However, the generalized entropy of the ideal gas (81) under this substitution does not recover the entropy (42) of the ideal gas in the zeroth term approximation. Moreover, under this substitution all the thermodynamic quantities of the Tsallis-factorized statistics do not recover their corresponding exact relations of the Tsallis statistics. Thus, the Tsallis-factorized statistics defined on the basis of the generalized entropy of the ideal gas (81) is not equivalent to the Tsallis statistics either.

It should be emphasised that both the Tsallis-2 statistics and the Tsallis-factorized statistics are defined on the basis of the generalized expectation values. Nevertheless, the ultrarelativistic transverse momentum distribution (46) does not recover the ultrarelativistic transverse momentum distribution (73) of
the Tsallis-2 statistics because the transverse momentum distribution of the Tsallis-factorized statistics coincides only to the zero term \((N = 0)\) in the sum \((\Theta)\) for the transverse momentum distribution of the Tsallis-2 statistics. The presence of the higher-order terms \((N \geq 1)\) in the sum \((\Theta)\) for the transverse momentum distribution of the Tsallis-2 statistics is related to the fact that the Tsallis-2 statistics is defined on the basis of the probabilities of microstates of the system. However, the absence of such terms in the transverse momentum distribution of the Tsallis-factorized statistics \((\Theta)\) is explained by the fact that the Tsallis-factorized statistics is defined on the basis of the single-particle distribution functions of the ideal gas, which correspond to the zeroth term approximation of the Tsallis-2 statistics at \(N_0 = 0\). The equivalence of the transverse momentum distribution \((\Theta)\) of the Tsallis-2 statistics in the zeroth term approximation with the transverse momentum distribution \((\Theta)\) of the Tsallis-factorized statistics can be explained by the fact that the Tsallis-factorized statistics is defined on the basis of the single-particle distribution functions of the ideal gas and the zeroth term approximation of the Tsallis-2 statistics is defined on the basis of the quantities in which the higher-order terms \((N \geq 1)\) were neglected.

Hence, the Tsallis-factorized statistics does not correspond to the Tsallis-2 statistics due to the different definitions of the probability of states.

5 Discussion and conclusions

In the present paper, the analytical results for the transverse momentum distribution and some thermodynamic quantities of the ultrarelativistic ideal gas of the Tsallis statistics in the grand canonical ensemble were obtained. The thermodynamic quantities were defined in the general form in terms of the probabilities of microstates. After that these thermodynamic quantities and momentum distribution were rewritten in the occupation number representation and were solved using the integral representation of the Gamma-function. The thermodynamic quantities were expanded in the power series indexed by the natural numbers \(N\). It was revealed that such infinite sums over index \(N\) are divergent for \(q < 1\) because the power-law function in comparison with the exponent cannot suppress the rapid growth of the number of microstates of the system with increasing energy and number of particles of the system. To suppress them, we introduced the regularization scheme based on the cut-off of such infinite sums. For \(q > 1\) we use the Tsallis cut-off prescription.

In the case of \(q < 1\), we have introduced the zeroth term approximation by imposing the upper bound of summation \(N_0 = 0\). This approximation is reliable for the Tsallis statistics only at large deviations of the parameter \(q\) from unity; however, it is generally inconsistent. The analytical formulas for the transverse momentum distribution and some thermodynamic quantities in the zeroth term approximation were found. We have revealed that the transverse momentum distribution of the Tsallis-factorized statistics, which is widely used to describe the experimental momentum distributions of hadrons at high energies, in the case of massless particles corresponds to the transverse momentum distribution of the Tsallis statistics in the zeroth term approximation with transformation of the parameter \(q\) to \(1/q_c\).

In this paper, the Tsallis-2 statistics and the Tsallis-factorized statistics were also considered in the general form. We have analytically demonstrated on the basis of the ultrarelativistic ideal gas that the Tsallis-factorized statistics is not equivalent to the Tsallis and the Tsallis-2 statistics. The constrained maximization of the Tsallis-factorized entropy of the ideal gas with respect to the single-particle distribution function does not lead to the true results for the Tsallis and the Tsallis-2 statistics. In particular, the Tsallis-factorized distribution is not equivalent to the distributions of the Tsallis and the Tsallis-2 statistics. However, the mean occupation numbers of the Tsallis-factorized statistics are similar to the mean occupation numbers of the Tsallis-2 statistics in the zeroth term approximation. Thus, the Tsallis-factorized statistics may be an additional particular statistics independent of the Tsallis and the Tsallis-2 statistics.

This work was supported in part by the joint research project and grant of JINR and IFIN-HH (protocol N 4543). I am indebted to D.-V. Anghel, J. Cleymans, G.I. Lykasov, A.S. Sorin and O.V. Teryaev for stimulating discussions.

A Regularization of the norm equation

The norm equation \((\Theta)\) of the Tsallis statistics for the ultrarelativistic Maxwell-Boltzmann particles in the grand canonical ensemble can be rewritten as

\[
\sum_{N=0}^{\infty} \int_0^\infty dE \left[ 1 + \frac{1}{z + 1} \frac{A - E + \mu N}{T} \right]^z W_{N,E} = 1, \tag{89}
\]

where

\[
W_{N,E} = \sum_{\{n_{p\sigma}\}} \frac{1}{\prod_{p\sigma} n_{p\sigma}!} \delta(\sum_{p\sigma} n_{p\sigma} - N) \delta(\sum_{p\sigma} n_{p\sigma} \sigma - E). \tag{90}
\]

Here, \(N\) and \(E\) are the number of particles and energy of system, respectively. The weight \((\Theta)\) for the Maxwell-Boltzmann ultrarelativistic ideal gas in the microcanonical ensemble takes the form

\[
W_{N,E} = \frac{1}{N!} \left( \frac{g V}{\pi^2} \right)^N \frac{E^{3N-1}}{\Gamma(3N)}. \tag{91}
\]

Substituting Eq. \((\Theta)\) into Eq. \((\Theta)\) we obtain

\[
\sum_{N=0}^{\infty} \int_0^\infty dE \left[ 1 + \frac{1}{z + 1} \frac{A - E + \mu N}{T} \right]^z E^{3N-1} = 1. \tag{92}
\]
For negative values of \( z \) \((q < 1)\) at large \( E \to \infty \) the integral function in Eq. (92) is proportional to \( E^{3N-1+z} \). Thus, the integral is convergent only if \( N < -z/3 \). This condition implies the cut-off on the sum over \( \mathcal{N} \). In the case of positive values of \( z \) \((q > 1)\), at large \( E \to \infty \) the argument of the power-law function can be negative. Therefore, if \( z \) is fixed, the Tsallis cut-off \( \theta(1 + (A - E + \mu N)/(z + 1)T) \), where \( \theta(x) \) is the step function, should be imposed.

Integrating Eq. (92), we obtain

\[
\sum_{N=0}^{\infty} \frac{1}{N!} \left( \frac{gV T^3}{\pi^2} \right)^N h_0(0) \left[ 1 + A + \mu N \right] \left( \frac{1}{(z + 1)T} \right)^{z+3N} = 1, \quad (93)
\]

where

\[
h_0(0) = \frac{(-z - 1)^{3N} \Gamma(-z - 3N)}{\Gamma(-z)}, \quad z < -1, \quad (94)
\]

\[
h_0(0) = \frac{(z + 1)^{3N} \Gamma(z + 1)}{\Gamma(z + 1 + 3N)}, \quad z > 0. \quad (95)
\]

The sum over \( N \) in Eq. (93) is constrained by the conditions \(-z - 3N > 0\) and \(1 + (A + \mu N)/(z + 1)T > 0\) for \( z < -1 \), and the conditions \(z + 1 + 3N < \infty\) and \(1 + (A + \mu N)/(z + 1)T > 0\) for \( z > 0 \). These constraints truncate the sum in Eq. (93) and regularize it allowing to obtain the physical results.
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