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Abstract—The predictive learning of spatiotemporal sequences aims to generate future images by learning from the historical context, where the visual dynamics are believed to have modular structures that can be learned with compositional subsystems. This paper models these structures by presenting PredRNN, a new recurrent network, in which a pair of memory cells are explicitly decoupled, operate in nearly independent transition manners, and finally form unified representations of the complex environment. Concretely, besides the original memory cell of LSTM, this network is featured by a zigzag memory flow that propagates in both bottom-up and top-down directions across all layers, enabling the learned visual dynamics at different levels of RNNs to communicate. It also leverages a memory decoupling loss to keep the memory cells from learning redundant features. We further propose a new curriculum learning strategy to force PredRNN to learn long-term dynamics from context frames, which can be generalized to most sequence-to-sequence models. We provide detailed ablation studies to verify the effectiveness of each component. Our approach is shown to obtain highly competitive results on five datasets for both action-free and action-conditioned predictive learning scenarios.
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1 INTRODUCTION

As a key application of predictive learning, generating future frames from historical consecutive frames has received growing interest in machine learning and computer vision communities. It benefits many practical applications and downstream tasks, such as the precipitation forecasting [1, 2], traffic flow prediction [3, 4], physical scene understanding [5, 6, 7, 8], early activity recognition [9], deep reinforcement learning [10, 11], and the vision-based model predictive control [12, 13]. Many of these existing approaches suggested leveraging RNNs [14, 15] with stacked LSTM units [16] to capture the temporal dependencies of spatiotemporal data. This architecture is mainly inspired by similar ideas from other well-explored tasks of sequential data, such as neural machine translation [17, 18], speech recognition [19], video action recognition [20, 21], and video captioning [21].

For stacked LSTMs, a network structure named memory cell plays an important role in alleviating the vanishing gradient problem of RNNs. Strong theoretical and empirical evidence has shown that it can latch the gradients of hidden states inside each LSTM unit in the training process and thereby preserve valuable information of underlying temporal dynamics [16]. However, the state transition pathway of LSTM memory cells may not be optimal for spatiotemporal predictive learning, as this task requires different focuses on the learned representations in many aspects from other tasks of sequential data. First, most predictive networks for language or speech modeling [17, 18, 19] focus on capturing the long-term, non-Markovian properties of sequential data, rather than spatial deformations of visual appearance. But for future frames prediction, both data structures in space-time are crucial and need to be carefully considered. Second, in other supervised tasks of video data, such as action recognition, high-level semantical features can be informative enough, and the low-level features are less important to final outputs. Due to the absence of complex structures of supervision signals, the stacked LSTMs don’t need to preserve fine-grained representations from the bottom up. Although the existing recurrent architecture based on inner-layer memory transitions can be sufficient to capture temporal variations at each level of the network, it may not be the best choice for predictive learning, where low-level details and high-level semantics of spatiotemporal data are both significant to generating future frames.

To jointly model the spatial correlations and temporal dynamics at different levels of RNNs, we propose a new memory-prediction framework named Predictive Recurrent Neural Network (PredRNN), which extends the inner-layer transition function of memory states in LSTMs to spatiotemporal memory flow. The spatiotemporal memory flow traverses all nodes of PredRNN in a zigzag path of bi-directional hierarchies: At each timestep, the low-level information is delivered vertically from the input to the output via a newly-designed memory cell, while at the top layer, the spatiotemporal memory flow brings the high-level memory state to the bottom layer at the next timestep. By this means, the top-down expectations interact with the bottom-up signals to both analyze those inputs and generate predictions of subsequently expected inputs, which is different from stacked LSTMs, where the memory state is latched inside each recurrent unit.

Accordingly, we define the central building block of PredRNN as the Spatiotemporal LSTM (ST-LSTM), in which the proposed spatiotemporal memory flow interacts with the original, unidirectional memory state of LSTMs. The intuition is that if we expect a vivid imagination of multiple future images, we need a unified memory mechanism to cope with both short-term deformations of spatial details and long-term dynamics: On one hand, the new
TABLE 1: The evolution of convolutional recurrent units in video prediction models. The “Standard” training scheme is to follow the conventional sequence-to-sequence framework [23] that feeds the historical real observations to the sequence encoder and feeds the previously generated frames to the decoder during the entire training phase. “SS” is short for scheduled sampling [24].

| Model          | Architecture                                      | Recurrent unit         | Training (Encoder + Decoder)                      |
|----------------|---------------------------------------------------|------------------------|--------------------------------------------------|
| ConvLSTM [1]   | Seq-to-Seq with stacked layers [23]               | Convolutional LSTM     | Standard [23] + Standard [23]                    |
| TrajGRU [25]   | Seq-to-Seq with reversed forecasting layers       | Trajectory GRU         | Standard + Standard                             |
| CDNA [30]      | Action-conditioned ConvLSTM network               | ConvLSTM [1]           | Standard + SS [24]                              |
| PredRNN [2] (Conf. version) | Spatiotemporal memory flow                      | Spatiotemporal LSTM    | Standard + SS                                   |
| PredRNN++ [27] | Gradient highway                                 | Causal LSTM            | Standard + SS                                   |
| E3D-LSTM [9]   | Temporal self-alignment on memory cells           | Eidetic 3D LSTM        | Standard + SS                                   |
| CrevNet [28]   | Two-way autoencoder + Reversible prediction       | ConvLSTM [1]; ST-LSTM [2] | Standard + Standard                             |
| Conv-TT-LSTM [29] | Seq-to-Seq with stacked layers                   | Conv. Tensor-Train LSTM| Standard + SS                                   |
| PredRNN-V2 (Ours) | Spatiotemporal memory flow                      | ST-LSTM (decoupled memory) | Reverse scheduled sampling + SS                  |

design of the spatiotemporal memory cell enables the network to learn complex transition functions within short neighborhoods of consecutive frames by increasing the depth of non-linear neurons between time-adjacent RNN states. It thus significantly improves the modeling capability of ST-LSTM for short-term dynamics. On the other hand, ST-LSTM still retains the temporal memory cell of LSTM and closely combines it with the proposed spatiotemporal memory cell, in pursuit of both long-term coherence of hidden states and their quick response to short-term dynamics.

This journal paper extends our previous work [2] in three technical aspects: First, we propose a decoupling loss to maximize the distance of memory states between the two memory cells in ST-LSTM. It is largely inspired by the theoretical argument that distributed representation has a great potential to match the underlying properties of data distribution [22]. In other words, we implicitly train the two memory cells to focus on different aspects of spatiotemporal variations. Second, we extend PredRNN to support action-conditioned video prediction, such that it models the effects of various actions taken by an agent in high-dimensional pixel observations. Third, another challenge we observed for video prediction is that the widely used sequence-to-sequence training procedure [17] prevents the models from learning long-term dynamics in the context frames. To this end, we introduce a new curriculum learning procedure named Reverse Scheduled Sampling, which forces our model to learn more about jumpy frame dependencies by randomly hiding real observations in the input sequence with certain probabilities changing over the training phase. We believe that the proposed training procedure can be easily extended to other video prediction models that also follow the sequence-to-sequence framework [17].

Our approach achieves state-of-the-art performance on five datasets: the Moving MNIST dataset, the KTH action dataset, a radar echo dataset for precipitation forecasting, the Traffic4Cast dataset of high-resolution traffic flows, and the action-conditioned BAIR dataset with robot-object interactions. The last two of them are new in this version of the manuscript. We perform ablation studies to understand the effectiveness of each component of PredRNN, which is complementary to existing methods and further improves them when integrated. We release the code to facilitate future research at https://github.com/thuml/predrnn-pytorch.

2 Related work

For spatiotemporal predictive learning, different inductive biases are encoded into neural networks by using different network architectures [30], which, in general, can be roughly divided into three groups: feed-forward models based on CNNs [31, 32, 33], recurrent models [1, 34, 35], and other models including the combinations of the convolutional and recurrent networks, as well as the Transformer-based and flow-based methods [36, 37].

**Feed-forward models based on CNNs.** The use of convolutional layers has introduced the inductive bias of group invariance over space to spatiotemporal prediction. Oh et al. [31] defined a convolutional autoencoder for next-frame prediction in Atari games. Xue et al. [38] presented a probabilistic model that encodes motion information as convolutional kernels and learns to produce a probable set of future frames by learning their conditional distribution. Zhang et al. [39] used a CNN with residual connections for traffic prediction, which considers the closeness, period, trend, and external factors of the traffic flows. Recent literature proposed to train the predictive CNNs with adversarial learning [40, 41] to reduce the uncertainty of the learning process and improve the sharpness of the generated frames [32, 33, 42, 43, 44, 45, 46]. Compared with the recurrent models, feed-forward models typically show higher computational efficiency on large-scale GPUs. However, these models learn complicated state transitions as compositions of simpler ones by stacking convolutional layers, thus often failing to capture long-term dependency between distant frames.

**Recurrent models.** Recent advances in RNNs typically show a greater ability to model the dynamics of historical observations. Ranzato et al. [47] defined an RNN inspired by language modeling, predicting future frames in a discrete space of patch clusters. Srivastava et al. [34] proposed a sequence-to-sequence video prediction model borrowed from neural machine translation [17]. Later on, some work improved the modeling of temporal relations and extended the prediction horizon by organizing 2D recurrent states in hierarchical architectures [48, 49, 50]. To model the temporal uncertainty, some work proposed to integrate variational inference with 2D recurrence [35, 51, 52, 53, 54, 55, 56]. Another line of work is to factorize the content and motion of videos. Typical approaches include using optical flows [57, 58], adversarial training schemes [59], reasoning about object-centric content and pose vectors [60, 61], differentiable clustering methods [6], amortized inference [62, 63], and solvers of neural differential equations [64]. However, the above methods mainly used 2D RNNs to model video dynamics in low-dimensional space, which inevitably causes the loss of visual information in real scenarios. In this paper, we are more focused on improving the spatiotemporal modeling capability of the recurrent predictive backbones.

**Convolutional RNNs.** Table 1 summarizes the evolution of recent video prediction models that combine the advantages of convolutional and recurrent architectures. Shi et al. [1] proposed the Convolutional LSTM (ConvLSTM), which uses convolutions
to replace the matrix multiplication in the recurrent transitions of the original LSTM. Finn et al. [26] designed an action-conditioned ConvLSTM network for visual planning and control. Shi et al. [25] combined convolutions with GRUs [18] and extended the receptive fields of state-to-state transitions with non-local neural connections. Wang et al. [9] enriched each RNN state by incorporating a time dimension that covers a short snippet, and proposed to model the dynamics using 3D convolutions and temporal self-attention. Su et al. [29] improved the efficiency of higher-order ConvLSTMs based on low-rank tensor factorization. In summary, the convolutional RNNs jointly model the visual appearances and temporal dynamics, and is also a foundation for the follow-up approaches [4, 9, 25, 26, 27, 28, 29, 65, 66, 67, 68, 69, 70, 71]. This paper improves upon the existing video prediction models with (i) a zigzag recurrent transition mechanism named spatiotemporal memory flow, (ii) a new convolutional recurrent unit with a pair of decoupled memory cells, and (iii) a new training procedure for sequence-to-sequence predictive learning.

3 Preliminaries

3.1 Spatiotemporal Predictive Learning

Suppose we are monitoring a dynamical system of $J$ measurements over time, where each measurement is recorded at all locations in a spatial region represented by an $M \times N$ grid. From the spatial view, the observation of these $J$ measurements at any time can be represented by a tensor $X \in \mathbb{R}^{J \times M \times N}$. From the temporal view, the observations over $T$ timesteps form a sequence of $X_{in} = \{X_1, \ldots, X_T\}$. Given $X_{in}$, the spatiotemporal predictive learning is to predict the most probable length-$K$ sequence in the future, $X_{out} = \{X_{T+1}, \ldots, X_{T+K}\}$. In this paper, we train neural networks parameterized by $\theta$. Concretely, we use stochastic gradient descent to fit a set of parameters $\theta^*$ that maximizes the log-likelihood of producing the true target sequence $X_{out}$ given the input data $X_{in}$ for all training pairs $\{(X_{in}^n, X_{out}^n)\}$.:

$$
\theta^* = \arg \max_{\theta} \sum_{(X_{in}^n, X_{out}^n)} \log P(X_{out}^n|X_{in}^n; \theta).
$$

In this paper, we take video prediction as a typical experimental domain, where the observed data at each timestep is an RGB image and the number of measured channels is 3. Another domain is precipitation nowcasting, where the observed data is a sequence of radar echo maps in a certain geographic region.

3.2 Convolutional LSTM

The Convolutional LSTM (ConvLSTM) [1] models the spatial and temporal data structures simultaneously by explicitly encoding the spatial information into tensors, and applying convolution operators to both the state-to-state and input-to-state recurrent transitions. It overcomes the limitation of vector-variate representations in standard LSTM, where the spatial correlation is not explicitly modeled. The input state $X_t$, memory state $C_t$, and hidden state $H_t$ at each timestep are 3D tensors in $\mathbb{R}^{J \times M \times N}$. The first dimension is either the number of measurements (for input states) or the number of feature maps (otherwise), and the last two dimensions are the numbers of spatial rows $M$ and columns $N$. Like standard LSTM, the input gate $i_t$, forget gate $f_t$, output gate $o_t$, and input-modulation gate $g_t$ control the information flow across $C_t$, such that the gradient will be kept from quickly vanishing by being trapped in the memory cell. ConvLSTM determines the future state of a certain cell in the $M \times N$ grid based on the input frame and past states of its local neighbors:

$$
g_t = \tanh(W_{xg} * X_t + W_{bg} * H_{t-1} + b_g)
$$

$$
i_t = \sigma(W_{xi} * X_t + W_{hi} * H_{t-1} + W_{ci} \odot C_{t-1} + b_i)
$$

$$
f_t = \sigma(W_{xf} * X_t + W_{hf} * H_{t-1} + W_{cf} \odot C_{t-1} + b_f)
$$

$$
C_t = f_t \odot C_{t-1} + i_t \odot g_t
$$

$$
o_t = \sigma(W_{xo} * X_t + W_{ho} * H_{t-1} + W_{co} \odot C_t + b_o)
$$

$$
H_t = o_t \odot \tanh(C_t),
$$

where $\sigma$ is the Sigmoid activation function, $*$ and $\odot$ denote the convolution operator and the Hadamard product. We observe that the ConvLSTM network can be improved from three aspects.

Challenge I. For a stacked ConvLSTM network, the input sequence $X_{in}$ is fed into the bottom layer, and the output sequence $X_{out}$ is generated at the top one. With hidden states $H_t$ being delivered from the bottom up, spatial representations are encoded layer by layer. However, the memory states $C_t$ are merely updated along the arrow of time within each ConvLSTM layer, being less dependent on the hierarchical visual features at other layers. Thus, the first layer at the current timestep may largely ignore what had been memorized by the top layer at the previous timestep.

Challenge II. In ConvLSTM, the output hidden state $H_t$ is dependent on the memory state $C_t$ and the output gate $o_t$, which means that the memory cell is forced to cope with long-term and short-term dynamics simultaneously. Therefore, the modeling capability of $C_t$ may greatly limit the overall performance of the model for complex spatiotemporal variations.

Challenge III. The ConvLSTM network follows the training procedure of sequence-to-sequence RNNs [23]. During training, it always takes as inputs real observations at encoding timesteps but has to rely more on the long-term information from the previous context frames at the forecasting timesteps. Since both the encoding and forecasting parts of ConvLSTM use the same set of model parameters, the one-step training in the encoding phase may prevent the forecaster from learning the jumpy frame dependencies, thus affecting the performance of long-term prediction.

4 Method

To tackle the above challenging problems, we propose the Predictive Recurrent Neural Network (PredRNN). For Challenge I, we present a new RNN architecture named the spatiotemporal memory flow, which improves the state transition functions of convolutional RNNs. For Challenge II, we propose the Spatiotemporal LSTM (ST-LSTM) which serves as the building block of PredRNN. It leverages a pair of memory cells that are jointly learned and affective the performance of long-term prediction. For Challenge III, we improve the training procedure to encourage the predictive network to learn non-Markovian dynamics from longer periods of observation frames. Furthermore, we present an action-conditioned PredRNN, which allows simulating the spatiotemporal variations of the environment in response to the actions of the agent in decision-making scenarios.

4.1 Spatiotemporal Memory Flow

PredRNN employs a stack of convolutional recurrent units to learn unified representations of the spatial correlations and temporal
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The spatiotemporal memory flow provides a recurrent highway for hierarchical visual representations that can reduce the loss of information from the bottom layers to the top of the network. Besides, by introducing more nonlinear gated neurons within temporal neighborhoods, it expands the deep transition path of hidden states and enhances the modeling capability of the network for short-term dynamics. In contrast, the original ConvLSTM network requires larger convolution kernels for input-to-state and state-to-state transitions in order to capture faster motion, resulting in an unnecessary increase in model parameters.

Alternatively, we can understand the spatiotemporal memory flow from the perspective of memory networks [72, 73, 74]. Here, the proposed spatiotemporal memory state \( M \) can be viewed as a simple version of the so-called external memory with continuous memory representations, and the stacked recurrent layers can be viewed as multiple computational steps. The layer-wise forget gates, input gates, and input modulation gates respectively determine the read and write functions, as well as the content to be written. One advantage of the classic memory networks is to capture long-term structure (even with multiple temporal hops) within sequences. Our spatiotemporal memory flow is analogous to their mechanism, as it enables our model to consider different levels of video representations before making a prediction.

2. Like the standard LSTM, the memory cell of ConvLSTM was originally designed to alleviate the gradient vanishing problem during training.

Fig. 1: Left: the spatiotemporal memory flow architecture that uses ConvLSTM as the building block. The orange arrows show the deep-in-time path of memory state transitions. Right: the original ConvLSTM network proposed by Shi et al. [1].

\[
g_t = \tanh(W_{xz} * X_t^{(l=1)} + W_{hx} * H_t^{(l-1)})
\]

\[
i_t = \sigma(W_{xi} * X_t^{(l=1)} + W_{hi} * H_t^{(l-1)} + W_{ei} * M_t^{(l-1)})
\]

\[
f_t = \sigma(W_{xf} * X_t^{(l=1)} + W_{hf} * H_t^{(l-1)} + W_{cf} * M_t^{(l-1)})
\]

\[
M_t^l = f_t \odot M_t^{(l-1)} + i_t \odot g_t
\]

\[
o_t = \sigma(W_{xo} * X_t^{(l=1)} + W_{ho} * H_t^{(l-1)} + W_{co} * M_t^l)
\]

\[
H_t^l = o_t \odot \tanh(M_t^l).
\]

(3)
4.2 Spatiotemporal LSTM with Memory Decoupling

As described previously, the spatiotemporal memory state is updated first upwards across layers then forwards to the next timestep. It stretches the state transition path across time and adds extra neurons between horizontally adjacent nodes at the same level of the network. It thus enables the network to learn complex non-linear transition functions of short-term motions. However, this deep-in-time architecture may also bring in the gradient vanishing problem. The roundabout memory transition path may make it difficult to capture long-term dependencies. For both short-term recurrence depth and long-term coherence, we introduce a double-flow memory transition mechanism that combines the original memory cell $C$ and the new memory cell $M$, which derives a recurrent unit named Spatiotemporal LSTM (ST-LSTM):

$$
\begin{align}
g_t &= \tanh(W_{xz} * \bar{X}_t + W_{hh} * H_{t-1}) \\
i_t &= \sigma(W_{zi} * X_t + W_{hi} * H_{t-1}) \\
f_t &= \sigma(W_{xf} * X_t + W_{hf} * H_{t-1}) \\
c_t^l &= f_t \odot c_i^{l-1} + i_t \odot g_t \\
g_t^l &= \tanh(W_{xz} * X_t + W_{mg} * M_{t-1}^{l-1}) \\
i_t^l &= \sigma(W_{zi} * X_t + W_{mi} * M_{t-1}^{l-1}) \\
f_t^l &= \sigma(W_{xf} * X_t + W_{mf} * M_{t-1}^{l-1}) \\
M_t^l &= f_t^l \odot M_{t-1}^{l-1} + i_t^l \odot g_t^l \\
o_t &= \sigma(W_{zo} * X_t + W_{ho} * H_{t-1} + W_{co} * C_t^l + W_{mo} * M_t^l) \\
H_t^l &= o_t \odot \tanh(W_{1x1} * \left[ C_t^l, M_t^l \right])
\end{align}
$$

In Fig. 2, we present the final PredRNN model by taking ST-LSTM as the building block in place of ConvLSTM. There are two memory states: First, $C_t$ is the temporal memory that transits within each ST-LSTM unit from the previous node at $t-1$ to the current timestep. We adopt the original gates for $C_t^l$ from the standard LSTM, but remove the Hadamard terms $W_{\bullet \bullet} \odot C_{t-1}^l$ from the computation of $i_t$ and $f_t$, due to empirical performance and model efficiency. Second, $M_t$ is the spatiotemporal memory, which transits vertically to the current node from the lower $l-1$ ST-LSTM unit at the same timestep. In particular, we assign $M_{t-1}^l$ to $M_t^l$ for the bottom ST-LSTM where $l = 1$. We construct another set of input gate $i_t^l$, forget gate $f_t^l$, and input modulation gate $g_t^l$ for $M_t^l$, because the memory transition functions in distinct directions are supposed to be controlled by different signals.

The final hidden states $H_t^l$ of each node are dependent on a combination of the horizontal and zigzag memory states: we concatenate the $C_t^l$ and $M_t^l$, and then apply the $1 \times 1$ convolutional layer for dimensionality reduction, which makes the hidden state $H_t^l$ have the same dimensions as the memory states. In addition to simple concatenation, pairs of memory states are finally twisted and unified by output gates with bidirectional control signals (horizontal and vertical), resulting in comprehensive modeling of long-term and short-term dynamics. This dual-memory mechanism benefits from the compositional advantage with distributed representations [75, 76]. Intuitively, due to different mechanisms of state transitions, the pair of memory cells in ST-LSTM are expected to deal with different aspects of spatiotemporal variations:

- $M$ introduces a deeper transition path that zigzags across ST-LSTM units. With the forget gate $f_t^l$ and the input-related modules $i_t^l \odot g_t^l$, it improves the ability to model complex short-term dynamics from one timestep to the next, and allows $H$ to transit adaptively at different rates.
- $C$ operates on a slower timescale. It provides a shorter gradient path between distant hidden states, thus facilitating the learning process of long-term dependencies.

However, as shown in Fig. 3, we visualized the increments of memory states at each timestep (i.e., $\Delta C_t^l$ and $\Delta M_t^l$) using t-SNE [77], and found that they were not automatically separated as expected. In fact, the two memory states are often so intertwined that they are difficult to decouple spontaneously through their respective network architectures. To some extent, it results in the inefficient utilization of network parameters.

Building upon the first version of ST-LSTM [2], we present a new decoupling loss, as shown in Fig. 2 (right), that keeps $C$ and $M$ from learning redundant features. In each ST-LSTM unit, we first add the convolutional layer upon the increments of $C_t^l$ and $M_t^l$ at every timestep, and leverage a new decoupling loss to explicitly extend the distance between them in latent space. By this means, different memory states are trained to focus on different aspects of
spatiotemporal variations. The overall memory decoupling method can be formulated as follows:

\[
\Delta C^t = W_{\text{decouple}} \ast (i_t \odot g_t)
\]

\[
\Delta M^t = W_{\text{decouple}} \ast (i'_t \odot g'_t)
\]

\[
\mathcal{L}_{\text{decouple}} = \sum_t \sum_l \sum_c \frac{1}{2} \|\Delta C^t_c \parallel \Delta M^t_c \|_c^2,
\]

(5)

where \(W_{\text{decouple}}\) denotes \(1 \times 1\) convolutions shared by all ST-LSTM units; \(\langle \cdot, \cdot \rangle_c\) and \(\| \cdot \parallel_c\) are respectively dot product and \(\ell_2\) norm of flattened feature maps, which are calculated for each channel \(c\). At training time, the increments of memory states, \(i_t \odot g_t\) and \(i'_t \odot g'_t\), are derived from Eq. (4). Notably, the new parameters are only used at training time and are removed from the entire model at inference. That is, there is no increase in model size compared to the previous version of ST-LSTM [2]. By defining the decoupling loss with the cosine similarity, our approach encourages the increments of the two memory states to be orthogonal at any timestep. It unleashes the respective strengths of \(C\) and \(M\) for long-term and short-term dynamic modeling. As shown by t-SNE visualization in Fig. 3, at test time, \(\Delta C^t\) and \(\Delta M^t\) can be easily separated.

The decoupling loss is largely inspired by the theoretical evidence that using reasonable inductive bias to construct distributed representations can bring a great performance boost if it matches properties of the underlying data distribution [77]. There is a similar idea in ensemble learning that generally, to form a good ensemble, the base learners should be as more accurate as possible, and as more diverse as possible [78]. The diversity of base learners can be enhanced in different ways, such as sub-sampling the training examples, manipulating the input attributes, and employing randomness into training procedures [79]. It is worth noting that the proposed memory decoupling method has not been used by existing ensemble learning algorithms, though it is inspired by the general idea of enhancing the diversity of base learners. We use it to diversify the pairs of memory states, intuitively in pursuit of a more disentangled representation of long- and short-term dynamics in predictive learning.

The final PredRNN model is trained end-to-end in a fully unsupervised manner. The overall training objective is:

\[
\mathcal{L}_{\text{final}} = \sum_{t=2}^{T+K} \|\hat{X}_t - X_t\|_2^2 + \mathcal{L}_{\text{decouple}},
\]

(6)

where the first term is the frame reconstruction loss that works on the network output at each timestep, the second term is the memory decoupling regularization from Eq. (5).

4.3 Action-Conditioned ST-LSTM

Action-conditioned video prediction models allow for flexibility in learning the policies of agent-based decision making systems [11, 13, 26, 31, 35, 80, 81]. Inspired by the work of Recurrent Environment Simulator [80], we extend ST-LSTMs, which can be denoted by ST-LSTM(\(X, \mathcal{H}_{t-1}, C^t_{t-1}, M^t_{t-1}\)), to action-conditioned video prediction with

\[
\mathcal{V}^t = (W_{\text{av}} \ast \mathcal{H}^t_{t-1}) \odot (W_{\text{av}} \ast \mathcal{A}_{t-1})
\]

\[
\mathcal{H}^t, C^t, M^t = \text{ST-LSTM}(X^t, \mathcal{V}^t, C^t_{t-1}, M^t_{t-1}),
\]

(7)

where \(\mathcal{V}^t\) encodes hidden state \(\mathcal{H}^t_{t-1}\) and the action taken at the previous timestep \(\mathcal{A}_{t-1}\). In our experiments, \(\mathcal{A}\) has continuous values and has been transformed to the same resolution as the hidden state. By incorporating \(\mathcal{V}^t\) in each ST-LSTM unit, at both encoding and forecasting timesteps, PredRNN learns to simulate the consequences of future action sequences over long time periods. Different from the original Recurrent Environment Simulator, we validate the effectiveness of action-conditioned ST-LSTM on a dataset collected with a real robot [13].

4.4 Training with Reverse Scheduled Sampling

As shown in Fig. 5, we propose a new curriculum learning strategy for PredRNN, which consists of two components:

- **Reverse scheduled sampling (RSS):** It is used at the encoding timesteps and forces the model to learn more about long-term dynamics by randomly hiding real observations with decreasing probabilities as the training phase progresses.
- **Scheduled sampling (SS)** [24]: It is used at the forecasting timesteps to alleviate the inconsistency of data flow between the training and inference phases.

**Difficulty in learning long-term dynamics.** We follow the common practice [26, 51] that uses a unified predictive model \(f_\theta(\cdot)\) for sequence encoding and forecasting. We use \(X_{\text{in}} = \{X_1, \ldots, X_T\}\) to denote the context frames and \(X_{\text{out}} = \{X_{T+1}, \ldots, X_{T+K}\}\) for ground-truth output frames. We use \(X_{\text{out}}\) and \(X_{\text{in}}\) to denote the prediction at each timestep. During inference, as well as in the typical training scheme, we have

\[
\hat{X}_{t+1} = \begin{cases} 
  f_\theta(X_t, H_{t-1}, S_{t-1}) & \text{if } t \leq T, \\
  f_0(\hat{X}_t, H_{t-1}, S_{t-1}) & \text{otherwise},
\end{cases}
\]

(8)

where \(S_{t-1} = \{C_{t-1}, M_{t-1}\}\) represents the temporal dynamics as a combination of previous memory states. The main difference
between the encoding part \((t \leq T)\) and the forecasting part \((t > T)\) is whether to use the true frame \(\mathcal{X}_t\) or the previous prediction \(\hat{\mathcal{X}}_t\). In the encoder, the model is mainly learned to make a one-step prediction, because \(\mathcal{X}_t\) tends to be a more informative signal than \(\mathcal{H}_{t-1}\) and \(S_{t-1}\), keeping PredRNN from digging deeper into the non-Markovian properties of historical observations. But for the forecaster, since \(\hat{\mathcal{X}}_t\) does not contain new observations, the model has to learn long-term dynamics from the latter. Such a training inconsistency between the encoder and the forecaster may lead to an ineffective optimization of \(\theta\) and hamper the model from learning long-term dynamics from \(\mathcal{X}_{in}\).

**Reverse scheduled sampling.** To force the recurrent model to learn long-term dynamics from historical observations, we propose the reverse scheduled sampling, a curriculum learning strategy applied to the input frames at encoding timesteps. At forecasting timesteps, we follow the previous literature [26, 51] to apply the original schedule sampling [24] to the inputs. Finally, we have

\[
\hat{\mathcal{X}}_{t+1} = \begin{cases} 
\alpha(\mathcal{X}_t, \mathcal{H}_{t-1}, S_{t-1}) & \text{if } t \leq T, \\
\beta(\hat{\mathcal{X}}_t, \mathcal{H}_{t-1}, S_{t-1}) & \text{otherwise,}
\end{cases}
\tag{9}
\]

where \(\alpha\) indicates a gradual change throughout the training phase from taking the previous prediction \(\mathcal{X}_t\) as the input to taking the true frame \(\hat{\mathcal{X}}_t\). At encoding timesteps, the changing schedule is in the reverse order of the scheduled sampling strategy denoted by \(\rightarrow SS\) at forecasting timesteps. Concretely, for RSS, there is a probability \((\epsilon_k \in [0, 1])\) of sampling the true frame \(\mathcal{X}_t \in \mathcal{X}_{in}\) or a corresponding probability \((1 - \epsilon_k)\) of sampling \(\hat{\mathcal{X}}_t\), such that over the entire encoder, a sequence of sampling outcomes can be seen as a Bernoulli process with \(T\) independent trials. \(\epsilon_k\) is an increasing function of the number of training iterations \(k\), starting from \(\epsilon_s\) and increasing to \(\epsilon_e\), which has the following forms:

- Linear increase: \(\epsilon_k = \min\{\epsilon_s + \alpha_t \times k, \epsilon_e\}\);
- Exponential increase: \(\epsilon_k = \epsilon_s - (\epsilon_e - \epsilon_s) \times \exp(-\frac{k}{\alpha_t})\);
- Sigmoid increase: \(\epsilon_k = \epsilon_s + (\epsilon_e - \epsilon_s) \times \frac{1}{1 + \exp(-\frac{k}{\alpha_t})}\).

where \(\alpha_t, \alpha_e, \epsilon_s > 0\) denote the increasing factors and \(\beta_0 > 0\) denotes the starting point of the sigmoid function. These hyper-parameters jointly decide the increasing curve of \(\epsilon_k\). Examples of such schemes are shown in Fig. 6 in the red curves. The encoder is trained with a progressively simplified curriculum. It gradually changes from generating multi-step future frames, which

![Fig. 5: In the training phase, we apply the reverse scheduled sampling at the encoding timesteps to force the model to learn long-term dynamics from context frames. This training scheme can be easily combined with the original scheduled sampling strategy, which is used to close the training-inference gap at forecasting timesteps. Both the encoder and the forecaster are parametrized by \(\theta\).](image)

![Fig. 6: Two feasible strategies to combine the reverse scheduled sampling (in red) and the original scheduled sampling (in blue).](image)

is challenging due to the absence of some historical observations, to making one-step predictions, just as the encoder does at test time. Such a training scheme encourages the model to extract long-term, non-Markovian dynamics from the input sequence.

**Entire training scheme.** Fig. 6 shows two feasible strategies to jointly use RSS and the original scheduled sampling method, where \(\eta_k\) denotes the probability of the original scheduled sampling at forecasting timesteps. For simplicity, we make \(\eta_k\) decay linearly, although other scheduled sampling schemes could be employed (such as an exponential decay). The biggest difference between the two strategies lies in whether the variation ranges of the sampling probabilities of encoder and forecaster are close at the early stage of training. Empirically, the second strategy performs slightly better (as shown in Table 6 in Section 5.2). This suggests that in the early training stages, it is helpful to sample true frames with similar probabilities in the encoding and forecasting parts of PredRNN.

Like scheduled sampling, the RSS training strategy can be widely used in most sequence-to-sequence models beyond PredRNN to enhance the long-term modeling capability.

**5 Experiments**

In this section, we evaluate our approach on five spatiotemporal prediction datasets. We strongly encourage readers to view [https://github.com/thuml/predrnn-pytorch](https://github.com/thuml/predrnn-pytorch) for the source code.

### 5.1 Experimental Setups

**Datasets.** We evaluate PredRNN on the following datasets for both synthetic and real-world scenarios:
Moving MNIST: This dataset contains handwritten digits that are sampled from the static MNIST, placed at random locations, and initialized with a random speed. They bounce off the edges of the image at a certain angle. For a fair comparison, we follow two training setup from ConvLSTM [1] and CrevNet [28]. In the first setup, we use a fixed training set of 10,000 samples; while in the second one, we generate training data on the fly, which provides a larger number of training samples. We use a test set of 5,000 sequences where the digits are sampled from a different subset of static MNIST.

KTH [82]: This dataset contains 6 types of human actions, i.e., walking, jogging, running, boxing, hand-waving, and hand-clapping, performed by 25 persons in 4 different scenes. The videos last 4 seconds on average and have a frame rate of 25 FPS. We resize the frames to a resolution of 128 × 128. We adopt the protocol from [57], i.e., persons 1-16 for training; persons 17-25 for testing, and obtain a training set of 108,717 sequences and a test set of 4,086 sequences.

Radar echo dataset: This dataset contains 10,000 consecutive radar maps recorded every 6 minutes at Guangzhou, China. We transform the radar maps to pixel values and represent them as 128 × 128 grayscale images. We divide the dataset into 7,800 training sequences and 1,800 test sequences.

Traffic4Cast [83]: This dataset records the GPS trajectories of consecutive traffic flows in Berlin, Moscow, and Istanbul in the form of video frames in 2019. The size of each frame is 495 × 436 × 3. The value of each pixel corresponds to the traffic information in an area of 100m × 100m in 5 minutes, including mean speed, volume, and major traffic direction.

BAIR [13]: This dataset contains the action-conditioned videos collected by a Sawyer robotic arm pushing a variety of objects. At each timestep, we have a 64 × 64 RGB image and the action vector of the commanded gripper pose. We have a training set of 822,016 sequences and a test set of 4,864 sequences.

Compared models. We use the ConvLSTM network [1] as the primary baseline model, and compare PredRNN with the current states of the art for each dataset, including:

- CrevNet [28] for Moving MNIST and Traffic4Cast.
- Conv-TT-LSTM [29] for the KTH action dataset.
- TrajGRU [25] for precipitation forecasting.
- SV2P [35] for action-conditioned video prediction.

Notably, some existing approaches have extended PredRNN in different aspects [9, 27] or use ST-LSTM as the network backbone [28]. The differences between them are summarized in Table 1. Particularly for these approaches, the proposed contributions of memory decoupling and reverse scheduled sampling are shown to be easily combined with them and enable them to approach state-of-the-art performance. To facilitate the discussion of ablation study, we refer to different versions of PredRNN as:

- PredRNN-M-Only: This model improves the ConvLSTM network with the spatiotemporal memory flow (M). The architecture is shown in Fig. 1 (left).
- PredRNN: This model uses ST-LSTMs as the building blocks. It was proposed in our conference paper [2].
- PredRNN-V2: This is the final proposed model that improves the training process of the original PredRNN with memory decoupling and reverse scheduled sampling.

Implementation details. We use the ADAM optimizer [84] to train the models with a mini-batch of 2 to 16 sequences according to different datasets. Unless otherwise specified, we set the learning rate to 10^{-4} and stop the training process after 80,000 iterations. We typically use four ST-LSTM layers in PredRNN to strike a balance between prediction quality and training efficiency. We set the number of channels of each hidden state to 128 and the size of convolutional kernels inside the ST-LSTM unit to 5 × 5.

### 5.2 Moving MNIST Dataset

In this dataset, future trajectories of moving digits are predictable based on enough historical observations, where part of the challenge is to infer the underlying dynamics with random initial velocities. Moreover, the frequent occlusion of multiple digits leads to complex and short-term variations of local spatial information, which brings more difficulties to spatiotemporal prediction. We train the models to predict the next ten frames given the first ten.
Quantitative results with a fixed training set. Table 2 shows the results of all compared models averaged per frame. We adopt evaluation metrics that were widely used by previous methods: the Mean Squared Error (MSE), the Structural Similarity Index Measure (SSIM) [85], and the Learned Perceptual Image Patch Similarity (LPIPS) [86]. The difference between these metrics is that MSE estimates the absolute pixel-wise errors, SSIM measures the similarity of structural information within the spatial neighborhoods, while LPIPS is based on deep features and aligns better to human perceptions. Fig. 7 provides the corresponding frame-wise comparisons. The final PredRNN model significantly outperforms all previous approaches, and all the proposed techniques have their contributions. First, with the proposed spatiotemporal memory flow, the PredRNN-M-only model reduces the per-frame MSE of the ConvLSTM baseline from 103.3 down to 74.0. Second, by using the ST-LSTM in place of the ConvLSTM unit, our model further reduces the MSE down to 56.8. Finally, the employment of the memory decoupling and the reverse scheduled sampling techniques brings another 14.8% improvement in MSE (from 56.8 to 48.4). In Table 2, we also show the model size, computational efficiency, and memory usage for the sake of fair comparisons. Note that PredRNN performs better and is more efficient than a large version of the ConvLSTM network (denoted by ConvLSTM*) with a doubled number of channels in the hidden states.

Quantitative results with a dynamic training set. To further compare the performance of PredRNN with the state of the art on the Moving MNIST dataset, we follow the experimental setups of recent approaches [28, 67] where models are trained on dynamically generated data with two or three flying digits. The training process is stopped after 100,000 iterations. As shown in Table 3, PredRNN and PredRNN-V2 yield better results than those in Table 2, as they can have a better understanding of the spatiotemporal dynamics of the dataset with the growth of training steps. Notably, CrevNet also uses ST-LSTM as the recurrent unit. According to the results from its original text [28], it is superior to another ConvLSTM-based variant. More importantly, it is shown to be further improved by memory decoupling and reverse scheduled sampling.

Qualitative comparison. Fig. 8 shows two examples randomly sampled from the test set, where most of the frames produced by the compared models are severely blurred, especially for long-term predictions. In contrast, PredRNN produces clearer images, which means it can be more certain of future variations due to its stronger long-term modeling capabilities. When we look closely, we can see that the most challenging issues on this dataset are to make accurate predictions of the future trajectories of moving digits and to maintain the correct shape of each digit after occlusions (in the second example, the compared VPN model incorrectly predicts the digit 8 as 3 after the occlusion of 8 and 0). In both cases, the original PredRNN and the newly proposed PredRNN-V2 progressively improve the quality of the prediction results.

Ablation studies on the memory flow. To understand the benefit of the spatiotemporal memory flow, we compare the baseline PredRNN with two alternatives that truncate the memory flow at specific positions in the transition path of $M_t$.

| Model | MSE ($\downarrow$) | SSIM ($\uparrow$) | #Params. (MB) |
|-------|-------------------|------------------|--------------|
| PredRNN (w/o RSS or memory decoupling) | 56.8 | - | - |
| - Truncated at $M_t^1 \rightarrow \ldots \rightarrow M_t^L$ (bottom-up) | 57.6 | - | - |
| - Truncated at $M_t^1 \rightarrow M_{t+1}^T$ (top-down) | 59.7 | - | - |

As shown in Table 4, PredRNN and PredRNN-V2 yield better results than those in Table 2, as they can have a better understanding of the spatiotemporal dynamics of the dataset with the growth of training steps. Notably, CrevNet also uses ST-LSTM as the recurrent unit. According to the results from its original text [28], it is superior to another ConvLSTM-based variant. More importantly, it is shown to be further improved by memory decoupling and reverse scheduled sampling.

Fig. 8: Prediction examples on the Moving MNIST test set.
Fig. 9: Gradient analyses on the Moving MNIST test set. We use well-trained models and average the results over 100 sequences randomly sampled from the test set. (a) It presents the gradients of previous states concerning the loss at the last forecasting timestep, showing that the proposed memory flow benefits long-term modeling by alleviating the vanishing gradients. (b) It presents the accumulated gradients of the encoding states concerning the losses over the forecasting timesteps, showing the importance of RSS in encoding long-term dynamics of the inputs. We here use the RSS training strategy with an exponentially increasing $\epsilon_k$ (from Fig. 6(b)). Both PredRNN and PredRNN+RSS take as input the historical real observations at encoding timesteps during testing.

Fig. 10: An analysis of the ratios of the saturated forget gates ($f_t < 0.1$) in all transitions of temporal memory states $C^l_t$ ($l \in \{1, 2, 3, 4\}$). We obtain the results by evaluating 100 samples from the Moving MNIST test set. The results demonstrate the effect of the RSS and the zigzag memory flow in long-term modeling.

Ablation study on the memory decoupling. To show that memory decoupling facilitates both long-term and short-term dependencies, as shown in Fig. 11, we make the pixel intensity of the images change regularly or irregularly over time. Thanks to the decoupled memory cells of ST-LSTMs, our approach can respond to sudden changes more rapidly and adapt to video dynamics at different timescales. As shown by the purple curves, we also include the results of a larger ConvLSTM network with a model size significantly larger than that of PredRNN+Memory Decoupling (65.96 MB vs. 23.86 MB). Nonetheless, our model responds more quickly to the rapidly changing pixel intensity. In Table 5, we use the MIM model [4], which is also based on the ST-LSTM unit, to specifically show the generality of the memory decoupling loss to different network backbones.

Ablation study on the reverse scheduled sampling. We compare different combinations of the original and the reverse scheduled sampling techniques. From Table 6, the second strategy in Fig. 6 with an exponentially increased $\epsilon_k$ performs best. It is because the encoder-forecaster discrepancy can be effectively reduced by keeping their probabilities of sampling the true context frames close to each other in the early stage of training. To further demonstrate that the reverse scheduled sampling can contribute to learning long-term dynamics, we perform empirical analyses on the long-term gradients in Fig. 9(b) and the saturation ratio of forget gates in Fig. 10. For the gradient analysis, we evaluate the gradients of the encoder’s hidden states with respect to the loss functions at different output timesteps, and average the results over the entire

| Backbone  | Decoupling | RSS | MSE ($\downarrow$) | Perf. gain |
|-----------|------------|-----|-------------------|------------|
| ConvLSTM [1] | × | × | 103.3 | 64.2 | 37.8% |
| PredRNN | | | 56.8 | 48.4 | 14.8% |
| PredRNN++ [27] | | | 46.5 | 44.8 | 3.7% |
| E3D-LSTM [9] | | | 44.2 | 42.1 | 4.8% |
| MIM [4] | | | 52.0 | 47.9 | 11.9% |
| Conv-TT-LSTM [29] | | | 64.3 | 59.0 | 8.2% |
| MotionRNN [71] | | | 52.4 | 49.4 | 5.7% |

| Method | $\epsilon_s$ | $\epsilon_c$ | RSS mode | MSE ($\downarrow$) |
|--------|--------------|--------------|-----------|------------------|
| PredRNN | - | - | - | 57.3 |
| + Scheduled sampling [24] | - | - | Linear | 51.8 |
| + 1st strategy in Fig. 6(a) | 0.0 | 1.0 | Sigmoid | 53.9 |
| + 2nd strategy in Fig. 6(b) | 0.5 | 1.0 | Exponential | 50.9 |

TABLE 5: Effect of memory decoupling and reverse scheduled sampling on different network backbones (sorted by publish date).

TABLE 6: Ablation study on the training schemes. For RSS, $\epsilon_k$ changes from $\epsilon_s$ to $\epsilon_c$. Models are trained w/o the decoupling loss.

| Method | $\epsilon_s$ | $\epsilon_c$ | RSS mode | MSE ($\downarrow$) |
|--------|--------------|--------------|-----------|------------------|
| PredRNN | - | - | Linear | 51.9 |
| + Sigmoid | | | Sigmoid | 50.9 |
| + 2nd strategy in Fig. 6(b) | 0.5 | 1.0 | Exponential | 50.6 |
Fig. 11: Model performance under different types of temporal dynamics, where the models take as inputs the real observations at all timesteps, and the Y axis represents the mean value of predictions averaged over 100 test samples. We show two ground-truth sequences as examples at the top of the figure for a better intuitive understanding of the two types of pixel intensity changes. For each type, we apply the same rate of changes to all test samples. With memory-decoupled ST-LSTMs, our model is shown to (a) respond more rapidly to unexpected, sudden variations, and (b) simultaneously capture temporal dynamics at different timescales.

![Graph showing model performance](image)

Fig. 12: Frame-wise results on KTH. The prediction horizon is 10 timesteps at training time and 20 timesteps at test time.

![Graph showing frame-wise results](image)

Table 7: Results on KTH averaged over 20 future timesteps.

| Model                  | PSNR (↑) | SSIM (↑) | LPIPS (↓) |
|------------------------|----------|----------|-----------|
| ConvLSTM [1]           | 23.58    | 0.712    | 0.231     |
| MCnet + Residual [57]  | 26.29    | 0.806    | -         |
| TrajGRU [25]           | 26.97    | 0.790    | -         |
| DFN [87]               | 27.26    | 0.794    | -         |
| Conv-TT-LSTM [29]      | 27.62    | 0.815    | 0.196     |
| PredRNN                | 27.55    | 0.839    | 0.204     |
| PredRNN+V2             | 28.37    | 0.838    | 0.139     |

greater benefits for the final performance.

5.3 KTH Action Dataset

In this dataset, all compared models are trained across the 6 action categories by predicting 10 future frames from 10 observations. At test time, the prediction horizon is expanded to 20 timesteps.

We adopt the Peak Signal to Noise Ratio (PSNR) from the previous literature as the third evaluation metric, in addition to SSIM and LPIPS. Like MSE, PSNR also estimates the pixel-level similarity of two images (higher is better). The evaluation results of different methods are shown in Table 7, and the corresponding frame-wise comparisons are shown in Fig. 12, from which we have two observations: First, our models show significant improvements in both short-term and long-term predictions over the ConvLSTM network. Second, with the newly proposed memory decoupling and...
reverse scheduled sampling. PredRNN-V2 improves the conference version by a large margin in LPIPS (from 0.204 to 0.139). As mentioned above, LPIPS is more sensitive to perceptual human judgments, indicating that PredRNN-V2 has a stronger ability to generate high-fidelity images. In accordance with these results, we can see from the visual examples in Fig. 13 that our approaches (especially PredRNN-V2) obtain more accurate predictions of future movement and body details. By decoupling memory states, PredRNN-V2 learns to capture the complex spatiotemporal variations from different timescales.

5.4 Precipitation Forecasting from Radar Echoes

The accurate prediction of the movement of radar echoes in the next 0-2 hours is the foundation of precipitation forecasting. In this dataset, each sequence contains 10 input frames and 10 output frames, covering the historical data for the past hour and that for the future hour. It is challenging because the echoes tend to have non-rigid shapes and may move, accumulate or dissipate rapidly due to complex atmospheric physics, which makes it important to learn the dynamics in a unified spatiotemporal feature space.

TABLE 8: Quantitative results on the radar echo dataset.

| Model                | MSE (↓) | CSI-30 (↑) | CSI-40 (↑) | CSI-50 (↑) |
|----------------------|---------|------------|------------|------------|
| TrajGRU [25]         | 68.3    | 0.309      | 0.266      | 0.211      |
| ConvLSTM [1]         | 63.7    | 0.381      | 0.340      | 0.286      |
| MIM [4]              | 39.3    | 0.451      | 0.418      | 0.372      |
| PredRNN              | 39.1    | 0.455      | 0.417      | 0.358      |
| PredRNN-V2           | 36.4    | 0.462      | 0.425      | 0.378      |

TABLE 9: Quantitative results on the Traffic4cast dataset.

| Backbone    | Recurrent unit | Decoupl. | RSS | MSE (10⁻³) |
|-------------|----------------|----------|-----|------------|
| U-Net [88]  | None           | ×        | ×   | 6.992      |
| U-Net + PredRNN | ST-LSTM      | ×        | ×   | 7.035      |
|             | ST-LSTM       |          |     | 5.135      |
| CrevNet [28] | ConvLSTM      | ×        | ×   | 6.789      |
|             | ST-LSTM       |          |     | 6.613      |
|             | ST-LSTM       |          |     | 6.506      |

In Table 8, we compare PredRNN with three existing methods that have been shown effective for precipitation forecasting. Follow-
We evaluate the proposed methods on Traffic4Cast \cite{83}, a real-world dataset with complex and drastically changing information. To cope with high-dimensional input frames, we apply the autoencoder architecture of U-Net \cite{88} to the network backbone of PredRNN. Specifically, the decoder of U-Net contains four ST-LSTM layers, and the CNN encoder takes both traffic flow maps and spatiotemporal memory states as inputs. We also apply the proposed methods to CrevNet, which uses either ConvLSTM or ST-LSTM as the alternatives of recurrent units in the autoencoder architecture. Therefore, it can be further improved by memory decoupling and reverse scheduled sampling.

In Table 9, we follow the standard evaluation metric of MSE from the competition and have the following observations. Initially, the use of ST-LSTM improves the performance of the predictive models based on U-Net and CrevNet. Besides, the proposed memory decoupling and reverse scheduled sampling achieve further improvements over the models based on vanilla ST-LSTMs. Fig. 15 provides the qualitative comparisons of different variants of our methods based on the architecture of CrevNet. As shown in the red box at $f = 11$, the final model with memory-decoupled ST-LSTM and reverse scheduled sampling predicts the rapid changes of traffic flows most accurately.

### 5.6 Action-Conditioned BAIR Robot Pushing Dataset

We evaluate the action-conditioned PredRNN on the BAIR dataset that is widely used by previous methods, e.g., SVG \cite{51} and SV2P \cite{35}. We follow the experimental setups in SV2P to train the models to predict 10 frames into the future based on the first 2 visual observations, as well as the entire action sequence covering both encoding and forecasting timesteps. During the testing phase, instead, we extend the prediction time horizon to 28 timesteps for long-term evaluation. We mainly compare the performance of our approach with that of SVG and SV2P, which are competitive probabilistic models for stochastic video prediction. Specifically for these models, we draw 100 prediction samples from the prior distribution given a single testing sequence and report the results of the sample with the best SSIM score.

From Table 10, by comparing the proposed models with the action-free PredRNN, we find that the action information plays a significant role in future image generation. The performance of action-free PredRNN is mainly affected by the lack of observable dynamics due to limited input sequence, as well as the unpredictable spatiotemporal changes when future actions are unknown. It can be concluded that Eq. (7) provides an effective method to fuse the action information into the predictive network.

More importantly, in Fig. 16, we have the following observations. First, the action-conditioned PredRNN and PredRNN-V2 outperform SVG and SV2P significantly, especially for long-term
future prediction. Although probabilistic video prediction is useful for many downstream tasks such as epistemic POMDPs with implicit partial observability. The results indicate that in our cases in the BAIR dataset, the visual observations and action sequences provide rich information for future prediction. Second, the proposed models significantly outperform the action-conditioned ConvLSTM network, where we also apply the action fusion operation in Eq. (7) to each ConvLSTM unit. Again, the results validate the effectiveness of ST-LSTM over ConvLSTM. Third, with memory decoupling and RSS, PredRNN-V2 presents a consistent improvement over PredRNN and achieves the state of the art. Fig. 17 shows the qualitative results, in which our model predicts the future position of commanded gripper more precisely and largely enriches the details of objects.

Fig. 17: Prediction examples on the BAIR dataset, in which 28 frames are predicted given the first 2 frames and the entire action sequence at both encoding and forecasting timesteps. We zoom in the areas bounded by red boxes for clear comparison.

5.7 Model Limitations
To explore on what conditions the proposed model contributes the most, we visualize the examples that have comparable quantitative results in SSIM and MSE with the second-best models on the KTH, radar, and BAIR datasets. As shown in Fig. 18, on KTH and BAIR, i.e., datasets with clear visual structures, PredRNN-V2 significantly outperforms the other models in the visual quality of the generated future images. It makes more accurate predictions about future positions of the character (for KTH) and the robot arm (for BAIR). However, as for the radar echo dataset, Fig. 18 reveals the limitation of our approach in dealing with the special cases of the long-tail distribution of the dataset. In these cases, the radar observations show very sparse but still significant areas of high intensity echoes. Although PredRNN-V2 still achieves a better performance than the compared model in the forecast of future positions of the high-intensity areas, it cannot perfectly model the dynamics of the sparse echoes. Precipitation nowcasting is an extremely difficult research problem for existing spatiotemporal predictive learning approaches. A future research direction for mitigating the long-tail effect is to explicitly consider the complex physical properties and combine them with deep learning models.

Fig. 18: Examples that PredRNN-V2 yields comparable quantitative results with the previous art.

6 CONCLUSION
In this paper, we propose a recurrent network named PredRNN for spatiotemporal predictive learning. With a new Spatiotemporal LSTM unit, PredRNN models the short-term deformations in spatial appearance and the long-term dynamics over multiple frames simultaneously. The core of the Spatiotemporal LSTM is a zigzag memory flow that propagates across stacked recurrent layers vertically and through all temporal states horizontally, which enables the interactions of the hierarchical memory representations at different levels of PredRNN. Building upon the conference version of this paper, we introduce a new method to decouple the twisted memory states along the horizontal and the zigzag pathway of recurrent state transitions. It enables the model to benefit from learning distributed representations that could cover different aspects of spatiotemporal variations. Furthermore, we
also propose a new curriculum learning strategy named reverse scheduled sampling, which forces the encoding part of PredRNN to learn temporal dynamics from longer periods of the context frames. Our approach achieves state-of-the-art performance on synthetic and natural spatiotemporal datasets, including both action-free and action-conditioned predictive learning scenarios.
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