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The costs and impacts of government corruption range from impairing a country’s economic growth to affecting its citizens’ well-being and safety. Public contracting between government dependencies and private sector instances, referred to as public procurement, is a fertile land of opportunity for corrupt practices, generating substantial monetary losses worldwide. Thus, identifying and deterring corrupt activities between the government and the private sector is paramount. However, due to several factors, corruption in public procurement is challenging to identify and track, leading to corrupt practices going unnoticed. This paper presents a machine learning model based on an ensemble of random forest classifiers, which we call hyper-forest, to identify and predict corrupt contracts in México’s public procurement data. This method’s results correctly detect most of the corrupt and non-corrupt contracts evaluated in the dataset. Furthermore, we found that the most critical predictors considered in the model are those related to the relationship between buyers and suppliers rather than those related to features of individual contracts. Also, the method proposed here is general enough to be trained with data from other countries. Overall, our work presents a tool that can help in the decision-making process to identify, predict and analyze corruption in public procurement contracts.
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1. INTRODUCTION

Corruption, defined as the abuse of public power and/or resources for private gains, is widespread across societies, affecting sectors such as healthcare, politics, justice and public procurement (Klitgaard 1988, Mackey et al. 2016, Rose-Ackerman 1996, Shleifer and Vishny 1993). The economic cost of corruption is huge; only in 2016 the World Bank estimated that more than $2.6 trillion USD was lost due to corrupt activities (Lima and Delen 2020). Even when this number is in itself scandalous, the costs and impacts of corruption go far beyond the monetary issues; corruption distorts public trust, interferes with effective political decision-making, and impairs economic growth (Grimes 2013).

In the last few years, the digitalization and access to public data has been gaining ground. Many states have taken advantage of this new “technology era” to record their administrative activities, and many have adopted a policy of transparency regarding these data. This increase in access to information may be used to study corruption from new perspectives (Radermacher 2018).

Public procurement is one of the government activities in which usually large amounts of money are invested to contract goods or services from the private sector. Much of this money is lost due to corrupt practices. This draining in public resources through corruption in public procurement occurs around the globe; the World Bank and the Organization for Economic Cooperation and Development consider that the interaction activities between public and private sectors everywhere are always at risk being or becoming corrupt (Bank 2020, OECD 2016a). Besides the consequences enlisted above, corruption in public procurement has an impact on several social levels. It affects the market competition, changes the market dynamics, provokes a misallocation and unequal distribution of resources, and creates barriers to public services and goods. These barriers have an incalculable impact on the citizen’s well-being (Aidt 2016, Fazekas and Wachs 2020, Kohler et al. 2018, Mackey and Liang 2012, Meyer 2019, North et al. 2009, Vian 2008, Wachs et al. 2019). However, due to the diversity of possible corrupt operations, the complexity of the contracts involved, the intricate interactions between participants, and the participation/complicity of public officials, corruption in public procurement is challenging to identify, track, predict, and prevent (Baldi et al. 2016, Beth 2007, OECD 2016a,b).

In this work, we implement a machine learning model based on an ensemble of random forest, which we call hyper-forest, to detect corrupt contracts in México’s public procurement. For this study, we use the same data analyzed in Falcon-Cortes et al. (2022). In this dataset, besides considering the standard variables of a contract (such as spending, type of contract, etc.), we also include variables such as the buyers’ features, descriptors of the buyer/supplier relation, and some of the risk factors proposed in Fazekas et al. (2016); all built from the available public data. Our optimal classifier can detect corrupt contracts with an accuracy of 88% and non-corrupt contracts with 94% accuracy. We calculate the
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feature importance to find which variables are the most important for the model and to assess the optimal relative order of the predictors. Then we implement recursive feature elimination to find the set that gives the best classification performance. We find that those variables related to the relationship between buyer/supplier and risk factors are more efficient predictors than those that only describe contract features. The results in this paper are based solely on the analysis of the data, trying to avoid any political bias, and without use of any prior knowledge about contracts’ participants.

2. BACKGROUND

2.1. Corruption in Public Procurement in Mexico

Public procurement is the process by which governmental entities spend public money to purchase products and services, having a fundamental role in the economy of any country (OECD 2016b). Ideally, public contracts must guarantee goods and services of the best quality at a minor cost, prioritizing the citizen’s benefit over particular interests. Unfortunately, among all the government activities, public procurement is one of the most vulnerable to corruption (OECD 2016a); this is due to the large amount of works and services that each government office needs. This translates into thousands of transactions between the government and private companies a year, where, within the adjudication process of each public purchase, different private interests come together (IMCO 2018). Indeed, public procurement becomes corrupt when the election of the products and suppliers is taken following private interests instead of public well-being (WB 2014).

Public procurement processes comprise all the institutional efforts necessary for the government to acquire a good or service. Generally, these are stipulated in a legal system that regulates the process to be followed step by step (Søreide 2002). In México, this regulation is stipulated in the Law of Public Works and Acquisition of Federal Services (DOF 2021). According to Transparency International, the processes of public procurement are made in five main stages (TI 2006):

1. **Identification of the need**: Recognize the good or service the government agency wants to acquire.

2. **Method selection and documentation preparation**: Procedure by which the purchase of the previously identified good or service is made (open or restricted contest, or single-bidder). In this stage, the government agency also prepares the documentation to specify the features and requirements of the suppliers.

3. **Proposals evaluation and selection**: All the received proposals are evaluated following the features and requirements previously specified, deciding which supplier wins the contract.

4. **Contract implementation**: All the activities related to management, monitoring and contract modifications.

5. **Final accounting and auditing**: Once the purchasing processes have been completed, an analysis of the suppliers, the contracting dependency and the result of the contracted object are carried out.

In each of its stages, public procurement is susceptible to corruption. For example, Rose-Ackerman (1975) discussed the cases when the government does not have a clear preference for the product it wants to buy (stage 1) or when there is one single seller who can provide the good (stage 3). In these cases, incentives exist for suppliers to bribe government officials to either disqualify or ignore their competitors, or to allow them to make extraordinary profits. On the other hand, Søreide (2002) analyzes different situations under which corruption may appear at different stages of the process, for example, limiting the call for bids or making the bids’ features specific for only one tender (stage 2). In México, corrupt practices in several of the stages of public procurement have been detected over the years. For example: suppliers that win contracts by presenting fake documentation; companies that do not deliver the goods or services accorded in the contract; shell companies that provide fake receipts to evade taxes or hide embezzlement; suppliers that overcharge their services, breaching their contract, among others. In response, México’s government has documented lists of the companies that have been caught incurring in any act of corruption. These lists are managed by the Mexican Agency Tax and Mexican Federal Agency for Budget and Public Debt, they are public and we use them in this work to identify the contracts that are suspect of being corrupt. The specifications of these lists are described in Section 3.

Corruption in public procurement differs from corruption in other government functions due to the participation of different actors, the specific regulation and the wide margin of discretion in the decision-making. It often involves complex, high-value transactions that offer lucrative opportunities. But even for smaller contracts, this type of spending is often highly vulnerable to corruption, giving rise to the loss of enormous amounts of public resources (MCC 2020). In México alone, spending in public procurement reached 10% of the approved federal budget between 2013 and 2020, and almost 2% of this money was lost in corrupt practices (Falcón-Cortés et al. 2022). The consequences of corruption in public procurement are vast and very damaging, ranging from destabilizing the country’s economy to affecting the well-being of its citizens. Thus, it is essential to implement techniques that aid in the
2.2. Approaches to quantify and predict corruption in public procurement

A common approach to quantify and predict corruption in public procurement is to study the causes of corruption through regression-based analysis considering a wide range of variables. For example, constructing simple linear regression models that correlate the corruption perception index (International 2021) with the features of the country’s electoral system (Chang and Golden 2007), with the educational levels of the society (Lipset and Man 1960), or even with more market related features, such as the fraction of single-bidder contracts between a government agency and a private company (Wachs et al. 2021). Even when this regression-based model approach has many advantages, such as a straightforward implementation, it may also bring some issues, such as the strong underlying hypothesis of a linear dependence between variables, and the emergence of ambiguous causal relationships that may lead to flawed conclusions (Depken and Lafountain 2006, Loftus 1996).

On the other hand, the predictive power of regression models has proved to be poor compared to other modern techniques such as machine learning (Delen et al. 2012, 2005, Seifert 2004).

Another common approach to try to characterize and prevent corruption in public procurement is building risk factors from contract data. The Center for Research on Corruption in Budapest has curated a list of the most relevant indicators of corruption risk in public procurement, and they have studied the efficiency of these risk factors (Dávid-Barrett and Fazekas 2020, Fazekas et al. 2013a,b, 2016, Fazekas and Wachs 2020, Wachs et al. 2021, 2019). A usual technique analysis is to use linear, or multi-linear, regression models to find the best predictors of corrupt practices. In Falcón-Cortés et al. (2022) however, we tested four risk factors related to México’s public procurement, finding that isolated risk factors (or even linear combinations of them) result in very poor predictors of corruption. Nevertheless, since the phenomenon of corruption is highly complex, perhaps a better way to predict it would be through non-linear functions of the risk factors.

2.3. The Predicting power of Machine learning techniques

The recent development of data modeling algorithms, improvements in the speed and memory capacity of computers, and a large amount of publicly available data, have boosted the machine learning research to develop algorithms with improved detection and prediction capabilities (Sharda et al. 2022). These techniques have become widespread over the last years to study, detect and predict patterns embedded in data, with applications in different areas of science and engineering, such as spam filtering, tumor detection, identification of credit card fraud or forecasting a company’s revenues (Alpaydin 2020, Géron 2019).

The use of machine learning tools in understanding, classifying, and predicting corruption and governmental fraud has been gaining popularity in the scientific community in the last few years (Ash et al. 2021, Li et al. 2020, Lima and Delen 2020, Rabuzin and Modrusan 2019, Stockemer 2018, Sun and Medaglia 2019, Tang et al. 2019, Zumaya et al. 2021). Artificial intelligence has contributed to untangling fraud and risk issues in many sectors related to economic affairs by working with massive data sets generated inside government institutions. For example, Zumaya et al. (2021) used random forest and artificial neural networks to analyze more than 80 M data from taxpayers in México to identify shell companies. In Ash et al. (2021) a gradient boosted classifier of an ensemble of decision trees is implemented to detect and predict the probability of corruption in a municipality, taking into account the data from budget accounts of the Brazilian government. Finally, Rabuzin and Modrusan (2019) used text mining techniques to detect risk factors inside public contracts and developed a machine learning model to recognize suspicious tenders in Croatia.

This paper aims to use machine learning techniques on a dataset of Mexican public procurement contracts to identify and predict those with a high probability of being corrupt, but also to study the contract features that are more relevant in identifying corrupt contracts.

| Type          | Variable              | Short name | Detail                                      |
|---------------|-----------------------|------------|---------------------------------------------|
|               | Government Order      | GO         | Government agency (buyer) level:            |
|               |                       |            | APF - Federal level                         |
|               |                       |            | GE - State level                            |
|               |                       |            | GM - Municipal level                        |
|               | Procedure Character   | PC         | Legal framework in which the contract was made: |
|               |                       |            | N - National                                |
|               |                       |            | I - International                           |
|               |                       |            | ITLC - International under the North American Free Trade Agreement (NAFTA) |
| Type Variable            | Short name | Detail                                                                 |
|--------------------------|------------|------------------------------------------------------------------------|
| Contract Type            | CT         | **Services or commodities contracted:**                                  |
|                          |            | OP - Public work                                                        |
|                          |            | S - Services                                                            |
|                          |            | ADQ - Acquisitions                                                      |
|                          |            | AR - Leases                                                            |
|                          |            | SLAOP - Special public work                                             |
| Procedure Type           | PT         | **Procedure by which the supplier won the contract:**                   |
|                          |            | AD - Single-bidder                                                      |
|                          |            | LP - Open public contest                                                |
|                          |            | I3P - Contest between only three suppliers                              |
| Size                     | S          | **Size of supplier:**                                                  |
|                          |            | MIC - Micro-supplier                                                    |
|                          |            | PEQ - Small-supplier                                                   |
|                          |            | MED - Medium-supplier                                                  |
|                          |            | NOM - Large-supplier                                                   |
|                          |            | NA - Supplier without assigned size                                     |
| Beginning week           | N/A        | **Week of the year in which the contract began**                        |
| Ending week              | N/A        | **Week of the year in which the contract ended**                        |
| Ending-Beginning weeks   | EBWeeks    | **Weeks that the contract lasted**                                     |
| Spending                 | N/A        | **Amount of money spent by the buyer (in USD PPP)**                     |
| ii) Number of Contracts by a buyer | T.Cont | **Number of total contracts given to each supplier**                    |
| Spending by a buyer      | T.Spending | **Amount of money given to each supplier**                             |
| Single-bidder contracts by a buyer | T.AD      | **Number of total contracts given to each supplier by single-bidder**  |
| Active weeks             | N/A        | **Number of weeks in which a supplier was assigned contracts by a buyer in each year** |
| iii) Maximum number of Contracts by a buyer | T.Cont.Max | **Maximum number of the contracts awarded by a buyer to a supplier** |
|                          |            | max_j(T.Cont_j) where j represents all the suppliers contracted by a buyer, and T.Cont the number of total contracts given to each supplier |
| Maximum Spending by a buyer | T.Spending.Max | **Maximum amount of money spent by a buyer in contracts with a supplier** |
|                          |            | max_j(T.Spending_j) where j represents all the suppliers contracted by the buyer, and T.Spending the amount of money given to each supplier |
| iv) Fraction of single-bidder contracts | RAD | **Fraction of single-bidder contracts awarded by a buyer to a supplier:  T.AD/T.Cont** |
| Favoritism               | Fav        | **Favoritism of a buyer for a supplier as defined in IMCO (2018)**     |
|                          |            | (0.33) * (T.Cont/T.Cont.Max) + (0.66) * (T.Spending/T.Spending.Max)     |
| Contracts per active week | CPW      | **Number of contracts a supplier won with the same buyer per active week** |
|                          |            | T.Cont/ActiveWeeks                                                      |
| Spending per active week | SPW       | **Amount of money spent by a buyer in contracts with the same supplier per active week** |
|                          |            | T.Spending/ActiveWeeks                                                  |

TABLE I: **Predictor variables:**
Type i): Set of the variables chosen to describe the features of each contract from the source list of public contracts (*CompraNet - Contratos Públicos 2021*). Type ii): Set of variables to describe the relationship buyer/supplier. Type iii): Set of variables to describe features of the buyers. Type iv): These variables are approximate versions of the risk factors proposed in Fazekas et al. (2013a,b), IMCO (2018), see text.

a The Mexican Economic Secretariat proposed this size classification based on the amount of resources produced by the company and its number of employees (*Secretaría de Economía - Clasificación de empresas 2021*).

b Since most of the Spending is reported in Mexican currency (MXN), we converted the amounts to USD PPP using the equivalences given in OECD (2000-2020).

3. **METHODS**

3.1. **Data Preparation**

As mentioned above, the data set used in this investigation is essentially the same as that analyzed in Falcón-Cortés et al. (2022). The only difference is that the previous data used dummy variables for each categorical variable, while here we keep categorical variables as such. In this section we give a short
description of the data and variables considered by the machine learning model.

The list of public contracts was taken from the electronic Mexican system of public governmental information on public procurement CompraNet (CompraNet - Contratos Públicos 2021), and it covers all the public contracts from 2013 to 2020. The CompraNet system is operated by an administrative unit designed by the Mexican federal agency for budget and public debt (SHCP for “Secretaría de Hacienda y Crédito Público”). The registry of contracts in this electronic system is mandatory for all those that operate with resources from the federal budget. The contracts on this list have a specific set of variables or entries that describe them. The particular entries we use in this work are shown in Table I - Type i).

The original data lists consisted in 1.6 M of contracts. These records were curated to standardize the information available in each of them. We homogenized all the string variables to avoid issues with special characters or spacing, we also deleted all the entries in which an important variable was omitted (for example, the buyer’s name, the amount spent, the type of procedure, etc.). The contracts with this kind of problems were approximately 60 K (representing 4% of the data). Thus, from the 1.6 M contracts available in the original data lists, we consider 1.54 M. As mentioned above, from these 1.54 M of records, we took only the variables shown in Table I - Type i). The original set includes other variables that are not of interest for this work, such as the name of the buyers’ legal representative, or the suppliers’ webpage. Hereinafter, we will refer to this curated list of 1.54 M of contracts as the source list.

We use the information given in the source list to build a few extra variables. We constructed three variables related to the relationship between buyers and suppliers (Table I - Type ii)), and two variables that are descriptive of the buyers (Table I - Type iii)). Unfortunately, the available data in the source list is not detailed enough to evaluate exactly the risk factors developed in Fazekas et al. (2013a, b), IMCO (2018), thus, we propose approximate versions of the factors that give similar information about the features of the relationship between the buyers and suppliers, and we refer to these variables as Type iv) (See Table I).

Thus, considering the information available in the source list, and the variables related to buyer/supplier features, buyers’ features and risk factors, there are four types of items in the final data set:

i) Items that describe the features of the contracts. For example, the procedure by which the supplier won the contract (single-bidder, public contest, etc.), the amount allocated to the contract, and the week in which the contract began.

ii) Items that describe the features of the relationship buyer/supplier. These include the amount spent by a buyer with a supplier, or the number of contracts carried out between a buyer and the same supplier per year.

iii) Items that describe the features of the buyers. These include the maximum amount spent by a buyer with a supplier, or the maximum number of contracts carried out by a buyer with a single supplier per year.

iv) Items that give information about the relationship between buyer/supplier and have been used as corruption risk factors (Fazekas et al. 2013b, IMCO 2018, Wachs et al. 2021). Examples of these are the fraction of single-bidder contracts awarded by a buyer to supplier, or the favoritism of a buyer for a supplier.

Thus, we end up with a list of contracts where each one is described by 19 variables, 5 of which are categorical and 14 are numerical. The statistical information of the numerical variables is shown in Table II.

| Type Variable   | Mean   | SD   | 1st Qu. | 3rd Qu. |
|-----------------|--------|------|---------|---------|
| i) Beginning week | 25.14  | 14.73| 12.00   | 38.00   |
| Ending week     | 35.24  | 16.39| 22.00   | 52.00   |
| EBWeeks         | 15.54  | 22.68| 1.00    | 23.00   |
| Spending        | 3.3 × 10^5 | 1.3 × 10^6 | 4.7 × 10^4 | 5.5 × 10^4 |
| ii) T.Cont      | 117.20 | 334.39| 1.00    | 35.00   |
| T.Spending      | 1.3 × 10^7 | 1.1 × 10^7 | 2.7 × 10^4 | 1.6 × 10^6 |
| T.AD            | 112.10 | 328.62| 1.00    | 29.00   |
| Active weeks    | 12.74  | 17.09| 1.00    | 18.00   |
| T.Cont.Max      | 534.5  | 818.84| 11.0    | 650.0   |
| T.Spending.Max  | 4.9 × 10^8 | 7.7 × 10^7 | 7.7 × 10^7 | 8.0 × 10^8 |
| iii) CPW        | 3.5    | 6.72 | 1.0     | 2.0     |
| SPW             | 7.4 × 10^5 | 2.4 × 10^6 | 1.2 × 10^4 | 1.9 × 10^5 |

TABLE II. Descriptive statistics for all the numerical predictor variables (types ii, iii, and iv). The table shows the mean, the standard deviation (SD), and the 1st and 3rd quartiles.

1 These include federal, state, and municipal agencies. It should also be mentioned that we have no way of knowing how complete the list is, nor whether omissions are more frequent regarding contracts in one government level or another, as well as the possibility of omissions regarding “sensitive” contracts, as could be military spending. Finally, we remark that the list only includes contracts between government agencies and private suppliers. Government agencies that act as suppliers to other government agencies are exempt from reporting in CompraNet.

2 By law all registries in CompraNet should be made using the fiscal name of both the agency and company. This ensures that the data contains unique identifiers of buyers and suppliers.
Since 2013 México’s government has collected a list of companies that have been caught participating in corrupt activities such as: selling fake receipts to buyers who use them to avoid taxes or to cover acts of embezzlement; presenting fake documentation to win a contract; overcharging their services; breaching contract; or diverting resources. The list of these allegedly “corrupt” companies is made by merging the lists available on the site of the Mexican tax agency (SAT for “Secretaría de Administración Tributaria”) (Secretaría de Atención Tributaria - Empresa que Factura Operaciones Simuladas 2021), and of the official Mexican open data site (Datos Abiertos - Proveedores y Contratistas Sancionados 2021). The only variable of interest in this list of corrupt companies is the supplier’s name, which we use to identify the contracts in which they participated.

Next, we labeled those public procurement contracts won by the corrupt companies. Since these companies have gone through a process to be classified as corrupt, we assume that they may be suspect of having incurred in corrupt behavior in all the contracts they participated in, independently of whether the contracts occurred before or after the company was labeled. Thus, all the contracts in which the supplier is a corrupt company are classified as corrupt, and we assign the corresponding label C (for Corrupt) to them. Following the principle of presumption of innocence, we label as NC (for Non-Corrupt) all the other contracts in the source list in which the supplier is free of official corruption charges.

Thus, we have two classes of contracts labeled C and NC, respectively. Of course, we are aware that it is very likely that corrupt contracts went undetected and ended up in our NC class; however, we expect that they will have little statistical weight in this class that represents the vast majority of the contracts. Figure 1 shows a simple diagram that summarizes the whole data process described above.

All datasets mentioned in this section, and all the tools needed to reproduce the results shown here are available on Aldana et al. (2022).

### 3.2. Training, Calibration and Test Data Sets.

To assess the performance of any classification algorithm on new cases, it is a common practice to split the dataset into Training and Testing Data Sets (Alpaydin 2020, Géron 2019, Mitchell and Mitchell 1997). As the names suggest, we train the algorithm using the Training Set and evaluate its performance using the Test Set. The model we propose in this paper, described in detail in section 4, is conformed of three main steps: training, calibration and testing. We use the calibration step to control the proportion of true positives and false positives, meaning the fraction of actual non-corrupt and corrupt contracts classified as NC. These values are the True Positive Rate (TPR) and False Positive Rate (FPR). In the rest of this paper, we consider NC as the positive class. Following the same principle to split the data in Training and Test Data Sets, we applied an additional split to calibrate the TPR and FPR with an independent dataset different from the Training and Test Sets. Thus, we split the entire dataset into Training, Calibration and Test Sets.

### 3.3. Imbalanced data

A data set is imbalanced when one class is significantly more represented than the others, i.e., when the number of instances of one class is significantly larger than the instances in other classes. As shown in the Table III, the public procurement dataset contains 1,506,892 (97.8%) NC versus 33,494 (2.2%) C instances (contracts), with an NC : C ratio of 45:1.

![Table III](image)

| Contract Type | Total | Percentage |
|---------------|-------|------------|
| Non-Corrupt (NC) | 1,506,892 | 97.8 |
| Corrupt (C) | 33,494 | 2.2 |
| Total | 1,540,386 | 100 |

The ratio of NC vs. C contracts is roughly 45:1.

In every machine learning classification algorithm, imbalanced data is likely to produce undesirable effects, such as over fitting for the most represented class, poor performance classifying the underrepresented data and much lower performance in the Test than in the Training Data (Géron 2019, Japkowicz and Stephen 2002, Khalilia et al. 2011, Kuhn et al. 2013). Different techniques mitigate the adverse effects of class imbalance, including oversampling, undersampling, boosting, repeated random sub-sampling or combinations of them (Japkowicz and Stephen 2002, Quinlan et al. 1996). In the present paper, we implemented Repeated Random Sub-sampling as described in (Khalilia et al. 2011) to contend with our dataset’s imbalanced C and NC classes. With this approach, we generate |NC|/|C| \approx 45 which are the maximum number of random sub-samples without replacement that we can take from the Training Data, where |NC| and |C| are the amount of non-corrupt and corrupt contracts, respectively. Then, each sub-sample comprises the |C| corrupt contracts and an equal number of NC contracts.
FIG. 1. Graphical depiction of data preparation and processing. Broadly: The contract dataset (left branch) was obtained from the open site CompraNet. The dataset was treated following, in order, the steps shown in the first box, "Data treatment", to finally select the variables of interest (Type i)). From this new curated data, we build some extra variables shown in the second box, "Building extra variables" (Types ii), iii) and iv)). On the other hand, the corrupt companies’ dataset (right branch) was obtained by merging the lists available on the Mexican Tax Agency’s site and on the Official Mexican Open Data’s site and was curated following, in order, the steps shown in the first box "Data treatment". Then, we labeled each contract in the contract dataset by comparing its supplier’s name with the list of corrupt companies. If the supplier is in the corrupt companies’ dataset, then we assigned the Corrupt (C) label; otherwise, we gave the Non-Corrupt label (NC). This labeled dataset is our final dataset.

amount of non-corrupt contracts randomly selected without replacement. The complete learning model, described in section 4 trains one classifier for each balanced sub-sample and implements a “voting” model to determine the final class membership.

3.4. Feature Selection.

As previously mentioned, 19 features describe each record in the final dataset: 5 categorical and 14 numerical. Also, each record is labeled as Corrupt (C) or Non-Corrupt (NC) according to the labeling described previously in section 3.1. Feature selection is a common step in training machine learning systems. Redundant features may negatively affect the learning performance, predictive accuracy and comprehensibility
of learned results (Kuhn et al. 2013). To avoid redundant variables, we calculated the linear Pearson’s correlation between the 14 numerical features in the dataset. Given the high imbalance between NC and C contracts, we implemented this process separately for both datasets and looked for common correlated variables. We found that the correlation coefficient of every pair of variables differs by more than 5% between C and NC, as shown in Figure 2. For this reason, we integrated all 19 features as possible predictors for our machine learning model.

### 3.5. Random Forest

The backbone machine learning algorithm we use in this paper is the ensemble learner Random Forest (RF) (Breiman 2001, Breiman et al. 2017). This algorithm creates multiple decision trees for classification/regression problems. Decision trees approximate discrete-valued functions by a set of hierarchical concatenated decisions represented by a tree (Breiman et al. 2017, Mitchell and Mitchell 1997). Each decision tree in the RF classifier is trained with a random subset of the data (bootstrapping). It starts with a single root node and selects a feature to split its training sub-set into two or more “child” nodes. This split partitions the data into smaller, more homogeneous groups. In this context, homogeneity means that the nodes resulting from the split contain a higher proportion of elements of one class than the precursor nodes. The splitting process is repeated for all the nodes until all elements in the leaves are completely homogeneous; the grown trees are not pruned. At every node, a small number of features is selected randomly without replacement for the split. Each trained decision tree in the RF classifies new instances by moving them down the tree, starting at the root and finishing on some leaf, which provides the label to classify the instances. Every node tests a feature of the instance in question, the possible values of the test correspond to branches to other nodes further down the tree, where other tests will be applied. This process is repeated until it reaches a “leaf” corresponding to the classification of the instance (Alpaydin 2020, Breiman et al. 2017, Kuhn et al. 2013, Mitchell and Mitchell 1997). In a RF, a new instance is classified in this way by each of the trees, and the majority determines the new instance’s final classification (Breiman 2001, Géron 2019, Kuhn et al. 2013).

RF models are widely used for many classification and regression problems (Chen and Ishwaran 2012, Gislason et al. 2006, Jiong Zhang et al. 2008, Khalilia et al. 2011, Lima and Delen 2020, Qi 2012). They can handle high dimensional data, work naturally with categorical and numerical features, integrate many classifiers (trees) for the ensemble and estimate the importance of the features used for the classification.

### 3.6. Importance of the Variables

One of the essential features of RF is that it allows us to evaluate the relevance of a variable as a predictor by calculating its importance. Importance of the variable measures the relationship between a variable and the classification result (Breiman 2001, Khalilia et al. 2011). A variable $X_i$ is important for predicting the class $Y$ if the prediction error increases by breaking the relationship between $X_i$ and $Y$. A RF can compute this measurement in various ways (Breiman 2001, Kuhn et al. 2013): permutation, z-score and Gini importance. We focus on the permutation importance described in Breiman (2001). Broadly, Breiman proposes to take a first measure of the average accuracy in the “out-of-bag samples” (i.e. those that did not participate in the training) of each tree. Then apply a random permutation on the values of each variable $X_i$ in the out-of-bag samples, measure the accuracy again and record the decrease in the accuracy under the permutation. Each tree carries out these calculations during the RF construction. Finally, the decrease in the accuracy due to the permutation is averaged over all the trees in the RF and is reported as the importance of the variable $X_i$. The random permutation breaks the relationship between $X_i$ and the predicted variable $Y$. It also breaks the link between $X_i$ and other covariates, but leaves the distribution of values of $X_i$ intact. Variables $X_i$ with larger values of the mean decrease in accuracy suggest a strong link between $X_i$ and $Y$. In contrast, smaller values indicate a weaker association and therefore are less critical as predictors.

### 3.7. Receiver Operating Characteristic (ROC) curve

A ROC curve is a tool used to evaluate and calibrate the performance of a binary classifier (Alpaydin 2020, Bradley 1997, Géron 2019). Let us consider that a classifier returns $P(C_1|x)$, the probability that the input data $x$ belongs to class $C_1$ and $P(C_2|x) = 1 - P(C_1|x)$, the probability that $x$ belongs to class $C_2$. For definiteness, we choose $C_1$ as the positive class. Now we choose a threshold $\theta$, such that the input $x$ is classified as $C_1$ if $P(C_1|x) > \theta$. If $\theta$ is close to 1, very few instances are classified as $C_1$, decreasing both the number of false positive results (FPR) and true positive results (TPR). Conversely, decreasing $\theta$ will increase the number of TPR, at the risk of increasing the FPR (Alpaydin 2020, Géron 2019). The ROC curve plots the TPR against the FPR for $\theta$ in the range $[0,1]$. An ideal classifier has a TPR=1 and a FPR=0. Thus the classifier can be considered better the closer the ROC curve passes to the coordinates (0,1) in the upper left corner of the ROC space (Alpaydin 2020). The point of the ROC curve closest to (0,1) corresponds to the value of $\theta$ that maximizes the trade-off between TPR and FPR. In
FIG. 2. Correlation matrices for Non-Corrupt and Corrupt contracts. Color code indicates the strength of the correlation. Most of the correlations in non-corrupt contracts are modified in the corrupt dataset. Also, variables T.Cont to RAD are more positively correlated in the case of corrupt contracts. Variables BeginningWeek to EBWeeks are weakly anti-correlated with the rest of the features.

contrast, the diagonal in the ROC space corresponds to the ROC curve of a purely random classifier that makes as many true decisions as false ones.

The ROC curve allows for visual analysis: one way to numerically compare the performance of two classifiers is by calculating the Area Under the ROC Curve (AUC) Bradley (1997). A perfect classifier has an AUC of 1, a purely random classifier will have an AUC equal to 0.5, and the AUC values of different classifiers can be compared to give a general idea about their performance (Alpaydin 2020).

3.8. Recursive Feature Elimination

Feature selection aims to remove non-relevant or redundant features as model predictors. Those variables may introduce uncertainty, noise, and difficulty interpreting the results. Also, they can negatively affect the performance of a classification algorithm (Kuhn et al. 2013).

Recursive Feature Elimination (RFE) is a variable selection algorithm that matches naturally with the importance of the variables of the RF to remove non-informative or redundant features from the model. It works as a backward selection algorithm: The initial model contains the entire set of features, which are then removed iteratively to determine those that are not contributing to the model’s performance. Then the model is rebuilt with the remaining variables. In RF classifiers, once the entire model is created, the importance of the variables is calculated (as described in section 3.6). At each stage of RFE, the least important variable is eliminated before rebuilding the model. Once the new model is trained, the accuracy is estimated for that model. This process continues until it reaches a stop criterion. In our approach, the process stops when there are no more features to delete. The final set of predictors is the subset of variables with the best accuracy (Guyon and Elisseeff 2003, Kuhn et al. 2013).

4. MACHINE LEARNING MODEL: REPEATED RANDOM SUB-SAMPLING WITH RANDOM FOREST

As we mentioned earlier, imbalanced data may negatively affect the performance of any classifier, including RF. To mitigate these effects, we combined RF with Repeated Random Sub-sampling to train multiple RF with balanced sub-samples. Figure 3 presents a flow diagram of the machine learning classification system we propose in this paper. The procedure is as follows:

- After the initial split of the complete unbalanced dataset into Training, Calibration and Test Sets as
NC : Non-Corrupt Contracts
C : Corrupt contracts
TrS : Training Set
CaS : Calibration Set
TsS : Test Set
T : Number of Sub-Samples
BSS : Balanced Sub-Sample
SS(n) : Sub-Sample of size n
RF : Random Forest
P(NC|x) : Probability that x is NC
V(NC) : Number of RF labeling the input as NC
Θ : Corruption Threshold. A contract is NC if the proportion of RF labeling it as such is greater than Θ

FIG. 3. Flowchart of the machine learning model for classifying public procurement contracts. The data is partitioned into Training, Calibration and Test Sets. The Training Set is split to produce a set of balanced sub-samples containing an equal amount of Non-Corrupt (NC) and Corrupt (C) contracts. A Random Forest (RF) is then trained with each sub-sample. All RFs vote to classify a new input contract x, and the voting result produces the probability P(NC|x) that x is Non-Corrupt. A ROC curve is used with the Calibration Set to select the threshold Θ such that a contract is classified as NC if P(NC) > Θ. The white, blue and red boxes indicate sub-processes related to the training, calibration or test stages.

described in section 3.2, we split the Training Set with Repeated Random Sub-sampling to produce |NC|/|C| = 45 balanced training sub-samples, each containing the total corrupt (C) registers in the training set, and an equal amount of non-corrupt (NC) contracts selected randomly without repetition.

- We generate a Hyper-Forest composed of 45 RFs, each trained with a different balanced sub-sample. In this way, the RFs are unbiased regarding the number of C and NC contracts, and each NC contract participates in the training.

- For new input data x, each RF in the Hyper-Forest votes if the input corresponds to a C or NC contract. If we define V(NC) as the number of RFs voting x as NC, we calculate the probability that x is NC, P(NC|x) = V(NC)/T, were T is the total number RFs.

- To finally classify an input contract as C or NC, we define a threshold Θ representing the proportion of voters necessary to consider the input x as NC. Thus, the new input is classified as non-corrupt if P(NC|x) > Θ. Different values of Θ affect the True Positive Rate (TPR) and False Positive Rate (FPR): small values of Θ increase both TPR and FPR, whereas large values of Θ decrease the FPR at the cost of reducing the TPR. We use a Receiver Operating Characteristic (ROC) curve as described in section 3.7 to find the value of Θ that gives the best trade-off between the TPR and FPR. To avoid overfitting, we first train the Hyper-Forest with the Training Set and then use the Calibration Set to calculate the best value of Θ as shown in Figure 4.

The performance of the classifier we propose in this paper is evaluated in the next section.

5. RESULTS

We implemented the RF machine learning model proposed in this paper in R, a popular open source statistical programming language, with the help of the randomForest (Liaw and Wiener 2002) (Random Forest implementation), mltest (Dudnik 2018) (classification evaluation) and pROC (Robin et al. 2011) (ROC curve analysis) R packages. Each RF was trained with
the default parameters of the function \textit{randomForest}\textsuperscript{5}. The dataset we used comprises the 33,497 corrupt and 1,506,892 non-corrupt contracts, each characterized by 19 total features (Table III). One half of each of these sets were used as the Training Set (the proportion and number of contracts in each stage of the model are shown in Table IV). After applying Repeated Random Sub-sampling in the Training Set, we built 45 balanced sub-samples with 33,494 elements. Each of the sub-samples contained the 16,747 Corrupt contracts of the Training Set, and an equal amount of Non-Corrupt contracts chosen at random without repetition.

| Data Set   | C     | NC    | Total  | Fraction of Total |
|------------|-------|-------|--------|-------------------|
| Training   | 16,747| 753,446| 770,193| 0.5               |
| Calibration| 6,699 | 301,378| 308,077| 0.2               |
| Test       | 10,048| 452,068| 462,116| 0.3               |

TABLE IV. Number of contracts in the Training, Calibration and Test Data Sets.

We constructed the Hyper-Forest consisting of 45 RF, each trained with a different balanced sub-sample. We used a ROC curve and the Calibration set to select the threshold \( \theta \) that gives the best trade-off between the TPR and the FPR, as described in sections 3.7 and 4. Figure 4 shows the results of the calibration step. The blue point indicates the best compromise between TPR= 0.92 and FPR= 0.13 for \( \theta = 0.61 \). The Area Under the ROC Curve AUC= 0.94 suggests that the specific value of \( \theta \) does not change the TPR and FPR significantly unless \( \theta \) is very close to the extreme values (0, 1).

FIG. 4. ROC calibration for the Hyper-Forest classification. The dashed red line indicates theoretical results using a random classifier. The blue point marks the best compromise between TPR=0.92 and FPR=0.13, with an associated threshold \( \theta = 0.61 \). AUC=0.94.

We next explored the relative importance of the features as predictors in our model. To determine the most relevant variables, we calculated the importance of the variable as described in section 3.6. As Figure 6-Left shows, variables \textit{Spending} to \textit{GO} have little effect on the system’s performance, as reflected in a mean decrease of accuracy lower than 0.02. Remarkably, the only variables of type i) (those solely describing characteristics of the contract) with a mean decrease accuracy larger

FIG. 5. Confusion Matrix for the complete classifier using the Test Set. Values are normalized with respect to the total number of contracts in each class.

Evaluating the model’s overall performance is difficult when the input data is as imbalanced as in our case. For example, a trivial model that classifies as \textit{NC} every input data would misclassify all the corrupt contracts and still achieve an overall accuracy of 0.98. For this reason, we calculated different metrics to evaluate the performance of our model, presented in the Table V. Particularly useful is the Balanced Accuracy (BAcc=0.89), defined as the average of the accuracy in each class, which takes into account the accuracy for \textit{C} and \textit{NC} independently.

We next explored the relative importance of the features as predictors in our model. To determine the most relevant variables, we calculated the importance of the variable as described in section 3.6. As Figure 6-Left shows, variables \textit{Spending} to \textit{GO} have little effect on the system’s performance, as reflected in a mean decrease of accuracy lower than 0.02. Remarkably, the only variables of type i) (those solely describing characteristics of the contract) with a mean decrease accuracy larger

6 To clarify, suppose that the classifier receives 1,000 new unknown contracts and that the \textit{NC}:\textit{C} ratio remains at 45:1. In this example, the model will correctly classify 19 of the 22 corrupt and 900 of the 978 non-corrupt contracts. In total, 97 contracts would be predicted as corrupt, from which 19 would actually be. A posterior legal investigation would be needed to determine the legality of those 97 contracts. However, this result shows that with this model, the final set of contracts to focus the legal investigation was reduced from 1,000 to 97, missing only 3 corrupt contracts.

\textsuperscript{5} Number of trees per forest: 500; Number of features selected at each split: \( \sqrt{p} \) where \( p \) is the number of features; Minimum size of terminal nodes: 1. The rest of the parameters can be consulted in Liaw and Wiener (2002).
| Metric       | Value | Range  | Definition                      | Description                                                                 |
|-------------|-------|--------|---------------------------------|-----------------------------------------------------------------------------|
| Accuracy    | 0.92  | 0.0 - 1.0 | Acc= CP/TP                    | The proportion of correct predictions (CP) out of the total number of predictions (TP). |
| Balanced Accuracy | 0.89  | 0.0 - 1.0 | BAcc= (TPR + TNR)/2             | The mean value between the true positive rate (TPR) and the true negative rate (TNR). It accounts for unbalanced data. |
| NC Accuracy | 0.92  | 0.0 - 1.0 | NC Acc = NC_{CP}/|NC|                  | The per-class accuracy of NC class, defined as the proportion of correctly classified NC contracts (NC_{CP}) out of the total number of NC contracts. |
| C Accuracy  | 0.87  | 0.0 - 1.0 | C Acc = C_{CP}/|C|                  | The per-class accuracy of C class, defined as the proportion of correctly classified C contracts (C_{CP}) out of the total number of C contracts. |
| AUC         | 0.94  | 0.0 - 1.0 | N/A                             | The Area Under the Curve aggregates the performance of a binary classifier (True Positive Rate (TPR) vs False Positive Rate (FPR)) on all possible threshold values. It is calculated as the total area under the associated ROC curve. |
| Precision   | 0.99  | 0.0 - 1.0 | P=TP/(TP + FP)                  | The proportion of true positive predictions (TP) out of the total of positive predictions (TP + FP). |
| Recall      | 0.92  | 0.0 - 1.0 | R=TP/(TP + FN)                  | The fraction of samples from a class which are correctly predicted by the model, calculated as the true positive predictions (TP) out of the total samples in a class (TP + FP). |
| F1-Score    | 0.95  | 0.0 - 1.0 | F1=2P*R/(P+R)                   | The harmonic mean between precision (P) and Recall (R). It combines both metrics in a single measure but ignores the true negatives. |

TABLE V. Model results - All features. Standard performance measures of the machine learning system for public procurement. Here, the positive cases refer to Non-Corrupt contracts. In all cases, the performance of the system is above 0.9. N/A, Not Applicable. All definitions were taken from (Alpaydin 2020, Gérond 2019, Kuhn et al. 2013, Mitchell and Mitchell 1997)

Finally, we applied Recursive Feature Elimination, as described in section 3.8, to eliminate non-relevant variables for the classification. Figure 6-Right shows the relative accuracy of C and NC classes and their balanced accuracy in each stage of RFE. For clarity, we present the results in the forward direction instead of the backward process performed by RFE. Each point’s triplet corresponds to the classifier’s accuracy using all the previous variables. The first triplet corresponds to a random classifier that predicts C or NC with a probability proportional to the number of corrupt or non-corrupt contracts in the entire dataset. Table VI shows the numerical results in Figure 6-Right. The collection of features that maximizes the Balanced = 0.91, NC = 0.94, and C = 0.88 accuracies includes the features SPW to CT, which is consistent with the variable importance of Figure 6-Left.

6. DISCUSSION

The usual procedures for detecting corruption in public procurement may require physically visiting the supplier involved, auditing the company, matching receipts to the services or products provided, verifying that the specifications of the contract are actually met, and so on. These efforts usually consume a large amount of time and resources, thus, selecting which contracts or companies to investigate is crucial. This selection may be done in several ways: companies may be chosen at random; they may incur in suspicious behavior, such as delays; they may be reported by whistle blowers or journalists, etc. To complement these selection methods, attempts have been made to take advantage of the large amount of data that can be accessed nowadays, to use statistical methods and diverse machine learning tools to try to identify and characterize corruption in different stages of public procurement. Here we propose a machine learning model to predict corruption in public procurement, trained with Mexican public contracts from 2013 to 2020, achieving a final balanced accuracy of 91%. Our system is trained to detect potential corrupt contracts, using variables from different types as predictors, representing the individual contract properties, the buyer-supplier relationship, the buyer’s features and corruption risk factors.

The training process of our model includes labeling
FIG. 6. Left: Feature importance analysis based on the random forest classifiers during training. The importance of each variable is measured as the mean decrease in accuracy under permutation of the values of that variable. Right: Recursive Feature Elimination analysis; for each feature on the x-axis, the corresponding points indicate the accuracy of the complete classification system before eliminating that feature. The balanced accuracy is the average of the accuracy for the classes NC and C.

| Feature            | Type | Balanced | NC   | C    |
|--------------------|------|----------|------|------|
|                    |      | Accuracy | Accuracy | Accuracy |
| Random             | N/A  | 0.50     | 0.98  | 0.02 |
| SPW                | iv   | 0.90     | 0.95  | 0.85 |
| RAD                | iv   | 0.82     | 0.91  | 0.72 |
| T.Spending         | ii   | 0.82     | 0.89  | 0.75 |
| T.Cont             | ii   | 0.89     | 0.93  | 0.84 |
| Fav                | iv   | 0.90     | 0.95  | 0.86 |
| T.Spending.Max     | iii  | 0.90     | 0.94  | 0.86 |
| T.AD               | ii   | 0.90     | 0.94  | 0.87 |
| S                  | i    | 0.91     | 0.94  | 0.87 |
| ActiveWeeks        | ii   | 0.90     | 0.93  | 0.88 |
| T.Cont.Max         | iii  | 0.91     | 0.94  | 0.87 |
| CPW                | iv   | 0.91     | 0.93  | 0.88 |
| CT                 | i    | 0.91     | 0.94  | 0.88 |
| Spending           | i    | 0.90     | 0.92  | 0.88 |
| PC                 | i    | 0.90     | 0.93  | 0.87 |
| EBWeeks            | i    | 0.90     | 0.92  | 0.87 |
| EndingWeek         | i    | 0.90     | 0.91  | 0.88 |
| BeginningWeek      | i    | 0.89     | 0.91  | 0.87 |
| PT                 | i    | 0.89     | 0.91  | 0.87 |
| GO                 | i    | 0.89     | 0.91  | 0.87 |

TABLE VI. Recursive Feature Elimination analysis corresponding to Fig.6-Right. Bold face represent the set of features with the best results for C and NC contracts, with a C-Accuracy = 0.88, NC-Accuracy = 0.94 and a Balanced-Accuracy=0.91.

Each contract as Corrupt (C) or Non-Corrupt (NC) according to whether or not the supplier had been found guilty of corruption in regards to any public contract he had participated in, either since or before the assignment of the contract being labeled. The characteristics of the data may impose a significant challenge on any machine learning model; for our study case, we should remark that corrupt contracts acquire that label only after an investigation from the Mexican Federal Government, but some of the contractors are appealing this decision, and some others are concluding their investigations, so that the list of corrupt contracts may change over time. On the other hand, the NC label was assigned following the principle of presumption of innocence; thus, we are aware that some corrupt contracts went undetected and were misclassified as non-corrupt; however, we expect that their statistical weight was minimum. Therefore, and because of the label changes as a consequence of future legal investigations, our model would benefit as new improved data about corrupt and non-corrupt contractors becomes available.

Each machine learning algorithm requires a particular
FIG. 8. Confusion Matrices with different values of the corruption threshold $\theta$. Lower values of $\theta$ increase the accuracy in detecting NC contracts at the cost of reducing the accuracy of C ones. Higher values of $\theta$ increase the accuracy in detecting C contracts while increasing the number of NC contracts misclassified as C.

The dataset is highly imbalanced, with a $C : NC$ ratio of 1 : 45. Imbalanced data may negatively affect the performance of many machine learning algorithms, including Random Forest. To contend with this effect, we use Repeated Random Sub-sampling to implement a voting system where each voter is a Random Forest, trained with a balanced sub-sample, we called this model an Hyper-Forest. The final result is determined by whether or not the number of voters is above a threshold, determined during the calibration stage by a ROC curve. This process achieves a balanced accuracy of 89%, which was improved to 91% using Recursive Feature Elimination, with relative accuracies of 88% and 94% for $C$ and $NC$ classes, respectively. Overall, the combined application of Repeated Random Sub-sampling, ROC calibration and Recursive Feature Elimination was the best approach to classify the imbalanced data presented in our study.

The Importance of the Variables and Recursive Feature Elimination prove that the most relevant variables for classification in the model are related to either the buyer/supplier relationship (variables of type ii)) or risk factors (variables of type iv)). At the same time, all the variables excluded from the best set of features are individual contract properties (variables of type i)). In fact, removing such predictors improved the classifier’s performance. Our results suggest that corruption is not a practice in individual contracts; instead, it is a systematic behavior between buyers and suppliers.

In spite of the efficiency obtained by our model, we should be aware of the limits of these kinds of methods
because even when they can represent a considerable advance in the fight against corruption, they are not a definitive solution. First of all, the patterns identified as corrupt are based on those already recognized by human experience, which means that the system is not trained to identify new patterns. This may move criminals to devise alternative corruption strategies that would go undetected. Thus, the model needs to be fed with new data to stay up to date and useful. Second, the model may misidentify straight contracts as corrupt. Indeed, even when the system can be calibrated to make some compromises between different errors, there is always a failure rate to consider. Then, these predictor methods can be used to identify and prioritize potential corrupt contracts among thousands, but human intervention will always be necessary to make the final decision.

Our main goal was to implement a machine learning model to recognize corrupt contracts, maximizing the trade-off between correctly classifying non-corrupt contracts (TPR) and misidentifying as few corrupt contracts as possible (FPR). However, the model can be re-calibrated for other criteria by selecting different values of the corruption threshold $\theta$ (section 4). Figures 7 and 8 show the effects of taking different values of $\theta$ in Precision, Recall and the Confusion Matrix. Reducing $\theta$ to a value closer to 0 would reduce the number of NC contracts erroneously identified as corrupt and increase the NC contracts correctly classified (increasing Recall), but also increase the corrupt contracts misclassified as NC (decreasing Precision). On the other hand, increasing $\theta$ to a value closer to 1 would reduce the number of corrupt contracts misclassified as NC (increasing Precision) and increase the C contracts correctly classified, but also increase the NC contracts misclassified as corrupt (reducing Recall).

The methods and tools described here are general enough to be implemented to train a machine learning model with the data available from different countries, even with different features, with the only restriction that the contracts must be labeled as C and NC. Finally, our work presents a tool that can be easily implemented by agencies and governments to help in the decision-making process to identify, predict and analyze corruption in public procurement contracts.
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