Measurement Results for Millimeter Wave pure LOS MIMO Channels
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Abstract—In this paper we present measurement results for pure line-of-sight MIMO links operating in the millimeter wave range. We show that the estimated condition numbers and capacities of the measured channels are in good agreement with the theory for various transmission distances and antenna setups. Furthermore, the results show that orthogonal channel vectors can be observed if the spacing criterion is fulfilled, thus facilitating spatial multiplexing and achieving high spectral efficiencies even over fairly long distances. Spacings generating ill-conditioned channel matrices show on the other hand significantly reduced performance.

I. INTRODUCTION

MIMO technology is nowadays the prevalent method when high spectral efficiencies and throughputs are needed in wireless communications systems. The maximal gain achievable by MIMO designs depends fundamentally on the channel characteristics, whereby parallel spatial streams, that yield the highest gain, can be transmitted if the channel vectors among the different receiving antennas are orthogonal to each other. For line-of-sight (LOS) MIMO systems the channel characteristics yielding orthogonal vectors depend mostly on the antenna arrangement. With the advent of millimeter wave communications generating these optimal system designs, which depend on link distance, carrier frequency and number of spatial streams, is a viable option for different application scenarios, e.g., small cell wireless backhaul [1]. Previous investigations have proven the concept in different frequency bands and for different system design ideas.

In [2], [3] and other works by the same authors, a 60 GHz LOS MIMO system with up to four spatially multiplexed streams and up to 41 m link distance was implemented based on an analog channel separation network to recover the different streams. The works show that the streams can be well separated and that low BERs and high data rates can be achieved with this concept, but a sophisticated tuning of the analog network is required. Phase difference measurements, which give insight into the orthogonality of the channel vectors, for $2 \times 2$ LOS MIMO systems operating at $8 \text{GHz}$ and $32 \text{GHz}$ over $5.3 \text{km}$ and $1.3 \text{km}$, respectively, were presented in [4]. The results agree well with LOS MIMO theory and show that long-term environmental influences, e.g., changing meteorological conditions, do not perturb the system excessively. A proof of concept for $2 \times 2$ LOS MIMO over satellite was performed in [5] at a carrier frequency of $12 \text{GHz}$ and over a link distance of $38 \text{200 km}$. The measured channel capacities match the predicted theoretical values and show that the orthogonal channel vector setup has a significantly improved performance as compared to a keyhole channel.

In this paper we provide channel measurement results for a $2 \times 2$ and $3 \times 3$ LOS MIMO system setup operating at $60 \text{GHz}$ that show the significant impact of the array geometry on the channel matrix and thereby potentially achievable throughput of LOS MIMO systems. We focus mainly on the condition number of the channel matrices as this gives a good insight into the orthogonality of the channel, the most important factor for spatial multiplexing. Different system arrangements, including different array spacings and offsets, are investigated for link distances up to $60 \text{m}$.

We denote transpose and conjugate transpose as $(\cdot)^T$ and $(\cdot)^H$. Boldface small letters, e.g., $x$, are used for vectors while boldface capital letters, e.g., $X$, are used for matrices. Furthermore, $I_N$ denotes the $N \times N$ identity matrix.

II. CHANNEL MODEL AND ESTIMATION

We will first briefly describe the signal model and procedure used for extracting the channel coefficients from the recorded signals. Consider the discrete samples of the baseband signal received on the $m$th antenna to be given by the expression [6]

$$y_m = \Omega X h_m + n_m,$$  

(1)

which assumes that there is one shared normalized frequency offset $\Delta \omega$ across all transmit-receive antenna pairs, and where the vector $y_m = [y_m(1) \cdots y_m(L_t)]^T$ collects the received signal of one channel training (or estimation) block of length $L_t$. The noise is assumed to be temporally and spatially uncorrelated with $n_m = [n_m(1) \cdots n_m(L_t)]^T \sim \mathcal{CN}(0, \sigma^2 I_{L_t})$. Furthermore, the channel vector of antenna $m$ is given by $h_m = [h_{m1}^T \cdots h_{mN}^T]^T$ where each entry of the vector is given by a finite tap channel response with $L_t$ significant taps as $h_{mn} = [h_{mn}(1) \cdots h_{mn}(L_t)]^T$, with $N$ and $M$ denoting the number of transmit and receive antennas, respectively. Finally, the frequency offset between transmitter and receiver for the received block is expressed in the diagonal matrix $\Omega = \text{diag}(e^{j\Delta \omega}, e^{j2\Delta \omega}, \ldots, e^{jL_t \Delta \omega})$ and
the training signal block of all transmit antennas is given by

$$X = [X_1 \cdots X_N]$$

with

$$X_n = \begin{bmatrix}
x_n(1) & x_n(0) & \cdots & x_n(-L_t + 2)
x_n(2) & x_n(1) & \cdots & x_n(-L_t + 3)
\vdots & \vdots & \ddots & \vdots 
x_n(L_t) & x_n(L_t - 1) & \cdots & x_n(1)
\end{bmatrix}$$

(2)

which has a Toeplitz structure in order to represent the convolution of the training signal with the channel response.

For the estimation of the unknown channel vector and frequency offset, the Gaussian property of the noise is exploited.

In the Gaussian noise case, the maximum likelihood estimator for the two values is given by

$$\left( \hat{h}_m, \Delta \omega \right) = \arg \max \limits_{h_m, \Delta \omega} P(\mathbf{y}_m | h_m, \Delta \omega)$$

$$= \arg \min \limits_{h_m, \Delta \omega} \| \mathbf{y}_m - \mathbf{X} \mathbf{h}_m \|^2.$$  

(3)

(4)

With orthogonal training sequences from different antennas, i.e., \(XX^H = I_{L_t}\), and some matrix manipulations, see also [6], we get to the channel estimate with

$$\hat{h}_{mn} = X_n^H \Omega^H \mathbf{y}_m$$

(5)

which corresponds to correlating the received signal with the corresponding transmitted test signal after removing the estimated frequency offset. For estimation of the normalized frequency offset we use the estimator given by

$$\Delta \hat{\omega} = \frac{1}{MN} \sum \limits_{m,n} \frac{1}{(L - 1)L_t} \sum \limits_{i=1}^{L-1} \sum \limits_{l_i=1}^{L_t} \frac{1}{L_t} \arg \left( \frac{c_{mn,l}(l_i)}{c_{mn,l+1}(l_i)} \right),$$

(6)

where \(L \geq 2\) is the number of consecutive realizations of the training sequence over which the channel can be considered quasi-static, and \(c_{mn,l} = X_n^H \mathbf{y}_{m,l} = [c_{mn,l}(1) \cdots c_{mn,l}(L_t)]^T\) is the initial correlation output. Note that this estimator only uses the \(L_t\) significant channel taps for the estimation of \(\Delta \hat{\omega}\); the remaining entries up to \(L_t\) will be used for noise power estimation later on.

A. LOS MIMO and Performance Evaluation

We are here solely interested in the pure LOS component of the channel, i.e., the entry of each channel impulse response estimate \(\hat{h}_{mn}\) with the highest magnitude. Thus, after using (6) and (5) consecutively to find the channel impulse response between antenna \(n\) and \(m\), we use \(\hat{h}_{mn,LOS} = \max_l \hat{h}_{mn}(l)\) to get the LOS components, yielding the LOS channel matrix

$$\hat{H}_{LOS} = \begin{bmatrix}
\hat{h}_{11,LOS} & \cdots & \hat{h}_{1N,LOS} \\
\vdots & \ddots & \vdots \\
\hat{h}_{M1,LOS} & \cdots & \hat{h}_{MN,LOS}
\end{bmatrix},$$

(7)

where the entries are theoretically given by [7]

$$h_{mn,LOS} = a_{mn} \cdot \exp \left( -j2\pi \frac{r_{mn}}{\lambda} \right)$$

(8)

with \(\lambda\) being the wavelength of the carrier frequency, \(r_{mn}\) being the distance between transmit antenna \(n\) and receive antenna \(m\), and \(a_{mn}\) being an attenuation coefficient depending on the link distance and the gains of the used transmitter and receiver chains. Theoretically, these attenuation values should be very similar across the different paths in a LOS scenario. However, due to differences in the transceivers, e.g., amplifier gains and antenna patterns, these coefficients varied in our case in the order of 50% across the different matrix entries. To check only the phase relations between the channel vectors we introduce the normalization

$$\left( \hat{H}_{LOS,\text{norm}} \right)_{mn} = \frac{\hat{h}_{mn,LOS}}{\hat{h}_{mn,LOS}}.$$  

(9)

We assess the performance of different setups by using the condition number of the channel matrices, which gives direct insight into the orthogonality of the channel matrix and is very sensitive even to small variations as will be shown later. It is defined by

$$\kappa = \frac{\lambda_{\text{max}}(\hat{H}_{LOS})}{\lambda_{\text{min}}(\hat{H}_{LOS})}.$$  

(10)

where \(\lambda_{\text{min}}(\cdot)\) and \(\lambda_{\text{max}}(\cdot)\) give the smallest and largest eigenvalue of a matrix, respectively, and we have orthogonal
Fig. 2. Mean of the estimated condition numbers for a 2 × 2 LOS MIMO setup with different spacing offsets Δd on one of the transmitting modules for a fixed link range R. Measurements reveal the sensitivity with respect to that translation and show good agreement with the predicted theoretical values.

channel vectors if κ = 1. Additionally, we provide some LOS MIMO capacity results, based on the well known equation

\[ C = \log_2 \left( \det \left( I_M + \rho \cdot H_{\text{LOS}} H_{\text{LOS}}^\dagger \right) \right) \]  

with \( \rho \) being the average signal-to-noise ratio (SNR), which we estimate using

\[ \hat{\rho} = \frac{1}{MN} \sum_{m=1}^{M} \sum_{n=1}^{N} \frac{\left| \hat{h}_{mn,\text{LOS}} \right|^2}{\sigma_{mn}^2} \]  

where the noise level is determined using

\[ \sigma_{mn}^2 = \frac{1}{L_t - L_c} \sum_{l_t=L_c+1}^{L_t} \left| \hat{h}_{mn}(l_t) \right|^2. \]  

Note that the estimation procedures described here require that \( L_t > L_c \), i.e., the training sequence should be longer than the impulse response of the channel.

III. MEASUREMENT SETUP

The measurement setup consists of two subsystems at the transmitter and receiver, which will be briefly described in the next two subsections. The system setup is shown in Fig. 1.

A. Signal Generation, Recording and Control

The first subsystem consists of the signal generation, processing and control devices. The baseband test signals for probing the channel were generated by an arbitrary waveform generator (AWG) at the transmitter and sampled by a real-time oscilloscope (RTO) at the receiver with sampling rates \( f_s \). They were each controlled by a laptop in order to provide a quick way to generate and save the used baseband waveforms, and allow for preliminary processing at the receiver. The laptops furthermore controlled the front-end settings as described further on. The test signals \( x_n(l_t) \) supplied to the inputs of the front-ends covered a bandwidth of at least 700 MHz to reflect the actual transmission schemes planned for this type of system. More specifically, orthogonal m-sequences of length \( L_t = 1023 \) with good correlation properties and an oversampling factor of at least 8 were used at the different transmitters in order to probe the channel. The recorded signals are then processed as follows:

1) Use the \( t \)th received block \( y_{m,t} \) and \( X_n \) to get an initial correlation output \( c_{mn,t} \)
2) Estimate \( \Delta \hat{\omega} \) using (6), then estimate \( \hat{h}_{mn} \) using (5)
3) Extract the LOS channel components to get \( H_{\text{LOS}} \) and perform normalization according to (9)
4) Compute condition number estimate \( \hat{\kappa} \) (10), SNR estimate \( \hat{\rho} \) (12) and channel capacity estimate \( \hat{C} \) (11)

For the 3 × 3 scenario, see Fig. 8, the setup had to be slightly modified because six recording channels were necessary at the receiver (I and Q baseband for each receiver). Since most RTOs have at most four recording channels, we used two separate RTOs and coupled them by applying an external trigger signal and a common reference clock to assure reasonable synchronization when capturing the received signals. Nevertheless, an additional alignment of the different received signals based on the initial correlation output was needed in order to get coherent estimates.

Fig. 3. Measurement scenario for 2 × 2 MIMO along a LOS path for different transmission distances \( R \).

Fig. 4. Mean of the estimated condition numbers for a 2 × 2 LOS MIMO setup with different module spacings for distance \( R = 30 \) m, showing optimal and non-optimal spacings.
with a displacement resolution of 1 mm of the setup, the modules were thus fixed on a slidable mount the channel matrix significantly. To allow for a precise control displacements of the modules in the millimeter range influence upcaled by the PLLs causes the encountered frequency offset. Note that the difference between the Tx/Rx reference clocks frequency offset estimation [8] and to yield the model in (1). 7 a fairly wide beam, generating a gain of ated power of The transmitter can generate an equivalent isotropically radi- tive power of 5dBi and has an in-package antenna with a fairly wide beam, generating a gain of 7.5 dBi. External reference clocks were shared among the modules on the transmitter and receiver side independently, which are used by the PLL of each module to generate the selected carrier frequency of 60.48 GHz. This was done in order to simplify frequency offset estimation [8] and to yield the model in (1). Note that the difference between the Tx/Rx reference clocks upscaled by the PLLs causes the encountered frequency offset. Due to the short wavelength, i.e., λ = 5 mm, even small displacements of the modules in the millimeter range influence the channel matrix significantly. To allow for a precise control of the setup, the modules were thus fixed on a slidable mount with a displacement resolution of 1 mm.

IV. MEASUREMENT SCENARIOS
Most of the results presented in this section are analyzed with respect to different spacings d between the modules, see Fig. 1, as this parameter has the most significant impact on the performance of the N × M LOS MIMO link. There are numerous optimal, i.e., κ = 1, spacings dopt and numerous ill-conditioned, i.e., κ → ∞, spacings dill for every scenario. The spacing criterion can be found, e.g., in [3], [7]. Note that, except for the results in section IV-A, we always used the same d for the transmitter and receiver side. The typical snapshot of one channel recording was a few milliseconds, for which the channel was seen to be close to time-invariant with our setup.

A. Displacement of one Transmit Module in x-Direction
In the first setup a link distance of R = 1.993 m was used and an initial module spacing of d = 0.18 m was set. Then, the transmitter module 1 was offset by Δd from the initial spacing in the same direction since this is the offset that the setup is most sensitive to. The mean of the estimated condition number E[κ], where we averaged over 3000 realizations, is shown in Fig. 2. The results agree well with the theoretical predicted ones, especially when only the phase relations are considered, i.e., HLOS,norm. Notably, one ill-conditioned spacing is found in this setup as dill = 0.195 m at Δd = 15 mm.

B. Optimal and ill-conditioned Spacings for different Link Ranges
For this setup we measured the channel at several link ranges R = 10 m, . . . , 60 m, see Fig. 3, with their respective dopt, dill and the fixed spacing of d = 0.5 m. As an example, the estimated condition numbers for R = 30 m, averaged over 3000 realizations, are given in Fig. 4. Again, the results are in good agreement with the theory and optimal channel conditions could be achieved, e.g., with the spacings dopt,1 = 0.273 m and dopt,2 = 0.472 m.

![Fig. 5. Results of a 2 × 2 LOS MIMO setup for different link distances R and module spacings d: (a) CDF of the estimated condition numbers of all distances; (b) Mean channel capacity based on unnormalized channel estimates HLOS and estimated SNR ρ.](image1)

![Fig. 6. CDF of the estimated SNR for a 2×2 LOS MIMO link with R = 30 m at different module spacings.](image2)
In Fig. 5 we have combined the results for all measurement scenarios and distances. The first plot shows the cumulative distribution function (CDF) of the condition number for all distances classified into: optimal spacing ($d_{\text{opt}}$), ill-conditioned spacing ($d_{\text{ill}}$) and fixed spacing ($d = 0.5 \text{ m}$); where 800 realizations were used per spacing and distance. The results show that for the optimal spacings the condition number is generally low, for the ill-conditioned spacings it is significantly higher and for the fixed spacing it lies somewhere in between, thus being a good trade-off if the optimal positions cannot be achieved. The variance for each curve comes from different impairment effects, such as thermal noise, phase noise, gain differences and non-ideal link alignment. In the second plot we show the mean channel capacity of the different distances for the different spacing classes based on $\hat{H}_{\text{LOS}}$ and $\hat{\rho}$ from (12). The general trend is similar to the previous results. A key observation is that for the optimal spacings the theoretical maximum of the capacity is achieved almost exactly, i.e., orthogonal channel vectors were observed. This also shows that the condition number is the much more stringent performance measure in terms of showing the potential of the channel to support spatial multiplexing, since even condition numbers up to $\kappa = 2$ can achieve capacities very close to the theoretical maximum. The variation of the channel capacity over the distances comes from the variation of the estimated SNR $\hat{\rho}$ and more specifically the variation of the received signal power, possibly due to fading effects or alignment errors when setting up the link.

The CDFs for the estimated SNRs of different measurement spacings at $R = 30 \text{ m}$ can be found in Fig. 6. While $\hat{\rho}$ varies notably with the link distance, there is only a small dependence on the spacing $d$ of the modules.

C. Different Spacings for a Short-Range 3×3 Link

Finally, we also present measurement results for a 3×3 LOS MIMO link, see Fig. 8, with a link distance of $R = 3 \text{ m}$. Since the measurement setup is very bulky for the three antenna case, we only present measurements over a fairly short distance in a laboratory environment. We again set antenna spacings resulting in optimal and ill-conditioned channel matrices. Due to reduced memory of the measurement equipment we averaged only over 400 realizations per spacing. Results for the condition number and the capacity, for which the estimated mean SNR was $10 \log_{10} \hat{\rho} = 24.6 \text{ dB}$, are presented in Fig. 7. As for the 2×2 case we used equidistant and equal spacing on the transmitter and receiver side.

The results for the estimated condition number follow the trend predicted by theory, but the optimal and ill-conditioned cases are less distinct compared to the two antenna case. This is to be expected since the condition number is increasingly sensitive to small offsets and misalignments when the number of antennas in the system increases. The capacity results for the optimal points match very closely with the theory, i.e., orthogonal channel vectors were created. Although the results for the ill-conditioned spacings are notably lower than the optimal ones, they are significantly higher than what is predicted from theory. This can be explained by mainly two factors. First, the notch where the channel matrix is ill-conditioned gets narrower with shorter link distances and is thus much harder to
set, since even small deviations improve the condition number markedly. Secondly, both phase and thermal noise can lead to an overestimation by adding favorable noise contributions to the channel entries which can excite eigenmodes that the true channel would not excite, as for example mentioned in [5], [9]. Finally, the ill-conditioned spacings performance could also have been improved compared to the theoretical one by unresolvable multipath due to the short link distance and cluttered lab environment.

V. Conclusion

In this paper we have presented measurement results for a $2 \times 2$ and $3 \times 3$ pure LOS MIMO link at 60 GHz for different link ranges. We have shown that the variation of the condition number with respect to different offsets and spacings of the observed channels is in good agreement the theoretically predicted one. Furthermore, the results show that very low condition numbers can be achieved if the optimal spacing criterion can be fulfilled. Subsequently, the estimated channel capacity results reveal that spatial multiplexing is viable in these setups. To that end we achieved estimated maximum capacities of $16.9 \text{bit/s/Hz}$ and $29.2 \text{bit/s/Hz}$ at estimated measurement SNRs of 24.3 dB and 24.6 dB for the $2 \times 2$ and $3 \times 3$ setup, respectively. The results also show that the ill-conditioned spacings have significantly increased condition numbers and reduced capacities for all of the measured scenarios and should thus be avoided if maximum system throughput is desired.

In general, our results as well as the results in [2], [4], [5], [10] show that spherical wave propagation, which makes spatial multiplexing in pure LOS channels possible, can be observed over various frequency bands and for fairly long link distances. With respect to our measurement setup, higher antenna gain and/or higher output power in combination with appropriate module spacing could support spatial multiplexing at even longer link distances.
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