Nonnegative tensor decomposition with custom clustering for microphase separation of block copolymers
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High-dimensional datasets are becoming ubiquitous in many applications and therefore unsupervised tensor methods to interrogate them are needed. Here, we report a new unsupervised machine learning (ML) approach (NTFk) based on nonnegative tensor factorization integrated with a custom k-means clustering. We demonstrate the ability of NTFk to extracting temporal and spatial features of phase separation of copolymers as they are modeled by self-consistent field theory. Microphase separation of block copolymers has been extensively studied both experimentally and theoretically. However, the interpretation of computer simulations and/or experimental data, representing temporal and spatial changes of molecular species concentration is still a challenging task. Thus, extracting the phase diagram from simulations or experimental data as well as the interpretation of data requires discernment of the model/experimental parameters (such as, temperature, concentrations, the number of molecular species and the interaction between species) impact on the microphase separation process. An attractive and unique aspect of the introduced ML method is that it ensures the nonnegativity of the extracted latent features. Nonnegativity is an essential constraint needed to obtain interpretable and sparse latent features that are parts-based representation of the data. The custom clustering in NTFk serves to estimate the number of latent features in the data.
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1 INTRODUCTION

The emerging collections of large and distinct high-dimensional datasets increase the interest in factor analysis based on tensor decomposition [1]. These collected datasets include only directly observable quantities, while the underlying processes are either too complex and cannot be observed directly or are completely unknown. These processes are called latent variables or latent features [2]. Extracting latent variables permits reduction of the large number of directly observable quantities to a smaller set of latent features, where each observable quantity in the data is expressed as a linear or multilinear combination of the extracted latent features. Tensor decompositions are leveraged for estimating latent variables [3], pattern recognition [4] subspace learning, unsupervised separation of unknown mixtures of signals [5] and many other applications [6].

Here we introduce a new approach based on nonnegative tensor factorization (NTF) that integrates NTF with custom k-means clustering to estimate the number of nonnegative latent features. We demonstrate the application of this approach, called NTFk, for a successful identification of the morphologies and phase transitions in a molecular self-assembly.

Molecular self-assembly is a spontaneous association of molecules under equilibrium conditions into stable,
two main classical tensor factorization methods are: canonical polyadic decomposition (CPD) [14–16] and Tucker decomposition (TD) [17,18] (Figure 2). Nonnegative CPD/TT of a three-dimensional tensor \( X \) can be derived by nonconvex constraint minimization of the following objective function, \( O \),

\[
O = \left\| X_{n,m,l} - \sum_{r_1=1}^{R_1} \sum_{r_2=1}^{R_2} \sum_{r_3=1}^{R_3} G_{r_1,r_2,r_3} A_{r_1,n} B_{r_2,m} C_{r_3,l} \right\|_F^2,
\]

\[
G_{r_1,r_2,r_3} \geq 0; A_{r_1,n} \geq 0; B_{r_2,m} \geq 0; C_{r_3,l} \geq 0,
\]  

(1)

where \( \| \cdot \|_F \) is the Frobenius norm. In the case of CPD (also called CANDECOMP/PARAFAC model [19]) the core-tensor \( G \) in Equation (1) is superdiagonal, that is, \( G_{r_1,r_2,r_3} = 1 \) if \( r_1 = r_2 = r_3 \) and \( G_{r_1,r_2,r_3} = 0 \) in all other cases. For CPD, the objective function, \( O \), can be written as,

\[
O = \left\| X_{n,m,l} - \sum_{k=1}^{R} A_{k,n} B_{k,m} C_{k,l} \right\|_F^2,
\]

\[
A_{k,n} \geq 0; B_{k,m} \geq 0; C_{k,l} \geq 0,
\]  

(2)

where \( R_1 = R_2 = R_3 = R \) (\( R \) is called the rank of \( X \)), while for TD, in general, \( R_1 \neq R_2 \neq R_3 \) and \( (R_1, R_2, R_3) \) is called multilinear rank of \( X \).

When the considered data \( X \) is inherently nonnegative the choice of the nonnegative constraints is natural. Many types of data, for example, density, energy, spectral power, population, etc., are naturally nonnegative and the extracted features will lose the physical meaning if the nonnegativity is not preserved. Importantly, the nonnegativity is crucial for the extraction of interpretable and sparse latent features. Indeed, when the factorization produces only nonnegative values the extracted features can only be added and no subtractions are allowed. Hence, reproducing the data only by combinations of nonnegative latent features requires these features to be (a) sparse and (b) parts-based representations of the original data, which is making the extracted features easy to interpret [20]. Thus, the nonnegative factorization produces readily explainable features, which in turn facilitate discoveries of new causal structures and mechanisms hidden in the data without prior assumptions. Additional advantage of the nonnegative factorization is that it also works with data where the latent features are not statistically independent but can be even partially correlated [6]. One of the limitations of nonnegative factorization is that, unlike PCA, SVD, or ICA, it requires prior knowledge of the number of the latent features. Thus, the nonnegative CPD requires prior estimation of the nonnegative rank, \( R \), of the tensor, that is, the minimal number of rank-1 nonnegative tensors whose sum accurately reproduces the data. It is well known that CPD is unique [21] up to a scaling and permutation of the factors, and that CPD represents the tensor-data, \( X \), with the smallest number of parameters. However, CPD is difficult to achieve because, in the general case, computing the rank of a tensor (ie, the number of the latent features) is known to be a
nondeterministic polynomial-time (NP) hard problem [22].
Importantly, the nonnegative tensor decomposition is almost always unique [23] and Lim and Comon [24] proved that the best approximation of the nonnegative rank of a nonnegative tensor always exists, which facilitates the nonnegative CP decompositions.

The main difference between CPD and TD is the presence of nondiagonal elements and the different dimensions \((R_1, R_2, R_3)\) of the core-tensor in TD, which allows column vectors of factor matrices to interact with each other in order to reconstruct the original data, \(X\). In TD, \(R_1\) is the dimension of the subspace spanned by mode-1 fibers (fiber is a subtensor obtained by fixing all but one index/mode in the array \(X_{ijk}\)), \(R_2\) is the dimension of the subspace spanned by mode-2, and \(R_3\) is the dimension of the subspace spanned by mode-3 fibers. Unlike CPD, TD is not unique and offers a poorer compression of the data; however, TD is easier to achieve (no need to know the rank of the tensor) even with additional sparsity constraints in the minimization. In general, the Tucker core-tensor cannot be diagonalized, and the rank of the tensor is not bounded by TD’s multilinear rank. There are also other types of tensor factorizations but they all are related to the CPD and the Tucker factorizations [1].

3 | NTF WITH CUSTOM K-MEANS CLUSTERING: NTFK

If the rank \(R\) of the data-tensor (ie, the number of the latent features in the data) is known, then the best solution of the minimization of the objective function \(O\) in Equation (1) is the solution of the factorization. Unfortunately, the rank of the tensor is typically unknown and it has to be estimated solely from the data. Since it is known that the best approximation of the rank of the nonnegative tensor \(X\) exists [24], a naive approach would be to explore all possible solutions applying the nonlinear minimization (2) for a range of possible ranks, and then to use the most accurate solution (ie, the solution with the smallest reconstruction error) as an estimate of the rank \(R\). However, this is obviously a flawed approach—over-fitting will certainly lead to overestimation of the number of latent features; more free parameters will generally lead to a better reconstruction, irrespective of how close the estimated number of features is to the real one. Instead, to determine the optimal approximation of the rank of a nonnegative tensor, we utilize a custom clustering algorithm, following the idea used to estimate the unknown number of latent features in NMF [25].

The original NMF algorithm also requires prior knowledge of the number of the latent features. It was demonstrated that the number of the latent features can be estimated based on the reproducibility and robustness of the solution of NMF minimization. This approach has been introduced to decompose the largest available dataset of human cancer genomes [26], and then extended for decomposition of physical pressure transients [27]. Although heuristic in nature, the method, called NMFk, has proven to be accurate and reliable in various problems [28–33], and also has the important practical advantage that it is relatively easy to implement and use.

In NTFk-CPD, which we introduce here, we use the robustness of the extracted factor matrices and the accuracy of the decomposition to determine the optimal number of the nonnegative latent features in the data \(X\). Specifically, to estimate the rank of \(X\), we perform \(M\) sets of CPD-minimizations, Equation (2). Each solution set contains \(N\sim 100\) CPD minimizations with random initial guesses for the unknown parameters. Each solution set is with a fixed rank \(R\), and for the different sets we have, \(R = 1, 2, ..., M\). We concatenated the columns of the extracted factors \(A^R, B^R, C^R\) (Figure 2) in each set (with same rank \(R\)) and obtain, \(H^R = \{A^R_1, B^R_1, C^R_1; A^R_2, B^R_2, C^R_2; \; ...; A^R_N, B^R_N, C^R_N\}\), where \(R\) is the selected rank. Next, we apply a custom k-means clustering algorithm to cluster the columns of \(H^R\).
This custom clustering is based on k-means clustering with $R$ clusters (each solution contains $R$ features) but with the following constraint: the number of the elements in each of the clusters needs to be the same. For example, with $N = 100$ minimizations each one of the $R$ clusters has to contain exactly 100 elements. This constraint has to be enforced since each solution of the 100 nonnegative minimizations contains exactly the same number, $R$, of different features. Thus, a fixed-size k-means clustering is needed since each of the 100 minimizations (with the same number of features) contributes exactly one element to each of the $R$ clusters with features. During the clustering, the similarity is measured by the cosine distance, which is naturally to use in positive spaces where the angle between the feature vectors is bounded in the interval $(0, \pi/2)$.

Finally, the optimal number of latent features (ie, the non-negative rank of the tensor, $X$) is evaluated by comparing the quality of the derived clusters (obtained for different ranks) with the accuracy of the minimization. The quality of the clusters is estimated by their average Silhouettes values that measure the similarity between an element and the other elements of its own cluster, compared to the similarity to the elements of the other clusters [34]. The accuracy of the minimization, $r$, is calculated based on the relative Frobenius norm: $r = X - \hat{X}_F/X_F$, where $\hat{X}$ is the reconstruction of the data. The combination of these two criteria is easy to understand intuitively: The optimal number of clusters means that the Silhouette value has to be close to one, that is, the clusters need to be well-separated and with a good cohesion, while the set of these optimal features has to reconstruct the initial data well. Note that, for solutions with number of clusters, $R$, less than the actual number of latent features we expect the clustering to be good (ie, with an average Silhouette width close to 1), because several of the actual features could be combined to produce one reproducible 'super-cluster'; however, the reconstruction error will be high, due to the model being too constrained (with too few degrees of freedom), and thus on the under-fitting side. In the opposite limit of over-fitting, when the number of clusters $R$ exceeds the actual number of patterns, the average reconstruction error could be small—each solution reconstructs the observation matrix very well, but the solutions will not be well-clustered (with an average Silhouette substantially less than 1), since there is no unique way to reconstruct $X$ with more than the actual number of features, and no well-separated clusters will be formed. Thus, our best estimate for the optimal number of latent features $R$ is given by the value of $R$ that optimizes both these metrics simultaneously. Finally, after determining $R$, we use the centroids of the final $R$ clusters to represent the final robust latent features, that is, the columns of the factor matrices. It is clear, that the same protocol can be applied to high-dimensional data with $d > 3$.

In NTFk-TD, to identify the optimal number of features, we also perform $M$ TD runs with random initial guesses for the unknown parameters, and then cluster (as for NTFk-CPD) the resulting set of concatenated columns of the factor matrices $A$, $B$, and $C$, with different sizes $R_1$, $R_2$, $R_3$, and determine the optimal multirank, that is the dimension of the corresponding subspaces by comparing the quality of the reconstruction and the average Silhouettes of the derived clusters.

### 4 | Self-Consistent Field Theory

Copolymer melts are made of chemically complicated, large molecules and are characterized by a variety of competing length scales—size of the individual molecular units vs the extension of entire macromolecule molecules (Figure 1). A full treatment in atomistic detail is in most cases out of computational reach. On the other hand, the apparent complexity of the systems in fact contributes to a simplification of the physics on a coarser than atomistic level. Because of the large number of possible interactions between molecules, microscopic details average out to a large extent. A few characteristic attributes of the molecules are often responsible for the main features of a substance. This has motivated the study of idealized simplified models, which account only for the main properties of the molecules and absorb the microscopic details in a few, effective parameters. A second important point is that dense macromolecular systems are often unusually well described by mean-field approximations. As large molecules interact with many others, the effective interaction range in the limit of large molecules is very long, and the critical region in which concentration fluctuations become important is very small as a result. Self-consistent field theory (SCFT) [35–38] is based on these two observations and has proven to be a very successful description of block copolymer melts. Here we used the implementation of SCFT for symmetric triblock copolymers ABA (see Figure 1) as described in Ref. 39. The morphological phase diagram for this type of triblock copolymer can be fully parameterized by the normalized block contour length $f_A = (1 - f_B)/2$ and the incompatibility, $\chi$, between A and B blocks. The incompatibility $\chi$ is the strength of the interaction between A and B blocks, it depends on the polymer species and scales with temperature roughly as, $\chi \sim 1/T$.

Block copolymers provide a paradigm for molecular self-assembly in soft condensed matter. Unfavorable interactions between distinct blocks may lead—above a threshold value of the parameter quantifying blocks’ incompatibility—to segregation into nano- and micron-scale domains, producing well-ordered periodic structures [40–42]. The morphology of the resulting self-assembly arises from the interplay between the incompatibility of unlike blocks and forces resulting from local configurational entropy considerations. The subtle counterbalance of these competing physical mechanisms is sensitive to the composition of the macromolecules. By changing, for example, the faction of
molecular repeats forming one type of block in the chain, phase transitions (defined by nonanalyticities in the main thermodynamic functions) may take place among different ordered structures. In particular, the system transitions from one phase to another, and for example, it can pass from a disordered to an ordered phase. Any quantity that characterizes the symmetry of the system (or simply the system) that exists in one of the phases but vanishes in the other phase can be used for description of the phase transition and then it is called order parameter.

A sketch of the phase diagram as produced by SCFT in two spatial dimensions is given in Figure 2 where three morphological phases are displayed: (a) disordered, which occurs when the incompatibility, $\chi$, between blocks is insufficient to cause segregation, (b) cylindrical, where one of the molecular blocks aggregate into rod like structures embedded in a matrix formed by the other molecular blocks—this transition occurs when one block is much shorter than the other, and finally (c) lamellar, where each of the molecular blocks aggregate into sheet-like structures, this transition occurs when the blocks are of similar length. Examples produced by SCFT of the lamellar and cylindrical phases are given in the insets of Figure 2. It is worth noticing that because of the structure of the triblock copolymer the phase diagram is not quite symmetric around $2f_A = 0.5$. When B is the minority component, the cylindrical phase occupies a larger portion of the phase space than A component. Also, the phase boundaries of the lamellar phase are slightly shifted toward small $f_A$.

As the order parameter we choose the density of the A block. The A block density is obtained as output of SCFT simulations, as it is represented in the panels (1), (2), (3), (4) and (5) of Figure 3, and this representation is what we used as an input for the Nonnegative Tensor Factor analysis.

5 | NTFk ANALYSIS OF SCFT SIMULATION DATA

5.1 | SCFT input data

We apply NTFk to two data-tensors representing the order parameter, $\Delta(f_A, x, y, \chi)$ of a system of copolymers as a function of: (a) $\chi$, at a fixed length $f_A$, and (b) as a function of $f_A$, at a fixed $\chi$. As order parameter, $\Delta(f_A, x, y, \chi)$, we choose the density of the A block. Thus, $\Delta(f_A, x, y, \chi) \equiv \phi_A(f_A, x, y, \chi)$, where $\phi_A(f_A, x, y, \chi)$ is the density distribution of block A polymers and it is generated by the SCFT simulations described in the previous section. For a fixed length $f_A$, the output of SCFT simulations is a data-tensor $\Delta_{\text{mul}}$ with three dimensions: $\Delta(\chi, x, y)$ with size $(11 \times 64 \times 64)$, while for a fixed $\chi$, the output is, $\Delta(f_A, x, y, \chi)$ with size $(201 \times 64 \times 64)$. Each cell of these three-dimensional tensors contains the value of the order parameter, $\Delta$, at a specific $f_A$, at a specific $\chi$, and at a point with coordinates $(x_m, y_l)$.
5.2 NTFk-CPD feature extraction of the order parameter $\Delta(x, y)$

The nonnegative CPD of the three-dimensional data-tensor representing the evolution of the order parameter $\Delta(x, y)$, with $\chi$ on a two-dimensional ($x$, $y$) lattice, and it is given by,

$$\Delta_{n,m,l} = \sum_{k=1}^{R} A_{k,n} B_{k,m} C_{k,l} + \varepsilon_{n,m,l}$$  \hspace{1cm} (3)

where $A = [a_1, ..., a_R]$; $B = [b_1, ..., b_R]$; $C = [c_1, ..., c_R]$ are the nonnegative CPD factor matrices (Figure 2A), while $\varepsilon_{n,m,l}$ is normally distributed unbiased error of the approximation. Equation (3) can be also represented as:

$$\Delta_{n,m,l} = \sim\Delta_{n,m,l} + \varepsilon_{n,m,l}$$  \hspace{1cm} (4)

where $\sim\Delta (\sim\Delta \in \mathbb{R}_{\geq 0}^{N \times M \times L})$ is the CPD estimate of $\Delta$.

CPD includes:

- An unknown matrix $A$ ($A \in \mathbb{R}_{\geq 0}^{N \times R}$) representing the changes of the order parameter $\Delta$ with $\chi$ (the $\chi$-component);
- An unknown matrix $B$ ($B \in \mathbb{R}_{\geq 0}^{M \times R}$) representing the changes of the order parameter $\Delta$ in $x$-direction (the $x$-component);
- An unknown matrix $C$ ($C \in \mathbb{R}_{\geq 0}^{L \times R}$) representing the changes of the order parameter $\Delta$ in $y$-direction (the $y$-component);

Here, $\mathbb{R}_{\geq 0}$ denotes the set of nonnegative real numbers $\{x \in \mathbb{R}; x \geq 0\}$. Additionally, $\varepsilon$ ($\varepsilon \in \mathbb{R}_{\geq 0}^{N \times M \times L}$) denotes the unknown discrepancy between the original order parameter $\Delta$ and the estimate $\sim\Delta$.

To extract the unknown factor matrices $A$, $B$, and $C$, we utilize the block coordinate descent method for regularized multiconvex optimization algorithm introduced in [43,44]. Mathematically, the solution of the nonnegative CPD is given by the minimization with nonnegative constraints,

$$O = \left\| \Delta - \sum_{k=1}^{R} \lambda_k a_k(\chi) \otimes b_k(x) \otimes c_k(y) \right\|_F^2,$$

$$\lambda_k \geq 0; a_k(\chi) \geq 0; b_k(x) \geq 0; c_k(y) \geq 0;$$  \hspace{1cm} (5)

where $\lambda_k$ are the weights of the normalized rank-1 tensors $a_k(\chi) \otimes b_k(x) \otimes c_k(y)$. The results are presented in Figure 4.

Figure 4, panel A shows the data that the NTFk-CP decomposition as in (B). The CPD includes:

- An unknown matrix $A$ ($A \in \mathbb{R}_{\geq 0}^{N \times R}$) representing the changes of the order parameter $\Delta$ with $\chi$ (the $\chi$-component);
- An unknown matrix $B$ ($B \in \mathbb{R}_{\geq 0}^{M \times R}$) representing the changes of the order parameter $\Delta$ in $x$-direction (the $x$-component);
- An unknown matrix $C$ ($C \in \mathbb{R}_{\geq 0}^{L \times R}$) representing the changes of the order parameter $\Delta$ in $y$-direction (the $y$-component);

Here, $\mathbb{R}_{\geq 0}$ denotes the set of nonnegative real numbers $\{x \in \mathbb{R}; x \geq 0\}$. Additionally, $\varepsilon$ ($\varepsilon \in \mathbb{R}_{\geq 0}^{N \times M \times L}$) denotes the unknown discrepancy between the original order parameter $\Delta$ and the estimate $\sim\Delta$.

To extract the unknown factor matrices $A$, $B$, and $C$, we utilize the block coordinate descent method for regularized multiconvex optimization algorithm introduced in [43,44]. Mathematically, the solution of the nonnegative CPD is given by the minimization with nonnegative constraints,

$$O = \left\| \Delta - \sum_{k=1}^{R} \lambda_k a_k(\chi) \otimes b_k(x) \otimes c_k(y) \right\|_F^2,$$

$$\lambda_k \geq 0; a_k(\chi) \geq 0; b_k(x) \geq 0; c_k(y) \geq 0;$$  \hspace{1cm} (5)

where $\lambda_k$ are the weights of the normalized rank-1 tensors $a_k(\chi) \otimes b_k(x) \otimes c_k(y)$. The results are presented in Figure 4.

Figure 4, panel A shows the data that the NTFk-CPD algorithm is applied to. The data consist of 11 SCFT simulation outputs for ($\chi = 25$, 23, 21, ..., 5) each consisting of spatial density distribution, $\phi_k(\chi, x, y)$, of the polymer species $A$ discretized in a ($64 \times 64$) grid. Panel A clearly shows that the polymer melt is transitioning from a disordered state at low $\chi$ to a lamellar ordered state at larger $\chi$. Panel B illustrates the results of NTFk-CP decomposition as it is applied to the data. NTFk-CPD extracts four ($R = 4$) rank-1 tensors each given as a tensor product of 3 vectors, where each of these vector-columns is of size (1 x 64). These 12 vectors are given in panel C. Finally, panel D shows the Silhouette-Reconstruction criterium that explains how NTFk determines that the rank of $\Delta(\chi, x, y)$ is $R = 4$. The results given in Figure 4, panel C demonstrate that the methodology readily identifies the existence of a phase transition. This is
most clearly seen by the behavior of the columns of the factor matrix $A(\chi)$ as a function of $\chi$. Panel C shows that three vector sets, $S_i = (a_i(\chi), b_i(x), c_i(y))$; $i = 1, 2, 3$ are required to describe the phase segregated state. The remaining set, $D = (a_4(\chi), b_4(x), c_4(y))$, represents the disordered state. It is also clear that the three vector sets, $S_i$, representing the segregated state, are degenerate in the sense that they only differ by a spatial shift on the vectors $b_i(x)$ and $c_i(y)$. The degeneration is caused by the orientation of the lamella along the diagonal simulation box. Note that panel A can give the impression that two phase transitions occur—one from disorder to cylindrical phase and the second from cylindrical to lamella phase. However, panel C clearly demonstrates that there is only a single transition. Therefore, the cylindrical-like structures are intermediate states but not a true phase.

### 5.3 NTFk-TD subspace-analysis of the order parameter $\Delta(\chi,x,y)$

The nonnegative TD of the three-dimensional data-tensor represents the subspaces of the parameter $\Delta(\chi,x,y)$,

$$\Delta_{n,m,l} = \sum_{r_1} \sum_{r_2} \sum_{r_3} G_{r_1 r_2 r_3} \hat{A}_{r_1 n} \hat{B}_{r_2 m} \hat{C}_{r_3 l} + \hat{\epsilon}_{n,m,l}$$  \hspace{1cm} (6)

where all elements of $\Delta$, $G$, $\hat{A}$, $\hat{B}$, and $\hat{C}$ are nonnegative. Equation (6) can be also represented as:

$$\Delta_{n,m,l} = \widetilde{\Delta}_{n,m,l} + \hat{\epsilon}_{n,m,l}$$  \hspace{1cm} (7)

where $\widetilde{\Delta}(\Delta \in \mathbb{R}^{N \times M \times L}_{\geq 0})$ is the TD estimate of $\Delta$.

TD includes:

- An unknown core-tensor $G$ ($G \in \mathbb{R}^{R_1 \times R_2 \times R_3}_{\geq 0}$) that represents the mixing between the $\chi$, $x$, and $y$ components.

### 5.4 NTFk-TD subspace-analysis of the order parameter $\hat{\Delta}(f_A,x,y)$

In the previous section we used SCFT data generated along the vertical line through the polymer phase diagram given in Figure 3. Here we show the TD applied to 201 SCFT...
CONCLUSIONS

Here we demonstrated the applicability of our approach NTFk to analyze complex model outputs and determine the number of latent features in the case of block copolymer microphase segregation as modeled by SCFT. NTFk is based on NTF combined with custom k-means clustering. We demonstrated two types of nonnegative decompositions combined with our clustering: NTFk-CPD and NTFk-TD. NTFk-CPD allows for deconstruction of tensor datasets (multidimensional arrays) into sum of tensors with rank-1 and NTFk-TD—for a product of small core-tensor and factor matrices. We have shown that our approach can identify the unknown number of latent features and characterize the phase transitions based on the data alone. While our particular polymer system and the SCFT model are well studied and well understood, this is not true for most phase separating systems of interest in materials science and engineering. Therefore, a systematic methodology to characterize phase transitions solely from data, experimental or simulated, based on NTFk will be of importance for future materials development. We demonstrate that the latent features identified by NTFk have a clear physical meaning and enable easy interpretation of the processes governing phase separation. NTFk also acts as a data compression of the numerical simulations and may streamline the development of reduced-order models that can be applied to predict the system behavior in a more computationally efficient manner. NTFk can readily be applied to any observed or simulated dataset that is represented as a tensor (a multidimensional array) and possess latent features that span subspaces in the space of the observable quantities. We illustrated the different strengths of CPD and TD: CPD extracts straightforwardly the latent features, but it can result in a rank deficiency (linearly dependent features), which may obscure the final results and make the calculations difficult. TD does not suffer by rank deficiency but certain latent features are not clearly manifested in the extracted subspaces, for example, there is no spatial representation of the disorder phase in Figure 5, although the transition can be still clearly observed. In general, it therefore seems that a combined application of both approaches, NTFk-CPD and NTFk-TD, is preferred. Extracting latent features and subspaces can help the development of conceptual models, reduced-order models, and simplified closed-form mathematical expressions, which can then be used to predict the system behavior. NTFk can also be applied to detect anomalies or to complete gaps in the data. Lastly, NTFk-extracted latent features can be coupled with a suitable supervised ML method to produce predictions.
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