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Abstract—Standard approaches for video action recognition usually operate on full input videos, which is inefficient due to the widespread spatio-temporal redundancy in videos. The recent progress in masked video modelling, specifically VideoMAE, has shown the ability of vanilla Vision Transformers (ViT) to complement spatio-temporal contexts using limited visual content. Inspired by this, we propose Masked Action Recognition (MAR), which reduces redundant computation by discarding a proportion of patches and operating only on a portion of the videos. MAR includes two essential components: cell running masking and bridging classifier. Specifically, to enable the ViT to perceive the details beyond the visible patches, cell running masking is used to preserve the spatio-temporal correlations in videos. This ensures that the patches at the same spatial location can be observed in turn for easy reconstructions. Additionally, we notice that, although the partially observed features can reconstruct semantically explicit invisible patches, they fail to achieve accurate classification. To address this issue, we propose a bridging classifier that can help fill the semantic gap between the ViT encoded features used for reconstruction and the specialized features used for classification. Our proposed MAR can reduce the computational cost of ViT by 53%. Extensive experiments have demonstrated that MAR consistently outperforms existing ViT models by a notable margin. Notably, we found that a ViT-Large model fine-tuned by MAR achieves comparable performance to a ViT-Huge model fine-tuned by standard training methods on both Kinetics-400 and Something-Something v2 datasets. Moreover, the computation overhead of our ViT-Large model is only 14.5% of that of the ViT-Huge model.

Index Terms—Efficient action recognition, masked autoencoders, spatio-temporal redundancy, vision transformer.

I. INTRODUCTION

In recent years, deep neural networks [1], [2], [3], [4], [5], [6] have achieved impressive performance for action recognition on several large-scale video datasets [7], [8]. These methods typically rely on full video frames to understand the visual content. While this approach yields decent performances, computation over full videos is highly redundant due to the excessive and widely present spatio-temporal redundancy of visual information [9], [10], [11], [12], [13] in videos. Consequently, some previous works have proposed reducing spatio-temporal redundancy by training an additional model to focus on relevant frames [12], [13], [14], [15], [16], [17] or spatio-temporal regions [10], [11], which can significantly reduce the computation cost. However, these methods often require complicated operations, such as reinforcement learning and multi-stage training.

In self-supervised video representation learning, Masked Autoencoders (MAE) [9], [18] discard a high proportion of visual patches to yield a non-trivial and meaningful self-supervised reconstruction task. The simple masking strategy with vanilla Vision Transformers (ViT) can achieve realistic reconstruction results [9], [18], implying that the masked visual information in videos can be complemented from limited visible contents, and the ViT shows this capability. This is possible because the spatio-temporal redundancy in videos empowers the model to derive the visual semantics of the invisible parts from the visible contexts. After pre-training, the models are fine-tuned on the downstream action recognition task following a standard scheme, which feeds all the details of videos into ViT.

In this work, we argue that given the strong ability of ViT to reconstruct visual semantics with limited visual content and the high spatio-temporal redundancy in videos, the standard action recognition scheme that operates on full video frames is highly inefficient. To this end, we propose a simple and computationally efficient end-to-end scheme for the action recognition task, termed as Masked Action Recognition (MAR). The core idea of MAR is to discard a subset of video patches to reduce the encoded tokens of ViT, thus avoiding redundant computation to some extent. We investigate this from two perspectives: (i) designing an appropriate input masking map with strong spatio-temporal correlations for ViTs; (ii) increasing the abstraction level for the features output by ViTs.

For the first perspective, we aim to determine a reasonable mask form for action recognition. The existing VideoMAE
methods [9], [18] adopt a large proportion (i.e., 90%) of tube masking or random masking, which are mainly designed to avoid “information leakage” caused by spatio-temporal redundancy and correlation in videos to improve the difficulty of the self-supervised reconstruction task. On the contrary, detailed contexts are crucial for action recognition. Therefore, training an accurate action recognizer with masks requires the model to easily complement the disappeared details. To this end, we present cell running masking, which encourages “spatio-temporal information leakage” to enhance the detail perception of encoders for the lost patches. Specifically, we first design a running masking strategy to move the masks frame by frame, allowing the patches in the same spatial location to be observed in turn. To generate more flexible masking maps for training, we divide the running masking into multiple small running cells and place a specified proportion of masks in these cells. Executing the running strategy in the small cells can present multiple states to provide various spatio-temporally interleaved masks. Overall, the cell running masking preserves spatio-temporal correlations [9], which can be easily exploited by the encoder to perceive missing details for accurate action recognition. Fig. 7 shows that the semantically explicit reconstructed videos can be observed with this masking strategy.

Despite this, we also observe that the models with realistically reconstructed videos still fail to achieve on-par accuracy compared to using the full patches. Additionally, MAE in the image domain [20] reveals a semantic gap between the low-level features required for reconstruction and the abstract features required for recognition. The literature [21] has also found that MAE pre-trained models extract features at a lower level of abstraction. To solve this issue, we further propose bridging classifier with a similar structure to the reconstruction decoder in MAE. However, unlike the reconstruction decoder, the bridging classifier is designed to bridge the semantic gaps further and make the encoded features more specialized for the classification task. Conversely, the reconstruction decoder is used to decode low-level pixel-wise information.

In this way, compared to the standard action recognition scheme, MAR is shown to reduce the computation by up to 53% while achieving on-par or better performances, as shown in Fig. 1. In particular, when training a large model on Kinetics-400 [7], our ViT-Large costs only 14.5% of FLOPs and surpasses the performance of the ViT-Huge by 0.2%.

In a nutshell, our contributions can be summarized as:

- We explore the masked autoencoders for efficient action recognition, achieving better performance and a 2x wall-clock speedup in training and testing.
- We present a novel MAR framework, consisting of cell running masking and bridging classifier to better exploit the spatio-temporal correlations and increase the abstract level of encoded features, respectively.
- Extensive experiments on different datasets show that MAR requires only 47% of the computation to consistently outperform standard action recognition with the same pre-trained models. Especially under comparable computational costs, models trained by MAR significantly outperform existing state-of-the-art methods.

II. RELATED WORKS

A. Action Recognition

Action recognition is a fundamental task for video analysis and understanding. Recent video networks can be divided into two types, i.e., convolution-based and Transformer-based. The dominant convolution-based methods build upon 3D Convolutional Neural Networks (CNNs) [22], [23], [24]. Inspired by the two-stream CNNs, separately modelling spatial appearance and temporal relations by 3D convolutions [1], [25], [26] have also shown decent accuracy. However, they suffer from a large computation burden. To reduce complexity, some approaches attempt to disentangle 3D convolution into spatial and temporal convolution [2], [27], [28], [29]. Other works employ 2D convolutions for spatial modelling [30], [31] and introduce additional temporal operations, such as calibrating the convolution weights by temporal context [32], designing spatio-temporal attention [33], [34], generating adaptive temporal kernels [35], mining temporal cross layer correlation [36], fusing appearance and motion [37], capturing temporal difference for motion modelling [3], [38], [39], integrating multi-level predictions [40], and shifting part of the channels along the temporal dimension [41], etc. Limited by the small receptive field of the convolution operator, convolution-based methods struggle to model long-range spatio-temporal dependencies. In recent years, the great success of Transformers in the image domain [19], [42], [43] has led to the exploration of Transformer-based video networks. VTN [44] adopts ViT [19] to extract spatial features, followed by a Longformer [45] to capture temporal relationships. Both TimeSformer [46] and ViViT [6] factorize different spatial and temporal attentions for Transformer encoders, suggesting that factorized spatial and temporal attention can achieve better performance. MViT [5], [47] studies hierarchical Transformers with several channel-resolution scale stages, and proposes pooling attention to reduce computation. In comparison, Video Swin Transformer [4] introduces an inductive bias of locality for videos and achieves a better speed-accuracy trade-off. And Uniformer [48] captures local spatio-temporal context and
global token dependency by convolution in shallow layers and Transformer in deep layers, respectively. All these studies are based on variants of Transformer structure. In this work, we adopt ViTs [19] pre-trained by VideoMAE [9] as our encoder. We investigate the input and output of Transformer encoders and empirically demonstrate that the proposed MAR has advantages in both efficiency and performance.

B. Spatio-Temporal Redundancy

Reducing spatio-temporal redundancy for efficient video analysis has been a popular research topic. Mainstream approaches typically involve training an additional lightweight network to achieve the following: (i) adaptive frame selection [12], [13], [14], [16], [49], which involve dynamically determining the relevant frames for recognition networks; (ii) adaptive frame resolution [12], which involves learning an optimal resolution for each frame online; (iii) early stopping [50], which involves terminating the inference process before observing all frames; (iv) adaptive spatio-temporal regions [10], [11], which involve localizing the most task-relevant spatio-temporal regions; (v) adaptive network architectures [15], [16], [51], which involves adjusting the network architecture to save computation on less informative features. Another line is to manually define low redundant sampling rules, such as MGSampler [52], which selects frames containing rich motion information based on cumulative motion distribution. However, in this work, the ViTs trained by MAR adopt only a proportion of video patches for efficient action recognition, taking advantage of the powerful completion capabilities of Transformers.

C. Masked Autoencoders

Masked autoencoder, as a form of denoising autoencoding [53], is a general methodology for learning effective representations by reconstructing the uncorrupted inputs from corrupted inputs. In Natural Language Processing (NLP), the masked language modelling task proposed in BERT [54] is one of the most successful explorations of masked autoencoding. Various variants [55], [56], [57], [58] based on BERT have also further improved the performance of language Transformer pre-training. Recently, in the image domain, a series of masked autoencoding methods have been seeking a framework for vision and language unification based on Transformer architectures [59], and progress has been made. iGPT [60] first proposed training a Transformer to predict pixels from a sequence of low-resolution pixels for unsupervised representation learning. Then ViT [19] takes image patches as tokens and performs masked patch prediction to mimic the masked language modelling in BERT [54]. SimMIM [61] suggests that using a large masked patch size for pixel predictions can create a strong pre-text task. Image MAE [20] investigates an asymmetric encoder-decoder structure, where the heavy encoder only operates on a small proportion (25%) of visible patches, while a lightweight decoder is used to reconstruct pixels. Besides pixel prediction, another research line also proposes to reconstruct other targets, such as pre-trained dVAE [62], [63] of BEiT [64], and HoG [65] of MaskFeat [66]. In the video domain, two MAE-based methods [9], [18] find that an extremely high proportion of masks yields decent performance due to the large spatio-temporal redundancy in videos. Instead of predicting pixels, BEVT [67] and VIMPAC [68] also attempt to learn spatio-temporal representations by predicting features derived from a tokenizer. All the masked autoencoder based works discussed above focus on learning an effective self-supervised visual representation. We are inspired by the powerful completion ability of ViT in reconstruction tasks [9], [18], [20] and propose to adopt this idea to empower supervised action recognition models in terms of both efficiency and performance.

III. APPROACH

As shown in Fig. 2, instead of full video frames, the proposed MAR takes masked videos as input. Specifically, the MAR encoder only operates over the visible patches, allowing it to process videos with a fraction of computation and memory cost. The encoded visible tokens are then fed into two branches: the reconstruction branch for pixel-level reconstruction, and the classification branch for efficient action recognition. Note that the auxiliary reconstruction branch is only used during training and removed during inference. Besides the general framework, we also present two key designs in MAR: (i) To facilitate the perception of the MAR encoder over invisible patches, we propose a cell running masking strategy (in Section III-B) that generates a masking map ensuring strong spatio-temporal correlations; (ii) To bridge the semantic gaps between the encoded visible tokens and features more suitable for the action classification task, we introduce a bridging classifier (in Section III-C) in the classification branch that increases the abstraction level of tokens. In this section, we first briefly revisit masked video modelling and then present the ideas of cell running masking and bridging classifier.

A. Masked Video Modelling

The existing masked video modelling approaches, with encouraging performances [9], [18], are extended from image MAE. They first divide an input video into several non-overlapped spatio-temporal patches, and then only a small proportion of patches (i.e., 10%) with positional embeddings are randomly selected as input for the ViT encoders [19]. A lightweight decoder is then adopted to reconstruct the full video from the encoded latent representations of visible patches. VideoMAE [9] identifies two crucial characteristics of video data, i.e., temporal redundancy and temporal correlation. The former means that the semantics vary slowly in the temporal dimension, and the spatio-temporal information is highly redundant, indicating that retaining all spatio-temporal patches for training and inference is inefficient and unnecessary. While the latter emphasizes the strong inherent correlation between adjacent frames, which could cause “information leakage” between frames, thus reducing the reconstruction difficulty of VideoMAE. Hence, a large proportion (i.e., 90%) of mask ratio and tube masking are proposed for the video reconstruction task. The pre-trained models can still achieve satisfactory reconstruction
Fig. 2. Overview of Masked Action Recognition (MAR). A specified proportion (e.g., 50% here) of patches is first discarded by cell running masking (C.R.M.), which retains sufficient spatio-temporal correlations. Next, the remaining visible patches are fed into the encoder to extract their spatio-temporal features (i.e., visible tokens in the figure). Finally, the reconstruction decoder receives mask tokens and visible tokens to reconstruct the masked patches. In contrast, the bridging classifier in the classification branch receives only visible tokens for action classification. Note that the reconstruction branch is only performed during training, which is used to preserve the completion capability of the encoders for invisible patches.

Fig. 3. Different schemes for running masking. (a) randomly removing spatial patches in the first frame; (b) removing a large spatial block in the first frame; (c) uniformly distributing the masks in the first frame; (d) performing running masking in cells; (e) the masks run circularly frame by frame in a running cell.

videos with limited visible contents, which implies the powerful spatio-temporal association ability of ViTs. However, in the downstream action recognition task, all patches are still fed into the encoder. Since the number of tokens in a video clip is much larger than that of an image (e.g., 1568 vs. 196), and the attention matrix size is quadratic to the number of tokens, which causes a heavy computational burden. In this work, we draw inspiration from the powerful capability of complementing invisible contexts shown by MAE pre-trained ViTs and propose MAR to achieve efficient action recognition.

B. Cell Running Masking

1) Running Masking: When performing the action recognition task with masks, a key issue is that the valuable details in masked patches are removed together, which is bound to damage the accuracy. To this end, instead of avoiding “information leakage” between the adjacent frames like VideoMAE [9], we encourage “information leakage” caused by temporal correlation to lower the difficulty of the reconstruction task. This is because easier reconstruction means that richer details can be redrawn to improve recognition performance.

Specifically, we first propose running masking strategy where the masks run frame by frame, and the patches at different spatial locations are discarded in turn. It can be formulated as:

\[ M_t = s(M_{t-1}|M_{t-2}, \ldots, M_1), \]

where \( M_t \) is the masking map for frame \( t \), and the function \( s(\cdot|\cdot) \) indices that the masking map of frame \( t \) is transformed from frame \( t-1 \) circularly. Fig. 3(e) also shows the masks in a small running cell between adjacent frames. With this idea, running masking ensures that the same spatial locations in consecutive frames can quickly observe the visible patches from adjacent frames, which exploits spatio-temporal visual redundancy to mitigate information loss.

However, it is still challenging to get an efficient and effective implementation of running masking. As shown in Fig. 3(a), one potential option is to create random masks on the first frame and then use the function \( s(\cdot|\cdot) \) to transform these masks frame by frame. This straightforward idea suffers from the randomness of masks, and patches in mask-dense spatial locations may not be displayed, which still cannot effectively exploit video visual correlations. Similar flaws arise in the block-wise running masking depicted in Fig. 3(b), where dense masks can destroy chunks of spatio-temporal context. Fig. 3(c) shows a different uniform running masking. It arranges uniform grid masks on the first frame to create spatial dislocations that help the model...
deduce spatial semantics for the masked patches by using the image’s spatial redundancy. These grid masks are then shifted in subsequent frames to form temporal intersections, enabling the model to retrieve detailed information about the masked parts by leveraging temporal correlations in the video. Therefore, the uniform running masking can efficiently exploit spatio-temporal redundancy. However, it is worth noting that adopting the rigid “uniform masking” can easily lead to overfitting during training since the diversity of uniform masking maps is limited.

2) Running Cell: For this reason, we propose decomposing the running masking into multiple small repeated units, which we call running cells. These simple units can then be combined to implement complex masks, known as cell running masking, as shown in Figs. 3(d), (e) and 4(a), (b). We define the spatial size of a running cell as \( r \times q \) (e.g., \( r = q = 2 \) in Fig. 3(e)). When the spatial size is small, there are only a few patches in the running cell, making the arrangement of masks clear. For example, in Fig. 3(e), only two masks need to be placed when the mask ratio is set to 50%. We simply put the two masks in the first two patches and define this as state \( A \). Driven by the function \( s(\cdot) \), this cell has four different states, i.e., \( A \to B \to C \to D \). The cell starts with state \( A \) and performs state switching with a period of 4 in the temporal dimension to realize a spatio-temporal uniform masking map. This design ensures that each patch has an equal chance of being visible in four temporal patches, thus providing enough temporal correspondences for other masked patches with the same spatial locations.

We also observe that a running cell with a spatial size of \( 2 \times 2 \) can only provide three different mask ratios, i.e., \( 25\% \), \( 50\% \), and \( 75\% \). These ratios already meet most needs. However, using running cells with a large spatial size can produce more mask ratios. Nevertheless, the diversity of mask combinations is weakened because there are fewer cells. For instance, when the size of the running cell is equal to the spatial size of the ViT-encoded tokens, i.e., \( 14 \times 14 \), it degenerates to uniform running masking.

3) Augmentations of Cell Running Masking: Fig. 3(e) shows that the illustrated running cell has four different states in turn, i.e., \( A \to B \to C \to D \), in the illustrated running cell. However, the fixed sequence and positions may cause overfitting during training, similar to the uniform running masking in Fig. 3(c). To address this issue, we design the running cell to allow for multiple different cells in the space, with each cell free to choose the starting state. As shown in Fig. 4(a), each running cell selects the starting state randomly, and their combination is close to random masking, but the regulation of running masking is followed within each small cell. Figs. 3(d) and 4(b) spatially repeat running cells, but their starting states are selected randomly as \( A \) and \( B \), respectively, resulting in visually different masking maps. Both the spatially random and spatially repeated masking in Fig. 4 can be used as a data augmentation during training. For inference, we use spatially repeated running masking for evaluation. The experiments in Table V(b) demonstrate that the model is robust to the different starting states of running cells during inference.

4) Implementations: Algorithm 1 shows a PyTorch-like pseudo-code of the proposed cell running masking, which can be divided into two steps: cell initialization and masking generation. Specifically, in initialization, we first make the masks evenly distributed in a cell (the size is \( r \times q \)), and then shift this cell frame-by-frame to form an running cell. In generation, the running cell is first repeated in the spatial dimension to obtain the desired masking size. Then, shuffling the temporal dimension is only performed in training for augmentation.

C. Bridging Classifier

The design of cell running masking preserves the spatio-temporal correlations between visible patches and invisible patches, effectively reducing the difficulty of reconstruction and further improving the reconstruction quality. For example, when the mask ratio is set to 50%, the reconstruction branch can already achieve sufficiently satisfactory reconstructed videos, as shown in Fig. 7. However, when using a fully connected layer as a classifier in Table VI, the recognition accuracy with 50% of the masked patches still struggles to reach the performance without masking. Our bridging classifier sets out to close this performance gap. Image MAE [20] mentioned that the pixel-level reconstruction and the recognition tasks require latent representations

---

**Algorithm 1**: Pseudo-Code of Cell Running Masking in a PyTorch-Like Style.

```python
def init_running_cell(pT, r, q, mask_ratio):
    # Initialize the running cell.
    super().__init__(self, pT, r, q, mask_ratio)
    self.r, self.q = r, q
    cell = torch.ones(pT, r, q).flatten(1, 2)
    mask_num_per_cell = int(mask_ratio * r * q)
    stride = (r + q) / mask_num_per_cell
    for i in range(pT):
        for j in range(mask_num_per_cell):
            if (i + j) % (r + q) == 0:
                self.cell[i, j] = 0
                self.cell_view = (i, j, T)

def generate_running_mask(self, x):
    # Generate running mask for an input video
    mask = self.cell.repeat(1, x.size(2))/self.r, x.size(3)/self.q
    if self.training:
        # Temporally shuffled
        mask = shuffle_temporal_dim(mask)
    return mask
```

---

Fig. 4. Different combinations of running cells in space. (a) each running cell randomly selects a starting state; (b) all running cells share the same random starting state.
at different abstract levels. Specifically, representations with higher-level semantics can lead to better recognition accuracy but are not specialized for reconstruction. In this work, the satisfactory reconstructions prove that the low-level semantic information in features is sufficient. Hence, we speculate that the weak classification accuracy is actually because the linear classifier cannot fully exploit low-level semantic information.

To this end, we propose bridging classifier consisting of a series of Transformer blocks, like the reconstruction decoder, to bridge the semantic gaps between the encoded features and the classification features:

\[ p = \phi(h(F_v)), \]

where \( F_v \in \mathbb{R}^{N_v \times D} \) is the encoded visible tokens output by the encoder, and \( \phi(\cdot) \) and \( h(\cdot) \) denote the average pooling operation and proposed bridging classifier, respectively. \( N_v \) is the number of visible tokens, and \( D \) is the channel. \( p \in \mathbb{R}^C \) represents the model prediction for \( C \) classes. The reconstruction decoder infers the encoded \( F_v \) to pixels, while the bridging classifier extracts the more concise classification features in \( F_v \). Therefore, the bridging classifier is designed to be more lightweight. Additionally, since the bridging classifier only processes visible tokens, compared with the linear classifier using 50% of visible tokens, the additional FLOPs introduced by the bridging classifier are only 8%.

D. Loss Function

MAR contains both the reconstruction and classification branches, with their loss functions denoted as \( L_r \) and \( L_c \), respectively. The reconstruction loss \( L_r \) is a pixel-wise mean-squared loss, following [9]. \( L_c \) is a widely used cross entropy loss in classification tasks. The training objective function can be written as:

\[
L_r = \frac{1}{\Omega(x_M)} \| x_M - y_M \|_2^2, \\
L_c = -\sum_{i=1}^{C} z_i \log(p_i), \\
L = \lambda L_r + L_c,
\]

where \( x \) and \( y \) are the input RGB pixel values and the predicted pixel values, respectively; \( M \) denotes the masked pixels; \( \Omega(\cdot) \) calculates the number of masked pixels; \( \| \cdot \|_2 \) refers to \( \ell_2 \) loss; \( z \) is a one-hot label vector for classification; \( \lambda \) is the balance parameter for the reconstruction branch.

E. Discussion

To alleviate the destruction of spatio-temporal details caused by discarding visual patches, the proposed cell running masking leverages the information redundancy in video data to encourage “information leakage” between frames. As shown in Fig. 5, the cell running masking approach yields smaller reconstruction errors and better classification accuracy. Additionally, to reduce the semantic gap between the VideoMAE [9] pre-trained features and the classification tasks, we propose a bridging classifier. Our experiments in Table VI demonstrates its effectiveness, and the CKA similarity [69] results in Fig. 6 indicate that the bridging classifier plays a vital role in improving the abstraction level of features. Finally, as shown in Fig. 9, compared with the existing advanced efficient action recognition scheme, i.e., AdaFocusV2 [11], MAR does not introduce any additional training strategies, such as reinforcement learning, while outperforms AdaFocusV2 by at least 2.7% with similar computation costs. This suggests that MAR may represent a more concise and efficient approach to action recognition.

IV. Experiments

A. Implementation

1) Datasets: We evaluate the performance of MAR on four widely-used action recognition datasets: Kinetics-400 [7], Something-Something v2 [8], HMDB51 [80], and UCF101 [81]. Kinetics-400 is a large-scale benchmark comprising approximately 240 k training videos and 20 k validation videos from 400 different action categories. Something-Something v2 is a
temporal-related video dataset with 174 action classes, containing 169 k videos for training and 20 k videos for validation. HMDB51 and UCF101 are two smaller datasets for action recognition, each with 3.5 k/1.5 k train/val videos and 9.5 k/3.5 k train/val videos, respectively.

2) Architecture: Following VideoMAE [9] and MAE [18], we utilize ViT [19] with the joint spatio-temporal attention. The attention mechanism with quadratic complexity can lead to computational bottlenecks, while MAR can effectively alleviate this problem. We set the same spatio-temporal patch size (i.e., \(2 \times 16 \times 16\)) as VideoMAE for both ViT-Base and ViT-Large to leverage its pre-trained models conveniently. The spatio-temporal resolution of input videos is \(16 \times 224 \times 224\) for both training and inference. The embedding tokens output by encoders are \(8 \times 14 \times 14 = 1568\). When the mask ratio is set to 50%, the encoders only operate on 784 tokens.

3) Data Pre-Processing and Training Settings: Our MAR training configurations follow the training settings in VideoMAE [9]. We use the same training augmentations as VideoMAE, which are presented in Table I.

| Config                | Sth-Sth v2 | Kinetics-400 |
|-----------------------|------------|--------------|
| Optimizer             | AdamW [70] |              |
| Momentum              | \(\beta_1 = 0.9, \beta_2 = 0.999\) |              |
| Weight Decay          | 0.5        |              |
| Base LR\(^1\)         | 1e-3       |              |
| Batch Size            | 512(B),128(L) |            |
| LR Schedule           | cosine decay [71] |           |
| Layer-wise Decay      | 0.75       |              |
| Filp Augmentation     | yes        |              |
| RandAugment [72]      | (9, 0.5)   |              |
| Mixup [73]            | 0.8        |              |
| Cutmix [74]           | 1.0        |              |
| Label Smoothing [75]  | 0.1        |              |
| DropPath [76]         | 0.1(B), 0.2(L) |       |
| Dropout [77]          | 0.1        |              |
| Warmup Epochs [78]    | 5          |              |
| Training Epochs       | 40         | 100(B),60(L) |
| Repeated Sampling [79] | 1          | 2            |

\(^1\) is linear learning rate scaling rule [78]: ActualLR = BaseLR \times BatchSize/256.

B. Ablation Studies

In this section, we present ablation studies for the in-depth analysis of our proposed complements (i.e., cell running masking and bridging classifier) in MAR. The default encoder is ViT-Base [19] with 16 frames, and other default settings are marked in gray in tables. The notation \(\rho\) in tables means the mask ratio. If not specific, the mask ratio is set to 50% by default.

1) Overall Ablation Studies: We first evaluate the effectiveness of the cell running masking and the bridging classifier on two widely used action recognition datasets, namely Kinetics-400 and Something-Something v2. As in Table II, cell running masking and bridging classifier can achieve stable improvements of approximately 0.6% and about 1.0%, respectively, under various scenarios. These results demonstrate that both techniques can effectively boost the performance of action recognition while only utilizing half of the visible patches. (i.e., the mask ratio is 50%). For efficiency purposes, we use Something-Something v2 as our evaluation benchmark for the subsequent in-depth analysis experiments, unless otherwise specified.

2) Different Mask Sampling Strategies: We replace the cell running masking in MAR with other mask sampling methodologies under different mask ratios \(\rho\). Table III summarizes several observations:

i) Our “cell running masking” provides stable accuracy improvements compared to “random standard masking”. Particularly, larger mask ratios yield greater gains; for example, the gains are 0.18%, 0.62% and 0.67% for mask ratios of 25%, 50% and 75%, respectively. This can be explained by the fewer destroyed contexts with small mask ratios, and cell running masking can better show its advantages with a large proportion of masks;

ii) “block standard masking” and “frame standard masking” respectively indicate the block-wise and frame-wise masking.
masking mentioned in [18]. Both remove chunks of spatio-temporal information and destroy natural spatio-temporal correlations in videos, significantly impairing performance. Despite this, improvements are still observed from “block standard masking” to “block running masking,” demonstrating the effectiveness of our running masking strategy;

iii) Downsampling is a straightforward way to reduce the computational costs. We downsample the width and height of the input videos to half of the standard training settings, i.e., $16 \times 112^2$, and the computation is comparable to that when we set the mask ratio to 75%. Downsampling notably degenerates the performance by 2.23% from cell running masking, indicating that low resolution drops more detailed information than masks;

iv) Compared with “random standard masking,” “uniform running masking” without running cells has limited improvement, while our ‘cell running masking’ performs much stronger. The results validate that our cell running masking can benefit from the diversity brought by various cell states in training.

3) The Spatial Size of Running Cell: Next, we show that our defined running cell plays a critical role in running masking. As shown in Table IV, running masking with a large cell size, such as $14 \times 14$ or $7 \times 7$, exhibits weaker performance than a small cell size, e.g., $2 \times 2$. This is caused by the unitary form of masks. Specifically, to prevent the masks in the large cell from degenerating into a block-wise mask, the first frame should be uniformly initialized. For instance, the cell size of uniform running masking in Fig. 3(c) is $14 \times 14$. Therefore, as discussed in Section III-B, large cell sizes with uniform masks suffer from limited diversities and result in overfitting during training. Our small cell size ($2 \times 2$) is more flexible and achieves the highest performance.

4) Reconstruction Loss and Accuracy: Here, we present the correlation between reconstruction loss and accuracy in Fig. 5. We have observed two intriguing findings. Firstly, there exists an inverse relationship between accuracy and reconstruction loss. For instance, cell running masking results in the highest accuracy with the lowest reconstruction loss, while other masking strategies with larger reconstruction loss may lead to weaker performances. This implies that a small reconstruction loss is capable of recovering rich details for invisible patches and thus enhances the classification accuracy. Secondly, our running strategy with block masking and random masking can reduce the reconstruction error and improve accuracy by approximately 0.3%, indicating that the encoders can leverage more spatio-temporal correlations from the proposed running strategy.

5) Training Augmentations of Cell Running Masking: One of the advantages of a running cell with a small spatial size is its flexibility, meaning that a simple combination of multiple cells can achieve a complex mask. To further investigate this, we ablated different spatial and temporal augmentations during the training in Table V(a). The term “Spatially Random” refers to each cell randomly choosing its starting state, as shown in Fig. 4(a). We observe that the random combinations of cells led to random masking, resulting in poor performance. On the other hand, “Spatially Repeated” indicates that cells share the same randomly selected starting state, as shown in Figs. 3(c) and 4(b), which demonstrates better performance. Additionally, the temporal shuffling slightly increases the randomness, resulting in better performance. This implies that the training masks with reasonable randomness can introduce improvements of about 0.4%, and that simple control of running cells in the spatial and temporal space achieves this regulation.

6) Different Starting States in Testing: There are four different running states in our proposed running cell with a spatial size of $2 \times 2$. Different starting states will produce different masking maps when evaluating the trained models. It is also worth evaluating the impact of various starting states on performance. As shown in Table V(b), the different starting states exhibit comparable performance, and their differences are negligible. This demonstrates that the models trained by MAR are resilient to different states of cell running masking.

7) Cross Validations of Different Mask Ratios: Table V(c) presents the accuracies with different mask ratios for training and testing. We can make the following observations: (i) When testing the models with a large mask ratio, e.g., 75%, the models should also be trained with similar mask ratios. Otherwise, the model cannot learn to compensate for the lost contexts; (ii) appropriately increasing the mask ratio in training can also improve accuracy. For example, training with 25% masks and testing with no mask has an advantage over the training with no mask by 0.34%, i.e., 71.36% vs. 71.02%; (iii) large mask ratios can remarkably save computational costs. Our default setting with only 50% masks can save more than 50% of computation while preserving comparable performance to training and testing with no mask. Thus, our proposed MAR saves both training and testing overhead.

8) The Effect of Bridging Classifier: The comparisons of the proposed bridging classifier and linear classifier under different mask ratios are presented in Table VI. It can be observed that larger mask ratios can lead to more performance degradation. Simply replacing the linear classifier with a bridging classifier brings notable improvements, especially for large mask ratios. The bridging classifier has an advantage over the linear baseline of around 1.0%. This suggests that the mask exacerbates the nonlinearity of the features and confirms our statement that the abstraction level of encoded features still needs to be further bridged for classification.

9) The Abstract Level of Features: In fact, features with lower abstract levels carry more pixel-level information, such as color, and texture, while higher abstract levels contain more semantics for the classification task, such as actors, objects, and...
their interactions. To verify the influence of the bridging classifier on the abstract level of features, as shown in Fig. 6, we plot the CKA similarity [69] between the intermediate features output by the VideoMAE pre-trained blocks and the final features output by the trained bridging classifier. This metric can measure the semantic level of shallow features since the final features used for classification are usually closer to the real semantics. It is clear that the features evolve slowly at the VideoMAE pre-trained blocks. Conversely, the features evolve faster when the features are encoded by the bridging classifier. This demonstrates that there is indeed a semantic gap between the VideoMAE pre-trained features and the classification task, but the bridging classifier can significantly reduce this gap.

10) The Width and Depth Design of Bridging Classifier: The lightweight bridging classifier consists of multiple vanilla Transformer [59] blocks. Table VII illustrates the impact of different decoder designs on performance. Firstly, the Multi-Layer Perceptron (MLP) is widely known for its simple design with non-linear modelling capability. However, its performance is slightly weaker than that of linear classifiers. This indicates that the simple structure of MLP cannot extract abstract information from the encoded features. In contrast, an extremely lightweight decoder, with width = 256 and depth = 1, exhibits a notable improvement of 0.56% in performance, indicating the superior non-linear expressiveness of the Transformer block. Enlarging the width and depth can further boost the performance, with width = 512 and depth = 2 exhibiting the strongest performance. Wider or deeper decoders not only lead to overfitting but also introduce more unnecessary computational burden. Finally, since the decoder operates only visible tokens, the highest performance setting requires only an additional 6.51 GFLOPs (around 8%) compared to the linear classifier.

11) The Input of Bridging Classifier: MAE-based approaches [9, 18, 20] skip the masked tokens in the encoder and apply them with positional embeddings in the lightweight reconstruction decoder. We also evaluate their designs in our proposed bridging classifier in Table VIII. It can be summarized that both the additional positional embeddings and the masked tokens damage the accuracy. This is probably because both factors are low-level priors and thus more specialized for the reconstruction task. In contrast, the high-level semantics required by the classification task is not strongly dependent on these two factors.
12) Reconstruction Target: MAE in both the image domain [20] and video domain [18] demonstrate that reconstructing per-patch normalized pixels works well for self-supervised pre-training. As shown in Table IX, we are interested in whether this finding still holds in MAR. Compared with reconstructing the original video pixels, using normalized pixels [18], [20] always performs better, which is in line with the pre-training settings.

13) The Initialization of Reconstruction Decoder: We utilize VideoMAE [9] pre-trained parameters to initialize the ViT encoder and the reconstruction decoder by default. The effect of the initialization state of the reconstruction decoder is explored in Table IX. It can be observed that the randomly initialized decoder performs decently, while the pre-trained decoder still improves by 0.15%. We speculate that the pre-trained decoder has already converged, which can regulate the encoder directly.

14) The Effect of Reconstruction Loss Weight, i.e., $\lambda$: The reconstruction branch is only involved in the computation during training, and its main purpose is to further enhance the encoder’s ability to perceive the missing context by reconstructing the invisible patches. In Table X(a), we analyze the parameter sensitivity of $\lambda$. When $\lambda$ is set to 0.0, and no reconstruction branch is used, the weakest performance is observed. We note that a slight increase in $\lambda$, i.e., 0.1, leads to improvement. Larger $\lambda$, i.e., 1.0 with a stronger reconstruction constraint, may cause the encoder to preserve more low-level cues in features, resulting in a 0.19% performance degradation.

15) Pre-Training Dataset: In Table X(b), we compare a randomly initialized encoder and various models pre-trained on three different datasets: ImageNet-1K [82], Kinetics-400 [7] and Something-Something v2 [8]. When using the model pre-trained on ImageNet-1 K, the 2D patch embedding layer is inflated to the 3D embedding layer following [9], [23]. By comparing the MAE pre-trained model and the supervised pre-trained model on ImageNet-1 k, we observe that the MAE pre-trained model outperforms the supervised one by 10.74%, which indicates that MAE pre-training guarantees the performance of MAR. This is probably because the completion ability for invisible patches must be pre-trained by the MAE task, which is not available in the supervised pre-trained models. Next, we see that the encoders pre-trained on the video datasets outperform the training from scratch as well as the image-based pre-trained ones. Furthermore, the model pre-trained on Something-Something v2 shows better accuracy than the Kinetics-400 pre-trained one, suggesting that the domain gap between target and pre-training datasets found by VideoMAE [9] still exists in our MAR.

16) Data Augmentations: Although the self-supervised MAE pre-trainings [9], [18], [20] require only multi-scale cropping for training, data augmentation is still one of the crucial factors for Transformer models. If not specified, our used data augmentations follow the settings in VideoMAE [9]. In Table VII, we disable four different data augmentations, i.e., RandAugment [72], Random Erasing [83], MixUp [73] and CutMix [74] to observe the sensitivity of MAR to data augmentation. We observe that each data augmentation can bring a performance gain of 0.2-0.3%. In fact, using masks to delete a proportion of the spatio-temporal patches can also be considered one of the data augmentations. However, since the masked patches can be easily reconstructed, other data augmentation strategies are still needed.

17) Wall-Clock Training Time: Fig. 8 compares the training time consumed by the different training methods on Something-Something v2 dataset. It can be observed that MAR can reduce half of the training cost. Specifically, standard training takes 11.8 hours, while our MAR only needs 5.9 hours and achieves better accuracy than the standard scheme. Although the introduction of the bridging classifier increases the training time slightly, it is still acceptable compared to the standard training scheme.

18) Inference Throughput and Latency: MAR not only accelerates training but also reduces computation costs in inference. As shown in Table XIII, the inference throughput increases in a similar proportion as the FLOPs decreases. Since the codes are not targeted optimization, the latency cannot be further reduced when the mask ratio is increased from 50% to 75%. However, compared with the baseline, the latency still significantly declines. More importantly, the proportionally increased throughput demonstrates that MAR effectively improves the utilization of hardware resources.

### Table IX

| Target             | Initialization of Re.Decoder | Top-1 | Top-5 |
|--------------------|-----------------------------|-------|-------|
| Pixels w/o norm    | Random                      | 70.69 | 92.61 |
| Pixels w/o norm    | VideoMAE pre-trained [9]    | 70.71 | 93.04 |
| Pixels w/ norm     | Random                      | 70.82 | 92.83 |
| Pixels w/ norm     | VideoMAE pre-trained [9]    | 70.97 | 92.75 |

### Table X

(a) **Reconstruction Loss Weight**: $\lambda$ is the balance parameter in (5). Note that the reconstruction branch does not work when $\lambda = 0$. (b) **Pre-Training Datasets and Methods**: “SUP.” is the abbreviation of “SUPERVISED.”

| $\lambda$ | Top-1 | Top-5 |
|-----------|-------|-------|
| 0.0       | 70.72 | 92.79 |
| 0.1       | 70.97 | 92.75 |
| 0.2       | 70.82 | 92.80 |
| 0.4       | 70.82 | 92.93 |
| 1.0       | 70.78 | 92.72 |

### Table XI

| RandAug. | RandEra. | MixUp | CutMix | Top-1 | Top-5 |
|----------|----------|-------|--------|-------|-------|
| ✔️        | ✔️        | ✔️    | ✔️     | 70.61 | 92.60 |
| ✔️        | ✔️        | ✔️    | ✔️     | 70.78 | 92.92 |
| ✔️        | ✔️        | ✔️    | ✔️     | 70.63 | 92.80 |
| ✔️        | ✔️        | ✔️    | ✔️     | 70.70 | 92.77 |
| ✔️        | ✔️        | ✔️    | ✔️     | 70.97 | 92.75 |
TABLE XII
SYSTEM-LEVEL COMPARISONS ON KINETICS-400 ACTION CLASSIFICATION. "ρ" IS THE MASK RATIO. "FLOPS × CR × CL." REFERS TO "FLOPS × CROPS × CLIPS". TO AVOID CONFUSION, WE MARK THE MAE IN THE VIDEO DOMAIN AS "MAE-V".

| Method               | Pre-training Dataset | Supervised Pre-training | Architecture | Input Size | FLOPS × CR × CL. (G) | Param (M) | Top-1 (%) | Top-5 (%) |
|----------------------|----------------------|--------------------------|--------------|------------|----------------------|------------|-----------|-----------|
| NonLocal I3D [84]    | ImageNet-1K ✓        | ResNet101                | ✓            | 128 × 224^2 | 234 × 3 × 10         | 62         | 73.9      | 93.3      |
| TAdaConvNexT-T [32]  | ImageNet-1K ✓        | ConvNexT-T               | ✓            | 32 × 224^2  | 94 × 3 × 4           | 38         | 79.1      | 93.7      |
| Motionformer [85]    | ImageNet-21K ✓       | ViT-L                    | ✓            | 32 × 224^2  | 1185 × 3 × 10        | 382        | 80.2      | 94.8      |
| Video Swin [4]       | ImageNet-1K ✓        | Swin-B                   | ✓            | 32 × 224^2  | 282 × 3 × 4          | 88         | 80.6      | 94.6      |
| TimeFormer [46]      | ImageNet-21K ✓       | ViT-L                    | ✓            | 96 × 224^2  | 8353 × 3 × 1         | 430        | 80.7      | 94.7      |
| ViTFe [6]            | ImageNet-21K ✓       | ViT-L                    | ✓            | 128 × 224^2 | 3980 × 3 × 1         | 81.7       | 93.8      |           |
| Video Swin [4]       | ImageNet-21K ✓       | Swin-L                   | ✓            | 32 × 224^2  | 604 × 3 × 4          | 197        | 83.1      | 95.9      |
| SIFAR [86]           | ImageNet-1K ✓        | Swin-B                   | ✓            | 64 × 224^2  | 270 × 3 × 4          | 381        | 83.5      | 95.7      |
| DTP [87]             | ImageNet-1K ✓        | Swin-B                   | ✓            | 64 × 224^2  | 266 × 3 × 4          | 381        | 83.5      | 95.7      |
| SIFAR [88]           | ImageNet-21K ✓       | SIFAR-L-12               | ✓            | 8 × 224^2   | 944 × 3 × 1          | 196        | 84.2      | 96.0      |
| Uniformer [48]       | ImageNet-1K ✓        | Uniformer-B              | ✓            | 32 × 224^2  | 259 × 3 × 4          | 84         | 96.9      |           |
| MTD^P [40]           | -                    | Inception-v1             | ✓            | 64 × 224 × 224 | 115 × 3 × 10        | 27         | 77.4      | 92.9      |
| LgNet [89]           | -                    | ResNet5                  | ✓            | 64 × 128 × 128 | 63 × 3 × 10         | 31         | 77.6      | 93.0      |
| TCLC [36]            | -                    | R101                     | ✓            | 128 × 224^2 | N/A                  | N/A        | 79.2      | 93.7      |
| SlowFast [1]         | -                    | R101+NL                  | ✓            | (16 + 64) × 224^2 | 359 × 3 × 10        | 60         | 78.9      | 93.9      |
| BEVT [67]            | IN-1K+DALLE           | Swin-B                   | ✓            | 32 × 224^2  | 282 × 3 × 5          | 88         | 80.6      | N/A       |
| MViT [5]             | -                    | MViT-B                   | ✓            | 64 × 11 × 11 | 455 × 1 × 1          | 37         | 81.2      | 95.1      |
| MaskFeat [66]        | Kinetics-400          | MViT-L                   | ✓            | 16 × 224^2  | 377 × 1 × 1          | 218        | 84.3      | 96.3      |

TABLE XIII
INFERENCE THROUGHPUT AND LATENCY MEASURED ON ACTUAL HARDWARE. RESULTS ARE OBTAINED USING ONE V100-32 GB GPU. THE BATCH SIZES FOR THROUGHPUT AND LATENCY ARE 32 AND 1, RESPECTIVELY.

| Method | Accuracy (%) | GFLOPs | Throughput (Vd/s) | Latency (ms) |
|--------|--------------|--------|-------------------|--------------|
| VideoMAE [9] | 70.3 | 180 | 51.15 | 28.0 |
| MAR^p=75% | 69.5 | 41 (0.23×) | 226.15 (4.42×) | 16.4 (0.58×) |
| MAR^p=50% | 71.0 | 86 (0.47×) | 115.61 (2.26×) | 16.8 (0.60×) |

C. Comparisons With the Previous Methods

Tables XII and XIV compare our training scheme with other state-of-the-art methods on Kinetics-400 [7] and Something-Something v2 [8]. The relevant settings are listed in detail for comparison, including network architectures and calculation costs. We can draw the following observations from the table. First, with the same encoders, i.e., pre-trained by VideoMAE, MAR can consistently outperform the standard training scheme by at least 0.3% with only around 47% of GFLOPs. Second, MAR can easily scale up to large models and achieve more improvements. The ViT-Large trained by MAR on Kinetics-400 dataset surpasses standard training by 1.4%. With a large mask ratio (i.e., 75%), our ViT-Large has an advantage over the standard trained ViT-Base of 2.6% (81.3% vs. 83.9%) on Kinetics-400, while our ViT-Large saves 27% of computation overhead (180 GFLOPs vs. 131 GFLOPs). Moreover, it is also worth noting that our trained ViT-Large models even exceed ViT-Huge by 0.2% on Kinetics-400 and Something-Something v2. Especially, our ViT-Large only costs 14% GFLOPs compared to ViT-Huge with standard training. Third, the models trained by MAR achieve superior performance on both datasets compared to previous approaches under similar GFLOPs, even though they use the supervised pre-training on larger datasets.

19) Visualizations: We qualitatively visualize the reconstructed videos by the reconstruction branch in Fig. 7. We observe that even when the cell running masking discards 50% of the spatio-temporal patches, the reconstructed videos can still fully express the high-level semantics of the videos. This suggests that it is not necessary for the encoder to operate on all spatio-temporal patches.
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Fourth, as analyzed in Fig. 6, since the bridging classifier can effectively improve the semantic level of VideoMAE pre-trained features, replacing the linear classifier with a bridging classifier can significantly boost performance (e.g., from 80.7% to 81.3% on Kinetics-400 with ViT-B). However, compared with MAR, the gains are only around 0.3% on average, while the computation costs are more than 220% of MAR.

In Fig. 9, we provide an intuitive comparison with the state-of-the-art efficient action recognition approach, i.e., AdaFocusV2, which also removes spatio-temporal redundancy in videos for efficiency. It can be observed that MAR surpasses AdaFocusV2 by notable margins with similar computation costs. For example, MAR outperforms AdaFocusV2 by 2.7% (63.2% vs. 60.5%) with about 23 GFLOPs. Moreover, MAR does not introduce any
We speculate that the small datasets with limited videos can be easily reconstructed by models, thus leading to overfitting, especially for UCF101 datasets with simple backgrounds. Therefore, our MAR is more superior on large-scale datasets.

V. CONCLUSION

In this work, we propose Masked Action Recognition (MAR), a simple and computationally friendly training scheme for vanilla Vision Transformers (ViTs) in videos. MAR is investigated from two perspectives of ViTs, i.e., reducing the number of input patches and bridging the semantic gaps of output features. For the former, the cell running masking strategy is designed to generate spatio-temporal interleaved masks, which preserves the spatio-temporal correlations in videos. For the latter, the lightweight bridging classifier is proposed to bridge the semantic gaps between encoded features and specialized classification features. Empirical results show that MAR costs only 47% of the computation and exceeds the performance of the standard training scheme. In addition, strong generalizations of MAR have also been demonstrated on several video datasets with different scales. Overall, this work exploits the powerful context modelling capability of ViTs, and significantly improves the training and testing efficiency with better performance. In future works, to further save computational costs with a less performance penalty, semantic-based mask ratios and masking maps are worthwhile prospects to be explored.
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