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Abstract—Federated learning (FL) enables multiple devices to collaboratively learn a global model without sharing their personal data. In real-world applications, the different parties are likely to have heterogeneous data distribution and limited communication bandwidth. In this paper, we are interested in improving the communication efficiency of FL systems. We investigate and design a device selection strategy based on the importance of the gradient norms. In particular, our approach consists of selecting devices with the highest norms of gradient values at each communication round. We study the convergence and the performance of such a selection technique and compare it to existing ones. We perform several experiments with non-iid set-up. The results show the convergence of our method with a considerable increase of test accuracy comparing to the random selection.

Index Terms—Federated learning, Gradient descent, Non-iid data

I. INTRODUCTION

Machine learning (ML) has emerged as a promising technique that captures the data patterns and performs accurate predictions [1]. In a classic ML setup, data is collected from different sources. It is uploaded to a centralized server, processed, and then used to train ML algorithms. However, this centralized framework results in two major issues. First, sharing data with a centralized entity may compromise the user’s privacy. Second, due to the huge volumes of shared information, the task of uploading raw data through the network is prohibitively expensive, and sometimes unpractical.

In this context, FL has been developed to preserve the user’s privacy and reduce the amount of transmitted information [2], [3]. Indeed, instead of sharing raw data, ML models are trained locally on devices, and only their parameters are sent to a centralized server. As a consequence, the data of the users is preserved, and less information is transmitted through the network. One of the most popular FL algorithms is federated averaging [2]. In order to train a global ML model, federated averaging let a subset of users perform local trainings. After a number of local iterations, the local gradients are sent to the central server for aggregation. These steps are repeated until a stable global model is obtained or a target accuracy is achieved. Figure 1 describes this process.

However, current ML applications (e.g., image and voice recognition, word prediction) involve high-dimensional ML models. As a consequence, large gradient vectors are sent over resource-constrained networks [4]. To reduce the communication overhead, compression and quantization techniques have been proposed [5], [6]. The main purpose of these techniques is to reduce the size of transmitted vectors while maintaining good performance of FL algorithms. Another approach to preserve the scarce network resources is to efficiently select the subset of participating devices. Not only partial client participation uses limited communication bandwidth, but when optimally designed, it can also accelerate the FL convergence and minimize the computational resources. However, while convergence for full client participation with arbitrarily heterogeneous data is guaranteed, the convergence of partial device participation is challenging and depends heavily on the selection approach.

For example, in [7], the authors propose a greedy algorithm to maximize the number of selected clients based on their computational and communication capabilities. In particular, at each communication round, devices with the minimum transmission and computation times are selected. While the proposed technique provides promising experimental results, it is not supported by any convergence analysis. A more realistic scenario is studied in [8]. In fact, the authors study the case where devices are unable to complete the learning task due to energy depletion or connectivity disruption. They propose a federated averaging scheme where the aggregation is weighted by probabilities of devices being inactive at a given communication round. Another selection approach is proposed in [9]. The approach suggests that clients with the most significant local updates are selected. The scheme is combined with Ornstein-Uhlenbeck process to estimate the updates of clients that do not communicate their updates to the server. The closest work to ours is the one described in [10]. It is shown there that a high accuracy can be achieved when the selection of devices is biased towards clients with the highest loss values. Unlike [10], our approach is based on gradients comparison. In particular, clients with the most impactful gradient norm values are selected. The main virtue of such an approach is that it can accelerate the convergence time with a reduced computation complexity.

In this paper, we address the problem of device selection in a resource-constrained network. In particular, we answer the question: how to select a limited number of devices in order to accelerate the convergence of the FL algorithm? Indeed, we propose an efficient selection technique whereby the subset of participating devices is determined based on the norm of their gradients. The remainder of this paper is organized as follows. We describe the system model and state
the learning problem in section II. In section III, we introduce our selection method. We also investigate its convergence and provide insights about the convergence time. Finally, in section IV, we provide extensive simulation results to show the performance of our proposed approach. Our selection scheme is compared with two other selection techniques: highest loss and random selection approaches.

II. SYSTEM MODEL

We consider a number $K$ of connected devices that are able to communicate with a central server as in Figure 2. Each device $k$ has a local dataset $D_k$ with size $|D_k|$. We denote by $D = \bigcup_{k=1}^{K} D_k$ the total dataset over all devices. In order to train the ML model, a global objective function $f$ is minimized. Let $w \in \mathbb{R}^d$ be the ML parameters vector, where $d$ is the dimension of the global model. In a typical FL, $f$ is given by the average loss over data samples at all devices $k$. Therefore, $f$ can be written as

$$f(w) = \frac{1}{K} \sum_{k=1}^{K} f_k(w),$$

where $f_k$ is the local loss function of device $k$.

The loss function is minimized using a stochastic gradient descent method. The latter method proceeds iteratively where, at each iteration $t$, devices perform local computations of the stochastic gradients based on their local data. Then, to update the parameter vector $w$, a subset $S$ of clients transmit their local gradients to the server for aggregation. The global model at iteration $t$ is updated as follows

$$w^{t+1} = w^t - \eta g(w^t),$$

where $\eta > 0$ is the learning rate, $g(w^t) = \frac{1}{|S|} \sum_{i \in S} g_i(w^t)$, $g_i(w^t)$ is the stochastic gradient computed by client $i$ at $w^t$ and $S$ is the subset of selected clients at iteration $t$. Our objective is to select the subset $S$ efficiently so that the convergence of the FL algorithm is ensured. In the following, we describe how this subset is selected.

III. CLIENT SELECTION APPROACH

In this section, we propose an efficient client selection technique to accelerate the convergence of the FL. First, we describe how our approach can be deployed within the federated averaging framework. Second, we show that our approach is guaranteed to converge when a single client, the one with the highest gradient norm, is selected at each communication round.

A. Algorithm description

Assume the standard FL algorithm. At a given communication round $t$, the server broadcasts the parameters of the global model $w^t$ to all the clients. The clients upload the updated ML model. They compute local gradients based on their local datasets. Each client computes the Euclidean norm of its local gradient. The norm values are sent to the central server which determines, based on the best norm values, the subset of clients participating in the next iteration. Once the subset of participating clients is designated by the server, the clients send their local gradients for aggregation. In Algorithm 1, we present the pseudo-code of the proposed selection approach.

The proposed approach updates the selected clients at each communication round. This allows for better training of the ML model. It also reduces the communication and computation burden at the clients. Furthermore, although the proposed approach leads to additional communication exchange between the server and the clients, the amount of additional information (the gradient norms) is almost negligible when compared to the high dimensional gradient vectors. It is important to note that the central server acts as a coordinator that ensures the selection of the clients. However, to reduce the communication
time with a faraway server, the coordination task can also be carried out by any client. The main objective of the coordinator is to compute the gradient norms and determine the fraction of the users with the highest norm values. Intuitively, the users with the highest gradient norms are, most probably, the ones with the most skewed local models. The selection of these clients allows the global model to include their datasets in the training, which helps achieve better accuracy.

To obtain the gradients, one has not necessarily to compute the loss values. Gradients can be estimated directly from the ML model. Recomputing the loss function after each update can be time and resource consuming. This is particularly important when participating clients are Internet of Things devices with limited communication and computation capabilities. For example, for many ML models such as polynomial and logistic regressions, the expression of the gradient is known beforehand. This expression can be used directly to obtain the gradients and update the weights without the need to compute the loss function at each iteration.

Algorithm 1 Gradient Based Selection for FL

1: K: number of devices indexed by k, S: Subset of selected clients, η: learning rate
2: Initialize \( w^0 \)
3: for \( t = 0, 1, \ldots, T \) communication rounds do
4:   Global Server do
5:     Send the global model \( w^t \) to the clients
6:     Select \( C \) devices based on the \( C \) highest gradient norm values
7:     Average the gradients of the selected devices \( g(w^t) = \frac{1}{|S|} \sum_{i \in S} g_i(w^t) \)
8:   Update the global model as in equation \([1]\)
9: Client \( k \) do
10:   Compute the gradient \( g_k(w^t) \)

B. Convergence analysis

In the following, we present the convergence analysis when the client with the highest gradient norm is selected. In the rest, we denote by \( \|x\| \) the vector \( x \)’s Euclidean norm.

Lemma III.1. With our proposed strategy, i.e., select the client with the highest norm, we choose the biggest possible step in norm to move to the next iteration, i.e.,

\[
\|w^{t+1} - w^t\| = \max_{\Delta w} \|\Delta w\|
\]

\[
\Delta w \sim \eta g_k(w^t), \ k \in \{1, \ldots, K\}.
\]

Proof. We have at iteration \( t \): \( w^{t+1} = w^t - \eta g_i(w^t) \) where \( i \) is the index of the client with the highest gradient norm, i.e.,

\[
i = \arg \max_{k \in \{1, \ldots, K\}} \|g_k(w^t)\|
\]

Hence,

\[
\|w^{t+1} - w^t\| = \eta \|g_i(w^t)\| = \max_{k \in \{1, \ldots, K\}} \eta \|g_k(w^t)\|.
\]

Before showing the convergence result for Algorithm \([1]\) we state the general assumptions we make (several of which are classical ones). We denote by \( i \) the device with the highest gradient norm at iteration \( t \).

Assumption III.1. \( f \) is lower bounded by \( f^* \).

Assumption III.2. There exists \( L > 0 \) such that \( f \) is \( L \)-smooth, i.e., for all \( x \) and \( y \):

\[
f(x) - f(y) - \nabla f(y)^T(x - y) \leq \frac{L}{2} \|x - y\|^2
\]

Assumption III.3. There exists \( G > 0 \) such that the stochastic gradient \( g_i \) is bounded by \( G \), i.e., \( \|g_i(w^t)\| \leq G \) for all \( w^t \).

The following assumption lower bounds the expected inner product of the stochastic gradient \( g_i(w^t) \) with the gradient \( \nabla f(w^t) \) with a positive quantity depending on a power of the gradient norm while allowing a small residual on the lower bound.

Assumption III.4. There exists \( \mu > 0 \) such that

\[
\mathbb{E} \left[ g_i(w^t)^T \nabla f(w^t) \right] \geq \mu \|\nabla f(w^t)\|^2 + R_t,
\]

where \( R_t \) is a small scalar residual which may appear due to the numerical inexactness of some operators or due to other computational overheads.

The latter assumption generalizes the unbiasedness assumption on the stochastic gradient. In fact, if we assume the unbiasedness of the stochastic gradient then the previous assumption holds trivially with \( \mu = 1 \) and \( R_t = 0 \). A similar assumption was proposed in \([11], [12] \) for the biased stochastic gradient descent.

We now state the convergence complexity result for Algorithm \([1]\). We mainly show similar complexity bounds known for baseline SGD and its variants.

Proposition III.1. Let Assumptions \([III.1], [III.2], [III.3] \) and \([III.4] \) hold, then

\[
\frac{1}{T+1} \sum_{t=0}^{T} \mathbb{E} \left\| \nabla f(w^t) \right\|^2 \leq \frac{f(w^0) - f^*}{(T+1)\eta \mu} + \frac{R_T}{\mu} + \frac{L}{2\mu} \eta G^2,
\]

where \( R_T = \frac{1}{T+1} \sum_{t=0}^{T} R_t \).

Proof. Using Assumption \([III.2] \) we get

\[
f(w^{t+1}) \leq f(w^t) - \eta \nabla f(w^t)^T g_i(w^t) + \frac{L}{2} \eta^2 \|g_i(w^t)\|^2.
\]

By taking the expectation conditional to \( w^t \) and using Assumption \([III.4] \) we obtain

\[
\mathbb{E}[f(w^{t+1})|w^t] \leq f(w^t) - \eta \mu \|\nabla f(w^t)\|^2 + \eta R_t + \frac{L}{2} \eta^2 G^2.
\]

By taking now the expectation on the last inequality and rearranging the terms, we have

\[
\mathbb{E} \left\| \nabla f(w^t) \right\|^2 \leq \frac{\mathbb{E}[f(w^t)] - \mathbb{E}[f(w^{t+1})]}{\eta \mu} + \frac{R_t}{\mu} + \frac{L}{2\mu} \eta G^2.
\]

By summing over \( t \) from 0 to \( T \) and using the telescopic sum.
we get
\[
\sum_{t=0}^{T} \mathbb{E} \left\| \nabla f(w^t) \right\|^2 \leq \frac{f(w^0) - f(w^{T+1})}{\eta \mu} + \sum_{t=0}^{T} \frac{R_t}{\mu} + \frac{(T + 1)L}{2\mu} \eta G^2.
\]
From assumption III.1, we have \( f(w^{T+1}) \geq f^* \), thus
\[
\sum_{t=0}^{T} \mathbb{E} \left\| \nabla f(w^t) \right\|^2 \leq \frac{f(w^0) - f^*}{\eta \mu} + \sum_{t=0}^{T} \frac{R_t}{\mu} + \frac{(T + 1)L}{2\mu} \eta G^2.
\]
To conclude, we simply divide the last inequality by \( T + 1 \).

**Corollary III.1.** Let Assumptions III.1, III.2, III.3, and III.4 hold. If \( \eta = O\left(\frac{1}{\sqrt{T+1}}\right) \) and \( R_T = O\left(\frac{1}{\sqrt{T+1}}\right) \) then
\[
\min_{t \in [0, \ldots, T]} \mathbb{E} \|\nabla f(w^t)\|^2 \leq O\left(\frac{1}{\mu \sqrt{T+1}}\right).
\]
**Proof.** We have
\[
\min_{t \in [0, \ldots, T]} \mathbb{E} \|\nabla f(w^t)\|^2 \leq \frac{1}{T+1} \sum_{t=0}^{T} \mathbb{E} \|\nabla f(w^t)\|^2.
\]
The rest is direct from the previous proposition.

From the above corollary we can observe that \( \min_{t \in [0, \ldots, T]} \mathbb{E} \|\nabla f(w^t)\|^2 \) converges to zero with the rate \( 1/\sqrt{T+1} \) which is the same as the classical rate known in the literature for baseline SGD and its variants.

We note that in the analysis, for simplicity, we use a fixed learning rate. One can easily derive the convergence of Algorithm 1 by choosing a sufficiently small or decreasing learning rate, similar to the classical analysis of SGD.

In the next section, we show empirically the performance of our client selection strategy when a subset of devices is selected.

**IV. SIMULATION RESULTS**

In this section, we assess the performance of our proposed approach and compare it with random selection and highest loss selection approaches. We also give insights about the optimal number of devices to be selected following our strategy.

**A. Simulation Setup and performance evaluation**

Our experiments are conducted using Keras with TensorFlow. The plots in this paper are the results using SGD optimizer. We also performed experiments using ADAM optimizer and the results are similar to those obtained using SGD. We explore different datasets.

- **MNIST.** We train a 3 layers Multilayer Perceptron (MLP) with 199, 210 parameters on a non-iid partitioned MNIST [13], a dataset of hand-written numbers from 0 to 9.
- **FMNIST.** We train a 3 layers MLP with 199, 210 parameters on a non-iid partitioned FMNIST [14], a dataset of fashion products from 10 categories.
- **CIFAR-10.** We train a 3 layers MLP with 656, 810 parameters on a non-iid partitioned CIFAR-10 [15], a dataset of colored images from 10 categories.

![Test accuracy and train loss on MNIST dataset, 25 selected devices, β = 0.3](image1)

![Test accuracy and train loss on MNIST dataset, 25 selected devices, β = 5](image2)
We follow an approach similar to the one described in [16] to partition the data in a non-iid manner between the devices. We use Dirichlet distribution $\text{Dir}_K(\beta)$ to allocate different amounts of data samples (quantity skew) and different labels (label distribution skew) across devices. $\beta$ is the concentration parameter ($\beta > 0$) used to control the degree of data imbalance level. A small $\beta$ implies large data heterogeneity. In our experiments, we select the learning rate by using a grid search. We select 25 devices from 100 and perform 500 iterations. We compare our approach with the random selection and the highest loss selection. For the random approach, we perform 5 runs and present the average metric. For MNIST dataset, we use two different values of $\beta$ to assess the impact of the data heterogeneity. When $\beta = 0.3$, i.e., large data heterogeneity, our approach gives quite similar results to the highest loss selection strategy and outperforms the random one as shown in Figure 3. For example, at iteration 150, we obtain an increase of accuracy of 14% and a decrease of loss of 8% using our strategy versus the random one. However, when $\beta = 5$, i.e., less data heterogeneity, the random approach performs almost as good as its opponents, as shown in Figure 4. This is due to the fact that when devices have similar data, their gradients are also similar. We confirm our findings by running experiments on FMNIST dataset as in Figure 5 and on CIFAR-10 as in Figure 6, although the performance is poor in the latter. Indeed, after hundreds of rounds, we could barely reach the 50% accuracy. Due to space limitations, we only display results for small $\beta = 0.3$ for both FMNIST and CIFAR-10 datasets.

**B. Comparison between the highest norm selection and the highest loss selection**

For our proposed approach, the selection is based on the gradients calculated by the devices with the purpose to be shared with the central server. As a consequence, for some ML models where gradients can be estimated directly, there is no need to do any additional computations (except the computation of the gradients norms), unlike the highest loss approach where the losses should be computed at each communication round. Hence, with a limited number of computations, we can achieve similar performance as with the highest loss selection. Moreover, when the number of selected devices is high, the performance of the two approaches is almost the same as depicted in Figure 7 where the curves of the two approaches are overlapping for 85 selected devices among 100 in the FMNIST dataset.

**C. Optimal number of selected devices**

The performance of the selection approach is tightly related to the number of selected devices. Table I and Table II show the impact of the number of selected devices on the achieved test accuracy. For example, selecting one device while training MNIST dataset achieves 41% accuracy at iteration 150. 500 rounds are needed in order to reach an accuracy of 84%. On the other side, by selecting 25 devices, we can achieve the accuracy of 82% after only 150 iterations. In fact, when the number of selected devices is too small, the selected labels do not reflect the diversity of the entire data available at devices. This is more likely to happen in a highly skewed/ non-iid setup and can be the main cause of a ML model underfitting.
Contrarily, selecting more devices does not necessarily lead to a better generalization as it may cause an overfitting issue. The optimal number of selected devices depends on the neural network model and the dataset. In the studied scenarios, selecting 25 devices provides the best results for both MNIST and CIFAR-10 datasets, while selecting 15 devices achieves the best results for FMNIST dataset. It is worth mentioning that we also run our experiments for a higher number of selected devices (95) and full selection (100). The accuracy results are similar to those for 85 selected devices.

### Table I: Accuracy (%) per number of selected devices at communication round 150, following the Highest Gradient Norms Selection

| Dataset   | 1   | 3   | 5   | 15  | 25  | 50  | 85  |
|-----------|-----|-----|-----|-----|-----|-----|-----|
| MNIST     | 40.9| 71.2| 80.9| 79.4| 81.6| 80.7| 78.3|
| FMNIST    | 52.1| 62.8| 62  | 71.6| 71.5| 71.1| 70.5|
| CIFAR-10  | 10.0| 18.2| 32.9| 38.0| 40.4| 40.3| 40.3|

### Table II: Accuracy (%) per number of selected devices at communication round 500, following the Highest Gradient Norms Selection

| Dataset   | Number of selected devices |
|-----------|----------------------------|
| MNIST     | 1  3  5  15  25  50  85  |
| FMNIST    | 70.9 74.9 77.7 78.1 77.4 77.8 77.5 |
| CIFAR-10  | 10.0 28.6 38.4 46.7 47.6 47.2 47.5 |

### V. CONCLUSION

In this paper, we have presented an efficient method for device selection in FL by using the norms of gradients. We have provided theoretical convergence guarantees for our algorithm. Our experiments performed on multiple datasets confirm the efficiency of the proposed approach. In ongoing work, we will explore the combination of our selection method with gradient compression techniques e.g., Top-$k$ to further reduce communication costs.
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