Research Article

Application of Multimedia Semantic Extraction Method in Fast Image Enhancement Control

Yuyang Gao,1,2 Ming Chen,1,2 Shouqing Du,1,2 and Guofu Feng1,2

1 College of Information, Shanghai Ocean University, Shanghai 201306, China
2 Key Laboratory of Fisheries Information, Ministry of Agriculture and Rural Affairs, Shanghai 201306, China

Correspondence should be addressed to Ming Chen; 1764300027@e.gzhu.edu.cn

Received 4 August 2022; Revised 15 September 2022; Accepted 1 October 2022; Published 11 October 2022

Copyright © 2022 Yuyang Gao et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to solve the problem that it is difficult to effectively enhance the details of the compressed domain and maintain the overall brightness and clarity of the image when improving the image contrast in the current image enhancement method in the compressed domain, a multimedia semantic extraction method is applied in fast image enhancement control. It has been proposed that the algorithm that synthesizes training samples according to the Retinex model converts the original low-light image from RGB (red-green-blue) space to HSI (hue saturation intensity) color space, keeps the chrominance and saturation components unchanged, and uses DCNN to enhance the luminance component; finally, it converts the HSI color space to RGB space to get the final enhanced image. The experimental results show that the performance of the model will increase with the increase of the number of convolution kernels, but the increase of the number of convolution kernels will undoubtedly increase the amount of calculation; it can also be found that when the number of network layers is 7, the PSNR of the image output by the model increases. The highest value, increasing the number of network layers, does not necessarily improve the performance of the model; with or without BN, his training method converges more easily than direct RGB image enhancement, with higher average PSNR and SSIM values. The experimental results show that, compared with the traditional Retinex enhancement algorithm and the DCT compression domain enhancement algorithm, the algorithm has better detail enhancement and color preservation effects and can better suppress the block effect.

1. Introduction

Due to the interference of camera equipment, lighting conditions, and other factors in the imaging process, it is likely that the image content is not clearly recorded, there is motion blur, the color level is not obvious, noise covers up the key facts, the image resolution is reduced, and so on. When images need to be used as court evidence, news media encounter problems, which these problems may lead to the fact that the truth is buried and the facts are confused [1]. Image processing is a great way to solve visual problems. This is to select some of the user’s favorite properties on the image to match the image with the naked eye, add some data, or modify the data of the original image in some way by clicking on a mask that is not needed in the image. Field features to improve the appearance of the image. In face recognition, this technology can be used in many cases, such as those with unclear contours, blurred photos taken by illegal vehicles, and difficult-to-identify key evidence at the crime scene. However, image enhancement has changed the originality and authenticity of image data [2].

Image enhancement is mainly divided into pixel domain enhancement and compression domain enhancement. Image pixel domain enhancement was proposed in the 1980s, mainly to remap the image pixel value according to the image pixel histogram to achieve the purpose of image enhancement [3]. The enhancement of the image compression domain is proposed later than that of the image pixel domain. The main reason is to modify the DCT coefficient (DCT is the full name of discrete cosine transform) during image compression, so as to achieve the effect of image enhancement. See Figure 1.
2. Literature Review

Vigliocci proposed a wavelet-based homomorphic filter to enhance image contrast. The algorithm uses a homomorphic filter to process the wavelet decomposition coefficient. The processed image can not only reduce the influence of uneven illumination but also enhance the local contrast of the image [4]. Scharinger et al. combine homomorphic filtering enhancement with a neural network; a more suitable enhancement method for color images is proposed. In this method, the dynamic range is adjusted by homomorphic filtering, the contrast is enhanced, and the color of the processed image is more natural by using a neural network for color correction [5]. Pan et al. proposed a homomorphic filtering method using a spatial filtering kernel in HSI color space. Their method first selects the filtering kernel according to the image size in the spatial domain and then performs homomorphic filtering in the frequency domain, which can better improve the image contrast; In addition, selecting the filtering function space in HSI space can reduce the amount of computation on the one hand, and improve the color fidelity of the processed image on the other hand [6]. Ma et al. proposed a histogram equalization algorithm based on mean segmentation. The algorithm takes the gray mean of the image as the segmentation threshold, divides the image histogram into two subhistograms, and then averages the two subhistograms, respectively [7]. Xu et al. proposed a local histogram equalization algorithm to maintain image brightness [8]. Jeong et al. proposed an ε-filter to set a threshold for pixel comparison in the template, so that the range of low-pass filtering is narrow, the extracted incident light component is as smooth as possible, and the accuracy of illumination estimation is improved [9]. Yang et al. proposed a Retinex algorithm for video sequences. According to the timing characteristics of video sequences, the algorithm calculates the linear correlation of different sequence images in the video to estimate the illumination. The advantages of this algorithm are simple operation and good real-time performance, which can be applied to video processing [10]. Kong et al. proposed a nonlinear filtering Retinex algorithm based on subsampling, which down samples the low-resolution part of the image, estimates the illuminance through the nonlinear filtering of the sampled subimage, and then up samples the high-resolution part of the image to obtain the processing results, so as to speed up the operation speed of the algorithm [11, 12].

Based on the above study, this paper describes the performance of the low-illumination enhancement algorithm. This method first converts low-light images from an RGB source to an HSI (color saturation energy) color source and uses CNN (DCNN) depth to improve sharpness. Experimental results show that compared to other key algorithms, the input algorithm can not only improve sharpness and contrast but also preserve the color image data without changing it, further improving the performance of visual and objective measurements.

3. Research Methods

3.1. Image Enhancement Algorithm Model. The goal of current low-light image enhancement algorithms is to improve imageless lighting by combining the advantages of a color-changing model algorithm and CNN. First, the nonilluminated image was transferred from the RGB source to the HSI color source, then the color component h and saturation component s remained unchanged, and the lighting component I was corrected by DCNN. Finally, I converted it to RGB format to get the best picture. The operation of the conceptual algorithm is shown in Figure 2.

3.2. Brightness Enhancement. Unlike in-depth studies, the indirect plan uses DCNN to study the graphical relationship between endpoints between low-light and high-light images with guidance expressed in RGB settings, but only improves illumination in HSI color settings. This is because the past has changed the color of training, and practical algorithms need to be considered in order to avoid this problem, which is essential for network training.

The DCNN concept differs from the general CNN in that it has no layers or FC. The network structure consists of five components: input and output, nonlinear mapping,
reconstruction, and output [13]. The network model in this article examines the relationship between low-light images and natural light, so it is necessary to adjust the size of the network output and the image input. The sampling process may distort large images before and after the test, which is not necessary for image processing; in addition, the rotation process can increase the image size before and after the breakdown operation and lose the data boundary. Therefore, the zero-fill operation is performed in front of all the rotating layers, which will remain the same as the image size during network transmission.

3.2.1. Inputs and Outputs. To better train the network, the idea, and the equipment of the network application, not the image as a whole but the similar lighting of low-light images is needed. The block was randomly selected according to the training model; at the same time, the design only improves the illumination, so the input is less bright and the output is brighter.

3.2.2. Unpack the Feature. The role of the first part of the network is to decompose the properties generated by the convolution layer. The transformation process is usually performed through multiple training vertebral nuclei with an input layer map or a special map of the previous layer, regardless of the characteristics of the different fields visible by activating the nonlinear activation function [14], used to represent the features of a CNN layer map. There is a network input image block, and the feature decomposition function is shown in the following formula:

$$H_1(x) = \max(0, W_1 \times X + b_1)$$

where $W_1$ is the convolution kernel, and $b_1 \in \mathbb{R}^n$ is the neuron bias vector. The size of $X$ is $n \times n$, $f_1$ is the size of a single convolution kernel, $c$ is the number of channels of the input image (only the brightness component is processed, so $c = 1$), and $\max(\cdot)$ is the maximum value. If there are $n_1$ convolution kernels, the size of $W_1$ is $f_1 f_1 n_1 c$.

After the convolution operation of the first layer of the network model and the excitation of the nonlinear function, the characteristics of different aspects of the data can be extracted from the brightness component of the low-illumination image.

3.2.3. Nonlinear Mapping. The nonlinear mapping is recorded as a revolutionary module, which is composed of a convolution layer, a batch normalization (BN) layer, and a ReLu (rectified linear units) excitation layer.

Let the input data set of a hidden layer of the network be $\{\mu_1, \ldots, \mu_m\}$, and the number of samples in this batch be $m$. First, obtain the mean $E(\mu)$ and variance $D(\mu)$ of the input samples as follows:
\[ E(\mu) = \frac{1}{m} \sum_{h=1}^{m} \mu_h, \quad (2) \]

\[ D(\mu) = \frac{1}{m} \sum_{h=1}^{m} [\mu_h - E(\mu)]^2. \quad (3) \]

Then, normalize the batch sample data to obtain the data distribution \( \bar{\mu}_h \) with a mean value of 0 and variance of 1, i.e., the following:

\[ \bar{\mu}_h = \frac{\mu_h - E(\mu)}{\sqrt{D(\mu) + \epsilon}}, \quad (4) \]

where to avoid the denominator of the fraction being 0, \( \epsilon \) is usually taken as a positive number close to 0.

Finally, the reconstruction parameters \( \alpha \) and \( \beta \) are introduced to reconstruct and transform the BN data, and the final output data \( z_h \) is obtained as follows:

\[ z_h = BN_{\alpha, \beta}(\bar{\mu}_h) = a\bar{\mu}_h + \beta. \quad (5) \]

Through nonlinear mapping, the brightness component features of the low-illumination image extracted from the first layer of the proposed network can be mapped from the low-dimensional space to the high-dimensional space, making the underlying features more abstract [14–16]. This process is expressed as the following equation:

\[ H_{k-1}(X) = \max[0, BN[W_{k-1} * H_{k-2}(X) + b_k]], \quad k \geq 3, \quad (6) \]

where \( k \) is the depth of the proposed network, that is, the \( k - 1 \) layer is the last layer of the nonlinear mapping part. It should be noted that the BN operation in the proposed network is based on the characteristic graph, not a single neuron, which can greatly reduce the \( \alpha \) and \( \beta \) introduced by the reconstruction transformation.

### 3.2.4. Reconstruction

The enhancement of low-illumination images is based on the idea of reconstruction. Reconstruction is to achieve image enhancement by minimizing the error between the brightness component of the model output and the normal illumination image through training. In this layer, reconstruction can be realized with only one convolution layer, which is described as the following equation:

\[ H_{k}(X) = W_k \times H_{k-1}(X) + b_k. \quad (7) \]

In order to automatically learn the network model parameter \( \theta = [W_1, \ldots, W_k; b_1, \ldots, b_k] \) through training, it is assumed that the training sample set \( D = \{(X_1, Y_1), \ldots, (X_\eta, Y_\eta)\} \) is given, where \( X_\eta \) and \( Y_\eta \) are the \( \eta \)th input low-illumination image brightness component and the corresponding normal illumination image brightness component (i.e. ground truth) samples, and the objective function of the following formula is minimized by using the back propagation algorithm and the random gradient descent method.

\[ L = \frac{1}{N} \sum_{h=1}^{N} \|H_k(X_\eta) - Y_\eta\|_F^2 + \lambda \sum_{t=1}^{k} W_t^2, \quad (8) \]

where \( N \) is the number of training samples; \( \lambda \) is a weight constraint term, which can prevent over fitting.

Once the optimal parameter \( \theta \) is obtained through training and learning, the network training ends. During the test, only the brightness component of a low-illumination image needs to be input, and the network model can calculate an enhanced brightness component according to \( \theta \).

### 4. Result Analysis

#### 4.1. Sample Preparation

In the experiment, a public dataset located in the blind area of the computer collected a total of 500 images from the Berkeley Segmentation Dataset with illumination based on interconnected objects (e.g., ground realities) and selected a total of 256,000 image blocks. 40 pixels \( \times \) 40 pixels, then it is possible to display a low-light image after reflecting light following the distribution of similar objects. As \( S(x, y) = LR(x, y) \).

#### 4.2. Experimental Setup

The training algorithm will use Matlab r2014 as a simulation platform, and MatConvNet will receive an open-source version of the in-depth training. The computer's CPU (central processing unit) is an American Intel Core i7-7700, with a base frequency of 3.6 GHz, 16 GB of memory, and a GPU (graphics processing unit) from NVIDIA, gtx1070.

The depth of the network is 7 layers, the size of one connection is 3 pixels \( \times \) 3 pixels, the number of breakdown cores for decomposing the function within the network is 64, and the size is 3 pixels \( \times \) 3 pixels \( \times \) 64 pixels; The total number of rotating cores in a nonlinear map section is 64, and the size is 3 pixels \( \times \) 3 pixels \( \times \) 64 pixels \( \times \) 64 pixels; the redesign has only one integration of 3 pixels \( \times \) 3 pixels \( \times \) 64 pixels. The offset time of all layers of the network starts at 0; The Adam algorithm is used to train the model. The training standard is 128 and the starting value is 0.1. Each of the 10 training cycles is reduced by 1/10, for a total of 50 training cycles.

#### 4.3. Selection of Experimental Parameters

To understand the performance and speed benefits, the size of all rotating kernels in this form is 3 pixels \( \times \) 3 pixels, which shortens the training time and does not have a positive effect on image output [17]. As the subject and size of the conversion cores remain unchanged, this paper also provides an experimental analysis of the number of circulating cores and the number of network processes. After 50 cycles of training, the experiment was completed to obtain the correct PSNR of the images shown. The test results are shown in Table 1, where N1 is the number of first circulating veins and NP-1 (\( P \geq 3 \)) is the total number of circulating veins.

Refer to the configuration of the number of crashes for different processes in the SRCNN model, and select for comparison. Network standards are 3, 5, 7, and 9. As Table 1
shows, standard performance may improve as the number of fault cores increases, but there is no doubt that an increase in the number of circulating cores increases computational costs; you can also see that the PSNR value of the model's output image is higher when the number of layers is 7. Increasing the number of network layers does not necessarily improve model performance. This is because the simple accumulation of the original network structure makes its structure unstable. Similarly, the resulting gradient dispersion will become more severe as the process intensifies.

4.4. Experimental Analysis. To determine the performance of the application algorithm, experiments are performed on low-light and low-light imaging images, and a comparative analysis is performed in terms of purpose and content compared to the classical algorithm. It has well-improved Dong, SRIE, and LIME algorithms in recent years.

4.4.1. Synthetic Low-Illumination Image Experiment. First, the synthetic low-illumination images were tested. The test samples selected live1, a public data set in the field of computer vision, to synthesize the low-illumination images. A total of 29 pictures were taken. The experimental results are shown in Table 2.

In the subjective evaluation, four images in the live1 dataset are selected as examples to illustrate that Dong, SRIE, the LIME algorithms, and the proposed algorithms can enhance the synthesized low-illumination images and improve people’s subjective feelings [18–20]. The proposed algorithm can not only improve the brightness and contrast of the image but also keep the color information of the image unchanged, which is closer to the original image under normal illumination. However, the proposed algorithm is still the same as other algorithms and cannot effectively enhance the dark part of the actual scene, which is a large white area. In addition, the proposed algorithm has the best enhancement effect for low-illumination images with uniform illumination, but for nonuniform illumination images, the overall brightness is slightly dark. This is because the Retinex model is still relatively simple, which is not enough to describe complex low-illumination scenes, and because the loss function used for such tasks using the depth learning algorithm is the mean square error (MSE), it cannot cover all image pixels.

In a real-world analysis of low-illumination images, the realities of the terrain are known, so we can compare the differences in image enhancement with different algorithms and graph real-time graphs to show how the algorithm works. PSNR, structural similarity (SSIM), MSE, and LOE (lightness order error) were selected for the target measurements. Among them, the PSNR shows the image effect. The higher its value, the less distortion there is. SSIM represents the integrity of image information. The higher its value, the better the image and the similarity of the actual soil structure will be. The MSE map shows the difference between enhancement and ground reality. The higher the value, the closer the image enhancement is to the illumination of the original image. LOE generally measures the ability to hold an enhanced image well. The lower the value, the better the temporary brightness of the image and the higher the image [21]. Table 2 shows the average values of some of the measurements obtained from the live1 dataset when using different algorithms.

With the exception of SSIM, it is lower than the SRI algorithm, and PSNR, MSE, and LOE are higher than other algorithms, indicating that the desired algorithm in this form is closer to the old image with less impact. Image enhancements are more detailed and natural in nature, which determines the performance of the application algorithm.

In addition, in order to determine the effectiveness of the described process and the algorithm for directly improving the RGB image, all 50 workshop networks in this paper were trained in two control groups, four in BN, and no BN in the table. Perform the test configuration directly and record the average PSNR and SSIM obtained from the test network for each training cycle. The test results are shown in Figures 3 and 4.

It can be seen from Figures 3 and 4 that the HSI training method is easier to converge, and the average PSNR and SSIM values obtained are higher than those obtained by directly enhancing RGB images with or without BN. At the same time, it can be seen that BN can effectively improve the convergence speed of network training and obtain better results.

4.4.2. Actual Low-Illumination Image Experiment. The algorithmic improvements in this article apply not only to low-light imagery but also to 17 low-light images from NASA and DICM’s experiments to improve low-light imaging. VV for testing. The test results are shown in Table 3.

In the case of objective analysis of real illumination images, the same image is not classified as objective observation without the use of well-illuminated images. Data
entropy, degree of color shift, LOE, and optical image quality (VIF) are used to assess image quality. Of these, the entropy of the data represents the value of the image data. The larger the value, the better the image data and content are stored; the degree of chromatic aberration indicates that the color of the image is preserved. The clearer the value, the less color distortion; VIF is an excellent image analysis that combines beautiful images of patterns, image distortion patterns, and human visual system modeling. The higher the price, the better the image quality. Table 3 shows the average values of the various objective measures after using different algorithms to improve the 17 visual effects.

It can be seen from Table 3 that the HE algorithm and the Dong algorithm have higher chromaticity change values, indicating that the color retention ability of the enhanced image is the worst because they are processed directly in the R, G, and B channels, respectively, resulting in a different increase of each color channel and color distortion. The

| Method      | Entropy of information | Degree of chromaticity change | LOE | VIF   |
|-------------|------------------------|-------------------------------|-----|-------|
| HE          | 7.1412                 | 0.2474                        | 571 | 0.4782|
| Dong        | 6.9541                 | 0.0313                        | 1484| 0.4262|
| SRIE        | 6.9542                 | 0.0045                        | 972 | 0.6153|
| LIME        | 7.2612                 | 0.0124                        | 1390| 0.3444|
| Proposed method | 7.1425           | 0.0032                        | 378 | 0.7356|
LIME algorithm has higher information entropy, indicating that the image obtained by this algorithm contains more information, but its LOE value is large, indicating that the brightness order of the image is damaged and the naturalness is poor. The information entropy of the SRIE algorithm is the lowest, and the detailed information is not obvious after enhancing the low-illumination image. Except that the information entropy of the proposed algorithm is lower than that of the LIME algorithm, the proposed algorithm is superior to other algorithms in the other three evaluation indexes, which shows that the image color enhanced by the proposed algorithm maintains better and has better naturalness.

5. Conclusion

At present, the main focus of low-light image processing algorithms is to cause color conflicts to improve sharpness and contrast. DCNN’s ability to learn, such as through processing systems, to remove key data properties from large data as a whole, to adapt to hard work, and to keep chrominance components and saturation components unchanged. Based on the final concept, a map is a correlation between low-light image brightness, the best-studied image illumination, and image brightness received wonderfully. Finally, HSI moved from color space to RGB space. Experimental results show that the application algorithm not only improves brightness and contrast but also prevents color distortion. The resulting improvement is better than the current low-precision lighting algorithm, which is theoretically significant. In the future, we will continue to optimize the network structure to improve night lighting.
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