Pharmacoprint – a combination of pharmacophore fingerprint and artificial intelligence as a tool for computer-aided drug design
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Abstract

Structural fingerprints and pharmacophore modelling are methodologies that have been used for at least two decades in various fields of cheminformatics: from similarity searching to machine learning (ML). Advances in \textit{in silico} techniques consequently led to combining both these methodologies into a new approach known as pharmacophore fingerprint. Herein, we propose a high-resolution, pharmacophore fingerprint called Pharmacoprint that encodes the presence, types, and relationships between pharmacophore features of a molecule. Pharmacoprint was evaluated in classification experiments by using ML algorithms (logistic regression, support vector machines, linear support vector machines, and neural networks) and outperformed other popular molecular fingerprints (i.e., Estate, MACCS, PubChem, Substructure, Klekotha-Roth, CDK, Extended, and GraphOnly) and ChemAxon Pharmacophoric Features fingerprint. Pharmacoprint consisted of 39973 bits; several methods were applied for dimensionality reduction, and the best algorithm not only reduced the length of bit string but also improved the efficiency of ML tests. Further optimization allowed to define the best parameter settings for using Pharmacoprint in discrimination tests and for maximizing statistical parameters. Finally, Pharmacoprint generated for 3D structures with defined hydrogens as input data was applied to neural networks with a supervised autoencoder for selecting the most important bits and allowed
to maximize Matthews Correlation Coefficient up to 0.962. The results show the potential of Pharmacoprint as a new, perspective tool for computer-aided drug design.

Introduction

Currently, fingerprints have become one of the most popular forms of encoding the structure of a chemical compound in an understandable way for computers and have found wide applications in cheminformatics. The idea underlying molecular fingerprint is to apply a function to the molecule to generate a bit vector or less frequent count vector. Easy application of fingerprints in tasks such as similarity searching, clustering, and classification problems have made them an essential tool in computer-aided drug design. Fingerprints can be divided into two groups: in the first group, each bit describes a precisely defined structural pattern (non-hashed fingerprint, e.g., Klekotha-Roth fingerprint), while in the second group, there is no assigned bit meaning (hashed fingerprint, e.g., GraphOnly fingerprint).

Another commonly used in silico method is pharmacophore modeling. A pharmacophore is the spatial orientation of the various structural features of a molecule responsible for interaction with a biological target and for triggering the biological effect. Pharmacophore is a commonly used technique in virtual screening campaigns and other research studies. The pharmacophore filter itself can be used as a part of screening cascade or even as a standalone tool.

Fingerprints as well often play the role of input for machine learning (ML) methods; thus, creating a fingerprint that extensively describes the pharmacophore properties of a chemical structure will extend the application area of this methodology.

The idea of combining fingerprint and the pharmacophore model is not new, and this concept has already been reported in the literature; however, despite the creation of high-resolution representations, the topic leaves much room for further exploration. One of the oldest approaches is proposed by McGregor and Muskal, who used 10549 bits signature to describe the three-point pharmacophores. Wood et al. proposed the inclusion of a four-point pharmacophore in another pharmacophore fingerprint representation, but it extended fingerprint to more than 300000 bits, which made its application extremely time- and CPU-consuming. ChemAxon introduced an atom-pair-based 2D pharmacophore fingerprint in its software. This fingerprint is defined as the collection of all atom-atom pharmacophore feature pairs along with their topological distances. Nevertheless, this signature cannot be translated into a binary vector.

In the present study, the concept and construction of a pharmacophore fingerprint (hereafter called Pharmacoprint) that describes the pharmacophore features in a binary form are presented. The application of the fingerprint as input data for ML experiments is considered and evaluated. Pharmacoprint showed better performance than other commonly used binary fingerprints. Unfortunately, Pharmacoprint cannot be compared with most of previously listed pharmacophore fingerprinting approaches due to (i) their structure-based nature, (ii) availability only in commercial software, (iii) non-availability, (iv) not standardized length, and output in non-binary form. Furthermore, to speed up the processing time of Pharmacoprint and to compress the representation, a new methodology based on deep neural networks was designed to reduce this signature to a 100-dimensional representation, which was sufficient to obtain comparable performance. This new and robust approach (available in a form of free-available
ready-to-use python script utilizing RDKit libraries) can boost computer-aided drug design and find broad application in *in silico* studies.
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**Figure 1.** General scheme of experiments performed within the study. The blue arrows show the experimental setting where different algorithms were used to reduce the Pharmacoprint dimension, whereas, the red arrows illustrate the experimental path without reduction of the Pharmacoprint. Details are described in the Methodology section.

**Methodology**

*Development of Pharmacoprint*

The main role of the algorithm is to identify pharmacophore features within a molecule and determine inner-feature distances measured as the topological distance in bond as a unit. Feature definitions and distance bins are user-definable. Pharmacoprint uses RDKit libraries and enables fast and easy utilization in a form of a free-available python script.

To illustrate how the algorithm works, let’s assume that we have only two pharmacophore features (A and B; Figure 2), all possible combinations of two or three features, and two distance bins (2 or fewer bonds and more than 2). The two pharmacophore features (A and B) can be combined in three pairs (AA, AB, and BB) and four triplets (AAA, AAB, ABB, and BBB). Distance between the pair of features can be considered as within the first bin (2 or fewer bonds; bin ‘0’) or in the second bin (more than 2 bonds; bin ‘1’), which implies that a single, two-point pharmacophore is described by two bits. Three-point pharmacophores are described by eight bits because three inner-distances, which can be within the first or second distance bin, can generate 8 possible solutions. The entire signature for such a representation consists of 38 bits.
Figure 2. Pharmacoprint generation scheme where two features, 2-point and 3-point pharmacophores, and 2 distance bins define 38 bits signature. All possible combinations of pharmacophore features are generated (AA, AB, BB, AAA, AAB, ABB, and BBB). Two bits per pair of pharmacophore features and eight bits per three pharmacophore features describe all possible distance range combinations between particular features.

In the present study, to test the performance of Pharmacoprint, we used the following settings: the eight pharmacophore feature types originally listed by Gobbi and Poppinger (hydrogen bond acceptor, hydrogen bond donor, basic group, acidic group, hydrophobic group, halogen, attachment point to an aliphatic ring, and attachment point to an aromatic ring) and seven distance bins ((<1,3), (<3,4), (<4,5), (<5,6), (<6,7), (<7,8), (<8,100), all distances measured in bond as a unit). A combination of eight pharmacophore features, seven distance bins, and all 2- and 3-point pharmacophores resulted in a 39973-bit long signature.

Compound datasets
To perform a broad range of tests, 15 protein targets were selected from the ChEMBL database (version 26), which ensured the diversity of both the protein targets and the structures of the active compounds (Table 1). As ChEMBL contains numerical values of particular parameters that determine the activity of the compounds, only molecules whose activities were quantified by $K_i$, $pK_i$, or $IC_{50}$ and have been tested in human protein assays (except HIV targets) were considered. The $IC_{50}$ values were recalculated to $K_i$ by using the following expression: $K_i = IC_{50}/2$ (the conversion factor of 2 was suggested by Kalliokoski et al.). Fetched compounds were separated into actives ($pK_i$ or equivalent $> 7$) and inactives ($pK_i$ or equivalent $< 6$) based on previously utilized approaches. For every single set of actives, a collection of putative inactives from the ZINC database were selected in a ratio of 9 inactives per 1 active (Table 1).
however, this set was only used for comparison of different types of fingerprints (see the first paragraph in the Results section). In the remaining experiments, only a set of true inactives were used.

Table 1. List of the receptors used in the present study with the number of appropriate actives, inactives, and compounds from ZINC

| Receptor                        | Target ChEMBLID | Abbreviation | Active s | Inactive s | ZINC  |
|--------------------------------|-----------------|--------------|----------|------------|-------|
| Serotonin 5-HT\textsubscript{2A} | CHEMBL224       | 5-HT2A       | 2165     | 623        | 19485 |
| Serotonin 5-HT\textsubscript{2C} | CHEMBL225       | 5-HT2C       | 1150     | 574        | 10350 |
| Serotonin 5-HT\textsubscript{6}  | CHEMBL3371      | 5-HT6        | 2076     | 299        | 18684 |
| Dopamine D\textsubscript{2}      | CHEMBL217       | D2           | 2422     | 1299       | 21798 |
| HIV integrase                   | CHEMBL3471      | HIVint       | 108      | 690        | 972   |
| HIV protease                    | CHEMBL243       | HIVprot      | 2999     | 809        | 26991 |
| NMDA receptor                   | CHEMBL330       | NMDA         | 125      | 121        | 2970  |
| Nociceptin opioid receptor      | CHEMBL2014      | NOP          | 183      | 249        | 1647  |
| cathepsin B                     | CHEMBL4072      | catB         | 576      | 608        | 5184  |
| cathepsin L                     | CHEMBL3837      | catL         | 244      | 662        | 2196  |
| Delta opioid receptor           | CHEMBL236       | delta        | 1772     | 908        | 15948 |
| Kappa opioid receptor           | CHEMBL237       | kappa        | 1820     | 589        | 16380 |
| Mi opioid receptor              | CHEMBL233       | mi           | 2208     | 803        | 19872 |
| NPC cholesterol transporter     | CHEMBL129327    | NPC1         | 104      | 16152      | 936   |
| HIV reverse transcriptase        | CHEMBL247       | HIVrev       | 544      | 698        | 4896  |

**Tested fingerprints**

For all compounds in the datasets, nine types of fingerprints were generated by PaDEL-Descriptor software (Table 2). Three of the used fingerprints applied hashing function (CDK,
Extended, and GraphOnly), while the remaining fingerprints (except Pharmacoprint) used structural keys as a definition for each bit. Moreover, as it was mentioned in the introduction section, there is no free-available method of encoding pharmacophore features in the form of a bit string so far. However, to compare Pharmacoprint with another pharmacophore fingerprint we transformed ChemAxon PF (pharmacophore features) fingerprint to binary form. This representation was converted to pharmacophore feature pair histograms, which were merged into one signature, where values greater than one were presented as a bit with a value of ‘1’. Finally, a 210-bit long signature was obtained (hereafter referred as ChemAxon PF fp), which was as well generated for all 15 data sets used in this study.

### Table 2. Characteristics of fingerprints, with the abbreviations used in this work.

| Fingerprint                  | Abbreviation | Hashed | Length |
|------------------------------|--------------|--------|--------|
| Estate fingerprint           | Est          | No     | 79     |
| MACCS fingerprint            | MACCS        | No     | 166    |
| PubChem fingerprint          | PubChem      | No     | 881    |
| Substructure fingerprint     | Substr       | No     | 308    |
| Klekotha-Roth fingerprint    | KRFP         | No     | 4860   |
| CDK fingerprint              | FP           | Yes    | 1024   |
| CDK extended fingerprint     | Ext          | Yes    | 1024   |
| CDK GraphOnly                | GraphOnly    | Yes    | 1024   |
| ChemAxon PF fingerprint      | ChemAxon PF fp | No   | 210    |

Originally, Pharmacoprint was generated from the 2D structures without defined hydrogens. Nevertheless, in the present study, this approach was extended by adding hydrogens and by generating 3D representations. Finally, experiments were conducted for four representations of input structures (2D/3D with and without defined hydrogens). Both hydrogen addition and 3D conformation generation were performed using RDKit libraries. The generation of 3D structures and hydrogen addition do not change topological distances between the features, but they allow to truncate incorrectly drawn structures that may influence the model quality.
**ML and reduction algorithms**

Pharmacoprint characterizes 39973 different bits under the settings described in the Methods section; for comparison, the 6 distance bins generate 25776 bits, while the 8 and 9 distance bins generate 58128 and 80604 bit-long vectors, respectively. In this light, it is impossible that thousands of chemical patterns occur in low-molecular-weight chemical compounds, and therefore, many on bits (i.e., equal to ‘1’) are limited, which has two major consequences. On the one hand, ML algorithms are sensitive to noise that contaminate high-dimensional representations, while on the other hand, high-dimensional data generate additional computation cost of its processing.

A typical way of obtaining low-dimensional representation is to project data onto the most informative directions, which can be practically realized by the PCA (principal component analysis) algorithm. To determine the number of resultant dimensions, two approaches were considered. In the first variant, a fixed-length representation was created by selecting 100 principal components. In the second variant, a final representation uses as many principal components as possible to describe 90% of the entire variance. The second approach makes it difficult to control the length of the resulting dimensions, but allows it to fit better to a particular dataset. Recent approaches for dimensionality reduction are based on the application of deep autoencoders (AEs). AEs focus on finding a low-dimensional space that allows them to reconstruct the input signal. While PCA is restricted to orthogonal projections, AE can use arbitrary nonlinear mappings parametrized by neural networks. The proposed encoder network reduces input data to 100 latent dimensions by using 5 dense layers, and the decoder network uses symmetric layers. The choice of 100 dimensions was made in the analogy to one of the PCA variants considered.

From a computational perspective, PCA can be seen as a single-layer AE. Thus theoretically, the execution time of AE with 5 layers should be 5 times higher than the runtime of PCA. However, the exact processing time depends heavily on the implementation and the hardware used for the evaluation. Current neural networks were run on GPU, which significantly increases their speed.

Various ML methods were considered in the classification experiments. The first group included linear models: logistic regression (LR), linear support vector machines (LSVM), and support vector machines with RBF kernel (SVM). To take advantage of dimensionality reduction algorithms, both PCA and AE were combined with the aforementioned classification models.

The reduction algorithms considered here build a low-dimensional representation based on the internal characteristics of the data, ignoring completely the available class labels. To take this information into account, a supervised version of AE (sAE) was additionally studied. In this approach, AE is trained jointly with a neural network classifier, where the classifier uses latent AE representation. The loss function of this model combines the reconstruction error with the classification cross-entropy. In contrast to typical AE, the representation generated by sAE should be better in discriminating active compounds from inactive ones. Two variants of
classification models are considered for sAE: a single-layer linear classifier (hereafter called as SoftMax) and a neural network classifier built on 4 hidden layers (simply termed as NN).

In contrast to binary fingerprints which directly encodes subsequent chemical features, the representations produced by PCA and AE are continuous. Moreover, they are linear (in the case of PCA) or nonlinear (in the case of AE) combinations of all fingerprint attributes. Thus they cannot be easily interpreted as for fingerprints. The crucial advantage of sAE over the other two reduction algorithms is that its representation contains features that are needed to discriminate actives from inactives.

The implementations of PCA, SVM, and logistic regression were taken from sklearn Python library. Neural networks were implemented in Pytorch toolkit.

**Calculations and performance measures**

All the ML experiments were performed using a 10-fold cross-validation procedure. Matthews Correlation Coefficient (MCC, range: −1 to 1) was used as a measure of the quality of discrimination test in the paper, however, results for all conducted experiments along with additional statistics (Accuracy, balanced accuracy, recall, and area under the receiver operating characteristic curve (AUC ROC)) can be found in Table S1.

\[
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

\[
\text{Bal}^{_\text{acc}} = \frac{TP}{TP + FN} + \frac{TN}{TN + FP}
\]

TP is the number of true positives (actives labeled as actives), TN is the number of true negatives (inactives labeled as inactives), FP is the number of false positives (inactives labeled as actives), and FN is the number of false negatives (actives labeled as inactives). For MCC a maximal value of 1 indicates perfect agreement, 0 implies random classification, and the minimal value of −1 denotes inverse class assignment. Other parameters are in a range from 0 to 1.

Tanimoto coefficient (Tc) is similarity metric of two equal length bit strings calculated as follows:

\[
Tc = \frac{c}{a + b - c}
\]

where a is the number of positive bits for bit string A, b is the number of positive bits for string B, c is the number of common positive bits between strings A and B.
Normalized Mutual Information (NMI) measures the similarity between the clustering $C=\{C_1,C_2,...,C_n\}$ and the reference (true) grouping $R=\{R_1,R_2,...,R_m\}$ of the same dataset $X$. The index is obtained by normalizing the mutual information $I(R,C)$, by the average of entropies $(0.5(H(C)+H(R)))$.

$$\text{NMI}(R,C) = \frac{2 I(R,C)}{H(R)+H(C)} = \frac{2 \sum_{i=1}^{n} \sum_{j=1}^{m} P(C_i \cap R_j) \log_2 \frac{P(C_i \cap R_j)}{P(C_i)P(R_j)}}{\sum_{i=1}^{n} P(C_i) \log_2 P(C_i) + \sum_{j=1}^{m} P(R_j) \log_2 P(R_j)}$$

where $P(A)$ denotes the probability that an element belongs to set $A$. NMI maximal value of 1 is attained for two identical partitions, while random clustering returns value 0.

**Results and Discussion**

**Comparison of Fingerprints**

A comparison of efficiency of different molecular fingerprints and Pharmacoprint was performed. Two types of an applied set of inactives (i.e., true inactives from ChEMBL and assumed inactives from ZINC) were used. Pharmacoprint was generated with the following settings: no reduction algorithm (all 39973 bits were used, the longest fingerprint generated in PaDEL-Descriptor software (Klekotha-Roth fingerprint) was 8-fold shorter (4860 bits)), and 3D representation with defined positions of hydrogens was generated. All calculations were performed using three ML methods (SVM, LSVM, and LR).

The results (Figure 3) showed that Pharmacoprint outperformed all tested fingerprints in the separation of true actives from true inactives. Pharmacoprint obtained the highest median MCC and average MCC for all experiments. The mean MCC of Pharmacoprint was 12 percentage points higher than that of the second best-performing fingerprint (Extended with an average MCC=0.635). Discrimination of the actives from the ZINC compounds is a much less demanding task, and five out of nine tested fingerprints achieved median MCC above 0.9. In this case, the performance of Pharmacoprint was comparable to that of the widely used KRFP (median MCC for KFRP and Pharmacoprint was 0.980)\textsuperscript{38}. Other statistics are shown in SI (Figures S4–S7). Although the results are ML method-dependent, only in SVM experiments, Ext fingerprint could compete with Pharmacoprint (Figures S1–S3).
Figure 3. Boxplot of MCC values (calculated for three ML methods and 15 different targets) for all fingerprints analyzed in this study. Quality of actives/inactives discrimination is significantly different when active compounds were mixed with compounds with confirmed inactivity and compounds with putative inactivity from ZINC. Median values are marked as a horizontal line within the box, average values are denoted as green diamonds, and outliers are denoted as small black diamonds (outliers with MCC below 0 are not shown).

Pharmacoprint was compared with ChemAxon PF fp (separately for targets and ML approaches). Results (Table 3) showed the superiority of Pharmacoprint which achieved higher MCC values in 37 cases out of 45. Nevertheless, ChemAxon PF fp can be applied as input data for SVM experiments or for sets with a balanced but limited amount of data (like NMDA). The comparison of ChemAxon PF fp with Pharmacoprint for other statistical parameters is presented in Table S2.

Table 3. A comparison of the difference of MCC values (calculated for three ML methods and 15 different targets) for Pharmacoprint and ChemAxon PF fp. A positive value indicates that the Pharmacoprint was better.

| Receptor | r   | LSVM | LR  | SVM |
|----------|-----|------|-----|-----|
| 5HT2A    | 0.154 | 0.150 | –0.001 |
Impact of the input molecule representation

The subsequent experiments were conducted only for Pharmacoprint representation with no reduction algorithm to elucidate whether chemical structures should be sanitized before fingerprint generation.

The results (Figure 4) confirmed that proper preparation of chemical structures before Pharmacoprint generation is crucial for obtaining high-quality results. 3D optimized structures (with the use of RDKit libraries) returned better results, regardless of the ML method applied. Defining the positions of hydrogens also led to further improvement of results by skipping uncertain data (the only exception noted was when linear SVM was applied); therefore, for ensuring the highest quality of results, compounds should be prepared as 3D with defined positions of hydrogens. The application of this procedure allows both for neglecting incorrectly written structures and for eliminating extremely large structures (with molecular weight > 1000Da) from the training set. Large molecules are especially “dangerous” for developing ML models on the representation with a limited number of bits because they possess many pharmacophore features that greatly increase the amount of ‘1’ in bit string representation. In
Pharmacoprint, when the amount of pharmacophore features increases two times, the number of on bits is 10-fold higher. Therefore, such molecules introduce much noise. The highest increase in the quality of results is observed when compounds are converted from 2D to 3D, which ensures the elimination of high-molecular-weight compounds. If Pharmacoprint is generated for an already sanitized and checked set of compounds, fingerprint representation and results are the same. Therefore, automatic truncation is a mandatory step for high-quality results. Nevertheless, it is worth noting that Pharmacoprint as a 2D descriptor (even derived from the 3D structure) cannot reflect the stereochemistry which can be achieved by developing a classical 3D pharmacophore model.

![Figure 4](image)

**Figure 4.** Average MCC (calculated for 15 different biological targets) values for different representations of the input molecules obtained in classification experiments for three different machine learning approaches. Better separation of actives from true inactives is observed when Pharmacoprint is generated from a 3D structure with defined hydrogens.

**Evaluation of different ML methods and fingerprint reduction algorithms**

The use of high-resolution molecular fingerprints (such as KRFP) often results in high time consumption. Previous studies have shown that the application of the reduction algorithm allows not only to save CPU time but also to improve the results. Pharmacoprint is an extremely long bit string, where the frequency of occurrence of ‘1’ instead of ‘0’ is limited, which creates an excellent opportunity for the application of reduction algorithms. For this purpose, 100-dimensional representations generated by PCA, AE, and sAE were considered. An additional
case which considers the number of principal components that explain 90% of the variance was also studied. While PCA and AE could be combined with any classifier, sAE can only be used with neural network classifiers because the entire system is trained jointly.

Although reduction of the fingerprint to the 100 principal components returned the worst quality of classification (Figure 5, average MCC for LR and LSVM classifiers was between 0.6 and 0.7, other statistics are shown in Figures S8–S11), neglecting such reduction approaches did not yield worse results when the reduction in time consumption was considered important for the user. The use of more complex nonlinear SVM increased the average MCC to 0.687. Adapting the number of principal components to the particular dataset (PCA 90%) yielded better results; this was not surprising because more than 100 features were used to explain 90% of the total variance. Application of the autoencoder with linear classifiers (LSVM and LR) further reduced the average MCC to below 0.5, but combining the autoencoder with a more sophisticated neural network classifier increased the average MCC to above 0.750. This analysis showed that nonlinear classifiers (SVM for PCA and NN for AE) can obtain fairly good results using low-quality representations. The results obtained for the neural network were further improved up to 0.774 when a supervised autoencoder was used instead of an unsupervised one. A very simple SoftMax classifier combined with sAE yielded only slightly worse performance, which confirms that sAE builds representations that are both compact and discriminative. The neural network was found to be the most robust ML method and yielded even better results than that obtained using the original Pharmacoprint when no reduction algorithm is applied (the best value of the average MCC was 0.752 for LSVM).
Figure 5. Boxplot of MCC values (calculated for 15 different biological targets, only for Pharmacoprint) for different fingerprint reduction approaches obtained in classification experiments (separation of actives from true inactives) for different machine learning methods. The best results were obtained when a supervised autoencoder was applied along with the neural network. Not all combinations of machine learning methods and reduction types were tested. Median values are marked as a horizontal line within the box, average values are denoted as green diamonds, and outliers are denoted as small black diamonds (outliers with MCC below 0 not shown). Boxes are grouped according to the applied reduction algorithm.

Target dependency

When analyzing the results for various targets (Figure 6, other statistics are shown in Figures S12–S15), it was observed that the results for some targets outperformed other results regardless of which ML/reduction algorithm combination was applied. Especially, good results were observed for biological targets that have the highest number of active compounds (e.g., delta opioid receptor or serotonin 5-HT₆ receptor). The worst results were obtained for NMDA and NPC1 receptors, which have a relatively low number of active compounds. The poor results obtained for these sets are shown in Figures 3 and 5 where they are always outliers. However, a similar relationship was not observed for HIV integrase inhibitors, which, despite having a similar number of active compounds, allowed to create very efficient classification models (the MCC value reached up to 0.962, which is the maximum value achieved in the described study). This is because HIV integrase inhibitors and inactives explore broader chemical space than NMDA receptor ligands and inactives (Table S3). A higher inner dissimilarity was observed among NPC1 actives and inactives than for HIV integrase inhibitors, but in this case, poor results are due to misbalance between the number of actives and inactive (~1:161). The results confirmed that the best method of fingerprint reduction is by using the supervised autoencoder; for most of the targets, the highest MCC values were obtained for this method, which is particularly efficient when combined with a neural network.
|        | AE_LSVM | AE_LR | AE_NN | LSVM | Logistic Regression | sAE_SoftMax | sAE_NN | SVM |
|--------|---------|-------|-------|------|---------------------|------------|--------|-----|
| 5-HT$_{2A}$ | 0.482   | 0.446 | 0.805 | 0.714 | 0.714               | 0.783      | 0.820  | 0.680 |
| 5-HT$_{2C}$ | 0.411   | 0.381 | 0.791 | 0.720 | 0.733               | 0.764      | 0.792  | 0.721 |
| 5-HT$_{6}$  | 0.430   | 0.380 | 0.834 | 0.728 | 0.672               | 0.855      | 0.861  | 0.658 |
| catB       | 0.471   | 0.379 | 0.741 | 0.780 | 0.764               | 0.656      | 0.730  | 0.789 |
| catL       | 0.204   | 0.149 | 0.800 | 0.781 | 0.776               | 0.797      | 0.816  | 0.801 |
| D$_2$      | 0.479   | 0.413 | 0.761 | 0.770 | 0.759               | 0.748      | 0.782  | 0.763 |
| delta      | 0.712   | 0.680 | 0.886 | 0.843 | 0.849               | 0.880      | 0.898  | 0.852 |
| HIVint     | 0.444   | 0.369 | 0.940 | 0.883 | 0.880               | 0.925      | 0.962  | 0.849 |
| HIVprot    | 0.541   | 0.478 | 0.815 | 0.752 | 0.733               | 0.836      | 0.841  | 0.761 |
| HIVrev     | 0.434   | 0.378 | 0.750 | 0.740 | 0.736               | 0.779      | 0.787  | 0.750 |
| kappa      | 0.592   | 0.542 | 0.855 | 0.770 | 0.767               | 0.821      | 0.874  | 0.762 |
| mi         | 0.626   | 0.591 | 0.818 | 0.828 | 0.823               | 0.838      | 0.830  | 0.821 |
| NMDA       | 0.285   | 0.230 | 0.489 | 0.429 | 0.476               | 0.452      | 0.447  | 0.455 |
| NOP        | 0.458   | 0.390 | 0.741 | 0.793 | 0.807               | 0.744      | 0.742  | 0.795 |
| NPC1       | 0.148   | 0.125 | 0.436 | 0.195 | 0.426               | 0.397      | 0.501  | 0.465 |

**Figure 6.** MCC values were obtained for different biological targets with different machine learning methods and reduction algorithms for Pharmacoprint. A reduction algorithm is indicated before the name of the ML method, and AE and sAE denote autoencoder and supervised autoencoder, respectively. No underscore implies that no reduction algorithm was applied.

### Clustering of chemical libraries

As an example of chemical libraries, we considered a dataset of 3616 compounds acting on the 5-HT$_{1A}$ receptor (with affinity expressed as $K_i$ or equivalent below 100 nM). In our previous study, this set was manually divided into 28 structural subgroups based on expert knowledge, was used reference clustering.\textsuperscript{22,53} Such manual procedure is time and effort consuming thus application of this methodology for other compound sets would be impossible. Therefore, all the fingerprints described in this paper were used for the automatic, hierarchical clustering using the Tanimoto metric and complete linkage function.\textsuperscript{53} Next, generated clusters were compared with manual grouping. The results (Table 4.) indicate that clustering with Pharmacoprint returned results the most similar to the reference clustering and should consider for automatic clustering purposes in the future.
Table 4. NMI values between manual reference clustering and clustering are performed with the application of fingerprints described within this paper.

| Fingerprint         | NMI |
|---------------------|-----|
| KRFP                | 0.356 |
| MACCS               | 0.297 |
| Pharmacoprint       | 0.376 |
| Est                 | 0.268 |
| GraphOnly           | 0.275 |
| FP                  | 0.352 |
| Ext                 | 0.361 |
| Substr              | 0.270 |
| PubChem             | 0.283 |
| ChemAxon PF fp      | 0.295 |

**Similarity searching**

Another application of the Pharmacoprint concerns similarity searching. Among 3616 5-HT$_{1A}$ receptor ligands, the most active compound (ChEMBL42393, $K_i = 0.28nM$) was selected as the reference and then compared with the rest of the compounds using all fingerprints discussed in this study along with the Tanimoto similarity metric. Results (Figures 7 and S16) showed that Pharmacoprint can be used in similarity searching with as good effect as other fingerprints because the structures identified as the most similar differ only in minor details of the chemical structure from the reference compound. In addition, unlike Est, MACCS and ChemAxon PF fp, none of the structures achieved a Tanimoto coefficient equal to 1, which indicates that Pharmacoprint can also be used to remove duplicates from the databases.
**Figure 7.** Structure of the ChEMBL42393 – the most active compounds among all 5-HT\textsubscript{1A}R actives analyzed within this study along with three most similar compounds (with a value of the Tanimoto metric) per fingerprint type used for the similarity searching.

### Conclusions
This paper describes a fingerprint characterizing the presence of pharmacophore features in the structure of chemical compounds. Pharmacoprint is one of the longest fingerprint; the full signature generated under the settings used in this paper consists of 39973 bits, which, however, is susceptible to reduction.
A multilevel analysis of the results obtained in this study allowed to define the most robust conditions of Pharmacoprint generation and application. This representation when used as an input to the ML method outperformed eight other popular molecular fingerprints in separating true actives from inactives. Further optimization allowed to define the optimal form of molecule used for fingerprint generation, ML method, and an algorithm for fingerprint reduction.

Sanitization of the input molecules as 3D with a defined position of hydrogen atoms allowed to obtain the highest performance in the ML experiments. The full-length fingerprint could efficiently separate actives from inactives; however, the use of some reduction algorithms such as supervised encoder not only reduced time consumption but also improved statistical parameters, especially when a neural network was applied.

In summary, if Pharmacoprint was generated from a 3D input structure with defined hydrogen atoms and applied as training data for a neural network with supervised autoencoder function, an MCC value of up to 0.962 could be achieved in discrimination tests.

In addition to the classification experiments, it was demonstrated that Pharmacoprint can be successfully applied in other areas of cheminformatics. It showed the best performance in reproducing reference clustering among all the fingerprints analyzed within this study. Pharmacoprint can be also successfully applied in similarity searching.
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