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Abstract—This paper proposes a distributed Gaussian process regression (GPR) with over-the-air computation, termed AirComp GPR, for communication- and computation-efficient data analysis over wireless networks. GPR is a non-parametric regression method that can model the target flexibly. However, its computational complexity and communication efficiency tend to be significant as the number of data increases. AirComp GPR focuses on that product-of-experts-based GPR approximates the exact GPR by a sum of values reported from distributed nodes. We introduce AirComp for the training and prediction steps to allow the nodes to transmit their local computation results simultaneously; the communication strategies are presented, including distributed training based on perfect and statistical channel state information cases. Applying to a radio map construction task, we demonstrate that AirComp GPR speeds up the computation time while maintaining the communication cost in training constant regardless of the numbers of data and nodes.

Index Terms—Over-the-air computation, distributed machine learning, Gaussian processes, radio map construction

I. INTRODUCTION

Gaussian process regression (GPR) is a non-parametric approach to regression tasks, which realizes flexible modeling of a dataset without specifying low-level assumptions [1], [2]. Assuming GP for the target data, we can obtain both the mean and variance of the regression results. There has been a wide range of applications for GPR such as environmental monitoring based on spatial statistics [3], [4], experimental design [5] and motion trajectory analysis [6]; in wireless communication systems, recent results have shown its advances in coverage analysis and communication design, with the term of radio map [7]–[9]. GPR will play an important role in the next Internet of Things (IoT) era.

However, GPR has some critical drawbacks regarding communication and computational costs in such applications. Let us consider a situation where multiple nodes are distributed on a network to monitor an environmental system and connected to a server wirelessly, as envisioned in [10]. When the server performs GPR to analyze the sensing results, the nodes need to upload their sensing data to the server. The exact GPR requires inverse matrices in training and prediction steps. This leads the complexity of $O(N^3)$ for $N$ training data; further, for $n_{in}$ input dimension data, the nodes upload $(n_{in} + 1)N$ variables to the server. The first problem can be improved by distributed GPR based on the product of experts [2], [11]. This method approximates GPR by the sum of computation results at nodes to reduce the computational complexity from $O(N^3)$ at the server to $O((N/M)^3)$ at $M$ distributed nodes; however, the communication slots still depend on $M$.

In this paper, toward a communication- and computation-efficient IoT monitoring system, we propose a distributed GPR scheme with over-the-air computation, termed AirComp GPR. Over-the-air computation is a technique for communication-efficient distributed computation over shared channels based on nomographic functions [12], [13]. Each node transmits its message with an analog modulation function. Then, the receiver obtains the target computation result from the superimposed signal based on a decoding function. Since multiple nodes transmit their analog-modulated signals simultaneously, we can realize a low-latency computation over networks. We focus on that both training/regression results in the distributed GPR are based on the sum of computation results reported from the nodes. The proposed method aggregates the local computation results based on the over-the-air computation; as a result, the communication cost does not depend on the data size and the number of nodes.

Major contributions of this paper are listed as follows.

- We propose AirComp-aided distributed GPR for communication/computation efficient regression over wireless networks. It is shown that the computational complexity can be reduced from $O(N^3)$ at BS to $O((N/M)^3)$ at $M$ distributed nodes, and its communication cost at the training step can be constant regardless of $M$ and $N$.
- Two schemes are introduced for the training step: perfect channel state information (CSI)-based and statistical CSI-based schemes. The first approach can perform the distributed GPR with a limited accuracy degradation from full GPR; further, the latter enables no requirements for the uplink instantaneous channel estimations.
- Performance of AirComp GPR is analyzed in the radio map construction task. We demonstrate that an accurate radio map can be constructed efficiently.

Notations: throughout this paper, the transpose, determinant, and inverse operators are denoted by $(\cdot)^T$, $\det(\cdot)$ and $(\cdot)^{-1}$,
while the expectation and the variance are expressed by $E[·]$ and $\text{Var}[·]$, respectively. Further, $|·|$ and $||·||$ are defined as operators to obtain the absolute and Euclidean distance, respectively.

II. SYSTEM MODEL

A. Task Definition

We consider a situation where $M$ sensing nodes are connected to a base station (BS) over wireless networks. The $i$-th node has a dataset,

$$D_i = \{(x_{i,k}, y_{i,k}) \mid k = 1, 2, \cdots, N_i\},$$

where $N_i$ is the number of data, $x_{i,k}$ is the input vector (e.g., sensing location) and $y_{i,k} = f(x_{i,k}) + \epsilon$ is its output value generated from $\mathcal{N}(f(x_{i,k}), \sigma^2)$ ($\epsilon \sim \mathcal{N}(0, \sigma^2)$) is the independently and identically distributed (i.i.d.) noise). When local datasets are non-overlapped each other, the full dataset over the network can be expressed as

$$D = \bigcup_{i=1}^{M} D_i,$$

where the number of full data can be defined as $N = \sum_{i=1}^{M} N_i$. Further, it is assumed that all data in $D$ follows a Gaussian process: i.e., $f \sim \mathcal{GP}(\mu(x), k(x, x'))$, where $\mu(x)$ is the expectation value at $x$, and $k(x, x')$ is the covariance between $\mu(x)$ and $\mu(x')$. The task in this context is to estimate $f$ for test inputs $X_\ast = \{x_{\ast,1}, x_{\ast,2}, \cdots, x_{\ast,n_{\text{test}}}\}$ from $D_i$ distributedly.

Possible applications of the above task include environmental monitoring [14] and radio map construction [7].

B. Signal Model

AirComp GPR can be divided into training and regression steps. We herein define the signal model for these steps. Fig. 1 summarizes the signal transmission model, where all nodes simultaneously transmit their messages to BS through a shared wireless channel. The $i$-th node first encodes its message $s_i$ so that BS can extract the sum of $s_i$; we denote this process as $x_i = \text{Enc}(s_i)$. When all nodes are time synchronized, the received signal at BS can be given by

$$y = \sum_{i=1}^{M} \sqrt{\gamma_i} h_i x_i + z, \quad (3)$$

where $\sqrt{\gamma_i} \in \mathbb{R}$ is the average channel gain and $h_i \sim \mathcal{CN}(0, 1)$ is the i.i.d. instantaneous channel gain assuming flat over one transmission. Further, $x_i$ is the transmitted vector constrained by the maximum transmission power $P_{\text{max}}$ as $|x_i|^2 \leq P_{\text{max}}$, and $z$ is the additive white Gaussian noise (AWGN) vector following $\mathcal{CN}(0, \sigma_z^2)$, where $\sigma_z^2$ is the noise floor. Then, BS extract the sum of $s_i$ using a decoding operation, defined by $\text{Dec}(y)$.

Note that BS has to share a message that contains a few hyper-parameters in the training step to the nodes. To enable the channel estimation at the nodes, BS broadcasts it with digital encoding with sufficient transmission power; we assume that the nodes can decode it correctly. Further, assuming channel reciprocity, the nodes can estimate the instantaneous channel state information (CSI) $\sqrt{\gamma_i} h_i$ owing to the broadcasted downlink signals. In contrast, we consider two situations for BS; (a) global CSI and (b) statistical CSI (i.e., only $\gamma_i$ is available). This condition affects the AirComp in the training step (see IV-A).

III. GAUSSIAN PROCESS REGRESSION

Before explaining the proposed method, this section introduces full GPR, and its distributed method based on products of experts [2]. Note that, for simplicity, this section assumes $n_{\text{test}} = 1$ and denotes the test input as $x_\ast$.

A. Full GPR

Consider a situation where BS has the full dataset $D$ and performs the exact GPR. From the full dataset $D$, we define $y = \{y_{i,k} \mid \forall (i, k)\}$ and $X = \{x_{i,k} \mid \forall (i, k)\}$. GPR first needs to tune hyper-parameters $\theta = \{\psi, \sigma_\epsilon\}$, where $\psi$ is the hyper-parameter vector for a kernel function $k$. Finding $\theta$ can be realized by maximizing the log-marginal likelihood,

$$\log p(y | X, \theta) = -\frac{1}{2} (y - m)^T (K + \sigma^2 I)^{-1} (y - m) - \frac{1}{2} \log \det (K + \sigma^2 I) - \frac{N}{2} \log 2\pi,$$

where $I$ is the $N \times N$ identity matrix and $K \in \mathbb{R}^{N \times N}$ is the kernel matrix, where its element is $K_{ij} = k(x_i, x_j)$ ($x_i$ is the $i$-th element in $X$). Further, $m$ is a vector with $N$ elements, where its $i$-th element $m(x_i)$ is the prior mean at $x_i$.

Based on a vector $\theta$, the full GPR predicts the distribution of the output at the test input $x_\ast$ as the Gaussian distribution with mean $(E[f(x_\ast)] = \mu(x_\ast))$ and variance $(\text{Var}[f(x_\ast)] = \sigma^2(x_\ast))$ given by the following equations, respectively:

$$\mu(x_\ast) = m(x_\ast) + k_{\ast}^T (K + \sigma^2 I)^{-1} (y - m) \quad (5)$$

$$\sigma^2(x_\ast) = k_{\ast \ast} - k_{\ast}^T (K + \sigma^2 I)^{-1} k_{\ast}, \quad (6)$$

For example, vector $m$ is given from $m(x_1) = m(x_2) = \cdots = m(x_N) = \frac{1}{N} \sum_{i=1}^{N} y_i$, where $y_i$ is the $i$-th element in $y$. 

---

1 For example, vector $m$ is given from $m(x_1) = m(x_2) = \cdots = m(x_N) = \frac{1}{N} \sum_{i=1}^{N} y_i$, where $y_i$ is the $i$-th element in $y$. 

---

Fig. 1. Signal transmission model.
where $k_s = k(X, x_s)$ and $k_{ss} = k(x_s, x_s)$.

A critical drawback of the full GPR is its computational complexity; that is, it requires $O(N^3)$ to calculate the inverse of $N \times N$ matrices in Eqs. (4)-(6).

**B. Distributed GPR Based on Products-of-GP-Experts**

GPR can be parallelized based on the product of computations by distributed nodes termed experts; we refer to this method as DGPR-PoEs later. Similar to the model defined in II-A, DGPR-PoEs divides the full dataset into subdatasets \( \{D_1, D_2, \ldots, D_M\} \) and distributes them to nodes. We detail the training and prediction steps below.

1) Training: DGPR-PoEs assumes that local dataset \( D_i \) is independent of each other. Under this assumption, the marginal likelihood for the full dataset can be approximated by the product of the local values. This can be expressed as

$$p(\mathbf{y}|\mathbf{X}, \theta) \approx \prod_{i=1}^{M} p(y_i|X_i, \theta), \quad (7)$$

where \( y_i = [y_i, 1, y_{i,2}, \ldots, y_{i,N}], X_i = [x_{i,1}, x_{i,2}, \ldots, x_{i,N}], \) and \( p(y_i|X_i, \theta) \) is based on the \( D_i \).

The hyper-parameter can be approximately found by maximizing its log-martginal form, i.e.,

$$\log p(\mathbf{y}|\mathbf{X}, \theta) \approx \sum_{i=1}^{M} \log p(y_i|X_i, \theta), \quad (8)$$

where \( \log p(y_i|X_i, \theta) \) is calculated at each node from

$$\log p(y_i|X_i, \theta) = \frac{1}{2}(y_i - m_i)^T(K_{\psi,i} + \sigma^2 I)^{-1}(y_i - m_i) - \frac{1}{2} \log \det(K_{\psi,i} + \sigma^2 I) - \frac{N_i}{2} \log 2\pi. \quad (9)$$

Note that \( K_{\psi,i} = k(X_i, X_i) \) and \( m_i \) is the prior mean vector for \( y_i \) obtained from \( D_i \). For example, the hyper-parameter training based on the above approximation can be realized by iterating the following steps: (i) BS distributes \( \theta^{(t)} \), (ii) each node computes Eq. (9) based on its local dataset and uploads the result, and (iii) BS updates \( \theta^{(t)} \) to \( \theta^{(t+1)} \) based on an optimization algorithm (e.g., Nelder-Mead simplex [15]).

2) Prediction: DGPR-PoEs estimates \( f(x_s) \) based on

$$p(f(x_s)|x_s, D) = \prod_{i=1}^{M} p(f(x_s)|x_s, D_i). \quad (10)$$

To perform the distributed GPR, each node estimates mean \( \mu_i(x_s) \) and variance \( \sigma^2_i(x_s) \) based on Eqs. (5)(6) and the local dataset. Then, mean and variance for \( p(f(x_s)|x_s, D) \) can be calculated by the following equations, respectively.

$$\mu_{poe}(x_s) = \left(\sigma_{poe}(x_s)\right)^2 \sum_{i=1}^{M} \left(\sigma_i(x_s)\right)^{-2} \mu_i(x_s), \quad (11)$$

$$\sigma_{poe}^2(x_s) = \sum_{i=1}^{M} \left(\sigma_i(x_s)\right)^{-2}. \quad (12)$$

These training and prediction require each node to compute the inverse of \((K_{\psi,i} + \sigma^2 I)\). Thus, the computational complexity at the \( i \)-th node follows \( O \left(\frac{N}{M}\right)^3 \) when \( N_1 = N_2 = \cdots = N_M \).

**IV. AIRCOMP GPR**

Let us apply DGPR-PoEs to the regression analysis over wireless networks. DGPR-PoEs improves the computational complexity of GPR. However, digital transmissions will need \( M \) slots to obtain a log-marginal likelihood value; further, computing mean and variance also requires \( 2Mn_{test} \). Here, as can be seen from Eqs. (8)(11)(12), both training and prediction are realized with the sum of reports from nodes. Focusing on this feature, we propose an AirComp-enhanced DGPR-PoEs for communication/computation efficient regression analysis.

**A. Training**

1) Perfect CSI-Based Method: As exemplified in III-B1, finding an appropriate hyper-parameter requires to maximize Eq. (8) based on an iterative algorithm. Thus, we consider this value as

$$\hat{\rho}^{(t)} = \frac{\sqrt{\rho^{(t)}}}{\sqrt{\gamma_{i}h_{i}^{(t)}}} s_{i}^{(t)}, \quad (13)$$

where \( \hat{\rho}^{(t)} \) is a scalar for the power control at the slot \( t \). BS determines this value as

$$\sqrt{\rho^{(t)}} = \min \left\{ \frac{\sqrt{\pi_{i}}}{|s_{i}^{(t)}|} \right\}, \quad (14)$$

After the nodes transmit their messages simultaneously, BS receives the aggregated signal, which is based by

$$y^{(t)} = \sqrt{\rho^{(t)}} \sum_{i=1}^{M} \left[ L_{i}^{(t)} \right] + [z^{(t)}], \quad (15)$$

where \( z^{(t)} \) is the AWGN at the \( t \)-th slot. Thus, BS can extract the sum of messages by taking the following operation:

$$\text{Dec} \left( y^{(t)} \right) = \text{Re} \left( \frac{y^{(t)}}{\sqrt{\rho^{(t)}}} \right) \approx \log p(y|X, \theta) + \frac{z_{R}^{(t)}}{\sqrt{\rho^{(t)}}}, \quad (16)$$

where \( \text{Re}() \) is the operation to extract the real part, and \( z_{R}^{(t)} \) is the real part of the AWGN. For \( \rho^{(t)} \to \infty \), we can compute \( \text{Dec} \left( y^{(t)} \right) \approx \log p(y|X, \theta) \).

After the decoding, the BS updates \( \theta^{(t)} \) to \( \theta^{(t+1)} \) based on its optimizer, and iterates above process until Eq. (16) is fully maximized. This paper updates \( \theta^{(t)} \) based on multi-start local search [16] with Nelder-Mead simplex [15]. The multi-start method iterates finding the local solution with differently initialized hyper-parameters to find a more good solution. Further, Nelder-Mead simplex is a heuristic optimizer to find the
Algorithm 1: Distributed training algorithm for AirComp GPR based on multi-start Nelder-Mead simplex

Require: $P_{\text{max}}, T, T_{\text{multi}}$

Require: $\{L_1, L_{\text{max}}\}$ (if statistical CSI case)

for $t_{\text{multi}} = 0, \ldots, T_{\text{multi}} - 1$ do

BS randomizes $\theta^{(0)}$.

for $t = 0, \ldots, T - 1$ do

if perfect CSI case then

BS updates $\rho^{(t)}$ based on Eq. (14).

end if

BS broadcasts $\theta^{(t)}$ and $\rho^{(t)}$.

end for

for $i = 1, 2, \ldots, M$ parallel do

The $i$-th node calculates $L^{(t)}_i$ and encodes it into $x^{(t)}_i$.

The $i$-th node transmits $x^{(t)}_i$ to BS.

end for

BS decodes approximate of $\sum_{i=1}^M L^{(t)}_i$ from $y^{(t)}$.

BS updates $\theta^{(t)}$ to $\theta^{(t+1)}$ based on Nelder-Mead simplex.

end for

return The best $\theta^{(T-1)}$ over $T_{\text{multi}}$ steps.

minimum of an objective function in a multidimensional space that can efficiently search for a local solution based on only the output of the objective function: a combination of the multi-start local search and Nelder-Mead simplex can efficiently tune the hyperparameters with avoiding local optima.

We summarize this training algorithm, including the statistical CSI-based method, in Alg. 1. Note that Alg. 1 defines the numbers of a training in Nelder-Mead simplex and multi-starts as $T$ and $T_{\text{multi}}$, respectively. Totally, this algorithm requires $T \times T_{\text{multi}}$ iterations.

2) Statistical CSI-Based Method: Although the perfect CSI-based method can approximate the marginal-log likelihood well, it requires the BS to collect the global CSI $h_i^{(t)}$ and $|s_i^{(t)}|$ every steps. To improve this practical drawback, we also introduce a statistical CSI-based power control and training, having the following two features:

- BS controls the transmission power at $t = 0$ only, based on $\{\pi_i | i = 1, 2, \ldots, M\}$.
- At the encoding step, each node compensates the phase shift only, and does not consider the amplitude compensation.

Note that the instantaneous channel gain, $\sqrt{\pi_i}h_i^{(t)}$, is also available at the $i$-th node in this case owing to digitally-broadcasted sequences, that contains $\theta^{(t)}$, from the BS.

In this method, each node converts $L_i$ so that the maximum value of $|s_i^{(t)}|$ is $\frac{1}{2} (L_{\text{max}} + L_{\text{min}})$, where $\{L_{\text{min}}, L_{\text{max}}\}$ is a set of truncation parameters, with the following operation:

$$s_i^{(t)} = \left[ \min \{\max \{L_i^{(t)}, L_{\text{min}}\}, L_{\text{max}}\} - \frac{1}{2} (L_{\text{max}} + L_{\text{min}}) \right].$$ (17)

Based on the above conversion, BS adjusts the uplink transmission power at $t = 0$ so that the node with the lowest value of $\tau_i$ can transmit the signal with the maximum transmission power based on the following equation:

$$\sqrt{\rho^{(0)}} = \min \left\{ \sqrt{\frac{\pi_i}{\tau_i}} \frac{P_{\text{max}}}{\frac{1}{2} (L_{\text{max}} + L_{\text{min}})} \right\} i = 1, 2, \ldots, M.$$ (18)

All nodes follow $\rho^{(0)} = \rho^{(1)} = \cdots = \rho^{(T-1)}$ over the training process.

At the $t$-th step, the $i$-th node encodes $s_i^{(t)}$ so that the phase shift by $h_i$ can be compensated: i.e.,

$$x_i^{(t)} = \text{Enc} \left( s_i^{(t)} \right) = \sqrt{\rho^{(t)}} \frac{\bar{h}_i^{(t)}}{\sqrt{\pi_i} |h_i^{(t)}|} s_i^{(t)},$$ (19)

where $\bar{h}_i^{(t)}$ is the conjugate of $h_i^{(t)}$. Then, the aggregated signal at the BS can be derived by

$$y^{(t)} = \sqrt{\rho^{(t)}} \sum_{i=1}^M |h_i^{(t)}| s_i^{(t)} + z^{(t)}.$$ (20)

Finally, with a similar operation shown in the perfect case (Eq. (16)), BS decodes the sum of local log-marginal likelihood with the following computation

$$\text{Dec} \left( y^{(t)} \right) = \text{Re} \left( \frac{y^{(t)}}{C \sqrt{\rho^{(t)}}} \right) = \frac{1}{C} \sum_{i=1}^M |h_i^{(t)}| L_i^{(t)} + \frac{z^{(t)}}{C \sqrt{\rho^{(t)}}},$$ (21)

where $C$ is a scalar designed to achieve an unbiased estimation for $\sum_{i=1}^M L_i^{(t)}$. Here, $|h_i^{(t)}|$ is independent with $L_i^{(t)}$, and $\mathbb{E}[|h_i^{(t)}|] = \mathbb{E}[h_i^{(t)}] = \cdots = \mathbb{E}[|h|]$; thus, we can obtain the condition

$$\mathbb{E} \left[ \sum_{i=1}^M |h_i^{(t)}| L_i^{(t)} \right] = \mathbb{E}[|h|] \mathbb{E} \left[ \sum_{i=1}^M L_i^{(t)} \right].$$ (22)

For the Rayleigh fading channel, when $\sqrt{\rho^{(t)}} \rightarrow \infty$, an unbiased estimation can be realized with

$$C = \mathbb{E}[|h|] = \sqrt{\frac{\pi}{2}}.$$ (23)

Note that $C = 1$ for AWGN channels.

B. Prediction

Next, the nodes perform the distributed regression based on the fully-trained hyper-parameter vector $\theta_{\text{opt}}$. The number of test points $n_{\text{test}}$ tends to be sufficiently large to analyze the function $f$ over a wide range of test inputs in practice: for example, a radio map construction over 500-m $\times$ 500-m area with ten-meter grids requires $n_{\text{test}} = 2500$. This feature implies that the overhead required for the channel estimation between the nodes and BS can be sufficiently small. Considering the above, this prediction step considers the perfect CSI case only; however, it can be extended to the statistical CSI case as with IV-A2.

According to Eqs. (11)(12), the distributed GPR can be realized based on (i) the sum of $(\sigma_i(x_*))^{-2}$ and (ii)
Due to space limitations, the detailed text is not provided here. However, the content seems to discuss the performance of AirComp GPR in radio map construction. It mentions the use of GPR for regression tasks, including the evaluation of various parameters and the simulation setup. The text also references previous work on Kriging and its equivalence to GPR in certain cases. The full GPR model can be used to estimate the radio map, highlighting the importance of accurate signal power predictions.
without any communication error and noise to discuss how much the analog modulation part in AirComp GPR affects accuracy. Finally, the method (iii) has $P_{\text{TX}}$ and $\eta$ as prior. However, it cannot estimate $W$. Simulation parameters follow Table I, unless otherwise noted$^3$.

B. Evaluation Results

We first show a radio map construction example in Fig. 3. To show the relationship between measurement data and GPR results, we divided the measurement area into $M$ regions and assigned them to each node. Further, each regression result indicates $(\sigma_{\text{poe}}^2(x))^{-1} \mu_{\text{poe}}^2(x)$ scaled by $(\sigma_{\text{poe}}^2(x))^2$. The local prediction results tend to be zero in the area away from the measurement points; this trend implies that local computations influence AirComp results in the vicinity of the measurement points and suppresses its influence in other areas. After the AirComp, the aggregated computation results can estimate the trend of shadowing across the entire area.

Fig. 4 indicates effects of $N$ on the average training time performance. We implemented this simulation code based on Python 3.9.12 and numpy 1.21.5 and ran it on AMD Ryzen 5950X with DDR4-2133 128GB memory; single physical core was enabled to evaluate the training time at a node. In AirComp GPR, the nodes perform their local training in parallel. Thus, this performance expresses the time spent over the network in a training step. AirComp GPR can reduce the training time compared with full GPR in various conditions, and this improvement becomes significant as $M$ increases (e.g., 733x faster than full GPR when $N = 2^{10}$ and $M = 16$).

Table II shows equivalent numbers of variables transmitted in uplink over a pair of training and regression steps. We count an equivalent number as one when multiple nodes transmit their local variables simultaneously. Full GPR requires the nodes to upload their local datasets to BS with digital transmission. Thus, it requires $(n_{\text{in}} + 1) N$ ($n_{\text{in}}$ is the number of dimensions in the input vector). In contrast, ideal DGPR-PoEs needs $M(T \cdot T_{\text{multi}} + 2n_{\text{test}})$ variables to collect $M(T \cdot T_{\text{multi}})$ local likelihood values in the training step and $2Mn_{\text{test}}$ test regression results, including both mean and variance, in the regression step. Finally, AirComp GPR takes $1/M$ smaller than ideal DGPR-PoEs owing to $M$ simultaneous transmissions. For example, when $N = 1024$, full GPR requires 2048 (3072 for 2D radio maps). Further, ideal DGPR-PoEs and AirComp GPR require $1820M$ and $1820$, respectively.

The effect of channel gain on the RMSE is shown in Fig. 5. Regression accuracies of the AirComp-based methods tend to be degraded owing to AWGN. In this case, both perfect and statistical CSI-based methods show better accuracies than the path loss-based method where $\tau_i$ is over -60 dB. Further, the gap between the perfect CSI-based method and full GPR was almost zero at $10 \log_{10} \tau_i = 0$; in contrast, the statistical CSI-based method takes 3.38 dB. AirComp GPR with the statistical CSI-based training is affected by statistical amplitude fluctuation, as shown in Eq. (21). Since Nelder-Mead simplex is a deterministic approach, the hyperparameter may not be trained fully; thus, this approach showed this RMSE gap.

We show effect of the number of data $N$ in Fig. 6. All GPR-
based methods can improve the accuracy performance as $N$ increases. The gaps between full GPR and AirComp-based methods when $N = 2^{10}$ were 0.85 dB in perfect CSI-based method and 2.09 dB in statistical CSI-based method. Finally, effects of the number of nodes $M$ are demonstrated in Fig. 7. Gaps between full GPR and AirComp-based methods increase at many nodes since it divides the likelihood into multiple local pieces. However, Fig. 7 reveals that the AirComp-based methods could achieve better accuracy than the path loss-based method in various conditions. Comparing perfect CSI-based and statistical CSI-based methods, the gap is small for $N = 128$; e.g., 0.04 dB at $M = 2^5$.

In summary, AirComp GPR can construct more accurate radio maps than the perfect path loss estimation in various conditions with communication and computation efficiencies.

VI. CONCLUSION

We proposed an over-the-air computation-aided distributed GPR scheme, termed AirComp GPR, with both perfect CSI-based and statistical CSI-based training methods. Our simulation demonstrated that AirComp GPR speeds up the computation time roughly 733x than full GPR when $N = 2^{10}$ and $M = 16$ while maintaining its communication cost constant regardless of the numbers of nodes and training data.

AirComp GPR will enable low-latency regression analysis over distributed IoT networks.
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