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Abstract: The definition of bidding zones is a relevant question for electricity markets. The bidding zones can be identified starting from information on the nodal prices and network topology, considering the operational conditions that may lead to congestion of the transmission lines. A well-designed bidding zone configuration is a key milestone for an efficient market design and a secure power system operation, being the basis for capacity allocation and congestion management processes, as acknowledged in the relevant European regulation. Alternative bidding zone configurations can be identified in a process assisted by the application of clustering methods, which use a predefined set of features, objectives and constraints to determine the partitioning of the network nodes into groups. These groups are then analysed and validated to become candidate bidding zones. The content of the manuscript can be summarized as follows: (1) A novel probabilistic multi-scenario methodology was adopted. The approach needs the analysis of features that are computed considering a set of scenarios defined from solutions in normal operation and in planned maintenance cases. The weights of the scenarios are indicated by TSOs on the basis of the expected frequency of occurrence; (2) The relevant features considered are the Locational Marginal Prices (LMPs) and the Power Transfer Distribution Factors (PTDFs); (3) An innovative computation procedure based on clustering algorithms was developed to group nodes of the transmission electrical network into bidding zones considering topological constraints. Several settings and clustering algorithms were tested in order to evaluate the robustness of the identified solutions.
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1. Introduction

The design of spot electricity markets can be classified, from a spatial granularity point of view, in two main categories: nodal markets (applied, for example, in all the liberalized US electricity markets [1,2]) and zonal ones (which is the standard design applied in Europe).

In the first ones, the network topology is fully represented in market clearing algorithms and all the relevant transmission constraints are considered. Locational marginal prices are adopted in this framework, which means that different prices can be applied at each node of the grid.
In the latter ones, a simplified representation of the transmission grid is applied. In particular, electrical nodes are aggregated into bidding zones (BZs): energy trades are freely to occur inside each BZ, while cross-zonal exchanges are limited to a maximum amount (set by the cross-border capacities made available to the market). Currently, the large majority of the European BZs correspond to a single Member State: only Italy and Nordic countries (Sweden, Norway and Denmark) are split into several internal BZs.

The BZ configuration has a relevant impact on the efficiency of the electricity markets and on power system security (and/or the amount of remedial actions to be applied by Transmission System Operators—TSOs) [3]. For this reason, the European Guideline on Congestion Management and Capacity Allocation [4] introduced a monitoring and a review process and, in the framework of the recent Clean Energy Package, the Regulation (EU) 2019/943 [5] started a European BZ review (expected to be completed during 2022).

In the framework of the review processes, identifying alternative BZ configurations to be compared with the current one is a crucial step. For this scope, several Stakeholders expressed their interest in the application of model-based algorithms, which could support TSOs providing quantitative analysis on the expected scenarios. In Italy, the National Regulatory Authority (ARERA) asked to the TSO to work on this field in order to develop a proper methodology to be adopted in the future when the internal Italian BZs will be reviewed again (a BZ review has been already completed in 2018) [6–8]. Figure 1 shows the 2019–2020 Italian bidding zone configuration (please note this has been slightly adapted starting from the 1 January 2021), as well as some nodes located at the interconnections with neighbouring countries.

![Figure 1. Present bidding zones in Italy and external interconnections. Reprint with permission [5056090322801]; 2021, IEEE.](image)

In previous studies (whose details are recalled in Section 3.1), clustering algorithms have been used to identify the possible bidding zones on the basis of the Locational Marginal Prices (LMPs) calculated from an optimal power flow applied either on a limited set of realistic scenarios or on a large set (e.g., 8760 hourly) of simplified scenarios, where load and renewable energy source (RES) nodal distributions have been determined based on typical profiles. In both cases, a grid topology where all elements are available has been considered. In these studies, the input data were taken from the LMPs determined at the network nodes for all the simulated cases/hours of the year, in normal operating conditions.
A recent approach has been introduced by the authors in [9]. In this approach, LMPs are computed starting from a set of scenarios defined from solutions in normal operation and in planned maintenance cases. The probability of occurrence is assigned to each scenario by the TSO. Customised versions of k-means and hierarchical clustering are shown to manage the specific requirements of the bidding zone formation problem. Even though some promising solutions were identified, the critical point was confirmed to be the presence of topological constraints that affect the execution of the algorithms. This paper provides further details on these aspects and extends the contents of the authored conference paper [9] in different directions:

- Data pre-processing is extended to show further relevant statistical properties of the features considered.
- The analyses are carried out using also the Power Transfer Distribution Functions (PTDFs) as features, in addition to LMPs.
- An alternative way to aggregate the results obtained from the analysis of the scenarios is presented.
- The spectral clustering is applied to the last step of the formation of the zones, to incorporate the topology constraints.

The next sections illustrate the overall procedure. Section 2 recalls the generation of the scenarios. Section 3 describes the formulation of the clustering methods, highlighting the novel strategy considered for the formation of the clustered groups. Section 4 shows the results of the clustering methods applied to the Italian system. The last section contains the concluding remarks.

2. Construction of the Reference Cases and Feature Selection

2.1. Scenario Generation

Various scenarios have been considered to represent a wide range of operational states of the Italian power system with different load and generation conditions, including distributed generation from renewable energy sources (RES). In particular, starting from the whole set of 8760 hourly actual scenarios observed in 2018, an unsupervised machine learning approach based on the k-means clustering algorithm has been used to reduce the number of scenarios by considering a set of variables including zonal load, solar infeed, wind infeed, hydro infeed and import from other countries.

The final number of selected clusters has been 20. This number has been found by trading off accuracy (e.g., intra-cluster variance) and computation time for carrying out the tests. The centroids of the clusters have been selected as base scenarios. Keeping the corresponding real-time snapshots of the power system, a realistic nodal distribution of load and distributed generation representing a wide range of system operating conditions has been obtained. As a relevant point of our study, the analysis is not limited to the normal operation of the system. For each scenario identified, more variants have been considered, including a type of scenario with full network availability and further cases with planned maintenance, identified for testing purposes by the TSO on the basis of detailed knowledge on the network operation. Table 1 summarizes the characteristics of these types of scenarios, with the weights established by the TSO and the specific indication. Figure 2 shows the location of the four planned maintenance cases selected for our study. The principle of finding out Critical Branch and Critical Outage (CBCO) combinations, set up in the regulatory documents referring to the capacity allocation and congestion management [4], is followed for the identification of the cases of interest.
3.1. Overview on the Clustering Methods Applied to the Formation of the Bidding Zones and Related Challenges

The output of the BZ formation process is the classification of the electrical nodes of a transmission network into clusters. Each resulting zone must constitute an electrically connected subset of the grid where market participants are able to exchange energy without violating the line transmission limits [13].

Different clustering methods have been applied to the formation of the bidding zones [14]. In unsupervised approaches such as k-means and hierarchical clustering (HC),
the metrics used are mostly based on the Euclidean distances. Penalty factors can be defined for penalising the distances between pairs of nodes not connected to each other.

In previous contributions, the authors of this paper have presented various results obtained from the application of clustering methods to form the bidding zones. A summary of these results is reported below.

The first aspect refers to the applicability of the basic versions of the clustering algorithms, as the ones that can be found in tools like MATLAB®. Most of these algorithms are inappropriate to determine suitable bidding zones, because there is no consideration of the network topology. As a result, solutions based for instance on LMPs could group together nodes located in different territorial areas, with no connection among these areas. Thereby, these methods cannot be used as they stand. The idea of carrying out post-processing of the results to connect the areas is unfeasible, because of the scattered location of the nodes belonging to the same group, with no physical connection among the nodes. On the other hand, in a post-processing it would be possible to identify more clusters by grouping together various groups of connected nodes previously included in the same cluster. However, in this case the final number of clusters could increase considerably, also forming groups with a very small number of nodes, thus inappropriate for being considered as a bidding zone [15].

Customisation of the clustering algorithms can be carried out, with the aim to introduce an internal check of the interconnections during the execution of the clustering procedure. In this case, it is possible to either exclude the merging of groups that do not contain any connected pairs of nodes between the groups, or to incorporate some penalty factors in the calculation of the distances between nodes, with the objective of discouraging the merging of groups when there is no interconnection among their nodes. With these modifications, the final number of clusters can remain the same as the initial one, and this can be useful for the execution of clustering methods that require the number of clusters as an input data.

The solutions obtained highly depend on the clustering method adopted. Even some variants of the same method can lead to very different results. This has been shown in [14] for four variants of the customised agglomerative HC algorithm, based on Euclidean distance, in which the only difference has been the linkage criterion adopted. Taking two groups of nodes, the linkage criterion determines how to calculate the distance between the two groups [16]. Using classical linkage criteria such as single, average, and Ward [17], the results obtained with the same number of bidding zones were significantly different. The single linkage criterion created a big cluster and had the trend of isolating some outliers. The Ward linkage criterion again led to the creation of highly populated clusters and a few smaller clusters. The average linkage criterion created more uniform partitions. These results are in line with other applications of the linkage criteria [18].

Another solution to improve clustering accuracy by adding knowledge on the problem domain has been suggested in [19], by considering clustering algorithms based on graphs, in particular by introducing specific constraints into the k-means algorithm [20]. Two types of constraints have been introduced, namely, (i) must-link constraints (e.g., pairs of nodes that must belong to the same cluster based on previously known information), ad (ii) cannot-link constraints (e.g., pairs of nodes that cannot belong to the same cluster based on previously known information). In the modified version of k-means developed in [19], called COP-kmeans, each component (e.g., node in the case of our paper) is assigned to the closest cluster that does not violate the constraints, and the absence of available clusters results in clustering failure. However, the introduction of the constraints referring to the domain knowledge changes the basic rationale of the clustering algorithms, with consequences on the computation times and convergence characteristics that depend on the effect of the constraint. On the other hand, the introduction of the constraints can make clustering performance less sensitive to the algorithm chosen, especially when the constraints (e.g., on network topology) drive the solution in specific directions.
The application of must-link and cannot-link concepts has been used in some problems referring to electrical networks such as the formation of intentional islands [21], in which the relations between nodes belonging or not to an island is known a priori. However, these concepts cannot be directly incorporated in the clustering algorithms aimed at creating the bidding zones, because the previous information only concerns the network topology, while there is no pre-established decision referring to the location on pairs of nodes within the same cluster or in different clusters. In Chapter 7 of the book [22], the discussion that mentions the existence of constrained clustering algorithms indicates the possibility of accommodating contiguity constraints to ensure that the clusters form connected sub-graphs, adding “while we did not encounter such problems in practice”. The problem under consideration in this paper requests the presence of connected sub-graphs in each cluster, thus indicating how the studies in progress address challenging aspects in the clustering domain.

In the next subsection, a novel procedure is proposed to identify the bidding zones, considering both the topological constraints and the features that characterise the nodes of the network.

3.2. General Aspects of the Proposed Procedure and Notation

The input data available refer to the network structure, the selected scenarios and the corresponding selected features. The general notation is indicated below.

(a) Variables:

| Symbol | Description |
|--------|-------------|
| D      | Number of LMP and PTDF initial data for each bus |
| F      | Number of input features for clustering (LMP or PTDF). If the input features are LMPs, it corresponds to \( F_{LMP} \). If the input features are PTDFs, it is equal to \( F_{PTDF} \) |
| \( F_{LMP} \) | Number of LMP input features for clustering |
| \( F_{PTDF} \) | Number of PTDF input features for clustering |
| K      | Number of centroids |
| N      | Number of nodes |
| L      | Number of lines |
| S      | Number of types of scenarios |

(b) Vectors and matrices:

| Symbol | Description |
|--------|-------------|
| \( A \in \mathbb{R}^{N,N} \) | Node adjacency matrix |
| \( D_{LMP} \in \mathbb{R}^{N,D} \) | Initial LMP data matrix |
| \( D_{PTDF} \in \mathbb{R}^{N,D,L} \) | Initial PTDF data matrix |
| \( P \in \mathbb{R}^{N,N} \) | Similarity matrix |
| \( X \in \mathbb{R}^{N,F} \) | Input data matrix for clustering |
| \( v \in \mathbb{R}^{N,1} \) | Cluster location vector |
| \( w \in \mathbb{R}^{S,1} \) | Vector containing the weighting factors for the scenarios |

3.3. Input Data Pre-Processing in the Multi-Scenario Clustering

The node adjacency matrix \( A \) contains the connection among all pairs of nodes, coded in binary form (0 = not connected; 1 = connected). The nodes are defined in such a way to represent all the possible interconnections of the busbars inside the power substation (i.e., multiple nodes are used to represent separate operation of the busbars in different scenarios). However, the matrix \( A \) does not change in all the calculations carried out for clustering. Possible situations in which one of the nodes (e.g., a busbar) is not connected to the rest of the system are handled by assigning to this node the same LMP of the node corresponding to the other busbar in the substation.

The presence of multiple scenarios is firstly addressed by forming a set of features, which are LMPs and PTDFs for each scenario and node. In this way, the data input vectors with LMPs and PTDFs are formed as two data matrices: \( D_{LMP} \) and \( D_{PTDF} \). The first one is a 2-D array, while the second is a 3-D matrix, since PTDFs involve the branch elements as well. For both of them, the row and the column indices are associated to the node identifier and to the scenario identifier, respectively. The third-dimension index of \( D_{PTDF} \)
represents the branch identifier. For the sake of uniformity, $D_{PTDF}$ was reshaped in a 2-D array, horizontally concatenating the PTDFs that are related to the same scenario. For PTDFs, only the congested lines have been considered, in line with the CBCO principle.

In order to reduce the computational time, the columns in which all the considered features (LMPs or PTDFs) are equal have been eliminated, as they would not contribute to the calculation of the distances between nodes in the clustering procedure. In this way, the input data used for clustering is included in the matrix $X$, with the number of columns equal to the number of features $F$. The elimination of the columns with all equal entries could be an issue if the number of remaining columns becomes too small. In this case, the meaning of the results could be affected, depending only on a small number of entries. This point has to be checked in advance by considering the input data. Even though there is no specific threshold to apply to the minimum number of columns to be used, the interpretation of possible issues with the results depending on the number of columns is mainly provided by the expertise of the TSO.

### 3.4. Multi-Scenario Clustering Methodology

The node grouping should be carried out evaluating both the intra- and the inter-scenario distributions of the considered features.

The rationale of the novel approach shown in this paper is based on the following requirements:

- The bidding zones shall be formed by only interconnected buses.
- Nodes that always belong to the same cluster should be part of the same bidding zone.
- Scenarios with more likelihood of occurrence should have greater impact.
- The number and the likelihood of occurrence of the scenarios are not rigid constraints.

These requirements are accomplished by an approach that requires the execution of three steps, summarized in Figure 3.

1. In the first step, a clustering algorithm is executed by considering each scenario individually (the algorithms used in this paper are listed in Table 2).

| Clustering Algorithm | Linkage Criterion | Acronym |
|----------------------|-------------------|---------|
| Hierarchical         | Average           | HC-average |
| Hierarchical         | Single            | HC-single |
| k-means              |                   | KM      |

2. In the second step, for each pair of nodes, a similarity index is computed on the base of two factors, as shown in Equation (1) for the nodes $i$ and $j$: (i) the number of times in which the selected nodes belong to the same clusters, and (ii) the likelihood of occurrence of each scenario.

$$p_{i,j} = \sum_{f=1}^{F} \frac{p_f}{P_F} \cdot k_f$$  \hspace{1cm} (1)

where:

- $p_{i,j}$ is the similarity index for the nodes $i$ and $j$;
- $p_f$ is the probability of occurrence of the scenario related to the feature $f$;
- $P_F = \sum_{f=1}^{F} p_f$;
- $k_f = \begin{cases} \frac{1}{P_F}, & \text{if the node } i \text{ and } j \text{ belong to the same clusters for the considered scenario} \\ 0, & \text{otherwise} \end{cases}$

The indices are collected in the symmetric similarity matrix $P$, which is a matrix representation of a similarity graph. A value $P_{i,j} = 0$ means that the nodes $i$ and $j$ of the similarity graph are not connected.
In the third step, with $P$ as input, the nodes are merged into the desired number of groups running a graph-based clustering algorithm (this paper uses Spectral Clustering [23], with the number of groups as the single input parameter), which allows to handle the topology constraints. Spectral clustering has been applied in to determine areas in the power system on the basis of specific properties (e.g., admittance matrix [24] power flows and line admittances [25], both without referring to the bidding zone formation). In [25], spectral clustering has been used by considering branch-based attributes, taken from the line admittances, as the first stage of the calculations, and has been followed by a second clustering method (with hierarchical clustering). In [26], the spectral clustering has been combined with k-means for determining bottlenecks on the transmission system. In the approach proposed in this paper, the spectral clustering is used as the last step, conversely to what happens in other approaches.

Figure 3. Flowchart of the proposed multi-scenario clustering methodology.

4. Applications and Results

The clustering methodology reported in the previous section, developed to manage scenario-based LMP and PTDF data, is adopted to analyse the Italian network case study.

4.1. Italian Network Data

The Italian transmission network is composed of an interconnected set of nodes located in all of the Italian regions. The network is also interconnected with the neighbouring...
countries of continental Europe (France, Switzerland, Austria and Slovenia), and with other countries or territories (Greece, Montenegro, the Corsica island in France, and Malta) through submarine links.

For the purpose of the study carried out in this article, the island of Sardinia is considered as an individual bidding zone, being a different synchronous area, and is then excluded from the computations. The nodes at the external interconnections are excluded as well. Hence, the network nodes considered include the continental part of Italy and the Sicily island. The network model has 918 nodes and 1317 branches. Five types of scenarios are considered, in which the weights depend on the historical occurrence of the planned outages (and of similar ones) [12]. Table 1 recalls the characteristics of these types of scenarios, with the weights established by the TSO and the specific indication. In particular, the outages indicated for the scenario types S1 and S2 limit in a significant way the transmission capacity in the south-north interconnections and from the south to the central part of Italy, respectively. The outages indicated for the scenario types S3 and S4 do not impact the transmission capacity between existing bidding zones in a significant way, however in the latter case intra-zonal congestions could occur during this unavailability. In the scenario type S5 the TSO weight is the difference between 100% and the sum of the weights of the other scenarios. The input data of the BZ formation process are the LMPs and the PTDFs, considered separately. These features were preliminary calculated from an optimal DC power flow [12].

4.2. Input Data and Preliminary Analysis

The initial set of data includes \( D = 100 \) initial data for each node, taken from the 5 types of scenarios. The input data matrices have been pre-processed as described in Section 3.3. In particular, the columns (i.e., the scenario) of the matrix \( D_{LMP} \) with a unique LMP value for all the rows (i.e., the nodes) have been deleted in order to reduce the computational time, as they would not contribute to the computation of the distances between nodes in the clustering procedure. After the column elimination, the number of rows and columns of the remaining input data matrix that it has been processed by clustering algorithms is \( N = 918 \) nodes and \( F_{LMP} = 65 \) features, respectively. Similarly, concerning PTDF, only data related to congested lines are extracted from the original matrix \( D_{PTDF} \). The number of rows and columns of the matrix processed by clustering algorithms is \( N = 918 \) nodes and \( F_{PTDF} = 214 \) features, respectively.

The input data matrices for clustering have been statistically analysed, computing the mean values and the variance of the features. Figures 4 and 5 show these values for each node for LMPs and PTDFs, respectively. The colour of the bubbles is representative of the mean values, while the size indicates the variance. From this preliminary analysis, the LMP mean values in a certain area look more homogenous than those related to PTDFs. Moreover, according to the size of the bubbles, it seems that the variance of PTDFs is higher than that of LMPs. More insights are provided from the plot of the cumulative distribution functions (CDFs) of the LMPs (Figure 6) and PTDFs (Figure 7), for an illustrative example with 7 groups. In particular, the lack of smoothness in the CDFs reflects the presence of the planned maintenance cases indicated in Figure 2, which change the levels of LMPs and PTDFs. The results shown in Figures 4 and 5 could prefigure a partitioning into clusters. However, the probability distributions of the features are rather far from normal distributions, and large variances appear in some nodes, thus requesting further analyses before reaching appropriate conclusions on the bidding zone selection.
Figure 4. The colour and the size of the bubbles represent the mean value and the variance of the LMP of a node, respectively.

Figure 5. The colour and the size of the bubbles represent the mean value and the variance of the PTDF for a node, respectively.

Figure 6. Cumulative Distribution Function (CDF) of the LMPs computed for the two nodes with the highest and the lowest LMP variance, for each one of the 7 groups shown in Figure 4. In particular, subfigure (a) refers to group 1, LMPs ∈ [48, 52), subfigure (b) refers to group 2, LMPs ∈ [52, 56), subfigure (c) refers to group 3, LMPs ∈ [56, 60), subfigure (d) refers to group 4, LMPs ∈ [60, 64), subfigure (e) refers to group 5, LMPs ∈ [64, 68), subfigure (f) refers to group 6, LMPs ∈ [68, 72), subfigure (g) refers to group 7, LMPs ∈ [72, 76].
At first, the k-means and spectral clustering are executed alone to remark some critical aspects of their application. Figure 8 shows the results of the bidding zone formation process using LMPs or PTDFs as features, with the formation of 7 clusters (equal to the number of bidding zones in the current configuration). Each BZ is marked with a different colour. The main drawback is the creation of clusters of different sizes, also of very small size. All these solutions could be considered not appropriate for the purpose of determining the bidding zones. This justifies the formulation of a more suitable approach, as the one presented in this paper.

The procedure described in Section 4.3 is then executed by considering different types of input data (LMPs and PTDFs) and different settings. In particular, three clustering algorithms were tested within the step 1 of the process visible in Figure 3, that are the hierarchical clustering with the average linkage (HC-A), with the single linkage (HC-S) and k-means (KM). Moreover, the number of clusters was changed in the range of 2 to 7, in a way consistent with the number of bidding zones existing in the corresponding part of Italy (six zones, as the island of Sardinia, which is depicted in Figure 1, has been excluded from the analysis). A first promising result is that, for a given number of clusters provided as input, the solutions are nearly the same for all the tested clustering algorithms and all the features. For the sake of brevity, as an example, Figure 9 depict the solutions identified for the different numbers of desired clusters provided as input. Each BZ is marked with a different colour. They were computed considering LMPs as features, and HC-average as the clustering algorithm executed in the step 1 of the process (Figure 3). Looking at the sequence of the figures, it is possible to discover a consistent path with which successive partitions are formed. The Sicily island remains always associated to the same separate group. The central and southern parts of Italy remain in the same group (with small differences) up to 6 groups (including some nodes located in the current center-north zone of Figure 1), while a partitioning into two groups (different from the current partition indicated in Figure 1) appears with seven groups. The major changes appear in the northern part of Italy. The first split occurs from three to four groups, then with five groups a small group appears in the northwestern part, which becomes larger passing to
six and seven groups. Another partition is found on the northeastern part when six groups are formed and remains passing to seven groups. It is important to remember that these results are based on historical datasets (e.g., expected investments in the coming years are not considered in the current simulations) and the set of scenarios to be considered should be enlarged before drawing any conclusion and comparison to the existing bidding zone configuration.

Figure 8. Solution with seven clusters obtained through: (a) k-means, LMPs; (b) k-means, PTDFs; (c) spectral clustering, LMPs; (d) spectral clustering, PTDFs. The scenarios are not weighted.
A small group appears in the northwestern part, which becomes larger passing to six and seven groups. Another partition is found on the northeastern part when six groups are formed and remains passing to seven groups. It is important to remember that these results are based on historical datasets (e.g., expected investments in the coming years are not considered in the current simulations) and the set of scenarios to be considered should be enlarged before drawing any conclusion and comparison to the existing bidding zone configuration.

Figure 9. Results for different number of clusters. The considered features are LMPs. The clustering algorithm adopted to group nodes within each scenario is HC-average. Subfigure (a) depicts the solution for 2 clusters, subfigure (b) for 3 clusters, subfigures (c) for 4 clusters, subfigures (d) for 5 clusters, subfigures (e) for 6 clusters, and subfigure (f) for 7 clusters.

As expected, the higher the number of desired groups, the higher the fragmentation of the solution. With seven clusters, the two smallest groups are formed by 74 and 44 nodes.
These numbers of nodes are in principle reasonable to be considered in the process of formation of the bidding zones.

Another aspect that has been investigated is the effect of changing the clustering algorithm in the first stage of the proposed approach (step 1 in the flowchart of Figure 3). Figure 10 shows the results obtained by executing the three clustering algorithms indicated in Table 2, in each case followed by the same spectral clustering algorithm. From these results, a major advantage of the proposed procedure emerges: the solutions obtained are quite similar regardless of the clustering algorithm used in the initial stage. The proposed approach is then satisfactorily robust with respect to this choice.

![Image of Figure 10](image)  
Figure 10. Comparison of the solutions with seven clusters obtained with the algorithm/feature pairs: HC-average/LMPs (on the left) and KM/PTDFs (on the right).

In addition, the solutions remain similar also in spite of the different probability distributions of the LMPs and PTDFs shown in Section 4.2. This is a further confirmation of the benefits of applying the proposed multi-stage approach.

4.4. Assessment of the Clustering Solutions

Performance assessment is a relevant aspect for a clustering-based study. In general, many clustering validity indicators are available from the literature to assess the quality of the clustering results. However, there is a key point to consider: the calculation of a clustering validity indicator requires only the data on the initial features and the vector that contains the indication on the cluster in which each node has been located. In our case, the clustering procedure also depends on the node connection, besides the features. The information about the node connection is not directly represented in the calculation of the clustering validity indicators, making the results questionable. Further work is needed to establish suitable clustering validity indicators that are appropriate for assessing the quality of the results in the specific case.

For the sake of comparison, being aware of the limitations discussed above, we have applied some clustering validity indicators taken from the literature, comparing the results obtained with LMPs and PTDFs as features. The results obtained by using the Clustering Dispersion Indicator (CDI) [27] are presented as an example. A key aspect in this case is that the results obtained by calculating the clustering validity indicators with the use of...
different features can be compared only when the same features are used to represent the initial data as the “common ground”.

In particular, taking the LMPs as the “common ground”, the clustering validity indicators are calculated by using the vectors that contain the cluster in which each node has been located in both cases of using the LMPs or the PTDFs as features (Figure 11a). Then, taking the PTDFs as the “common ground”, the clustering validity indicators are calculated by using the same vectors that contain the cluster in which each node has been located in both cases of using the LMPs or the PTDFs as features (Figure 11b). The main result is that the clustering validity indicators, calculated by using either the LMPs or the PTDFs as the “common ground”, provide similar results. This confirms the effectiveness of our approach in providing consistent results by using the two features.

![Figure 11](image)

> Figure 11. Clustering Dispersion Indicator (CDI) computed considering LMPs (a) and PTDFs (b) as “common ground”.

It is also crucial to remember that, according to the current EU legislation [4], the quality of the proposed bidding zone configurations will have to be compared in the second step of the bidding zone review process where a long list of criteria have to be considered.

5. Concluding Remarks

This paper has extended the application of clustering algorithms for the purpose of grouping together the network nodes with similar evolution in time of the relevant features (LMPs and PTDFs) considering a dataset based on weighted scenarios that represent different operating conditions of the Italian power system. Five network topological conditions have been considered. The scenarios have been selected in order to account for different load and distributed generation conditions experienced in the power system.

The nature of the problem was not directly tractable with conventional clustering algorithms, due to the needs of considering the physical links among the network nodes and of guaranteeing the connectivity of the nodes in the resulting clusters. For this purpose, a specific multi-stage clustering procedure was designed and implemented. In this procedure, different clustering algorithms have been tested in the first stage, while the same spectral clustering algorithm has been executed in the final stage, to maintain the connection among the nodes belonging to each final group formed. The cases presented refer to a number of groups from three to seven, where the maximum number is consistent with the number of current Italian bidding zones.

From the results obtained, it is possible to formulate some general and specific considerations. The procedure provides similar results considering both LMPs and PTDFs as input features. Moreover, the procedure seems to be not sensitive to the choice of the clustering algorithm adopted in the first stage to group nodes within each scenario.

This article has presented the proposed clustering algorithms and the evolution of the solutions when the number of groups provided as input to the proposed procedure changes. In fact, it is important to emphasize that there is a conceptual difference between the clustering outcomes and the final bidding zones. The clustering outcomes provide the view on the node partitioning based on the features used and the constraints imposed. To
define the final bidding zones, more contents such as the provision of reserves, relations with ancillary service markets, and market power issues have to be considered by the decision-maker. From a broader view, also uncertainty aspects on availability of generation and transmission could be taken into account. For this reason, the choice of the final number of bidding zones requires careful evaluations considering benefits and costs and is beyond the scope of presentation. Future work includes the development of a methodology to rank the identified solutions and support the decision makers in reviewing the actual bidding zones.
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