LOCALIZED SMOOTHING AND CONCENTRATION FOR THE NAVIER-STOKES EQUATIONS IN THE HALF SPACE
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ABSTRACT. We establish a local-in-space short-time smoothing effect for the Navier-Stokes equations in the half space. The whole space analogue, due to Jia and Šverák [JŠ14], is a central tool in two of the authors’ recent work on quantitative $L^3_t$ blow-up criteria [BP21]. The main difficulty is that the non-local effects of the pressure in the half space are much stronger than in the whole space. As an application, we demonstrate that the critical $L^3_x$ norm must concentrate at scales $\sim \sqrt{T^*-t}$ in the presence of a Type I blow-up.
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1. INTRODUCTION

This paper is devoted to the study of local smoothing properties for the Navier-Stokes equations

$$\begin{cases}
\partial_t u - \Delta u + u \cdot \nabla u + \nabla p = 0 \\
\text{div } u = 0
\end{cases}$$

(NS)

in the half space $\mathbb{R}^3_+$ with no-slip conditions on the boundary $\partial \mathbb{R}^3_+$.

Our results are motivated by the following general question: What initial data produce smooth solutions? More specifically, we ask,

Is it possible to quantify smoothing effects in terms of local properties of the initial data?

This question has been subject to intense research in recent years for the three-dimensional Navier-Stokes equations in the whole space, in the wake of the seminal work [JŠ14]. In [JŠ14, Theorem 3.1], Jia and Šverák established a local-in-space short-time smoothing effect in the context of local energy solutions to (NS) with data of locally uniformly bounded energy that in addition belongs locally to a subcritical space $L^m(B_1)$, $m > 3$. That result was generalized by two groups, roughly at the
same time and independently, to critical spaces: on the one hand by Kang, Miura, and Tsai [KMT21b] for data locally in $L^3(B_1)$ by a compactness argument akin to [JŠ14], and on the other hand by Barker and Prange [BP20a] for data locally in $L^3$, $L^{3,\infty}$, and $B_{p,\infty}^{-1+3/p}(B_1)$, $p \in (3, \infty)$, by a Caffarelli–Kohn–Nirenberg-type iteration [CKN82]. In either case, the critical norm is assumed to be small in $B_1$. We also refer to the works [BT20, KMT20, KMT21a] along the same line of research, where further refinements are obtained.

Local-in-space short-time smoothing is a very useful and versatile tool for the study of the Navier-Stokes equations in the whole space. It was originally introduced in [JŠ14] to quantify the spatial asymptotics of the profile of (forward) self-similar solutions; this was key to their existence result for large-data self-similar solutions. More recently, it was exploited to prove norm concentration results near potential singularities in the spirit of [BP20a]. Third, it is a key tool for the backward propagation of certain scale-invariant quantities in the strategy of [BP21]; see also the related work [Tao19], where quantitative estimates are obtained by backward propagation of Fourier-based scale-invariant quantities, and [Pal21a, Pal21b]. This allowed the second and third authors of the present paper to develop a quantitative version of Seregin’s $L^3$ blow-up criterion [Ser12]. This is one motivation for the present work.

One heuristic interpretation of local-in-space short-time smoothing is the following: The nonlocal effects of the pressure do not substantially hinder the parabolic smoothing properties of the Navier-Stokes equations, at least locally in space and time (see (S) in [JŠ14, p. 234]). It is not clear at first sight that such a property holds, even in $\mathbb{R}^3$. It is all the more difficult to prove such local smoothing properties in the half space, for a number of fundamental reasons, related to the fact that the nonlocal effects of the pressure are much stronger in $\mathbb{R}^3$ than in $\mathbb{R}^3$:

(1) The no-slip boundary condition for the velocity is responsible for strong velocity gradients near the boundary and vorticity creation. The vorticity itself does not satisfy a ‘standard’ boundary condition, though a nonlinear and nonlocal boundary condition was derived in [Mae13]. As a consequence, as of now there is still no proof of a Constantin and Fefferman-type geometric nonlinearity depletion criterion [CF93] outside the critical setting. In the critical case, i.e., under a Type I assumption, such a result was obtained in [GHM14] thanks to the proof of a complicated Liouville theorem, and in [BP20b] via a new strategy based on the stability of Type I singularities. The relationship between boundary effects and potential singularity formation is discussed in [LT16].

(2) Contrary to the whole space, there are obstructions to spatial smoothing in the half space for suitable solutions. This was demonstrated by an example of Kang [Kan05] and of Seregin and Šverák [SS10]: in the local setting, there are bounded flows with unbounded derivatives. Based on Kang’s example, Kang,
Lai, Lai and Tsai [KLLT20, KLLT21] were able to construct a globally finite-energy solution to Navier-Stokes with a localized flux on the boundary and unbounded gradient everywhere on the boundary away from the flux.

(3) In the half space the pressure can be decomposed into a Helmholtz part and a harmonic part. This decomposition is the key to the resolvent pressure formulas obtained in the paper [MMP19] inspired by the work [DHP01]. Koch and Solonnikov [KS02] showed that there are examples of Stokes systems in the half space with divergence-form source term $\nabla \cdot F$ for which the harmonic pressure is not integrable in time. Hence in short, $p \not\equiv u \otimes u$ for the half space, contrary to the whole space. This issue brought about considerable difficulties in the work [BP20b] when clarifying the relationship between different notions of Type I singularities in the half space; see also the discussion on page 5 above Theorem 1.4. A way to circumvent the difficulty was to rely on ‘fractional pressure estimates’ pioneered in the work [CK18] and reproved in [BP20b] via the formulas of [MMP19].

(4) The pressure associated to the Stokes resolvent problem in a bounded domain $\Omega$ with no-slip boundary condition and source term $f$ satisfies the following bound:

$$\|p\|_{L^2(\Omega)} \lesssim_\alpha |\lambda|^{-\alpha} \|f\|_{L^2(\Omega)}, \quad \text{for } \alpha \in [0, 1/4)$$

(1.1)

as showed in [NS03, TW20]. In [Tol20] the optimality of the threshold $1/4$ is established. Notice that the power $\alpha$ in estimate (1.1) breaks the natural scaling of the equations in the whole space, where $\alpha = 1/2$. Let us emphasize though that in a bounded domain there is no such scale-invariance. The bound (1.1) turns, via Dunford’s formula, into a short-time estimate for the pressure associated to the unsteady Stokes problem with a singularity $O(t^{-3/4-\delta})$ for $\delta > 0$. This singularity is consistent with the short-time estimates obtained in [MMP19, Proposition 2.1]; see Lemma 2.1 below.

In spite of these difficulties, the Navier-Stokes equations in the half space prove to have sufficiently good localization properties to be able to establish the following results. As in [JS14], we prove local smoothing at the level of local energy solutions. In the half space, these solutions were developed in [MMP19], see specifically Definition 1.1 in [MMP19].

Recall

$$\|u_0\|^2_{L^2_{uloc}(\mathbb{R}_+^3)} := \sup_{x_0 \in \mathbb{R}_+^3} \int_{B(x_0) \cap \mathbb{R}_+^3} |u_0|^2 \, dx.$$  

(1.2)

We also assume the decay condition

$$\lim_{|x_0| \to +\infty} \int_{B(x_0) \cap \mathbb{R}_+^3} |u_0|^2 \, dx = 0.$$  

(1.3)

Let $x_0 \in \mathbb{R}_+^3$ and $T > 0$. Define $\Omega_R(x_0) := B_R(x_0) \cap \mathbb{R}_+^3.2$

**Theorem 1.1** (Localized smoothing, global setting). Let $u$ be a local energy solution on $\mathbb{R}_+^3 \times (0, T)$ with initial data $u_0$ satisfying $\|u_0\|^2_{L^2_{uloc}(\mathbb{R}_+^3)} \leq M$ and the decay condition (1.3).  

---

For further notations, we refer to the last subsection of the ‘Introduction’. 

---
Let $\|u_0\|_{L^m(\Omega_3(x_0))} \leq N$ with $m \in [3, +\infty)$. If $m = 3$, we further require the smallness condition $N \leq N_0 \ll 1$.

Then there exists $S = S(M, N, m) \in (0, 1]$ satisfying the following property: For $\bar{S} = \min(S, T)$, we have

$$
\sup_{t \in (0, \bar{S})} t^{\frac{3}{m}} \|u(\cdot, t)\|_{L^\infty(\Omega_3(x_0))} \lesssim_m N + N^{C_m}
$$

for a constant $C_m \geq 1$.

**Remark 1.2** (Subcritical refinements). Under the hypotheses of Theorem 1.1, if additionally $m > 3$, then the following hold:

- For all $p \in [m, +\infty]$, we have
  $$
  \sup_{t \in (0, \bar{S})} t^{\frac{3}{m} \left(\frac{1}{m} - \frac{1}{p}\right)} \|u(\cdot, t)\|_{L^p(\Omega_3(x_0))} \lesssim_m N + N^{C_m}.
  $$

- When $M, N \geq C_{\text{univ}} > 0$, we have
  $$
  S = O(1) M^{-O(1)} N^{-O(1)}.
  $$

The property (1.5) is a consequence of the decomposition (1.16) of $u$ into a strong solution $a$ with $L^m$ initial data and a Hölder-continuous remainder $v$.

Our main application is the following concentration result, analogous to [BP20a, Theorem 2].

**Theorem 1.3** (Global concentration). Let $T^* > 0$. Let $u$ be a local energy solution on $\mathbb{R}_+^3 \times (0, T^*)$. Suppose that $u$ is locally bounded on $\mathbb{R}_+^3 \times [0, T^*)$ and that $(x^*, T^*)$ is a singular point of $u$, where $x^* \in \mathbb{R}_+^3$.

Moreover, suppose that the singularity is Type I in the following global sense: for some $r_0 \in (0, \sqrt{T^*})$,

$$
\sup_{x \in \mathbb{R}_+^3} \sup_{0 < r \leq r_0} r^{-\frac{3}{2}} \|u\|_{L^\infty_{x} L^2_{t}(\Omega(x) \times (T^* - r^2, T^*))} \leq M.
$$

Then there exists $\bar{t} = \bar{t}(T^*, M, r_0) \in [T^* - r_0^2, T^*)$ such that for all $t \in [\bar{t}, T^*)$, we have the following concentration of the critical $L^3$ norm:

$$
\|u(\cdot, t)\|_{L^3(\Omega_{R(t)}(x^*)))} > N_0,
$$

where

$$
R(t) := 3 \times \sqrt{\frac{T^* - t}{S(M)}},
$$

and $S(M) = S(M, N_0, 3)$ and $N_0$ are as in Theorem 1.1.

The proof is an immediate consequence of Theorem 1.1 and a rescaling procedure, so we summarize it here:

**Proof of Theorem 1.3.** Define $\bar{t} = T^* - S(M) r_0^2$. As in [BP20a, Section 4.2], we prove the contrapositive. Suppose that, for some $t \in [\bar{t}, T^*)$, the concentration inequality (1.8) is violated. We time-translate and rescale (under the Navier-Stokes scaling symmetry) the solution $u$ so that the time interval $(\bar{t}, T^*)$ becomes $(0, S)$ in the new variables. Let $\tilde{x}^*$ be the image of $x^*$ under this transformation. Thanks to
the global Type I bound (1.7) and the definition of $\overline{t}$, the new solution $\overline{u}$ satisfies $\|\overline{u}(\cdot, 0)\|_{L^2_{\text{global}}(\mathbb{R}^3_+)} \leq M$. Moreover, by the violation of (1.8) and the definition of $R(t)$, we have the smallness of the critical $L^3$ norm in $\Omega_3(\overline{x}^*)$: $\|\overline{u}(\cdot, 0)\|_{L^3(\Omega_3(\overline{x}^*))} \leq N_0$. Hence, $\overline{u}$ satisfies the assumptions of Theorem 1.1. We conclude that $\overline{u}$ is bounded in a parabolic neighborhood of $(\overline{x}^*, S)$, so $u$ is bounded in a parabolic neighborhood of $(x^*, T^*)$. \hfill $\square$

The most classical notion of Type I, corresponding to the ODE blow-up rate in semilinear heat equations, is in terms of the sup-norm: $\|u(\cdot, t)\|_{L^\infty(\mathbb{R}^3_+)} \sim (T^* - t)^{-1/2}$. On the other hand, this terminology occasionally refers to boundedness of some scaling-invariant quantity at the blow-up time, for example, $\|u(\cdot, t)\|_{L^{3, \infty}(\mathbb{R}^3_+)} \lesssim 1$. The assumption (1.7) is a weak form of Type I, adapted to the scaling-invariant energy. For Leray-Hopf solutions, (1.7) is implied by the $L^\infty$ and $L^{3, \infty}$ conditions, though this is not trivial, see [BP20b, Theorem 2] for the precise statement with boundary and [AB19] for a discussion without boundary.

It is also possible to prove local versions of the above theorems wherein the global background assumption $\|u_0\|_{L^2_{\text{global}}(\mathbb{R}^3_+)} \leq M$ is replaced by a local assumption on the solution $u$ itself.

**Theorem 1.4** (Localized smoothing, local setting). Let $(u, p)$ be a Navier-Stokes solution on $\Omega_3(x_0) \times (0, T)$ satisfying

$$\|u\|_{L^\infty L^2(\Omega_3(x_0) \times (0, T))} + \|\nabla u\|_{L^2_{\text{loc}}(\Omega_3(x_0) \times (0, T))} + \|p\|_{L^3_{\text{loc}} L^{3/2}(\Omega_3(x_0) \times (0, T))} \leq M$$

(1.10)

where $(\zeta_x, \zeta_t)$ is a fixed pair of exponents specified in Section 2.³

Suppose that $u(\cdot, t)$ vanishes on $\partial \Omega_3(x_0) \cap \partial \mathbb{R}^3_+$ for all $t \in (0, T)$ and that $(u, p)$ satisfies the local energy inequality.

Let $\|u_0\|_{L^m(\Omega_3(x_0))} \leq N$ with $m \in [3, +\infty)$. If $m = 3$, we further require the smallness condition $N \leq N_0 \ll 1$. Suppose that $u(\cdot, t) \xrightarrow{t \to 0^+} u_0$ in $L^2(\Omega_3(x_0))$.

Then there exists $S = S(M, N, n) \in (0, 1]$ satisfying the following property: for $\overline{S} = \min(S, T)$, we have

$$\sup_{t \in (0, \overline{S})} t^{\frac{3}{m}} \|u(\cdot, t)\|_{L^\infty(\Omega_1(x_0))} \lesssim M N + N^{C_m}$$

(1.11)

for a constant $C_m \geq 1$.

This kind of refinement first appeared in [KMT21b, Theorem 1.1] without boundary.

As a consequence of Theorem 1.4, we have the following localized concentration theorem. We focus on near-boundary concentration below. To our knowledge, this type of localized concentration theorem is new even in the absence of boundary.

**Theorem 1.5** (Localized concentration). Let $(u, p)$ be a suitable weak solution on $Q^*_1$, in the sense of Definition 2.2, satisfying

$$\|\nabla u\|_{L^2_{\text{loc}}(Q^*_1)} + \|p\|_{L^3_{\text{loc}}(Q^*_1)} \leq M_0$$

(1.12)
and
\[
\sup_{(y_0,s_0) \in Q^+_3} \sup_{0 < r \leq 1} r^{-\frac{1}{2}} \|u\|_{L^\infty_t L^2_x(B^+_4(y_0) \times (s_0-r^2,s_0))} \leq A_0.
\] (1.13)

Suppose moreover that \(u\) is locally bounded on \(B^+_4 \times (-1,0)\) and that \((x^*,0) \in \overline{B}^+ \times \{0\}\) is a singular point of \(u\).

Then the above assumptions imply that there exists \(M(M_0,A_0) > 0\), \(\bar{t}(M) \in (-16,0)\) and \(S(M) \in (0,1]\) such that for all \(M_0\) and \(A_0\) sufficiently large\(^4\) the following holds true. For every \(t \in [\bar{t}(M),0)\), we have the following concentration of the critical \(L^3\) norm:
\[
\|u(\cdot,t)\|_{L^3(\Omega_{R(t)}(x^*))} > N_0,
\] (1.14)

where
\[
R(t) := 3 \times \sqrt{-\frac{t}{S(M)}}.
\] (1.15)

In the above, \(M(M_0,A_0)\) is as in Proposition 5.1. Furthermore, \(S(M) = S(M, N_0, 3)\) and \(N_0\) are as in Theorem 1.4.

**Strategy of the proof.** We begin by explaining the subcritical case \(m > 3\). The general strategy is as in [JS14]. We decompose the solution \(u\) as
\[
u = a + v,
\] (1.16)

where \(a\) is a strong solution of the Navier-Stokes equations with (sub)critical initial data \(a_0\) satisfying \(a_0 \equiv u_0\) in \(B_2\) and \(a_0 \equiv 0\) outside \(B_3\). The remainder \(v\) satisfies a perturbed Navier-Stokes equation \((\text{NS}_a)\), which has lower order terms, and initial data \(v_0\) satisfying \(v_0|_{B_2} \equiv 0\). We then develop an \(\varepsilon\)-regularity criterion for the perturbed equation up to the initial time in order to establish that \(v\) is Hölder continuous up to the initial time.\(^5\) Recall that in the whole space, an \(\varepsilon\)-regularity criterion up to the initial time will ‘kick in’ on short times because the energy controls \(\|u\|_{L^{10/3}}\).

whereas \(\varepsilon\)-regularity requires smallness of \(\|u\|_{L^{4/3}_{t,x}}\).\(^6\)

It is standard that \(\varepsilon\)-regularity also depends on the pressure \(p\), and a typical choice of quantity is \(\|p\|_{L^{3/2}}\).\(^7\) These choices are convenient for treating the term \(\int u p \, dx \, dt\) in the local energy inequality. This brings us to our first difficulty, namely, that for solutions of the linear Stokes equations in the half space with initial data in \(L^2\), the pressure estimates are only known in \(L^{4/3}_{t,\text{loc}} L^2_x\). Notice the low time integrability.

\(^4\)This means that there exists a universal constant \(N_{\text{univ}} \in [1, \infty)\) such that for all \(M_0 \geq N_{\text{univ}}\) and \(A_0 \geq N_{\text{univ}}\) we have the result.

\(^5\)In general, it is an interesting observation that the special structure of the energy inequality allows one to localize the solution under a supercritical background assumption, namely, control on the energy. Naïvely, to localize a solution to a nonlinear partial differential equation (PDE) without any such structure, one would require that the solution belongs to a critical space.

\(^6\)In four dimensions, although \(L^4_{t,x}\) is ‘critical for the energy inequality,’ one can imagine a variation on localized smoothing under the additional assumption \(M \ll 1\).

\(^7\)In the interior case, there is a way to introduce a ‘local pressure,’ due to Wolf [Wol17], see also Kwon [Kwo21, Theorem 1.6], which contains an application to interior localized smoothing in a bounded domain. We expect that these arguments cannot be extended to the pressure at the boundary.
We already mentioned this in connection with (1.1). Therefore, we must prove $\varepsilon$-regularity for the perturbed system $(\text{NS}_\varepsilon)$ under a new assumption on the pressure. Essentially, we require smallness of $p \in L_{t}^{1+\delta} L_{x}^{2-\delta}$ with $0 < \delta_x \ll \delta_t \ll 1$. Our velocity assumption, which has the Hölder conjugate exponents, compensates for the low time integrability but remains controlled, with room to spare, by the energy space $L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{\delta} H_{x}^{1}$. Our precise assumptions are discussed in (2.9). Our subcritical $\varepsilon$-regularity criterion is Proposition 3.1.

Concerning implementation of the $\varepsilon$-regularity criterion, there are at least three strategies:

- **Direct iterative method of Caffarelli–Kohn–Nirenberg [CKN82].** Variations were exploited by Barker-Prange [BP20a] with critical lower order terms and by Dong-Gu [DG14] with boundary and Bian Wu [Wu21] in dimension $n = 4$
- **Lin’s compactness method [Lin98],** see also Seregin-Ladyzhenskaya [LS99]. This was adapted by Jia-Sverak [JS14] and Kang-Miura-Tsai [KMT21b] to accommodate (sub)critical lower order terms.
- **De Giorgi-type method,** as implemented by Vasseur [Vas07] (see also Wang-Wu [WW14] in dimension $n = 4$).

Our approach is to adapt Lin’s compactness method to the new quantities. We describe the main idea in Section 3, in a way which we hope is suitable for newcomers, once we have defined the necessary quantities $Y(R)$ and $Y_{\text{osc}}(R)$. For now, we mention that Lin’s method is actually comprised of two compactness arguments: one for $Y(R)$ and one for $Y_{\text{osc}}(R)$.

There is a second difficulty, which concerns only the critical case $m = 3$ and was also encountered in [BP20a, KMT21b]. In this case, the first compactness argument in Lin’s method still yields a subcritical Morrey bound ‘just below’ $L^\infty$ in terms of $Y(R)$, but the second compactness argument fails to improve the decay of $Y_{\text{osc}}$, the step which would yield Hölder continuity. This is because solutions of the limiting system (3.80) are not guaranteed to be bounded, let alone Hölder continuous, when $m = 3$. In [BP20a], Barker and Prange overcome this difficulty by using parabolic regularity theory to bootstrap the regularity of the perturbation $v$, see (1.16), from subcritical Morrey to $C^\alpha$. In principle, this is also possible here, but it is not necessary for our application. Rather, following [KMT21b], we combine (i) the subcritical Morrey estimates for the perturbation $v$, (ii) the critical estimates for $a$, and (iii) the standard $\varepsilon$-regularity criterion (without lower order terms) for $u$ to conclude the $L^\infty$-smoothing (1.4). Unlike [BP20a], we do not demonstrate that $v$ is Hölder continuous when $m = 3$.

Finally, a small novelty of our approach, compared to [KMT21b], is that we build smallness of $a$ into our compactness arguments, which completely bypasses the estimates in [KMT21b, Section 4].

**Notation.** Let $z_0 = (x_0, t_0) \in \mathbb{R}^{3+1}$ and $R > 0$. We define the ball $B_R(x_0) := \{x \in \mathbb{R}^3: |x - x_0| < R\}$ and parabolic ball $Q_R(z_0) := B_R(x_0) \times (t_0 - R^2, t_0)$.

Recall that $\mathbb{R}_+^3 := \{(x_1, x_2, x_3) \in \mathbb{R}^3: x_3 > 0\}$. If $x_0 \in \partial \mathbb{R}_+^3$, we define $B_R^+(x_0) := B_R(x_0) \cap \mathbb{R}_+^3$ and $Q_R^+(z_0) := B_R^+(x_0) \times (t_0 - R^2, t_0)$. 

We define \( \partial_{\text{flat}} B^+_R(x_0) := B_R(x_0) \cap \{d(x) = d(x_0)\} \), where \( d(x) := x \cdot e_3 \) is the signed distance to \( \partial \mathbb{R}^3_+ \). Similarly, \( \partial_{\text{flat}} Q^+_R(z_0) := \partial_{\text{flat}} B^+_R(x_0) \times (t_0 - R^2, t_0) \).

To simultaneously treat the interior and boundary scenarios, we introduce the notation \( B^R(x_0) \) and \( Q^R(z_0) \), where \( t \in \{\text{int}, \text{bd}\} \). Here, \( B^R_\text{int}(x_0) = B_R(x_0) \) and \( B^R_\text{bd}(x_0) = B^+_R(x_0) \), with an analogous convention for parabolic balls \( Q^R_\text{int}(z_0) \).

When \( x_0 = 0 \) (resp. \( z_0 = 0, R = 1 \)), we may omit \( x_0 \) (resp. \( z_0, R \)) from the above notation. As defined above, \( \Omega_R(x_0) := B_R(x_0) \cap \mathbb{R}^3_+ \).

Often we do not distinguish between scalar- and vector-valued function spaces in notation.

For vectors \( u \) and \( v \), we write \( (u \otimes v)_{ij} = u_i v_j \). For matrices \( F \) and \( G \), we write \( F : G = \sum_{ij} F_{ij} G_{ij} \). For matrix-valued \( F \), we write \( (\text{div } F)_i = \sum_j \partial_j F_{ij} \).

2. Preliminaries

We define\(^8\) the scaling exponent \( \#(p, q) \), whenever \( (p, q) \in [1, \infty]^2 \), by

\[
\#(p, q) = -\frac{3}{p} - \frac{2}{q}.
\] (2.1)

If \( f \in L^1_{\text{loc}}(\mathbb{R}^{3+1}) \), we have

\[
\|f(\lambda \cdot)\|_{L^p_{\text{loc}}(\mathbb{R}^{3+1})} = \lambda^{\#(p, q)} \|f\|_{L^p_{\text{loc}}(\mathbb{R}^{3+1})}.
\] (2.2)

**Lemma 2.1** (Local energy and pressure estimates). Let \( M \geq 1 \). Under the assumptions of Theorem 1.1, there exists a time

\[
S_1 \gtrsim \min(1, M^{-96})
\] (2.3)

satisfying the following property. Let \( \bar{S}_1 = \min(S_1, T) \). Then

\[
\sup_{x_0 \in \mathbb{R}^3_+} \left( \sup_{t \in (0, \bar{S}_1]} \int_{\Omega_2(x_0)} |u(x, t)|^2 \, dx + \int_{\Omega_2(x_0) \times (0, \bar{S}_1)} |\nabla u|^2 \, dx \, ds \right) \lesssim M^2
\] (2.4)

and \( p \) satisfies

\[
\sup_{x_0 \in \mathbb{R}^3_+} \|p - [p]_{\Omega_2(x_0)}\|_{L^\infty_t L^p_{\text{loc}}(\Omega_2(x_0) \times (0, \bar{S}_1))} \lesssim M^2.
\] (2.5)

In particular, it follows from (2.4) that whenever \( \#(p, q) = -3/2 \) and \( q \in [2, +\infty] \),

\[
\sup_{x_0 \in \mathbb{R}^3_+} \|u\|_{L^p_t L^q_{\text{loc}}(\Omega_2(x_0) \times (0, \bar{S}_1))} \lesssim M.
\] (2.6)

The velocity estimate is a restatement of Corollary 5.9 and Proposition 5.7 in [MMP19].\(^9\)

The pressure estimates are described in [MMP19, Propositions 2.1–2.3].

In the following, we write \( Q^\prime = Q^R_\text{int}(z_0) \). We refer to the subsection ‘Notation’ of the ‘Introduction’ where these parabolic cylinders and further notations are defined.

---

\(^8\)More generally, we could define scaling exponents for a variety of homogeneous function spaces to keep track of viable embeddings and interpolations. For example, \( \# L^p_t L^q_x = \#(p, q) \).

\(^9\)See specifically the equation below (5.16) in that paper for the lower bound (2.3) on the time \( S_1 \). Notice that the notation \( M \) is different therein and may be fixed to \( M = 2 \).
Let $a \in L_{t,x}^{5,2}(Q^i)$. Consider the following perturbed Navier-Stokes equations:

$$\begin{aligned}
\partial_t v - \Delta v + (v + a) \cdot \nabla v + \text{div}(a \otimes v) + \nabla q &= 0 \\
\text{div} v &= 0.
\end{aligned} \tag{NS_a}$$

**Definition 2.2.** We say that $(v, q)$ is a suitable weak solution of $(NS_a)$ in $Q^i$ if the following criteria are met:

1. $v \in L_{t}^{\infty}L_{x}^{2} \cap L_{t}^{2}H_{x}^{1}(Q^i)$, $q \in L^{1}(Q^i)$, and $vq \in L^{1}(Q^i)$. If $t = \text{bd}$, then also $v|_{\partial_{\text{mat}}}Q^i = 0$.
2. $(NS_a)$ is satisfied in $Q^i$ in the sense of distributions.
3. (Weak continuity in time) For all $\varphi \in L^{2}(B_{R}^{i}(x_0))$,
   $$
   \left( t \mapsto \int_{B_{R}^{i}(x_0)} v(x, t) \varphi \, dx \right) \in C(t_0 + [-R^2, 0]) \tag{2.7}
   $$
4. (Local energy inequality) For all non-negative $\Phi \in C_{0}^{\infty}(B_{R}(z_0) \times (t_0 - R^2, +\infty))$ and $t \in (t_0 - R^2, t_0)$,
   $$
   \begin{aligned}
   &\int_{B_{R}^{i}(x_0)} |v(x, t)|^{2} \Phi(x, t) \, dx + 2 \iint_{B_{R}^{i}(x_0) \times (-\infty, t)} |\nabla v|^{2} \Phi \, dx \, ds \\
   &\leq \iint_{B_{R}^{i}(x_0) \times (-\infty, t)} |v|^{2}(\partial_t + \Delta) \Phi \, dx \, ds + \iint_{B_{R}^{i}(x_0) \times (-\infty, t)} (|v|^{2} + 2q) v \cdot \nabla \Phi \, dx \, ds \\
   &\quad + \iint_{B_{R}^{i}(x_0) \times (-\infty, t)} |v|^{2} a \cdot \nabla \Phi \, dx \, ds \\
   &\quad + 2 \iint_{B_{R}^{i}(x_0) \times (-\infty, t)} a \otimes v : (\Phi \nabla v + v \otimes \nabla \Phi) \, dx \, ds.
   \end{aligned} \tag{2.8}
$$

Let $\zeta = (\zeta_x, \zeta_t)$ satisfying

$$
\begin{aligned}
\zeta_x &= 2 - \delta_x, \quad \zeta_t = 1 + \delta_t, \\
\# \zeta &= -\frac{7}{2} + \delta_0,
\end{aligned} \tag{2.9}
$$

where $0 < \delta_x, \delta_t, \delta_0 \ll 1$. These are the exponents for the pressure $q$. Let $\xi = (\xi_x, \xi_t)$ be its Hölder conjugate. Hence,

$$
\# \xi = -\frac{3}{2} - \delta_0 \tag{2.10}
$$

These are exponents for the velocity $v$. In principle, the constants below may depend on $\zeta$ and $\xi$. We consider them to be fixed in the following analysis.

We also require exponents for the perturbation $a$. Let $m \in [3, +\infty)$ and let $\#(p_1, q_1) = -3/2$ satisfying $q_1 \in (2, +\infty)$ and $1/\zeta_{1} = 1/2 + 1/q_{1}$ (in particular, heuristically, $q_1 = 2^{+}$ and $p_1 = 6^{-}$). Let $\#(p_2, q_2) = -5/2$ satisfying $q_2 = 2 - \delta_2$ where $0 < 2 \ll 1$ (in particular, $p_2 = 2^{+}$). Similarly to $\zeta$ and $\xi$, we consider $p_1, q_1, p_2, q_2$ as fixed and suppress dependence on them in the notation $\zeta$. We write

$$
\begin{aligned}
&\|a\|_{A_{m}(Q^i)} = R^{1-\frac{3}{m}} \|a\|_{L_{t,x}^{5m/3}(Q^i)} + \\
&\quad R^{\#(p_1, q_1)+1} \|a\|_{L_{t,x}^{p_1}(Q^i)} + R^{\#(p_2, q_2)+2} \|\nabla a\|_{L_{t,x}^{p_2}(Q^i)}.
\end{aligned} \tag{2.11}
$$
Notice that \( \#(5m/3, 5m/3) = -3/m \). We also define the Morrey-type space
\[
\|a\|_{M^m_{\cdot}(Q_R(z_0))} = \sup_{\bar{Q}} \|a\|_{A^m_\cdot(\bar{Q})}
\tag{2.12}
\]
where \( \bar{Q} \) ranges over parabolic balls \( Q_r(z_1) \subset Q_R(z_0) \). Similarly,
\[
\|a\|_{M^m_{\cdot}(Q_R^+(z_0))} = \sup_{\bar{Q}} \|a\|_{A^m_\cdot(\bar{Q})} + \sup_{\bar{Q}^+} \|a\|_{A^m_\cdot(\bar{Q}^+)}
\tag{2.13}
\]
where \( \bar{Q} \) ranges over parabolic balls \( Q_r(z_1) \subset Q_{R_r}(z_0) \) and \( \bar{Q}^+ \) ranges over parabolic half-balls \( Q_r^+(z_1) \subset Q_{R_r}(z_0) \) with \( z_0 \in \partial_{\text{flat}} Q^+ \). In particular, \( \|a\|_{A^m_{\cdot}(Q_{R_r}(z_0))} \leq \|a\|_{M^m_{\cdot}(Q_{k_{R_r}(z_0)})} \) and \( \|a\|_{M^m_{\cdot}(Q_{r}(z_0))} \leq \|a\|_{M^m_{\cdot}(Q_{k_{r}(z_0)})} \) when \( r \in (0, R) \).

Finally, we demonstrate that, in the setting of the proof of Theorem 1.3, the coefficient \( a \) will belong to the desired Morrey spaces.

**Lemma 2.3.** Let \( m \in [3, +\infty) \), \( u_0 \in L^m_\sigma(\mathbb{R}^3_+) \) with \( \|u_0\|_{L^m(\mathbb{R}^3_+)} \leq N \), and \( a \) be the strong solution on \( \mathbb{R}^3_+ \times (0, T_\infty(u_0)) \) constructed in Proposition A.1. Consider \( a \) as extended backward-in-time by zero. Then, for all \( t_0 \in (0, T_m) \) and interior and boundary balls \( Q_{z_0}^2(t_0) \), where \( t \in \{\text{int, bd}\} \) and \( z_0 = (x_0, t_0) \), we have
\[
\|a\|_{M^m_{\cdot}(Q_{z_0}^2(t_0))} \lesssim_m N.
\tag{2.14}
\]

**Proof.** Recall from (2.11) that \( \|\cdot\|_{A^m_\cdot} \) in the definition of \( \|\cdot\|_{M^m_\cdot} \) is comprised of three parts. The \( L^{5m/3}_{t,x} \) part is controlled by (A.3). Regarding the remaining two parts, we observe from (A.1) and (A.2) that
\[
\|a\|_{L_{t,x}^{1,\infty}L_{x}^{2,1}(\mathbb{R}^3_+ \times (0, T_m))} + \|\nabla a\|_{L_{t,x}^{1,\infty}L_{x}^{2,1}(\mathbb{R}^3_+ \times (0, T_m))} \lesssim_m N
\tag{2.15}
\]
whenever \( s_1, s_2 \geq m \), \( \#(s_1, l_1) = -3/m \), and \( \#(s_2, l_2) = -1 - 3/m \). Applying Hölder’s inequality for Lorentz spaces in the time variable yields the desired estimate when \( s_1 = p_1 \) and \( s_2 = p_2 \).

\[
3. \varepsilon\text{-regularity for perturbed Navier-Stokes system}
\]

In this section, all constants are allowed to depend on \( m \) unless specified otherwise.

**Proposition 3.1 (Subcritical \( \varepsilon \)-regularity).** Let \( m > 3 \). There exist \( \varepsilon_{\text{CKN}}, \alpha > 0 \) satisfying the following property. If \( (v, q) \) is a suitable weak solution of the perturbed Navier-Stokes equations (NS\( \sigma \)) on \( Q^\prime \) in the sense of Definition 2.2 satisfying
\[
\|v\|_{L_t^{s_1}L_x^{l_1}(Q^\prime)} + \|q\|_{L_t^{s_2}L_x^{l_2}(Q^\prime)} + \|a\|_{M^m_{\cdot}(Q^\prime)} \leq \varepsilon_{\text{CKN}},
\tag{3.1}
\]
then \( v \in C^\alpha_{\text{par}}(Q_{1/2}^\prime) \) and
\[
\|v\|_{C^\alpha_{\text{par}}(Q_{1/2}^\prime)} \lesssim \|v\|_{L_t^{s_1}L_x^{l_1}(Q^\prime)} + \|q\|_{L_t^{s_2}L_x^{l_2}(Q^\prime)}.
\tag{3.2}
\]

In the Navier-Stokes context, the idea of \( \varepsilon \)-regularity is that, if a particular local quantity is \( O(\varepsilon) \), then the non-linearity is \( O(\varepsilon^2) \), and the solution should enjoy the local regularity of solutions to the Stokes equations. This may be regarded as a local perturbation theorem around the Stokes equations. While the quantity in Proposition 3.1 may look arbitrary to a newcomer, the point is that it controls the local energy, due to the local energy inequality (2.8).
We now introduce some notation. If \((v, q)\) is a suitable weak solution on \(Q_R^\epsilon\), we define
\[
Y^\epsilon(R, v, q) = R^{\#\xi} |v|_{L^t_t L_x^\epsilon(Q_R^\epsilon)} + R^{\#\xi+1} |q - [q]_{B_R^\epsilon}|_{L^t_t L_x^\epsilon(Q_R^\epsilon)} \quad (3.3)
\]
where \([q]_{B_R^\epsilon} = \int_{B_R^\epsilon} q \, dx\), and
\[
Y_{osc}^\epsilon(R, v, q) = R^{\#\xi} |v - (v)_{Q_R^\epsilon}|_{L^t_t L_x^\epsilon(Q_R^\epsilon)} + R^{\#\xi+1} |q - [q]_{B_R^\epsilon}|_{L^t_t L_x^\epsilon(Q_R^\epsilon)} \quad (3.4)
\]
where \((v)_{Q_R^\epsilon} = \iint_{Q_R^\epsilon} v \, dx \, dt\). Note that \(RY^\epsilon(R, v, q)\) and \(RY_{osc}^\epsilon(R, v, q)\), rather than \(Y^\epsilon\) and \(Y_{osc}^\epsilon\), themselves, have the critical scaling. The velocity term in \(Y^\epsilon(R, v, q)\) has the same scaling as \(L^\infty\).

To simplify, if the context is clear, we sometimes write \(Y(R)\) instead of \(Y(R, v, q)\), and similarly for the quantities \(Y_{osc}(R)\), \(Y^+(R)\), and \(Y_{osc}^+(R)\), etc. We sometimes also consider the quantities centered at \(z_0\) and write \(Y(z_0, R, v, q)\), etc.

With this notation, we can state the \(\epsilon\)-regularity with critical lower order terms.

**Proposition 3.2** (Critical \(\epsilon\)-regularity). There exist \(\epsilon_{CKN}, \bar{\alpha} > 0\) satisfying the following property. Suppose that \((v, q)\) is a suitable weak solution of the perturbed Navier-Stokes equations (NS\(_\alpha\)) on \(Q^\epsilon\) in the sense of Definition 2.2 satisfying
\[
||v||_{L^t_t L_x^\epsilon(Q^\epsilon)} + ||q||_{L^t_t L_x^\epsilon(Q^\epsilon)} + ||a||_{M_3(Q^\epsilon)} \leq \epsilon_{CKN} \quad (3.5)
\]
Then, for the interior case, for all \(\alpha \in [-1, 0]\), we have the subcritical Morrey estimate
\[
\sup_{z_0, R} R^{-\alpha} Y(z_0, R, v, q) \lesssim_\alpha ||v||_{L^t_t L_x^\epsilon(Q^\epsilon)} + ||q||_{L^t_t L_x^\epsilon(Q^\epsilon)} \quad (3.6)
\]
where \(z_0 = (x_0, t_0), |x_0| < 1/2, \) and \(R < 1/2\) satisfy \(Q(z_0, R) \subset Q^\epsilon\). Particular to the boundary case \(\iota = bd\), we additionally have that for all \(\alpha \in (0, \bar{\alpha})\),
\[
\sup_{z_0, R} R^{-\alpha} Y^+(z_0, R, v, q) \lesssim_\alpha ||v||_{L^t_t L_x^\epsilon(Q^+)} + ||q||_{L^t_t L_x^\epsilon(Q^+)} \quad (3.7)
\]
where \(|x_0| < 1/2, d(x_0) = 0, R < 1/2, \) and \(Q^+(z_0, R) \subset Q^+\).

**Summary of the method.** Lin’s compactness method is in two steps:

1. **Step 1. Morrey estimate,** or, improve the growth of \(Y(R)\). The goal of this step is to demonstrate that, for all \(\alpha \in [-1, 0]\), smallness of \(Y(1)\) and the coefficient \(a\) implies
\[
Y(R) \lesssim_\alpha R^\alpha Y(1) \quad \text{for all} \ R \leq 1. \quad (3.8)
\]
Notice that the smaller \(\alpha\) is, the closer \(v\) is to boundedness. We do not need to prove this for all \(R \leq 1\) at once. Rather, we can show an improvement over a single scale, from \(R = 1\) to \(R = \theta_0\), see Lemma 3.3. Afterward, one can iterate the one-scale improvement to achieve the improvement for all scales, see Lemma 3.6.

To identify the good scale \(\theta_0,\) Lin employed a compactness/contradiction argument: If we have a sequence of solutions with \(Y(1, v^{(k)}, q^{(k)}) \leq \epsilon_k \to 0^+\) (which also violate the conclusion), then the non-linearity is \(O(\epsilon_k^2)\). Since the coefficients \(a^{(k)}\) are \(O(\epsilon_k)\), the lower order terms are also \(O(\epsilon_k^2)\). The normalized solutions

\(^{10}\) Notice that the quantity \(Y(R)\) should not actually decay as \(R \to 0^+\) unless the solution vanishes.
Let $w^{(k)} = v^{(k)}/\varepsilon_k$ solve a Navier–Stokes-type equation whose non-linearity and lower-order terms are $O(\varepsilon_k)$. Hence, the limiting normalized solution $(U, P)$ satisfies the Stokes equations. The better regularity of $(U, P)$ is used to identify a good scale and yield the contradiction.

**Step 2. Campanato estimate**, or, improve the decay of $Y_{osc}(R)$. The goal of this step is to demonstrate that, for all $0 < \alpha \ll 1$, smallness of $Y(1)$ and the coefficient $a$ implies

$$Y_{osc}(R) \lesssim R^\alpha Y_{osc}(1) \text{ for all } R \leq 1,$$

(3.9)

since this estimate at every point is equivalent to Hölder continuity.

Again, it is enough to show the improvement over a single scale, see Lemma 3.5. However, notice that smallness of $Y(1)$, rather than $Y_{osc}(1)$, is required. The reason is the following. If the mean $(v)_Q$ is very large, then we expect that the drift carries information into the domain very quickly, which makes it more difficult to localize the solution. Therefore, to iterate the oscillation lemma, we require the scale-invariant Morrey estimate on $Y(R)$, that is, (3.8) with $\alpha = -1$, see the proof of Lemma 3.6. This is why Lin’s method contains two separate compactness arguments.

In the contradiction argument for the oscillation, one analyzes normalized solutions $v^{(k)}$ after subtracting off the mean. This introduces a significant new term $(v^{(k)})_Q \cdot \nabla a^{(k)}/\varepsilon_k$, which may not converge to zero but rather contributes a forcing term $\text{div} F$ to the Stokes system for the limiting normalized solution $(U, P)$. When $a^{(k)} \in L^{5m/3}$ is subcritical ($m > 3$), the solution $(U, P)$ is Hölder continuous, and we can conclude. When $m = 3$, this argument fails, so we stop at Step 1.\(^{11}\)

The above two steps are interior estimates. In the boundary setting, there is a third step.

**Step 3. Boundary Morrey estimate**, see Lemma 3.4. Due to the no-slip conditions, the quantity $Y^+(R)$ can decay as $R \to 0^+$, and one simply uses $Y^+(R)$ to control $Y_{osc}^+(R)$.

Let $\alpha_0 = 2 - 2/\zeta_t$.

**Lemma 3.3** (Interior Morrey estimate). Let $m \geq 3$. Let $(v, q)$ be a suitable weak solution of $(\text{NS}_a)$ on $Q$ in the sense of Definition 2.2. For all $\alpha \in [-1, 0)$, there exist constants $\varepsilon_0, \theta_0 \in (0, 1)$ satisfying the following property. If

$$Y(1) + \|a\|_{A_m(Q)} \leq \varepsilon_0,$$

(3.10)

then

$$Y(\theta_0) \leq \theta_0^{\alpha_0} Y(1).$$

(3.11)

The above lemma is typically iterated with $\alpha = -1$, which corresponds to producing a critical bound at small scales.

\(^{11}\)One can construct unbounded solutions to the heat equation in three dimensions with forcing $\text{div} f$, where $f \in L^5$, and which belong to all $L^p, p < +\infty$. The Stokes equations are likely no better.
Lemma 3.4 (Boundary Morrey estimate). Let $m \geq 3$. Let $(v, q)$ be a suitable weak solution of \((\text{NS}_a)\) on $Q^+$ in the sense of Definition 2.2. For all $\alpha \in (0, \alpha_0)$, there exist constants $\varepsilon_0^+, \theta_0^+ \in (0, 1)$ satisfying the following property. If
\[
Y^+(1) + \|a\|_{A_m(Q^+)} \leq \varepsilon_0^+,
\]
then
\[
Y^+(\theta_0^+) \leq (\theta_0^+)^\alpha Y^+(1).
\]

Notice that in the above lemma $\alpha$ is positive, contrary to Lemma 3.3. Let us stress once again that this fact relies on the no-slip boundary condition for $v$.

Let $\alpha_1 = \min(\alpha_0, 1 - 3/m)$.

Lemma 3.5 (Interior Campanato estimate). Let $m > 3$ and $(v, q)$ be a suitable weak solution of \((\text{NS}_a)\) on $Q$ in the sense of Definition 2.2. For all $\alpha \in (0, \alpha_1)$, there exist constants $\varepsilon_1, \theta_1 \in (0, 1)$ satisfying the following property. If
\[
|\langle v \rangle_Q| + Y_{\text{osc}}(1) + \|a\|_{L^{5m/3}(Q)} \leq \varepsilon_1,
\]
then
\[
Y_{\text{osc}}(\theta_1) \leq \theta_1^\alpha \left( Y_{\text{osc}}(1) + |\langle v \rangle_Q| \|a\|_{L^{5m/3}(Q)} \right).
\]

Notice that the smallness of the mean velocity $|\langle v \rangle_Q|$ is not propagated to small scales by Lemma 3.5. Rather, it is propagated by Lemma 3.3.

We also require a translated, rescaled, and iterated version of the same lemmas:

Lemma 3.6 (Iterated estimates). Let $(v, q)$ be a suitable weak solution of \((\text{NS}_a)\) on $Q^+_\uparrow(z_0)$ in the sense of Definition 2.2. For all $\beta \in [-1, 0)$ and $\alpha \in (0, \alpha_0)$, there exist a constant $\varepsilon_0^+ > 0$ satisfying the following property. If
\[
RY^+(z_0, R) + \|a\|_{M_m(Q^+_\uparrow(z_0))} \leq \varepsilon_0^+,
\]
then, for all $r \in (0, R)$, we have
\[
Y^+(z_0, r) \lesssim_\beta (r/R)^\beta Y^+(z_0, R).
\]
If also $\iota = \text{bd}$, then
\[
Y^+(z_0, r) \lesssim_\alpha (r/R)^\alpha Y^+(z_0, R).
\]
Finally, when $m > 3$ and $\alpha \in (0, \alpha_1)$, we have
\[
Y_{\text{osc}}(z_0, r) \lesssim_\alpha (r/R)^\alpha Y^+(z_0, R)
\]
in the interior and boundary settings.

Proof of Lemma 3.3 and Lemma 3.4. We prove Lemma 3.3 and Lemma 3.4 in tandem. Let $\iota \in \{\text{int}, \text{bd}\}$. If $\iota = \text{int}$, let $\alpha \in [-1, 0)$. If $\iota = \text{bd}$, let $\alpha \in (0, \alpha_0)$.

1. Set-up. For contradiction, suppose that for each $\tilde{\theta} \in (0, 1/2)$, there exists a sequence $(v^{(k)}, q^{(k)})$ of solutions to the perturbed Navier-Stokes equations in $Q^\iota$ with lower order terms $(a^{(k)})$ satisfying
\[
\varepsilon_k := Y^+(1, v^{(k)}, q^{(k)}) \to 0^+,
\]
\[
\|a^{(k)}\|_{A_m(Q^\iota)} \to 0
\]
and
\[
Y^+(\tilde{\theta}, v^{(k)}, q^{(k)}) > \tilde{\theta}^\alpha \varepsilon_k.
\]
In Step 6 below, $\tilde{\theta}$ will be fixed according to the limit problem (which is independent of $(v^{(k)}, q^{(k)})$). To capture the leading order terms in the PDE satisfied by $(v^{(k)}, q^{(k)})$, we define

$$w^{(k)} = \frac{v^{(k)}}{\varepsilon_k}, \quad \pi^{(k)} = \frac{q^{(k)} - [q^{(k)}]_B}{\varepsilon_k}.$$  
(3.23)

Then

$$Y^t(1, w^{(k)}, \pi^{(k)}) = 1$$  
(3.24)

and

$$Y^t(\theta, w^{(k)}, \pi^{(k)}) > \tilde{\theta}^a.$$  
(3.25)

Moreover, $(w^{(k)}, \pi^{(k)})$ solves

$$\begin{cases}
\partial_t w^{(k)} - \Delta w^{(k)} + (\varepsilon_k w^{(k)} + a^{(k)}) \cdot \nabla w^{(k)} + w^{(k)} \cdot \nabla a^{(k)} + \nabla \pi^{(k)} = 0 \\
\text{div } w^{(k)} = 0.
\end{cases}$$  
(3.26)

When $t = bd$, we also require $w^{(k)} = 0$ on $\partial_{\text{flat}} Q^+.$

2. Energy estimates. Let $1/2 \leq r < R \leq 1$ and $\phi \in C_0^\infty(Q_R)$ satisfying $\phi \equiv 1$ on $Q_r$, $0 \leq \phi \leq 1$ globally, and $|\partial_t \phi| + |\nabla \phi|^2 + |\nabla^2 \phi| \lesssim 1/(R - r)^2$. Let $\Phi = \phi^2$.

The local energy inequality becomes

$$\int_{B^r} |w^{(k)}(x, t)|^2 \Phi(x, t) \, dx + 2 \int_{B^r \times (-1, t)} |\nabla w^{(k)}|^2 \Phi \, dx \, ds \leq \int_{B^r \times (-1, t)} |w^{(k)}|^2 (\partial_t + \Delta) \Phi \, dx \, ds$$

$$+ \int_{B^r \times (-1, t)} (\varepsilon_k |w^{(k)}|^2 + 2\pi^{(k)}) w^{(k)} \cdot \nabla \Phi \, dx \, ds$$

$$+ \int_{B^r \times (-1, t)} |w^{(k)}|^2 a^{(k)} \cdot \nabla \Phi \, dx \, ds$$

$$+ 2 \int_{B^r \times (-1, t)} a^{(k)} \otimes w^{(k)} : (\Phi \nabla w^{(k)} + w^{(k)} \otimes \nabla \Phi) \, dx \, ds.$$  
(3.27)

We have

$$\int_{B^r \times (-1, t)} |\nabla (w^{(k)} \phi)|^2 \, dx \, ds \lesssim \int_{B^r \times (-1, t)} |\nabla w^{(k)}|^2 \Phi + |w^{(k)}|^2 |\nabla \phi|^2 \, dx \, ds.$$  
(3.28)

Together, (3.27) and (3.28) yield

$$\sup_{t \in (-1, 0)} \int_{B^r} |w^{(k)}(x, t) \phi(x, t)|^2 \, dx + \int_{Q^r} |\nabla (w^{(k)} \phi)|^2 + |\nabla w^{(k)}|^2 \Phi \, dx \, ds$$

$$\lesssim \int_{Q^r} |w^{(k)}|^2 (|\partial_t \Phi| + |\Delta \Phi| + |\nabla \phi|^2) \, dx \, ds$$

$$+ \int_{Q^r} (\varepsilon_k |w^{(k)}|^2 + |\pi^{(k)}|) |w^{(k)}||\nabla \Phi| \, dx \, ds$$

$$+ \int_{Q^r} |w^{(k)}|^2 |a^{(k)}||\nabla \Phi| \, dx \, ds + \int_{Q^r} |a^{(k)}||w^{(k)}||\nabla w^{(k)}| \Phi \, dx \, ds.$$  
(3.29)
In particular, Sobolev’s embedding and elementary interpolation in Lebesgue spaces yield
\[
C_0 \|w^{(k)}\|_{L_q^p(Q^c)}^2 \leq \text{right-hand side of (3.29)} \tag{3.30}
\]
as long as \( q \in [2, \infty] \) and \( \#(p, q) = -3/2 \). For example, we may set \( p = q = 10/3 \).

We now estimate each term on the right-hand side of (3.29). Immediately,
\[
\int_{Q^c} |w^{(k)}|^2 (|\partial_t \Phi| + |\Delta \Phi| + |\nabla \phi|^2) \, dx \, ds + 2 \int_{Q^c} |\pi^{(k)}| |w^{(k)}| |\nabla \Phi| \, dx \, ds \leq \frac{Y'^{(2,1)}}{(R-r)^2} \tag{3.31}
\]

Next, we estimate the terms involving \( a^{(k)} \):
\[
\int_{Q^c_{3/2} \setminus Q^c_{1/2}} |w^{(k)} \phi||w^{(k)}| |\nabla \phi||a^{(k)}| \, dx \, ds \lesssim \frac{Y'(1, w^{(k)}, \pi^{(k)})^2}{(R-r)^2} + \|w^{(k)}\|_{L^\infty(Q^c)}^2 \|a^{(k)}\|_{L^{5m/3}(Q^c)}^2 \tag{3.32}
\]
and
\[
\int_{Q^c} |a^{(k)}| |w^{(k)}| |\nabla w^{(k)}| \phi^2 \, dx \, ds \lesssim \|\phi \nabla w^{(k)}\|_{L^2(Q^c)} \|w^{(k)}\|_{L^\infty(Q^c)} \|a^{(k)}\|_{L^{5m/3}(Q^c)}. \tag{3.33}
\]

Finally, we estimate the term\(^{12}\) involving \( |w^{(k)}|^3 \):
\[
\varepsilon_k \int_{Q^c_{3/2} \setminus Q^c_{1/2}} |w^{(k)}|^3 |\nabla \Phi| \, dx \, ds \lesssim \frac{\varepsilon_k}{R-r} \|w^{(k)}\|_{L^3_t L^6_x(Q^c_{3/2} \setminus Q^c_{1/2})} \|w^{(k)}\|_{L^{2\kappa}_t L^6_x(Q^c_{3/2} \setminus Q^c_{1/2})}^2 \tag{3.34}
\]
\[
\lesssim \frac{\varepsilon_k}{R-r} Y'(1, w^{(k)}, \pi^{(k)}) \|w^{(k)}\|_{L^{2\kappa}_t L^6_x(Q^c_{3/2} \setminus Q^c_{1/2})} \|w^{(k)}\|_{L^{2\kappa}_t L^6_x(Q^c_{3/2} \setminus Q^c_{1/2})}^{2(1-\kappa)} \lesssim \frac{O(1)}{(R-r)^{1-\kappa}} + \varepsilon_k \|w^{(k)}\|_{L^p_t L^6_x(Q^c_{3/2} \setminus Q^c_{1/2})}^2,
\]

where \( \kappa \in (0, 1) \), \( \#(p, q) = -3/2 \), and \( q \in (2, +\infty) \) is now fixed.\(^{13}\)

\(^{12}\)Similar computations arise in the De Giorgi–Nash–Moser theory for parabolic equations with divergence-free drift \( b \), specifically, in the treatment of the drift term in the proof of the Caccioppoli inequality [AD21].

\(^{13}\)The numerology is as follows: \( \kappa \in (0, 1) \) is chosen to satisfy
\[
\#(2\zeta_x, 2\zeta_t) = \kappa(-3/2) + (1 - \kappa)(-5/2), \tag{3.35}
\]
which is possible because \( \#(2\zeta_x, 2\zeta_t) = -7/4 + \delta_0/2 \). Here, \(-3/2 \) is the scaling number associated with the energy space and \(-5/2 = \#(2, 2) \). Then \( (p, q) \) are defined by
\[
\frac{1}{2\zeta_t} = \frac{\kappa}{q} + \frac{1 - \kappa}{2}, \quad \frac{1}{2\zeta_x} = \frac{\kappa}{p} + \frac{1 - \kappa}{2}. \tag{3.36}
\]
It follows from (3.35) and (3.36) that \( \#(p, q) = -3/2 \) and \( q \in (2, +\infty) \).
Since
\[ \|a^{(k)}\|_{L^{5m/3}(Q^t)} \to 0 \quad \text{as} \quad k \to +\infty, \quad (3.37) \]
various terms containing it may be absorbed into the left-hand side of (3.29). This yields
\[ \sup_{t \in (-r^2,0)} \int_{B_t^r} |w^{(k)}(x,t)|^2 \, dx + \int_{Q^t} |\nabla w^{(k)}|^2 \, dx \, ds + \|w^{(k)}\|^2_{L^q_tL^p_x(Q^t)} \]
\[ \leq \frac{O(1)}{(R-r)^{1/3}} + \varepsilon_k^3 \|w^{(k)}\|^2_{L^q_tL^p_x(Q^t \setminus Q^t)}. \quad (3.38) \]
When \( k \geq k_0 \gg 1 \), we have \( \varepsilon_k \ll 1 \), so we may iterate the inequality (3.38) ‘outward’ along a well-chosen increasing sequence of scales \( r_j, \; j = 0, 1, 2, \ldots \), with \( r_0 = 3/4 \) and \( r_j \to 1 \) as \( j \to +\infty \), see [Giou03, p. 191, Lemma 6.1]. Hence, when \( k \gg 1 \),
\[ \sup_{t \in (-9/16,0)} \int_{B_{3/4}^r} |w^{(k)}(x,t)|^2 \, dx + \int_{Q_{3/4}^t} |\nabla w^{(k)}|^2 \, dx \, ds \leq 1. \quad (3.39) \]
Therefore, along a subsequence (without relabeling):
\[ w^{(k)} \rightharpoonup U \text{ in } L^\infty_x L^2_t \cap L^2_x H^1_t(Q_{3/4}^t) \]
\[ w^{(k)} \rightharpoonup P \text{ in } L^G_t L^G_x(Q^t) \]
and
\[ \sup_{t \in (-9/16,0)} \int_{B_{3/4}^r} |U(x,t)|^2 \, dx + \int_{Q_{3/4}^t} |\nabla U|^2 \, dx \, ds + Y^t(1, U, P) \leq 1. \quad (3.40) \]
If \( t = bd \), we also have \( U|_{\partial_{\text{int}} Q_{3/4}^t} = 0 \). Moreover, after analyzing the convergence of each term in (3.26), we find
\[ \begin{cases} 
\partial_t U - \Delta U + \nabla P = 0 & \text{in } Q_{3/4}^t, \\
\text{div } U = 0 & \text{in } Q_{3/4}^t.
\end{cases} \quad (3.41) \]

3. Time derivative estimates. Using the above estimates and
\[ \partial_t w^{(k)} = \Delta w^{(k)} - \text{div} \left[ (\varepsilon_k w^{(k)} + a^{(k)}) \otimes w^{(k)} + w^{(k)} \otimes a^{(k)} \right] - \nabla w^{(k)}, \quad (3.42) \]
we estimate the time derivative:
\[ \|\partial_t w^{(k)}\|_{L^{1+\nu}_{t}W^{-1+\nu}_{x}(Q_{3/4}^t)} \lesssim 1, \quad (3.43) \]
where \( 0 < \nu \ll 1 \). The Aubin–Lions lemma yields, up to a subsequence, \(^{14}\)
\[ w^{(k)} \to U \text{ in } L^2_{t,x}(Q^t). \quad (3.44) \]
By interpolation with the energy norm, we also have
\[ w^{(k)} \to U \text{ in } L^q_tL^p_x(Q_{3/4}^t) \quad (3.45) \]
when \( \#(p, q) < -3/2 \) and \( q \in [2, +\infty) \).

\(^{14}\)The requisite chain of embeddings is \( H^1(B^r_{1/2}) \hookrightarrow L^2(B^r_{1/2}) \hookrightarrow W^{-1+\nu}(B^r_{1/2}) \).
4. Estimates for the limit equation. By (3.42) and local maximal regularity [Ser10, Theorem 1.2] for the time-dependent Stokes equations (3.43) in \( Q_{3/4}^1 \),

$$\| \partial_t U, \nabla^2 U, \nabla U, U, \nabla P \|_{L_t^{\infty} L_x^6(Q_{1/2})} \lesssim \rho$$

(3.48)

for all \( \rho \in [1, +\infty) \), where Ehrling’s inequality [Gal11, p. 77] is used to estimate \( \nabla U \) in terms of \( U \) and \( \nabla^2 U \). In particular, parabolic Sobolev embedding into Hölder spaces (see [AB20, Lemma B.1]) yields

$$\| U \|_{C^{0,\alpha'}_{\text{par}}(Q_{1/2})} \lesssim \alpha'$$

(3.49)

for all \( \alpha' \in (0, \alpha_0) \), where we recall that \( \alpha_0 = 2 - 2/\zeta_t \). We claim that there exists \( \theta_1 \in (0, 1/4) \) such that

$$\theta^\# \xi \| U \|_{L_t^{3} L_x^6(Q_{3/4})} \leq \theta^{\alpha}/8$$

(3.50)

for all \( \theta \in (0, \theta_1] \). Here, we will distinguish between the interior and boundary cases. When \( t = \text{int} \), we took \( \alpha \in [-1, 0) \), and (3.50) follows from \( \| U \|_{L^{\infty}(Q_{1/2})} \lesssim 1 \). When \( t = \text{bd} \), we took \( \alpha \in (0, \alpha_0) \), and (3.50) follows from \( \| U \|_{C^{0,\alpha'}_{\text{par}}(Q_{1/2})} \lesssim \alpha' \)

for all \( \alpha' \in (\alpha, \alpha_0) \) and the no-slip boundary condition.

Finally, by the strong convergence (3.47) of \( w^{(k)} \to U \) in \( L_t^{3} L_x^6(Q_{3/4}^1) \),

$$\limsup_{k \to +\infty} \theta^\# \xi \| w^{(k)} \|_{L_t^{3} L_x^6(Q_{3/4}^1)} \leq \theta^{\alpha}/4.$$  

(3.51)

5. Pressure estimates. Next, we decompose the pressure. Let

$$f^{(k)} = \varepsilon_k w^{(k)} \cdot \nabla w^{(k)} + a^{(k)} \cdot \nabla w^{(k)} + w^{(k)} \cdot \nabla a^{(k)}.$$  

(3.52)

We will show

$$\| f^{(k)} \|_{L_t^{3} L_x^6(Q_{3/4}^1)} \to 0 \text{ as } k \to +\infty.$$  

(3.53)

where \( \ell_x \) is defined by \( \#(\ell_x, \zeta_t) = -4 \). We estimate term-by-term:

$$\varepsilon_k \| w^{(k)} \cdot \nabla w^{(k)} \|_{L_t^{3} L_x^6(Q_{3/4}^1)} \lesssim \varepsilon_k \| w^{(k)} \|_{L_t^{3} L_x^{6}(Q_{3/4}^1)} \| \nabla w^{(k)} \|_{L_t^{3} L_x^{6}(Q_{3/4}^1)} \lesssim \varepsilon_k \to 0,$$

(3.54)

$$\| a^{(k)} \cdot \nabla w^{(k)} \|_{L_t^{3} L_x^6(Q_{3/4}^1)} \lesssim \| a^{(k)} \|_{L_t^{3} L_x^{6} (Q_{3/4}^1)} \| \nabla w^{(k)} \|_{L^2(Q_{3/4}^1)} \lesssim \| a^{(k)} \|_{A_m(Q_t^1)} \to 0,$$

(3.55)

and

$$\| w^{(k)} \cdot \nabla a^{(k)} \|_{L_t^{3} L_x^6(Q_{3/4}^1)} \lesssim \| w^{(k)} \|_{L_t^{3} L_x^{6}(Q_{3/4}^1)} \| \nabla a^{(k)} \|_{L_t^{3} L_x^{6}(Q_{3/4}^1)} \lesssim \| a^{(k)} \|_{A_m(Q_t^1)} \to 0,$$

(3.56)

where \( \#(p, q) = -3/2, 1/\zeta_t = 1/q + 1/q_2 \), and \( q \in [2, +\infty] \) is fixed. Recall that \((p_1, q_1), (p_2, q_2)\) are defined above (2.11).

Consider the solution \((\tilde{w}^{(k)}, \tilde{\pi}^{(k)})\) of the Stokes equations

$$\begin{cases}
\partial_t \tilde{w}^{(k)} - \Delta \tilde{w}^{(k)} + \nabla \tilde{\pi}^{(k)} = -\chi f^{(k)} & \text{in } \mathbb{R}_t^3 \times (-1, 0) \\
\text{div} \ \tilde{w}^{(k)} = 0 & \text{in } \mathbb{R}_t^3 \times (-1, 0) \\
\tilde{w}^{(k)}(\cdot, -1) = 0
\end{cases}$$

(3.57)
where \( \mathbb{R}^3_{\text{int}} = \mathbb{R}^3, \mathbb{R}^3_{\text{bd}} = \mathbb{R}^3_+, \) and \( \chi \in C^\infty_0(\mathbb{R}^{3+1}) \) with \( \chi \equiv 1 \) on \( Q_{5/8} \) and \( \chi \equiv 0 \) outside of \( Q_{3/4} \). When \( \varepsilon = \text{bd} \), we impose also the no-slip condition \( \tilde{w}^{(k)}|_{\partial \mathbb{R}^3_+} (\cdot, t) = 0 \) for all \( t \in (-1,0) \). Global maximal regularity implies

\[
\| \nabla \tilde{\pi}^{(k)}, \partial_t \tilde{w}^{(k)}, \nabla^2 \tilde{w}^{(k)}, \nabla \tilde{w}^{(k)}, \tilde{w}^{(k)} \|_{L^2_t L^6_x(\mathbb{R}^3 \times (-1,0))} \to 0 \quad \text{as} \quad k \to +\infty \tag{3.58}
\]

and, by a Poincaré-Sobolev inequality, for all \( \theta \in (0,5/8) \),

\[
\| \tilde{\pi}^{(k)} - [\tilde{\pi}^{(k)}]_{B_\theta} \|_{L^2_t L^{6/\theta}_x(Q_{\theta})} \to 0 \quad \text{as} \quad k \to +\infty, \tag{3.59}
\]

since \( \# \zeta = -7/2 + \delta_0 < -3 = 1 + \#(\ell_x, \zeta_t) \). Let

\[
w_harm^{(k)} = w^{(k)} - \tilde{w}^{(k)}, \quad \pi_harm^{(k)} = \pi^{(k)} - [\pi^{(k)}]_{B_\theta} - \tilde{\pi}^{(k)}.
\]

Then

\[
\begin{cases}
\partial_t w_harm^{(k)} - \Delta w_harm^{(k)} + \nabla \pi_harm^{(k)} = 0 \quad \text{in} \quad Q_{5/8}^t \\
div w_harm^{(k)} = 0 \quad \text{in} \quad Q_{5/8}^t
\end{cases}
\]

with \( w_harm^{(k)}|_{\partial_{\text{hat}} Q_{5/8}^t} = 0 \) in the boundary case. From (3.60) and the estimates (3.24), (3.58) and (3.59), we know

\[
\| w_harm^{(k)}, \nabla w_harm^{(k)} \|_{L^{1+\nu}_{t,x}(Q_{3/4}^t)} + \| \pi_harm^{(k)} - [\pi_harm^{(k)}]_{B_{\theta/4}} \|_{L^1_t L^{1+\nu}_{x}(Q_{3/4}^t)} \lesssim 1, \tag{3.62}
\]

where \( 0 < \nu \ll 1 \). Local maximal regularity estimates for solutions of (3.61) satisfying (3.62) imply

\[
\| \nabla \pi_harm^{(k)} \|_{L^p_t L^6_x(Q_{1/2}^t)} \lesssim 1 \quad \text{for all} \quad p \in [1, +\infty). \tag{3.63}
\]

Now, by Poincaré’s inequality,

\[
\| \pi_harm^{(k)} - [\pi_harm^{(k)}]_{B_\theta} \|_{L^1_t L^6_x(B_\theta \times (-1/4,0))} \lesssim \theta \| \nabla \pi_harm^{(k)} \|_{L^1_t L^6_x(B_\theta \times (-1/4,0))}
\]

\[
\lesssim_p \theta^{1 + \frac{\# \zeta}{\theta} - \frac{\alpha}{p}} \lesssim_p \theta^{\# \zeta - 1 - \theta^{\alpha - \frac{\alpha}{4}}}.
\]

In particular, whenever \( \alpha < \alpha_0 \), there exists \( \theta_2 = \theta_2(\alpha) \in (0,1/4) \) such that, for all \( \theta \in (0, \theta_2] \) and \( k \gg 1 \), we have

\[
\theta^{\# \zeta + 1} \| \pi_harm^{(k)} - [\pi_harm^{(k)}]_{B_\theta} \|_{L^1_t L^6_x(Q_\theta^t)} \leq \frac{\theta^\alpha}{4}. \tag{3.65}
\]

Hence, using the strong convergence of \( \tilde{\pi}^{(k)} \) in (3.59), we have

\[
\limsup_{k \to +\infty} \theta^{\# \zeta + 1} \| \pi^{(k)} - [\pi^{(k)}]_{B_\theta} \|_{L^1_t L^6_x(Q_\theta^t)} \leq \frac{\theta^\alpha}{4}. \tag{3.66}
\]

6. Contradiction. Let \( \theta_0^* = \min(\theta_1, \theta_2) \). Then, in light of (3.51) and (3.66), we have

\[
\limsup_{k \to +\infty} Y^*(\theta_0^*, w^{(k)}, \pi^{(k)}) \leq (\theta_0^*)^\alpha / 2. \tag{3.67}
\]

Choosing \( \theta = \theta_0^* \) at the beginning of the proof yields the desired contradiction. \( \square \)
Proof of Lemma 3.5. As in Lemma 3.3, we suppose otherwise. That is, for each \(\alpha \in (0, \alpha_1)\) and \(\bar{\theta} \in (0, 1/2)\), there exists a sequence \((u^{(k)}, q^{(k)})\) of solutions to the perturbed Navier-Stokes equations in \(Q\) with lower order terms \((a^{(k)})\) satisfying

\[
\varepsilon_k := Y_{osc}(1, v^{(k)}, q^{(k)}) + \|(v^{(k)})_Q\| \|a\|_{A_m(Q)} \to 0^+,
\]

\[
\|(v^{(k)})_Q\| \to 0,
\]

\[
\|a^{(k)}\|_{A_m(Q)} \to 0,
\]

and

\[
Y_{osc}(\theta, v^{(k)}, q^{(k)}) > \varepsilon_k \theta^\alpha.
\]

We define \((w^{(k)}, \pi^{(k)})\) by subtracting off the mean velocity as follows:

\[
w^{(k)} = \frac{v^{(k)} - (v^{(k)})_Q}{\varepsilon_k}, \quad \pi^{(k)} = \frac{q^{(k)} - [q^{(k)}]_B}{\varepsilon_k}.
\]

Then

\[
Y(1, w^{(k)}, \pi^{(k)}) = Y_{osc}(1, w^{(k)}, \pi^{(k)}) \leq 1
\]

and

\[
Y_{osc}(\theta, w^{(k)}, \pi^{(k)}) > \theta^\alpha.
\]

The remainder of the proof is similar to the proof of Lemma 3.3, so we will sketch some arguments. The main difference is that \((w^{(k)}, \pi^{(k)})\) solves the perturbed Navier-Stokes equations with two additional terms, namely, \((v^{(k)})_Q \cdot \nabla w^{(k)}\) and \((v^{(k)})_Q \cdot \nabla a^{(k)}/\varepsilon_k\):

\[
\partial_t w^{(k)} - \Delta w^{(k)} + [\varepsilon_k w^{(k)} + a^{(k)} + (v^{(k)})_Q] \cdot \nabla w^{(k)} + \left[w^{(k)} + \frac{(v^{(k)})_Q}{\varepsilon_k}\right] \cdot \nabla a^{(k)} + \nabla \pi^{(k)} = 0, \quad \text{div} \, w^{(k)} = 0.
\]

The term \((v^{(k)})_Q \cdot \nabla a^{(k)}/\varepsilon_k\) requires special attention, since \textit{a priori} it may not be converging to zero. Indeed, upon passing to a subsequence, we have

\[
F_k := a^{(k)} \otimes (v^{(k)})_Q \varepsilon_k \to F \text{ in } L^{5m/3}(Q),
\]

where \(\|F\|_{L^{5m/3}(Q)} \lesssim 1\). This contributes a term \text{div} \, \(F\) to the limiting PDE.

The new terms above contribute the following to the right-hand side of the local energy inequality (3.27):

\[
\iint_{B \times (-1, t)} |w^{(k)}|^2 (v^{(k)})_Q \cdot \nabla \Phi \, dx \, ds
\]

\[
+ 2 \iint_{B \times (-1, t)} a^{(k)} \otimes (v^{(k)})_Q \varepsilon_k \cdot [\Phi \nabla w^{(k)} + w^{(k)} \otimes \nabla \Phi] \, dx \, ds.
\]

We estimate this quantity in the following way:

\[
\iint_{Q} |w^{(k)}|^2 (v^{(k)})_Q \|\nabla \Phi\| \, dx \, ds \lesssim \frac{Y(1, w^{(k)}, \pi^{(k)})^2}{R - r} \|(v^{(k)})_Q\|
\]

\[
\lesssim \frac{o(1)}{R - r} \text{ as } k \to +\infty,
\]

(3.69)
and
\[
\frac{1}{\varepsilon_k} \iint_Q |a^{(k)}||v^{(k)}|\Phi|\nabla w^{(k)}| + |w^{(k)}||\nabla \Phi| \, dx \, ds \\
\leq \frac{C}{\varepsilon_k} \|a^{(k)}\|_{L^{5m/3}(Q)} \|v^{(k)}\|_{L^2(Q)} \left[ \|\phi \nabla w^{(k)}\|_{L^2(Q)} + \frac{Y(1, w^{(k)}, \pi^{(k)})}{R-r} \right]
\]
(3.79)
\[
\leq C\gamma^{-1} + \gamma \|\phi \nabla w^{(k)}\|_{L^2(Q)}^2 + \frac{C}{R-r}
\]
where \(\gamma > 0\) is a free parameter and we employ that \(\Phi = \phi^2 \leq \phi\). Choosing \(0 < \gamma \ll 1\), we may absorb \(\gamma \|\phi \nabla w^{(k)}\|_{L^2(Q)}^2\) into the left-hand side of (3.29) and obtain the energy estimates as before.

The arguments concerning the time derivative apply nearly identically, so we next analyze the velocity regularity. As mentioned above, the term \(\text{div} F_k = (v^{(k)})_Q \cdot \nabla a^{(k)}/\varepsilon_k\) contributes to the limiting Stokes system satisfied by \((U, P)\):
\[
\begin{cases}
\partial_t U - \Delta U + \nabla P = -\text{div} F \\
\text{div} U = 0.
\end{cases}
\]
(3.80)
Since \(\|F\|_{L^{5m/3}(Q)} \lesssim 1\) and \(m > 3\), we may use a standard bootstrapping procedure (see Lemma 2.2 in [JS14], for example) to prove
\[
\|U\|_{C^{\alpha'}(Q_{1/2})} \lesssim \alpha'
\]
(3.81)
for all \(\alpha' \in (0, \alpha_1)\), where \(\alpha_1 = \min(\alpha_0, 1 - 3/m)\). By Campanato’s characterization of Hölder spaces, for all \(\alpha < \alpha_1\), there exists \(\theta_2 = \theta_2(\alpha) \in (0, 1/4]\) such that, whenever \(\theta \in (0, \theta_2)\),
\[
\theta^{#\zeta} \|U - (U)_{Q_0}\|_{L^{5/4} L^{6/5}(Q_0)} \leq \frac{\theta^{\alpha_1}}{4}.
\]
(3.82)
We now discuss the pressure estimates. We incorporate \((v^{(k)})_Q \cdot \nabla w^{(k)}\) into \(f^{(k)}\):
\[
f^{(k)} = (\varepsilon_k w^{(k)} + (v^{(k)})_Q) \cdot \nabla w^{(k)} + a^{(k)} \cdot \nabla w^{(k)} + w^{(k)} \cdot \nabla a^{(k)}.
\]
(3.83)
This new term can be estimated, for example, in the same way as \(\varepsilon_k w^{(k)} \cdot \nabla w^{(k)}\). Again, \(f^{(k)}\) converges strongly to zero in \(L^2 L^{6/5}(Q_{3/4})\) as \(k \to +\infty\). We define and estimate \((\hat{w}^{(k)}, \hat{\pi}^{(k)})\) as before, but to accommodate the div \(F_k\) term, we additionally consider \((\hat{w}^{(k)}, \hat{\pi}^{(k)})\) solving
\[
\begin{cases}
\partial_t \hat{w}^{(k)} - \Delta \hat{w}^{(k)} + \nabla \hat{\pi}^{(k)} = -\text{div}(\chi F_k) & \text{in } \mathbb{R}^3 \times (-1, 0) \\
\text{div} \hat{w}^{(k)} = 0 & \text{in } \mathbb{R}^3 \times (-1, 0) \\
\hat{w}^{(k)}(\cdot, -1) = 0.
\end{cases}
\]
(3.84)
We have the representation formula
\[
\hat{\pi}^{(k)} = (-\Delta)^{-1} \text{div} \text{div}(\chi F_k)
\]
(3.85)
and \(\|\hat{\pi}^{(k)}\|_{L^{5m/3}(\mathbb{R}^3 \times (-1, 0))} \lesssim \|F_k\|_{L^{5m/3}(\mathbb{R}^3 \times (-1, 0))} \lesssim 1\) by Calderón-Zygmund estimates. Then
\[
\|\hat{\pi}^{(k)} - \hat{\pi}^{(k)}_{B_{\theta}}\|_{L^{5/4} L^{6/5}(Q_{\theta})} \lesssim \theta^{#\zeta} \|\hat{\pi}^{(k)}\|_{L^{5m/3}(Q_{\theta})},
\]
(3.86)
and, in particular,
\[ \theta^\# \pi^{1+1} \| \pi^{(k)} - [\pi^{(k)}]_{B_0} \|_{L^3_t L^6_x (Q_0)} \lesssim \theta^{1- \frac{3}{m}}. \] (3.87)
Finally, consider
\[ \pi^{(k)}_{\text{harm}} = \pi^{(k)} - [\pi^{(k)}]_{B_0} - \pi^{(k)} - \pi. \] (3.88)
Since \( L^{5/3}_t L^{3/3}_x (Q) \subset L^6_t L^6_x (Q) \), the regularity of \( \pi^{(k)}_{\text{harm}} \) is dealt with as before to obtain (3.65). By combining (3.87) and (3.65) with the strong convergence of \( \pi^{(k)}_{\text{harm}} \) to zero, we conclude that whenever \( \alpha < \alpha_1 \), there exists \( \theta_3 = \theta_3(\alpha) \in (0, 1/4) \) such that, for all \( \theta \in (0, \theta_3] \), we have
\[ \limsup_{k \to +\infty} \theta^\# \pi^{1+1} \| \pi^{(k)} - [\pi^{(k)}]_{B_0} \|_{L^3_t L^6_x (Q_0)} \lesssim \theta^{\alpha}. \] (3.89)
Let \( \theta_1 = \min(\theta_2, \theta_3) \). Combining (3.89) with the strong convergence \( w^{(k)} \to U \) in \( L^6_t L^6_x (Q_{3/4}) \) and the Hölder estimate (3.82) on \( U \), we have
\[ \limsup_{k \to +\infty} Y_{\text{osc}} \left( \theta_1, w^{(k)}, \pi^{(k)} \right) \leq \frac{\theta_1^{\alpha}}{2}, \] (3.90)
which, upon setting \( \bar{\theta} = \theta_1 \), yields the desired contradiction. \( \square \)

**Proof of Lemma 3.6.** Without loss of generality, \( R = 1 \) and \( z_0 = 0 \). Let \( \varepsilon > 0 \) and
\[ Y^+ (1) + \| a \|_{M_m (Q_1)} \leq \varepsilon. \] (3.91)
Recall that \( \| a \|_{M_m (Q_1^r)} \leq \| a \|_{M_m (Q^r)} \) when \( r \in (0, 1) \).

1. **Boundary case.** Let \( \alpha \in (0, \alpha_0) \). If \( \varepsilon \leq \varepsilon_0^+ \), then Lemma 3.4 implies
\[ Y^+ (\theta_0^+) \leq (\theta_0^+)\alpha Y^+ (1), \] (3.92)
where \( \varepsilon_0^+, \theta_0^+ \in (0, 1) \) are the constants in Lemma 3.4. In particular,
\[ \theta_0^+ Y^+ (\theta_0^+) + \| a \|_{M_m (Q_{\varepsilon_0^+}^+)} \leq (\theta_0^+)\gamma Y^+ (1) + \| a \|_{M_m (Q^+)} \]
\[ \leq Y^+ (1) + \| a \|_{M_m (Q^+)} \]
\[ \leq \varepsilon_0^+, \] (3.93)
and therefore we may apply a rescaled version of Lemma 3.4 at scale \( \theta_0^+ \). Iterating in this fashion, we have
\[ Y^+ (\theta_0^+)^k \leq (\theta_0^+)\gamma Y^+ (1) \] (3.94)
for all \( k \in \mathbb{N} \). Filling in the intermediary scales, we obtain
\[ Y^+ (r) \lesssim r^\alpha Y^+ (1) \] (3.95)
for all \( r \in (0, 1) \). Since \( Y_{\text{osc}}^+ \leq 2Y^+ \), we also have
\[ Y_{\text{osc}}^+ (r) \lesssim r^\alpha Y^+ (1), \] (3.96)
as desired.

2. **Interior case.** Let \( \beta \in [-1, 0) \). First, we prove a Morrey estimate as in the boundary case. If \( \varepsilon \leq \varepsilon_0 \), then Lemma 3.3 (with \( \alpha = \beta \) in the statement) and reasoning as above yields
\[ Y (r) \lesssim r^\beta Y (1). \] (3.97)
Next, we estimate the oscillation, which is special to $m > 3$. Let $\alpha \in (0, \alpha_1)$. Recall that $\alpha_1 = \min(1 - 3/m, \alpha_0)$. In (3.97), we choose
\[
\gamma = (\alpha + \alpha_1)/2 \in (\alpha, \alpha_1), \quad \beta = \gamma - \alpha_1 \in [-1, 0).
\]
We choose $0 < \varepsilon \ll \alpha_1$ such that (3.97) implies
\[
r|\langle v \rangle_{Q_{4r}}| + r Y_{\text{osc}}(r) \leq \varepsilon_1/3
\]
for all $r \in (0, 1]$, where $\varepsilon_1$ is as in Lemma 3.5 (with $\alpha = \gamma$ in the statement). We also choose $\varepsilon \leq \varepsilon_1/3$. This means that the hypotheses of Lemma 3.5 are satisfied at each scale $r \in (0, 1]$, and we may freely apply it. We will show
\[
Y_{\text{osc}}(\theta_1^k) \leq 3\theta_1^{k\alpha} Y(1)
\]
for all $k \geq 0$. With this in hand, one may fill in the remaining scales:
\[
Y_{\text{osc}}(r) \lesssim_{\alpha_1} r^\alpha Y(1),
\]
for all $r \in (0, 1)$, as desired.

The base case $Y_{\text{osc}}(1) \leq 3Y(1)$ of (3.100) is obvious. Assume (3.100) is valid for $k = k_0 \geq 0$. Then a rescaled version of Lemma 3.5 (with $\alpha = \gamma$ in the statement) and the inductive hypothesis yield
\[
Y_{\text{osc}}(\theta_1^{k_0+1}) \leq \theta_1^\gamma \left( Y_{\text{osc}}(\theta_1^{k_0}) + \|\langle v \rangle_{Q_{4\theta_1^{k_0}}} \| \times \theta_1^{k_0(1-3/m)} \| a \|_{L^{5m/3}(Q_{\theta_1^{k_0}})} \right)
\]
\[
\leq 3\theta_1^{\gamma k_0 \alpha} Y(1) + C_1 \theta_1^{\gamma} \theta_1^{k_0(\gamma - \alpha_1)} Y(1) \times \theta_1^{k_0 \alpha_1} \| a \|_{L^{5m/3}(Q)}
\]
\[
\leq 3\theta_1^{(k_0+1)\alpha} Y(1) \times \left( \theta_1^{\gamma - \alpha} + C_1 \varepsilon/3 \right)
\]
\[
\leq 3\theta_1^{(k_0+1)\alpha} Y(1)
\]
when $0 < \varepsilon \ll \alpha_1$. In the second inequality we used (3.97) with the choice of $(\gamma, \beta)$ in (3.98) and also $\alpha_1 \leq 1 - 3/m$. This completes the induction and the proof. \qed

**Proof of Proposition 3.1.** Let $\varepsilon > 0$ and
\[
\|v\|_{L^2_t L^{\frac{5}{4}}_x(Q')} + \|q\|_{L^2_t L^{\frac{5}{4}}_x(Q')} + \|a\|_{M_n(Q')} \leq \varepsilon.
\]
(3.103)

Let $\bar{\alpha} = \alpha_1/2$.

1. **Interior case.** When $0 < \varepsilon \ll 1$, we may apply Lemma 3.6 with $\alpha = \bar{\alpha}$ on $Q_{1/2}(z_0)$ for all $z_0 \in Q_{1/2}$. The proof is completed by Campanato’s characterization of Hölder continuity.

2. **Boundary case.** Ultimately, we wish to measure the oscillation of $v$ in $Q_{r}(z_0) \cap Q^+$ for all $z_0 \in Q_{1/2}$ and $r \in (0, 1/4]$. We denote by $d(z_0)$ the $x_3$-component of the space-time point $z_0$. For convenience, we write
\[
E = \|v\|_{L^2_t L^{\frac{5}{4}}_x(Q^+)} + \|q\|_{L^2_t L^{\frac{5}{4}}_x(Q^+)}.
\]

(3.104)

2a. **Interior balls away from boundary strip** ($d(z_0) \geq 1/4$). If $0 < \varepsilon \ll 1$, we may apply Lemma 3.6 with $\alpha = \bar{\alpha}$ on $Q_{1/4}(z_0)$. Hence, for all $r \in (0, 1/4]$, we have
\[
Y_{\text{osc}}(z_0, r) \lesssim r^\alpha E.
\]

(3.105)
2b. **Boundary balls** ($d(z_0) = 0$). If $0 < \varepsilon \ll 1$, we may apply Lemma 3.6 with $\alpha = \bar{\alpha}$ on $Q_{1/2}^+(z_0)$. This yields, for all $r \in (0, 1/2]$,

$$Y^+(z_0, r) + Y^+_{\text{osc}}(z_0, r) \lesssim r^{\bar{\alpha}} E.$$

(3.106)

2c. **Interior balls in the boundary strip** ($d(z_0) \in (0, 1/4)$ and $r \leq d(z_0)$). Consider the case when the balls just touch the boundary. We control these balls via 2b:

$$Y(z_0, d(z_0)) \lesssim Y^+(z_0 - d(z_0)e_3, 2d(z_0)) \lesssim d(z_0)^{\bar{\alpha}} E.$$

(3.107)

That is, we double the radius of the ball and shift its center to the boundary. If $0 < \varepsilon \ll 1$ (independently of $z_0$), we may apply Lemma 3.6, whose hypotheses are guaranteed by (3.107), on $Q_{d(z_0)}(z_0)$ with $\alpha = \bar{\alpha}$ to obtain that, for all $r \in (0, d(z_0)]$,

$$Y^+_{\text{osc}}(z_0, r) \lesssim (r/d(z_0))^{\bar{\alpha}} Y(z_0, d(z_0)) \lesssim r^{\bar{\alpha}} E.$$

(3.108)

2d. **Balls intersecting the boundary** ($d(z_0) \in (0, 1/4)$ and $r > d(z_0)$). Again, we can reduce to 2b. Specifically,

$$r^{\frac{\bar{\alpha}}{5}} \|v - (v)_{Q_r(z_0) \cap Q^+} \|_{L^5_t L^5_x(Q_r(z_0) \cap Q^+)} \lesssim Y^+(z_0 - d(z_0)e_3, 2r) \lesssim r^{\bar{\alpha}} E.$$

(3.109)

In summary, when $0 < \varepsilon \ll 1$, we have

$$r^{\frac{\bar{\alpha}}{5}} \|v - (v)_{Q_r(z_0) \cap Q^+} \|_{L^5_t L^5_x(Q_r(z_0) \cap Q^+)} \lesssim r^{\bar{\alpha}} E$$

(3.110)

for all $r \in (0, 1/4]$ and $z_0 \in \overline{Q_{1/2}^+}$. Note that $c_1r^5 \leq |Q_r(z_0) \cap Q^+| \leq c_2r^5$. Since also $\|v\|_{L^1(Q^+)} \lesssim E$, Campanato’s criterion yields

$$\|v\|_{C_{\text{par}}^\alpha(Q_{1/2}^+)} \lesssim E,$$

(3.111)

as desired. \qed

**Proof of Proposition 3.2.** This is similar to the proof of Proposition 3.1 but simpler in that one no longer needs to estimate the oscillation or apply Campanato’s criterion. We omit the details. \qed

4. **PROOF OF LOCALIZED SMOOTHING**

**Proof of Theorem 1.1 and Remark 1.2.**

**Step 0. Reduction to interior and boundary cases.** First, we argue that it suffices to demonstrate the theorem when $d(x_0) \geq 3$ (interior case) or $d(x_0) = 0$ (boundary case). The proof is by a covering argument:

(i) If $d(\Omega_1(x_0)) > 1$, one covers $\overline{\Omega_1(x_0)}$ with $O(1)$ balls $B_{1/6}(y_0)$ with centers $y_0 \in \overline{\Omega_1(x_0)}$. Notice that $B_{1/2}(y_0)$ remains inside $\Omega_3(x_0)$. Then we apply the rescaled interior case of the theorem on each $B_{1/2}(y_0)$.

(ii) If $d(\Omega_1(x_0)) \leq 1$, one covers the strip $\overline{\Omega_1(x_0)} \cap \{d(x) \leq 1/12\}$ by $O(1)$ boundary balls $B_{1/6}(y_0)$ with centers $y_0 = (y_0', 0)$ satisfying $|y_0' - x_0'| \leq 1$. With this choice, $B_{1/2}(y_0)$ remains inside $\Omega_3(x_0)$. Away from the strip, one covers $\overline{\Omega_1(x_0)} \cap \{d(x) \geq 1/12\}$ by $O(1)$ balls $B_{1/36}(y_0)$ with $y_0 \in \overline{\Omega_1(x_0)} \cap \{d(x) \geq 1/12\}$, so that $B_{1/12}(y_0)$ remains inside $\Omega_3(y_0)$. Then we apply the rescaled interior and boundary cases of the theorem on the above interior and boundary balls.
Below, we write only the boundary case \( x_0 \in \partial \mathbb{R}^3_+ \). The interior case is nearly identical.

**Step 1. Small data.** Since \( u \) is a local energy solution on \( \mathbb{R}^3_+ \times (0, T) \), it satisfies the local energy and pressure estimates in Lemma 2.1 on \( \mathbb{R}^3_+ \times (0, \tilde{S}_1) \). Let \( a_0 \) be a divergence-free localization\(^\text{15}\) with \( a_0 \equiv u_0 \) on \( B^+_2(x_0) \), supported on \( B^+_3(x_0) \), with vanishing normal trace on \( \partial_{\text{flat}} B^+_3(x_0) \), and such that

\[
\|a_0\|_{L^p(\mathbb{R}^3_+)} \lesssim_p \|u_0\|_{L^p(B^+_3)} \quad \text{for all } p \in (1, m].
\]  

Proposition A.1 guarantees that \( a_0 \) generates a mild solution \( a \) of the Navier-Stokes equations satisfying the estimates (A.1)-(A.3) on \( \mathbb{R}^3_+ \times (0, T_m) \) with \( u = a \). In particular, by Lemma 2.3, there exists \( 0 < N_0 \ll 1 \) satisfying that, whenever \( N \leq N_0 \), we have

\[
\|a\|_{M_{m}(B^+_2(x_0) \times (0,4))} \leq \varepsilon_{\text{CKN}}/2.
\]  

Let \( N \leq N_0 \). Let \( z \) denote the pressure associated to \( a \). Then \( (a, z) \) is also a suitable Leray-Hopf solution with \( \|a_0\|_{L^2(\mathbb{R}^3_+)} \lesssim M \); in particular, it is a local energy solution, so it satisfies the energy and pressure estimates in Lemma 2.1 on \( \mathbb{R}^3_+ \times (0, \tilde{S}_1) \) after possibly decreasing \( \tilde{S}_1 \). Let

\[
v = u - a, \quad q = p - z.
\]

Then \( (v, q) \) is a suitable weak solution of the perturbed Navier-Stokes equations (NS\(_a\)) on \( B^+_2(x_0) \times (0, \tilde{S}_1) \) with coefficient \( a \),\(^\text{16}\) and since \( u(\cdot, t), a(\cdot, t) \to u_0 \) in \( L^2(B^+_2(x_0)) \) as \( t \to 0^+ \), \( v \) satisfies

\[
\|v(\cdot, t)\|_{L^2(B^+_2(x_0))} \to 0 \quad \text{as } t \to 0^+.
\]  

Next, we use the estimates in Lemma 2.1 for the local energy solutions \( u \) and \( a \), the definition (4.3) of \( (v, q) \), and the triangle inequality to demonstrate that, for all \( S \in (0, \tilde{S}_1) \), we have

\[
\|v\|_{L_t^{\frac{2\gamma}{\gamma+1}} L_x^{\frac{\gamma+1}{\gamma}}(B^+_2(x_0) \times (0, S))} + \|q - [q]_{B^+_2(x_0)}\|_{L_t^{\frac{2\gamma}{\gamma+1}} L_x^{\frac{\gamma+1}{\gamma}}(B^+_2(x_0) \times (0, S))} \lesssim S^{\frac{1}{\gamma+1} - \frac{1}{p}} M^2 + S^{\frac{1}{\gamma+1} - \frac{3}{2}} M^2,
\]

whenever \( \#(\xi, \eta) = -3/2 \) and \( M \geq 1 \). In particular, the exponents on the right-hand side may be taken positive. Therefore, we choose \( S \in (0, \tilde{S}_1) \) satisfying

\[
S = O(1) M^{-O(1)} N^{O(1)} \tag{4.6}
\]

where \( M \geq M_{\text{univ}} > 0 \) guarantees that \( S \leq 1 \), and, with \( \tilde{S} = \min(S, T) \),

\[
\|v\|_{L_t^{\frac{2\gamma}{\gamma+1}} L_x^{\frac{\gamma+1}{\gamma}}(B^+_2(x_0) \times (0, S))} + \|q - [q]_{B^+_2(x_0)}\|_{L_t^{\frac{2\gamma}{\gamma+1}} L_x^{\frac{\gamma+1}{\gamma}}(B^+_2(x_0) \times (0, S))} \leq \varepsilon_{\text{CKN}} N/2. \tag{4.7}
\]

Thanks to (4.4), we may extend \((v, q)\) backward-in-time by zero as a suitable weak solution to (NS\(_a\)) on \( B^+_2 \times (\tilde{S}_1 - 4, \tilde{S}_1) \). Hence, (4.7) guarantees that \((v, q)\) satisfies

\(^{15}\)Write \( a_0 = \phi u_0 + w_0 \), where \( \phi \) is an appropriate smooth cut-off function and \( w_0 \), which corrects the non-zero divergence, is obtained using Bogovskiǐ’s operator [Bog80], see also Galdi’s book [Gal11, Section III.3].

\(^{16}\)A technical point is to ‘transfer’ the local energy inequality satisfied by the weak solution \( u \) and the local energy equality satisfied by the strong solution \( a \) to the perturbed local energy inequality for \( v \). This type of argument is well known from the proof of weak-strong uniqueness.
the $\varepsilon$-regularity criterion in Proposition 3.1 ($m > 3$) or Proposition 3.2 ($m = 3$) on $B^+_2(x_0) \times (S - 4, S)$. When $m > 3$, we have

$$
\|v\|_{C^\alpha_{par}(B^+(x_0) \times (S-1,S))} \lesssim N. \tag{4.8}
$$

**Step 2. Concluding for $m = 3$.** When $m = 3$, we have a subcritical Morrey estimate rather than a $C^\alpha$ estimate. To demonstrate the critical time-weighted $L^\infty$ smoothing in Theorem 1.1, we will defer to the $\varepsilon$-regularity theory for the solution $(u, p)$ of the non-perturbed Navier-Stokes equations. At this point, it will be convenient to specialize to $x_0 = 0$ without loss of generality.

The subcritical Morrey estimates (with $\alpha = -1/2$ in the statement of Proposition 3.2) are

$$
\sup_{z', R} RY(z', R, v, q) \lesssim R^{1/2} N \tag{4.9}
$$

where $z' = (x', t')$, $|x'| < 1$, and $R < 1$ satisfy $Q_R(z') \subset Q^+_2((0, \bar{S}))$, and on the boundary,

$$
\sup_{z', R} RY^+(z', R, v, q) \lesssim R^{1/2} N, \tag{4.10}
$$

where $|x'| < 1$, $d(x') = 0$, $R < 1$, and $Q^+_R(z') \subset Q^+_2((0, \bar{S}))$.

We also require estimates on $(a, z)$. Since $L^3$ embeds into $L^2_{uloc}$, these can be obtained from Lemma 2.1 and the scaling symmetry:

$$
\sup_{\gamma \in (0, +\infty)} \sup_{x_1 \in \mathbb{R}^d} \gamma^{\#_\xi + 1} \|a\|_{L^t_{x_1} L^\infty_x (\Omega, (x_1) \times (0, \gamma^2))} + \gamma^{\#_\xi + 2} \|z - [z]_{\Omega, (x_1)}\|_{L^t_{x_1} L^\infty_x (\Omega, (x_1) \times (0, \gamma^2))} \lesssim N, \tag{4.11}
$$

where $N \leq N_0$ is small enough to ensure that the strong $L^3$ solution exists globally and remains small.

Let $t' \in (0, \bar{S})$ and $x'' \in B^+$. Recall that $\bar{S} \leq 1$. We consider a covering like the one in the proof of Proposition 3.1: If $d(x'') > \sqrt{t'}/8$, then we consider the ball $Q_{\sqrt{t'}/8}^+(x', t')$ with $x' = x''$. If $d(x'') \leq \sqrt{t'}/8$, then we consider the half-ball $Q_{\sqrt{t'}/4}^+(x', t')$ with $x' = x'' - d(x'')e_3$ (that is, the half-ball is spatially centered at the projection of $x''$ onto the flat boundary). In the former case, we appeal to (4.9) and (4.11), whereas in the latter case, we appeal to (4.10) and (4.11). We write only the latter case. We have

$$
\frac{\sqrt{t'}}{4} Y^+(z', \sqrt{t'/4}, u, p) \lesssim N. \tag{4.12}
$$

By choosing $N_0 \ll 1$, the right-hand side of (4.12) can be made to satisfy the $\varepsilon$-regularity criterion in Proposition 3.1 for the non-perturbed Navier-Stokes equations (NS). Hence, $u$ is Hölder continuous in $Q_{\sqrt{t'}/4}^+(x', t')$,

$$
t^{1/2} \|u\|_{L^\infty(Q_{\sqrt{t'}/4}^+(x', t'))} \lesssim N \tag{4.13}
$$

and, in particular,

$$
t^{1/2} |u(x'', t')| \lesssim N. \tag{4.14}
$$

Since $(x'', t') \in B^+ \times (0, \bar{S})$ was arbitrary, the proof for $m = 3$ is complete.
Step 3. Large data \((m > 3)\). Without loss of generality, \(x_0 = 0\) and \(N \geq 4N_0\). We perform the following rescaling procedure. For \(\lambda \in (0, 1]\), we define the rescaled solutions
\[
    u_\lambda(x, t) = \lambda u(\lambda x, \lambda^2 t), \quad p_\lambda(x, t) = \lambda^2 p(\lambda x, \lambda^2 t).
\]
Let \(u_{0, \lambda} = u_\lambda(\cdot, 0)\). Then
\[
    \|u_{0, \lambda}\|_{L^m(B^+_3/\lambda)} \leq \lambda^{1 - \frac{\alpha}{m}} N. \tag{4.16}
\]
When
\[
    \lambda = \left(\frac{N_0}{N}\right)^{\frac{1}{1 + \alpha}}, \tag{4.17}
\]
the quantity on the right-hand side of (4.16) is equal to \(N_0\). The rescaling also disrupts the local energy norm. That is, we have
\[
    \|u_{0, \lambda}\|_{L^2_{\text{loc}}(\mathbb{R}^3_+)} \leq \lambda^{-\frac{3}{2}} M =: M'. \tag{4.18}
\]
Next, we cover \(B^+_{2/\lambda}\) with balls \(B_1(x_1)\) and \(B_1^+(x_1)\) such that \(x_1 \in B^+_{2/\lambda}\). This requires \(O(\lambda^{-3})\) balls, each with \(O(1)\) intersections. In the balls \(B_3(x_1)\) and \(B_3^+(x_1)\), which are contained in \(B^+_{3/\lambda}\) since \(1/\lambda \geq 4\), we apply the small-data smoothing demonstrated above, which is afforded by (4.16) and (4.17). To complete the \(p = m\) smoothing estimate, we sum
\[
    \sup_{t \in I} \int_{B_1(x_1)} |u_\lambda(x, t)|^m \, dx \lesssim \int_{B^+_3(x_1)} |u_{0, \lambda}|^m \, dx \tag{4.19}
\]
over the covering of balls, where \(I \in \{\text{int}, \text{bd}\}\) depending on \(x_1\), and \(I\) is the time interval from the application of the small-data smoothing on each ball. For the \(p = +\infty\) smoothing estimate, there is no need to sum. For \(p \in (m, +\infty)\), we interpolate between the \(p = m\) and \(p = +\infty\) smoothing estimates. Finally, undoing the rescaling yields the theorem, where now \(S = O(1)M^{-O(1)}N^{-O(1)}\) for \(M \geq M_{\text{univ}}\) and \(N \geq 4N_0\) (compare to (4.6), which is valid for \(N \leq N_0\)).

Proof of Theorem 1.4. Without loss of generality, we may replace \(\zeta_t/\left(1 - \nu \zeta_t\right)\), where \(0 < \nu \ll 1\). That is, we assume
\[
    \|u\|_{L^\infty_t L^2_x(\Omega_3(x_0) \times (0, T))} + \|\nabla u\|_{L^2_t L^2_x(\Omega_3(x_0) \times (0, T))} + \|p\|_{L^\infty_t L^2_x(\Omega_3(x_0) \times (0, T))} \leq M. \tag{4.20}
\]
Then the proof is identical to the proof of Theorem 1.1 up to a minor adjustment, namely, that (4.20) is used to control \((u, p)\) rather than the local energy estimates in Lemma 2.1. The strong solution \(\alpha\) is controlled in the same way as before, so by the triangle inequality, we can still obtain
\[
    \|v\|_{L^3_t L^6_x(B^+_2(x_0) \times (0, S))} + \|q - [q]_{B^+_2(x_0)}\|_{L^3_t L^6_x(B^+_2(x_0) \times (0, S))} \lesssim \nu S^{\nu} M^2. \tag{4.21}
\]
\(\square\)
5. Proof of Concentration

The goal of this subsection is to prove Theorem 1.5. First, it is necessary to introduce some notation. Let $\mathcal{O}$ be a domain in $\mathbb{R}^3$. We define the following scale-invariant quantities, which will be used throughout our work: for $x \in \overline{\mathcal{O}}$ and $r \in (0, \infty)$,

$$A(u, r; \mathcal{O}, x, t) := \sup_{t-r^2 < s < t} \frac{1}{r} \int_{B_r(x) \cap \mathcal{O}} |u(y, s)|^2 dy,$$

$$E(u, r; \mathcal{O}, x, t) := \frac{1}{r} \int_t^{t-r^2} \int_{B_r(x) \cap \mathcal{O}} |\nabla u|^2 dy ds,$$

$$D_{\frac{3}{2}}(p, r; \mathcal{O}, x, t) := \frac{1}{r^{\frac{3}{2}}} \int_t^{t-r^2} \int_{B_r(x) \cap \mathcal{O}} |p - [p(\cdot, s)]_{B_r(x) \cap \mathcal{O}}|^3 dy ds,$$

$$D_{\zeta_x, \zeta_t}(p, r; \mathcal{O}, x, t) := \frac{1}{r^{\frac{\Delta}{2} - \delta_0}} \int_{t-r^2}^t \left( \int_{B_r(x) \cap \mathcal{O}} |p - [p(\cdot, s)]_{B_r(x) \cap \mathcal{O}}|^{3\zeta} dy \right)^{\frac{\Delta}{3\zeta}} ds.$$

(5.1) (5.2) (5.3) (5.4)

Here, as in the rest of this paper, $(\zeta_x, \zeta_t)$ is as in Section 2 and

$$[f]_{\mathcal{O}} := \frac{1}{|\mathcal{O}|} \int_{\mathcal{O}} f(y) dy.$$

Below, we will often take $(x, t) = (0, 0)$. In this case, we have the following lighter notation:

$$A(u, r; \mathcal{O}) := A(u, r; \mathcal{O}, 0, 0), \quad E(u, r; \mathcal{O}) := E(u, r; \mathcal{O}, 0, 0),$$

$$D_{\frac{3}{2}}(p, r; \mathcal{O}) := D_{\frac{3}{2}}(p, r; \mathcal{O}, 0, 0), \quad D_{\zeta_x, \zeta_t}(p, r; \mathcal{O}) := D_{\zeta_x, \zeta_t}(p, r; \mathcal{O}, 0, 0).$$

(5.5)

The main ingredients in proving Theorem 1.5 is Theorem 1.4, combined with a rescaling argument and the following key proposition (which we now state).

**Proposition 5.1.** Let $(u, p)$ be a suitable weak solution of (NS) on $Q^+_4$, in the sense of Definition 2.2, satisfying

$$\|\nabla u\|_{L^2_{r,x}(Q^+_4)} + \|p\|_{\frac{3}{2}L^2_{r,x}(Q^+_4)} \leq M_0$$

and

$$\sup_{(y_0, s_0) \in Q^+_4} \sup_{0 < r \leq 1} A(u, r; B^+_4, y_0, s_0) \leq A_0.$$  

(5.6) (5.7)

Then the above assumptions imply that

$$\sup_{(y_0, s_0) \in Q^+_4} \sup_{0 < r \leq 1} \left\{ E(u, r; B^+_4, y_0, s_0) + D_{\zeta_x, \zeta_t}(p, r; B^+_4, y_0, s_0) \right\} \leq M(M_0, A_0).$$

(5.8)
The first part of this section focuses on proving Proposition 5.1. In doing so, we will need the following proposition, which is a rescaled version of results taken from [Ser10].

**Proposition 5.2** (Maximal pressure regularity). Let \( m, n \) and \( s \) be such that \( 1 < m < \infty \), \( 1 < n \leq \infty \) and \( m \leq s < \infty \). Suppose \( \nabla u \in L^m_t L^n_x(Q^+_t) \), \( p \in L^p_t L^m_x(Q^+_t) \) and \( f \in L^m_t L^n_x(Q^+_t) \). In addition, suppose that

\[
\partial_t u - \Delta u + \nabla p = f, \quad \text{div} u = 0 \quad \text{in} \quad Q^+_t, \quad (5.9)
\]

and suppose \( u \) satisfies the boundary condition

\[
u = 0 \quad \text{on} \quad x_3 = 0. \quad (5.10)
\]

Then, we conclude that \( \nabla p \in L^m_t L^n_x(Q^+_{t/2}) \). Furthermore, the estimate

\[
\|\nabla p\|_{L^m_t L^n_x(Q^+_{t/2})} \leq c(s, n, m) \left( \|f\|_{L^m_t L^n_x(Q^+_t)} + r^{s-\frac{3}{m}} \|u\|_{L^m_t L^n_x(Q^+_t)} \right)
+ r^{\frac{s}{2} - \frac{3}{m} - 1} \left( \|\nabla u\|_{L^m_t L^n_x(Q^+_t)} + \|p - [p] B^+_t\|_{L^m_t L^n_x(Q^+_t)} \right) \quad (5.11)
\]

holds.

Another key step in proving Proposition 5.1 is establishing the following simplified versions for balls centered at the space-time point \((0, 0)\), which we now state as two separate propositions.

**Proposition 5.3.** Let \((u, p)\) be a suitable weak solution of (NS) on \( Q^+ \), in the sense of Definition 2.2, satisfying

\[
(u, p) \in L^\infty_t L^2_x \cap L^2_t H^1_x(Q^+) \times L^{\frac{3}{2}}(Q^+). \quad (5.12)
\]

Suppose that \( u \) satisfies

\[
\sup_{0 < r \leq 1} A(u, r; B^+) \leq A_0. \quad (5.13)
\]

Then the above assumptions imply that

\[
\sup_{0 < r \leq 1} \left\{ E(u, r; B^+) + D_{\frac{3}{2}}(p, r; B^+) + r^{-\frac{3}{2} + \delta_0} \|\nabla p\|_{L^m_t L^n_x(Q^+_t)} \right\} \leq F(A_0, D_{\frac{3}{2}}(p, 1; B^+), E(u, 1; B^+)), \quad (5.14)
\]

for a function \( F \) increasing in its (three) arguments.

**Proof of Proposition 5.3.** First, by Lemma 3.2 of [Mik09], we see that the assumptions (5.12)-(5.13) imply that

\[
\sup_{0 < r \leq 1} \left\{ E(u, r; B^+) + D_{\frac{3}{2}}(p, r; B^+) \right\} \leq F^{(1)}(A_0, D_{\frac{3}{2}}(p, 1; B^+), E(u, 1; B^+)). \quad (5.15)
\]

Using that \( u(\cdot, t) \) vanishes on \( \partial B^+ \cap \partial \mathbb{R}^3_+ \), we can apply Hölder's inequality and Poincaré's inequality to infer that

\[
\|u \cdot \nabla u\|_{L^m_t L^n_x(Q^+_t)} \leq C \|u\|_{L^m_t L^n_x(Q^+_t)} \|\nabla u\|_{L^{\frac{3}{2}}(Q^+_t)}. \quad (5.16)
\]
We use this to now apply Proposition 5.2 with \( n = \frac{4}{3}, s = m = \frac{6}{5} \). This and Hölder’s inequality allow us to infer that for \( 0 < r \leq 1 \),
\[
    r^{-1} \| \nabla p \|_{L_t^4 L_x^6 (Q_{r/2})} \leq C (r^{-\frac{1}{2}} \| u \|_{L_t^6 L_x^2 (Q_r^+)} )^\frac{1}{2} (r^{-\frac{1}{2}} \| \nabla u \|_{L_t^2 (Q_r^+)} )^\frac{3}{2}
    + Cr^{-\frac{1}{2}} (\| \nabla u \|_{L_t^2 (Q_r^+)} + \| u \|_{L_t^\infty L_x^2 (Q_r^+)} )
    + Cr^{-\frac{2}{3}} \| p - (p)_{B+(r)} \|_{L_{x,t}^\frac{4}{3} (Q_r^+)^2}.
\]

(5.17)

Since \( \zeta_x < 2 \) and \( \zeta_t < 4/3 \), Hölder’s inequality gives
\[
    r^{-\frac{2}{3} + \delta_0} \| \nabla p \|_{L_t^{\frac{4}{3}} L_x^{\frac{36}{35} - \epsilon} (Q_{r/2})} \leq C r^{-1} \| \nabla p \|_{L_t^4 L_x^6 (Q_{r/2})}.
\]

(5.18)

Here, \( C \) can be taken to be independent of \( \zeta_x \) and \( \zeta_t \).

Now combining (5.13) with (5.15), (5.17) and (5.18) readily gives the desired conclusion (5.14).

To prove Proposition 5.1, we also require the following interior analogue of Proposition 5.3.

**Proposition 5.4.** Let \((u, p)\) be a suitable weak solution of (NS) on \(Q\), in the sense of Definition 2.2, satisfying
\[
    (u, p) \in L_t^\infty L_x^2 \cap L_t^2 H^1_x (Q) \times \dot{L}^\frac{3}{2} (Q).
\]

(5.19)

Suppose that \( u \) satisfies
\[
    \sup_{0 < r \leq 1} A(u, r; B) \leq A_0.
\]

(5.20)

Then the above assumptions imply that
\[
    \sup_{0 < r \leq 1} \left\{ E(u, r; B) + D_{\frac{3}{2}} (p, r; B) + r^{-\frac{2}{3} + \delta_0} \| \nabla p \|_{L_t^{\frac{4}{3}} L_x^{\frac{36}{35} - \epsilon} (Q_r^+)} \right\}
    \leq F(A_0, D_{\frac{3}{2}} (p, 1; B), E(u, 1; B))
\]

(5.21)

The proof of Proposition 5.4 is nearly identical to that of Proposition 5.3 and hence is omitted. We remark that to prove Proposition 5.4, one uses the interior analogue of Mikhaylov’s result [Mik09] proven by Seregin [Ser06].

**Proof of Proposition 5.1.** First, we note that by Poincaré’s inequality it suffices to show that
\[
    \sup_{(y_0, s_0) \in Q^+} \sup_{0 < r \leq 1} \left\{ E(u, r; B^+, y_0, s_0) + r^{-\frac{3}{2} + \delta_0} \| \nabla p \|_{L_t^{\frac{4}{3}} L_x^{\frac{36}{35} - \epsilon} (\Omega_r (x_0) \times (s_0 - r^2, s_0))} \right\} \leq \tilde{M} (M_0, A_0).
\]

(5.22)

Now, we fix \((x_0, t_0) \in \overline{B^+} \times (-1, 0)\) and \(0 < r \leq 1\). We divide into the various cases that arise.
1. **Boundary case:** $d(x_0) = 0$. In this case, we can directly apply a translated version of Proposition 5.3. This gives
\[ E(u, r; B_{1}^{+}, x_0, t_0) + D_{\frac{r}{3}}(p, r; B_{1}^{+}, x_0, t_0) + r^{-\frac{2}{3}+\delta_0} \|\nabla p\|_{L_{t}^{\frac{5}{2}}L_{x}^{\frac{5}{2}}(\Omega_r(x_0)\times(t_0-r^2,t_0))} \leq F(A_0, D_{\frac{r}{3}}(p, 1; B_{4}^{+}, x_0, t_0), E(u, 1; B_{4}^{+}, x_0, t_0)). \] (5.23)

This estimate is of the form (5.22).

2. **Balls intersecting with the boundary:** $r \geq d(x_0)$. In this case, we have $\Omega_r(x_0) \subset B_{r+d(x_0)}(x_0 - d(x_0)e_3)$ and we can then argue as in ‘1. Boundary case.’

3. **Balls not intersecting with the boundary:** $r < d(x_0)$. This is the most involved of the three cases and involves two steps. First, we apply a translated and rescaled version of Proposition 5.4 to obtain
\[ E(u, r; B_{1}^{+}, x_0, t_0) + D_{\frac{r}{3}}(p, r; B_{1}^{+}, x_0, t_0) + r^{-\frac{2}{3}+\delta_0} \|\nabla p\|_{L_{t}^{\frac{5}{2}}L_{x}^{\frac{5}{2}}(\Omega_r(x_0)\times(t_0-r^2,t_0))} \leq F(A_0, D_{\frac{r}{3}}(p, d(x_0); B_{4}^{+}, x_0, t_0), E(u, d(x_0); B_{4}^{+}, x_0, t_0)). \] (5.24)

We then control $D_{\frac{r}{3}}(p, d(x_0); B_{4}^{+}, x_0, t_0)$ and $E(u, d(x_0); B_{4}^{+}, x_0, t_0)$ by appealing to ‘2. Balls intersecting with the boundary.’ This gives an estimate of the form (5.22).

\[\square\]

**Remark 5.5.** Observing the statements of Seregin’s result [Ser06] and Mikhaylov’s result [Mik09], it is not difficult to determine the dependence of $M(M_0, A_0)$ in Proposition 5.1. In particular, $M(M_0, A_0)$ can be taken to be polynomial in $M_0$ and $A_0$.

**Proof of Theorem 1.5.** First, recall $M = M(M_0, A_0)$ is as in Proposition 5.1. Additionally, $S(M) = S(M, N_0, 3) \in (0, 1]$ and $N_0$ are as in Theorem 1.4. Furthermore, we define
\[ \overline{t}(M) := -\frac{1}{9} S(M) \] (5.25)
and from now on we consider $t \in [\overline{t}(M), 0)$. With such choices, it is clear that
\[ R(t) := 3 \times \sqrt{-\frac{t}{S(M)}} \in (\sqrt{-t}, 1) \quad \forall t \in [\overline{t}(M), 0). \] (5.26)

With these parameters fixed, the proof of Theorem 1.4 is by contraposition. We assume that for any fixed $t \in [\overline{t}(M), 0)$,
\[ \|u(\cdot, t)\|_{L^{3}(\Omega_{R(t)}(x^{*}))} \leq N_0 \] (5.27)
and show that this implies that $(x^{*}, 0)$ is not a singular point of $u$. Here $x^{*} \in \overline{B}_{4}^{+}$.

First, note that (1.12), (1.13) and Proposition 5.1 imply that
\[ R(t)^{-\frac{1}{2}} \|u\|_{L_{t}^{\infty}L_{x}^{2}(\Omega_{R(t)}(x^{*})\times(-R(t)^2,0))} + R(t)^{-\frac{2}{3}+\delta_0} \|p - [p]_{\Omega_{R(t)}(x^{*})}\|_{L_{t}^{3}L_{x}^{3}(\Omega_{R(t)}(x^{*})\times(-R(t)^2,0))} \leq M(M_0, A_0). \] (5.28)
Now, we define
\[ \lambda := \sqrt{-\frac{t}{S(M)}} = \frac{1}{3} R(t) < \frac{1}{3} \] (5.29)
and the rescalings
\[ (u_\lambda(x, s), p_\lambda(x, s)) := (\lambda u(\lambda x, \lambda^2 s + t), \lambda^2 p(\lambda x, \lambda^2 s + t)) \quad x_\lambda := \lambda x^*. \] (5.30)

It is clear that the point \((x^*, S(M))\) for \((u_\lambda, p_\lambda)\) corresponds to \((x^*, 0)\) for the unscaled \((u, p)\). From (5.27)-(5.28) we have
\[ \|u_\lambda(\cdot, 0)\|_{L^3(\Omega_3(x^*_\lambda))} \leq N_0 \] (5.31)
and
\[ \|u_\lambda\|_{L^\infty L^3(\Omega_3(x^*_\lambda) \times (0, S(M)))} + \|p_\lambda - [p_\lambda]_{\Omega_3(x^*_\lambda)}\|_{L^\infty L^3(\Omega_3(x^*_\lambda) \times (0, S(M)))} \leq M. \] (5.32)

We can then apply Theorem 1.4 to infer that \((x^*_\lambda, S(M))\) is a regular point of \(u_\lambda\). Undoing the rescaling, we see that this implies that \((x^*, 0)\) is a regular point for \(u\).
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**APPENDIX A. \(L^m\) SOLUTION THEORY**

Here we collect statements about the well-known perturbation theory for the Navier-Stokes equations in the half-space, with contributions due to [McC81, Wei80, Kat84, GM85, Gig86] and many others.

**Proposition A.1** \((L^m\) solution theory). \textit{Let} \(u_0 \in L^m_\sigma(\mathbb{R}^3_+) \text{ with } m \in [3, +\infty) \text{ and } \|u_0\|_{L^m_\sigma(\mathbb{R}^3_+)} \leq N}.\)
\[ \diamond \text{ (Subcritical) If } m > 3, \text{ then there exists } T_\sigma = T_\sigma(N) > 0 \text{ and a mild solution } u \in C([0, T_\sigma]; L^m(\mathbb{R}^3_+)) \text{ satisfying, for all } p \in [m, +\infty], \]
\[ \sup_{t \in (0, T_\sigma)} t^{\frac{1}{2} + \frac{1}{m} - \frac{1}{p}} \||u(\cdot, t)|_{L^p(\mathbb{R}^3_+)} \| \lesssim m N \] (A.1)
\[ \sup_{t \in (0, T_\sigma)} t^{\frac{1}{2} + \frac{1}{m} - \frac{1}{p}} \|\nabla u(\cdot, t)|_{L^p(\mathbb{R}^3_+)} \| \lesssim m N \] (A.2)
\[ \|u\|_{L_t^{5m/3} L_x^5(\mathbb{R}^3_+ \times (0, T_\sigma))} \lesssim m N. \] (A.3)

The mild solution is unique in the class \(C([0, T]; L^m(\mathbb{R}^3_+))\).
\[ \diamond \text{ (Critical) If } m = 3, \text{ then there exists } T_3 = T_3(u_0) > 0 \text{ and a mild solution } u \in C([0, T_3]; L^3(\mathbb{R}^3_+)) \text{ satisfying (A.1), (A.2), and (A.3). If } N \ll 1, \text{ then } T_3 = +\infty. \]
The mild solution is unique in the class \(u \in L^5_t(\mathbb{R}^3_+ \times (0, T_3))\).
If $u_0 \in L^{m_1}_x(\mathbb{R}^3_+) \cap L^{m_2}_x(\mathbb{R}^3_+)$ with $m_1, m_2 \in [3, +\infty)$, then the mild solutions guaranteed by the above points are identical.

(Weak-strong uniqueness) If also $u_0 \in L^2_x(\mathbb{R}^3_+)$, then all weak Leray-Hopf solutions are identical to the above mild solution on its existence time.

The mild formulation of the Navier-Stokes equation is, formally,

$$u(\cdot, t) = e^{tA}u_0 - \int_0^t e^{(t-s)A}P \, \text{div} (u \otimes u)(\cdot, s) \, ds$$

$$= e^{tA}u_0 - \int_0^t e^{(t-s)A}P(u \cdot \nabla u)(\cdot, s) \, ds.$$

We summarize below only the linear theory necessary to prove Proposition A.1. To do so, one may follow [Tsa18, Chapter 5].

Summary of linear theory. For all $m \in (1, +\infty)$, the Stokes operator

$$A = P\Delta : (W^{2,m} \cap W^{1,m})_x(\mathbb{R}^3_+) \subset L^m_x(\mathbb{R}^3_+) \rightarrow L^m_x(\mathbb{R}^3_+) \quad (A.5)$$

generates an analytic semigroup $t \mapsto S(t)$ in $L^m(\mathbb{R}^3_+), t \geq 0$. In particular, $S(t)u_0 \in D(A^k)$ for all $k \geq 0$ and $t > 0$, and the following estimates are satisfied:

$$t^k \|A^k S(t)u_0\|_{L^p_x(\mathbb{R}^3_+)} \lesssim m \|u_0\|_{L^p_x(\mathbb{R}^3_+)} \quad (A.6).$$

By elliptic regularity for the steady Stokes equations, we have that

$$t^k \|\nabla^2 S(t)u_0\|_{L^m_x(\mathbb{R}^3_+)} \lesssim m \|u_0\|_{L^m_x(\mathbb{R}^3_+)} \quad (A.7)$$

for all $k \geq 0$. Upon interpolating, we have

$$t^{\frac{k}{2}} \|\nabla S(t)u_0\|_{L^p_x(\mathbb{R}^3_+)} + \|S(t)u_0\|_{L^p_x(\mathbb{R}^3_+)} \lesssim m \|u_0\|_{L^p_x(\mathbb{R}^3_+)} \quad (A.8)$$

for all $p \in [m, +\infty]$. In particular, (A.8) estimates $\nabla S(t)^P : L^m(\mathbb{R}^3_+; \mathbb{R}^3) \rightarrow L^m(\mathbb{R}^3_+; \mathbb{R}^{3 \times 3})$. By duality, we have

$$t^{\frac{k}{2}} \|S(t)^P \, \text{div} F\|_{L^m_x(\mathbb{R}^3_+; \mathbb{R}^3)} \lesssim m \|F\|_{L^m_x(\mathbb{R}^3_+; \mathbb{R}^{3 \times 3})} \quad (A.9)$$

for all $m \in (1, +\infty)$. Alternatively, one may argue by means of the operator $A^{1/2}$. By combining (A.9) with (A.8), we have

$$t^{\frac{k}{2}} \|S(t)^P \, \text{div} F\|_{L^p_x(\mathbb{R}^3_+)} \lesssim m \|F\|_{L^m_x(\mathbb{R}^3_+; \mathbb{R}^{3 \times 3})} \cdot (A.10)$$

for all $p \in [m, +\infty]$. This completes the proof of the time-weighted estimates.

We now argue the space-time Lebesgue estimates

$$\|S(t)u_0\|_{L^5_x(\mathbb{R}^3_+; \mathbb{R}^3)} \lesssim m \|u_0\|_{L^p_x(\mathbb{R}^3_+)} \quad (A.11)$$

for $m \in (1, +\infty)$, and

$$\|\int_0^t S(t-s)^P \, \text{div} F(\cdot, s) \, ds\|_{L^5_x(\mathbb{R}^3_+; \mathbb{R}^3)} \lesssim m \|F\|_{L^{5/6}(\mathbb{R}^3_+; \mathbb{R}^{3 \times 3})} \quad (A.12)$$

for $m \in [3, +\infty)$. We follow [Gig86]. To see (A.11), consider the sublinear operator

$$u_0 \mapsto \left( t \mapsto \|S(t)^P u_0\|_{L^5_x(\mathbb{R}^3_+)} \right) : L^m(\mathbb{R}^3_+; \mathbb{R}^3) \rightarrow L^{5m/3}(0, +\infty) \quad (A.13)$$
where the mapping property is due to (A.8). By the Marcinkiewicz interpolation theorem, we may interpolate between different values of $m$ to obtain (A.11). Finally, (A.12) can be obtained using (A.10) and the Hardy-Littlewood-Sobolev inequality (alternatively, Young’s convolution inequality in Lorentz spaces). □
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