Framework for a Cloud-Based Multimedia Surveillance System
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The new generation of multimedia surveillance systems integrates a large number of heterogeneous sensors to collect, process, and analyze multimedia data for identifying events of potential security threats. Some of the major concerns facing these systems are scalability, ubiquitous access to sensory data, event processing overhead, and massive storage requirements—all of which demand novel scalable approach. Cloud computing can provide a powerful and scalable infrastructure for large-scale storage, processing, and dissemination of sensor data. Furthermore, the integration of sensor technology and cloud computing offers new possibilities for efficient development and deployment of sensor-based systems. This paper proposes a framework for a cloud-based multimedia surveillance system and highlights several research and technical issues. A prototype surveillance system is also designed and analyzed in the context of the proposed surveillance framework. The paper finally reports that cloud-based multimedia surveillance system can effectively support the processing overload, storage requirements, ubiquitous access, security, and privacy in large-scale surveillance settings.

1. Introduction

Modern multimedia surveillance systems [1–3] are comprised of a large number of heterogeneous sensors distributed over multiple sites. These systems record, process, and analyze different sensor media streams to identify events of interest that are important to the decision makers. Despite significant benefit these systems provide, they tend to reach their limit in terms of scalability, resource utilization, ubiquitous access, searching, processing, and storage when large-scale surveillance support is required. In order to overcome this situation, a new breed of cloud-based surveillance systems has just started to emerge [4–7], which utilize the enormous processing capability, storage, and other resources provided by the cloud infrastructure.

However, significant research and technical challenges remain for developing a cloud-based multimedia surveillance system. Some of the challenges are, for instance, what is the best strategy for sensor data acquisition and storage to the cloud environment, how to dynamically allocate cloud resources for real-time processing of sensor data, what is the optimal approach for event notification and sharing, and so forth. Such challenges stem from the fact that diverse design decisions need to be made given the abundance of cloud resources and the specific requirements of a surveillance system. Existing work in this direction studies several aspects of cloud-based surveillance system design, for example, dependability characteristics [8], resource allocation [9], video recording [10], cloud storage mechanism [6], and cloud computing suitability for video surveillance [4,11]. However, a holistic approach to develop a multimedia surveillance framework on cloud infrastructure addressing the aforementioned challenges is still missing, which we aim to propose in this paper.

As evident from the literature, existing research foresees significant potential for cloud-based multimedia surveillance systems. However, issues such as cost [4], privacy [12], and security [13] make some organizations wonder whether or not to opt for cloud-based solutions [14]. Some may also argue that a strong local control is needed on all surveillance data acquired, and a cloud approach may seem not needed. Nevertheless, with the availability of some commercial cloud-based video surveillance solutions (also known as video
surveillance as a service or simply VSaaS) and strong research on cloud technology, the signs of its potential growth look bright.

This paper reports several distinctive issues of a cloud-based multimedia surveillance system and discusses the different design choices that come into play. It further proposes a general cloud-based surveillance system framework and analyzes it in light of the different design issues. As a proof of concept, a prototype surveillance system has been developed based on the proposed framework.

The remainder of this paper is organized as follows. Related works are described in Section 2, while the design issues of a cloud-based multimedia surveillance system are elaborated in Section 3. Section 4 introduces the proposed cloud-based surveillance system framework, and the prototype development is elaborated in Section 5. Experimental results are given in Section 6, followed by a discussion of concerns in Section 7. The conclusion and future work are in Section 8.

2. Related Work

Multimedia surveillance over cloud is an emerging research area. In traditional surveillance systems, a lot of resources related to infrastructure are required to conduct the surveillance operations. In cloud-based surveillance, the infrastructure is provided by the cloud vendor on a utility-like payment basis. Besides, cloud provides enormous resources on-demand, which is beneficial to many. However, such approach comes with several challenges as well. Literature review shows that there is a growing interest in addressing these challenges and adopting the cloud technology. The following section briefly comments on the existing literature.

A cloud-based video surveillance system is proposed in [6] with emphasis on storage. They analyzed the storage requirements of a traditional surveillance system and justified their choice of a cloud-based storage model as an alternative to that of traditional approach. This paper also addresses the optimization aspect of video transmission over to the cloud and investigated a secure and efficient cloud storage system. In another work, Zhao et al. also [5] studied the cloud storage mechanisms and identified its pros and cons with respect to video surveillance applications.

Karimaa [8] studies the dependability characteristics for the possible expansion of video surveillance technologies over the cloud infrastructure. More specifically the author reviewed availability, security, reliability, and maintainability attributes of the cloud-based video surveillance solutions and identified potential advantages in this technology.

Recently, Neal and Rahman [4] conducted a detailed analysis to explore whether cloud computing is suitable for high-resolution video surveillance management system (VMS). The authors identified that although cloud computing is a viable solution for VMS application, there are issues such as cost, legal issues, and other threats that need to be studied further. Similarly, the author in [11] conducted a suitability analysis of cloud-based multimedia surveillance solutions and reported positive experience with some reservation to security and privacy aspects.

Authors in [10] reported the design of a cloud-based scalable video recording system. Aside from video recording, their system also provided backup and monitoring features. They used Hadoop distributed file system for storing video recording. The authors consider cloud as a suitable platform to conduct video recording and analysis tasks. The authors in [15] reported their experience in designing video service as a service. Their work concentrated on the deployment of a software as a service platform for video surveillance and people reidentification in multicamera surveillance system.

A dynamic resource allocation mechanism for service composition in cloud is proposed in [9]. The authors suggested that for multiple surveillance services, a number of virtual machines need to be optimally utilized. They adopted a linear programming approach to demonstrate their proposal.

Overall, the above works demonstrate different aspects of cloud-based surveillance systems. However, the distinctive design issues and choices relevant to a cloud-based multimedia surveillance system and how these issues contribute to defining a surveillance system framework as a whole were missing. This paper concentrates on this gap.

3. Design Issues of a Cloud-Based Multimedia Surveillance System

From the point of view of a surveillance system, there are several distinctive issues that need exploration, especially when such a system is based on the cloud infrastructure. These are summarized as follows.

3.1. Deployment Architecture. Cloud-based surveillance system architecture can be designed to be deployed on public cloud, private cloud, or a combination of both, which is termed as hybrid cloud [16]. A brief discussion on them follows.

(i) In the public cloud setting, the cloud infrastructure is open for general user. Also, as it remains on the premises of cloud provider, surveillance customers often have the fear of losing control on their data and are concerned for potential data loss. However, the current cloud providers, such as Amazon cloud, take utmost measures to ensure their customers of any such mishaps.

(ii) In the private cloud-based multimedia surveillance system, the cloud infrastructure is exclusively used by a single organization, where it may be hosted and it guarantees enhanced data security, privacy, and ownership.

(iii) The third design choice is a composition of the two, where an organization may decide to put critical surveillance data in private cloud while leveraging public cloud for ordinary and insensitive data.
It is finally up to the organization who would analyze the requirements of the surveillance systems they design and make a trade-off among the possible deployment choices they have.

3.2. Media Acquisition. It is important to choose a suitable strategy to capture sensor data streams and store it in the cloud storage. Several design choices exist in this case, for instance, push-only, pull-only, push-pull, event-driven, and so forth. A brief description of these is given below.

(i) Through push-only, the connected sensors may continuously push the sensor data stream to the cloud [17]. In this approach, the receiving end of cloud environment must adopt special mechanism to handle the continuous flow of received data streams.

(ii) Pull-only approach allows the cloud infrastructure to pull the data stream from the sensor in an on-demand fashion. This mechanism takes the burden of round-trip data query for each data request from the cloud [17]. However, if the data needs are minimal and intermittent, this mechanism has the potential of reducing the consumption of energy and bandwidth.

(iii) Push-pull mechanism is a hybrid approach to balance the trade-offs between push-only and pull-only mechanisms. The combination of push and pull mechanisms offers several benefits, such as reduced network traffic, minimized cost of sensor sampling, and reduced energy consumption. Figure 1, adapted from [17], shows a schematic view of push-pull mechanism. It reflects that the media acquisition process can use either push or pull in the same session depending on the situation.

(iv) Event-driven mechanism is a popular approach, where sensor data streams are only pushed to the cloud when some basic event (i.e., motion detection) is identified in the input data streams at the client side. This approach can significantly reduce energy consumption and bandwidth [18] due to minimal data transfer to the cloud environment as compared to continuous transfer.

Therefore, depending on the requirement of a surveillance application, any of the above data acquisition approaches can be adopted with varying performance impact on surveillance system.

3.3. Cloud Storage. Typical surveillance systems have high demand for large storage to store huge amount of data coming from multiple sensors. These data are processed in real-time and often in an off-line fashion to detect safety events [6, 8]. However, typical surveillance systems cannot cope with the continuous demand for massive storage. A cloud storage comes as a rescue that can connect different types of network storage devices to meet specific requirements of surveillance systems, such as (a) record media streams in higher frame rate without dropping frames, (b) cost-effective storage for longer retention of media data, and (c) elastic storage capability for varying demand and future growth, among others [19]. Besides, the cloud storage is considered as highly available, always-on, and more reliable than the local storage [20]. As a result, it cannot only meet the needs for large surveillance systems, but also provide intelligent video analytic as a service on-demand to several customers. However, there are several key concerns that need design decisions when using cloud storage. Some of these concerns are as follows.

(i) Vendor lock-in [21] is an important issue that concerns surveillance customers. Because cloud storage service differs in performance, price, and often geographic distribution of data stores, it may become troublesome and expensive for customers to switch vendors. This is critical for the customers as it deals with sensitive surveillance data.

(ii) Disaster recovery capability [22] is an important factor to consider when choosing cloud storage due to the sensitive and often private data a surveillance system handles. A cloud storage provider that offers a solid disaster recovery mechanism will have less downtime and hence ensure continuous public safety and security.

(iii) Elasticity [21] of cloud storage is an important factor for surveillance customer, which ensures that cloud provider has the capability of dynamically mitigating the variability in storage demand. The performance of a surveillance system can be greatly influenced if flexible storage elasticity is not provided by the cloud provider.

(iv) Suitable security and privacy policy must be in place for cloud storage. There are different choices, such as enforcing public auditing [23] for ensuring data privacy and integrity.

(v) Payment and pricing structure [22, 24] drives the selection of cloud provider. A surveillance system that
requires massive storage support needs to agree on a pricing model before it can go for particular cloud vendor.

When designing and deploying a surveillance system, it is important to look into the above issues and adopt a suitable cloud storage mechanism that can serve the purpose.

3.4. Media Processing. Different sensors in a multimedia surveillance system generate a massive amount of media data that often need to be processed in real time to detect timely events. Traditional surveillance systems, which include a finite set of processors and servers, can easily be overloaded by heavy media processing depending on the number of surveillance tasks. Therefore, the cloud-based processing of surveillance data seems promising due to the enormous processing capability that can be leveraged. However, media processing in cloud environment brings lots of challenges [20]. From a surveillance system context, these can be briefly stated as follows.

(i) Media processing for surveillance systems is usually performed to support a variety of multimedia analysis tasks, such as face detection, face recognition, motion detection, people tracking, and crowd density estimation. A surveillance system, while receiving different sensory media streams in the cloud, performs these tasks in order to identify hazardous security events and generates alarms when necessary. A high-level view of surveillance media processing architecture is given in Figure 2. The challenges in this configuration are that sensor media are of heterogeneous types and hence different media analysis tasks consume varying amount of time and resources. Like the different media types, challenges also remain to address the heterogeneity of QoS, network, and devices [20], such that surveillance content can be delivered to diverse client devices through different types of network links and maintaining QoS guarantee.

(ii) It is important to decide whether to develop a real-time surveillance system such that all the media streams are processed instantly in the cloud. Few factors in this respect are worth mentioning, such as the required frame rate at which the media is captured, the number of pixels, the speed of the media processing algorithm, and the dynamic provisioning of resources needed to support the processing. Besides real-time processing, major computation in cloud occurs for off-line processing of surveillance video feeds. Many evidences used for criminal investigation are discovered during off-line media processing. Although time is not critical for off-line media processing, it is important to reserve sufficient resources for different off-line tasks.

(iii) Special considerations need to be made when media processing meets mobile cloud computing [25], which is a highly dynamic environment that receives huge volume of mobile media contents.

Overall, media processing is central to cloud-based multimedia surveillance system. A system can either process media in real-time and/or off-line fashion; however, it also depends on the capability of the surveillance system, the algorithms, the number of frames processed per second, and the high-level requirements of the system. The design of a surveillance system should focus on these aspects for supporting large-scale media processing in cloud.

3.5. Resource Allocation. Due to the massive storage and processing resource requirements for surveillance applications, traditional surveillance systems encounter a limit on how many such resources are available and utilized. Therefore, when such resources move to cloud environment, the capability of surveillance systems grows rapidly. Cloud resources are computational resources in the form of virtual machines (VMs) that are utilized on-demand and are deployed in a cloud provider's data center [26]. Not only are cloud resources provisioned on-demand, but they can also be utilized on pay-as-you-go basis [27]. This option is particularly interesting to a multimedia surveillance system that needs on-off resources, depending on the event detection tasks at hand. In cloud-based multimedia surveillance context, the resource requests to handle different surveillance tasks are translated in the form of VM resource requests, which are then mapped to...
VM resource allocation to reserve physical server resources hosting the VMs. The massive storage and processing of surveillance data streams demand for an efficient QoS-aware resource allocation mechanism [9] that should cope with dynamic changes in network conditions, resource connectivity or associated cost, online or offline changes of user requirements [28], and other factors. There are several design considerations when devising a suitable resource allocation model. These are as follows.

(i) The resource allocation mechanism is basically a task of optimizing resource selection on the cloud, which aims to satisfy an optimization goal, for example, maximizing the resource utilization while minimizing the response time and cost, finding a balance between resource utilization, response time, or cost, making a trade-off between average service waiting time and long-term service cost, maximizing individual profit or minimizing loss, balancing the load distribution equivalently across all resource possessing nodes, and so forth.

(ii) There exist many different resource allocation strategies for cloud resources to satisfy the optimization objectives, such as game-theoretic approach [29], dynamic programming model [30], and genetic algorithm [31].

(iii) A particular resource allocation model also depends on the various choices made for media acquisition, storage, processing, and sharing mechanism.

(iv) Due to dynamic event occurrences in surveillance context, a surveillance system needs to determine a suitable dynamic resource allocation model, rather than depending on a cloud provider's predefined solution.

Therefore, cloud-based multimedia surveillance systems need to investigate the above issues and accordingly develop a resource allocation model suitable for the application in context.

3.6. Notification and Sharing. Major issues driving multimedia surveillance systems are the timely notification of events and ubiquitous sharing of surveillance footage from anywhere and anytime by the authorized surveillance users. It is expected that a security manager, in case of an emergency incident, is able to share live video footage with police or other law enforcement agencies in order to receive immediate response. One way to facilitate this is to develop a publish-subscribe engine [32] through which the surveillance customers can publish the event information while the users can receive the published content based on some subscription. In a cloud-based multimedia surveillance system, the publish-subscribe mechanism is also deployed on cloud platform, enabling it to utilize cloud resources on-demand. Several design issues worth mentioning here are the following.

(i) Like typical publish-subscribe system, a cloud-based publish-subscribe system [33] needs to state how the subscriber expresses their interest (e.g., topic-based, content-based, type-based, and parametrized) and how matching is performed by the notification system.

(ii) It is important to determine how information is disseminated or propagated from publishers to subscribers. Usually it uses multicast approach to connect and deliver surveillance media streams to various surveillance users. Also, it is possible to utilize broker-level and P2P overlay network architecture.

(iii) Which event processing/matching algorithm is used is an important design consideration.

(iv) Also of concern is how much information is to be disseminated and shared, as in a multimedia surveillance system video evidences which often need to be shared with multiple stakeholders.

All the choices just mentioned will have an impact on the performance and usefulness of the particular publish-subscribe mechanism in cloud environment.

3.7. Crowd-Based Surveillance and Big Data Analytics. The emergence of smart phones, cameras, and social networking brought new opportunities to multimedia surveillance domain. Unlike traditional surveillance system, where data is only captured from the deployed sensors, today's surveillance capability extends to incorporate crowd-based incidents reporting, which are potential clues for crime investigation [34, 35]. Already, surveillance footage is the largest source of big data [36], and the new approach of crowd-supported surveillance is making things even bigger. Therefore, when cloud becomes the host of all these data, a cloud-based surveillance system can obtain the benefit of collective intelligence. However, several considerations are associated with these new phenomena, which are as follows.

(i) Big data brings data analysis and manipulation challenges in the cloud for surveillance purpose. The big question comes from whether it is useful, whether it improves the fidelity of information, or whether it improves the timeliness of response [37].

(ii) Big data comes with challenges related to data security and privacy. Hence, selecting the right mechanisms to protect data and safeguard privacy is a big choice that has a greater impact on surveillance activity.

As crowd-based surveillance and big data bring new opportunity, the challenges just mentioned need to be addressed to reap its benefit.

3.8. Security and Privacy. Security and privacy are an important issue for sensor information management in cloud environment [38]. In the absence of proper security and privacy policy, the deployment of cloud-based multimedia surveillance system will hamper. This is relevant to several issues that need attention, such as the following.

(i) Surveillance footage must be secured and withstand various security threats. Different approaches are
Table 1: Summary of the issues and design choices related to a cloud-based multimedia surveillance system.

| Distinctive issues                              | Design choices                                                                 |
|------------------------------------------------|-------------------------------------------------------------------------------|
| Deployment architecture                        | Public, private, and hybrid                                                   |
| Media acquisition                              | Push-only, pull-only, push-pull, and event-driven                             |
| Cloud storage                                  | Vendor lock-in, disaster recovery, elasticity, security and privacy, and payment and pricing |
| Media processing                               | Different media processing tasks, heterogeneity of QoS, network and devices, and mobile cloud considerations |
| Resource allocation                            | Different optimization goal (maximized resource utilization versus minimized response time and cost, trade-off between average service waiting time and long-term service cost, maximized profit versus minimized loss, and equal load distribution) |
| Notification and sharing                       | Publish-subscribe mechanisms (topic-based, content-based, type-based, parametrized), mode of information dissemination, event-matching algorithms, and volume of information |
| Crowd-based surveillance and big data analytics | Usefulness of big data, fidelity of information, timeliness of response, and data security and privacy |
| Security and privacy                           | Cryptographic approach, various authentication and identity management approaches, different access control policy (RBAC, TBAC, and ABAC), and security impact on cloud deployment choices |
| Performance issues                             | Several performance metrics (accuracy of event detection, response time, CPU and storage utilization, workload, cost trade-off, average task waiting time, QoS, QoI, and QoE) |

Adopted to ensure security at different levels, such as cryptographic approach for cloud storage security [39], to make sure customers are confident in the services provided by cloud vendor.

(ii) There are various authentication and identity management approaches, which can provide varying level of security for accessing cloud [40].

(iii) Privacy enforcement mechanism can influence many customers whether to choose cloud or not for multimedia surveillance infrastructure. Several access control policies exist that have varying level of acceptance, such as role-back access control (RBAC), threshold-based access control (TBAC), and activity-based access control (ABAC). A cloud-based surveillance system can leverage a suitable access control policy among the various choices.

(iv) Which cloud deployment architecture, such as private versus public, is chosen will have an impact on the security and privacy of the cloud-based surveillance systems.

It is thus important to identify the security and privacy leakage channels in cloud-based multimedia surveillance systems and take strong measure to mitigate any relevant threats.

3.9. Performance Issues. A cloud-based multimedia surveillance system can leverage huge storage and computing resources in exchange of certain cost. Therefore, it is important to measure performance implications of different surveillance-related tasks. Few factors related to performance are highlighted in the following.

(i) It is important to identify the quality parameters that need to be measured, for example, accuracy of event detection, response time, CPU and storage utilization, workload, cost trade-off, average task waiting time, and so forth.

(ii) Another important aspect is to determine whether the cloud-based processes and services provide QoS guarantee. Measuring quality of information (QoI) [41] and quality of experience (QoE) [42] is also needed due to the importance of event detection and sharing activities done by surveillance systems.

Depending on the choices of several factors concerning cloud storage, media processing, resource allocation, and so forth, the performance of the overall surveillance system will be determined. It may be worthwhile to develop a quality framework for measuring the overall performance of cloud-based surveillance systems.

A summary of the different issues and design choices is presented in Table 1.

4. Proposed Surveillance Framework

Figure 3 shows the architecture of the proposed cloud-based multimedia surveillance framework. It is motivated by several design aspects and issues that have just been described. The proposed design highlights the different content providers, surveillance users, and the internal core components and services of the system. An elaboration of these follows.

4.1. Surveillance Content Providers. Two types of content providers exist in this architecture. One is the heterogeneous sensor devices, such as fixed cameras, IP cameras, and PTZ cameras, while the other is the crowd that reports security incidents. The content from multiple sources is transmitted to the cloud through a publish-subscribe mechanism. Different media acquisition alternatives are considered here. A user with proper authentication can configure the connected device(s) and control the sampling rate by which the media
is captured and delivered to the cloud. A user is also able to configure whether the media is captured continuously or event-driven.

4.2. Surveillance Users or Consumers. Surveillance users are the ones who consume the content. Content in this case is the event information consisting of multimedia data and event highlights. The users are the typical surveillance operators such as CCTV operators, or they could be any security officials accessing media from anywhere. They usually subscribe to the surveillance events or sensor footage as per their interest and accordingly the matching events or streams are delivered to the client.

4.3. Core System Components. There are several core components in this framework. Their design considers the issues described earlier. The following paragraphs elaborate the components. Publish-subscribe broker is one of most vital components of the proposed framework that facilitates publishing and subscribing the media streams as well as disseminating the events of interest to the appropriate clients. It is located in the cloud side because of its higher performance in terms of bandwidth and capabilities. It is the main backbone to provide ubiquitous video surveillance service with scalability. It uses multicasting approach to connect and deliver surveillance video streams to various surveillance content providers and users [11].

Multimedia surveillance service directory: the proposed system adopts a service oriented architecture style and hence all its functionalists are exposed as services that are accessible over the internet. These services are registered in the multimedia surveillance service directory.

Cloud manager: the overall management of the cloud-based operations of the proposed framework is managed by this component. It acts as the bridge between the users and the cloud-based surveillance system components. It also manages the publish-subscribe broker, multimedia surveillance service directory, the resource allocation manager, and the monitoring and metering component.

Monitoring and metering: cloud computing adopts a utility-like resource usage and billing approach or a pay-as-you-go model. Hence the monitoring and metering component is responsible for performance monitoring and usage tracking of cloud virtual machine (VM) resources and provides statics of usage and billing.

Resource allocation manager: it manages and allocates various VM resources for running the surveillance system and associated services. Upon receiving the sensor media streams, new VMs instances are initiated as per demand. These VMs will function as the surveillance media processing servers, which will be communicating directly with the client device interface. It also configures VM capacities dynamically according to the current workload demands. It can facilitate migration of VMs between physical servers in order to (i) pull out physical servers from an overloaded state when the sum of VMs capacities mapped to a physical server becomes higher than its capacity and (ii) turn off a physical server when the VMs mapped to it can be moved to other physical servers. When new service joins or VM migration is needed, it uses a VM allocation algorithm to find proper physical server [11].

4.4. Services Stack. In order to accomplish the target surveillance tasks, various services are defined. These include the media processing service (e.g., face detection service, motion
detection service, and event detection service), storage service, big data analytics service, payment service, composition service, media delivery service, and security and privacy service.

5. Prototype Development

A prototype system is developed to implement the different functionality of the proposed framework. The following is a description of the development process and the prototype.

(i) Amazon EC2 public cloud platform is used for deployment. For normal operation, two instances were launched—one to store the captured information (alerts info and queries info) and the other for different web services. The web services demonstrate pub-sub mechanisms that manage sharing/accessing process in a way such that the information can be accessed from heterogeneous devices from anywhere and anytime.

(ii) Several other web services have been developed, for example, face detection service, motion detection service, and media processing service.

(iii) VIVOTEK cameras were used to capture image and be connected to cloud.

(iv) The developed prototype allows the user to freely choose between continuous and event-driven data acquisition. The user can, for example, select a camera and put it in record mode based on event occurrence (e.g., when an object is detected, or an alert is generated that requires recording). The user can also put all/selected cameras in the record mode and accordingly the captured frames can be sent to the cloud.

(v) A sharing of information functionality has been implemented, which allows an admin user to assign cameras to the other users who can share their information with other users using queries based on SQL server 2012.

6. Experiments

Few experiments are conducted on the developed prototype to investigate how cloud-based multimedia surveillance system performs. It is described in the following.

6.1. Workload Measure. To understand the characteristics of the surveillance system’s workloads, we analyze the runtime statistics collected while running the applications on AMAZON cloud EC2. We rent a M1 small VM having 1 Intel Xeon E5430 @2.66 GHz CPU unit, 1 CPU core, 1.7 GiB memory, 1 Gbps bandwidth, and 30 G hard drive with Microsoft Server 2008 Base 64-bit. We use the performance monitor of Windows to record the resource utilization of CPU, memory, storage, and network bandwidth. We download videos from PETS and used open-source Open CV library for face detection. The video storage service is tested with windows file system.

The following are the observed results of our workload test in cloud environment. Figure 6 illustrates the resource utilization rates of the aforementioned workloads over the course of their execution. We only plot partial utilization traces that represent the key execution phases. The y-axis represents total resource utilization. The CPU utilization, memory utilization, disk space utilization, and network bandwidth in percentage form can be found in the figure. As we can see, a significant variation exists in the resource utilization across the workloads. Face detection tends to be a highly CPU intensive workload while video storage requires only large storage space during the execution time (Figure 7); the utilization of other resources is below 40%.

6.2. Trade-Off between Cost and Task Waiting Time. Using Figures 8 and 9, we present the trade-off between long term cost and allocation waiting time that has been observed by using a Min-Min [43] based heuristic allocation algorithm with delay tolerance. At each time slot, the allocation method repeats the following operations until the remaining allocation options do satisfy a given constraint: it selects and
enforces the global optimal allocation which produces the best metric value among all possible choices. A threshold value is adopted as the aforementioned constrain to control the trade-off between cost and waiting time. The simulations were conducted under dynamic workload setting where the arrival rate and service time are randomly generated. On the one hand, Figure 8 indicates that the total cost increases as we decrease the weight on cost optimization. On the other hand, the waiting time in Figure 9 is reduced when the total cost rises. The differences among several optimization settings are obvious and remarkable. When the optimization on cost is 80%, the waiting time is more than 50 hours in our simulation. However, this value is reduced to less than 5 hours if we set the optimization on cost as 40%.

Furthermore, we also conducted experiment on media acquisition time with different camera settings on frame rate, and network conditions. The frame loss was 5–7% under 30 frames/sec setting, which is not significant; given in actual scenario a little lower frame rate setting is also acceptable.

7. Discussions

Through some basic evaluation, we were able to monitor some important parameters in the cloud-based multimedia system, which showed motivating results. However, thorough investigation is needed to measure all the different aspects of the system. At some stage it will come to the point where the overall cost and privacy and security issues will be the decisive factor. For new installations, the apparent cost of cloud-based surveillance system is low, due to the fact that no investment on infrastructure is needed. However, this situation may change when the system will run 24/7 on the cloud, which will incur cost of usage of the cloud resources.
by time. For the existing surveillance infrastructure, the cloud solution might not seem cost-effective as the investment on local infrastructure has already been made [4]. However, in many cases the benefits that a cloud-based surveillance system offers may outweigh the cost and other concerns.

As for the security and privacy, many organizations are still not comfortable to put surveillance content over the cloud due to the potential of privacy leakage and security vulnerabilities. This is especially true for some government organizations, such as military. More research is needed to minimize the risk of privacy loss and design strong security mechanism for the cloud-based surveillance environment before these organizations change their mind. The private or hybrid cloud solutions may be a way to go for these organizations, where they can adopt a blend of private and public cloud infrastructure. This will allow them to schedule what remains in private and what goes to public infrastructure. More research is needed in this direction.

8. Conclusion

This paper describes the different design issues relevant to a cloud-based multimedia surveillance system. The significant issues are related to cloud deployment architecture, media acquisition strategy, cloud storage, media processing, resource allocation, notification and sharing, big data analytics, security and privacy, and cloud-based system performance. Based on these design issues, a cloud-based multimedia surveillance framework has been proposed and a prototype system has been developed. We report some results related to dynamic workload, cost trade-off, and average task waiting time. The result shows the suitability of the cloud-based multimedia surveillance framework. However, the cost, security, and privacy will remain a decisive factor to embrace the deployment of cloud-based surveillance solution. Therefore, the future work may be directed to these issues, along with some other important factors including resource allocation, media processing, and big data analytics on the cloud for multimedia surveillance application.
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