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ABSTRACT With the increased distributed generation (DG) and the combination of residential, commercial, and industrial loads connected to the distribution networks, it is more difficult to ensure the safe and economic operation of the distribution networks because of the great volatility and randomness of DG and complex loads. In this paper, with the aim of minimizing network loss, load balance, and maximum voltage deviation, a multiobjective reconfiguration model of the distribution network is established under the condition of satisfying network constraints. Moreover, a new social beetle swarm optimization algorithm (SBSO) considering two social behaviors is adopted to solve the complex problem according to the characteristics of the distribution network reconfiguration (DNRC). Based on the SBSO algorithm, grey target decision-making (GTDM) strategy is used to choose the best beetle in the process of solving the multiobjective problem. Additionally, The grey relation projection (GRP) method is used to divide the time period of DNRC according to the change of DG and loads in a day, in order to reduce the number of switching operations. Finally, the effectiveness of the proposed multiobjective model and algorithm are verified on the standard IEEE-33 system and IEEE-69 system.

INDEX TERMS Distribution network reconfiguration, multiobjective optimization, grey target decision-making strategy, grey relation projection, SBSO algorithm.

I. INTRODUCTION
DNRC is used to change the topological structure of the distribution network by changing the state of switches under the condition of satisfying network constraints, thereby enhancing the efficiency and stability of the distribution network [1], so the DNRC has been considered a powerful tool in distribution system planning and operation. In the DNRC problem, we determine the optimal radial configuration, the close/open status of each branch equipped with a controllable switch, on the given meshed distribution system for different objectives [2], [3]. At present, with the large-scale renewable energy interconnection and the combination of residential, commercial, and industrial loads, the distribution network has become more and more complex. Its randomness and volatility will bring challenges for the safety and economy of traditional distribution networks [4]. In addition, DG into distribution networks is implemented for reducing network losses, balancing demand overloads, improving the node voltage level, and absorbing renewable energy [5], which further increases the complexity of the distribution network. Therefore, it is necessary to perform research on this issue.

In the process of DNRC, many scholars have investigated network reconfiguration with different objectives and
algorithms. [6], [7] study DNRC with the single objective of minimizing active power loss of the distribution network. Other researchers focused on double objectives of reducing the network loss and voltage deviation [8]. In addition, in order to ensure that the load in the power grid is not overloaded, Jakus established a mathematical model about DNRC with the aim of minimizing active power loss and load balance [9]. However, with more and more DG and complex loads connected to the power grid, the distribution network has become increasingly complicated for the operational control of the distribution network [10]. The dynamic changes of renewable and load are not taken into account in these models. In fact, wind power and photovoltaic power change with wind speed and solar radiation, respectively, and the wind speed and solar radiation can be simulated by the Weibull distribution [11] and beta distribution [12], [13]. The model of distribution network reconfiguration considering these uncertainties is built in [14], [15], but the load time variation is not considered. Although the uncertain variables of DG output and loads are considered in [1], the model is a single objective only considered.

Simultaneously, based on DG and load time variation, the main method of dynamic reconfiguration is to segment the time according to the change of DG and load in a day, and the number of switching operations can be greatly reduced by dividing the reconfiguration period. The dynamic reconfiguration method based on information entropy of time intervals is put forward in [16], [17] proposed the index of power moment, and the power moment imbalance is compared with the predetermined power moment threshold. The interval that satisfies the requirement is merged into the last period to complete the partition of time intervals. In addition, [18] takes the monotone interval’s integral median point of the load curve as a piecewise point and combines the adjacent intervals which have the minimum load decline until the preset partition number is reached. The improved fuzzy mean clustering algorithm is applied in [19] for the partition of time intervals, and the value of the combined loss function is used to determine the optimal partition number and plan. However, the dynamic reconstruction methods put forward in these references all need parameters such as preset partition number or comparison threshold, which have partly human subjectivity, on the other hand, these methods are complex and time-consuming, a high computational cost cannot be avoided. The GRP method is widely used in the correlation analysis of sequence, which is simple and efficient. For example, [20]–[22] uses GRP method to obtain the ‘best’ compromise solutions by calculating the priority memberships of the solutions. However, this useful method is not utilized to divide the reconfiguration period.

Additionally, when solving multiobjective optimization problems, the multiobjective is usually weighted and converted into a single objective. This processing process is relatively rough, and the three objectives cannot be optimized at the same time. Therefore, some scholars use the double-layer model to address multiobjectives [23]. Other scholars introduced the game theory and constructed a multiobjective game model [24] to solve the multiobjective problem. At the same time, the Pareto optimal solution is widely used in solving multiobjective optimization problems [25]–[27]. However, the Pareto optimal solution is only an acceptable solution set of the problem, and there are multiple Pareto optimal solutions in general. At this time, people need to make their own decisions, which is not objective. For this problem, [28] separates the obtained Pareto-optimal solutions(POSs) into different clusters and thereupon identifies the best compromise solutions (BCSs) by assessing the relative projections of the solutions belonging to the same cluster using GRP. The multiobjective GTDM can select a satisfactory scheme without losing objectivity. Professor Deng Julong, a Chinese scholar, founded the grey system theory in 1982 [29]. After that, the grey theory has been widely used and a series of grey decision-making methods have been produced, it is an effective decision-making method. GTDM not only helps people to make an objective decision, but also effectively solves multiobjective optimization problems with the heuristic algorithm in recent years. A GTDM theory based on the entropy weight method is proposed in [30] to identify the best trade off scheduling scheme among all the solutions. [31] integrated decision-making by combining the fuzzy c-means algorithm (FCM) with GRP aims to extract the best compromise solutions which reflect the preferences of decisionmakers from the POSs. However, these algorithms are easily affected by the parameters, and the solution is unstable. In 2017, the beetle antennae search (BAS) was proposed as an efficient and intelligent search algorithm [32]. The BAS algorithm does not need to know the specific form of the search, which is simple and efficient. However, in each iteration, the convergence result of the BAS algorithm depends on the direction of the beetle, which has great randomness [33]. To solve these problems, particle swarm optimization (PSO) [34] and BAS are combined to form the beetle swarm optimization (BSO) algorithm. At present, the BSO algorithm and grey decision method are not effectively combined to solve multiobjective optimization problems. Here, this paper uses a BSO algorithm based on GTDM to solve the problem of multiobjective optimal network reconfiguration. Furthermore, to improve the efficiency of optimization, the search speed of the global optimal solution is accelerated by changing its operator, increasing social learning behavior, and sorting after each iteration. On this basis, this paper uses SBSO algorithm combined GTDM to solve the multiobjective model to reduce the calculation time through the individual advantage of the beetle and this method is effective to avoid volatility and subjectivity.

The main contributions of this paper are as follows:
1. To avoid the high computational cost, the GRP method is used to analyze the net load of the distribution network to divide the time period of DNRC without human subjectivity.
2. A new modified SBSO algorithm considering two social behaviors is presented to determine the best configuration, in order to improve the search efficiency.
3 SBSO algorithm combined GTDM is utilized to solve the multiobjective model. This method can automatically identify the best solution without losing objectivity.

The overall framework of this paper is shown in Fig.1.

Section II provides the random model of renewable sources and GRP is used to divide the reconfiguration period. Section III introduces the objective functions and constraints. Section IV describes the simplification and encoding of topology based on a basic loop. Section V explains the SBSO algorithm combined grey target decision-making and the test results of 5 benchmark functions from the SBSO algorithm. Section VI shows the test results from the IEEE-33 system and IEEE-69 system. Finally, Section VII presents the paper’s conclusions.

II. PARTITION OF TIME INTERVALS BASED ON DG AND LOAD

A. RANDOM MODEL OF RENEWABLE SOURCES

1) MODEL OF WIND POWER

The output of wind turbine changes with wind speed, and it is expressed as:

$$P = \frac{1}{2} \rho v_w^3 s C_p$$  \hspace{0.7cm} (1)$$

where $P$ is the actual shaft power obtained by the fan in W; $\rho$ is the air density in $kg/m^3$; $v_w$ is the actual wind speed in $m/s$; $s$ is the swept area of the wind turbine in $m^2$; and $C_p$ is the wind energy utilization coefficient, with a maximum value of 0.593. From (1), the output of the fan is directly proportional to the wind speed.

The Weibull distribution is useful and simple, so the Weibull distribution is used to simulate the wind speed distribution with high randomness [11] in this paper, shown as:

$$f_W(v) = \frac{k'_W}{c'_W} \left(\frac{v_w}{c'_W}\right)^{k'_W-1} \exp\left[-\left(\frac{v_w}{c'_W}\right)^{k'_W}\right]$$  \hspace{0.7cm} (2)$$

where $c'$ is the Weibull scale parameter and $k'_W$ is the Weibull shape parameter.

The relationship between wind speed and wind turbine active power output $P_W$ is as follows:

$$P_W = \begin{cases} 0, & v_w < v_{ci}, v_w \geq v_{co} \\ P_r \frac{v - v_{ci}}{v_r - v_{ci}}, & v_{ci} \leq v_w \leq v_r \\ P_r, & v_r \leq v_w \leq v_{co} \end{cases}$$  \hspace{0.7cm} (3)$$

where $P_r$ is the rated capacity of the wind turbine; $P_W$ is the actual power of the wind turbine; $v_{ci}$ is the cut-in speed of wind power; $v_r$ is the rated speed of wind power; and $v_{co}$ is the cut-out speed of wind power. According to reference [11], the probability function of wind power output is as follows:

$$P(P_W = 0) = 1 - \exp\left(-\frac{v_{ci}}{c'_W}\right) + \exp\left(-\frac{v_{co}}{c'_W}\right)$$

$$P(P_W = P_r) = \exp\left(-\frac{v_r}{c'_W}\right) - \exp\left(-\frac{v_{co}}{c'_W}\right)$$

$$f(P_W) = \frac{k'_W}{k_1 c'_W} \left(\frac{P_W - k_2}{k_1 c'_W}\right)^{k'_W-1} \exp\left[-\left(\frac{P_W - k_2}{k_1 c'_W}\right)^{k'_W}\right]$$  \hspace{0.7cm} (4)$$

where $k_1 = P/r (v_r - v_{ci})$ and $k_2 = v_{ci} P_r / (v_{ci} - v_r)$.

The output reactive power $Q_W$ is:

$$Q_W = P_W \times \sqrt{1 - \cos^2 \theta} / \cos \theta$$  \hspace{0.7cm} (5)$$

where $\cos \theta$ is the power factor.

2) MODEL OF SOLAR POWER

Photovoltaic power generation depends on climate and weather, which is greatly affected by solar radiation factors [13]. The solar radiation can be fitted by the beta function, and its probability density function is as follows:

$$f(E) = \frac{\Gamma(\alpha'_I + \beta'_I)}{\Gamma(\alpha'_I) \Gamma(\beta'_I)} \left(\frac{E}{E_{max}}\right)^{\alpha'_I-1} \left(1 - \frac{E}{E_{max}}\right)^{\beta'_I-1}$$  \hspace{0.7cm} (6)$$

where $\Gamma$ is the gamma function, $\alpha'_I$ and $\beta'_I$ are the shape parameters of the distribution functions, and $E_{max}$ is the maximum value of solar radiation, where $E_{max}$ is the maximum solar radiation set as 1000 W/m^2 based on the analysis of sample data.

The relationship between the solar radiation and the active output power of photovoltaic power generation $P_S$ is as follows:

$$P_S = \begin{cases} 0, & 0 \leq E < E_f \\ P_S = \left(\frac{E}{E_{max}}\right)^{\alpha'_I}, & E \geq E_f \end{cases}$$  \hspace{0.7cm} (7)$$

where $E_f$ is the fixed-point set as 120 W/m^2.
FIGURE 2. The PDF of wind speed in each period.

The probability density function of PV output in a specific area is:

\[
f(P_S) = \begin{cases} 
\frac{1}{E_{\text{max}}} \cdot \frac{\Gamma(\alpha' c + \beta' c)}{2 \cdot \Gamma(\alpha' c) \Gamma(\beta' c)} \left( \frac{P_S \cdot E_{f}}{P_{SR}E_{\text{max}}} \right)^{\alpha' c - 1} \\
\times \left( 1 - \frac{P_S \cdot E_{f}}{P_{SR}E_{\text{max}}} \right)^{\beta' c - 1}, & 0 < P_S < \frac{P_{SR}E_{f}}{E_{\text{max}}} \\
\frac{1}{E_{\text{max}}} \cdot \frac{\Gamma(\alpha' t_c + \beta' t_c)}{\Gamma(\alpha' t_c) \Gamma(\beta' t_c)} \left( \frac{P_S}{P_{SR}} \right)^{\alpha' t_c - 1} \\
\times \left( 1 - \frac{P_S}{P_{SR}} \right)^{\beta' t_c - 1} \cdot \frac{P_{SR}E_{f} \cdot E_{\text{max}}}{E_{\text{max}}}, & P_S \geq \frac{P_{SR}E_{f}}{E_{\text{max}}} 
\end{cases}
\]

(8)

where \( P_{SR} \) is the maximum output power of photovoltaic power generation.

The cutoff wind speed \( v_{ci} = 5 \text{ m/s} \), the cut-out wind speed \( v_{co} = 24 \text{ m/s} \), and the rated wind speed \( v_r = 11 \text{ m/s} \). The wind speed at the height of the fan impeller hub in this area obeys the Weibull distribution of \( c' \) and \( k' c \) and the solar radiation obeys the beta distribution of \( \alpha' t_c \) and \( \beta' t_c \). The parameters of \( c', k' c, \alpha' c \) and \( \beta' c \) are obtained from 8760 samples of actual wind speed and actual solar radiation data in a region [35], as shown in Table 1.

The PDFs of Weibull and Beta distributions fitted to each hour are shown in Figs. 2 and 3.

The probability density distribution function of wind power and photovoltaic output is obtained by substituting the parameter \( c', k' c, \alpha' c \) and \( \beta' c \) into the above equations to calculate the integral. Simpson formula is used to solve the problem to speed up the speed of solution, and the expected wind power and photovoltaic output is obtained as follows, they are shown in Figs.4 and 5.

FIGURE 3. The PDF of solar irradiance in each period.

FIGURE 4. The expected output of wind power.

FIGURE 5. The expected output of solar power.

B. LOAD DEMAND

Users usually have relatively fixed demand proportion curves during a typical day in the same region and season, the loads can be described by demand proportion curves per day [36], which is shown in Fig.6.

In general, the daily loads involve three categories: residential, industrial and commercial, the concrete parameters are given in Tables 2 and 3, they are shown in Fig.7.
The load curves of each node are different, and the daily load curve $P_{Li}$ of node $i$ can be described as:

$$P_{Li} = \sum_{s \in S} P_{Ni} \theta_{si} \delta_{s}$$ (9)

where $S \in \{s|1, 2, 3\}$ is the set of load types; $s = 1$ is residential, $s = 2$ is industrial, and $s = 3$ is commercial; $P_{Ni}$ is the rated power of load node $i$; and $\theta_{si}$ represents the ratio of load type $s$ in the total load of node $i$, $\delta_{s}$ represents the demand curves of load type $s$ [36].

According to the above analysis, the net load on each node is obtained.

$$P_{NLi} = P_{Li} - P_{Wi} - P_{Si}$$ (10)

C. NET LOAD

Parameters of DG type, capacity and access node are shown in Table 4 [37].

According to the above analysis, the net load on each node is obtained.
the sequence is, the greater the correlation degree is, so the effective data sequence was clustered.

The sample data needed is small and the calculation is simple while using the grey correlation analysis and clustering. At the same time, this method can effectively reduce the number of switching operations, which is more economical.

Taking the net load on different nodes as a group of sample data, the grey correlation analysis is utilized to analyse the similarity of sample data.

\[ X_t = (x_t(1), x_t(2), \ldots, x_t(i), \ldots, x_t(n)), \quad (t = 1, 2, \ldots, 24, i = 1, 2, \ldots, 33) \]

is the sample data.

The original sequence is multiplied by the starting point zero operator \(D^0\) in order to be analyzed by grey absolute correlation analysis.

\[ X_t D^0 = (x_t(1)d^0, x_t(2)d^0, \ldots, x_t(i)d^0, \ldots, x_t(n)d^0), \]

\[ X_t(i) = x_t(i)d^0 = x_t(i) - x_t(1). \]

Grey absolute correlation degree \(\varepsilon_{t,t+1}\) is obtained by equations (11)-(13).

\[ \varepsilon_{t,t+1} = \frac{1 + |S^0_t| + |S^0_{t+1}|}{1 + |S^0_t| + |S^0_{t+1}| + |S^0_{t+1} - S^0_t|} \quad (11) \]

\[ |S^0_t| = \left| \sum_{i=2}^{n-1} x_t(i) + \frac{1}{2} x_t(n) \right| \quad (12) \]

\[ |S^0_{t+1} - S^0_t| = \left| \sum_{i=2}^{n-1} (x^0_{t+1}(i) - x^0_t(i)) + \frac{1}{2} (x^0_{t+1}(n) - x^0_t(n)) \right| \quad (13) \]

The original sequence is multiplied by the initial valued operator \(D^1\) in order to be analyzed by grey absolute correlation analysis.

\[ X_t D^1 = (x_t(1)d^1, x_t(2)d^1, \ldots, x_t(i)d^1, \ldots, x_t(n)d^1), \]

\[ x_t(i)d^1 = x_t(i)/x_t(1). \]

Grey relative correlation degree \(r_{t,t+1}\) is obtained by equations (14)-(16).

\[ r_{t,t+1} = \frac{1 + |S^1_t| + |S^1_{t+1}|}{1 + |S^1_t| + |S^1_{t+1}| + |S^1_{t+1} - S^1_t|} \quad (14) \]

\[ |S^1_t| = \left| \sum_{i=2}^{n-1} x_t(i) + \frac{1}{2} x_t(n) \right| \quad (15) \]

\[ |S^1_{t+1} - S^1_t| = \left| \sum_{i=2}^{n-1} (x^1_{t+1}(i) - x^1_t(i)) + \frac{1}{2} (x^1_{t+1}(n) - x^1_t(n)) \right| \quad (16) \]

The grey comprehensive correlation degree not only represents the similarity degree of sequences \(X_t\) and \(X_{t+1}\), but also reflects the similarity degree of change rate relative to the starting point. It can comprehensively reflect whether the connection between sequences is close, the grey comprehensive correlation degree is obtained.

\[ \rho_{t,t+1} = \theta \varepsilon_{t,t+1} + (1 - \theta) r_{t,t+1}, \quad \theta \in [0, 1] \quad (17) \]

In the actual process of reconfiguration, we pay more attention to the similarity of the sequence. The more similar the net load distribution on the nodes, the better the unit period consolidation can be combined. When the absolute correlation degree is more important, the absolute correlation degree is given greater weight. In this paper, we take \(\theta = 0.7\).

III. MULTIOBJECTIVE MODEL OF DISTRIBUTION NETWORK RECONFIGURATION

A. MULTIOBJECTIVE MODEL

In this paper, aiming at minimizing active power loss, load balancing and the maximum voltage deviation, a multiobjective model of the distribution network is formed.

The minimization of the sum of active power loss is:

\[ f^{(1)} = \min \sum_{i=1}^{T} \sum_{j=1}^{J} D_j R_j P_j^2 + Q_j^2 \quad (18) \]

where \(P_j\) is the active power of the \(j\)-th branch, \(Q_j\) is the reactive power of the \(j\)-th branch, \(R_j\) is the resistance of the \(j\)-th branch, \(V_j\) is the initial voltage of the \(j\)-th branch, and \(D_j\) is the binary value. If \(D_j\) is the opening switch status for the \(j\)-th branch, \(D_j = 0\); otherwise, \(D_j = 1\). \(J\) is the number of branches, and \(T\) is the time length.

The minimization of the sum of load balancing is:

\[ f^{(2)} = \min \sum_{i=1}^{T} \sum_{j=1}^{J} D_j \sqrt{P_j^2 + Q_j^2} \quad (19) \]
where $S_{\text{max}}^j$ is the maximum complex power of branch $j$.

The minimization of the sum of maximum voltage deviation is:

$$f^{(3)} = \min \left( \sum_{t=1}^{T} \max \left( \frac{V_l - V_{lr}}{V_{lr}}, \ldots, \frac{V_n - V_{nr}}{V_{nr}}, \ldots, \frac{V_N - V_{Nr}}{V_{Nr}} \right) \right)$$

(20)

where $V_n$ is the virtual voltage of the n-th node, $V_{nr}$ is the rated voltage of the nth node, and $N$ is the total number of nodes.

**B. CONSTRAINTS**

The following constraints must be meet in DNRC.

*a: POWER FLOW EQUATION CONSTRAINTS*

$$P_n + P_{DG,n} = P_{L,n} + U_n \sum_{q=1}^{N} U_q \left( G_{nq} \cos \theta_{nq} + B_{nq} \sin \theta_{nq} \right)$$

(21)

$$Q_n + Q_{DG,n} = Q_{L,n} + U_n \sum_{q=1}^{N} U_q \left( G_{nq} \sin \theta_{nq} - B_{nq} \cos \theta_{nq} \right)$$

where $P_n$ and $Q_n$ are the active and reactive power injected on node n, respectively; $P_{DG,n}$, $Q_{DG,n}$ are the active and reactive power output of DG on node n, respectively; $P_{L,n}$ and $Q_{L,n}$ are the active and reactive power of the load on node n, respectively; $G_{nq}, B_{nq}, \theta_{nq}$ are the conductance, susceptance, and voltage phase angle difference of the branch between nodes n and q, respectively; $U_n$ and $U_q$ are the voltages of nodes n and q, respectively; and $N$ is the number of system nodes.

*b: NODE VOLTAGE CONSTRAINTS*

$$U_{n,\text{min}} \leq U_n \leq U_{n,\text{max}} \quad (n = 1, \ldots, N)$$

(22)

$U_{n,\text{min}}$ and $U_{n,\text{max}}$ are the lower and upper voltage limits of node n, respectively.

*c: BRANCH POWER CONSTRAINTS*

$$S_j \leq S_{j,\text{max}} \quad (j = 1, \ldots, J)$$

(23)

$S_j$ is the power of branch j; $S_{j,\text{max}}$ is the maximum power allowed by branch j, and $J$ is the total number of branches.

*d: DG CAPACITY CONSTRAINTS*

$$P_{DG,n,\text{min}} \leq P_{DG,n} \leq P_{DG,n,\text{max}} \quad (n = 1, \ldots, N_{DG})$$

(24)

$P_{DG,n}$ is the active output of distributed energy on node n; $P_{DG,n,\text{min}}$, $P_{DG,n,\text{max}}$ are the minimum and maximum output power of distributed energy on node n, respectively; and $N_{DG}$ is the total number of distributed generations.

*e: NETWORK CONSTRAINTS*

The distribution network cannot appear loops and islands, it must be radial.

When the constraint condition exceeds the limit, it is included in the penalty function, the amount of the limit determines the size of the penalty, and finally, the penalty function is included in the objective function [38].

**IV. NETWORK SIMPLIFIED CODING**

In this paper, the IEEE-33 node system with DG is selected. 33 nodes, 32 section switches and 5 tie switches appear in this system. And the reference voltage is 12.66 kV. The specific parameters are shown in [39].

The DG type, capacity and access node are shown in Table. 4.

There are many switches in the DNRC, so the particle dimension is large. To avoid many infeasible solutions, the coding strategy of the distribution network is shown in Table. 5.

The distribution network in this paper is divided into five ring networks by the coding strategy in reference [40]. In each ring network, only one switch is able to be disconnected, which ensures the radial topology of the distribution network and the infeasible solutions are largely excluded.

The network loop switch matrix is defined as:

$$SL_{su} = (a_{i,j})_{w \times w}$$

(25)

where $w$ is the number of interconnection switches; $SL_{su}$ is a 0/1 matrix; and if the switch number b corresponding switch is in loop a, $a_{a,b}$ is 1; otherwise, it is 0. For example, the numbered particle $S_{su} = [3 \ 6 \ 11 \ 12 \ 2]$ corresponds to switches (4, 14, 4, 17, 4). Switch 4 is in loop 1, so $a_{1,1}$ is 1; switch 14 is not in loop 1, so $a_{1,2}$ is 0; switch 4 is in loop 1, so $a_{1,3}$ is 1; switch 17 is not in loop 1, so $a_{1,4}$ is 0; switch 4 is in loop 1, so $a_{1,5}$ is 1; and so on, the corresponding $SL_{su}$ is:

$$SL_{su} = \begin{bmatrix} 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & 1 & 0 & 1 \end{bmatrix}$$

(26)

The $SL_{su}$ matrix corresponding to $S_{su}$ is a nondiagonal matrix, if the same row appears in the matrix, it indicates that the public switch in the loop has been turned on not only one time, and the loop network appears in the network, which is an infeasible solution. If the elements of a row of $SL_{su}$ are all 0, there are no switch turned on in the ring network, which indicates that an island has been generated, and the particle is also an infeasible solution.

In summary, $R(SL_{su})$ is the rank $R$ of $SL_{su}$; if $R(SL_{su}) < a$, the particle is an infeasible solution.
beetles are as follows. The beetle moves by comparing the fitness values corresponding to the two antenna positions of the beetle. If the left fitness value of the beetle is greater than that of the right, the beetle moves to the left, vice versa \[32,33\]. In this paper, multidimensional function optimization is taken as an example to solve the optimal value. The steps are as follows:

1. The position of the beetle in the \(d\)-dimensional solution space is:
\[
X^0 = (x_1, x_2, \ldots, x_d)
\]

2. The spatial coordinates of the left and right sides of beetles are as follows:
\[
\begin{align*}
x_l &= x + L \hat{b} \\
x_r &= x - L \hat{b}
\end{align*}
\]
where \(x_l\) is the left side of the search area, \(x_r\) is the right side of the search area, which is a random unit vector, \(L\) is the distance from two whiskers to the center of mass, and \(\hat{b}\) is the random unit vector.

3. The update rule of beetle is as follows:
\[
x^{t+1} = x^t - \delta^t \cdot \hat{b} \cdot \text{sign} [f(x_l^t) - f(x_r^t)]
\]  
where \(x^t\) is the centroid coordinates of the \(t\)-th iteration of the beetle; \(x_l^t\) and \(x_r^t\) are the left and right antennas of the \(t\)-th iteration, respectively; \(f(x)\) is the fitness value of \(x\); \(\delta^t\) is the step size at the \(t\)-th iteration; and \(\text{sign}(x)\) is a sign function.

The BAS algorithm only focuses on the individual, the PSO algorithm is for groups. So, to improve the performance of optimization algorithm, the BAS algorithm and PSO algorithm are combined in this paper \[41,42\], and reduce the computational time by social behaviors between beetles.

To avoid premature convergence, the SBSO algorithm considering chaos migration strategy is used in this paper.

The similarity of beetles is:
\[
S = \sum_{p=1}^{NP} s_p
\]
where \(d(q,p)\) is the Euclidean distance from individual \(q\) to \(p\), \(q\) is the beetle with the best fitness value, \(d_{min}\) is the Euclidean distance of the nearest individual to \(q\), and \(d_{max}\) is the Euclidean distance of the beetle farthest from \(q\). \(B\) is the number of populations.

The logistic map is:
\[
\begin{align*}
X_d &= \eta X_d^t (1 - X_d^t), & S > 0.2B \\
\text{No chaotic disturbance,} &\text{ if not}
\end{align*}
\]
where \(X_d\) is the \(d\)-dimensional variable of chaotic sequence \(X\), \(X_d \in [0, 1]\), and \(\eta \in (3.569, 4)\).

The iterative process from \(t\) to \(t + 1\) for individual \(p\) is:
\[
x_{pd}^{t+1} = \begin{cases} 
\text{round} \left( x_{pd}^{t} + Y^{t} + V^{t+1} \right), & \text{if } p_{pd}^{t} > p_{pd}^{t+1} \\
x_{pd}^{t}, & \text{otherwise}
\end{cases}
\]  
where \(p_{pd}^{t}\) is the learning probability of individual \(p\), which is inversely proportional to its own fitness value; \(p_{pd}^{t+1}\) is the random number of individual \(p\), with a value of \([0, 1]\).

V. IMPROVED SBSO ALGORITHM BASED ON GREY TARGET DECISION-MAKING

A. IMPROVED SBSO ALGORITHM

X. Jiang first proposed the beetle antennae search algorithm in 2017. The beetle moves by comparing the fitness values corresponding to the two antenna positions of the beetle. If the left fitness value of the beetle is greater than that of the right, the beetle moves to the left, vice versa \[32,33\]. In this paper, multidimensional function optimization is taken as an example to solve the optimal value. The steps are as follows:

1. The position of the beetle in the \(d\)-dimensional solution space is:
\[
X^0 = (x_1, x_2, \ldots, x_d)
\]

2. The spatial coordinates of the left and right sides of beetles are as follows:
\[
\begin{align*}
x_l &= x + L \hat{b} \\
x_r &= x - L \hat{b}
\end{align*}
\]
where \(x_l\) is the left side of the search area, \(x_r\) is the right side of the search area, which is a random unit vector, \(L\) is the distance from two whiskers to the center of mass, and \(\hat{b}\) is the random unit vector.

3. The update rule of beetle is as follows:
\[
x^{t+1} = x^t - \delta^t \cdot \hat{b} \cdot \text{sign} [f(x_l^t) - f(x_r^t)]
\]  
where \(x^t\) is the centroid coordinates of the \(t\)-th iteration of the beetle; \(x_l^t\) and \(x_r^t\) are the left and right antennas of the \(t\)-th iteration, respectively; \(f(x)\) is the fitness value of \(x\); \(\delta^t\) is the step size at the \(t\)-th iteration; and \(\text{sign}(x)\) is a sign function.

The BAS algorithm only focuses on the individual, the PSO algorithm is for groups. So, to improve the performance of optimization algorithm, the BAS algorithm and PSO algorithm are combined in this paper \[41,42\], and reduce the computational time by social behaviors between beetles.
In the SBSO algorithm, the cognitive factors and social learning factors are considered. And, the bad particles are replaced by the preference random method in each iteration, the particles with bad fitness values are eliminated during this progress. Based on this, an improved beetle search particle swarm optimization algorithm was proposed.

In the knowledge sharing process, beetles can obtain the information from individuals who are better than themselves and learn the knowledge from the average status of the social group including bad beetles to handle the problem of premature convergence, the social learning factors are proposed considering these two social behaviors [43]–[45]. Beetles can learn from different individuals in each dimension, which can greatly reduce the number of iterations and solve high-dimensional and complex problems.

Thus, the speed update rules of the beetle are as follows:

\[
Y^t = z_0^t \beta \text{sign} \left( f \left( x^t_p \right) - f \left( x^t_d \right) \right)
\]

\[
V^{t+1} = z_1 V^t + z_2 \left( x^t_{pb} - x^t_{bd} \right) + z_3 e \left( x^t_p - x^t_m \right)
\]

\[
z_1 = z_{1, \text{max}} - \left( \frac{z_{1, \text{max}} - z_{1, \text{min}}}{T_{\text{max}}} \right) \cdot t \tag{34}
\]

\[
x^t_m = \left( \frac{x^t_{pd} - x^t_{d, \text{min}, \text{a}}} {x^t_{pd} - x^t_{d, \text{max}, \text{a}}} \right) \left( \frac{x^t_{d, \text{max}, \text{d}} - x^t_{d, \text{min}, \text{d}}} {x^t_{d, \text{max}, \text{d}} - x^t_{d, \text{min}, \text{d}}} \right) + x^t_{d, \text{min}, \text{d}}
\]

where \( b(P_b > P_p) \) is the individual randomly selected by individual \( p \) among populations with greater fitness than that of itself, and individual \( p \) can learn from different objects randomly in different dimensions, \( p \) can learn from different objects who are better than it, which can obtain more useful information during this process. \( x^t_{pd} \) is the position of the individual \( p \) in the \( d \) dimension of generation \( t \) (\( 1 \leq d \leq D \)); \( D \) is the dimension of the decision space; \( z_0^t \) is a cognitive factor; \( z_2 - z_3 \) are random numbers of individual \( p \) between \([0, 1] \); \( e \) is the influence factor for controlling the social influence of \( x^t_{pd} \), which is taken as 0.01 in this paper; \( z_{1, \text{max}}, z_{1, \text{min}} \) are the maximum and minimum inertia weights, respectively; \( T_{\text{max}} \) is the maximum number of iterations; and \( x^t_{d, \text{max}, \text{d}}, x^t_{d, \text{min}, \text{d}} \) are the upper and lower search bounds of the \( d \)-dimension variables, respectively.

When the individual is lower than the average value, the individual performance is not good. So, to strengthen the global search ability, it is necessary to increase the cognitive factor; otherwise, to accelerate the convergence speed, the cognitive factor is reduced [46].

\[
\left\{ \begin{array}{l}
\beta_0 = z_{0, \text{max}} - \frac{(z_{0, \text{max}} - z_{0, \text{min}})(F - F^t_{\text{min}})}{F^t_{\text{max}} - F^t_{\text{avg}}}, & F \geq F^t_{\text{avg}} \\
\beta_0 = z_{0, \text{max}}, & F < F^t_{\text{avg}} 
\end{array} \right. \tag{35}
\]

\( F, F_{\text{min}}, F_{\text{max}} \) and \( F_{\text{avg}} \) are the current individual fitness value, population minimum fitness value, population maximum fitness and average fitness, respectively; and \( z_{0, \text{max}} \) and \( z_{0, \text{min}} \) are the maximum and minimum cognitive factors, respectively.

\[
F_{\text{min}} = \text{fitness sorting.}
\]

\[
\text{Replace the bad beetles by the following formula:}
\]

\[
x^{t+1}_{pr} = x^{t}_{pr} + z_4 \left( x^{t}_{p,1} - x^{t}_{p,2} \right) \tag{36}
\]

\( x^{t}_{pr} \) is the bad beetle; \( x^{t}_{p,1} \) and \( x^{t}_{p,2} \) are any two different particles in the population; and \( z_4 \) is random numbers of individual \( p \) between \([0, 1] \). The probability function is:

\[
P^{t}_{pr} = 1 - \frac{g - 1}{B} \tag{37}
\]

where \( g \) is the rank of individual \( p \) in the population after fitness sorting.

The chaos migration strategy and the social learning strategy are shown in Fig. 9.

**B. GREY TARGET DECISION-MAKING**

GTDM is one of the useful methods to solve multi-index decision-making problems in grey system theory, which can be used to optimize the optimal solution. GTDM is to measure and transform all indexes to the Euclidean space of the same dimension, that is, grey target. A target center is found in the grey target as the standard model, and then the decision points in the grey target are compared with the target center, and different target center distances are obtained to obtain the optimal scheme. The weight and target distance of each scheme are calculated based on entropy value, which does not depend on expert evaluation or decision-maker’s preference, so as to improve the credibility and authenticity of decision-making. In this paper, the GTDM is used to analyze and solve the multiobjective distribution network reconfiguration, so that the sum of the active power loss, the load balancing index, and the maximum node voltage deviation index can simultaneously reach the optimal.

The four elements of grey decision-making are event, strategy, target and effect.
Distribution network reconfiguration event is \( A = \{a_1\} \), and all possible strategy set are \( B = \{b_1, b_2, \ldots, b_B\} \), in which \( b_p(p = 1, 2, \ldots, B) \) is the \( p \)-strategy.

The decision scheme set \( S \) of grey decision is the Cartesian product of event set \( A = \{a_1\} \) and strategy set \( B = \{b_1, b_2, \ldots, b_B\} \),

\[
S = A \times B = \{(a_1, b_p) | a_1 \in A, b_p \in B\} = \{s_{11}, s_{12}, \ldots, s_{1B}\}
\]  

(38)

The decision scheme set \( S \) is obtained by SBSO algorithm, that is the break switch combination of the \( p \)-th beetle.

The objective of GTDM is the goal of distribution network reconfiguration \( f(k)(k = 1, 2, 3) \). At the same time, \( u_{1p}^{(k)} \) is the effect value of the decision scheme set \( S_{1p} \) of objective \( k \).

\[
u_{1p}^{(k)} : S \mapsto R, S_{1p} \mapsto u_{1p}^{(k)}
\]  

(39)

\( u_{1p}^{(k)} \) is the effect mapping of \( S \) with respect to objective ‘\( k \)’ and represents the satisfaction degree of \( p \)-decision-making under \( k \)-objective.

\[
u_{1p}^{(k)} = \lambda_1 f_{1p}^{(k)} + \lambda_2 f_S
\]  

(40)

where \( f_{1p}^{(k)} \) is the evaluation index of scheme \( S_{1p} \) with respect to objective ‘\( k \)’, \( f_S \) is the number of switching operation index. \( \lambda_1 \) and \( \lambda_2 \) is calculated by the entropy method.

\( f_S \) is modeled as follows:

\[
f_S = \sum_{i \in I} \sum_{m \in m} 0.5(\sum_{D_{m,p+1}} + \sum_{D_{m,p}} + \sum_{D_{m,p-1}})
\]  

(41)

where \( D_{m,p} \) is the status of switch ‘\( m \)’ of reconfiguration scheme \( S_{1p}, D_{m,p+1} \) and \( D_{m,p-1} \) are the statuses of switch ‘\( m \)’ for the other two reconfiguration schemes.

Since the meaning, dimension and properties of different target effect values are different, in order to obtain a comparable comprehensive effect measure, the target effect value \( u_{1p}^{(k)} \) is transformed into a consistent effect measure \( r_{1p}^{(k)} \) based on the averaging operator \( \phi^{(k)} \).

\[t^{(k)} = \frac{1}{B} \sum_{p=1}^{B} u_{1p}^{(k)}, \quad k = 1, 2, \ldots, K
\]  

(42)

If the target value is an interval value of \([a, b]\),

\[
r_{1p}^{(k)} = \frac{2u_{1p}^{(k)} - \min_{1 \leq p \leq B} u_{1p}^{(k)} - \max_{1 \leq p \leq B} u_{1p}^{(k)}}{a - \min_{1 \leq p \leq B} u_{1p}^{(k)}}, \quad u_{1p}^{(k)} < a
\]

\[
r_{1p}^{(k)} = \frac{\max_{1 \leq p \leq B} u_{1p}^{(k)} - b}{2u_{1p}^{(k)} - b - \min_{1 \leq p \leq B} u_{1p}^{(k)}}, \quad u_{1p}^{(k)} > b
\]  

(45)

Based on the above transformation, the consistent effect matrix \( R^{(k)} \) is obtained.

\[
R^{(k)} = \left[ \begin{array}{ccccc}
r_{11}^{(k)} & r_{12}^{(k)} & \cdots & r_{1B}^{(k)}
\end{array} \right]
\]  

(46)

There is only one event \( a_1 \) in the grey decision model of distribution network reconfiguration, and its consistent effect matrix can be transformed into a decision matrix \( R \) corresponding to objectives and strategies.

\[
R = \left[ r_{kp} \right]_{K \times B}, \quad \left( r_{kp} = r_{1p}^{(k)} \right) \text{ and } \left( r_{kp} \in [-1, 1] \right)
\]  

(47)

Finally, the center of GTDM \( R^0 \) is determined.

\[
R^0 = \left[ \begin{array}{ccc}
R_{11}^0 & \cdots & R_k^0 \\
\vdots & \ddots & \vdots \\
R_{K1}^0 & \cdots & R^0_k
\end{array} \right]
\]  

(48)

\( R^0 \) is described as follows:

\[
R_k^0 = \max \{r_{kp} | 1 \leq p \leq B\}
\]  

(49)

The target distance reflects the advantages and disadvantages of each scheme. The smaller the target distance is, the closer the scheme is to the ideal one, the better the scheme is, and vice versa. Therefore, the scheme with the minimum target distance is the optimal one [30].

Effect vector \( R_p \) of scheme \( p \) is described as follows:

\[
R_p = \left[ \begin{array}{ccc}
R_{1p} & \cdots & R_{kp} \\
\vdots & \ddots & \vdots \\
R_{kp} & \cdots & R_{kp}
\end{array} \right]
\]  

(50)

Target distance \( d_p \) of scheme \( p \) is described as follows:

\[
d_p = \left| R_p - R^0 \right| = \left| \sum_{k=1}^{K} \phi_k (R_{kp} - R_k^0)^2 \right|
\]  

(51)

where \( \phi_k (\phi_k(k = 1, 2, \ldots, K) \) is the weight of each target.

The weight coefficient reflects the influence of objective \( k \) on decision-making.

In this study, the weights are obtained by the comprehensive analytic hierarchy process (AHP) and entropy weight method [30], [47]. Firstly, the static weight is calculated by AHP, and then the improved weight is determined by the entropy weight method, and is used to modify the static weight to obtain the comprehensive weight \( \phi_k \).

1) AHP is used to determine the static weight, the importance of \( K \) parameters is assigned and then the judgment
matrix is obtained according to the results of comparison.

\[
I = \begin{bmatrix}
\alpha_1 & \alpha_1 & \cdots & \alpha_1 \\
\alpha_1 & \alpha_2 & \cdots & \alpha_K \\
\alpha_2 & \alpha_2 & \cdots & \alpha_2 \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_K & \alpha_K & \cdots & \alpha_K \\
\end{bmatrix}
\]  
\[ (52) \]

\( \alpha_i/\alpha_j \) is the importance of the \( i \)-th parameter relative to the \( j \) parameter. Then, the matrix weight method is used to find an optimal weight vector \( W \) for the judgment matrix \( A \) satisfying the consistency test condition.

\[
W = (\beta_1, \beta_2, \ldots, \beta_K)^T 
\]  
\[ (53) \]

2) Entropy weight method is used to determine the improved weight, for the multiobjective evaluation problem
TABLE 6. Function expression.

| F   | Name         | Function                                                                 | Range   | Fmin |
|-----|--------------|--------------------------------------------------------------------------|---------|------|
| F1  | Arkley      | $-20 \exp\left(-0.2 \sqrt{\frac{1}{D} \sum_{i=1}^{D} X_i^2}\right) - \exp\left(\frac{1}{D} \sum_{i=1}^{D} \cos(2\pi X_i)\right) + 20 + e$ | [-50,50] | 0    |
| F2  | Bohachevsky  | $\sum_{i=1}^{D} [X_i^2 + 2X_i^2 - 0.3 \cos(3\pi X_i) - 0.4 \cos(4\pi X_i) + 0.7]$ | [-50,50] | 0    |
| F3  | Rastrigin    | $\sum_{i=1}^{D} [X_i^2 - \cos(2\pi X_i) + 10]$                          | [-10,10] | 0    |
| F4  | Griewank     | $\frac{1}{4000} \sum_{i=1}^{D} X_i^4 - \prod_{i=1}^{D} \cos\left(\frac{X_i}{\sqrt{i}}\right) + 1$ | [-10,10] | 0    |
| F5  | Dixon_price  | $(x_i - 1)^2 + \frac{1}{4000} \sum_{i=1}^{D} (2x_i - 1)^2$               | [-10,10] | 0    |

TABLE 7. Performance comparison of five functions.

| F   | Algorithm          | First quartile | Third quartile | Average fitness | Mean iterations | Running time (s) |
|-----|--------------------|----------------|----------------|-----------------|----------------|-----------------|
| F1  | PSO in [34]        | 2.0154         | 5.43216        | 3.24597         | 178            | 115.24          |
|     | BAS in [32]        | 4.66234        | 6.23432        | 4.82074         | 198            | 176.74          |
|     | BSO                | 0.3465         | 2.3172         | 0.45433         | 115            | 93.64           |
|     | SBSO               | 2.1158e-09     | 1.6464         | 0.00129         | 98             | 54.38           |
| F2  | PSO in [34]        | 2.5564         | 135.54         | 19.6456         | 189            | 165.87          |
|     | BAS in [32]        | 3.5489         | 594.68         | 234.984         | 205            | 177.64          |
|     | BSO                | 3.6456         | 89.466         | 4.64886         | 141            | 114.37          |
|     | SBSO               | 0.6444         | 2.9884         | 1.57934         | 113            | 87.85           |
| F3  | PSO in [34]        | 0.0325         | 0.5334         | 0.37746         | 165            | 114.64          |
|     | BAS in [32]        | 1.6456         | 6.4952         | 2.59484         | 171            | 133.85          |
|     | BSO                | 1.6916e-04     | 5.6465         | 0.68796         | 104            | 82.76           |
|     | SBSO               | 7.11e-15       | 3.9798         | 0.09446         | 78             | 54.49           |
| F4  | PSO in [34]        | 0.0643         | 0.9561         | 0.09542         | 245            | 204.18          |
|     | BAS in [32]        | 0.5469         | 12.645         | 0.85671         | 264            | 254.27          |
|     | BSO                | 0.0246         | 1.9462         | 0.04563         | 198            | 163.83          |
|     | SBSO               | 0.0099         | 0.2663         | 0.00985         | 165            | 135.44          |
| F5  | PSO in [34]        | 0.18953        | 21.5649        | 0.34896         | 198            | 174.75          |
|     | BAS in [32]        | 0.26595        | 43.29544       | 0.84564         | 176            | 135.67          |
|     | BSO                | 0.01956        | 19.19858       | 0.05394         | 127            | 87.34           |

with K parameters and B evaluation objects, the grey target coefficient matrix is described as follows:

$$Q = \begin{bmatrix} \gamma_{11} & \gamma_{12} & \cdots & \gamma_{1K} \\ \gamma_{21} & \gamma_{22} & \cdots & \gamma_{2K} \\ \cdots & \cdots & \cdots & \cdots \\ \gamma_{B1} & \gamma_{B2} & \cdots & \gamma_{BK} \end{bmatrix}$$

(54)

After normalization,

$$R' = \begin{bmatrix} \gamma'_{1j} \\ \gamma'_{2j} \\ \cdots \\ \gamma'_{Bj} \end{bmatrix} = \gamma_{ij} / \sum_{i=1}^{B} \gamma_{ij}$$

(55)

The information entropy of the i-th parameter is defined as:

$$H_i = -\frac{1}{\ln B} \sum_{i=1}^{B} \gamma_{ij} \ln \gamma_{ij} \quad (j = 1, 2, \ldots, K)$$

(56)

Weight is defined as:

$$\epsilon_i = (1 - H_i) / \sum_{i=1}^{K} (1 - H_i)$$

(57)

3) The comprehensive weight $\phi_k$ is described as follows:

$$\phi_i = \left(\frac{\beta_i}{\epsilon_i}\right) / \left(\sum_{i=1}^{K} \frac{\beta_i}{\epsilon_i}\right)$$

(58)

Because the SBSO algorithm is a heuristic search method, its optimization results have certain randomness. A large number of tests show that the algorithm runs independently for 30 times, the frequency of the minimum value is the largest. If the difference between the values is less than $10^{-7}$, these values are regarded as the same number. And the open switches corresponding to the minimum value is the final solution. In this paper, the algorithm runs independently for 50 times each time, and the occurrence times of the minimum value are counted. If the minimum value appears the most times, the minimum value is the optimal solution, otherwise, run independently for 50 times again.

The algorithm flow chart of this paper is shown in Fig.10.
C. EXPERIMENTAL DESIGN AND RESULTS ANALYSIS

To preliminarily verify the effectiveness of the SBSO algorithm, it is used to solve the Griewank function. The initial parameters are set as follows: the dimension is 2, the number of beetles is 10, and the number of iterations is 100, $L = 2$, $z_0,_{max} = 2.5$, $z_0,_{min} = 1.5$, $z_1,_{max} = 0.9$, $z_1,_{min} = 0.4$ and the social impact factor is 0.01. The SBSO algorithm is used to solve this function, the solving process is shown in the Fig.11, and the number of iterations is shown in the Fig.12.

The SBSO algorithm can effectively find the minimum value of the function, and the minimum value of Griewank can be obtained after approximately 40 iterations with fewer iterations, a fast convergence speed and a high efficiency.

To further verify the superiority of the SBSO algorithm, five representative benchmark functions are simulated and compared with the PSO, BAS, and BSO algorithms. The initial parameters are set as follows: the dimension is 5, the number of beetles is 10, and the number of iteration is 300. Table 6 shows the names of the five benchmark functions, the function expression $F$, the solution search space range, and minimum value $F_{min}$, and the dimension $D$ of the variable.

| Case | Definition                      |
|------|--------------------------------|
| 1    | EV, No DG, No reconfiguration   |
| 2    | EV, No DG, reconfiguration      |
| 3    | EV, DG, No reconfiguration      |
| 4    | EV, DG, reconfiguration         |
To ensure the fairness and objectivity of the evaluation, in the test, the four algorithms run independently for 50 times, and the variable dimension is 5. The average values of the experimental results are shown in Table 7.

Table 7 shows that the SBSO algorithm is superior to the PSO, BAS, and BSO algorithms. The BAS algorithm obviously falls into the local optimal value when solving $F1$ and $F2$, and can jump out of the local optimal value with a small probability when solving other test functions. Overall, BAS has a limited global optimization ability. The global optimization ability of PSO is better than that of BAS, but it sometimes falls into the local optimal solution. BSO is better than PSO algorithm and BAS algorithm, it can avoid local optimal value in a high probability, but the value obtained by the BSO algorithm is insufficient. By comparison, the SBSO algorithm has the strongest global optimization ability. From Fig.13, PSO and BAS need hundreds of iterations to reach the optimal value, while BSO and SBSO iterations are less than those of PSO and BAS, so the solving efficiency has been significantly improved. The number of iterations of SBSO is less than that of BSO, showing a steady and rapid decline trend in the three test functions. On the other hand, the running time of SBSO algorithm is the least, which means the computational cost of the SBSO algorithm is the least and this algorithm can be computationally efficient to be used in practical applications.

VI. SIMULATION VERIFICATION

The CPU model of the computer used in this study was an Intel (R) core (TM) i5-2400CPU@3.10. The operating system was Windows 7 ultimate 64 bit, and the running environment was MATLAB 2016a. Based on the abovementioned IEEE-33 node distribution network system. The weight coefficients of the objective function were $\alpha = 2$, $\beta = 1$, $\gamma = 1$, and $\lambda = 2$. The evaluation factors were $a = 0.6$ and $b = 0.4$. The total number of beetles was 50, the maximum number of iterations was 300, $L = 2$, $z_{0,\text{max}} = 2.5$, $z_{0,\text{min}} = 1.5$, $z_{1,\text{max}} = 0.9$, $z_{1,\text{min}} = 0.4$, and the social impact factor was 0.01. The scheme before reconfiguration set as one that does not consider the uncertainty of wind power and load, that was to disconnect five tie switches. The original network was to disconnect 33, 34, 35, 36, and 37 switches, without considering network reconfiguration. The total network loss was 3467.45 kWh, the voltage deviation was 0.9560 p.u, and the load balance was 7.2797 p.u. Fig. 14 shows the total demand profile based on IEEE-33 node over 24 hours.

A. DIFFERENT CASES

To validate the presented method and compare it with other methods, the optimal network reconfiguration is solved for the following cases.

Fig.15(a) shows that the optimization effects of case 1 and case 2 are similar, those of case 3 and case 4 are close, and the optimization effect of case 4 is obviously better than those of case 1, case 2 and case 3, which means that DG access to the power grid and distribution network reconfiguration can effectively reduce the active power loss.

Fig.15(b) shows that the optimization effects of case 3 and case 4 are similar and they are much better than those of case 1 and case 2, indicating that DG can also reduce voltage deviation. The voltage deviation of case 4 is also less than that of case 3, which indicates that the distribution network reconfiguration can reduce the voltage deviation and maintain the voltage level above 0.960 p.u.

Assuming that the load is constant, the DG output changes within 24 hours, the relationship between output of DG and objectives over 24h as shown in Fig. 15.

From Fig.16, with the increase in the output of DG, the active power loss and voltage deviation decrease, which shows that the greater the DG output, the better the grid performance.

B. PARTITION OF TIME INTERVALS

The net load on 33 nodes within 24 hours is analyzed by GRP. When the comprehensive correlation degree is greater than
From Figs.17 and 18, active power loss, load balancing and maximum node voltage deviation on 33 nodes over 24 hours of case A are similar to case B. The results of case A and case B in 24h are shown in Table 10 and Fig.19.

From Fig.19, active power loss, load balancing and maximum node voltage deviation over 24 hours of case A are

| Time     | | | | | | Time intervals |
|----------|----------|----------|----------|----------|-------------|
| 1        | 0.88048518 | 3.10503024 |
| 2        | 0.88925874 | 3.00873526 |
| 3        | 0.764694674 | 2.67567899 |
| 4        | 0.536718494 | 0.22797618 |
| 5        | 2.535461863 | 1.90874337 |
| 6        | 1.941400959 | 0.594060904 |
| 7        | 1.750509339 | 0.190891566 |
| 8        | 0.626482156 | 1.124027237 |
| 9        | 4.299116456 | 3.6726343 |
| 10       | 5.073656197 | 0.774540461 |
| 11       | 4.180129197 | 0.89352772 |
| 12       | 2.971108593 | 1.209020604 |
| 13       | 1.675922721 | 1.295185872 |
| 14       | 2.821206287 | 1.145283566 |
| 15       | 3.93573169 | 1.114525403 |
| 16       | 4.430162624 | 0.494430934 |
| 17       | 3.259220776 | 1.170941849 |
| 18       | 0.681755847 | 2.577464928 |
| 19       | 1.859512495 | 1.17756648 |
| 20       | 1.968758186 | 0.10906569 |
| 21       | 2.87896261 | 0.910384424 |
| 22       | 3.07054452 | 0.198091842 |
| 23       | 2.854383828 | 0.222670624 |
| 24       | 0.702040895 | 2.152342933 |

FIGURE 17. The active power loss change of each node in 24h.
similar to case B, it is only that the load balance and voltage deviation of case B are slightly larger than that of case A, the load balance degree of case B is 0.0072884 larger than that of case A, and the voltage deviation of case B is 0.0427327 larger than that of case A, which only affects the power grid performance and voltage quality in the permissible range. In contrast, the active power loss of case B is less than that of case A.

The network loss of distribution network will cause extra cost which is obtained by active power loss $f^1$ and electricity price $C_1(\$220.92/MW*h)$. And cost of the switching operation is obtained by the number of switching operation $f_s$ and the cost of per switching operation $C_2(\$147.28/per)$. Based on this, the total cost of case A is $\$522812.6811$, the total cost of case B is $\$511835.805$, so case B cut down the unnecessary expense of $\$10976.8761$, which is more economical.
Green and red represent connection and disconnection in the distribution network respectively.

The switch distribution diagram of case A and case B are shown in Figs. 20 and 21.

It clearly shows that case B causes a substantial reduction in the number of switching operations.

If the wind speed and solar radiation are predicted, the DG output will be obtained. The data series is reconstructed
TABLE 11. Parameters of GTDM.

| Time | \( t^{(1)} \) | \( t^{(2)} \) | \( t^{(3)} \) | \( R_1^0 \) | \( R_2^0 \) | \( R_3^0 \) |
|------|---------------|---------------|---------------|-------------|-------------|-------------|
| 1    | 43.4531037    | 0.169098909   | 0.0425925     | 0.0207904   | 0.0204233   | 0.0209571   |
| 2    | 42.1461942    | 0.168248987   | 0.040827621   | 0.0204082   | 0.0204082   | 0.0204082   |
| 3    | 34.2372252    | 0.160831843   | 0.039314647   | 0.0638298   | 1.0000000   | 0.0638298   |
| 4    | 31.6571111    | 0.19505853    | 0.04754568    | 0.2102814   | 0.2343844   | 0.3120481   |
| 5    | 33.0242984    | 0.169452032   | 0.038080215   | 0.0204082   | 0.0204082   | 0.0204082   |
| 6    | 35.4395271    | 0.169459019   | 0.033010858   | 0.4797547   | 0.2620302   | 0.5491110   |
| 7    | 36.6087851    | 0.17163021    | 0.045732984   | 0.0754295   | 0.0954661   | 0.2047520   |
| 8    | 48.1215881    | 0.196779385   | 0.033506218   | 0.1294034   | 0.1489237   | 0.2102378   |
| 9    | 87.0712662    | 0.307314263   | 0.018740525   | 0.2761843   | 1.0000000   | 0.2713609   |
| 10   | 119.5541346   | 0.253746787   | 0.018039544   | 0.1097564   | 1.0000000   | 0.1035250   |
| 11   | 177.5462062   | 0.383054267   | 0.009434717   | 0.2889418   | 0.2393101   | 0.1296888   |
| 12   | 137.221537    | 0.236359671   | 0.007596255   | 0.1533839   | 0.1421998   | 0.1927855   |
| 13   | 122.1014182   | 0.313526174   | 0.00988439    | 0.2368106   | 0.1880017   | 0.0758121   |
| 14   | 139.8615388   | 0.32951546    | 0.00900764    | 0.2352199   | 0.2263206   | 0.2359269   |
| 15   | 149.3982061   | 0.274251464   | 0.010054426   | 0.0853549   | 0.0856780   | 0.0277062   |
| 16   | 139.0507396   | 0.267998899   | 0.01256354    | 0.3160852   | 0.2435202   | 0.3180155   |
| 17   | 178.7575222   | 0.217929749   | 0.021510115   | 0.0762828   | 0.2312796   | 0.0649317   |
| 18   | 167.7107542   | 0.254823117   | 0.027812447   | 0.4257314   | 0.1997435   | 0.2260438   |
| 19   | 165.444285    | 0.184590208   | 0.041913924   | 0.1438204   | 0.1163709   | 0.2122574   |
| 20   | 146.0377698   | 0.192662028   | 0.042058172   | 0.2393098   | 0.1697328   | 0.2384018   |
| 21   | 167.0339696   | 0.176521335   | 0.037249214   | 0.2785339   | 1.0000000   | 0.2209700   |
| 22   | 135.5685421   | 0.178676391   | 0.040978134   | 0.0703830   | 0.0396994   | 0.0664856   |
| 23   | 102.9265243   | 0.19313678    | 0.062277961   | 0.3683119   | 0.4337612   | 0.4484025   |
| 24   | 111.1813665   | 0.209553117   | 0.065450204   | 0.4405579   | 0.2933087   | 0.5008563   |

by the above-mentioned GRP. It can be known that the switching operation can be carried out as soon as possible in a reconstruction period to avoid multiple complex operations each hour. The simulation results show that the proposed method can greatly reduce the switching operations and reduce the total cost of distribution network reconfiguration.

C. GREY TARGET DECISION-MAKING

GTDM uses objective data to determine the ideal scheme as the target center. By calculating the target distance between the candidate scheme and the ideal scheme, the smaller the target distance is, the better the effect is. The grey decision theory is integrated into the SBSO algorithm to solve the multiobjective optimization problem, which avoids the subjectivity and objectivity of directly weighting the target value. The average effect and the center of GTDM in the algorithm are shown in Table 11.

From Fig.22, The average effect value has the same trend with the real parameters of distribution network reconfiguration in 24h, which can reflect the reconfiguration effect to a certain extent.

The algorithm based on the GTDM method and the algorithm based on the entropy weight method are used to solve the distribution network reconfiguration problem.
TABLE 12. The results of two methods based on IEEE 33-node.

| Time | Active power loss (kW) | Load balancing index (p.u.) | Maximum node voltage deviation index (p.u.) |
|------|------------------------|-----------------------------|-------------------------------------------|
|      | Grey target | Weight factors | Grey target | Weight factors | Grey target | Weight factors |
| 1    | 41.4939256 | 99.9706051 | 0.168268447 | 0.509678621 | 0.040884231 | 0.045517524 |
| 2    | 50.0895071 | 113.2275589 | 0.168249795 | 0.369588659 | 0.040783786 | 0.048991852 |
| 3    | 33.0406823 | 93.73135118 | 0.168060421 | 0.37318584 | 0.03918386 | 0.046082865 |
| 4    | 30.658578 | 88.01082671 | 0.169362416 | 0.302050221 | 0.035811526 | 0.041636538 |
| 5    | 31.5786432 | 92.6621942 | 0.168416021 | 0.354549783 | 0.036353346 | 0.047553398 |
| 6    | 33.8199687 | 91.03033665 | 0.175410056 | 0.229520795 | 0.032621533 | 0.034664652 |
| 7    | 35.8230527 | 96.32451574 | 0.169113528 | 0.243967822 | 0.043598291 | 0.025527179 |
| 8    | 45.5972866 | 115.0493323 | 0.192207511 | 0.360796369 | 0.028014826 | 0.017873258 |
| 9    | 78.2906626 | 115.9140026 | 0.301759762 | 0.310085209 | 0.017430959 | 0.036382843 |
| 10   | 146.588624 | 229.3159858 | 0.21541998 | 0.293379911 | 0.019189754 | 0.024358544 |
| 11   | 127.0461154 | 187.6508605 | 0.369368709 | 0.318230318 | 0.0093954 | 0.018485885 |
| 12   | 127.294678 | 129.5693169 | 0.222057671 | 0.213469042 | 0.006795043 | 0.015478242 |
| 13   | 123.7036735 | 131.3684739 | 0.295602656 | 0.247897603 | 0.009734538 | 0.021189357 |
| 14   | 124.3672077 | 120.7813083 | 0.307379973 | 0.282791373 | 0.008975504 | 0.017945808 |
| 15   | 139.1132918 | 164.0546164 | 0.267433669 | 0.239328094 | 0.0100086 | 0.022742293 |
| 16   | 138.8659585 | 172.9015693 | 0.248849445 | 0.273820818 | 0.012513599 | 0.024589996 |
| 17   | 157.4279337 | 159.7367884 | 0.194998519 | 0.267805587 | 0.018797674 | 0.026518148 |
| 18   | 126.8181379 | 163.8069097 | 0.244335757 | 0.366822129 | 0.02506116 | 0.048958818 |
| 19   | 143.8667475 | 164.5663677 | 0.17423042 | 0.315390586 | 0.034981017 | 0.044273792 |
| 20   | 145.4356537 | 164.3728074 | 0.181167963 | 0.168692337 | 0.031579842 | 0.041619612 |
| 21   | 145.8631467 | 187.0341367 | 0.176525891 | 0.321984948 | 0.036943982 | 0.038377696 |
| 22   | 135.0344483 | 173.0244149 | 0.177203426 | 0.257081227 | 0.037458286 | 0.027255059 |
| 23   | 80.755322 | 108.3586768 | 0.174299445 | 0.318735207 | 0.046813697 | 0.047782616 |
| 24   | 87.0923749 | 108.5831962 | 0.178589997 | 0.339852424 | 0.031803296 | 0.02784087 |
| Total | 2330.529028 | 2780.825341 | 5.108311159 | 7.08050874 | 0.654678705 | 0.792104945 |

FIGURE 23. The results of two methods based on IEEE-33nodes.

The weights of active power loss, voltage deviation and load balance are 0.5, 0.3, and 0.2, respectively. The results are as follows.

From Fig.23, the SBSO algorithm based on GTDM has obvious advantages in solving multiobjective distribution network reconfiguration, active power loss,
Load balancing index and maximum node voltage deviation index are less than the algorithm based on the entropy weight method. SBSO algorithm based on GTDM is a more effective multiobjective algorithm, which can find the optimal solution of multiple objectives simultaneously.
Table 14. The results based on IEEE-33 node compared with PSO, BAS, BSO algorithm.

| Algorithm | Active power loss(kWh) | Maximum node voltage deviation index(p.u) | Load balancing index(p.u) | Iterations | Running time(s) |
|-----------|------------------------|------------------------------------------|-------------------------|------------|-----------------|
| PSO in [34] | 2796.63483            | 0.72015                                  | 6.12997                 | 103        | 226.49462       |
| BAS in [32] | 2869.83718            | 0.73876                                  | 5.88394                 | 148        | 279.56482       |
| BSO       | 2571.84178            | 0.70859                                  | 5.64694                 | 76         | 197.86465       |
| SBSO      | 2330.52903            | 0.65468                                  | 5.10831                 | 67         | 176.56489       |

Table 14 and Fig.25 show that SBSO and BSO have smaller values than those of BAS and PSO, and Fig.26 shows that the SBSO more easily finds smaller global optimal solutions in a shorter time. And the number of iterations is substantially fewer for SBSO than for the other three algorithms, and the fitness value is smaller, which means the computation cost of the proposed approach is the least.

The BSO algorithm combines the advantages of the PSO and BAS, improves the efficiency of the PSO algorithm, and helps the BAS jump out of the local optimal solution to a great extent. The above results also verify this conclusion. BSO has a better global search ability and higher solution efficiency than those of PSO and BAS. Based on BSO, this algorithm improves its operator, adds social learning progress, and sorts and updates each optimization result to form an improved SBSO algorithm. From the above results, it is apparent that the SBSO algorithm has a stronger global search ability than the BSO algorithm, and it can find the global optimal value. 

D. DIFFERENT ALGORITHM

For case 4 of the IEEE-33 system, the reconfiguration strategy of the algorithm in this paper is used to reconstruct the distribution network, and the active power loss, voltage deviation and load balance are recorded. The detail results are compared with those of the PSO in [34], BAS in [32], and BSO algorithm in Table 13 and Fig. 24.

Table 13 and Fig.24 show that SBSO and BSO have smaller values than BAS and PSO. Although the results obtained by SBSO algorithm is not the smallest in 24 hours, which is related to the power grid state at that time, it can be seen from the Fig.24 that the surface enclosed by SBSO algorithm is closer to the origin, and its value is optimal.
with higher efficiency and the highest accuracy in fewer iterations.

**E. SCALABILITY**

The SBSO algorithm is used to reconstruct the standard IEEE-69 node distribution network in 24 hours. The parameters of the DG type, capacity and access node are shown in Table 15 [36]. In Fig. 27 shows the total demand profile based on IEEE-69 node over 24 hours.

The results compared with weight factors are shown in the Table 16 and Fig.28. From Fig.28, the SBSO algorithm based on GTDM has obvious advantages in solving multiobjective distribution network reconfiguration, active power loss, load balancing index and maximum node voltage deviation index are less than those of algorithm based on the entropy weight method simultaneously. The results obtained by SBSO algorithm based on GTDM is almost the smallest in 24 hours. From Fig.28, the surface enclosed by SBSO algorithm based on GTDM is closer to the origin, and its value is optimal.

**TABLE 16. The results of two methods based on IEEE 69-node.**

| Time(h) | Open switches        | Active power loss(kW) | Maximum node voltage deviation index(p.u) | Load balancing index(p.u) |
|---------|----------------------|-----------------------|-------------------------------------------|--------------------------|
|         | Grey target          | Weight factors        | Grey target                               | Weight factors           | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors        | Grey target          | Weight factors four
The open switches of four algorithms are shown in Table 17. The results are compared with those of the PSO, BAS, and BSO algorithms in Table 18 and Fig.29.

| Time(h) | PSO in [34] | BAS in [32] | BSO | SBSO | Time(h) | PSO in [34] | BAS in [32] | BSO | SBSO |
|---------|-------------|-------------|-----|------|---------|-------------|-------------|-----|------|
| 1       | [59,13,68,48,47] | [65,13,67,44,36] | [3,15,68,42,8] | [10,70,14,41,35] | 13      | [4,19,11,43,6] | [9,14,67,42,36] | [8,58,14,10,47] | [8,13,11,4,36] |
| 2       | [64,17,12,4,26] | [61,70,13,49,42] | [58,18,13,51,47] | [10,70,14,41,36] | 14      | [7,17,11,42,6] | [64,15,68,24,47] | [59,13,11,22,4] | [9,16,13,4,36] |
| 3       | [10,16,13,43,36] | [5,18,7,14,38] | [64,15,7,50,42] | [10,70,14,41,36] | 15      | [6,14,7,42,38] | [6,14,6,66,24,6] | [9,14,58,15,6] | [9,17,13,4,36] |
| 4       | [9,70,11,49,8] | [6,16,68,42,37] | [7,19,13,11,43] | [10,70,14,41,35] | 16      | [8,16,14,53,45] | [62,15,67,43,35] | [6,14,11,25,46] | [10,19,13,4,35] |
| 5       | [8,18,67,49,42] | [69,70,59,42,73] | [59,18,11,41,38] | [10,70,14,41,35] | 17      | [60,17,66,49,46] | [64,19,13,25,35] | [8,19,68,23,46] | [10,70,14,4,36] |
| 6       | [62,14,68,41,73] | [60,15,13,49,47] | [58,16,11,52,4] | [10,70,14,41,35] | 18      | [4,13,7,42,37] | [64,17,14,46,46] | [59,16,71,12,4] | [10,70,14,4,35] |
| 7       | [10,17,11,3,8] | [6,14,12,47,36] | [59,16,66,49,8] | [10,70,13,3,15] | 19      | [6,16,12,47,35] | [5,13,67,43,73] | [3,70,68,41,3] | [10,70,14,4,35] |
| 8       | [63,18,14,48,45] | [8,17,12,43,36] | [9,15,8,23,7] | [10,70,14,2,35] | 20      | [3,17,68,48,45] | [8,13,11,23,35] | [65,19,11,22,4] | [10,70,14,4,36] |
| 9       | [6,13,11,49,73] | [9,16,67,46,37] | [8,14,8,51,47] | [10,13,11,4,36] | 21      | [65,13,11,7,24,1] | [64,15,11,25,47] | [65,14,68,11,8] | [10,70,14,4,36] |
| 10      | [7,18,66,43,36] | [10,17,12,25,49] | [59,13,68,53,35] | [10,9,13,11,4,36] | 22      | [59,15,68,45,36] | [67,60,67,46,37] | [62,13,8,14,5] | [10,70,14,4,36] |
| 11      | [61,16,12,47,36] | [9,17,14,25,41] | [9,18,6,11,43] | [8,13,11,4,36] | 23      | [59,16,14,48,45] | [10,19,11,24,42] | [58,19,6,24,42] | [10,70,14,4,36] |
| 12      | [5,15,11,20,4,4] | [10,14,11,23,35] | [65,13,67,11,6] | [69,16,13,4,36] | 24      | [63,16,66,41,36] | [9,13,66,25,46] | [4,17,12,22,35] | [10,70,14,4,36] |

The open switches of four algorithms are shown in Table 17. The results are compared with those of the PSO, BAS, and BSO algorithms in Table 18 and Fig.29.
Table 18 and Fig.29 show that SBSO and BSO have smaller values than those of BAS and PSO. Although the results obtained by SBSO algorithm is not the smallest in 24 hours, which is related to the power grid state at that time, it can be seen from the Fig.29 that the results by SBSO algorithm is almost under the other values, and its value is optimal.

Table 19 and Fig.30 show that the SBSO and BSO have smaller values than those of BAS and PSO, and Fig.31 shows that the SBSO more easily finds smaller global optimal solutions in a shorter time. And the number of iterations of SBSO is significantly less than those of other three algorithms, which means the computation cost of the proposed approach is the least. These results indicate that the SBSO algorithm in this paper is also useful for IEEE-69 node. Therefore, the presented method is scalable.
VII. CONCLUSION
Since a large number of distributed generation and complex load are connected to the distribution network, the safe and economic operation of the network is affected. In this paper, a multiobjective reconfiguration model of the distribution network considering wind power, solar power, and load is implemented for minimizing the sum of active power loss, the load balancing index, and the maximum node voltage deviation. In addition, SBSO based on a GTDM strategy was designed to solve the multiobjective optimization problem. Moreover, the grey correlation clustering method is utilized to divide the time period of DNRC in order to reduce the number of switching operations.

Here, proper DG access to the distribution network not only helps to absorb renewable energy but also improves the performance of distribution network indicators. At the same time, distribution network reconfiguration technology is also a very useful tool to reduce active power loss, improve the node voltage level, minimize load balancing. Additionally, the GRP method can effectively segment the time period of DNRC according to the randomness caused by DG and load in a day. Compared with the Entropy method, the SBSO based on GTDM strategy can achieve the goal of optimizing multiple indexes in the distribution network simultaneously. Moreover, the SBSO algorithm in this paper can effectively solve the complex multidimensional distribution network reconfiguration problem, and compared with the PSO, BAS, and BSO algorithms, it is more accurate and efficient.
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