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Abstract
As vision processing and natural language processing continue to advance, there is increasing interest in multimodal applications, such as image retrieval, caption generation, and human-robot interaction. These tasks require close alignment between the information in the images or video and text. In this paper, we present a new semantic labeling method that combines state-of-the-art semantic annotation for language with the bounding boxes of corresponding images. This richer multimodal labeling supports cross-modal inference for applications in which such alignment is useful. Our semantic representations, developed in the natural language processing community, abstract away from the surface structure of the sentence, focusing on specific actions and the roles of their participants. This level of abstraction maps well to the objects, actions, and relationships visible in images. We utilize these representations in the form of semantic role labels in the captions and the images and demonstrate improvements in standard tasks such as image retrieval. The potential contributions of these additional labels is evaluated using a role-aware retrieval system based on graph convolutional and recurrent neural networks. The addition of semantic roles into this system provides a significant increase in capability and greater flexibility for these tasks, and could be extended to state-of-the-art techniques relying on transformers with larger amounts of annotated data.
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1. Introduction

Vision processing is making exciting advances and performance is rapidly improving for tasks such as caption generation, question answering and retrieval. In parallel, NLP is making corresponding advances, fueled by both vector representations and rich semantic representations (Wang et al., 2021). In this paper, we explore the benefits of combining the rich semantic representations of NLP with image bounding boxes. A congruent description of an image should be semantically grounded by the objects presented in the image. Therefore composing a concise image description requires focusing on a few contextually salient entities, properties, or events, instead of being exhaustive. For example, in Figure 1, the example captions focus on the man. However, a description that focused on the rifle or on the dog would be equally valid. Currently, image retrieval systems can retrieve relevant results for diverse input, but they do not provide a way to intentionally inject variety into the search results by specifying a desired focus.

Semantic role labeling (SRL) (Palmer et al., 2005) is a form of semantic parsing developed for natural language processing that conveys knowledge about who is doing what to whom when as predicate-argument structures. In other words, given an action in a sentence, one needs to know who is performing the action (the agent), who is affected by the action (the patient), what instrument is being used, etc. to comprehend the meaning of the sentence. In the different reference captions of Figure 1, different actions are performed (aiming, standing, shooting, and holding), and different objects fulfill different roles in that action.

Figure 1: Semantic role aware text retrieval by RARE. Each query image, on the right, has different associated SRL annotations for each bounding box. Retrieved captions match the SRL structure of the image annotations and demonstrate the variety of descriptive choices that can be made for the same image. This example focuses on differences between the Patient, Temporal, and Manner roles. Agent represents the instigator of an action. Patient is the object affected by the action. Temporal indicates a temporal relationship, i.e. when is the action occurring, what is happening at the same time. Manner is the manner in which the action is performed. A full legend of SRLs is provided in Table 1.
Typical image-text retrieval systems use image features and word-embedding features as input representations. If only word features are considered, ignoring the order of the words, the sentences ‘the dog chased the cat’ and ‘the cat chased the dog’ will retrieve similar results. Semantic roles distinguish between who is the chaser and what is being chased. Word order is not always helpful in semantic decoding. For example, ‘I gave the book to John’ vs. ‘I gave John the book’ are semantically equivalent. SRL provides information about the semantic roles regardless of word order.

In this paper, we enhance image-text retrieval using SRL. We train a model to recognize pairs of SRL annotated text and image bounding boxes. At test time, by encoding the SRL relationships in the query, the result becomes sensitive to the desired semantic structure. Refer to Figure 1, where SRL components are explained, and a demonstration of how different SRL inputs result in different retrieved captions is provided. In the first query image, the rifle was unlabeled, and hence ignored by the caption retrieval. However, in the second query image, the rifle was marked with the semantic role patient. The retrieved caption for the second query not only mentioned the rifle, but also labeled it with the same semantic role. The semantic annotations for the dog in the first two query images were temporal. The corresponding retrieved captions possess a temporal connotation associated with the presence of the dog. However, the final query image had a semantic focus on the presence of the dog as a manner, as did the retrieved caption. The retrieved captions corroborated the image’s annotation.

The novelty of this work is demonstrating the potential for semantic roles to contribute to multi-modal retrieval. As automated image SRL labeling is still an active field of research, we use Gold Standard image SRL and automatic text SRL. We create SRL annotated data using the Flickr30k Entity dataset (Young et al., 2014, Plummer et al., 2017). This dataset maps entity mentions in the reference descriptions to image bounding boxes. We obtain the SRL for the descriptions using an automatic SRL system (Gung and Palmer, 2021). Using entity mention mapping, we transfer the text SRL annotations to the corresponding bounding boxes.

We call our method role aware retrieval system (RARE). We compare RARE retrieval to other image-text retrieval models. In comparison to other non-transformer-based models, RARE improves retrieval results by 13.7% in an image-text retrieval task. For text-image retrieval, RARE comes in second to ACMM (Huang and Wang, 2019). Our qualitative results show that when mismatches among query and retrieved results occur our model still preserves shared semantics. Transformer-based methods are the current state-of-the-art and our performance is lower than theirs. Nonetheless our method demonstrates the potential of semantic roles, thereby providing encouraging evidence for benefits to be accrued via their incorporation. To summarize, the main contributions of the current work are:

- We use semantic parsing based on semantic roles to enhance image and text representations in a shared semantic space.
- We demonstrate that semantic role labeling information can be used effectively as a control signal to retrieve specific text captions from amongst diverse descriptions for the same image.

2. Related Work

Semantic roles, described in Section 3, provide a predicate-argument structure representation of a sentence that abstracts away from syntactic variations. Early methods of automatic semantic role labeling relied heavily on syntactic parsing (Pradhan et al., 2005, Punyakanok et al., 2008, Hacioglu et al., 2004). The first end-to-end deep neural network SRL system to report state of the art performance was authored by (Zhou and Xu, 2015). Their approach did not incorporate structural constraints of SRLs. (He et al., 2017) gained improvement over (Zhou and Xu, 2015) by introducing several modifications including highway LSTMs and structural constraints. Current approaches for SRL use transformers (Tan et al., 2017, Strubell et al., 2018).

The goal of cross-modal retrieval is to match natural language descriptions to images; this is frequently achieved by learning a latent embedding space where related images and text representations that are more similar than those of dissimilar images and text are closer to one another under some distance metric. Early work (Socher and Fei-Fei, 2010, Hodosh et al., 2013, Gong et al., 2014, Yan and Mikolajczyk, 2015, Andrew et al., 2013) aligned the two representations in latent space using Canonical Correlation Analysis (CCA) (Hotelling, 1936). CCA learns linear projections that maximize the correlation between projected vectors from the two modalities.

Driven by success in deep learning, neural network-based approaches have been deployed to learn the representations in the latent space. (Chen et al., 2020a) provide an excellent review of recent deep learning based methods. These neural network architectures generally were two-branched, with each branch dedicated to learning a representation for one modality (Faghri et al., 2018, Ma et al., 2015, Wang et al., 2018). In Wang et al. (Wang et al., 2016, Wang et al., 2018), a bi-directional ranking loss (a hinge-based triplet ranking) (Karpathy and Fei-Fei, 2017) with neighborhood-preserving constraints was used to train the model. A hinge-based triplet ranking loss (Karpathy et al., 2014, Karpathy and Fei-Fei, 2017) is designed to force relevant image-text pairs to be closer in shared space than irrelevant pairs by a fixed margin. Phrase alignment was learned on corresponding pairs of image regions and phrases, as a separate task. The aforesaid methods calculated the loss by summing
hinges over all negative samples. (Faghri et al., 2018) showed that the maximum of hinges could outperform the sum of hinges as a loss function, and many recent techniques (Lee et al., 2018; Liu et al., 2019a; Li et al., 2019) use this loss function.

Attention is a major development in deep learning, especially in language applications. Notably for image-text matching, it has improved phrase-region alignment [Nam et al., 2017; Fan and Zhou (2018)] Lee et al. (2018) Liu et al. (2019a). Correspondences between image regions and text tokens are learned by attending to regions with respect to text or attending to text with respect to regions. However, attention models lack the ability to discriminate irrelevant fragments from relevant fragments. Thus they learn to distribute attention over all fragments, which can lead to misalignment. Recent approaches addressed this issue by either putting a relevance function [Liu et al., 2019a] or stacking attention layers [Lee et al., 2018; Fan and Zhou (2018)]. However transformer (Vaswani et al., 2017) based systems are current state of the art [Chen et al., 2020a; Ren et al., 2021]. The transformers’ success in learning rich semantic and structural information from large, unlabelled data sources in a self-supervised manner and their ability to transfer learning from pre-trained tasks to fine-tuned tasks make them a potential DNN architecture for vision and language tasks. Like their NLP counterparts these cross modal transformer models are also pre-trained via masked language modeling, masked region classification, and alignment. However explicit semantic labels of images and text have not been explored much in the context of image-text matching. (Karpathy et al., 2014) used dependency parsing to express sentence fragments. (Socher et al., 2014) proposed a dependency-based RNN; in that work, word representations were created from the RNN following the latent hierarchy induced by the dependency parser. However, dependency parses are syntactic, not semantic parses. Some work [Li et al., 2019; Wang et al., 2020b; Wu et al., 2018] explores encoding images in a semantic graph. To the best of our knowledge, only (Wang et al., 2020b) incorporates semantics in both the images and text domains. Moreover over representing images and text with similar semantic labels has not been explored. In this work, we use SRL (Palmer et al., 2005) as our semantic cues for both images and text. Semantic roles enable richer representation of an image and the corresponding text in the shared space. As a result, our model achieves superior performance on retrieval tasks.

3. Approach

Figure 2 depicts an overview of the RARE approach. The input consists of an image-text pair, annotated with semantic roles. We use a graph convolutional network to encode semantic relations among image regions. Following the idea of BFAN (Liu et al., 2019a), we use focal attention to align the text and visual features. Finally, two scores are computed to measure the input similarity. In the following sections, we will describe modules of our network in detail.

Image representation Following the method described in (Anderson et al., 2018) an image representation is created using Faster RCNN (Ren et al., 2015) pre-trained on Visual Genome (Krishna et al., 2017). An image can be represented by a set of region vectors \( R = \{r_1, r_2, \ldots, r_n\} \) detected by Faster RCNN. The representation, \( r_i \), for each region is derived from the mean-pooled convolutional feature for that region. In our experiments, the Faster RCNN feature is 2048 dimensional and \( n = 36 \); the top 36 regions with the highest class detection confidence scores are selected as the image features. To save computation we pre-computed Faster RCNN features and used them in RARE.

Semantic Role Labels The semantic role label of a word is determined with respect to a specific verb or predicate in the sentence. Table 1 provides definitions for the most commonly used SRLs in Flickr30k. If there is more than one predicate in the sentence, there will be more than one set of SRL annotations, one for each predicate. For example, the sentence “a man shoots a rifle while a dog looks on” has two predicates, one focused on the verb “shoots” and one focused on “looks on”. The agent SRL of “shoots” is “man”. The agent SRL of “looks on” is “dog”. Each set of SRL annotations for one predicate is called a proposition.

Different bounding boxes are salient with respect to each SRL proposition. More formally consider an image-text pair is given by \((I, T)\). Image \(I\) is represented by region set \(R\). The caption sentence \(T\) consists of tokens \(<t_1, t_2, \ldots, t_k>\). With respect to the \(j\)-th predicate, each token is labeled with a SRL \(<s_{1j}, s_{2j}, \ldots, s_{kj}>\). The image regions are also assigned SRLs with respect to the \(j\)-th predicate, \(l_{1j}, l_{2j}, \ldots, l_{kj}\). A data-point is created as a quadruplet of regions, region-labels, tokens, and token-labels, \((R, L, T, S)\). During training each quadruplet is considered as a separate training sample. At the time of inference, a similarity score over all the quadruplets for an image-sentence pair is summed.

An embedding layer is used to encode the SRL in the visual input. We use a semantic role vocabulary established by enumerating over all the SRLs in the training set. The most frequent labels are listed in Table 1. Every region extracted from Faster RCNN is annotated with a semantic role. To accomplish this we used the SRL annotation of ground truth bounding boxes and transferred them to Faster RCNN bounding boxes based on an intersection over union (IoU) threshold. To create a joint region-SRL representation, region vectors are passed through a fully connected layer and concatenated with the SRL embeddings. This combined representation is projected in the hidden space via a fully connected layer. We use a visual SRL embedding dimension of 512 and the fully connected layer has di-
Dimension of 512, resulting in a concatenated vector of dimension 1024.
For joint text-SRL representations, token embeddings are concatenated with SRL embeddings. This embedding layer is separate from the image-SRL embedding as the text annotation is over spans. We used BIO tagging to annotate text spans with SRL (He et al., 2017). In our experimental model, the text-SRL embedding is 150 dimensional.
A sequence of concatenated vectors for \((T, S_j)\) is processed by a gated recurrent unit (GRU) to produce a proposition representation. In our experimental model, initial word-embeddings are 300-dimensional and the dimension of text representation from the bidirectional GRU is 1024-dimensional.

**Region Encoder**
To capture relationships among regions we used a region relationship reasoning model. Highlighted by the orange box in Figure 2, the design of our region encoder is inspired by (Li et al., 2019).
A fully connected graph \(G = (R, E)\) is created where \(R\) is a set of regions and \(E\) is an edge between regions. The edge weights are described using an affinity matrix \(D\). Affinity matrix is computed by projecting region vectors in a latent space and then computing the inner product between two regions. A graph convolutional network (GCN) is applied to this graph to encode the relationships among the nodes. As suggested in Li et al., we also have used residual connections to the original GCN as

\[
R_{GCN}^{GRU} = (DRW_g)W_r + R,
\]

where \(W_g \in \mathbb{R}^{d \times d}\) is a weight matrix for a GCN layer, \(W_r \in \mathbb{R}^{d \times d}\) is the weight matrix for the residual layer and \(D\) is the affinity matrix of shape \(n \times n\). The output, \(R_{GCN}^{GRU}\), is the relationship enhanced representation for image regions. \(R_{GCN}^{GRU}\) is further processed with a GRU layer. We take the output at each time-step as the image representation. For our model dimensions of \(W_r\), \(W_g\) and GRU are 1024.

**Focal Attention**
To curb the problem of semantic misalignment described in the related works section, we have used bi-directional focal attention (Liu et al., 2019a) to align our visual and text representations. To obtain shared semantics for images and text, the representation of one modality is fixed and used to attend the other modality. We use the term “fragment” to refer to a single modality’s representation, either an image region or a text token. Relevant fragments are found using the attention weights in three stages:

i) **Pre-assign Attention.** First, the attention score for each fragment with respect to a fixed representation from the other modality is initialised by computing cosine similarities between fragments and normalizing them using softmax activation.
Without loss of generality, assume \(u_i\) denotes a fragment representation for the fixed modality and \(v_j\) is the fragment representation for the other domain. Each weight, \(w_{i,j}\), in the focal attention weight matrix, \(W_A \in \mathbb{R}^{n \times m}\), is initialized as

\[
w_{i,j} = \sigma(\alpha \frac{u_i^T v_j}{||u_i|| ||v_j||}), i \in [1, .., m], j \in [1, .., n],
\]

where \(\sigma\) is a softmax function and \(\alpha\) is a scaling factor.

ii) **Identify relevant fragments.** The relevance of a fragment is determined by comparing its attention score with other fragments. The relevance score, \(H(w_{i,j})\),

![Figure 2: Overview of RARE. A preprocessing step annotates the text SRL automatically and transfers the generated SRL to entity bounding boxes. In the first step of the pipeline, the image and SRL annotated bounding boxes are fed to a fully connected layer and an embedding layer. Tokens and SRL for text descriptions are also processed with embedding layers. After embeddings are computed, the region relationship reasoning module takes the image vectors and creates a graph. For text, a bi-directional GRU is used as text encoder. Finally, the encoded image representation and text representation are input to focal attention.](image)
for \( v_j \) with respect to \( u_i \) is calculated as:

\[
F(w_{i,j}) = \sum_{i=1}^{n} |w_{i,j} - w_{i,\ell}| \times g(w_{i,j})
\]

\[
H(w_{i,j}) = \mathbb{1}(F(w_{i,j}) > 0),
\]

where \( g(\cdot) \) denotes confidence of the fragment being compared and it is derived as \( \sqrt{w_{i,j}}. \mathbb{1}(\cdot) \) is an indicator function.

iii) Reassign attention. Attention scores are re-calculated as:

\[
w'_{i,j} = \frac{w_{i,j} H(w_{i,j})}{\sum_{l=1}^{m} w_{i,l} H(w_{i,l})},
\]

The attended representation with respect to fixed domain fragment \( u_i \) is obtained by \( v' = \sum_{j=1}^{n} w'_{i,j} v_j \).

The global relevance of \( u \) and \( v \) is measured as:

\[
S(u, v) = \frac{1}{m} \sum_{i=1}^{m} D(u_i, v'_i),
\]

where \( D(\cdot) \) is Cosine similarity. This method is applied for both image-to-text and text-to-image direction.

**Objective Function** Following previous work (Nam et al., 2017; Lee et al., 2018; Liu et al., 2019a; Li et al., 2019) we have used a structured ranking loss (Karpathy et al., 2014; Karpathy and Fei-Fei, 2017) with maximum of hinges (Faghihi et al., 2018) as the objective function. Instead of considering all the negatives, this triplet based loss function will focus on hard negatives. For a matching pair of image-text \((I,T)\), loss, \( L \), is computed as

\[
L = \max(\delta - S_{IT} + S_{TT}, 0) + \max(\delta - S_{IT} + S_{TT}, 0)
\]

where \( I \) and \( T \) are the hard negatives, and \( \delta \) is the margin. For computational efficiency hard negatives are found within each mini-batch, instead of the entire training set.

**Cross-modal Retrieval** At inference time, the query is divided into its component propositions. Each proposition is used for the retrieval task and generates a similarity score for their retrieved candidates. The final score for a candidate is calculated as the sum of scores over all propositions.

4. Experiments

4.1. Experimental Set up

**Data Preparation.** We used the Flickr30k Entities dataset (Plummer et al., 2017) for all our experiments. This dataset is built upon the Flickr30k dataset (Young et al., 2014) which contains 31,000 images annotated with five sentences each. In the Entities dataset, each mention in each sentence is linked to one or more bounding boxes in the image. We use the training-validation-test splits provided. Flickr30k does not provide ground truth SRLs. We generate semantic roles for Flickr30k entities using automatic SRL parsing on the gold captions (Gung and Palmer, 2021). The corresponding bounding boxes are marked with the detected SRL of the text mentions. In our experiments, we automatically associate each bounding box with the image region with maximum IoU among those detected by the faster RCNN. The distribution of the most frequent semantic roles in Flickr30k is presented in Table 1. To evaluate performance of text SRL (Gung and Palmer, 2021) we randomly sampled 500 sentences and divided them into 5 sets. Each set was then assigned to human annotators (groups of 2) for manual checking and correction. Assuming these human corrected SRLs as gold-SRLs, the overall F1 score of the SRL annotator was 90.9.

The other standard benchmarking dataset for image-text matching is MSCOCO (Lin et al., 2014). To the best of our knowledge, MSCOCO does not have any mappings between the entity mentions and image bounding boxes, obviating our use of this data for our current experiments.

**Evaluation.** We evaluate our performance based on Recall@K (K=1, 5, 10) for text-to-image and image-to-text retrieval tasks. Recall@K is computed as the proportion of correct images or text segments being retrieved among the top K results.

**Setting.** RARE is trained for 30 epochs with a 0.0002 learning rate for the first 15 epochs and then the learning rate is decayed by 0.1. We used the Adam optimizer (Kingma and Ba, 2014). We set the margin hyper-parameter \( \delta \) in Equation 6 as 0.2. The best model over 30 epochs is selected based on the sum of the recalls on the validation set. Experiments are conducted using Nvidia Titan Xp GPUs.

4.2. Quantitative Results

**Comparison with Non-transformer Based Methods** A quantitative comparison with recent approaches on the Flickr30k Entities benchmark is presented in Table 2. While there are many existing cross-modal retrieval results, we chose the subset in Table 2 based on state-of-the-art performance (Huang and Wang, 2019; Li et al., 2019) and their relatedness to our method (Liu et al., 2019a; Wang et al., 2020b; Liu et al., 2020). Transformer-based methods are discussed in the following section. For text-to-image retrieval (a.k.a image retrieval), RARE has the best R@1 score with a relative improvement of 13.7% compared to the next best VSBN model (Li et al., 2019).

For image-to-text retrieval (a.k.a text retrieval) RARE outperformed all other methods except ACMM (Huang and Wang, 2019). VSBN is one of the few architectures that encodes semantics. However, (Li et al., 2019) only computed global semantic reasoning in image-space, and not text representation. Syntactic information is explored in other approaches (Karpathy et al., 2014).

\footnote{code can be found at https://github.com/abhidipbhattacharyya/SRL_aware_ret}
Figure 3: Image-to-Text retrieval by RARE. For the incorrect retrievals in Fig 3b, either the SRL does not match the query, or in the case of the bottom right image, the SRL matches but there are incorrectly identified objects.

Table 1: Table summarizes SRL distribution over Flickr30k dataset and performance of RARE for specific SRLs. \( N \) denotes number of occurrences of an SRL in query.

| Role         | Description of Role             | Dataset | Image to Text | Text To Image |
|--------------|---------------------------------|---------|---------------|---------------|
| Agent        | object which instigates the verb| 158969  | 4690 0.96     | 4985 0.94     |
| Patient      | object which is affected by the verb| 161841  | 4187 0.96     | 5025 0.82     |
| Instrument   | object which affects the verb   | 63853   | 1408 0.89     | 1967 0.72     |
| Location     | location of object or action    | 47866   | 910 0.85      | 1482 0.60     |
| Temporal     | describes time                  | 17458   | 406 0.93      | 574 0.67      |
| Direction    | direction of motion             | 18933   | 316 0.84      | 600 0.50      |
| Manner       | manner of performing an action   | 15503   | 306 0.73      | 457 0.56      |
| Predication  | adjunct of an action            | 3698    | 74 0.81       | 101 0.64      |
| Purpose      | purpose of an action            | 2999    | 58 0.85       | 108 0.48      |
| Companion    | who an action was done with     | 1618    | 47 0.85       | 55 0.69       |
| Start        | starting position of action     | 1705    | 32 0.81       | 47 0.53       |

Liu et al., 2020). Text graphs in GSMN (Liu et al., 2020) use syntactic rather than semantic labels, which may explain the better performance of RARE on image retrieval. ACMM, the current best performing non-transformer-based method, uses a more advanced network and memory unit to address less frequent fragments. However, even with a simpler architecture, RARE outperforms ACMM on image retrieval.

Comparison with Transformer Based Methods

Table 3 represents comparison with recent transformer based methods. Success of transformers (Devlin et al., 2019; Liu et al., 2019b) in learning rich semantic and structural information from large, unlabelled data sources in a self-supervised manner and their ability to transfer learning from pre-trained tasks to fine-tuned tasks make them a potential architecture for the cross modal retrieval task (Ren et al., 2021; Chen et al., 2020b; Wen et al., 2021; Li et al., 2021). While these methods have superior performance to RARE on the standard retrieval task, there are no explicit ways to control the retrieved results. Moreover transformer based systems require larger amounts of training data and more significant computing resources. For example, many of these techniques require tens of thousands of hours of training using clusters of GPUs (Ren et al., 2021; Wen et al., 2021; Li et al., 2021). We believe that the current work demonstrates the potential of SRL in cross-modal retrieval tasks and could easily be ex-
| Model       | Text to Image | Image To Text |
|-------------|---------------|---------------|
|             | R1  | R5  | R10 | R1  | R5  | R10 |
| PFAN (Wang et al., 2019)       | 50.4 | 78.7 | 86.1 | 70  | 91.8 | 95.1 |
| GVSE (Ren et al., 2016a)       | 50.6 | 79.8 | 87.6 | 68.5 | 90.9 | 95.5 |
| BFAN (Liu et al., 2019a)       | 50.8 | 78.4 | -   | 68.1 | 91.4 | -   |
| SGM (Wang et al., 2020b)       | 53.5 | 79.6 | 86.8 | 71.8 | 91.7 | 95.5 |
| ACMM (Huang and Wang, 2019)   | 53.8 | 79.8 | -   | 85.2 | 96.7 | -   |
| VSRN (Li et al., 2019)        | 54.7 | 81.8 | 88.2 | 76.4 | 94.3 | 97.3 |
| CVSE (Wang et al., 2020a)     | 52.9 | 80.4 | 87.8 | 73.5 | 92.1 | 95.8 |
| GSMN (Liu et al., 2020)       | 57.4 | 82.3 | 89.0 | 76.4 | 94.3 | 97.3 |
| RARE (ours)                  | 67.8 | 83.0 | 88.4 | 76.3 | 93.4 | 96.6 |

Table 2: Comparison with other approaches on Flickr30k. Results sorted from worst to best R@1 on the Text-to-Image task. RARE also has second best R@1 performance on the Image-to-Text task.

| Model              | Text to Image | Image To Text |
|--------------------|---------------|---------------|
|                    | R1  | R5  | R10 | R1  | R5  | R10 |
| RARE (ours)        | 67.8 | 83.0 | 88.4 | 76.3 | 93.4 | 96.6 |
| (Chen et al., 2020b)| 76.0 | 93.4 | 96.7 | 85.8 | 97.8 | 98.8 |
| (Liu et al., 2020) | 76.3 | 93.3 | 95.6 | 88.3 | 98.6 | 99.3 |

Table 3: Comparison with transformer based approaches on Flickr30k.

Table 4: Ablation Studies on Flickr30k showing the effect of alterations to the network architecture and partial input information on retrieval recall.

### Contribution of SRLs

Table 1 breaks down the retrieval results by SRL. The adherence of SRLs from the query to those in the retrieved results is better in image-to-text than text-to-image. We hypothesize that this improved adherence enables the better performance for image-to-text, as evidenced by the ablation study below. One possible factor accounting for the difference could be the graph convolutional network we use for image encoding. Our text encoder, in contrast, is a bi-directional GRU which may retain less information about important global relationships. In addition, the poorest text-to-image retrievals often involve infrequent peripheral event modifiers, like *Manner* or *Purpose*. In text these are often quite vague, indicating fairly implicit, non-concrete referents in the image that fail to generalize.

### Ablation Study

To validate each component of RARE, we present an ablation study in Table 4. We started with re-implementation of a BFAN-prob based system (Liu et al., 2019a). In the next model, we add semantic role encoding to the base system. Introduction of SRL boosts the performance on $R@1$ by 1.6% for text retrieval and 11.7% in image retrieval. Our final system incorporates the graph-CNN region encoder. This brings an additional 2% performance gain in $R@1$. In our input ablation study we provide SRL for the text or image component of the input only. The results shown in Table 4 confirm that SRL are needed for both input modalities to improve the alignment. When presented with SRL information for only one modality, the system was unable to match the performance of BFAN-prob based system. In the absence of corroborating SRL information from the other modality, we believe the SRLs introduce noise.

### 4.3. Qualitative Results

The main attraction of RARE is control over the retrieved results, which can differ depending on the SRL provided in the query. A unique feature of RARE is its ability to inject SRLs in the query and control the retrieval result at a fine-granularity for both text-to-image and image-to-text retrieval. Returning to Figure 1, we see a simple example of fine-grained text retrieval. In all three retrievals, the query image is the same, but the SRLs are different. All retrieved descriptions belong to the list of five ground truth descriptions for that image in Flickr30k, but each of the queries retrieves a different ground truth description which also matches the provided SRL.

A text description can contain multiple propositions and therefore multiple SRL label sets. RARE can also use multiple sets as part of the query. In Figure 5, the bounding boxes of the first three images correspond to three distinct propositions, and all three are used together to retrieve a description. This 3-part query correctly retrieves the ground truth caption. When presented with less annotated information, in Query 2, the system retrieved a shorter caption accordingly, as shown in the last image of Figure 5. Similar control can be exerted in the text-to-image retrieval direction.
5. Future Work

A crucial next step is implementation of a fully automatic visual SRL detector for previously unseen images, to enable multimodal retrieval without human annotation. For example, using a visual SRL detector together with the text SRL parser used in this work, one could use a dataset which lacks any SRL annotations, e.g. the MSCOCO dataset, as an additional benchmark for RARE. To address infrequent SRLs, we will further investigate the applicability of a memory network in RARE. We would also like to explore application of SRL in more advanced architectures (Liu et al., 2020; Wehrmann et al., 2020) for richer representations.

6. Conclusion

In this paper, we propose role aware retrieval (RARE) for cross-modal retrieval. This work demonstrates that incorporating semantic role labeling can improve the performance of cross-modal retrieval. When we evaluate RARE on Flickr30k, RARE achieves competitive performance for the image retrieval task against the best non-transformer based system. Although transformer based methods are the current state-of-the-art for the retrieval task, they do not allow explicit control signals to diversify their recommendations. The incorporation of semantic roles into those architectures could provide that benefit, but will require automatic annotation of large amounts of silver standard training data which is one of our goals. Our qualitative results presented here have shown the potential of RARE for fine-grained retrieval achieved by injecting semantic role labels into the retrieval query, to guide the retrieved caption or image to the desired focus. The semantic roles allow the system to choose more concise salient descriptions, or alternatively, to retrieve long complex multi-predicate descriptions. Humans can effortlessly generate a large variety of descriptions for images. Now, RARE provides an automated solution for retrieving more varied and fine-grained retrieval results.
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