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Abstract. Efficient document clustering plays an important role in organizing and browsing the information in the World Wide Web. K-means is the most popular clustering algorithms, due to its simplicity and efficiency. However, it may be trapped in local minimum which leads to poor results. Recently, cuckoo search based clustering has proved to reach interesting results. By against, the number of iterations can increase dramatically due to its slowness convergence. In this paper, we propose an improved cuckoo search clustering algorithm in order to overcome the weakness of the conventional cuckoo search clustering. In this algorithm, the global search procedure is enhanced by a local search method. The experiments tests on four text document datasets and one standard dataset extracted from well known collections show the effectiveness and the robustness of the proposed algorithm to improve significantly the clustering quality in term of fitness function, f-measure and purity.
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1 Introduction

The high advance of the internet has led to exponential growth of the amount of information available in the World Wide Web (WWW). Consequently, exploring the data and finding the relevant information on the web became hard tasks. Over the past decades, many approaches have been developed in order to manage and organize efficiently this large set of documents. For this purpose, clustering is the well known method used by the scientific community dealing by the datamining. It is unsupervised technique [1] [2], that extract hidden structural characteristics in the data and gathering the highly similar objects in the same group, whereas segregates dissimilar objects in different ones. Due to the importance task of the clustering technique, it has been applied in variety engineering and field like image segmentation, pattern recognition and gene-expression. The algorithms of clustering are divided into different categories: hierarchical clustering algorithms, nominal data clustering, density based
clustering, cohenen networks and partitioning relocation clustering. The last category of clustering contains algorithms with linear time complexity. This makes the partitional algorithms more suitable for web clustering. One of the most famous partitional algorithms is the K-means [3] due to its simplicity and efficiency. However, this algorithm may give a poor results this is due to its random initialization and local exploration, which leads to a local minimum. Actually, nature inspired algorithms cope the shortcoming of a local solution by a global one [4]. One of the most recent metaheuristic algorithms is cuckoo search (CS) optimization [5] [6]. It is based on the interesting breeding behaviour such as brood parasitism of certain species of cuckoos and typical characteristics of Lévy flights. The results of experiment comparison show that the cuckoo search algorithm outperform the most famous metaheuristics [7] [8] [9].

In order to improve the clustering result, and inspired from the hybrid algorithm proposed in [10], we propose in this paper a new algorithm for document clustering, based on CS. In this algorithm, CS is enhanced by additional functions. Which make it superior to conventional CS in term of fitness, convergence speed and external quality.

The remaining of this paper is organized as follows: in section 2, we present most recent metaheuristics algorithms proposed for web document clustering. In section 3, the formal definitions of document clustering are presented. In section 4, we present the fundamental steps of a cuckoo search algorithm for the clustering problem. The improved cuckoo search adapted for document clustering is presented in section 5. Numerical experimentation and results are provided in Section 6. Finally, the conclusion and future work are drawn in Section 7.

2 Related Works

Document clustering based on nature inspired algorithms is an active research field. In 2013, Kamel et al. [11] overcome the weakness of K-means in the initial seed by a hybrid algorithm based on K-means, PSO and Sampling algorithms for document clustering. Leticia Cagnina et al. [12] have presented an improved version of the discrete particle swarm optimization (PSO) algorithm. This version includes a different representation of particles, a more efficient evaluation of the function to be optimized and some modifications in the mutation operator. In 2014, Wei Song et al. proposed a fuzzy control genetic algorithm (GA) in conjunction with a novel hybrid semantic similarity measure for document clustering. It outperforms the conventional GA [13]. In 2013, A novel document clustering algorithm based on ant colony optimization algorithm was proposed by Kayvan Azaryuon and Babak Fakhar. It improves the standard ants clustering algorithm efficiency by making ant movements purposeful, and on the other hand, by changing the rules of ant movement [14]. S. Siamala Devi et al. have used the hybrid K-means with harmony search (HS) to do the comparison between the concept called coverage factor and the concept factorization method for document clustering problem [15]. The experimental results show that factorization produces better results. Recently, the experimental results of [7] shown that the cuck-
oo search (CS) clustering achieves best results compared to the well known and recent algorithms: K-means, particle swarm optimization, gravitational search algorithm, the big bang–big crunch algorithm and the black hole algorithm. More recently, in our previous work, we have proposed a new hybrid algorithm for document clustering based on CS and K-means [10]. This new hybrid algorithm outperforms the CS and K-means in term of fitness and external quality.

3 Formal Definitions

Let \( S \) be a set of \( n \) objects \( O_1, O_2, ..., O_n \), each object is defined in multi-dimensional space. Clustering \( S \) into \( k \) clusters means dividing it into \( k \) groups or clusters \( C_1, C_2, ..., C_k \), such that:

\[
\begin{align*}
C_i & \neq \emptyset & \text{for } i = 1, ..., k \\
C_i \cap C_j & = \emptyset & \text{for } i = 1, ..., k, j = 1, ..., k \text{ and } i \neq j \\
C_1 \cup C_2 \cup .. \cup C_k & = S
\end{align*}
\]

(1)

In addition, the objects in the same cluster are similar and the objects in different clusters are dissimilar. This property is proportional to the quality of the clustering.

In our case, data are documents. They are represented by using the vector space model (VSM) [10] [16].

The cosine distance is the most used and the best one for document clustering [17]. Given two documents \( d_i \) and \( d_j \) represented by two vectors \( v_i \) and \( v_j \), respectively, the cosine distance is given by the following formula:

\[
\cos(d_i, d_j) = \frac{v_i \cdot v_j}{\|v_i\| \|v_j\|}
\]

(2)

Where \( \|v_i\| \) is the norm of the vector \( v_i \).

To evaluate the quality of clustering results, we have used two external quality indexes: the famous F-measure and Purity [2] [10].

4 Cuckoo Search Clustering Algorithm

For solving the clustering problem, the standard cuckoo search algorithm is adapted to reach the centroids of the clusters that optimize predefined fitness function. We have used the fitness function presented in [18]. The goal of this function is to find the solution that maximizes the similarity between each document and the centroid of the cluster that is assigned to. This objective function is given by the following formula:
Fitness Maximize $\sum_{i=1}^{k} \sum_{d_i \in C_i} \cos(d_i, c_i)$ (3)

Where: $k$ is the number of clusters and $\cos(d_i, c_i)$ is the cosine distance between the document $d_i$ and the nearest centroid $c_i$ of the cluster $C_i$.

The cuckoo search clustering algorithm (CSCA) is given by the following steps [7][10]:

1. Generate randomly the initial population of $nb_{nest}$ host nests;
2. Calculate the fitness of these solutions and find the best solution;
3. While ($t < Max_{Iter}$) or (stop criterion);
   (a) Generate $nb_{nest}$ new solutions with the cuckoo search;
   (b) Calculate the fitness of the new solutions;
   (c) Compare the new solutions with the old solutions, if the new solution is better than the old one, replace the old solution by the new one;
   (d) Generate a fraction ($p_a$) of new solutions to replace the worse nests;
   (e) Compare these solutions with the old solutions. If the new solution is better than the old solution, replace the old solution by the new one;
   (f) Find the best solution;
4. End while;
5. Print the best nest and fitness;

5 Improved Cuckoo Search Clustering Algorithm

Cuckoo search clustering algorithm can achieve the best global solution compared to most other metaheuristics. Usually, this global solution is obtained after huge number of iterations due to the slow convergence of the algorithm. It is obvious that in CSCA, the research area is explored using the standard cuckoo function [19]. In the present work, we propose to perform after each new solution generated by the standard cuckoo function an auxiliary local research in the research area in order to improve the solution. If this local search finds a solution that is better than the existing one, then it will be replaced by the new reached one.

For each current solution (host nest), the local search procedure exploits this one by calculating the gravity center of each cluster using the equation (4). Thus, the solutions are replaced only if their new fitness is better. The pseudo code of the new improved cuckoo search clustering algorithm (ICSCA) is presented in Fig. 1.

$$gc_i = \frac{1}{n_i} \sum_{d_i \in C_i} d_i$$ (4)

Where $gc_i$ is the gravity center of the cluster $C_i$, $d_i$ denotes the document that belong to the cluster $C_i$ and $n_i$ is the number of documents in cluster $C_i$. 
To illustrate this idea, we give an example. In Fig. 2, we have three clusters and we can see that the objects are more similar to their gravity center than to the centroid generated by the standard cuckoo function.

---

**Fig. 1. ICSCA procedure**

Begin
1. Set the initial parameters:
   - $p_a$ (the probability of worse nests)
   - nb_nest (the number of host nest is the population size)
   - $k$ (number of clusters)
   - Max_Iter (the maximum number of iterations)
2. Generate randomly the initial population of nb_nest host nests;
3. For each solution change the empty clusters
4. Calculate the fitness of each solution using the equation (3) and find the best nest;
5. While ($t < \text{Max}_\text{Iter}$) or (stop criterion)
   5.1 Generate nb_nest new solutions using the standard cuckoo search function;
   5.2 For each new solution change the empty clusters;
   5.3 Calculate the fitness of each new solution using the equation (3);
   5.4 For each solution compare the new solutions with the old solutions, if the new solution is better than the old one, replace the old solution by the new one;
   5.5 Generate nb_nest new solutions by calculating the gravity center of each cluster using equation (4)
   5.6 For each new solution change the empty clusters;
   5.7 Calculate the fitness of each new solution using the equation (3);
   5.8 For each solution compare the new solutions with the old solutions, if the new solution is better than the old one, replace the old solution by the new one;
   5.9 Generate a fraction ($p_a$) of new solutions to replace the worse nests;
   5.10 For each new solution change the empty clusters;
   5.11 Calculate the fitness of each new generated solution using the equation (3);
   5.12 Compare the new solutions with the old solutions, if the new solution is better than the old one, replace the old solution by the new one;
   5.13 Find the best solution;
End while;
6. Print the best nest and fitness;
End
To illustrate this idea, we give an example. In Fig. 2, we have three clusters and we can see that the objects are more similar to their gravity center than to the centroid generated by the standard cuckoo function.

We should notice that another primary function must be performed after each new generated solution. The main goal of this function is to ensure that there is no empty cluster. The simple way for doing this is to replace the empty cluster by a random one.

6 Experiments and Results

In order to test the efficiency of each auxiliary function added to the standard cuckoo search clustering algorithm, we compare between three algorithms: standard cuckoo search clustering algorithm (CSCA), standard cuckoo search algorithm augmented by the change empty cluster function (CSDC+CEC) and the improved cuckoo search document clustering (ICSCA) enhanced by the local search procedure and the change empty cluster function.

6.1 Datasets

Two kinds of datasets are used in the whole of experiments: four text document datasets and one standard dataset. The text document datasets are extracted from two well known collections: Classic3 [20] and Text REtrieval Conference (TREC) collections [21]. The description detail of text document datasets is given in Table 1, where the standard dataset is obtained from the famous UCI Machine Learning Repository. The description detail of standard dataset is given in Table 2.
Table 1. Summary of text document datasets

| datasets  | Number of documents | Number of terms | Classes description | Number of groups |
|-----------|---------------------|-----------------|---------------------|------------------|
| Classic300 | 300                 | 5471            | 100, 100, 100       | 3                |
| Classic400 | 400                 | 6205            | 100, 100, 200       | 3                |
| Tr23      | 204                 | 5833            | 6, 11, 15, 36, 45, 91 | 6                |
| Tr12      | 313                 | 5805            | 9, 29, 29, 30, 34, 35, 54, 93 | 8                |

Table 2. Description of standard dataset

| datasets | Number of instances | Number of attributes | Classes description | Number of groups |
|----------|---------------------|----------------------|---------------------|------------------|
| Iris     | 150                 | 4                    | 50, 50, 50          | 3                |

6.2 Related Parameters

For the purpose of comparison, the number of iterations is fixed to 100 iterations for the text datasets and only 20 iterations for the Iris standard dataset. We note that for all runs, the probability of worse nests was set to 0.25, while the population size was set to 10. The cosine distance is used as similarity measure for all experiment tests.

6.3 Results and Comparisons

The three algorithms: (CSCA), (CSDC+CEC) and (ICSCA) are compared for the different datasets in term of best fitness value and two external validity indexes (F-measure and purity). In Table 3 we present the best fitness value of the three algorithms for each datasets.

As we can see from this table, the ICSCA can reach the best results in comparison with the CSCA and CSCA+CEC. In addition, the CSCA+CEC is better than CSCA and the gap between them is proportional to the number of clusters. As the number of cluster increases, more than the gap increases.

Table 3. Best fitness value

| Datasets  | CSCA     | CSCA+CEC | ICSCA    |
|-----------|----------|----------|----------|
| Classic300| 28.0540  | 28.3145  | 56.3282  |
| Classic400| 36.7592  | 36.8108  | 70.5629  |
| Tr23      | 29.1706  | 59.4068  | 88.5799  |
| Tr12      | 35.7372  | 41.5007  | 93.4783  |
| Iris      | 149.6669 | 149.7503 | 149.8383 |

For each datasets, the convergence behaviors in term of fitness function obtained by the different algorithms are illustrated in Fig. 3, Fig. 4, Fig. 5, Fig. 6 and Fig. 7.
From these figures, it is clear that the ICSCA can reach the best results in a few iterations number for all datasets. Also, we should notice that the gap between graph variation obtained by the CSCA, and CSCA+CEC algorithms is proportional to the number of cluster. In fact, they are close to each other for Classic300 dataset and Classic400. This is due to the small probability of empty cluster. However, for the Tr12 dataset the gap is more significant due to the big number of clusters.

From Fig. 7, it is obvious that the proposed algorithm speed up the convergence behavior of fitness function. Thus, the cosine distance is accurate for the clustering of the standard dataset.

![Fig. 3. Graph variation of fitness function of Classic300](image1)

![Fig. 3. Graph variation of fitness function of Classic400](image2)
Fig. 4. Graph variation of fitness function of Tr12

Fig. 5. Graph variation of fitness function of Tr23

Fig. 6. Graph variation of fitness function of Iris
The recorded F-measure and purity by the different algorithms for each dataset is given in Table 4. and Table 5. From these tables, it is clear that the proposed algorithm can improve significantly the quality of the clustering results.

**Table 4.** F-measure comparison of CSCA, CSCA+CEC and ICSCA on the different datasets.

| Datasets   | CSCA    | CSCA+CEC | ICSCA   |
|------------|---------|----------|---------|
| Classic300 | 0.3800  | 0.4160   | 0.7728  |
| Classic400 | 0.4109  | 0.4308   | 0.6878  |
| Tr23       | 0.3997  | 0.4636   | 0.5476  |
| Tr12       | 0.2851  | 0.4187   | 0.6017  |
| Iris       | 0.7778  | 0.9131   | 0.9666  |

**Table 5.** Purity comparison of CSCA, CSCA+CEC and ICSCA on the different datasets.

| Datasets   | CSDC    | CSDC+CCN | ICSDC   |
|------------|---------|----------|---------|
| Classic300 | 0.3854  | 0.3895   | 0.7863  |
| Classic400 | 0.3933  | 0.4071   | 0.6468  |
| Tr23       | 0.3138  | 0.4672   | 0.4710  |
| Tr12       | 0.3923  | 0.4865   | 0.6532  |
| Iris       | 0.6667  | 0.9158   | 0.9697  |

The calculated percents that ICSCA improve upon the CSCA+CEC, in terms of fitness function (CPF), f-measure (CPFM) and purity (CPP) is presented in Table 6. It can be stated from this table that the proposed ICSCA is more effective than the CSCA+CEC.

**Table 6.** Percents improvements of ICSCA improve upon the CSCA+CEC

| Datasets   | CPF(%)  | CPMF(%) | CPP (%) |
|------------|---------|---------|---------|
| Classic300 | 0.4973  | 0.4616  | 0.5046  |
| Classic400 | 0.4783  | 0.3736  | 0.3705  |
| Tr23       | 0.3293  | 0.1533  | 0.0080  |
| Tr12       | 0.2552  | 0.3041  | 0.2552  |
| Iris       | 0.0022  | 0.0553  | 0.0555  |

7 Conclusion

The paper presents an improved cuckoo search clustering algorithm (ICSCA). The novelty of the proposed algorithm is to enhance the conventional cuckoo search clustering by a local search procedure. The experiment results show that the proposed
ICSCA is more robust than the CSCA+CEC and CS, in term of fitness value, f-measure and purity, when applied on four well known text document dataset and Iris standard dataset. Furthermore, the percent improvement of ICSCA upon the CSCA+CEC is significant.

The proposed ICSCA can also speed up significantly the convergence behavior when applied on Iris standard dataset. Therefore, the cosine distance is accurate for the clustering of the standard dataset. Finally, as future work, we plan to extend the proposed approach for the incremental document clustering.
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