ABSTRACT
Starting in late 2013, the eROSITA telescope will survey the X-ray sky with unprecedented sensitivity. Assuming a detection limit of 50 photons in the (0.5–2.0) keV energy band with a typical exposure time of 1.6 ks, we predict that eROSITA will detect \(\sim 9.3 \times 10^4\) clusters of galaxies more massive than \(5 \times 10^{13} h^{-1} M_\odot\), with the currently planned all-sky survey. Their median redshift will be \(z \simeq 0.35\). We perform a Fisher-matrix analysis to forecast the constraining power of eROSITA on the \(\Lambda\) cold dark matter (\(\Lambda\)CDM) cosmology and, simultaneously, on the X-ray scaling relations for galaxy clusters. Special attention is devoted to the possibility of detecting primordial non-Gaussianity. We consider two experimental probes: the number counts and the angular clustering of a photon-count limited sample of clusters. We discuss how the cluster sample should be split to optimize the analysis and we show that redshift information of the individual clusters is vital to break the strong degeneracies among the model parameters. For example, performing a ‘tomographic’ analysis based on photometric-redshift estimates and combining one- and two-point statistics will give marginal 1\(\sigma\) errors of \(\Delta \sigma_g \simeq 0.036\) and \(\Delta \Omega_m \simeq 0.012\) without priors, and improve the current estimates on the slope of the luminosity–mass relation by a factor of 3. Regarding primordial non-Gaussianity, eROSITA clusters alone will give \(f_{\text{NL}} \simeq 9\), 36 and 144 for the local, orthogonal and equilateral model, respectively. Measuring redshifts with spectroscopic accuracy would further tighten the constraints by nearly 40 per cent (barring \(f_{\text{NL}}\) which displays smaller improvements). Finally, combining eROSITA data with the analysis of temperature anisotropies in the cosmic microwave background by the Planck satellite should give sensational constraints on both the cosmology and the properties of the intracluster medium.
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1 INTRODUCTION
eROSITA\(^1\) (Predehl 2006; Predehl et al. 2010) is the primary science instrument onboard the Spectrum-Roentgen-Gamma (SRG) satellite,\(^2\) a fully funded mission with a currently planned launch in late 2013. eROSITA will perform an X-ray all-sky survey with a sensitivity \(\sim 30\) times better than ROSAT. Assuming a detection limit of 50 photons in the (0.5–2.0) keV energy band and with an average exposure time of \(\sim 1.6\) ks, we expect that eROSITA will be able to detect all clusters of galaxies in the observable Universe with masses higher than \(\sim 3 \times 10^{14} h^{-1} M_\odot\). This makes it an ideal probe of cosmology.

The evolution in the number density of massive galaxy clusters as well as their clustering properties strongly depends on the cosmological parameters. Cluster number counts trace the normalization and the growth of linear density perturbations (e.g. Allen, Evrard & Mantz 2011). The mass function of clusters detected in X-rays by ROSAT and re-observed with Chandra has been recently used to delve into the mystery of cosmic acceleration and thus constrain the equation-of-state parameter of dark energy (Vikhlinin et al. 2009b; Mantz et al. 2010b). These studies are based on samples containing a few tens of galaxy clusters.

The advent of eROSITA\(^1\) will produce cluster catalogues with \(\sim 10^5\) objects. Photometric redshifts of the X-ray-detected clusters...
will become available thanks to a series of complementary multi-band optical surveys (e.g. PanSTARRS, DES, and LSST), while planned massive spectroscopic surveys are designed with eROSITA follow-up as science driver, e.g. 4MOST. All this will vastly improve upon current cosmological constraints. eROSITA will likely be the first stage IV dark-energy experiment (as described in the US Dark Energy Task Force report; Albrecht et al. 2006) to be realized.

At the same time, better data will allow us to relax some model assumptions. An interesting example is given by the statistical properties of the primordial density perturbations that seeded structure formation in the Universe. They are often modelled with a Gaussian random field. In fact, the simplest inflationary models predict negligible – i.e. well below the current detection limit – levels of primordial non-Gaussianity. Nevertheless, other theories for the generation of the primordial density fluctuations (both inflationary and not) can produce measurable levels of primordial non-Gaussianity, e.g. multiple-scalar-field scenarios, curvaton models, ghost inflation and topological defects (see Bartolo et al. 2004; Chen 2010, and references therein for a complete review). Quantifying the primordial non-Gaussian signal has thus emerged as one of the most powerful tools to test and discriminate among competing scenarios for the generation of primordial density fluctuations.

Primordial non-Gaussianity is expected to leave imprints on the large-scale structure of the evolved universe, ranging from the abundance of collapsed massive objects to their spatial clustering properties (see Desjacques & Seljak 2010, and references therein for an updated review). Clusters of galaxies as tracers of the underlying dark matter (DM) haloes are thus an optimal target for the search of primordial non-Gaussianity.

Regrettably, theoretical models provide robust predictions for the halo abundance and clustering only in terms of DM masses. Therefore, some knowledge of the relation between cluster observables and the corresponding halo masses is required to constrain cosmological parameters. In X-ray astronomy, cluster masses can be determined exploiting a series of scaling relations (luminosity–mass, temperature–mass, gas mass–total mass), whose shape and magnitude can be inferred by dedicated observations or by invoking assumptions about the properties of the intracluster medium (ICM). Once the functional form of these relations is known, large cluster samples can be used to derive self-consistent constraints on cosmological and scaling-relation parameters from the same data set (the so-called self-calibration approach; Hu 2003; Majumdar & Mohr 2003). This should also provide some insight into the gas physics of the ICM. Note, however, that dedicated observations will be anyway necessary to test the range of validity of the assumed scaling relations and provide an independent test of the retrieved parameters.

The goal of this paper is to assess the power of eROSITA in the simultaneous determination of cosmological and scaling-relation parameters, also accounting for primordial non-Gaussianity. Forecasts are made using the Fisher information matrix for the measurements of the abundance and two-point spatial clustering of X-ray-selected clusters. A series of papers have recently addressed similar topics. Oguri (2009) and Cunha, Huterer & Doré (2010) discussed optical surveys as the HSC, DES and LSST. Similarly, Sartoris et al. (2010) focused on the envisaged X-ray satellite WFXT. More qualitative analyses have been carried out by Fedeli, Moscardini & Matarrese (2009), Roncarelli et al. (2010) and Fedeli et al. (2011) for the eROSITA, the South-Pole Telescope and the Euclid surveys, yet not providing detailed forecasts, or with no assessment of the effect of the uncertainties in the scaling relations, or only considering a small subset of cosmological parameters. Our work differentiates from the previous ones in the sense that it is meticulously tailored around eROSITA and the actual way observations will be taken. Galaxy-cluster number counts and power spectra are calculated in terms of the raw photon counts that will be detected at the telescope. This is done by adopting observationally motivated X-ray scaling relations, taking into account the spectral energy distribution of the ICM emission, the photoelectric absorption suffered by the photons along the line of sight and the expected telescope response.

The plan of the paper is as follows. In Section 2, we explain how we compute the expected abundances and projected angular clustering of DM haloes in the presence of primordial non-Gaussianity and in Section 3 we define our fiducial model. In Section 4, we focus on the transformation between actual halo masses and observed photon counts. The eROSITA cluster survey is described in detail in Section 5, while the experiments we consider are discussed in Section 6. In Section 7, we describe how we compute the Fisher information matrix while, in Section 8, we derive the constraints on the cosmological and scaling-relation parameters for an all-sky survey with eROSITA, giving special attention to the primordial non-Gaussianity parameter of the local type, fNL\text{NL}. We consider two experiments: the measurement of cluster abundances and of the corresponding angular power spectrum. For both probes, we distinguish the cases in which redshift information on the individual clusters is available or not. Eventually we combine the different eROSITA measurements and also discuss how the model constraints are consolidated by using the (currently forecasted) results of the Planck satellite as a prior probability distribution. Table 3 summarizes our main findings. We investigate the effects of modifying the survey strategies and changing the observational cuts in Section 9, while in Section 10 we extend our analysis to other interesting models of primordial non-Gaussianity, complementary to the local type: the so-called orthogonal and equilateral shapes. A thorough discussion of the assumptions in our analysis is presented in Section 11, where we quantify the effects of changing the fiducial model and adding extra parameters. Our conclusions are summarized in Section 12.

2 MASS FUNCTION AND BIAS OF DARK MATTER HALOES

2.1 Halo definition

The densest regions of the cosmic matter distribution are commonly dubbed ‘DM haloes’. Their outer boundaries (and thus their masses) are somewhat arbitrary depending on the adopted definition. In numerical simulations, haloes are most commonly identified using either the friends-of-friends (FOF) or the spherical overdensity (SO) algorithms (Einasto et al. 1984; Davis et al. 1985). While the FOF method approximately tracks isodensity contours (Einasto et al. 1985; More et al. 2011), the SO one fixes the mean density of the structure within a sphere grown around the halo centre. We define $M_\Lambda$ to be the mass enclosed in a sphere whose mean density is...
\[ \Delta \text{times the critical density of the universe at the time the halo is considered:} \]
\[
M_3 = 4\pi(\Delta \rho_{\text{crit}}) R^3. \tag{1}
\]

This definition is widespread among observers and slightly differs from what is commonly adopted by the numerical community where the background density \( \rho_{\text{crit}} \) is used instead of the critical one. Thus, for a given population of SO haloes, the values that the parameter \( \Delta \) assumes in the two approaches differ by a factor \( \Omega_{\text{crit}}(z) = \rho_{\text{crit}}(z)/\rho_{\text{crit}}(z) \).

From an observational point of view, it is standard to define cluster masses adopting the SO algorithm. In fact, for X-ray observations of galaxy clusters, better measurements of the gas mass and temperature can be achieved in regions with high-density contrast where structures are much brighter and relatively relaxed with respect to the outer regions (and also the assumption of hydrostatic equilibrium is more accurate). On the other hand, observational results should be compared with numerical simulations where the finite resolution and force softening might create problems for very high values of \( \Delta \). For these reasons, the best compromise is to define the DM haloes in terms of \( M_{300} \).

### 2.2 Halo mass function

The halo mass function, \( dn/dM(M,z) \), gives the halo abundance per unit volume and per unit mass as a function of redshift. It is conveniently described in terms of the function \( f \), defined as

\[
\frac{dn}{dM}(M,z) = f(\sigma, z) \frac{\rho_{\text{m,0}}}{M} \frac{d\ln[\sigma^2(M, z)]}{dM}, \tag{2}
\]

where \( \rho_{\text{m,0}} \) denotes the mean background matter density today, and \( \sigma^2(M, z) \) is the variance of the smoothed linear density field, \( (\delta^2_M(z)) \):

\[
\sigma^2(M, z) = \frac{1}{2\pi^2} \int_0^{\infty} k^2 P_m(k, z) W^2(k, M) dk, \tag{3}
\]

with \( P_m(k, z) \) the corresponding power spectrum and \( W(k, M) \) a window function with mass resolution \( M \); here we use a top-hat filter in real space, which in Fourier space reads

\[
W(k, M) = 3 \frac{\sin(x) - x \cos(x)}{x^3}, \tag{4}
\]

where \( x = kR \) and \( M = (4/3)\pi \rho_{\text{m}} R^3 \). The function \( f \) is calibrated against high-resolution numerical simulations and different parametrization are available in the literature. Following Tinker et al. (2008), we assume that the function \( f \) weakly depends on \( z \) and \( \Delta_0 \), where \( \Delta_0 \) defines the mean overdensity of SO haloes as in equation (1) but with respect to the evolving mean background density of the universe. For Gaussian initial conditions, we thus write

\[
f_f(\sigma, z, \Delta_0) = A \left[ \left( \frac{\sigma}{\bar{\sigma}} \right)^{-a} - 1 \right] \exp \left( -\frac{c}{\sigma^2} \right), \tag{5}
\]

with

\[
A(\Delta_0, z) = A^{\text{TMF}}(\Delta_0)(1 + z)^{-a} \sigma_0^{TMF},
\]
\[
a(\Delta_0, z) = a_0^{TMF}(\Delta_0)(1 + z)^{-a} \sigma_0^{TMF},
\]
\[
b(\Delta_0, z) = b_0^{TMF}(\Delta_0)(1 + z)^{-a},
\]
\[
c(\Delta_0, z) = c_0^{TMF}(\Delta_0),
\]
\[
\log_{10}(a(\Delta_0)) = -0.75 \left[ \log_{10}(\Delta_0/75) \right]^{1.2}, \tag{6}
\]

where \( A^{\text{TMF}} = 0.14 \) and \( a^{\text{TMF}} = 0.06 \). The zero subscripts indicate the values of the parameters obtained at \( z = 0 \) and listed in table 2 of Tinker et al. (2008). Note that because of the different definition of SO halo masses, an interpolation of the best-fitting parameters of table 2 in Tinker et al. (2008) is required to compute these coefficients. For Gaussian initial conditions, this formula for the DM halo mass function reproduces to 5 per cent level of accuracy the abundance of SO haloes in N-body simulations for different choices of the standard cosmological parameters and for a wide range of masses and redshifts which encompasses what is probed by eROSITA.

### 2.3 Non-Gaussian corrections

We consider here extensions to the standard cosmological model where the primordial curvature perturbations (more precisely the Bardeen’s potential) that generate the large-scale structure are not Gaussian. In the synchronous gauge and for sub-horizon perturbations in the mass density (or in the gravitational potential), these models are characterized by a non-vanishing bispectrum, \( B(k_1, k_2, k_3) \neq 0 \). The functional form of the bispectrum with respect to the triplet of wavenumbers \( K = (k_1, k_2, k_3) \) describes the ‘shape’ of primordial non-Gaussianity while its overall amplitude (at fixed \( K \)) defines the ‘strength’ of the non-Gaussian signal. The latter is generally quantified in terms of the non-linearity parameter \( f_{\text{NL}} \), where the index \( i \) refers to a particular non-Gaussian shape.

As a reference case, we first focus on the ‘local’ model for primordial non-Gaussianity, where the linear gravitational potential can be written as

\[
\phi(x) = g(x) + f_{\text{NL}}^\text{local} [g^2(x) - \sigma_i^2] + \cdots, \tag{7}
\]

where \( g \) is a Gaussian random field with zero mean and variance \( \sigma_i^2 \). In this case, the bispectrum of linear density perturbations reads

\[
B(k_1, k_2, k_3) \simeq 2 f_{\text{NL}}^\text{local} \left[ P_m(k_1) P_m(k_2) + \text{perms.} \right]. \nonumber
\]

Note that we normalize \( f_{\text{NL}}^\text{local} \) by imposing the relation (7) at very high redshift which sometimes is referred to as the cosmic microwave background (CMB) normalization. We postpone to Section 10 the extension of our analysis to other non-Gaussian models, such as the equilateral and orthogonal shapes.

In general, for non-Gaussian initial conditions, we compute the halo mass function through a multiplicative correction to the Gaussian one:

\[
\left( \frac{dn}{dM} \right)_{\text{NG}} = \left( \frac{dn}{dM} \right)_{\text{T}, M_{500}} R_{\text{NG}}(M, z, f_{\text{NL}}), \tag{8}
\]

[here the subscript \( T, M_{500} \) refers to the fact we use equation (5) and \( \Delta = 500 \)]. Among the possible choices for the non-Gaussian correction \( R_{\text{NG}}(M, z, f_{\text{NL}}) \), we adopt the prescription by LoVerde et al. (2008), which is in rather good agreement with numerical simulations (Giannantonio & Porciani 2010; Pillepich, Porciani & Hahn 2010):

\[
R_{\text{NG}}(M, z, f_{\text{NL}}) = 1 + \frac{1}{6} \frac{\sigma^2}{\delta^2} \left[ S_1 \left( \frac{\delta^4}{\sigma^4} - 2 \frac{\delta^2}{\sigma^2} - 1 \right) \right. \\
\left. + \frac{\delta^2}{\sigma^2} \left( \frac{\delta^2}{\sigma^2} - 1 \right) \right]. \tag{9}
\]

Here \( \delta_c \) is the critical density contrast for halo collapse fixed to 1.686 for SO haloes (Desjacques & Seljak 2010), while \( S_1 \) denotes the standardized third central moment (skewness) of the smoothed
density field, namely $S_1 = (\delta_M^3) / \sigma^4$:

$$S_1 \sigma^4 = \frac{f^{\text{local}}_{\text{NL}}}{(2\pi \nu)^2} \int dk k_1 \frac{k}{W(k_1, M)} P_{\text{lin}}(k_1) \int dk_2 k^2 W(k_2, M) P_{\text{lin}}(k_2) \int d\mu \left[ 1 + 2 \frac{P_{\text{lin}}(k_1) P_{\text{lin}}(k_2)}{P_{\text{lin}}(k_2)} \right] , \quad (10)$$

where $k^2_{12} = k_1^2 + k_2^2 + 2\mu k_1 k_2$.

2.4 Halo bias

We are not only interested in extracting cosmological information from measurements of the abundance of the X-ray clusters, but also from the angular clustering of the observed objects. From numerical and theoretical work, we know that the clustering of DM haloes in which the clusters reside is biased relative to that of the underlying mass distribution by an amount which depends on halo mass, redshift and the scale at which the clustering is considered (see e.g. Mo & White 1996; Catelan et al. 1998; Smith, Scoccimarro & Sheth 2007). In general, the bias of DM haloes can be expressed as

$$b(k, M, z) = \frac{P_{\text{lin}}(k, M, z)}{P(k, z)} , \quad (11)$$

where $P_{\text{lin}}$ is the power spectrum of the halo density field and $P(k, z)$ is the matter power spectrum. Within Gaussian scenarios, the halo bias on large scales ($k \lesssim 0.05 h^{-1} \text{Mpc}$) depends on the halo mass and redshift but is independent of $k$ (e.g. Tinker et al. 2010).

We compute this linear bias using the peak-background-split model (Cole & Kaiser 1989; Mo & White 1996):

$$b_0 = 1 - \frac{1}{\delta_c} \frac{\Delta \ln f}{\Delta \ln \sigma^4} . \quad (12)$$

On the other hand, a strong $k$-dependence of the bias appears at smaller scales ($k \gtrsim 0.1 h^{-1} \text{Mpc}$), e.g. Smith et al. (2007); Manera, Sheth & Scoccimarro (2010).

Dalal et al. (2008) have shown that primordial non-Gaussianity of the local type introduces a scale-dependent correction to the large-scale bias of massive DM haloes. This is because large- and small-scale density fluctuations are not independent when $f^{\text{local}}_{\text{NL}} \neq 0$. We thus extend the expression for the halo bias to non-Gaussian scenarios following Giannantonio & Porciani (2010):

$$b(k, M, z) = b_0 + f^{\text{local}}_{\text{NL}} (b_0 - 1) \frac{\Gamma}{\alpha(k, z)} , \quad (13)$$

which is in good agreement with $N$-body simulations as shown by Giannantonio & Porciani (2010) and Desjacques, Seljak & Iliev (2009). In equation (13), the different factors read $\Gamma = 3 \delta_c \Omega_m H_0^2 / c^2$ and $\alpha(k, z) = k^2 T(k) D(z) g(0) / g(\infty)$, where $T(k)$ is the linear matter transfer function, $D(z)$ is the linear growth factor of the density perturbations (normalized to unity today), and $g(z)$ is the growth factor of the potential perturbations. Throughout this paper, we use the linear matter transfer function $T(k)$ computed using the LINGER code by Bertschinger (2001).

3 FIDUCIAL MODEL

We consider a flat $\Lambda$ cold dark matter ($\Lambda$CDM) universe characterized by five standard parameters (three for the background – $\Omega_m$, $\Omega_b$ and $\Lambda$ – and two for the scalar perturbations – $n_s$ and $\sigma_8$). On top of this, we introduce the extra parameter $f^{\text{local}}_{\text{NL}}$. We list all the model parameters and the choice of their fiducial values in Table 1, where we distinguish among cosmological, cluster physics (see Section 4) and survey (see Section 5) parameters. We assume Gaussian perturbations as our fiducial case, i.e. $f^{\text{local}}_{\text{NL}} = 0$. We choose the other fiducial values by adopting the best-fitting parameters from the combination of 5-year data from the Wilkinson Microwave Anisotropy Probe (WMAP), baryonic acoustic oscillations (BAO) and supernovae Ia (SN); see Komatsu et al. (2009).

4 FROM HALO MASS TO X-RAY PHOTON COUNTS

eROSITA will perform an X-ray all-sky survey in about 4 years starting in late 2013, from a L2 orbit. The instrument will consist of seven identical Wolter-1 mirror modules of 358 mm of diameter, each containing 54 nested mirror shells, and of a fast frame-store pn-CCD detector. This will result in a 1° field of view, an effective area of 1500 cm$^2$ at 1.5 keV and an averaged point spread function of 25–30 arcsec half energy width (HEW; on-axis: 15 arcsec HEW). It will operate in the broad energy range (0.5–10) keV.

In order to convert non-observable quantities such as $M_{500}$ into the raw photons counts effectively collected in the detector ($\eta$), a series of transformations have to be considered:

$$M_{500} \rightarrow [L_X, T_X] \rightarrow \text{photons count} = \eta ,$$

where $L_X$ denotes the X-ray luminosity and $T_X$ the average temperature of the intracluster gas. Consequently, the mass function in equation (2) has to be converted in a raw-count function:

$$\frac{dn}{dM_{500}} \rightarrow \frac{dn}{d\eta} . \quad (14)$$

In full generality, given two variables $X$ and $Y$, the conversion in the differential number counts can be performed as follows:

$$\frac{dn}{dY^*} = \int \frac{dn}{dX} P(Y^*|X) dX . \quad (15)$$

where $P(Y|X)$ denotes the conditional probability of getting $Y$ for given $X$. When the scatter in the $Y-X$ relation is negligible (i.e. the probability $P$ is a Dirac-delta distribution), this reduces to

$$\frac{dn}{dY} = \frac{dn}{dX} \frac{dX}{dY} . \quad (16)$$

On the other hand, any function of the variable $X$ can be written in terms of $Y$ as follows:

$$b_Y(Y^*) = \int \frac{b(x)}{dX} (X) P(Y^*|X) dX , \quad (17)$$

which, for negligible scatter and when $Y = f(X)$, gives

$$b_Y(Y^*) = b[f^{-1}(Y^*)] .$$

In the following, we summarize the specific choices we adopted to express the cluster number counts and bias in terms of the photon counts.

\small

9 Since the conversion between the energy flux and the photon counts depends on the energy spectrum, to mimic more closely the experimental reality we prefer not to adopt a flux limit in our analysis.
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4.1 Luminosity–mass relation

To connect cluster masses to X-ray luminosities, we refer to the $L_X - M_{500}$ relation obtained by Vikhlinin et al. (2009a) through the observation of two sets of Chandra galaxy clusters with median redshifts of about 0.05 and 0.5, in the (0.5–2.0) keV rest-frame band and with $L_X$ integrated within 2 Mpc. The luminosity–mass (LM) relation is conveniently written such that the normalization is taken at the effective mean mass, to minimize correlations among parameters:

$$\mu_L = \langle \ln L_X \rangle = \left[ \beta_L + 1.5(\sigma_{LM}^2 - 0.396^2) \right] + \alpha_{LM} \ln(M_{500}/3.9 \times 10^{14} M_\odot)$$

$$+ \gamma_{LM} \ln E(z) - 0.39 \ln(h_\odot/0.72) \pm \sigma_{LM},$$  

where $L_X$ is measured in erg s$^{-1}$ and $E(z) = H(z)/H_0$. The slope $\alpha_{LM}$ reads $1.61 \pm 0.14$, the normalization $[\beta_L + 1.5(\sigma_{LM}^2 - 0.396^2)] = 101.483 \pm 0.085$, and the redshift-dependence factor $\gamma_{LM} = 1.85 \pm 0.42$ (see Table 1). The symbol $\sigma_{LM}$ on the right-hand side indicates the observed scatter in $\ln L_X$ at fixed $M$. The nature of such a scatter is consistent with a lognormal distribution:

$$P(\ln L_X|M) = \frac{1}{\sqrt{2\pi \sigma_{LM}^2}} \exp \left[ -\frac{(\ln L_X - \mu_L)^2}{2\sigma_{LM}^2} \right],$$

where $\sigma_{LM} = 0.396 \pm 0.039$. This corresponds to a (symmetrized) relative error of $\sim 40$ per cent.

Note that since Vikhlinin et al. (2009a) determined $M_{500}$ from the relation between $Y_X$ (the product of $T_X$ and gas mass) and mass, whose evolution was assumed to be self-similar based on results from numerical simulations, the redshift evolution of relation (18) has not been measured directly.

4.2 From X-ray luminosity to the number of detected photons

Given $L_X$ in the (0.5–2.0) keV rest-frame energy band and the redshift $z$ of the clusters, we can predict the number of photons detected by eROSITA in the (0.5–2.0) keV observer-frame energy band. To do this, we require further information: (i) the emitted spectrum, which depends on the temperature and metal abundance of the intracluster gas; (ii) the photoelectric absorption suffered by the X-ray photons along their way; (iii) the eROSITA instrumental response and effective area and (iv) the exposure time, $T_{exp}$.

(i) We derive the cluster average X-ray temperature using the results by Vikhlinin et al. (2009a), where the relation $M_{500} - T_X$ is parametrized with a power law (as expected, if the temperature of the ICM scales with the depth of the gravitational potential). To measure this relation, Vikhlinin et al. (2009a) define the cluster temperature as the average spectral temperature integrated within a given radial range. Inverting the scaling relation of their table 3 with
no pre-fixed slope, we write the temperature–mass relation (TM) as
\[
\mu_T \equiv \langle \ln T_X \rangle = \alpha_{TM} \ln(M_{500}/\beta_{TM}) + \alpha_{TM} \ln E(\zeta)
\]
\[+ \ln(5 \text{ keV}) \pm \sigma_{TM}, \tag{20}\]
where \( T_X \) is measured in keV, the slope \( \alpha_{TM} = 0.65 \pm 0.03 \) and \( \beta_{TM} = (3.02 \pm 0.11) \times 10^{14} \text{ erg}^{-1} \text{ cm}^{-1} \). The symbol \( \sigma_{TM} \) is the scatter in \( \ln T_X \) at fixed mass, and reads \( \sigma_{LM} \simeq 0.119 \) (see Table 1). This value is derived from numerical simulations (Kravtsov et al. 2006) and we assume a lognormal distribution also for the conditional probability of getting \( T_X \) given \( M_{500} \), in analogy with equation (19). The fit in equation (20) holds for relaxed clusters only: to take into account unrelaxed morphologies, the estimated mass from equation (20) should be multiplied by a factor of 1.17. We do not implement this correction. For the metal abundance, we choose a value of 0.3 relative to solar abundance (Anders & Grevesse 1989), which is typical for nearby clusters, with little or no evolution to higher redshifts (Tozzi et al. 2003). We use the apec model (Smith et al. 2001) within XSPEC (Arnaud 1996, version 12.5.1n) to model the emitted spectrum (thermal bremsstrahlung, recombination emission, as well as bound–bound transitions from collisionally ionized, optically thin plasma), for given temperature, metal abundance, luminosity and redshift.

(ii) The photoelectric absorption can be modelled using the hydrogen column density along the line of sight, \( N_{\text{H}} \), and assuming the associated abundance of helium and heavy elements. For this, we use the phabs model within XSPEC (with the default cross-sections), in order to self-consistently use the same metal abundances as above. The Galactic \( N_{\text{H}} \) varies across the sky. We use recent data from 21-cm radio measurements provided by Peter Kalberla (the Leiden–Argentine–Bonn, LAB, survey; Kalberla et al. 2005) and determine the \( N_{\text{H}} \) distribution, excising \( \pm 20^{\circ} \) around the Galactic plane. We find that \( 3 \times 10^{20} \text{ atoms cm}^{-2} \) is a typical value, which we adopt throughout.

(iii) We model the eROSITA response using the latest preliminary matrices provided by Frank Haberl.\(^{10}\) In particular, we use the file erosita_4v_7ehlfof_frrsp, which takes into account the CCD quantum efficiency and filter transmission, as well as the mirror area of all seven telescopes, averaged over the field of view. The response of eROSITA in terms of count rates is shown in Fig. 1 for some characteristic redshifts and for a cluster luminosity of \( L_X = 10^{45} \text{ erg s}^{-1} \).

(iv) The exact orbit and scanning strategy of eROSITA are currently under investigation. We consider two different versions of the expected 4-yr all-sky exposure map kindly provided by Jan Robrade. We exclude \( \pm 20^{\circ} \) around the Galactic plane.

We then calculate the average exposure in the remaining area, which results in 2.4 ks, for both exposure map versions. This exposure assumes 100 per cent efficiency. For a more realistic estimate, we need to multiply 2.4 ks by a factor smaller than 1. This factor is rather uncertain at this time. An optimistic value is 0.8, a pessimistic one 0.8 \( \times 0.67 = 0.54 \) (the factor 0.67 is supposed to account for soft proton flares, which are expected at eROSITA’s L2 orbit). Therefore, we expect \( 1.3 < T_{\text{exp}} < 1.9 \) ks. We assume 1.6 ks as a realistic estimate of the average exposure time, unless specifically mentioned otherwise.

Once \( L_X, T_X \) and \( z \) are known, we are thus able to compute the expected photon counts \( \tilde{\eta}_{\text{fid}}(L_X, T_X, z) \) with XSPEC for our fiducial reference cosmology. Since \( \eta \) depends on the assumed cosmology

\[P(\eta|M, z) = \int dL_X dT_X P(\eta|\tilde{\eta}(L_X, T_X, z)) P(L_X, T_X|M, z), \tag{21}\]

where \( \eta \) is a Poisson variate of mean \( \bar{\eta} \) and \( P \) generically denotes any probability density function. It is interesting to consider the possibility that there is a correlation between the X-ray temperature and luminosity for clusters of a given mass. In fact, this would reduce the scatter in the distribution of \( \eta \) at fixed mass. We write the joint conditional probability \( P(L_X, T_X|M, z) \) as a bivariate lognormal distribution:

\[P(X|M, z) = \frac{1}{2\pi|\Sigma|^{1/2}} \exp \left[ -\frac{1}{2}(X - \mu)^T \Sigma^{-1}(X - \mu) \right], \tag{22}\]

where the vector \( X \) and its covariance matrix read

\[X = \begin{pmatrix} \ln L_X \\ \ln T_X \end{pmatrix} \quad \text{and} \quad \Sigma = \begin{pmatrix} \sigma_{LM}^2 & \rho_{LT} \sigma_{LM} \sigma_{TM} \\ \rho_{LT} \sigma_{LM} \sigma_{TM} & \sigma_{TM}^2 \end{pmatrix}. \tag{23}\]

Here \( \mu \) refers to the mean values of the scaling relations and \( \rho_{LT} \) is the linear correlation coefficient between the residuals in luminosity and temperature. Technically, it is expected that \( L_X \) and \( T_X \) may be highly correlated (Stanek et al. 2010) or anticorrelated (Kravtsov et al. 2006); on the other hand, data for a set of clusters drawn from the ROSAT all-sky survey with Chandra follow-up show no evidence of a correlation (Mantz et al. 2010a). If we assume that \( L_X \) and \( T_X \) are independent variables and naively combine the mass–luminosity and mass–temperature relations from Vikhlinin et al. (2009a), we find that the (intrinsically) scatter in luminosity at fixed \( T_X \) should be \( \sim 0.49 \) (in the ln–ln plane). In case of a positive correlation among the variables, this scatter should be smaller. Direct measurements of the scatter from the Representative XMM–Newton
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   Figure 1. Characteristics of the eROSITA telescope: eROSITA response (rate of X-ray photons counted in the detector) in the (0.5–2.0) keV energy band (observer frame), for a source of luminosity \( L_X = 10^{45} \text{ erg s}^{-1} \) in the (0.5–2.0) keV rest-frame band, at different redshifts, \( z = 0.26, 0.31, \ldots \), from top to bottom.
Cluster Structure Survey (REXCESS) (Pratt et al. 2009) give 0.276 for core-excised clusters and 0.666 when the cluster cores are included. On the other hand, other studies of the 64 brightest clusters in the sky Highest X-Ray Flux Galaxy Cluster Sample (HIFLUGCS), see Mittal et al. 2011) suggest a reduced importance of cool cores as scatter contributors and an intrinsic scatter in the $L_X-T_X$ relation of 0.455 for the whole sample. Estimating the degree of correlation by directly comparing these figures is thus inconclusive and better data are needed. We have initially attempted to include $\rho_{LT}$ in the set of parameters that we would like to constrain with $eROSITA$. However, we found out that the weak dependence of the photon counts, $\eta$, on $T_X$ (see Fig. 1) makes all the observables rather insensitive to $\rho_{LT}$ which remains unconstrained by the data. To simplify the analysis, we thus assume $\rho_{LT} \equiv 0$.

The resulting photon counts as a function of cluster mass and redshift are shown in the upper-left panel of Fig. 2. This gives
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**Figure 2.** Observable–mass relation and sample selections for the $eROSITA$ galaxy clusters. Top-left panel: effective photon count versus mass relation ($\eta-M_{500}$) derived via equation (21). The solid curves indicate the mean relation at $z \sim 0.01, 0.10, 0.36$ and 1.51, from top to bottom, along with a 68 per cent level of scatter encompassed by the dashed lines (corresponding to about $\pm 41$ per cent symmetrized relative error in the range of interest). The black solid line marks the detection threshold of 50 photons. Top-right panel: mass threshold ($M_{500}$) corresponding to different photon-count detection limits as a function of redshift. We choose 50 photons with an integration time of 1.6 ks as our reference choice. The thick horizontal line indicates the additional cut at $M = 5 \times 10^{14} h^{-1} M_{\odot}$ which we impose to avoid considering clusters that possibly do not obey power-law scaling relations or exhibit a mass-dependent scatter. The coloured curves show the effect that the current uncertainties on the parameters of the LM relation (see legend) would have on the determination of the detection limit. Bottom-left panel: threshold luminosity as a function of redshift, for different photon-count detection limits. The coloured lines indicate the position of the additional possible mass cuts in the luminosity–redshift plane (see legend). Bottom-right panel: selection criteria in the $\eta-z$ plane. The black solid lines correspond to the detection thresholds of 50 and 500 photons; the coloured curves connect points corresponding to a given mass limit (colours as in the left-hand panel).
an effective $\eta$–$M_{500}$ relation which scales as $M^\alpha$ with $\alpha \sim 1.60$–1.65 (depending on redshift). The scatter in our observable–mass relation at fixed mass is dominated by $\sigma_{\delta m}$, but also depends on $\sigma_{TM}$ and the Poisson noise in the photon counts. This corresponds to a (symmetrized) relative uncertainty at fixed mass of about 41 per cent at $z \sim 0.1$; at $z \sim 1$ this ranges between 66 and 41 per cent for objects with $M \gtrsim 5 \times 10^{13} \, h^{-1} \, M_\odot$.

5 THE eROSITA EXPERIMENT

For our purposes, we characterize the eROSITA survey using three numbers: the fraction of the sky covered by the experiment $f_{\text{sky}}$, the exposure time $T_{\text{exp}}$, and the detection threshold in raw photon counts $n_{\text{min}}$ (see Table 1). We take as a reference an all-sky survey covering more than 27 000 deg$^2$ and with an average exposure time of $\sim 1.6$ ks; moreover, we limit our analysis to the (0.5–2.0) keV X-ray energy band, such that all the figures in this work have to be considered in that band. This all-sky survey should exquisitely constrain model parameters, since it will simultaneously provide robust statistics ($\sim 10^5$ galaxy clusters detected with more than 50 photons) and sample very large spatial scales where primordial non-Gaussianity is expected to leave its strongest imprints ($k \lesssim 0.01 \, \text{Mpc}^{-1}$). As a reasonable source-detection threshold, we choose $\eta = 50$ counts as the default. This number is motivated by the experience from the ROSAT All-Sky Survey (RASS), where the count limit has typically been set at (10–30) photons in scientific analyses of cluster catalogues, e.g. Schuecker et al. (2001). In the future, this limit will be tested against detailed simulations of the eROSITA survey. While 50 source counts are sufficient for a luminosity determination, one could measure the intracluster gas mass already with about 500 source counts. The gas mass is a better proxy of the total gravitational mass than the luminosity, so when applying the 500 count limit one could in practice assume a smaller scatter in the observable–mass relation. While in this section we discuss both cluster samples determined using these different thresholds, the whole statistical analysis of Sections 7 and 8 will be performed with the cut of 50 photons.

Low-redshift objects which are fainter than $10^{42}$ erg s$^{-1}$ could in principle be detected with more than 50 photon counts with an average exposure time of $1.6$ ks (Fig. 2, bottom-left panel). This corresponds to masses smaller than $\sim 10^{13} \, h^{-1} \, M_\odot$ at $z \lesssim 0.1$ (Fig. 2, upper-left and upper-right panels). Although scaling-relation studies which extend towards masses of $\sim 10^{14} \, h^{-1} \, M_\odot$ are available (Sun et al. 2009; Eckmiller, Hudson & Reiprich 2011), the adopted prescriptions from Vikhlinin et al. (2009a) are obtained from a cluster sample limited at about $7 \times 10^{13} \, h^{-1} \, M_\odot$. Moreover, the scatter in the observed relations increases for low-mass clusters and groups (Eckmiller et al. 2011): this would necessitate to introduce a mass-dependent scatter in our analysis. For these reasons, in addition to the photon cut of 50 photons assumed for cluster detection, we add a redshift-dependent luminosity cut, which is effective in the low-redshift part ($z \lesssim 0.25$) to remove low-mass systems ($M \lesssim 5 \times 10^{13} \, h^{-1} \, M_\odot$); see Fig. 2, upper-right and bottom-left panels. In practice, we pick our fiducial cosmology and our fiducial luminosity–mass relation as a function of $\eta$ and $z$ and look for a redshift-dependent luminosity cut that corresponds to the desired minimum mass; this, in turn, results into a redshift-dependent $\eta$ cut (Fig. 2, bottom-right panel) which is model-independent and which can be easily applied to real data (while a true-mass cut cannot), if redshift information is available.\footnote{In order to apply this additional cut, redshift measurements are only required for $z \lesssim 0.25$ where, most likely, no new clusters will be discovered by eROSITA. Therefore, this sample selection should be easily feasible in practice.} Note that neither a luminosity cut nor a mass cut are in practice applied here; low-mass objects are removed solely referring to the unique curve in the $\eta$–$z$ plane which corresponds to the chosen mass threshold in the fiducial model (Fig. 2, bottom-right panel); such cut is kept fixed throughout the statistical analysis independently of the assumed values for the cosmology and scaling-relation parameters (see Section 9.5).

In Fig. 2, we compare a series of photon-count thresholds ($\eta = 50$ and 500 photons with $T_{\text{exp}} = 1.6$ ks, and $\eta = 50$ photons with $T_{\text{exp}} = 1.6, 3.0, 7.5$ ks and additional luminosity cuts (corresponding to masses of $\sim 1.5, 10 \times 10^{13} \, h^{-1} \, M_\odot$)), in the $M_{500}$–$z$ plane (upper-right panel), in the $L_X$–$z$ plane (bottom-left panel) and in the $\eta$–$z$ plane (bottom-right panel). Fig. 2 shows that, away from the Galactic plane, eROSITA will detect all clusters more luminous than $\sim 5 \times 10^{44}$ erg s$^{-1}$ up to $z \sim 1.5$, namely all massive ($M \gtrsim 3 \times 10^{13} \, h^{-1} \, M_\odot$) clusters in the observable Universe.

In the left-hand panel of Fig. 3, we show the redshift distribution of the population of clusters detected by eROSITA [see Section 5 and equation (24), for details]: the solid black curve is the redshift distribution of all the galaxy clusters above the cut of 50 photons for $T_{\text{exp}} = 1.6$ ks; the corresponding total number of objects in the whole sky ($f_{\text{sky}} = 0.658$) is $\sim 1.37 \times 10^5$ objects. In the same panel, the dashed curves indicate the redshift distributions of the same population of clusters once the additional cuts are applied. The integrated number of objects reduces to $\sim 9.32 \times 10^4$ and the median redshift shifts to $\sim 0.35$ when objects below $5 \times 10^{13} \, h^{-1} \, M_\odot$ are removed. We summarize our findings in Table 2. To facilitate comparisons with other works using different observables from raw photon counts, we show in the right-hand panel of Fig. 3 the cumulative mass distribution of clusters above our detection threshold of 50 counts, as function of $z$ and $M_{500}$.

Finally, in Fig. 4, we compare the selections discussed so far with an alternative flux-based selection, often employed in X-ray cluster surveys. Two cases are shown: a comparison with a 50-photon limit (main box) and with a 500-photon limit (smaller inbox). The solid curves show the fraction of objects which pass a threshold both in flux and in photon counts with respect to the objects which pass a threshold set only in terms of flux. Minimum fluxes of 3.2, 4.2, 4.4 $\times 10^{-14}$ erg s$^{-1}$ cm$^{-2}$ in the (0.5–2.0) keV energy band would result, respectively, in 68, 90, 95 per cent completeness levels for $n_{\text{min}} = 50$. For $n_{\text{min}} = 500, 68, 90, 95$ per cent completeness is reached with flux limits of 3.5, 4.4, 4.6 $\times 10^{-13}$ erg s$^{-1}$ cm$^{-2}$, respectively.

6 OBSERVABLES

The measurements that we consider are galaxy-cluster abundances and angular clustering. In this section we study their sensitivity to the actual values assumed by the model parameters.

Fig. 5 shows how the eROSITA number counts depend on the cosmological parameters and on the parameters characterizing the physics of the ICM. In the upper panels of Fig. 5, the ‘count function’ $dn/dy$ at the median redshift of the sample is shown for our fiducial model (black solid line) and for alternative models where...
The redshift distribution of the clusters above the detection threshold of \(\eta_{\text{min}} = 50\) counts with \(T_{\text{exp}} = 1.6\) ks relates to the count function as follows:

\[
\frac{dN}{dz \, \text{deg}^2} (\eta_{\text{min}}, z) = \frac{4\pi}{A} f_{\text{sky}} \left[ \frac{c}{H(z)} D_A(z) \int_{\eta_{\text{min}}}^{\infty} \frac{dn}{d\eta} (\eta, z) d\eta \right]
\]

where \(A\) is the survey area in deg\(^2\), \(c\) is the speed of light and \(D_A\) is the comoving angular diameter distance (which coincides with \(r\) for flat universes). The total number of clusters detected above a certain detection threshold can be calculated by integrating the equation above over redshift and multiplying the result by \(A\).

The bottom panels of Fig. 5 give the relative change of the observables with respect to the fiducial model. The largest deviations are due to changes in \(\sigma_8\), \(\Omega_m\), and all the four parameters of the LM relation. All parameters but \(n_s\) and \(h\) generate larger uncertainties at higher redshifts than at lower redshifts (not shown).

Note that changing \(\sigma_8\) within the current uncertainty modifies the cluster counts by 20 per cent for objects detected with more than \(\sim 400\) photons at the median redshift, or for all the objects above \(z \gtrsim 0.6\). Also primordial non-Gaussianity (with positive \(f_{\text{local}}\)) has a stronger impact at higher redshifts and for higher photon counts. The effects of the Hubble constant and of the scalar spectral index exceed the per cent level only for the brightest clusters, e.g. above a few \(10^3\) photon counts around the median redshift, which already suggests that binning the \textit{eROSITA} data in \(\eta\) should better constrain these parameters. Current uncertainties in the parameters regulating the temperature–mass relation (not shown but discussed in Section 11.3) affect the cluster counts at the per cent or sub-per cent level thus indicating that \textit{eROSITA} counts will hardly be able to put interesting constraints on those parameters. Finally, we have checked that fitting errors in the parameters of the Tinker mass function (not shown but discussed in Section 11.1) also give sub-per cent modifications. This confirms that our theoretical framework is robust.

We now consider the spatial clustering of the detected clusters. Imagine to split the \textit{eROSITA} sample into bins (based on the cluster redshift or photon counts). The angular cross-spectrum between the
pair of bins $i, j$ can be written as
\[
C_{\ell}(i, j) = \frac{2}{\pi} \int_0^\infty dk \int_0^\infty dr_1 W_i(r_1, k) j_i(\ell k r_1) \times \int_0^\infty dr_2 W_j(r_2, k) j_j(\ell k r_2) \mathcal{P}_{\text{NL}}(k, r_1, r_2),
\]
where the functions $W_i(r, k)$ are defined as
\[
W_i(r, k) = \frac{1}{N_i} \frac{dN_i}{dr} b_i[k, z(r)],
\]
and $N_i$ is the total number of objects within the $i$th bin, $j_i$ denotes the spherical Bessel function of the first type and $b_i[k, z(r)]$ is the effective bias of the cluster population (obtained by averaging equation (13) over halo mass or photon counts and weighting by the number density) in the $i$th bin. Here $\mathcal{P}_{\text{NL}}$ denotes the cross-spectrum between the matter distribution at two different redshifts, $z_1$ and $z_2$, corresponding to the comoving distances, $r_1(z_1)$ and $r_2(z_2)$.

In Fig. 6 the dependence of the angular power spectrum on the cosmological and ICM parameters is shown for galaxy clusters with $\eta \geq 50$ and lying within the broad redshift range $[0.1–1.5]$. Note that the largest modifications in the signal are driven by the current uncertainties in $\sigma_8$, $\Omega_{\text{m}}$, $\beta_{\text{LM}}$ and $\gamma_{\text{LM}}$. An accurate determination of the cluster power spectrum with $eROSITA$ has therefore the potential to strongly constrain these model parameters.

To speed up calculations, it is convenient to rewrite equation (25) using the Limber approximation:
\[
C_{\ell}(i, j) \simeq 4\pi \int_0^\infty dz \int_0^\infty \frac{dV}{dz} \frac{P_{\text{NL}}}{D}\left(\frac{\ell + 1/2}{D_A}, z\right) W^L_i(z) W^L_j(z),
\]
with the Limber weight functions $W^L_i$ being defined as
\[
W^L_i(z) = \frac{1}{N_i} \frac{dN_i}{dz} b_i \left(\frac{\ell + 1/2}{D_A}, z\right),
\]
where $V$ is the comoving volume. We use equation (25) for all multipoles with $\ell \lesssim 100$ and equation (27) for larger values of $\ell$.

A motivation for this choice and a critical discussion about the limitations of the Limber approximation in the presence of primordial non-Gaussianity will be given in Section 11.4.

6.0.1 The choice of $\ell_{\text{min}}$

Primordial non-Gaussianity of the local type modifies the shape of the angular power spectrum of galaxy clusters by introducing a scale-dependent bias on very large scales (see Fig. 6). Therefore, experimental constraints on $f_{\text{NL}}^L$ improve by measuring clustering at larger and larger scales. However, the correlation function of biased tracers of the cosmic density field in scenarios with $f_{\text{NL}}^L \neq 0$ formally diverges for every spatial separation if Fourier modes down to $k \to 0$ are considered (e.g. Wands & Slosar 2009). This is because the biased density field has infinite variance [as like as the gravitational potential which generates the scale-dependent bias (see Giannantonio & Porciani 2010)]. Any observed correlation function, anyway, will be finite because density fluctuations on scales larger than the survey are not observable. Fluctuations are always defined with respect to the mean density as measured from the same survey, thus forcing their average to zero. The expectation value of the observed correlation therefore departs from the underlying one.
Figure 6. Angular power spectrum of eROSITA clusters and its dependence on the cosmological and ICM parameters. The signal refers to clusters detected with $\eta \geq 50$ photons ($T_{\text{exp}} = 1.6\text{ks}$) within the redshift range $0.1 < z < 1.5$.

by a constant shift (sometimes known as the ‘integral constraint’) which is finite only if $f_{\text{NL}}^\text{local} = 0$. In practice, this effect is taken into account by including the window function of the survey in the calculation of $C_\ell$. This regularizes all the integrals. For simplicity, here we approximate the influence of the window function by using a high-pass filter $k > k_{\text{min}} \sim 10^{-3}h\text{Mpc}^{-1}$ and only considering a minimum order for the spherical harmonics $\ell_{\text{min}}$ so that the derivatives in the Fisher matrix do not depend on $k_{\text{min}}$ (see also Cunha et al. 2010). In what follows, we will use $\ell_{\text{min}} = 5$ for the eROSITA all-sky survey, and $\ell_{\text{min}} = 7–10$ for the deeper surveys presented in Section 9.1. These choices are motivated as follows. First, multipoles with $\ell < 10$ cannot be precisely measured if $f_{\text{sky}}$ substantially departs from unity, since only a few modes are available in the whole sky. Secondly, evaluating $C_\ell$ at such low multipoles requires knowledge of the halo bias at wavenumbers $k \ll 0.01h\text{Mpc}^{-1}$, never probed by $N$-body simulations. Pushing the analysis to $\ell \sim 3$ would imply trusting the extrapolation of the non-Gaussian halo bias of equation (13) down to $k \sim 10^{-3}h\text{Mpc}^{-1}$ where also general-relativity corrections certainly become very important (e.g. Yoo 2010; Baldauf et al. 2011).

6.0.2 The choice of $\ell_{\text{max}}$

We also have to set a minimum angular scale that will be considered in the clustering analysis. This is mainly dictated by the limitations of the theoretical models for the angular power spectrum of galaxy clusters. Angular multipoles and wavenumbers are related through the angular diameter distance in a redshift-dependent fashion. The choice of the maximum multipole thus corresponds to selecting the largest wavenumber that we want to consider, $k_{\text{max}}$. Three issues have to be taken into account: cluster exclusion effects, dynamical non-linearity of density perturbations and non-linearity of the DM halo bias. We compare the characteristic scales of these three effects in Fig. 7. Galaxy clusters are extended objects (at $z \sim 0.35$, a spherical $10^{14}h^{-1}\text{M}_{\odot}$ cluster has a comoving $R_{500}$ of about $0.6$ $h^{-1}\text{Mpc}$) and their spatial separation cannot be much smaller than their characteristic size ($\sim 2R_{500}$). This imprints a sharp drop in the amplitude of $C_\ell$ at small angular scales which is difficult to model accurately. The blue dashed curve in Fig. 7 indicates the characteristic size (and thus, roughly, the minimum separation) of objects with $M \sim 10^{14}h^{-1}\text{M}_{\odot}$. Regarding the non-linearity of the matter-density field, we do not want to rely on approximate prescriptions for the matter power spectrum on mildly non-linear scales which could compromise the accuracy of the fits for the cosmological parameters. The onset of the non-linear regime for the matter power spectrum can be approximately evaluated by determining $k_{\text{max}}(z)$, such that

$$
\sigma^2(k_{\text{max}}, z) = \frac{1}{2\pi^2} \int_{k_{\text{max}}(z)}^{\infty} k^2 P_{\text{lin}}(k, z) \, dk = 0.5.
$$

The solid black line in Fig. 7 shows the function $k_{\text{max}}(z)$. Similarly, we are concerned with the linearity of cluster bias. Equations (12) and (13) asymptote to a constant value for $k \to \infty$. However, $N$-body simulations show that on sufficiently small scales (depending on redshift and mass), the bias of DM haloes departs from a constant thus becoming non-linear. For haloes with mass $M \gtrsim 5 \times 10^{13}h^{-1}\text{M}_{\odot}$ at $z \sim 0$, the non-linear regime of the bias kicks in for wavenumbers above $k \sim 0.1–0.3h\text{Mpc}^{-1}$. This threshold...
model parameters:
\[ \Sigma_{\theta \theta}^{\text{param}} = (F^{-1})_{\alpha \beta} . \]  
(31)
Under some weak regularity conditions, the Cramér–Rao inequality assures that the marginal errors of the model parameters follow
\[ \sigma_\alpha \geq (F^{-1})_{\alpha \alpha}^{1/2} , \]  
(32)
while the conditional errors (i.e. the errors that would be obtained keeping all the other parameters fixed) will be larger or equal than
\[ 1/\sqrt{F_{\alpha \alpha}} . \]

For a (multivariate) Gaussian likelihood function \( L(x; \theta) \), the Fisher matrix can be explicitly written as
\[ F_{\alpha \beta} = \frac{1}{2} \text{Tr} \left[ \Sigma^{-1}(\mu_{\beta} \mu_{\alpha}^T + \mu_{\alpha} \mu_{\beta} - \Sigma_{\alpha \beta}) \right] , \]  
(33)
where \( \mu = \langle x \rangle , \Sigma = \langle (x - \mu)(x - \mu)^T \rangle \), and commas denote partial derivatives with respect to the model parameters. If \( M \) is the number of model parameters and \( N \) is the number of data points, the Fisher matrix is a \( M \times M \) matrix while \( \Sigma \) is \( N \times N \). The trace operator in equation (33) acts on the \( N \)-dimensional space of data points.

If different experiments are independent, the total Fisher matrix is the sum of individual Fisher matrices. ‘Adding priors’ can be regarded here as adding the Fisher matrix of a third experiment.

7.1 Figure of merit
In order to compare individual probes, optimize the experiments and quantify their individual performance in constraining model parameters, we introduce the (total) figure of merit (FoM), defined as
\[ \text{FoM} = \log_{10} \left[ \det(F^{-1}) \right]^{-1/2} . \]  
(34)
This is inversely proportional to the volume of the \( M \)-dimensional error hyper-ellipsoid. The higher the FoM, the more suitable an experiment is to constrain our selected parameter set. For example, halving uniformly all the parameter errors would correspond to an increment in the FoM of \( \log_{10}(2^M) \), which for \( M = 10 \) reads \( \sim 3 \). Similarly, if one wants to focus on a selected subset of parameters, a (partial) FoM can be defined by considering a Fisher matrix of lower dimensionality.

7.2 Number counts
For an unclustered point process, the probability of counting \( N_i \) objects in the \( i \)-th bin is given by the Poisson distribution:
\[ p(N_i|\mu_i) = \frac{1}{N_i!} \mu_i^{N_i} e^{-\mu_i} , \]  
(35)
where the mean \( \mu \equiv \langle N \rangle \) is the average over an ensemble of realizations. Fluctuations in the counts are larger for point processes that display spatial clustering. In this case the covariance matrix of the binned counts can be written as (Lima & Hu 2004)
\[ \Sigma_{ij}^{\text{counts}} = S_{ij} + M_{ij} , \]  
(36)
where \( S \) denotes the sample covariance encoding information from the two-point correlation function, and the second term is the diagonal Poisson noise \( M_{ij} = \langle N_i \rangle \delta_{ij} \). Hu & Kravtsov (2003) have shown that the sample covariance is subdominant with respect to Poisson errors when a cluster survey encompasses a large fraction of the sky, covers a broad redshift interval and high-threshold masses are adopted. We therefore neglect it in our calculations as we will treat
clustering separately as described in the next section. Note that this is different from considering a count-in-cells experiment where the covariance of the counts is a direct observable (Oguri 2009; Cunha et al. 2010). For negligible sample covariance, the Fisher matrix for the cluster counts can be written as

\[
F_{\alpha \beta}^\text{count} = \frac{1}{2} \text{Tr}(\Sigma^{-1})
\]

\[
= (\mathbf{N}^{-1} + \mathbf{M}^{-1})^{-1}
\]

\[
\sum_i \frac{\partial \langle N_i \rangle}{\partial \theta_\alpha} \frac{\partial \langle N_i \rangle}{\partial \theta_\beta} \bigg|_{\text{fiducial model}}.
\]

(37)

7.3 Two-point clustering

Let us now consider the two-point clustering of the X-ray clusters. Our observables will be the angular cross- and auto-spectra \( C_\ell(i, j) \) between clusters binned either in redshift or in photon counts. The measured signal is affected by Poissonian shot noise:

\[
\tilde{C}_\ell(i, j) = C_\ell(i, j) = \frac{1}{N_i} \delta_{ij},
\]

(40)

where \( \delta_{ij} \) denotes the Kronecker delta. The covariance matrix for the angular power spectrum can be written as follows (Hu & Jain 2004; Cohn 2006; Huterer et al. 2006; Yamamoto et al. 2007): \( \Sigma = \text{Cov}(\tilde{C}_\ell(m, n)) = \text{Cov}(\tilde{C}_\ell(m, n)(mn)) \)

\[
\frac{\delta_{ij}}{(2\ell + 1)f_{\ell\ell}} \Big[ \tilde{C}_\ell(i, m) \tilde{C}_\ell(j, n) + \tilde{C}_\ell(i, n) \tilde{C}_\ell(j, m) \Big].
\]

(41)

The covariance matrix is thus block-diagonal, where the number of blocks is given by the number of multipoles \( \ell \) and where the dimension of every block is given by the number of distinct pairs which can be formed with the adopted number of bins, in redshift or photon counts. Assuming a Gaussian-likelihood function for the underlying density field, i.e. for the spherical coefficients \( a_{\ell m} \) which define the angular power spectrum \( (a_{\ell m} a_{\ell m}^*) = C_\ell \delta_{\ell \ell} \delta_{\ell m} \), we write the ‘clustering’ Fisher matrix as follows:

\[
F_{\alpha \beta}^\text{fFish} = \sum_\ell \sum_{(i, j)m, n} \frac{\partial C_\ell(i, j)}{\partial \theta_\alpha} \text{Cov}_\ell^{-1}(ij)(mn) \frac{\partial C_\ell(m, n)}{\partial \theta_\beta}.
\]

(42)

8 RESULTS

8.1 Cluster counts

We first assume having no information on the cluster redshifts and study the constraining power of a number-count experiment. The first row in Table 3 summarizes our (optimal) results, obtained with about 20 logarithmically spaced bins in the range 50 < \( \eta \) < 10^5 plus one bin extending to infinity: 1σ error bars often exceed the fiducial values of the parameters themselves and are thus of little interest. We only quote errors obtained marginalizing over the entire parameter set. Note that the conditional errors could be as good as \( \Delta f_{N_k}^\text{local} = 9 \) and \( \Delta \sigma_{8} \simeq 10^{-4} \). This indicates that covariances among parameters are strong (see Fig. 8, upper-left panel). The most degenerate pairs are \( \Omega_m - \sigma_8, f_{N_k}^\text{local} - \sigma_8, f_{N_k}^\text{local} - \Omega_m, \beta_{LM} - \sigma_{LM} \) and \( \sigma_{LM} - \sigma_8 \). It is exactly these covariances that are reduced by optimizing the binning scheme in \( \eta \), while conditional errors are rather insensitive to it.

Redshift information on the individual clusters must be added if we want to constrain the physical models and the physics of the ICM from a number-count experiment with eROSITA. We thus study how the 1σ error bars for the various parameters improve with the accuracy of the redshift estimates. For this calculation, binning is implemented both in photon counts and in redshift. We consider \( \sim 20 \) logarithmically spaced bins in photon counts as detailed earlier, while redshift bins have size \( \Delta z = z_{\text{min}} \), where \( \Delta z \) is a parameter we vary and \( z_{\text{min}} \) is the median redshift in a bin. As soon as some redshift information is available, even as rough as with \( \Delta z \sim 0.1 \), uncertainties on the parameters shrink by factors of 10 (e.g. for \( \sigma_8 \)). This applies to the marginal errors, indicating that redshift information breaks degeneracies. The conditional errors, on the other hand, do not show any dependence on the number and size of the redshift bins. In Table 3 we list the uncertainties that eROSITA should be able to place if a redshift binning with \( \Delta z \sim 0.05 \) is performed, which approximates what could be achieved from photometric estimates (‘counts + photo-z’).

Spectroscopic-redshift measurements (\( \Delta z \sim 0.01 \)) would result in significantly better constraints (by 30–60 per cent) on parameters like \( n_s, h, \Omega_m, \alpha_L, \) and \( \sigma_{LM} \) with respect to what is achievable using photometric redshifts; yet, eROSITA counts alone would not improve upon current constraints which have been however obtained by combining different probes. Note that the current constraints on the cosmology sector listed in Table 3 refer to other probes than galaxy clusters, and the ones on the ICM sector are at fixed cosmology. Our results instead have always been obtained after marginalizing over both the cosmology and ICM sectors simultaneously. Therefore, a direct comparison is not completely meaningful and the entries ‘current errors’ should be simply considered as a reference. Note that, if the luminosity–mass scaling-relation parameters were exactly known, eROSITA cluster counts alone would constrain \( \sigma_8 \) and \( \Omega_m \) down to \( \Delta \sigma_8 = 0.017 \) (2 per cent) and \( \Delta \Omega_m = 0.0086 \) (3 per cent; see Table B1 in Appendix B).

Finally, it is worth stressing that, even with some redshift information, errors in parameter estimates display strong correlations. As shown in the upper-right panel of Fig. 8 (for photo-z bins and a few tens of bins in photon counts), this is particularly evident for the triplet \( n_s, h \) and \( f_{N_k}^\text{local} \) within the cosmology sector, all the LM parameters among themselves, and for \( \sigma_8 \) with all the LM parameters (see also Appendix A).

8.2 Angular clustering

8.2.1 \( C_\ell \) without redshift information

Starting from the reference configuration summarized in Table 1, we want to optimize the measurement of the cluster two-point function to extract maximal information, for the all-sky survey and with multipoles in the range \( 5 \leq \ell \leq 96 \). We start by assuming no knowledge about the redshifts of the individual clusters. The detected clusters will be binned only in terms of the observed photon counts, such that an approximately equal number of clusters are assigned to each bin. Distinguishing in photon counts is fundamental to tighten the error bars both on \( f_{N_k}^\text{local} \) and all the other parameters. The gain on \( f_{N_k}^\text{local} \) due to the increment in the number of bins already converges after six bins: in fact, shot noise is not negligible already with a few 10^4 objects per bin. The best constraints from the angular clustering are summarized in Table 3, where we report the results obtained using 12 bins (‘angular clustering’); while the conditional error on \( f_{N_k}^\text{local} \) could be as good as \( \Delta f_{N_k}^\text{local} \sim 24 \), the rather poor constraints on the other parameters increase the corresponding marginal constraint to ±46 at 1σ. Not surprisingly, the non-Gaussianity parameter presents very weak correlations with
Table 3. Marginal 1σ errors for the cosmological and the LM parameters obtained using the Fisher-matrix formalism. The label ‘+ Priors’ indicates results obtained adopting external priors on $h$ and $\Omega_m$ as detailed in Section 8.4. The row in boldface marks the best constraints obtained using eROSITA data only. We refer to the following survey: $T_{\text{exp}} = 1.6$ ks, $\eta_{\text{min}} = 50, M_{\text{min}} = 5 \times 10^{13} h^{-1} M_{\odot}, f_{\text{sky}} = 0.658, \Delta z = 0.05$.

| Counts + Angular clustering + Photo-z + Priors | Counts + Angular clustering + Photo-z | Counts + Angular clustering + LM fixed | Counts + Angular clustering + Planck | Current errors$^a$ | Planck errors$^b$ |
|-----------------------------------------------|--------------------------------------|--------------------------------------|--------------------------------------|------------------|------------------|
| $\Delta f_{\text{NL}}^{\text{local}}$       | $\Delta \Omega_m$                   | $\Delta n_s$                         | $\Delta \sigma_8$                   | $\Delta \Delta z$ | $\Delta \beta_{\text{LM}}$ |
| 0.15                                          | 0.024                               | 0.026                               | 0.024                               | $[-10, +74]$     | 0.024            |
| $\sigma$                                      | $\sigma$                            | $\sigma$                            | $\sigma$                            | $\sigma$         | $\sigma$         |
| $\Delta f_{\text{NL}}^{\text{local}}$       | $\Delta \Omega_m$                   | $\Delta n_s$                         | $\Delta \sigma_8$                   | $\Delta \Delta z$ | $\Delta \beta_{\text{LM}}$ |
| 0.08                                          | 0.006                               | 0.002                               | 0.006                               | 0.006            | 0.006            |

$^a$ WMAP7+BAO+SN for the cosmology sector independent of the ICM sector, Komatsu et al. (2011); results by Vikhlinin et al. (2009a) for the LM parameters, at fixed cosmology, 95.4 per cent CI for $f_{\text{NL}}^{\text{local}}$.

$^b$ Error estimates for future power-spectrum measurements with Planck; marginalization solely over the cosmology sector, excluding $f_{\text{NL}}^{\text{local}}$.

the other ones, once a few bins in photon counts are considered. On the other hand, the pairs $n_z - h$ and $h - \Omega_m$ are extremely correlated even with the tightest binning scheme (see Fig. 8, centre-left panel). Moreover the measurement of the angular power spectrum in a single redshift bin cannot break the severe degeneracies which plague the ICM parameters, as predictable by simple inspection of Fig. 6 (see also Appendix A).

Note that the minimum multipole which is considered in the analysis of the angular power spectrum impacts the estimation of the different cosmological parameters (Fig. 9, where the effect of $\ell_{\text{max}}$ is also shown). After marginalizing over the whole set of parameters (and considering multipoles up to $\ell_{\text{max}} = 96$), the uncertainty on $f_{\text{NL}}^{\text{local}}$ improves by a factor of 6 if the minimum multipole is reduced from $\ell \sim 20$ to $\ell \sim 5$. On the other hand, the constraints on the other cosmological parameters are insensitive to $\ell_{\text{min}}$.

8.2.2 C$_t$ tomography

How much does the constraining power of C$_t$ measurements improve if the redshifts of the clusters were available? To answer this question, we divide the eROSITA sample into redshift bins of size $\Delta z(1 + z_{\text{max}})$ and, additionally, into 12 bins based on the photon counts. In the rest of the paper, we will refer to this configuration as ‘tomography’. By slicing in redshift, the marginal error bars of all parameters drop significantly, even by orders of magnitude. Four are the factors which make the tomographic measurement more powerful than measuring C$_t$ from the full sample: (i) the maximum multipole can be raised to much higher values, reaching $\ell_{\text{max}} > 200$ for redshift bins above $z \sim 0.8$ with $k_{\text{max}} = 0.1 h$ Mpc$^{-1}$; (ii) the C$_t$ signal itself increases for thinner bins due to reduced projection effects; (iii) the scale-dependent bias induced by $f_{\text{NL}}^{\text{local}}$ is more pronounced at high redshift and not averaged out by the populations of lower redshift less-biased objects; (iv) since we always consider all cross-spectra among different redshift slices, the number of data points scales as $n(n + 1)/2$, $n$ being the number of redshift slices. The proper inclusion of all the cross-spectra (with respect to the case where only auto-spectra are included) tightens the error budget up to 33 per cent (for $f_{\text{NL}}^{\text{local}}$) when $\Delta z \sim 0.05$ and up to 40–60 per cent (for $f_{\text{NL}}^{\text{local}}, n_z, h, \Omega_m$) when $\Delta z \sim 0.01$. Note that even with $\Delta z \sim 0.01$, there are still more than 1000 objects per $z$-slice in half of the bins.

By combining the angular clustering signal from more than 10 different redshift slices ($\Delta z \sim 0.1$), it is possible to constrain primordial non-Gaussianity of the local type with a marginal error $\lesssim 10$ (the corresponding conditional error on the other hand is $\sim 5–6$ at 1σ). On the other hand, the gain in the information about $f_{\text{NL}}^{\text{local}}$ by increasing the number of redshift slices flattens much faster than almost any other parameter (see also Section 9.4 and Table 5). In Table 3 we give as a reference the constraints obtained with $\Delta z \sim 0.05$ (‘angular clustering + photo-z’), consistently with what we adopted for the number-count experiment when photometric-redshift estimates are available. For $f_{\text{NL}}^{\text{local}}$, we find a forecasted marginal error of $\sim 10$ which is very interesting and could potentially rule out entire classes of inflationary mechanisms. With an exposure of 1.6 ks, a tomography experiment is more efficient than a ‘counts + photo-z’ measurement to constrain the LM parameters, but we have noticed that the situation is reversed for higher exposure times (i.e. 3 ks). On the other hand, eROSITA tomography alone cannot place constraints on the other cosmological and ICM parameters which are by any means competitive to what is already known nowadays by the combination of CMB, BAO and SN data. Note, however, that assuming perfect knowledge of the luminosity–mass relation, the constraints imposed on $f_{\text{NL}}^{\text{local}}, \sigma_8$ and $\Omega_m$ by the eROSITA tomography alone would be competitive with the current ones (see Table B1 in Appendix B). If vice versa one could assume perfect knowledge of the cosmological parameters, tomography alone would largely improve our knowledge on the slope and evolution of the LM
relation (see in Table 3 the results with Planck priors for an upper limit of the uncertainties).

It is worth mentioning that estimates on $f_{\text{local}}^{\text{NL}}$ based on the $C_l$ tomography are nearly perfectly uncorrelated from any other model parameter (Fig. 8, centre-right panel) although strong correlations are still present in the complementary parameter space.

Fig. 10 allows us to stress the importance of high-redshift objects: there we show how the total FoM [as defined in equation (34) and which takes into account the error bars and correlations among the whole set of 10 parameters] and the marginal constraints on $f_{\text{local}}^{\text{NL}}$ depend on the individual $z$-bin, within our binning scheme; the magenta horizontal line refers to the marginal constraint on $f_{\text{local}}^{\text{NL}}$. 
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cosmological parameters (by a factor of a few) with respect to the identically sized sample with $z < z_{\text{med}}$.

8.3 Combining counts and clustering

We want now to combine our results on the cluster counts and on the angular power spectrum to get tighter constraints on the model parameters. This requires accounting for the cross-covariance between the two probes, which is proportional to the angular bispectrum of the clusters (see e.g. Takada & Bridle 2007). For Gaussian initial conditions, the bispectrum vanishes on large scales. Cross-covariances remain small also for the weakly non-Gaussian models we consider, in spite of the large cluster bias factors. This is because we only consider very large scales and rather heavily projected data. For this reason we ignore cross-covariances between the cluster number counts and the measurement of the angular power spectrum. As a result, the total Fisher matrix is obtained by summing up the single Fisher matrices of the individual experiments. The results obtained considering the joint data sets are summarized in Table 3, in Fig. 11, where error contours for a selection of parameter pairs are shown, and in Fig. 8 where we quantify the correlations among parameter pairs for all the different probes. Once again, we distinguish the cases in which redshift estimates for the individual clusters are available or not. For all parameters, measuring photometric redshifts (with $\Delta z \sim 0.05$) shrinks the marginal error bars by a factor of 4 or 5. Adding information on the number counts to tomographic $C_\ell$ measurements has little impact on $f_{\text{NL}}^{\text{local}}$, but significantly shrinks the confidence interval of the other cosmological and ICM parameters. On the other hand, ‘counts + photo-z’ alone gives better results than ‘counts + angular clustering’ without photo-z for all parameters but $f_{\text{NL}}^{\text{local}}$ and $n_s$. Properly taking into account the uncertainties on the LM parameters strongly degrades the cosmological constraints which could be ideally achieved if the cluster observable–mass mapping was perfectly known (e.g. ‘counts + angular clustering + photo-z’ versus ‘counts + angular clustering + photo-z + LM fixed’, and Table B1).

8.4 Adding external priors

X-ray cluster counts and power spectra (with and without photometric redshifts) cannot simultaneously determine all the model parameters (see Table 3 and Fig. 11); in particular, the triplet $n_s$, $h$ and $\Omega_m$ are left unconstrained by eROSITA data. We therefore complement eROSITA with strong standard priors on the Hubble parameter (from the Hubble Key Project, $\Delta h = 0.08$; Freedman et al. 2001) and on the mean baryon density of the universe (from primordial nucleosynthesis, $\Delta (\Omega_b h^2) = 0.002$; Kirkman et al. 2003), as commonly done in X-ray studies (e.g. Mantz et al. 2010b). The sensitivity of our results to these priors is shown in Table 3 (‘+ Priors ’). The parameter that benefits the most is the spectral index, while all the other cosmological and ICM parameters are rather insensitive to them (at least for the joint constraints with photo-z). While constraints on $h$ and $\Omega_m$ are dominated by the imposed priors for the abundance experiments and the clustering without redshifts, eROSITA’s tomography (and thus the combinations of the experiments) significantly contributes to further shrink those errors.

We focus now on the CMB analysis performed by the Planck satellite whose results will be available by the time the eROSITA all-sky survey will be completed. We consider the Planck Fisher matrix for a measurement of the power spectrum of temperature anisotropies calculated by the Dark Energy Task Force (Albrecht et al. 2009), kindly made available to us by Dragan Huterer and
Individual experiments and their combinations for the all-sky survey (described in Table 1) are indicated with different colours. Contours for the number-count experiment with no redshift information vastly exceed the area in the plot. The complete set of error ellipses is given in Appendix A, with priors on $h$ and $\Omega_m$.

Wayne Hu. This constrains all cosmological parameters but $f_{NL}^{local}$ (we do not consider the CMB bispectrum in this work). The results obtained using the Planck forecast as a prior for our eROSITA analysis are shown in Table 3; the constraints on all parameters are strongly improved, in particular for $n_s$, $h$, $\Omega_m$ (where the improvement reaches a factor of 30!). Yet, eROSITA significantly contributes to the determination of all parameters. Cosmological constraints on $\sigma_8$ (which is not a ‘natural’ choice to fit CMB data) and $\Omega_m$ will be known at $\sim 1.5$–$2$ per cent accuracy, while constraints such as $\Delta f_{NL}^{local} \sim 7$ will be comparable to the results of the CMB three-point statistics (but on different spatial scales). Similarly, all the ICM parameters will be more accurately determined than they are nowadays (see error ellipses in Figs A1, A2 and A3). Note that in terms of LM parameters only, adding Planck priors to the cosmological sector (‘counts + angular clustering + Planck’) is almost equivalent to measuring photometric redshifts for the whole cluster sample (‘counts + angular clustering + photo-z’). A comparison between the constraining capabilities of Planck and eROSITA is given in Table B2 in Appendix B, where the analysis is repeated exclusively for the cosmology sector and assuming Gaussian initial conditions (five-parameter fit). Note that, if we could perfectly characterize the X-ray cluster scaling relations, eROSITA would outperform Planck in the determination of $\sigma_8$, while, even in this idealistic scenario, Planck would still do significantly better for $n_s$, $h$ and $\Omega_m$.

9 DISCUSSION

9.1 Wide or deep surveys?

Is there any advantage in undertaking a deeper survey than the all-sky one analysed so far? We consider here an hypothetical survey with average exposure time of 7.5 ks. Accordingly, we assume a sky coverage of 6000 deg$^2$ (with $\ell_{min} \sim 9$), which gives approximately the same amount of observing time used for the all-sky survey. Although the higher exposure time enables the detection of fainter clusters at high redshift, the limited sky coverage significantly reduces the total number of sources. With a detection limit of 50 photons and a minimum mass of $5 \times 10^{13} h^{-1} M_{\odot}$, the deeper and less extended survey should identify $6.85 \times 10^4$ clusters with a median redshift of 0.56.

These changes impact the cosmological constraints in different ways. For a number-count experiment, the deeper survey better constrains some parameters such as $f_{NL}^{local}$, $n_s$ and $\gamma_{LM}$ (15–30 per cent improvements), but is not optimal overall. On the other hand, clustering studies clearly benefit from the all-sky coverage (parameter constraints improve by many tens per cent), especially if one wants to measure $f_{NL}^{local}$ through the scale-dependent bias which is only evident on large projected angular scales. In Table 4, we report the total number of detected clusters and some constraints on the model parameters that can be obtained from the joint analysis of
cluster counts and $C_t$ tomography (both with redshifts of photometric quality) for a series of survey strategies, where the covered sky fraction and the average exposure time are changed with respect to our reference choice. For example, the 3-ks survey over 27 000 deg$^2$ could be realized if, instead of performing 3 years of pointed observations after the first 4 years of the eROSITA mission, the all-sky survey would be continued for the remaining lifetime of the satellite. This, of course, would have the drawback that the planned pointed cluster follow-up observations could not be performed. The mild improvement in the resulting constraints might not justify this possible extension of the all-sky survey.

9.2 Does 1/2+1/2 equal 1? 

It has been agreed that eROSITA data will be equally split between the Russian and the German consortia; each of them will own an equal fraction of the sky. We want to investigate what would be the impact of performing separate analyses for the two half-sky surveys. Two effects have to be considered: halving the number of objects and the loss of the largest angular spatial separations where the effect of primordial non-Gaussianity is larger. As an example, we report how passing from $f_{\text{sky}} = 0.658$ to 0.33 (with $N_{\text{exp}} \sim 7$) impacts the constraints on $f_{\text{field}}^{\text{NL}}$ and $\sigma_s$. We find that the joint marginal errors for the all-sky survey $\Delta f_{\text{field}}^{\text{NL}} = 8.8$ and $\Delta \sigma_s = 0.036$ degrade to $\Delta f_{\text{field}}^{\text{NL}} = 18.9$ and $\Delta \sigma_s = 0.062$. Combining the results from the two halves of the sky a posteriori would then give $\Delta f_{\text{field}}^{\text{NL}} = 13.4$ and $\Delta \sigma_s = 0.044$ (where we have optimistically assumed that the two halves of the sky are statistically independent).

9.3 The case with no clusters beyond $z \sim 1$ and ‘the magnificent 1000’

Many parameters of interest exhibit stronger effects on the cluster number counts and $C_t$ at higher redshifts than at lower redshifts; this is particularly pronounced for $f_{\text{field}}^{\text{NL}}$, but also evident for some of the ICM parameters. Measurements at high redshifts may be difficult or even out of reach for at least two reasons: (i) the higher the redshift, the more problematic the active galactic nucleus contamination might be; (ii) the higher the redshift, the lower the chances of successfully measuring a (photometric or spectroscopic) redshift are. We briefly compare here the results discussed so far with the pessimistic scenario where no clusters beyond redshift $z \sim 1$ can be included in the analysis. The total number of objects which would be lost beyond redshift 1 is about 1200 (for $T_{\text{exp}} = 1.6$ ks; three times higher with a double exposure time). With redshift bins of width 0.05(1 + $z$), the constraints on $f_{\text{field}}^{\text{NL}}$ would deteriorate to $\Delta f_{\text{field}}^{\text{NL}} = 517$ and 11.1 for a number-count and a tomography experiment, respectively (see also Table 4 for the joint constraint). Similarly, the loss of accuracy in measuring all the other parameters would be much more pronounced for number counts, with relative deteriorations of about 10–20 per cent.

Let us now imagine to only use the most massive 1000 clusters at $z \geq 1$ for our analysis (‘the magnificent 1000’). This sample includes objects with masses above $\sim 2.2 \times 10^{14}$ $h^{-1}$ M$_{\odot}$, possibly similar to what Sunyaev–Zel’dovich surveys might yield in the future. The joint analysis of number counts and $C_t$ tomography with this subsample would give a marginal error of $\Delta f_{\text{field}}^{\text{NL}} \sim 41$ (with photometric-redshift information). The attractive conditional error of $\Delta f_{\text{field}}^{\text{NL}} \sim 12$ is in practice uninteresting because plagued by huge systematics and parameter degeneracies; with the ‘magnificent 1000’ only the exponential cut-off of the mass function is probed, where the models are more uncertain and where every parameter is in practice degenerate with another. Note that for the analysis with the whole eROSITA sample, the comparison between conditional and marginal error is much less dramatic, reading $\Delta f_{\text{field}}^{\text{NL}} \sim 4.4$ versus $\Delta f_{\text{field}}^{\text{NL}} \sim 8.8$ (see Table 3). In any case, the marginal constraints on all the other parameters would be much less appealing (Table 4). Combining the analysis of the magnificent 1000 with Planck priors would still give $\Delta f_{\text{field}}^{\text{NL}} \sim 26$ and $\Delta \sigma_s = 0.024$ (corresponding to a relative error of 2.9 per cent), a figure which is destined to further improve with multiwavelength follow-ups of the cluster sample and consequently better mass proxy measurements.

9.4 Spectroscopic redshifts

Our reference forecasts assume that photometric redshifts of the individual clusters will become available. However, given that spectroscopic follow-ups of the eROSITA survey are being proposed, in Table 5 we present new results that refer to the optimistic scenario where spectroscopic redshifts for all the detected clusters will be available. In this case we use redshift bins of thickness 0.01(1 + $z$). For all model parameters, improvements are much more pronounced for the $C_t$ tomography rather than in a count experiment. Marginal constraints on all the cosmological parameters but $f_{\text{field}}^{\text{NL}}$ and $\sigma_s$ exhibit an improvement of more than 50 per cent when passing from photometric- to spectroscopic-redshift quality with a tomography measurement alone; all parameters but $f_{\text{field}}^{\text{NL}}$ get constrained 30–40 per cent tighter when joint constraints with spectroscopic redshifts are considered with respect to the photo-$z$ case. Overall,
the total FoM would improve substantially if spectroscopic redshifts were available.

9.5 The mass cut

So far, we have always applied a cut in the \( \eta - z \) plane which corresponds to a cluster mass of \( M = 5 \times 10^{13} h^{-1} M_\odot \) in the fiducial model. Moving this threshold significantly changes the selected cluster population both in terms of their shear numbers and redshift distribution (see Table 2, for details). Of course, there are more objects when the mass threshold is lowered and this formally produces better parameter constraints from counting experiments. On the other hand, a lower threshold reduces the effective bias of the cluster population (and thus the non-Gaussian correction) and moves also down the median redshift (and thus \( \ell_{\text{max}} \) for the clustering measurement): for the clustering experiments, trends are different for different parameters. The joint constraints for \( f_{\text{NL}}^{\text{local}} \) are rather insensitive to the mass threshold, while the parameters which are most affected by the exact value of the mass cut are \( \sigma_8 \) and \( y_{\text{LM}} \) (their constraints improve by 30 per cent when \( M_{\text{cut}} = 10^{13} h^{-1} M_\odot \)).

A note of a caution is in order here. In a meaningful Fisher-matrix study, the sample definition (and thus the mass cut) must not change with the model parameters. We identify the locus in the \( \eta - z \) which corresponds to a cluster with the threshold mass in the fiducial model and never modify it when we compute the derivatives with respect to the parameters. This mimics what would be done in practice to select high-mass objects out of an observational sample. The sample selection is done before computing the statistical quantities. For this reason, it would be incorrect to impose a cut based on the actual mass or X-ray luminosity of the clusters as sometimes it has been done in the literature (unless mass or luminosity is a direct observable, which is not the case for eROSITA). We have checked that adopting this procedure leads to unrealistically optimistic forecasts.

10 OTHER NON-GAUSSIAN MODELS

Primordial non-Gaussianity of the local type is only one (the simplest) of the countless ways to perturb the primordial gravitational potential around the Gaussian assumption (e.g Chen 2010). Here we present the error budget that eROSITA should achieve shall the data be fitted with two other models/templates for early non-Gaussianity, the so-called orthogonal and equilateral types. These models differ from the local one in the sense that the bispectrum of the Bardeen’s potential peaks at different triangle configurations and are characterized by a single parameter, \( f_{\text{NL}}^{\text{ortho}} \) or \( f_{\text{NL}}^{\text{eq}} \), which quantifies the amplitude of such bispectrum (Creminelli et al. 2006; Senatore, Smith & Zaldarriaga 2010). While the local shape is expected in all models where non-linearities develop outside the horizon (e.g. in multifield inflation), equilateral non-Gaussianity is produced in single-field inflationary models with a non-minimal Lagrangian where the mode coupling is created by non-canonical kinetic terms or higher derivative operators (e.g. in ghost inflation or Dirac-Born-Infeld (DBI) inflation). Finally, the orthogonal template reproduces (among the others) non-Gaussian features arising from assuming non-standard vacuum choices. These three shapes are ‘orthogonal’ to each other (Babich, Creminelli & Zaldarriaga 2004; Senatore et al. 2010) and linear combinations of them can arise in physically motivated models of the early universe.

In terms of late-time observables, the striking difference between these models lies in the scale-dependence of the bias for DM haloes: at large separations, the bias scales as \( f_{\text{NL}}^{\text{local}} k^{-2} \) and \( f_{\text{NL}}^{\text{ortho}} k^{-1} \) for the local and the orthogonal types respectively, while it is asymptotically constant (but, for fixed halo mass, numerically different from that in the Gaussian case) for the equilateral model. The different shapes of the primordial bispectra imply differences in the skewness of the linear density field and, consequently, different modifications to the Gaussian halo mass function too, via equations (8) and (9). We adopt the formulae for the skewness from Taruya, Koyama & Matsubara (2008) and Schmidt & Kamionkowski (2010), and the improved formulae for the non-Gaussian halo bias by Desjacques, Jeong & Schmidt (2011); these have shown better agreement with N-body simulations than previous analytical derivations. However, these expressions are only valid asymptotically as \( k \to 0 \) and cannot be used at much larger \( k \) where the halo bias is basically constant and the provided formulae do not reproduce such behaviour. In order to solve this problem, we have manually imposed this asymptotic behaviour for large \( k \) by removing the scale dependencies due to the linear transfer function \( T(k) \) at the wavenumbers where the factor \( 1/T(k) \) starts to dominate.

As detailed in Table 6, given the less prominent scale-dependence of the halo bias, the constraints on \( f_{\text{NL}}^{\text{ortho}} \) and \( f_{\text{NL}}^{\text{eq}} \) are weaker than for the local case; the constraints on the other cosmological parameters and those for the LM relation also exhibit a non-negligible modification. Counts and tomography joint constraints read 0.053 and 0.049 for \( \sigma_8 \) in the orthogonal and equilateral models, respectively, instead of 0.036 with the local template. LM parameters worsen by 10–20 per cent and 20–40 per cent with the orthogonal and equilateral models, respectively, while the triplet \( n_s, h, \Omega_b \) improve in both cases by a few per cent.

11 ADDITIONAL REMARKS

In this section, we critically discuss some of the assumptions and the methods we have been using to derive our main results.

11.1 Theoretical models for the halo mass function

Since the parameters of the mass function are determined from N-body simulations, they are known with some intrinsic uncertainty that we have ignored in our main study. One possible way of gauging this uncertainty is to introduce in the Fisher-matrix analysis a set of nuisance parameters (as many as the mass-function parameters) with their own prior distribution (which embodies the covariance matrix from the fits to the simulation) and marginalize over them.

| eROSITA data          | FoM | \( \Delta f^{\text{local}}_{\text{NL}} \) | \( \Delta \sigma_8 \) |
|-----------------------|-----|--------------------------------|---------------------|
| Counts                | 1.1 | \( \sim 9 \times 10^3 \)          | \( \sim 1.6 \)      |
| Counts + Photo-z      | 10.7| 423                            | 0.113               |
| Counts + Spectro-z    | 11.2| 370                            | 0.095               |
| Angular clustering    | 7.1 | 46                             | 0.257               |
| Angular clustering + Photo-z | 12.0 | 10.1                           | 0.097               |
| Angular clustering + Spectro-z | 14.5 | 7.8                            | 0.059               |
| Counts + Angular clustering | 10.6 | 42                             | 0.180               |
| Counts + Angular clustering + Photo-z | 16.3 | 8.8                            | 0.036               |
| Counts + Angular clustering + Spectro-z | 17.7 | 7.0                            | 0.024               |
Table 6. Marginal 1σ constraints enabled by eROSITA for different models of primordial non-Gaussianity. Assumptions and the survey strategy are as in Table 3 with no external priors unless explicitly stated.

| eROSITA data                       | $\Delta f_{\text{NL}}^{\text{local}}$ | $\Delta f_{\text{NL}}^{\text{ortho}}$ | $\Delta f_{\text{NL}}^{\text{equiv}}$ |
|------------------------------------|---------------------------------------|---------------------------------------|---------------------------------------|
| Counts                             | $9 \times 10^3$                       | $4 \times 10^4$                       | $2 \times 10^2$                       |
| Counts + Photo-z                   | $423$                                 | $2 \times 10^3$                       | $1 \times 10^3$                       |
| Angular clustering                 | $46$                                  | $461$                                 | $1.4 \times 10^3$                     |
| Angular clustering + Photo-z       | $10.1$                                | $102$                                 | $1.3 \times 10^5$                     |
| Counts + Angular clustering        | $42$                                  | $317$                                 | $1.1 \times 10^5$                     |
| Counts + Angular clustering + Photo-z | $8.8$                               | $36$                                  | $144$                                 |
| Counts + Angular clustering + Planck| $26$                                  | $168$                                 | $740$                                 |
| Counts + Angular clustering + Photo-z + Planck | $6.9$                               | $19$                                  | $115$                                 |
| WMAP7, 95 per cent CI             | $[-10, +74]$                          | $[-410, +6]$                          | $[-214, +266]$                        |

(see Cunha & Evrard 2010; Wu, Zentner & Wechsler 2010, for dark-energy surveys). We have implemented this scheme and repeated our calculations using the covariance matrices for the parameters $A_0^{\text{TMF}}, a_0^{\text{TMF}}, b_0^{\text{TMF}}$ and $c_0^{\text{TMF}}$ kindly made available to us by Jeremy Tinker. Unfortunately, owing to the procedure used to fit the simulations, a covariance matrix including also the three evolutionary parameters $A_1^{\text{TMF}}, a_1^{\text{TMF}}$ and $a_0$ is not available. Anyway, our analysis should at least give an order-of-magnitude estimate of the effect. The errors provided by Jeremy Tinker on his $z = 0$ mass function parameters at fixed cosmology translate in an overall uncertainty of 1 per cent in the shape of the mass function; it is the variation in cosmology which is responsible for the 5 per cent accuracy level quoted in Tinker et al. (2008). In order to approximately take into account possible larger uncertainties, we have rescaled the covariance matrix so that to obtain a marginal uncertainty of about 10 per cent in the abundance of objects with $M \sim 10^{15} \, h^{-1} \, M_\odot$ at $z = 0$ before using it as a prior on the mass-function parameters. We find that, within this set-up, the constraints on the parameters both of the cosmology and ICM sector are degraded only by up to 10 per cent when four additional mass function parameters are included in the fitting analysis and marginalized over. These constraints are destined to further degrade when adding the three evolutionary parameters. Moreover, this picture does not take into account possible systematic errors (up to 20 per cent) that baryonic physics seems to induce in the halo mass function (Stanek, Rudd & Evrard 2009; Cui et al. 2011).

Imperfect knowledge on the large-scale bias of the DM haloes should have a smaller effect and will not be discussed here (see Wu et al. 2009; Vikhlinin et al. 2009a; Stanek et al. 2010). As shown by Shaw, Holder & Dudley (2010), an unknown amount of asymmetry in the scatter of the observable–mass relation can affect cosmological constraints in the same manner as additional uncertainties in the fiducial value of the scatter $\sigma_{\text{LM}}$ itself.

(3) We have used the current limited knowledge on the LM relation to fix the parameters that define our fiducial model. For instance, we used a scatter in the LM relation of 40 per cent (Vikhlinin et al. 2009a). However, more recent observational scaling relations for core-excised clusters show a reduced dispersion, although spanning somehow smaller redshift ranges (Mantz et al. 2010a). We have repeated our analysis adopting the evolving scaling relations measured by Mantz et al. (2010a), converted in the (0.5−2.0) keV band; we find that the number of clusters detected by eROSITA increases by more than 30 per cent, with a total population of 1.24 × $10^8$ objects (more massive than $5 \times 10^{15} \, h^{-1} \, M_\odot$) and a slightly lower median redshift, $z_{\text{median}} \sim 0.31$. Consequently, the joint constraints on all the cosmological parameters are improved by 10−50 per cent, with the exception of $f_{\alpha_{\text{NL}}}^{\text{calc}}$ and $\Omega_m$ which show a smaller improvement. On the other hand, the marginal constraints on the LM parameters themselves (but not on the LM scatter) are tighter by a factor of a few. The choice of the fiducial prescription for the LM relation changes more the predictions for the cluster counts than for the clustering measurements, and $f_{\alpha_{\text{NL}}}^{\text{calc}}$ is the parameter which exhibits the smallest dependence on it. In any case, also in the light of our (possibly conservative) predictions, one of the major results of this paper is that eROSITA and Planck results combined together will be able to constrain the slope and the evolution factor of the LM relation at per cent level (see Table 3).

(4) We assumed that the slope and the scatter of the LM relation do not depend on redshift. This is basically Occam’s razor applied to current data but might not be adequate for eROSITA accuracy.

(5) We always assumed no prior knowledge for the measurements of the ICM parameters which, in our study, are fully determined by eROSITA data. Adding priors in fact would require assuming a covariance matrix for the parameters. Results adopting perfect prior knowledge of such parameters are given as a reference in Table B1.

11.2 Mass–luminosity relation

Our forecasts rely on a series of assumptions for converting DM halo masses into X-ray photon counts.

(1) We have assumed a power-law LM relation. While there is, as of now, no very compelling evidence that this assumption breaks down (see e.g. Sun et al. 2009; Eckmiller et al. 2011), the scatter has been shown to increase for low-mass clusters (Eckmiller et al. 2011). For this reason, we have introduced a minimum mass threshold and varied it within a reasonable range to test the stability of our results.

(2) We have assumed that the scatter around the power-law relation is lognormal, but no consensus has been reached regarding the amplitude and nature of this noise component (see e.g. Pratt et al. 2009; Vikhlinin et al. 2009a; Stanek et al. 2010). As shown by Shaw, Holder & Dudley (2010), an unknown amount of asymmetry in the scatter of the observable–mass relation can affect cosmological constraints in the same manner as additional uncertainties in the fiducial value of the scatter $\sigma_{\text{LM}}$ itself.

11.3 Temperature–mass relation

Fig. 1 and the discussion of Figs 5 and 6 not only show that the photon counts depend very weakly on the X-ray cluster temperature, but also that the exact TM relation for galaxy clusters has a little effect on our observables. We have checked anyway what happens
if four additional parameters regulating this scaling relation are included in the analysis of Table 3 (10+4 parameter fit). We found that this leads to a deterioration of the constraints in the cosmology sector (by an amount ranging from a few per cent to a factor of a few for $f_{\text{local}}^{\text{NL}}$ as the new parameters are poorly constrained by the data. It is worthwhile mentioning that the deterioration on the cosmological constraints (six parameters) due to four additional temperature–mass scaling-relation parameters is up to three times less severe than the effect of four additional parameters regulating the LM relation and its redshift evolution (see Appendix B and Table B3).

11.4 Limber approximation

The Limber approximation is often used to forecast the constraining power of the angular power spectrum for tracers of the cosmic large-scale structure. It is well known, however, that this approximation, for Gaussian initial conditions, becomes less and less accurate when projections are taken within thinner and thinner redshift bins (Simon 2007; Loverde & Afshordi 2008). We find that this effect becomes even more important in the presence of primordial non-Gaussianity of the local type or whenever a scale-dependent DM halo bias changes the shape of the angular power spectrum on large scales. With $f_{\text{local}}^{\text{NL}} \sim 100$, the Limber approximation deviates from the exact calculation by up to 20 per cent for $\ell \sim 5$. Remarkably, the sign of the discrepancy reverts depending on the actual value of $f_{\text{local}}^{\text{NL}}$ (see also Giannantonio et al. 2011). Therefore, the inaccuracy of the Limber approximation is particularly dangerous to compute the Fisher matrix for a clustering experiment where derivatives of $C_\ell$ with respect to the individual parameters must be taken. We have noticed that using the Limber approximation all over the considered multipole range to predict the performance of a eRosita $C_\ell$ study can underestimate the marginal error on $f_{\text{local}}^{\text{NL}}$ by a factor of 4.

11.5 The mildly non-linear regime

As discussed in Section 8.2, the current accuracy to which we model non-linearities both in the matter-density field and in the cluster bias prevents us to trust predictions including information from scales with $k > k_{\text{max}} = 0.1$ h Mpc$^{-1}$. We have formally tested that if one could (with more robust models for the mildly non-linear regime) increase this limit to $k_{\text{max}} = 0.3$ h Mpc$^{-1}$, the joint eRosita constraints (with photometric redshifts) might tighten by 20–50 per cent for all parameters but $f_{\text{local}}^{\text{NL}}$.

11.6 Other issues

In our analysis, the cosmology and ICM sectors are not fully independent. In fact, equation (18) introduces a correlation between the LM-evolution parameter and the cosmology sector through the term $\gamma_{\text{LM}} \ln E(z)$. On the other hand, in Section 11.2, we have presented forecasts based on the alternative LM relation by Mantz et al. (2010a), where the evolution scales as $\gamma_{\text{LM}}^{\text{NL}}(1+z)$ and does not couple with the cosmological parameters. Also $\Omega_b$ should correlate with the LM relation since the cosmic baryon fraction relates to the total gas mass of a cluster and thus to its observed X-ray brightness. We postpone to future work the choice of a proper parametrization for this effect.

Throughout our study, we have assumed a detection limit for the galaxy clusters of 50 photon counts, assuming the total flux gets detected. We defer to future work the exploration of different selection criteria, e.g. based on the signal-to-noise ratio. Moreover, we will address the impact of changing the photon-count limit and compare our findings with the output of the eROSITA sub-sample with strong observed fluxes (say above 1000 photon counts) and thus better mass proxies than $L_X$.

Finally, we have assumed a constant exposure time $T_{\text{exp}}$ and a uniform hydrogen column density $N_H$, instead of taking into account the possible variations of these quantities across the survey area. A more detailed treatment of the distribution of $T_{\text{exp}}$ and $N_H$ may introduce introduce constraints to our forecasts: for example, within Sunyaev–Zel’dovich cluster count measurements, Khedekar, Majumdar & Das (2010) have shown that the combination of a wide with a deep survey, keeping fixed the total exposure time, gives better constraints than a longer exposure wide survey only. Further study is required to assess whether this is the case also for X-ray cluster count and clustering experiments, and when fluctuations of $T_{\text{exp}}$ and $N_H$ along different lines of sight are not averaged over large patches of the sky.

12 CONCLUSIONS AND SUMMARY

We have forecasted the accuracy with which the X-ray telescope eROSITA will constrain cosmological parameters based on the number counts and spatial distribution of galaxy clusters. Our reference case considers 10 model parameters, six of which characterize the cosmological model (vanilla, flat, $\Lambda$CDM model) while the remaining four describe the luminosity–mass relation for galaxy clusters. Special attention is dedicated to the primordial non-Gaussianity parameter $f_{\text{local}}^{\text{NL}}$.

Galaxy clusters are sorted in terms of the photon counts that will be detected by the eROSITA telescope. We convert the masses of DM haloes (for which we can predict abundance and clustering properties as a function of the cosmological parameters) into this observable by taking into account observationally motivated scaling relations, the properties of the X-ray detector and the integration time of the observations. We find that, in an all-sky survey with a typical exposure time of 1.6 ks, eROSITA will observe $9.3 \times 10^4$ galaxy clusters (more massive than $5 \times 10^{13}$ h$^{-1}$ M$_\odot$) above the detection limit of 50 photons in the (0.5–2.0) keV band. Their redshift distribution will be broad, extending up to $z \sim 1.5$ with a median of 0.35.

Our forecast is based on measuring the abundance of galaxy clusters as a function of the X-ray photon counts and the corresponding angular power spectra, via a Fisher-matrix approach. We combine the two experiments without assuming any prior knowledge of the X-ray scaling-relation parameters (the so-called self-calibration technique). We distinguish two cases based on whether redshift information on the individual clusters is available or not. Finally, we integrate eROSITA data with priors on the Hubble parameter and on the mean baryon fraction, and with future constraints from the Planck satellite; we analyse different survey strategies, study the impact of model uncertainties and explore how constraints degrade when extra nuisance parameters are considered. Our main findings are reported in Tables 3, 4, 5 and 6. They can be summarized as follows.

(i) Despite the unprecedented size of the eROSITA all-sky sample, without any knowledge of the redshifts of the individual clusters, it is not possible to simultaneously improve current constraints on cosmology (with the exception of $f_{\text{local}}^{\text{NL}}$) and on the LM scaling relation. Redshift information is vital to break the strong degeneracies among the parameter estimates. The availability of photometric redshifts, with an accuracy better than 0.05(1+z), already shrinks...
the constraints on all parameters by a factor of many times (see Table 3).

(ii) Binning the data in X-ray photon counts (η) already removes some degeneracies but, in general, binning in redshift is more efficient in tightening the error bars on the model parameters, although much more expensive in terms of observing time. Anyway, binning in η should be always adopted to achieve the optimal constraints independently of the accuracy to which the cluster redshifts are known.

(iii) A tomographic study of the angular power spectrum with at least 10 redshift slices [i.e. with Δz ≲ 0.1(1 + z), where the data are binned also in photon counts] gives exceptional 1σ marginal error bars on the non-linearity parameter of ΔfNL ≲ 10. This also provides tighter constraints than any number-count experiment in (photometric-) redshift bins for all cosmological parameters with the exception of Ω_m. The combination of one- and two-point statistics in tomographic slices based on photometric redshifts is optimal, with ΔfNL ≳ 9, Δσ_8 ≃ 0.036 (4.4 per cent) and ΔΩ_m ≃ 0.012 (4.2 per cent) (see Table 3).

(iv) Also for the LM scaling relation, C_1 tomography gives tighter constraints than cluster number counts, although this result is reversed with a deeper exposure (T_{exp} = 3 ks). The joint analysis of the two eROSITA experiments improves the current error bars on the slope of the LM relation by a factor of 3 (see Table 3).

(v) Measuring spectroscopic redshifts for the individual clusters would further tighten the marginal error on each parameter by an additional ~30–40 per cent with respect to the photo-z case. This applies to all parameters but f_{NL}^{local}, which exhibits somewhat smaller improvements (see Table 5).

(vi) Yet, even the optimal combination of eROSITA measurements with redshift information only loosely constrains parameters such as n_s, h, and Ω_m. Standard priors on h and Ω_m are necessary to reduce uncertainties for this subset of the parameter space (see Section 8.4).

(vii) If we could perfectly characterize the LM scaling relation with prior data, eROSITA (with photometric redshifts) would constrain the vanilla ΛCDM in line with future CMB mission Planck, with unrivaled constraints on the amplitude of the linear DM power spectrum σ_8 (to 0.4 per cent accuracy; see Tables B1 and B2). In fact, while accounting for primordial non-Gaussianity does not sensibly degrade the best constraints on σ_8 and Ω_m, the LM relation is the main source of noise in the measurement of cosmological parameters out of the eROSITA cluster sample (see Table 3 versus Table B1).

(viii) In turn, combining eROSITA and Planck data gives sensitive constraints on both the cosmology and the ICM sectors (see Table 3). Note that ΔfNL = 7, Δσ_8 = 0.014 and ΔΩ_m = 0.0039 as well as Δα_{L,M} = 0.02 and Δγ_{L,M} = 0.07.

(ix) Other models of primordial non-Gaussianity are analysed in addition to the local shape: the best constraints (with no priors) read ΔfNL ≃ 9, 36, and 144 for the local, orthogonal and equilateral shape, respectively, and 7, 19 and 115 when Planck priors are applied to the other cosmological parameters (see Table 6).

(x) Regarding the survey strategy, we find that the all-sky survey (f_{sky} = 0.658, T_{exp} = 1.6 ks) is the optimal choice with respect to a possible deeper and smaller survey (f_{sky} = 0.15, T_{exp} = 7.5 ks) in terms of parameter estimation (see Table 4).

(xi) All the results summarized above are obtained considering galaxy clusters with mass M > 5 × 10^{13} h^{-1} M_☉ in the fiducial model. Lowering this threshold would increase the constraining power of the experiments in the Fisher-matrix analysis. This formal improvement, however, would be achievable only if robust knowl-

edge of the X-ray scaling relations at low masses were available, which nowadays is not the case.

(xii) The forecasted error estimates for the cosmological parameters are affected by the exact form and redshift evolution of the fiducial LM scaling relation. Switching from the observationally motivated relation by Vikhlinin et al. (2009a) (our reference choice) to the one by Mantz et al. (2010a) shrinks the forecasted errors by a factor ranging between 10 and 50 per cent, except for f_{NL}^{local} and Ω_m, whose constraints are barely affected, see Section 11.2. This shows that our main results might possibly be conservative.

(xiii) It is impossible to constrain the temperature–mass scaling relation on top of our standard 10 parameters (Section 11.3).

(xiv) The Limber approximation for the calculation of the angular power spectrum is less accurate in the presence of a scale-dependent halo bias induced by primordial non-Gaussianity than previously established using Gaussian initial conditions. The erroneous use of the Limber approximation on large angular scales would optimistically underestimate the marginal constraints on f_{NL} by a factor of 4.

In conclusion, together with the Planck satellite and upcoming photometric galaxy surveys, eROSITA will substantially contribute to the simultaneous determination of the cosmological parameters and of the X-ray luminosity–mass relation. In particular, it will shed new light on the physics of the primordial universe by constraining the non-linearity parameter with remarkable accuracy, and possibly rule out entire classes of inflationary models. Further studies will focus on the design of dedicated follow-up campaigns to further exploit the eROSITA cluster sample.
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APPENDIX A: ERROR ELLIPSES

We show here the joint (marginal) 1σ error ellipses for all the parameter pairs of our main analysis. Results from different experiments are colour-coded as in Fig. 11, but differently from there results are given adopting the external priors on $h$ and $\Omega_m$, as detailed in Section 8.4. Note that the contours obtained from the number-count experiment with no redshift information exceed the area in the plot in all cases but for the pair $\Omega_m$ and $h$, where they are indistinguishable from the results of the number counts with photometric redshifts.

APPENDIX B: ADDITIONAL RESULTS

We report here some additional results which may still be of interest for the community and shall facilitate comparisons with analogue calculations in the literature. First of all, we show in Table B1 the $eROSITA$ constraints on the cosmological parameters that would be obtained if the four parameters in the LM relation were perfectly known before performing the observations (six-parameter fit). These are the most optimistic constraints that can be achieved using $eROSITA$ data. Comparing these results with Table 3 shows a manifest degradation of the results due to the inclusion of the four additional LM parameters: marginal errors on $\sigma_8$ and $\Omega_m$ are tighter by a factor of 10 when the ICM parameters are kept fixed. This suggests that extracting cluster subsamples for which precise determinations of the observable–mass relation could be obtained may still be of interest for the community and shall facilitate comparisons with analogue calculations in the literature.

In order to assess the impact of adding $f_{\text{local}}^{\text{NL}}$ to the set of free parameters, in Table B2 we repeat the analysis by assuming that both the LM relation and $f_{\text{local}}^{\text{NL}}$ are perfectly known in advance (five-parameter fit). This shows that accounting for primordial non-Gaussianity of the local type does not sensibly degrade the constraints on the CDM parameters, although details depend somewhat on the individual experiments which are considered. Table B2 shows a comparison between $eROSITA$ and Planck, if LM and $f_{\text{local}}^{\text{NL}}$ parameters were perfectly known and where cosmological results for Planck come from a five-parameter fit of the power spectrum.
of the temperature anisotropies, for Gaussian initial conditions. Finally, in Table B3 we show how increasing the number of free parameters in the fit to the data degrades the marginal constraints on $\sigma_8$ from the eROSITA cluster number counts. In this exercise, the parameters which are not fitted are assumed to be perfectly known. No prior knowledge of any sort is instead considered for the fitted parameters. It is worthwhile mentioning that adding the four parameters of the TM relation to our ‘cosmology-only’ six-parameter fit gives a marginal error on $\sigma_8$ which is three times smaller than what is obtained by adding the four parameters regulating the LM relation and its redshift evolution. This occurs also for all the other cosmological parameters, although at lower extents. Once again this shows that some knowledge of the LM relation is the most important piece of information on the ICM physics which is necessary to accurately determine the cosmological parameters. This holds true also for the measurements of the angular power spectrum.

Figure A1. Joint 1σ error ellipses for the cosmology sector. Colour coding is as in Fig. 11. The three top-right panels are zoomed-in version of the corresponding panels in the matrix.
Figure A2. As in Fig. A1 but for the parameters of the LM scaling relation. The top-right panel is a zoomed-in version of the corresponding panel in the matrix.

Figure A3. As in Fig. A1 but for pairs of parameters belonging to different sectors.
Table B1. As in Table 3 with no priors but marginalizing only over the cosmological sector, fixing the ICM parameters.

| eROSITA data                  | FoM | $\Delta f_{NL}^{\text{local}}$ | $\Delta \sigma_8$ | $\Delta \Omega_m$ | $\Delta n_s$ | $\Delta h$ | $\Delta \Omega_b$ |
|-----------------------------|-----|--------------------------------|-------------------|-------------------|--------------|------------|------------------|
| Counts                      | 2.7 | $\sim 7 \times 10^3$          | 0.804             | 0.2725            | $\sim 1$    | $\sim 2$  | $\sim 0.2$      |
| Counts + Photo-$z$           | 8.2 | 85                             | 0.017             | 0.0086            | 0.172       | 0.371     | 0.0514          |
| Angular clustering           | 6.1 | 43                             | 0.028             | 0.0241            | 0.467       | $\sim 1$  | 0.0797          |
| Angular clustering + Photo-$z$| 8.8 | 9.3                            | 0.016             | 0.0101            | 0.084       | 0.151     | 0.0113          |
| Counts + Angular clustering  | 8.0 | 36                             | 0.016             | 0.0099            | 0.172       | 0.461     | 0.0464          |
| Counts + Angular clustering + Photo-$z$ | 11.0 | 8.4 | 0.003 | 0.0029 | 0.055 | 0.110 | 0.0092 |

Table B2. As in Table 3 with no priors unless explicitly stated but marginalizing only over five parameters of the cosmological sector, fixing both the ICM parameters and $f_{NL}^{\text{local}} \equiv 0$.

| eROSITA data                  | FoM | $\Delta \sigma_8$ | $\Delta \Omega_m$ | $\Delta n_s$ | $\Delta h$ | $\Delta \Omega_b$ |
|-----------------------------|-----|-------------------|-------------------|--------------|------------|------------------|
| Counts                      | 6.5 | 0.196             | 0.1213            | $\sim 1$    | $\sim 2$  | $\sim 0.2$      |
| Counts + Photo-$z$           | 10.1| 0.003             | 0.0031            | 0.143        | 0.364     | 0.0492          |
| Angular clustering           | 7.7 | 0.025             | 0.0228            | 0.369        | 0.783     | 0.0688          |
| Angular clustering + Photo-$z$| 9.8 | 0.015             | 0.0100            | 0.078        | 0.138     | 0.0107          |
| Counts + Angular clustering  | 9.5 | 0.015             | 0.0094            | 0.156        | 0.439     | 0.0459          |
| Counts + Angular clustering + Photo-$z$ | 11.9 | 0.003 | 0.0027 | 0.050 | 0.104 | 0.0090 |
| Counts + Angular clustering + Planck | 16.1 | 0.002 | 0.0010 | 0.002 | 0.001 | 0.0002 |
| Counts + Angular clustering + Photo-$z$ + Planck | 16.3 | 0.001 | 0.0008 | 0.002 | 0.001 | 0.0002 |

Table B3. The marginal error on $\sigma_8$ as determined from the number-count experiment with photometric redshifts is shown as a function of the number of free parameters used to fit the eROSITA data. The last column lists the parameter showing the largest linear correlation coefficient with $\sigma_8$. Note that LM and TM stand respectively for the luminosity–mass relation and the temperature-mass relation. The row in boldface indicates the reference set-up adopted throughout this work.

| Parameter set                                           | # parameters | $\Delta \sigma_8$ ($\Delta \sigma_8/\sigma_8$) | Most correlated parameter |
|----------------------------------------------------------|--------------|-----------------------------------------------|---------------------------|
| $\sigma_8$                                               | 1            | 0.0005 (0.06 per cent)                        | –                         |
| $\sigma_8 + \Omega_m + n_s + h + \Omega_b = \Lambda CDM$ | 5            | 0.003 (0.4 per cent)                         | $\Omega_m$                |
| $\Lambda CDM + f_{NL}^{\text{local}}$                    | 6            | 0.017 (2.1 per cent)                         | $\Omega_m f_{NL}^{\text{local}}$ |
| $\Lambda CDM + \text{LM sector}$                         | 9            | 0.113 (14 per cent)                          | $\gamma_{\text{LM}}$     |
| $\Lambda CDM + f_{NL}^{\text{local}} + \text{LM sector}$ | 10           | $\textbf{0.113 (14 per cent)}$               | $\beta_{\text{LM}}$      |
| $\Lambda CDM + f_{NL}^{\text{local}} + \text{TM sector}$ | 10           | 0.038 (4.6 per cent)                         | $\Omega_m$                |
| $\Lambda CDM + f_{NL}^{\text{local}} + \text{LM sector} + \text{TM sector}$ | 14           | 0.192 (23 per cent)                         | $\beta_{\text{LM}}$      |
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