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Abstract: Recently manifold learning has received extensive interest in the community of pattern recognition. Despite their appealing properties, most manifold learning algorithms are not robust in practical applications. In this paper, we address this problem in the context of the Hessian locally linear embedding (HLLE) algorithm and propose a more robust method, called RHLLE, which aims to be robust against both outliers and noise in the data. Specifically, we first propose a fast outlier detection method for high-dimensional datasets. Then, we employ a local smoothing method to reduce noise. Furthermore, we reformulate the original HLLE algorithm by using the truncation function from differentiable manifolds. In the reformulated framework, we explicitly introduce a weighted global functional to further reduce the undesirable effect of outliers and noise on the embedding result. Experiments on synthetic as well as real datasets demonstrate the effectiveness of our proposed algorithm.
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1. Introduction

Over the past 10 years, manifold learning has become a significant component of pattern recognition, machine learning, computer vision and robotics. A large number of nonlinear manifold learning methods have been proposed to discover the intrinsic structures of high-dimensional datasets, including Isometric feature mapping [1], Locally Linear Embedding (LLE) [2], Laplacian Eigenmaps (LE) [3], Local Tangent Space Alignment (LTSA) [4], Hessian eigenmaps or HLLE [5], Maximum Variance Unfolding (MVU) [6], Riemannian Manifold learning [7], Maximal linear embedding [8] and Fusion of Local Manifold learning methods (FLM) [9]. The discovered low-dimensional structures can be further used for classification, clustering, and data visualization. Most manifold learning algorithms assume that the sampled high-dimensional data reside on a smooth low-dimensional manifold. The basic manifold assumption [10] is also the key assumption in manifold classification [11,12] and manifold clustering [13]. However, the basic assumption may be unsuitable for real applications since real-world data are often contaminated with outliers and noises due to human mistakes or imperfect sensors. Outliers are observations that deviate so much from the underlying manifold as to arouse suspicion that they were generated by a different mechanism [14]. The percentage of outliers in the whole dataset is usually small. Comparing to outliers, noises are observations that deviate a little from the underlying manifold, while the percentage of noises can be large. Outliers and noises puzzle the existing manifold learning algorithms; therefore, a robust design is important to extend manifold learning to more realistic and challenging applications.
Some extensions have been proposed to improve the robustness of existing manifold learning algorithms. Chang and Yeung [15] attempt to address the outlier problem by proposing a robust version of LLE. RLLE adopts robust principal component analysis (RPCA) [16] to estimate the reliability score of each data point, then uses these reliable scores to detect outliers. Zhan and Yin [17] address this problem in the context of LTSA. RLTSA first performs RPCA to obtain local tangent coordinates; then using the result of RPCA, RLTSA minimizes the weighted local alignment error to obtain embedding result. Although some experimental results show that RLLE and RLTSA are robust against outliers, they still have some disadvantages: RPCA uses an iterative procedure to find the solution by starting from some estimates which is time consuming for high-dimensional data. Moreover, RLLE and RLTSA would fail when the dataset is corrupted by a large amount of small noises [18]. Zhang and Zha [18,19] propose a local smooth method for noise reduction. It is based on a weighted version of PCA to regulate the input data locally. Although this procedure is efficient for noisy data, it is not suitable for outliers. Since pulling back the outliers requires multiple iterations, the local-smoothing procedure suffers from the “trim the peak and fill the valley” phenomenon for regions of the manifold where the curvature is large. Hein and Maier [20] present a manifold denoising algorithm based on a graph-based diffusion process of the point sample. The denoising algorithm can be used as a pre-processing step to improve the discriminative capacity of graph-based semi-supervised learning [21,22]. However, since the diffusion process on the graph may concentrate the data into local clusters and change the local geometric structures of the original data, manifold denoising is not suitable for faithfully recovering the low-dimensional embedding. More recently, Gashler and Martinez [23] proposed a robust manifold learning method called CycleCut which is inspired by max-flow/min-cut methods for graph partitioning. The CycleCut algorithm can remove short-circuit connections and sever toroidal connections in a manifold. However, CycleCut cannot improve the stabilization of manifold learning algorithms, which means that CycleCut would also fail when the data have large amounts of small noises.

To our best knowledge, however, there is no extension of HLLE to address the outlier or noise problem. In this paper, we investigate the robust manifold learning problem in the context of HLLE and propose a robust version of HLLE algorithm called RHLLE. It is worthwhile to highlight our main contributions here:

1. We reformulate the original HLLE algorithm through the truncation function from differential manifold [24]. As far as we know, we are the first to explicitly relate the truncation function from differential manifold to a classical manifold learning method, i.e., HLLE, to explain the connection between the local geometric object and the global geometric object of the manifold. With the help of this reformulation, we explicitly propose a weighted global functional to reduce the influence of outliers and noises.

2. We propose a fast outlier detection method based on robust statistics [25]. In contrast to the traditional RPCA-based algorithms, our method is much more efficient for high-dimensional datasets. Our proposed method can be successfully applied to the existing manifold learning algorithms to improve their robustness.

3. As reviewed in this section, the related works are suitable for either the outlier or noise problem. In contrast, our RHLLE algorithm is robust against both outliers and noises.

The rest of the paper is organized as follows: we first briefly review the original HLLE algorithm and reformulate it through the truncation function from the differential manifold in Section 2. The sensitivity of HLLE to outliers and noises is illustrated in Section 3. Section 4 gives the details of our proposed RHLLE algorithm. Experimental results are reported in Sections 5 and 6 concludes.
2. Reformulating HLLE through Truncation Function from Differential Manifold

2.1. Brief Review of Hessian LLE

Hessian LLE may be viewed as a modification of locally-linear embedding and its theoretical framework as a modification of the Laplacian eigenmap framework by replacing the Laplacian operator with the Hessian. HLLE is guaranteed to asymptotically recover the true manifold if the manifold is locally isometric to an open connected subset of \( \mathbb{R}^d \) [5].

Consider a dataset \( X \), which consists of \( N \) data points \( x_1, x_2, \ldots, x_N \) in high-dimensional space \( \mathbb{R}^D \), and hypothesize that they lie on a smooth manifold \( \mathcal{M} \subset \mathbb{R}^D \) of intrinsic dimensionality \( d < D \). Let \( X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{D \times N} \) and \( Y = [y_1, y_2, \ldots, y_N] \in \mathbb{R}^{d \times N} \) denote the matrix of all sampled points and their embedding coordinates, respectively. The objective of a manifold-based dimensionality reduction algorithm is to recover the corresponding low-dimensional coordinates of each \( x_i \in \mathcal{M} \) in \( \mathbb{R}^d \).

The key result of Donoho and Grimes [5] is that, if \( \mathcal{M} \) truly is locally-isometric to an open connected subset of \( \mathbb{R}^d \), then the functional \( H(f) \) has a \( (d + 1) \)-dimensional null space, consisting of the constant functions and a \( d \)-dimensional space of functions spanned by the original isometric coordinates. The HLLE algorithm adapts the basic structure of LLE to estimate the nullspace of the functional \( H(f) \), and has five steps:

1. **Find nearest neighbors:** For each data point \( x_i \), find the indices corresponding to the \( k \)-nearest neighbors in Euclidean distance. Let \( \mathcal{N}(x_i) \) denote the collection of those neighbors.
2. **Obtain tangent coordinates:** Perform a singular value decomposition on the points in \( \mathcal{N}(x_i) \), getting their tangent coordinates.
3. **Develop Hessian estimator:** Develop the infrastructure for least-squares estimation of the local Hessian operator \( H' \).
4. **Develop quadratic form:** Build a symmetric matrix \( \bar{H} \) having, in coordinate pair \( ij \), the entry \( \bar{H}_{ij} = \sum_k \sum_l ((H')_{ik}(H')_{lj})_{ij} \). \( \bar{H} \) approximates the continuous operator \( H \).
5. **Compute the embedding:** From the estimated \( \bar{H} \) functional: Perform an eigenanalysis of \( \bar{H} \) and choose \( Y \) to be the eigenvectors corresponding to the \( d \) smallest eigenvalues, excluding the constant eigenvector.

Consider a dataset \( X \) which consists of \( N \) data points \( x_1, x_2, \ldots, x_N \) in high-dimensional space \( \mathbb{R}^D \), and hypothesize that they lie on a smooth manifold \( \mathcal{M} \subset \mathbb{R}^D \) of intrinsic dimensionality \( d < D \). Let \( X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{D \times N} \) and \( Y = [y_1, y_2, \ldots, y_N] \in \mathbb{R}^{d \times N} \) denote the matrix of all sampled points and their embedding coordinates, respectively. The objective of a manifold-based dimensionality reduction algorithm is to recover the corresponding low-dimensional coordinates of each \( x_i \in \mathcal{M} \) in \( \mathbb{R}^d \).
2.2. Reformulating Hessian LLE

The original implementation of HLLE lacks a straightforward interpretation about the construction of the approximated Hessian functional $\tilde{H}$ in Step 4. The original implementation also lacks an unambiguous explanation about the estimation of the local Hessian operator $H^i_j$ in Step 3. Furthermore, it is time consuming to use SVD to compute the tangent coordinates for the high-dimensional data. In this subsection, we present an alternative way to formulate HLLE. The truncation function from differential manifold [24] is employed for relating the locality and the global structure of the manifold. In the given framework, a straightforward interpretation about the construction of the approximated Hessian functional explicitly appears. For completeness, we also give an unambiguous explanation about the estimation of the local Hessian operator and the tangent coordinates in this subsection. It is worth noting that Kim et al. [26] also propose a similar way to estimate the Hessian energy using the local tangent coordinates in the context of semi-supervised regression. The proposed work is focused on the context of dimensionality reduction while the work in [26] is focused on the context of semi-supervised regression. The essence of the two works in the estimation of the local Hessian operator and the tangent coordinates is the same. However, our expression and formulation is easier to follow. Recently, based on the local tangent coordinates, Lin et al. [27,28] proposed a parallel vector field approach to approximate a second order operator, the connection Laplacian, which can also be used to approximate the Hessian operator.

In order to estimate the local tangent coordinates, we first perform PCA on the points in $N(x_i)$ and get $d$ leading PCA eigenvectors $V^i = \{v^i_1, v^i_2, \ldots, v^i_d\}$, which correspond to an orthogonal basis of $T_{x_i}(M)$ (seen as a $d$-dimensional affine subspace of $\mathbb{R}^D$ that is tangent to $M$ at $x_i$). The trick presented by Turk and Pentland for EigenFaces [29] is employed for high-dimensional data. Then the local tangent coordinates $\{u^i_j\}_{j=1}^k$ of a point $x_i \in N(x_i)$ can be computed by projecting the local neighborhoods to this tangent subspace:

$$u^i_j = \langle V^i, x_j - x_i \rangle = (V^i)^T(x_j - x_i)$$

(3)

It is worth noting that we fix the origin of the tangent space at $x_i$ to be the data sample itself, while the original algorithm uses the mean of the neighborhood $N(x_i)$ of $x_i$ to be the origin of the tangent space. When the dataset is non-uniformly distributed or sparse, it is lack of enough data samples to form different neighborhoods in some regions. Therefore, the local tangent spaces computed for the data samples in these regions will become the same. As a consequence, the tangent coordinates of the data samples will be biased. According to [30], the above correction of the origin of the tangent space can overcome the drawbacks of tangent space approximation in dealing with sparse or non-uniformly distributed data-manifolds.

In order to estimate the local Hessian operator, we first perform a second-order Taylor expansion at a fixed $x_i$ on the smooth functions: $\{f(x_j)\}_{j=1}^k, f : M \rightarrow \mathbb{R}$ that is $C^2$ near $x_i$.

$$f(x_i) = f(x_i) + (\nabla f)^T(x_j - x_i) + \frac{1}{2}(x_j - x_i)^T H^i_j(x_j - x_i) + O(||x_j - x_i||^3)$$

(4)

Recall that we have defined a function $g : U \rightarrow \mathbb{R}$ which uses the local tangent coordinates and satisfies the rule $g(u) = f(x) = f \circ \psi(u)$ in Section 2.1. Together with $u^i_j = \langle V^i, x_i - x_j \rangle = 0$, we have:

$$f(x_i) = g(u^i_j) = g(0) + (\nabla g)^T u^i_j + \frac{1}{2} u^i_j^T H^i_j u^i_j + O(||u^i_j||^3)$$

(5)

Over the neighborhood of $u^i_j$, we develop the operator $b^i$ that approximates the function $g(u^i_j)$ by its projection on the basis $U^i_j = \{1, u^i_j, \ldots, u^i_{d-1} \times u^i_{d}, \ldots, u^i_{d-1} \times u^i_{d-1} \times u^i_{d} \}$, we have:

$$f(x_i) = g(u^i_j) = (b^i)^T \cdot U^i_j$$

(6)
Let $b^i = [g(0), \nabla g, h^i] \in \mathbb{R}^{1+d+d(d+1)/2}$, then, $h^i \in \mathbb{R}^{d(d+1)/2}$ is the vector form of local Hessian matrix $H^i_f$ over neighborhood $N(x_i)$. The least-squares estimation of the operator $b^i$ can be obtained by:

$$\arg\min_{b^i} \sum_{i=1}^{k} (f(x_i) - \langle b^i, U^i \rangle)^2$$

(7)

The least-squares solution is $b^i = (U^i)^+ f^i$, where $f^i = [f(x_1), \ldots, f(x_k)] \in \mathbb{R}^k$, $U^i = [U^i_1; U^i_2; \ldots; U^i_k] \in \mathbb{R}^{k \times (1+d+d(d+1)/2)}$ and $(U^i)^+$ denotes the pseudo-inverse of $U^i$. Note that the last $d(d+1)/2$ components of $b^i$ correspond to $h^i$, which is the vector form of local Hessian matrix $H^i_f$. The local Hessian operator $H^i_f \in \mathbb{R}^{(d(d+1)/2) \times k}$ is constructed by the last $d(d+1)/2$ rows of $(U^i)^+$, and we have: $h^i = H^i_f f^i$. Therefore, the local quadratic form $\|H^i_f^{\text{lin}}(x_i)\|_F^2$ can be estimated with:

$$\|H^i_f^{\text{lin}}(x_i)\|_F^2 = (h^i)^T (h^i) = (f^i)^T (H^i_f)(f^i)$$

(8)

$\|H^i_f^{\text{lin}}(x_i)\|_F^2$ is a local object defined on the manifold, while $H(f)$ is a global object defined on the manifold. We use the truncation function from the differential manifold to connect them together. The truncation function is an important tool in the differential manifold to establish a relationship between the local and global properties of the manifold. Suppose $U$ and $V$ are two nonempty subsets of a smooth manifold $\mathcal{M}$, where $V$ is compact and $V \subset U$ ($\overline{V}$ is the closure of $V$). Then the truncation function $[24]$ is defined as a smooth function $s : \mathcal{M} \to \mathbb{R}$ such that:

$$s(p) = \begin{cases} 1, & p \in V \\ 0, & p \notin U \end{cases}$$

(9)

The truncation function $s$ can be discretely approximated by the 0-1 selection matrix $S^i \in \mathbb{R}^{N \times k}$ and an entry of $S^i$ is defined as:

$$(S^i)_{pq} = \begin{cases} 1, & p = N_i(q) \\ 0, & p \neq N_i(q) \end{cases}$$

(10)

where $N_i = \{i_1, \ldots, i_k\}$ denotes the set of indices for the $k$-nearest neighborhood of data point $x_i$. Thus, the local object $f^i = [f(x_{i_1}), \ldots, f(x_{i_k})] \in \mathbb{R}^k$ can be expressed by $f^i = (S^i)^T f$, where $f = [f(x_1), \ldots, f(x_N)] \in \mathbb{R}^N$ is a global object defined on the whole manifold.

By using the truncation function and its discrete approximation, together with Equation (8), the global functional $\mathcal{H}$ can be discretely approximated as follows:

$$\mathcal{H}(f) = \int_{\mathcal{M}} \|H^i_f^{\text{lin}}(x)\|_F^2 dx \approx \frac{1}{N} \sum_{i=1}^{N} \|H^i_f^{\text{lin}}(x_i)\|_F^2 = \frac{1}{N} \sum_{i=1}^{N} (f^i)^T (H^i_f)(f^i) = \frac{1}{N} \sum_{i=1}^{N} f^T S^i (H^i_f)(S^i)^T f$$

(11)

where $\mathcal{H} = \frac{1}{N} \sum_{i=1}^{N} (S^i)^T (H^i_f)(S^i)^T \in \mathbb{R}^{N \times N}$ is a sparse $N \times N$ matrix which approximates the continuous operator $\mathcal{H}$. $\mathcal{H}$ is also named alignment matrix in the algorithm of local tangent space alignment (LTSA) [4] and can be computed based on an iterative procedure:

$$\mathcal{H}(N_i, N_i) \leftarrow \mathcal{H}(N_i, N_i) + (H^i)^T (H^i)$$

(12)

where $i = 1, \ldots, N$ and $\mathcal{H}$ is initialized by the zero matrix. Recall that $N_i$ is the neighborhood index set with respect to the $i$-th point.
The global embedding coordinates \( Y = [y_1, y_2, \ldots, y_N] \in \mathbb{R}^{d \times N} \) can be obtained by minimizing the functional \( \mathcal{H}(f) \). Let \( y = f = [f(x_1), \ldots, f(x_N)] \) be a row vector of \( Y \). It is not hard to know that the embedding coordinates matrix \( Y \) is constructed with the eigenvectors corresponding to the \( d \) smallest eigenvalues, excluding the constant eigenvector, of \( \tilde{\mathcal{H}} \).

At the end of this section, we compare the original HLLE with our reformulated HLLE on four synthetic 2D manifolds. As we can see from Figure 1, the results derived by both methods are very similar on the “Swiss Roll with hole” and “S-curve” manifolds, and our reformulated HLLE performs better than the original HLLE on the “Uniform Swiss Roll” and “Punched Sphere” manifolds. The results show that our reformulated HLLE is equivalent to the original HLLE on the general situation, while our reformulated HLLE is superior to the original HLLE in the case when data samples are sparse or not evenly distributed. The reason behind this good performance is that we correct the origin of the tangent space at a point \( x_i \) from the mean of the neighborhood of \( x_i \) to the point \( x_i \) itself. This phenomenon is consistent with the research result of [30] because the local tangent spaces at sparse or not evenly-distributed regions, where there is a lack of data samples to form different neighborhoods, will become the same for two data points that are not adjacent to each other, if one uses the mean of the neighborhood of \( x_i \) (other than \( x_i \) itself) to be the origin of the tangent space.

![Figure 1](image-url)

**Figure 1.** Embeddings of the synthetic 2D manifolds. (a) Swiss Roll with a hole; (b) S-curve; (c) Uniform Swiss Roll; (d) Punched Sphere. The first row shows the four manifolds, and the second (e–h) and third rows; (i–l) are the corresponding embedding results obtained by the original HLLE and our reformulated HLLE respectively. In all experiments, the number of data samples is 1000 and the number of nearest neighbors is fixed to \( k = 9 \).

### 3. Sensitivity of Hessian LLE to Outliers and Noise

In this section, we use the “Swiss Roll with hole” dataset to illustrate how the HLLE result can be affected by outliers and noises in the data. There are 1500 samples in the dataset. We randomly select
150 samples (10%) and impose uniformly-distributed random noise with a large amplitude on them as outliers. We add Gaussian noise to the remaining 90% of the samples to simulate noise-corrupted data. Figure 2a plots these sample points, where the black points are the outliers and the colored points are the noise-corrupted data. As we can see from Figure 2g, due to outliers and noise, HLLE cannot recover the manifold structure well. In fact, the outliers and noise-corrupted points usually deviate from the smooth surface of the underlying manifold. Therefore, the dimension of the approximated local tangent space of the data points corrupted by the outliers or noises may be larger than the intrinsic dimension of the real manifold. Furthermore, the orientation of the approximated local tangent space of the data points corrupted by the outliers or noise may deviate from the true one of the local manifold. As a result, the estimated local tangent space cannot catch the real local geometry of the manifold; hence, the local Hessian matrix, which uses the local tangent coordinates cannot reflect the local manifold structure well, leading to a large bias with respect to the true embedding result. Based on robust statistics, the RLLE algorithm can identify and remove the outliers successfully (see Figure 2b). However, RLLE would fail when the data have a large amount of small noises (see Figure 2h). In the next section, we present an approach to make HLLE more robust against both outliers and noises.

Figure 2. Results of HLLE, RLLE and RHLLE applied to the “Swiss roll with a hole” dataset with the existence of outliers and noises. (a) Dataset with outliers and noises; (b) Results of outlier removal using RLLE’s method; (c) Results of outlier removal using RHLLE’s method; (d) Cumulative distributions of reliability scores computed by the RLLE’s method; (e) Cumulative distributions of reliability scores computed by the RHLLE’s method; (f) Results of noise reduction with one iteration of local smoothing; (g) HLLE result; (h) RLLE result; (i) RHLLE result.
4. Robust Hessian Locally Linear Embedding

4.1. Robust PCA

In the original HLLE algorithm, the local tangent coordinates are obtained by performing PCA on each local patch. However, as is well known, PCA is quite sensitive to outliers. An iteratively-reweighted PCA algorithm, called Robust PCA (RPCA) [31], has been proposed to make PCA less sensitive to outliers. The optimization objective for the weighted PCA on the neighborhoods of \( x_i \) can be expressed as:

\[
\min \sum_{j=1}^{k} w^j_i \epsilon^j_i^2 = \arg \min \sum_{j=1}^{k} w^j_i \| x^j_i - c^j_i - U^j_i ( U^j_i )^T ( x^j_i - c^j_i ) \|^2
\]

where \( U^j_i \in \mathbb{R}^{d \times d} \) forms the orthonormal basis of the local tangent space of the point \( x_i \), \( c^j_i \in \mathbb{R}^d \) gives the displacement of the local tangent space, and the weights \( w^j_i ( j = 1, 2, \ldots, k ) \) are fixed. The least squares solution of the problem is given by:

\[
U^j_i = [ u^j_{i1}, \ldots, u^j_{ik} ] c^j_i = \frac{\sum_{j=1}^{k} w^j_i x^j_i}{\sum_{j=1}^{k} w^j_i} = x_w
\]

where \( \{ u^j_{i1}, \ldots, u^j_{ik} \} \) are the eigenvectors of the weighted sample covariance matrix:

\[
S_w = \frac{1}{k} \sum_{j=1}^{k} w^j_i ( x^j_i - \bar{x}_w ) ( x^j_i - \bar{x}_w )^T
\]

Following the basic ideas from robust statistics, Robust PCA determines the weights \( w^j_i \) by the corresponding projection error \( \epsilon^j_i \):

\[
w^j_i = \begin{cases} 
1, & \epsilon^j_i \leq \frac{1}{k} \bar{\epsilon} \\
\frac{\bar{\epsilon}}{\epsilon^j_i}, & \epsilon^j_i > \frac{1}{k} \bar{\epsilon}
\end{cases}
\]

where \( \bar{\epsilon} = \frac{1}{k} \sum_{k=1}^{i} \epsilon^j_i \) is the mean value of the projection error of the k nearest neighbors of \( x_i \). Then RPCA uses an iterative procedure to find the solution by starting from some initial estimates. The iterative procedure of RPCA can be summarized as follows [32]:

1. Perform PCA to compute the orthonormal basis matrix \( U^i \) and displacement \( c^i \) of the local tangent space. Set \( l = 0 \).
2. Repeat until convergence:
   (a) Compute \( \epsilon^j_i = x^j_i - ( c^j_i )^l - ( U^j_i ) ( U^j_i )^T ( x^j_i - ( c^j_i )^l ) \);
   (b) Compute \( \bar{w}^j_i ( j = 1, \ldots, k ) \) according to (16), where \( \bar{w}^j_i = ( \bar{\epsilon} )^l 
   (c) Compute the weighted least squares estimates \( ( U^j_i )^{(l+1)} \) and \( ( c^j_i )^{(l+1)} \) according to (14 15), where \( \bar{w}^j_i = ( \bar{w}^j_i )^{(l+1)} 
   (d) if \( \| ( U^j_i )^{(l+1)} - ( U^j_i )^l \|_F < \epsilon \), return; else \( l = l + 1 \).

4.2. Fast Outlier Identifying Algorithm

By setting an appropriate weight of each sample, Robust PCA can provide a measure of how likely each sample is coming from the underlying data manifold. With the help of Robust PCA, one can remove the outliers and obtain robust local tangent coordinates. However, the computational burden of RPCA is heavy for high-dimensional data. The bottleneck lies in the computation of the reconstruction error \( \epsilon^j_i \) which depends on the matrix production \( U^j_i ( U^j_i )^T \). Since the iterative
procedure of RPCA has to be executed for each sample point, and multiple iterations are usually needed. Suppose the average iterative time for each sample point is $L$; then, the computational complexity for all reconstruction errors is $O(kNLD^2)$.

In this subsection, we propose a fast algorithm for outlier identifying and removal. Our basic idea is motivated by the following facts: (1) after convergence, RPCA will give a weighted sample mean, which approximates the mean of the clean samples among the $k$ neighbors; (2) each iteration, RPCA uses the weight function from the robust statistics to perform M-estimation [25] for reducing the influence of possible outliers. Therefore, we can develop a two-step approach to approximate the original RPCA. Specifically, in Step 1, we design an iterative algorithm with low computational complexity to compute the approximate mean of the clean samples among the $k$ neighbors. In Step 2, we update the weights by the similar weight function from the robust statistics in one iteration.

**Step 1**

Since the objective of introducing the weights is to reduce the influence of possible outliers among the $k$ neighbors, ideally we want to set the weights such that $w_{ij}$ is small if $x_{ij}$ is considered as an outlier. Note that the outliers are usually far from the mean of the subset of the $k$ neighbors in which outliers have been removed. Conversely, the clean samples are much closer to the above mean than the outliers. Based on the above observation, we can choose the isotropic Gaussian exponential weights defined as:

$$w_{ij} = \frac{\exp(-\|x_{ij} - \bar{x}_i\|^2/\sigma)}{\sum_{j=1}^{k} \exp(-\|x_{ij} - \bar{x}_i\|^2/\sigma)}$$

(17)

where $\bar{x}_i$ denotes an approximation of the mean of the clean sample points from the local patch, and $\sigma$ is defined as the mean squared Euclidean distance of $k$ nearest neighbors. With this definition, clean samples in the local patch have large weights, while outliers have small weights which decay exponentially with the distances to the mean of the clean samples.

In order to approximate the mean of the clean sample points from the local patch, we first choose $\bar{x}_i$ to be the mean of all the $k$ samples from the local patch, including both the clean points and outliers. Then we update the mean $\bar{x}_i$ with the weighted sample mean vector:

$$\bar{x}_i^{w} = \frac{1}{k} \sum_{j=1}^{k} w_{ij} x_{ij}$$

(18)

where $w_{ij}$ is computed by Equation (17). Then the mean $\bar{x}_i$ depends on the weights $w_{ij}(j = 1, \ldots, k)$. However, as we can see from Equation (17), the weights in turn depend on the mean $\bar{x}_i$. Because of this cyclic dependency, we exploit an iterative procedure to find the solution. This iterative procedure can be summarized as follows:

1. Set the initial mean $\bar{x}_i^{(0)} = \frac{1}{k} \sum_{j=1}^{k} x_{ij}$. Set $l = 0$.
2. Repeat until convergence:
   - (a) Compute $(w_{ij})^{l}(j = 1, \ldots, k)$ according to Equation (17);
   - (b) update the mean $\bar{x}_i^{(l+1)} = \frac{1}{k} \sum_{j=1}^{k} (w_{ij})^{l} x_{ij}^{(l)}$;
   - (c) if $\|\bar{x}_i^{(l+1)} - \bar{x}_i^{(l)}\|_2 < \epsilon$ (we set $\epsilon = 0.01$ in our experiments), return; else $l = l + 1$.

**Step 2**

After we obtain the iterative solution of $\bar{x}_i$, we further update the weights $w_{ij}$ based on the idea from robust statistics. Specifically, we perform weighted PCA and compute the reconstruction errors for all the $k$ samples from the local patch. Then, we update the weights by the weight function defined as:
For each sample \(x_i\), compute the weights \(w_i\) associated with the weight value of the projection errors; thus, \(\rho\), where \(\rho\) is large. Therefore, we can identify the outliers based on the reliability scores, \(O\) of our proposed algorithm is about \(O(\sqrt{N})\) which is 1/L of that of the RPCA algorithm. Therefore, comparing with the original RPCA, our proposed two-step approach can save the computation time effectively, especially for high-dimensional data (when \(D\) is large).

After performing our robust two-step algorithm on the local patch, each point \(x_i\) in it has an associated weight \(w_i\). In order to identify the outliers, we compute the normalized weight as \((\langle w_i \rangle)^* = w_i / \sum_{j=1}^{K} w_j\). For other points that are not in the local patch containing \(x_i\), we set their normalized weight to 0. The normalized weights give us a measure on how likely each sample comes from the underlying data manifold that we can infer from the corresponding local patch. Then we can obtain the total reliability score of each point by summing up the normalized weights computed from all the local patches. The total reliability score of each point \(x_j (j = 1, 2, \ldots, N)\) can be defined as:

\[
s_j = \sum_{i=1}^{N} (\langle w_i \rangle)^*
\]

The total reliability score is very small for outliers, while the total reliability score of clean points is relatively large. Therefore, we can identify the outliers based on the reliability scores, i.e., a point \(x_j\) is identified as an outlier if and only if \(s_j \leq \alpha\) for some threshold \(\alpha > 0\). Furthermore, we can plot the cumulative distributions of reliability scores for the dataset to make it easier to choose the appropriate value of \(\alpha\). Figure 2d,e show the cumulative distributions of reliability scores for the “Swiss roll with a hole” dataset, where the y-axis shows the frequency counts, the x-axis indicates the reliability scores computed by the RPCA algorithm and our fast approximate algorithm respectively. The vertical dashed lines indicate the \(\alpha\) values used in our experiments (usually near a point at which the slope of the cumulative distribution curve has a large change). Figure 2b,c show the outlier removal results by the RPCA algorithm and our fast approximate algorithm respectively. As we can see from Figure 2b,c, both our fast approximate algorithm and the RPCA algorithm can be applied to identify and remove the outliers effectively.

4.3. Noise Reduction Using Local Linear Smoothing

When the data have a large amount of small noises, we employ the local linear smoothing [18] method for noise reduction. The local smoothing algorithm is similar in spirit to local polynomial smoothing applied in nonparametric regression [34]. The basic idea of local linear smoothing is to project each point \(x_i\) to an approximate tangent space computed by the weighted PCA. The main steps of local linear smoothing, for each iteration, are as follows [18]:

1. For each sample \(x_i (i = 1, 2, \ldots, N')\), find the \(k\) nearest neighbors of \(x_i\) including itself: \(X_i = [x_{i1}, x_{i2}, \ldots, x_{ik}]\)
2. Compute the weights \(w_i (j = 1, \ldots, k)\) using an iterative weight selection procedure.
(3) Compute an approximation of the tangent space at \( x_i \) by a weighted PCA according to Equation (13);

(4) Project \( x_i \) to the approximate tangent subspace to obtain:

\[
\hat{x}_i = \bar{x}_i^w + U^i (U^i)^T (x_i - \bar{x}_i^w)
\]

As pointed out in [18], when increasing the number of iterations in local linear smoothing, local linear smoothing will suffer from the well-known “trim the peak and fill the valley” phenomenon [34] for regions of the manifold where the curvature is large. Bias correction can also alleviate this problem for some applications. However, bias-correction is also possible to overshoot the correction. Moreover, it is difficult to choose a suitable scaling parameter to balance between the bias-correction and the overshooting. Therefore, we employ for the local linear smoothing only one iteration in our algorithm. Figure 2f shows the result of the noise reduction using one iteration of local smoothing on the “Swiss roll with a hole” dataset whose outliers have been removed by our fast approximate algorithm. As we can see from this, most of the noise-corrupted points have been moved close to the underlying manifold surface, and only a few points in the blue ellipse still deviate from the manifold surface. Nevertheless, as we will present in the next subsection, our Robust HLLE algorithm can further reduce the undesirable effects of outliers and noises on the embedding result.

4.4. Robust Hessian Locally Linear Embedding

With the above preparation, we are now ready to present our main Robust Hessian locally linear embedding algorithm. We assumed that a dataset \( X^{\text{on}} = [x_1^{\text{on}}, x_2^{\text{on}}, \ldots, x_N^{\text{on}}] \in \mathbb{R}^{D \times N} \) is sampled from a d-dimensional manifold \( M \) with the existence of outliers and noise-corrupted points. Our RHLLE algorithm can be formally stated as follows:

(1) Perform the fast outlier identifying algorithm described in Section 4.2 on the dataset \( X^{\text{on}} \), and obtain the dataset \( X^{\text{or}} = [x_1^{\text{or}}, x_2^{\text{or}}, \ldots, x_N^{\text{or}}] \) whose outliers have been removed.

(2) Perform the local smoothing procedure described in Section 4.3 on the dataset \( X^{\text{or}} \), and obtain the noise reduction dataset \( X^{\text{nr}} = [x_1, x_2, \ldots, x_N] \).

(3) (a) Find the \( k \) nearest neighbors for each point \( x_i \in X^{\text{nr}} \) as the HLLE algorithm does.

(b) Compute the total reliability scores \( W_p^i \) for each local patch \( N(x_i) \), and determine the reliable local patch subset \( RLP \).

(c) Compute the local tangent coordinates and the local Hessian operator \( H^i \) for each local patch \( N(x_i) \in RLP \) as described in Section 2.2.

(d) Compute the weighted global functional \( \bar{H}_w \) instead of the global functional in Equation (11) which measures the average “curviness” of the manifold \( M \):

\[
\bar{H}_w = \sum_{N(x_i) \in RLP} W_p^i S^i (H^i)^T (H^i) (S^i)^T
\]

(4) Perform an eigenanalysis of \( \bar{H}_w \) and choose the low-dimensional embedding coordinates \( Y \) to be the eigenvectors of \( \bar{H}_w \) with \( d \) smallest eigenvalues, excluding the constant eigenvector.

Our RHLLE algorithm makes HLLE more robust from three aspects. In the first step of the algorithm, we use our proposed fast outlier identifying algorithm to remove the outliers. In the second step, we employ the local smoothing algorithm to reduce the influence of noise-corrupted data points. To further reduce the undesirable effects of outliers and noises on the embedding result, in the third step, we compute the local Hessian operators based on the selected reliable local patches and endow the reliable local patches with different weights to construct the weighted global functional.

In order to compute the total reliability scores \( W_p^i \) in Step 3 (b) of our RHLLE algorithm, we first compute the total reliability scores \( s_j \) for each point \( x_j \) according to Equation (21). Then the total reliability scores \( W_p^i \) for each local patch \( N(x_i) \) can be defined as follows:
The above total reliability scores $W_p^i$ can be used to qualitatively classify the local patches into two classes: the reliable local patches and unreliable local patches. In the reliable local patch, clean data points are preponderant, in contrast, the unreliable local patch usually contains data points that diverge from the underlying manifold. Therefore, the total reliability score in the reliable local patch is much larger than that of the unreliable local patch. Following the ideas of robust statistics [25], we set the threshold value to be $\theta = \frac{1}{N} \sum_{i=1}^{N} W_p^i$; then, the reliable local patch subset can be formally defined as:

$$RLP = \{ N(x_i) : W_p^i \geq \theta \}$$  (24)

At the end of this subsection, we compare our RHLLE algorithm to the RLLE [15] and RLTSA [17] algorithms. All these methods develop the corresponding weighted cost function instead of the original one to reduce the undesirable effect of outliers or noises. However, there are three significant differences among them. Firstly, both RLLE and RLTSA use RPCA technique to identify the outliers, while our RHLLE develops a fast algorithm to identify the outliers. Our proposed fast algorithm is robust and can save much time, especially for high-dimensional data. Secondly, our RHLLE employs the local smoothing technique to reduce the influence of small noises, while the RLLE and RLTSA algorithms will fail when the dataset has large amounts of small noises. Furthermore, RLLE incorporates the reliability score of each point as weight into the reconstruction function to further reduce the influence of outliers. Whereas in RLTSA and our RHLLE, the undesirable effect of outliers and noise is further reduced by incorporating the total reliability scores of each reliable local patch as weight into the global functional.

5. Experiments

In this section, we apply our RHLLE algorithm to both synthetic datasets and real-world datasets to test its performance.

5.1. Synthetic Data

We apply our RHLLE to datasets that have been commonly used by other researchers: Swiss roll (Figure 3), S-curve (Figure 4) and helix manifold (Figure 5). For each manifold, we add uniformly distributed random noise with large amplitude to a small percentage of the data to simulate the dataset with outliers; we add Gaussian noise to a large percentage of the data to simulate the noise-corrupted dataset. Table 1 shows the parameter settings used in these synthetic data experiments. The parameters include the dimensionality of the ambient space $D$, the dimensionality of the intrinsic dimensionality of the nonlinear manifold $d$, the number of nearest neighbors $k$, the number of the data points, the percentage of the outliers, the percentage of the noise-corrupted points, the amplitude of the outliers and the standard deviation of the Gaussian noise.
Figure 3. The first row shows the Swiss roll dataset with outliers and the embedding results of different algorithms; the second row shows the Swiss roll dataset with noise and the embedding results of different algorithms; the third row shows the Swiss roll dataset with both outliers and noise and the embedding results of different algorithms.

Figure 4. The first row shows the S-curve dataset with outliers and the embedding results of different algorithms; the second row shows the S-curve dataset with noise and the embedding results of different algorithms; the third row shows the S-curve dataset with both outliers and noise and the embedding results of different algorithms.
Figure 5. The first row shows the Helix curve dataset with outliers and the embedding results of different algorithms; The second row shows the Helix curve dataset with noise and the embedding results of different algorithms; The third row shows the Helix curve dataset with both outliers and noise and the embedding results of different algorithms.

Table 1. Parameter settings of the synthetic data experiments.

| Parameters                                | Swiss Roll | S-Curve | Helix |
|-------------------------------------------|------------|---------|-------|
| Dimensionality of ambient space ($D$)     | 3          | 3       | 3     |
| Dimensionality of embedding space ($d$)   | 2          | 2       | 1     |
| Number of nearest neighbors ($k$)         | 15         | 15      | 10    |
| Number of the data points                 | 1500       | 1500    | 1000  |
| Percentage of outlier points              | 10%        | 10%     | 10%   |
| Amplitude of the outliers                  | 3          | 0.5     | 0.5   |
| Percentage of noise-corrupted points      | 90%        | 90%     | 90%   |
| Standard deviation of the Gaussian noise   | 0.5        | 0.1     | 0.05  |

We compare our RHLLE with HLLE [5], RLLE [15], RLTSA [17] and SLE [35] on these datasets. The performance of these algorithms can be seen by comparing the coloring of the data points, the smoothness and the shape of the projection coordinates with their original manifolds. As we can see from Figures 3–5, the traditional HLLE algorithm fails to recover the underlying manifold structure when there exist either or both outliers and noise-corrupted points (see Figures 3(b,h and n)–5(b,h and n). RLLE and RLTSA can recover the manifold structure when there are outliers (see Figures 3(c,d)–5(c,d)). However, RLLE and RLTSA cannot recover the manifold structure well when there exist large amounts of noise-corrupted points or both outliers and noise-corrupted points (see Figures 3(i,j,o and p)–5(i,j,o and p)). SLE can usually preserve the local geometry of the data manifolds in the embedding space when there exist large amounts of noise-corrupted points (see Figures 3k–5k)). However, SLE cannot preserve the local geometry of the data manifolds well in the embedding space when there exist outliers or both outliers and noise-corrupted points (see Figures 3(e,q)–5(e,q)). The results in Figures 3–5 show that only our RHLLE algorithm can accurately unfold and recover the original manifolds in the presence of either or both outliers and noise-corrupted points (see Figures 3(f,l and r)–5(f,l and r)). From the above experiments we can
conclude that: (1) our RHLLE algorithm can significantly improve the performance of the Hessian LLE algorithm on the outliers and noise-corrupted data; (2) our RHLLE algorithm performs the best among the five methods on the synthetic datasets.

5.2. High-Dimensional Image Datasets

In the section, we present two experiments on high-dimensional real datasets to illustrate the effectiveness of our RHLLE algorithm. We compare our RHLLE with RLLE, RLTSA and SLE on these datasets.

The first experiment is performed on the teapot image [6] dataset. There are 400 color images of a teapot in this database. They are captured from different angles in a plane. In our experiment, we convert the color images to the $76 \times 101$ gray-level images, so the dimensionality of the vectorized image space is 7676.

In order to add some outliers to the original image dataset, we first randomly select 10% of the images and for each selected image we replace a rectangular block of the image (about 20% pixels) with independent and identically-distributed samples from a uniform distribution. The location of the corrupt rectangular block is unknown to the algorithm. In order to generate noise-corrupted images, we first randomly select 90% of the images and for each selected image we corrupt 10% of randomly-chosen pixels by replacing their values with independent and identically-distributed samples from a uniform distribution. The corrupted pixels are randomly-chosen for each image, and the locations are unknown to the algorithm. Figure 6 shows 10 original teapot images, their corresponding outlier images and noise-corrupted images.

![Figure 6. Ten teapot images, their corresponding outlier images and noise-corrupted images.](image)

The low-dimensional embeddings in $\mathbb{R}^2$ of RLLE, RLTSA, SLE and RHLLE are shown in Figure 7. For completeness and to provide a baseline, the results on the original data without being corrupted are shown in Figure 8. In the embeddings we uniformly mark about 2.5% of the points with red circles and attach their corresponding training images. In the experiment, we set the number of nearest neighbors $k$ to 10. Figure 7 reveals the following points: (1) RLTSA and RHLLE perform better than RLLE and SLE when there are outliers in the image set (see Figure 7a–d); (2) SLE and RHLLE perform better than RLLE and RLTSA when there exist large amounts of noise-corrupted images (see Figure 7e–h); (3) RLLE and RLTSA perform even worse and fail to recover the underlying manifold structure when there exist both outliers and large amounts of noise-corrupted images in the teapot dataset (see Figure 7i,j); (4) The 2D embedding results obtained by our RHLLE are shown in Figure 7d,h and l. Along the circle we can see a clear and smooth change in the orientations of the teapot, which means that our RHLLE successfully uncovers the geometric structure of the image dataset. Therefore, our RHLLE is superior to RLLE, RLTSA and SLE in revealing the underlying manifold when there are either or both outliers and noise-corrupted images in the teapot dataset.
Figure 7. 2D embedding results of RLLE, RLTSA, SLE and RHLLE on the teapot image set with outliers, noise and both outliers and noise respectively.

Besides the teapot image dataset, we also conduct experiments on the ISOFACE [1] dataset which is another benchmark dataset used by many manifold learning algorithms. This dataset contains 698 images of a 3D human head, which are collected under different poses and lighting directions. The resolution of each image is $64 \times 64$ and each image is represented as a 4096-dimensional vector. The intrinsic degrees of freedom are the horizontal rotation, vertical rotation and lighting direction. In order to add some outliers to the original face images, we first randomly select 10% of the images and for each selected face image we replace a square block of the image (about 20% pixels) with independent and identically-distributed samples from a uniform distribution. The location of the corrupt square block is unknown to the computer. In order to generate noise-corrupted face images, we first randomly select 30% of the face images and for each selected image we corrupt 10% of randomly-chosen pixels by replacing their values with independent and identically-distributed samples from a uniform distribution. The corrupted pixels are randomly-chosen for each face image, and the locations are unknown to the algorithm. Figure 9 shows 10 original face images, their corresponding outlier images and noise-corrupted images.

Figure 8. 2D embedding results of RLLE, RLTSA, SLE and RHLLE on the original teapot image set without being corrupted.
Figure 9. Ten ISOFACE images, their corresponding outlier images and noise-corrupt images.

Figure 10. 2-D embedding results of RLLE, RLTSA, SLE and RHLLE on the ISOFACE image set with outliers, noise and both outliers and noise respectively.

The 2-D embedding results of RLLE, RLTSA, SLE and RHLLE are shown in Figure 10. For completeness and to provide a baseline, the results on the original data without being corrupted are shown in Figure 11. In the embedding we randomly mark about 8% points with red circles and attach their corresponding training images. In the experiment, we set the number of nearest neighbors $k$ to 15. Figure 10 reveals several interesting observations: (1) For the outliers situation, the embedding result of RLLE and SLE show that the orientations of the face change smoothly along the horizontal direction and the orientations of the face change from down to up along the vertical direction (see Figure 10a,c). The 2-D embedding results of RLTSA and RHLLE show that the poses and the light of the face images vary smoothly along the horizontal direction and the vertical direction respectively (see Figure 10b,d). Thus, all methods can approximately discover the intrinsic structures of this dataset with outliers; (2) For the noise-corrupted situation, the embedding results of RLLE and RLTSA are severely compressed and the changes in face rotation are not obvious (see Figure 10e and the right-hand side of Figure 10f). Therefore, RLLE and RLTSA cannot recover the underlying manifold structure well when there exist large amounts of noise-corrupted images; (3) For the outliers...
plus noise-corrupted situation, RLLE and RLTSA perform even worse (see Figure 10i,j), while SLE and our RHLLE successfully reveal the underlying manifold of the ISOFACE dataset with both outliers and noise-corrupted images (see Figure 10k,l).

Figure 11. 2D embedding results of RLLE, RLTSA, SLE and RHLLE on the original ISOFACE image set without being corrupted.

To further quantitatively evaluate the embedding qualities obtained by RLLE, RLTSA, SLE and our RHLLE, we employ the global smoothness and co-directional consistence (GSCD) criteria introduced in [36]. Roughly speaking, the smaller the value of GSCD, the higher the global smoothness and the better co-directional consistence. For details about the GSCD criteria, please refer to [36]. Table 2 shows the GSCD values computed by different algorithms on the ISOFACE image set with outliers, noise and both outliers and noise respectively. As we can observe from Table 2, our RHLLE algorithm obtains the smallest GSCD value, this result reveals that our RHLLE performs the best in recovering the underlying manifold structure of the ISOFACE dataset with either or both outliers and noise-corrupted points. Moreover, these GSCD results further verify the visualization results (as shown in Figure 10) in a quantitative way.

Table 2. The GSCD results of RLLE, RLTSA, SLE and our RHLLE on the ISOFACE image set with outliers, noise and both outliers and noise respectively.

| Method          | RLLE  | RLTSA | SLE   | Our RHLLE |
|-----------------|-------|-------|-------|-----------|
| Outlier         | 0.2865| 0.2411| 0.2332| 0.2294    |
| Noise           | 0.3322| 0.2771| 0.1942| 0.1843    |
| Outlier+Noise   | 0.3747| 0.3020| 0.2148| 0.2036    |

The average computation times over 10 independent runs of different methods are shown in Table 3. As we can observe from Table 3, our RHLLE takes significantly less time than RLLE and RLTSA for high-dimensional datasets. This result is because, for high-dimensional data, the computational complexity of RLLE and RLTSA are dominated by the iterative weighted PCA procedure which has the computational complexity of $O(kNL_dD^2)$, where $L$ is the number of iterations (usually less than 15); while our RHLLE designs a fast iterative algorithm with low computational complexity $O(kNLD)$ to approximate the original RPCA and the time-consuming reconstruction-errors procedure only need to be computed in one iteration, as we have discussed in Section 4.2. As we can observe from Table 3, SLE takes much more time than other algorithms when the number of data points $N$ is relatively large. This is because that the computational complexity of SLE is dominated by the semi-definite program which scales as $O(N^3 + c^3)$, where $c$ is the number of constraints. There are $O(Nk^2)$ constraints on $O(N^2)$ matrix elements, where $k$ is the number of nearest neighbors [6,35]. Therefore, SLE is more suited for small-scale problems compared to other methods.
Table 3. The average computation time (in seconds) for different methods on synthetic as well as real-world datasets. \( D \) denotes the dimensionality of the ambient space and \( N \) denotes the number of the data points in each dataset.

| Method | Data          | Swiss Roll | S Curve | Helix | Teapot | Isoface |
|--------|---------------|------------|---------|-------|--------|---------|
| RLLE   | \( D = 3, N = 1500 \) | 1.378      | 0.976   | 0.421 | 1999.3 | 1248.7  |
| RLTS A | \( D = 3, N = 1500 \) | 1.482      | 1.081   | 0.511 | 2006.1 | 1253.9  |
| SLE    | \( D = 3, N = 1000 \) | 463.2      | 477.8   | 218.5 | 10.83  | 42.65   |
| our RHLLE | \( D = 7676, N = 400 \) | 1.572      | 1.256   | 0.792 | 514.8  | 263.3   |
|        | \( D = 4096, N = 698 \) |           |         |       |        |         |

6. Conclusions

In this paper, we propose the RHLLE (Robust Hessian LLE) method for robust manifold learning. We introduce a fast algorithm based on robust statistics to identify outliers in high-dimensional data. Moreover, RHLLE uses the local linear smoothing method to reduce the influence of noise. To further reduce the influence of outliers and noise, we propose to incorporate the total reliability scores of reliable local patches as weights into the global functional, then minimize the weighted global functional to obtain robust embedding results. The methods we developed can be used by other manifold learning algorithms to obtain a more accurate reconstruction of the underlying nonlinear manifolds. Extensive experiments on both artificial datasets and real datasets demonstrate the effectiveness of our RHLLE algorithm.
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