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Abstract: An algorithm for measurement of the cutting blade of the ultrasonic vibration cutting machine used in an automation machine is proposed in this paper. The proposed algorithm, which is based upon a multi-step detection method, is developed for the accurate measurement of the cutting blade by exactly determining its rotation angle, length, and thickness. Instead of the commonly used Otsu method, we propose a new curvature-based adaptive binarization method, which provides more accurate details about the dimensions of the cutting blade. A region of interest containing the cutting blade from the acquired image is first extracted in the multi-step detection method, which is further processed to remove the noise, which increases the measurement reliability. An important feature of the proposed process is the restoration of the cutting blade’s tip data, which used to be lost during the fine noise-filtering process. The rotation angle and length are measured using the minimum rotated rectangle while the line fitting based upon the least square method is applied to increase the reliability of the thickness measurement. Experimental results validate the superiority of the proposed method over the conventional Otsu method.
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1. Introduction

With the development of ultrasonic cutting technology, an ultrasonic vibration cutting machine is used for the precise cutting of fabrics, rubber, thermoplastic foil, non-woven fabric, etc. In particular, cutting machines using ultrasonic vibration are capable of cutting very precisely without exerting any pressure on the objects in order to avoid any surface deformation. Ultrasonic vibration cutting also features very high cutting speeds and reduced cleaning costs, which has increased their demand for use in automation machines [1]. However, when the ultrasonic vibration cutting machine is used in connection with an automatic machine (such as robot arm), it is difficult to recognize the replacement cycle or the degree of wear and tear of the cutting blade [2]. This process results in inaccurate cutting of the object and material damage. For this reason, the development of an automation inspection system, which is based upon the machine vision system, is actively underway [3,4]. The machine vision system acquires images using a camera and then quantitatively judges the degree of abrasion and warping/breakage of the cutting blade. In order to improve the productivity and reliability, machine vision inspection equipment is commonly used in actual practice. Recently, the machine vision has been actively deployed in research for the development of measurement systems for different applications. Measurement of the dimensions of an O-ring [5], detecting defects in a thin film transistor liquid crystal display (TFT-LCD) [6], measurement of the refractory bricks [7], and measuring the size of an automobile break pad [8] are the few areas benefited by the machine vision.
In this paper, we propose a machine vision-based image processing algorithm that measures the thickness and length of the cutting blade to detect its bending and fracture, and also measures the rotation angle of the cutting blade in order to check the operation of the robot-arm. The region of interest (ROI) is extracted from the cutting blade area of the original image. The binarization based on the curvature of the extracted image is performed by the proposed method. The background region is extracted and removed from the binarization image, which is followed by the removal of various noises included in the extracted image. In order to recover the information of the cutting blade’s tip, which was lost in the fine noise removal process, only the tip of the cutting blade is extracted again from the background-removed image by assigning a new ROI only for the tip of the cutting blade. The thickness, length, and rotation angle of the cutting blade are then measured for the restored image.

This paper is divided into two main sections. The first section contains information about the “cutting blade measurement system” while the second section is dedicated to the proposed “curvature-based binarization method”, which is further followed by the experimental results and discussion.

2. Cutting Blade Measurement System

2.1. System Configuration

The structure of the cutting blade measurement system used in the experiment is shown in Figure 1a while the cutting blade used in the actual experiment is shown in Figure 1b. The cutting blade measurement system is composed of a vision system, vision camera, back light unit (illumination), and an ultrasonic cutting device carrying robot arm. The position of interest where the measurement of cutting blade has to be performed is in between the vision camera and the back light unit as shown in Figure 1a. The camera and back light unit are placed in such a way that both face the measuring position. When the cutting blade reaches the measurement position through the robot arm, the image is acquired through the installed vision camera. The obtained image is then transmitted to the vision system for further processing.

![Figure 1. (a) Cutting blade measurement system; (b) cutting blade.](image-url)
2.2. Detection Algorithm

The flowchart of the proposed algorithm for the detection of the cutting blade of the ultrasonic cutting machine is shown in Figure 2.

![Flowchart](image_url)

**Figure 2.** Flowchart for the cutting blade detection algorithm. ROI: region of interest.

The first step of the algorithm is the extraction of the ROI (which contains the cutting blade) from the original image, which was acquired using the vision camera. The second step is the detection of the peak curvature of the gray values that is used as the binarization standard, which is deployed to model the unwanted areas in the ROI as the background image, which are further removed by using the morphological filter. This background-removed image contains various fine noises, which are need to be removed using noise filtering for the accurate detection of the cutting blade. However, in this fine noise removal process, the data which contains the information about the tip of the cutting blade is also removed. The third step is to define a new ROI in the binary images before and after noise removal. This new ROI only encloses the area surrounding the tip of the cutting blade, which is then restored by comparing these two images. Finally, the rotation angle and the length of the cutting blade are measured by using the bounding box that is in contact with the outer line. In addition, the thickness of the cutting blade is also measured from the detected image by using the line fitting technique based on the least square method.

2.3. ROI Detection

The original image of the cutting blade contains various information which makes the accurate detection of the cutting blade rather difficult. The problem is addressed by defining a specific ROI which encloses only the cutting blade. The method of extracting the ROI is shown in Figure 3.

![Image 3](image_url)

**Figure 3.** (a) Original image of the cutting blade; (b) binary image; (c) ROI image.

First, the S region of the original image is detected and then the pixel margin is added to extract the R region, which is the required ROI as shown in Figure 3a. In order to detect the S region, the binary image is obtained at the 128 gray value of the original image as shown in Figure 3b. By using the binary value of 128, it is possible to quickly grasp the position of the cutting blade. However,
accurate measurement is not possible at this value. Using the line profile, the edge boundary of the cutting blade where the value changes from 255 to 0 is detected and set as the starting point of the cutting blade. Additionally, the boundary is defined as the end point where the gray value changes from 0 to 255 while having the expected cutting-edge thickness.

Then, the average of the x-coordinates of the detected boundaries are calculated to detect the region of interest, S. The region of interest, R, as shown in Figure 3c, is extracted from the original image of Figure 3a by adding the pixel margin to the detected region, S.

3. Curvature-Based Binarization Method

3.1. Image Binarization

The gray image needs to be converted into the binary image for accurate determination of the thickness and length of the cutting blade. The generally used Otsu method extracts the objects with similar brightness values using the image histogram by finding a value that maximizes the between-class variance [11]. This method works well under the assumption of bimodal images with implicitly uniform illumination; conversely, it is limited by many factors involving the small object size and the presence of a large amount of noise requiring image restoration [12]. When the designated image is composed of \(L\) gray-level pixels, where the number of pixels whose brightness value is \(i\), \(i \in \{1, \ldots, L\}\) is \(f_i\), the total number of pixels in the image is \(N\), and the probability \(p_i\) for such a pixel can be obtained as follows:

\[
N = \sum_{i=1}^{L} f_i, \tag{1}
\]

\[
p_i = \frac{f_i}{N}. \tag{2}
\]

On the basis of the pixels’ gray levels, the image can be divided into two classes, \(C_0\) and \(C_1\), where the pixels with gray levels \([1, \ldots, k]\) are in the class \(C_0\) and the pixels with gray levels \([k+1, \ldots, L]\) are in class \(C_1\). If the probability distribution of each class is called \(\omega_0\) and \(\omega_1\), respectively, while the overall average of the original image is \(\mu_T\), the threshold value of Otsu can be obtained by finding \(k^*\) which maximizes the distribution, \(\sigma^2_B(k)\), between classes using Equations (3) and (4).

The ROIs of the captured image and the binary image by the Otsu method are shown in Figure 4a,b, respectively. A comparison between the gray levels of the input image and that obtained from the Otsu method along a smaller line segment at the same position in the ROI are provided in Figure 4c, which shows that due to the specific limits of binarization standard and diffraction of light, the Otsu method is unable to detect the exact thickness of the cutting blade:

\[
\sigma^2_B(k) = \frac{[\mu_T \omega(k) - \mu(k)]^2}{\omega(k)[1 - \omega(k)]}, \tag{3}
\]

\[
\sigma^2_B(k^*) = \max_{1 \leq k \leq L} \sigma^2_B(k), \tag{4}
\]

It is hard to divide the target accurately by defining the standard of binarization based upon the brightness value by using the Otsu method, which can be seen in the previous example. This phenomenon occurs due to the diffraction of light. The problem can, however, be addressed if the high curvature value position in the gray-level profile of the pixels is defined as the binarization reference. In this paper, we propose the curvature-based binarization method for accurate detection of the cutting blade used in the ultrasonic vibration cutting machine. The curvature value is calculated from the horizontal line profile in the ROI of the gray image. The first order and the second order derivatives of the gray value profile at the given reference position for the given pixel are expressed as Equations (5) and (6). Where \(P(n)\) is the gray level of the \(n\)-th position where \(P'(n)\) is the first
derivative, which represents the variation of the gray level, and $w$ is the increment along the $x$ axis and $P''(n)$ is the second order derivative of $P(n)$:

$$P'(n) = \frac{P(n + t) - P(n - t)}{w},$$  \hspace{1cm} (5)

$$P''(n) = (P'(n))'.$$  \hspace{1cm} (6)

The curvature, $k(n)$, can be expressed in terms of $P'(n)$ and $P''(n)$ as given in Equation (7):

$$k(n) = \frac{P''(n)}{(P'(n)^2 + 1)^{\frac{3}{2}}}.$$  \hspace{1cm} (7)

![Figure 4](image_url)

**Figure 4.** (a) ROI of the acquired image; (b) ROI of the Otsu method-based binary image; (c) comparison of the gray values of two images along same line profile.

The result of the cutting blade detected by using the curvature-based image binarization method is given in Figure 5. Figure 5a shows the ROI image of the cutting blade obtained in the previous section. The line profile of the image of Figure 5a and the curvature value obtained using Equation (7) and its feature points using the extreme value of curvature are shown in Figure 5b, c, respectively. The binary image obtained using this method and a comparison of its gray value profile with the original image are shown in Figure 5d, e, respectively.

The original image of the cutting blade with the enlarged view of its tiny segment along a reference line is shown in Figure 6a. It can clearly be seen that the image is eroded due to the influence of the backlight illumination. The binary image obtained by the Otsu method with the enlarged view of its tiny segment along a reference line is shown in Figure 6b. It can clearly be seen that the portion of the cutting blade which had been eroded by illumination in the binarization process was removed, which results in the reduced thickness of the cutting blade, and leads to the inaccurate results. The binary image obtained by the method proposed in this paper with the enlarged view of its tiny segment along a reference line is shown in Figure 6c. It can clearly be seen that the portion of the cutting blade which had been eroded by illumination at the time of binarization was included, which provides an accurate thickness of the cutting blade. The comparison provided in Figure 6 verifies the accuracy of the proposed method in comparison to the Otsu method.
The background image extracted by using the closing operation is shown in Figure 7b. This image is the first extracted and then removed by using the morphological filter. The morphological filter includes erosion, dilation, opening, and closing computations. The opening and closing operations, which are used to remove fine noise and restore the image, respectively [13]. In this paper, the background region is extracted by using the closing operation.

![Figure 5](image5.png)

**Figure 5.** (a) Acquired image; (b) gray values line profile; (c) curvature values line profile; (d) proposed binary image; (e) comparison of the gray values of the acquired and binary images along the defined line profile.

![Figure 6](image6.png)

**Figure 6.** Images of the tiny segments of the cutting blade for thickness comparison for (a) the acquired; (b) Otsu method; and (c) proposed method.

### 3.2. Background Extraction

In the binary image, the accurate extraction of the cutting blade area is difficult due to the existence of fine noise around the cutting blade and the mounting portion, which is used to fix the cutting blade. Therefore, for accurate detection of the cutting blade, the mounted part is also treated as the background, which is first extracted and then removed by using the morphological filter. The morphological filter includes erosion, dilation, opening, and closing computations. The opening and closing operations, \( \gamma(f) \) and \( \delta(f) \), can be given by using the Equation (8):

\[
\begin{align*}
\gamma(f)(x) &= \delta(e(f))(x) \\
\delta(f)(x) &= e(\delta(f))(x)
\end{align*}
\]

where \( e(f) \) and \( \delta(f) \) represent erosion and dilation, respectively [13]. In this paper, the background region is extracted by using the closing operation.

The cutting blade image obtained using the proposed binarization method is shown in Figure 7a. The background image extracted by using the closing operation is shown in Figure 7b. This image is also composed of the mounted portion of the cutting blade. The image of the cutting blade obtained by

![Figure 7](image7.png)
removing the background shown in Figure 7b from the image shown in Figure 7a is given in Figure 7c. Various fine noises exist in this image, which can lead to inaccurate measurement. An enlarged portion of the cutting blade near the mounted portion, which contains such fine noise, is shown in Figure 7d.

![Figure 7. Cutting blade detection using the morphological filter. (a) Binary image; (b) background region modeling; (c) background removed image; (d) enlarged view of the image with fine noise.](image)

In order to remove these noises, the proposed method used the opening operation. The cutting blade image after removing the noise using the opening operation is shown in Figure 8a. Usually, the regions of the top and bottom parts (near the mounted portion and the near the tip) of the cutting blade are more immune to noise. The enlarged view of the regions, \(N_1\) and \(N_2\), which enclose the mounted portion and the tip of the cutting blade are shown in Figure 8b,c, respectively. However, in this noise removal process, some data is lost in the \(N_2\) region, which results in inaccurate information about the tip of the cutting blade. Some measures are needed to restore the lost tip data in order to secure the accurate cutting blade image.

![Figure 8. (a) Fine noise removed image of the cutting blade; (b) enlarged view of the mounted portion; (c) enlarged view of the tip showing a loss of data.](image)

### 3.3. Restoration of Lost Data

In this paper, we proposed a new technique that restores the data of the cutting blade’s tip which was lost during the fine noise filtering by comparing the region, \(N_2\), in two images. For this purpose, a similar ROI is defined in the two images (image before data loss Figure 7c and image after data loss Figure 8a and a comparison of these two ROI’s provides the lost data of tip, which is than restored). This process of lost tip data restoration is shown in Figure 9.

The ROI in the noise-removed image with the lost tip data is shown in Figure 9a. Two straight lines, \(a_1a_2\) and \(b_1b_2\), are drawn, which circumscribe the cutting blade portion as shown in Figure 9b in the defined ROI. By knowing the coordinates of points \(a_1(x_1, y_1), a_2(x_2, y_2)\), the line can be further extended by using Equation (9). The same treatment is done for the points, \(b_1\) and \(b_2\), and extend both...
lines to point c where they meet each other. The coordinates of point c can be determined in terms of
the points, \( a_1, a_2, b_1 \) and \( b_2 \), by using Equation (10):

\[
y - y_2 = \frac{y_2 - y_1}{x_2 - x_1} (x - x_1),
\]

\[
\left( -\frac{a_2 - b_2}{a_1 - b_1}, -\frac{a_2 - b_2}{a_1 - b_1} + a_1 a_2 \right).
\]

The area in the triangle \( a_2 b_2 c \) contains information about the lost data, which is to be restored
by comparison of the pixels of two images as shown in Figure 9c. The region, \( A \), in Figure 9c shows
the noise-removed image, which remains unchanged during the lost tip data restoration operation.
The region, \( B \), on the other hand, shows the restored data of the cutting blade tip in Figure 9c, which
was lost during noise removal process. The proposed technique results in accurate detection of the
cutting blade without data loss.

![Figure 9](image9.png)

**Figure 9.** Lost tip data restoration process. (a) ROI assignment to the morphological filtered image;
(b) boundary mapping using straight lines; (c) restored tip data image.

3.4. Cutting Blade Rotation Angle and Length Measurement

The commonly used bounding box suffers from the disadvantage of non-consideration of the
rotation angle of the object, which leads to inaccurate measurement of the length and thickness of the
cutting blade. The problem is addressed in this paper by using the minimum rotated rectangle method
to measure the angle and length of the cutting blade.

A rotated rectangular bounding box for finding the least circumscribed rectangle is shown in
Figure 10.

![Figure 10](image10.png)

**Figure 10.** Formation of rectangle \( R' \) by edge rotation.
The difference, $\Delta A$, between the area of rectangle, $R$, and the area of rectangle, $R'$, can be determined by using the following method described by Freeman et al. [14]:

$$\Delta A = \left| \sum_{i=1}^{4} S_i - \sum_{i=1}^{4} T_i \right|. \quad (11)$$

$S_i$ and $T_i$ can be given as follows:

$$S_i = \frac{1}{2} (q_{i,2} - q_{i+1,1} \tan \theta)^2 \sin \theta \cos \theta,$$  \quad (12)

$$T_i = \frac{1}{2} q_{i,1}^2 \tan \theta.$$ \quad (13)

By substituting Equations (12) and (13) in Equation (11) and simplifying:

$$\Delta A = \sin^2 \theta \sum_{i=1}^{4} q_{i,2}q_{i+1,1} + \frac{1}{2} \sin \theta \cos \theta \left[ \sum_{i=1}^{4} q_{i,1}^2 - \sum_{i=1}^{4} q_{i,2}^2 \right]. \quad (14)$$

$$\Delta A = N_1 + N_2 \left[ \sum_{i=1}^{4} q_{i,1}^2 - \sum_{i=1}^{4} q_{i,2}^2 \right]. \quad (15)$$

where $N_1$ and $N_2$ are both positive quantities. $\Delta A$ is the amount by which the area of $R'$ is less than that of $R$ [15–17].

The input image for the detection of the cutting blade area is shown in Figure 11a. A commonly used rectangular bounding box for the detection of the cutting blade is shown in Figure 11b. The cutting blade does not lie in the perpendicular plane rather it is rotated by some angle, which makes the measurements obtained through the commonly used rectangle inaccurate and unreliable due to the reduced length and increased thickness of the cutting blade. The measurements can be accurate only if the rectangular bounding box is also rotated by a similar angle to that of the cutting blade. A rotating rectangular bounding box that accurately measures the length of the cutting blade and the angle of rotation by means of the least sized bounding box that considers the rotation angle of the cutting blade is shown in Figure 11c.

![Figure 11](image_url)

**Figure 11.** Detection of rotated cutting blade. (a) Acquired image; (b) generalized bounding box used for image detection; (c) minimum rotated rectangle bounding box for image detection.

The thickness and length of the cutting blade can also be measured by using the minimum rotated rectangle method. However, if some fine noise is present along the edges of the cutting blade, the outermost boundary of the bounding box is unable to exclude such noise, which results in the slightly inaccurate thickness measurement. The problem is resolved by using the optimized line fitting algorithms for thickness measurement.
3.5. Cutting Blade Thickness Measurement

To minimize the impact of this fine noise which is present along the edges of the rotated cutting blade, the thickness of the cutting blade was measured by dividing the left and right sides with respect to the center coordinates of the cutting blade to find the optimized straight lines for each of its edge as shown in Figure 12.

![Figure 12. Least square method-based line fitting image of the cutting blade for accurate thickness measurement.](image)

The line fitting was performed by using the least square method, which is an approximation technique to solve the equations. For the \( n \) number of points with \( x_i \) dependent variables and \( y_i \) independent variables with \( (1 \leq i \leq n) \), a model function, \( f(x, \beta) \), can be defined, where \( \beta \) is a vector with \( \beta = (\beta_0, \beta_1, \ldots, \beta_k) \), then the equation for least square method can be given as follows:

\[
N = \sum_{i} (y_i - f(x_i, \beta))^2. \tag{16}
\]

The distance, \( d \), between a point \((x_1, y_1)\) on the one straight line and another straight line, \(ax + bx + c = 0\), can be calculated using the following equation:

\[
d = \frac{|ax_1 + by_1 + c|}{\sqrt{a^2 + b^2}}, \tag{17}
\]

where \( d \) corresponds to the thickness of the cutting blade.

3.6. Abnormalities’ Inspection in the Cutting Blade

Using the proposed algorithm, the rotation angle, thickness, and length of the cutting edge of the ultrasonic cutting machine can be measured to identify any abnormality or the absence of the cutting blade and robot arm movements. An alarm is triggered on the equipment for the inspector to take action in case of an automatic equipment malfunction, which may prevent damage to the original material or equipment. If the length or thickness of the measured cutting blade differs from the actual value, it can determine whether the cutting blade is broken or bent. In the case of a robot arm, it shall always be in the set position; however, if the turning angle of the cutting blade is out of range, it is possible to determine that the robot arm is abnormal, or the cutting blade is in poor condition. A cutting blade that was detected by using the proposed method is shown in Figure 13. This detected image has severe left and right rotation angles as shown in Figure 13a,b, respectively. Thus, it was confirmed that the proposed method can detect the cutting blade with large rotational angles in a range of 0° to 90°.
The images of the cutting blade of the ultrasonic cutting machine which were used in this paper were acquired using a 5 MP mono camera made by Basler. The acquired images were gray image with 2448 × 2048 pixels. The images were processed by using the proposed method at a PC with Intel Core i5 CPU and 16 GB RAM (Intel Corporation, Santa Clara, CA, USA).

A step-by-step comparison of the cutting-edge measurement algorithms of the commonly used Otsu method (O) and the proposed curvature-based binarization method (P) is given in Figure 14. The images for the detection of the length and rotation angle of the cutting blade by using the least square method-based line fitting technique for the two methods are shown in Figure 14h,i, respectively. The images after noise removal by using the morphological filter and the images after tip restoration (which was lost during the noise removal process) as obtained by the two methods are shown in Figure 14d,e, respectively. The images for the detection of the thickness of the cutting blade by using the minimum rotated rectangle and the images for the detection of the thickness of the cutting blade by using the least square method-based line fitting technique for the two methods are shown in Figure 14f,g, respectively.

The images for the detection of the length and rotation angle of the cutting blade by using the minimum rotated rectangle and the images for the detection of the thickness of the cutting blade by using the least square method-based line fitting technique for the two methods are shown in Figure 14h,i, respectively.

The performance comparison of the Otsu method and proposed curvature-based binarization method is provided in Table 1.

The comparison provided in Table 1 verifies that the results obtained by using the proposed curvature-based binarization method are more accurate and closer to the actual measurements in comparison to the Otsu method. The mean error in thickness measurement is 0.16 mm by the Otsu method while it is within 0.004 mm using the proposed method. Similarly, the mean error in length measurement is 0.3 mm by the Otsu method while it is within 0.02 mm using the proposed method.
The performance comparison of the Otsu method and proposed curvature-based binarization method is provided in Table 1. The comparison provided in Table 1 verifies that the results obtained by using the proposed curvature-based binarization method are more accurate and closer to the actual measurements in comparison to the Otsu method. The mean error in thickness measurement is 0.16 mm by the Otsu method while it is within 0.004 mm using the proposed method. Similarly, the mean error in length measurement is 0.3 mm by the Otsu method while it is within 0.02 mm using the proposed method.

Table 1. A performance comparison between the Otsu method and the proposed curvature-based binarization method for the cutting blade dimensions' measurement.

| Original Thickness (0.6 mm) | Otsu Method [mm] | Proposal Method [mm] |
|----------------------------|-----------------|---------------------|
| Thickness Length           | Thickness Length|
| 0°   0°   0.4290   24.6400 | 0.6006   24.9550 |
| 2.20° 2.186° 0.4573   24.7071 | 0.6002   24.9889 |
| 3.40° 3.367° 0.4425   24.7378 | 0.6138   25.0209 |
| −2.4° −2.444° 0.4286  24.6843 | 0.6000   24.9585 |
| Mean                     | 0.4393   24.6923 | 0.6036   24.9808 |
| Standard deviation        | 0.00018  0.00169 | 0.00004  0.00094 |
5. Conclusions

In this paper, a machine vision-based measurement system was proposed for accurate measurement of the rotated angle, length, and thickness of the cutting blade of an ultrasonic cutting machine. A multi-step detection algorithm was proposed to designate a region of interest in the captured image for the detection of the cutting blade. The binarization of the designated ROI of the image was performed by proposing a curvature-based adaptive binarization method instead of the commonly used Otsu method. The mounted portion of the cutting blade was also modeled as the background area and was removed using morphological computation from the binary image for accurate detection of the cutting blade. Then, the morphological filter was also used to remove the remaining fine noise from the background-removed image. The tip data of the cutting blade, which was lost in the noise removal process, was restored by defining the new ROI around the tip area of the cutting blade in the images before and after the noise removal. Measurement error introduced due to the malfunctioning of the robot arm was addressed by using the minimum rotated rectangle method for the measurement of the rotated angle and length of the cutting blade while the least square line fitting method was used to measure the thickness of the cutting blade accurately.

The measurement error in the thickness and length of the cutting blade with different rotation angles of the proposed curvature-based binarization method was found to be considerably lower than that of the Otsu method.
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