Attention Biasing and Context Augmentation for Zero-Shot Control of Encoder-Decoder Transformers for Natural Language Generation

Devamanyu Hazarika 2*, Mahdi Namazifar 1, Dilek Hakkani-Tür 1
1 Amazon Alexa AI
2 National University of Singapore
hazarika@comp.nus.edu.sg, {mahdinam, hakkani}@amazon.com

Abstract

Controlling neural network-based models for natural language generation (NLG) to realize desirable attributes in the generated outputs has broad applications in numerous areas such as machine translation, document summarization, and dialog systems. Approaches that enable such control in a zero-shot manner would be of great importance as, among other reasons, they remove the need for additional annotated data and training. In this work, we propose novel approaches for controlling encoder-decoder transformer-based NLG models in zero shot. While zero-shot control has previously been observed in massive models (e.g., GPT3), our method enables such control for smaller models. This is done by applying two control knobs, attention biasing and context augmentation, to these models directly during decoding and without additional training or auxiliary models. These knobs control the generation process by directly manipulating trained NLG models (e.g., biasing cross-attention layers). We show that not only are these NLG models robust to such manipulations, but also their behavior could be controlled without an impact on their generation performance.

Introduction

Natural language generation (NLG) aims at producing fluent and coherent sentences and phrases in different problem settings such as dialog systems (Huang, Zhu, and Gao 2020), machine translation (Yang, Wang, and Chu 2020), and text summarization (Syed, Gaol, and Matsuo 2021). Most recently, the majority of the research in NLG leverages transformers (Vaswani et al. 2017) and specifically transformer decoders to generate natural language (Radford et al. 2019; Brown et al. 2020; Lewis et al. 2020). Although these statistical approaches to NLG have proven to be highly effective, their stochastic nature and complex architectures make them difficult to control in order for them to reflect any set of desired attributes in the output. These attributes could range from persona, sentiment, empathy, dialog acts for dialog response generation (Niu and Bansal 2018; Zhang et al. 2018; See et al. 2019; Madotto et al. 2020) to story ending control for story generation (Peng et al. 2018) or formality and politeness control for drafting emails (Madaan et al. 2020).

In general, being able to control an NLG model in a zero-shot fashion would be highly instrumental since such zero-shot control would not require large amounts of attribute annotated data, nor would it require any control-specific fine-tuning of the NLG model or auxiliary attribute models to guide the generation (Dathathri et al. 2020; Yang and Klein 2021). However, zero-shot control of NLG models is a non-trivial task with multiple challenges. Previous zero-shot works only control lexical constraints, like controlling token diversity or sentence length using decoding heuristics (Keskar et al. 2019; Vijayakumar et al. 2016; Holtzman et al. 2020), and thus cannot be extended to control a broader range of attributes. Furthermore, encoder-decoder transformer NLG (EDT-NLG) models are often used for grounded (or directed) NLG tasks, like dialog response generation and summarization, requiring the models to be fluent in their generation and relevant to the conditioning input. As such, adding requirements for zero-shot control during generation increases the complexity of the task as the model has to achieve the control without compromising its fluency and relevance. Given this reduced degree of freedom, balancing the trade-off between the amount of control and quality of the generations is extremely difficult, particularly since the model is trained only for the latter and introduced with the former only during inference (testing) phase.

Figure 1: Zero-Shot Controlled Generation on an Encoder-Decoder Transformer at inference time using Control Knobs. Control knobs influence the generation process such that the output has the desired attributes (e.g., asking questions).
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In this work, we explore the challenges mentioned above and introduce new zero-shot approaches for controlling EDT-NLG models. The high-level idea of our approach is to explicitly manipulate the transformers within the already trained EDT-NLG models to achieve the desired attributes at generation time (see Fig. 1). More specifically, we introduce two control knobs, attention biasing and context augmentation, that could be used to control the generation of EDT-NLG models in zero shot. The attention biasing knob modifies the attention paid to different parts of the context provided as input. This is done by directly manipulating the cross-attention distributions generated by the EDT-NLG model during inference. As context often comprises multiple components (examples in dialog systems include different speaker turns, knowledge snippets, knowledge graphs, images, etc.), we demonstrate that biasing attention towards specific components reveals predictable control on the model’s generations. Crucially, we find this control in zero shot, directly at inference time.

On the other hand, the context augmentation knob works by introducing additional context on the encoder side. This enables the model to condition upon additional attributes that are not part of the original context, such as sentiment, style, topics, etc. Similar to the attention biasing, the model is not trained to condition on these novel contexts and instead introduced in a zero-shot manner directly during inference. As the word “knob” suggests, the design of our control knobs is very flexible and allows varying degrees of control.

In summary, our contributions are as follows:

- We empirically show that manually interfering with cross-attention distributions within already trained transformers does not derail the model’s generative capabilities, and we can leverage this robustness to control the behavior of these models in zero shot.
- We propose two control knobs that can control EDT-NLG models during generation in a zero-shot manner, i.e., without control-specific training, using any attribute discriminator, or gradient-based optimization during inference.
- We demonstrate that by combining the knobs, we can achieve zero-shot control on even small transformer models like BART base (Lewis et al. 2020). Such zero-shot control was previously observed only in huge transformer models like GPT3 (Brown et al. 2020).
- We apply the proposed control knobs to the Knowledge-Grounded Neural Response Generation (K-NRG) task and find that these control knobs can manifest a wide variety of attributes in zero shot, that includes improving informativeness, inquisitiveness (asking engaging questions), positive sentiment of the responses, amongst others.

### Related Works

Numerous works in the literature focus on controlling NLG models (Prabhumoye, Black, and Salakhutdinov 2020), which fall under two major categories. The first category focuses on using data annotated with the desired attributes to train the NLG model such that it can generate with the same attributes (Keskar et al. 2019; Wu et al. 2020; Smith et al. 2020; See et al. 2019; Rashkin et al. 2021). The drawback of this approach is that for every set of attributes, annotated datasets are required, which makes the approach difficult to scale. The second category of approaches achieves the desired control either using attribute discriminators (generative (Krause et al. 2020) or discriminative (Yang and Klein 2021)) or bag-of-words that are indicative of the attributes (Ghazvininejad et al. 2017; Baheti et al. 2018; See et al. 2019). However, these decoding strategies have been observed to be brittle, particularly for tasks like dialog response generation (See et al. 2019). Another set of approaches within this category, namely Plug-and-Play Language Models (PPLM) (Dathathri et al. 2020) leverage gradients of auxiliary models that can detect the desired attributes. In these methods, training auxiliary models still require annotated data that could be expensive to acquire. Moreover, PPLMs are computationally expensive as they employ gradient updates for each token during generation.

In contrast to the above categories, the goal of this work is to control NLG in zero shot. Along this goal, prompt-based approaches have been proposed that prime massive language models, like GPT-3 (Brown et al. 2020), with few-shot supervised examples of a specific task. Recently (Schick and Schütze 2020) enabled such behavior in smaller models, however not in the zero-shot setting. To the best of our knowledge, there is no work in the literature focused on controlling the output within a grounded NLG task (Wu et al. 2020) in a zero-shot setting.

### Zero-Shot Control Knobs for NLG

Fig. 2 describes an EDT-NLG model $\pi_\theta$ with trained parameters $\theta$ and conditioned on an input (or context) $x$. The model first encodes this input and computes the encoded context (enc$(x)$). The decoder then generates the output $y$ by sampling one token at a time in an auto-regressive manner, i.e., $\tilde{y} \sim \pi_\theta(y|x)$, and grounds the output to the encoded context using a cross-attention mechanism. Now, generating with additional desired attributes, e.g., positive sentiment, could be interpreted as introducing an additional condition $c$ to the sampling process. The control knobs introduced in this work (attention biasing and context augmentation) manually modify $\pi_\theta$ to $\tilde{\pi}_g$ during generation, such that samples from $\tilde{\pi}_g(y|x, c)$ on average manifest the desired attributes significantly more than samples from $\pi_\theta$. Note that throughout this process, $\pi_\theta(y|x, c)$ is never trained.

#### Attention Biasing

Consider the cross-attention layer in the decoder of an EDT-NLG model. At generation time step $t$, the decoder attends to the encoded input in the following manner: the query vector is first multiplied by the key matrix, and the result goes through a Softmax operation that outputs a discrete probability distribution, that is referred to as attention distribution. Attention distribution is then used (through multiplication with the value matrix) to determine, in some sense, how much attention should be paid to each one of the attention context tokens (Daniluk et al. 2017). The idea of the attention biasing knob (ATTN. BIAS) is forcing an attention...
Figure 2: Control knobs for zero-shot controlled NLG: attention biasing and context augmentation knobs. Right part of the image depicts the attention biasing knob for cross-attention. Values 1 and 5 are example bias values. Best viewed in color.

module to attend to some parts of its context more (or less) than it normally would. For example, in the task of dialog response generation,

perhaps the input might include a knowledge snippet in addition to conversation history and we would like the generated response to fully incorporate the knowledge snippet. This is done through the ATTN. BIAS knob by directly adjusting the attention distribution in cross-attention of EDT-NLG models.

The ATTN. BIAS knob works through element-wise multiplication of a bias vector with the attention distribution and then normalizing the results so that the outcome is still a probability distribution (referred to as biased attention distribution). As an example, in Fig. 2 (right part), the cross-attention context has two parts, and the attention process is biased by multiplying the attention to the first part by some value (for example, 5) and then normalizing the outcome to retrieve a probability distribution\(^1\). This particular example emphasizes the first part of the context over the second.

More formally, given embedded attention context \(C = \text{enc}(x)\), attention matrices \(W_K, W_V, W_Q \in \mathbb{R}^{d \times d}\), and the embedding \(e_t \in \mathbb{R}^d\) for \(y_t\), cross-attention output for \(y_t\) is:

\[
\text{softmax} \left( \frac{(e_t W_Q)(CW_K)^T}{\sqrt{d}} \right) CW_V
\]

In this notation, biased cross-attention could be defined as:

\[
\mathcal{N} \left( b_t \odot \text{softmax} \left( \frac{(e_t W_Q)(CW_K)^T}{\sqrt{d}} \right) \right) CW_V,
\]

where function \(\mathcal{N}\) normalizes a given positive vector to have the element-wise sum of 1, \(b_t\) is the bias vector at time step \(t\), and \(\odot\) represents element-wise vector multiplication.

Training with biased attention modules has been employed in tasks like machine translation, to achieve focused attention (Luong, Pham, and Manning 2015; Yang et al. 2018; You, Sun, and Iyyer 2020; Shaw, Uszkoreit, and Vaswani 2018). However, these works do not employ bias in a zero-shot setting. Zero-shot biases have been studied in the probing literature to understand the influence of attention on model’s classifications (Serrano and Smith 2019), but to the best of our knowledge, zero-shot attention biasing for controlled generation is an unexplored avenue.

Note that in this work vector \(b_t\) is not a learned parameter, and it is set manually. For applications like dialog responses, higher-level planners or dialog managers (Hedayatnia et al. 2020; Rashkin et al. 2021) could be responsible for determining the value of \(b_t\). However, here we dedicate our focus on establishing the feasibility of controlled generation through attention biasing, and leave the question of how to determine the amount of bias for future works.

Context Augmentation

In the context augmentation knob (CTX. AUG.), we apply modifications to the input of the EDT-NLG model in order to push the model to manifest the desired attributes in the generations.

We explain how the knob works through an example. Imagine that the desired attribute for the output of the model is asking a question, i.e., inquisitive generation (Fig. 1). For this, we would like to increase the likelihood of the model’s output towards including a question. To this end, we first sample a set of question sentences (e.g., by choosing sentences that end with a question mark) from any text corpora.

\(^1\)Our initial experiments also explored biasing the decoder self-attention in zero shot, but we found that it degenerates the output text. Deeper dive into biasing decoder self-attention in zero shot is out of the scope of this work.
Did you know that a seahorse is the only fish to have a neck?

Do you use it as well for your browser?

By the way, do you like Fish?

What time did they leave?

Did you know Bruce Lee was a cha cha dancer?

Did you know Tupac was a ballet dancer?

We call these sentences control phrases. We then feed each control phrase to the encoder of the EDT-NLG model to get an embedding for it. We then take the average of these embeddings across all control phrases, which we refer to as control code and we denote it as \( C \). The control code \( C \) is then concatenated (\( \oplus \)) to the encoded context: \( C \oplus \text{enc}(x) \), as shown in Fig. 2. \( C\oplus \text{enc}(x) \) is then used (attended to) by the decoder. Note that without \( \text{CTX. AUG. knob} \), the decoder uses only \( \text{enc}(x) \) at generation time. The overall process of generating control codes is illustrated in Fig. 3.

The control code, inspired from prototypes (Snell, Swersky, and Zemel 2017), is designed to capture the shared concepts among the control phrases. The role of averaging in creating control codes is to maintain the shared concepts within the control phrases and smoothing out other concepts, such as topic.

**Experiments**

The control knobs introduced in this paper could be generalized to any EDT-NLG model for any grounded NLG task. For example, the ATTN. BIAS knob is generic to any attention mechanism within or outside of a transformer-based architecture and could be utilized in other attention-based applications such as vision and multi-modal problems in zero shot. With that being said, to demonstrate the efficacy of the control knobs, we focus on a specific family of NLG tasks, namely knowledge-grounded open-domain Neural Response Generation (K-NRG).

**Preliminaries**

For the K-NRG task, we train an EDT-NRG model \( \pi_{\theta} \) (without control-specific training). At every turn, the input dialog context \( x \) comprises of the previous dialog turns \( h \), concatenated to the knowledge snippet \( k \), i.e., \( x = \langle k, h \rangle \) (refer to Table 3 for an example of \( h \) and \( k \)). The decoder is prompted with \( \langle s \rangle \) token and in an auto-regressive manner generates one token \( y_{t+1} \) at a time until a special end-of-sentence token is generated, i.e., \( y_{t+1} \sim \pi_{\theta}(y|k, h, y_1, \ldots, y_t) \).

**Data Setup.** For our experiments, we use the Topical-Chat dataset (Gopalakrishnan et al. 2019) which includes dialogues between two Mechanical Turkers. Similar to related works in the literature (Hedayatnia et al. 2020; Rashkin et al. 2021), we assume that for each dialog context, the knowledge snippet is available, which is retrieved using TF-IDF similarity to the ground truth response. We evaluate the efficacy of the control knobs over the two frequent and rare test sets from the Topical-Chat dataset.

**Model Setup.** For the NRG model, we use BART-base as the pre-trained EDT model (Lewis et al. 2020). We choose the smaller model, as it is more difficult to achieve zero-shot control in smaller models (Schick and Schütze 2020). Additionally, smaller models are more economical with a much less carbon footprint.

**Input Setup.** The input to the K-NRG problem comprises of a knowledge snippet \( k \) and the dialog history \( h \) which has the last five turns in the dialog, with respect to the response. We assign a fixed number of tokens for each sentence in the input, and infill with empty pads if required. In particular, for \( k \) we provide 32 tokens and 25 tokens for each turn in \( h \).

The overall dialog context starts with the special token \( \langle s \rangle \), followed by \( k \). Next, we include the dialog history, whose turns use alternate start symbols: \( \langle \text{speaker1} \rangle, \langle \text{speaker2} \rangle \). Overall, our input to the model (dialog context) is composed of 163 tokens (33 knowledge tokens plus 26 turn tokens for each of the 5 turns).

**Training and Inference.** We train the BART-base model with maximum likelihood-based training using ground-truth human responses – this process does not use any control knobs. We train for a maximum of 10 epochs with early stopping (patience = 1 on average perplexity of validation set). We train with a batch size of 5, gradient accumulation of 4, and learning rate of \( 6.25e-5 \). For inference, we follow (Hedayatnia et al. 2020) and utilize nucleus sampling (Holtzman et al. 2020) with a top-p value of 0.9. Top-k is set to 0 and temperature is set to 0.7. The maximum length of the responses is set to 40 tokens.

**Goals of the Experiments.** The goals of our experiments are two-fold. First, we examine whether the proposed control knobs effectively control the generation as per the desired attributes. Second, we examine whether applying the knobs would cause negative impacts (trade-offs) on the generation output. Specifically, we examine the impact of the control knobs on fluency and relevance of the generated response. In the literature, fluency refers to the grammatical and syntactical correctness of generated responses, and relevance refers to appropriateness of a response given the history of the dialog (See et al. 2019; Shin et al. 2019; Rashkin et al. 2019). We repeat our experiments across five runs to account for variability in the token sampling procedure.

**Attention Biasing Experiments**

In this section, we study the effects of applying cross-attention biasing for zero-shot control of informativeness in generated responses for the K-NRG task. We apply the
ATTN. BIAS knob to the cross-attention modules of an EDT-NRG model fine-tuned on Topical-Chat.

Given a dialog context \( x = (k, h) \), the bias vector at generation time step \( t \) could be represented as \( b_t \), which is the concatenation of two bias vectors \( b^k_t \) and \( b^h_t \) (see Fig. 2):

\[
b_t = [b^k_t; b^h_t] \quad s.t. \quad b^k_t = \left[ (b^k_t)^{x|k} \right], \quad b^h_t = \left[ (b^h_t)^{x|h} \right],
\]

where, \( |k| \) and \( |h| \) represent the total number of tokens in knowledge and dialog history, respectively. For example, if \( k \) has 3 tokens and \( h \) has 4 tokens, and at time step \( t \) we give attention bias value of 5 to knowledge (\( b^k_t = 5 \)) and 1 to dialog history (\( b^h_t = 1 \)), then \( b_t = [5, 5, 5, 1, 1, 1, 1, 1] \). Following this notation, we design three different biasing profiles to explore the extent of control we achieve from biasing cross-attention:

a) **Dialog**: for all generation tokens, the cross-attention is always biased towards the dialog history i.e., \( b^k_t < b^h_t \), \( \forall t \).

b) **Knowledge**: opposite to Dialog profile, here cross-attention is biased towards knowledge \( k \), i.e., \( b^k_t > b^h_t \), \( \forall t \).

c) **Gradual Knowledge**: In contrast to these extreme biasing profiles, we also explore a more practical profile that is motivated from the typical nature of human conversations, where it often is appropriate to start the response by addressing the last utterance of the other party, before introducing new information. In this third profile, decoder cross-attention is initially biased more towards the dialog history, and as the generation time step progresses, the biasing gradually shifts towards the knowledge snippet (see Fig. 4). In particular, through the time steps, knowledge bias value \( b^k_t \) increases linearly (with slope \( s \)) from 0 up to a certain threshold and dialog bias is kept constant. Similar to earlier, we set \( \max(b^k_t) = 5, b^h_t = 1 \), and \( s = 0.5, \forall t \).

To evaluate the responses for the dialog context \( (k, h) \), we setup both automatic and human evaluations to measure the responses’ informativeness, fluency, and relevance.

**Automatic Evaluation.** For informativeness we use BLEU, ROUGE, and METEOR to compare a generated response with the provided knowledge snippet \( k \) (instead of ground-truth human response); and for fluency we use perplexity with respect to human response (PPL). Also for relevance we use BERTScore, (Zhang et al. 2020).

**Human Evaluation.** For fluency, the annotators are asked to make a yes/no decision on the question “Does the language of the response seem correct?” To evaluate the relevance of responses, we follow prior works (Shin et al. 2019; Rashkin et al. 2019), ask annotators the following question: “Regardless of its factual correctness, how appropriate is the response to the conversation?”. For informativeness we define a new taxonomy (see Table 2) to capture the amount of manifestation of provided knowledge in the response. Given a response, the annotators are asked to assign relevance and informativeness scores on Likert scale of 1-5.

Here, we note that the relevance metric is not as well defined as other metrics. To ensure correct annotations, we deviate from prior work by explicitly adding the phrase “Regardless of its factual correctness” to highlight the annotators that relevance is not associate with factual correctness.

### Table 1: Effect of ATTN. BIAS control knob on the informativeness of responses for the Topical-Chat frequent and rare test sets.

| Knob    | Bias Profile  | Fluency | Relevance | Informativeness |
|---------|---------------|---------|-----------|-----------------|
|         |               | PPL \(_r\) | Human Eval | BERTScore \(_r\) | Human Eval | BLEU \(_r\) | ROUGE \(_r\) | METEOR \(_r\) | Human Eval |
|         |               | Freq | Rare | [0, 1] | Freq | Rare | [1, 5] | Freq | Rare | [1, 5] | Freq | Rare | [1, 5] | Freq | Rare | [1, 5] |
| Base Model |              | 9.66 | 9.88 | 0.796 | 0.27 | 0.27 | 3.76 | 0.09 | 0.16 | -   | 0.03 | 0.10 | 0.13 | 0.20 | 0.16 | 0.26 | -   |
| ATTN. BIAS | Dialog | 10.15 | 10.39 | -   | 0.24 | 0.24 | -   | 0.14 | 0.26 | 0.10 | 0.13 | 0.20 | 0.28 | 0.38 | 0.36 | 0.49 | 3.84 |
|          | Knowledge    | 10.20 | 10.59 | 0.786 | 0.27 | 0.27 | 3.81 | 0.13 | 0.22 | 0.26 | 0.34 | 0.34 | 0.45 | 3.80 | -   | -   | -   |
|          | Gradual-     | 10.03 | 10.38 | 0.788 | 0.27 | 0.27 | 3.83 | 0.09 | 0.16 | 0.22 | 0.28 | 0.36 | 0.43 | -   | -   | -   |

These two profiles mimic a gating strategy between knowledge or dialog history. For the experiments, we instantiate particular profiles where the larger bias is 5x the smaller bias, i.e., \((b^k_t, b^h_t) = (1, 5)\) or \((5, 1)\), for Dialog and Knowledge biasing profiles, respectively.
and could be opinions, personal recollections or similar subjective content. Another issue in relevance metric is the risk of humans assigning high relevance to potentially irrelevant responses like “I don’t know”. In examining the models outputs we do not see such trends in the generated responses.

We utilize Amazon Mechanical Turk as the annotation platform and appoint three annotators per response sample across all model variants. To ensure high quality for annotations, we opt for annotators that are familiar with dialog evaluation and have a high overall performance as Turkers (95% or higher approval rate and more than 5000 approved HITs). We randomly sample 200 dialog instances from the combined test sets of frequent and rare splits in Topical-Chat (100 each), where each instance has the dialog history \((h)\) with five dialog turns and the provided knowledge snippet \((k)\). However, we notice that the top-selected knowledge snippet for a particular dialog context may not always be entirely relevant for the response. This would affect the human evaluations for informativeness as we specifically ask the annotators to prefer responses where facts from the knowledge snippet is manifested in generated response. Thus, we first filter the test sets before sampling the 200 instances. Specifically, we calculate the ROUGE metric between the knowledge snippet and the human response, and only consider the set of dialog contexts that have a higher value than the mean ROUGE value of 0.2\(^4\). This filtration ensures that the knowledge snippet is relevant to the dialog context and, as a result, can be a good test bed for measuring informativeness.

**Inter-Annotator Agreement (IAA).** For fluency, relevance, and informativeness, the respective IAA using Krippendorff’s alpha are as follows: 0.545, 0.354, 0.373. As relevance and informativeness are scored on a wider scale of 1 to 5, we categorize this 5-scale Likert scale into three bins comprising the values \([1,2]\), \([3]\), and \([4,5]\). As seen in the IAA values, we achieve high agreements for fluency. For relevance and informativeness, our IAA scores are similar to (Hedayatnia et al. 2020) where the annotations were on a ranking-based format and not Likert-based. It is known in the literature that Likert-based annotations, due to factors like personal bias of annotators, are prone to have lower IAA scores (Van Der Lee et al. 2019). Having said that, we choose this process as it provides a good average value of each model variant (Khashabi et al. 2021).

**Results.** Table 1 summarizes the results of applying ATTN. BIAS for controlling the informativeness of generated responses.

From the informativeness columns, we can see that using the ATTN. BIAS knob for biasing the cross-attention towards dialog (Dialog profile) causes the automatic metrics (BLEU\(_k\), ROUGE\(_k\), and METEOR\(_k\)) to drop, indicating that the provided knowledge is less incorporated in the responses, as expected. On the other hand, when the bias is towards the provided knowledge snippet, we see that these metrics are significantly higher compared to the base model. This trend also appears in the human evaluation, where the informativeness scores are significantly higher. Specifically, we see that using the bias profile “Knowledge”, the human evaluation score for informativeness is 3.84, which is statistically significantly larger than the base model’s 3.43.

Regarding fluency and relevance, while we see a slight increase in perplexity as the model is biased with different profiles, the human evaluations do not show any statistically significant difference between the models. This indicates that the ATTN. BIAS knob is able to generate more zero-shot informative responses without a negative impact on the fluency and relevance of the responses, hence balancing the trade-off. Table 3 presents example responses from the model with the different biasing profiles showing a varying amount of informativeness in their generations.

**Significance Tests.** Comparing the mean statistics of the variants, we perform statistical significance tests between all the variant pairs using the Tukey’s HSD test (Table 4). We find that compared to the base model (no control knobs applied), none of the controlled variants have fluency or relevance scores that are statistically significant in difference. In contrast, all the knowledge-oriented variants achieve statistically significantly higher informativeness scores. This highlights that the variants are able to improve on informativeness without compromising on fluency and relevance.

**Choosing the bias value.** We experiment with a range of biasing values, that include \([1,2,5,10,50]\), to see their efficacy towards improving the informativeness of a response. Table 5 demonstrates that in the vicinity of 2 to 10, as the bias value increases, the informativeness of the responses increases without significant degradation to its fluency. However, using an extreme biasing value like 50 practically means only attending to the provided knowledge and ignoring the dialog history. This results in deterioration of fluency of generations (PPL\(_r\) = 12.23). As a result, we choose to use the biasing value of 5 in all the experiments and find it to achieve desired improvements in control without hurting fluency and relevance. In the future, we would like to go beyond human priors and automatically set the bias value. One trivial solution for this is to consider the bias as a learnable parameter so that the model can set its value during infer-

| Taxonomy |
|----------|
| 1        | Does NOT include anything from the provided knowledge and does NOT provide any facts. |
| 2        | Does NOT include anything from the provided knowledge but includes some other facts or opinions (made up or not). |
| 3        | Includes some words from the provided knowledge, but makes up facts. |
| 4        | Indirectly uses provided knowledge, without making up facts. |
| 5        | Directly uses provided knowledge, without making up facts. |

Table 2: Proposed taxonomy to evaluate informativeness in responses. We prioritize knowledge-oriented responses (Levels 2-5 vs. 1). Within levels 2-5, we prefer responses that adhere to the provided knowledge (4,5) over responses that mention hallucinated facts (2,3).
This section studies the feasibility of the zero-shot framework that is the focus of this work. To check if the results generalize for other desired attributes, we further experiment on generating positive sentiment, feedback dialog acts, and fine-grained questions.

Generating questions is an essential skill towards making dialogs more inquisitive and improving their engagingness with the user (See et al. 2019). For applying the CTX. AUG. knob to generate questions, we randomly sample 1000 questions from the Topical-Chat training set and use them as control phrases. We then generate the control code by averaging the control phrases encoded using a pre-trained BART encoder.

We also experiment with combining the CTX. AUG. knob with ATTN. BIAS knob. Regarding attention biasing, unlike the previous section, the embedding of dialog context \( x = (k, h) \) in this section is prepended with the control code \( c \). As a result, the new dialog context could be thought of as \( x' = (c, x) = (c, k, h) \), with the overall context representation being \([C \oplus \text{enc}(x)]\). We use two values \( b^k_3 \) and \( b^k_6 \) to define the bias vector \( \mathbf{b}_6 \) of the ATTN. BIAS knob. Here \( b^k_3 \) biases the control code and \( b^k_6 \) biases the original dialog context \( x = (k, h) \). We use the profile where \((b^k_3, b^k_6) = (5,1)\) for all \( t < 6 \) and \((b^k_3, b^k_6) = (1,1)\) for \( t \geq 6 \), which means that the cross-attention is biased towards the control code for the first six decoder time steps\(^3\), while there is no cross-attention biasing for the remaining time steps.

**Evaluation.** As the initial and ending parts of a dialog typically include greetings and salutations and might not be appropriate to enforce control, we avoid using the complete test set. Instead, we collect a subset of samples from the Topical-Chat test sets by focusing on more central turns in the dialog. We randomly sample 200 dialog contexts (100 from each frequent and rare splits of the test set and sized equivalently to the human evaluation setup) where each context comprising of five previous dialog turns and use this consolidated test set to evaluate the efficacy of the control knobs. For that, similar to (See et al. 2019), we use “?” as an indicator for questions and count the percentage of responses that contain a question. We also measure fluency and relevance through human evaluations similar to Attention Biasing evaluation.

**Results.** Table 6 summarizes the results of biasing the responses towards questions. The first row of this table represents the base case where no biasing knob is applied. From the numbers, one could note that the fluency and relevance, both evaluated by human annotators, do not statistically significantly change as a result of these knobs (Table 7).

In terms of the number of questions generated, we can see that using CTX. AUG. alone does not generate more questions than the base case (row None). However, when this knob is combined with the ATTN. BIAS knob, the number

---

\(^3\)Here, 6 is arbitrarily set to instantiate a biasing profile whose attention distribution for the initial generation tokens are biased towards the control code and for the remaining tokens there is no bias. The results also hold for other values near 6, such that the mentioned bias profile structure is maintained.
of questions generated is larger (6.1% absolute increase). This indicates that while CTX. AUG. knob is necessary to guide the model towards the desired attribute, it is not sufficient. Combining it with ATTN. BIAS is key for the CTX. AUG. knob to work. We find similar trends for control over dialog acts and sentiment in next section. This result also has implications on how incorporating ATTN. BIAS could help zero- or few-shot prompting for smaller models (Schick and Schütze 2020).

**Error Analysis.** Through these experiments we find that controlling attributes beyond the original context is more challenging compared to the case where the control objective is over the provided context (see informativeness experiments). In fact, our experiments revealed that although increasing the intensity of the knobs beyond the settings in Table 6 does increase the number of questions, it comes at the cost of lower relevance.

**Effect of Number of Control Phrases.** Table 8 explores the effect of the number of control phrases on the control quality. Similar to previous results, we see that CTX. AUG. alone is not effective, but when combined with ATTN. BIAS, it shows a significant increase in the number of questions generated. Overall, no discernible pattern could be concluded regarding the impact of the number of control phrases on the number of questions.

**Effect of Source of Control Phrases.** Table 9 shows that there is no significant difference between the two sources (Topical-Chat and SQuAD (Rajpurkar, Jia, and Liang 2018)) of control phrases in terms of the final number of generated questions, which suggests that the source of control phrases might not be an important factor, particularly for questions. Moreover, this could also be due to the smoothing-out of domain-specific features from the averaging operation in the CTX. AUG. knob.

**Control for Other Attributes**

Next, we show that the control knobs introduced in this work could be used for generating responses with other desirable attributes in K-NRG settings. We first look at generating specific dialog acts. For that, we consider the feedback dialog act, such as “Yeah that’s right” or “That’s pretty extreme”, etc., that acknowledges the previous turn in the dialog and improves the overall dialog flow. We also study the ability of the control knobs to control semantic attributes like generating positive responses.

**Fine-Grained Questions.** To evaluate the control over fine-grained questions, we choose different question types (Hedayatnia et al. 2020) that include PropQ (Yes-no questions; e.g. Do you like it?), ChoiceQ (Or-questions; e.g. Or would you go there instead?), and SetQ (Wh-questions; e.g., What is your name?).

For control phrases, we sample the most frequent phrases of these question types from the training set and curate small control sets of these questions’ prefixes. For example, for PropQ, we curate prefixes that include “Do you like”, “Do you know”, “Have you ever”, “Are you a”, etc. By choosing curated phrases, we aim to show that we can achieve control even with a minimal set of control phrases; and also, there is no particular requirement for the control phrases to be well-formed questions. Future work might explore whether the control phrases can be automatically generated as done for classification tasks (Shin et al. 2020).

The results are summarized in Table 10. We can see that generating PropQ and SetQ questions could be accomplished by using control knobs. The control knobs, however, fail to generate ChoiceQ questions. One reason for this could be that such questions are quite rare in the training set of the Topical-Chat, and as a result, the model has not learned...
In this work, we proposed novel approaches to controlling EDT-NLG models based on two control knobs. We found that the transformer models were robust to these knobs, and their biases did not derail the model’s generation quality. Building on this observation, we designed manual interventions that provided predictable control on a variety of attributes. Notably, we found that the combination of the proposed knobs leads to the most favorable results. Specifically, applying the CTX. AUG. knob alone would result in little to no control in the generation process. However, when combined with the ATTN. BIAS knob, it would significantly improve the positivity of the responses using our knobs. Table 12 presents examples for the fine-grained control, i.e., generating as per the control code. It only fails in ChoiceQ, where conditioning with ChoiceQ increases the robustness and controllability of the control knobs, in the future, we plan to train models that can jointly plan the control goals and generate constructive comments.
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