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Abstract. The constant pressure water supply control system is nonlinear and hysteretic, which makes the control problem difficult to solve. In order to achieve accurate closed-loop control of water supply pressure, this paper designs ACLABC-PID controller based on improved Artificial Bee Colony algorithm. First of all, in view of the slow convergence speed and easy to fall into the local optimum of the ABC algorithm, an adaptive comprehensive learning strategy of the ABC algorithm (ACLABC) is proposed. The algorithm adopts the learning strategy of learning from other excellent individuals and global optimal individuals, enriches the diversity of the population, adaptively and gradually reduces the search area, and effectively eliminates the defects of easily falling into local extremum and slow convergence in the later stage. ACLABC algorithm takes both local development and global exploration into account, which improves the convergence speed and accuracy of the algorithm. Then, the ACLABC algorithm is applied to the PID control parameter optimization of constant pressure water supply, and compared with the ABC-PID controller and the critical proportion method PID controller, the simulation results show that the ACLABC-PID controller significantly improves the dynamic and steady performance of the system.
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1. Introduction
Constant pressure water supply system is a typical nonlinear and hysteretic system, and PID control is often used. Because of its simple principle, good robustness and high reliability, PID control is widely used in process control and motion control, generally, the controller cannot achieve the desired effect of constant pressure difference in the actual operation [1]. Conventional PID parameter tuning usually includes engineering tuning and theoretical calculation analysis [2]. The engineering setting method is mainly based on engineering experience and has great trial and error. The theoretical calculation method relies too much on the mathematical model of the system, which requires a full grasp of the system mechanism. The emergence of bee colony algorithm provides another way for PID parameter optimization [3-6]. In 2005, Turkish scholar karaboga proposed the artificial bee colony algorithm [7]. Because of its simple structure, easy implementation, less control parameters, simple calculation and other advantages, it has been widely concerned by scholars at home and abroad, and has been applied
to solve problems in the real world [8]. Artificial bee colony algorithm has been widely used in
communication field [9-10], signal and graphics processing field [11-14], control field [15-17],
power system field [18-19], etc. Although the basic artificial bee colony algorithm has many advantages, it also
has some defects, such as slow search speed, premature convergence and easy to fall into local optimal
solution. In view of these deficiencies, some scholars have made improvements. Zhu et al. [20] proposed
a GABC algorithm using global optimal information to guide search, which enhanced the development
ability of the algorithm, but this reduced the global optimization ability of the algorithm to a certain
extent. The reinforcement mutual learning bee colony algorithm proposed by Luo Hao et al. [21]
enhances the development ability, but it ignores social experience and fails to converge to the global
optimal faster. Bee colony algorithm has strong coordination ability, but weak learning ability.
Designing new learning strategies is a promising improvement method [22]. In order to further improve
the performance of artificial bee colony algorithm, inspired by particle swarm algorithm [23], this paper
designs an adaptive comprehensive learning strategy artificial bee colony algorithm. Bees further
improve the search ability and development ability of the algorithm by learning the experience of the
better individual and the optimal bee. The improved bee colony algorithm is applied to the parameter
optimization of water supply PID control, which provides a new idea and method for improving the
performance of constant pressure water supply control.

2. Basic artificial bee colony algorithm (ABC)
ABC algorithm is a swarm intelligence algorithm proposed by imitating the honey gathering process of
bee colony. Through role transformation, three kinds of bees, i.e. bee gatherer, observation bee and
reconnaissance bee, work together to complete the search of high-quality honey source [24]. The
honeybees collected nectar in the search space and recorded the abundance of the nectar source. The
observation bees chose to follow the bees according to roulette strategy, and mined nectar near their
neighborhood. When the honey source is exhausted, the honeybee becomes a scout bee, and chooses a
new honey source randomly, so it circulates continuously until the optimal honey source is found. In
practical engineering optimization problems, the location of honey source represents the feasible
solution, and the richness of honey source represents the quality of solution, which is called fitness.
Firstly, ABC algorithm initializes the population containing N bees according to formula.

\[ x_i^j = x_{\text{min}}^j + \text{rand}(0,1)(x_{\text{max}}^j - x_{\text{min}}^j) \]  

In formula (1), \( i = 1, 2, 3, \ldots, N \), \( N \) is the number of bees, which is also the number of honey source
(feasible solution). The value of \( j \) is \{1, 2, \ldots, D\}, and \( D \) is the number of optimization parameters. Then,
according to the memory information, honeybees search in the limited field according to formula (2)
and generate new honey source. By comparing the adaptability of the new and old honey sources, the
honey source with high adaptability is selected as the present honey source.

\[ v_i^j = x_i^j + \text{rand}()(x_i^j - x_k^j), k \neq i \]  

In formula (2), \( x_i \) is the old honey source, \( v_i \) is the new honey source, \( x_k \) is the nearby honey source
randomly selected, and \( \text{rand}() \) is the random number in [-1, 1]. The higher the adaptability of honey
source, the greater the probability of selection by observed bees. After choosing the honey source, the
observation bee will exploit the honey source nearby as the honey bee, and the new honey source will
replace the old honey source according to the greedy criterion.

\[ p_i = \frac{f_i}{\sum_{n=1}^{N} f_n} \]  

In formula (3), \( f_i \) is the fitness function value corresponding to the \( i \)-th honey source, and \( p_i \) is the
probability of the observation bee to select the \( i \)-th honey source. Finally, when the corresponding nectar
source is exhausted, the honeybee is converted into a scout bee, and a new position is generated according to formula (4). If the stop condition is satisfied, the optimal fitness value and the corresponding feasible solution are output, otherwise, the new search is started again.

\[ v_i^j = x_{\text{min}}^j + \text{rand}(0,1)(x_{\text{max}}^j - x_{\text{min}}^j) \]  

(4)

3. ACLABC Algorithm

3.1. Comprehensive Learning Strategy

The search strategy used by bees in the process of searching honey source, that is, the method of generating new solutions in the solution space directly determines the search efficiency and quality. In ABC algorithm, the honeybee produces a new solution according to formula (2), which can be understood as the process that the bee learns from the neighboring bee. However, the selection of the nearby bee is random, which leads to low search efficiency and possible loss of useful information. Moreover, honeybees only learn from a single dimension at a time, which limits the search range to a certain extent, affects the diversity of the population, and easily leads to the algorithm falling into local optimization. Aiming at the defects of the search strategy in the original algorithm, this paper proposes two improvements. On the one hand, aiming at the random learning from the nearest neighbor in ABC algorithm, learning from the relatively optimal individual is replaced. Combined with the social information sharing mechanism of particle swarm optimization (PSO), the social experience of the global optimal individual is introduced, that is, the improved ABC algorithm learns from both the better individual and the optimal individual at the same time. The new individual is generated as formula (5), in which the experience of other better individuals is used to improve the global convergence performance of the algorithm.

\[ v_i^j = x_i^j + c_1 \phi (x_i^j - x_d^j) + c_2 (1 - \phi) (x_g^j - x_i^j) \]  

(5)

In formula (5), \( x_g \) is the optimal individual, \( \phi \) is the random number within \((0, 1)\), \( c_1 \) and \( c_2 \) are learning factors, \( x_d \) is the better neighboring nectar source (i.e. the individual with high fitness is selected from two randomly generated individuals). On the other hand, multiple dimensions are used to learn at the same time. \( j \) is selected from 1 to \( D \) in turn. According to formula (5), all aspects of each dimension are learned, so as to broaden the search range and increase the diversity of the population.

3.2. Adaptive Search

In ABC algorithm, the neighborhood search direction of bees and observation bees is not strong, which cannot guarantee the global search in the initial stage, and the late search is easy to fall into local optimization, which cannot achieve the overall performance of the algorithm. In this paper, the strategy of adaptive adjustment of search space is introduced. The basic idea is that the search area changes from large to small, and the search area is gradually reduced according to the results of each optimization. The larger search area in the early stage can make the poor individuals survive, enhance the diversity of the population, and achieve the purpose of global search. In the later stage, the search space is reduced to facilitate local development and accelerate the convergence of the optimal solution. The adaptive search factor \( \eta_i \) is as follows (6).

\[ \eta_i = \exp(-\text{iter}_i/\text{Maxcycle}) \]  

(6)

In formula (6), \( \text{iter} \) is the number of iteration, and \( \text{Maxcycle} \) is the maximum number of iterations.

3.3. ACLABC Algorithm

Combining the above comprehensive learning strategy and adaptive search strategy to form an improved adaptive comprehensive learning strategy bee colony algorithm (ACLABC). In ACLABC algorithm,
honeybee adopts formula (7) to generate new individuals, which can learn the experience of the better individual and the optimal individual at the same time, and adjust the search step size adaptively, so that the algorithm has strong search ability in the early stage, and guides the algorithm to converge quickly to the excellent solution in the later stage.

\[ v_i^t = x_i^t + \eta_i(c_1\varphi(x_i^t - x_d^t) + c_2(1 - \varphi)(x_g^t - x_i^t)) \]  

(7)

4. Design of ACLABC-PID in water supply control system

Constant pressure water supply system is a complex nonlinear object, it is difficult to obtain an accurate model, which can only be approximately equivalent [25]. It can be considered as a controlled object composed of inertia link, delay link and scale link. In this paper, the transfer function of equation (8) is used as the object of the water supply system.

\[ G(s) = \frac{1}{60s + 1}e^{-4s} \]  

(8)

PID parameter optimization of constant pressure water supply system is to determine the optimal value of Kp, Ki and Kd of PID controller based on a certain objective function. Therefore, by taking a set of PID controller parameters (Kp, Ki, Kd) as a food source of bee colony algorithm, the parameter setting problem of PID controller can be transformed into the optimization process of bee colony algorithm with three-dimensional vector. In order to obtain a satisfactory dynamic transition process, the performance index of absolute error time integral is used as the objective function. At the same time, considering the influence of control input, the objective function T of bee colony algorithm is selected as equation (9).

\[ T = \int_0^\infty \left( w_1 |\varphi(t)| + w_2 u^2(t) \right) dt \]  

(9)

Where \( e(t) \) is the system error; \( u(t) \) is the controller output; \( w_1 \) and \( w_2 \) are the weights.

In order to avoid overshoot, overshoot is taken as one of the optimal performance indicators. When \( e(t) < 0 \), the performance index T is formula (9), \( w_3 \) is the weight.

\[ T = \int_0^\infty \left( w_1 |\varphi(t)| + w_2 u^2(t) + w_3 |\varphi(t)| \right) dt \]  

(10)

Therefore, the PID parameter optimization of the water supply control system based on ACLABC algorithm is to take the water system as the controlled object to make the objective function T get the minimum value.

5. Simulation Experiment and Analysis

Taking the water supply model of equation (8) as the controlled object, the sampling time is \( ts = 1s \), and the controlled object is discretized. ABC and ACLABC are used to adjust PID parameters. The parameters of the two algorithms are the same, \( 0 \leq Kp \leq 50 \), \( 0 \leq Ki \leq 10 \), \( 0 \leq Kd \leq 50 \), the number of population 40, the maximum number of iterations 100, \( w_1 = 1 \), \( w_2 = 0.01 \), \( w_3 = 1 \). After running ABC and ACLABC algorithms for 20 times respectively.

In 20 times experiments, T optimal values, T worst value and T average of ACLABC are 14.2641, 14.2754, and 14.266 respectively. T optimal values, T worst value and T average of ABC are 14.3753, 21.9938, and 16.752 respectively. It can be seen that ACLABC-PID algorithm runs very stable, and it can get better performance index every time it runs. T changes little, almost no overshoot, and steady-state error tends to 0. However, the performance index of ABC-PID algorithm is sometimes good or
bad, and T index has a big difference, sometimes there is a large overshoot, and even a large steady-state error.

In the ABC algorithm, the PID parameters closest to its T-average value are Kp=6.2791, Ki=0.1191, Kd=0. In the ACLABC algorithm, Kp=6.8872, Ki=0.1143, Kd=4.8553. At the same time, the Critical proportionality method (CPM) is used for tuning, and its PID parameter is Kp = 12.63, Ki = 1.4457, Kd = 15. The step responses of the three methods are shown in Figure 1.

![Figure 1. Response of Unit Step.](image)

It can be seen from figure 1 that the setting performance of ACLABC-PID algorithm is significantly improved, there is almost no overshoot and less adjustment time.

6. Conclusions
In this paper, the adaptive all-round learning strategy bee colony algorithm (ACLABC) effectively expands the search area, increases the search path, reduces the probability of falling into the local solution, speeds up the convergence speed and improves the convergence accuracy, and has better robustness. Compared with ABC-PID and CPM-PID controller, ACLABC-PID controller has better response performance, less adjustment time and less overshoot, which verifies the feasibility and effectiveness of the algorithm.
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