Taxing the rich: recombinations and bubble growth during reionization
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ABSTRACT
Reionization is inhomogeneous for two reasons: the clumpiness of the intergalactic medium (IGM), and clustering of the discrete ionizing sources. While numerical simulations can in principle take both into account, they are at present limited by small box sizes. On the other hand, analytic models have only examined the limiting cases of a clumpy IGM (with uniform ionizing emissivity) and clustered sources (embedded in a uniform IGM). Here, we present the first analytic model that includes both factors. At first, recombinations can be ignored and ionized bubbles grow primarily through major mergers, because at any given moment the bubbles have a well-defined characteristic size. As a result, reionization resembles ‘punctuated equilibrium,’ with a series of well-separated sharp jumps in the ionizing background. These features are local effects and do not reflect similar jumps in the global ionized fraction. We then combine our bubble model with a simple description of recombinations in the IGM. We show that the bubbles grow until recombinations balance ionizations, when their expansion abruptly halts. If the IGM density structure is similar to that at moderate redshifts, this limits the bubble radii to $\sim 20$ comoving Mpc; however, if the IGM is significantly clumpier at higher redshifts (because of minihalo formation, for example), the limit could be much smaller. Once a bubble reaches saturation, that region of the Universe has for all intents and purposes entered the ‘post-overlap’ stage. Because different H II regions saturate over a finite time interval, the overlap epoch actually has a finite width. Our model also predicts a mean recombination rate several times larger than expected for a uniformly illuminated IGM. This picture naturally explains the substantial large-scale variation in Lyman-series opacity along the lines of sight to the known $z > 6$ quasars. More quasar spectra will shed light on the transition between the ‘bubble-dominated’ topology characteristic of reionization and the ‘web-dominated’ topology characteristic of the later Universe.
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1 INTRODUCTION
The reionization of hydrogen in the intergalactic medium (IGM) is a landmark event in the history of structure formation: it is the epoch at which (radiative) feedback from the first generation of sources impacts every baryon in the Universe, and thus the first time that galaxies can be said to influence the course of structure formation throughout the IGM. As such, a good deal of observational and theoretical effort has gone into understanding this era. The first – and simplest – question to answer is when reionization occurred. Currently, the observations paint a complex picture. The Sloan Digital Sky Survey (SDSS) has discovered several $z > 6$ quasars. Each shows saturated or nearly saturated absorption in the Ly$\alpha$ forest as well as a rapid decrease in the transmission at $z \approx 6$ (Fan et al. 2001; Becker et al. 2001; White et al. 2003; Fan et al. 2003, 2004). The appearance of the long-sought Gunn & Peterson (1965) absorption trough is a crucial constraint on the ionizing background of the Universe. Although the optical depth only limits the global neutral fraction to be $\bar{x}_{\text{HI}} \gtrsim 10^{-3}$ (Fan et al. 2002; Songaila 2004; Oh & Furlanetto 2005), its rapid evolution may be characteristic of the tail end of reionization (Gnedin 2000; Razoumov et al. 2002). On the other hand, measurements of the polarization of the cosmic microwave background (CMB) by the Wilkinson Microwave Anisotropy Probe (WMAP) found a high optical depth to electron scattering for CMB photons, which requires reionization to begin at $z \gtrsim 15$ (Kogut et al. 2003), albeit with large uncertainties.

A number of other observations provide additional constraints, although their interpretation is even more difficult. These include: the IGM temperature at $z \lesssim 4$ (Theuns et al. 2002; Hui & Haiman 2003), which suggests relatively late reionization; detailed modelling of the proximity zones around $z > 6$ quasars (Wyithe &
Ly $\alpha$ (mean) Ly $\beta$ing background at these lines of sight. Both therefore show large jumps in the ionization fraction in the transmission over such large scales, on which density fluctuations are deeply intertwined. Disentangling them requires new methods to study the high-redshift Universe.

Fortunately, the existing quasar data hint at one promising direction: the two best-studied lines of sight contain remarkable differences (e.g. Becker et al. 2001; White et al. 2003). SDSS J1030 + 0524, at $z = 6.28$, shows completely saturated absorption from $z \approx 5.97$ to 6.18 in all the Lyman transitions. This places a lower limit on the (mean) Ly $\alpha$ optical depth $\tau_\alpha > 9.9$ (at the 2$\sigma$ level). In contrast, SDSS J1148 + 5251, at $z = 6.42$, shows a single transmission feature in Ly $\alpha$ at $z = 6.08$, a number of obvious transmission gaps in Ly $\beta$ over $z = 5.95$–6.18, and a faint continuum in Ly $\alpha$, Ly $\beta$ and Ly $\gamma$ over $z = 6.18$ to 6.33. While at first attributed to contamination by a $z = 5$ interloper, Oh & Furlanetto (2005) and White et al. (2005) recently demonstrated that both the continuum and the spikes are true transmission from the $z \sim 6$ IGM. Oh & Furlanetto (2005) used the Ly $\gamma$ trough to place an upper bound on the effective Ly $\alpha$ optical depth at $z = 6.2$–6.3 of $\tau_\alpha < 15.4(2\sigma)$, with the likely value in the range $\tau_\alpha \approx 7$–11 (the large uncertainty comes primarily from the unknown IGM density distribution). At lower redshifts, the clear transmission spikes toward SDSS J1148 + 5251 imply even more significant differences in the IGM transmission properties between these lines of sight. Both therefore show large jumps in the ionizing background at $z \sim 6$ but are otherwise entirely different. Most interestingly, the differences are not ‘one-shot’ affairs that can be localized to a small portion of the spectrum: instead they cohere over ~100 comoving Mpc scales. How can we explain modulations in the transmission over such large scales, on which density fluctuations should be tiny at $z \sim 6$? And how can we reconcile it with the sudden and rapid evolution of the mean transmission along each line of sight?

To answer these questions, we must understand how the spatial distribution of ionized gas evolves through reionization. Early models, such as Arons & Wingert (1972), followed the growth of H I regions around individual galaxies. Furlanetto, Zaldarriaga & Hernquist (2004a, hereafter FZH04) showed that the sizes are actually determined by clustering of the underlying galaxy population. Thus studying the inhomogeneity inherent to the reionization process can open new windows on the physics of reionization. FZH04 showed that the ionized bubbles are large throughout reionization and that they have a characteristic size. This offers a first step in explaining how large-scale fluctuations develop. We review their model in Section 2. In this paper, we focus on how the H I regions evolve during reionization and especially near its completion. In Section 3, we examine how the bubbles actually grow and merge with each other in order to elucidate the meanings of jumps in the ionizing background. We show that ‘major mergers’ dominate the growth process. As a result, the radiation background at any point in the IGM evolves through a series of discrete and rapid jumps. However, unlike in previous theoretical treatments (e.g. Gnedin 2000), these jumps do not correspond to global overlap; rather, they are simply the byproduct of inhomogeneous reionization.

In the original model of FZH04, the bubbles merge until they form a single infinitely large object at the completion of reionization. However, by ignoring IGM substructure the FZH04 model treats recombinations extremely crudely. Miralda-Escudé, Haehnelt & Rees (2000, hereafter MHR00) presented a complementary model for inhomogeneous reionization that focuses precisely on the question of recombinations. They argued that locally reionization proceeds from low- to high-density regions. Once ionized, voids remain so because of their long recombination times, but dense clumps (corresponding to filaments or bound structures) rapidly return to neutrality. Thus, within an H I region, the ionized fraction traces the fluctuating density field, with the neutral gas confined to smaller and denser clumps as reionization proceeds. We describe this model in more detail in Section 4, and we examine some of the subtleties of the MHR00 treatment in an Appendix.

In a sense, FZH04 and MHR00 were designed to address different regimes. The former applies best during the pre-overlap stage, when the discrete bubble structure from source clustering is most important, while the latter applies best during the post-overlap stage, when the ionizing background is nearly uniform and the local ionized fraction traces IGM density fluctuations. Of course, toward the tail end of reionization, both contributions are equally important. We thus show how to integrate the FZH04 and MHR00 models in Section 5. The large ionized bubbles of the FZH04 model are of course not fully ionized; rather, they contain dense neutral clumps that do not affect the bubble topology so long as the mean free path between clumps exceeds the bubble radius. As a bubble grows, the ionized gas must therefore extend deeper into the dense clumps, and the recombination rate increases. Eventually, these internal recombinations consume all the ionizing photons, and the bubble stops growing. For the bubble interior, this point is effectively the end of ‘overlap’ because bubble mergers have no further effect on the ionizing background. Thus overlap is actually a local phenomenon. In Section 6, we show that the resulting saturation has a significant impact on the Lyman-series transmission along quasar lines of sight toward the tail end of reionization. Finally, we conclude in Section 7.

In our numerical calculations, we assume a cosmology with $\Omega_m = 0.3$, $\Omega_{\Lambda} = 0.7$, $\Omega_b = 0.046$, $H = 100$ $h$ km s$^{-1}$ Mpc$^{-1}$ (with $h = 0.7$), $n = 1$ and $\sigma_8 = 0.9$, consistent with the most recent measurements (Spergel et al. 2003). Unless otherwise specified, we use comoving units for all distances.

2 THE BUBBLE SIZE DISTRIBUTION WITHOUT RECOMBINATIONS

Recent numerical simulations (e.g. Ciardi, Stoehr & White 2003; Sokasian et al. 2003, 2004) show that reionization proceeds...
from high-density clusters of sources to voids (at least in the standard scenario where galaxies ionize the IGM). We therefore associate H II regions with large-scale overdensities. We assume that a galaxy of mass \( m_{gal} \) can ionize a mass \( \zeta m_{gal} \), where \( \zeta \) is a constant that depends on (among other things) the efficiency of ionizing photon production, the escape fraction of these photons from the host galaxy, the star formation efficiency, and the mean number of recombinations. Each of these quantities is highly uncertain (e.g. massive Population III stars can dramatically increase the ionizing efficiency: Bromm, Kudritzki & Loeb 2001), but at least to a rough approximation they can be collapsed into this single efficiency factor. The criterion for a region to be ionized by the galaxies contained inside it is then \( f_{coll} > \zeta^{-1} \), where \( f_{coll} \) is the fraction of mass bound in halos above some \( m_{min} \). We will assume that this minimum mass corresponds to a virial temperature \( T_{vir} = 10^4 \) K, at which point hydrogen line cooling becomes efficient. In the extended Press–Schechter model (Lacey & Cole 1993), this places a condition on the mean overdensity within a region of mass \( m \),

\[
\delta_x \geq \delta_x(m, z) = \delta_x(z) - \sqrt{2K(z)}[\sigma^2_{\text{min}} - \sigma^2(m)]^{1/2},
\]

where \( K(z) \equiv \text{erf}^{-1}(1 - \zeta^{-1}) \), \( \sigma^2(m) \) is the variance of density fluctuations on the scale \( m \), \( \sigma^2_{\text{min}} \equiv \sigma^2(m_{\text{min}}) \), and \( \delta_x(z) \) is the critical density for collapse. The global ionized fraction is \( \bar{\delta}_x = f_{coll,g} \), where \( f_{coll,g} \) is the global collapse fraction.

FZH04 showed how to construct the mass function of H \( \Pi \) regions from \( \delta_x \) in an analogous way to the halo mass function (Press & Schechter 1974; Bond et al. 1991). The barrier in equation (1) is well approximated by a linear function in \( \sigma^2 \), \( \delta_x \approx B(m, z) \equiv B_0 + B_1\sigma^2(m) \). In that case the mass function of ionized bubbles (i.e. the comoving number density of H \( \Pi \) regions with masses in the range \( m \pm \sigma m/2 \)) has an analytic solution (Sheth 1998; McQuinn et al. 2005):

\[
n_s(m, z) = \sqrt{\frac{2}{\pi}} \frac{\rho}{m^2} \frac{\text{d} \ln \sigma}{\text{d} \ln m} \frac{B_0(z)}{\sigma(m)} \exp \left[ -\frac{B^2(m, z)}{2\sigma^2(m)} \right].
\]

where \( \rho \) is the mean density of the Universe. FZH04 showed some examples of how the bubble sizes evolve throughout the early and middle stages of reionization (see also Fig. 4a, later). Fig. 1(a) plots the distributions near the end of reionization (the era with which we will be most concerned) assuming \( \zeta = 12 \). We have phrased the size distribution in terms of the mean free path of ionizing photons by equating that quantity to the bubble radius: this implicitly neglects absorption within the bubbles, the importance of which we consider in Section 5 below. Panel (a) shows the probability distribution \( P(R) \text{d}R \) of the mean free path, or the fraction of ionized matter within bubbles of comoving size \( R \pm \text{d}R/2 \).

Fig. 1(a) illustrates a number of key points about the model. First, the bubbles are large: tens of comoving Mpc during the final stages. This is because high-redshift galaxies cluster strongly, so small mean overdensities translate to much larger overdensities of galaxies. Furthermore, the bubbles attain a well-defined characteristic size \( R_{\text{char}} \) at any point during reionization. This occurs because of the Gaussian nature of the underlying density fluctuations and because the barrier \( \delta_x \) is a (decreasing) function of \( m \). Near the completion of reionization, over- and underdense regions sit in large and small bubbles, respectively. In contrast, the barrier used in constructing the halo mass function, \( \delta_x \), is independent of mass, which yields the usual power-law behaviour at small masses.

The thick curves in Fig. 1(b) show how this characteristic size depends on \( \bar{\delta}_x \) and redshift. We vary \( \zeta \) to fix \( \bar{\delta}_x \) at \( z = 6, 9 \) and 15 (solid, long-dashed and short-dashed curves, respectively). Regardless of redshift, \( R_{\text{char}} \) surpasses 1 Mpc relatively early in reionization (note that this is already much larger than an H \( \Pi \) region around an individual galaxy) and then increases at an accelerating rate. Bubbles become larger if reionization happens earlier, because the underlying galaxy population is more biased at high redshifts. However, by the late stages (\( \bar{\delta}_x \gtrsim 0.75 \)), the differences are relatively small. For our purposes, the crucial result is that \( R_{\text{char}} \) rapidly approaches infinity when \( \bar{\delta}_x \gtrsim 0.9 \).

As emphasized by FZH04, this simple analytic model makes a number of assumptions about the reionization process. The most glaring, however, is that the bubbles are roughly spherical: clearly the inhomogeneous distribution of sources and the cosmic web will introduce asymmetries throughout reionization. This is not as bad
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as it may sound, because the model actually computes the total mass of ionized regions; the radius is therefore only a characteristic value, and it may still be relevant. Simulations like those of Sokasian et al. (2003) and Ciardi et al. (2003) do seem to produce roughly spherical regions throughout most of reionization. However, a more serious problem is that the topology may reverse itself late in reionization: the Universe could contain neutral islands embedded in an ionized sea, rather than the other way around. This certainly happens in simulations, although the timing is suspect because of their small sizes. In the FZH04 model, the Universe is instead divided into isolated bubbles separated by thin walls of mostly neutral gas. That is clearly an approximation, but it still may be true that Reion gives the typical distance to a neutral island. The regime over which the model applies must be determined through detailed comparison with numerical simulations; however, simulations on the relevant scales are not yet available (and the size distribution of H II regions has yet to be quantified in any existing simulations!). Another crucial assumption is that the recombination rate can be approximated as uniform across the entire Universe: the purpose of Section 5 is to test the validity of this assumption. Along the way we will see that it also alleviates the topological problem, and that Reion describes the typical mean free path of an ionizing photon.

3 BUBBLE GROWTH IN THE EXCURSION SET MODEL

Fig. 1(b) shows that bubbles grow rapidly, especially in the late stages of reionization. In this section we will study the mechanisms driving that evolution.

3.1 The progenitor size distribution

One advantage of the excursion set formulation of the dark matter halo mass function is that conditional mass functions follow easily (Lacey & Cole 1993). The same holds true for the bubble mass function. Suppose we consider a region of the Universe with overdensity δM on scale Mb corresponding to σb. The derivation of the mass function follows exactly the same procedure as in FZH04, except that the random walk begins at the point (δM, σb) so the (linear) absorbing barrier has a different amplitude. In particular, we can imagine that our initial point corresponds to a bubble of size Mb; in that case, δM = B(Mb, zb), and the conditional mass function represents the bubble progenitor distribution at some zb > zb.

It is easy to show that

\[ n_b(m, z \mid M_b, z_b) = \frac{2}{\pi} \frac{\tilde{\rho}}{m^2} \frac{d\ln \sigma}{d\ln m} \times \frac{\sigma^2 [B(M_b, z) - B(M_b, z_b)]}{(\sigma^2 - \sigma_b^2)^{3/2}} \times \exp \left\{ - \frac{[B(m, z) - B(M_b, z_b)]^2}{2(\sigma^2 - \sigma_b^2)} \right\}. \]

(3)

Note that this has the same structure as the unconditional nb(m); the only differences are the substitutions

\[ B_0(m, z) \rightarrow B(M_b, z) - B(M_b, z_b), \]
\[ B(m, z) \rightarrow B(m, z) - B(M_b, z_b), \]
\[ \sigma^2 \rightarrow \sigma^2 - \sigma_b^2, \]

which simply represent translating the origin in the diffusion problem. It is also structurally similar to the halo progenitor distribution

\[ n_h(M_b, z) = \frac{2}{\pi} \frac{\tilde{\rho}}{M_b^2} \frac{d\ln \sigma}{d\ln M_b} \times \frac{\sigma^2 [B(M_b, z) - B(M_b, z_b)]}{(\sigma^2 - \sigma_b^2)^{3/2}} \times \exp \left\{ - \frac{[B(M_b, z) - B(M_b, z_b)]^2}{2(\sigma^2 - \sigma_b^2)} \right\}. \]

(4)

\[ \frac{\tilde{\rho}}{M_b^2} \rightarrow \frac{\tilde{\rho}}{m^2} \frac{d\ln \sigma}{d\ln m}. \]

Figure 2. Progenitor bubble distributions. (a) The solid curve shows the overall size distribution at z = 13 if ζ = 40 (corresponding to ζ = 0.43). The other curves show the size distribution at z = 13 inside an ionized bubble that at zb = 12 (ζi = 0.68) has Mb = 10^{13}, 10^{14}, 10^{15} and 10^{16} M⊙ (dotted, dot-dashed, long-dashed and short-dashed curves, respectively). (b) As (a), except that zb = 11.2 (ζi = 0.96).

(c) 2005 RAS, MNRAS 363, 1031–1048
The sets of curves in Fig. 3 show bubble size distributions at $z = 10, 20, 30, 40$ and 50 (from left to right). These correspond to $\bar{x}_i = 0.17, 0.34, 0.51, 0.68$ and 0.85. The ordinate is $N(\nu; \bar{x}_i, \sigma_{\text{min}})$, which is independent of mass. In $Q_{\text{sym}}(m_1, m_2)$ is not symmetric in its arguments, which becomes especially important for large mass ratio mergers. Moreover, the merger rates do not properly conserve mass. At root, the difficulty emerges because the excursion set formalism considers the trajectories of independent points in the IGM rather than grouping them into discrete haloes which can then merge in a well-defined manner. The mathematically self-consistent solution is to invert the Smoluchowski equation, but that is numerically challenging. Fortunately, despite their inconsistencies, extended Press–Schechter halo merger rates do offer useful insights into galaxy formation. We hope that the bubble merger rate given by equation (6) does the same. To correct for the asymmetric merger kernel, we will use the symmetrized version $2Q_{\text{sym}}(m_1, m_2) = Q(m_1, m_2) + Q(m_2, m_1)$. Note that the aforementioned difficulties may be less severe for ionized bubbles because of their small-mass cut-off.

Fig. 4 shows some sample merger rates at $z = 12$. The top panel shows the bubble size distribution if $\bar{x}_i = 0.17, 0.34, 0.51, 0.68$ and 0.85. The bottom panel shows the merger rate for bubbles with $m_1 = 10^{14} M_\odot$. The ordinate is

$$V(m_1)\frac{dV}{dz} \equiv \frac{V(m_2)}{V(m_1)} m_2 n_0(m_2, z)$$

$$\times Q_{\text{sym}}(m_1, m_2, t) \left| \frac{df}{dz} \right|, \quad (8)$$

Another way of looking at the progenitor bias is to consider the evolution of the ionized fraction within bubbles. The procedure is exactly the same as in Lacey & Cole (1993); the result is

$$\frac{d^2 p(m_1, m_\tau, t)}{dm_2 dt} = \sqrt{\frac{2}{\pi t}} \left( \frac{d\ln B}{d\ln t} \right) \left( \frac{d\ln \sigma_T}{d\ln m_T} \right) \times \left( \frac{1}{m_T} \right) \sigma_T \left( 1 - \frac{m_2}{m_T} \right)^{3/2}$$

$$\times \exp \left[ \frac{B^2_{\min}(z)}{2} \left( \frac{1}{\sigma_T^2} - 1 \right) \right], \quad (6)$$

where $d^2 p(m_1, m_\tau, t)/dm_2 dt$ is the probability that a given halo of mass $m_1$ will merge with a halo of mass $m_2 \equiv m_\tau - m_1$ per unit time to form a composite halo of mass $m_\tau$. We will also define a merger kernel

$$Q(m_1, m_2, t) \equiv \frac{1}{n_0(m_2, m_2)} \frac{d^2 p(m_1, m_\tau, t)}{dm_2 dt} \quad (7)$$

so that the total rate at which bubbles of mass $m_1$ merge with those of mass $m_2$ per unit volume is $n_0(m_1)n_0(m_2)Q(m_1, m_2)$.

To correct for the asymmetric merger kernel, we will use the symmetrized version $2Q_{\text{sym}}(m_1, m_2) = Q(m_1, m_2) + Q(m_2, m_1)$. The most obvious shortcoming is that $Q(m_1, m_2)$ is not symmetric in its arguments.
which gives the fractional volume accretion rate by which bubbles of mass \( m_1 \) grow through mergers with bubbles of mass \( m_2 \) (in logarithmic mass intervals). Clearly, regardless of \( \xi_i \), ionized regions tend to merge most rapidly with bubbles slightly above the current characteristic radius, so mergers with larger systems dominate the accreted mass regardless of the bubble of interest. The total mass accretion rate increases rapidly throughout reionization because there is more gas in ionized bubbles at late times and because each bubble is larger. Thus \( \ion{H}{II} \) regions grow at an accelerating rate as \( \xi_i \rightarrow 1 \) (see also Fig. 1b). Finally, note that the fractional accretion rate approaches a fixed asymptotic form for small bubbles. This is because equation (6) becomes independent of \( m_{x_1} \approx m_1 \) and \( \sigma_1^x \approx \sigma_1^z \) when \( m_2 \ll m_1 \).

Fig. 5 shows similar results, except that we fix \( \xi_i \) and vary \( m_1 \). We show the volume accretion rate (in dimensional comoving units), again as defined in equation (8). The solid, dot–dashed, short-dashed and long-dashed curves take \( m_1 = 10^{11}, 10^{12}, 10^{14} \) and \( 10^{16} \, M_\odot \), respectively. These have \( R_{\text{char}} \approx 0.84, 1.8, 8.4 \) and 38.9 comoving Mpc. The two panels assume \( \xi = 20 \) (\( \xi_i = 0.34 \)) and \( \xi = 40 \) (\( \xi_i = 0.68 \)); Fig. 4(a) shows the corresponding \( n_b(m) \). Interestingly, large bubbles grow more quickly, in absolute terms, than small bubbles.

The disparity is greatest for the accretion of small bubbles by large ionized regions: apparently, as these expand they swallow up small bubbles quite rapidly. On the other hand, the rate at which a given ionized region expands is larger. Thus \( \ion{H}{II} \) regions grow at an accelerating rate as \( \bar{R} \rightarrow \infty \). This implies that small bubbles, which grow in voids, do not merge with each other: instead they overlap only when a large bubble, from a distant cluster of sources, sweeps past them. Such behaviour is consistent with the ‘inside-out’ nature of reionization. It also helps to explain the rapidly increas-

**Figure 4.** (a) Size distribution of bubbles at \( z = 12 \) if \( \xi = 10, 20, 30, 40 \) and 50 (dotted, dot–dashed, short-dashed, long-dashed and solid curves, respectively). (b) Merger rates at \( z = 12 \) for \( m_1 = 10^{14} \, M_\odot \). The different curves correspond to the same choices for \( \xi \) as in the top panel. The ordinate is defined in equation (8).

**Figure 5.** Merger rates at \( z = 12 \) for \( m_1 = 10^{11}, 10^{12}, 10^{14} \) and \( 10^{16} \, M_\odot \). The ordinate is defined in equation (8). (a) \( \xi = 20 \). (b) \( \xi = 40 \).

**Figure 6.** Bubble histories for several randomly generated trajectories. The ordinate shows the bubble radius surrounding each point as a function of \( \xi_i \) and \( z \); we fix \( \xi \) so that reionization completes at \( z = 6 \). The solid lines include the recombination limit (see Section 5) while the dashed curves use the unmodified FZH04 model (the two are coincident until \( \xi_i \gtrsim 0.9 \)). The dotted and dot–dashed lines show \( R_{\text{char}} \) and \( R_{\text{max}} \), respectively.
A number of authors have argued that the behavior at large densities; for isothermal spheres, it is with a good fit at $\Delta \ll 1$ to $\Delta \sim 10^2$. In that case, the radiation field will decrease like a Poisson process. Because (neglecting recombinations) the bubble radius is also the horizon out to which galaxies are visible, this in turn implies that the local ionizing background evolves through a series of sharp, large-amplitude jumps. Obviously we must be careful not to interpret these local jumps in the ionizing background as signatures of global overlap. This contrasts with the standard picture from simulations (Gnedin 2000; Razoumov et al. 2002), in which a jump in the ionizing background was attributed to the completion of reionization. These simulations were limited to small boxes with sizes $\sim 1–10$ Mpc. As such, they are much smaller than the typical H II regions at the end of reionization, and the simulation jumps occurred when a bubble encompassed the entire box. However, because the small boxes are not characteristic of the entire Universe (Barkana & Loeb 2004; FZH04), this event need not correspond to global overlap. Our models show that interpreting such jumps is more subtle.

4 THE IGM DENSITY DISTRIBUTION

4.1 The MHR00 model

To this point, we have essentially ignored recombinations ($\xi$ includes only a factor accounting for the mean integrated number per baryon). In the following sections, we will consider how recombinations in an inhomogeneous IGM affect the bubble topology. To begin, we will review a simple analytic model for the IGM density distribution and its ionization state originally due to MHR00. They used numerical simulations to measure the volume-weighted density distribution of IGM gas, $P_\nu(\Delta)$, where $\Delta = \rho/\bar{\rho}$, and found a good fit at $z \sim 2–4$ with

$$P_\nu(\Delta) \, d\Delta = A_0 \Delta^{-\beta} \exp \left[ -\frac{(\Delta^{-2/3} - C_0)^2}{2(2\delta_0/3)^2} \right] \, d\Delta. \quad (9)$$

Intuitively, the underlying Gaussian density fluctuations are modified through non-linear void growth and a power-law tail at large $\Delta$. MHR00 argued that the form could be extrapolated to higher redshifts in the following way. First, $\delta_0$ essentially represents the variance of density fluctuations smoothed on the Jeans scale for an ionized medium; thus $\delta_0 \propto (1 + z)^{-1}$ at high redshifts, as their simulation found for $z = 2–4$. The power-law exponent $\beta$ determines the behaviour at large densities; for isothermal spheres, it is $\beta = 2.5$. The remaining constants ($A_0$ and $C_0$) can be set by demanding proper mass and volume normalization.

The next step is to determine how this gas is ionized. MHR00 assumed that there exists a density threshold $\Delta_i$ such that all the gas with $\Delta < \Delta_i$ is ionized while all gas with $\Delta \gg \Delta_i$ remains neutral. This provides a reasonable description of shielding in dense regions, if those regions can be considered to be isolated clumps in which the density increases inwards. In that case, the radiation field will ionize the outskirts of the cloud until $\tau \approx 1$. Because of the density gradient, this skin corresponds to our threshold $\Delta_i$.

Given this simple prescription, the recombination rate of ionized gas, denoted $A$ (note the change from MHR00 in order to avoid confusion with the bubble radius), is

$$A(\Delta_i) = A_0 \int_0^{\Delta_i} d\Delta \, P_\nu(\Delta) \Delta^2 \equiv A_0 C, \quad (10)$$

where $A_0$ is the recombination rate per hydrogen atom in gas at the mean density,

$$A_0 = \alpha_0(T) \bar{n}_e,$$

and $C$ is the effective clumping factor. Here, following MHR00, we use the case A recombination rate (see also Miralda-Escudé 2003), $\alpha_0 = 4 \times 10^{-13}$ cm$^3$ s$^{-1}$ (at $T = 10^4$ K). Case A is appropriate because most recombinations occur in gas with $\Delta \sim \Delta_i$, which presumably lies on the edge of dense neutral clouds. Thus the secondary ionizing photons that follow recombinations to the ground state will find themselves in the dense, neutral clouds and do not ionize the diffuse IGM in which we are interested. In this picture $C$ increases rapidly as the Universe becomes more and more ionized; thus the first phase of reionization is more efficient than later stages, when we must clear out dense, rapidly recombining blobs of gas.

MHR00 also offer a prescription for determining $\lambda_i$, the mean free path of ionizing photons. In their model, it equals the mean distance between clumps with $\Delta > \Delta_i$ along a random line of sight, which is approximately

$$\lambda_i = \lambda_0[1 - F_\nu(\Delta_i)]^{-2/3}. \quad (12)$$

Here $F_\nu(\Delta_i)$ is the fraction of volume with $\Delta < \Delta_i$ and $\lambda_0$ is a (redshift-dependent) normalization factor. Formally, this expression is valid only if the number density and shape (although not total cross-section) of absorbers are independent of $\Delta_i$. This is obviously not true in detail for the cosmic web. However, MHR00 found that it provided a good fit to numerical simulations at $z = 2–4$ if we set $\lambda_0H(z) = 60$ km s$^{-1}$ (in physical units). We will extrapolate the same prescription to higher redshifts.

While it does a remarkable job matching many aspects of the Ly$\alpha$ forest at moderate redshifts, applying the MHR00 model to high redshifts involves a number of potentially dangerous simplifications and extrapolations. In the Appendix, we examine the model in some more detail and illuminate many of its features. For example, we show that equation (21) probably overestimates $\lambda_i$ by up to a factor of $\sim 2$ because of accumulated photoelectric absorption by low column density systems. We urge the reader to keep in mind the approximate nature of our model. We emphasize that better measurements with high-resolution simulations will be useful in the future.

4.2 A minihalo model

One possibly unwarranted assumption of MHR00 is the explicit smoothing of the IGM on the Jeans scale for $T = 10^4$ K gas. While appropriate well after reionization, this may not apply during that epoch. If the IGM remains cool before reionization, small collapsed objects called ‘minihaloes’ could form; they will evaporate during reionization (Barkana & Loeb 1999; Shapiro, Iliev & Raga 2004) but may constitute a substantial photon sink before they are completely destroyed (Haiman, Abel & Madau 2001; Barkana & Loeb 2002; Iliev, Scannapieco & Shapiro 2005). However, the importance of minihaloes remains controversial: their formation relies on fluctuations on extremely small scales, and even a modest amount of heating will strongly suppress their abundance (Oh & Haiman 2003). For transparency, and because minihalo formation is so unconstrained, we therefore use an extremely simple model for a universe in which minihaloes control the recombination rate. We suppose that a fraction $f_{\text{min}}$ of the IGM has collapsed into dense blobs with mass $M_{\text{min}}$...
and mean density $\Delta_{\text{mb}} \approx 18\pi^2$. We will assume that these minihaloes remain neutral, randomly distributed sinks for ionizing photons. Then the number density of minihaloes is $n_{\text{mb}} = f_{\text{mb}}\rho/M_{\text{mb}}$, each with radius $R_{\text{mb}} \propto (M_{\text{mb}}/\Delta_{\text{mb}})^{1/3}$. The mean free path of an ionizing photon is

$$l_{\text{mb}} = \frac{1}{\tau_{\text{mb}}R_{\text{mb}}^2} \approx 15.7 \left( \frac{M_{\text{mb}}}{10^6 M_{\odot}} \right)^{1/3} \left( \frac{0.05}{f_{\text{mb}}} \right) \times \left( \frac{\Delta_{\text{mb}}}{18\pi^2} \right)^{2/3} \left( \frac{\Omega_{\text{mb}h^2}}{0.15} \right)^{-1/3} \text{Mpc}$$

in comoving units. The fraction of ionizing photons surviving to a distance $R$ from a source is $f_s = 1 - \exp(-R/l_{\text{mb}})$.

## 5 Bubbles with Recombinations

### 5.1 The recombination barrier

We are now in a position to incorporate recombinations into the FZH04 model. Our fundamental underlying assumption is that the bubble distribution depends on the underlying density field: HII regions correspond to (large-scale) overdense regions of the Universe. We will therefore need to write the recombination rate as a function of the (smoothed) mean density. Conceptually, we must modify equation (10) in two ways. First, the recombination rate per baryon increases with the mean density of the region: $A_0 \propto (1 + \delta)$. Secondly, denser regions can be thought of as sub-universes with a larger matter density. In such regions, structure formation proceeds more rapidly than average [$H(z) \propto \sqrt{\Omega_{\text{mb}}}$ at high redshifts], so they are slightly clumpier than average. This adds a second layer to the clumpiness calculation: in principle $P_r(\Delta) \to P_r(\Delta - \delta, R)$.

For simplicity, and because the overdensities of bubbles are modest during most of the reionization epoch (one implication of their large sizes), we will neglect the latter effect and assume that $P_r(\Delta)$ is independent of environment.

Now suppose that we have a bubble of size $R$. In order for the bubble to grow, ionizing photons must be able to reach its edge. This demands that $\lambda_1 \geq R$, setting the threshold $\Delta_1$ to which we must have ionized the gas inside the bubble through equation (21). Obviously, larger bubbles contain more highly ionized material, because their photons must propagate farther. At the same time, the ionized outskirts of dense clumps are recombining, and we must counteract these recombinations in order for any photons to reach the edge of the HII region. Thus, for bubbles to continue growing, the rate at which they ionize their constituent gas must exceed the rate at which it recombines:

$$\zeta \frac{df_{\text{coll}}(\delta, R)}{dR} > A_0C'(\delta, R).$$

The condition $\lambda_1 = R$ sets $\Delta_1$; with our assumption that $P_r(\Delta)$ is independent of the mean bubble density, we can then write

$$C'(\delta, R) = C(R)(1 + \delta).$$

Note that bubbles are not completely ionized in this picture, because each contains some fraction of dense neutral gas. The quantity $\bar{x}_i$ should be thought of as the fraction of matter contained in HII regions rather than the fraction of hydrogen atoms that are actually ionized.

Equation (14) differs from the FZH04 condition $f_{\text{coll}} > \zeta^{-1}$, which requires only that the sources inside produce enough photons to ionize every hydrogen atom when integrated over the history of the Universe (or at best to counteract the cumulative number of recombinations). The condition of equation (14) instead requires that the sources produce enough ionizing photons to counteract recombinations at that instant. Clearly these are two limiting cases: in reality the sources must produce enough photons to ionize each atom plus cancel ongoing recombinations. It is thus nothing more than the canonical Strömgren radius, in which recombinations exactly balance ionizations. Separating the problem into these two limits is useful so long as one or the other clearly dominates over most of parameter space, which as we shall see below is indeed the case. We note that MHR00 made the same approximation in their fig. 7; our treatment simply extends theirs to include the inhomogeneous distribution of (clustered) sources throughout the Universe.

Equation (14) can be solved numerically to yield the minimum $\delta_1$ as a function of scale $M$ required for ionizing sources to counteract recombinations inside a bubble. In the excursion set formalism, a trajectory must then cross $\delta_1 \equiv \max(\delta_s, \delta_j)$ in order to be part of an ionized bubble. We compare these barriers in Fig. 7(a). The three monotonically decreasing curves show $\delta_1$ (from FZH04) and the thick curves show $\delta_s$ (from this paper). (a) Uses MHR00 to compute $\delta_s$. (b) Uses the minihalo model described in the text to compute $\delta_s$. 2 As shown in FZH04, these barriers are nearly linear when expressed as functions of $\sigma^2(m)$.
that the bubbles do not approach this scale until $\bar{x}_i \gtrsim 0.75$, so the recombination limit only affects the bubble size distribution late in reionization. We thus see that recombinations play an increasingly crucial role as the bubbles grow larger and larger. They constitute a progressive tax on the ionizing sources, with richer clusters paying more because their bubbles are intrinsically larger.

Fig. 7 suggests that the cross-over scale $R_{\text{max}}$, where $\delta_i = \delta_r$ does evolve as reionization proceeds. However, the rate of evolution is quite modest. We show this explicitly in Fig. 1(b). The thin curves (shown for $z = 6$ and 9) plot the maximum of $R_{\text{max}}$ and $R_{\text{char}}$: the turnover at $\bar{x}_i \gtrsim 0.9$ is due to the recombination limit. Thus $\text{H II}$ regions continue to grow after recombinations become important, but only slowly – the evolution toward $\bar{x}_i \approx 1$ is completely different from a case with no recombinations, in which the bubble growth is unbounded. This slow growth is similar to what we expect in the post-overlap Universe, because bubble mergers no longer increase the ionizing background (see Section 5.3).

We can apply similar arguments to a universe in which minihaloes control the mean free path. In this case, the fraction of photons propagating to the edge of the $\text{H II}$ region is $f_s$ (recall we assume that any photon impacting a minihalo is lost irrevocably). Thus the effective bias is

$$C_{\text{eff}}(\delta, R) = (1 - f_{\text{inh}})^2 \exp(R/l_{\text{inh}}).$$

where the first factor describes the fraction of mass remaining in the diffuse IGM. We again take $C_{\text{eff}}(\delta, R) = (1 + \delta)C_{\text{inh}}(R)$, which assumes that minihalo formation is unbiased. That is certainly not true, but given the simplicity of our treatment it suffices. [Note also that Iliev et al. (2005) argue that the effective bias of minihaloes around a source is more or less independent of scale, which implies that we are not ignoring any crucial scale dependence.] Fig. 7(b) shows $\delta_i$ for our minihalo model with $f_{\text{inh}} = 0.05$ and $M_{\text{inh}} = 10^8 M_\odot$. We see that these parameters provide a more stringent constraint on the bubble sizes than MHR00: the maximum size is limited to $\sim 1$ Mpc during the middle stages of reionization and somewhat under $\sim 10$ Mpc toward the end. Thus, in principle, minihaloes can strongly affect the topology of reionization; however, at least in this simple treatment, they do not completely destroy the large-scale fluctuations. Clearly, measurements of the distribution of ionized gas can provide powerful limits on their formation.

Fig. 8 shows the barriers for $z = 6, 9$ and 12 (solid, dashed and dotted curves, respectively) at fixed $\bar{x}_i = 0.5$ and 0.9. As pointed out by FZH04, the simple $\delta_i$ barrier changes relatively little with redshift so long as we fix $\bar{x}_i$; the only difference is the slow decline of $m_{\text{max}}$ with cosmic time. However, recombinations do evolve strongly with redshift, because they depend directly on the clumpiness. Interestingly, the MHR00 $\delta_i$ not only crosses $\delta_s$ at different scales as a function of $z$, but also changes slope. Although the parametric form of $P_s(\Delta)$ remains constant with redshift, $\delta_i$ is sensitive to a different portion of $P_s(\Delta)$ at each redshift. Because the clumpiness decreases at high redshifts, the decline in the net recombination rate actually allows the bubbles to grow larger, even though $A_u$ itself increases. In any case, we note that if the MHR00 model is accurate, recombinations will only limit the bubbles on tens of Mpc (or even 100 Mpc) scales: with this model, reionization is inevitably accompanied by large-scale fluctuations in the ionizing background.

As described in the Appendix, the MHR00 prescription may overestimate the mean free path of ionizing photons by up to a factor of 2. The dot–dashed curves in Fig. 8(a) show that setting $\lambda u H(z) = 30 \text{ km s}^{-1}$ would, not surprisingly, decrease the maximum bubble size by about the same factor (they are otherwise constructed in the same way as the usual $\delta_i$ curves). Because of the uncertainties inherent to existing models of the IGM density field, we cannot quantitatively determine the maximum bubble size with much confidence; however, eliminating fluctuations on scales $\gtrsim 10$ Mpc requires doing a fair amount of violence to the model, such as adding substantial numbers of minihaloes.

The scale at which $\delta_i = \delta_s$ is also quite sensitive to the other input parameters. This is a consequence of its steepness: order unity changes to the right-hand side of equation (14) require corresponding changes to $d f_{\text{coll}}/dz$, which (due to its weak scale dependence) cannot be done without significantly altering the bubble size. For example, in equation (11), we have assumed that case A recombination is appropriate, because the re-emitted photons will generally be lost inside dense neutral regions. If we instead assume case B recombination, $A_u(B) \approx 0.6 A_u(A)$. We find that this imposes a limiting size about twice as large as the case A values at $z = 6$. This is another reason why numerical simulations will eventually be required to understand reionization fully.

### 5.2 The bubble size distribution with recombinations

We have argued that treating the excursion set barrier as the maximum of $\delta_s$ and $\delta_i$ is a good approximation for the effects of recombinations on bubble growth. Armed with this barrier, we can now consider its effects on the bubble size distribution. From Figs 7 and 8, it is obvious that recombinations are unimportant until some scale $R_{\text{max}}$ is reached, where $\delta_i = \delta_s$ and above which $\delta_i$ rises rapidly. The slope in this regime depends on redshift, but it is always much steeper than the nearly flat $\delta_i$ barrier. Thus the primary effect of recombinations will be to prevent bubbles growing larger than $R_{\text{max}}$. Early in reionization, when $R_{\text{max}} \gg R_{\text{char}}$, recombinations can be safely ignored. Later on, we expect the bubbles to saturate near $R_{\text{max}}$. The trajectories in Fig. 6 bear out this intuition. The dot–dashed curve shows $R_{\text{max}}(z)$. The solid and dashed lines show the bubble histories with and without recombinations, respectively. Early on, the two sets of curves are coincident because recombinations have no effect on the bubbles. However, when $\bar{x}_i \gtrsim 0.9$, $R_{\text{char}} > R_{\text{max}}$ and
the trajectories depart from one another. Without recombinations, the bubbles continue to grow; with them, they saturate and cluster around \( R_{\text{max}} \).

As in FZH04, we must approximate the barrier with a simple form in order to estimate \( n_{\text{rec}}(m) \), the bubble size distribution with recombinations. The most straightforward choice is to assume that \( \delta_s \) is simply a vertical line that crosses \( \delta_x \) at \( R_{\text{max}} \). This is actually an excellent approximation in the \( (\sigma^2, \delta) \) plane, because \( \sigma \) is already so small at the relevant scales. We can then solve for \( n_{\text{rec}}(m) \) by noting that there is no barrier at all for \( R > R_{\text{max}} \). The probability distribution at this scale will then be a simple Gaussian:

\[
p(\delta | R_{\text{max}}) \delta = \frac{1}{\sqrt{2\pi} \sigma_{\text{max}}} \exp\left( -\frac{\delta^2}{2\sigma_{\text{max}}^2} \right) \delta,
\]

(17)

where \( \sigma_{\text{max}} \equiv \sigma(R_{\text{max}}) \). Our barrier is a vertical line beginning at \( B(R_{\text{max}}) \), so any trajectory that lies above the FZH04 barrier (when evaluated on the saturation scale) will be incorporated into a bubble with \( R = R_{\text{max}} \). The number density of such bubbles is then

\[
N_{\text{rec}}(m_{\text{max}}) = \frac{\bar{\rho}}{2m_{\text{max}}} \text{erfc} \left( \frac{B(R_{\text{max}})}{\sqrt{2} \sigma_{\text{max}}} \right)
\]

(18)

(Note that this is a true number density with units of inverse comoving volume.)

Trajectories with \( \delta(R_{\text{max}}) < B(R_{\text{max}}) \) continue their random walks until they cross the FZH04 barrier on smaller scales. The result must be independent of the trajectory at \( R > R_{\text{max}} \); we only care about its value where the barrier begins. The resulting mass function is [excluding the true recombination-limited bubbles of equation (18)]

\[
n_{\text{rec}}(m, z) = \int_{-\infty}^{B(R_{\text{max}})} \delta \ p(\delta | R_{\text{max}}) n_{\text{b}}(m, z | \delta, m_{\text{max}}, z),
\]

(19)

where \( n_{\text{b}}(m, z | \delta, m_{\text{max}}, z) \) is the conditional mass function for a trajectory that begins its random walk at the point \( (\sigma_{\text{max}}^2, \delta) \). This function is identical to equation (3) except with the replacement \( B(M_s, z_0) \rightarrow \delta \) because the trajectory starts at an arbitrary density rather than in a specified bubble. In other words, the net mass function is the weighted average of the conditional mass functions evaluated over all densities smoothed on the scale \( R_{\text{max}} \).

Although the integral in equation (19) can be solved analytically, the result is complicated and far from illuminating. We therefore simply show some example size distributions in Fig. 9. The thick and thin curves show the sizes with and without recombinations, respectively. We take \( z = 8 \) and show results for \( \bar{x}_i = 0.51, 0.68, 0.84 \) and 0.92 (dotted, short-dashed, long-dashed and solid curves, respectively). If the characteristic size is much smaller than the recombination limit, \( n_{\text{rec}} \approx n_{\text{b}} \) except for the large bubble tail (e.g. the dotted curve). As \( R_{\text{shar}} \rightarrow R_{\text{max}} \), the bubbles pile up near that scale. Without recombinations, trajectories in slightly overdense regions tend to cross \( \delta_s \) on scales slightly larger than \( R_{\text{shar}} \). With recombinations added, that is no longer possible, delaying their first crossing until just after \( R_{\text{max}} \). When \( R_{\text{shar}} \gg R_{\text{max}} \), the pile-up becomes more significant and a large fraction of the Universe lies in bubbles at or just below the recombination limit.

The filled hexagons in Fig. 9 show the fraction of the ionized volume in bubbles with \( R = R_{\text{max}} \). This is not equal to the fraction of the volume of bubbles with \( R > R_{\text{max}} \) for the pure FZH04 model, because some trajectories cross \( \delta_s \) at large scales but then fall below it (i.e. small voids in wide overdensities). If the FZH04 barrier were constant, exactly half as many trajectories would lie in saturated bubbles as lie in large bubbles for the pure FZH04 model.\(^3\) With our linear barrier, the difference is slightly larger [compare our equation (18) with equation (11) of McQuinn et al. (2005)]. The other half of the trajectories that would be in large bubbles continue to smaller scales; most fill up the peak just below \( R_{\text{max}} \).

For the same reason, the total ionized fraction with recombinations is actually slightly smaller than \( \xi_{\text{coll,c.f.}} \): a small fraction of trajectories, corresponding to deep voids embedded in large-scale overdensities, would have crossed the FZH04 barrier only on scales \( R > R_{\text{max}} \). Fortunately, this is a small correction—most likely less important than the residual neutral gas within the bubbles—so we will not examine it further here.

5.3 The 'time of overlap'

Thus recombinations impose a saturation radius \( R_{\text{max}} \) beyond which bubbles cannot grow, as ionizing photons are consumed internally rather than reaching the edge of the bubble. From the point of view of a single point in the IGM, reionization is complete once that point joins such a Str"omgren sphere. Even if another \( H \) region forms contiguous to its host bubble, the ionizing background will change only slightly. ‘Overlap’ effectively occurs at different times throughout the IGM and should be considered a local process. After saturation, the mean free path (and hence the ionizing background) grows much more slowly (see Figs 1b and 6), even though the Universe as a whole is not fully ionized. According to the picture of Gnedin (2000), such slow growth is characteristic of the post-overlap phase. Instead, we argue that it is characteristic of saturation, which occurs throughout the end of reionization. Our model provides a well-defined way to compute this distribution of overlap times. We let \( x_{\text{rec}} \) be the fraction of points contained in bubbles with \( R > R_{\text{max}} \) (computed using the

\(^3\) This is the same factor of 2 that bedeviled the original Press & Schechter (1974) derivation of the halo mass function. It can be most easily understood through the excursion set formalism, because the barrier absorbs both those trajectories that continue above it and those that reflect off of it (Chandrasekhar 1943; Bond et al. 1991).
standard FZH04 barrier). As shown in the previous section, this is essentially the same as the fraction of trajectories in recombination-limited (or nearly recombination-limited) bubbles.

Fig. 10 shows $x_{\text{rec}}$ as a function of $\xi_i$ at three different redshifts ($z = 6, 9$ and $12$) for the thin solid, dashed and dotted curves, respectively) assuming the MHR00 model for the mean free path. In all cases, only a small fraction of the IGM reaches saturation early in reionization: none of these large bubbles forms before $\xi_i = 0.5$, and at least 50 per cent of the Universe reaches local overlap in the range $0.9 < \xi_i < 1$. This fraction increases at higher redshifts: as seen in Fig. 8, the lack of substructure in the high-redshift Universe allows the bubbles to grow much larger at $z = 12$ than at $z = 6$, so the saturation limit occurs at much larger $R_\text{max}$. This range of $\xi_i$ corresponds to a small (but far from negligible) redshift interval. To fix numbers, the top axis of Fig. 10 shows the redshift interval from complete reionization for the $z = 6$ case, assuming a constant efficiency $\zeta$. In this case, $x_{\text{rec}} \approx 0.5$ when $\Delta z \approx 0.3$, with a long tail to even higher redshifts. The redshift interval is somewhat smaller at higher redshifts, both because $R_\text{max}$ is larger and because $f_{\text{coll}}$ increases more rapidly (in relative terms). Interestingly, the interval increases if we decrease the Strömgren radius: the thick solid curve is the distribution in overlap times for $z = 6$ in a model where we take the mean free path of ionizing photons to be one-half of the MHR00 value of equation (12); according to the Appendix this is a reasonable guess for the cumulative effect of low column density systems. By decreasing $R_\text{max}$, bubble saturation begins much earlier: $x_{\text{rec}} \approx 0.5$ at $\Delta z \approx 0.6$, with a larger tail. Essentially, the bubbles saturate earlier in overdense regions, and underdense regions (which would otherwise be engulfed by bubbles propagating outward from filaments) take longer to catch up.

Interestingly, our model shows that we cannot identify the thickness of the reionization surface with the scale $R_\text{max}$. Naively, one might expect the bubble size to provide a characteristic ‘radius of curvature’ for the reionization epoch, with larger bubbles resulting in more cosmic variance in the time of overlap. Wyithe & Loeb (2004b) argued that the width of the overlap surface comes from balancing causality with density fluctuations (quantified in a way similar to FZH04); essentially they equated $R_\text{max}$ with the width of the overlap surface. Our model shows that this is an overestimate because of the spread in overlap times; in fact, a smaller $R_\text{max}$ produces greater cosmic variance in the overlap era. Thus the difference in Lyman series transmission between the lines of sight to the two highest redshift quasars on $\sim 100$ Mpc length-scales (Oh & Furlanetto 2005; White et al. 2005) does not necessarily require bubbles of size $\sim 100$ Mpc – instead, it implies that bubble growth saturated at considerably smaller length-scales; according to our model, such variance could come from bubbles $\lesssim 20$ Mpc. The strength of our model is that we can compute this variance quantitatively.

5.4 The global recombination rate

MHR00 pointed out that the global recombination rate will increase throughout reionization as the ionization fronts penetrate into denser and denser structures. With their assumption of a uniform ionizing background, they fixed $\Delta_i$ by requiring $F_V(\Delta_i) = \bar{x}_i$ (note that we treat $\bar{x}_i$ as a volume-weighted quantity here). Then the global recombination rate $\bar{A}$ follows directly from equation (10). We show the resulting recombination rates, scaled to that of a homogeneous IGM ($A_a$), by the lower thin set of curves in Fig. 11. The solid, dashed and dotted curves are for $z = 6, 9$ and $12$. In the early or middle stages of reionization, $\bar{A} < A_a$ because only the voids are ionized. In this regime, $\bar{A}$ increases toward higher redshifts, because voids are denser (relative to the mean) at those times. In the late stages, on the other hand, the dense clumps become ionized, $\bar{A} > A_a$, and $\bar{A}$ increases toward lower redshifts. Because we follow the volume-averaged $\bar{x}_i$, we do not enter this regime until $\bar{x}_i \approx 1$: dense clumps fill only a small fraction of the Universe even though they contain a substantial fraction of the mass (see Fig. 2 of MHR00). Thus the question of whether reionization is most efficient at high or low redshifts depends on the $\bar{x}_i$ of interest. At low redshift, the early

![Figure 10. Fraction of the Universe in Strömgren spheres, i.e. contained in FZH04 bubbles larger than $R_\text{max}$. Solid, dashed and dotted curves are for $z = 6, 9$ and 12, respectively. The thin lines use the MHR00 density model. The thick solid curve assumes that $\xi_i$ is half the MHR00 value at $z = 6$. The top axis shows the redshift offset from the time of full ionization (if that occurs at $z = 6$), assuming that $\zeta$ is fixed.](https://academic.oup.com/mnras/article-abstract/363/3/1031/1143058)

![Figure 11. Recombination rates for inhomogeneous reionization. Each curve shows the net recombination rate $\bar{A}$ scaled to that for a homogeneous universe ($A_a$); the upper thick set includes the bubbles, while the lower thin set does not. Solid, dashed and dotted curves are for $z = 6, 9$ and 12, respectively. The dot–dashed curve includes the variable mean free path at $z = 9$ but not the bubble overdensity. Note that, in the lower redshift cases, curves begin at $\bar{x}_i = 2f_{\text{coll}}$.](https://academic.oup.com/mnras/article-abstract/363/3/1031/1143058)
Another is that the mean free path (and hence however, the neutral gas can lie sufficiently far away to render the regions are still highly ionized (Barkana 2002). With large bubbles, for example, decreasing 2004c). If bubbles remained small throughout reionization, the Lyα森林 would allow the remaining neutral patches would overlap, even though H II re-saturation rate is simply a weighted average of the recombination rate inside each bubble:

$$\bar{\lambda}_{\text{obs}} = \int dm_b A(m_b) \frac{m_b}{\rho} \, n_b(m_b) \left[ 1 + \delta_i(z) \right].$$

(20)

Here the last factor is the mean physical overdensity of each bubble. We set the recombination rate of each bubble, $A(m_b)$, by equating $\lambda_i$ and $R_0$ in order to fix $\Delta_i$.

In Fig. 11, the upper thick set of curves shows $\bar{\lambda}_{\text{obs}}$ for the FZH04 model of equation (2); the redshifts are the same as in the lower set. This model increases $\bar{\lambda}$ over that for uniformly distributed sources by a factor of about 4, even early in reionization. One reason is the biased location of bubbles, which sit in overdense regions. Another is that the mean free path (and hence $\Delta_i$) grows much faster in big bubbles early on. Because the sources are not distributed uniformly, they leave some low-density voids neutral while ionizing some higher density gas, inevitably increasing $\bar{\lambda}_{\text{obs}}$. The dot–dashed curve illustrates the relative importance of these effects: it includes the variable mean free path but ignores the bubble overdensities. In that case, $\bar{\lambda}_{\text{obs}}$ is significantly closer to the MHR00 value early in reionization, when $\delta_i(z)$ is largest, but approaches equation (20) for $\bar{x}_i \to 1$ because $\delta_i \to 0$ in that limit. According to Fig. 11, the two effects conspire to boost the recombination rate by a factor of a few throughout reionization. This again illustrates how recombinations ‘tax’ sources in high-density regions more heavily than those in low-density environments by forcing clusters of sources to blow large bubbles – with correspondingly large recombination rates – even early in reionization.

We must also note two caveats about this treatment. First, we have ignored the recombination limit on the bubble size, and hence we overestimate $\bar{\lambda}_{\text{obs}}$ when $R_{\text{clust}} > R_{\text{max}}$. In actuality the enhancement will be smaller when $\bar{x}_i \gtrsim 0.9$, but the degree will depend on the precise value of $R_{\text{max}}$. Secondly, if equation (12) overestimates the mean free path, $\bar{\lambda}$ will increase by a larger factor because $\Delta_i$ rises. For example, decreasing $\lambda_i$ by a factor of 2 increases $\bar{\lambda}$ by ~10–50 per cent, depending on the ionized fraction and redshift.

6 AN OBSERVATIONAL PROBE: LYMAN-SERIES ABSORPTION

One consequence of large ionized bubbles is to reduce or eliminate the Lyα ‘damping wing’ absorption by the IGM (Furlanetto et al. 2004c). If bubbles remained small throughout reionization, the Lyα forest would allow no transmission because the damping wings of the remaining neutral patches would overlap, even though H II regions are still highly ionized (Barkana 2002). With large bubbles, however, the neutral gas can lie sufficiently far away to render the damping wing negligible, opening a new window for studying the high-redshift Universe: quasar spectra should show interesting features even when $\bar{x}_i \sim 0.1–0.25$ (see e.g. fig. 9 of Furlanetto et al. 2004c).

Our model shows that recombinations strongly affect these late stages, so the transmission in this regime constrains how the bubbles saturate once the IGM density structure begins to dominate. To illustrate the power of this approach, we now extend the treatment of Furlanetto et al. (2004c) to include the recombination limit. We will ignore damping wing absorption in the following, because it is sub-dominant during the epoch of interest. Given a model for the bubble topology and $P_V(\Delta)$, we can compute the probability that any patch of the IGM has an optical depth for transition $\iota$ smaller than $\tau_i$, by

$$P(\tau_i < \tau) = \int dm_b n_b(m_b) \frac{m_b}{\rho} \int_{\Delta_i}^{\Delta_{\max}} d\Delta \, P_V(\Delta),$$

(21)

where $\Delta_{\max}$ is the maximum density for which $\tau < \tau_i$. We assume ionization equilibrium within each bubble, so the neutral fraction is

$$\bar{x}_{\text{HI}} = \frac{\chi \delta_i(T)}{\Gamma} \Delta,$$

(22)

where $\chi_i$ is a correction for (singly ionized) helium. In the Appendix, we show that this assumption breaks down for gas with $\Delta > \Delta_i$, so we always take such regions to be fully neutral. We assume an equation of state $T = T_0 \Delta^\gamma$, with $T_0 = 10^4$ K, and we approximate $\alpha \propto T^{-\gamma}$. The ionizing rate per hydrogen atom is

$$\Gamma = \int dv \, \epsilon_d \lambda_i \sigma_v.$$

(23)

Here the ionization cross-section is approximately $\sigma_d = \sigma_0 (v/v_0)^{-3}$, with $\sigma_0 = 6.3 \times 10^{-18}$ cm$^2$ and $v_0 = 13.6$ eV. We will write the photon emissivity (by number) per unit frequency as $\epsilon_d = \epsilon_d(\nu_0/v_0)$ ($v_0 = 13.6$ eV); the total emissivity is then $\epsilon = \epsilon_d/\eta$. We take $\eta = 3/2$ to approximate a starburst spectrum. Finally, before reionization, the mean free path is $\lambda_i = \min(R_0, R_{\text{max}})$; it is frequency-independent in the limit that the bubbles are separated by walls of neutral hydrogen. (We take a single $R_{\text{max}}$ to represent the recombination limit at any instant, which appears to be a good assumption unless recombinations are quite rapid.) Thus (cf. Miralda-Escudé 2003)

$$\Gamma = \lambda_i \sigma_0 \epsilon_d \eta / (3 + \eta).$$

(24)

We can relate the emissivity to the efficiency parameter of FZH04 by setting $\epsilon_d = \zeta n_h \chi_i^{-4} (df_{\text{full}}/dt)$. This assumes $\epsilon_d$ to be uniform throughout the Universe; actually it is slightly larger around clusters of sources, but the fluctuations are small at the end of reionization. We also note that $\epsilon$ is here the instantaneous emissivity and should not include any factor accounting for past recombinations. Finally, we take the local density field $P_V(\Delta)$ to be uncorrelated with the bubble topology; when $\bar{x}_i \approx 1$, this is probably not a bad approximation, although it must eventually be compared to high-resolution simulations.

With these assumptions, we can write the local density as a function of observed optical depth,

$$\Delta(\tau_i) = \left\{ \begin{array}{ll}
170 & \frac{\eta}{\bar{x}_i} \left[ \frac{\alpha_d(10^4 \text{ K})}{\alpha(T_0)} \right] \bar{h}(z) \left( \frac{\lambda_i}{\text{Mpc}} \right) \\
\times \chi \left[ \frac{df_{\text{full}}}{dz} \right] \left( \frac{\tau_i}{\tau_{\text{GP3}}} \right)^{1/(2-0.7\gamma)}
\end{array} \right\},$$

(25)

where $\tau_{\text{GP3}}$ is the Gunn & Peterson (1965) optical depth for a fully neutral medium in transition $\iota$; substituting for $\Delta_{\max}$ in equation
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(21), we can then find the probability that any region of the IGM will have a small optical depth in our inhomogeneous bubble model.

Fig. 12 shows the resulting probability distributions for the Lyα, Lyβ and Lyγ transitions. In each panel, the dotted, dot-dashed, short-dashed, long-dashed and solid curves take $R_{\text{max}} = 10, 20, 30, 60$ and 600 Mpc (note that the last is essentially equivalent to setting $R_{\text{max}} = \infty$). We set $\bar{\tau}_i = 0.95$ at $z = 6$. The distributions peak at a characteristic optical depth determined by the convolution of the bubble size distribution with the IGM density field. Note how the peak moves relatively little for large $R_{\text{max}}$, because it can never exceed the characteristic bubble size of FZH04. While strong Lyα transmission is always relatively rare, the figure shows a sensitive dependence on $R_{\text{max}}$: strong transmission relies on deep voids, which are rare in the MHR00 model. Thus moving the peak of $p(\tau)$ effectively moves the cut-off in the optical depth distribution and sharply reduces the leftover flux. Similar, though somewhat smaller, differences occur for the other Lyman-series transitions. The effects are less dramatic here because the higher transitions sample more representative parts of the density distribution (Oh & Furlanetto 2005).

Fig. 13 shows how the absorption varies with $\bar{\tau}_i$. We assume $z = 6$; the thick curves take $R_{\text{max}} = 30$ Mpc while the thin curves take $R_{\text{max}} = 600$ Mpc. The dotted, dashed and solid curves have $\bar{\tau}_i = 0.75, 0.85$ and 0.95. In the early stages, $R_{\text{max}}$ makes little difference because $R_{\text{bar}} \ll R_{\text{max}}$; hence the dotted curves are coincident in each panel. However, as the bubbles grow beyond $R_{\text{max}}$, more and more of the Universe becomes recombination-limited and thick and thin curves diverge (see also Fig. 10). At first only the tails of the distributions differ because $R_{\text{max}} > R_{\text{bar}}$ at $\bar{\tau}_i = 0.85$, but by the end of reionization even the peaks separate. Again, the contrast is largest for Lyα because that samples the most distant tail of the IGM density distribution.

Thus the recombination limit ultimately determines the extent to which we can use quasar (or gamma-ray burst) spectra to study the late stages of reionization. If $R_{\text{max}}$ is small (less than 10 Mpc, for example), the pre-overlap era will have little or no transmission because the local ionizing background is small everywhere even if the damping wing is suppressed. Hence the Gunn–Peterson trough would be complete. If, on the other hand, $R_{\text{max}}$ is comparable to the mean free path at $z \lesssim 6$ (~20 Mpc: Fan et al. 2002), we expect non-negligible transmission as far back as $\bar{\tau}_i \sim 0.8$. Our model therefore makes several testable predictions for the influence of recombinations on observations. The key is that the scatter in apparent overlap increases with $R_{\text{max}}$ while the allowed transmission over that range decreases. The mean free path after overlap $\lambda(z \sim 6) \sim 20$ Mpc likely sets an upper bound on $R_{\text{max}}$, because it normally increases monotonically with time. On the other hand, the significant Lyman-series transmission along the line of sight to a $z \approx 6.4$ quasar (White et al. 2003), coupled with the saturated absorption to a $z \approx 6.3$ quasar (Becker et al. 2001), sets a lower bound on $R_{\text{max}}$. The observed scatter in the ‘overlap redshift’ $\Delta z$ should increase as $R_{\text{max}}$ decreases. Fig. 10 shows that taking $R_{\text{max}}(z \sim 6–6.4) \sim \lambda(z \sim 6) \sim 20$ Mpc is consistent with the expected scatter in our model. Moreover, $R_{\text{max}}$ will not evolve strongly over that time (see Fig. 1b), barring strong and sudden evolution in substructure – e.g. photoevaporation of minihaloes. These arguments can be tightened both by observations of more high-redshift lines of sight and by more detailed simulations of the Lyα forest at the end of reionization. In general, the rate at which the transmission evolves will tell us how the Universe passes from the ‘bubble-dominated’ topology characteristic of reionization to the smoother ‘web-dominated’ topology characteristic of the lower redshift Universe. While 21-cm observations will teach us a great deal about the early and middle stages of reionization (when the 21-cm signal has a high contrast: FZH04; Furlanetto, Zaldarriaga & Hernquist 2004b), quasar spectra will likely remain our best probe of the tail end of reionization and this crucial overlap epoch.

7 DISCUSSION

In this paper, we have studied how H II regions evolve throughout reionization. Building on the FZH04 model, in which ionized bubbles surround clusters of luminous sources, we first described how these bubbles combine and merge in the early and middle stages of reionization. We derived bubble progenitor distributions and (approximate) merger rates analogous to the ‘extended Press–Schechter’ quantities commonly used for dark matter haloes.
The distributions emphasize the ‘inside-out’ nature of reionization. Large bubbles surrounding overdense regions begin ionizing earlier than average, while small bubbles (characteristic of voids) ionize later on. They also show that H\textsc{ii} regions grow primarily through mergers with bubbles slightly larger than the current characteristic size. As a consequence, on a local level reionization is more analogous to ‘punctuated equilibrium’ than ‘gradualist’ evolution, even if $\bar{x}_i$ increases smoothly. Fig. 6 shows several examples in which bubbles sit quietly for long periods between rapid growth spurts at major mergers.

This behaviour changes as we approach the end of reionization. As the bubbles expand, internal recombinations consume an ever-growing fraction of ionizing photons. In other words, once the size of a bubble becomes comparable to the mean free path of an ionizing photon, it stops growing and becomes a true ‘Strömgren sphere’. We showed how this saturation point can be incorporated into the FZH04 model by building on the picture presented by MHR00. Note that once a significant fraction of the Universe sits within such bubbles, the bubble sizes do not meaningfully reflect variations in the mean free path of ionizing photons. In this regime, our model describes large-scale fluctuations in the mean free path. This makes interpreting observations somewhat subtle: direct measures of the ionized volumes, such as 21-cm studies of the high-redshift universe (e.g. Madau, Meiksin & Rees 1997; Ciardi & Madau 2003; Zaldarriaga, Furlanetto & Hernquist 2004; Furlanetto et al. 2004b), will see large contiguous ionized regions but can tell us little about how the mean free path evolves and hence how reionization actually ends. Instead, observations of Lyman-series absorption toward high-redshift quasars and of Lyα-emitting galaxies may remain our best probes of the overlap era, because those techniques are much more sensitive to the strength of the ionizing background and hence to the mean free path of ionizing photons.

In IGM models similar to MHR00, bubbles saturate only on scales $\gtrsim 20$ comoving Mpc. However, applying the MHR00 model at $z \lesssim 6$ requires extrapolation from their simulation fits. In particular, the simulations assumed that the IGM is smooth on the Jeans scale of photoionized gas ($T \sim 10^5$ K). This obviously need not be the case for neutral gas at high redshifts. In principle the gas may be colder than the CMB and a large fraction could condense into minihaloes, which act as sinks of ionizing photons. Minihaloes will significantly reduce the mean free path and hence freeze the bubble growth earlier. We considered an extremely simple model to illustrate their possible effects; a more detailed look must consider the photoevaporation of these objects as they are ionized (Barkana & Loeb 1999; Shapiro et al. 2004), which makes the problem time-dependent. Nevertheless, our picture fits with the current observational constraints. Fan et al. (2002) measured the mean free path of ionizing photons at $z \sim 5.5$ to be $\sim 20$ Mpc (using the MHR00 model). If the MHR00 model is accurate at high redshifts, then the bubbles grow smoothly until this limit is reached when $\bar{x}_i \gtrsim 0.9$ (see Fig. 10). If the IGM is significantly more clumpy, the Universe may pass through a long highly ionized phase in which the mean free path grows slowly as e.g. minihaloes photoevaporate. The true picture awaits a better understanding of the role of feedback and IGM heating in suppressing small-scale structure in the IGM (Oh & Haiman 2003).

Another effect of our description of inhomogeneous reionization is to increase the recombination rate of the Universe above that predicted by MHR00 (by up to a factor of $\sim 4$), especially when $\bar{x}_i$ is relatively small. This occurs because ionized bubbles originate around clusters of galaxies (which in turn occur in overdense regions) and because, within each bubble, the minimum density to which the IGM must be ionized is larger than for a uniformly illuminated universe. Thus we have found that recombinations exact a ‘progressive tax’ on the ionizing sources that becomes larger around the largest proto-clusters of sources: any such group that can blow a large bubble into the IGM will soon have its ionizing photons consumed by recombinations, although its more isolated neighbours remain effective ionizing agents. This helps to explain the simulations of Ciardi et al. (2003), who argued that the densest regions are the first to begin reionization but the last to ‘complete’ it. Most importantly, our model shows that the radiation background at any given point in the IGM will evolve through a series of discrete jumps until it saturates at the mean free path. We must therefore be careful in interpreting jumps in the ionizing background (or in the IGM transmission) – every point will experience a sequence of jumps throughout reionization, with the final (and likely largest) jump occurring when a region becomes recombination-limited. After this point the ionizing background evolves only slowly (see Fig. 6). Although most regions reach this stage over a relatively short time interval (see Fig. 10), some bubbles grow rapidly and saturate at much earlier times, particularly if the limit appears when $R \lesssim 10$ comoving Mpc. Once a bubble reaches this point, reionization is complete for all intents and purposes within that volume, regardless of the true global $\bar{x}_i$ (cf. Gnedin 2000), and it is obvious that we can no longer treat the ‘overlap epoch’ as a single global event. Instead these large bubbles enter a ‘post-overlap’ phase when $\bar{x}_i < 1$! As a result, we expect substantial cosmic variance in the apparent onset of reionization along different lines of sight. Note that this is a qualitatively different source of variance from those described by Wyithe & Loeb (2004b), who attributed differences in the onset of reionization to a combination of the light-travel time across bubbles and modulation by the underlying density field (similar to the pure FZH04 model). While the latter is crucial to the large-scale topology of reionization, the end stages of reionization are actually driven by fluctuations in the mean free path within large contiguous H\textsc{ii} regions and not simply by source clustering. In comparison with their model, we predict larger scatter in the ‘overlap’ time but smaller scatter in the mean free path during that interval, because the size of every region must be near the Strömgren limit.

This limit $R_{\text{max}}$ determines the ionizing background within the bubbles (and hence the transmission, given a density field and equation of state). Thus observations of Lyman-series transmission in quasar (or gamma-ray burst) spectra can constrain how substructure in the IGM assumes control of the metagalactic radiation field and confines the bubbles. If, for example, minihaloes limited the mean free path to Mpc scales, significant transmission cannot occur until reionization is truly complete; on the other hand, density models similar to MHR00 predict measurable transmission even when $\bar{x}_i \sim 0.75$.

Our model also provides a clear and intuitive interpretation of the differences between the two best-studied lines of sight to $z > 6$ quasars (Becker et al. 2001; White et al. 2003), which go much deeper than differences in the end-point of the Gunn–Peterson trough. One shows apparent complete absorption, while the other remains highly ionized and has a number of transmission features at $z > 6$. These differences are intriguing because they appear to be coherent over $\sim 100$ comoving Mpc, on which scales density fluctuations should be miniscule at such high redshifts. In our model, the difference arises because overlap occurs somewhat earlier along one line of sight. The FZH04 model shows that reionization effectively amplifies small density fluctuations by distributing the IGM gas through a range of bubble sizes. Here we have shown that, during the end stages of reionization, substructure in the IGM further modulates the mean free path and hence the expected transmission.
Thus, at least qualitatively, it appears reasonable that the line of sight to the $z = 6.28$ quasar may pass through a slightly underdense region along which the HI regions have not yet reached the Strömgren radius, suppressing the transmission relative to the other quasar. In any case, we have shown that such large-scale fluctuations are a generic feature of reionization and can at least in principle be used to infer some key properties of the IGM.

All that said, our model is approximate and must be improved through comparisons with observations. FZH04 noted several simplifying assumptions; these included the inhomogeneous distribution of sources inside bubbles, the possibility that $\zeta$ varies across galaxies, and the Lagrangian treatment of purely linear fluctuations. However, the most important were recombination and purely spherical bubbles. We have shown that recombinations do affect the bubble growth, but only in the late stages of reionization, helping to validate the FZH04 model. However, all of our conclusions are subject to caveats about the unknown density distribution within the IGM.

That is something that clearly must be simulated more carefully in the future if we are to understand the full effects of recombinations. It promises to be difficult – following the growth of small-scale structure, including the feedback of reionization on it (such as the photoevaporation of minihaloes: Shapiro et al. 2004), while also sampling a representative volume of the Universe ($\gtrsim 100 \text{ Mpc}$), will tax even the promise of Moore’s law. A hybrid strategy of bootstrapping small boxes, which resolve the IGM structure, into larger, lower resolution boxes may be the most viable.

The other crucial assumption is that of spherical bubbles. We argued in Section 2 that this will probably break down when the bubbles fill a large fraction of the Universe, because then ionized gas can surround isolated islands of neutral gas. In this case the bubble size may describe the typical separation of such islands. This must be tested in simulations, or at least in numerical realizations of our barrier formalism (e.g. Zahn et al. 2005). However, our recombination-based model is less subject to such problems. We have shown that, once the bubbles become large, they fragment into Strömgren spheres; our model describes the distribution of mean free paths. This quantity is not so sensitive to the underlying topology of ionized and neutral gas, because it supposes only the existence of large continuous regions of ionized material.
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compatible. In particular, we compute the column density distribution function \( f(N_H) \) and compare the resulting mean free path with the MHR00 ansatz of equation (12). We also check the validity of the MHR00 assumption that absorption is dominated by Lyman-limit systems rather than the cumulative photoelectric opacity of lower column density systems. As a byproduct, we derive a number of useful scaling relations. Throughout this Appendix we only consider recombination-limited bubbles, where \( \epsilon \approx A \).

It is useful to develop our physical intuition by making some (surprisingly accurate) analytic approximations to the MHR00 model and examining the salient scalings. Let us consider spherical absorbers with density profiles \( \rho \propto r^{-\alpha} \). Suppose that a radiation field \( \Gamma \) is incident upon the absorbers. We define a Strömgren surface via \( \Gamma r^2 \propto \rho r^3 \), or \( r \propto \Gamma^{1/(1-2\alpha)} \). Since \( r \propto \Delta^{-1/\alpha} \), this implies a relation between the radiation field and the overdensity up to which the absorber is ionized, \( \Gamma \propto \Delta^{2/(1-\alpha)} \). The mean free path of ionizing photons is inversely proportional to the cross-section of the absorber, \( \lambda \propto 1/r^2 \propto \Delta^{2/\alpha} \). Finally, the recombination rate \( A \propto \rho^2 r^3 \propto r^{-2\alpha+3} \propto \Delta^{2\alpha-3/\alpha} \). For an isothermal sphere, \( \alpha = 2 \), these relations imply that \( \Gamma \propto \Delta^{3/2} \), \( \lambda \propto \Delta \) and \( A \propto \Delta^{1/2} \). Note that, self-consistently, \( \Gamma \propto \epsilon \lambda \approx A \lambda \propto \Delta^{3/2} \).

By design, the MHR00 density distribution function, equation (9), asymptotes to a power-law density profile \( \Delta \propto r^{-3(\beta-1)} \) for \( \Delta \gg 1 \). At \( z = 3 \), \( \beta = 2.35 \) (derived from a fit to numerical simulations), corresponding to \( \rho \propto r^{-2.22} \), while for \( z \gtrsim 6 \), MHR00 assume isothermal density profiles \( \rho \propto r^{-2} \), implying \( \beta = 2.5 \). How quickly does the MHR00 density distribution reach this limiting behaviour? In their treatment, the radius of an absorber is \( r \propto [1 - F_V(\Delta_i)]^{1/3} \).

Hence we can compute the effective slope of the density power law numerically via

\[
\alpha = -\frac{\partial (\log \Delta)}{\partial (\log r)} = -\left( \frac{\partial (\log(1 - F_V(\Delta)))}{\partial (\log \Delta)} \right)^{-1},
\]

which we show in the upper left-hand panel of Fig. A1 for \( z = (3, 6, 9) \). The density distribution quickly approaches the limiting power-law density profiles for the overdensities of interest. Thus the approximations for isothermal density profiles should be accurate for the regime of interest. Because the number density of absorbers evolves with redshift (depending on the details of structure formation), the normalization has to be obtained numerically. We find for \( z = (3, 6, 9) \)

\[
\lambda_{\text{mfp}} = (41, 33, 33) \left( \frac{\Delta_i}{100} \right) \text{Mpc},
\]

\[
A = (6.8, 4.4, 3.0) \left( \frac{\Delta_i}{100} \right)^{1/2},
\]

\[
\Gamma_{-12} = (0.42, 2.7, 9.1) \left( \frac{\Delta_i}{100} \right)^{3/2},
\]

where \( \lambda_{\text{mfp}} \) is in physical (proper) units, \( A \) is in units of recombinations per baryon per Hubble time, \( \Gamma_{-12} \equiv \Gamma/(10^{-12} \text{ s}^{-1}) \), and we have used equation (23) to evaluate \( \Gamma \). These power-law scaling relations are compared with the exact expressions (solid lines) in Fig. A1 at \( z = 6 \). They are remarkably accurate and useful for quick estimates.

**Figure A1.** Top left: the logarithmic slope \( \alpha \) of the density profile, from equation (A1). The density profiles quickly reach their asymptotic power-law scalings. The other panels show the proper mean free path \( \lambda_{\text{mfp}} \), recombination rate \( A \) and ionization rate \( \Gamma_{-12} \), as computed numerically (solid lines) and via the power-law scaling relations (equation A2), at \( z = 6 \). Comparisons at other redshifts show similarly good agreement.
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The MHR00 model postulates that $x_{\text{HI}} \approx 0$ for $\Delta < \Delta_1$, and $x_{\text{HI}} \approx 1$ for $\Delta > \Delta_1$; this is rather different from the usual ionization equilibrium assumption ($x_{\text{HI}} \propto \Delta$) in Ly$\alpha$ forest studies. MHR00 argued that their model could accommodate such a scaling if one defined $\Delta_1$ such that $x_{\text{HI}}(\Delta_1) = 0.5$. Then, assuming ionization equilibrium, one obtains virtually the same recombination rate $A(\Delta_1)$ as with the original definition of $\Delta_1$ (see their fig. 2). However, the MHR00 model predicts the wrong scaling between $\Delta_1$ and the radiation field: if $x_{\text{HI}}(\Delta_1)$ is constant, then $\Delta_1 \propto \Gamma$. By contrast, equation (A2) implies that $\Delta_1 \propto \Gamma^{2/3}$. Indeed, from the scaling relations in equation (A2), we have

$$x_{\text{HI}}(\Delta_1) \approx \frac{x_{\text{HI}}(T)}{\Gamma(\Delta_1)}.$$  

(A3)

apparently contradicting the MHR00 assumption that $x_{\text{HI}}(\Delta_1) \sim O(1)$. What has gone wrong?

The key is that we must take the finite absorber sizes – and in particular self-shielding – into account. We therefore need to associate a column density $N_{\text{HI}}$ with a given overdensity $\Delta_1$. Schaye (2001) has shown that most observed properties of the Ly$\alpha$ forest can be easily understood if the typical size of an overdensity $\Delta_1$ is the local Jeans length $L_j$. Then, assuming $N_{\text{HI}} \approx x_{\text{HI}}N_{\text{HI}}L_j$ and photoionization equilibrium, we obtain

$$N_{\text{HI}} = 3.3 \times 10^{17} \text{ cm}^{-2} \left(\frac{\Delta_1}{100}\right)^{2/3} T_4^{-0.26} \lambda_{12}^{-1} \left(\frac{1+z}{7}\right)^{9/2}.$$  

(A4)

A Lyman-limit system which can self-shield the surrounding radiation field has $N_{\text{HI}} \approx 1/\sigma$ (1.6 $\times$ $10^{17}$ cm$^{-2}$. From equation (A4), an object enters this regime at

$$\Delta_{\text{LLS}} = (330, 61, 21) \Gamma_{12}^{2/3}$$  

(A5)

for $z = (3, 6, 9)$. Note that this expression now has the correct power-law scaling. On the other hand, from equation (A2), we have

$$\Delta_1 \approx \Delta_{\text{LLS}}.$$  

(A6)

Thus $\Delta_1 \approx \Delta_{\text{LLS}}$. From equations (A4), (A5) and (A6), we conclude that the MHR00 model is indeed fully self-consistent, in the sense that $x_{\text{HI}} \approx 0$ for $\Delta \ll \Delta_1$, and $x_{\text{HI}} \approx 1$ for $\Delta > \Delta_1$. This happens because MHR00 calibrated their model to numerical simulations, which obviously do contain the relevant physical scales for the absorbers. There is an abrupt transition at $\Delta_1$ due to self-shielding, so that $\Gamma \to 0$ for $\Delta > \Delta_1$. Below the threshold, ionization equilibrium with $\Gamma \approx \text{constant}$ and $x_{\text{HI}} \propto \Delta$ are accurate.

Equation (A4) also allows us to calculate more detailed statistics of the Ly$\alpha$ forest and to compare with observations at $z \approx 3$. In particular, let us calculate the canonical distribution function,

$$f(N_{\text{HI}}, z) = \frac{d^2 N}{dN_{\text{HI}} dz} H(z) \frac{1}{(1+z)^2}.$$  

(A7)

Observe that

$$\Omega_\delta = \Omega = \int \Delta P_\Gamma(\Delta, z) \Delta$$  

(A8)

$$= \frac{8\pi G M_{\text{HI}}}{3 H_0 c^2 (1 - \gamma)} \int N_{\text{HI}} x_{\text{HI}} f(N_{\text{HI}}, z) dN_{\text{HI}}.$$  

Hence, differentiating both sides, we obtain

$$f(N_{\text{HI}}, z) = \Omega \frac{d}{dN_{\text{HI}}} \Delta P_\Gamma(\Delta, z) \frac{3 H_0 c (1 - \gamma)}{8\pi G M_{\text{HI}}} x_{\text{HI}} N_{\text{HI}}.$$  

(A9)

Using equation (A4) and our power-law scalings for $P_\Gamma(\Delta)$, we have, at $z = (3, 6, 9)$,

$$f(N_{\text{HI}}) = (4.5, 4.2, 4.7) \times 10^{-3} N_{17}^{(-1.56, 5.3/3)} \times \Gamma_{-12}^{-0.56, 2/3}.$$  

(A10)

where $N_{17} \equiv N_{\text{HI}}/(10^{17} \text{ cm}^{-2})$. The different power-law exponents arise because we have assumed $\beta = 2.55$ at $z = 3$ but $\beta = 2.5$ at $z \geq 6$. In general, $f(N_{\text{HI}}) \propto \Delta^{-\beta} \Gamma^{-5/3} N^{2/3}$ at $z \geq 6$.

To test our model, we compare with observations of the Ly$\alpha$ forest at $z \approx 3$. The unknown radiation field $\Gamma_{-12}$ can be fixed by matching the mean flux decrement in quasar spectra. Schirber & Bullock (2003) find that $\Gamma_{-12}(z) = 10^{-2.44+0.4}$ is a good approximation to the measurements of McDonald & Miralda-Escudé (2001) in the redshift range $z = 2.3 - 5$. If we insert this radiation field into equation (A9), we find excellent agreement with observations. For instance, Hu et al. (1995) find a best-fitting power law $f(N_{\text{HI}}) = 5.5 \times 10^{12} N_{17}^{1.46}$ over the range $N_{\text{HI}} = 2 \times 10^{12} - 3 \times 10^{14} \text{ cm}^{-2}$ at $z = 2.8$, whereas equation (A9) predicts $f(N_{\text{HI}}) = 7.6 \times 10^{12} N_{17}^{1.5}$. Likewise, Storrie-Lombardi et al. (1994) find an abundance of Lyman-limit systems $dN_{\text{LS}}/dz = 3.3 \pm 0.6$ at $z = 4$. By comparison, if we integrate equation (A9) over all column densities $N_{\text{HI}} > N_{\text{LLS}} = 1.6 \times 10^{17} \text{ cm}^{-2}$, we find $dN_{\text{LLS}}/dz = 3.8$. Thus our model seems physically reasonable, although the observations suggest rescaling the normalization of equation (A9) by a factor $f \sim 0.7$ (probably due to some ambiguity in the definition of $L_j$).

As a further consistency check, equation (A9) predicts a mean free path

$$\lambda_{\text{mfp}} = \frac{z H^{-1}}{(1+z)} \left(\frac{dN}{dz}\right)^{-1} = (76, 20, 6.4) \Gamma_{12}^{2/3} \left(\frac{f}{0.7}\right) \text{ Mpc}.$$  

(A11)

at $z = (3, 6, 9)$. By comparison, equation (A2) yields $\lambda_{\text{mfp}} = (73, 17, 7.6) \Gamma_{12}^{2/3}$ Mpc, which is in good agreement.

The sole remaining point to check is the relation between the mean free path $\lambda_{\text{mfp}}$ of ionizing photons and the distance between Lyman-limit systems $\lambda_{\text{LLS}}$. We have assumed that they are roughly comparable, $\lambda_{\text{mfp}} \approx \lambda_{\text{LLS}}$. This amounts to equating Lyman-limit systems with contours of overdensity $\Delta_1$ and neglecting the cumulative photoelectric opacity of lower column density systems. In general, if $f(N_{\text{HI}}) \propto N_{\text{HI}}^{-d}$ then the effective optical depth $\tau_{\text{eff}} \propto N_{\text{HI}}^{d/2}$, as long as $d < 2$, the highest column density systems dominate the effective optical depth and hence determine the mean free path. More precisely, the absorption probability per unit length, $\lambda_{\text{mfp}}^{-1}$, for a photon at the hydrogen ionization absorption edge is (Miralda-Escudé 2003)

$$\frac{1}{\lambda_0} = \int_0^{\infty} \frac{d\tau}{\tau^4 (1 - e^{-\tau})} = (2.0, 2.6) \Gamma_{12}^{2/3} \lambda_{\text{LLS}}$$  

(A12)

for $d = 2/3 = (1.56, 5/3)$ at $z = 3$ and $d \geq 6$ respectively. Here we have defined $\tau = N_{\text{HI}}/(1.6 \times 10^{17} \text{ cm}^{-2})$. Thus we see that for the assumed model the mean free path is indeed comparable to the spacing between Lyman-limit systems. At the Lyman edge, it is actually a factor of $\sim 2$ smaller, but higher energy photons will reduce some of that difference.

Note that $\lambda_{\text{mfp}}/\lambda_{\text{LLS}}$ depends only on the slope of the column density distribution function $\delta$, which in turn depends on the slope $\alpha$ of the density profile around absorbers. If they are shallower, photoelectric absorption from lower column density systems becomes more important. In such a picture, absorption is cumulative and continuous rather than like a picket-fence. In particular, for $\alpha < 1.5$, $\delta > 2$ and the opacity is dominated by low column density systems.
(at $\delta = 2$ itself, we find $\lambda_{\text{mfp}}/\lambda_{\text{LLS}} \sim 0.1$). Note also that, since $A \propto \Delta^{(2\alpha-3)/\alpha}$, recombinations are dominated by low overdensities rather than high overdensities for $\alpha < 1.5$. In this case, the recombination rate converges once emission exceeds a certain threshold, allowing the Strömgren surface around ionized clumps suddenly to move inward and the mean free path to increase dramatically (see also the discussion in Madau, Haardt & Rees 1999). Thus the nature of percolation itself depends quite sensitively on the unknown slope of the density field in dense clumps. One could imagine that gas density profiles might be quite different at high redshift, when potential wells are much shallower and Jeans smoothing more important. For instance, if there is a period of early reionization that raises the entropy of the IGM, gas density profiles around mini-haloes can be much shallower than the dark matter profiles (Oh & Haiman 2003).