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Abstract
This paper explores the relationship between discourse structure and coverbal gesture. Using the idea of gestural cohesion, we show that coherent topic segments are characterized by homogeneous gestural forms, and that changes in the distribution of gestural features predict segment boundaries. Gestural features are extracted automatically from video, and are combined with lexical features in a hierarchical Bayesian model. Unsupervised inference is performed through Metropolis-Hastings sampling. The resulting multimodal system outperforms a verbal-only model, both with manual and automatically-recognized speech transcripts.

1 Introduction
When humans communicate face-to-face, discourse cues are expressed simultaneously through multiple channels. Previous research has extensively studied how discourse cues correlate with lexi-co-syntactic and prosodic features (Hearst, 1994; Hirschberg and Nakatani, 1998); this work informs multiple text and speech processing applications, such as automatic summarization and segmentation. Gesture is another communicative modality that frequently accompanies speech, yet its connection to discourse remains poorly understood.

This paper empirically demonstrates that gesture correlates with discourse structure. In particular, we show that automatically-extracted gesture features can be combined with lexical cues in a statistical model to predict discourse segmentation. Our method builds on the idea that coherent discourse segments are characterized by gestural cohesion; in other words, that such segments exhibit homogeneous gestural patterns. Lexical cohesion (Halliday and Hasan, 1976) forms the backbone of many verbal segmentation algorithms, on the theory that segmentation boundaries should be placed where the distribution of words changes (Hearst, 1994). With gestural cohesion, we explore whether the same idea holds for gesture features.

The motivation for this approach comes from a series of psycholinguistic studies suggesting that gesture supplements speech with meaningful and unique semantic content (Kendon, 1994; McNeill, 1992). We assume that repeated patterns in gesture are indicative of the semantic coherence that characterizes well-defined discourse segments. An advantage of this view is that gestures can be brought to bear on discourse analysis without undertaking the daunting task of recognizing and interpreting individual gestures. This is crucial because coverbal gesture – unlike formal sign language – rarely follows any predefined form or grammar, and may vary dramatically by speaker.

A key implementational challenge is automatically extracting gestural information from raw video and representing it in a way that can applied to discourse analysis. We employ a representation of visual codewords, which capture clusters of low-level motion patterns. For example, one codeword may correspond to strong left-right motion in the upper part of the frame. These codewords are then treated similarly to lexical items; our model identifies changes in their distribution, and predicts topic
boundaries appropriately. The overall framework is implemented in the form of a hierarchical Bayesian model, supporting flexible integration of multiple knowledge sources.

Experimental results support the hypothesis that gestural cohesion is indicative of discourse structure. Applying our algorithm to a dataset of face-to-face dialogues, we find that gesture features correlate with segment boundaries. Moreover, gesture appears to communicate unique information, improving segmentation performance over lexical features alone. The positive impact of gesture is most pronounced when automatically-recognized speech transcripts are used, but gestures improve performance even in combination with manual transcripts.

2 Related Work

Gesture and Discourse Much of the work on gesture in natural language processing has focused on multimodal dialogue systems in which the gestures and speech may be constrained, e.g. (Johnston, 1998). In contrast, we focus on improving discourse processing on unconstrained natural language between humans. This effort follows basic psychological and linguistic research on the communicative role of gesture (McNeill, 1992), including some research that made use of automatically acquired visual features (Quek et al., 2000). We extend these empirical studies with a statistical model of the relationship between gesture and discourse segmentation.

Hand-coded descriptions of body posture shifts and eye gaze behavior have been shown to correlate with topic and turn boundaries in task-oriented dialogue (Cassell et al., 2001). These findings are exploited to generate realistic conversational “grounding” behavior in an animated agent. The semantic content of gesture was leveraged – again, for gesture generation – in (Kopp et al., 2007), which presents an animated agent that is capable of augmenting navigation directions with gestures that describe the physical properties of landmarks along the route. Both systems generate plausible and human-like gestural behavior; we address the converse problem of interpreting such gestures.

In this vein, hand-coded gesture features have been used to improve sentence segmentation, showing that sentence boundaries are unlikely to overlap gestures that are in progress (Chen et al., 2006). Features that capture the start and end of gestures are shown to improve sentence segmentation beyond lexical and prosodic features alone. This idea of gestural features as a sort of visual punctuation has parallels in the literature on prosody, which we discuss in the next subsection.

Finally, ambiguous noun phrases can be resolved by examining the similarity of co-articulated gestures (Eisenstein and Davis, 2007). While noun phrase coreference can be viewed as a discourse processing task, we address the higher-level discourse phenomenon of topic segmentation. In addition, Eisenstein and Davis focus primarily on pointing gestures directed at pre-printed visual aids. In our domain, speakers do not have access to visual aids, and thus pointing gestures are less frequent than “iconic” gestures, in which the form of motion is the principle communicative feature (McNeill, 1992).

Nonverbal Features for Topic Segmentation Research on nonverbal features for topic segmentation has primarily focused on prosody, under the assumption that a key prosodic function is to mark structure at the discourse level (Steedman, 1990; Grosz and Hirshberg, 1992; Swerts, 1997). The ultimate goal of this research is to find correlates of hierarchical discourse structure in phonetic features.

Today, research on prosody has converged on prosodic cues which correlate with discourse structure. Such markers include pause duration, fundamental frequency, and pitch range manipulations (Grosz and Hirshberg, 1992; Hirschberg and Nakatani, 1998). These studies informed the development of applications such as segmentation tools for meeting analysis, e.g. (Tur et al., 2001; Galley et al., 2003).

In comparison, the connection between gesture and discourse structure is a relatively unexplored area, at least with respect to computational approaches. One conclusion that emerges from our analysis is that gesture may signal discourse structure in a different way than prosody does: while specific prosodic markers characterize segment boundaries, gesture predicts segmentation through intra-segmental cohesion. The combination of these two
modalities is an exciting direction for future research.

3 Gesture Representation for Discourse Analysis

The units of our analysis are codewords, a compact representation of salient visual features in video. Codewords characterize frequently-occurring patterns of motion and appearance at a local scale: for example, one codeword might represent left-to-right motion in the upper part of the frame. We detect instances of codewords at specific locations and times throughout each video; the total set of codeword types forms a sort of visual vocabulary.

By listing the codewords that occur during a given period of time – such as a sentence – we obtain a succinct representation of the ongoing gestural activity. Distributions of codewords over time can be analyzed in similar terms to the distribution of lexical features. The codeword representation provides a straightforward way to assess gestural coherence: a change in the distribution of codewords indicates new visual kinematic elements entering the discourse.

The left panel of figure 1 shows the distribution of codewords in a single video; vertical lines indicate topic boundaries. Each column represents a sentence, and the blocks in a column indicate the codewords occurring during the sentence duration. While noisy, it is possible even from visual inspection to identify some connections between the segmentation and the distribution of codewords – for example, the second-to-last segment has a set of codewords starkly different from its neighbors. The right panel shows the lexical features in the same dialogue.

Computing Codewords from Video Codewords are extracted using techniques from the computer vision domain of activity recognition (Dollár et al., 2005; Efros et al., 2003). The goal of activity recognition is to classify video sequences into semantic categories: e.g., walking, running, jumping. Many recent approaches have focused on sparse low-level features called spatio-temporal interest points: high-contrast image regions – especially corners and edges – that undergo complex motion. The visual, spatial, and kinematic properties of these interest points are concatenated into feature vectors, which, while noisy, permit robust classification of the desired activities and behaviors.

As a simple example, a classifier may learn that a key difference between videos of walking and jumping is that walking is characterized by horizontal motion and jumping is characterized by vertical motion. Spurious vertical motion in a walking video is unlikely to confuse the classifier as long as the large majority of interest points move horizontally. Our hypothesis is that just as such low-level movement features can be applied in a supervised fashion to distinguish activities, they can be applied in an unsupervised fashion to group co-speech gestures into perceptually meaningful clusters.

We apply the Activity Recognition Toolbox (Dollár et al., 2005)\(^1\) to detect spatio-temporal interest points in our dataset. At each interest point, we extract the brightness gradient of a small space-time volume of nearby pixels. PCA is applied to reduce this high dimensional vector to three principle components (Hastie et al., 2001). The spatial location of the interest point is added to the feature vector, resulting in a total of five dimensions. Finally, we apply clustering to the interest points in each video, arriving at a set of twenty codewords. These codewords are the final representation of visual features in our model.

Previous applications of gesture to NLP have often focused on tracking the speaker’s hands, head, or torso (e.g., (Eisenstein and Davis, 2007)). Such approaches are powerful but are difficult to implement; worse, once tracking is lost, it is difficult to recover. For these reasons, low-level approaches based on interest points are increasingly popular for related computer vision problems.

4 Bayesian topic segmentation

Topic segmentation is performed in a Bayesian framework, using a model that is similar to previous hidden Markov model (HMM) techniques (e.g., (Tur et al., 2001)). Each sentence’s segment assignment is encoded with a hidden variable, which is assumed to be generated by a Markov process. Observations – the words and gesture codewords – are generated by language models that are indexed ac-

\(^1\)http://vision.ucsd.edu/~pdollar/research/cuboids_doc/index.html
Figure 1: Distribution of gestural and lexical features by sentence. Segment breaks are indicated by red lines.

Figure 2: Plate diagram for Bayesian topic segmentation. Shaded nodes indicate observed variables. Thick shaded arrows indicate that the parameter to the left of the arrow impacts every element to the right, e.g., $\psi$ is connected to every $z_t$.

According to the segment. In such a framework, a high-likelihood segmentation will produce language models that are pure and distinct, thus maximizing the lexical coherence of each segment.

Figure 2 shows the plate diagram for this generative model, a Bayesian HMM. Each $x_t$ represents the bag of words for the sentence $t$; $y_t$ is the bag of gestures, and $z_t$ is a positive integer indicating the segment assignment. The segment assignments are produced by a first-order Markov process, such that $z_{t+1}$ is dependent on $z_t$ and the parameter $\psi$. Words and gestures are generated by multinomial language models $\theta_{z_t}$ and $\phi_{z_t}$ respectively; $z_t$ influences these observed variables by indexing a specific language model. Finally, each of the $K$ language models are given symmetric Dirichlet priors with parameters $\theta_0$ and $\phi_0$ (Gelman et al., 2004).

As is common in speech recognition and other applications (Rabiner, 1989), we add a left-right constraint, such that $z_{t+1} \in \{z_t, z_t + 1\}$. This constraint limits the number of inter-state transitions to the desired number of segments, which we assume is specified in advance.\footnote{Evaluation is difficult when the target number of segments is unspecified, as there may be many equally appropriate segmentations at different levels of granularity. Prespecifying the desired segmentation granularity is common practice in topic segmentation, e.g. (Malioutov and Barzilay, 2006).} The parameter $\psi$ specifies a distribution over segment durations. This is modeled using the negative-binomial distribution, an alternative to the Poisson distribution that permits greater variance. Given $T$ sentences and $K$ segments, the expected duration is $T/K$.

Our goal is to perform unsupervised inference on each document. Previous approaches to unsupervised inference in similar models include Gibbs sampling (Purver et al., 2006) and variational expectation-maximization (EM) (Beal, 2003). However, we find that the left-right constraint poses difficulties for both of these techniques. Gibbs sampling is known to converge slowly when the hidden variables are highly constrained (Gelman et al., 2004), as is the case here. Our experiments with variational EM showed that the left-right constraint makes it very sensitive to initialization.

One explanation for these difficulties is that both Gibbs sampling and variational EM attempt to search in the space of labellings. Given $T$ sentences and $K$ segments, there are $K^T$ possible labellings, but only a small fraction are permissible segmentations, due to the left-right constraint. Rather than searching in this highly-constrained space, we prefer to search for segmentation points – given the left-right constraint, these search spaces are equivalent. Search is performed using the Metropolis-Hastings
algorithm, a Markov Chain Monte Carlo (MCMC) technique.

4.1 Metropolis-Hastings for Segmentation

The Metropolis-Hastings algorithm samples from the configuration space of the model, and is guaranteed in the limit to draw samples from the posterior distribution of the hidden variables (Gelman et al., 2004). Metropolis-Hastings is a natural choice for inference in hierarchical Bayesian models because it permits search through arbitrary transformations of the model configuration.

Samples are generated from a proposal distribution \( q \), and are stochastically accepted or rejected. The acceptance rate for a sample depends on two factors: the conditional probability of the sampled configuration given observations \( x \) and \( y \), and a correction if the proposal distribution is asymmetric. The probability of accepting a transformation from configuration \( S \) to \( \tilde{S} \) is,

\[
a(S, \tilde{S}) = \min \left[ 1, \frac{q(S|\tilde{S})p(\tilde{S}|x, y)}{q(\tilde{S}|S)p(S|x, y)} \right]
\]

Here, the configuration \( S \) is the triple \( \langle z, \theta, \phi \rangle \). Our proposal distribution is as follows: select any segmentation point \( \theta \) and \( \phi \) are updated appropriately, and the language model \( \phi \) is updated in the limit to draw samples from the posterior distribution over configurations. Annealing is applied to find the maximum \textit{a posteriori} segmentation. The effect of annealing is to gradually decrease the probability of accepting moves that reduce the conditional likelihood. At a temperature of zero, only moves that increase the conditional likelihood are accepted, so the sampling converges to a final estimate. Annealing is frequently used to find MAP estimates in other applications of MCMC, particularly in natural language processing, e.g. (Goldwater and Griffiths, 2007).

\[
p(S|x, y) \propto p(S)p(x, y|S) = p(z|\psi)p(\theta|\theta_0)p(\phi|\phi_0)p(x, y|z, \theta, \phi)
\]

For clarity, we consider only the verbal features, expanding \( p(S|x) \) with only the parameter \( \theta \); the visual features \( y \) and \( \phi \) are handled identically. We write \( n_i \) for the occupancy count of segment \( i \), i.e.,

\[
n_i = \sum_t 1_{z_t = i}, \text{ and } n_{i,j} \text{ as the count of times word } j \text{ appears in segment } i, \text{ i.e., } n_{i,j} = \sum_t 1_{x_t = j} 1_{z_t = i}.
\]

NegBin(\( n_i; \psi \)) indicates the probability of \( n_i \) under a negative binomial distribution with parameters \( \psi \); similarly, Dir() represents a Dirichlet distribution, and Mult() represents a multinomial.

\[
p(S|x) \propto \prod_i p(n_i|\psi)p(\theta_i|\theta_0)p(x_t; z_t = i|\theta_i) = \prod_i \text{NegBin}(n_i; \psi)\text{Dir}(\theta_i; \theta_0) \prod_{\{t: z_t = i\}} \text{Mult}(x_t; \theta_i)
\]

We arrive at the following acceptance ratio:

\[
p(\tilde{S}|x)/p(S|x) = \prod_i \frac{\text{NegBin}(\tilde{n}_i; \psi)}{\text{NegBin}(n_i; \psi)} W^{\tilde{n}_i + \theta_0 - 1 - n_i + \theta_0 - 1},
\]

where \( W \) is the total number of words in the vocabulary, and \( \theta_{i,j} \) is the parameter for word \( j \) in the multinomial \( \theta_i \).

By repeatedly drawing samples with this acceptance rate, we are guaranteed to converge to the posterior distribution over configurations. Annealing is applied to find the maximum \textit{a posteriori} segmentation. The effect of annealing is to gradually decrease the probability of accepting moves that reduce the conditional likelihood. At a temperature of zero, only moves that increase the conditional likelihood are accepted, so the sampling converges to a final estimate. Annealing is frequently used to find MAP estimates in other applications of MCMC, particularly in natural language processing, e.g. (Goldwater and Griffiths, 2007).

\[\text{See http://XXXX for a full derivation.}\]
5 Experimental Setup

Dataset Our dataset is composed of fifteen audio-video recordings of dialogues limited to three minutes in duration. The dataset includes nine different pairs of participants, and in each video one of five subjects is discussed: a “Tom and Jerry” cartoon, a “Star Wars” toy, and three mechanical devices, including a latchbox, a piston, a pez dispenser. One participant – “participant A” – was familiarized with the topic, and is tasked with explaining it to participant B, who is permitted to ask questions. Audio from both participants is used, but only video of participant A is used; we do not examine whether B’s gestures are relevant to discourse segmentation. Neither participant has access to any supporting diagrams, and neither is permitted to draw.

Video is recorded using standard camcorders, with a resolution of 720 by 480 at 30 frames per second. The video is reduced to 360 by 240 grayscale images before visual analysis is applied. Audio is recorded using headset microphones. No manual postprocessing is applied to the video.

Annotations and Data Processing All speech was transcribed by hand, and time stamps were obtained using the SPHINX-II speech recognition system for forced alignment (Huang et al., 1993). Sentence boundaries are annotated according to (NIST, 2003), and additional sentence boundaries are automatically inserted at all turn boundaries. Using a stoplist, commonly-occurring terms unlikely to impact segmentation are automatically removed.

For automatic speech recognition, the default Microsoft speech recognizer was applied to each sentence, and the top-ranked recognition result was reported. As is sometimes the case in real-world applications, no speaker-specific training data is available, so the recognition quality is very poor – the word error rate is 77%.

Segment boundaries are specified as points that divide the dialogue into coherent topics. Segmentation points are required to coincide with sentence or turn boundaries. A second annotator, who is not an author on this paper, provided an additional set of segment annotations on six documents; on this subset of documents, the \( P_k \) between annotators was .306, and the WindowDiff was .325 (these metrics are explained in the next subsection). This is similar to the interrater agreement reported in (Malioutov and Barzilay, 2006).

Over the fifteen dialogues, a total of 7864 words were transcribed (524 per dialogue), spread over 1440 sentences or interrupted turns (96 per dialogue). There were a total of 102 segments (6.8 per dialogue), from a minimum of four to a maximum of ten. This rate of 15 sentences or turns per segment indicates relatively fine-grained segmentation; for examples, in the physics lecture corpus of (Malioutov and Barzilay, 2006), there are roughly 100 sentences per segment.

Metrics and Baselines All experiments are evaluated in terms of the commonly-used \( P_k \) (Beeferman et al., 1999) and WindowDiff (WD) (Pevzner and Hearst, 2002) scores. These metrics are penalties, so lower values indicate better segmentations.

Two naïve baselines are evaluated. The random baseline arbitrarily selects \( k \) sentence breaks as segmentation points; results are averaged over 1000 iterations. The equal-width baseline places boundaries such that all segments contain an equal number of sentences. Thus, all systems – including these naïve baselines – were given the sentence boundaries and the correct number of segments; the task is to select the \( k \) sentence boundaries that most accurately segment the text.

Implementation All experiments use \( 10^5 \) sampling iterations. Implemented in Java, the total running time was less than two minutes. Longer sampling periods did not appreciably affect results. To obtain a final segmentation estimate, we used an annealing schedule that linearly reduced the temperature over the final \( 8 \times 10^4 \) iterations. We report the average results across ten different runs; the variance between runs was usually less than .01 on both evaluation metrics.

6 Results

Gesture Alone The first experiment examines the correlation of gesture features with segmentation boundaries, irrespective of verbal information. Each \( y_t \) is composed of the gesture codewords that occur during the sentence boundaries from the transcript, but lexical features are otherwise ignored. As shown on line 1 of Table 3, the gesture-only method achieve a \( P_k \) of .455, with a WindowDiff (WD) of
Figure 4: The multimodal and gesture performance are plotted with respect to the gesture prior; the verbal prior is held fixed at the optimal value. WD is a penalty, so lower scores indicate better segmentation.

| Method                  | $P_k$ | WD  |
|-------------------------|-------|-----|
| 1. gesture only         | .455  | .476|
| 2. ASR only             | .449  | .466|
| 3. ASR + gesture        | .399  | .415|
| 4. transcript only      | .348  | .386|
| 5. transcript + gesture | .338  | .361|
| 6. random               | .473  | .526|
| 7. equal-width          | .508  | .515|

This outperforms both naïve baselines (lines 6 and 7), supporting the hypothesis that gesture features predict discourse structure.

**Gesture and Text** Next, we examine whether the combination of gesture and verbal features outperforms verbal-only segmentation. First we consider ASR text, as returned by the Microsoft Speech Recognizer. Using ASR alone, the results are poor: line 2 of Table 3 shows a $P_k$ of .449 and a WD of .466, only slightly better than the automatically recognized gesture features. However, when gesture features and ASR are combined, performance is substantially better than either modality in isolation, improving to .399 $P_k$ and .415 WD (line 3 of the table). This represents an absolute gain of more than 4.5 percent on both metrics.

As expected, manual transcripts substantially increase performance: line 4 of the table shows a $P_k = .348$ and WD = .386. Adding gesture, performance again improves: $P_k$ drops to .338, and WD to .361. Even with perfect lexical features, automatically-recognized gestures add non-redundant information that improves discourse processing.

**Interactions of Verbal and Gesture Features** We now consider the relative contribution of the verbal and gesture features. In a discriminative setting, the contribution of each modality would be explicitly weighted. In a Bayesian generative model, the same effect is achieved through the use of the smoothing priors $\theta_0$ (verbal) and $\phi_0$ (gesture) – see equation 2 and Figure 2. For example, when the gesture prior is high and verbal prior is low, the gesture counts are smoothed, and the verbal counts play a greater role in segmentation. When both priors are very high, the model will simply try to find equally-sized segments (satisfying the distribution over durations).

The effects of these parameters can be seen in Figure 4. The verbal prior is held constant at its ideal value, and the WD score is plotted against the logarithm of the gesture prior. The right panel shows the results on the reference transcripts, where lexical features are especially accurate. In this setting, low values of the gesture prior impair performance (yielding high WD scores), as the gesture features overwhelm the effect of the more accurate verbal features. This effect is not observed on the ASR transcripts, as the gesture and verbal features are equally predictive.

Figure 5 shows a contour plot of the multimodal system’s WD score (indicated by color) against the two priors. These graphs show that performance is relatively robust to prior settings, although it decreases sharply if the verbal prior is set too high (thereby diminishing the impact of the ver-
bal features). Finally, we note that while the multimodal results are influenced by these priors, the same is true for the verbal-only systems. In future work we will consider automatic methods for setting these priors, such as additional Metropolis-Hastings moves (Goldwater and Griffiths, 2007).

**Comparison to other models**

While much of the research on topic segmentation focuses on written text, there are some comparable systems that also aim at unsupervised segmentation of spontaneous spoken language. For example, Malioutov and Barzilay (2006) segment a corpus of classroom lectures, using similar lexical cohesion-based features. With manual transcriptions, they report .383 $P_k$ and .417 WD on artificial intelligence (AI) lectures, and .298 $P_k$ and .311 WD on physics lectures. This discrepancy suggests that segmentation scores are difficult to compare across domains; our results are in the range bracketed by these two extremes. The segmentation of physics lectures was at a very coarse level of granularity, while the segmentation of AI lectures was more similar to our annotations.

We applied the publicly-available executable for this algorithm to our data, but performance was poor, yielding a .434 $P_k$ and .482 WD even when both verbal and gestural features were available. This may be because the technique is not designed for the relatively fine-grained segmentation demanded by our dataset (Malioutov, 2006).

**7 Conclusions**

This research shows a novel relationship between gestural cohesion and discourse structure. Automatically extracted gesture features are predictive of discourse segmentation when used in isolation; when lexical information is present, segmentation performance is further improved. This suggests that gestures provide unique information not present in the lexical features alone, even when perfect transcripts are available.

There are at least two possibilities for how gesture might impact topic segmentation: “visual punctuation,” and cohesion. The visual punctuation view would attempt to identify specific gestural patterns that are characteristic of segment boundaries. This is analogous to research that identifies prosodic signatures of topic boundaries, such as (Hirschberg and Nakatani, 1998). By design, our model is incapable of exploiting such phenomena, as our goal is to investigate the notion of gestural cohesion. Thus, the performance gains demonstrated in this paper cannot be explained by such punctuation-like phenomena; we believe that they are due to the consistent gestural themes that characterize coherent topics. However, we are interested in pursuing the idea of visual punctuation in the future, so as to compare the power of visual punctuation and gestural cohesion to predict segment boundaries. The interaction of gesture and prosody suggests even further fruitful avenues of research.

Finally, topic segmentation is only one form of discourse structure. We would like to explore the relationship between gesture and richer discourse structures, such as hierarchical segmentation (Grosz and Sidner, 1986) or Rhetorical Structure Theory (Mann and Thompson, 1988).
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