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ABSTRACT

Recently, there have been increasing calls for computer science curricula to complement existing technical training with topics related to Fairness, Accountability, Transparency and Ethics (FATE). In this paper, we present Value Cards, an educational toolkit to inform students and practitioners the social impacts of different machine learning models via deliberation. This paper presents an early use of our approach in a college-level computer science course. Through an in-class activity, we report empirical data for the initial effectiveness of our approach. Our results suggest that the use of the Value Cards toolkit can improve students’ understanding of both the technical definitions and trade-offs of performance metrics and apply them in real-world contexts, help them recognize the significance of considering diverse social values in the development and deployment of algorithmic systems, and enable them to communicate, negotiate and synthesize the perspectives of diverse stakeholders. Our study also demonstrates a number of caveats we need to consider when using the different variants of the Value Cards toolkit. Finally, we discuss the challenges as well as future applications of our approach.

CCS CONCEPTS

• Human-centered computing → Empirical studies in HCI.
• Social and professional topics → Computing education.
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1 INTRODUCTION

Machine learning-based decision-making systems have been deployed to address many high-stakes problems in our society, such as college admissions [44], loan decisions [64], and child maltreatment prediction [11], raising many social and ethical concerns. Even with the best of intentions, ML development teams – constrained by limited team diversity and lack of necessary training – often struggle to fully comprehend the complicated and nuanced social issues embedded in many contemporary AI systems [17, 30, 61].

The need to teach computer science students – and by extension, future practitioners – the social impacts of the machine learning systems they are going to build has become urgent. As a result, there has been an increase in calls for computer science departments to complement existing technical training with issues related to Fairness, Accountability, Transparency and Ethics (FATE) [35, 47, 53]. Indeed, we have witnessed a growing number of computer science departments seeking to infuse FATE topics into their curricula [21].

To date, a lot of work that focused on Fairness and Explainable AI has sought to develop technical solutions in the form of toolkits and systems to help ML practitioners better comprehend, evaluate and debias their machine learning models (e.g., [8, 62]). However, the growing impact of algorithmic systems in our society has necessitated the need for more research efforts to be devoted to cultivating deeper understanding of the diverse and potentially competing social values embedded in these systems (e.g., [34, 51, 66]).

Our work contributes to this line of research. In this work, we present Value Cards (Figure 1), a deliberation-driven toolkit for bringing computer science students and practitioners the awareness of the social impacts of machine learning-based decision making systems. 1 Specifically, Value Cards encourages the investigations and debates towards different ML performance metrics and their potential trade-offs. Instead of viewing human values in AI systems as individual dilemmas that can be calculated as aggregations of individual preferences, we foreground the importance of negotiating social values and making collective decisions via deliberation [51, 52, 66]. The Value Cards toolkit uses three different artifacts –

1We include all eight Model Cards, four Persona Cards, and three Checklist Cards in Appendix. The Value Cards toolkit, including all the related teaching materials, is also available at https://wesdeng.github.io/ValueCards/
the Model Cards, the Persona Cards, and the Checklist Cards – to better facilitate and scaffold the deliberation process. In particular, the Model Cards describe a set of machine learning models, which capture the inherent trade-offs in the design of a machine learning-based decision making system. The Persona Cards characterize different potential stakeholders and their prioritized values and interests in the system, with each corresponding to a number of specific Model Cards. The Checklist Cards enumerate a number of social and technical considerations to better facilitate and scaffold the deliberation process. Instructors can adjust and tailor the components as they need for their specific domains or settings.

In this paper, we document an early use of the Value Cards toolkit in a college level computer science course. In our class activity, we test four variants of the toolkit: Model Cards only, Model Cards + Checklist Cards, Model Cards + Persona Cards, Model Cards + Checklist Cards + Persona Cards. Our evaluation shows that the use of Value Cards in general improves students’ understanding of the technical definitions and the trade-offs between different performance metrics, and their implications in the context chosen for the study: recidivism prediction. It helps students recognize the importance of considering diverse social values in the development and deployment of machine learning systems. It also enables them to communicate, negotiate, and synthesize the perspectives of diverse stakeholders. Our results also reveal a number of pros and cons that need to be considered when using the different variants of the Value Cards approach. Our contributions are three-fold:

- First, we introduce a deliberation-driven toolkit – the Value Cards – to help computer science students and potential future practitioners better understand the social impacts of machine learning models.
- Second, we document an early use of our approach in a college-level computer science course and conduct an empirical investigation of the initial effectiveness of our approach in an educational setting.
- Third, we discuss the challenges of using different variants of the toolkit as well as future applications of our approach.

2 RELATED WORK

In this section, we outline relevant work in two areas. First, we survey the existing techniques, toolkits, and systems related to issues of FATE in the fair ML literature, and describe how our work is positioned in this space. Next, we present an overview of existing work on educational efforts around teaching FATE in computer science, a field that has received increasing attention in FAccT and describe how our work contributes to this emerging line of research.

2.1 Developing techniques, toolkits and systems for FATE in Machine Learning

Recently, there have been increasing concerns about algorithmic bias and unfairness in AI systems (e.g., see [4, 6, 20]). As a result, significant effort in the fair ML community has been devoted to the development of algorithms, toolkits, and systems to aid ML development teams in assessing and addressing potential biases (e.g., see [3, 16, 27, 30]).

For example, Google’s People + AI Research group (PAIR) developed the open-source “What-if” tool [62] to help practitioners who are not formally trained in machine learning visualize the effects of fairness metrics. Microsoft has also developed the Fairlearn toolkit (fairlearn.github.io) based on the work of [1, 2] and IBM has developed the AI Fairness 360 toolkit [8] to help ML developers assess and mitigate certain kinds of harms in ML models. More recently, researchers at Google developed ML-fairness-gym [18] to simulate the potential long-term impacts of deploying machine learning-based decision systems in social environments, offering ML practitioners the chance to conduct a dynamic analysis instead of a single-step or static one.

A different line of research has explored the use of detailed and multidisciplinary documentation techniques to enhance transparency in model and data reporting. For example, the Model Card approach [38] details information such as the model type, intended use cases, performance characteristics of a trained ML model. Datasheets [28] focuses more on clarifying the characteristics of the data feeding into the ML model. Drawing from approaches in document collection practices in archives, Jo and Gebru [31] discuss five data collection and annotation approaches that can inform data collection in sociocultural machine learning systems.

Our work takes a complementary angle, looking at helping computer science students and practitioners better understand the social impacts of machine learning. Inspired by Value Sensitive Algorithm Design [66], a design process seeking to better incorporate stakeholder values in the creation of algorithmic systems, we introduce the Value Cards – a deliberation-driven toolkit to help computer science students and practitioners better comprehend, negotiate, and reflect on those diverse and oftentimes competing social values in machine learning-powered algorithmic decision making systems.

2.2 Teaching FATE in Computer Science

While teaching ethics and social responsibility has a long history in computer science education (e.g., [37, 41]), the recent widespread deployment of machine learning-powered algorithmic decision making systems in many high-stakes social domains has lead to a growing attention to issues related with Fairness, Accountability, Transparency and Ethics (FATE) [35, 47, 53].
Indeed, we have witnessed an increasing number of computer science departments seeking to infuse topics related with FATE into their curricula. Recently, Fiesler et al. [21] presented a qualitative analysis of 115 syllabi from university technology ethics courses and noted that there is a great variability in terms of instructors, topics and learning outcomes across different institutions. Past research in this space has offered important case studies and techniques, for example, using immersive theater [54], games [10], and science fiction [12] for ethics pedagogy in computer science. More recently, Reich et al. [48] documented a curricular experiment at Stanford University, which combined philosophy, political science, and CS in teaching computer ethics. They found that compared with separating ethics and tech training, students resonated strongly with this multidisciplinary approach. Based on their experience in teaching FATE/Critical Data Studies (CDS) topics at University of Sheffield (UK) Information School, Bates et al. [7] discussed a series of challenges educators face for deeper integration FATE topics into the existing curriculum.

Similarly, Saltz et al. [49] specifically reviewed the current state of ML ethics education via an analysis of course syllabi. Their analysis demonstrated the need for ethics topics to be integrated within existing ML coursework, rather than stand-alone ethics courses. They also discussed a few novel examples of practically teaching ML ethics without sacrificing core course content.

Our work contributes to this fast growing line of research. In this paper, we developed and evaluated a novel deliberation-driven toolkit – the Value Cards – to facilitate the education of FATE issues within existing CS coursework, rather than as separated ethics classes. Our approach strives to complement existing in-class technical training with informed understanding of the social impacts of machine learning-based decision making systems. It has the potential to be adopted in a wide variety of settings.

3 DESIGN OF THE VALUE CARDS TOOLKIT

3.1 General Design Rationale

In this section, we describe the general design, rationale and objectives of the Value Cards toolkit. Inspired by the Envision Cards [25] in Value Sensitive Design [24, 26], we consider the Value Cards as a versatile toolkit that can be used to facilitate the deliberation of different – and often competing – social values embedded in a variety of machine learning-based algorithmic systems.

The core of the Value Cards approach is a deliberation process. Instead of viewing human values in AI systems as individual dilemmas that can be calculated as aggregations of individual preferences, we foreground the importance of social values and collective decision making via deliberation [52, 66]. Deliberation refers to an approach to politics in which members from the general public are involved in collective decision-making through the exchange of ideas and perspectives via rational discourse [14]. Moreover, deliberation and discussion-based approaches have demonstrated benefits for different aspects of student learning, including conceptual learning, especially learning of difficult content [5, 50], acquisition of argumentative knowledge [57, 59], and perspective taking [56]. We anticipate that through deliberation, participants may have the opportunity to understand each other’s perspectives, challenge one another to think in new ways, and learn from those who are most adversely affected.

Prior work in computer-supported cooperative work (CSCW) and Learning Sciences has shown the success of various strategies to support effective deliberation and discussion. Scaffolding discussion with scripts [19, 46, 58] has demonstrated benefits on student learning in a variety of contexts [5, 50, 57, 59]. For collaborative problem-solving and decision-making, a script is a set of instructions regarding to how the group members should interact and how they should solve the problem together. One categorization of collaborative learning scripts divide them into social scripts, which structure how learners interact with each other, and epistemic scripts, which specify how learners work on a given task [58].

In the design of Value Cards toolkit, we instantiate the idea of the script with three different artifacts – the Model Cards, the Persona Cards, and the Checklist Cards – to scaffold and facilitate the deliberation process. The Model Cards describe a set of machine learning models that capture the inherent trade-offs in the development of machine learning application. The Persona Cards depict different potential stakeholders and their prioritized values and interests. The Checklist Cards enumerate a number of social and technical considerations to better scaffold the deliberation process. Instructors can adjust the components as they need for their specific problem domains or settings. In our design, the Persona Cards are one form of social script, and both the Model Cards and the Checklist Cards are forms of epistemic script.

3.2 Learning Objectives

Taken as a group, the Value Cards toolkit is designed specifically to achieve the following three learning objectives.

- Understand the technical definitions and trade-offs of performance metrics in machine learning, and apply them in real-world contexts.
- Understand the importance of considering diverse stakeholders’ perspectives in the development and deployment of machine learning systems.
- Being able to communicate, negotiate, and synthesize the perspectives of diverse stakeholders when algorithmic decisions have consequential impacts.

First, as past literature [49] has pointed out, current ethics education in ML tend to separate the technical training from the ethical training, here we offer an integrated toolkit to help students understand the technical definitions and trade-offs of performance metrics, and apply them in real-world contexts. In doing so, our approach has the potential to bridge the gap between model development and real-world application [55].

Second, as Yang et al. [63] point out that there is a tendency among practitioners who are not formally trained in ML to overly prioritize accuracy over other system criteria in model building – “many perceived percentage accuracy as a sole measure of performance, thus problematic models proceeded to deployment.” The Value Cards toolkit is designed to tackle this challenge by educating students on the significance of considering diverse stakeholders’ perspectives in the development and deployment of ML systems.
Third, past literature in HCI also suggests that there is a lack of communication skills among developers when facing design-related tasks, which might result in poorly designed systems that can further disadvantage already-marginalized populations [43]. The Value Cards toolkit also strives to enable computer science students to better communicate, negotiate, and synthesize the perspectives of diverse stakeholders when algorithmic decisions have consequential impacts.

We next offer a "proof of concept" example by illustrating each component in our toolkit in the context of recidivism prediction.

### 3.3 Domain and Dataset: Recidivism Prediction

We used recidivism prediction as the context for exploring the general research problem of helping computer science students understand the societal aspect of machine learning-based algorithmic systems. Recidivism prediction is a high-stakes social context where algorithms have been increasingly deployed to help judges assess the risk of recidivism. As a contentious social domain that involves diverse and competing social and political interests, this topic has also generated one of the most controversial cases so far in the debates around fairness and machine learning [4].

Following [65], we recreated a recidivism prediction tool using a data set provided by ProPublica [33]. For the purpose of this study, we focused on two demographic groups, i.e., African American and White populations and created a balanced data set, which resulted in a data set of 3,000 defendants (1,500 White defendants and 1,500 African American defendants).

### 3.4 The Model Cards

Inspired by Mitchell et al. [38], the first set of artifacts in our toolkit is the Model Cards. Each Model Card describes one machine learning model by showing its performance metrics in aggregate and across different demographic groups (see Figure 2 for an example). Collectively, the Model Cards capture the trade-offs across different metrics in a machine learning-based decision making system.

![Figure 2: A Model Card.](image)

The aim of the Model Cards is to both describe the performance metrics and to capture the inherent and often implicit trade-offs across different metrics in a machine learning-based decision making system. Optimizing for multiple system criteria is a tricky task: optimizing one criterion often leads to poor performance on others.

The use of the Model Cards is to specifically capture, scaffold and communicate those trade-offs to the readers.

In the case of recidivism prediction algorithm, following Yu et al. [65], we selected four sets of performance metrics, namely, accuracy (fraction of correct predictions), false positive rate (fraction of people who are falsely predicted to re-offend, among those who do not re-offend), false negative rate (fraction of people who are false predicted to not re-offend, among those who re-offend), and the disparities of these three measures between the two demographic groups: African American and White defendants.

By adopting the Lagrangian-based methods from [1, 32], we generated a family of predictive models that exhibit a wide range of trade-offs between the four different system criteria outlined above. Next, given a family of models, we selected a subset of eight models approximately mapping back to the stakeholder values identified in the Persona Cards, as discussed below. We created eight Model Cards for these eight models.

We also offered a table summarizing the performances of the eight models to help comprehension and discussion (Figure 3).

![Figure 3: An overview table of the performance metrics across all the eight model cards we offered in the case study.](image)

The performances are evaluated among the models, and only serve as a subjective reference. Please always refer to the model cards for the nuances in each model.

### 3.5 The Persona Cards

The second set of artifacts in the Value Cards toolkit is the Persona Cards. The Persona Cards are a series of cards that characterize different potential stakeholders and their prioritized values and interests in an algorithmic decision making system, with each corresponding to a number of specific Model Cards. They describe the backgrounds of each potential stakeholder involved in the system, the stakeholders’ primary considerations when facing the outcome of the system, and some brief guidelines on how to engage in a productive discussion with other stakeholders (see Figure 4).

The purpose of the Persona Cards is twofold. First, it offers a compact value overview of a high-stakes algorithmic system by showcasing the key stakeholders and their various perspectives. Second, each persona card offers the readers an access to a specific
stakeholder’s thinking process while the stakeholder is interacting with an ML-based decision-making algorithm. We hoped that students would take the persona card as a gateway to develop empathy towards the stakeholders and be ready to engage in the deliberation.

In the case of recidivism prediction algorithm, we followed Narayanan’s stakeholder mapping [40], dividing potential social groups involved in the recidivism prediction case into four different groups of stakeholders: Judges, Defendants, Community Members, and Fairness Advocates, with each prioritizing one performance metric. Judges might want to prioritize increasing Accuracy when considering the design of a recidivism prediction system. Defendants might want to prioritize decreasing False Positive Rate as they are worried being falsely predicted as “will offend again”. Community Members might want to prioritize decreasing False Negative Rate as they are mostly concerned about the safety of the community. Fairness Advocates might want to prioritize decreasing disparity as they want to minimize the differential treatment African American and White defendants.

3.6 The Checklist Cards

The third set of artifacts in the Value Cards toolkit is the Checklist Cards (see Figure 5).

Inspired by Madaio et al.’s work on co-designing AI fairness checklist with industrial practitioners [36], we consider the use of the Checklist Cards as a way to generate productive discussion, formalize ad-hoc processes, and empower individual advocates.

We derived our Checklist Cards from previous work [22, 36, 42], which were all designed as practitioner-facing toolkits to guide the ethical development and deployment of AI systems. Using these three checklists as our initial dataset, we performed affinity diagramming [29] iteratively in our research group to cluster similar ideas, identify common themes, and combine different options.

Our final version of the Checklist Cards includes three subsets. The first is “Understanding Societal Values in AI”, which offers high-level points in considering social impacts of AI systems. The second is “Identifying Stakeholders,” which provides a starting point for students to think about who is at risk of experiencing impacts. The third set is “Analyzing Impacts,” which asks students to identify the type, degree, scale and overall direction of the impacts.

3.7 Limited Scope of the Case Study

We remark that the goal of our study is not to capture all unfairness issues in recidivism prediction, but to study the initial effectiveness of the Value Cards as an educational toolkit. Due to several limitations in carrying out the activity in a classroom meeting, we choose to focus on a restrictive set of model performance metrics, demographic groups, personas, and their associated priorities. In particular, throughout the development of the Persona Cards, we are aware that, in the real world, stakeholders have a myriad of identities – race, gender, class, sexuality – that shape their values, political interests, and interactions with a given algorithmic system [60]. However, we consider specifically scaffolding the stakeholder persona necessary in this early use of our approach in a classroom setting, as our student body is relatively homogeneous and many might not have sufficient domain knowledge. In our instruction, we remind students that each stakeholder’s value offered in the Persona Cards should only be served as a starting point; and that students are welcome to and encouraged to enrich the background and celebrate stakeholders’ intersectionalities. After the class activity, we also conducted an in-class reflection, where students reflected on issues not captured in the deliberation process.

4 A CASE STUDY USING THE VALUE CARDS TOOLKIT IN PRACTICE

In this section, we describe a case study of using the Value Cards Toolkit in an authentic college classroom to facilitate student learning and deliberation about the social influences of machine learning algorithms. We designed a study in which we ask students to use the Value Cards Toolkit during a class meeting. In order to observe the effects of the Persona Cards and the Checklist Cards respectively, we designed four conditions of using different components of the toolkit. We also employ a mixed-methods approach, using both quantitative and qualitative measures to assess the learning outcomes for students.

4.1 Study Context

We conducted our study in the Human-AI Interaction class at Carnegie Mellon University in Fall 2020. The goal of the class is to introduce students to ways of thinking about how Artificial Intelligence will and has impacted humans, and teach students
approaches to design AI systems that are usable and beneficial to humans and the society. The intended learning goals of the Value Cards Toolkit align very well with the learning objectives of the course, making the course a natural case study candidate for our Value Cards toolkit. We conducted the study in September 2020, at the beginning of the Fall semester, when students were just starting to learn about machine learning concepts and performance metrics. We have acquired IRB permission from our institution under number STUDY2020_00000356 to perform the study and also obtained students’ consent on using their anonymized data.

4.2 Study Design and Implementation

During COVID-19, class meetings were held remotely via Zoom. Students were asked to complete a 5-step activity using the Value Cards Toolkit during one class meeting. All students were assigned to teams and each team was assigned to one of the four conditions. The detailed instructions and the Values Cards toolkit were given to the students in digital version through Canvas [13]. The study has the following five steps: (1) Students complete an individual quiz. (2) Students read Model Cards and make individual model selections. (3) Students are assigned to teams of 4 and have team discussions via Zoom breakout rooms around. The 4 students in a team collaboratively write a short proposal. (4) Students complete a post-survey individually, and the instructors hold a subsequent reflection session to collect feedback. (5) Students complete a post-quiz 7 days after the initial in-class activity. Students were given the Model Cards at Step 2, the Persona Cards at Step 2 if applicable, and the Checklist Cards at Step 3 if applicable. See Table 1 for details on conditions and random assignments.

| Condition Names | Condition Details | Room Assignments |
|-----------------|-------------------|------------------|
| Baseline        | Model Cards. No Persona Cards. No Checklist Cards | 1, 2, 3 |
| Checklist Only  | Model Cards and Checklists Card. No Persona Cards. | 4, 5, 6 |
| Persona Only    | Model Cards and Persona Card. No Checklist Cards | 7, 8, 9, 10 |
| Checklist and Persona | Model Cards, Persona Cards, and Checklist Cards | 11, 12, 13, 14 |

Table 1: This table displays our four study conditions’ names, details, and the corresponding room assignments.

4.3 Outcome Evaluations

We designed and administered four outcome evaluations to assess student learning. This includes a matched pre- and post-quiz, a post-survey, and an open-ended written group proposal. In addition, we anticipate that student learning will be observed in the deliberation process facilitated by the toolkit. We further analyze the student teams’ deliberation process to evaluate student learning along with all three learning objectives. In this section, we introduce how these four outcome evaluations are designed and implemented. The alignment between the learning objectives and the outcome evaluations is shown in Table 2.

4.3.1 Quiz on Conceptual Understanding. We administered a pre-quiz and a delayed post-quiz to assess Learning Objective #1. We gave students a toy dataset and a prediction task and ask students to apply the performance metrics on this dataset. We used the criminal recidivism prediction task in the pre-quiz and the loan application prediction task in the post-quiz. The quiz contained questions about the basic understanding and computation of performance metrics and questions about evaluating the trade-offs between different performance metrics. At the end of the pre-quiz, we also inserted a subjective question asking about students’ considerations of performance metrics when designing machine learning algorithms. The pre- and post-quizzes were designed by two experienced instructors of the topic. We pilot tested the quizzes with two students iteratively to improve clarity. Student performance data were directly collected via Canvas.

4.3.2 Post-survey and In-Class Reflection. We designed a post-survey to evaluate Learning Objective #2. In the survey, we first included the last subjective question in the pre-quiz again. This allows us to compare whether students’ considerations of metrics changed after using the Value Cards toolkit. We then included 4 likert-scale questions asking students to what extent they understand other stakeholders’ perspectives in recidivism prediction. We...
We adopted a mixed-methods approach for data analysis. First, we performed a quantitative analysis on students’ learning gains from pre- to post- quizzes, their change on metrics consideration after the activity, and their understanding of diverse perspectives as shown by the multiple-choice questions in the post-survey. Second, we performed a qualitative analysis on the group deliberation, open-ended responses in post-survey and in-class reflection, and the group proposals to give a richer and more comprehensive view of student learning and their demonstration of understanding.

4.3.3 Group Proposal. In order to assess Learning Objective #3, we asked each team to collaboratively write a group proposal following their deliberation facilitated by the Value Cards toolkit. We gave students the following instructions: “Now your job is to discuss with your teammates on which algorithm you think is producing the best outcomes and would recommend for the policymakers to use. If you’re able to agree on a model, please share your reasons. If you’re not able to reach a consensus, please also share your reasons.” Student teams wrote the proposals in Google docs, and we analyzed the quality of the proposals to evaluate student learning.

4.3.4 Process Evaluation of Group Deliberation. In addition to the three outcome evaluations we explicitly designed and administered, we also anticipated that student learning could be observed from their group deliberation facilitated by the Value Cards toolkit. The deliberation process was audio-taped and transcribed. We analyzed the group deliberation to evaluate whether there is evidence of student learning along with all three learning objectives.

4.4 Participant Demographics

In total, 62 students participated in the study, we removed the data from 6 students who chose to opt-out of the data collection. Our final dataset contained 56 responses. It included 55% female participants, 43% male participants, and 2% prefer not to say. 46% of the sample were undergraduate students while 54% of the sample are pursuing a graduate degree. 80.3% of the participants identified as Asian, 3.6% as Black or African American, 12.5% as White and 3.6% as Hispanic, Latino/a/x, or Spanish Origin. The participants ranged in age from 18-44 (64 % 18-24, 32 % 25-34, 4 % 35-44).

Among the 56 students who participated in the study, two students missed the pre-quiz, and one student missed the post-quiz, leaving us 53 data points to conduct the pre-quiz/post-quiz analysis. All 14 rooms uploaded their discussion audios and group proposals. All students submitted the individual model selection; 55 students submitted their post-survey.

4.5 Data Analysis

We adopted a mixed-methods approach for data analysis. First, we performed a quantitative analysis on students’ learning gains from pre- to post- quizzes, their change on metrics consideration after the activity, and their understanding of diverse perspectives as shown by the multiple-choice questions in the post-survey. Second, we performed a qualitative analysis on the group deliberation, open-ended responses in post-survey and in-class reflection, and the group proposals to give a richer and more comprehensive view of student learning and their demonstration of understanding.

4.5.1 Quantitative Analysis. The main outcome variables are the quiz scores and metrics selections (i.e., their responses to the question of “For any algorithmic decision-making system, what metrics below do you think are the most important ones to consider in tuning the algorithm?”). Note that for each participant, we collected their quiz scores and the numbers of the metrics they chose twice, before and after the Value Card activity. This allows us to evaluate whether the Value Card activity helped improve students’ understanding of the concepts, and reduce the reliance on single performance metrics in the development of machine learning algorithms (learning objective 1 and 2). We conducted a paired t test to examine whether the pre-post change were statistically significant. To examine the difference across conditions, we ran regression analysis with the post-activity quiz scores or metrics choices as dependent variable, conditions as independent variables, and pre-activity quiz scores or metrics choices as control variables.

4.5.2 Qualitative Analysis. The qualitative datasets used in this study include group proposals, open-ended questions in the post-survey, in-class reflection and group discussions. The in-class reflection and group discussions were audio-recorded and transcribed using otter.ai [45]. In this case study, our goal is to examine student learning along with the three objectives as shown in Table 2.

We started from inductive coding [9] to extract codes that show evidence of learning and developed a codebook. In total, we summarized 6 main codes and 38 subcodes. In the end we used a deductive coding approach, applying the codebook on the entire dataset to present evidence of learning along with the three objectives. Our approach builds upon and differs from existing grounded theory [15] and thematic analysis [9] approaches in that the goal of the inductive coding is not to find out emerging themes and summarizing themes, rather to develop a codebook that serves as a vehicle for the subsequent deductive coding to uncover evidence and insights of student learning along with the three objectives.

5 FINDINGS

In general, our class activity suggests that the use of the Value Cards toolkit is promising in achieving the three learning objectives outlined in Table 2. However, our results also suggest that there are a number of pros and cons that need to be considered when using the different variants of the Value Cards approach.

Below, we report our findings through the quantitative analysis comparing the two quizzes, and the qualitative analysis aggregating the deliberation transcripts, group proposal, in-class reflection and open-ended questions in the quizzes and post-survey. We also present students’ critiques towards the different variants of the toolkit, especially the Persona Cards and the Checklist Cards.

We use “R” to represent discussion room; and “P” to identify specific participants. We don’t include IDs for anonymous surveys and in-class reflection.

5.1 Achieving Learning Objectives

5.1.1 Students improved their understandings of the technical definitions and trade-offs of performance metrics in machine learning, and were able to apply them in real-world contexts (Objective 1). We used pre- and post-quizzes to measure the learning effects on conceptual knowledge. As a reminder to our readers, the pre-quiz
This suggests that the use of the Value Cards toolkit significantly happened at the very beginning of our in-class activity, (Step 1) happened at the very beginning of our in-class activity, after the instructors gave an introduction about the technical definitions in a previous lecture. The post quiz took place 7 days after the activity. The two quizzes are both designed to assess students’ understandings of the technical definitions and trade-offs of performance metrics in machine learning.

In general, students performed better in the post-quiz (avg = 0.84, std = 0.14) than in the first quiz (avg = 0.68, std = 0.18). The difference is significant ($p < 0.01$ in the paired t-test) (see Figure 7). This suggests that the use of the Value Cards toolkit significantly improved students’ comprehension of the technical definition and trade-offs of performance metrics.

In a traditional machine learning course, the definitions of False Negative Rate and False Positive Rate are usually presented by the instructors in a mathematical formalization without engaging students within a specific social context. In our study, the immersive deliberation procedure served as a friendly yet effective environment for students to proactively apply the technical terminologies they’ve learned into a real-world case study. Students helped each other consolidate their understanding of technical ML terms and the metrics’ trade-offs.

For example, one student in Room 5 (Checklist Only) explained the False Positive Rate in the context of recidivism prediction as:

“It’s having people who are actually not going to commit another crime test positive. It’s like just calling them out as guilty even if they have no plan to commit any crime.” (R5, P17)

By observing the various metric performances of the eight models we offered, students deepened their understanding of the trade-off between different metrics. In Room 13 (Checklist and Persona), students had a conversation as below:

“I mean, I’m taking a higher false positive rate, but it’s definitely a big step to lower the false negative rate...” (R13, P51)

Towards the end of the deliberation in Room 2 (Baseline), P6 commented that “I wish we did this part of the exercise before the quiz (Step 1) because now I understand everything way better.”

5.1.2 Students understood the importance of considering diverse stakeholders’ perspectives in the development and deployment of machine learning systems (Objective 2).

In both the pre-quiz and the post-survey, we asked the students questions regarding the performance metrics they want to prioritize in designing a recidivism prediction algorithm. Our quantitative analysis showed that students selected more metrics after the activities (avg = 2.8) compared to before the activities (avg = 2.3); the difference is significant ($p = 0.04$), which suggested that our activity helped the students better recognize there are diverse social values embedded in the algorithmic system (see Figure 7).

In our post-survey, we asked students in all conditions if they understood the perspectives of the judges, defendants, community members, and fairness advocates after the activity. The average score is 5.6 out of 7. We report the variances in perspective taking across different conditions in section 5.2.2.

We noticed a large population of our students endorsing the model with the highest overall accuracy at the beginning of the deliberation. However, after the group discussion, they started to recognize that overall accuracy fails to capture the nuance of social consequences the machine learning systems might have. For example, one student commented in the post-survey:

(The activity) made me reconsider my previous perspectives that models can be “ranked” on an absolute basis by their accuracy. Although accuracy is a great metric, it is extremely general and fails to capture the nuances of societal costs from using a model with high accuracy at all costs.

One student commented why they selected more performance metrics in the post-quiz.

After hearing everyone’s arguments for their point of view, I kind of began to think all of the aspects are very important in tuning an algorithm. The costs are very high no matter what, so it is important to view them all as equally prioritized.

Another student in Room 9 (Persona Only) also commented referring to the current events happening in the real world,

This is why disparity is very important. Because if there are big differences between the prediction results in White Americans and African Americans, it will hurt people, especially recently we have seen much news about discrimination. So I think we cannot hurt people anymore. (R9, P36)

In sum, we observed an general pattern emerging in our data across post-survey, discussion, and group proposal that students started to recognize the importance of considering diverse social values in building machine learning systems.

5.1.3 Students were able to communicate, negotiate, and synthesize the perspectives of diverse stakeholders (Objective 3).

We further observed that students started to consider, negotiate and reflect on the diverse and competing stakeholders’ perspectives in their group discussion. For example, students were able to assertively advocate for a stakeholder’s interest.

I’m concerned about the safety of my neighborhood. The false-negative rates for those cards you mentioned are really high. It seems like we will disagree with each other. (R8, P29)

When facing conflicts, students actively negotiated and compromised in order to reach a common ground.

The models are extreme in one way or another. It either has super high accuracy or very low disparity. To satisfy everyone, we need to reach some common ground. (R14, P55)

During the negotiation, students in general showed respect to other’s perspectives and values. For instance, P50 in Room 13 (Checklist and Persona) made the following comment after another student expressed concerns about a model’s high false positive rate:
Yeah we should all consider other people’s perspectives... Then after listening to what he has talked about, I think it’s bad for us to have like a 50% of false positive rate. (R13, P50)

For group proposals, 10 out of 14 teams reached a consensus and picked up a model. Students within these 10 teams all supported their group model choices with well-thought-out arguments. For example, students in Room 9 (Persona Only) started their proposal with careful consideration and balancing of all perspectives:

"We started with the principle that within the United States you are innocent until proven guilty. As such, though we each had varying perspectives, we felt that the false positive rate should be an attribute strongly considered."

There were 4 out of 14 teams that did not reach a consensus. Even though they failed to achieve consensus, their group proposals reflected their thoughtfulness in the decision making. For example, in Room 6 (Checklist Only), students didn’t reach consensus because of the inevitable trade-offs between FPR and FNR.

5.2 Different Combinations of the Toolkits

5.2.1 Pros and Cons of Using the Persona Cards. We observed some potentially promising effects of using the Persona Cards in achieving our learning objectives. For conceptual knowledge, our quantitative analysis suggested that students in the persona conditions performed marginally better than the students in the non-persona conditions (p = 0.07) in the second quiz, controlling their performance in the first quiz. Having persona cards does not significantly impact students’ choices of performance metrics.

We see clear evidence from the qualitative data that having Persona Cards help some students quickly gain empathy towards the stakeholders, and articulate their values.

"As a defendant, I’m really worried about being falsely predicted as high risk... like a repeat offender... I don’t want my life being destroyed just for that reason. (R13, P52)"

In addition to the perspectives we offered in the Persona Cards, students also enriched the personas by leveraging their own understandings about the stakeholders and the criminal system:

"Besides my persona, I think we also need to look at the societal costs... I think it’s really dependent on the types of crimes that you’re diagnosing. For example, if you’re diagnosing crimes like petty theft, or shoplifting, things like that, then a false negative is not a very high cost for society to pay in exchange for overall accuracy. (R12, P46)"

In general, Persona Cards enabled students to simulate different stakeholders, which could potentially scaffold more effective deliberations. In post-survey, one student commented,

"I think that discussing the perspective of defendants while trying to choose a model really gave me a moment to step into the shoes of the defendants and understand what the impacts of different decisions could have on them and others."

In comparison, teams in non-Persona conditions sometimes struggled with identifying stakeholders in discussion. One student in the “Checklist Only” condition commented in the post-survey:

"I think in general, we are not given the instructions to think about the aspect of different stakeholders... but if there is a little bit more hint... right now I was only thinking about race bias and defendants"

However, the use of the Persona Cards also has its limitations. For example, during the post-activity reflection session, when asked whether or not the Persona Cards helped their discussion, some students commented that they "can’t really put myself in my persona’s position.” Some think the design of the Persona Card is too simplified and is “missing some value.”

Interestingly, several students also mentioned that having a Persona Card made them more stubborn. One student said,

"Persona Card made me defensive. I’m fighting for my persona. I’m not considering other personas’ perspectives as much as I would like to."

We did observe several overly intense debate among two personas in some of the discussion transcripts.

Some reasonable approaches to tackle these issues could be presenting the personas narratively in a story instead of in separate cards, or having the students collectively create their own set of Persona Cards. We suggest additional potential alternative designs of the Persona Cards in the Discussion session.

5.2.2 Pros and Cons of Using the Checklist Cards. The use of the Checklist Cards also has both positive and negative effects.

On the one hand, we noticed positive signs of using the Checklist Cards in scaffolding the discussion process, in particular, to generate productive discussion around the diverse social values in the development and deployment of machine learning systems. For example, Room 4 (Checklist Only) strictly followed the framework we offered in the Checklists Card during the deliberation. Students in Room 4 started with identifying societal values in the context of recidivism prediction, then identified a set of relevant stakeholders, and finally analyzed the impacts of different models’ outcomes. In their Group Proposals, they started by mapping out various stakeholders directly or indirectly impacted by the recidivism prediction system, including “releasable criminals,” “inmates,” “guards,” “taxpayers,” “politicians,” etc. and listed related harms and benefits caused by the system correspondingly.

Our results also suggest that the use of the Checklist Cards alone, without the Persona Cards, might not help students understand the different stakeholders’ perspectives. In our post-survey, we asked whether they understood the perspectives of the judges, community members, defendants, and fairness advocates after the activity. Students in the “Checklist Only” condition responded lowest (5.0 out of 7) compared to the other three conditions (5.8 for the “Baseline” condition, 5.7 for the “Persona Only” condition, 6.3 for the “Checklist and Persona” condition). The difference is significant (p=0.04).

One possible explanation is that for the Checklist Only condition, students spent more time discussing the checklist, and then had less time discussing the perspectives of potential stakeholders. This aligns with the over-scripting [19] literature, which suggests that scripts for collaboration might be ineffective when they disrupt the team’s original conversation flows.

Interestingly, when the checklists and personas were presented to the students simultaneously (“Checklist and Persona” condition), students’ discussions were driven by the personas more than the
checklist. Specifically, discussions in Room 11, 13, and 14 did not refer to the Checklists in their discussion at all. Room 12 had one student who mentioned the checklist only once, to confirm that they were in the right track:

I think this is a good sign for us to go into part two (on the checklist), which is like, who actually matters, like who the stakeholders are? (R12, P46)

During the post-activity reflection session, students mentioned that they didn’t check out all the points on the Checklists card due to time constraint. One student also complained that the checklists were too verbose, and the team members were too busy arguing for their personas, so they ignored the checklist during the deliberation. One potential way to mitigate this drawback could be revealing the Checklist Cards in an earlier stage of the activity, so that students have abundant time to read through and internalize the checklists.

6 DISCUSSION
In this research, we proposed a deliberation-driven toolkit – the Value Cards – to inform computer science students about the social impacts of machine learning-based decision making systems. We conducted a classroom activity to evaluate the effectiveness of our approach. The “proof-of-concept” case study demonstrated that the toolkit is promising in helping students understand both the technical definitions and trade-offs of performance metrics and apply them in real-world contexts.

Our findings also suggested nuances in using different combinations of the Value Card set. Our results suggest that, although Persona Cards helped some students quickly gain empathy towards the stakeholders, some other students had difficulty in putting themselves in the persona’s positions. Persona Cards could also make some students more stubborn and less accepting of other personas’ perspectives. Checklists can help scaffold the discussion; however, spending too much time discussing the checklist itself might disrupt the team’s original conversation flow. When the checklists and personas were presented to the students simultaneously, students’ discussions were likely to be driven by the personas more than the checklist. In sum, future users might want to tailor the use of the Value Cards toolkit for their specific settings or domains.

Interestingly, during the study, we also saw students start to think about things in more ways than what was specifically offered in the toolkit. For example, students started to identity more stakeholders in addition to the ones offered in the Persona Cards, in R4, P15 commented, “I’m thinking about tax payers, they pay the money to support the system. They’re like also indirect stakeholders.”

They also started to think about better ways of integrating humans in the loop. For example, in R2, P7 mentioned, “in my head, there will be another layer, you know, you have another person checking this process and the model’s job is to make that person feel easier.”

As an initial effort, there are a number of limitations of our “proof-of-concept” study that are important to mention.

First, in this work, we utilized a top-down approach to create the Persona Cards, specifically designating four different stakeholders and their competing values, based on the stakeholder mapping offered in [40]. We are aware that this practice might create abstractions and even “objectified assumptions” about the diverse social values involved in the recidivism prediction system [17]. We consider this top-down approach as a necessary starting point to generate productive discussion within a rather homogeneous student body. Future work is needed to explore bottom-up approaches in creating the Persona Cards via real-world community engagement. For example, we can borrow the “create your own” cards practice from the design of the Envisioning Cards [25] and ask our participants to design and generate their own Persona Cards.

Second, it is also important to note that deliberation is just one mode of collective decision making. Past scholarship has offered important critiques to both the concept of deliberation and its practices (e.g., [23]). In this work, we used the deliberation process primarily as a way to foreground the social aspects of seemingly neutral technical process of adjusting system criteria in algorithm design. Future work is needed to explore alternative methods. For example, Mouffe’s theories of agnostic pluralism [39] remind us of the importance of contentious expression as an alternative and complement to rational deliberation.

Third, in this work, we evaluated the initial effectiveness of our approach via a classroom activity. Future work is needed to explore the utility of the Value Cards in other educational settings, for example, in large cross institutional study, or to complement the existing technical training for ML practitioners in both the public and private sectors. In addition, we can also explore the use of the Value Cards toolkit in real-world community engagement around algorithmic decision making systems (e.g., in community workshops), with lay people-oriented design of the Model Cards and Checklist Cards.

Fourth, similarly, in this work, our case study explored the design and use of the Value Cards in the context of recidivism prediction algorithm. Future research is needed to replicate and validate our methods and findings in other decision-making contexts.

Finally, due to the constraints posted by the ongoing Covid-19 pandemic, our class activity was held entirely on Zoom, which means the Value Cards were all presented to study participants in the digital formats. This suggests opportunities for future research to test the use of the physical cards in real-world interactions.

7 CONCLUSION
In this paper, we present the Value Cards, a deliberation-driven toolkit for informing computer science students and practitioners the social impacts of different performance metrics and their trade-offs. We documented an early use of the Value Cards in a college-level computer science course and reported the initial effectiveness of our approach. Our results suggested that our approach is promising in helping the students comprehend, negotiate and reflect on the social values embedded in machine learning-based algorithmic systems.
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