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Abstract

Persistent homology computes the multiscale topology of a data set by using a sequence of discrete complexes. In this paper, we propose that persistent homology may be a useful tool for studying the structure of the landscape of string vacua. As a scaled-down version of the program, we use persistent homology to characterize distributions of Type IIB flux vacua on moduli space for three examples: the rigid Calabi-Yau, a hypersurface in weighted projective space, and the symmetric six-torus $T^6 = (T^2)^3$. These examples suggest that persistence pairing and multiparameter persistence contain useful information for characterization of the landscape in addition to the usual information contained in standard persistent homology. We also study how restricting to special vacua with phenomenologically interesting low-energy properties affects the topology of a distribution.
1 Introduction

String theory appears to have an enormous number of vacua, making up what is called the string landscape. The seminal work of [1] pointed out that the presence of multiple fluxes leads to a discrete set of values for physical observables like the cosmological constant. A statistical approach to studying the landscape was advocated in [2]. It was further argued in [3] that the existence and size of the landscape necessitated the use of anthropic arguments. Some subsequent work used statistics and explicit constructions to explore corners of the landscape and make arguments about stringy naturalness, especially with regard to the scale of supersymmetry breaking, the presence of various symmetries, and the cosmological constant [4–19]. Efforts were also made to propose alternatives to anthropics for vacuum selection in the landscape [20–22]. Despite the widespread belief in the landscape paradigm, skepticism has also been raised [23,24].

Now, with the advent of Big Data, we are perhaps well-positioned to ask previously out-of-reach questions about the landscape [1]. Several recent papers have applied techniques from machine learning to the landscape and other data sets in string theory [27–37]. One drawback of machine learning approaches, however, is their interpretability: while a neural network may be effective in classifying pictures of cats and dogs, its method for making this decision is generally opaque. If the goal is physical insight, a black box algorithm is not sufficient. For example, if one is classifying string theory vacua, one would like to understand how the classifier works.

In this paper, we propose studying distributions of string vacua using persistent homology [38–41] (see [42] for a recent historical review). Persistent homology is a technique from the field of Topological Data Analysis (TDA) that allows one to formalize the notion of the shape of a data set. Roughly, this is done by thickening each point in the data set and computing topological invariants at various stages of thickening. The persistence of topologically nontrivial features like connected components, loops, voids, etc. throughout this thickening defines the multiscale topology of the data set.

We argue that persistent homology is useful for characterizing distributions of string vacua, with the ultimate goal of understanding how structure in the distribution correlates with low-energy physics. One advantage that persistent homology has over machine learning techniques is its clear interpretation: we are simply computing topological invariants of...
simplicial complexes. Persistent homology has proven useful in diverse fields including sensor networks \[43\], image processing \[44\], bioinformatics \[45\], genomics \[46\], protein structure \[47\], neuroscience \[48\], cosmology \[49\,54\], and many more. For example, persistent homology has been used to study the Cosmic Web of large-scale structure, composed of interlocking voids, filaments, and sheets at a variety of scales \[51\]. Void structure is also found in moduli space for the simplest string toy example, flux vacua on a rigid Calabi-Yau, studied in \[6\]. In the case of the Cosmic Web, it seems that at a scale of 300 Mpc, our galaxy resides within a void \[55\]. We might ask where our universe lives within the distribution of string theory vacua. As with the Cosmic Web, the answer to this question is necessarily multiscale.

Persistent homology can be used to compare different distributions of string vacua (by summarizing what topological features are present and how they relate) and to understand where individual vacua reside within a distribution. We imagine that applying persistent homology to distributions of string vacua could be potentially useful for understanding vacuum selection (which becomes even more interesting when issues of computational complexity are considered \[56\,59\]) or tunneling in the landscape. Moreover, by choosing only special vacua with certain phenomenologically interesting properties and studying the restricted distributions with persistent homology, we may learn which low-energy properties of a string vacuum are simultaneously allowed, and where they live.

The structure of this paper is as follows: in Section 2, we outline how persistent homology describes the multiscale topology of a point cloud. In Section 3, we briefly review the construction of Type IIB flux vacua. We then apply persistent homology to distributions of Type IIB flux vacua on various backgrounds: the rigid Calabi-Yau, a hypersurface in weighted projective space, and the symmetric $T^6$. While these are simplified setups, they contain useful lessons for more general (and realistic) constructions. In Section 4, we conclude.

It is worth noting that an early work \[60\] applied some of these techniques to string vacua, albeit in an incomplete fashion. In this paper we carried out a thorough study, with an eye towards a large-scale analysis of the landscape. As we shall see, the new techniques and observables we developed have a wider applicability than the simple examples we studied.

## 2 Persistent Homology

Persistent homology is a multiscale approach that can robustly characterize the shape of a data set. Though data sets are generally discrete, is it often the case that they contain patterns that are topological in nature. For example, if enough points are uniformly sampled from an annulus, the presence of a topologically nontrivial feature in the set of points is clearly visible (see Fig. 1). Persistent homology systematically describes the presence of
such features by embedding the data set in a sequence of discrete complexes. Often each complex in the sequence can be thought of as a thickening of the points. In these cases, we can associate each complex in the sequence with a length scale given by the thickening. For each complex in the sequence, we are able to compute the number of topologically nontrivial features. Moreover, as we move through the sequence of complexes (to larger scales), we are able to track individual topological features as they are created and destroyed. The persistence of a topological feature in the sequence of complexes allows us to assign to it a notion of significance. The zeroth-order intuition is that long-lived features are real, robust aspects of the data, while short-lived features can be attributed to noise. (We will see in Sec. 3.4 that short-lived features can sometimes encode useful information about the data set’s structure.)

In this section we briefly review simplicial complexes and persistent homology. We describe how witness complexes \[61\] allow us to efficiently reconstruct the topology of a point cloud using a small sample of points. We then review persistence diagrams, which encode the output of a persistent homology computation. We emphasize that potentially useful information regarding persistence pairs is usually thrown out when making persistence diagrams. For a more in-depth discussion of persistent homology and computational topology in general, see \[41,62,63\].

2.1 Simplicial complexes and persistent homology

Consider a collection of points and pairwise distances between them. We call the collection of points a point cloud. We would like to formalize a notion of topology for the point cloud. To do this in a nontrivial way, we need to endow the point cloud with some extra structure. In this paper, we will embed the point cloud in a simplicial complex. More precisely, we
will represent the point cloud with a sequence of simplicial complexes. We will then use persistent homology to track the creation and destruction of topological features as we move through the sequence of complexes.

### 2.1.1 Simplicial complexes and simplicial homology

A simplicial complex is a collection of vertices (0-simplices), edges (1-simplices), triangles (2-simplices), etc. such that (i) all faces of a given simplex in the complex are contained in the complex (ii) the intersection of two simplices in the complex is contained in the complex. A simplicial complex and a collection of simplices that is not a simplicial complex are shown in Fig. 2. Given a simplicial complex, we can compute topological invariants. Consider some simplicial complex $S$. We define $k$-chains as collections of $k$-simplices in $S$. A $k$-chain may be formally represented as a sum

$$
\sum_i a_i \sigma_i, \quad a_i \in \mathbb{Z}_2
$$

where $i$ runs over $k$-simplices in $S$ and we use $\mathbb{Z}_2$ coefficients. The $k$-chains form a group under element-wise addition, which we denote $C_k$. There are two important subgroups of $C_k$. To define them, we first define the boundary operator $\partial_k : C_k \rightarrow C_{k-1}$. Writing a $k$-simplex in terms of its vertices as $[v_0, \ldots, v_k]$, the action of the boundary operator is defined by

$$
\partial_k[v_0 \ldots v_k] = \sum_{j=0}^k [v_0, \ldots, \hat{v}_j, \ldots, v_k]
$$

and linear extension. Here the hatted vertex is omitted. The boundary map $\partial_k$ is a homomorphism from $C_k$ to $C_{k-1}$.
We call a $k$-chain $\sigma$ a $k$-cycle if its boundary vanishes, $\partial_k \sigma = 0$. By linearity of the boundary map, the $k$-cycles form a subgroup of $C_k$, which we denote $Z_k$. In other words, $Z_k = \ker \partial_k$. Analogously, we define the group of $k$-boundaries, denoted $B_k$, as the image of the $(k + 1)$ boundary map, $B_k = \im \partial_{k+1}$. In other words, $B_k$ is made up of $k$-simplices $\sigma$ such that, for some $(k + 1)$-chain $\tau$, $\partial_{k+1} \tau = \sigma$.

Importantly, the boundary of a boundary is always empty, $\partial_k \partial_{k+1} = 0$. This means that every $k$-boundary is also a $k$-cycle, so $B_k \subseteq Z_k$. However, the converse is not always true. For example, if a $k$-cycle wraps a $(k + 1)$-dimensional hole, it cannot be written as the boundary of any $(k + 1)$-chain in the complex. Thus we define the $k$-th homology group as $H_k(S,\mathbb{Z}_2) = Z_k/B_k$. In other words, elements of $H_k$ are $k$-cycles subject to the equivalence relation $\sigma \equiv \sigma + \tau$ for $\tau$ a $k$-boundary. The Betti numbers $b_k$ are the ranks of the homology groups. The 0-th Betti number $b_0$ counts the number of connected components and the higher Betti numbers $b_i$ count $(i+1)$-dimensional holes (by counting the cycles wrapping them). For example, the simplicial complex on the left side of Fig. 2 has $b_0 = 1$ and $b_1 = 1$. For a general simplicial complex, the Betti numbers can be calculated by reducing the matrix representation of the boundary operator $\partial$ on the space of simplices in the complex [63].

So far we have only mentioned one simplicial complex. However, if we were to use just one simplicial complex to represent our data set, we would be asking for trouble. Given a point cloud, there are very many ways one might choose to form a simplicial complex. It is natural to associate each point with a vertex, but when it comes to connecting vertices with edges and other higher-dimensional simplices, we must make choices. With slightly different choices, one gets very different topological invariants. This is not a desirable outcome. To be confident about what we are learning from the data set, we need a more sophisticated approach.

### 2.1.2 Persistent homology

Persistent homology solves this problem of representational ambiguity by using the point cloud to construct a sequence of simplicial complexes, called a filtration. Specifically, a filtration is a monotonic sequence of simplicial complexes $S_1 \subset S_2 \subset \cdots \subset S_n$. As we move through the filtration, nontrivial cycles are created as simplices are added to the complex, and other cycles are made topologically trivial as they are filled in by simplices. Inclusion maps from $S_i$ to $S_{i+1}$ induce chain maps $C_k(S_i) \to C_k(S_{i+1})$. Importantly, the corresponding homology maps $H_k(S_i) \to H_k(S_{i+1})$ are homomorphisms, since the inclusion maps commute with the boundary maps. This allows us to track individual cycles in the homology as the complex grows. The output of a persistent homology computation is roughly a list of ordered pairs $(\nu_{\text{birth}}, \nu_{\text{death}})$ detailing when in the filtration cycles of various dimensions are created.
Figure 3: The Vietoris-Rips complex. Two vertices are connected by an edge if their disks (radius $r$) overlap. Higher-dimensional simplices like triangles are included if all of their faces are.

and destroyed. (In fact, there is more information to harvest; see Sec. 2.3.) This is stronger information than the Betti number curves $b_k(S_i)$, which merely count nontrivial cycles for each step in the filtration. Persistent homology resolves the problem of representational ambiguity, and has been proven stable (under a suitable metric) against perturbations to the point cloud [64]. Moreover, moving through the filtration is often associated with some thickening scale, so persistent homology can rightfully be called a multiscale technique.

As an example, consider the Vietoris-Rips complex. The vertex set of the Vietoris-Rips complex is the set of points in the cloud. Then, for $r > 0$, we include an edge $[v_i v_j]$ if $d(v_i, v_j) < 2r$. Higher-dimensional simplices are included if all of their faces are. An illustration is shown in Fig. 3. In this construction, the filtration parameter $r$ has a natural interpretation in terms of length. We are thickening each point to a ball of radius $r$ and connecting overlapping balls. As $r$ is increased, we consider the topology of the point cloud at larger and larger scales. At large enough $r$, the topology will become trivial, with $b_0 = 1$ and $b_i = 0$ for $i > 0$. This is true for any Vietoris-Rips complex.

### 2.2 Witness complexes

For our purposes, it will prove useful to use a more sophisticated construction than the Vietoris-Rips filtration. One issue with the Vietoris-Rips filtration is that it is very inefficient
in terms of simplices. For example, a dense cluster of points leads to many edges and higher-dimensional simplices, but these are generally not arranged in a topologically interesting fashion. Computing and storing these simplices is wasteful.

One way to circumvent this problem is to use witness complexes. Witness complexes use a small subset of the point cloud as a landmark set, whose points form the vertex set of the complex. The presence of higher-dimensional simplices is determined by witness points, which can be any points in the data set. More precisely, let \( L \) denote the set of landmark points, and \( Z \) the full point cloud. Let \( m_k(z) \) be the distance from \( z \in Z \) to its \((k + 1)\)-th closest landmark point. Then for \( k > 0 \) and vertices \( l_i \), we include the \( k \)-simplex \([l_0l_1 \ldots l_k]\) in the witness complex \( W(Z, L, r) \) if all of its faces are included and there exists a witness point \( z \in Z \) such that

\[
\max\{d(l_0, z), \ldots, d(l_k, z)\} \leq r + m_k(z)
\]  

(2.3)

Here \( r \) is the filtration parameter, analogous to the Vietoris-Rips filtration parameter. A simpler computation is the lazy witness complex. For the lazy witness complex, one chooses \( \nu \in \mathbb{N} \). If \( \nu = 0 \), \( m(z) \) is taken to be 0. If \( \nu > 0 \), \( m(z) \) is the distance from \( z \) to the \( \nu \)-th closest landmark point. The lazy witness complex is then constructed by taking the vertex set to be the landmark set and including an edge \([l_0l_1]\) if there is a witness \( z \in Z \) such that

\[
\max\{d(l_0, z), d(l_1, z)\} \leq r + m(z)
\]  

(2.4)

Then, as in the Vietoris-Rips construction, one includes a higher-dimensional simplex if all of its faces are included. This construction is called lazy because one only needs to compute the edges. For our purposes, we will generally use the lazy witness complex with \( \nu = 1 \).

In general there are two ways to select a landmark set from a point cloud. One is to simply randomly choose points. The other is to use a maxmin algorithm, choosing the first point randomly and selecting subsequent points by maximizing the distance from the nearest landmark point. While maxmin gives more evenly spaced landmark points than a random selection, it tends to select outlier points; in point clouds with dense regions, one often obtains a more representative landmark set by using a random selector. We will generally use a maxmin selector. In Sec. 3.5 we will see that multiparameter persistence is also well suited for point clouds with dense regions.

---

2 Another way to avoid the problem is to use \( \alpha \)-complexes, which intuitively treat the balls in a Vietoris-Rips type complex as bubbles that cannot overlap. However, this construction involves computing Delaunay triangulations, which is prohibitively costly in high-dimensional spaces. As we are eventually interested in string theory examples with many moduli, we use witness complexes.
2.3 Persistence pairing and persistence diagrams

Given a filtration, the persistent homology calculation is a matrix reduction of the boundary operator. Columns of the boundary operator represent individual simplices and are ordered by when a simplex is added to the filtration. See [39, 62, 63] for details of the reduction algorithm. The reduced matrix encodes a persistence pairing among simplices in the filtration. When a $k$-simplex is added to the filtration, it either creates a $k$-cycle or destroys a $(k-1)$-cycle. The persistence pairing links $k$-simplices and $(k+1)$-simplices (for all $k$ relevant to the complex) as persistence pairs, with the $(k+1)$-simplex destroying the cycle created by the $k$-simplex. (Some cycles may have infinite persistence, i.e. they are not destroyed by the end of the computed filtration, in which case there is no second simplex in the pair.) By looking at when the relevant simplices for a particular cycle were added to the filtration, one may assign to a cycle the filtration time of the cycle’s birth as well as the filtration time of the cycle’s death.

Generally, there are two (equivalent) ways the output of a persistent homology calculation is represented. Barcodes are collections of horizontal lines, each starting at the birth time of a particular cycle and ending at that cycle’s death time. One draws a barcode for each dimension of the homology. Persistence diagrams are scatter plots of the birth and death times ($\nu_{\text{birth}}, \nu_{\text{death}}$) of individual cycles. Two examples of persistence diagrams (and their corresponding Betti number curves) are shown in Fig. 4. Our experience is that relationships between cycles of different dimensions are easier to see using persistence diagrams. Since these relationships seem to matter for the distributions we are considering, we will use persistence diagrams.

It should be noted that compressing persistent homology’s output to barcodes and persistence diagrams actually erases some information about the structure of a data set. The persistence pairing computed by matrix reduction is used only to generate ($\nu_{\text{birth}}, \nu_{\text{death}}$). However, the simplices appearing in the persistence pairing can encode more about the structure of a point cloud than just these two numbers. We will encounter a scenario in Sec. 3.4 where explicitly sorting through the persistence pairing and looking at overlapping “destroying simplices” allows us to recover more refined information about the point cloud than is represented in the persistence diagram.

3 Flux Vacua

In this section, we consider type IIB string theory on Calabi-Yau orientifolds in the presence of background fluxes, as reviewed in [66, 67]. In these setups, the axiodilaton and complex
Figure 4: Two persistence diagrams. To calculate the Betti numbers at a given filtration time, one counts “living” cycles. Persistence diagrams contain more information than the Betti number curves. These two diagrams give rise to the same Betti number curve, shown below.
structure moduli are stabilized by 3-form fluxes threading the internal manifold. Flux quantization and tadpole cancellation give rise to a discretuum of vacua distributed over the moduli space \[1,68\]. This discretuum generally features quite a bit of structure, well-suited for analysis via persistent homology. In particular, we will study the distribution of stabilized axiodilaton and complex structure moduli vevs using persistent homology.

First we review the construction of flux vacua. We then study three examples using persistent homology: the rigid Calabi-Yau, a hypersurface in weighted projective space, and the symmetric \( T^6 \). Each example contains lessons that should be useful when applying persistent homology to more explicit and phenomenologically viable models. Specifically, we learn how persistence pairing, information that is often thrown out in a persistent homology calculation, can be useful. We also observe that a notion of multiparameter persistence should be used to characterize overdense regions in addition to the underdense regions one conventionally studies with persistent homology. Additionally, we study how different restrictions to special vacua (like those with enhanced symmetry or vanishing tree-level superpotential) can affect the topology of a distribution of string vacua.

As part of our simplified setup, we will study just the distribution of stabilized vevs for the axiodilaton and complex structure moduli, neglecting the distributions of Kähler moduli, open string moduli, and fluxes. For the Kähler moduli, we can appeal to a separation of scales, with the complex structure moduli and axiodilaton stabilized by fluxes and Kähler moduli stabilized by non-perturbative corrections to the no-scale models we consider. For further discussion of the motivation for neglecting the Kähler moduli, see \[2, 4, 69\]. We plan to eventually include these degrees of freedom, applying the lessons we learn from the following examples.

### 3.1 Review

We follow the conventions of \[69\]. Consider a Calabi-Yau threefold \( M \) with \( h_{2,1} \) complex structure moduli. Take a symplectic basis \( \{ A^a, B_b \} \) for the \( b_3 = 2h_{2,1} + 2 \) three-cycles, with \( a, b = 1, \ldots, h_{2,1} + 1 \). We have dual cohomology elements \( \alpha_a, \beta^b \) satisfying

\[
\int_{A^a} \alpha_b = \delta^a_b, \quad \int_{B_b} \beta^a = -\delta^b_a, \quad \int_M \alpha_a \wedge \beta^b = \delta^b_a
\] (3.1)

From the unique holomorphic three-form \( \Omega \), we have the periods \( z^a \equiv \int_{A^a} \Omega, \ G_b \equiv \int_{B_b} \Omega \), which form the \( b_3 \)-vector \( \Pi(z) \equiv (G_b, z^a) \). Additionally

\[
\int_M \Omega \wedge \mathbf{\bar{\Omega}} = z^a G_a - \bar{z}^a \bar{G}_a = -\Pi^\dagger \cdot \Sigma \cdot \Pi
\] (3.2)
where we have introduced the symplectic matrix

\[
\Sigma = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
\]

(3.3)

whose entries are \((h_{2,1} + 1) \times (h_{2,1} + 1)\) matrices. The NSNS and RR 3-form fluxes are quantized and may be written in the \(\alpha, \beta\) basis

\[
F_3 = -(2\pi)^2 \alpha'(f_a \alpha_a + f_{a+h_{2,1}+1} \beta^a), \quad H_3 = -(2\pi)^2 \alpha'(h_a \alpha_a + h_{a+h_{2,1}+1} \beta^a)
\]

(3.4)

where we have defined the integer-valued \(b_3\)-vectors \(f\) and \(h\). From now on we set \((2\pi)^2 \alpha' = 1\). The fluxes induce a superpotential for the complex structure moduli and axiodilaton \(\phi \equiv C_0 + ie^{-\phi}\)

\[
W = \int_M G_3 \wedge \Omega(z) = (f - \phi h) \cdot \Pi(z)
\]

(3.5)

where \(G_3 \equiv F_3 - \phi H_3\). We are interested in vacua with vanishing F-terms

\[
D_a W = \frac{1}{\phi - \bar{\phi}} (f - \bar{\phi} h) \cdot \Pi(z) = 0
\]

(3.6)

\[
D_a W = (f - \phi h) \cdot (\partial_a \Pi(z) + \Pi(z) \partial_a K) = 0
\]

(3.7)

where \(D_a W \equiv \partial_a W + W \partial_a K\), \(a\) runs over complex structure moduli, and the Kähler potential truncated to the axiodilaton and complex structure moduli is

\[
K = -\log\left(i \int_M \Omega \wedge \bar{\Omega}\right) - \log\left(-i(\phi - \bar{\phi})\right) = -\log(-i \Pi^\dagger \cdot \Sigma \cdot \Pi) - \log(-i(\phi - \bar{\phi}))
\]

(3.8)

The F-flatness conditions (3.6) and (3.7) imply that the (3,0) and (1,2) parts of the fluxes vanish, so that \(G_3\) is imaginary self-dual, \(\star_6 G_3 = i G_3\).

The fluxes also contribute to the D3-brane charge

\[
N_{\text{flux}} = \int_M F_3 \wedge H_3 = f \cdot \Sigma \cdot h
\]

(3.9)

For imaginary self-dual fluxes, we have that \(N_{\text{flux}} > 0\). Therefore tadpole cancellation requires the presence of negative D3-brane charges. A fixed amount of negative charge is induced by orientifolding. If the orientifold can be viewed as arising from a fourfold compactification of F-theory \cite{71}, the orientifold charge \(L\) is proportional to the Euler character of the fourfold \cite{72}. For cancellation, any difference \(L - N_{\text{flux}}\) can be made up by mobile D3-branes spanning the four-dimensional spacetime. For two of our three examples, we will not consider explicit orientifolds. Instead, we will take \(L_{\text{max}}\) as an adjustable parameter, so that

\[
0 < N_{\text{flux}} \leq L_{\text{max}}
\]

(3.10)

This is in line with the conventions of \cite{4,6,69}. As we will see, \(L_{\text{max}}\) sets the scale at which we observe interesting structure in the moduli space distribution.
3.2 Gauge-fixing

We have gauge symmetries relating equivalent vacua that must be fixed. In general, our symmetry group is \( \mathcal{G} = SL(2, \mathbb{Z})_\phi \times \Gamma \). Here \( SL(2, \mathbb{Z})_\phi \) is the S-duality group from type IIB string theory and \( \Gamma \) is the modular group of the complex structure moduli space.

Under \( SL(2, \mathbb{Z})_\phi \), the axiodilaton and fluxes transform as

\[
\phi \rightarrow a\phi + b/c\phi + d, \quad \begin{pmatrix} f \\ h \end{pmatrix} \rightarrow \begin{pmatrix} a & b \\ c & d \end{pmatrix} \begin{pmatrix} f \\ h \end{pmatrix}, \quad a, b, c, d \in \mathbb{Z}, \quad ad - bc = 1
\]

These transform solutions of (3.6), (3.7) to other solutions, and preserve \( N_{\text{flux}} \). They act as Kähler transformations on \( W \) and \( K \)

\[
W \rightarrow \Lambda W, \quad K \rightarrow K - \log \Lambda - \log \Lambda
\]

and are thus symmetries of \( \mathcal{N} = 1 \) supergravity, with the scalar potential \( V \equiv e^K(|DW|^2 - 3|W|^2) \) manifestly invariant.

We also have the complex structure modular group \( \Gamma \). For our examples, under a transformation of the complex structure moduli \( z^a \rightarrow z'^a \), the periods change as

\[
\Pi(z^a) \rightarrow \Pi(z'^a) = \Lambda(z^a)M \cdot \Pi(z^a)
\]

where \( M \) is a symplectic matrix with integer entries that is independent of \( z^a \). This transformation then induces a Kähler transformation (3.12) and is thus a symmetry as long as the fluxes transform as

\[
f \rightarrow f \cdot M^{-1}, \quad h \rightarrow h \cdot M^{-1}
\]

which also preserves \( N_{\text{flux}} \). Note that this transformation takes solutions to the F-flatness conditions to other solutions with moduli \( \phi, z'^a \). Since we are ignoring the distribution of fluxes, the moral here is that we can apply modular transformations to the axiodilaton and complex structure moduli vevs independently and without keeping track of the fluxes.

Our gauge-fixing prescription will be to map each vacuum to a fundamental domain. One could also choose some gauge-image of the fundamental domain. In this case, continuity of the gauge map combined with the topological nature of our analysis would seem to suggest that the persistent homology would be stable under this operation (although the scales of certain features may change). There are interesting subtleties to this argument due to discreteness of the data set – see Fig. 5. We have checked our results for stability under large gauge transformations.
3.3 Enhanced symmetries and $W = 0$ vacua

Given the full set of flux vacua on some background with fixed $L_{\text{max}}$, we are often interested in special vacua obeying certain phenomenologically desirable conditions. For example, in more involved setups including intersecting D-branes, one might enforce conditions such as appropriate ranks of gauge groups, number of generations of chiral matter, etc., along the lines of [18, 19]. One interesting question to ask is how the persistent homology of the distribution of vacua changes when one restricts to special vacua. Following [69], we will consider two types of special vacua: those with enhanced symmetries and those with vanishing tree-level superpotential.

Enhanced symmetries are low-energy symmetries (involving transformations of just the moduli) that descend from transformations of the moduli and the fluxes. The authors of [69] consider enhanced symmetries that descend from the modular group as well as a complex conjugation transformation\footnote{In more complete setups, the complex conjugation transformation is related to spacetime $\text{CP}$. See [69] and Sec. 16.5.1 of [73] for discussion of this point.}. One necessary condition for such a symmetry is that the moduli are invariant under the transformation [69]. In other words, restricting onto vacua with enhanced symmetries involves restricting to fixed points in moduli space of the set of transformations. For $SL(2, \mathbb{Z})$, the fixed points are isolated in moduli space. For complex conjugation symmetries $\phi \rightarrow -\bar{\phi}, z^a \rightarrow \pm \bar{z}^a$, the fixed points form a half-dimensional space,
with each modulus restricted to its imaginary axis. Due to the dimensionalities of these subsets of moduli space, there is an upper bound on the dimensionalities of cycles in the restricted sets. For example, in a moduli space with $2n$ real dimensions, the region allowing vacua with a complex conjugation symmetry is $n$-dimensional. An $n$-dimensional region could in theory support an $n$-cycle, but the trivial topology of the $n$-dimensional plane means the highest cycle is an $(n-1)$-cycle. Restricting to these vacua erases cycles of dimension $n$ and higher that may be present in the full distribution of vacua.

Vacua with vanishing tree-level superpotential are interesting to study for a variety of reasons. By nonrenormalization theorems, one expects the condition $W = 0$ is not corrected perturbatively. Assuming only nonperturbative (in $\alpha'$ or $g_s$) corrections, F-term SUSY breaking of these vacua leads to a plausibly naturally small cosmological constant \[69\]. Moreover, it is known that there are deep connections between $W = 0$ vacua and R-symmetries \[74\]. In the $T^6$ example of Sec. 3.6, we will find that restricting to vacua with $W = 0$ gives the distribution a richer topology, with more long-lived higher-dimensional features. This is possible in part because the condition $W = 0$ itself does not select a subregion of the moduli space. In the continuous flux approximation and ignoring subtleties due to tadpole cancellation, there are $W = 0$ vacua everywhere in the $T^6$ moduli space. The topology of the restricted set is then an effect of having quantized fluxes and imposing tadpole cancellation, which is also the reason for interesting structure in the full distribution of vacua.

Understanding restrictions via their effects on the distribution’s topology could be useful in a scaled-up problem where one wants to search for vacua that simultaneously satisfy several conditions, like certain number of generations, gauge groups, etc. In principle this could be done in a top-down fashion by analyzing large systems of equations, but in the limit of many conditions, a bottom-up tool like persistent homology seems potentially useful.

### 3.4 Rigid Calabi-Yau

Consider a rigid Calabi-Yau, with no complex structure moduli, studied in \[4, 6, 69\]. Since there are no complex structure moduli, $b_3 = 2$. We can write our symplectic basis for $H_3(M)$ as $\{A, B\}$. Take the periods of the holomorphic three-form $\Omega$ to be

\[
\int_B \Omega = 1, \quad \int_A \Omega = i
\]  

(3.15)

The superpotential is

\[
W = A\phi + B
\]  

(3.16)

where $A \equiv -h_1 - ih_2$, $B \equiv f_1 + if_2$. The D3-brane charge induced by the fluxes is

\[
N_{\text{flux}} = f_1 h_2 - f_2 h_1
\]  

(3.17)
and the vacuum equation is
\[
D_\phi W = A\phi + B = 0 \quad (3.18)
\]
which is solved by
\[
\phi = -\left(\frac{B}{A}\right) \quad (3.19)
\]
We are interested in the distribution of flux vacua on the axiodilaton moduli space at fixed \(L_{\text{max}}\). To avoid repeat copies of individual vacua, we need to fix the gauge symmetry. For the rigid model, the entire modular group is \(SL(2,\mathbb{Z})_\phi\). We can fix this gauge by either imposing conditions on the axiodilaton (i.e. restricting to a particular domain) or by imposing conditions on the fluxes. A natural condition is to restrict the axiodilaton to the \(SL(2,\mathbb{Z})\) fundamental domain:
\[
\phi \in \mathcal{F}_D = \left\{ z \in \mathbb{C}_+ : -\frac{1}{2} < \text{Re}(z) \leq \frac{1}{2}, |z| \geq 1 \right\} \quad (3.20)
\]
Alternatively, one can use \(SL(2,\mathbb{Z})\) to impose conditions on the fluxes. For example, (as in \([4,69]\)), one may impose
\[
h_1 = 0, \quad 0 \leq f_2 < h_2 \quad (3.21)
\]
which entirely fixes \(SL(2,\mathbb{Z})\). This strategy is particularly helpful for listing all vacua for a finite \(L_{\text{max}}\), or alternatively for counting vacua.

To generate the distribution of flux vacua on the rigid Calabi-Yau, we use the flux conditions \((3.21)\) to list the vacua for finite \(L_{\text{max}}\). We then use \(SL(2,\mathbb{Z})\) to map each vacuum to the axiodilaton fundamental domain. Despite the simplicity of the toy model, the distribution exhibits rich structure. In particular, projecting onto \(\phi\), one observes voids with no vacua except for at accumulation points in their centers \([6]\) (see Fig. [6]). These voids can be understood as arising from the combination of flux quantization, tadpole cancellation, and the vacuum equation. The vacuum equation \((3.19)\) tells us that when we project onto \(\phi\), we are introducing some degeneracy. There are multiple flux configurations that give the same stabilized value for \(\phi\). These are inequivalent vacua, and represent different low energy theories. Specific values for \(\phi\) correspond to 2-dimensional hyperplanes (intersecting with some gauge-fixing conditions) in the 4-dimensional flux space. Quantization of the fluxes forces these slopes to be rational. For example, \(\phi = i\beta\) for rational \(\beta\) corresponds to the hyperplane \(f_1 = \beta h_2\), \(f_2 = -\beta h_1\). The hyperplanes intersect the origin in flux space, although no vacua are located there since the moduli are not stabilized for vanishing fluxes. Moving around in the axiodilaton moduli space corresponds to rotating these hyperplanes along two axes.
Figure 6: Rigid Calabi-Yau vacua projected onto axiodilaton with $L_{\text{max}} = 150$. Each point in the diagram represents multiple inequivalent vacua. The relative sizes of the voids depend on number-theoretic aspects of the complex rational value of the axiodilaton at the center.

However, tadpole cancellation with finite $L_{\text{max}}$ means that most points in the axiodilaton moduli space are not represented in the distribution. Specifically, many hyperplanes fail to hit integer points in flux space before reaching the limits in flux space imposed by tadpole cancellation. These $\phi$ values are not present in the resulting distribution.

Given a $\phi$ that is present in the distribution, its nearest neighbors are found by rotating the corresponding hyperplane in flux space until it hits a point with integer fluxes within the bounds imposed by tadpole cancellation. For concreteness, take $\phi = i\beta$. If such a $\phi$ is present one of the corresponding vacua takes the form $i\left(\frac{f_1}{h_2} - \frac{a}{b}\right)$ with $a, b > 0$. (One should use a plus sign for $f_1 = h_2$ to stay in the fundamental domain.) To find the nearest neighbor, one minimizes $\frac{a}{b}$ over the naturals subject to the constraint $N_{\text{flux}} = b^2 f_1 h_2 - ab h_2^2 \leq L_{\text{max}}$.

As an example, for $L_{\text{max}} = 150$, the nearest neighbors of $2i$ on the imaginary axis are $\frac{16+1}{8}i$, while the nearest neighbor of $\frac{3}{2}i$ is $\frac{21-1}{14}i$. (Sometimes the plus sign takes one outside the tadpole bound, so that the nearest neighbor above is farther away than the nearest neighbor below.) Similar arguments to the above apply for nearest neighbors in other directions. Since $b$ scales as $\sqrt{L_{\text{max}}}$ in this discussion, we also come to understand the previously known fact that the voids shrink as $\sqrt{1/L_{\text{max}}}$ as $L_{\text{max}}$ is increased [6,69].
In terms of persistent homology, large voids should correspond to long-lived 1-cycles. Moreover, we expect the presence of vacua at the center of a void to have a specific signature in the persistence diagram. That is, the death of the 1-cycle corresponding to the void will be correlated with the death of a 0-cycle. In the case of a perfectly symmetric void, the 1-cycle and 0-cycle will die at exactly the same time. For a more oblique void, the 0-cycle will die first, possibly with the formation of a short-lived 1-cycle (see Fig. 7).

Persistence diagrams for a subregion of the rigid Calabi-Yau axiodilaton distribution are shown in Fig. 8. We observe the presence of many 1-cycles, some of which are relatively long-lived. The longer-lived 1-cycles correspond to the larger voids in Fig. 6. We also observe the expected correlated deaths of 1-cycles and 0-cycles. While many correlated deaths occur at the exact same filtration time, some of the voids slightly outlive their isolated center vacua, including the longest-lived void. We also note several 0-cycles with \( \nu_{\text{death}} \sim 0.06 \) that do not seem to correlate with any 1-cycles. In fact, these 0-cycles correspond to vacua that would be at the centers of voids, but whose voids are cut off by the boundary of \( \mathcal{F}_D \). This boundary prevents the voids from being recognized topologically, other than the late deaths of the 0-cycles corresponding to isolated interior vacua.

### 3.4.1 Persistence pairing

We should note that while the correlated deaths are suggestive, they are not sufficient to recover the isolated vacua in the centers of the voids. Instead, one must turn to the persistence pairing output by the persistent homology algorithm. This pairing tells us which simplex causes the death of a particular \( p \)-cycle. For example, the death of the 0-cycle corresponding to an isolated vacuum in the center of a void is caused by the addition of an edge connecting
Figure 8: Left: persistence diagram for rigid Calabi-Yau flux vacua projected onto axiodilaton with $L_{\text{max}} = 150$, using a lazy witness complex with 700 landmark points. The filtration has 1,140,182 simplices. The orange points represent 1-cycles and the blue points represent 0-cycles. We observe many long-lived 1-cycles, corresponding to voids in the distribution. There are also correlations in the deaths of long-lived 1-cycles and 0-cycles, corresponding to the vacua in the centers of the voids. Right: making use of the information contained in persistence pairing, we can further investigate the correlated deaths. 0-cycles are destroyed by the addition of 1-simplices, and 1-cycles are destroyed by the addition of 2-simplices. We link with a red line 0-cycles and 1-cycles whose destroying simplices overlap.
that vacuum to a point on the edge of the void. This same edge is contained in the triangles that fill in the void, causing the 1-cycle’s death. Persistence pairing is not shown in persistence diagrams and represents finer-grained information. However, noting the correlated deaths from the previous section, we can use persistence pairing to connect 1-cycles and 0-cycles whose “destroying simplices” overlap. These connections are also shown in Fig. 8. They confirm the isolated vacuum-void structure, which we might have only suspected from the persistence diagram.

### 3.4.2 Special vacua

We can also consider discrete symmetries in this model. There is a low-energy symmetry descending from complex conjugation for vacua with imaginary axiodilaton. We might consider the persistent homology of the distribution of these special vacua. Restricting to the imaginary axis, we can only reduce the topological complexity of the distribution. As previously discussed, the restricted distribution cannot feature 1-cycles. All 0-cycles are born at the beginning of the filtration, so instead of a persistence diagram we show a histogram of the 0-cycle deaths in Fig. 9. There are many 0-cycles that die at $\nu_{\text{death}} = 1$. These vacua live at large $\text{Im} \phi$, where tadpole cancellation and flux quantization dictate that the nearest neighbor should be a unit distance away. There are also a fair number of 0-cycles dying at $\nu_{\text{death}} = 0.5$ for similar reasons. For smaller $\text{Im} \phi$, relatively long-lived 0-cycles will correspond to vacua at the centers of voids (or rather, what would be voids in the full distribution). Thus certain aspects of the full distribution show up (albeit in the form of lower-dimensional cycles).

In this example we could have simply looked at the projection in Fig. 6 and understood the presence of voids with isolated vacua in their centers. However, persistent homology also proves useful in higher-dimensional examples where we do not have a simple visualization. Moreover, we learned that persistence pairing can be used to confirm suspicions arising from correlations in persistence diagrams. We also had our first example of restricting to vacua satisfying special properties. In this case the restriction only reduced the topological complexity of the distribution.

---

4 In part, this is because we plot only cycles in persistence diagrams, while “destroying simplices” are, at the filtration time they are added to the complex, merely simplices.

5 There are also vacua with enhanced symmetries descending from $SL(2,\mathbb{Z})$, but as previously discussed, these only occur at isolated points in the moduli space and thus are not topologically interesting. The rigid Calabi-Yau does not have any $W = 0$ vacua.
Figure 9: For rigid Calabi-Yau vacua with a low energy symmetry descending from complex conjugation, the topological complexity of the distribution is reduced. As the points live on a line, there are only 0-cycles. Long-lived 0-cycles correspond to vacua at the centers of voids in the full distribution.

3.5 Calabi-Yau Hypersurface and Multiparameter Persistence

In this section we consider the hypersurface defined by

$$\sum_{i=1}^{4} x_i^8 + 4x_0^2 - 8\psi x_0 x_1 x_2 x_3 x_4 = 0$$

in the weighted projective space $\mathbb{WP}_{1,1,1,1,4}^4$. The hypersurface has $h_{1,1} = 1$ and $h_{2,1} = 149$. For this hypersurface, a particular orientifold (taking $x_0 \to -x_0, \psi \to -\psi$ along with worldsheet parity reversal) arises from F-theory compactified on a Calabi-Yau fourfold defined as a hypersurface in $\mathbb{WP}_{1,1,1,8,12}^5$, giving a tadpole condition $L_{\text{max}} = 972$ [75]. As described in [69, 75, 76], the hypersurface equation (3.22) has a discrete symmetry group $\Gamma = Z_8 \times Z_2$. Any deformation to the complex structure besides the $\psi$ term is charged under $\Gamma$. Thus, if only fluxes consistent with $\Gamma$ are turned on, these charged moduli can only appear at higher order in the superpotential. We can then consistently set the charged moduli to zero, solve for the periods, and compute the vevs for the axiodilaton and uncharged modulus $\psi$.

We will focus on flux vacua near the conifold point $\psi = 1$. To first order in $x \equiv 1 - \psi$, 

the F-flatness conditions give

\[ \phi = \frac{f_1 a_0 + f_2 b_0 + f_3 c_0}{h_1 \bar{a}_0 + h_2 \bar{b}_0 + h_3 \bar{c}_0} + \mathcal{O}(|x| \ln |x|) \]  

(3.23)

\[ \ln(x) = -\frac{2\pi i}{d_1} \left[ \left( f_1 - \phi h_1 \right) \left( a_1 - \frac{\mu_1}{\mu_0} a_0 \right) + \left( f_2 - \phi h_2 \right) \left( b_1 - \frac{\mu_1}{\mu_0} b_0 \right) \right] + \frac{(f_3 - \phi h_3)(c_1 - \frac{\mu_1}{\mu_0} c_0) + (f_4 - \phi h_4)d_1}{f_2 - \phi h_2} - 1 \]  

(3.24)

where constants can be found in [76]. Monte Carlo sampling in [76] explicitly confirmed the expectation from [4] that vacua would cluster near the conifold point, including the scaling of density with distance from the conifold point.

We would like to study this clustering using persistent homology. In this case, since we have four real dimensions (two from \( \phi \) and two from \( x \)), there is no simple visualization of the space of vacua, although we may plot projections onto specific planes. Although the clustering is manifest in the projection onto \( x \), there could be more structure relating the clustering to \( \phi \). Persistent homology in the full four-dimensional space allows us to search for higher-dimensional features in the distribution of vacua.

We also encounter a new issue. While a length-based filtration like Vietoris-Rips is well-suited for void identification, it does not perform as well in identifying clusters. Using a length-based filtration, the persistence diagram for a cluster is not very different from the persistence diagram for a uniform distribution. The cluster will give rise to many 0-cycles that die very early in the filtration. This is not using persistent homology in a very clever way.

One way around this is to use a multiparameter filtration [78]. In addition to the length parameter, we can assign to each point a density (e.g., the inverse distance of the \( n \)-th nearest neighbor). We can then take as an orthogonal filtration parameter a threshold density \( \rho_\text{th} \) and only include points with \( \rho < \rho_\text{th} \). For low \( \rho_\text{th} \), points in the cluster will not yet be included, and the distribution will feature a void, easily picked up by a length-based filtration. This density filtration is related to the sublevel filtration the present authors used to study the CMB in [52]. We can imagine smoothing out the point cloud to define a density function on the moduli space. We are then performing a sublevel filtration on this function. How well this represents the underlying point cloud depends on how well-sampled the space is.

\[ \text{One might be tempted to worry about the breakdown of our EFT here due to the masslessness of a wrapped D-brane state [77]. We can consistently leave this state out of our EFT by going to larger volume, since the Kähler moduli are unfixed in our setup. Increasing the Calabi-Yau volume increases the wrapped D-brane's mass and lowers the masses of the moduli under consideration, which scale as the flux density. It would be interesting to see how including this state in the full moduli space modifies the clustering as calculated by the approximation of [4,6].} \]
Figure 10: Left: persistence diagram for lazy witness complex with 200 landmark points and density filter applied. In blue are 0-cycles, in orange 1-cycles, and in green 2-cycles. There is a long-lived 1-cycle corresponding to the excised cluster. Right: without the density filter, there is no long-lived 1-cycle. We observe a few 3-cycles (red), but, like the rest of the features, they are short-lived.

While multiparameter persistence is well-defined, it lacks a simple summary statistic. Instead, one has a persistence diagram for each (well-defined) path through \((r, \rho_{th})\) space. (A software implementing interactive visualization of two-dimensional persistence is [79].) For our purposes, we will only consider a length-based filtration at two density thresholds to demonstrate the successful identification of the cluster and diagnose whether there is any more interesting structure in the four-dimensional space.

We generate the point cloud by drawing random flux vectors and computing the stabilized moduli with (3.23),(3.24). We have to be careful to fix the gauge symmetry and stay within the regime of perturbative validity \(|x| \ll 1\). In addition to S-duality for the axiodilaton, the complex structure modulus has a logarithmic monodromy around the conifold point. We fix the gauge by mapping \(\phi\) to the \(SL(2, \mathbb{Z})\) fundamental domain (also acting on the fluxes) and taking \(\text{arg} \ x \in [-\pi, \pi)\).

Computing the persistence diagrams for the point cloud with and without a density filter, we find a long-lived 1-cycle with the filter and no nontrivial features without the filter (Fig. 10). Thus we have recovered the conifold clustering using persistent homology. Moreover, we find no higher-dimensional features linking the clustering in \(x\) to the distribution for \(\phi\). In other words, the clustering in \(x\) does not correlate with any topological structure in \(\phi\).
This is an aspect we could not have diagnosed with simple visualization.

### 3.6 Symmetric $T^6$

In this section we consider toroidal compactifications where a $T^6$ can be viewed as a direct product of three two-tori with equal modular parameter $\tau$. The moduli space has two complex dimensions, so attempts at simple visualization require projecting onto arbitrary planes. Persistent homology, however, has no trouble with higher-dimensional spaces, and can be used to characterize the distribution of vacua. The symmetric $T^6$ also features vacua with vanishing tree-level superpotential. These vacua give us the opportunity to study how imposing phenomenologically desirable conditions affects the persistent homology of a distribution of vacua that cannot be directly visualized.

We follow the conventions of [69]. Take $x^i, y^i$ for $i = 1, 2, 3$ to be coordinates with periodicity $x^i \equiv x^i + 1, y^i \equiv y^i + 1$. Then choose three holomorphic 1-forms $dz^i = dx^i + \tau_{ij} dy^j$. We take the orientation

$$\int dx^1 \wedge dx^2 \wedge dx^3 \wedge dy^1 \wedge dy^2 \wedge dy^3 = 1 \quad (3.25)$$

A symplectic basis for $H^3(T^6, \mathbb{Z})$ is

$$\alpha^0 = dx^1 \wedge dx^2 \wedge dx^3$$

$$\alpha_{ij} = \frac{1}{2} \epsilon_{ilm} dx^l \wedge dx^m \wedge dy^j$$

$$\beta^{ij} = -\frac{1}{2} \epsilon_{jlm} dy^l \wedge dy^m \wedge dx^i$$

$$\beta^0 = dy^1 \wedge dy^2 \wedge dy^3 \quad (3.26)$$

The holomorphic 3-form is $\Omega = dz^1 \wedge dz^2 \wedge dz^3$. We can expand the fluxes as

$$F_3 = a^0 \alpha^0 + a^{ij} \alpha_{ij} + b_{ij} \beta^{ij} + b_0 \beta^0$$

$$H_3 = c^0 \alpha^0 + c^{ij} \alpha_{ij} + d_{ij} \beta^{ij} + d_0 \beta^0 \quad (3.27)$$

So far, we have written our parameterization for a general $T^6$. Now we specialize to the symmetric case, taking $\tau_{ij} = \tau \delta_{ij}$. In other words, we take the $T^6$ to be factorizable as three two-tori with equal modular parameter. This corresponds to turning on only a special subset of the fluxes (as in the hypersurface example):

$$a^{ij} = a \delta^{ij}, \quad b_{ij} = b \delta_{ij}, \quad c^{ij} = c \delta^{ij}, \quad d_{ij} = d \delta_{ij} \quad (3.28)$$

In this case, the superpotential takes the form

$$W = P_1(\tau) - \phi P_2(\tau) \quad (3.29)$$
where $P_i$ are cubic polynomials in $\tau$ over the integers

\begin{align*}
P_1(\tau) &\equiv a^0 \tau^3 - 3a\tau^2 - 3b\tau - b_0 \\
P_2(\tau) &\equiv c^0 \tau^3 - 3c\tau^2 - 3d\tau - d_0
\end{align*}

(3.30) \hspace{1cm} (3.31)

The Kähler potential for $\tau$ and $\phi$ is

\[ \mathcal{K} = -3 \log(-i(\tau - \bar{\tau})) - \log(-i(\phi - \bar{\phi})) \]

(3.32)

and the flux-induced D3-brane charge is

\[ N_{\text{flux}} = b_0c^0 - a^0d_0 + 3(bc - ad) \]

(3.33)

The F-flatness conditions can be simplified to be

\begin{align*}
P_1(\tau) - \bar{\phi}P_2(\tau) &= 0 \\
P_1(\tau) - \phi\bar{P}_2(\tau) &= (\tau - \bar{\tau})(P'_1(\tau) - \phi\bar{P}'_2(\tau))
\end{align*}

(3.34) \hspace{1cm} (3.35)

The axiodilaton can be solved for using one of these equations and plugged into the other, giving the equations for $\tau = x + iy$

\begin{align*}
q_1(x)y^2 &= q_3(x) \\
q_0(x)y^4 &= q_4(x)
\end{align*}

(3.36) \hspace{1cm} (3.37)

where the $q_i$ are polynomials in $x$ whose form can be found in the appendix of [69]. When these equations are multiplied to eliminate $y$, miraculous cancellations leave one with a cubic rather than sextic equation in $x$,

\[ \alpha_3x^3 + \alpha_2x^2 + \alpha_1x + \alpha_0 = 0 \]

(3.38)

where the $\alpha_i$ are combinations of flux integers that can also be found in [69].

### 3.6.1 Generic vacua

We generate random flux vectors, solve for $\tau$ and $\phi$, and map both to their fundamental domains to fix the gauge. For $L_{\text{max}} \leq 18$, lattice effects suppress the number of vacua (essentially, (3.36) and (3.38) are not compatible). As $L_{\text{max}}$ is increased above 18, a dense region develops for small Im $\tau$ with mostly trivial topology at our resolution and sampling, pushing an underdense region that is topologically similar to the $L_{\text{max}} = 18$ distribution to larger Im $\tau$. However, it seems that this underdense region loses some topological complexity as it is pushed (Fig. 11). Moreover, the dense region at small Im $\tau$ is not entirely trivial. Actually, voids similar to those in the rigid model develop on the imaginary axis, shrinking as $L_{\text{max}}$ is increased (Fig. 12).
Figure 11: Left: persistence diagram for generic vacua and $L_{\text{max}} = 18$. Right: persistence diagram for generic vacua and $L_{\text{max}} = 54$, looking at the underdense region. We see that as $L_{\text{max}}$ is increased, the higher dimension cycles become shorter-lived.

Figure 12: Long-lived 1-cycles in the generic distribution of $T^6$ vacua. Here we used 150 landmark points for a subregion of the generic $T^6$ distribution with $L_{\text{max}} = 54$. 
3.6.2 $W = 0$ vacua

The symmetric $T^6$ features vacua with vanishing tree-level superpotential, $W = 0$. Considering only these vacua, we find that their distribution in moduli space exhibits different topological structure than the generic vacua. In particular we find that restricting to $W = 0$ vacua results in additional higher-dimensional cycles in certain regions of the distribution.

Combined with the F-flatness conditions, enforcing $W = 0$ means the simultaneous vanishing of $P_1(\tau)$ and $P_2(\tau)$,

\begin{align*}
P_1(\tau) &= a^0 \tau^3 - 3a\tau^2 - 3b\tau - b_0 = 0 \\
P_2(\tau) &= c^0 \tau^3 - 3c\tau^2 - 3d\tau - d_0 = 0
\end{align*}

(3.39) (3.40)

For details on enumerating fluxes giving rise to $W = 0$ vacua, see [69]. The important point is that the condition $W = 0$, when combined with flux quantization and tadpole cancellation, maps to different structure in the moduli space than the generic vacua exhibit. Moreover, as we will see, restricting to $W = 0$ vacua, unlike the discrete symmetry restriction of Sec. 3.4, induces richer topology in the distribution. This is possible because $W = 0$ is less restrictive about the stabilized vevs of the moduli.

Given $L_{\text{max}}$, we generate all $W = 0$ vacua with $N_{\text{flux}} \leq L_{\text{max}}$. We again fix gauge by mapping to the fundamental domain. We observe a large-scale structure that is insensitive to $L_{\text{max}}$ (Fig. 13). Moreover, for sufficient $L_{\text{max}}$, there are enough $W = 0$ vacua to form a complex topology in moduli space (Fig. 14). The multiscale topology of such vacua contains higher-dimensional cycles that are long-lived. In this case, we see that restricting to $W = 0$ vacua gives rise to a more complex topology. Not only is the topology more complex than the dense subregion of the generic distribution in which we are making our cut, but it is also more complex than the underdense subregions of the distribution (cf. Fig. 11). This is perhaps to be expected, as the extra requirement $W = 0$ imposes richer number-theoretic structure on the flux space.

4 Conclusion

Persistent homology can be used to study the shape of a data set. For string theory, we are interested in understanding the structure of the landscape. We showed that persistent homology can be used to effectively characterize generic and special vacua in toy models. Despite the simplicity of our toy examples, we learned a few things that should prove useful in a scaled-up program. For one, we learned that persistence pairing can be used to recover more refined information than is expressed in a persistence diagram. In particular, we
Figure 13: Large-scale structure of $W = 0$ vacua for $L_{\text{max}} = 504$. No higher-dimensional cycles live past the last disconnected component of the point cloud.

Figure 14: Small-scale structure of $W = 0$ vacua. Long-lived higher-dimensional cycles are present in the distribution well after there is only one connected component left. Restricting to $W = 0$ vacua increases the topological complexity of the distribution.

were able to reconstruct the presence of isolated vacua inside voids in the rigid Calabi-Yau construction. We also learned that to robustly characterize not only underdense regions like voids but also overdense regions like clusters, a notion of multiparameter persistence is useful. In addition to the usual length-based filtration parameter, one can consider an orthogonal
density threshold parameter. As the density threshold is raised, we include points in dense regions, allowing persistent homology to recognize the presence of clusters by their excision. This notion could have interesting cosmological applications, e.g., in the context of [49–54]. We also studied the persistent homology of restricted distributions of special vacua (like those with discrete low-energy symmetries or vanishing tree-level superpotential). Understanding the topology of special vacua could have interesting consequences in more realistic models if we want to ask about the simultaneous satisfiability of multiple low-energy criteria and the distribution of those very special vacua.

There are plenty of future directions to consider. Obviously, we would like to study distributions arising from more realistic constructions. In this work we only considered the distribution of complex structure moduli and axiodilaton vevs stabilized by fluxes is type IIB string theory. In principle we also know how to stabilize the Kähler moduli and open string moduli. We also largely ignored the fluxes. Trying to combine the fluxes with the moduli vevs seemingly presents a problem, since the fluxes are discrete while the moduli vevs in our cases were rational or irrational. However, the fluxes do show up in the low-energy theory as coupling constants, and we could include them in a unified analysis by considering e.g. the masses of stabilized moduli.

Of course, as we move on to more realistic data sets, the constructions necessarily become more complicated. While we made use of persistent homology’s ability to compute in high dimensions, we did not consider models with hundreds of moduli. Understanding how to adapt our techniques to such situations might require advances on the algorithmic/software side (see [80] for a comparison of different software packages). Another difficulty is in choosing parameters (number of witness points, subregion of moduli space, maximum filtration parameter) for the persistent homology computation. For this paper, we largely chose parameters via a “guess and check” method, as certain parameter values would e.g. freeze the program or not find what we were looking for. Ultimately we would like to perform a systematic scan over a large database of string models. Automating the choice of parameters then presents another difficulty. With such an automated scan, we would also have the problem of too much output. Systematically processing persistence diagrams provides another challenge. It could be here that persistent homology and machine learning techniques might be usefully coupled.

From a more physical perspective, it would interesting to ask what structure in the landscape means for vacuum selection and tunneling between vacua. This is where related ideas in the study of energy landscapes may become useful. Morse theory relates the topology of sublevel sets with critical points of a potential. Therefore, TDA can be used to sample the topology of the string landscape to effectively find vacua and study their transitions. We
plan to return to this interesting idea in a future work. An alternative approach to these questions from the perspective of network science was advocated in [81]. However, much of the interesting dynamics is suppressed in treating string vacua as nodes of a network. More understanding is also needed on the physics side here to study the transitions. For example, tunneling in the presence of dynamics remains poorly understood [82].

In this paper we were concerned with methods for mapping out the structure of the landscape itself. A complementary approach is to study the even vaster swampland of effective field theories with gravity that do not admit UV completions [83]. Recent conjectures put some interesting constraints on the shape of the energy landscape of string theory [84, 85]. It would also be interesting to apply TDA or other data science techniques to understand the shape of the boundary between the landscape and the swampland, or to test various conjectures about the topology of moduli space [86].

Acknowledgments

We used the publicly available package Javaplex [87], modified to extract persistence pairs, for our persistent homology calculations. We would like to thank Jon Brown and Aitor Landete for helpful discussions. This work is supported in part by the DOE grant de-sc0017647 and the Kellett Award of the University of Wisconsin.

References

[1] R. Bousso and J. Polchinski, “Quantization of four form fluxes and dynamical neutralization of the cosmological constant,” JHEP 06 (2000) 006, hep-th/0004134.

[2] M. R. Douglas, “The Statistics of string / M theory vacua,” JHEP 05 (2003) 046, hep-th/0303194.

[3] L. Susskind, “The Anthropic landscape of string theory,” hep-th/0302219.

[4] S. Ashok and M. R. Douglas, “Counting flux vacua,” JHEP 01 (2004) 060, hep-th/0307049.

[5] T. Banks, M. Dine, and E. Gorbatov, “Is there a string theory landscape?,” JHEP 08 (2004) 058, hep-th/0309170.

[6] F. Denef and M. R. Douglas, “Distributions of flux vacua,” JHEP 05 (2004) 072, hep-th/0404116.
[7] M. R. Douglas, B. Shiffman, and S. Zelditch, “Critical points and supersymmetric vacua,” *Commun. Math. Phys.* **252** (2004) 325–358, [math/0402326](http://arxiv.org/abs/math/0402326).

[8] F. Denef and M. R. Douglas, “Distributions of nonsupersymmetric flux vacua,” *JHEP* **03** (2005) 061, [hep-th/0411183](http://arxiv.org/abs/hep-th/0411183).

[9] L. Susskind, “Supersymmetry breaking in the anthropic landscape,” [hep-th/0405189](http://arxiv.org/abs/hep-th/0405189).

[10] M. R. Douglas, “Statistical analysis of the supersymmetry breaking scale,” [hep-th/0405279](http://arxiv.org/abs/hep-th/0405279).

[11] M. Dine, E. Gorbatov, and S. D. Thomas, “Low energy supersymmetry from the landscape,” *JHEP* **08** (2008) 098, [hep-th/0407043](http://arxiv.org/abs/hep-th/0407043).

[12] J. P. Conlon and F. Quevedo, “On the explicit construction and statistics of Calabi-Yau flux vacua,” *JHEP* **10** (2004) 039, [hep-th/0409215](http://arxiv.org/abs/hep-th/0409215).

[13] R. Kallosh and A. D. Linde, “Landscape, the scale of SUSY breaking, and inflation,” *JHEP* **12** (2004) 004, [hep-th/0411011](http://arxiv.org/abs/hep-th/0411011).

[14] F. Marchesano, G. Shiu, and L.-T. Wang, “Model building and phenomenology of flux-induced supersymmetry breaking on D3-branes,” *Nucl. Phys.* **B712** (2005) 20–58, [hep-th/0411080](http://arxiv.org/abs/hep-th/0411080).

[15] M. Dine, D. O'Neil, and Z. Sun, “Branches of the landscape,” *JHEP* **07** (2005) 014, [hep-th/0501214](http://arxiv.org/abs/hep-th/0501214).

[16] B. S. Acharya, F. Denef, and R. Valandro, “Statistics of M theory vacua,” *JHEP* **06** (2005) 056, [hep-th/0502060](http://arxiv.org/abs/hep-th/0502060).

[17] K. R. Dienes, “Statistics on the heterotic landscape: Gauge groups and cosmological constants of four-dimensional heterotic strings,” *Phys. Rev.* **D73** (2006) 106010, [hep-th/0602286](http://arxiv.org/abs/hep-th/0602286).

[18] F. Gmeiner, R. Blumenhagen, G. Honecker, D. Lust, and T. Weigand, “One in a billion: MSSM-like D-brane statistics,” *JHEP* **01** (2006) 004, [hep-th/0510170](http://arxiv.org/abs/hep-th/0510170).

[19] M. R. Douglas and W. Taylor, “The Landscape of intersecting brane models,” *JHEP* **01** (2007) 031, [hep-th/0606109](http://arxiv.org/abs/hep-th/0606109).

[20] H. Firouzjahi, S. Sarangi, and S. H. H. Tye, “Spontaneous creation of inflationary universes and the cosmic landscape,” *JHEP* **09** (2004) 060, [hep-th/0406107](http://arxiv.org/abs/hep-th/0406107).
[21] A. Kobakhidze and L. Mersini-Houghton, “Birth of the universe from the landscape of string theory,” *Eur. Phys. J. C* **49** (2007) 869–873, [hep-th/0410213](https://arxiv.org/abs/hep-th/0410213).

[22] H. Davoudiasl, S. Sarangi, and G. Shiu, “Vacuum sampling in the landscape during inflation,” *Phys. Rev. Lett.* **99** (2007) 161302, [hep-th/0611232](https://arxiv.org/abs/hep-th/0611232).

[23] T. Banks, “Landskepticism or why effective potentials don’t count string models,” 2004, [hep-th/0412129](https://arxiv.org/abs/hep-th/0412129).

[24] T. Banks, “The Top 10^500 Reasons Not to Believe in the Landscape,” [1208.5715](https://arxiv.org/abs/1208.5715).

[25] W. Taylor and Y.-N. Wang, “The F-theory geometry with most flux vacua,” *JHEP* **12** (2015) 164, [1511.03209](https://arxiv.org/abs/1511.03209).

[26] J. Halverson, C. Long, and B. Sung, “Algorithmic universality in F-theory compactifications,” *Phys. Rev. D* **96** (2017), no. 12, 126006, [1706.02299](https://arxiv.org/abs/1706.02299).

[27] S. Abel and J. Rizos, “Genetic Algorithms and the Search for Viable String Vacua,” *JHEP* **08** (2014) 010, [1404.7359](https://arxiv.org/abs/1404.7359).

[28] Y.-H. He, “Deep-Learning the Landscape,” [1706.02714](https://arxiv.org/abs/1706.02714).

[29] D. Krefl and R.-K. Seong, “Machine Learning of Calabi-Yau Volumes,” *Phys. Rev. D* **96** (2017), no. 6, 066014, [1706.03346](https://arxiv.org/abs/1706.03346).

[30] F. Ruehle, “Evolving neural networks with genetic algorithms to study the String Landscape,” *JHEP* **08** (2017) 038, [1706.07024](https://arxiv.org/abs/1706.07024).

[31] J. Carifio, J. Halverson, D. Krioukov, and B. D. Nelson, “Machine Learning in the String Landscape,” *JHEP* **09** (2017) 157, [1707.00655](https://arxiv.org/abs/1707.00655).

[32] Y.-N. Wang and Z. Zhang, “Learning non-Higgsable gauge groups in 4D F-theory,” [1804.07296](https://arxiv.org/abs/1804.07296).

[33] K. Bull, Y.-H. He, V. Jejjala, and C. Mishra, “Machine Learning CICY Threefolds,” [1806.03121](https://arxiv.org/abs/1806.03121).

[34] D. Klaewer and L. Schlechter, “Machine Learning Line Bundle Cohomologies of Hypersurfaces in Toric Varieties,” [1809.02547](https://arxiv.org/abs/1809.02547).

[35] A. Constantin, Y.-H. He, and A. Lukas, “Counting String Theory Standard Models,” [1810.00444](https://arxiv.org/abs/1810.00444).
[36] A. Mitter, E. Parr, and P. K. S. Vaudrevange, “Deep learning in the heterotic orbifold landscape,” [1811.05993](https://arxiv.org/abs/1811.05993).

[37] Y.-H. He, “The Calabi-Yau Landscape: from Geometry, to Physics, to Machine-Learning,” [1812.02893](https://arxiv.org/abs/1812.02893).

[38] Edelsbrunner, Letscher, and Zomorodian, “Topological Persistence and Simplification,” *Discrete & Computational Geometry* **28** (Nov, 2002) 511–533.

[39] A. Zomorodian and G. Carlsson, “Computing persistent homology,” *Discrete & Computational Geometry* **33** (2005), no. 2, 249–274.

[40] G. Carlsson, “Topology and data,” *Bulletin of the American Mathematical Society* **46** (2009), no. 2, 255–308.

[41] G. Carlsson, “Topological pattern recognition for point cloud data,” *Acta Numerica* **23** (2014) 289368.

[42] J. A. Perea, “A Brief History of Persistence,” *ArXiv e-prints* (Sept., 2018) [1809.03624](https://arxiv.org/abs/1809.03624).

[43] V. de Silva and R. Ghrist, “Coverage in sensor networks via persistent homology,” *Algebr. Geom. Topol.* **7** (2007), no. 1, 339–358.

[44] G. Carlsson, T. Ishkhanov, V. De Silva, and A. Zomorodian, “On the local behavior of spaces of natural images,” *International journal of computer vision* **76** (2008), no. 1, 1–12.

[45] M. Nicolau, A. J. Levine, and G. Carlsson, “Topology based data analysis identifies a subgroup of breast cancers with a unique mutational profile and excellent survival,” *Proceedings of the National Academy of Sciences* **108** (2011), no. 17, 7265–7270, [http://www.pnas.org/content/108/17/7265.full.pdf](http://www.pnas.org/content/108/17/7265.full.pdf)

[46] J. M. Chan, G. Carlsson, and R. Rabadan, “Topology of viral evolution,” *Proceedings of the National Academy of Sciences* **110** (2013), no. 46, 18566–18571.

[47] M. Gameiro, Y. Hiraoka, S. Izumi, M. Kramar, K. Mischaikow, and V. Nanda, “A topological measurement of protein compressibility,” *Japan Journal of Industrial and Applied Mathematics* **32** (Mar, 2015) 1–17.

[48] A. E. Sizemore, J. Phillips-Cremins, R. Ghrist, and D. S. Bassett, “The importance of the whole: topological data analysis for the network neuroscientist,” *ArXiv e-prints* (June, 2018) [1806.05167](https://arxiv.org/abs/1806.05167).
[49] T. Sousbie, “The persistent cosmic web and its filamentary structure - I. Theory and implementation,” *Mod. Notices Royal Astron. Soc.* **414** (June, 2011) 350–383, [1009.4015](https://arxiv.org/abs/1009.4015).

[50] T. Sousbie, C. Pichon, and H. Kawahara, “The persistent cosmic web and its filamentary structure - II. Illustrations,” *Mon. Not. Roy. Astron. Soc.* **414** (June, 2011) 384–403, [1009.4014](https://arxiv.org/abs/1009.4014).

[51] P. Pranav, H. Edelsbrunner, R. van de Weygaert, G. Vegter, M. Kerber, M. Wintraecken, and B. J. T. Jones, “The Topology of the Cosmic Web in Terms of Persistent Betti Numbers,” *Mon. Not. Roy. Astron. Soc.* **465** (2017), no. 4, 4281–4310, [1608.04519](https://arxiv.org/abs/1608.04519).

[52] A. Cole and G. Shiu, “Persistent Homology and Non-Gaussianity,” *JCAP* **1803** (2018), no. 03, 025, [1712.08159](https://arxiv.org/abs/1712.08159).

[53] X. Xu, J. Cisewski-Kehe, S. B. Green, and D. Nagai, “Finding cosmic voids and filament loops using topological data analysis,” [1811.08450](https://arxiv.org/abs/1811.08450).

[54] W. Elbers and R. van de Weygaert, “Persistent topology of the reionisation bubble network. I: Formalism & Phenomenology,” [1812.00462](https://arxiv.org/abs/1812.00462).

[55] R. C. Keenan, A. J. Barger, and L. L. Cowie, “Evidence for a 300 Megaparsec Scale Under-density in the Local Galaxy Distribution,” *Astrophys. J.* **775** (2013) 62, [1304.2884](https://arxiv.org/abs/1304.2884).

[56] F. Denef and M. R. Douglas, “Computational complexity of the landscape. I.,” *Annals Phys.* **322** (2007) 1096–1142, [hep-th/0602072](https://arxiv.org/abs/hep-th/0602072).

[57] F. Denef, M. R. Douglas, B. Greene, and C. Zukowski, “Computational complexity of the landscape II: Cosmological considerations,” *Annals Phys.* **392** (2018) 93–127, [1706.06430](https://arxiv.org/abs/1706.06430).

[58] N. Bao, R. Bousso, S. Jordan, and B. Lackey, “Fast optimization algorithms and the cosmological constant,” *Phys. Rev.* **D96** (2017), no. 10, 103512, [1706.08503](https://arxiv.org/abs/1706.08503).

[59] J. Halverson and F. Ruehle, “Computational Complexity of Vacua and Near-Vacua in Field and String Theory,” [1809.08279](https://arxiv.org/abs/1809.08279).

[60] M. Cirafici, “Persistent Homology and String Vacua,” *JHEP* **03** (2016) 045, [1512.01170](https://arxiv.org/abs/1512.01170).
[61] V. De Silva and G. E. Carlsson, “Topological estimation using witness complexes,” SPBG 4 (2004) 157–166.

[62] A. J. Zomorodian, Topology for computing, vol. 16. Cambridge university press, 2005.

[63] H. Edelsbrunner and J. Harer, Computational topology: an introduction. American Mathematical Soc., 2010.

[64] D. Cohen-Steiner, H. Edelsbrunner, and J. Harer, “Stability of persistence diagrams,” in Proceedings of the twenty-first annual symposium on Computational geometry, pp. 263–271, ACM. 2005.

[65] H. Edelsbrunner, “The Union of Balls and Its Dual Shape,” in Proceedings of the Ninth Annual Symposium on Computational Geometry, SCG ’93, pp. 218–231. ACM, New York, NY, USA, 1993.

[66] M. R. Douglas and S. Kachru, “Flux compactification,” Rev. Mod. Phys. 79 (2007) 733–796, hep-th/0610102.

[67] M. Grana, “Flux compactifications in string theory: A Comprehensive review,” Phys. Rept. 423 (2006) 91–158, hep-th/0509003.

[68] S. B. Giddings, S. Kachru, and J. Polchinski, “Hierarchies from fluxes in string compactifications,” Phys. Rev. D66 (2002) 106006, hep-th/0105097.

[69] O. DeWolfe, A. Giryavets, S. Kachru, and W. Taylor, “Enumerating flux vacua with enhanced symmetries,” JHEP 02 (2005) 037, hep-th/0411061.

[70] S. Gukov, C. Vafa, and E. Witten, “CFT’s from Calabi-Yau four folds,” Nucl. Phys. B584 (2000) 69–108, hep-th/9906070. [Erratum: Nucl. Phys.B608,477(2001)].

[71] A. Sen, “F theory and orientifolds,” Nucl. Phys. B475 (1996) 562–578, hep-th/9605150.

[72] S. Sethi, C. Vafa, and E. Witten, “Constraints on low dimensional string compactifications,” Nucl. Phys. B480 (1996) 213–224, hep-th/9606122.

[73] M. Green, J. Schwarz, and E. Witten, “Superstring Theory, vols. I and II,” 1987.

[74] A. E. Nelson and N. Seiberg, “R symmetry breaking versus supersymmetry breaking,” Nucl. Phys. B416 (1994) 46–62, hep-ph/9309299.

[75] A. Giryavets, S. Kachru, P. K. Tripathy, and S. P. Trivedi, “Flux compactifications on Calabi-Yau threefolds,” JHEP 04 (2004) 003, hep-th/0312104.
[76] A. Giryavets, S. Kachru, and P. K. Tripathy, “On the taxonomy of flux vacua,” *JHEP* **08** (2004) 002, [hep-th/0404243](https://arxiv.org/abs/hep-th/0404243).

[77] A. Strominger, “Massless black holes and conifolds in string theory,” *Nucl. Phys. B* **451** (1995) 96–108, [hep-th/9504090](https://arxiv.org/abs/hep-th/9504090).

[78] G. Carlsson and A. Zomorodian, “The theory of multidimensional persistence,” *Discrete & Computational Geometry* **42** (2009), no. 1, 71–93.

[79] M. Lesnick and M. Wright, “Interactive Visualization of 2-D Persistence Modules,” *ArXiv e-prints* (Dec., 2015) [1512.00180](https://arxiv.org/abs/1512.00180).

[80] N. Otter, M. A. Porter, U. Tillmann, P. Grindrod, and H. A. Harrington, “A roadmap for the computation of persistent homology,” *ArXiv e-prints* (June, 2015) [1506.08903](https://arxiv.org/abs/1506.08903).

[81] J. Carifio, W. J. Cunningham, J. Halverson, D. Krioukov, C. Long, and B. D. Nelson, “Vacuum Selection from Cosmology on Networks of String Geometries,” [1711.06685](https://arxiv.org/abs/1711.06685).

[82] J. Brown, A. Cole, G. Shiu, and W. Cottrell, “Gravitational decoupling and the Picard-Lefschetz approach,” *Phys. Rev. D* **97** (2018), no. 2, 025002, [1710.04737](https://arxiv.org/abs/1710.04737).

[83] C. Vafa, “The String landscape and the swampland,” [hep-th/0509212](https://arxiv.org/abs/hep-th/0509212).

[84] G. Obied, H. Ooguri, L. Spodyneiko, and C. Vafa, “De Sitter Space and the Swampland,” [1806.08362](https://arxiv.org/abs/1806.08362).

[85] H. Ooguri, E. Palti, G. Shiu, and C. Vafa, “Distance and de Sitter Conjectures on the Swampland,” *Phys. Lett. B* **788** (2019) 180–184, [1810.05506](https://arxiv.org/abs/1810.05506).

[86] H. Ooguri and C. Vafa, “On the Geometry of the String Landscape and the Swampland,” *Nucl. Phys. B* **766** (2007) 21–33, [hep-th/0605264](https://arxiv.org/abs/hep-th/0605264).

[87] A. Tausz, M. Vejdemo-Johansson, and H. Adams, “JavaPlex: A research software package for persistent (co)homology,” in *Proceedings of ICMS 2014*, H. Hong and C. Yap, eds., Lecture Notes in Computer Science 8592, pp. 129–136. 2014. Software available at [http://appliedtopology.github.io/javaplex/](http://appliedtopology.github.io/javaplex/).