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Abstract. Long cell protrusions, which are effectively one-dimensional, are highly dynamic subcellular structures. The lengths of many such protrusions keep fluctuating about the mean value even in the steady state. We develop here a stochastic model motivated by length fluctuations of a type of appendage of an eukaryotic cell called flagellum (also called cilium). Exploiting the techniques developed for the calculation of level-crossing statistics of random excursions of stochastic process, we have derived analytical expressions of passage times for hitting various thresholds, sojourn times of random excursions beyond the threshold and the extreme lengths attained during the lifetime of these model flagella. We identify different parameter regimes of this model flagellum that mimic those of the wildtype and mutants of a well-known flagellated cell. By analysing our model in these different parameter regimes, we demonstrate how mutation can alter the level-crossing statistics even when the steady state length remains unaffected by the same mutation. Comparison of the theoretically predicted level crossing statistics, in addition to mean and variance of the length, in the steady state with the corresponding experimental data can be used in the near future as stringent tests for the validity of the models of flagellar length control. The experimental data required for this purpose, though never reported
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until now, can be collected, in principle, using a method developed very recently for flagellar length fluctuations.
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1. Introduction

Level-crossing phenomena [1] are characterized by the statistical distributions of a variety of quantities like passage times [2], exit and escape times [3], sojourn or residence times, extreme values, etc [4]. These phenomena occur in many systems that collectively span several orders of magnitude of length scales and time scales. Therefore, theoretical methods of stochastic processes developed for calculation of the statistical characteristics of level-crossing phenomena have found applications in many physical, biological,
environmental sciences as well as in engineering [3–22]. The underlying physical kinetics that give rise to the fluctuating level crossing processes can be distinct in different systems. Motivated by a ubiquitous level-crossing phenomenon in molecular cell biology, we develop here a minimal model capturing some of the key elements of the underlying physical processes in this phenomenon.

Our study is motivated by long cell protrusions like eukaryotic flagellum and cilium, which are essentially one-dimensional dynamic structures [23–33]. For proper biological function, size matters at all levels of biological organization [34–40] and in the case of long cell protrusions, length is the dominant characteristic of their size. There is strong experimental evidence [41] that suggests that the individual cells actively control the length of these structures. It has also been established experimentally [25] that the length of dynamic protrusions like flagellum is maintained in the steady state at a constant mean value $\ell_{ss}$ by the balanced rates of the corresponding probabilistic assembly and disassembly. However, the instantaneous length $\ell(t)$ of these dynamic structures fluctuates about the mean length due to the removal of the structural proteins and incorporation of fresh ones at the tip [23, 24, 41–60]. Consequently, in the steady state, the length is expected to remain confined within a narrow zone bounded by $\ell_{ss} \pm \sigma$ with variance $\sigma^2$. However, ongoing fluctuations often drive the length out of these bounds.

Using our recently developed theoretical model of flagellar length control, earlier [23] we studied the correlations between the length fluctuations of the two flagella of a biflagellate cell, both at and away from the steady-state. Using essentially the same model, here we study the statistics of various level crossing quantities for a single flagellum in the steady state. Specifically, we address questions like: (a) what type of stochastic process is the flagellar length fluctuations? (b) What is the distribution of the first passage times for the flagellar length to hit a given threshold? (c) What is the distribution of the durations for which the length lies beyond these thresholds? (d) What are the maximum or minimum lengths that a flagellum can attain during its lifetime? Although the general expressions for some of these statistical quantities are known in the theory of stochastic processes, we report here the corresponding results specifically for our model of flagellar length control where the rate of the probabilistic assembly is length-dependent.

To our knowledge, no experimental data on level crossing statistics of temporally fluctuating flagellar lengths have been reported in the literature. Using the relevant model parameters, we characterize different aspects of flagellar length control in our model.Assigning a particular set of values to these parameters, we could reproduce quantitative experimental data for the time-dependence of the average length of flagella in wildtype *Chlamydomonas* cells. The values of these parameters away from the corresponding wildtype values are interpreted here to mimic different types of mutants. We argue theoretically how level-crossing statistics would get affected in different types of mutants. We hope testing the validity of our theoretical predictions on the differences of level-crossing statistics in wildtype and mutant flagella may be possible in the near future since experimental investigation of flagellar length fluctuations has already begun very recently [61].

One relevant question is: why are the level-crossing statistics important? There are potential utilities of these quantities in establishing the mechanism of flagellar length control. At present, there are few distinct models, based on alternative scenarios, all of
which can account for the experimentally observed time-dependence of the mean flagellar length. In case some distinct models predict the same mean steady-state length but different level crossing statistics in the steady state, it will be possible to rule out at least one (or more) of these, thereby narrowing the choice of the valid models, by comparing the theoretically predicted level crossing statistics with the corresponding experimental data. In other words, level-crossing statistics will impose additional stringent tests for the validity of the models of flagellar length control. Our work here is a step in that direction in the sense that we report the level-crossing statistics for a simple model of flagellar length control. We hope, in the near future, that these quantities will be calculated for other models of flagellar length control and will also be measured experimentally.

Temporal length fluctuations of flagellum and cilium may have important implications in their biological functions [62–67]. For example, if the fluctuating length of a sensory cilium falls below a certain threshold it may not be able to pick up molecular signals floating beyond that threshold [68]. When such a situation arises, the shortened cilium becomes silent; the consequent ‘fading’ of chemical signals received by the cell would be reminiscent of the phenomenon of fading of electromagnetic signals that has been studied extensively [4, 69] since the pioneering work of Rice [70, 71]. The silent cilium regains its sensory capability only after its length grows above that threshold because of fluctuations. Similarly, growing beyond an upper threshold may cause swimming anomalies [72] or lead to excessive exposure to the surrounding environment. This will add to the metabolic cost and disturb the energy budget of the cell [73]. Therefore, understanding the steady state length fluctuations of protrusions belonging to both wild type (Wt) cells and mutants in a qualitative and quantitative manner from the perspective of level crossing statistics can be beneficial.

2. Temporal length fluctuations of eukaryotic flagellum and cilium

2.1. Model for flagellar length control

Eukaryotic flagellum is a membrane bound organelle that projects out of the cell body. Nine microtubule (MT) doublets arranged in a cylindrical fashion with the two singlets at the centre form the primary structural scaffold of the flagellum. The flagellum elongates by adding structural proteins (now onwards, loosely, referred to as ‘precursor’) to its growing tip but because of the turnover of tubulins at the flagellar tip, the flagellum shortens by removal of precursors [25, 41, 74, 75]. The flagellum exchanges its precursor with a precursor pool situated at the flagellar base, which contains the machineries for synthesis and degradation of the precursors [75]. An active transport mechanism known as intraflagellar transport (IFT) is responsible for facilitating this exchange of precursors [76–79]. IFT trains consist of IFT proteins that are arranged in linear arrays, just like the bogies of a train. The IFT trains loaded with precursors are driven towards the flagellar tip by the kinesin motors walking on one of the MTs of the doublet (B-MT). At the tip, the trains get ‘remodelled’, kinesins are ‘disengaged’ and the dynein motors get ‘activated’. Thereafter, the IFT trains loaded with discarded material pulled back to the base by the dynein motors walking on the other MT of the doublet (i.e. A-MT) [80].
Figure 1. Evolution of flagellar length: (a) model for flagellar assembly. Flagellum is denoted by a pair of parallel lattice chains and each lattice unit (or dimer) is the precursor. The precursors are synthesized and degraded in the pool. Fresh precursors are transported by IFT trains (pulled by motors) for incorporating them at the growing tip and discarded ones are brought back to the pool. (b) Mean flagellar length $\langle \ell(t) \rangle$ evolving with time obtained by solving the rate equation (4). The solid line corresponds to theory and dots correspond to the experimental data from [74]. (c) Instantaneous flagellar length $\ell(t)$ fluctuating about the steady state mean value $\ell_{ss}$ obtained by simulating the model with Monte Carlo methods. Two natural bounds for protrusions of controlled length are $\ell_{ss} \pm \sigma$ denoted by horizontal lines. The parameters used for the plot in (b) and (c) are $\rho = 0.08$, $J = 0.0736$, $v = 0.92$, $\Omega_e = 0.65$, $\Gamma_r = 3.0 \times 10^{-4}$, $k = 1.0 \times 10^{-3}$, $\omega^+ = 4.5 \times 10^{-4}$, $\omega^- = 4.5 \times 10^{-6}$, $n_{max} = 500$, $\delta t = 3.6 \times 10^{-4}$ s.

Our model for flagellar assembly is shown in figure 1(a). The flagellum is represented as a pair of antiparallel lattices, where each lattice represents an MT of the doublet. IFT trains pulled by the motors are represented by self driven particles that obey the exclusion principle and jump to the neighbouring sites in a stochastic manner with a certain hopping rate. The flux of the IFT particles inside the flagellum is $J$, their number density on the lattice is $\rho$ and the effective velocity with which they move is $v$. Each IFT particle can be either empty or loaded with a single precursor (lattice unit), which can elongate the model flagellum (pair of lattices) at the tip by a single unit. The cell senses the flagellar length with a time of flight mechanism. Suppose that the timer molecule, which is an integral part of the IFT trains, enters the flagellum in a particular chemical (or conformational) state. The probability of finding the timer in the same state after time $t$ is given by $e^{-kt}$, where $k$ is the rate of flipping of the state of the timer. So, if the mean flagellar length is $\langle \ell(t) \rangle$ at time $t$, the probability of the timer returning to the base (after the roundtrip inside flagellum) without flipping state is $e^{-kt_{tof}}$, where $t_{tof}$ is the time of flight and is given by $t_{tof} = 2\langle \ell(t) \rangle/v$. Hence, if the timer returns without flipping its state with probability $e^{-kt_{tof}}$, the IFT train with a precursor is dispatched and the otherwise empty IFT train enters the flagellum. Whether the IFT train is loaded or not with a precursor also depends on the amount of precursor in the pool. If the current average population of pool is $\langle n(t) \rangle$ and its maximum capacity is $n_{max}$, then the probability of loading of precursors onto an IFT train is proportional to $\langle n(t) \rangle/n_{max}$.
Therefore, the flux of full trains reaching the flagellar tip is

\[ J_{\text{full}} = \frac{\langle n(t) \rangle}{n_{\text{max}}} e^{-2k\langle \ell(t) \rangle/v} J. \] (1)

The precursor loaded on the IFT train can elongate the flagellum with probability \( \Omega_e \). So, the overall rate of assembly is given by

\[ \frac{\langle n(t) \rangle}{n_{\text{max}}} J\Omega_e e^{-2k\langle \ell(t) \rangle/v}. \] (2)

Due to ongoing turnover, if both sites at the tip are not occupied by any IFT trains, the dimer (i.e. the precursor) dissociates with rate \( \Gamma_r \). Therefore, the overall disassembly rate is given by

\[ (1 - \rho)^2 \Gamma_r. \] (3)

The pool synthesises and degrades precursors in a population dependent fashion so that precursor population does not exceed \( n_{\text{max}} \) with rate \( \omega^+ \) and \( \omega^- \), respectively. The coupled set of equations that govern the evolution of mean flagellar length \( \langle \ell(t) \rangle \) and pool population \( \langle n(t) \rangle \) are

\[ \frac{d\langle \ell(t) \rangle}{dt} = \frac{\langle n(t) \rangle}{n_{\text{max}}} J\Omega_e \exp\left( -\frac{2k\langle \ell(t) \rangle}{v} \right) - (1 - \rho)^2 \Gamma_r, \]

\[ \frac{d\langle n(t) \rangle}{dt} = \omega^+ \left( 1 - \frac{\langle n(t) \rangle}{n_{\text{max}}} \right) - \omega^- \langle n(t) \rangle. \] (4)

As was done in our previous analysis, we solve for the evolution of mean length \( \langle \ell(t) \rangle \) of the flagellum of Wt cell of \textit{Chlamydomonas reinhardtii} using the set of coupled equation (4) and multiply it with 8 nm for converting it into actual length; 8 nm being the length of a single MT dimer [23] (see figure 1(b)). We chose this species because the flagellum of this particular species of green algae is most commonly used in experimental studies of length control [25, 41, 74]. Now, we will use this model for exploring the statistical properties of steady state flagellar length fluctuations.

2.2. Mapping of flagellar length fluctuations onto Ornstein–Uhlenbeck (OU) process

The growth and shortening of the dynamic flagellum by the addition and removal of precursors at the distal tip are intrinsically stochastic [25]. Further stochasticities arise from the noisy synthesis and degradation of the precursors in the cell body [59], stochastic loading of precursor into the IFT trains [81], entry of IFT trains into the flagellum [82, 83] and their transport [80, 84, 85]. These stochasticities collectively result in the instantaneous flagellar length fluctuating about the mean value as shown in figure 1(c).

For the quantitative description of the elongation and shortening dynamics of the flagellum, we treat it as a stochastic process \( L(t) \) where the stochastic kinetics of the length of the protrusion are assumed to be Markovian. The master equation governing
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the stochastic elongation/shortening kinetics [86–88] of the protrusion is given by

\[
\frac{dP_L(\ell, t)}{dt} = r^+(\ell - 1)P_L(\ell - 1, t) + r^- (\ell + 1)P_L(\ell + 1, t) - (r^+(\ell) + r^-(\ell))P_L(\ell, t)
\]

where \(P_L(\ell, t)\) is the probability of having a protrusion of length \(L(t) = \ell\) at time \(t\) and \(\ell\) is a positive integer. From expression (2) and (3), the length dependent assembly \((r^-(\ell))\) and length independent disassembly rate \((r^-(\ell))\) are given by

\[
r^+(\ell) = Ae^{-C\ell} \quad \text{and} \quad r^-(\ell) = B
\]

where

\[
A = \frac{n_{ss}}{n_{max}}J\Omega e, \quad B = (1 - \rho)^2\Gamma_r \quad \text{and} \quad C = 2k/v.
\]

The steady state mean length emerges when \(r^+(\ell) = r^-(\ell)\) and is given by

\[
\ell_{ss} = \frac{v}{2k} \log \left[ \frac{n_{ss}}{n_{max}} \frac{J\Omega e}{(1 - \rho)^2\Gamma_r} \right] = \frac{1}{C} \log \left[ \frac{A}{B} \right].
\]

From the set of parameters used for the plot in figure 1(b) (mentioned in the caption of figure 1) and using the expressions in equation (7), we get

\[
A_{Wt} = 809.6 \text{ min}^{-1}, \quad B_{Wt} = 28.21 \text{ min}^{-1} \quad \text{and} \quad C_{Wt} = 0.0021
\]

where the subscript Wt indicates the value of parameters corresponding to flagella of the Wt cell.

In the continuum limit, the time evolution of the probability density of the protrusion length is governed by the corresponding Fokker–Planck equation [86, 87]

\[
\frac{\partial p(y, t)}{\partial t} = -\frac{\partial}{\partial y} [R_-(y)p(y, t)] + \frac{1}{2N} \frac{\partial^2}{\partial y^2} [R_+(y)p(y, t)]
\]

where the length is defined by a continuous variable \(y\) and the drift and the diffusion are given by \(R_-(y)(= r^+(y) - r^-(y))\) and \(R_+(y)(= r^+(y) - r^-(y))\), respectively.

As we are interested in studying the properties of steady state length fluctuations, we make a change of variable from \(y\) to \(x\) by defining \(y - y_{ss} = x/\sqrt{N}\), where \(x\) is a measure of the deviation of \(y\) from its steady-state value \(y_{ss}\) (see figure 2). The variable \(x\) obeys the following Fokker–Planck equation

\[
\frac{\partial p(x, t)}{\partial t} = \frac{\partial}{\partial x} [\kappa x p(x, t)] + \frac{D}{2} \frac{\partial^2 p(x, t)}{\partial x^2}
\]

where

\[
\kappa = -R'_-(y_{ss}) = BC = \kappa \quad \text{and} \quad D = R_+(y_{ss}) = 2B.
\]

(See appendix A for the main steps of the derivation.)
Figure 2. Mapping length fluctuations into Ornstein–Uhlenbeck process: (a) a balance point emerges in the discrete and continuum limit wherever the assembly and disassembly rates intersect and the corresponding length is the steady state mean length of the protrusion (\( \ell_{\text{ss}} \) in discrete limit and \( y_{\text{ss}} \) in continuum limit). The position of the tip of the protrusion can be mapped into a hypothetical Brownian particle whose mean position is at \( x_{\text{ss}} = 0 \). (b) Mapping the position of the tip of the protrusion with fluctuating length into the position of a Brownian particle which is attached to a spring. In both cases diffusion drives the tip \( y \) or the Brownian particle \( x \) away from the steady state position but the restoring drift tends to restore their position towards the steady value \( (y_{\text{ss}} \text{ and } x_{\text{ss}} \text{, respectively}). \)

Thus, rescaling the flagellar length \( (y - y_{\text{ss}} = x / \sqrt{N}) \) we have mapped the length kinetics onto an Ornstein–Uhlenbeck (OU) process (equation (11)). This mapping allows us to describe the stochastic movement of the flagellar tip (variable \( y \)) about its mean position \( y_{\text{ss}} \) due to the probabilistic elongation and shortening of the flagellum in terms of the one-dimensional kinetics of an overdamped Brownian particle, whose position (variable \( x \)) coincides with the flagellar tip (see figures 2(a) and (b)) and fluctuates about the steady state mean position \( x_{\text{ss}} = 0 \). The Brownian particle is subjected to a spring force, with \( \kappa \) being the spring constant. This mapping is consistent due to the
well known fact that the drift velocity of an overdamped particle is proportional to the force (see figures 2(b1)–(b3)). This spring force and the restoring drift velocity $R_-(y)$ are equivalent, but alternative ways of describing the process that constrains length fluctuations observed experimentally by Bauer et al [61]. The ‘confining effect’ of the drift velocity $R_-(y)$, mentioned in the context of flagellum and visualized in figure 1(c), is equivalent to the ‘restoring effect’ of the spring force $\kappa x$ (see figures 2(b1)–(b3)).

A strong experimental support for mapping the length fluctuations into the OU process is provided by Bauer et al [61]. By monitoring the flagellar length in real time, they concluded that the motion of the tip due to growing and shortening about the mean length resembles that of a Brownian particle that diffuses but is also attached to a spring, which tends to restore its position to the mean value. Using our model for flagellar length control, we have shown how the two essential parameters of the OU process $\kappa$ and $D$ depend on the microscopic properties of flagellum (see equations (A8) and (7)). $\kappa$ depends on $B$ and $C$. $B$ depend on the number density of the trains on the track $\rho$ and the rate of the dissociation of the subunit at the tip of the protrusion $\Gamma$, whereas $C$ depends on the velocity of travel $v$ of a timer (which is identical to that of an IFT train) and the rate of flipping of the timer $k$. On the other hand, $D$ depends solely on $B$, which is the effective disassembly rate. Expression (8) for the $\ell_{ss}$ indicates that $A$, $B$ and $C$ are three key parameters of the model that determine the length of the flagellum in the NESS of the system, whereas equation (A8) indicates that only the parameters $B$ and $C$ determine the properties of steady state length fluctuations about the mean value $\ell_{ss}$.

3. Level crossing statistics for flagellar length fluctuations

The direct benefit of mapping the protrusion length fluctuations onto the OU process is that now for the systematic analysis of length fluctuations, we can use the level crossing techniques developed for the OU process where the Brownian particle is subjected to a linear restoring drift. The list of formulae for the statistics of various level crossing quantities, which will be discussed in the context of flagellar length fluctuations, is summarized in table 1. For the convenience of the readers, we have presented the main steps in their derivation in appendices B–D.

3.1. Relevant timescales

The four relevant timescales are the exit time, upcrossing time, downcrossing time and sojourn time (see figure 3(a)). The steps for the derivation of the respective expressions (1.1)–(1.4) of table 1 that characterize their statistics are given in appendices B and C.

**Exit time:** if initially, the flagellar length $\ell_0$ or the position of the tip lies in a zone bounded by an upper $\ell_U$ and lower $\ell_L$ threshold ($\ell_L \leq \ell_0 \leq \ell_U$), the time to escape (or exit) the zone for the first time by crossing either of the two thresholds is called the first exit time or simply the exit time (see figure 3(a)). For the calculation of mean exit time for the flagellar tip, we define the ‘zone of interest’ (see figure 3(b)); the two thresholds bounding the zone are placed symmetrically at $\ell_U = \ell_{ss} + x_{th}$ and $\ell_L = \ell_{ss} - x_{th}$. The
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width of the zone of interest can be varied by varying $|x_{th}|$. If the initial position of the $\ell_0 = \ell_{ss}$, using the formula (1.1) in table 1, the expression for mean exit $T_E$ time is given by

$$T_E(x_U, \ell_L | x_0, t_0) = \left[D \left( \text{erfi} \left( \frac{\sqrt{\pi} x_{th}}{D} \right) - \text{erfi} \left( \frac{\sqrt{\pi} x}{D} \right) \right) \right]^{-1} \times \left[ x_0^2 \left( \text{erfi} \left( \frac{\sqrt{\pi} x_U}{D} \right) - \text{erfi} \left( \frac{\sqrt{\pi} x}{D} \right) \right) + x_L^2 \left( \text{erfi} \left( \frac{\sqrt{\pi} x_U}{D} \right) - \text{erfi} \left( \frac{\sqrt{\pi} x}{D} \right) \right) \right] \text{erfc} \left( \frac{x_{th}}{D} \right)$$

Table 1. Statistics of level crossing quantities for flagellar length fluctuations.

| Formula no. | Mean escape time $T_E(x_U, \ell_L | x_0, t_0)$ |
|-------------|-----------------------------------------------|
| 1.1         | $T_E(x_U, \ell_L | x_0, t_0) = \frac{1}{\pi} \left[ \frac{x_{th}^2}{D} F_2 \left( 1, 1; \frac{3}{2}; \frac{\kappa x_{th}^2}{D} \right) - x_L^2 F_2 \left( 1, 1; \frac{3}{2}; \frac{\kappa x_L^2}{D} \right) \right]$ |

| Table 1. Statistics of level crossing quantities for flagellar length fluctuations. |
|---|
| **Formulas** | **Timescales** |
| 1.1 | Mean escape time $T_E(x_U, \ell_L | x_0, t_0)$ |
| 1.2 | Mean upcrossing time $T_{HC}(x_{th} | x_0, t_0)$ |
| 1.3 | Mean downcrossing time $T_{HD}(x_{th} | x_0, t_0)$ |
| 1.4 | Mean number of sojourns $n(\kappa \tau^+)$ of duration longer than $\tau^+$ per unit time $\tau^+ = \frac{1}{2} \sqrt{\frac{D}{\pi}} \exp \left( - \frac{\pi x_{th}}{2D} \right)$ |

| Formula no. | Maximum and minimum length $\langle x_{max}(t) | 0 \rangle = \sqrt{\pi Dt}$ and $\langle x_{min}(t) | 0 \rangle = -\sqrt{\pi Dt}$ |
|-------------|----------------------------------------------------------------------------------------------------------------------------------|
| 2.1 | $\langle x_{max}(t) | 0 \rangle = \langle x_{min}(t) | 0 \rangle = -\sqrt{\pi Dt}$ where $x_{max}(t) = \ell_{max}(t) - \ell_{ss}$ and $x_{min}(t) = \ell_{ss} - \ell_{min}(t)$ |
| 2.2 | Range scanned $\langle x_{range}(t) | 0 \rangle = \langle x_{max}(t) | 0 \rangle - \langle x_{min}(t) | 0 \rangle = 2\sqrt{\pi Dt}$ |

$$n(\tau^+ = \frac{1}{2} \sqrt{\frac{D}{\pi}} \exp \left( - \frac{\pi x_{th}}{2D} \right)$$

where $x_{th} = |\ell_{th} - \ell_{ss}|$
in expression (1.1) it is easy to check that for narrow zones with $x_{th}^2 < \sigma$
\[
T_E(x_{th}, x_{th}|\ell_{ss}, 0) \approx \frac{1}{D}(x_{th}^2) = \frac{x_{th}^2}{2(1-\rho)^2T_r},
\]
i.e. the $T_E \propto x_{th}^2$ and for broader zones with $x_{th}^2 > \sigma$
\[
T_E(x_{th}, x_{th}|\ell_{ss}, 0) \approx \frac{\kappa}{3D^2}(x_{th}^4) = \frac{kx_{th}^4}{12B} = \frac{kx_{th}^4}{6\nu(1-\rho)^2T_r},
\]
i.e. the $T_E \propto x_{th}^4$. Note the associated variance is given by
\[
\sigma^2 = \frac{D}{2\kappa}.
\]
We have plotted $T_E$ as a function of the width of safe zone $2x_{th}$ as indicated in figure 3(b) in a semi-log plot and as indicated by expressions (15) and (16), it can be observed how the slope varies as the width of the region is increased.

To understand the physical origin of this observation, note that equation (15) has been obtained in the limit of small $x_{th}$ ($x_{th}/\sigma < 1$). The deviation from the mean value and the escape from a narrow zone are caused by the random diffusion associated with the fluctuations. But for broader zones with larger values of $x_{th}$, significant restoring drift $\kappa x$ directed towards the mean arises due to active sensing of the flagellar length and this makes escape driven by the diffusion challenging, as compared to the escape from a narrow zone. This is indicated both by equations (15) and (16) and also by the curve that changes slope for values $2x_{th}/\sigma > 1$ and $2x_{th}/\sigma < 1$.

**Upcrossing and downcrossing times:** in case there is a single threshold $\ell_{th}$ of interest, there are two ways of hitting it (see figure 3(a)). If the initial length $\ell_0$ lies below the threshold $\ell_{th}$ as shown in figure 3(a), then the length must increase to hit the threshold length $\ell_{th}$ and the first time it hits the threshold from below is known as the first upcrossing time $T_{EU}(\ell_{th}|\ell_0,0)$. On the other hand, if $\ell_0$ lies above $\ell_{th}$ (figure 3(a)), then the length shortens to hit the threshold $\ell_{th}$; the first time it hits the threshold $\ell_{th}$ from above is the first downcrossing time $T_{ED}(\ell_{th}|\ell_0,0)$.

Naively, one might expect the mean time for upcrossing the threshold at $\ell_{th}$ from $\ell_0(< \ell_{th})$ to be identical to the mean time for downcrossing the same threshold from $\ell_0(> \ell_{th})$ if the distance $|\ell_0 - \ell_{th}|$ is the same in both cases. But that is not true, as the expressions for mean upcrossing time and downcrossing time (see formulas (1.2) and (1.3) of table 1) and detailed analysis of hitting times for the flagellar length indicate. Using expressions (1.2) and (1.3) of table 1, we estimate the mean hitting times for the pair of thresholds, which are shown in figure 3(c). The magnitude of mean upcrossing time from $\ell_{ss}$ to $\ell_{ss} + x_{th}$ is the same as the magnitude of mean downcrossing time from $\ell_{ss}$ to $\ell_{ss} - x_{th}$. This symmetry is a consequence of the symmetry of the diffusion and restoring drift on both sides of $\ell_{ss}$. For the same reason, the mean upcrossing time from $\ell_{ss} + x_{th}$ to $\ell_{ss} + 2x_{th}$ is the same as the magnitude of the mean downcrossing time from $\ell_{ss} - x_{th}$ to $\ell_{ss} - 2x_{th}$. Since the restoring drift (or, equivalently, spring force) increases with increasing distance from the mean position, the mean upcrossing time from $\ell_{ss} + x_{th}$ to $\ell_{ss} + 2x_{th}$ is much longer than that from $\ell_{ss}$ to $\ell_{ss} + x_{th}$, whereas the
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Figure 3. Timescales: (a) a trajectory depicting the evolution of instantaneous flagellar length with time. Various passage times like first exit time, upcrossing and downcrossing time and sojourn time or peak duration of a peak are denoted. (b) Mean escape time $T_E$ as a function of width of symmetric zone. (c) Estimates of mean upcrossing time and downcrossing time for hitting special pair of thresholds. (d) Number density of peak $n_{\kappa \tau^+}$ is plotted as function of the rescaled sojourn time or peak duration $\kappa \tau^+$ for three different thresholds: (i) $x_{th} = 0.24 \mu m$, (ii) $x_{th} = 0.36 \mu m$ and (iii) $x_{th} = 0.40 \mu m$ for the flagellum of Wt cell.

Sojourn time: the sojourn times or peak duration above a certain threshold $\ell_{th}$ is denoted by $\tau^+$ (see figure 3(a)). A class of important thresholds $\ell_{th}(\ell_{th}^2 \gg \sigma^2(= D/2\kappa))$ is the ones that are rarely visited by the tip of the flagellum of fluctuating length. For such high thresholds, we estimate the mean number of sojourns $n(\kappa \tau^+)$ of duration longer than $\tau^+$ per unit time by using expression (1.4) in table 1. For the flagellum of Wt cell, the mean number of sojourns $n(\kappa \tau^+)$ of duration longer than $\tau^+$ per unit time is plotted as function of the rescaled time $\kappa \tau^+$ in figure 3(c) for three different thresholds $x_{th}$. Irrespective of the threshold value $x_{th}$, $n(\tau^+)$ decays with increasing sojourn time $\tau^+$. Besides, for a given rescaled peak duration $\kappa \tau^+$, the higher the threshold, the lower the value of $n(\kappa \tau^+)$. Both these trends of variation result from the linear increase of the restoring drift with the increasing height of the threshold $x_{th}$. The growing strength of the restoring drift due to the active sensing of the flagellar length causes stronger suppression of longer excursions beyond a given threshold and suppression of excursions beyond higher thresholds as well.

mean downcrossing time from $\ell_{ss} + 2x_{th}$ to $\ell_{ss} + x_{th}$ is much shorter than that from $\ell_{ss} + x_{th}$ to $\ell_{ss}$. 
3.2. Relevant lengthscales

Now we look at the extreme excursions of the protrusion length about its mean value \( \ell_{ss} \) in the steady state. The quantities of immense interest are the extreme length the protrusion can grow or shorten to and the width of the range it scans within a finite duration of time [3, 17, 90]. As shown in figure 4(a), the maximum \( \ell_{max}(t) = \ell_{ss} + x_{max}(t) \) and the minimum \( \ell_{min}(t) = \ell_{ss} - x_{min}(t) \) values that the flagellum with fluctuating length can attain and the range \( \ell_{range}(t) \) that the tip can scan are time dependent random variables. *Chlamydomonas reinhardtii* assembles its flagellum at the beginning of G1 phase of the cell cycle and starts to disassemble at the end of this phase when the cell prepares itself for cell division. G1 phase lasts for 8–12 h. By considering that initially the length of the flagellum \( \ell_0 = \ell_{ss} \), in figure 4(b) we have plotted the average maximum \( \langle \ell_{max}(t)|0 \rangle - \ell_{ss} = \langle x_{max}(t)|0 \rangle \) and minimum length \( \langle \ell_{min}(t)|0 \rangle - \ell_{ss} = \langle x_{min}(t)|0 \rangle \) to which the flagellum can grow or shorten to by fluctuations by using expressions (2.1) of table 1 (see the derivation in appendix D) during its lifetime. The range \( \langle \ell_{range}(t)|0 \rangle - \ell_{ss} = \langle x_{range}(t)|0 \rangle \) where the flagellar tip could scan during its lifetime of 8 h for the flagellum of a wildtype cell is estimated by using expression (2.2) (see the derivation in appendix D) and plotted as a function of time in figure 4(c). The magnitude of the three quantities plotted in figures 4(b) and (c) increase monotonically with time. This observation is in accordance with the fundamental principle of extreme value statistics which states that ‘the longer the wait, the bigger the fish you catch’. Another interesting thing to note is that all of these three quantities characterizing the extremal excursions are proportional to \( \sqrt{Dt} \) (see expressions (2.1) and (2.2) in table 1), just like the root mean square displacement in pure diffusion, but none of these depend on \( \kappa \) at all. Since it is solely because of diffusion that the particle tends to move away from the mean position and explore extremes, all of these three time-dependent quantities vary with time as \( \sqrt{Dt} \), the hallmark of diffusion. Expressions (2.1) and (2.2) of table 1 and equations (A8) and (7) together also indicate that these lengthscales associated with extreme excursion are proportional to \( \sqrt{\Gamma_r} \). By varying the amount of depolymerase that controls \( \Gamma_r \) at the flagellar tip, the following scaling relations
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\[
\langle \ell_i(t) | \ell_{ss}, 0 \rangle \propto (Bt)^{1/2} = (1 - \rho) \sqrt{\Gamma_r t} \quad (i = \text{max}, \text{min}, \text{range})
\]  

(18)

can be verified.

3.3. Length fluctuations in mutants

As indicated by equation (8), a flagellum of longer or shorter mean length in the steady state can result from the alteration of the numerical value of one or more of the intraflagellar parameters, like the number density of IFT trains (\(\rho\)) or their flux (\(J\)), velocity (\(v\)), association (\(\Omega_e\)) and dissociation (\(\Gamma_r\)) kinetics of monomers at the tip or the pool size (\(n_{ss}\) or \(n_{max}\)), which might be caused by a mutation. Changes in these parameters change at least one of the three parameters \(A, B\) or \(C\) (see equations (7) and (8)). With three \textit{in silico} mutants \(M_X\), where \(X\) denotes the set of parameters that have been altered to produce a mutant, we demonstrate that even if the steady state mean length \(\ell_{ss}\) of these \(I\)f mutants are the same, the level-crossing statistics of length fluctuations differ quantitatively. In mutants \(M_{AB}\), the values of the parameters \(A\) and \(B\) have been altered by multiplying \(A_{Wt}\) and \(B_{Wt}\) with different factors, whereas in mutants \(M_A\) and \(M_B\), parameters \(A\) and \(B\) are altered, respectively. The remaining parameters in these three mutants \(M_A\), \(M_B\) and \(M_{AB}\) are the same as that in the Wt cell. For the values of \(A_{Wt}\), \(B_{Wt}\) and \(C_{Wt}\), see equation (9).

We have designed these mutants by altering the parameters in such a way that the steady state length \(\ell_{ss(X)}\) of all these mutants are the same, i.e., \(\ell_{ss(X)} = 1.7\ell_{ss(Wt)}\). However, we have the same \(D/\kappa = 2\sigma\) for them. In figure 5(a), we have plotted the length-dependent assembly and disassembly rates as functions of the flagellar length for the Wt cell as well as for these mutant cells. Note the shift in the location of the balance points of the mutants from that of the Wt cell. In the table shown in figure 5(b), we list the values of the parameters \(A, B\) and \(C\) used for the plots displayed in figure 5(a) for the three mutants. Instead of presenting the absolute values, we have listed the values of these parameters for the mutants as multiples (of fractions) of the corresponding parameters \(A_{Wt}\), \(B_{Wt}\) and \(C_{Wt}\) for the Wt cell.

We compare the statistics of level crossing quantities for these three mutants. The curves in figure 5(c) indicate that the flagellum of fluctuating length of the mutant \(M_{AB}\) takes the least time to escape a symmetric zone of a given width, whereas the one belonging to the mutant \(M_{AB}\) takes the maximum time to escape. The hitting time for hitting a given threshold either by upcrossing it (upcrossing time) or downcrosing it (downcrossing time) is plotted as a function of initial length in figure 5(d). Again, both of these mean hitting times are minimum for the flagellum of mutant \(M_{AB}\) and maximum for the one belonging to the mutant \(M_B\). The number density of peaks of a certain duration is comparatively higher for the mutant \(M_{AB}\), whereas it is least for mutant \(M_B\) as indicated by the curves in figure 5(e). The average extreme lengths (figure 5(f)) and the range scanned (figure 5(g)) by the flagellum in a given duration of time is the highest for the mutant \(M_{AB}\) and smallest for mutant \(M_B\).

Even if the ratio \(D/\kappa\) is the same for all of these three mutants used for the graphical plots, the diffusion constants satisfy the inequalities \(D_B < D_A < D_{AB}\). This indicates the trends observed in the case of level crossing quantities for the flagellum of the mutants
Figure 5. Level crossing statistics for mutant cells with longer flagellum: (a) three long mutants $M_X$ are obtained by modifying either one or two of the three parameters $A_{Wt}$, $B_{Wt}$, and $C_{Wt}$ that govern the mean length $\ell_{ss}(Wt)$ of the flagellum of the Wt cell in the steady state. (a1)–(a3) The assembly and the disassembly rates are plotted as a function of flagellar length and the location of the balance point for the Wt cell (dotted lines) and that for the $lf$ mutants (solid lines) are indicated in each plot. (b) In the table, the values of $A$, $B$, and $C$ are noted for each mutant and the corresponding values of $\kappa$, $D$ and $\sigma$ are noted. The magnitude of $\kappa$ and $D$ associated with the mutants and the Wt cell are arranged in increasing order. (c)–(f) Statistics of level crossing quantities. (c) Mean escape time as a function of the width of the symmetric zone. (d) Mean upcrossing and downcrossing times as a function of initial length for hitting a given threshold. (e) Number density of peaks beyond a given threshold as a function of peak time or sojourn time. (f) Mean maximum and minimum lengths attained and (g) the average range scanned by the flagellum of different mutants as a function of time.
Level crossing statistics in a biologically motivated model of a long dynamic protrusion: passage times, random and extreme excursions

in figures 5(c)–(g). For the mutant $M_{AB}$ with highest value of $D$, it is much easier for escaping a given zone or hitting a given threshold (figures 5(c) and (d)). Hence, the mean escape time and upcrossing times is minimum. The drift also satisfies the inequalities $\kappa_B < \kappa_A < \kappa_{AB}$. For the flagellum of the downcrossing, the time is also minimum because the strongest $\kappa$ ensures quicker restoration towards the mean value (figure 5(d)). Stronger $D$ for the flagellum of the mutant $M_{AB}$ is also responsible for the highest number of peaks beyond a given threshold (figure 5(e)) and also for the highest average maximum and minimum lengths and range scanned (figures 5(f)–(g)). Higher values of $D$ make the excursion easier beyond a given threshold and also drive the excursions towards the extremes more frequently.

4. Discussion: summary and conclusion

In this section we highlight what has been achieved in this paper. More specifically, we answer the four questions (a)–(d) posed in the introduction (section 1) of this paper; answers to the questions (b)–(d) are also new predictions that can, at least in principle, be tested experimentally. We also discuss the relevance of our work in prescribing stringent tests for the validity of competing theoretical models of flagellar length control. Finally, we explain how the generic theoretical framework developed here for analyzing level-crossing statistics of dynamic protrusions can also be adopted for similar analysis length fluctuations in other long cell appendages and filaments.

4.1. Flagellar length fluctuations as OU process

We begin by answering question (a), namely the type of stochastic process that best describes the flagellar length fluctuations. In a recent paper, Bauer et al [61] reported experimental results on length fluctuations of individual flagellum, both for Wt cells and mutants bearing long flagellum. In both cases, they observed that the flagellar tip performs a confined random walk about its mean position in the steady state and proposed that the stochastic kinetics of the flagellar tip is analogous to that of a Brownian particle attached to a spring. Hence, flagellar length fluctuations can be mapped onto the OU process of the flagellar tip.

Independently, in this paper, we have arrived at the same conclusion by analysing the length fluctuations of our model flagellum, which grows and shortens by adding and removing precursors at its distal end. Our derivation that starts from the master equations for the kinetics of the model explicitly shows how the two important parameters for the OU process, namely $D$ and $\kappa$, depend on various parameters associated with intraflagellar processes, like the traffic properties of IFT trains, kinetics of underlying MT doublets and strength of the pool, which collectively control flagellar assembly. Since level-crossing statistics for the general form of the OU process is known, the trick of mapping our problem for a temporally fluctuating flagellar length onto the OU process leads to enormous simplification of deriving the desired results.

Our derivation also demonstrates that, in the steady state, in all models based on the balance-point scenario the kinetics of the flagellar tip get mapped onto the OU process. However, since the functional forms of $r^+(\ell)$ and $r^-(\ell)$ differ from one model to another,
the functional dependence of $D$ and $\kappa$ on intraflagellar parameters will also be different from those in equation (A8). Nevertheless, for all models based on the balance-point scenario, the known results for the OU process can be exploited for the derivation of the analytical expressions for the corresponding level-crossing statistics.

4.2. Predictions on level-crossing statistics

In this subsection, we summarize the answers to questions (b)–(d), which should also be treated as new theoretical predictions that can, in principle, be tested experimentally. By mapping flagellar length fluctuations onto the OU process, we then utilized the known results of the OU process for obtaining the level crossing statistics for flagellar length fluctuations.

First, we mention the consistency of one of the results of our study with an experimentally observed fact. Altering the intraflagellar parameters, we generated a few model flagella of in-silico mutants with distinct features. Our study reveals how alteration in the intraflagellar parameters $A$, $B$, and $C$ leads to change in $\kappa$ and $D$, which results in quantitative differences between the fluctuation statistics of the wildtype and the mutants as well as those of the different mutants. Our analysis corroborates the conclusions drawn by Bauer et al [61] that significant quantitative differences in the fluctuation statistics are possible even if the mean lengths in the steady state are comparable.

Next, we highlight the testable major new predictions on the level crossing statistics: (i) mean escape time $T_\text{E}$ goes as $x^2_{\text{th}}$ for $x_{\text{th}} < \sigma$ (equation (15)) and as $x^4_{\text{th}}$ for $x_{\text{th}} > \sigma$ (equation (16)). Besides, the nonlinear dependence on various measurable quantities like the speed of the IFT train $v$ or effective disassembly rate $B$ can also be measured using Wt cells and mutants (equations (15) and (16)). (ii) Trends like the asymmetries in the upcrossing and downcrossing times for hitting a threshold and (iii) sharp fall of number of peaks with increasing peak duration beyond a given threshold are straightforward to verify. (iv) Square root dependence of the quantities of extreme excursions on time (equation (15)) are easy to check by analysing the trajectory of flagellar with time of Wt flagellum and the square root dependence on the effective disassembly rate (equation (16)) can be verified with different mutants with different effective rates for disassembly (the amount of depolymerase at the tip is a measure for disassembly rate).

4.3. Length fluctuations as tools for testing different length control models

As stated earlier, several different models of flagellar length control have been reported in the literature [41]. Only a few of these considered some aspects of the fluctuations and noise. For example, a tip to base gradient of RanGTP could control the injection of IFT trains, which, in turn, leads to the falling rate of elongation with the increasing flagellar length. Based on this, Bressloff and Karamchend proposed a stochastic model for flagellar length control [83]. The key feature of their model is that it accounts for the qualitative features of the time series data of IFT injections reported in [82].

Alternatively, the flux of IFT trains can also be regulated as a function of flagellar length, for example, by the ciliary current [91], a gradient of kinesin motors diffusing from the flagellar tip to the base [92] or due to the limited availability of IFT trains [25]. In contrast to the above mentioned scenarios, our model is based on the idea of
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differential loading of flagellar precursor proteins on the IFT trains [23, 81]. In our model, it is the decreasing amount of cargo per IFT train that causes the effective elongation rate of the flagellum to fall with the increasing flagellar length and the cell senses the growing length based on a time-of-flight mechanism [23].

The common theme in all the models, including ours, where the flux of the IFT trains or the cargo carried by them are regulated, is that the assembly rate falls with the growing flagellar length, whereas the disassembly rate remains constant [23, 25, 83, 92]. But the rates of both the assembly and disassembly are assumed to be length-dependent in the models proposed by Thomas et al [57] and by McInally et al [93]. Since all of these competing models can account for the time-dependence of the mean flagellar length, additional tests are needed to rule out at least some of these models.

Bauer et al [61] indicated that in the near future it may be possible to test the validity of the models of flagellar length control by comparing the nature of temporal fluctuations predicted by these models with the corresponding experimental data. Our generalised framework developed here in terms of level-crossing statistics is likely to be useful in this endeavour. In this paper, we have reported the level-crossing statistics in our model of flagellar length control. In principle, it should be possible to calculate the same quantities also for other competing models mentioned above. Some of the models that successfully account for the time-dependence of average length of flagella may still have to be discarded if they fail the test of reproducing the experimentally measured data on level-crossing statistics when such data become available.

4.4. Relevance from a broader perspective

A model flagellum can attain a stationary (i.e. time-independent) mean length, in principle, if (i) the assembly rate decreases with increasing length while the disassembly rates are independent of length, or (ii) the disassembly rate increases with increasing length while the assembly rate remains constant, or (iii) both of these phenomena occur. These three special cases are referred to as: (i) assembly controlled, (ii) disassembly controlled and (iii) assembly–disassembly controlled, respectively. In each of these cases, the cell can actively ‘sense’ the present length of its flagellum and adjust the rates of assembly or disassembly, or both, resulting in length-dependent rates. In this paper, we have considered an assembly-controlled model, a scenario that is one of the oldest and most popular. It should be straightforward to also carry out a similar study of level-crossing statistics for the disassembly controlled and assembly–disassembly controlled models, which differ from each other in terms of the expressions for $r^+(\ell)$ and $r^-(\ell)$.

In the past, models have been developed for understanding the mechanisms of length control of long protrusions like (i) cilia and flagella [23, 41, 57], (ii) stereocilia [53, 54], (iii) microvilli [54, 58], (iv) axon [43] and cytoskeleton filaments like (i) MT [45–50] and (ii) actin [51]. Except for a few papers, including [23, 58, 61], all of the works on length control of cell protrusions and other linear subcellular structures so far have investigated the time-dependence of the mean lengths. Inspired by the very recent developments in the studies of flagellar length fluctuations, similar studies of other protrusions may also begin.

The spirit of our investigation of the fluctuations of cell protrusions has some overlap with that in [17]. In the latter, the authors have analysed the extreme value statistics
Level crossing statistics in a biologically motivated model of a long dynamic protrusion: passage times, random and extreme excursions of molecular motors that walk on filamentous tracks by consuming a chemical fuel. In our work, the tip of the cell protrusion performs a biased random walk while in [17] the movement of the motor is modelled as a biased random walk. But there is a fundamental difference between our model and that in [17]. In the latter, the bias results in an average drifting of the molecular motor away from its initial position. In contrast, in our model, the bias causes an effective drifting of the random walker towards the origin, which corresponds to a tendency of restoration of the tip of the protrusion to its mean position.
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Appendix A. Mapping onto Ornstein–Uhlenbeck process

Utilizing the well known correspondence between Fokker–Planck and Langevin equations, we obtain the Langevin equation [86, 87]

\[ dy = R_-(y)dt + \frac{1}{\sqrt{N}} \sqrt{R_+(y)}dW(t) \tag{A1} \]

for the Fokker–Planck equation (10) that describes the stochastic evolution of the position of the tip, where \( W(t) \) is the Gaussian white noise (a Wiener process) with \( dW(t) \) distributed according to a Gaussian process with mean and covariance given by

\[
\begin{align*}
\langle dW(t) \rangle &= 0 \text{(mean)} \\
\langle dW(t)dW(s) \rangle &= \delta(t-s)dt \, ds \, \text{(covariance).}
\end{align*}
\tag{A2}
\]

The Langevin equation (A1) describing the stochastic evolution of the protrusion length involves Gaussian-like fluctuations of order \( 1/\sqrt{N} \) about the deterministic trajectory. As we are interested in studying the properties of steady state length fluctuations, we make a change of variable from \( y \) to \( x \) by defining

\[ y - y_{ss} = \frac{x}{\sqrt{N}} \Rightarrow y = y_{ss} + \frac{x}{\sqrt{N}}. \tag{A3} \]

Substituting this in equation (A1), we get

\[
\begin{align*}
\, &d\left(y_{ss} + \frac{x}{\sqrt{N}}\right) = R_-(y_{ss} + \frac{x}{\sqrt{N}})dt + \frac{1}{\sqrt{N}} \sqrt{R_+(y_{ss} + \frac{x}{\sqrt{N}})}dW(t) \Rightarrow dx \sqrt{N} \\
&= \left( R_-(y_{ss}) + \frac{x}{\sqrt{N}} R'_+(y_{ss}) \right) dt \\
&+ \frac{1}{\sqrt{N}} \sqrt{R_+(y_{ss}) + \frac{x}{\sqrt{N}} R'_+(y_{ss})}dW(t) \tag{A4}
\end{align*}
\]

https://doi.org/10.1088/1742-5468/ac1405
where the prime in $R'_\pm$ indicates a derivative of $R_\pm(y)$ with respect to $y$. Using the solution of the rate equation (8) in steady state, we get $R_-(y) = 0$. Neglecting the term $R'_\pm(y)$ inside the square root, we get
\[ \frac{dx}{\sqrt{N}} = R'_\pm(y)\,dt + \frac{1}{\sqrt{N}} R'_\pm(y)\,dW(t) \Rightarrow dx \]

which is the transformed stochastic differential equation
\[ dx = R_-(x)\,dt + \sqrt{R_+(x)}\,dW(t) . \]

The corresponding Fokker–Planck equation is
\[ \frac{\partial p(x,t)}{\partial t} = \frac{\partial}{\partial x} \left[ \kappa x\, p(x,t) \right] + \frac{D}{2} \frac{\partial^2 p(x,t)}{\partial x^2} \]

where
\[ \kappa = -R'_\pm(y) \] and
\[ D = R_+(y) \].

**Appendix B. Statistics of passage times**

As is well known, calculation of mean first passage times are normally more convenient if one uses a backward Fokker–Planck equation, rather than the forward Fokker–Planck equation given by equation (11) [88]. For the generic model under our consideration, the backward Fokker–Planck equation is given by
\[ -\frac{\partial p(x,t|x_0,t_0)}{\partial t_0} = -\kappa x_0 \frac{\partial p(x,t|x_0,t_0)}{\partial x_0} + \frac{D}{2} \frac{\partial^2 p(x,t|x_0,t_0)}{\partial x_0^2} . \]

As both the drift $\kappa x_0$ and the diffusion $D$ are not dependent on time $t$ and $t_0$ explicitly, $p(x,t|x_0,t_0)$ depends on time only through the difference $t - t_0$. Therefore, the evolving protrusion length is considered to be a temporally homogenous system for which the backward Fokker–Planck equation is given by
\[ \frac{\partial p(x,t|x_0,t_0)}{\partial t} = -\kappa x_0 \frac{\partial p(x,t|x_0,t_0)}{\partial x_0} + \frac{D}{2} \frac{\partial^2 p(x,t|x_0,t_0)}{\partial x_0^2} \]

as by chain rule $\partial_{t_0} = -\partial_t$.

The probability that the particle located at $x_0$ at time $t_0$ escapes the safe zone, bounded by the upper $(x_U)$ and the lower $(x_L)$ thresholds, for the first time at time $t$ is given by
\[ \mathcal{E}(t; x_U, x_L|x_0,t_0) = 1 - \int_{x_U}^{x_L} p(x,t|x_0,t_0)\,dx . \]
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The probability of hitting a threshold $x_{th}$ is closely related to the escape probability defined in equation (B3). Let $\mathcal{H}(t;x_{th}|x_0,t_0)$ denote the probability of hitting the threshold $x_{th}$ at time $t$, given that the particle was at $x_0$ at time $t_0$. In case $x_{th} > x_0$, the hitting (or upcrossing) probability is given by

$$H_U(t;x_{th}|x_0,t_0) = E(t;x_U = x_{th}, x_L = -\infty|x_0,t_0) \quad (B4)$$

which is like escaping a semi-infinite interval $(-\infty, x_{th})$. On the other hand, if $x_{th} < x_0$, the hitting (or downcrossing) probability is given by

$$H_D(t;x_{th}|x_0,t_0) = E(t;x_U = \infty, x_L = x_{th}|x_0,t_0) \quad (B5)$$

which is like escaping a semi-infinite interval $(x_{th}, \infty)$. In the following subsections, we will derive the expressions for the mean exit time from the region bounded by two thresholds and for the mean hitting time to a given threshold $x_{th}$.

**B1. Escaping the zone bounded by an upper and a lower threshold**

The mean escape time taken to escape the zone bounded by $x_U$ and $x_L$, respectively, is denoted by

$$T_E(x_U,x_L|x_0,t_0) = \int tp_E(t,x_U,x_L|x_0,t_0)dt \quad (B6)$$

where $p_E(t,x_U,x_L|x_0,t_0)$ is the pdf corresponding to the escape probability $E(t;x_U,x_L|x_0,t_0)$.

The escape probability $E(t;x_U,x_L|x_0,t_0)$ is introduced in equation (B3). For our convenience, we denote it simply by $E(x_0,t)$. Integrating the backward FPE (B2) with respect to final position $x$ (as done while defining the escape probability in equation (B2)) it can be checked that the escape probability $E(x_0,t)$ obeys the backward FPE, i.e.

$$\frac{\partial E(x_0,t)}{\partial t} = -\kappa x_0 \frac{\partial}{\partial x_0} E(x_0,t) + \frac{D}{2} \frac{\partial^2 E(x_0,t)}{\partial x_0^2} \quad (B7)$$

subjected to the initial condition

$$E(x_0,t_0) = 0 \quad (B8)$$

and the following boundary conditions

$$E(x_U,t) = 1 \quad \text{and} \quad E(x_L,t) = 1. \quad (B9)$$

The initial condition (equation (B8)) indicates that initially $x_0$ lies between $x_U$ and $x_L$ and the boundary condition (equation (B9)) indicates whenever the length hits either of the thresholds, it successfully exits the zone.

Using the Laplace transform

$$\hat{E}(x_0,s) = \int_0^\infty e^{-st} E(x_0,t)dt \quad (B10)$$
the backward FPE (equation (B7)) gets converted to an ordinary differential equation

\[- \kappa x_0 \frac{d\hat{E}(x_0, s)}{dx_0} + \frac{D}{2} d^2 \hat{E}(x_0, s) = s\hat{E}(x_0, s) - 1 \]  

(B11)

with boundary conditions

\[\hat{E}(x_L, s) = \hat{E}(x_U, s) = 1/s. \]  

(B12)

From now onwards, for our convenience, we will denote the corresponding pdf \(p_E(x_0, t)\) by a simpler notation \(p_E(x_0, t)\). The moments of the exit time are given by

\[T_n E(x_U, x_L | x_0, t_0) = \int_0^\infty t^n p_E(x_0, t) dt \]  

(B13)

where the zeroth moment corresponding to \(n = 0\) is \(T_0 E = 1\) and the first moment corresponding to \(n = 1\) is the mean exit time \(T_E(x_U, x_L | x_0, t_0)\). Let us denote the moments of exit time \(T_n E(x_U, x_L | x_0, t_0)\) simply by \(T_n E(x_0)\). If \(\tilde{p}_E(x_0, s)\) is the Laplace transform of the pdf \(p_E(x, t)\), the moments of escape time are given by

\[T_n E(x_0) = (-1)^n \frac{\partial^n}{\partial s^n} \tilde{p}_E(x_0, s) \bigg|_{s=0} \]  

(B14)

Therefore, \(\tilde{p}_E(x_0, s)\) can be expanded and its series form is given by the Laplace transform \(\tilde{p}_E(x_0, s)\) can be written as a power series of the Laplace variable \(s\)

\[\tilde{p}_E(x_0, s) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} T_n E(x_0) s^n \]  

(B15)

provided all of the moments of the escape time exist.

\(p_E(x_0, t)\) is obtained from the probability \(E(x_0, t)\) by taking the derivate with respect to \(t\)

\[p_E(x_0, t) = \frac{\partial E(x_0, t)}{\partial t}. \]  

(B16)

Taking into account the fact that \(E(x_0, 0) = 0\), which indicates that initially it is impossible to escape the safe zone, it can be shown that the relation between the Laplace transforms \(\hat{E}(x_0, s)\) and \(\tilde{p}_E(x_0, s)\) is

\[\tilde{p}_E(x_0, s) = s\hat{E}(x_0, s) \]  

(B17)

which is obtained by taking the Laplace transforms of the terms on both sides of equation (B16). From equations (B15) and (B17), we can see that the

\[\hat{E}(x_0, s) = \frac{1}{s} \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} T_n E(x_0) s^n = \frac{1}{s} \left(1 - s T_E(x_0) + \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} T_n E(x_0) s^n\right). \]  

(B18)
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On rearranging the above equation

\[
\frac{1}{s} - \tilde{E}(x_0, s) = T_{\tilde{E}}(x_0) - \sum_{n=2}^{\infty} \frac{(-1)^n}{n!} T_{\tilde{E}}^n(x_0) s^{n-1}
\]

and taking the limit \( s \to 0 \), we get

\[
\lim_{s \to 0} \left[ \frac{1}{s} - \tilde{E}(x_0, s) \right] = T_{\tilde{E}}(x_0).
\]  

Plugging this relation mentioned in equation (B20) into the backward Fokker–Planck equation (B7), we get

\[
\lim_{s \to 0} \left\{ -\kappa x_0 \frac{d}{dx_0} \left[ \frac{1}{s} - T_{\tilde{E}}(x_0) \right] + \frac{D}{2} \frac{d^2}{dx_0^2} \left[ \frac{1}{s} - T_{\tilde{E}}(x_0) \right] \right\} = \lim_{s \to 0} \left\{ s \left[ \frac{1}{s} - T_{\tilde{E}}(x_0) \right] - 1 \right\}
\]

which simplifies to

\[
-\kappa x_0 \frac{d T_{\tilde{E}}(x_0)}{dx_0} + \frac{D}{2} \frac{d^2 T_{\tilde{E}}(x_0)}{dx_0^2} = -1.
\]

On rearranging the corresponding boundary condition (B12) and taking limits

\[
\lim_{s \to 0} \left[ \frac{1}{s} - \tilde{E}(x_U) \right] = \lim_{s \to 0} \left[ \frac{1}{s} - \tilde{E}(x_L) \right] = 0
\]

we get the boundary condition

\[
T_{\tilde{E}}(x_U) = T_{\tilde{E}}(x_L) = 0.
\]

for the ordinary differential equation (B22). On solving it, we get the expression for the mean escape time \( T_{\tilde{E}}(x_U, x_L|x_0, t_0) \) which reads as

\[
T_{\tilde{E}}(x_U, x_L|x_0, t_0) = \left[ D \left( \text{erfi} \left( \frac{\sqrt{\kappa x_L}}{\sqrt{D}} \right) - \text{erfi} \left( \frac{\sqrt{\kappa x_U}}{\sqrt{D}} \right) \right) \right]^{-1} \times \left[ x_0^2 \left( \text{erfi} \left( \frac{\sqrt{\kappa x_U}}{\sqrt{D}} \right) - \text{erfi} \left( \frac{\sqrt{\kappa x_L}}{\sqrt{D}} \right) \right) F_2 \left( 1, 1; \frac{3}{2}, 2; \frac{\kappa x_0^2}{D} \right) + x_L^2 \left( \text{erfi} \left( \frac{\sqrt{\kappa x_0}}{\sqrt{D}} \right) - \text{erfi} \left( \frac{\sqrt{\kappa x_L}}{\sqrt{D}} \right) \right) F_2 \left( 1, 1; \frac{3}{2}, 2; \frac{\kappa x_L^2}{D} \right) + x_U^2 \left( \text{erfi} \left( \frac{\sqrt{\kappa x_L}}{\sqrt{D}} \right) - \text{erfi} \left( \frac{\sqrt{\kappa x_U}}{\sqrt{D}} \right) \right) F_2 \left( 1, 1; \frac{3}{2}, 2; \frac{\kappa x_U^2}{D} \right) \right]
\]

(B25)
where the function \( \text{erfi}(z) \) is the imaginary error function \([89]\) whose series about \( z = 0 \) is given by

\[
\text{erfi}(z) = \frac{1}{\sqrt{\pi}} \left( 2z + \frac{2}{3}z^3 + \frac{1}{5}z^5 + \frac{1}{21}z^7 + \cdots \right) \tag{B26}
\]

and \( _2F_2(a_1, a_2; b_1, b_2; z) \) is the generalized hypergeometric function \([89]\) whose series about \( z = 0 \) is given by

\[
_2F_2(a_1, a_2; b_1, b_2; z) = \sum_{j=0}^{\infty} \frac{(a_1)_j (a_2)_j}{(b_1)_j (b_2)_j} \frac{z^j}{j!} \tag{B27}
\]

**B2. Hitting the thresholds**

If there is a single threshold \((x_{th})\) of interest, the appropriate quantity is the mean hitting time \( T(x_{th}|x_0, t_0) \), which is the mean time taken to hit the threshold \( x_{th} \) for the first time if initially its length is \( x_0 \). The mean hitting time is given by

\[
T_H(x_{th}|x_0, t_0) = \int_0^\infty t p_H(t; x_{th}|x_0, t_0) \, dt \tag{B28}
\]

where \( p_H(t; x_{th}|x_0, t_0) \) is the pdf associated with the hitting probability \( H(t; x_{th}|x_0, t_0) \).

By integrating the backward FPE (B2) with respect to the final position and using the definition of hitting probability given in equations (B4) or (B5), we can show that \( H(t; x_{th}|x_0, t_0) \) (simply written as \( H(x_0, t) \)) obeys the backward FPE:

\[
\frac{\partial H(x_0, t)}{\partial t} = -\kappa x \frac{\partial H(x_0, t)}{\partial x_0} + \frac{D}{2} \frac{\partial^2 H(x_0, t)}{\partial x_0^2} \tag{B29}
\]

with the initial condition

\[
H(x_0, 0) = 0 \tag{B30}
\]

and boundary condition given by

\[
H(x_{th}, t) = 1. \tag{B31}
\]

We rescale \( t \) by multiplying it with \( \kappa \). So, replacing the \( t \) with the rescaled time \( t_r \), which is given by

\[
t_r = \kappa t, \tag{B32}
\]

we transform the partial differential equation

\[
\frac{\partial H(x_0, t_r)}{\partial t_r} = -x \frac{\partial H(x_0, t_r)}{\partial x_0} + \frac{D}{2\kappa} \frac{\partial^2 H(x_0, t_r)}{\partial x_0^2} \tag{B33}
\]

The Laplace transform of the hitting probability is given by

\[
\tilde{H}(x_0, s) = \int_0^\infty e^{-st_r} H(x_0, t_r) \, dt_r \tag{B34}
\]
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and using this Laplace transform, we convert the partial differential equation (equation (B29)) into an ordinary differential equation given by

\[-x\frac{d\tilde{H}(x_0, s)}{dx} + \frac{D}{2\kappa}\frac{d^2\tilde{H}(x_0, s)}{dx^2} = s\tilde{H}(x_0, s)\]  

which is subjected to the boundary condition

\[\tilde{H}(x_{th}, s) = \frac{1}{s}\]  

Using the change of variables

\[z = \frac{\kappa}{D}x_0^2\]  

one can check that equation (B35) can be recasted to the following second order ODE

\[z\frac{d^2\tilde{H}(z, s)}{dz^2} + \left(\frac{1}{2} - z\right)\frac{d\tilde{H}(z, s)}{dz} - \frac{s}{2}\tilde{H}(z, s) = 0\]  

whose general solution is a linear combination of Kummer functions. Hence, the general solution of equation (B35) is given by

\[\tilde{H}(x_0, s) = C_1 F\left(s/2, 1/2, \kappa x_0^2/D\right) + C_2 U\left(s/2, 1/2, \kappa x_0^2/D\right)\]  

Now let us have a look at the asymptotic behaviour of the Kummer functions. In the limit \(x_0 \to \pm \infty\)

\[\lim_{x_0 \to \pm \infty} F\left(s/2, 1/2, \kappa x_0^2/D\right) = \frac{\Gamma(1/2)}{\Gamma(s/2)}x_0^{s-1}e^{\kappa x_0^2/D}[1 + O(1/x_0^2)] \to \infty\]  

so it can serve to be the solution when \(x_0\) is bounded, i.e. \(x_0^2 < x_{th}^2\). On the other hand,

\[\lim_{x_0 \to \pm \infty} U\left(s/2, 1/2, \kappa x_0^2/D\right) = |x_0|^{-s}[1 + O(1/x_0^2)] \to 0\]  

and this indicates that it can serve as the solution when \(x_0\) remains unbounded, i.e. \(x_0^2 > x_{th}^2\).

\(C_1\) and \(C_2\) can be evaluated using the boundary condition given by equation (B36) and, collectively, the unique solution of equation (B35) is given by

\[\tilde{H}(x_0, s) = \begin{cases} 
F\left(s/2, 1/2, \kappa x_0^2/D\right) & \text{when } |x_0| < |x_{th}| \\
F\left(s/2, 1/2, \kappa x_{th}^2/D\right) & \text{when } |x_0| > |x_{th}| 
\end{cases}\]  

Using the arguments used to derive the relation stated in equation (B20), we can arrive at the following
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\[ \mathcal{T}_H(x_{th}|x_0, t_0) = \lim_{s \to 0} \left[ \frac{1}{s} - \tilde{H}(x_0) \right] \]  

(43)

where \( \mathcal{T}_H(x_{th}|x_0, t_0) \) (simply denoted by \( \mathcal{T}_H(x_0) \)) is the rescaled mean hitting time.

For \( x < x_{th} \), the rescaled mean hitting (upcrossing) time \( \mathcal{T}_{HU}(x_0) \) for hitting the threshold is

\[ \mathcal{T}_{HU}(x_0) = \lim_{s \to 0} \left[ \frac{1}{s} - \frac{F(s/2, 1/2, \kappa x_0^2/D)}{sF(s/2, 1/2, \kappa x_{th}^2/D)} \right]. \]  

(44)

Plugging the following relation in the above equation

\[ F(s/2, 1/2, \kappa x^2/D) = 1 + s \int_0^{s^2/D} F(1, 3/2, z)dz + O[s^2] \]  

(45)

we get

\[ \mathcal{T}_{HU}(x_{th}|x_0, t_0) = \mathcal{T}_{HU}(x_0) = \frac{1}{\kappa} \mathcal{T}_{HU}(x_0) = \frac{1}{\kappa} \int_{\kappa x_{th}^2/D}^{\infty} F(1, 3/2, z)dz \]

\[ = \frac{\sqrt{\pi}}{\kappa} \int_{\sqrt{\kappa|x_0|/D}}^{\infty} e^{y^2} \text{erf}(y)dy \]

\[ = \frac{1}{D} \left[ x_{th}^2 F_2 \left( 1, 1; \frac{3}{2}, 2; \frac{\kappa x_{th}^2}{D} \right) - x_{th}^2 F_2 \left( 1, 1; \frac{3}{2}, 2; \frac{\kappa x_0^2}{D} \right) \right]. \]  

(46)

For \( x > x_{th} \), the rescaled mean hitting (downcrossing) \( \mathcal{T}_{HD}(x_0) \) time for hitting the threshold is

\[ \mathcal{T}_{HD}(x_0) = \lim_{s \to 0} \left[ \frac{1}{s} - \frac{U(s/2, 1/2, \kappa x_0^2/D)}{sU(s/2, 1/2, \kappa x_{th}^2/D)} \right]. \]  

(47)

Plugging the following relation in the above equation

\[ U(s/2, 1/2, \kappa x^2/D) = 1 - \frac{s}{2} \left[ \psi(1/2) + \int_0^{s^2/D} U(1, 3/2, z)dz + O[s^2] \right] \]  

(48)

we get

\[ \mathcal{T}_{HD}(x_{th}|x_0, t_0) = \mathcal{T}_{HD}(x_0) = \frac{1}{\kappa} \mathcal{T}_{HD}(x_0) = \frac{1}{\kappa} \int_{\kappa x_{th}^2/D}^{\infty} U(1, 3/2, z)dz \]

\[ = \frac{\sqrt{\pi}}{\kappa} \int_{\sqrt{\kappa|x_0|/D}}^{\infty} e^{y^2} \text{erf}(y)dy \]

\[ = \frac{1}{\kappa} \left[ \pi \text{erfi} \left( \frac{\sqrt{\kappa x_0}}{\sqrt{D}} \right) - \pi \text{erfi} \left( \frac{\sqrt{\kappa x_{th}}}{\sqrt{D}} \right) \right] \]

\[ - \frac{1}{D} \left[ x_{th}^2 F_2 \left( 1, 1; \frac{3}{2}, 2; \frac{\kappa x_{th}^2}{D} \right) - x_{th}^2 F_2 \left( 1, 1; \frac{3}{2}, 2; \frac{\kappa x_0^2}{D} \right) \right]. \]  

(49)
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Appendix C. Statistics of random excursions

C1. Statistics of sojourns above a threshold

Let $x_{th}$ be the threshold of our interest and $x_{th} > x^*$. If $x$ denotes the current position of the Brownian particle, the time derivative $\dot{x}(t)$ denotes the rate of change of the position of the Brownian particle with time $t$. We now calculate the mean density $n(\tau^+)$ of sojourns whose durations exceed $\tau^+$. This will be followed by the evaluation of the corresponding probability distribution of sojourn times.

The problem is to count all such trajectories that upcross the threshold $x_{th}$ in the interval $[0, \Delta t]$ and do not downcross it in the next interval $[\Delta t, \tau^+]$. All such trajectories will give rise to sojourns whose durations exceed $\tau^+$. Let all such trajectories be described by the probability density $p^+(x, t)$. As these trajectories denote the fluctuating position of the Brownian particle in time, the probability density describing them will satisfy the following Fokker–Planck equation

$$\frac{\partial p^+(x, t)}{\partial t} = \frac{\partial}{\partial x} \left[ \kappa x p^+(x, t) \right] + \frac{D}{2} \frac{\partial^2 p^+(x, t)}{\partial x^2}. \tag{C1}$$

The above equation is subjected to the initial condition

$$p^+(x, 0) = 0 \quad \text{for } x > x_{th} \tag{C2}$$

and boundary conditions

$$p^+(x_{th}, t) = \begin{cases} p_{so}(x_{th}) & \text{for } 0 \leq t \leq \Delta t \\ 0 & \text{for } \Delta t < t. \end{cases} \tag{C3}$$

The initial condition (C2) indicates that only those trajectories are considered in which the hypothetical Brownian particle is not above the threshold at $t = 0$. The boundary condition (C3) in the interval $[0, \Delta t]$ indicates that only those trajectories will contribute that are already at $x = x_{th}$ during the infinitesimal interval $[0, \Delta t]$. As the protrusion length is assumed to be in the stationary state, the distributions of such trajectories are given by the stationary distribution $p_{so}(x_{th})$, which is the steady state solution of the equation (A7). For $t > \Delta t$, the absorbing boundary condition $p^+(x_{th}, t) = 0$ ensures elimination of all those trajectories whose sojourn time above $x_{th}$ would be less than $t$ because of premature downcrossing.

Integration of the probability $p^+(x, \tau^+)$ that satisfies conditions (C2) and (C3), over the entire space above $x_{th}$ gives the number of sojourns $\Delta n$ above threshold that begin in $[0, \Delta t]$ and do not end by $t = \tau^+$, i.e.

$$\Delta n = \int_{x_{th}}^{\infty} p^+(x, \tau^+)dx. \tag{C4}$$

Hence, the mean number density of sojourns above the threshold $x_{th}$, each of duration longer than $\tau^+$, is given by

$$n(\tau^+) = \lim_{\Delta t \to 0} \frac{\Delta n}{\Delta t}. \tag{C5}$$
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The corresponding unnormalised probability density $p_n(\tau^+)$ of the duration of sojourn time above threshold is given by

$$p_n(\tau^+) = -\frac{dn(\tau^+)}{d\tau^+}. \quad (C6)$$

Solving equation (C1), subjected to the set of conditions given in equations (C2) and (C3), is a challenging task. Therefore, we will estimate the sojourn time distributions for a rarely visited threshold $x_{th}$ ($x_{th} \gg \sigma$) only.

For obtaining the expression for $n(\tau^+)$, we need the expression for $p^+(x,t)$ and the following limit

$$\lim_{t \to 0} \frac{p^+(x,t)}{\Delta t}. \quad (C7)$$

For convenience, let us introduce the following function $w^+(x,t)$

$$w^+(x,t) = \frac{1}{p_{st}(x)} \lim_{t \to 0} \frac{p^+(x,t)}{\Delta t} \quad (C8)$$

Just as $p^+(x,t)$ satisfies the Fokker–Planck equation (C1), this new function $w^+(x,t)$ also satisfies the following Fokker–Planck equation

$$\frac{\partial w^+(x,t)}{\partial t} = \frac{\partial}{\partial x} [\kappa x \ w^+(x,t)] + \frac{D}{2} \frac{\partial^2 w^+(x,t)}{\partial x^2} \quad (C9)$$

and from the initial and boundary conditions (equations (C2) and (C3), respectively) we can infer that equation (C9) is subjected to the following conditions

$$w^+(x,t) = 0 \quad \text{for } t < 0,$$

$$w^+(x_{th}, t) = \delta(t). \quad (C10)$$

In terms of $w^+(x,t)$, $n(\tau^+)$ is given by

$$n(\tau^+) = p_{st} \int_{x_{th}}^{\infty} w^+(x,\tau)dx. \quad (C11)$$

The partial differential equation (C9) will be solved by using the Carlson–Laplace transform. The transform of $w^+(x,t)$ is given by

$$\tilde{w}^+(x,s) = s \int_{0}^{\infty} e^{-st}w^+(x,t)dt. \quad (C12)$$

The Fokker–Planck equation (C9) in terms of $\tilde{w}^+(x,s)$ is

$$s\tilde{w}^+(x,s) = \frac{\partial}{\partial x} [\kappa x \tilde{w}^+(x,s)] + \frac{D}{2} \frac{\partial^2 \tilde{w}^+(x,s)}{\partial x^2} \quad (C13)$$

and the boundary condition takes the form

$$\tilde{w}^+(x_{th}, s) = s. \quad (C14)$$
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Using this boundary condition and the fact that the corresponding flux vanishes as \( x \to \infty \), the Fokker–Planck equation (C13) can be integrated to

\[
\int_{x_{th}}^{\infty} \tilde{w}^+(x, s) \, dx = -\frac{1}{s} \left[ \frac{D}{2} \frac{\partial \tilde{w}^+(x_{th}, s)}{\partial x} + \kappa x_{th} \tilde{w}^+(x_{th}, s) \right].
\]  

(C15)

Rearranging equation (C13), we get

\[
\frac{\partial^2 \tilde{w}^+(x, s)}{\partial x^2} + \left( \frac{2\kappa}{D} \right) x \frac{\partial \tilde{w}^+(x, s)}{\partial x} + \left( \frac{2\kappa}{D} \right) \left( 1 - \frac{s}{\kappa} \right) \tilde{w}^+(x, s) = 0
\]

which, upon change of variable from \( x \) to \( z \) defined by

\[ z = \sqrt{\frac{2\kappa}{D}} x, \]

(C17)

gets transformed to

\[
\frac{\partial^2 \tilde{w}^+(z, s)}{\partial z^2} + z \frac{\partial \tilde{w}^+(z, s)}{\partial z} + \left( 1 - \frac{s}{\kappa} \right) \tilde{w}^+(z, s) = 0.
\]

(C18)

The general solution for the above equation has the form

\[
\tilde{w}^+(x, s) = C_1 e^{-z^2/4D_{-s/k}}(z) + C_2 e^{-z^2/4D_{-s/k}}(-z)
\]

where \( D_{-s/k}(y) \) is the parabolic cylindrical function and \( C_1 \) and \( C_2 \) are arbitrary constants fixed by the boundary conditions. As the first term vanishes as \( z \to \infty \) whereas the second does not, it qualifies as the physically allowed solution. Imposing the boundary condition (C14) at \( x = x_{th} \), we get

\[
\tilde{w}^+(x_{th}, s) = s = C_1 e^{-x_{th}^2/(2D)}D_{-s/k}\left( \sqrt{\frac{2\kappa}{D}} x_{th} \right)
\]

(C20)

which gives the expression for \( C_1 \) that we use to write the solution

\[
\tilde{w}^+(x, s) = s \exp\left( \frac{x_{th}^2 - x^2}{2D} \right) \frac{D_{-s/k}\left( \sqrt{\frac{2\kappa}{D}} x \right)}{D_{-s/k}\left( \sqrt{\frac{2\kappa}{D}} x_{th} \right)}
\]

(C21)

The Carlson–Laplace transform of \( n(\tau) \) is denoted by \( \tilde{n}(s) \) and the expression of \( \tilde{n}(s) \) using equations (C8), (C11) and (C15), we get

\[
\tilde{n}(s) = -\frac{p_{st}(x)}{s} \left[ \frac{D}{2} \frac{\partial \tilde{w}^+(x_{th}, s)}{\partial x} + \kappa x_{th} \tilde{w}^+(x_{th}, s) \right].
\]

(C22)

Substituting the expression for \( \tilde{w}^+(x, s) \) in equation (C22) and after some rearrangement, we get
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\[ \tilde{n}(x, s) = -p_{st}(x_{th}) \left[ \frac{D}{2D_{s/k} \left( \sqrt{\frac{2\kappa D}{D}} \right) x_{th}} \exp \left( \frac{\kappa (x_{th}^2 - x_{th}^2)}{2D} \right) \right] \]

\[ \times \left\{ \frac{1}{2} \sqrt{\frac{2\kappa D}{D}} D_{s/k} \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right) + D'_{s/k} \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right) \right\} + \kappa x_{th} \]

\[ \times \left( \text{Using the identity } D'_{\nu}(z) - \frac{\nu}{2} D_{\nu}(z) + D_{\nu+1}(z) = 0 \right) \]

\[ = -p_{st}(x_{th}) \left[ \frac{D}{2D_{s/k} \left( \sqrt{\frac{2\kappa D}{D}} \right) x_{th}} \right] \left( \sqrt{\frac{2\kappa D}{D}} \right) \]

\[ \times \left\{ -D_{s/k+1} \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right) \right\} + \kappa x_{th} \]

\[ \text{(Using the identity } D_{\nu+1}(z) - \frac{\nu}{2} D_{\nu}(z) + \nu D_{\nu-1}(z) = 0) \]

\[ = -p_{st}(x_{th}) \left[ \frac{D}{2D_{s/k} \left( \sqrt{\frac{2\kappa D}{D}} \right) x_{th}} \right] \left( \sqrt{\frac{2\kappa D}{D}} \right) \left\{ - \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right) \right\} \]

\[ \times \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right) + (-s/k)D_{s/k-1} \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right) \right\} + \kappa x_{th} \]

\[ = -p_{st}(x_{th}) \left[ -s \sqrt{\frac{D}{2\kappa}} D_{s/k-1} \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right) \right] \]

\[ = s \sqrt{\frac{D}{2\kappa}} p_{st}(x_{th}) \frac{D_{s/k-1} \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right)}{D_{s/k} \left( \sqrt{\frac{2\kappa D}{D}} x_{th} \right)}. \] \hspace{1cm} (C23)

In case of higher thresholds \((x_{th} \gg D/2\kappa)\), the drift that acts on the Brownian particle that makes a shorter excursion beyond the threshold \(x_{th}\) can be approximated as \(\kappa x \approx \kappa x_{th}\). So equation (C16) simplifies to

\[ s\tilde{w}^+(x, s) = \kappa x_{th} \frac{\partial \tilde{w}^+(x, s)}{\partial x} + \frac{D}{2} \frac{\partial^2 \tilde{w}^+(x, s)}{\partial x^2} \] \hspace{1cm} (C24)
whose general solution is
\[
\tilde{w}^+(x, s) = C_1 \exp\left(-\frac{x}{D}(kx_{th} + \sqrt{(kx_{th})^2 + 2sD})\right) + C_2 \exp\left(-\frac{x}{D}(kx_{th} - \sqrt{(kx_{th})^2 + 2sD})\right).
\]
(C25)

Using the boundary condition (equation (C14)), we get
\[
\tilde{w}^+(x, s) = s \exp\left(\frac{(x_{th} - x)}{D}(kx_{th} - \sqrt{(kx_{th})^2 + 2sD})\right).
\]
(C26)

Using it in equation (C22), we get
\[
\tilde{n}(s) = p_{st}(x) \frac{sD}{kx_{th} + \sqrt{(kx_{th})^2 + 2sD}}.
\]
(C27)

The inverse Carlson–Laplace transform is given by
\[
n(\tau) = p_{st}(x_{th}) \frac{1}{2} \left[ \frac{1}{\sqrt{\pi \tau/2D}} e^{-(kx_{th})^2\tau/(2D)} - (kx_{th}) \text{erfc}\left(\frac{kx_{th}}{2\sqrt{\tau}}\right) \right].
\]
(C28)

### Appendix D. Extreme excursions

The probability of \( x_{\text{max}}(t) \) being the maximum is denoted by
\[
\mathcal{M}_{\text{max}}(t; \zeta|x_0, t_0) = \text{Probability}[x_{\text{max}}(t) < \zeta|x_0, t_0]
\]
(D1)

and the probability of \( x_{\text{min}}(t) \) being the minimum is denoted by
\[
\mathcal{M}_{\text{min}}(t; \zeta|x_0, t_0) = \text{Probability}[\zeta < x_{\text{min}}(t)|x_0, t_0].
\]
(D2)

For simplicity, we will keep our discussion limited to the calculation of statistics of \( x_{\text{max}} \). Once we get it for the maximum, getting the results for the minimum \( x_{\text{min}} \) will be straightforward.

In equation (D1), the term Probability\([x_{\text{max}}(t) < \zeta|x_0, t_0]\) means that the particle that was initially at \( x_0 \) \((-\infty < x_0 < \zeta)\) has not escaped the region \([-\infty, \zeta]\). In other words, it has not hit the threshold \( x_{th} = \zeta \) until time \( t \). Therefore,
\[
\mathcal{M}_{\text{max}}(t; \zeta|x_0, t_0) = (1 - \mathcal{H}_U(t; \zeta|x_0, t_0)) \Theta(x_0 - \zeta).
\]
(D3)

where \( \mathcal{H}_U(t; \zeta|x_0, t_0) \) is the upcrossing probability for the threshold \( \zeta \), which was introduced in equation (B4). The Heaviside function \( \Theta(x_0 - \zeta) \) takes care of the fact that if initially the particle is located beyond \( \zeta \), then it is impossible to have \( \zeta \) as the maximum.

As the pdf corresponding to \( \mathcal{M}_{\text{max}}(t; \zeta|x_0, t_0) \) is \( p_{\text{max}}(t; \zeta|x_0, t_0) \), the mean maximum \( \langle x_{\text{max}}(t)|x_0 \rangle \) is given by
\[
\langle x_{\text{max}}(t)|x_0 \rangle = \int_{x_0}^{\infty} \zeta p_{\text{max}}(t; \zeta|x_0, t_0) d\zeta.
\]
(D4)
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Rather than having arbitrary values of $x_0$, we fix $x_0 = 0 (= x^*)$ without loss of generality. This will give us the average maximum excursion $\langle x_{\text{max}}(t) | x_0 \rangle$ about the mean position $x^* = 0$ in steady state.

The pdf $p_{\text{max}}(t; \zeta | x_0, t_0)$ is given by

$$ p_{\text{max}}(t; \zeta | x_0, t_0) = \frac{\partial M_{\text{max}}(t; \zeta | x_0, t_0)}{\partial \zeta} = -\frac{\partial H_U(t; \zeta | x_0, t_0)}{\partial \zeta} \Theta(\zeta - x_0) \tag{D5} $$

where we have used (D3) in the second step. Therefore,

$$ \langle x_{\text{max}}(t) | x_0 \rangle = \int_{-\infty}^{\infty} \zeta p_{\text{max}}(t; \zeta | x_0, t_0) d\zeta = x_0 + \int_{x_0}^{\infty} H_U(t; \zeta | x_0, t_0) d\zeta. \tag{D6} $$

For $x_0 = 0$, from the above equation we get

$$ \langle x_{\text{max}}(t) | 0 \rangle = \int_{0}^{\infty} H_U(t; \zeta | 0, t_0) d\zeta. \tag{D7} $$

In the above equation, replacing the time variable $t$ with the rescaled time variable $t_r$ where $t_r = \kappa t$, we get

$$ \langle x_{\text{max}}(t_r) | 0 \rangle = \int_{0}^{\infty} H_U(t_r; \zeta | 0, t_0) d\zeta. \tag{D8} $$

Taking the Laplace transform of both sides

$$ \langle \tilde{x}_{\text{max}}(s) | 0 \rangle = \int_{0}^{\infty} H_U(s; \zeta | 0) d\zeta = \frac{1}{s} \int_{0}^{\infty} F(s/2, 1/2, 0) \frac{F(s/2, 1/2, \kappa \zeta^2 / D)}{d\zeta} \tag{D9} $$

where we have used the expression of $\tilde{H}_U(s; \zeta | 0)$, which was already derived in appendix B2 and given in equation (B42). Using the following value,

$$ F(s/2, 1/2, 0) = 0 \tag{D10} $$

and using the following expansion

$$ F(s/2, 1/2, \kappa \zeta^2 / D) = 1 + s \frac{\kappa \zeta^2}{D} \tag{D11} $$

for small $\zeta$ the integral in equation (D9) simplifies to

$$ \langle \tilde{x}_{\text{max}}(s) | 0 \rangle = \frac{1}{s} \int_{0}^{\infty} \frac{d\zeta}{1 + (s \kappa \zeta^2 / D)} = \frac{\pi}{2} \sqrt{\frac{D}{\kappa}} s^{-3/2}. \tag{D12} $$

Carrying out the inverse Laplace transform, we get

$$ \langle x_{\text{max}}(t_r) | 0 \rangle = \left( \frac{D}{\kappa t_r} \right)^{1/2}. \tag{D13} $$

Finally, restoring physical time $t$, i.e. replacing $t_r$ by $\kappa t$, we get

$$ \langle x_{\text{max}}(t) | 0 \rangle = \sqrt{\pi Dt}. \tag{D14} $$
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As derived in detail in appendix D, it is shown that the average maximum \( \langle x_{\text{max}}(t) | 0 \rangle \) goes as

\[
\langle x_{\text{max}}(t) | 0 \rangle \simeq \sqrt{\pi D t}
\]

(D15)
i.e. the \( \langle x_{\text{max}}(t) | 0 \rangle \propto \sqrt{D t} \).

Next, let us calculate \( \langle x_{\text{min}}(t) | 0 \rangle \). If initially \( x_0 = 0 \), then \( \langle x_{\text{min}}(t) | 0 \rangle \) is related to the first downcrossing time to \( x_{\text{th}} = -\zeta \). We also know that

\[
H_D(t; -\zeta | 0, t_0) = H_U(t; \zeta | 0, t_0).
\]

(D16)

Therefore, without going through detailed calculations again, we can simply write

\[
\langle x_{\text{min}}(t) | 0 \rangle = -\langle x_{\text{max}}(t) | 0 \rangle = -\sqrt{\pi D t}.
\]

(D17)

The range scanned by the Brownian particle is also a time dependent random variable that depends on both \( x_{\text{max}}(t) \) and \( x_{\text{min}}(t) \). The average width of the range is denoted by \( \langle x_{\text{range}}(t) | 0 \rangle \). It can be evaluated directly by subtracting the average minimum from the average maximum, i.e.

\[
\langle x_{\text{range}}(t) | 0 \rangle = \langle x_{\text{max}}(t) | 0 \rangle - \langle x_{\text{min}}(t) | 0 \rangle = 2 \sqrt{\pi D t}.
\]

(D18)
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