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Abstract

Estimation of unknown noise covariances in a Kalman filter is a problem of significant practical interest in a wide array of applications. Although this problem has a long history, reliable algorithms for their estimation were scant, and necessary and sufficient conditions for identifiability of the covariances were in dispute until recently. Necessary and sufficient conditions for covariance estimation and a batch estimation algorithm. This paper presents stochastic gradient descent (SGD) algorithms for noise covariance estimation in adaptive Kalman filters that are an order of magnitude faster than the batch method for similar or better root mean square error (RMSE) and are applicable to non-stationary systems where the noise covariances can occasionally jump up or down by an unknown magnitude. The computational efficiency of the new algorithm stems from adaptive thresholds for convergence, recursive fading memory estimation of the sample cross-correlations of the innovations, and accelerated SGD algorithms. The comparative evaluation of the proposed method on a number of test cases demonstrates its computational efficiency and accuracy.
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ABSTRACT Estimation of unknown noise covariances in a Kalman filter is a problem of significant practical interest in a wide array of applications. Although this problem has a long history, reliable algorithms for their estimation were scant, and necessary and sufficient conditions for identifiability of the covariances were in dispute until recently. Necessary and sufficient conditions for covariance estimation and a batch estimation algorithm were presented in [7]. This paper presents stochastic gradient descent (SGD) algorithms for noise covariance estimation in adaptive Kalman filters that are an order of magnitude faster than the batch method for similar or better root mean square error (RMSE) and are applicable to non-stationary systems where the noise covariances can occasionally jump up or down by an unknown magnitude. The computational efficiency of the new algorithm stems from adaptive thresholds for convergence, recursive fading memory estimation of the sample cross-correlations of the innovations, and accelerated SGD algorithms. The comparative evaluation of the proposed method on a number of test cases demonstrates its computational efficiency and accuracy.
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I. INTRODUCTION

THE Kalman filter (KF) [1] is the minimum mean square error (MMSE) state estimator for discrete-time linear dynamic systems under Gaussian white noise with known first and second order statistics. It is also the best linear estimation algorithm when the noise processes are non-Gaussian with known covariances. It has found successful applications in numerous fields, such as navigation, weather forecasting, signal processing, econometrics and structural health monitoring, to name a few [16]. However, in many practical situations, including the ones mentioned above, the statistics of the noise covariances are often unknown or only partially known. Exploiting the whiteness property of the innovations in an optimal Kalman filter [3]–[6], previous work [4], [7] has derived necessary and sufficient conditions for estimating the unknown process noise and measurement noise covariances from data. In [7], we have presented a batch optimization algorithm to estimate the unknown covariances to minimize the sum of the normalized temporal cross-correlations of the innovations. In this paper, we explore an enhanced covariance estimation method based on a sequential mini-batch stochastic gradient descent algorithm with adaptive step sizes and iteration-dependent convergence thresholds.

A. PRIOR WORK

The key to process noise and measurement noise covariance estimation is an expression for the covariance of the state estimation error and of the innovations of any stable suboptimal filter as a function of noise covariances. This expression serves as a fundamental building block for the correlation-based methods for covariance estimation. Pioneering contributions using this approach were made by [3]–[6]. Relatively recently, Sarkka and Nummenmaa [2] proposed a variational Bayesian method for the joint recursive estimation of the dy-
namic state and measurement noise parameters in linear state space models. This method is based on forming a separable variational approximation to the joint posterior distribution of states and noise parameters at each time step separately. In general, the variational methods suffer from computational complexity and often converge to a local minimum.

Recently, Zhang et al. [7] proposed a new approach to estimate the process noise and measurement noise covariances of a system using the entire time series of innovation samples. For estimating the unknown covariances, Zhang et al. [7] proved that the identifiability conditions are related to the rank of a matrix involving the auto and cross-covariances of a weighted sum of innovations, where the weights are the coefficients of the minimal polynomial of the closed-loop system transition matrix of any stable, not necessarily optimal, Kalman filter. An optimization algorithm was developed to estimate the steady-state Kalman filter gain, the unknown noise covariance matrices, as well as the state prediction (and updated) error covariance matrix. A drawback of this approach is that it is a batch optimization method requiring the entire observation sequence to compute the cost and the gradient, is computationally expensive, and is applicable only to stationary systems. The present paper seeks to overcome these limitations.

B. CONTRIBUTION AND ORGANIZATION OF THE PAPER

In this paper, we develop a sequential mini-batch estimation method with adaptive step size rules to improve the computational efficiency of the algorithm in [7]. Our approach replaces the batch innovation covariance estimates with sequential fading memory mini-batch estimates when updating the Kalman filter gain. We also enhance the algorithm by investigating the performance of several accelerated stochastic gradient descent (SGD) methods, viz., Constant, Bold driver, Subgradient, RMSProp, Adam, Adadelta step-size selection methods [8]–[11], and enhance their computational efficiency via iteration-dependent dynamic thresholds for convergence. The SGD methods, together with change detection algorithms, enable the estimation of noise covariances in non-stationary systems in a decision-directed manner. The jumps are assumed to occur occasionally and after the filter has reached a steady-state. The validation of the proposed method on several test cases from the literature and on non-stationary systems demonstrates its efficacy.

The paper is organized as follows. In Section II, we provide an overview of the batch gradient descent method for estimating the unknown noise covariances. Then, in Section III, we present the sequential mini-batch gradient descent method for optimizing the Kalman gain and consequently estimating the measurement and process noise covariances. We also discuss how we enhanced our approach using fading memory filter-based innovation correlation estimation, stochastic gradient descent (SGD) update of the Kalman gain, dynamic thresholding for algorithm convergence, and accelerated step size rules for the SGD update. Section IV provides evidence that the computational performance of the proposed methods is substantially better than the batch estimation algorithm via numerical examples and demonstrate its applicability to non-stationary systems where the noise covariances abruptly jump by an unknown, but finite, magnitude occasionally. Lastly, we conclude the paper and discuss our future work in Section V.

II. BATCH GRADIENT DESCENT METHOD FOR ESTIMATING Q AND R

Consider a linear discrete-time stochastic dynamic system

\[
x(k + 1) = Fx(k) + \Gamma v(k) \tag{1}
\]

\[
z(k) = Hx(k) + w(k) \tag{2}
\]

where \(x(k)\) is the state vector, \(z(k)\) is the measurement vector, \(F\) and \(H\) are the state transition matrix and the measurement matrix, respectively, and \(\Gamma\) is the noise gain matrix. Here, the process noise, \(v(k)\) and the measurement noise, \(w(k)\) are assumed to be zero-mean white Gaussian noise processes with unknown process noise covariance \(Q\) and unknown measurement noise covariance \(R\), respectively. We allow for \(Q\) and \(R\) to change occasionally (see Section IV). These two noise covariance sequences and the initial state are assumed to be mutually independent in time.

When \(Q\) and \(R\) are known, the Kalman filter involves consecutive processes of prediction and update given by

\[
\hat{x}(k + 1|k) = F\hat{x}(k|k) \tag{3}
\]

\[
\nu(k + 1) = z(k + 1) - H\hat{x}(k + 1|k) \tag{4}
\]

\[
\hat{x}(k + 1|k + 1) = \hat{x}(k + 1|k) + W(k + 1)\nu(k + 1) \tag{5}
\]

\[
P(k + 1|k) = FP(k|k)F' + \Gamma Q \Gamma' \tag{6}
\]

\[
S(k + 1) = HP(k + 1|k)H' + R \tag{7}
\]

\[
W(k + 1) = P(k + 1|k)H'S(k + 1)^{-1} \tag{8}
\]

\[
P(k + 1|k + 1) = P(k + 1|k) - W(k + 1)S(k + 1)W(k + 1)' \tag{9}
\]

The Kalman filter predicts the next state estimate at time index \((k + 1)\), given the observations up to time index \(k\) in (3) and the concomitant predicted state estimation error covariance in (6), using system dynamics, the updated state error covariance \(P(k|k)\) at time index \(k\) and the process noise covariance, \(Q\). The updated state estimate at time \((k + 1)\) in (5) incorporates the measurement at time \((k + 1)\) via the Kalman gain matrix in (8), which depends on the innovation covariance \(S(k + 1)\) (which in turn depends on the measurement noise covariance, \(R\)) and the predicted state error covariance \(P(k + 1|k)\). The updated state error covariance \(P(k + 1|k + 1)\) is computed via (9).
A. IDENTIFIABILITY CONDITIONS FOR ESTIMATING Q AND R

When Q and R are unknown, consider the innovations corresponding to a stable, suboptimal closed-loop filter matrix \( \bar{F} = F(I_{n_x} - WH) \) given by [7], [15]

\[
\nu(k) = HF^m \tilde{x}(k - m|k - m - 1) + \left\{ H \sum_{j=0}^{m-1} F^{m-1-j} \Gamma v(k - m + j) - FWw(k - m + j) \right\} + w(k)
\]

where \( \tilde{x}(k - m|k - m - 1) = x(k - m) - \bar{x}(k-m|k-m-1) \) is the predicted error at time \( (k - m) \). Given the innovation sequence (10), let us define a weighted sum of innovations, \( \xi(k) = \sum_{i=0}^{m} a_i \nu(k-i) \), where the weights are the coefficients of the minimal polynomial of the closed-loop filter matrix \( \bar{F} \), \( \sum_{i=0}^{m} a_i F^{m-i} = 0, a_0 = 1 \). It is easy to see that \( \xi(k) \) is the sum of two moving average processes driven by the process noise and measurement noise, respectively, given by [7]

\[
\xi(k) = \sum_{i=1}^{m} B_i \nu(k-l) + \sum_{i=0}^{m} G_i w(k-l)
\]

Here, \( B_l \) and \( G_l \) are given by

\[
B_l = H \left( \sum_{i=0}^{l-1} a_i F^{l-i-1} \right) \Gamma
\]

\[
G_l = \left[ a_l I_{n_z} - H \left( \sum_{i=0}^{l-1} a_i F^{l-i-1} \right) FW \right]
\]

\[
G_0 = I_{n_z}
\]

Then, if we define the cross-covariance between \( \xi(k) \) and \( \xi(k-j) \) as \( L_j \), we obtain

\[
L_j = E[\xi(k)\xi(k-j)'] = \sum_{i=j+1}^{m} B_i Q B_{i-j}' + \sum_{i=j}^{m} G_i R G_{i-j}'
\]

The noise covariance matrices \( Q = [q_{ij}] \) of dimension \( n_y \times n_y \) and \( R = [r_{ij}] \) of dimension \( n_x \times n_x \) are positive definite and symmetric. By converting noise covariance matrices and the \( L_j \) matrices as vectors, Zhang et al. [7] show that they are related by the noise covariance identifiability matrix \( I \) as in (16).

\[
I \begin{bmatrix} \text{vec}(Q) \\ \text{vec}(R) \end{bmatrix} = \begin{bmatrix} L_0 \\ L_1 \\ \vdots \\ L_m \end{bmatrix}
\]

As shown in [7], if matrix \( I \) has full column rank, then the unknown noise covariance matrices, \( Q \) and \( R \) are identifiable.

B. OBJECTIVE FUNCTION AND THE GRADIENT

Innovations of an optimal Kalman filter are white, meaning that they are uncorrelated over time [3]–[6]. In contrast, the innovation sequence \( \{\nu(k)\}_{k=1}^{N_k} \) will be correlated if the Kalman filter gain is not optimal. The correlation methods exploit this non-whiteness property of the innovations of a suboptimal Kalman filter by minimizing a measure of the cross-correlations of the innovations over a lag window of length up to \( M \geq n_x \) for estimating the optimal Kalman filter gain \( W \) from the computed innovations. The \( M \) sample covariance matrices \( \hat{C}(i) \) for each lag \( i = 0, 1, 2, ..., M - 1 \) are given by (17).

\[
\hat{C}(i) = \frac{1}{N_k - M} \sum_{j=1}^{N_k-M} \nu(j)\nu(j+i)', i = 0, 1, 2, ..., M - 1
\]

On the other hand, the ensemble cross-correlation of a steady-state suboptimal Kalman filter is related to the closed-loop filter matrix \( \bar{F} \), the matrix \( F \), the measurement matrix \( H \), the predicted innovation covariance matrix \( \bar{P} \), filter gain \( W \) and the innovation covariance, \( C(0) \) via [5], [6]

\[
C(i) = E[\nu(k)\nu(k-i)'] = H\bar{F}^{i-1}F[\bar{P}H' - WC(0)]
\]

The objective function \( J \) formulated in [7] involves minimization of the sum of normalized \( C(i) \) with respect to the corresponding diagonal elements of \( C(0) \) for \( i > 0 \). Formally, we can define the objective function \( J \) to be minimized with respect to \( W \) as

\[
J = \frac{1}{2} \operatorname{tr} \left\{ \sum_{i=1}^{M-1} \left[ \operatorname{diag}(C(0)) \right]^{-\frac{1}{2}} C(i) \left[ \operatorname{diag}(C(0)) \right]^{-\frac{1}{2}} \right\}
\]

where \( \operatorname{diag}(C) \) denotes the diagonal matrix of \( C \) or equivalently the Hadamard product of an identity matrix with \( C \). We can rewrite the objective function by substituting (19) into (18) as

\[
J = \frac{1}{2} \operatorname{tr} \left\{ \sum_{i=1}^{M-1} \Theta(i) X \varphi X' \right\}
\]

where

\[
\Theta(i) = [H\bar{F}^{i-1}F]'\varphi[H\bar{F}^{i-1}F]
\]

\[
X = \bar{P}H' - WC(0)
\]

\[
\varphi = \left[ \operatorname{diag}(C(0)) \right]^{-1}
\]

The gradient of objective function \( \nabla_W J \) can be computed as [7]
\[ \nabla_W J = -\sum_{i=1}^{M-1} [HF^{i-1}F']^t \varphi C(i) \varphi C(0) - F'ZF \]
\[ - \sum_{i=2}^{i-2} \left[ C(l+1) \varphi C(i) \varphi H \tilde{F}^{i-1-2} \right] \] (24)

The Z term in (24) is computed by the Lyapunov equation; it is often small and can be neglected for computational efficiency.

\[ Z = \tilde{F}'Z\tilde{F} + \frac{1}{2} \sum_{i=1}^{M-1} (HF^{i-1}F')^t \varphi C(i) \varphi H \]
\[ + (HF^{i-1}F')^t \varphi C(i) \varphi H \] (25)

In computing the objective function and the gradient, we replace \( C(i) \) by their sample estimates, \( \tilde{C}(i) \). Evidently, the covariance estimation is a stochastic optimization problem.

C. ESTIMATION OF \( Q \) AND \( R \)

1) Estimation of \( R \)

Let us define \( \mu(k), k = 1, 2, \cdots, N_k \), as the post-fit residual sequence of the Kalman filter, which is related to the innovations \( \nu(k), k = 1, 2, \cdots, N_k \) via

\[ \mu(k) = z(k) - H\hat{x}(k|k) = (I_{n_x} - HW)\nu(k) \] (26)

From the joint covariance of the innovation sequence \( \nu(k) \) and the post-fit residual sequence \( \mu(k) \), and the Schur determinant identity [12], [13], one can show that [7]

\[ G = E[\mu(k)\mu(k)'] = RS^{-1}R \] (27)

where \( S \) is the innovation covariance. Because (27) can be interpreted as a simultaneous diagonalization problem in linear algebra [13] or as a continuous-time algebraic Riccati equation, the measurement covariance \( R \) can be estimated by solving the simultaneous diagonalization problem via Cholesky decomposition and Eigen decomposition, or by solving a continuous-time Riccati equation as in [7], [14].

2) Estimation of \( Q \)

Given the estimated \( R \), we can compute the process noise covariance \( Q \) and the steady-state state updated covariance \( P \). This requires an iterative process because \( Q \) and \( P \) are coupled in the general case, Wiener process being an exception where an explicit non-iterative solution \( Q = WSW' \) is possible [7]. Letting \( t \) and \( l \) denote the iteration indices starting with \( t = 0 \) and \( l = 0 \), and using an initial \( Q^{(0)} = WSW' \), we initialize the steady-state updated covariance matrix \( P \) as the solution of the Lyapunov equation in (28)

\[ P^{(0)} = \tilde{F} P^{(0)} \tilde{F}' + W RW' \]
\[ + (I_{n_x} - WH)\Gamma Q^{(l)} \Gamma' (I_{n_x} - WH) \] (28)

where \( \tilde{F} = (I_{n_x} - WH)F \). We iteratively update \( P \) as in (29) until convergence

\[ P^{(t+1)} = \left[ (FP^{(l)}F' + \Gamma Q^{(l)} \Gamma')^{-1} + H' R^{-1} H \right]^{-1} \] (29)

Given the converged \( P, Q \) will be updated in the \( t \)-loop until the estimate of \( Q \) converges. Note that \( \lambda_Q \) is a regularization parameter used for ill-conditioned estimation problems.

\[ Q^{(t+1)} = \Gamma' \left[ (P + WSW' - FP'F')^{(t+1)} + \lambda_Q I_{n_x} \right] (\Gamma')' \] (30)

D. BATCH ESTIMATION ALGORITHM

A sample pseudo code of the batch estimation algorithm is shown below. In the outer-loop, the estimated \( Q \) and \( R \) of the previous iteration are used to refine the estimates. Typically, less than 10 outer-loop iterations are needed.

Algorithm 1 Pseudo code of batch gradient descent-based on adaptive Kalman filtering algorithm

1: input: \( W_0, \alpha \triangleright W_0 \): initial gain, for example, by solving a steady-state Riccati equation from an initial \( R^{(0)} \) and \( Q^{(0)} \)
\( \alpha \triangleright \): step size
2: for \( t = 1 \) to \( N_t \) do \( \triangleright \) \( N_t \): Max. Num. outer-loop iter.
3: for \( l = 1 \) to \( N_l \) do \( \triangleright \) \( N_l \): Max. Num. inner-loop iter.
4: for \( k = 1 \) to \( N_k \) do \( \triangleright \) \( N_k \): Num. samples
5: compute innovation correlations, \( \nu(k) \)
6: end for
7: compute \( \hat{C} \)
8: compute objective function \( J \)
9: compute gradient \( \nabla_W J \)
10: update the step size \( \alpha^{(l)} \)
11: update gain \( W^{(t+1)} = W^{(l)} - \alpha^{(l)} \nabla_W J(W^{(l)}) \)
12: end for
13: update \( R^{(t+1)} \) and \( Q^{(t+1)} \)
14: end for

III. SEQUENTIAL MINI-BATCH GRADIENT DESCENT METHOD FOR ESTIMATING \( Q \) AND \( R \)

In this section, we provide an overview of the sequential mini-batch SGD method for estimating the unknown \( Q \) and \( R \). We introduce five enhancements to the batch estimation algorithm: recursive fading memory estimation of the sample cross-correlations of innovations, mini-batch SGD, dynamic thresholds for inner-loop termination, accelerated SGD, and simplified gradient computation by neglecting the \( Z \) term in (24). The recursive nature of our algorithm makes it amenable for the estimation of noise covariances in non-stationary systems. The non-stationarity is assumed to arise from abrupt changes of unknown magnitude in noise covariances occasionally and after the filter reaches the steady-state.
A. RECURSIVE FADING MEMORY

We compute the sample correlation matrix \( \hat{C}_{\text{seq}}(i) \) at sample \( k \) for time lag \( i \) as a weighted combination of the correlation matrix \( \hat{C}_{\text{seq}}^{k-1}(i) \) at the previous sample \( (k - 1) \) for time lag \( i \) and the samples of innovations \( \nu(k - i) \) and \( \nu(k) \). The tuning parameter \( \lambda \), a positive constant between 0 and 1, is the weight associated with the previous sample correlation matrix. The current \( M \) sample correlation matrices are used as the initial values for the next pairs.

\[
\begin{align*}
\hat{C}_{\text{seq}}^k(i) &= (1 - \lambda)\nu(k - i)\nu(k)' + \lambda \hat{C}_{\text{seq}}^{k-1}(i), \\
\hat{C}_{\text{seq}}^0(i) &= 0, \quad i = 0, 1, 2, \ldots M - 1; \quad k = M, \ldots, N_k
\end{align*}
\]

B. UPDATING GAIN W SEQUENTIALLY

Let \( B \) be the mini-batch size and let \( K = N_k/B \) be the number of mini-batches (we assume that \( N_k \) is divisible by \( B \) for simplicity). While the mini-batch gradient descent sequentially updates the \( M \) sample covariance matrices at every input sample, we update the Kalman filter gain \( W \) when the sample index \( k \) is divisible by the size of mini-batch \( B \) using the gradient of the objective function at sample \( k \). Several accelerated gradient methods, which will be discussed in the next section, can be applied for updating the optimal Kalman filter gain. Sequential mini-batch gradient descent allows more opportunities to converge to a better local minimum by frequent update of the gain than the batch algorithm. This also enables us to experiment with dynamic convergence thresholds, while the batch estimation algorithm performs poorly with such adaptations. The generic form of gain update is

\[
W^{(r+1)} = W^{(r)} - \alpha^{(r)} \nabla_W J
\]

Equation (9) for the updated state error covariance \( P(k + 1|k + 1) \) can be replaced with (34) in the Joseph form. Although (34) is more expensive computationally, it is less sensitive to round-off error because it guarantees that the updated state covariance matrix will remain positive definite. Raghavan et al. [19] suggested another way to ensure positive definiteness of the updated state covariance matrix via square root factorization algorithms.

\[
P = (I_n - WH)\hat{P}(I_n - WH)' + WRW'
\]

C. ENHANCEMENT OF COMPUTATIONAL EFFICIENCY

1) Dynamic thresholds for the inner-loop termination

We have found experimentally that the termination threshold during the initial outer-loop iterations can be relaxed considerably and can be made progressively tighter as the iterations progress. Consequently, we apply an exponentially decaying dynamic threshold to terminate the inner-loop gain updating process. The following outer-loop iteration-dependent dynamic threshold to terminate the inner-loop gain update was found to work well in our computational experiments. This has substantial impact on the speedup of the sequential algorithm by up to 8 times without loss in the accuracy of RMSE. However, the batch algorithm in [7] exhibits erratic behavior with a significant increase in RMSE when dynamic thresholds are used.

\[
\zeta : e^{-6} + e^{-10(\frac{i - 1}{N_k})} \times (e^{-3} - e^{-6}); \quad t = 1, 2, \ldots, N_t
\]

Note that the dynamic threshold is related to conditions 1 to 3 of the following termination conditions:

- **Condition 1**: The converged Kalman filter gain \( W \) is less than the dynamic threshold \( \zeta \).
- **Condition 2**: The gradient of Kalman filter gain (24) is less than the dynamic threshold \( \zeta \).
- **Condition 3**: The objective function value in (19) is less than the dynamic threshold \( \zeta \) from zero.
- **Condition 4**: The number of epochs exceeds a parameter “Patience” described in [7].
- **Condition 5**: The maximum number of inner-loop iterations is reached.

2) Simplified gradient computation

Computational testing has shown that the \( Z \) term in (25) needed for the gradient computation in (24) is typically small. Consequently, we simplified the gradient computation by neglecting the \( Z \) term. Although the gradient is approximate, the simplification can reduce the computational cost of the algorithm with little or no impact on the RMSE of the covariance estimates.

\[
\nabla_W J = - \sum_{i=1}^{M-1} \left[ H F_{i-1} \right]' \varphi^2 C(i) \varphi^2 C(0) \\
- \sum_{i=0}^{i-2} \left[ C(i + 1) \varphi^2 C(i)' \varphi^2 H F_{i-1-2} \right]'
\]

D. ACCELERATED GRADIENT METHODS

The incremental gradient algorithm in (33) can be sped up by adaptively selecting the step size \( \alpha^{(r)} \).

1) Bold driver Method

The bold driver method used in [7], [11] is an adaptive step size algorithm. We initialize this algorithm as

\[
\alpha^{(0)} = \min \left( \frac{c}{K}, \left( \frac{N_k}{N_s} \right)^2, \epsilon \right)
\]

where \( c > 0 \) is a constant, \( N_s \) is a hyper-parameter, \( N_k \) is the total number of observed samples and \( K = N_k/B \). We use a smaller step size to prevent unstable gains if the mini-batch size is small.
The step size $\alpha^{(r)}$ is determined automatically at each iteration after taking the current objective function value $J^{(r)}$ to the previous value $J^{(r-1)}$, shown in (38):

$$\alpha^{(r)} = \begin{cases} 0.5\alpha^{(r-1)}, & \text{if } J^{(r)} > J^{(r-1)} \\ m\alpha(1.1\alpha^{(r-1)}, \hat{c}), & \text{otherwise} \end{cases}$$

(38)

where $\hat{c}$ is the maximum step size defined as,

$$\hat{c} = \min \left( \frac{N_k}{N_s}, c_{\max} \right)$$

(39)

We set the maximum step size $c_{max}$ at 0.2.

2) Constant Step Size Method

Compared to the bold driver method, the constant step size method uses a fixed step size at every iteration. The step size needs to be small to avoid unstable gains.

3) Subgradient

The subgradient method [20] is a simple algorithm for minimizing non-differentiable functions. Since zero is a lower bound on the cost function (recall that innovations of an optimal Kalman filter are uncorrelated over time), we use the following step size for this method

$$\alpha^{(r)} = \alpha^{(0)} \frac{J}{\|\nabla W^{(r)} J\|^2}$$

(40)

where $0 \leq \alpha^{(0)} \leq 2$. We used $\alpha^{(0)} = \hat{c}$ in (39). The subgradient method can be combined with the bold driver method as discussed in [12]. We have not experimented with this combination.

4) RMSProp

RMSProp [10] keeps track of the moving average of the squared incremental gradients for each gain element for adapting the element-wise step size.

$$\tau_{r,ij} = \gamma \tau_{r-1,ij} + (1 - \gamma) \|\nabla W^{(r)} J_{ij}\|^2; \tau_0 = 0$$

(41)

$$\alpha^{(r)}_{ij} = \frac{\alpha^{(0)}_{ij}}{\sqrt{\tau_{r,ij}} + \epsilon}$$

(42)

Here, $\gamma = 0.9$ is the default value and $\epsilon = 10^{-8}$ to prevent division by zero.

5) Adam

Adaptive Moment Estimation (Adam, [9]) update computes an adaptive learning rate from the filtered estimates of the gradient and the mean square value of the gradient. The method is appropriate for non-stationary systems and for problems with very noisy and/or sparse gradients. Adam keeps track of an exponentially decaying averages of the past gradients $m_r$, and the past mean squared gradients $\tau_r$, via

$$m_r = \beta_1 m_{r-1} + (1 - \beta_1) \nabla W^{(r)} J; m_0 = 0$$

(43)

$$\tau_{r,ij} = \beta_2 \tau_{r-1,ij} + (1 - \beta_2) \|\nabla W^{(r)} J_{ij}\|^2; \tau_0 = 0$$

(44)

Here $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$ are used as default values in this paper.

Then, we compute bias-corrected gradient and mean square estimates $\hat{m}_r$ and $\hat{\tau}_r$ as

$$\hat{m}_r = \frac{m_r}{1 - \beta_1^r}$$

(45)

$$\hat{\tau}_r = \frac{\tau_r}{1 - \beta_2^r}$$

(46)

Finally, (33) is used with the filtered and bias-corrected gradient $\hat{m}_r$ instead of the incremental gradient $\nabla W^{(r)} J$ and with the adaptive step size $\alpha^{(r)}_{ij}$ given by

$$\alpha^{(r)}_{ij} = \frac{\alpha^{(0)}_{ij}}{\sqrt{\tau_{r,ij}} + \epsilon}$$

(47)

6) Adadelta

Adadelta [8] dynamically adapts the learning rate over time using a fading memory average of all past squared gradients and squared gain (parameter) changes. The filtered gradient squared $\tau_r$ and filtered squared gain increments $\Delta_r$ are computed as

$$\tau_{r,ij} = \gamma \tau_{r-1,ij} + (1 - \gamma) \|\nabla W^{(r)} J_{ij}\|^2; \tau_0 = 0$$

(48)

$$\Delta_{r,ij} = \delta \Delta_{r-1,ij} + (1 - \delta) (W_{ij}^{(r)} - W_{ij}^{(r-1)})^2; \Delta_0 = 0$$

(49)

Typical default decay rates are $\delta = \gamma = 0.9$. The element-wise step size for Adadelta algorithm is given by

$$\alpha^{(r)}_{ij} = \frac{\sqrt{\Delta_{r-1,ij}} + \epsilon}{\sqrt{\tau_{r,ij}} + \epsilon}$$

(50)

The pseudo code for the sequential mini-batch SGD estimation algorithm is included as Algorithm 2.

E. SEQUENTIAL MINI-BATCH GRADIENT DESCENT METHOD IN NON-STATIONARY SYSTEMS

Killick et al. [17] proposed an algorithm for detecting multiple abrupt changes in a signal sequence. The changes can be in the mean of the signal, its root-mean-square (RMS) value, or its standard deviation (STD). The sequential algorithm of this paper was coupled with the change-point detection algorithm in [17] to detect changes in the statistical behavior of innovations to restart the parameter estimation procedure at every change point. We used the RMS deviation in innovations as the characteristic change-point to be detected.

Our decision-directed estimation procedure works as follows: First, we invoke the estimation algorithm on all observation samples assuming a stationary system. Then, the change-point detection algorithm is invoked to detect abrupt
Algorithm 2 Pseudo code of sequential mini-batch gradient descent-based on adaptive Kalman filtering algorithm

1: input: \(W^0, \alpha^0, B \triangleright W^0\): initial gain, \(\alpha^0\): initial step size, \(B\): batch size
2: for \(t = 1 \to N_t\) do \(\triangleright N_t\): Max. Num. outer-loop iter.
3: for \(l = 1 \to N_l\) do \(\triangleright N_l\): Max. Num. inner-loop iter.
4: \(r = 0\) \(\triangleright\) Initialize the updating index \(r\)
5: for \(k = 1 \to N_k\) do \(\triangleright N_k\): Num. samples
6: compute innovation correlations \(\nu(k)\)
7: if \(k > N_b + M\) then \(\triangleright N_b\): Num. burn-in samp.
8: compute \(C\)
9: if Mod\((k, B) = 0\) then
10: compute objective function \(J\)
11: compute gradient \(\triangledown_W J\)
12: update the step size \(\alpha^r\)
13: \(W_{ij}^{r+1} = W_{ij}^{r} - \alpha^r_j [\triangledown_W (J)]_{ij}\)
14: \(r = r + 1\)
15: end if
16: end if
17: end for
18: end for
19: update \(R(t)\) and \(Q(t)\)
20: end for

Algorithm 3 Pseudo code of sequential mini-batch SGD algorithm for a non-stationary system

1: input: \(W^0, Q^0, R^0, \alpha^0, B, N_k, N_p \triangleright W^0\): initial gain, \(Q^0\): initial \(Q, R^0\): initial \(R, \alpha^0\): initial step size, \(B\): batch size, \(N_k\): Num. of samples, \(N_p\): Num. of change points
2: Obtain the innovation sequence \(\{\nu(k)\}_{k=1}^{N_{\nu}}\)
\(\triangleright\) Call Algorithm 2 assuming a stationary system
3: Detect the \(p\) abrupt change-points \(\Omega_y, y = 1, 2, \ldots, p\)
\(\triangleright\) Call Change-points detection algorithm given \(\{\nu(k)\}_{k=1}^{N_{\nu}}\) and \(N_p\) described in Algorithm 4
4: for \(y = 1 \to p\) do
5: Select samples from \(N_{range} = [\Omega_{y-1} : \Omega_y]\); \(\Omega_0 = 1\)
6: Update \(R(y), Q(y)\) \(\triangleright\) Call Algorithm 2 with samples from \(N_{range} = [\Omega_{y-1} : \Omega_y]\)
7: end for

IV. NUMERICAL EXAMPLES

In this section, we first investigate the performance of the accelerated stochastic gradient descent (SGD) methods using the five examples in [7]. These examples consist of 1) a second-order kinematic system (a white noise acceleration or nearly constant velocity model); 2) a system described in [3]; 3) A five-state system with diagonal \(Q\) and \(R\); 4) A detectable, but not completely observable, system; and 5) A three-state ill-conditioned system.

We perform 100 Monte Carlo simulations for each case with an assumed “patience” of 5, the lags \(M = 5\), a dynamic threshold \(\zeta\) in (35), \(c_{max} = 0.2, c = 0.01, N_t = 20, N_l = 100, N_k = 1,000\) and \(N_{range} = 1,000\). The lag \(M = 30\) is applied to Case 1 to conform with [7], and we used 10,000 samples for Case 3. The ill-conditioned Case 5 was simulated with 200 Monte Carlo runs to be consistent with [4], [7]. We show that the SGD methods are considerably faster than the batch method used in [7], especially for difficult Cases 3-5. We show that there is a modest speedup of 10% when the \(Z\) term in (24) is neglected without loss in RMSE accuracy.

For each case, the best gradient descent method and the optimal mini-batch size were somewhat different in terms of RMSE and processing time. However, when considered in aggregate, Adam update with a mini-batch size of 64 works well across all the example cases. Consequently, we
show the computational speedup of the Adam’s version of the sequential mini-batch algorithm over the batch method. The SGD algorithms are particularly effective on Case 3 and the ill-conditioned estimation problems represented by Cases 4 and 5.

We also demonstrate the utility of the sequential method in estimating $Q$ and $R$ in non-stationary systems by coupling it with a change detection method [17], [18] to obtain a decision-directed adaptive Kalman filter. For the non-stationary system, we apply our proposed method to the system used in [3]. In this paper, computational simulations were run on a computer with an Intel Core i7-8665U processor and 16 GB of RAM.

A. COMPARISON OF ACCELERATED SGD METHODS AND THE BATCH METHOD

1) Case 1

The system is described by

$$F = \begin{bmatrix} 1 & 0.1 \\ 0 & 1 \end{bmatrix}, \quad H = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} 0.005 \\ 0.1 \end{bmatrix} \quad (51)$$

Fig. 1 shows the RMSE of accelerated gradient descent methods for estimating $Q$ and $R$ for varying mini-batch sizes. In estimating $Q$, RMSE values of all sequential algorithms are larger than the batch algorithm, but the RMSE itself was very small. In estimating $R$, RMSProp and Adam show good performance over all mini-batch sizes. Constant, Bold driver and Subgradient methods have slightly higher RMSE for Case 1. All the update methods resulted in consistent state estimates, as measured by the normalized innovation squared (NIS) metric [16].

Table 1 shows Monte Carlo simulation results for estimating the noise parameters using Adam for various mini-batch sizes. Adam with a mini-batch size of 128 shows a good trade-off between computational efficiency and RMSE for this example.

Fig. 2 shows the averaged NIS of SGD (Adam; mini-batch size of 64) method and the 95% probability region. As with the batch method, the Adam SGD-based Kalman filter is consistent.

2) Case 2

For Case 2, the system simulated is assumed to be as follows.

$$F = \begin{bmatrix} 0.8 \\ -0.4 \end{bmatrix}, \quad H = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} 1 \\ 0.5 \end{bmatrix} \quad (52)$$

In Case 2, RMSProp shows similar or better performance than the batch method in estimating $Q$ and $R$ as shown in Fig. 3. Adam can provide very good estimates of $Q$ and $R$ when the mini-batch size is larger than 64. The Subgradient, Constant and Bold driver updates tend to have higher RMSE values than the Batch method for the ranges of mini-batch sizes examined as shown in Fig. 3, but the state estimates are consistent as measured by NIS.

As one can see from Table 2, Adam shows improved computational efficiency over the batch method for all mini-batch sizes, but it is more effective when the batch size is larger than 64. Note that RMSProp shows the least RMSE in estimating the noise parameters among the accelerated SGD methods for Case 2. In particular, RMSProp with a mini-batch size of 64 provided the best parameter estimates with the least computation time of 114 seconds for all 100 MC runs, i.e., 1.14 seconds per run (not shown).

3) Case 3

The system matrices in Case 3 are

$$F = \begin{bmatrix} 0.75 & -1.74 & -0.3 & 0 & -0.15 \\ 0.09 & 0.91 & -0.0015 & 0 & -0.008 \\ 0 & 0 & 0.95 & 0 & 0 \\ 0 & 0 & 0 & 0.55 & 0 \\ 0 & 0 & 0 & 0 & 0.905 \end{bmatrix} \quad (53)$$
TABLE 1: Monte Carlo Simulation for Case 1 with M = 30 (100 Runs; 1,000 samples)

| Type (Batch size) | Run time (sec) | R (Truth = 0.01) | Q (Truth = 0.0025) | P\textsubscript{11} (Truth = 0.0011) | P\textsubscript{22} (Truth = 5.13 \times 10^{-4}) | W\textsubscript{11} (Truth = 0.0952) | W\textsubscript{21} (Truth = 0.0476) |
|-------------------|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Batch             | 123            | Mean 4.64 \times 10^{-4} | Mean 0.0027 | Mean 0.0011 | Mean 1.55 \times 10^{-4} | Mean 5.45 \times 10^{-4} | Mean 0.0936 |
| Adam(8)           | 536            | Mean 4.53 \times 10^{-4} | Mean 0.0038 | Mean 0.0012 | Mean 1.61 \times 10^{-4} | Mean 6.97 \times 10^{-4} | Mean 0.1023 |
| Adam(16)          | 408            | Mean 4.40 \times 10^{-4} | Mean 0.0028 | Mean 0.0014 | Mean 1.52 \times 10^{-4} | Mean 5.57 \times 10^{-4} | Mean 0.0930 |
| Adam(32)          | 421            | Mean 4.51 \times 10^{-4} | Mean 0.0029 | Mean 0.0015 | Mean 1.80 \times 10^{-4} | Mean 5.74 \times 10^{-4} | Mean 0.0962 |
| Adam(64)          | 124            | Mean 4.40 \times 10^{-4} | Mean 0.0028 | Mean 0.0014 | Mean 2.06 \times 10^{-4} | Mean 7.68 \times 10^{-4} | Mean 0.1043 |
| Adam(128)         | 102            | Mean 4.42 \times 10^{-4} | Mean 0.0033 | Mean 0.0016 | Mean 1.51 \times 10^{-4} | Mean 6.20 \times 10^{-4} | Mean 0.0957 |

TABLE 2: Monte Carlo Simulation for Case 2 with M = 5 (100 Runs; 1,000 samples)

| Type (Batch size) | Run time (sec) | R (Truth = 1.00) | Q (Truth = 1.00) | P\textsubscript{11} (Truth = 1.89) | P\textsubscript{22} (Truth = 0.35) | W\textsubscript{11} (Truth = 0.65) | W\textsubscript{21} (Truth = 0.09) |
|-------------------|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Batch             | 478            | Mean 1.03       | Mean 0.98       | Mean 1.88       | Mean 0.35       | Mean 0.64       | Mean 0.10       |
| Adam(8)           | 298            | Mean 0.95       | Mean 1.05       | Mean 1.94       | Mean 0.36       | Mean 0.67       | Mean 0.10       |
| Adam(16)          | 228            | Mean 0.97       | Mean 1.05       | Mean 1.94       | Mean 0.37       | Mean 0.67       | Mean 0.10       |
| Adam(32)          | 198            | Mean 1.00       | Mean 1.04       | Mean 1.93       | Mean 0.36       | Mean 0.66       | Mean 0.10       |
| Adam(64)          | 157            | Mean 0.94       | Mean 1.05       | Mean 1.94       | Mean 0.36       | Mean 0.67       | Mean 0.10       |
| Adam(128)         | 161            | Mean 0.97       | Mean 1.02       | Mean 1.91       | Mean 0.36       | Mean 0.66       | Mean 0.09       |

Fig. 4 shows that all the accelerated SGD methods have larger RMSE values than the batch method in estimating Q\textsubscript{11}, and the subgradient and Adam updates show lower RMSE for the estimated R\textsubscript{11} at all mini-batch sizes. The RMSE values of the SGD methods are slightly larger than the batch method in Case 3.
batch size of 64 shows a good trade-off between computational efficiency and RMSE among all the accelerated SGD methods.

4) Case 4
The unobservable (but detectable) system for Case 4 is described by

\[
F = \begin{bmatrix}
0.1 & 0 & 0.1 \\
0 & 0.2 & 0 \\
0 & 0 & 0.3
\end{bmatrix},
H = \begin{bmatrix}
1 & 0 \\
0.1 & 0.2 & 0 \\
0 & 0 & 0.3
\end{bmatrix},
\Gamma = \begin{bmatrix}
1 \\
2 \\
3
\end{bmatrix}
\]  \quad (55)

Fig. 5 clearly shows that SGD methods can estimate \(Q\) and \(R\) with lower RMSE when compared to the Batch method. In this example, Constant and Bold driver methods have lower RMSE values for estimating \(Q\) and \(R\) for mini-batch sizes less than 32. The RMSE values in estimating noise parameters are smaller with larger mini-batch sizes as shown in Table 4. As in the case of batch gradient descent method, better estimates are obtained by the addition of regularization term \(\lambda Q = 0.1\).

5) Case 5
The system matrices for Case 5 are assumed to be as follows.

\[
F = \begin{bmatrix}
0.1 & 0 & 0.1 \\
0 & 0.2 & 0 \\
0 & 0 & 0.3
\end{bmatrix},
H = \begin{bmatrix}
0.1 & 0.2 & 0 \\
1 & 2 \\
3
\end{bmatrix}
\]  \quad (56)

Fig. 6 shows the performance of accelerated SGD methods. RMSE values of estimated \(Q\) and \(R\) decrease as the mini-batch size increases, and the RMSE of all SGD methods are smaller than that of the batch method when the batch size is larger than 64. Note that Constant and Bold driver methods have lower RMSE values among the accelerated SGD methods.

FIGURE 5: Performance of accelerated gradient descent methods on Case 4

FIGURE 6: Performance of accelerated gradient descent methods on Case 5

As shown in Table 5, the sequential algorithm improves the computational efficiency by up to 8 times when compared to the batch method on Case 5. Note that Adam update with a mini-batch size of 128 estimates the noise parameter closer to the corresponding true value. We can improve the estimation accuracy by using the regularization term \(\lambda Q = 0.3\).

B. COMPUTATIONAL SPEEDUP ANALYSIS
1) Dynamic thresholds
Fig. 7 shows the computational efficiency of the Adam version of sequential algorithm with a mini-batch size of 64 over the batch algorithm in [7] for all five example cases. The proposed method improves the computational efficiency by a factor of 4.4 on Case 3 and factor of 8 on Cases 4 and 5 when compared to the Batch gradient descent method.

FIGURE 7: The improvement of computational efficiency over 5 example cases
TABLE 3: Monte Carlo Simulation for Case 3 with M = 5 (100 Runs; 10,000 samples)

(a) R, Q and $\bar{P}$ Estimates for Case 3

| Type (Batch size) | Run time (sec) | $R_{11}$ (Truth = 1.00 ) | $R_{22}$ (Truth = 1.00 ) | $Q_{11}$ (Truth = 1.00 ) | $Q_{22}$ (Truth = 1.00 ) | $Q_{33}$ (Truth = 1.00 ) |
|-------------------|----------------|---------------------------|---------------------------|---------------------------|---------------------------|---------------------------|
|                   | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE |
| Batch             | 8635      | 1.07      | 0.52      | 1.00      | 0.04      | 0.99      | 0.03      | 1.06      | 0.13      | 1.03      | 0.08      |
| Adam(8)           | 3159      | 0.90      | 0.45      | 1.05      | 0.07      | 0.95      | 0.09      | 0.82      | 0.19      | 1.22      | 0.25      |
| Adam(16)          | 2730      | 1.00      | 0.49      | 1.04      | 0.06      | 0.96      | 0.07      | 0.88      | 0.14      | 1.14      | 0.17      |
| Adam(32)          | 2227      | 0.93      | 0.49      | 1.02      | 0.05      | 0.97      | 0.07      | 0.94      | 0.13      | 1.12      | 0.16      |
| Adam(64)          | 1962      | 0.91      | 0.47      | 1.02      | 0.05      | 0.97      | 0.05      | 0.94      | 0.17      | 1.15      | 0.19      |
| Adam(128)         | 2018      | 0.93      | 0.50      | 1.03      | 0.06      | 0.98      | 0.05      | 0.88      | 0.15      | 1.18      | 0.21      |

(b) $W$ Estimates for Case 3

| Type (Batch size) | Run time (sec) | $W_{11}$ (Truth = 0.59 ) | $W_{21}$ (Truth = 2.80 \times 10^{-3} ) | $W_{31}$ (Truth = -1.76 \times 10^{-5} ) | $W_{41}$ (Truth = 1.00 ) | $W_{51}$ (Truth = 0.03 ) |
|-------------------|----------------|---------------------------|----------------------------------------|----------------------------------------|---------------------------|---------------------------|
|                   | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE |
| Batch             | 8635      | 0.96      | 0.01      | 3.69 \times 10^{-4} | 7.51 \times 10^{-3} | -2.84 | 0.04 | 3.40 \times 10^{-4} | 1.17 \times 10^{-4} | 0.03 | 0.01 |
| Adam(8)           | 3159      | 0.95      | 0.01      | 1.81 \times 10^{-3} | 2.71 \times 10^{-3} | -2.78 | 0.12 | 5.76 \times 10^{-4} | 3.22 \times 10^{-3} | 0.04 | 0.02 |
| Adam(16)          | 2730      | 0.96      | 0.01      | 1.41 \times 10^{-3} | 3.69 \times 10^{-3} | -2.81 | 0.10 | 6.48 \times 10^{-4} | 4.61 \times 10^{-3} | 0.04 | 0.01 |
| Adam(32)          | 2227      | 0.96      | 0.02      | -1.07 \times 10^{-3} | 8.08 \times 10^{-3} | -2.81 | 0.10 | 4.51 \times 10^{-3} | 1.04 \times 10^{-2} | 0.03 | 0.02 |
| Adam(64)          | 1962      | 0.96      | 0.01      | -1.76 \times 10^{-3} | 7.65 \times 10^{-3} | -2.82 | 0.07 | 3.34 \times 10^{-3} | 1.09 \times 10^{-2} | 0.03 | 0.01 |
| Adam(128)         | 2018      | 0.95      | 0.01      | 1.43 \times 10^{-3} | 3.60 \times 10^{-3} | -2.83 | 0.07 | 1.20 \times 10^{-3} | 5.27 \times 10^{-3} | 0.04 | 0.01 |

Dynamic threshold has substantial impact on the speedup of the sequential algorithm, but it is not suitable for the Batch estimation algorithm. Table 6 shows the estimation results of Batch algorithm with dynamic threshold applied for Case 2 and Case 4, respectively. In each example case, the Batch estimation algorithm with a dynamic threshold estimates parameters that are far from their corresponding true values. Consequently, a fixed threshold of $10^{-6}$ is used for conditions 1 to 3 discussed in III-C1 for terminating the batch algorithm.

TABLE 4: Monte Carlo Simulation for Case 4 with M = 5 (100 Runs; 1,000 samples)

| Type (Batch size) | Run time (sec) | $R$ (Truth = 1.00 ) | $Q$ (Truth = 1.00 ) | $P_{11}$ (Truth = 1.01 ) | $P_{22}$ (Truth = 4.08 ) | $W_{11}$ (Truth = 0.50 ) | $W_{21}$ (Truth = 1.01 ) |
|-------------------|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                   | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE | Mean RMSE |
| Batch             | 1444      | 0.98      | 0.49      | 1.06      | 0.46      | 1.06      | 0.46      | 4.29      | 1.81      | 0.51      | 0.25      | 1.04      | 0.45      |
| Adam(8)           | 138       | 1.25      | 0.28      | 0.75      | 0.27      | 0.75      | 0.27      | 3.07      | 1.09      | 0.37      | 0.14      | 0.74      | 0.29      |
| Adam(16)          | 146       | 1.20      | 0.26      | 0.78      | 0.24      | 0.79      | 0.24      | 3.21      | 0.97      | 0.40      | 0.13      | 0.77      | 0.26      |
| Adam(32)          | 163       | 1.17      | 0.24      | 0.82      | 0.22      | 0.82      | 0.22      | 3.35      | 0.89      | 0.41      | 0.12      | 0.80      | 0.24      |
| Adam(64)          | 181       | 1.14      | 0.24      | 0.85      | 0.21      | 0.85      | 0.22      | 3.47      | 0.87      | 0.43      | 0.12      | 0.84      | 0.22      |
| Adam(128)         | 260       | 1.05      | 0.33      | 0.94      | 0.31      | 0.95      | 0.31      | 3.85      | 1.24      | 0.47      | 0.17      | 0.93      | 0.30      |
TABLE 5: Monte Carlo Simulation for Case 5 with M = 5 (200 Runs; 1,000 samples)

| Type (Batch size) | Run time (sec) | \( R \) (Truth = 0.10) | \( Q \) (Truth = 0.50) | \( \bar{P}_{11} \) (Truth = 0.54) | \( \bar{P}_{22} \) (Truth = 2.04) | \( P_{33} \) (Truth = 4.69) | \( W_{11} \) (Truth = 1.14) | \( W_{21} \) (Truth = 2.24) | \( W_{31} \) (Truth = 3.39) |
|-------------------|----------------|-------------------------|-------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Batch             | 3591           | Mean RMSE               | Mean RMSE               | Mean RMSE                       | Mean RMSE                       | Mean RMSE                       | Mean RMSE                       | Mean RMSE                       | Mean RMSE                       |
| Adam(8)           | 794            | 0.12 RMSE               | 0.04 RMSE               | 0.15 RMSE                       | 0.15 RMSE                       | 0.15 RMSE                       | 0.10 RMSE                       | 0.10 RMSE                       | 0.10 RMSE                       |
| Adam(16)          | 564            | 0.12 RMSE               | 0.04 RMSE               | 0.13 RMSE                       | 0.14 RMSE                       | 0.14 RMSE                       | 0.10 RMSE                       | 0.10 RMSE                       | 0.10 RMSE                       |
| Adam(32)          | 477            | 0.12 RMSE               | 0.03 RMSE               | 0.11 RMSE                       | 0.10 RMSE                       | 0.10 RMSE                       | 0.09 RMSE                       | 0.09 RMSE                       | 0.09 RMSE                       |
| Adam(64)          | 448            | 0.11 RMSE               | 0.03 RMSE               | 0.10 RMSE                       | 0.10 RMSE                       | 0.10 RMSE                       | 0.09 RMSE                       | 0.09 RMSE                       | 0.09 RMSE                       |
| Adam(128)         | 485            | 0.10 RMSE               | 0.02 RMSE               | 0.07 RMSE                       | 0.05 RMSE                       | 0.07 RMSE                       | 0.06 RMSE                       | 0.05 RMSE                       | 0.06 RMSE                       |

TABLE 6: Batch estimation algorithm with dynamic thresholds for Case 2 and Case 4 (100 Runs; 1,000 samples; M = 5 each case)

| Example case | Case 2 | Case 4 |
|--------------|--------|--------|
| Run time (sec) | 478    | 1444   |
| \( R \)               | 1.00   | 0.00   |
| Mean              | 0.21   | 0.33   |
| RMSE              | 2.62   | 0.69   |
| \( Q \)            | 0.98   | 0.00   |
| Mean              | 0.10   | 0.31   |
| RMSE              | 1.62   | 0.46   |
| \( \bar{P}_{11} \)  | 0.88   | 1.00   |
| Mean              | 0.12   | 0.00   |
| RMSE              | 3.28   | 0.70   |
| \( \bar{P}_{22} \)  | 0.35   | 0.00   |
| Mean              | 0.35   | 0.00   |
| RMSE              | 4.29   | 0.34   |
| \( W_{11} \)        | 0.65   | 0.50   |
| Mean              | 0.64   | 0.00   |
| RMSE              | 0.91   | 0.51   |
| \( W_{21} \)        | 0.07   | 0.50   |
| Mean              | 0.10   | 0.00   |
| RMSE              | 0.33   | 0.45   |

C. APPLICATION TO NON-STATIONARY SYSTEMS

We simulated 100 MC runs with 5,000 observation samples in each run using system matrices of Case 2 in (52) and varying \( Q \) and \( R \). We considered three non-stationary scenarios: 1) Only \( Q \) changes every 1,000 samples, 2) Only \( R \) changes every 1,000 samples, and 3) both \( Q \) and \( R \) change every 1,000 samples. In the estimation procedure, we set the outer-loop iterations \( N_t = 20 \), inner-loop iterations \( N_i = 100 \), number of burn-in of samples \( N_b = 50 \), \( c = 0.2 \) and the number of lags \( M = 5 \). The iteration-dependent dynamic thresholds for convergence were also applied.

For the non-stationary systems, both RMSProp and Adam showed the best performance among all the accelerated SGD algorithms. Here, we show the statistical results using the Adam update with a mini-batch size of 64. Given innovation correlations, the algorithm for detecting the change points based on Adam update with a mini-batch size of 64 is able to track the multiple abrupt changes accurately, as shown in Fig. 9.

2) Simplified gradient computations

Fig. 8 shows the computational efficiency by simplifying the gradient computations when the Adam update method with a mini-batch size of 64 is applied to every example case. The processing time is reduced by less than 10% with almost the same RMSE by neglecting the \( Z \) term in the gradient computations (24).

FIGURE 8: Computational efficiency with simplified gradient computations

FIGURE 9: The change-points in innovation correlations in a non-stationary system

1) Varying \( Q \)

In this scenario, the process noise covariance \( Q \) changes every 1,000 samples, while measurement noise covariance \( R \) is constant over all 5,000 samples, as shown in Fig. 10. The decision-directed estimation algorithm can track \( Q \) and \( R \) quite well and provides a consistent state estimator. Table 7a shows the MC simulation results for the non-stationary system with varying \( Q \), and the estimation of parameters are very closer to their corresponding true values.
TABLE 7: Monte Carlo Simulation for the non-stationary system (100 Runs; 5,000 samples; M = 5)

(a) The case of varying Q

|        | R      | RMSE  | Q     | RMSE  | P_{11} | RMSE  | P_{22} | RMSE  | W_{11} | RMSE  | W_{21} | RMSE  |
|--------|--------|-------|-------|-------|--------|-------|--------|-------|--------|-------|--------|-------|
| Truth  | Mean   | 0.05  | Truth | Mean  | 0.07   | Truth | Mean   | 0.29  | Truth  | Mean  | 0.05   | Truth |
| 1      | 0.36   | 0.37  | 0.04  | 0.04  | 0.11   | 0.12  | 0.02   | 0.03  | 0.24   | 0.25  | -0.01  | -0.02 |
| 2      | 0.36   | 0.36  | 0.64  | 0.65  | 1.07   | 1.07  | 0.20   | 0.20  | 0.75   | 0.75  | 0.15   | 0.15  |
| 3      | 0.36   | 0.36  | 0.25  | 0.26  | 0.51   | 0.52  | 0.10   | 0.10  | 0.59   | 0.59  | 0.06   | 0.06  |
| 4      | 0.36   | 0.36  | 1.00  | 0.99  | 1.52   | 1.50  | 0.30   | 0.29  | 0.81   | 0.80  | 0.20   | 0.20  |
| 5      | 0.36   | 0.35  | 0.09  | 0.09  | 0.22   | 0.22  | 0.04   | 0.04  | 0.38   | 0.38  | 0.001  | 0.003 |

(b) The case of varying R

|        | R      | RMSE  | Q     | RMSE  | P_{11} | RMSE  | P_{22} | RMSE  | W_{11} | RMSE  | W_{21} | RMSE  |
|--------|--------|-------|-------|-------|--------|-------|--------|-------|--------|-------|--------|-------|
| Truth  | Mean   | 0.09  | Truth | Mean  | 0.04   | Truth | Mean   | 0.42  | Truth  | Mean  | 0.08   | Truth |
| 1      | 0.04   | 0.04  | 0.36  | 0.36  | 0.45   | 0.45  | 0.10   | 0.10  | 0.92   | 0.91  | 0.34   | 0.32  |
| 2      | 0.64   | 0.64  | 0.36  | 0.36  | 0.77   | 0.77  | 0.15   | 0.15  | 0.55   | 0.55  | 0.04   | 0.04  |
| 3      | 0.25   | 0.25  | 0.36  | 0.36  | 0.63   | 0.63  | 0.12   | 0.12  | 0.72   | 0.71  | 0.13   | 0.12  |
| 4      | 1.00   | 1.00  | 0.36  | 0.37  | 0.84   | 0.85  | 0.16   | 0.16  | 0.46   | 0.46  | 0.02   | 0.01  |
| 5      | 0.09   | 0.09  | 0.36  | 0.36  | 0.51   | 0.51  | 0.10   | 0.10  | 0.85   | 0.85  | 0.24   | 0.24  |

(c) The case of varying Q and R

|        | R      | RMSE  | Q     | RMSE  | P_{11} | RMSE  | P_{22} | RMSE  | W_{11} | RMSE  | W_{21} | RMSE  |
|--------|--------|-------|-------|-------|--------|-------|--------|-------|--------|-------|--------|-------|
| Truth  | Mean   | 0.08  | Truth | Mean  | 0.28   | Truth | Mean   | 0.05  | Truth  | Mean  | 0.15   | Truth |
| 1      | 0.42   | 0.43  | 0.04  | 0.04  | 0.11   | 0.12  | 0.02   | 0.03  | 0.21   | 0.22  | -0.01  | -0.01 |
| 2      | 0.81   | 0.80  | 0.64  | 0.63  | 1.27   | 1.26  | 0.24   | 0.24  | 0.61   | 0.61  | 0.07   | 0.07  |
| 3      | 0.49   | 0.47  | 0.25  | 0.26  | 0.54   | 0.56  | 0.10   | 0.11  | 0.53   | 0.54  | 0.03   | 0.04  |
| 4      | 0.16   | 0.17  | 1.00  | 0.99  | 1.31   | 1.31  | 0.27   | 0.27  | 0.89   | 0.88  | 0.30   | 0.29  |
| 5      | 0.64   | 0.63  | 0.09  | 0.09  | 0.24   | 0.25  | 0.05   | 0.05  | 0.28   | 0.28  | -0.01  | -0.01 |

2) Varying R

In the scenario of varying R, measurement noise covariance R changes every 1,000 observation samples, but the process noise covariance Q is kept constant over the 5,000 samples. Fig. 11 shows that the sequential mini-batch gradient descent algorithm can track Q and R correctly. As shown in Table 7b, the noise parameters can be estimated quite accurately by the sequential algorithm.

3) Varying Q and R

The situation where Q and R is more difficult to track than when either Q and R are constant over the 5,000 samples. However, the sequential algorithm, when coupled with the change-point detection algorithm, can track Q and R accurately as shown in Fig. 12. Fig. 12c shows the averaged NIS of the SGD (Adam; mini-batch size of 64) algorithm when Q and R are varied. The Adam SGD-based Kalman filter is consistent.

The trajectory of Q and R estimates can be smoothed by a simple first order fading memory filter. Fig. 13 shows the trajectory results with a smoothing weight of 0.9.

V. CONCLUSION AND FUTURE WORK

In this paper, we presented stochastic gradient descent (SGD) algorithms for the noise covariance estimation in adaptive Kalman filters that are an order of magnitude of faster than the batch method for the same or better root mean square error (RMSE) and are applicable to non-stationary systems where the noise covariances can occasionally exhibit abrupt, but finite, changes. The computational efficiency of the new algorithm stems from adaptive thresholds for convergence, recursive fading memory estimation of the sample cross-
correlations of the innovations, and accelerated SGD algorithms. The comparative evaluation of the proposed method on a number of test cases demonstrated its computational efficiency, accuracy and filter consistency.

In the future, we plan to pursue a number of research avenues, including 1) estimating $Q$ and $R$ using one-step lag smoothed residuals; 2) automatic model selection from a library of models; 3) formalization of decision-directed adaptive Kalman filtering with probabilistic change-point detection and state estimation; 4) explore the utility of the covariance estimation algorithm in adaptive interacting multiple model (IMM) filters.
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