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Abstract. This manuscript prospects the controllability analysis of non-instantaneous impulsive Volterra type fractional differential systems with state delay. By enrolling an appropriate Grammian matrix with the assistance of Laplace transform, the conditions to obtain the necessary and sufficiency for the controllability of non-instantaneous impulsive Volterra-type fractional differential equations are derived using algebraic approach and Cayley-Hamilton theorem. A distinctive approach presents in the manuscript, i have taken non-instantaneous impulses into the fractional order dynamical system with state delay and studied the controllability analysis, since this not exists in the available source of literature. Inclusively, i have provided two illustrative examples with the existence of non-instantaneous impulse into the fractional dynamical system. So this demonstrates the validity and efficacy of our obtained criteria of the main section.

1. Introduction. In recent years, the analysis and applicability of mathematical model of systems with fractional differential equations in engineering and knowledge-based disciplines increases the research attention, since as it applied in the arena of physics, chemistry, aerodynamics, electrodynamics of a complex medium, polymer rheology, etc., involves non-integer order. Hence, it acts as a wonderful hardware for interpreting the properties inherently from different background and methods. Moreover, it can also be assess as an alternative appliance to nonlinear differential equations. Furthermore, in the evolution progress of dynamic system there occurs a sudden change such as disturbance, reap, or natural disasters, and so on. This sudden change or discontinuous jumps in the process can be generally called as impulses. Therefore, the study of impulsive differential equations grow a large observation among the researchers from all over the world. Also, it motivates many authors to develop the solvability or controllability results of impulsive differential equations, see for references [14, 11, 29, 36, 37]. Basically, the impulses can be dissected into two types: One is the instantaneous impulse and the other one is non-instantaneous impulse. In general the fractional impulsive equations consists of two components:  
(i) Fractional differential equations describes the continuous part of the solution.  
(ii) Impulsive component describes the sudden change and the discontinuity of
the solution. In real-world application, the role of instantaneous impulses cannot present the dynamics of evolution processes in many fields, such as Pharmacotherapy. For this reason they need the non instantaneous impulse. In the study instantaneous impulse the duration of the changes is relatively short compared to the overall duration of the whole process, whereas it is not in the case of non-instantaneous impulse that the action of impulses starts abruptly at a fixed point and it continues up to some finite time interval. For fractional order differential equations with instantaneous impulses one can refer ([1, 2, 6, 9, 10, 13, 19, 28, 33, 34]). Moreover, for non-instantaneous impulse, one can see some fruitful references ([3, 4, 5, 7, 8, 12, 16, 21, 25, 26, 30, 31, 32, 35]). This kind of impulse is observed in lasers, and in the intravenous introduction of drugs in the bloodstream. Hernandez et al. in [15], introduced a new class of abstract differential equations where the impulses are not instantaneous, and they investigated the existence of mild and classical solutions.

On the other hand, controllability play a key role in the qualitative reaction of a dynamical system. The theory was started in the sixties of nineteenth century based on the mathematical description of the dynamical system. Generally, it can have the ability to control a dynamical system from the initial position to the desired final position with the assistance of some set of admissible controls. Hence the combination of fractional-order derivatives and as well as integrals in the theory of controllability leads to better results than the integer-order derivatives. In most of the dynamical system, the whole state of the dynamical system is not affected by the control, but it acts as a part of it, see for references [17, 18, 22, 23].

The dominant contributions of this manuscript is exposè here:

- In the existing literature, there is no work that describes the controllability analysis of non-instantaneous Volterra-type fractional differential equations with state delay.
- Here i have proved the controllability results using algebraic approach which is very effective and easier to calculate the results.
- An example is provided to illustrate the existing theory in the available source of literature.

The contour of this manuscript is exhibit here. Section 2, explores necessary definitions will be applicable to prove the theoretical results. Section 3, initiate the necessary and sufficient conditions of the controllability criteria. Next in Section 4, we contribute some examples to illustrate the effectiveness and applicability of the controllability results. Finally conclusions are drawn in Section 5.

2. Preliminaries and solution representation. This section introduces some preliminary concepts like definitions, lemmas and properties that assist us in proving the main controllability criterion. Also, we have presented the solution representation for the constructed model.

Definition 2.1. [27] The Caputo fractional derivative of order \( \alpha > 0, n - 1 < \alpha < n \) is defined as

\[
(C^\alpha D^\alpha_0+ f)(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-s)^{n-\alpha-1} f^{(n)}(s) ds,
\]

where the function \( f(t) \) has absolutely continuous derivatives up to order \( n - 1 \).
Definition 2.2. [27] The Mittag-Leffler function in two parameters is defined as
\[ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(k\alpha + \beta)}, \quad \text{for } \alpha, \beta > 0 \]
and \( z \in \mathbb{C} \), \( \mathbb{C} \) denotes the complex plane.

Definition 2.3. [27] The Laplace transform of a function \( f(t) \) is defined as
\[ F(s) = L(f(t)) = \int_0^{+\infty} e^{-st} f(t) dt, \quad s \in \mathbb{C}, \]
where \( f(t) \) is n-dimensional vector valued function.

Lemma 2.4.[27] Let \( \mathbb{C} \) be complex plane, for any \( \alpha > 0, \beta > 0 \) and \( A \in \mathbb{C}^{n \times n} \) then
\[ L[ t^{\beta-1} E_{\alpha,\beta}(At^\alpha)] = s^{\alpha-\beta} (s^\alpha I - A)^{-1}, \quad \Re(s) > \| A \|^\frac{1}{\beta} \]
holds, where \( \Re(s) \) denotes the real part of the complex numbers and \( I \) represents the identity matrix. In particular, for \( \beta = 1 \),
\[ E_{\alpha,1}(\lambda z^\alpha) = E_{\alpha}(\lambda z^\alpha) = \sum_{k=0}^{\infty} \frac{\lambda^k z^{k\alpha}}{\Gamma(ak + 1)}, \quad \lambda, z \in \mathbb{C} \]
have the interesting property that
\[ C D^\alpha E_{\alpha}(\lambda t^\alpha) = \lambda E_{\alpha}(\lambda t^\alpha) \]
and \( LE_{\alpha}(\pm at^\alpha)(s) = s^{\alpha-1} \).

Lemma 2.5. ([13]) Let \( h : Q \to \mathbb{R} \) be a continuous function. A function \( y \in C(Q, \mathbb{R}) \) is a solution of the fractional integral equation
\[ y(t) = y_a - \frac{1}{\Gamma(\alpha)} \int_0^a (a-s)^{\alpha-1} h(s) ds + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} h(s) ds \]
if and only if \( x \) is a solution of the following fractional Cauchy problem
\[ C D^\alpha y(t) = h(t), \quad t \in J \]
\[ y(a) = y_a, \quad a > 0. \]

Consider the non-instantaneous Volterra-type fractional differential equation
\[ C D^\alpha y(t) = H y(t) + J u(t) + f(t, y(t)) + \int_0^t v(t, s, y(s)) ds, \quad t \in (t_m, sm), \]
\[ m = 0, 1, 2, ..., N \]
\[ \Delta y(t) = I_m(t, y(s_{m-1} - 0)), \quad \text{for } t \in (s_{m-1}, t_m), \quad m = 1, 2, ..., N, \]
\[ y(t) = \rho(t), \quad t \in [-\tau, t_m] \]
(1)
where \( C D^\alpha y(t) \) represents the \( \alpha \) th order of Caputo’s fractional derivative of \( y(t) \), \( 0 < \alpha < 1 \), \( H \) and \( J \) are known constant matrices and satisfy \( H \in \mathbb{R}^{n \times n}, J \in \mathbb{R}^{n \times m}, f : (\mathbb{R}_+) \times \mathbb{R}^n \to \mathbb{R}^n \) is continuous, \( v : (\mathbb{R}_+) \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) is continuous, \( \rho \in C([-\tau, t_m], \mathbb{R}^n) \) is the initial state function, where \( C([-\tau, t_m], \mathbb{R}^n) \) represents the space of all continuous functions mapping the interval \([-\tau, t_m]\) into \( \mathbb{R}^n \).
Lemma 2.6. A function \( y \) is a solution of the fractional integral equation
\[
y(t) = \begin{cases} 
\rho(0) + \int_0^t (t-s)^{a-1} E_{\alpha,\alpha}(H(t-s)\alpha) [H\rho(0) + Ju(s) + f(s, y(s))] 
+ \int_0^s v(s, k, y(k)) dk \text{ds}, & t \in (0, s_0], 
\end{cases}
\]
\[
y(t) = I_1(t_1, y(s_0, 0)) + \int_0^s (t-s)^{a-1} E_{\alpha,\alpha}(H(t-s)\alpha) [H\rho(0) + Ju(s) + f(s, y(s))] 
+ \int_0^s v(s, k, y(k)) dk \text{ds} - \int_0^{t_1} (t-s)^{a-1} E_{\alpha,\alpha}(H(t_m-s)\alpha) 
\times [H\rho(0) + Ju(s) + f(s, y(s))] + \int_0^s v(s, k, y(k)) dk \text{ds}, & t \in (t_1, s_1], 
\end{cases}
\]
\[
y(t) = I_2(t_2, y(s_1, 0)) + \int_0^s (t-s)^{a-1} E_{\alpha,\alpha}(H(t-s)\alpha) [H\rho(0) + Ju(s) + f(s, y(s))] 
+ \int_0^s v(s, k, y(k)) dk \text{ds} - \int_0^{t_2} (t-s)^{a-1} E_{\alpha,\alpha}(H(t_m-s)\alpha) [H\rho(0) + Ju(s)] 
+ f(s, y(s)) + \int_0^s v(s, k, y(k)) dk \text{ds}, & t \in (t_2, s_2], 
\end{cases}
\]
\[
y(t) = I_m(t_m, y(s_{m-1}, 0)) + \int_0^s (t-s)^{a-1} E_{\alpha,\alpha}(H(t-s)\alpha) [H\rho(0) + Ju(s) + f(s, y(s))] 
+ \int_0^s v(s, k, y(k)) dk \text{ds} - \int_0^{t_m} (t-s)^{a-1} E_{\alpha,\alpha}(H(t_m-s)\alpha) [H\rho(0) + Ju(s)] 
+ f(s, y(s)) + \int_0^s v(s, k, y(k)) dk \text{ds}, & t \in (t_m, s_m], \ m = 1, 2, ..., N, 
\end{cases}
\]
\[
y(t) = I_m(t, y(s_{m-1}, 0)), & t \in (s_{m-1}, t_m], \quad (6) 
\]
\[
y(t) = \rho(t), & t \in [-\tau, t_m], \quad (7) 
\]
if and only if \( y \) is a solution of the problem \((1)\).

Proof. Assume that \( y \) satisfies problem \((1)\). When \( t \in [0, s_0] \), we consider
\[
^{C}D^\alpha y(t) = H y(t) + J u(t) + f(t, y(t)) + \int_0^t v(t, s, y(s)) ds, \quad t \in (0, s_0] 
\]
with \( y(0) = \rho(0) \).

By employing Laplace transform to equation \((8)\), we have
\[
\begin{align*}
 s^\alpha L[y(t)] - s^{\alpha-1}[y(0)] &= H L[y(t)] + L[J u(t) + f(t, y(t)) + \int_0^t v(t, s, y(s)) ds] \\
 L[y(t)] &= (s^\alpha I - H)^{-1}s^{\alpha-1}[y(0)] + (s^\alpha I - H)^{-1}[J u(t) + f(t, y(t))] \\
 &\quad + \int_0^t v(t, s, y(s)) ds.
\end{align*}
\]
From the observation of Definition 2.3 and Lemma 2.4, Eqn. (8) is equivalent to

\[ L[y(t)] = (s^\alpha I - H)^{-1} s^\alpha L[y(0)] + (s^\alpha I - H)^{-1} L[J u(t) + f(t, y(t))] + \int_0^t v(t, s, y(s)) ds \]

\[ = L[y(0)] + (s^\alpha I - H)^{-1} L[Hy(0) + Ju(t) + f(t, y(t))] + \int_0^t v(t, s, y(s)) ds \]

\[ = L[y(0)] + L[t \alpha^{-1} E_{\alpha,\alpha}(H^\alpha)] L[Hy(0) + Ju(t) + f(t, y(t))] + \int_0^t v(t, s, y(s)) ds. \]

The above equation gives the form after employing the convolution

\[ L[y(t)] = L[y(0)] + L[\int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t-s)^\alpha][H \rho(0) + Ju(t) + f(t, y(t))] \]

\[ + \int_0^t v(t,s,y(s))] ds. \]

Applying the inverse Laplace transform, we obtain

\[ y(t) = \rho(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t-s)^\alpha][H \rho(0) + Ju(s) + f(s, y(s))] \]

\[ + \int_0^s v(s,k, y(k)) dk] ds, \quad t \in [0, s_0]. \]

when \( t \in (s_0, t_1], \ y(t) = I_1(t, y(s_0 - 0)). \) Further, when \( t \in (t_1, s_1], \) we consider

\[ C D^\alpha y(t) = H y(t) + Ju(t) + f(t, y(t)) + \int_0^t v(t,s,y(s)) ds, t \in (0, s_0] \]

with \( y(t_1) = I_1(t_1, y(s_0 - 0)). \)

By Lemma 2.5 and using the above procedure, we have

\[ y(t) = I_1(t_1, y(s_0 - 0)) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t-s)^\alpha][H \rho(0) + Ju(s) + v(s, y(s))] \]

\[ + \int_0^s v(s,k, y(k)) dk] ds + \int_0^{t_1} (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t_1-s)^\alpha][H \rho(0) + Ju(s)] \]

\[ + f(s, y(s)) + \int_0^s v(s,k, y(k)) dk] ds \]

when \( t \in (s_1, t_2], \ y(t) = I_2(t, y(s_1 - 0)). \) When \( t \in (t_2, s_2], \) we consider

\[ C D^\alpha y(t) = H y(t) + Ju(t) + f(t, y(t)) + \int_0^t v(t,s,y(s)) ds, \quad t \in (0, s_0] \]

with \( y(t_2) = I_2(t_2, y(s_1 - 0)). \)

By Lemma 2.5 and using the above procedure, we have

\[ y(t) = I_2(t_2, y(s_1 - 0)) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t-s)^\alpha][H \rho(0) + Ju(s) + f(s, y(s))] \]

\[ + \int_0^s v(s,k, y(k)) dk] ds + \int_0^{t_2} (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t_2-s)^\alpha][H \rho(0) + Ju(s)] \]

\[ + f(s, y(s)) + \int_0^s v(s,k, y(k)) dk] ds \]
Proceeding like this, in general, when \( t \in (s_{m-1}, t_m] \), we consider
\[
C^D y(t) = H y(t) + Ju(t) + f(t, y(t)) + \int_0^t v(t, s, y(s))ds, \quad t \in (0, s_0]
\]
with \( y(t_m) = I_m(t_m, y(s_{m-1} - 0)) \).

By Lemma 2.5 and using the above procedure, we have
\[
y(t) = I_k(t_k, y(s_{m-1} - 0)) + \int_0^t (t - s)^{\alpha - 1} E_{\alpha, \alpha}[H(t - s)^\alpha][H \rho(0) + Ju(s) + f(s, y(s))]
+ \int_0^s v(s, k, y(k))dk]ds + \int_0^{t_m} (t - s)^{\alpha - 1} E_{\alpha, \alpha}[H(t_m - s)^\alpha][H \rho(0) + Ju(s)
+ v(s, y(s)) + \int_0^s v(s, k, y(k))dk]ds.
\]

If \( t \in [-\tau, t_m] \) then
\[
y(t) = \rho(t), \quad t \in [-\tau, t_m]
\]
is obviously holds. Conversely, by proceeding the steps the proof is similar. Thus, the proof of the Lemma 2.6 is completed. \( \square \)

3. Controllability criteria. This module, explores the main theorems of our system.

Definition 3.1. System (1) is called controllable on \([0, w](w \in (0, T))\); for any initial function \( \rho \in C([-\tau, t_m], \mathbb{R}^n) \) and any state \( y_w \in \mathbb{R}^n \), there exists a control input \( u(t) \in C_p([0, w], \mathbb{R}^n) \), such that the corresponding solution of (1) satisfies \( y(w) = y_w \).

Theorem 3.2. System (1) is controllable on \([0, w] \) if and only if the Grammian matrix
\[
W_j[0, w] = \int_0^w (w - s)^{-\alpha} \left[ E_{\alpha, \alpha}(H(w - s)^\alpha)JJ^*[E_{\alpha, \alpha}(H^*(w - s)^\alpha)] \right] ds \quad (9)
\]
is nonsingular for some \( w \in (0, T) \), where \( E_{\alpha, \alpha}(\cdot) \) is the Mittag-Leffler function and * denotes the matrix transpose.

Proof. Assume that \( W_j[0, w] \) is non singular, then \( W_j^{-1}[0, w] \) is well defined. Let
\[
u(t) = [E_{\alpha, \alpha}(H^*(w - t)^\alpha)]W_j^{-1}[0, w][y_w - \rho(0) - \int_0^w (w - \theta)^{-\alpha} E_{\alpha, \alpha}[H(w - \theta)^\alpha]
\times \left[ H \rho(0) + f(\theta, y(\theta)) + \int_0^\theta v(\theta, k, x(k))d\theta \right]. \quad (10)
\]
when \( w \in [0, s_0] \). Put \( t = w \) in (2) and Substituting in (10), we get
\[
y(w) = \rho(0) + \int_0^w (w - s)^{-\alpha} E_{\alpha, \alpha}[H(w - s)^\alpha][H \rho(0) + f(s, y(s)) + \int_0^s v(s, k, x(k))dk
+ JJ^*[E_{\alpha, \alpha}(H^*(w - s)^\alpha)]W_j^{-1}[0, w][y_w - \rho(0) - \int_0^w (w - \theta)^{-\alpha} E_{\alpha, \alpha}[H(w - \theta)^\alpha]
\times \left[ H \rho(0) + f(\theta, y(\theta)) + \int_0^\theta v(\theta, k, x(k))d\theta \right]. \quad (11)
\]
Hence system (1) is controllable on \([0, w]\), where \(w \in [0, s_0]\). When \(w \in (t_1, s_1]\), Let

\[
u(t) = J^*[E_{\alpha,\alpha}(H^*(w - t)^\alpha)]W_j^{-1}[0, w][y_w + y(t_1)] - I_1(t_1, y(s_0 - 0)) - \int_0^w (w - \theta)^{\alpha - 1}E_{\alpha,\alpha}[H(w - \theta)^\alpha][H\rho(0) + f(\theta, y(\theta)) + \int_0^\theta v(\theta, k, y(k))dk]d\theta.
\]

Put \(t = w\) in (3) and Substituting in (11), we get

\[
y(w) = I_1(t_1, y(s_1 - 0)) + \int_0^w (w - s)^{\alpha - 1}E_{\alpha,\alpha}[H(w - s)^\alpha][H\rho(0) + f(s, y(s)) + \int_0^s v(s, k, y(k))dk]ds
\]

\begin{align*}
&+ \int_0^s v(s, k, y(k))dk + JJ^*[E_{\alpha,\alpha}(H^*(w - s)^\alpha)]W_j^{-1}[0, w][y_w + y(t_1)] - I_1(t_1, y(s_1 - 0)) - \int_0^w (w - \theta)^{\alpha - 1}E_{\alpha,\alpha}[H(w - \theta)^\alpha][H\rho(0) + f(\theta, y(\theta)) + \int_0^\theta v(\theta, k, y(k))dk]d\theta
\end{align*}

\[
= I_1(t_1, y(s_1 - 0)) + \int_0^w (w - s)^{\alpha - 1}E_{\alpha,\alpha}[H(w - s)^\alpha][H\rho(0) + f(s, y(s)) + \int_0^s v(s, k, y(k))dk]ds
\]

\[
+ \int_0^s v(s, k, y(k))dk + [y_w + y(t_1) - I_1(t_1, y(s_1 - 0)) - \int_0^w (w - \theta)^{\alpha - 1}E_{\alpha,\alpha}[H(w - \theta)^\alpha][H\rho(0) + f(\theta, y(\theta)) + \int_0^\theta v(\theta, k, y(k))dk]d\theta]]ds
\]

\[
= y_w.
\]

Thus system (1) is controllable on \([0, w], w \in (t_1, s_1]\). For \(w \in (t_m, s_m]\), \(m = 1, 2, ..., N\), we take the control function as

\[
u(t) = J^*[E_{\alpha,\alpha}(H^*(w - t)^\alpha)]W_j^{-1}[0, w][y_w + y(t_m)] - I_m(t_m, y(s_{m-1} - 0)) - \int_0^w (w - \theta)^{\alpha - 1}E_{\alpha,\alpha}[H(w - \theta)^\alpha][H\rho(0) + f(\theta, y(\theta)) + \int_0^\theta v(\theta, k, y(k))dk]d\theta.
\]

Put \(t = w\) in (5) and Substituting (12), then by the similar procedure, we get

\[
y(w) = y_w. Hence system (1) is controllable on \([0, w]\).
\]

Conversely, Suppose that \(W_j[0, w]\) is singular, without loss of generality for \(w \in (t_m, s_m], m = 1, 2, ..., N\), there exists a non zero vector \(z_0\) such that \(z_0^*W_j[0, w]z_0 = 0\). That is

\[
\int_0^w z_0^*(w - s)^{\alpha - 1}[E_{\alpha,\alpha}(H(w - s)^\alpha)]JJ^*[E_{\alpha,\alpha}(H^*(w - s)^\alpha)]z_0 ds = 0.
\]
Then
\[ z_0^* E_{\alpha,\alpha}[H(w-s)^\alpha] J = 0 \] (13)
on \( s \in [0, w] \), Since system (1) is controllable, there exists control inputs \( u_1(t) \) and \( u_2(t) \) such that
\[
y(w) = I_m(t_m, y(s_{m-1} - 0)) + \int_0^w (w-s)^{\alpha-1} E_{\alpha,\alpha}[H(w-s)^\alpha][H\rho(0) + f(s, y(s))
+ \int_0^s v(s, k, y(k)) dk + J u_1(s)] ds = 0 \] (14)
\[ z_0 = I_m(t_m, y(s_{m-1} - 0)) + \int_0^w (w-s)^{\alpha-1} E_{\alpha,\alpha}[H(w-s)^\alpha][H\rho(0) + f(s, y(s))
+ \int_0^s v(s, k, y(k)) dk + J u_2(s)] ds \] (15)
Combining (14) and (15) yields
\[ z_0 - \int_0^w (w-s)^{\alpha-1} E_{\alpha,\alpha}(H(w-s)^\alpha) J[u_2(s) - u_1(s)] ds = 0. \] (16)
Multiplying \( z_0^* \) on both sides of (16), we get
\[ z_0^* z_0 - \int_0^w (w-s)^{\alpha-1} E_{\alpha,\alpha}(H(w-s)^\alpha) J[u_2(s) - u_1(s)] ds = 0. \]
By (13) \( z_0^* E_{\alpha,\alpha}[H(w-s)^\alpha] J = 0 \), we have \( z_0^* z_0 = 0 \).
Thus \( z_0 = 0 \). This is a contradiction. Hence the proof. Theorem 3.2 presents
a geometric type criterion. By the algebraic transform and computation, we can
obtain an algebraic criterion which is similar to the famous Kalman’s rank condition
[18].
**Theorem 3.3.** System (1) is controllable on \([0, w]\) if and only if \( \text{rank}[J \mid HJ \mid H^2J \ldots \mid H^{n-1}J] = n \).
**Proof.** By Cayley-Hamilton theorem, \( t^{\alpha-1} E_{\alpha,\alpha}(H t^\alpha) \) can be represented as
\[
t^{\alpha-1} E_{\alpha,\alpha}(H t^\alpha) = \sum_{i=0}^{\infty} \frac{t^{i \alpha + \alpha - 1}}{\Gamma(i \alpha + \alpha)} H^i
= \sum_{i=0}^{n-1} G_i(t) H^i \] (17)
For \( w \in [0, s_0] \),
\[
y(w) = \rho(0) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}(H(t-s)^\alpha)[H\rho(0) + J u(s) + f(s, y(s))
+ \int_0^s v(s, k, y(k)) dk] ds,
= \rho(0) + \sum_{i=0}^{n-1} \int_0^w G_i(w-s) H^i[H\rho(0) + J u(s) + f(s, y(s))
+ \int_0^s v(s, k, y(k)) dk + J u(s)] ds \] (18)
Let 
\[ \psi = \rho(0) + \sum_{i=0}^{n-1} \int_0^w G_i(w-s)H^i[H\rho(0)] + Ju(s) + f(s,y(s)) + \int_0^s v(s,k,y(k))dk ds \] (19)

Combining (18) with (19), we get
\[ y(w) = \sum_{i=0}^{n-1} H^iJ \int_0^w G_i(w-s)u(s)ds \] (20)
\[ y(w) = [J \mid HJ \mid H^2J \ldots \mid H^{n-1}J] \begin{pmatrix} d_0 \\ d_1 \\ \vdots \\ d_{n-1} \end{pmatrix}, \] (21)

where \( d_i = \int_0^w G_i(w-s)u(s)ds, i = 0, 1, 2, \ldots, n - 1 \). For \( y(w) \in \mathbb{R}^n \), the if and only if condition to have a control input \( u(t) \) satisfying (20) is that \( \text{rank}[J \mid HJ \mid H^2J \ldots \mid H^{n-1}J] = n \). For \( w \in (t_m, s_m] \), \( m = 1, 2, \ldots, N \),

\[ y(w) = I_m(t_m, y(s_m-1, 0)) + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t-s)^{\alpha}][H\rho(0) + Ju(s) + f(s,y(s))] ds \]
\[ + \int_0^s v(s,k,y(k))dk ds + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha}[H(t-m-s)^{\alpha}][H\rho(0) + Ju(s)] + f(s,y(s)) ds \] (22)
\[ = I_m(t_m, y(s_m-1, 0)) + \sum_{i=0}^{n-1} \int_0^w G_i(w-s)H^i[H(t-s)^{\alpha}][H\rho(0) + Ju(s)] + f(s,y(s)) ds \]
\[ + \int_0^s v(s,k,y(k))dk ds - \sum_{i=0}^{n-1} \int_0^w G_i(w-s)H^i[H(t-m-s)^{\alpha}][H\rho(0) + Ju(s)] + f(s,y(s)) ds \]
\[ + f(s,y(s)) + \int_0^s v(s,k,y(k))dk ds, \] (23)

Combining (22) with (23), we get
\[ y(w) - \psi = I_m(t_m, y(s_{k-1}, 0)) + \sum_{i=0}^{n-1} H^iJ \int_0^w G_i(w-s)u(s)ds \]
\[ = [J \mid HJ \mid H^2J \ldots \mid H^{n-1}J] \begin{pmatrix} d_0 \\ d_1 \\ \vdots \\ d_{n-1} \end{pmatrix}, \] (24)
Note that, for \( y(w) \in \mathbb{R}^n \), the if and only if condition to have a control input \( u(t) \) satisfying (23) is that \( \text{rank}[J \mid H J \mid H^2 J \ldots \mid H^{n-1} J] = n \). Thus the proof completed. \( \square \)

**Remark 3.6.** In [5], Agarwal et al. investigated the stability of solutions to impulsive Caputo fractional differential equations, furthermore, they established the Monotone iterative technique for the initial value problem for differential equations with non-instantaneous impulses in [7]. Recently, Zhou et al. in [1] developed the existence results for differential equations with fractional order and impulses. More recently in [6] Agarwal et al. presented a survey of Lyapunov functions, stability and impulsive Caputo fractional differential equations. With the motivation from the above works, in this paper, we proposed a new controllability criteria for non-instantaneous impulsive Volterra-type fractional dynamical systems and it shows the novel over the works mentioned above.

### 4. Examples

This module describes the efficacy of the controllability criterion.

**Example 4.1.** Consider the controllability of linear fractional differential systems with state delay and impulses as follows:

\[
C D^\frac{1}{2} y(t) = H y(t) + \frac{e^{-t}|y(t)|}{(19 + e^t)(1 + |y(t)|)} + \int_0^9 \frac{(t-s)^{\frac{1}{2}-1}}{\Gamma(\frac{1}{2})} ds + J u(t), t \in [0, 9] - \{1, 2, 3, 4, 5, 6, 7, 8\}
\]

\[
\Delta y(t_i) = \frac{1}{2} y(t_i^-), t_i = i, \quad i = 1, 2, 3, 4, 5, 6, 7, 8
\]

\[
y(t) = e^t, \quad t \in [-\frac{1}{3}, 0],
\]

Our aim is to prove that system (25) is controllable on \([0, 9]\) by using Theorem 3.1.

Let us take

\[
\alpha = \frac{1}{2}, \quad H = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad J = \begin{pmatrix} 3 \\ 2 \end{pmatrix},
\]

\[
f(t, y(t)) = \frac{e^{-t}|y(t)|}{(19 + e^t)(1 + |y(t)|)}
\]

By computation, we have

\[
JJ^* = \begin{pmatrix} 3 & 3 \\ 2 & 2 \end{pmatrix} = \begin{pmatrix} 9 & 6 \\ 6 & 4 \end{pmatrix}
\]

\[
E_{\frac{1}{2}, \frac{1}{2}}(A(9-s)^{\frac{1}{2}}) = \sum_{p=0}^1 \frac{H^p(9-s)^{\frac{p}{2}}}{\Gamma(\frac{p+1}{2})} = \begin{pmatrix} \frac{1}{\sqrt{\pi}} & (9-s)^{\frac{1}{2}} \\ 0 & 1/\sqrt{\pi} \end{pmatrix}
\]

\[
E_{\frac{1}{2}, \frac{1}{2}}(H^*(9-s)^{\frac{1}{2}}) = \sum_{p=0}^1 \frac{H^p(9-s)^{\frac{p}{2}}}{\Gamma(\frac{p+1}{2})} = \begin{pmatrix} 0 & (9-s)^{\frac{1}{2}} \\ \frac{1}{\sqrt{\pi}} & 1/\sqrt{\pi} \end{pmatrix}
\]

Put \( w = 9 \) in (12) and combining (12) with (26)-(28), we get

\[
W_J[0, 9] = \int_0^9 (9-s)^{-\frac{1}{2}}[E_{\frac{1}{2}, \frac{1}{2}}(A(9-s)^{\frac{1}{2}})] JJ^*[E_{\frac{1}{2}, \frac{1}{2}}(H^*(9-s)^{\frac{1}{2}})] ds
\]
\begin{align*}
\mathcal{W}_{J}[0, 9] & \text{ is nonsingular. Hence by Theorem 3.2, system (25) is controllable on } [0, 9]. \text{ Note: We can select any values between the selected intervals to satisfy the given example.}

\text{Example 4.2. Consider the controllability of linear fractional differential systems with state delay and impulses as follows:}

\begin{align*}
C D^\frac{1}{3}\ y(t) &= H x(t) + \frac{e^{-t} |y(t)|}{(19 + e^t)(1 + |y(t)|)} + \int_0^t (t - s)^{\frac{1}{3} - 1} ds \\
&+ J u(t), t \in [0, \frac{7}{2} \pi] - \{\pi, \frac{3}{2} \pi, 2 \pi, \frac{5}{2} \pi, 3 \pi\} \\
\Delta y(t_i) &= \frac{1}{3} y(t_i^-), \quad t_i = i \pi, \quad i = 1, 2, 3, 4, 5, 6 \\
y(t) &= \sin t, \quad t \in [-\frac{\pi}{5}, 0]
\end{align*}

\text{Our aim is to prove that system (25) is controllable on } [0, (\frac{7}{2}) \pi] \text{ by using Theorem 3.2. Let us take}

\begin{align*}
\alpha &= \frac{1}{3}, H = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ -4 & -6 & -5 \end{pmatrix}, \quad J = \begin{pmatrix} 2 & -1 \\ 0 & 1 \\ -2 & 2 \end{pmatrix}.
\end{align*}

\begin{align*}
f(t, y(t)) &= -\frac{e^{-t} |y(t)|}{(9 + e^t)(1 + |y(t)|)}
\end{align*}

Then

\begin{align*}
\text{rank}[J \ |H| \ |H^2|] = \text{rank} \begin{pmatrix} 2 & -1 & 2 & * & * & * \\ 0 & 1 & 0 & * & * & * \\ 0 & 0 & 2 & * & * & * \end{pmatrix} = 3
\end{align*}

Hence, by Theorem 3.3, system (30) is controllable on } [0, (\frac{7}{2}) \pi].

5. Conclusions. In this paper the controllability analysis of non-instantaneous impulsive Volterra-type fractional order dynamical systems with state delay have been investigated. A set of if and only if conditions of controllability criteria for such systems has been established based on the algebraic approach. Two numerical examples are presented to illustrate the effectiveness and applicability of the results obtained. Still now controllability criteria for non-instantaneous impulsive fractional dynamical systems are obtained by using semigroup theory. Generally speaking, both the Riemann-Liouville and the Caputo fractional operators do not possess neither semigroup nor commutative properties, which are inherent to the derivatives on integer order. Motivated from the work of Jiang et al. in [17], I am ready to develop the controllability of singular systems with delay and non-instantaneous impulses, this will appear in the near future.

Acknowledgment. The article has been written with the joint financial support of RUSA-Phase 2.0 grant sanctioned vide letter No. F 24-51/2014-U, Policy (TN Multi-Gen), Department of Education, Government of India, Dt. 09.10.2018, UGC-SAP (DRS-1) vide letter No.F.510/8/DRS-I/2016(SAP-I) Dt. 23.08.2016 and DST (FIST - level I) 657876570 vide letter No.SR/FIST/MS-I/2018-17 Dt. 20.12.2018.
REFERENCES

[1] R. Agarwal, M. Benchohra and B. Slimani, Existence results for differential equations with fractional order and impulses, *Mem. Differential Equations Math. Phys.*, 44 (2008), 1–21.

[2] R. Agarwal, M. Benchohra and S. Hamani, A survey on existence results for boundary value problems of nonlinear fractional differential equations and inclusions, *Acta Appl. Math.*, 109 (2010), 973–1033.

[3] R. Agarwal, S. Hristova and D. O. Regan, Noninstantaneous impulses in Caputo fractional differential equations and practical stability via Lyapunov functions, *J. Franklin Inst.*, 354 (2017), 3097–3119.

[4] R. Agarwal, S. Hristova and D. O. Regan, p-Moment exponential stability of Caputo fractional differential equations with noninstantaneous random impulses, *Journal of Applied Mathematics and Computing*, 2016, 1–26.

[5] R. Agarwal, S. Hristova and D. O. Regan, *Stability of Solutions to Impulsive Caputo Fractal Differential Equations*, Electron. J. Differential Equations, 2016.

[6] R. Agarwal, S. Hristova and D. O. Regan, A survey of Lyapunov functions, stability and impulsive Caputo fractional differential equations, *Fract. Calc. Appl. Anal.*, 19 (2016), 290–318.

[7] R. Agarwal, D. O. Regan and S. Hristova, Monotone iterative technique for the initial value problem for differential equations with noninstantaneous impulses, *Appl. Math. Comput.*, 298 (2017), 45–56.

[8] R. Agarwal, D. O. Regan and S. Hristova, Stability by Lyapunov like functions of nonlinear differential equations with noninstantaneous impulses, *J. Appl. Math. Comput.*, 53 (2017), 147–168.

[9] M. Benchohra and D. Seba, *Impulsive Fractional Differential Equations in Banach Spaces*, Electron. J. Qual. Theory Differ. Equ., Special Edition I, 2009.

[10] G. Bonanno, R. Rodriguez-Lopez and S. Tersian, Existence of solutions to boundary value problem for impulsive fractional differential equation, *Fract. Calc. Appl. Anal.*, 17 (2014), 717–744.

[11] J. Cao and H. Chen, Some results on impulsive boundary value problem for fractional differential inclusions, *Electron. J. Qual. Theory Differ. Equ.*, 11 (2011), 1–24.

[12] M. Feckan, J. R. Wang and Y. Zhou, Periodic solutions for nonlinear evolution equations with non-instantaneous impulses, *Nonauton. Dyn. Syst.*, 1 (2014), 93–101.

[13] M. Feckan, Y. Zhou and J. Wang, On the concept and existence of solution for impulsive fractional differential equations, *Commun. Nonlinear Sci. Numer. Simul.*, 17 (2012), 3050–3060.

[14] J. Henderson and A. Ouahab, Impulsive differential inclusions with fractional order, *Comput. Math. Appl.*, 59 (2010), 1191–1226.

[15] E. Hernandez and D. O. Regan, On a new class of abstract impulsive differential equations, *Proc. Amer. Math. Soc.*, 141 (2013), 1641–1649.

[16] S. Hristova and R. Terzieva, *Lipschitz Stability of Differential Equations with Non-Instantaneous Impulses*, Adv. Difference Equ., 2016.

[17] W. Jiang and W. Z. Song, Controllability of singular systems with control delay, *Automatica*, 37 (2001), 1873–1877.

[18] R. E. Kalman, Y. C. Ho and K. S. Narendra, Controllability of linear dynamical systems, *Contributions to Differential Equations*, 1 (1963), 189–213.

[19] T. D. Ke and D. Lan, Decay integral solutions for a class of impulsive fractional differential equations in Banach spaces, *Fract. Calc. Appl. Anal.*, 17 (2014), 96–121.

[20] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, *Theory and Applications of Fractional Differential Equations*, North-Holland Mathematics Studies, 204. Elsevier Science B.V., Amsterdam, 2006.

[21] P. Li and Ch. Xu, *Boundary Value Problems of Fractional Order Differential Equation with Integral Boundary Conditions and Not Instantaneous Impulses*, J. Funct. Spaces, 2015.

[22] N. I. Mahmudov, Controllability of Linear Stochastic Systems in Hilbert Spaces, *J. Math. Anal. Appl.*, 259 (2001), 64–82.

[23] N. I. Mahmudov, Controllability of Semilinear Stochastic Systems in Hilbert Spaces, *J. Math. Anal. Appl.*, 288 (2003), 197–211.

[24] K. S. Miller and B. Ross, *An Introduction to The Fractional Calculus and Fractional Differential Equations*, A Wiley-Interscience Publication. John Wiley & Sons, Inc., New York, 1993.
[25] D. N. Pandey, S. Das and N. Sukavanam, Existence of solutions for a second order neutral differential equation with state dependent delay and not instantaneous impulses, *Int. J. Nonlinear Sci.*, 18 (2014), 145–155.

[26] M. Pierri, D. O. Regan and V. Rolnik, Existence of solutions for semi-linear abstract differential equations with not instantaneous impulses, *Appl. Math. Comput.*, 219 (2013), 6743–6749.

[27] I. Podlubny, *Fractional Differential Equations*, An introduction to fractional derivatives, fractional differential equations, to methods of their solution and some of their applications, Mathematics in Science and Engineering, 198. Academic Press, Inc., San Diego, CA, 1999.

[28] R. Rodríguez-Lopez and S. Tersian, Multiple solutions to boundary value problem for impulsive fractional differential equations, *Fract. Calc. Appl. Anal.*, 17 (2014), 1016–1038.

[29] X. B. Shu, Y. Lai and Y. Chen, The existence of mild solutions for impulsive fractional partial differential equations, *Nonlinear Anal.*, 74 (2011), 2003–2011.

[30] A. Sood and S. K. Srivastava, On Stability of Differential Systems with Noninstantaneous Impulses, *Math. Probl. Eng.*, 2015.

[31] C. Tunc, A note on the qualitative behaviors of non-linear Volterra integro-differential equation, *J. Egyptian Math. Soc.*, 24 (2016), 187–192.

[32] C. Tunc and O. Tunc, New qualitative criteria for solutions of Volterra integro-differential equations, *Arab Journal of Basic and Applied Sciences*, 25 (2018), 158–165.

[33] J. R. Wang, M. Feckan and Y. Zhou, Relaxed controls for nonlinear fractional impulsive evolution equations, *J. Optim. Theory Appl.*, 156 (2013), 13–32.

[34] J. Wang and Z. Lin, A class of impulsive nonautonomous differential equations and Ulam - Hyers-Rassias stability, *Math. Methods Appl. Sci.*, 38 (2015), 868–880.

[35] J. Wang, Y. Zhou and Z. Lin, On a new class of impulsive fractional differential equations, *Appl. Math. Comput.*, 242 (2014), 649–657.

[36] R. Wang, M. Feckan and Y. Zhou, On the new concept of solutions and existence results for impulsive fractional evolution equations, *Dyn. Partial Differ. Equ.*, 8 (2011), 345–361.

[37] X. Zhang, X. Huang and Z. Liu, The existence and uniqueness of mild solutions for impulsive fractional equations with nonlocal conditions and infinite delay, *Nonlinear Anal. Hybrid Syst.*, 4 (2010), 775–781.

Received November 2018; 1st revision March 2019; 2nd revision April 2019.

E-mail address: sundaravadivoon@gmail.com