An Improved Parallelized Multi-Objective Optimization Method for Complex Geographical Spatial Sampling: AMOSA-II
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Abstract: Complex geographical spatial sampling usually encounters various multi-objective optimization problems, for which effective multi-objective optimization algorithms are much needed to help advance the field. To improve the computational efficiency of the multi-objective optimization process, the archived multi-objective simulated annealing (AMOSA)-II method is proposed as an improved parallelized multi-objective optimization method for complex geographical spatial sampling. Based on the AMOSA method, multiple Markov chains are used to extend the traditional single Markov chain; multi-core parallelization technology is employed based on multi-Markov chains. The tabu-archive constraint is designed to avoid repeated searches for optimal solutions. Two cases were investigated: one with six typical traditional test problems, and the other for soil spatial sampling optimization applications. Six performance indices of the two cases were analyzed—computational time, convergence, purity, spacing, min-spacing and displacement. The results revealed that AMOSA-II performed better which was more effective in obtaining preferable optimal solutions compared with AMOSA and NSGA-II. AMOSA-II can be treated as a feasible means to apply in other complex geographical spatial sampling optimizations.
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1. Introduction

In complex geographical spaces, spatial sampling scenarios are commonly involved in various sampling purposes and different monitoring factors, which leads to the diversity and complexity of sampling objectives. The basic spatial sampling purposes mainly include estimation, interpolation, inspection, classification and detection [1]. These sampling purposes are always combined based on different situations—such as for the estimation of variogram parameters and mapping accuracy, or for population mean estimation and interpolation; multi-objective spatial sampling problems are derived from such multiple sampling purposes [2,3]. In addition, multiple factors are required to be monitored for each sample in a survey. For example, the soil survey requires the collection of heavy metal factors and nutrient factors in one sample, or meteorological monitoring requires the observation of factors such as temperature, humidity and air pressure. Sampling for multiple monitoring indicators constitutes a multi-objective spatial sampling problem with multiple feature spaces [4,5]. Further, when multiple sampling purposes are combined with multiple sampling factors, such multi-objective spatial sampling problems become a lot more complex.
The widespread multi-objective optimization problems of spatial sampling can be tackled in two ways—direct and indirect optimization. In indirect optimization, multiple objectives are converted to one objective function by weighting and optimized with the single objective optimization method [6-8]. For example, Brus incorporated the trend estimation error and spatial interpolation error into the spatially averaged universal kriging variance by weighting [8]. It was used to obtain the optimal pattern in the spread of both geographical and feature spaces. However, under most circumstances, multiple objectives cannot be transformed into a single objective by weighting arbitrarily, as their representative implication is fundamentally different—for example, the cost for monitoring and the quality of samples. It is unscientific to integrate multiple objectives with different measurement units in virtue of weighting. In addition, the determination of weight is rather controversial for the influence of subjective intention, and the optimization for each of the multiple objectives cannot be guaranteed. Therefore, it is necessary to apply the method that can directly optimize multiple objectives for complex geographical spatial sampling.

Direct multi-objective optimization methods solve problems directly in order to obtain Pareto optimal solutions by making tradeoffs between multiple objectives [9-15]. The corresponding values of the multi-objective functions of Pareto optimal solutions are Pareto optimality, which cannot be improved further without any other objectives becoming worse. The archived multi-objective simulated annealing (AMOSA) algorithm is a simple and frequently used direct multi-objective optimization method [16]; it was introduced by Lark into spatial sampling for optimizing multi-objective sampling design [17]. With this algorithm, two objectives for soil sampling were directly optimized and a set of optimal sampling solutions was provided, thereby revealing the inspiring competence of this algorithm in geographical spatial sampling. Nevertheless, the efficiency of the AMOSA method restricts its sampling optimization performance. It was a time-consuming process to complete the optimization in Lark’s applied case. In practice, the geographical sampling space is generally much more complex[18–20], and the time taken by the optimization process is significantly longer. However, it is important to provide optimal sampling schemes in time by optimizing efficiently. Therefore, in order to achieve intensive application for diverse multi-objective sampling optimization scenarios, the efficiency of AMOSA requires further improvement.

In this paper, an improved parallelized multi-objective optimization method from AMOSA, which is called AMOSA-II, is proposed for improving the efficiency of the spatial sampling optimization process in the complex geographic space. The improvements in AMOSA are mainly concerned with following three aspects. (1) The design of multiple Markov chains is built to strengthen the intensity of the searching degree for accelerating the convergence process. (2) The parallelization technology on the basis of multi-Markov chains is established to further enhance the iteration efficiency without premature convergence. (3) The tabu-archive constraint is added to avoid the regeneration of solutions that have already been searched to save redundant computational time.

The remainder of this paper is organized in the following manner: The extant literature on multi-objective optimization of geographical spatial sampling is reviewed in Section 2. The AMOSA-II methodology is elaborated in Section 3. The case with six traditional test problems and the case used for soil sampling in previous studies are studied to analyze the performance of AMOSA-II in Sections 4 and 5. The setting of related parameters for AMOSA-II is further discussed in Section 6. The conclusions are presented in Section 7.

2. Literature Review

For complex geographical spatial sampling, it is always desirable to perform a sampling survey for multiple objectives due to the limitations of resources, time and technology. The geographical spatial sampling problems are diverse for different multiple optimization objectives. When dealing with the grid sampling, it is necessary to obtain a balance between grid spacing and mapping precision based on the available budget [21,22]. When there is no prior knowledge of a certain region in terms of variation characteristics, variogram parameter estimation and interpolation are the sampling purposes that need to be optimized [2,8]. Occasionally, differential management need to be done based on the grade of the survey object, and the sampling for classification and detection
purposes is expected to reflect the grade distribution [23,24]. When covariate data of certain regions is abundant, with the aims of population trend estimation and interpolation, the sample points are expected to be optimized for evenly distribution in both the geographical and feature spaces [25]. Moreover, when prior knowledge regarding variogram parameters is absent, and information on covariates is accessible, the sampling scenario becomes complex and must be optimized in geographical space, feature space and point pair distribution to achieve population estimation, variogram estimation and interpolation [26]. The even more complex case is that multivariate need to be sampled for precise interpolation and population estimation [27,28].

In the domain of spatial sampling, the popular means for multi-objective sampling optimization problems is transferring multiple objectives into one single objective by weighting. First employed by van Groenigen to optimize the combined objective with related criterions for spatial environmental sampling [29–31], the spatial simulated annealing (SSA) algorithm is billed as one of the most widely used approaches in the indirect sampling optimization process. Brus took advantage of the SSA algorithm to optimize the spatially averaged universal kriging variance, which includes the trend estimation error and the spatial interpolation error [8]. Webster provided a description of the detailed optimization process with this algorithm, aiming to ensure the fitness of sample design both for the variogram estimation and kriging interpolation [32]. Gao proposed a spatial conditioned Latin hypercube sampling method by using SSA to optimize sample points evenly spreading in both feature and geographical spaces [26]. Further, Garbor applied the SSA algorithm in second-phase sampling for the optimization of multivariate soil mapping purposes [4]. In these researches, the weights for combining multiple objectives require the consideration of expert knowledge or model estimation. Nevertheless, it is generally challenging for the relationship among multiple objectives to be reflected by the determined weights, which is rather arbitrary. Even the model estimation result exists with uncertainty, not to mention the situations because of which the involved multiple objectives are fundamentally different. In addition, the optimization result—which is able to merely reflect the optimal sample solution for the combined objective—cannot guarantee the optimization for each of the multiple objectives. Moreover, the optimization effect of each objective is unknown, which is fused by the weight.

The development of computer science and technology has been witnessing the emergence of numerous direct multi-objective optimization approaches in other fields. This reality helps provide the opportunity for the application of these approaches in complex geospatial sampling. These direct optimization approaches mainly belong to three primary types: the gene algorithm series(such as MOGA [9], NSGA [10] and NSGA-II [11]), the evolution algorithm series(such as PAES [12] and PESA-II [13]) and the simulated annealing series (such as SMOSA [14], PSA [15] and AMOSA [16]).

These methods, which can contribute to more than one optimal solution in an intelligent manner without considering weighting or restriction, are being widely applied in numerous fields, such as wireless sensor network design [33,34], routine plan [35,36], job dispatchment [37–40], engineer system configuration [41–43] and so on. AMOSA, which functions as one of the representative algorithms, is characterized by two unique aspects: the domination amount that exists between solutions and the archive to store optimal solutions [16]. The domination amount makes searching gradually toward the region where global optimal solutions exist, thereby ensuring the likely jumping out of local search on the basis of the Metropolis criterion. The archive is designed with a limit size for the storage of optimal solutions which are nondominated to each other. The multiple objectives strike the trade-offs in the optimization process, which drives Pareto optimal solutions to be finally archived. Compared with other multi-objective optimization methods, particularly the appreciatively used NSGA-II, AMOSA is able to obtain a better Pareto solution set with higher efficiency [16,44]. This proves to be more competent in optimizing problems with a large number of objectives.

AMOSA was first introduced into the field of spatial sampling by Lark in 2016 [17]. A hypothesized case was designed to portray the manner in which the AMOSA method is applied in multi-objective sampling optimization. On the basis of direct and simultaneous optimization on multiple objectives, it didn’t need to consider the intractable allocation of weights and provided more
than one optimal sampling design. Lark harbored the idea that AMOSA could be further applied to other complex geographical spatial sampling scenarios, such as the sampling for interpolation, additional sampling or nonstationary spatial sampling.

However, the efficiency of AMOSA actually functions as a bottleneck, which restricts its performance for widespread application in the multi-objective optimization of complex spatial sampling. Taking Lark’s experimental case as a reference, it took almost 10 hours for each run on a 3.4-GHz processor with 8 GB RAM. AMOSA is equipped with one single Markov chain which results in inherently sequential iteration, the iteration process is unable to be parallelized and rather time-consuming. As illustrated above, it is common and complex for multi-objective optimization sampling problems to become involved in multiple sampling purposes and multiple monitoring indicators. It means the optimization process will be more time-consuming. In addition, in face of the sampling space with large geographical coverage and high heterogeneity[18], the computational quantity is extraordinarily large. Hence, it is necessary to improve the efficiency of AMOSA for multi-objective sampling optimization scenarios of the complex geographical space.

3. Methodology

3.1. The Framework of AMOSA-II

The AMOSA-II method for spatial sampling is developed based on AMOSA. It mainly improves the optimization efficiency in terms of three aspects. First, multiple Markov chains are designed to extend the original, single Markov chain. Each one of these chains iterates independently and then shares the information after certain iterations. More chains give rise to the reinforcement of search degree and the acceleration of convergence process. The multi-core parallelization technology is introduced based on multiple Markov chains. A single Markov chain is a serialization process that is difficult to parallelize and, thus, causes limited iteration efficiency. However, parallelization becomes feasible for multiple chains and helps to further improve the iteration efficiency. In addition, a tabu-archive is designed to store the searched solutions. There is no need for any new solution that exists in the tabu-archive to be compared with the optimal solutions again, and then the computational time is saved by avoiding such repetitive and invalid comparison process.

The workflow scheme of the AMOSA-II algorithm is presented in Figure 1. The basic steps of the AMOSA-II algorithm are described below.

Step 1: Set the listed parameters: the initial temperature, $T_{max}$; the annealing ratio, $alpha$; the maximum number of solutions in the live-archive that are finally returned, $HL$; the largest number of solutions in live-archive that triggers clustering operation, $SL$; the number of annealing times, $iter$; the iteration number at the current temperature, $iiter$.

Step 2: Initialize two archives—one for storing optimal solutions, live-archive, and the other one for storing searched solutions, tabu-archive. A few initial solutions are found by using a simple hill-climbing technique; these remain nondominated to each other and then are added into the two archives.

Step 3: Create multiple Markov chains. Multiple Markov chains run in parallel based on multiple threads with the support of multi-core parallelization technology.

Step 4: In each chain, the tabu-archive is treated as the sub tabu-archive, the live-archive is treated as the sub live-archive, and one solution is selected randomly from the sub live-archive as the chain’s current solution, current-sln. If it is not in the sub tabu-archive, then it is treated as the new solution, new-sln, and the sub tabu-archive is updated by archiving the new-sln and clustered to the $HL$ size if its size exceeds $SL$. Otherwise, a new solution must be generated.

Step 5: In each chain, the domination relationship between the current-sln and the new-sln by the judgment rule based on AMOSA.

Step 6: In each chain, update the current-sln, sub live-archive based on the comparison output.

Step 7: The process above, from Steps 4 to 7, is repeated with $iiter$ iterations.
Step 9: After the \( i_{\text{iter}} \)th iteration, the current temperature \( \tau \) is annealed by \( \tau = \tau \alpha \).

Step 10: Repeat Steps 3 to 9, after certain annealing times, merge the sub live-archives and the sub tabu-archives in all Markov chains. The combined archive from the sub live-archives must be managed to be consisting of the solutions that are nondominated to each other and clustered to the HL size if its size exceeds SL; finally, the live-archive is updated with the processed combined archive.

Step 11: Repeat Steps 3 to 10 with \( e_{\text{iter}} \) iterations until the terminal condition is satisfied.

---

**Figure 1.** The workflow scheme of the archived multi-objective simulated annealing (AMOSA)-II algorithm.

3.2. Multiple Markov Chains

Multiple Markov chains are separated from one simulated annealing chain, and they cannot only grow independently—that is, simultaneously or asynchronously—but also share information at certain moments [45]. It becomes feasible for them to parallelize with the multi-core technology in the optimization process. Multiple Markov chains obtain the optimal solutions through their own iterations, which greatly extends the search scale compared to one single Markov chain. When the combination condition is satisfied, the optimal solutions from all chains are compared, and the most optimal solutions are obtained and treated as the input of the next iteration stage for all chains. The convergence is sped up by the information interaction. Thus, optimization efficiency is improved as a result of multiple Markov chains.

In the AMOSA-II method, multiple Markov chains are designed to iterate simultaneously. The specific operation mode is presented in Figure 1. Based on the same initial condition, each Markov chain grows independently with the same frequency and gets its own nondominated solutions;
thereafter, all chains are combined to extract the optimal solutions, which are treated as the inputs of the next iteration stage for each chain. The phased iteration and combination continue until the termination conditions are met.

![Diagram of multiple Markov chains](image)

**Figure 1.** Scheme of multiple Markov chains.

During independent growth, for each Markov chain, the live-archive and tabu-archive are treated as the sub live-archive and sub tabu-archive, respectively. A solution is randomly selected as the current solution current-sln from the respective sub live-archive, and then the current-sln is perturbed randomly to form a new solution which is treated as the new-sln if it is not in the respective sub tabu-archive. Any newly formed solution must be added into the respective sub tabu-archive. The domination relationship between the new-sln and the current-sln is judged by the judgement rule, and then update the respective sub live-archive and the current-sln conditionally. Each chain must iterate the same frequency.

In the combination stage, each chain has its own updated sub live-archive and sub tabu-archive. All sub tabu-archives are combined, and all solutions are extracted to update the tabu-archive. The solutions from all sub live-archives are collected and compared with each other to judge the domination relationship; thereafter, the nondominated optimal solutions are then finally stored in the live-archive. Through the combination of all chains, the live-archive and tabu-archive are updated and treated as the input sub live-archive and sub tabu-archive of each chain in the next iteration stage.

### 3.3. Parallelization based on Multiple Markov Chains

Based on multiple Markov chains, the multi-core parallelization technology is employed in AMOSA-II to improve optimization efficiency. With the rapid development of computer science, multi-core parallelization technology has shown great computational performance [46,47]. With this technology, the main task is divided into several sub-tasks that are allocated to multiple processors as certain patterns. These processors can be the cores from the same or different computers. Then, these sub-tasks are executed independently and synchronously, the implementation process of each sub-task does not depend on those of the others. When all sub-tasks are completed, the results of all sub-tasks are collected on the basis of certain mechanisms and output as the integrated result of the main task. A single Markov chain is a serializable process that cannot be decomposed into parallel sub-tasks. For multiple Markov chains, each one iterates independently, and the iterative results must be combined after certain iterations. Therefore, the multi-core parallelization technology can be applied to multiple Markov chains, which decomposes the entire process into parallel sub-tasks to iterate synchronously with the aim of improving efficiency.

The sketch of parallelization based on multiple Markov chains is presented Figure 2. Based on a high-performance computer configured with multiple cores, the main thread first must apply for 5 sub-threads, and then decompose the entire iterative task based on multiple Markov chains into multiple sub-tasks. These sub-tasks are dynamically distributed to the sub-threads and each sub-thread is ensured to have one sub-task. Once one sub-task of a sub-thread is completed and then another sub-task is called in. As all sub-threads complete all sub-tasks, the results of all sub-tasks are collected by the main thread and treated as the output of the entire iterative task.
In order to attain parallelization based on multi-Markov chains, the function `sfClusterApplyLB` integrated in the package `snowfall` (provided in the R platform) is employed [48]. It only requires a few parameters—such as the size of the cores for parallelization and the functions or arguments to call—and it is not concerned with the specific parallelization operation, such as task decomposition or thread allocation. Moreover, it is exceedingly convenient for developers to learn and use. In addition, the function `sfClusterApplyLB` can achieve load balancing compared with other parallelization functions, which implies that when one thread completes its sub-task, it will call in the next sub-task immediately without waiting for all the other threads to complete their sub-tasks. Thus, the load balancing mode can improve computational efficiency by making full use of threads and cutting out idle time.

3.4. The tabu-archive Constraint

The tabu-archive constraint is designed based on the tabu search operation to avoid repeated searching solutions. As there is a possibility of searching a solution multiple times, the tabu search operation is a traditional method to avoid repeated searching in optimization [49]. In AMOSA-II, a tabu-archive with no size limit is designed to store solutions that have already been searched by all Markov chains, and it is shared by all Markov chains as their own sub tabu-archives; moreover, each sub tabu-archive is updated when forming a new solution during their own iteration process, and then all sub tabu-archives are combined during the combination stage to update the tabu-archive. During the independent iteration process, once a new solution is formed by random perturbation, it is necessary to judge whether the solution exists in the sub tabu-archive of the respective chain. If archived, the newly formed solution must be ignored, and another perturbation must be performed to obtain another new solution. All the newly formed solutions of each Markov chain are added to the respective sub tabu-archive.

Due to the fact that repeatedly searching a solution leads to extra computational time without any optimization, the tabu-archive constraint is designed to help save the optimization time. In the absence of the tabu-archive constraint, solutions that have been found in previous procedures may be searched by perturbation; then, its domination relationships with other solutions in the live-archive would be judged repeatedly. However, the judging process is complex and time-consuming; moreover, it is invalid without any improvement in the convergence of the optimal solutions and, finally, this would give rise to extra computational time. On the contrary, with the tabu-archive constraint, the duplicate solution can be excluded, and the extra invalid judging process is avoided; consequently, the extra computational time is saved, and the overall optimization efficiency is improved.

3.5. Complexity Analysis

The complexity of AMOSA-II was analyzed based on the AMOSA method. As illustrated above, the AMOSA-II method has \( n \) (\( n \geq 1 \)) Markov chains and AMOSA has only one, which is the main difference between them. The multi-core parallelization technology with \( m \) threads is applied on the
basis of multiple Markov chains; then, the computational time for multiple Markov chains is the same for one Markov chain within the equal iterations at the current temperature. However, for the same stable distribution of solutions, the number of iterations at current temperature for AMOSA-II is less than that of AMOSA with the advantage of multiple chains; thus, the total number of iterations for AMOSA-II is less than that of AMOSA. The other parts of the proposed method AMOSA-II are almost the same as that of AMOSA. As illustrated by Bandyopadhyay [16], the complexity of AMOSA is expressed in the following manner.

$$\text{Complexity} = O(\text{TotalIter} \times N \times (M + \log(N)))$$  \hspace{1cm} (1)

where \text{TotalIter} stands for the total number of iterations, \(N\) is the archive size \(HL\) and \(M\) is the number of objectives.

Based on the above analysis, the complexity of AMOSA-II is expressed in the following manner.

$$\text{Complexity} = O\left(\frac{\text{TotalIter}}{n} \times N \times (M + \log(N))\right)$$  \hspace{1cm} (2)

3.6. Performance Indices

A good multi-objective optimization method is expected to provide satisfied optimal solutions efficiently. The computational time is a performance index to reflect the efficiency of converging to the Pareto optimal solution set. In addition, A preeminent set of optimal solutions obtained by a multi-objective optimization method must satisfy two conditions [50]. One is that the Pareto front, consisting of optimal solutions, must be as convergent to the true Pareto front as possible. The other one is that the optimal solutions must be as diverse as possible. In order to evaluate the performance of the optimal solutions obtained by a multi-objective optimization method according to these two conditions, five performance indices have been proposed and widely accepted in the multi-objective optimization field. These are: the convergence [11], purity, spacing, min-spacing [51] and displacement [52]. The formulas and parameters' descriptions of these six indices are listed in Table 1.

Convergence is the quantification of the convergent degree of the obtained Pareto optimal solution set to a known Pareto optimal set. The lower the value, the more approximate the obtained set to the known set. Purity is to evaluate the contribution degree of different solution sets. These solution sets are first collected to form the final optimal solution set, and then the proportion of the optimal solutions from a specific solution set, which are also part of the final optimal solution set; this is calculated to reflect its contribution degree, between 0 and 1. The higher the value, the more convergent the solution set compared to other solution sets. The spacing index can indicate the uniformity of the optimal solutions, and the min-spacing index is evolved to make up for the defect that the spacing index may yield wrong results for extreme cases, even though occasionally it may also under perform. The lower the values of these indices, the more uniform the solutions. The displacement index is used to estimate the difference between the obtained solution set and the known Pareto front. The lower the value, the better the convergence and diversity of the obtained optimal solutions.

| Performance indices | Formula | Parameters' description |
|---------------------|---------|-------------------------|
| Computational time  | \(t = T_{end} - T_{start}\) | \(T_{start}\) is the beginning time, \(T_{end}\) is the terminating time. |
| Convergence [11]    | \(C = \sum_{i=1}^{N} \min(\text{Dis}(R_i, R^*)) / N\) | \(N\) is the number of solutions in the set \(R\), \(R_i\) is the \(i\)th solution in the set \(R\), \(R^*\) is the true Pareto front, \(\text{Dis}(R_i, R^*)\) is the Euclidean distance of the \(R_i\) solution from the true Pareto front \(R^*\). |

Table 1. Performance indices.
Purity [51]

\[ p = \frac{r_h^*}{r_h} \]

\[ r_h = |\{ \gamma | \gamma \in S_h \}| \]

\[ r_h^* = |\{ \gamma | \gamma \in S_h \text{ and } \gamma \in S^* \}| \]

\[ h = 1, 2, ..., H \]

Spacing [51]

\[ S = \sqrt{\frac{1}{|Q|} \sum_{i=1}^{|Q|} (d_i - d)^2} \]

\[ d_i = \min \{ \sum_{m=1}^{M} |f_m^i - f_m^h| \} \]

\[ i = 1, 2, ..., Q \]

\[ k = 1, 2, ..., Q \text{ and } k \neq i \]

\[ m = 1, 2, ..., M \]

Min-spacing [51]

\[ S_m = \sqrt{\frac{1}{|Q| - 1} \sum_{i=1}^{|Q|-1} (d_i^* - d^*)^2} \]

\[ d_i^* = \min \{ d_1, d_2, ..., d_Q \} \]

\[ d_i = \min \{ \sum_{m=1}^{M} |f_m^{seq_{h+i}} - f_m^{seq_i}| \} \]

\[ seq_i = \{ s_i^1, s_i^2, ..., s_i^Q \} \]

\[ i = 1, 2, ..., Q \]

\[ h = 1, 2, ..., Q - 1 \]

\[ m = 1, 2, ..., M \]
Displacement \[^{52}\]
\[D = \frac{1}{|P'|} \sum_{i=1}^{|P'|} (\min_{j=1}^{Q} d(i,j))\]

\(i = 1, 2, ..., P'\)
\(j = 1, 2, ..., Q\)

4. Performance Test on Traditional Test Problems

4.1. Experiment Case

In order to analyze the optimization performance of AMOSA-II for multi-objective optimization problems, the experiment case is designed based on traditional test problems as the manner which is widely used by other studies\[11,13,16]\. There are disparate Pareto front types for different multi-objective optimization problems. The form may be convex or nonconvex, and the distribution may be continuous or discontinuous, uniform or non-uniform. On behalf of different types of Pareto front, six traditional test problems are selected to test the performance of the AMOSA-II method. These are: ZDT1, ZDT2, ZDT3, ZDT4, ZDT6\[^{50}\], and DTLZ2\[^{53}\]. Detailed information regarding the functions and the form traits of the Pareto fronts are listed in Table 2.

| Test problem | Objective functions | Pareto front | Pareto front traits |
|--------------|---------------------|--------------|---------------------|
| **ZDT1** \[^{50}\]** | Min. \(f_1(x) = x_1\)
Min. \(f_2(x) = g(x)h(f_1(x), g(x))\)
\(g(x) = 1 + \frac{9}{n-1} \sum_{i=2}^{n} x_i\)
\(h(f_1, g) = 1 - \sqrt{f_1/g} - (1/f_1)\sin(10\pi f_1)\)
\(n = 30, 0 \leq x_1, x_2, ..., x_i, ..., x_{30} \leq 1\) | Convex, continuous, uniform |
| **ZDT2** \[^{50}\]** | Min. \(f_1(x) = x_1\)
Min. \(f_2(x) = g(x)h(f_1(x), g(x))\)
\(g(x) = 1 + \frac{9}{n-1} \sum_{i=2}^{n} x_i\)
\(h(f_1, g) = 1 - (f_1/g)^{2}\)
\(n = 30, 0 \leq x_1, x_2, ..., x_i, ..., x_{30} \leq 1\) | Nonconvex, continuous, uniform |
| **ZDT3** \[^{50}\]** | Min. \(f_1(x) = x_1\)
Min. \(f_2(x) = g(x)h(f_1(x), g(x))\)
\(g(x) = 1 + \frac{9}{n-1} \sum_{i=2}^{n} x_i\)
\(h(f_1, g) = 1 - \sqrt{f_1/g} - (1/g)\sin(10\pi f_1)\)
\(n = 30, 0 \leq x_1, x_2, ..., x_i, ..., x_{30} \leq 1\) | Nonconvex, discontinuous |
| **ZDT4** \[^{50}\]** | Min. \(f_1(x) = x_1\)
Min. \(f_2(x) = g(x)h(f_1(x), g(x))\)
\(g(x) = 1 + 10(n-1) + \sum_{i=2}^{n} (x_i^2 - 10\cos(4\pi x_i))\)
\(h(f_1, g) = 1 - \sqrt{f_1/g}\)
\(n = 10, 0 \leq x_1 \leq 1, -5 \leq x_2, ..., x_i, ..., x_{10} \leq 5\) | Convex |
Two objective functions: 
\[
\begin{align*}
\text{ZDT6} & \quad [50] \\
\text{Min}: & \quad \left\{ f_1(x) = 1 - \exp(-4x_1) \sin(6\pi x_1) \right. \\
& \quad \left. f_2(x) = g(x) h(f_1(x), g(x)) \right. \\
& \quad \left. g(x) = 1 + 9 \left[ \sum_{i=2}^{n} \frac{x_i}{9} \right] \right. \\
& \quad \left. h(f_1, g) = 1 - (f_1/g)^2 \right. \\
& \quad \left. n = 10, 0 \leq x_1, x_2, \ldots, x_{10} \leq 1 \right.
\end{align*}
\]

Nonconvex, non-uniform

Three objective functions: 
\[
\begin{align*}
\text{DTLZ2} & \quad [53] \\
\text{Min}: & \quad \left\{ f_1(x) = (1 + g(x)) \cos(x_1 \pi/2) \cos(x_2 \pi/2) \right. \\
& \quad \left. f_2(x) = (1 + g(x)) \cos(x_1 \pi/2) \sin(x_2 \pi/2) \right. \\
& \quad \left. f_3(x) = (1 + g(x)) \sin(x_1 \pi/2) \right. \\
& \quad \left. g(x) = \sum_{i=4}^{n} (x_i - 0.5)^2 \right. \\
& \quad \left. n = 30, 0 \leq x_1, x_2, \ldots, x_{30} \leq 1 \right.
\end{align*}
\]

Convex

4.2. Experiment Design

Based on the six traditional test problems, the performance of AMOSA-II is compared with its unimproved version AMOSA, and NSGA-II which is a frequently used multi-objective optimization method in other fields with high computing efficiency[54–56]. For all algorithms, the test problems were respectively initialized with the same sets of solutions. For the former two algorithms, the random perturbation was used to generate a new solution—the HL was 100 and SL was 110 for each problem; meanwhile, the traditional method of selection, crossover and mutation is used to obtain the offspring solutions for NSGA-II, and its solution set size was 100 for each problem. For AMOSA-II and AMOSA, the initial temperature and annealing ratio were set as the comparison experiment of the AMOSA algorithm used by Bandyopadhyay[16], which were 200 and 0.8. For NSGA-II, the crossover probability was 0.9 and the mutation probability was 1/l (l is the string length), both of which are recommended by Goldberg[57]. For AMOSA-II, there were three Markov chains, three parallelizing threads. The respective iter for all six problems were 50, 50, 50, 20, 20, and 50, and the respective iter were 15, 15, 10, 10, and 7, the respective combination frequency were 7, 7, 7, 2, 2, and 5. For AMOSA, the iteration number for all six problems was 500. For NSGA-II, the generation numbers were 240, 240, 240, 110, 110, and 300. The true Pareto front with 200 solutions for each test problem was obtained based on the definition provided by Deb[50]. These three algorithms, related multi-objective functions, and the extraction of the solutions in the true Pareto front for six test problems were coded based on the R language. The traditional problems were tested on a PC with 128GB RAM and four processors (Inter R Xeon R CPU e7-4850, 2.20GHz, 14cores).

4.3. Results

Based on the design illustrated in the Section 4.2, experiments for AMOSA-II, AMOSA and NSGA-II were executed ten times for each test problem. The performance indices of each problem were obtained by counting the average value and standard deviation (SD) of the ten rounds.

The results of performance indices are listed in Figure 3. For all six test problems, the computational time for AMOSA-II is distinctly less than that of AMOSA and NSGA-II. The convergence of AMOSA-II is slightly greater than that of AMOSA and NSGA-II, and the purity of AMOSA-II is significantly greater than that of the other two algorithms. The two indices indicate that AMOSA-II has better convergence performance than AMOSA and NSGA-II. The spacing and min-spacing indices of AMOSA-II are lower than those of AMOSA, which signifies that AMOSA-II obtains more uniform coverage of the Pareto front as compared to AMOSA. The spacing and min-spacing indices of AMOSA-II and NASG-II tend to fluctuate, which reflects that the uniformity of the coverage of optimal solutions with the two algorithms depends on the case. The displacement of AMOSA-II is lower than that of AMOSA and NSGA-II, thereby implying that AMOSA-II can obtain better optimal solutions that are more convergent and more diverse.
In addition, the respective SD indices for each algorithm, which is represented by the error line of the bar graph in the Figure 3, is analyzed. The SD of computational time for AMOSA-II is comparable with AMOSA, but higher than NSGA-II, which implies that the computational time for AMOSA-II is not as stable as that for NSGA-II. This is partially because the number of searched optimal solutions changes in each iteration for AMOSA-II and AMOSA. Based on the varying number of solutions, the amount of judging operating is varying and the time for clustering operation is also not guaranteed to be stable. However, for NSGA-II, the number of solutions is fixed in each generation which makes it much more stable in terms of computational time. The SD indices of convergence, purity, and displacement for AMOSA-II is lower than those of AMOSA and NSGA-II, which implies that the quality of optimal solutions is more stable. The SD indices of spacing and min-spacing for three algorithms is fluctuant, which implies that the uniform distribution of optimal solutions is not stable.

Based on the results of these six indices, in comparison with AMOSA and NSGA-II, AMOSA-II obtained optimal solutions with better convergence in less time, the uniformity of AMOSA-II is better than that of AMOSA but not NSGA-II, which depends on the case. The stability of its running time is comparable with AMOSA but not as good as NSGA-II, and the quality of its optimal solutions is more stable than that of the other two.
The spatial correlation of the soil variable in this region is assumed to be a spherical variogram whose range is 100m, nugget variance is 500 and correlated variance is 4500. Then, the variance of the sample mean is estimated based on the following formulas with the given variogram parameters[58]:

\[
\sigma_m^2 = \frac{2}{n} \sum_{i=1}^{n} \bar{y}(X_i, \mathcal{B}) - \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \gamma(X_i - X_j) - \bar{y}(\mathcal{B}, \mathcal{B})
\]  

(3)

\[
\bar{y}(X_i, \mathcal{B}) = \int_{X_k \in \mathcal{B}} \gamma(X_i - X_k) dX_k
\]  

(4)

\[
\bar{y}(\mathcal{B}, \mathcal{B}) = \int_{X_k \in \mathcal{B}} \int_{X_l \in \mathcal{B}} \gamma(X_k - X_l) dX_k dX_l
\]  

(5)

where \(X_i\) represents the coordinates of the \(i\)th sample site, and \(\gamma\) is the variogram of two sites in domain \(\mathcal{B}\).

The other one is the total distance to all sample points. The optimization yields the minimum total distance. The starting and leaving locations are at the bottom-left of the domain, with the coordinates (0, 0), and the shortest route to visit a set of candidate sample points is estimated based on the

5. Performance Analysis in Spatial Sampling

5.1. Experiment Case

In order to test the application performance of AMOSA-II for complex geographical spatial sampling optimization, the study case employed by Lark[17] for soil sampling is imported here. In this application case, the field to be sampled is square, with each side measuring 100 meters; however, the part that is centered on the right corner with a 40-meter radius is missing. As Lark described, the spatial statistical quality and sampling efficiency are two key points that need to be taken into consideration in a sampling design. The spatial statistical quality can be estimated by the sample standard error which is expected to be less for better spatial coverage of the sample points; moreover, the sampling efficiency can be reflected by the total distance to all sample points which is expected to be minimized. There are tradeoffs between the spatial coverage and sampling efficiency. In general, better sampling efficiency may result in poor spatial coverage, and good spatial coverage can lead to poor sampling efficiency. Thus, the multi-objective optimization method can be applied to obtain optimal sampling designs that satisfy these two aspects.

In this case, the first objective function is the variance of the sample mean. It is optimized to achieve good spatial coverage. The spatial correlation of the soil variable in this region is assumed to be a spherical variogram whose range is 100m, nugget variance is 500 and correlated variance is 4500.
solve_TSP method, which is a two-edge exchange improvement procedure integrated in the TSP package by the R platform [59].

5.2. Experiment Design

Based on the multi-objective optimization spatial sampling case, the application performance of AMOSA-II is compared with AMOSA and NSGA-II. Five experiment groups with the sample size (HL) 20, 40, 60, 80, and 100 are designed in the following manner. For all experiments with the former two algorithms, the related parameter settings in Lark’s case were shared. The sample size remained 20, the initial temperature was 1, and annealing ratio was 0.99. The SL was respectively set as 30, 50, 70, 90, and 110. For AMOSA-II, there were 20 Markov chains, and 20 parallelization threads; the combination frequency was 8 and the total iteration number was 3200 across five experiments, respectively. For AMOSA, the total iteration number was 2000. For NSGA-II, the crossover probability was 0.9 and the mutation probability was 0.1, and the respective generation numbers were 8400, 5200, 3000, 2300, and 1800. The parameter settings are listed in Table 3. The code for these multi-objective functions provided in Lark’s work is employed in this paper. This experiment case was performed on a PC with 128GB RAM and four processors (Inter Xeon R CPU e7-4850, 2.20GHz, 14cores).

Table 3. The parameter settings of AMOSA-II, AMOSA and NSGA-II.

| Parameters             | AMOSA-II | AMOSA | NSGA-II |
|------------------------|----------|-------|---------|
| Sample points          | 20       | 20    | 20      |
| Markov chains          | 20       | 1     | 1       |
| Parallelization threads| 20       | 1     | 1       |
| Combination frequency  | 8        | 0     | 0       |

In addition, related experiments were conducted to further analyze the efficiency of AMOSA-II from three aspects. Experiment A is designed for analyzing the effect of the number of Markov chains on operating efficiency, experiment B is for analyzing the effect of the number of parallelization threads on operating efficiency, and experiment C is for analyzing the effect of the combination frequency on operating efficiency. For each case, five sub experimental groups with the sample size (HL) 20, 40, 60, 80, and 100 are designed in the following manner. For all groups, the initial temperature was 1, the annealing ratio was 0.99, and the SL was respectively set as 30, 50, 70, 90, and 110. The parameters settings for experiments A, B, and C are listed in Table 4.

Table 4. The parameter settings for Experiments A, B, and C.

| Item                                             | Parameters      | Value       |
|--------------------------------------------------|-----------------|-------------|
| Experiment A. The effect of the number of Markov chains on operating efficiency | Sample points  | 20          |
|                                                  | Markov chains   | 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 |
|                                                  | Parallelization threads | 50          |
|                                                  | Combination frequency | 8          |
| Experiment B. The effect of the number of parallelization threads on operating efficiency | Sample points  | 20          |
|                                                  | Markov chains   | 20          |
|                                                  | Parallelization threads | 5, 10, 15, 20, 25, 30, 35, 40, 45, 50 |
|                                                  | Combination frequency | 8          |
5.3. Results

Based on the design illustrated in Section 5.2, AMOSA-II, AMOSA and NSGA-II are applied for soil sampling optimization; the results of the performance indices are listed in Figure 4. For all optimal solution set sizes (20HL, 40HL, 60HL, 80HL, and 100HL), as depicted in Figure 4a, the computational time of AMOSA-II is approximately 223 minutes, and that of AMOSA is nearly 316 minutes, that of NSGA-II is about 330 minutes. The convergence time of AMOSA-II is almost 40% lower than that of AMOSA and 47% lower than that of NSGA-II. Figure 4b indicates that all the convergence indices of AMOSA-II are lower than those of AMOSA and greatly lower than those of NSGA-II. Figure 4c indicates that all the purity indices of AMOSA-II are close to 1, and the purity indices of AMOSA for the optimal solution set size with 20HL, 40HL, and 100HL are lower than 0.8 and those for 60HL, 80HL are close to 0. Moreover, the purity indices of NSGA-II for all set size are almost 0. The lower convergence indices and higher purity indices for all optimal solution set sizes illustrate that the optimal solutions obtained by AMOSA-II are much more convergent than those obtained by AMOSA and NSGA-II. As depicted in Figure 4d,e, the spacing indices of AMOSA-II with the 40HL, 80HL, and 100HL solution set sizes are higher than those of AMOSA and NSGA-II, while the min-spacing indices of AMOSA-II with the 20HL, 40HL, and 80HL solution set sizes are higher than those of AMOSA and NSGA-II. This indicates that the diversity or uniformity of these solution sets obtained by AMOSA-II is not superior to or even worse than that of AMOSA or NSGA-II. As illustrated in Figure 4f, the displacement indices of all optimal solution set sizes based on AMOSA-II are much higher than those of AMOSA and NSGA-II. This indicates that the optimal solutions generated by AMOSA-II are much more convergent and more diverse than those generated by AMOSA and NSGA-II. The results of the displacement indices are not unanimous with the results of the spacing and min-spacing indices, and this supports that idea that the spacing and min-spacing indices are not sufficiently adequate to reflect the uniformity degree of the solutions in certain cases, which are explained by Bandyopadhyay [16]. Based on the four indices of computational time, convergence, purity and displacement, for the soil sampling optimization application case, it can be inferred that AMOSA-II improved the optimization efficiency with more optimal solutions than those provided by AMOSA and NSGA-II.
Based on the optimization result obtained with AMOSA-II, AMOSA, and NSGA-II, the spreading of their optimal solutions is presented in Figure 5. The results reveal that the optimal solutions from AMOSA-II denominate more solutions than those of AMOSA and NSGA-II, which implies that the optimal solutions of AMOSA-II are more convergent. The spreading of the optimal solution set obtained with AMOSA-II is relatively more uniform, while the optimal solutions obtained with AMOSA and NSGA-II algorithms are relatively more unevenly spread. This is inconsistent with the above results of the spacing and min-spacing indices, and it further supports the argument that the two indices do not accurately describe the distribution uniformity of the solution set, which is declared by Bandyopadhyay[16]. In conclusion, the optimization of soil multi-objective sampling with AMOSA-II is improved not only for the computational efficiency, but also for the convergence and uniformity of the optimal solution set.
Figure 5. The distribution of optimal solutions based on AMOSA-II, AMOSA, and NSGA-II with different optimal solution sizes: (a) 20HL; (b) 40HL; (c) 60HL; (d) 80HL; (e) 100HL.

6. Discussion

The AMOSA-II method is developed based on the simulated annealing algorithm: the setting of initial parameters determines the implementation performance of the simulated annealing schedule. As illustrated in section 3.1, the related key initial parameters are the maximum temperature ($T_{\text{max}}$), annealing ratio ($\alpha$), number of iterations ($i_{\text{iter}}$) and terminal condition. The maximum temperature is treated as the initial temperature to get the entire solution space, and several methods for its selection have been recommended by Suman and Kumar [60]. The acceptance ratio is a key index that must be taken into consideration. In AMOSA-II, the initial temperature is set in the same manner as in AMOSA to obtain an initial acceptance rate of approximately 50% [16]. The annealing schedule determines the rate of temperature change. The proportional annealing schedule is used in the proposed method and the value of $\alpha$ can be set between 0.5 and 0.99 based on the need [60]. The parameter $i_{\text{iter}}$ indicates the number of iterations at each temperature. The determination of the $i_{\text{iter}}$ value must consider the actual situation [60], but the main criterion is to ensure efficient searching for the stable distribution of solutions at each temperature. The terminal condition can be set in various ways such as the minimum temperature, the number of total iterations or the value constraints of multiple objectives [60]. In AMOSA-II, the number of total iterations is recommended as the product of the number of iterations at each temperature ($i_{\text{iter}}$) and the number of annealing times ($e_{\text{iter}}$). Additionally, the hard and soft limit size of live-archive HL and SL can be set depending on user needs—there is no set criterion for this.

The influence on the efficiency of AMOSA-II in terms of three aspects—the number of chains, number of parallelization threads, and combination frequency, are discussed further below.

First, the effect of the number of Markov chains on the algorithm efficiency is analyzed on the basis of experiment A. As depicted in Figure 6, the running time gradually increased from 150 minutes to approximately 220 minutes as the number of Markov chains increased, which implies that more chains increase the running time. In addition, more chains also imply more intensive search for
optimal solutions, and fewer chains means possible insufficient search, which may affect the performance of optimal solutions. However, an excessive number of chains can result in extraordinary running time, which is unacceptable for providing optimal solutions within required time; thus, the number of Markov chains must be suitable in terms of the acceptable operation time and the quality of optimal solutions.

![Graph](image.png)

**Figure 6.** The computational time based on different numbers of Markov chains.

Next, the influence of different parallelization cores on algorithm efficiency is analyzed based on the experiment B. As depicted in Figure 7, with the number of cores increasing, the running time decreased from initial 900 minutes (5 cores) to 280 minutes (20 cores), and then remained stable. In this case, just 20 cores for parallelization can take full advantage of the computer with 56 cores, and there is no need to parallelize all the computer cores. On the contrary, taking up more unnecessary cores implies less cores for other tasks, wastage of computational resources, and sacrificing the efficiency of other tasks. Therefore, the number of parallelization kernels must be more than half of the computer’s configuration, which not only guarantees the running efficiency but also saves the computing space.

![Graph](image.png)

**Figure 7.** The computational time based on different numbers of parallelization cores.
Moreover, the effect of different combination frequencies on algorithm efficiency is discussed based on experiment C. As illustrated in Figure 8, the running time decreased from 230 minutes initially to approximately 160 minutes after fluctuation, and then remained stable while the combination frequency increased. The result implies that a higher combination frequency leads to greater efficiency. However, an excessively high combination frequency may result in bad convergence performance of the optimal solutions, because each chain does not iterate enough times before combined, and then the convergence of obtained optimal solutions becomes insufficient. As such, the demand for the performance of optimal solutions and the acceptable running time must be considered together to set the combination frequency.

![Figure 8](image-url)  
*Figure 8. The computational time based on different combination frequencies.*

Based on the above discussion, in the practical spatial sampling application of AMOSA-II, the acceptable running time, search intensity, and computer configuration must be considered comprehensively when setting the number of Markov chains, the number of parallelization cores and the combination frequency. A computer or cluster of computers with super high computing performance is recommended if available. When running AMOSA-II with a specific computer, if the need is to emphasize saving running time while ensuring a certain degree of search intensity, then fewer Markov chains may be better. The parallelization cores can be set at almost two to three quarters of the total, and the combination frequency can be more. If the need is to emphasize search intensity while ensuring an acceptable amount of running time, then more Markov chains can be set. It is suggested that the combination frequency must not be excessive; the parallelization cores come with the same recommendation.

Although the optimization efficiency is improved, there are a few limitations for AMOSA-II. The random perturbation way is not effective enough to form new optimal solutions, because it may get invalid solutions which are much inferior to the archived ones. In addition, the outliers of optimal solutions can lead to locally optimal search which results in affecting the globally optimal search; however, certain measures are lacked for the proposed method to deal with such outliers. These limitations provide insights for the future researches, certain perturbation mechanism can be developed to form less invalid new solutions and search optimal solutions efficiently. Moreover, some strategies can be designed to obtain optimal solutions with more diverse and uniform distribution. In future spatial sampling optimization researches, the geographical spaces are usually complex and the optimization objectives are various, the proposed AMOSA-II can be treated as a feasible method for such scenarios to obtain multiple optimal sampling designs without considering weighting.
7. Conclusions

With the aim of improving computational efficiency of the optimization process for spatial sampling which usually deals with large sampling fields and complex multiple objectives, an improved parallelized multi-objective optimization method for spatial sampling, AMOSA-II, is proposed in this article. Multiple Markov chains are designed in AMOSA-II for intensive searching optimal solutions to replace the single chain that is used in AMOSA, and the optimization information of these chains is shared among them after a certain number of iterations to promote convergence. The parallelization mechanism is employed to further accelerate the iteration process. The tabu-archive constraint is designed to avoid repeated searching for saving invalid computational time. Two experimental cases are conducted to analyze the optimization performance of AMOSA-II by comparing with AMOSA and NSGA-II, respectively. The case of six typical traditional test problems received better optimal solutions within less time using AMOSA-II than those using the other two methods, which proves the improved optimization efficiency of the proposed method. In the other case, the results for soil spatial sampling optimization show that AMOSA-II has better performance which is more effective in obtaining preferable optimal sampling designs in comparison with AMOSA and NSGA-II. Finally, it is suggested that the acceptable running time, search intensity, and computer configuration must be considered comprehensively to determine the number of Markov chains, parallelization threads and combination frequency when applying AMOSA-II for multi-objective spatial sampling optimization. With the limitations of the proposed method, future research is expected to develop perturbation mechanisms to form more valid solutions and create a strategy to obtain more diverse distribution of optimal solutions. In conclusion, AMOSA-II can be considered as a feasible method to apply in other complex geographical spatial sampling optimization problems with multiple objectives.
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