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Abstract

We present a new study of late-type eclipsing binary stars in the Small Magellanic Cloud (SMC) undertaken with the aim of improving the distance determination to this important galaxy. A sample of 10 new detached, double-lined eclipsing binaries identified from the OGLE variable star catalogs and consisting of F- and G-type giant components has been analyzed. The absolute physical parameters of the individual components have been measured with a typical accuracy of better than 3%. All but one of the systems consist of young and intermediate population stars with masses in the range of 1.4 to 3.8 $M_\odot$. This new sample has been combined with five SMC eclipsing binaries previously published by our team. Distances to the binary systems were calculated using a surface brightness—color calibration. The targets form an elongated structure, highly inclined to the plane of the sky. The distance difference between the nearest and most-distant system amounts to 10 kpc with the line-of-sight depth reaching 7 kpc. We find tentative evidence of the existence of a spherical stellar substructure (core) in the SMC coinciding with its stellar center, containing about 40% of the young and intermediate age stars in the galaxy. The radial extension of this substructure is ~1.5 kpc. We derive a distance to the SMC center of $D_{SMC} = 62.44 \pm 0.47$ (stat.) $\pm 0.81$ (syst.) kpc corresponding to a distance modulus $(m - M)_{SMC} = 18.977 \pm 0.016 \pm 0.028$ mag, representing an accuracy of better than 2%.

Unified Astronomy Thesaurus concepts: Galaxy distances (590); Galaxy structure (622); Eclipsing binary stars (444); Stellar distance (1595); Small Magellanic Cloud (1468); Late-type giant stars (908)

Supporting material: machine-readable table

1. Introduction

The Small Magellanic Cloud (SMC) is one of the nearest satellite galaxies of the Milky Way. Together with the Large Magellanic Cloud (LMC) this irregular dwarf forms a pair of interacting galaxies, and growing evidence indicates that the SMC is experiencing a tidal disruption that will eventually lead to its complete disintegration. These two galaxies are connected by the Magellanic Bridge containing gas and young and intermediate aged stars. The SMC is probably on a very eccentric orbit around the LMC and the galaxies collided in a past encounter $\sim 150$ Myr (e.g., Zivick et al. 2018). The collision/interaction left the LMC mostly intact but the less massive SMC has been profoundly disturbed. Of principal importance is the knowledge of the precise distances to both galaxies, which contribute to an understanding of their orbits, the history of mutual interactions, and their future fates.

In recent years there has been additional interest in the precise determination of the distance to the SMC because this galaxy is key in quantifying the population effects of a number of distance indicators. Although the distance to the LMC remains the prime calibrator of the extragalactic distance scale (e.g., Freedman et al. 2019; Riess et al. 2019), the low mean metallicity (smaller by a factor of ~3 than the LMC) together with its richness in variable stars makes the SMC an important secondary calibrator. In practice most distance determination methods can be applied to both Magellanic Clouds, permitting a careful determination of systematic effects. Knowledge of the SMC distance in particular allows for a determination of population/metallicity effects in period–luminosity relations of classical Cepheids (e.g., Wielgórski et al. 2017; Gieren et al. 2018), a measurement of the projection factor of Cepheids (Gallenne et al. 2017), a determination of the brightness of the tip of the red giant branch (TRGB; e.g., Górski et al. 2018; Groenewegen et al. 2019; Freedman et al. 2020), a calibration of the $H_\alpha$ surface brightness–radius relation for planetary nebulae (Frew et al. 2016), a measurement of the empirical upper luminosity boundary of cool supergiants (Davies et al. 2018), and a calibration of J-Branch Asymptotic Giant Branch star luminosities (e.g., Madore & Freedman 2020).

The complex geometry and the large extension in the line of sight of the SMC makes an accurate determination of its distance difficult. For example, the distances of classical...
Cepheids in the SMC vary by about 15 kpc (Gieren et al. 2018). Even defining the center of this galaxy is difficult (see, e.g., de Grijs & Bono 2015). Conflicting distances and large accompanying errors were some of the main motivations for using eclipsing binaries to determine the distance to the SMC. Bell et al. (1991) presented the first attempt to precisely determine the physical parameters and distance of an extragalactic eclipsing binary star. For many years eclipsing binary stars were used to determine an SMC distance (e.g., Thompson 1991; Hilditch et al. 2005; Alcock et al. 1999; Faccioli et al. 2007). The setup of the instrument, the light curves, and were detrended.

Near-infrared $J$- and $K$-band photometry was collected with the ESO NTT telescope on La Silla, equipped with the SOFI camera (Moorwood et al. 1998). The setup of the instrument, reduction, and calibration of the data onto the UKIRT system are described in Pietrzyński et al. (2009). We collected at least two epochs of infrared photometry for each of our targets outside of eclipses. In order to validate our data and quantify the zero-point uncertainty of $K$-band magnitudes we added near-infrared $J$- and $K$-band photometry from the Vista Magellanic Cloud (VMC) survey (Cioni et al. 2011), the Infrared Survey Facility (IRSF; Kato et al. 2007), and the Two Micron All Sky Survey (2MASS) 6X Point Source Catalog (Cutri et al. 2012). The photometry was later converted onto the 2MASS system using the transformation equations given by Carpenter (2001).

2. Observations and Data Reduction

2.1. Selected Targets

We selected our targets from catalogs of eclipsing binary stars in the SMC (Wyrzykowski et al. 2004; Pawlak et al. 2013, 2016), which are based on OGLE-II, -III, and -IV data (Udalski et al. 1997; Udalski 2003; Udalski et al. 2015). We adopted a lower magnitude cut of 18.2 mag in the $V$-band. We chose systems with orbital periods longer than 45 days and having red colors ($V - I > 0.5$ mag). A total of ten clearly detached systems were left in the sample. The candidates were confirmed as double-lined binaries with spectroscopic observations. Basic data for the targets are given in Table 1.

2.2. Photometric Data

The optical $V$- and $I$-band light curves were collected from published OGLE data (Pawlak et al. 2013, 2016). We augmented these data with the MACHO $B$- and $R$-band light curves (Alcock et al. 1999; Faccioli et al. 2007). The light curves were cleaned of outliers, especially the MACHO light curves, and were detrended.

Near-infrared $J$- and $K$-band photometry was collected with the ESO NTT telescope on La Silla, equipped with the SOFI camera (Moorwood et al. 1998). The setup of the instrument, reduction, and calibration of the data onto the UKIRT system are described in Pietrzyński et al. (2009). We collected at least two epochs of infrared photometry for each of our targets outside of eclipses. In order to validate our data and quantify the zero-point uncertainty of $K$-band magnitudes we added near-infrared $J$- and $K$-band photometry from the Vista Magellanic Cloud (VMC) survey (Cioni et al. 2011), the Infrared Survey Facility (IRSF; Kato et al. 2007), and the Two Micron All Sky Survey (2MASS) 6X Point Source Catalog (Cutri et al. 2012). The photometry was later converted onto the 2MASS system using the transformation equations given by Carpenter (2001).

2.3. Spectroscopic Data

High-resolution echelle spectra were collected with the MIKE spectrograph on the Magellan Clay 6.5 m telescope at Las Campanas (Bernstein et al. 2003), the HARPS spectrograph on the 3.6 m telescope at La Silla (Mayor et al. 2003), and the UVES spectrograph on the 8.4 m VLT Unit 2 telescope at Paranal (Dekker et al. 2000). The MIKE data were obtained with a $5 \times 0.77$ slit, yielding a resolution of about 40,000. In the case of HARPS, we used the EGGS mode, giving a resolution of about $R \sim 80,000$. UVES was operated in the high-resolution mode with $R \sim 80,000$. Integration times were typically 1 hour for MIKE and 30 minutes for UVES, depending on observing conditions and the magnitude of the star. The HARPS spectra were reduced by the online pipeline, the UVES spectra were reduced using the UVES Workflow version 5.8.2 pipeline provided by ESO (Freudling et al. 2013), and MIKE spectra were reduced using Daniel Kelson’s pipeline available at the Carnegie Observatories software repository.

Table 1

| OGLE ID | MACHO ID | R.A. | Decl. | $V$ | $I$ | $J$ | $K$ | $P_{\text{obs}}$ | $T_0$ |
|---------|----------|------|-------|-----|-----|-----|-----|---------------|-------|
| SMC-ECL-0019 | ... | 00:22:55.52 | -73:51:16.5 | 17.921(10) | 16.907(6) | 16.234(33) | 15.600(21) | 143.9982 | 2456673.421 |
| SMC-ECL-00439 | ... | 00:40:21.45 | -73:32:19.5 | 18.06(10) | 17.11(7) | 16.50(12) | 15.90(24) | 279.384 | 2455088.926 |
| SMC-ECL-0727 | 212.15619.175 | 00:44:12.10 | -73:17:42.0 | 18.10(10) | 17.02(6) | 16.190(79) | 15.67(16) | 316.744 | 2455133.80 |
| SMC-ECL-0970 | 208.15743.89 | 00:46:00.29 | -73:39:30.1 | 17.92(9) | 16.81(6) | 16.04(22) | 15.36(7) | 191.6426 | 2455186.538 |
| SMC-ECL-1492 | 212.15488.1239 | 00:48:41.92 | -73:16:18.0 | 17.70(7) | 16.62(6) | 15.94(31) | 15.21(9) | 73.7567 | 2452129.701 |
| SMC-ECL-1859 | 212.15957.68 | 00:50:20.57 | -73:35:37.7 | 17.68(9) | 16.76(6) | 16.16(19) | 15.58(17) | 75.5805 | 2456568.143 |
| SMC-ECL-2761 | 207.16198.118 | 00:53:31.46 | -72:42:58.0 | 17.29(6) | 16.46(5) | 15.93(75) | 15.40(65) | 150.4410 | 2452025.820 |
| SMC-ECL-2876 | ... | 00:53:58.59 | -71:37:21.1 | 17.48(6) | 16.58(5) | 16.01(17) | 15.52(11) | 120.9087 | 2456682.792 |
| SMC-ECL-3529 | 211.16418.53 | 00:57:05.35 | -73:15:10.8 | 17.11(6) | 16.29(5) | 15.79(23) | 15.33(15) | 234.4648 | 2455039.612 |
| SMC-ECL-3678 | 211.16475.2 | 00:57:49.59 | -73:15:46.5 | 15.55(5) | 14.82(6) | 14.28(36) | 13.80(20) | 187.9557 | 2452023.894 |

Note. Columns give coordinates, observed magnitudes, colors, orbital periods, and epochs of the primary minimum. Identification numbers are from the OGLE-III catalog of variable stars (Pawlak et al. 2013, 2016). Observed SOFI $J$, $K$ magnitudes are expressed in the 2MASS photometric system.
2.4. Radial Velocities

The radial velocities were extracted from reduced one-dimensional spectra using the RaVeSpAn code (Pilecki et al. 2017). We employed the Broadening Function method (Rucinski 1992, 1999). The templates were interpolated from grids of theoretical stellar spectra (Coelho et al. 2005). Progress in the analysis of individual systems resulted in improvements in the surface temperatures and gravities, which were then used to recalculate the templates and to derive the radial velocities. We assumed an SMC metallicity of $[\text{Fe/H}] = -0.8$ for all templates (e.g., Piatti 2012). The final radial velocities are presented in Table 2. The errors of radial velocities are measured from the broadening function profiles and the typical precision of an individual measurement is about 200 m s$^{-1}$.

3. Modeling the Systems

3.1. Spectroscopic Light Ratio

The line intensity ratio is equal to the ratio of the equivalent widths of absorption lines in the individual components. The ratios of the equivalent widths of absorption lines were derived for the $V$- and $R_c$-bands from the broadening function profiles over the wavelength regions 5000 Å – 6000 Å ($V$-band) and 5950 Å – 6850 Å ($R_c$-band). The $V$-band ratios are based on MIKE spectra and the $R_c$-band ratios are based on UVES-RED spectra in those cases when we could not calculate a $V$-band ratio of sufficient quality. We averaged the ratios from all available spectra for any one star in our sample. The line intensity ratios $I_2/I_1$ are given in Table 3. To convert $I_2/I_1$ into light ratios we calculated the corrections $k_{21}$ following Graczyk et al. (2018). The final spectroscopic light ratios corresponding to the true $V$-band or $R_c$-band light ratios were computed simply as the product $k_{21} \cdot I_2/I_1$, and these are also given in Table 3.

3.2. Spectral Disentangling and Atmospheric Parameters Analysis

We used the method outlined by González & Levato (2006) to disentangle the individual spectra of the binary components. The method is an iterative procedure in which the spectrum of one component is alternately used to calculate the spectrum of the other component. The method works in the real domain. For the renormalization of the disentangled spectra we follow the methodology described in G14. The disentangling was done with the RaVeSpAn code. We used the MIKE and UVES spectra to obtain the disentangled spectra.

Atmospheric parameters and the iron content were obtained from the equivalent widths (EWs) of the iron spectral lines in the wavelength range 5800 Å to 6800 Å. See Marino et al. (2008) for a more detailed explanation of the method used to measure the EWs and Villanova et al. 2010 for a description of the line list that was used. We adopted log $\epsilon(Fe) = 7.50$ as the solar iron abundance. The local thermodynamic equilibrium program MOOG (Sneden 1973) was used for the abundance analysis together with Kurucz atmospheric models (Kurucz 1970). For more details of the derivation of atmospheric parameters see Graczyk et al. (2018). In a few cases one of the components was significantly weaker than the companion and we could not obtain a decomposed spectrum with sufficient quality to derive atmospheric parameters. Those cases, however, do not significantly affect the derived individual physical parameters and distances—see Sections 3.3 and 5.1.
Table 4

| OGLE ID     | $T_{\text{eff}}$ K | [Fe/H] dex | $v_{\text{mac}}$ km s$^{-1}$ | $T_{\text{eff}}$ K | [Fe/H] dex |
|-------------|--------------------|------------|-------------------------------|--------------------|------------|
| SMC-ECL-0019 p | 5310               | −0.53      | 4.3                           | 5130               | −0.60      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-0439 p | 5060               | −1.46      | 4.3                           | 5325               | −1.34      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-0727 p | 5275               | −1.16      | 4.3                           | 5250               | −1.17      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-0970 p | 5600               | −1.02      | 3.8                           | 4800               | −0.93      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-1492 p | 5890               | −0.59      | 3.8                           | 5760               | −0.60      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-1859 p | 5850               | −0.02      | 4.9                           | 5535               | −0.23      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-2761 p | 6030               | −0.66      | 5.2                           | 5625               | −0.92      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-2876 p | 5740               | −0.34      | 5.0                           | 5550               | −0.46      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-3529 p | 5835               | −0.93      | 5.3                           | 5815               | −0.93      |
| s           |                    |            |                               |                    |            |
| SMC-ECL-3678 p | 6970               | −0.75      | 6.0                           | 6740               | −0.84      |
| s           |                    |            |                               |                    |            |

Some degeneracy exists between the spectrophotometric temperature $T_{\text{eff}}$ and [Fe/H], especially for lower S/N spectra. We measured a mean metallicity—temperature shift of 0.07 dex per 100 K. We used this value to adjust all measured [Fe/H] using the differences between $T_{\text{eff}}$ and the final temperatures from our photometric analysis (see Section 4). The corrected metallicities [Fe/H]$_c$ are reported in the final column of Table 4. The macroturbulent velocity was taken as the mean of values calculated with Equations (2)–(4) given in Graczyk et al. (2018), which are taken from Hekker & Meléndez (2007), Takeda et al. (2008), and Massarotti et al. (2008), respectively.

3.3. Interstellar Reddening

The interstellar extinction in the direction to each of our target stars was derived in three ways following G14. First we used a calibration between the equivalent width of the interstellar Na I D1 absorption line (5890.0 Å) and the reddening (Munari & Zwitter 1997). The calibration works best for relatively small values of reddening, $E(B−V)<0.4$ mag. The method uses an empirical relation between gas and dust content calibrated for our Galaxy. We expect only slight deviations from this relation for the SMC since on average about 60% of the total reddening comes from foreground Galactic extinction. As a result, any possible systematic offset is small and is included in the statistical error of the final adopted reddening. We calculated the reddening separately for the Galactic absorption component(s) and the SMC absorption component(s) of the Na I D1 line. We then add these together and the second column of Table 5 gives the final values for the reddening derived in this way.

The second method is based on the Magellanic Cloud reddening maps published by Haschke et al. (2011). Although new reddening maps in both Magellanic Clouds have been published recently (Górski et al. 2020; Skowron et al. 2020; Nataf et al. 2020) in order to keep the same systematics as in our previous works (G14, Pietrzyński et al. 2019) we only used maps from Haschke et al. Inclusion of any of the new reddening maps does not significantly change the results of our paper. For example, inclusion of maps by Skowron et al. (2020) would change our final reddening determinations by less than −0.001 mag on average, and inclusion of maps by Górska et al. (2020) would change the reddenings by +0.007 mag on average. We added $\Delta E(B−V) = 0.027$ mag to reddening estimates from the Haschke et al. (2011) maps to account for the mean foreground Galactic reddening in the direction of the SMC. The third column of Table 5 gives the resulting reddening to each eclipsing binary.

The third method uses the effective temperatures derived from the atmospheric analysis described in Section 3.2. We estimated the intrinsic $(V−I)$ and $(V−K)$ colors of each component from effective temperature $−(V−I)$ and $(V−K)$ color calibrations (di Benedetto 1998; Houdebine et al. 2000; Ramírez & Meléndez 2005; González Hernández & Bonifacio 2009; Worley & Lee 2011). These colors were compared with the observed colors of the components obtained from the preliminary solution in order to derive $E(V−I)$ and $E(V−K)$ color excesses. Both excesses were combined to derive a $E(B−V)$ color excess. The reddening to each system was calculated as the mean value of the two components with the exception of SMC-ECL-0019 and SMC-ECL-0727, for which we have a reddening estimate from only one component. In these two cases we assigned a half weight to the estimates. For SMC-ECL-1859, however, this procedure leads to an unrealistically large $E(B−V)$ and we dropped this estimate. These reddening values are reported in the fourth column of Table 5 and the fifth column presents the final adopted reddening, which is the average of the individual $E(B−V)$ estimates for each system.

3.4. Effective Temperatures

The individual extinction estimates were used to calculate $(V−I)$ and $(V−K)$ intrinsic colors of the components using preliminary light-curve solutions. We then utilized a number of temperature–color calibrations (see the previous section) to derive color temperatures of the components. On average the color temperatures are smaller than spectrophotometric temperatures by only about 60 K, but in several cases the differences are significantly larger (up to about 600 K), most notably for the primary component of SMC-ECL-1492. In order to perform an
internal cross-check of radiative parameters we also calculated the bolometric corrections. These were calculated as the average of several calibrations (Flower 1996; Alonso et al. 1999; Masana et al. 2006; Casagrande et al. 2010) assuming surface temperatures equal to the color temperatures from Table 4.

3.5. Fitting Light and Radial Velocity Curves

The light and radial velocity curves were solved simultaneously following the methodology described by G14. We used the Wilson–Devinney code version 2007 (Wilson & Devinney 1971; Wilson 1979, 1990; van Hamme & Wilson 2007) equipped with a Python wrapper. Light curves and radial velocity curves were weighted according to the standard deviation of their residuals. The weights were updated a few times in the course of the analysis. We used a logarithmic law (LD = −2 for both stars) for the limb darkening. Limb darkening coefficients were calculated automatically and updated in every iteration using grids of coefficients from van Hamme (1993). We searched for the solution giving the best $\chi^2$. We set values of the control parameters as the operation mode MODE = 2 (detached configuration), IPB = 0, the simple reflection treatment MREF = 1, numerical grid size N1 = N2 = 40, coarse grid size 20, and the atmospheric model approximation IFAT1 = IFAT2 = 1. We used no spots in modeling of the light curves. The relative parameter increments used by the DC module were set to DEL = 0.007 and the Marquardt multiplier was set to XLAMDA = 1 × 10−3.

Initial parameters were found by a trial-and-error approach. In the analysis we adjusted the observed orbital period $P_{\text{obs}}$, the epoch of the primary minimum $T_0$, the mass ratio $q$, the semimajor axis $a$, the systemic velocity $\gamma$, the eccentricity $e$, the longitude of periastron $\omega$, the orbital inclination $i$, the effective temperature $T_{\text{eff}}$, the modified surface potentials $\Omega_1$ and $\Omega_2$, the relative luminosity of the primary component in a given band $L_1$, and the third light $L_3$.

We included the spectroscopic light ratios in the $V$- and $R_C$-bands in the modeling. We searched for solutions giving a model light ratio in agreement with the spectroscopic light ratios (Table 3) to within the estimated errors. For several systems showing partial eclipses we had to enforce solutions by fixing one of the modified Roche lobe potentials $\Omega$, which corresponds approximately to fixing one of the fractional radii $r$, during the fitting procedure. We usually fixed the potential of the smaller component. For SMC-ECL-1492, which shows notable out-of-eclipse variations (because of a significant tidal deformation of the secondary), we additionally fitted albedo parameters ($A_1$, $A_2$). In this case, however, we noted no improvement in $\chi^2$.

4. Adopted Solutions and Final Parameters

We computed two types of models for each system: (1) setting limb darkening coefficients according to a logarithmic law (LD = −2) and the third light $L_3 = 0$; and (2) adjusting the third light $L_3$ in all bands with a logarithmic law of limb darkening. We compared the models according to their reduced $\chi^2$ and chose the one with the lower value. We confirmed the presence of third light in only one case, SMC-ECL-1421 (see also G14). For the case of SMC-ECL-1492 we also suspect a blue third light. Table 6 lists the parameters of the best model for each system. The table shows true orbital periods $P_{\text{orb}} = P_{\text{obs}}/(1 + \gamma/c)$, where $P_{\text{obs}}$ are given in Table 1 and $c$ is the speed of light, $K$ is the radial velocity semiaplanitude, $r$ is the fractional radius, and $(L_2/L_1)$ are light ratios in the $V$, $I_C$, MACHO $B$, and MACHO $R$ bands. The meaning of the other symbols is explained in Section 3.5. Individual model solutions to the radial velocity curves are presented in Figure 1 and the $I$-band light-curve solutions are presented in Figure 2.

The quoted uncertainties were calculated by combining the formal errors reported by the differential correction routine of the Wilson–Devinney code and errors from the Monte Carlo simulations with the JKTEBOP code ver. 34 (Popper & Etzel 1981; Southworth et al. 2004a; Southworth 2013). We adopted the larger error of the two. For the JKTEBOP Monte Carlo simulations we ran 10,000 models, simultaneously solving light and radial velocity curves. For the JKTEBOP calculations we used the same set of free parameters as for the WD code. Very good agreement (within of 2σ) was usually obtained between model parameters of the WD code and the JKTEBOP code, not surprising because all but one of the systems are well detected. Only in the case of SMC-ECL-1492 was the disagreement on the level of 3.5σ. This is because the secondary is significantly distorted and the simple geometry provided by JKTEBOP is not fully sufficient.

Absolute physical parameters for all components are given in Table 7. The masses and radii of the stars were calculated by adopting astrophysical constants from IAU resolution B3 (Mamajek et al. 2015). Spectral types for the components were indirectly derived from surface temperatures and gravities using the calibration of Alonso et al. (1999). For all components the accuracy of the mass determinations is better than 2% and for the radii determinations better than 3.5%. The metallicity of each system was calculated as a flux weighted average of the metallicity of both components. In this way we assumed the same composition for the components in any one system.

4.1. Notes on Individual Systems

In this paper we focus on a determination of the distance to the Small Magellanic Cloud, and a more extensive discussion of individual systems, including their evolutionary status in a manner similar to that done for the LMC eclipsing binaries (Graczyk et al. 2018), will be presented in a subsequent paper. Here we present a brief description of three systems due to their unusual features.

4.1.1. OGLE SMC-ECL-1492

This system consists of two giant stars of equal masses but significantly different radii. The masses of the components are subsolar, indicative of a large age of the components (age $\gtrsim 10$ Gyr). However, the small separation of the components may have allowed mass transfer between the components during the evolutionary phases of ascending the red giant branch and significant mass loss from the system. In this case the age of the system would be smaller. Our analysis shows that a blue third light may be present in the system. The detection is quite weak (1.5σ) and inclusion of the third light does not significantly improve the solution. If the third light is real its brightness and colors would roughly correspond to an early A-type main-sequence star. Such a star should have a mass of about 2 $M_\odot$, and thus could not coevolve with the components of the binary. For the purpose of this work we assumed no companion or
Table 6

Model Parameters from the Wilson–Devinney Code

| OGLE ID | \( P_{\text{orb}} \) (days) | \( q = \frac{M_2}{M_1} \) | \( a \) (\( R_\odot \)) | \( \gamma \) (km s\(^{-1}\)) | \( e \) | \( \omega \) (deg) | \( K \) (km s\(^{-1}\)) | \( i \) (deg) | \( T_{\text{eff}} \) (K) | \( r \) | \( \frac{L_2}{L_1} \) | \( \frac{L_1}{L_2} \) | \( \frac{M_2}{M_1} \) |
|---------|---------------------------|-----------------|-----------------|-----------------|-----|-----------------|-----------------|-----------------|----------------|-----|----------------|----------------|----------------|
| SMC-ECL-0019 p | 143.9391(19) | 0.979(11) | 174.2(10) | 122.23(20) | 0 | … | 30.22(24) | 85.87(21) | 5200 | 0.0964(21) | 1.14 | … |
| SMC-ECL-0043 p | 279.2663(42) | 1.009(7) | 298.3(11) | 127.17(9) | 0.356(3) | 202.8(4) | 29.03(13) | 88.36(6) | 5250 | 0.0486(15) | 1.15 | … |
| SMC-ECL-0072 p | 316.5722(60) | 0.960(9) | 339.8(16) | 162.70(12) | 0.299(3) | 130.0(5) | 27.88(20) | 89.57(16) | 5300 | 0.0431(5) | 1.17 | 1.14 |
| SMC-ECL-00970 p | 191.5510(14) | 0.983(6) | 198.5(7) | 143.37(8) | 0.368(3) | 121.3(3) | 27.94(11) | 88.41(16) | 4850 | 0.0927(13) | 1.21 | 1.21 |
| SMC-ECL-1492 p | 73.7150(4) | 1.001(9) | 92.3(4) | 169.35(11) | 0 | … | 30.71(19) | 75.60(37) | 4980 | 0.1725(61) | 1.94 | 1.92 |
| SMC-ECL-1859 p | 75.5436(3) | 0.960(6) | 129.1(4) | 146.55(10) | 0 | … | 30.68(20) | 4775 | 0.271(28) | 2.09 | 2.04 |
| SMC-ECL-2761 p | 150.3639(8) | 0.978(9) | 201.0(9) | 153.80(11) | 0.091(4) | 95.6(3) | 33.52(18) | 86.95(5) | 5630 | 0.0860(14) | 0.98 | … |
| SMC-ECL-2876 p | 120.8666(12) | 0.984(9) | 176.7(8) | 105.24(16) | 0.020(6) | 259(3) | 34.29(24) | 84.96(8) | 5580 | 0.0871(19) | 1.00 | 0.99 |
| SMC-ECL-3529 p | 234.3260(12) | 1.052(11) | 270.6(15) | 177.53(14) | 0.450(1) | 181.3(7) | 33.48(30) | 86.54(14) | 5835 | 0.0466(16) | 2.06 | … |
| SMC-ECL-3678 p | 187.8429(7) | 0.975(2) | 270.8(3) | 179.97(3) | 0 | … | 31.83(18) | 31.38(18) | 5290 | 0.0781(9) | 2.27 | 2.19 |
| SMC-ECL-1421 p | 102.8342(4) | 1.045(6) | 163.7(4) | 187.78(8) | 0 | … | 41.15(16) | 88.05(33) | 5395 | 0.1084(17) | 1.24 | 1.22 |

Note. Quoted uncertainties are the standard errors from the differential corrections subroutine combined with errors from Monte Carlo simulations with the JKT EBP code ver. 34 (see Section 4 for details).
Figure 1. The radial velocity curve solutions to 10 eclipsing binaries in the SMC.
Figure 2. The $I_c$-band light-curve solutions to 10 eclipsing binaries in the SMC.
optical blend in the system, but we included additional uncertainty on the third light in the error budget of its distance.

### 4.1.2. OGLE SMC-ECL-3678

This is the brightest and most massive binary in the sample. The system consists of two unequal components with a large difference in surface temperature. The eclipses are partial but the light curves are of high quality, allowing for an accurate determination of the absolute dimensions. The third light is consistent with $I_3 = 0$ in all bands and both stars rotate synchronously. The physical parameters of the hotter primary star place it close to the blue edge of the instability strip of the classical Cepheids. To within the precision of the OGLE photometry (0.01 mag) we could not detect any pulsations in the $I$-band light curve. We used the pulsation code from Smolec & Moskalik (2008) to investigate the position of this star with respect to the instability strip of the first overtone Cepheids with metallicity $-0.78$ dex. The star is $2.3\sigma$ too hot and $6\sigma$ too bright to fall within the strip. In addition to within a $1\sigma$ uncertainty in metallicity all pulsation modes are not excited, in agreement with observations.

### 4.1.3. OGLE SMC-ECL-1421 (SMC 101.8 14077)

The system has been analyzed by our team (G14); however, we have reinvestigated the possible presence of third light by including the MACHO $B$- and $R$-band photometry—source MACHO 208.15855.1085 (Faccioli et al. 2007). The simultaneous solution to the light curves in four bands leads to an unequivocal detection of blue third light in the system, contributing approximately 8% and 4% of the light in the $V$- and $I_0$-band, respectively. The third light ($V_0 = 19.80$ mag, $(V - I_0) = 0.07$ mag) is fully consistent with a normal A0.5V main-sequence star in the SMC (Pecaut & Mamajek 2013) assuming a system reddening of $E(B - V) = 0.067$ mag. Because such a star should have a mass of about 2.2 $M_\odot$ (smaller than the individual masses of the components SMC-ECL-1421) we can interpret the third light as indicating an unevolved physical blue companion to the system. The contribution of the third light to the $K$-band is about 1.4%. The presence of the blue tertiary makes the intrinsic colors of the components redder and thus their temperatures lower by about 150 K, in better agreement with the spectroscopically determined temperature of the secondary (G14). Other physical parameters of the components, for example, the masses and radii, are only marginally different from our previous determinations. The resulting errors on the parameters are reduced.

### 5. Distance Determination to the SMC

#### 5.1. Calculation of Individual Eclipsing Binary Distances

The distance to each eclipsing binary was calculated using the surface brightness–color (SBC) calibration for late-type giant stars done by interferometry in the near-infrared domain and presented by Pietrzyński et al. (2019). This SBC calibration was already used to determine the LMC distance and permits a measurement of the angular diameters of giant stars with an accuracy of up to 0.8% (see also Gallemann et al. 2018). The SBC relation by Pietrzyński et al. (2019) was confirmed by interferometric observations in the visible domain (Nardetto et al. 2020) and it remains consistent with the revised SBC relation by Salsi et al. (2020) based on a careful selection of F5/K7-II/III stars. The ratio of the angular diameter to the physical radius of an eclipsing binary component gives a direct measurement of the distance to the system. Details of the method are given in Pietrzyński et al. (2013) and Graczyk et al. (2014). Using this new SBC relation we
also recalculated distances to five previously published eclipsing binary stars (Graczyk et al. 2012, G14), leading to a final sample of 15 stars. The intrinsic colors of the stars were calculated assuming the “average” Galactic extinction curve from Fitzpatrick & Massa (2007): $R = 3.1, A_K = 0.26E(B - V)$. We adopted the mean of the distances to the individual components as the measured distance to the binary system. For the case of SMC-ECL-3678 the primary is too blue to apply the SBC relation, and the distance to this system is calculated only from the secondary component.

We adopted a uniform systematic uncertainty of 1.3% (0.028 mag in distance modulus) for all systems—see Section 5.7. The statistical uncertainties of the measured distances have three main sources: uncertainty in the absolute size of the components and their flux ratios $\sigma(R, R, L_2)$, photometric errors in the intrinsic $V$- and $K$-band magnitudes $\sigma(V_0, K_0)$, and the uncertainty in the third light $\sigma(L_3)$. Individual distance moduli and distances and their uncertainties are summarized in Table 8. The weighted mean of all 15 distances gives a distance modulus to the SMC of $m - M = 18.978 \pm 0.089$ mag. The large standard deviation is caused by the physical extension of the SMC itself along the line of sight. The positions of the stars in our sample on the sky and their distance moduli are shown in the left panel of Figure 3.

5.2. Sky Position of the SMC Center

The size of our sample is too small to independently derive the position of the SMC center on the sky, or the global geometry of the SMC. However, by assuming the coordinates of the SMC center we can obtain a very accurate determination of its distance. The position of the SMC center we can obtain a very accurate determination of its distance. The position of the SMC center is still a matter of debate and somewhat conflicting results have been reported. A primary reason of these discordant results is the disturbed structure of the SMC itself. The kinematic center of the H I disk (e.g., Di Teodoro et al. 2019, $\alpha_{2000} = 15.2 \pm 0.4$ deg; 2000 November 20
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\( \delta_{2000} = -72.3 \pm 0.3 \text{ deg} \) is often regarded as the center of mass of the SMC. However, the H I disk is disturbed and significantly detached from the optical components of the SMC, and stars in general do not follow its rotation field (Murray et al. 2019; De Leo et al. 2020). The old population traced by RR Lyr stars has an optical center lying southwest of the gas disk center (e.g., Muraveva et al. 2018, \( \alpha_{2000} = 14.96 \text{ deg}; \delta_{2000} = -72.86 \text{ deg} \)), while the young population traced by Classical Cepheids has a center lying even more to the southwest (e.g., Ripepi et al. 2017, \( \alpha_{2000} = 12.54 \text{ deg}; \delta_{2000} = -73.11 \text{ deg} \)). Interestingly, star counts based on late-type stars (Gonidakis et al. 2009) and on intermediate age stars (Rubele et al. 2015) both have centroids very close to the center reported by Ripepi et al. (2017).

Our sample consists mostly of young and intermediate age stars with a distribution expected to be similar to that of the Classical Cepheids. Indeed, the Ripepi et al. center divides our sample evenly in the N–S direction (eight stars to the north and seven stars to the south) and in the E–W direction (seven stars to the east and eight stars to the west), and we adopt this position as the position of the SMC center. Although the formal uncertainties of the centroid coordinates reported by Ripepi et al. (2017) are only 0.01 deg we have conservatively adopted larger uncertainties for the coordinates of the SMC center: \( \alpha_0 = 12.54 \pm 0.30 \text{ deg}, \delta_0 = -73.11 \pm 0.15 \text{ deg} \).

### 5.3. Coordinate Transformations

We converted the Cartesian right-handed equatorial coordinate system into a Cartesian left-handed coordinate system with the z-axis pointing in the direction of the SMC center, which lies at a requested distance from the Sun, the x-axis antiparallel to the R.A., and the y-axis parallel to the decl. The components of a position vector \( R \) of a star with equatorial coordinates \((\alpha, \delta)\) laying at a distance \( D \) are:

\[
R = D \cdot \begin{pmatrix}
\cos \alpha \cos \delta \\
\sin \alpha \cos \delta \\
\sin \delta
\end{pmatrix}
\]

The transformation matrix \( T \) is:

\[
T = \begin{pmatrix}
\sin \alpha_0 & -\cos \alpha_0 & 0 \\
-\sin \delta_0 \cos \alpha_0 & -\sin \delta_0 \sin \alpha_0 & \cos \delta_0 \\
\cos \delta_0 \cos \alpha_0 & \cos \delta_0 \sin \alpha_0 & \sin \delta_0
\end{pmatrix},
\]

where \((\alpha_0, \delta_0)\) are the coordinates of the SMC center. Then new Cartesian coordinates \((X, Y, Z)\) are:

\[
\begin{pmatrix}
X \\
Y \\
Z
\end{pmatrix} = T \cdot R.
\]

Figure 4 presents the positions of our targets in the \( X, Z \) and \( Y, Z \) planes. The sample indeed forms an elongated and highly inclined structure in agreement with previous studies: the physical extension of our sample in the \( Z \) direction is \( 10 \text{kpc} \) while the tangential extensions are \( 3.5 \text{kpc} \) and \( 2.8 \text{kpc} \) in the \( X \) and \( Y \) directions, respectively. In both planes we fitted linear trends \( Z(X) \) and \( Z(Y) \) to the positions of the stars, these are denoted as continuous blue lines. We removed SMC-ECL-0195 and SMC-ECL-4152 from the sample while fitting the \( Z(X) \) relation, and SMC-ECL-2876 and SMC-ECL-4152 while fitting the \( Z(Y) \) trend because they are large outliers. These stars are possible members of off-axis substructures in the SMC (compare with Jacyszyn-Dobrzynecka et al. 2016; Ripepi et al. 2017). The intersections of both trends with the “0” coordinates gives an estimate of the distance to the SMC center. The uncertainties on the position of the SMC center are denoted as dashed gray and almost vertical lines. The intersections of the \( Z(X) \) and \( Z(Y) \) trends with the uncertainty lines define the errors in the derived distance (shaded area on both panels of Figure 4). The derived distance moduli of the SMC center are \( m - M = 18.982 \pm 0.033 \text{ mag} \) and \( m - M = 18.983 \pm 0.025 \text{ mag} \) from fitting \( Z(X) \) and \( Z(Y) \) relations, respectively. There is excellent agreement of the distance determinations indicating the internal consistency of the method. Residuals from the fitting show that the line-of-sight depth of the SMC can reach up to \( 7 \text{kpc} \).

### 5.5. The SMC Central Substructure (Core)

An examination of Figure 4 suggests that there is a central clump in the distribution of the binaries in our sample. Inspired by Section 5 of De Leo et al. (2020) we investigated the possible presence of a stellar structure with radius <2 kpc in the central parts of the SMC. We used a very simple approach: we moved along the trend lines \( Z(X) \) and \( Z(Y) \) to probe a core of radius \( R_{\text{core}} \) at 0.2 kpc steps in the \( z \)-axis and for each step we calculated the weighted mean of the distances \( \bar{D} \) of all stars lying within the probe core. We then plotted the resulting mean distances versus the \( Z \) coordinate of the core \( \bar{D}(Z) \). We tested cores with radii from 1 kpc up to 2.5 kpc. For a smooth stellar distribution we would expect an almost linear function \( \bar{D}(Z) \) with a slope close to 1, while the existence of substructures and overdensities would manifest as breaks in the slope of the \( \bar{D}(Z) \) relation and plateaus. The left panel of Figure 5 shows an example of the \( \bar{D}(Z) \) relation for \( R_{\text{core}} = 1.5 \text{kpc} \) for which the presence of the central substructure is very distinct. For a smaller radius the relation is similar (but the core is undersampled) while for a larger core radius the relation is smoother. The numbers at the top of each point indicate the number of stars within the probe core. For core sizes near \( \sim 1.5 \text{kpc} \) there is a clear plateau at a distance of about 62.2 kpc. The right panel of Figure 5 shows the six stars belonging to this substructure and their position with respect to the entire sample. The mean weighted distance modulus of the stars in the core is \( m - M = 18.966 \pm 0.019 \text{ mag} \). The mean sky coordinates of the substructure are \( \alpha = 12.44 \text{ deg}, \delta = -72.94 \text{ deg} \), very close to the SMC center. Both the radial and transverse extensions of the overdensity are about \( \sim 1.5 \text{kpc} \). Its position on the sky and the distance strongly suggest that this spheroidal substructure can be interpreted as the SMC “core.”

While we cannot rule out the possibility that the apparent core is the result of statistical fluctuation in the small number of stars in our sample, our data are consistent with a picture of the SMC in which there exists a distinct central stellar core that is
preceded and followed by a large number of stars (about 60\% of the total) most probably stripped by the combined tidal forces of the LMC and our Galaxy (compare with, e.g., Zivick et al. 2018; De Leo et al. 2020). The resulting stellar debris lies mostly in the line of sight causing the large geometrical depth of the SMC.

5.6. Final Distance

The individual distances to the SMC late-type eclipsing binaries in our sample show a large spread with a dispersion $\sigma \approx 2$ kpc (0.08 mag in distance modulus). This is much larger than the measured distances to 20 late-type eclipsing binaries in the LMC ($\sigma \approx 0.6$ kpc, 0.025 mag, Pietrzyński et al. 2019). The distance moduli derived in Sections 5.1, 5.4, and 5.5 are fully consistent with each other, and we conclude that the distance to the SMC center can be evaluated with considerable accuracy. We adopt the mean of our four distance determinations obtaining a distance of $D_{\text{SMC}} = 62.44$ kpc or a distance modulus $(m-M)_{\text{SMC}} = 18.977$ mag. We adopt the total spread of the four distance determinations as the statistical uncertainty in this estimate, a value of 0.47 kpc (0.016 mag in distance modulus). The weighted mean of our four distance determinations is only very slightly smaller: $D_{\text{SMC}} = 62.34$ kpc (18.974 mag), but we prefer the ordinary average because the errors are formal and not based on modeling. A summary of all distance determination methods and final results are given in Table 9.

5.7. Systematic Uncertainty

The systematic error combines uncertainty in the SBC calibration, uncertainty in the zero-point of the optical $V$-band photometry, and uncertainty on the extinction law (Pietrzyński et al. 2019). To quantify the systematic error of the zero-point of $K$-band photometry we included additional NIR photometry from VMC, IRSF, and 2MASS (Section 2.2), and we repeated all steps of the distance determination. We ended up with similar conclusions (clearly visible N–S, E–W distance trends, existence of the central overdensity) and the resulting distance modulus is larger by only 0.008 mag. We assigned an additional zero-point error in the $K$-band photometry of 0.01 mag to the total error budget.
A recent paper by Mould (2019) based on an analysis of theoretical spectra suggests the existence of nonnegligible metallicity corrections to the surface brightness ($V-K$) color relation for the low metallicity range of both Magellanic Clouds. However, our empirical data show that the sensitivity of the SBC calibration on metallicity is completely negligible to within a precision of 1% (see Extended Data Figure 2 in Pietrzyński et al. 2019). In accordance with this we do not apply any metallicity correction to the SBC relation by Pietrzyński et al.

The OGLE project has published extensive reddening maps of the Magellanic Clouds derived from observations of red clump stars (Skowron et al. 2020). The intrinsic colors of the red clump stars were calibrated using fields distant from the centers of both galaxies where only Milky Way foreground extinction is expected. A comparison with reddening estimates from the OGLE maps shows that the values reported in Table 5 are larger by 0.020 mag on average. Such a systematic shift would result in the distance modulus of the SMC becoming larger by 0.013 mag (0.6%). In Pietrzyński et al. (2019) we assumed a zero-point error of the calculated reddenings of 0.02 mag. Here we use the same approach to derive the interstellar extinction, and we conclude that to within this uncertainty our reddenings are consistent with the zero-point of the recent OGLE maps. The resulting systematic error of 0.6% is already in the total error budget. Finally, we adopt a total systematic error of 0.028 mag or 0.81 kpc.

## 6. Concluding Remarks

By combining the distances of 15 eclipsing binary stars we have obtained a distance modulus to the SMC of $\mu_{\text{SMC}} = 18.977 \pm 0.016 \pm 0.028$ mag. This significantly improves on the precision and the accuracy of the distance determination to the SMC from our previous report of $\mu_{\text{SMC}} = 18.965 \pm 0.025 \pm 0.048$ mag (G14). The improvement results from the use of a more accurate surface brightness—color relation for giant stars (Pietrzyński et al. 2019) and by a threefold increase in the sample of binary stars. We have used exactly the same observational setup and reduction methodology as for case of the LMC, and the resulting distance modulus difference between these galaxies is very well determined: $\Delta \mu = \mu_{\text{SMC}} - \mu_{\text{LMC}} = 0.500 \pm 0.017$ mag. Comparison with Figure 9 from G14 shows that our value of $\Delta \mu$ is close to the peak of $\Delta \mu$ distribution for a number of distance indicators.

An extensive set of recent distance determinations to the SMC based on a number of independent methods was analyzed by de Grijs & Bono (2015). They advocated a distance modulus to the SMC of $18.96 \pm 0.02$ mag, which is in perfect agreement with our result. The distance we report here is also in full accordance with most recent distance determinations based on Classical Cepheids (e.g., Scowcroft et al. 2016; Ripepi et al. 2016).

This is our final paper regarding the distance determination to the SMC with the eclipsing binary method. We started spectroscopic follow-up of the eclipsing binary OGLE SMC-EC1-5123 in 2002, and thus we report here results from an almost 18-year long observational effort.

We are deeply indebted to the OGLE team, especially to Prof. A. Udalski and Prof. I. Soszyński for making available to us early versions of the eclipsing binary catalogs in the SMC.
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