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Abstract
Obtaining a good similarity matrix is extremely important in subspace clustering. Current state-of-the-art methods learn the similarity matrix through self-expressive strategy. However, these methods directly adopt original samples as a set of basis to represent itself linearly. It is difficult to accurately describe the linear relation between samples in the real-world applications, and thus is hard to find an ideal similarity matrix. To better represent the linear relation of samples, we present a subspace clustering model, Linearity-Aware Subspace Clustering (LASC), which can consciously learn the similarity matrix by employing a linearity-aware metric. This is a new subspace clustering method that combines metric learning and subspace clustering into a joint learning framework. In our model, we first utilize the self-expressive strategy to obtain an initial subspace structure and discover a low-dimensional representation of the original data. Subsequently, we use the proposed metric to learn an intrinsic similarity matrix with linearity-aware on the obtained subspace. Based on such a learned similarity matrix, the inter-cluster distance becomes larger than the intra-cluster distances, and thus successfully obtaining a good subspace cluster result. In addition, to enrich the similarity matrix with more consistent knowledge, we adopt a collaborative learning strategy for self-expressive subspace learning and linearity-aware subspace learning. Moreover, we provide detailed mathematical analysis to show that the metric can properly characterize the linear correlation between samples.

Introduction
Subspace clustering has emerged as a powerful technique for a variety of computer vision applications, including image processing (Li et al. 2020a; Zhou et al. 2020; Lu 2021), motion segmentation (Liu et al. 2013), face clustering (Zhang et al. 2020b,a; Peng et al. 2021), and gene expression analysis (Liu et al. 2013), face clustering (Zhang et al. 2021; Lv et al. 2021). Especially, it is well known that the Sparse Subspace Clustering (SSC) (Elhamifar and Vidal 2013; Li, Kong, and Fu 2017) and Low-Rank Representation (LRR) (Liu et al. 2013; Li et al. 2016) are the state-of-the-art approaches and have the theoretical guarantee, which belongs to the spectral-based method. In addition, the spectral-based method is consists of two steps. Firstly, learning a similarity matrix to represent the similarity between samples by utilizing the original data. Then, the spectral clustering algorithm is employed to segment the learned similarity matrix and obtain the final clustering result. Moreover, it is worth noting that the success of subspace clustering generally relies on the learned similarity matrix.

For the spectral-based method, SSC exploits the ℓ1-norm to find a sparse representation from the original samples. LRR adopts the nuclear norm to regularize the similarity matrix for capturing the correlation structure of the original data. Least Squares Regression (LSR) employs the Frobenius norm to learn the similarity matrix. Its purpose is to encourage the grouping effect, which can group highly correlated samples together (Lu et al. 2012). Block Diagonal Representation (BDR) utilizes the k-block diagonal regularizer to directly pursue a similarity matrix with a block-diagonal structure (Lu et al. 2018).

In summary, all the above mentioned methods utilize the self-expressive property of linear subspaces to generate the similarity matrix, that is, let the original n samples $X = [x_1, x_2, \cdots, x_n]$ as a set of basis, the similarity matrix $C = [c_1, c_2, \cdots, c_n]$ can be learned by exploiting the basis $\{x_1, x_2, \cdots, x_n\}$ to represent itself linearly. Mathematically, the self-expressive is expressed as $x_i \approx Xc_i$ for i-th sample (You et al. 2020; Kang et al. 2020a; Peng et al. 2021). Moreover, different methods use various regularizations on C, their purpose is to make each sample to be represented only by samples in its own subspace. In many practical application scenarios, considering that real-world sam-
Figure 1: Example on a subset with 2 classes and 20 samples of the Extended Yale B dataset. For a given sample \( x_i \) and an original data \( X \), \( x_i \) can be approximately expressed as a linear representation of all original data \( X \) by self-expressive-based subspace clustering methods. The representation coefficient \( c_i \) is obtained by SSC in the existing situation. We can observe that the obtained coefficient is difficult to achieve the ideal situation in reality (see red dashed box). Moreover, the obtained representation does not accurately describe the similarity between samples (see black dashed box).

To avoid the loss of the connection between self-expressive and metric, and to prevent the establishment of the similarity matrix directly on the original data, in this paper, we propose a new subspace clustering method (i.e., LASC) composed of a novel distance definition and a similarity matrix learning. In particular, the proposed metric can effectively measure the degree of linear correlation between samples, and we also provide theoretical guarantees of the property. To sufficiently discover subspace structure for complex real-world data, the self-expressive is adopted to discover an initial subspace (i.e., representation coefficient). Linear correlation distance metric is then integrated into the framework to guide and enhance the learning of similarity matrix with linearity-aware on the learned representation coefficient. Especially, to enhance the learned similarity matrix, self-expressive subspace learning and linearity-aware subspace learning are combined for collaborative learning. The overall flowchart of our model is shown in Fig. 2. The main contributions of this paper are summarized as follows.

- A novel linearity-aware metric is proposed to measure the degree of linear correlation between samples, and we provide the theoretical analysis.
- We utilize a self-expressive strategy to learn an initial subspace structure, and further adopt the proposed linearity-aware metric to guide and enhance the learned subspace structure.
- We utilize a collaborative learning strategy to pursue the similarity matrix, which can enrich the learned similarity matrix with consistent information, and is conducive to subsequent clustering tasks.

**Linearity-Aware Subspace Clustering**

We start this section by defining a linearity-aware metric, and then giving the details of our objective function. Moreover, we present an optimization algorithm for the objective function, and the complexity analysis is described.

**Linearity-Aware Metric**

As we all know, metrics have been widely used to accurately obtain the similarity between samples for various data distribution, which can effectively adapt to complex real-world data (Chen et al. 2018, 2021a). To accurately describe the linear relationship between samples, we attempt to employ metrics to guide the learning of the similarity matrix. Motivated by the fact that the Pearson correlation coefficient can predict the linear correlation between variables (Benesty et al. 2009). To effectively gain the degree of linear correlation between samples, we first introduce the linearity-aware metric by the following definition and then analyze its advantages.

**Definition 1. (Linearity-Aware Metric)** For a given data matrix \( X \in \mathbb{R}^{m \times n} \), where \( m \) is the dimension of the data,
and \( n \) is the number of the data points. For two arbitrary samples \( x_i, x_j \in X \), and \( x_i - \overline{x}_i, x_j - \overline{x}_j \neq 0 \), where \( \overline{x}_i = \frac{1}{m} \sum_{k=1}^{m} x^k_i \) is the average value of \( i \)-th sample. The linearity-aware metric between them is defined as:

\[
D(x_i, x_j) = 1 - \frac{(x_i - \overline{x}_i)^\top (x_j - \overline{x}_j)}{||x_i - \overline{x}_i||_2 ||x_j - \overline{x}_j||_2}.
\]

(1)

In the following, we are ready to theoretically analyze the properties of the defined metric in Eq. (1), which can characterize the degree of linear correlation between two samples. We first give the following Theorem 1 regarding the boundedness of Eq. (1).

**Theorem 1. (Boundedness of the Metric)** For a given data matrix \( X \), it holds for all \( x_i, x_j \in X \) simultaneously that:

\[
0 \leq D(x_i, x_j) \leq 2.
\]

(2)

The complete proof of the above theorem is presented in the supplementary materials. To evaluate the degree of linear correlation between samples, we state the linear relationship for Definition 1 in the following theorem.

**Theorem 2. (Linear Dependence of the Metric)** For any two samples \( x_i, x_j \), when they satisfy:

\[
D(x_i, x_j) \in \{0, 2\},
\]

(3)

if and only if there is a linear relationship between \( x_i \) and \( x_j \), that is, existing \( u(\neq 0) \) and \( v \) such that \( x_j = u x_i + v \) or \( x_i = u x_j + v \). Among them, when \( D(x_i, x_j) = 0 \), we have \( u > 0 \). When \( D(x_i, x_j) = 2 \), we have \( u < 0 \).

The detailed proof is provided in the supplementary materials.

**Remark 1:** Theorem 2 shows that the metric we defined can describe the strength of the linear relationship between two samples. There are several explanations for this theorem:

- When \( D(x_i, x_j) = 0 \), it is said that \( x_i \) and \( x_j \) are completely positively correlated. When \( D(x_i, x_j) = 2 \), \( x_i \) and \( x_j \) are completely negative correlated.
- When \( D(x_i, x_j) = 1 \), that is, \( x_i \) and \( x_j \) are not correlated.
- When \( 0 < D(x_i, x_j) < 1 \), it is said that \( x_i \) and \( x_j \) have a “certain degree” of positive linear relationship, if \( D(x_i, x_j) \) tends to 0, the degree of positive linear correlation is higher. If \( D(x_i, x_j) \) tends to 1, the degree of positive linear correlation is lower.
- When \( 1 < D(x_i, x_j) < 2 \), it is said that \( x_i \) and \( x_j \) have a “certain degree” of negative linear relationship, if \( D(x_i, x_j) \) tends to 2, the degree of negative linear correlation is lower.

According to the above Theorem 2, the results illustrate that the linearity-aware metric \( D(x_i, x_j) \) can precisely characterize the linear relationship between \( x_i \) and \( x_j \). Compared to the other metrics (e.g., \( \ell_1 \)-norm, nuclear norm and Frobenius norm), our proposed metric is essentially connected to self-expressive, i.e., they are both to characterize the linear correlation between samples. Therefore, we introduce the linearity-aware metric into the subspace learning framework to enhance and guide the subspace structure.

**Remark 2:** The similarity matrix is constructed by employing the self-expressive, which is a linear assumption. It makes the learned similarity matrix may be inaccurate. When the original data is directly utilized to acquire the similarity matrix, it may fail to discover subspace structure sufficiently connected to self-expressive, that is, existing gain representation coefficient (Kang et al. 2020b; Xiao et al. 2021; Wen et al. 2021). Its usual model can be formulated as follows:

\[
\min_C \frac{1}{C} \sum \mathcal{L}_1(X; C) = \min_C ||X - XC||_F^2 + \lambda_1 \Phi(C),
\]

(4)

where \( \lambda_1 \) is the tunable parameter. \( \Phi(C) \) is a certain regularization. For simplicity, we here choose the Frobenius norm as a regularization (i.e., \( \Phi(C) = ||C||_F^2 \)), which can preserve the grouping effect and avoid the trivial solution.

The self-expressive-based subspace clustering method has shown its superior performance in machine learning and computer vision (Lu et al. 2018; Li et al. 2020b; Chen et al. 2021c), but there are two non-negligible drawbacks. One is that it may fail to discover subspace structure sufficiently when the original data is directly utilized to acquire the similarity matrix (Liu and Yan 2011; Xu et al. 2021). The other is that the self-expressive strategy is hard to describe the linear relationship between samples for real-world data accurately, it makes the learned similarity matrix may be inaccurate.
To address the above-mentioned problems, we present a novel LASC model in this paper. First, by exploiting the Eq. (4) to learn a initial low-dimensional subspace \( \mathbf{C} \in \mathbb{R}^{n \times n} \). Specifically, original data usually contains noisy or redundant features (Li et al. 2020b; Zhang et al. 2020a; Pan et al. 2021), we use the representation coefficient \( \mathbf{C} \) to represent the original data \( \mathbf{X} \), thus alleviating the influence of redundancy or noise (Zhou et al. 2019; Peng et al. 2019, 2020). Then, motivated by the advance of adaptive neighbors learning (Nie, Wang, and Huang 2014; Wu et al. 2020), the \( i \)-th sample \( \mathbf{c}_i \) can be connected to other samples with probability \( s_{ij} \), where \( s_{ij} \) is an element of similarity matrix \( \mathbf{S} \). If the samples are close to each other, they have a higher similarity score, and if they are far apart, they have a smaller similarity score. To further boost the linear correlation of the self-expressive strategy, the linearity-aware metric is utilized to measure the representation coefficient, which can enhance the learned subspace structure and performs well in practice. Therefore, we have the following model:

\[
\min_{\mathbf{C}} \quad \mathcal{L}_1(\mathbf{C}; \mathbf{S}) = \min_s \sum_{i=1}^{n} \sum_{j=1}^{n} D^2(c_i, c_j)s_{ij} + \lambda_2 \Psi(\mathbf{S}),
\]

\[\text{s.t.} \quad \mathbf{S} \mathbf{1} = \mathbf{1}, \quad 0 \leq s_{ij} \leq 1,\]

where \( \lambda_2 \) is the parameter. For simplicity, the regularization term \( \Psi(\mathbf{S}) = \|\mathbf{S}\|_F^2 \) is adopted to constrain the similarity matrix \( \mathbf{S} \).

However, the nature data may contain different factors (e.g., occlusion, illumination and expression) (Yang et al. 2016). The single-step learning representation coefficient \( \mathbf{C} \) and similarity matrix \( \mathbf{S} \) is not enough to eliminate the influence of those undesirable factors and obtain an ideal similarity representation. Considering these reasons, we build a collaborative learning framework to seek a ideal similarity matrix with more consistent knowledge to promote the subsequent clustering. Then, we utilize similarity matrix \( \mathbf{S} \) as the input of Eq. (4) to learn representation coefficient \( \mathbf{C} \). Thus, we have:

\[
\min_{\mathbf{C}, \mathbf{S}} \quad \mathcal{L}_1(\mathbf{C}; \mathbf{S}) = \min_{\mathbf{C}} \|\mathbf{S} - \mathbf{S}\mathbf{C}\|_F^2 + \lambda_1 \Phi(\mathbf{C}).
\]

Finally, we present a greedy process to alternate multiple times learn the similarity matrix, inspired by the recursive thoughts, the single-layer mode can only discover the “shallow” features, which cannot discover deep hidden features and hierarchical information. We adopt a collaborative learning strategy to obtain the final ideal similarity matrix by Eq. (5) and Eq. (6), which can make a good input more conductive to obtaining a good result, and a stable solution can be acquired by alternating multiple times. Thus, we propose Linearity-Aware Subspace Clustering (LASC) model:

\[
\min_{\mathbf{C}, \mathbf{S}} \quad \mathcal{L}_1(\mathbf{C}; \mathbf{S}) + \mathcal{L}_2(\mathbf{S}; \mathbf{C}) = \min_{\mathbf{C}} \|\mathbf{S} - \mathbf{S}\mathbf{C}\|_F^2 + \lambda_1 \Phi(\mathbf{C}),
\]

\[\text{s.t.} \quad \mathbf{S} \mathbf{1} = \mathbf{1}, \quad 0 \leq s_{ij} \leq 1,\]

Algorithm 1: Subspace Segmentation via LASC

**Input:** The data matrix \( \mathbf{X} \), parameters \( \lambda_1, \lambda_2 \), the number of subspaces \( k \) and maximal iteration number \( T \).

**Initialize:** \( \mathbf{C}_0 = \mathbf{S}_0 = \mathbf{0} \) and \( \varepsilon_1 = 10^{-4} \), \( \varepsilon_2 = 10^{-5} \).

Obtain the initial subspace: Learning the initial subspace \( \mathbf{C} \) of \( \mathbf{X} \) by adopting Eq. (9).

**While** not converge \( (t = 0, 1, \cdots, T) \) **do**

1. Obtain the linearity-aware subspace: Learning the linearity-aware subspace \( \mathbf{S}^{t+1} \) of \( \mathbf{C}^t \) by adopting Eq. (16).
2. Obtain the self-expressive subspace: Learning the subspace \( \mathbf{C}^{t+1} \) of \( \mathbf{S}^{t+1} \) by adopting Eq. (20).
3. Check convergence: If
   \[
   \max\{\sum_{i=1}^{n} \sum_{j=1}^{n} D^2(c_i, c_j)s_{ij}^{t+1}/\|\mathbf{X}\|_F, \|\mathbf{S}^{t+1} - \mathbf{S}^{t+1}\mathbf{C}^{t+1}\|_F^2/\|\mathbf{X}\|_F^2\} < \varepsilon_1
   \]
   and
   \[
   \max\{\|\mathbf{S}^{t+1} - \mathbf{S}^{t}\|_F, \|\mathbf{C}^{t+1} - \mathbf{C}^{t}\|_F\} < \varepsilon_2,
   \]
   then break.

**End while**

Obtain the affinity matrix by \( |\mathbf{S}^t| + |(\mathbf{S}^t)^\top| \).

Apply the spectral clustering algorithm (Ng, Jordan, and Weiss 2002) to segment the data into \( k \) subspaces.

**Output:** The final clustering result.

**Optimization**

Once given the proper values of parameters \( \lambda_1 \) and \( \lambda_2 \), we first compute the representation coefficient \( \mathbf{C} \) by utilizing Eq. (4). Then, we can adopt iteratively strategies to optimize the problems (5) and (6).

**Step 1:** The variable \( \mathbf{C} \) of problem (4) can be solved by the following problem:

\[
\mathbf{C}^0 = \arg \min_{\mathbf{C}} \|\mathbf{X} - \mathbf{X}\mathbf{C}\|_F^2 + \lambda_1 \|\mathbf{C}\|_F^2,
\]

the above problem is the well-known ridge regression(Yang et al. 2016; Chen et al. 2021b). We take the derivative of the Eq. (8) w.r.t. \( \mathbf{Z} \), and setting the derivative to zero. It has a closed-form solution:

\[
\mathbf{C}^0 = (\mathbf{X}^\top \mathbf{X} + \lambda_1 \mathbf{I})^{-1} \mathbf{X}^\top \mathbf{X}.
\]

**Step 2:** The variable \( \mathbf{S} \) of the problem (5) can be optimized by solving the following optimization problem:

\[
\mathbf{S}^{t+1} = \arg \min_{\mathbf{S}} \sum_{i=1}^{n} \sum_{j=1}^{n} D^2(c_i, c_j) s_{ij} + \lambda_2 \|\mathbf{S}\|_F^2,
\]

\[\text{s.t.} \quad \mathbf{S} \mathbf{1} = \mathbf{1}, \quad 0 \leq s_{ij} \leq 1,\]

By defining \( d_{ij}^t = D^2(c_i, c_j) \) for the convenience of notation, the above problem can be further rewritten as following independent problem:

\[
s_{ij}^{t+1} = \arg \min_{s_{ij}} \|s_{ij} + \frac{1}{2\lambda_2}d_{ij}^t\|_2^2,
\]

\[\text{s.t.} \quad \mathbf{S} \mathbf{1} = \mathbf{1}, \quad 0 \leq s_{ij} \leq 1,\]

To solve the Eq. (11), the Lagrangian function of Eq. (11) is shown below:

\[
f(s_{ij}, \mu, \nu) = \frac{1}{2} \|s_{ij} + \frac{1}{2\lambda_2}d_{ij}^t\|_2^2 - \mu(s_{ij} - 1) - \nu^\top s_{ij},
\]

where \( \mu \) and \( \nu \) are Lagrange multipliers. When the Lagrange multipliers are \( \mu^* \) and \( \nu^* \), suppose the optimal solu-
tion of the Eq. (12) is $s^*_i$. Based on the Karush-Kuhn-Tucker (KKT) conditions, for $\forall j$, we can obtain:

$$
\begin{align*}
    s^*_{ij} + \frac{1}{2\lambda_2}d_{ij} - \mu^* - \nu^*_j &= 0, \\
    s^*_{ij} &\geq 0, \\
    \nu^*_j &\geq 0, \\
    s^*_i\nu^*_i &= 0.
\end{align*}
$$

Due to $1^	op s^*_i = 1$ and $s^*_i + \frac{1}{2\lambda_2}d_i - \mu^* 1 - \nu^* = 0$, we obtain $\mu^* = \frac{1 + \frac{2\nu}{n} 1 - 1'}{1 + \frac{2\nu}{n} 1}$. Therefore, we gain the optimal solution:

$$
    s^*_i = (-\frac{1}{2\lambda_2}d_i + \frac{1}{n} + \frac{1}{2\lambda_2} \frac{1}{n} - \frac{1'}{n} 1) + \nu.
$$

For the convenience of notation, we denote $\tilde{d_i} = -\frac{1}{2\lambda_2}d_i + \frac{1}{n} + \frac{1}{2\lambda_2}1$ and $\tilde{\nu} = \frac{1}{n} 1$. Then, the Eq. (14) can be rewrite as below:

$$
    s^*_i = \tilde{d}_i - \tilde{\nu} + \nu^*.
$$

Obviously, for $\forall j$, we get:

$$
    s^*_{ij} = \tilde{d}_{ij} - \tilde{\nu}^* + \nu^*_j = \max(\tilde{d}_{ij} - \tilde{\nu}^*, 0).
$$

Then, we obtain $s^*_j = \max(\tilde{d}_j - \tilde{\nu}^*, 0)$. Similarly, we have $\nu^*_j = \max(\tilde{\nu}_j - \tilde{d}_j, 0)$. To obtain the solution $\tilde{\nu}^*$, we define a function as below:

$$
    g(\tilde{\nu}) = \frac{1}{n} \max\{\tilde{\nu} - \tilde{d}_j, 0\} - \tilde{\nu}.
$$

According to $\nu^* \geq 0$, $g'(\tilde{\nu}) \leq 0$ and $g'(\tilde{\nu})$ is a convex function and piecewise linear function, the Newton method is utilized to acquire the root $\tilde{\nu}^*$ of $g(\tilde{\nu}) = 0$, which means:

$$
    \tilde{\nu}^t + 1 = \tilde{\nu}^t - \frac{g(\tilde{\nu})}{g'(\tilde{\nu})}.
$$

where $t$ is the number of iteration.

**Step 3:** The variable $C$ of problem (6) can be updated by:

$$
    C^{t+1} = \arg\min_C \| S^{t+1} - S^{t+1}C \|^2_F + \lambda_1\| C \|^2_F.
$$

Calculating the derivative of the above Eq. (19) w.r.t. $C$ and setting it to zero, we obtain:

$$
    C^{t+1} = (S^{t+1})^\top S^{t+1} + \lambda_1I)^{-1}(S^{t+1})^\top S^{t+1}.
$$

Overall, we summarize the whole optimization procedure in Algorithm 1.

**Complexity Analysis**

We assess the computational complexity of Algorithm 1. The major computational burden depends on the optimization of $C$ and $S$. Specifically, step 1 contains matrix multiplication and matrix inversion operations for obtaining matrix $C$, and its complexity is $O(mn^2 + n^3)$, where $m$ and $n$ are the dimension of the data and the number of the data points, respectively. We need $O(mn + n^2)$ for updating matrix $S$ of step 2. The step 3 can be solved by Eq. (20), whose computational complexity is $O(n^3)$. To summarize, the overall computational complexity of Algorithm 1 is $O(mn^2 + n^3 + t(mn + n^2))$, here $t$ is the number of collaborations.

**Experimental Results**

**Experimental Settings**

**Datasets:** In our experiments, five benchmark datasets are selected, including two handwritten digits datasets MNIST and USPS, two object recognition datasets COIL100 and CIFAR10, and an face image dataset Extended Yale B (ExYaleB). In addition, to achieve better performance on the CIFAR10 dataset, we extract features from the CIFAR10 dataset following the same setting in (Xu et al. 2020). In this paper, we randomly selected 1000, 500, and 800 samples for each class from the MNIST, USPS and CIFAR10 datasets, respectively. Table 1 introduces the information of these benchmark datasets, which are used in our experiments.

**Compared Methods:** We compare our proposed LASC algorithm against the following four spectral-based subspace clustering methods, including SSC (Elhamifar and Vidal 2013), LSR (Lu et al. 2012), LRR (Liu et al. 2013) and EnSC (You et al. 2016). Three metric-based subspace clustering strategies are also adopted, including FGNSC (Yang et al. 2020), OSC (Wang et al. 2019) and autoSC (Liang et al. 2019).

For all above mentioned algorithms, the parameters are tuned by the cross validation technique to guarantee their possibly optimal performance 6.

**Evaluation Measures:** To evaluate the performance of different subspace clustering methods, we employ two popular metrics to evaluate clustering performance, each of which favors different properties of clustering, including Accuracy (ACC) and Normalized Mutual Information (NMI), the detailed definitions of ACC and NMI can be seen in (Xu et al. 2021). The above two metrics both lie in the range of $[0, 1]$, and the higher value indicates better clustering performance. Note that for fair comparisons, we report the mean values and standard derivations of 10 independent trials.

Table 1: Description of datasets

| Datasets     | # of Classes | Samples per Class | # of Features |
|--------------|--------------|-------------------|---------------|
| MNIST        | 10           | 1000              | 784           |
| USPS         | 10           | 500               | 256           |
| COIL100      | 100          | 72                | 1024          |
| CIFAR10      | 10           | 800               | 2048          |
| ExYaleB      | 38           | 64                | 1024          |

1. http://yann.lecun.com/exdb/mnist/  
2. https://paperswithcode.com/dataset/usps  
3. https://www.cs.toronto.edu/~kriz/cifar.html  
4. The following parameters should be tuned: SSC ($\gamma$ and $\delta$), LSR ($\lambda$), LRR ($\lambda$), EnSC ($\lambda$ and $\gamma$), FGNSC ($\eta$, $\gamma$ and $\mu$), OSC ($\alpha$, $\beta$ and $\delta$), and autoSC ($\rho$ and $\tilde{K}$).
Clustering Performance and Analysis

To sufficiently evaluate the performance of our proposed method on the five benchmark datasets, for MNIST, USPS, COIL100, CIFAR10 and ExYaleB, respectively.

Table 2: Performance comparison of all compared methods on the five benchmark datasets. From top to bottom, they are MNIST, USPS, COIL100, CIFAR10 and ExYaleB, respectively.

| Classes | Metrics & Para. | SSC | LSR | LRR | EnSc | FGNSC | OSC | autoSC | LASC |
|---------|----------------|-----|-----|-----|------|-------|-----|--------|------|
| 6       | ACC             | 0.565±0.014 | 0.642±0.008 | 0.664±0.015 | 0.655±0.023 | 0.679±0.026 | 0.685±0.024 | 0.694±0.022 | 0.727±0.021 |
|         | NMI             | 0.498±0.035 | 0.532±0.011 | 0.596±0.009 | 0.648±0.017 | 0.653±0.021 | 0.656±0.019 | 0.673±0.026 | 0.703±0.015 |
|         | Par.            | 0.001, 0.1 0.3 | 0.2, 0.5   0.1 0.2 0.01, 0.002 | 0.2, 0.01 | 20, 8, 1   0.01, 0.002 | 8, 10 | 1, 000 |
| 8       | ACC             | 0.563±0.009 | 0.623±0.011 | 0.637±0.021 | 0.588±0.028 | 0.658±0.027 | 0.652±0.027 | 0.679±0.028 | 0.693±0.025 |
|         | NMI             | 0.594±0.007 | 0.568±0.015 | 0.588±0.017 | 0.616±0.022 | 0.622±0.020 | 0.630±0.019 | 0.651±0.026 | 0.678±0.020 |
|         | Par.            | 0.002, 0.05 0.6 | 0.2, 0.02 0.1 | 0.01, 0.001 | 0.2, 0.01 0.5 | 0.04, 0.002 | 8, 10 | 1, 500 |
| 10      | ACC             | 0.465±0.012 | 0.486±0.016 | 0.524±0.009 | 0.563±0.025 | 0.554±0.015 | 0.548±0.012 | 0.560±0.016 | 0.581±0.011 |
|         | NMI             | 0.527±0.021 | 0.445±0.014 | 0.509±0.006 | 0.572±0.009 | 0.547±0.018 | 0.535±0.017 | 0.559±0.012 | 0.594±0.016 |
|         | Par.            | 0.8, 0.01 0.7 | 0.20, 8, 1 | 0.05, 0.02 0.5 | 0.02, 0.004 | 8, 20 | 0.04, 0.002 | 8, 20 | 0.5, 0.5 |

In order to further provide an intuitive illustration of the effectiveness of our models, we utilize t-distributed Stochastic Neighbor Embedding (t-SNE) to show the distribution of the similarity matrices learned by different algorithms on the handwritten digits dataset USPS. From the experimental results shown in Figure 5, we can observe that our LASC model gains a more compact and accurate class cluster than the other methods (i.e., SSC, LSR, LRR and OSC). It demonstrates that the similarity matrix learned by our model is more suitable for subsequent clustering tasks than the other methods.
The Analysis of Representation Coefficient

To further investigate the effectiveness of our LASC approach, we conduct experiments by showing the learned representation coefficient on the COIL100 dataset. Here, classes are utilized in this example. We randomly select samples from each class, and treat each sample as a column to form original data \( X \in \mathbb{R}^{1024 \times 60} \). Then, the representation coefficients for a sample \( x_2 \) are obtained by SSC and LASC methods, and are illustrated in Figure 4. The x-axis represents index value, and y-axis represents representation coefficient. From the results, the large coefficient values do not ideally concentrate on the first subpart (i.e., the sample \( x_2 \) is derived from class 1) as expected for SSC. However, the coefficient values obtained by our method are very large in class 1, which accurately reflects the similarity between samples. It will contribute to the subsequent clustering tasks.

Influence of the Number of Collaboration

To analyze the benefit of collaborative learning the similarity matrix \( S \) of our LASC, in this subsection, we visually present some examples of the learned similarity matrix by different numbers of collaborations \( t \). Without loss of generality, we show the similarity matrix on ExYaleB dataset with 10 classes, where we consider the cases of \( t = 1, 5, 20 \) and 50, respectively. Figure 6 shows these learned similarity matrices. Obviously, we can observe that the collaborative learning strategy can improve the clustering performance because the performance increases with \( t \). Hence, it well demonstrates the effectiveness of the collaborative strategy.

Comparison of Running Time

Figure 7 illustrates the running time of different algorithms on five benchmark datasets. We can find that the running time of our LASC model is roughly at the same level as most self-expressive-based algorithms (e.g., SSC and LRR) under comparison. In addition, our LASC model is much faster than metric-based methods on the five datasets. We can conclude that, compared with the state-of-the-art methods, our model is able to greatly improve the clustering performance without increasing the running time.

Conclusion

To enhance self-expressive to characterize the linear correlation between samples in subspace clustering, this article proposed a linearity-aware metric that overcomes the difficulty mentioned above, and the proposed metric is integrated into the subspace clustering model. In addition, we theoretically illustrated that the proposed linearity-aware metric could measure the linear correlation between samples. Then, we utilized collaboration strategy to learn the self-expressive subspace and linearity-aware subspace, and discovered an ideal similarity matrix, thereby leading to the superior performance of the subsequent clustering results.
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