ON THE DIFFICULTY OF PRESENTING FINITELY PRESENTABLE GROUPS

MARTIN R. BRIDSON AND HENRY WILTON

Abstract. We exhibit classes of groups in which the word problem is uniformly solvable but in which there is no algorithm that can compute finite presentations for finitely presentable subgroups. Direct products of hyperbolic groups, groups of integer matrices, and right-angled Coxeter groups form such classes. We discuss related classes of groups in which there does exist an algorithm to compute finite presentations for finitely presentable subgroups. We also construct a finitely presented group that has a polynomial Dehn function but in which there is no algorithm to compute the first Betti number of its finitely presentable subgroups.

For Fritz Grunewald

1. Introduction

In the literature, the term “finitely presented” is commonly used to describe a group that is isomorphic to a group of the form $F/N$ where $F$ is the free group on a finite set $A$ and $N$ is the subgroup generated by the conjugates of a finite set $R \subseteq F$; the casual notation $\Gamma = \langle A \mid R \rangle$ is often used in such circumstances. When greater precision is required, the more accurate term “finitely presentable” is used to describe $\Gamma$, and $\Gamma$ is said to be finitely presented only when an explicit presentation $\Gamma = \langle A \mid R \rangle$ is given (i.e. a surjection $\pi : F \to \Gamma$ and a choice of finite normal generating set $R$ for the kernel of $\pi$). In this article we shall examine, from an algorithmic point of view, the content of the distinction between finite presentability and finite presentation in the context of subgroups of several well-behaved classes of groups, notably direct products of hyperbolic groups, groups of integer matrices, and right-angled Artin and Coxeter groups.
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Consider the following statement: there exist finitely presented groups $G$ and integers $n$ such that there is no algorithm that, given a set of $n$ words in the generators of $G$ generating a finitely presentable subgroup $\Lambda$, can calculate a presentation of $\Lambda$; nor is there an algorithm that can calculate the dimension of $H_1(\Lambda,\mathbb{Q})$. After some reflection, the reader will realise that this is an immediate consequence of the fact that there exist finitely presented, torsion free groups with unsolvable word problem: take $G$ to be such a group and take $n = 1$. More subtly, Collins [17], building on work of McCool [30], established the existence of finitely presented groups for which there is an algorithm to solve the word problem but no algorithm to determine the order of an element. But what happens if we restrict our attention to classes of more geometrically significant groups or classes that admit a uniform solution to the word problem, such as hyperbolic groups or residually finite groups?

**Definition 1.1.** One says that the finite presentation problem for a group $\Gamma$ is solvable if there is an algorithm that, given a finite subset $S \subseteq \Gamma$ generating a finitely presentable subgroup $\Lambda$, outputs a finite presentation for $\Lambda$.

One says that the finite presentation problem for a class $C$ of finitely presentable groups is uniformly solvable if there is an algorithm that, given as input a finite presentation for a group $\Gamma \in C$ and a finite subset $S \subseteq \Gamma$ generating a finitely presentable subgroup $\Lambda$, will output a finite presentation for $\Lambda$.

It is important to note that this definition concerns the algorithmic construction of finite presentations and not their mere existence; it should be contrasted with Definition 1.2. It is also important to note that the algorithm is not required to give a correct answer or even to terminate if the input subset $S$ does not generate a finitely presentable subgroup.

Classes of groups that admit a uniform solution to the finite presentation problem include abelian groups, free groups, coherent right-angled Artin groups [27], locally quasiconvex hyperbolic groups, hyperbolic 3-manifold groups, certain Coxeter groups [37], and finitely presented residually free groups [9]. In Section 8 we shall discuss such positive results. Our main results, though, concern classes of groups, not far removed from those listed above, in which the uniform finite presentation problem is unsolvable, even though there is a uniform solution to the word problem.
For a fixed finite alphabet $A$, we shall denote by $A^\pm$ the set of letters $a \in A$ together with formal inverses $a^{-1}$, and by $A^{\pm*}$ the set of all finite words in the letters $A^\pm$.

**Theorem A.** There exists a finite set $Z$ and recursive sequences $(\Sigma_n)$, $(S_n)$ of finite sets of words in $Z^{\pm*}$, of a fixed cardinality, such that:

1. for all $n \in \mathbb{N}$ the group $G_n := \langle Z \mid \Sigma_n \rangle$ is of the form $G_n \cong \Gamma_n \times \Gamma_n$

   where $\Gamma_n$ is a residually finite word-hyperbolic group of cohomological dimension 2;

2. for all $n \in \mathbb{N}$ the subgroup $\Lambda_n \subseteq G_n$ generated by (the image of) $S_n$ is finitely presentable;

3. the set

   \[ \{ n \mid b_1(\Lambda_n) = b_1(G_n) \} \]

   is recursively enumerable but not recursive (where $b_1(\Lambda_n)$ denotes the first Betti number, $\dim_\mathbb{Q} H_1(\Lambda_n, \mathbb{Q})$).

In particular, there does not exist an algorithm that, given $\langle Z \mid \Sigma_n \rangle$ and $S_n$, can compute a finite presentation for $\Lambda_n = \langle S_n \rangle$.

Special groups were defined by Haglund and Wise in [23], and a group is *virtually* special if it has a subgroup of finite index that is special. The reader is referred to Section 6 for further details. Our next theorem improves the groups $\Gamma_n$ of Theorem A to virtually special groups, but we lose the uniform bound on the size of the generating sets and the number of relations.

**Theorem B.** There exists a recursive sequence of triples of finite sets $(Z_n, \Sigma_n, S_n)$ with $\Sigma_n, S_n \subseteq Z_n^{\pm*}$ such that:

1. for all $n \in \mathbb{N}$ the group $G_n := \langle Z_n \mid \Sigma_n \rangle$ is of the form $G_n \cong \Gamma_n \times \Gamma_n$

   where $\Gamma_n$ is word-hyperbolic, $\text{CAT}(0)^1$ and virtually special;

2. for all $n \in \mathbb{N}$ the subgroup $\Lambda_n \subseteq G_n$ generated by (the image of) $S_n$ is finitely presentable;

3. the set

   \[ \{ n \mid b_1(\Lambda_n) = b_1(G_n) \} \]

   is recursively enumerable but not recursive.

In particular, there does not exist an algorithm that, given $\langle Z_n \mid \Sigma_n \rangle$ and $S_n$, can compute a finite presentation for $\Lambda_n = \langle S_n \rangle$.

---

$^1$i.e. it acts properly and cocompactly on a complete 1-connected metric space that is non-positively curved in the sense of A.D. Alexandrov [8].
Special groups are (virtually) subgroups of right-angled Artin groups and right-angled Coxeter groups. By combining this fact with Theorem B, one obtains many classes of groups in which the finite presentation problem is not uniformly solvable; we list some in the following corollary.

**Corollary C.** The finite presentation problem is not uniformly solvable in any of the following classes of groups:

1. direct products of hyperbolic groups;
2. CAT(0) groups;
3. $\mathbb{Z}$-linear groups (i.e. groups of integer matrices);
4. right-angled Coxeter groups;
5. right-angled Artin groups.

(Note that the word problem is uniformly solvable in each of the above classes of groups.)

The pathological $\mathbb{Z}$-linear groups that lead to part (3) of Corollary C arise in the first instance as a sequence of presentations, together with generating sets for certain finitely presentable subgroups. However, the sharper arguments in Section 6 provide explicit faithful representations of these groups.

**Corollary D.** There exists a recursive sequence of triples $(m_n, r_n, S_n)$ with $m_n, r_n \in \mathbb{N}$ and $S_n \subseteq \text{SL}_{m_n}(\mathbb{Z})$ a finite set, such that:

1. all of the groups $\Lambda_n := \langle S_n \rangle \subseteq \text{SL}_{m_n}(\mathbb{Z})$ are finitely presentable;
2. the set of integers $\{ n \in \mathbb{N} \mid b_1(\Lambda_n) = r_n \}$ is recursively enumerable but not recursive.

In particular, there is no algorithm that takes as input a finite set of integer matrices that generate a finitely presentable group and outputs a presentation for that group.

This provides our first example of a single group with unsolvable finite presentation problem: $\text{SL}_\infty(\mathbb{Z})$, the direct limit of the ‘top left’ inclusions $\text{SL}_n(\mathbb{Z}) \hookrightarrow \text{SL}_{n+1}(\mathbb{Z})$. Of course, this example is not finitely presentable; indeed it is not even finitely generated. The latter defect can be remedied by applying a standard technique of Higman, Neumann and Neumann that embeds any countable group in a finitely generated group [24]. After that (as Collins [17] did), one could use a refinement of Higman’s Embedding Theorem, due to Clapham [16], to embed $\text{SL}_\infty(\mathbb{Z})$ in a finitely presented group with solvable word problem. In Section 7 we use a more controlled embedding due to Birget, Olshanskii, Rips and Sapir [5] to prove the following sharper result.
Theorem E. There exists a finitely presented group $G$ that has a polynomial Dehn function but in which there is no algorithm to compute the first Betti number of finitely presentable subgroups. In particular, the finite presentation problem is unsolvable in $G$.

The reader will recall that a group is termed coherent if all of its finitely generated subgroups are finitely presentable. Groves and Wilton [21] studied effective coherence, which for coherent groups is equivalent to having a solvable finite presentation problem. For groups that are not coherent, there is a natural companion to the finite presentation problem.

Definition 1.2. One says that the finite presentability problem for a group $\Gamma$ is solvable if there is an algorithm that, given a finite subset $S \subseteq \Gamma$, will determine whether or not the subgroup generated by $S$ is finitely presentable.

Similarly, one says that the finite presentability problem for a class $C$ of finitely presentable groups is uniformly solvable if there is an algorithm that, given a finite presentation for a group $\Gamma \in C$ and a finite subset $S \subseteq \Gamma$, will determine whether or not the subgroup generated by $S$ is finitely presentable.

At first glance, it may seem improbable that there should exist reasonable groups for which the finite presentability problem is unsolvable but the finite presentation problem is solvable. But in fact there are many such groups, as we shall explain in Section 8. The simplest example is the direct product of two non-abelian free groups.

An underlying theme of this paper is the level of pathology to be found amongst the finitely presentable subgroups of direct products of hyperbolic groups. There is a basic template for finding such pathologies: one begins with a complicated finitely presented group, applies some form of the Rips construction to it, and then takes a fibre product (see Subsections 3.3 and 3.4). This scheme originates in [2] and relies on the 1-2-3 Theorem proved there; see also [3].

This paper is organised as follows. In Section 2 we examine how the solvability of the (uniform) finite presentation problem is affected by passage to subgroups and overgroups of finite index. In Section 3 we gather from the literature such constructions and results as we need in our Main Construction. Section 4 contains homology calculations that are needed in the proofs of Theorem A and Theorem B; the arguments here are inspired by those used in Section 3 of [12] to prove a precursor of Theorem B. Section 5 contains the proofs themselves, as well as the proof of Corollary C. In Section 6 we explain how to compute algorithmically an explicit faithful representation of a virtually special
group, and we deduce Corollary D. Section 7 contains a proof that any countable group with polynomial-time word problem can be embedded in a finitely generated group with polynomial-time word problem; from this we deduce Theorem E. In Section 8 we compare and contrast classes of groups that do and do not admit a uniform solution to the finite presentation problem. Section 9 contains a list of open questions.

We thank Charles F. Miller III for extensive and helpful comments on an earlier draft of this paper.

2. Virtual Considerations

Let $C$ be a class of groups, closed under isomorphism. We shall prove that if $C$ is recursively enumerable and admits a uniform solution to the finite presentation problem, then so (modulo a technicality) do the class $SC$ of all finitely presented subgroups of groups from $C$ and the class

$$\forall C = \{G \mid \exists G_0 \in C, \ G_0 < G, \ |G : G_0| < \infty\}$$

of ‘virtually $C$ groups’.

First we consider how to present an extension of one finitely presented group by another. For this purpose, it is convenient to adopt the following temporary notation: an arrow over a letter in a group presentation indicates an ordered set, e.g. $\vec{a}$, and the same letter with a subscript indicates a typical element of that set, e.g. $a_i$; words are regarded as functions that take ordered sets as arguments, so $\vec{r}(\vec{a})$ is an ordered set of words $r_j(a_i)$ in the letters $\pm a_i^{-1}$; the notation $\vec{a}\vec{b}$ represents the bi-ordered set of words of the form $a_i b_j = b_j^{-1} a_i b_j$.

**Lemma 2.1.** Consider a short exact sequence

$$1 \to N \to G \to Q \to 1,$$

with $N = \langle \vec{a} \mid \vec{r}(\vec{a}) \rangle$ and $Q = \langle \vec{b} \mid \vec{s}(\vec{b}) \rangle$. For each $b_k$ in $\vec{b}$, let $\beta_k$ be an element of $G$ mapping to $b_k \in Q$. Noting that each $s_l(\vec{b}) \in N$, select a word $\sigma_l(\vec{a})$ such that $\sigma_l(\vec{a}) = s_l(\vec{b})$ in $G$. Likewise, noting that $a_i^{\beta_k} \in N$ for all indices $i$ and $k$, select words $\alpha_{i,k}(\vec{a})$ such that $\alpha_{i,k}^{\beta_k} = \alpha_{i,k}(\vec{a})$ in $G$. Then

$$G = \langle \vec{a}, \vec{b} \mid \vec{r}(\vec{a}), \ \vec{\sigma}(\vec{a}) = \vec{s}(\vec{b}), \ \vec{a}\vec{b} = \vec{a}(\vec{a}) \rangle$$

**Proof.** Let $\hat{G}$ be the group defined by the given presentation. By construction, there is an epimorphism $\eta: \hat{G} \to G$ defined by $a_i \mapsto a_i$ and $b_k \mapsto \beta_k$. We must prove that $\eta$ is injective. Let $\hat{K}$ be the subgroup of $\hat{G}$ generated by $\vec{a}$ (this is normal by construction) and let $\hat{Q}$ be the group obtained from $\hat{G}$ by setting each $a_i$ equal to 1. Then we have
the following commutative diagram.

\[
1 \longrightarrow \hat{K} \longrightarrow \hat{G} \longrightarrow \hat{Q} \longrightarrow 1 \\
\downarrow \quad \downarrow \eta \quad \downarrow \eta \quad \downarrow \eta \\
1 \longrightarrow K \longrightarrow G \longrightarrow Q \longrightarrow 1
\]

The map \(\hat{Q} \rightarrow Q\) is an isomorphism and the map \(\hat{K} \rightarrow K\) is injective, because every relation of \(K\) also holds in \(\hat{K}\). It follows that \(\eta\) is injective as required. □

Remark 2.2. If one has a means of checking equalities in \(G\), such as an explicit embedding into a recursively presented group, then a naive search will always find explicit sets of words \(\bar{\sigma}\) and \(\bar{\alpha}\), so the construction of the above presentation becomes effective.

We remind the reader that a group \(G\) is termed \textit{Hopfian} if every epimorphism \(G \rightarrow G\) is an isomorphism, and \textit{locally Hopfian} if all finitely generated subgroups of \(G\) are Hopfian. Residually finite groups are locally Hopfian.

Proposition 2.3. If \(\mathcal{C}\) is a recursively enumerable class of finitely presented, locally Hopfian groups and the finite presentation problem is uniformly solvable in \(\mathcal{C}\), then the finite presentation problem is uniformly solvable in \(\mathcal{SC}\) and in \(\mathcal{VC}\).

Proof. The proof that the finite presentation problem is solvable in \(\mathcal{SC}\) follows that of Lemma 1.4 in [21]; it is straightforward, so we omit the details. However, we draw the reader’s attention to the following subtlety that was overlooked in [21]. In the course of the proof one reaches a stage where one has a finite subset \(S \subset G \in \mathcal{SC}\) and a finite presentation \(\langle A \mid R \rangle\) of \(\langle S \rangle \subset G\), and one wants to express the elements of \(S\) as words in the generators \(A\). To do this, one can employ a naive search for homomorphisms \(\langle A \mid R \rangle \rightarrow \langle S \rangle \subset G\), choosing words in \(S^{\pm 1}\) as putative images for each \(a \in A\) and checking that the defining relations hold in \(G\). A further naive search will find one of these homomorphisms that is surjective: working in parallel on all of the homomorphisms found, one looks for words in \(A^{\pm 1}\) mapping to each \(s \in S\). Because \(G\) is locally Hopfian, the surjective map that one eventually finds is an isomorphism.

Suppose that we are given a finite presentation for a group \(G \in \mathcal{VC}\) and a finite set \(S\) of words in the generators that generate a finitely presentable subgroup. We must construct a finite presentation for \(\Lambda = \langle S \rangle\).

The Reidemeister–Schreier Process can be used to enumerate presentations of subgroups of \(G\) of finite index. Recursively enumerating
all possible presentations of groups in $C$ using Tietze transformations and comparing them to presentations of finite-index subgroups of $G$, we will eventually find a finite-index subgroup $G_0 \in C$ and a finite presentation for $G_0$.

A further application of the Reidemeister–Schreier Process will eventually find a finite presentation for a finite-index subgroup $G_1$ of $G_0$ that is normal in $G$. Let $Q = G/G_1$ be the finite quotient group.

One can compute a finite set $T$ of generators for $\Lambda_1 = G_1 \cap \Lambda$, as a set of words in $F(S)$ using Stallings’s method (see for example [39]). The hypothesised solution to the finite presentation problem in $C$ enables us to compute a finite presentation $\langle T \mid R \rangle$ for $\Lambda_1$, and it is straightforward to compute a presentation $\langle S \mid U \rangle$ for $B = \Lambda/\Lambda_1 \subseteq Q$. The result now follows by Lemma 2.1.

\[\square\]

3. The ingredients of the main construction

3.1. Collins–Miller groups. The following construction shows that there is no algorithm to determine if a finite group-presentation is aspherical and no algorithm that computes the second homology of the group (there is an earlier proof of this second fact due to Cameron Gordon [19], cf. [6]).

**Theorem 3.1** (Collins–Miller [18]). There exists a finite set $X$ and a recursive sequence of finite subsets $R_n \subseteq X^{\pm*}$, of a fixed cardinality greater than $X$, such that:

1. the group $Q_n = \langle X \mid R_n \rangle$ is either trivial or else the given presentation is aspherical;
2. the set $\{n \in \mathbb{N} \mid Q_n \cong 1\}$ is recursively enumerable but not recursive.

As there is a simple algorithm to compute $H_1(Q_n, \mathbb{Z})$, the subsequence consisting of those $Q_n$ which are perfect is recursive; we pass to this subsequence. Also, since the presentation of $Q_n$ is aspherical when $Q_n \not\cong 1$, we can use its standard 2-complex to compute the homology of $Q_n$. In particular $H_2(Q, \mathbb{Z})$ is the kernel of the map from the cellular 2-chains to the cellular 1-chains. Since $|R_n| > |X|$, there are more 2-cells than 1-cells, so this kernel is infinite.

**Addendum 3.2.** Further,

1. each of the groups $Q_n = \langle X \mid R_n \rangle$ is perfect, and
2. $H_2(Q_n, \mathbb{Z})$ is infinite if $Q_n \not\cong 1$. 

3.2. **Universal central extensions.** We remind the reader that a central extension of a group $Q$ is a group $\tilde{Q}$ equipped with a homomorphism $\pi : \tilde{Q} \to Q$ whose kernel is central in $\tilde{Q}$. Such an extension is universal if, given any other central extension $\pi' : E \to Q$, there is a unique homomorphism $f : \tilde{Q} \to E$ such that $\pi' \circ f = \pi$.

The standard reference for universal central extensions is [32], pp. 43–47. The homological properties that we need are summarized in the following proposition.

**Proposition 3.3.** If $Q$ is a perfect group then:

1. $Q$ has a universal central extension $\tilde{Q}$ (and, conversely, the existence of a universal central extension implies that $Q$ is perfect);
2. there is a short exact sequence
   
   $$1 \to H_2(Q; \mathbb{Z}) \to \tilde{Q} \xrightarrow{\pi} Q \to 1;$$

3. $\tilde{Q}$ is super-perfect, i.e. $H_2(\tilde{Q}, \mathbb{Z}) \cong H_1(\tilde{Q}, \mathbb{Z}) \cong 0$.

We also need to know that it is possible to write down a presentation for the universal central extension of a perfect group. The following result is Corollary 3.6 of [7].

**Proposition 3.4.** Let $Q = \langle x_1, \ldots, x_n \mid r_1, \ldots, r_m \rangle$ be a finitely presented, perfect group, let $F$ be the free group on $\{x_1, \ldots, x_n\}$ and let $R$ be the normal closure of $\{r_1, \ldots, r_m\}$ in $F$. Choose $c_i \in [F,F]$ such that $x_i c_i \in R$. Then

$$\langle x_1, \ldots, x_n \mid x_i c_i, [x_i, r_j] \ (i = 1, \ldots, n; \ j = 1, \ldots, m) \rangle$$

is a finite presentation for $\tilde{Q}$, the universal central extension of $Q$.

A naive search identifies suitable choices for the $c_i$, and hence the process of passing from a finite presentation of a perfect group to a finite presentation of its universal central extension is entirely algorithmic. Also, the image of $\{r_1, \ldots, r_m\}$ in $\tilde{Q}$ generates $H_2(Q, \mathbb{Z}) \subseteq \tilde{Q}$.

**Addendum 3.5.** There is an algorithm that, given a finite presentation of a perfect group $Q$, will construct a finite presentation for the universal central extension $\tilde{Q}$ together with a finite generating set for $H_2(Q, \mathbb{Z}) \subseteq \tilde{Q}$, given as words in the generators of $\tilde{Q}$.

3.3. **The Rips Construction.** The Rips construction [35] is a remarkable tool for constructing hyperbolic groups with pathological behaviour. It is extremely flexible and as a result one can insist that the hyperbolic groups constructed enjoy various additional properties. The following residually finite version is due to Wise.
Theorem 3.6 (Wise [41]). There is an algorithm that, given a finitely presented group \( Q = \langle X \mid R \rangle \), will construct a finite presentation \( \langle a_1, a_2, a_3, X \mid \Sigma \rangle \) of a residually finite hyperbolic group \( \Gamma \) of cohomological dimension 2 and a short exact sequence \( 1 \to K \to \Gamma \overset{\eta}{\to} Q \to 1 \)

where \( K \subseteq \Gamma \) is the subgroup generated by \( \{a_1, a_2, a_3\} \) and \( \eta : \Gamma \to Q \) is defined by the identity map on \( X \). Moreover \( |\Sigma| = |R| + 6|X| \).

The following ‘virtually special’ version is due to Haglund and Wise. Note that here we have lost control over the rank of \( K \).

Theorem 3.7 (Haglund–Wise [23]). There is an algorithm that, given a finitely presented group \( Q = \langle X \mid R \rangle \) will construct a finite presentation \( \langle A \cup X \mid \Sigma \rangle \) of a virtually special, CAT(0), hyperbolic group \( \Gamma \) and a short exact sequence \( 1 \to K \to \Gamma \overset{\eta}{\to} Q \to 1 \)

where \( K \subseteq \Gamma \) is the group generated by \( A \) and \( \eta : \Gamma \to Q \) is defined by the identity map on \( X \).

Virtually special groups enjoy many useful properties. For example, because virtually special groups are linear over \( \mathbb{Z} \) (see Section 6), Theorem 3.7 and the Main Theorem of Bridson and Miller [11] together imply:

Theorem 3.8. If \( n \) is sufficiently large, then the isomorphism problem for finitely presented subgroups of \( SL(n, \mathbb{Z}) \) is unsolvable.

3.4. Fibre products. Given a short exact sequence of groups

\[ 1 \to K \to \Gamma \overset{\eta}{\to} Q \to 1 \]

the corresponding fibre product is the subgroup \( \Lambda \) of \( \Gamma \times \Gamma \) defined by

\[ \Lambda = \{(\gamma_1, \gamma_2) \in \Gamma \times \Gamma \mid \eta(\gamma_1) = \eta(\gamma_2)\} \]

Projection onto the second factor gives an epimorphism \( \Lambda \to \Gamma \) with kernel \( K \times 1 \). The map that identifies \( \Gamma \) with the diagonal subgroup of \( \Gamma \times \Gamma \) splits this projection and therefore the fibre product can be expressed as a semidirect product

\[ \Lambda \cong K \rtimes \Gamma, \]

where the action of \( \Gamma \) is the conjugation action in the original short exact sequence.

Recall that a group is of type \( F_n \) if it admits an Eilenberg–Mac Lane space with finite \( n \) skeleton. It is a simple exercise to prove that if \( \Gamma \)
is finitely generated (i.e. of type $F_1$) and $Q$ is finitely presentable (i.e. of type $F_2$) then $\Lambda$ is finitely generated. This easy ‘0-1-2 Lemma’ has a more sophisticated analogue due to Baumslag, Bridson, Miller and Short [2].

**Theorem 3.9** (The 1-2-3 Theorem [2]). Let 

$$1 \to K \to \Gamma \to Q \to 1$$

be a short exact sequence of groups. If $K$ is finitely generated (type $F_1$), $\Gamma$ is finitely presented (type $F_2$), and $Q$ is of type $F_3$, then the corresponding fibre product $\Lambda \subseteq \Gamma \times \Gamma$ is finitely presentable.

The details of how one proves this theorem need not concern us here, but we do need the following observation.

**Lemma 3.10.** Regardless of whether $Q$ is of type $F_3$, if $A$ generates $K$ and $X \cup A$ generates $\Gamma$, then $\Lambda$ is generated by $\{(a,1), (1,a) \mid a \in A\} \cup \{(x,x) \mid x \in X\}$.

**Remark 3.11.** There is an ‘Effective 1-2-3 Theorem’ (Theorem 2.2 of [9]), which gives an algorithm that will compute a finite presentation for $\Lambda$. This algorithm takes as input finite presentations for $\Gamma$ and $Q$ and a finite set of $\mathbb{Z}Q$-module generators for the second homotopy group of a presentation complex for $Q$. It follows from our proof of Theorem A that the input for the Effective 1-2-3 Theorem cannot be reduced to the finite presentations for $\Gamma$ and $Q$ and the abstract knowledge that $Q$ is of type $F_3$.

## 4. The rational homology of fibre products

This section is based on Section 3 of [12]. All homology groups in this section, unless otherwise stated, are with trivial coefficient module $\mathbb{Q}$ (which is omitted from the notation). The $i$th Betti number of a group $G$, denoted $b_i(G)$, is the dimension of $H_i(G)$ as a vector space over $\mathbb{Q}$. Let

$$1 \to K \to \Gamma \eta \to Q \to 1$$

be a short exact sequence of groups, defining a fibre product $\Lambda \subseteq \Gamma \times \Gamma$ as above. We will relate $b_1(\Lambda)$ to $b_2(Q)$ and $b_1(\Gamma)$, proceeding under the following assumptions:

(i) $b_1(Q) = 0$;

(ii) the map $H_2(\Gamma) \to H_2(Q)$ induced by $\eta$ is zero.

The short exact sequence gives rise to the following five-term exact sequence in homology [13]:

$$H_2(\Gamma) \eta \to H_2(Q) \to H_0(Q, H_1(K)) \to H_1(\Gamma) \eta \to H_1(Q) \to 0.$$
The first arrow is induced by $\eta$, so under our hypotheses we obtain a short exact sequence of rational vector spaces and deduce that
\begin{equation}
(2) \quad b_2(Q) + b_1(\Gamma) = \dim Q H_0(Q, H_1(K)).
\end{equation}

**Lemma 4.1.** If $\Lambda \subseteq \Gamma \times \Gamma$ is the fibre product associated to the short exact sequence
\[ 1 \to K \to \Gamma \to Q \to 1 \]
then $H_1(\Lambda) \cong H_0(Q, H_1(K)) \oplus H_1(\Gamma)$.

**Proof.** The group $\Gamma$ acts on $K$ by conjugation, inducing an action of $Q = \Gamma/K$ on $H_1(K)$. By definition, $H_0(Q, H_1(K))$ is the quotient of $H_1(K)$ by this action. As in equation (1), we have $\Lambda \cong K \rtimes \Gamma$. Thus $H_1(\Lambda)$ is the sum of $H_1(\Gamma)$, the abelianisation of $\Gamma$, and the quotient of $H_1(K)$ obtained by trivialising the $\Gamma$ action, that is $H_0(Q, H_1(K))$. Thus the decomposition of $H_1(\Lambda)$ is an immediate consequence of equation (1). \qed

Combining this lemma with equation (2), we have proved the following formula.

**Proposition 4.2.** Suppose $1 \to K \to \Gamma \to Q \to 1$ is a short exact sequence of groups, where $Q$ is perfect and the induced map $H_2(\Gamma) \to H_2(Q)$ is zero. Then for the corresponding fibre product $\Lambda$ we have
\[ b_1(\Lambda) = 2b_1(\Gamma) + b_2(Q). \]

Thus if one is in a situation where one can calculate $b_1(\Gamma)$ but not $b_2(Q)$, then one cannot calculate $b_1(\Lambda)$.

5. **Proofs**

We shall deduce Theorem A from the following proposition, the proof of which is a straightforward concatenation of the results of the previous sections.

**Proposition 5.1.** There exists an algorithm that takes as input a finite presentation $\langle X \mid R \rangle$ for a perfect group $Q$ and outputs a finite presentation $\langle Y \mid T \rangle$ for a residually finite hyperbolic group $\Gamma$ as well as a finite set $S \subseteq Y^{\pm*} \times Y^{\pm*}$ with the property that the subgroup $\Lambda$ of $\Gamma \times \Gamma$ generated by $S$ satisfies
\[ b_1(\Lambda) = 2b_1(\Gamma) + b_2(Q). \]

Moreover, $|Y|$, $|S|$ and $|T|$ depend only on $|X|$ and $|R|$.
Proof. Given $\langle X \mid R \rangle$ we first construct a finite presentation $\langle X \mid \tilde{R} \rangle$ for the universal central extension of $Q$, as in Addendum 3.5:

$$1 \to J \to \tilde{Q} \xrightarrow{\xi} Q \to 1$$

where $J \cong H_2(Q,\mathbb{Z})$ is generated by the specific set of words $R(X) \subseteq X^{\pm \ast}$. We then apply Theorem 3.6 to $\langle X \mid \tilde{R} \rangle$ to obtain a short exact sequence

$$1 \to K \to \Gamma \xrightarrow{\eta} \tilde{Q} \to 1$$

where $\Gamma = \langle Y \mid T \rangle$ is a hyperbolic group generated by $Y = \{a_1, a_2, a_3\} \cup X$ and $K$ is the subgroup generated by $\{a_1, a_2, a_3\}$. Let $L = \eta^{-1}(J)$ and note that this is the normal subgroup of $\Gamma$ generated (as a subgroup) by the finite set $\{a_1, a_2, a_3\} \cup R(X)$. We have a short exact sequence

$$1 \to L \to \Gamma \xrightarrow{\zeta} Q \to 1$$

where $\zeta = \xi \circ \eta$ is induced by the identity map on $X$. The fibre product $\Lambda \subseteq \Gamma \times \Gamma$ associated to this short exact sequence has a finite generating set $S$ as described in Lemma 3.10.

Every part of the construction up to this point is explicit: we have described an algorithm that yields a presentation $\langle Y \mid T \rangle$ for $\Gamma$ and a finite set $S$ of generators for $\Lambda$. Moreover, because of the explicit nature of the presentations in Proposition 3.3 and Theorem 3.6, we see that $|Y|$, $|S|$ and $|T|$ depend only on the number of generators and relations in our original presentation of $Q$.

By assumption, $Q$ is perfect. The map $\zeta$ factors through $\tilde{Q}$; as $H_2(\tilde{Q}) = 0$ it follows that $\zeta$ is zero at the level of second homology. Therefore, $\zeta$ satisfies the hypotheses of Proposition 4.2 and the result follows. $\square$

To prove Theorem A, we apply Proposition 5.1 to the sequence of presentations produced by the Collins–Miller construction. Finite presentability comes from the 1-2-3 Theorem.

Proof of Theorem A. Let $\langle X \mid R_n \rangle$ be the sequence of presentations provided by the Collins–Miller construction, modified as in Addendum 3.2. For each $n$, the algorithm of Proposition 5.1 applied to $\langle X \mid R_n \rangle$ yields a residually finite hyperbolic group $\Gamma_n$ with an explicit finite presentation $\langle Y_n \mid T_n \rangle$. Note $Y_n = \{a_1, a_2, a_3\} \cup X$, which we shall refer to simply as $Y$, for all $n$. From this presentation we derive a presentation $\langle Z \mid \Sigma_n \rangle$ for $\Gamma_n \times \Gamma_n$ in the obvious manner. Proposition 5.1 also yields a subgroup $\Lambda_n \subseteq \Gamma_n \times \Gamma_n$ given by a finite set of words $S_n \subseteq Z^{\pm \ast}$. The cardinalities of $\Sigma_n$ and $S_n$ depend only on $|X|$ and $|R_n|$.
and therefore are independent of $n$, and Proposition 5.1 tells us that $b_1(\Lambda) = 2b_1(\Gamma) + b_2(Q)$.

The first Betti number of $\Gamma_n$ is readily computable from its presentation, whereas $b_2(Q_n) = 0$ if and only if $Q_n$ is the trivial group, by Addendum 3.2. Therefore the set of $n$ such that $b_1(\Lambda_n) = 2b_1(\Gamma)$ is not recursive, by part (2) of Theorem 3.1.

Each of the groups $Q_n = \langle X \mid R_n \rangle$ is either trivial or else has an aspherical presentation. In either case, $Q_n$ is of type $F_3$. Thus, by the 1-2-3 Theorem, each $\Lambda_n$ is finitely presentable. \hfill $\square$

Remark 5.2. The careful reader may be concerned that the sequence of presentations $G_n = \langle Z \mid \Sigma_n \rangle$ that we constructed in the proof of Theorem A is a priori recursively enumerable rather than recursive. But there is a simple device that overcomes such concerns (cf. [31], p.2): one can transform any recursively enumerable sequence of presentations $G_n = \langle Z_n \mid \Sigma_n \rangle$ into a recursive sequence simply by adding an extra generator $\zeta$ to the generating sets $Z_n$ and adding the relations $\zeta^n = 1$ and $\zeta = 1$ to $\Sigma_n$; this does not alter the isomorphism type of the group $G_n$, but it is easy to see that the new sequence is recursive.

The proof of Theorem B is entirely similar to that of Theorem A, except that we apply Theorem 3.7 instead of Theorem 3.6 to obtain the following analogue of Proposition 5.1.

**Proposition 5.3.** There exists an algorithm that takes as input a finite presentation $\langle X \mid R \rangle$ for a perfect group $Q$ and outputs a finite presentation $\langle Y \mid T \rangle$ for a virtually special, CAT(0), hyperbolic group $\Gamma$ as well as a finite set $S \subseteq Y^\pm \times Y^\pm$ with the property that the subgroup $\Lambda$ of $\Gamma \times \Gamma$ generated by $S$ satisfies

$$b_1(\Lambda) = 2b_1(\Gamma) + b_2(Q).$$

Finally, we explain how to deduce Corollary C from Theorem B. In the following proof, we assume that the reader is familiar with the terminology of virtually special, Coxeter and Artin groups, as recalled in the next section.

**Proof of Corollary C.** The sequence of groups provided by Theorem B are all direct products of hyperbolic groups, so part (1) follows. By construction, the groups provided by Theorem B are CAT(0), so part (2) follows. Virtually special groups are $\mathbb{Z}$-linear by Theorem 1.1 of [23]; this proves part (3). By Theorem 4.2 of [23], the groups $G_n$ from Theorem B are virtually subgroups of right-angled Coxeter groups. Note that the class of right-angled Coxeter groups is recursively enumerable. By Proposition 2.3, if there were a uniform solution to the
finite presentation problem in the class of right-angled Coxeter groups then there would be a uniform solution in the class of virtual subgroups of right-angled Coxeter groups, contradicting Theorem B. This proves part (4). Part (5) is similar: the class of right-angled Artin groups is recursively enumerable, and the groups $G_n$ are virtually subgroups of right-angled Artin groups, again by Theorem 4.2 of [23]. \hfill \square

6. Matrix groups

In order to deduce Corollary D from part (3) of Corollary C, we need an algorithm that will construct an explicit faithful representation over $\mathbb{Z}$ of a virtually special group.

Roughly speaking, a cubical complex is a CW-complex in which the $k$-cells are Euclidean $k$-cubes attached by local isometries along $(k-1)$-dimensional faces (see page 112 of [8]). We will only be concerned with compact cubical complexes. Such a complex is non-positively curved if it admits a metric that is locally CAT(0). In [23], the subclasses of special cube complexes, $A$-special cube complexes and $C$-special cube complexes were introduced; the reader is referred to that paper for their definitions. A group is called special (or $C$-special, or $A$-special) if it is the fundamental group of the corresponding sort of cubical complex. As usual, a group $G$ is virtually special if it has a finite-index subgroup that is special. Proposition 3.10 of [23] shows that a virtually special group is virtually $C$-special and virtually $A$-special. Recall that a right-angled Artin group $A_N$, defined by a finite graph $N$, has a presentation in which the generators are the vertices of $N$ and two generators commute if and only if they are joined by an edge in $N$. A right-angled Coxeter group $C_N$ is defined similarly, with the additional stipulation that each generator is an involution. We are most interested in the following theorem of [23].

**Theorem 6.1.** If $G$ is $C$-special then $G$ embeds into a right-angled Coxeter group. If $G$ is $A$-special then $G$ embeds into a right-angled Artin group.

As right-angled Coxeter groups are $\mathbb{Z}$-linear, it follows that a virtually special group is $\mathbb{Z}$-linear. In this section, we will show how to find an explicit representation over $\mathbb{Z}$ algorithmically. Our algorithms will work with combinatorial descriptions of cubical complexes. To simplify the exposition, we will not specify a particular way of representing cubical complexes combinatorially, but it is clear that such descriptions exist.
Lemma 6.2. There is an algorithm that takes as input a combinatorial description for a finite cubical complex $X$ and determines whether or not $X$ is non-positively curved.

This is an immediate consequence of Gromov’s Link Condition, which asserts that a cubical complex is non-positively curved if and only if the link of each vertex is flag ([8], Theorem II.5.20).

Lemma 6.3. There is an algorithm that takes as input a combinatorial description for a finite cubical complex $X$ and determines whether or not $X$ is C-special.

This follows from the definition of C-special (Definition 3.2 in [23]). The next lemma is a direct consequence of the results of [23] (see in particular Definition 3.14 and Theorem 4.2).

Lemma 6.4. There is an algorithm that takes as input a combinatorial description for a finite, non-positively curved, C-special cube complex $X$ and outputs a finite graph $N$ and an injective homomorphism $\pi_1(X) \to C_N$.

Lemma 6.5. There is an algorithm that takes as input a finite presentation $\langle X \mid R \rangle$ for a virtually special group $G$ and outputs an integer $m$, a finite set of matrices $\Xi \subseteq \text{SL}_m(\mathbb{Z})$ and a bijection $X \to \Xi$ that defines an injective homomorphism $G \to \text{SL}_m(\mathbb{Z})$.

Proof. The Reidemeister–Schreier process enumerates presentations for the finite-index subgroups $H_i$ of $G$. As one can recursively enumerate finite cubical complexes, it follows from Lemmas 6.2 and 6.3 that one can enumerate finite, non-positively curved, C-special cube complexes. A naive search will eventually find an isomorphism between a finite-index subgroup $H_i$ of $G$ and the fundamental group of a finite, C-special cube complex $X$. Composing this with the homomorphism provided by Lemma 6.4 gives an injective homomorphism $H_i \to C_N$. One can write down a faithful representation $C_N \to \text{SL}_d(\mathbb{Z})$ (see, for instance, pages 109–10 of [25]), and composing these maps gives a faithful representation $\rho : H_i \to \text{SL}_d(\mathbb{Z})$. Finally, the induced representation $\text{Ind}_{H_i}^G \rho$, which is easy to compute, is a faithful homomorphism from $G$ to $\text{SL}_m(\mathbb{Z})$, where $m = d|G : H_i|$.

Corollary D follows immediately from Theorem B and Lemma 6.5, taking $r_n = b_1(G_n)$.

7. POLYNOMIAL-TIME SOLUTIONS TO THE WORD PROBLEM

In this section we prove Theorem E. Our proof requires us to be clear about what it means to have a polynomial time solution to
the word problem in a countable group $\Gamma$ with infinite generating set $\{c_0, c_1, c_2, \ldots\}$. To this end, we use the map $\nu : c_n^{\pm 1} \mapsto b^na^\pm b^{-n}$ to embed the free monoid $C^*$ on the infinite set $C = \{c_n, c_n^{-1} \mid n \in \mathbb{N}\}$ in the free monoid on the finite set $A = \{a, b, a^{-1}, b^{-1}\}$. We say that the word problem in $\Gamma$ is solvable in polynomial time (resp. is in NP) if there is a deterministic (resp. non-deterministic) Turing machine with input alphabet $A$ that accepts exactly the language $\{w = \nu(u) \mid u \in C^*, u = 1 \in \Gamma\}$ and which has a polynomially-bounded time function.

This technical device captures the intuitive idea of a Turing machine that solves the word problem by working with the infinite alphabet $c_0, c_1, c_2, \ldots$ and which given a word $w = c_{i_1}^{\epsilon_1} \cdots c_{i_l}^{\epsilon_l}$ with $\epsilon_i = \pm 1$, will halt and decide if $w = 1$ in $\Gamma$ in at most $q(l + \mu)$ steps, where $q$ is a fixed polynomial and $\mu = \max\{i_1, \ldots, i_l\}$.

The following result and its proof will strike experts as routine, but we were unable to find it in the literature and we need it in our proof of Theorem E.

**Theorem 7.1.** Let $\Gamma$ be a countable group with an infinite generating set $\{c_0, c_1, \ldots\}$ such that the word problem is solvable in polynomial (resp. NP) time. Then $\Gamma$ can be embedded in a four-generator group $G$ whose word problem is solvable in polynomial (resp. NP) time.

Combining this with the celebrated theorem of Birget, Olshanskii, Rips and Sapir, Theorem 1.1 of [5], we get:

**Corollary 7.2.** If $\Gamma$ is a countable group with an infinite generating set $\{c_0, c_1, \ldots\}$ such that the word problem is solvable in NP time, then $\Gamma$ can be embedded in a finitely presented group with polynomial Dehn function.

We construct $G$ according to the following well known prescription, essentially due to Higman, Neumann and Neumann [24]. For each $n \geq 0$ the subgroup $H_n$ of $\Gamma \ast \langle x \rangle \ast \langle s \rangle$ generated by the set

$$S_n = \{ s_i = s^{i+1}c_ixs^{-i-1} \mid i \geq n \}$$

is freely generated by $S_n$. Therefore, the map that sends $s_i$ to $s_{i+1}$ for each $i$ extends to an isomorphism $H_0 \rightarrow H_1$, which defines an HNN extension $G$ with stable letter $t$; so $ts_it^{-1} = s_{i+1}$ for each $i$. Note that $G$ is generated by $s, t, x$ and $c_0$.

Let $F_0$ be the free group on $\{s, t, x, c_0\}$ and let $\eta : F_0 \rightarrow G$ be the natural epimorphism. To prove the theorem, we will describe an algorithm (resp. non-deterministic algorithm), taking as input words $w_0 \in F_0$, running in polynomial time (as a function of $|w_0|$) and determining whether or not $\eta(w_0) = 1$. 
Basically, the algorithm repeatedly looks for a pinch $\tau t^{-1}$ with $\eta(u) \in H_0$ (or $t^{-1}vt$ with $\eta(v) \in H_1$) and removes it, thus reducing the number of occurrences of $t$ in the given word $w_0$. One would like to say that this search and removal can be done in polynomial (resp. NP) time using the solution to the word problem in $\Gamma$. But in order to make this sort of argument one needs to translate $u$ into a form where the solution to the word problem can be applied. Thus it will be convenient to work with the free group $F_\infty$ that is the direct limit of the free groups $F_n = \text{Free}\{s, t, x, c_0, \ldots, c_n\}$.

The epimorphism $\eta$ extends to the natural map (also denoted $\eta$) from $F_\infty$ onto $G$. We write $l(u)$ for the reduced length of elements $u \in F_\infty$.

As in the opening paragraph of this section, we want a finite encoding of $F_\infty$, so we embed it in $\hat{F}$, the free group on $\{s, t, x, a, b\}$, via the map $\nu(s) = s, \nu(t) = t, \nu(x) = x$ and $\nu(c_n) = b^nab^{-n}$. Let $\hat{l}(w)$ denote the reduced length of $\nu(w)$.

This encoding is efficient in the following two senses.

**Lemma 7.3.** If $u \in F_n$ then

$$l(u) \leq \hat{l}(u) \leq (2n + 1)l(u).$$

And there is an algorithm, polynomial-time in the length of $W$, that given a word $W$ in the letters $\{s, x, a, b\}$, will determine if $W \in \nu(F_\infty)$, and will output the reduced word $w \in F_\infty$ with $\nu(w) = W$ (if it exists).

**Proof.** The first claim is obvious. The algorithm in the second claim first writes $W$ in reduced form

$$W = V_0s^{i_0}V_1s^{i_1} \ldots V ks^{i_k}$$

then writes each $V_j = V_j(x, a, b)$ as a reduced product of powers of $x$ and reduced words $U_l = U_l(a, b)$. Now, $W$ is in $\nu(F_\infty)$ if and only if all of the $U_l$ are. For each $U_l$, let $a^{\epsilon_i}$ be the $i$th occurrence of $a^{\pm 1}$, let $P_i$ be the prefix of $U_l$ that ends with $a^{\epsilon_i}$, and let $\beta_i$ be the exponent sum of $b$ in $P_i$. Then $U_l \in \nu(F_\infty)$ if and only if

$$U_l^{-1} \prod_i (b^{\beta_i}a^{\epsilon_i}b^{-\beta_i}) = 1,$$

which is easily checked. If this product is trivial then $U_l = \nu(u_l)$ where

$$u_l = \prod_i \epsilon_i^{\beta_i}.$$

Replacing each $U_l$ in the reduced form of $W$ by this expression for $u_l$ gives a reduced word $w \in F_\infty$ with $\nu(w) = W$. \[\square\]
In order to recognise pinches and hence solve the word problem in $G$, we have to be able to recognise words $W = \nu(w)$ with $\eta(w) \in H_i$ for $i = 0, 1$. To do so we employ the solution to the word problem in $\Gamma$, which we are assuming is either polynomial-time or $NP$.

**Lemma 7.4.** There is a polynomial time (resp. $NP$) algorithm that, given a word $W$ in the free group on $\{s, x, a, b\}$, will determine whether or not $W = \nu(w)$ with

1. $\eta(w) = 1$; or
2. $\eta(w) \in H_0$; or
3. $\eta(w) \in H_1$.

**Proof.** The algorithm of the previous lemma determines if $W = \nu(w)$ for some $w \in F_\infty$, and gives a decomposition $w = v_0s^0v_1s^{i_1} \ldots v_ks^{i_k}$ where each $v_j$ is a reduced word in the free group on $\{x, c_0, c_1, \ldots, c_N\}$, with $N$ bounded by a linear function of $l(w)$. Part (1) then follows immediately from the solution to the word problem in $\Gamma$.

Writing $r_j = i_0 + \ldots + i_{j-1}$ for each $j > 0$, with $r_0 = 0$, we get

$$w = (s^{r_0}v_0s^{-r_0})(s^{r_1}v_1s^{-r_1})(s^{r_2}v_2s^{-r_2}) \ldots (s^{r_k}v_ks^{-r_k})$$

Note that $r_j \neq r_{j+1}$. Because $H_0$ is free on the set $S_0$, we have $\eta(w) \in H_0$ if and only if $\eta(v_j) \in \langle c_{r_{j-1}}x \rangle$ for each $j$. Let $\xi_j$ be the index sum of $x$ in $v_j$. Then $\eta(v_j) \in \langle c_{r_{j-1}}x \rangle$ if and only if $\eta(v_j) = (c_{r_{j-1}}x)^{\xi_j}$, and this equation can be checked using the solution to the word problem in $\Gamma$. Thus, the time taken to decide whether or not $w \in H_0$ is bounded by a polynomial in $\hat{l}(w)$ (using a non-deterministic algorithm if the solution to the word problem in $\Gamma$ was only $NP$). This completes our description of the algorithm for part (2).

Finally, $\eta(w) \in H_1$ if and only if $\eta(w) \in H_0$ and $r_j > 0$ whenever $v_j$ is non-trivial. This last condition is easy to check. \qed

**Proof of Theorem 7.1.** We can now describe the algorithm to determine whether or not a word $w_0$ in the symbols $c_0, s, t, x$ is trivial in $G$. We shall inductively construct a finite sequence of reduced words $W_0, \ldots, W_N \in \hat{F}$ with the following properties: $W_n = \nu(w_n) \in \nu(F_n)$; for $n < N$, $\eta(w_n) = 1$ if and only if $\eta(w_{n+1}) = 1$; and $W_N$ is either empty or $\eta(w_N) \neq 1$. The construction of $w_{n+1}$ from $w_n$ takes at most time $q(\hat{l}(w_n))$, where $q$ is a fixed polynomial (which we may assume is an increasing function on $\mathbb{N}$). And $N$ is bounded by a polynomial in $\hat{l}(w_0) = l(W_0)$.
We proceed as follows. First translate $w_0$ into a word $W_0$ in the symbols $a, b, s, t, x$ using the map $\nu$. A potential pinch in any reduced word $W \in \hat{F}$ is a subword of the form $tXt^{-1}$ or $t^{-1}Xt$, where $X$ is a word in the letters $a, b, x$ and $s$. Given $W_n = \nu(w_n)$, find all potential pinches $tUt^{-1}$ and $t^{-1}Vt$. If there are no potential pinches but there is at least one occurrence of $t$, then by Britton’s lemma $\eta(w_0) \neq 1$ in $G$. If there are no occurrences of $t$, we apply the solution to the word problem in $\Gamma * \langle s \rangle * \langle x \rangle$ (coming directly from $\Gamma$). For each potential pinch, check using Lemma 7.4 whether $U = \nu(u)$ with $\eta(u) \in H_0$ or $V = \nu(v)$ with $\eta(v) \in H_1$. If none of them are, then by Britton’s Lemma we know that $\eta(w_n) \neq 1$, and the algorithm terminates.

On the other hand, suppose that some potential pinch is indeed a pinch, i.e. $\eta(u) \in H_0$ or $\eta(v) \in H_1$. We shall assume that it is $\eta(u) \in H_0$; the case of $\eta(v) \in H_1$ is similar. As in equation (3), we write $u$ as a product of subwords $s_n = s^{n+1}c_nxs^{-n-1}$ by introducing appropriate cancelling powers of $s$, and we consider the word $u'$ obtained from $u$ by replacing each $s_n$ by $s_{n+1} = s^{n+2}c_{n+1}xs^{-n-2}$ then freely reducing. Then $w_{n+1}$ is obtained from $w_n$ by replacing $tut^{-1}$ with $u'$, and $W_{n+1} := \nu(w_{n+1})$. Note that the derivation of $W_{n+1}$ from $W_n$ (or the determination that $\eta(w_n)$ is trivial or non-trivial) took at most time $q(\hat{l}(w_n))$, where $q$ is an increasing polynomial.

As $W_{n+1}$ contains fewer potential pinches than $W_n$, this procedure can be iterated at most $l(w_0)$ times, and therefore describes a solution to the word problem in $G$. It remains to estimate the total running time of the procedure, and to do this we bound the length of $W_n$. An $s$-component of a reduced word $W \in \hat{F}$ is a maximal subword of the form $s^k$ where $k \neq 0$. Let $\sigma_n$ be the number of $s$-components of $W_n$. Note that $l(W_{n+1}) = \hat{l}(w_{n+1}) \leq \hat{l}(w_n) + 4\sigma_n$, that $\sigma_{n+1} \leq \sigma_n$, and that $\sigma_0 \leq l(w_0)$. Therefore, for all $n$,

$$l(W_n) = \hat{l}(w_n) \leq (4n + 1)l(w_0) .$$

Furthermore, $n$ is bounded above by the number of potential pinches in $w_0$, and hence by $l(w_0)$. Therefore the running time of the algorithm is bounded above by

$$\sum_n q(\hat{l}(w_n)) \leq \sum_n q((4n + 1)l(w_0)) \leq l(w_0)q((4l(w_0) + 1)l(w_0))$$

which is polynomial in $l(w_0)$, as required. This completes the proof of Theorem 7.1.

**Proof of Theorem E.** It follows immediately from Corollary D that the group $\text{SL}_\infty(\mathbb{Z})$ has unsolvable finite presentation problem. Therefore,
in order to prove Theorem E it remains only to find a generating set for $\text{SL}_\infty(\mathbb{Z})$ with respect to which one can solve the word problem in polynomial time (cf. [28]).

It is well known that $\text{SL}_\infty(\mathbb{Z})$ is generated by $\{e_{i,j} \mid i, j \in \mathbb{N}, i \neq j\}$, where $e_{i,j}$ is the elementary matrix with $(i, j)$ entry equal to 1. We now define a generating set $\{c_k \mid k \in \mathbb{N}\}$ by

$$c_k = \begin{cases} 
  e_{i,j} & k = 2^i3^j \\
  1 & \text{otherwise}
\end{cases}.$$ 

Note that $i, j \leq \log_2 k$, so $c_k \in \text{SL}_{\lfloor \log_2 k \rfloor}(\mathbb{Z})$.

Given a word $w = c_{k_1} \ldots c_{k_l}$, let $\kappa = \max\{k_p\}$. In $O(l \log \kappa)$ time, $w$ can be translated into the corresponding product of matrices $e_{i_1,j_1} \ldots e_{i_l,j_l}$ in $\text{SL}_{\lfloor \log_2 \kappa \rfloor}(\mathbb{Z})$. Multiplication on the right by an elementary matrix corresponds to a single column operation, which involves $O(\log \kappa)$ additions. Addition of two $d$-digit numbers is of complexity $\Theta(d)$. By induction, every entry of every matrix is $O(2^l)$, so has $O(l)$ (binary) digits. It follows that the product $e_{i_1,j_1} \ldots e_{i_l,j_l}$ can be multiplied in $O(l^2 \log \kappa)$ time.

In summary, there is an algorithm that solves the word problem with respect to the generating set $\{c_k\}$ in $O(l^2 \log \kappa)$ time, which is polynomial in $\kappa$ and $l$, as required.

8. Groups with solvable finite presentation problem

In this section we collect classes of groups in which the finite presentation problem is known to be solvable. We start with classes of coherent groups. In [39], Stallings explains how his folding technique can be used to compute presentations for subgroups of free groups.

Example 8.1 (Free groups). The finite presentation problem is uniformly solvable in the class of finitely generated free groups.

More generally, there is an algorithm to compute a presentation for any quasiconvex subgroup of a hyperbolic group. Indeed, I. Kapovich described an algorithm that, given a finite presentation $\mathcal{P}$ of a hyperbolic group $\Gamma$, finds a quasiconvexity constant $K$ for any quasiconvex subgroup $\Lambda \subseteq \Gamma$ (and that runs forever if the given subgroup is not quasiconvex) [26]. Papasoglu described an algorithm that computes a hyperbolicity constant $\delta$ for $\mathcal{P}$ [33]. From $K$ and $\delta$ it is easy to compute a hyperbolicity constant for $\Lambda$, and hence a presentation. One therefore has the following.
Example 8.2 (Locally quasiconvex hyperbolic groups). The finite presentation problem is uniformly solvable in the class of locally quasiconvex hyperbolic groups.

In a context where one understands the non-quasiconvex subgroups, it may not be necessary to assume local quasiconvexity. This is the case with the fundamental groups of closed hyperbolic 3-manifolds.

Example 8.3 (Closed hyperbolic 3-manifolds). The finite presentation problem is uniformly solvable in the class of fundamental groups of closed hyperbolic 3-manifolds. Indeed, Canary showed [15] that a consequence of Marden’s Tameness Conjecture (proved by Agol [1] and, independently, Calegari and Gabai [14]) is that every finitely generated, geometrically infinite (i.e. non-quasiconvex) subgroup of a closed hyperbolic 3-manifold group $\Gamma$ is commensurable with a fibre in a finite-sheeted cover that fibres over the circle. Therefore, the finite presentation problem for closed hyperbolic 3-manifolds can be solved by two algorithms running in parallel: one is Kapovich’s algorithm seeking a quasiconvexity constant; the other enumerates finite-index subgroups of $\Gamma$ and seeks to identify the input subgroup as a virtual fibre.

Recall that a group $\Gamma$ has the local retractions property if for every finitely generated subgroup $\Lambda$ there is a subgroup $K$ of finite index in $\Gamma$ such that $K$ contains $\Lambda$ and the inclusion map $\Lambda \hookrightarrow K$ has a left inverse (called a retraction). Given a retraction $K \rightarrow \Lambda$ and a presentation for $K$, it is easy to write down a presentation for $\Lambda$. Groups that enjoy the local retractions property include limit groups [40].

Example 8.4 (Limit groups). The finite presentation problem is uniformly solvable in the class of limit groups [21].

Kapovich, Weidmann and Myasnikov adapted Stallings’s folding machinery to work in more general graphs of groups [27]. Their techniques apply in particular to many right-angled Artin groups.

Example 8.5 (Coherent right-angled Artin groups). Coherent right-angled Artin groups have a solvable finite presentation problem.

Our results show that this statement cannot be improved to cover all right-angled Artin groups.

McCammond and Wise generalised Stallings’s ideas in a different direction to construct many examples of coherent groups [29]. Their procedure often yields an algorithm for computing presentations, and has applications to small-cancellation groups, one-relator groups and Coxeter groups. See also Payne and Rees [34] and Schupp [37].
The examples listed so far are all coherent. In particular, they have solvable finite presentability problem. Remarkably, there are numerous examples of incoherent groups with unsolvable finite presentability problem but solvable finite presentation problem. The first example is the direct product of two non-abelian free groups.

Example 8.6 ($F \times F$). Let $F$ be a finitely generated free group. Applying the fibre product construction to an undecidable sequence such as the Collins–Miller groups, and observing that the fibre product is finitely presented if and only if the quotient group is finite [22], we see that the finite presentability problem is unsolvable in $F \times F$. However, it follows from the work of Baumslag and Roseblade [4] that the finite presentation problem is solvable in $F \times F$.

A general method for solving the finite presentation problem comes from the work of Bridson, Howie, Miller and Short [9]. They establish an algorithm that, given finite presentations for groups $G_1, \ldots, G_n$ and a finite subset $S \subseteq G_1 \times \ldots \times G_n$ will construct a finite presentation for $\Lambda = \langle S \rangle$ if the projection of $\Lambda$ to each pair of factors $G_i \times G_j$ is of finite index. In certain circumstances this leads to a solution to the finite presentation problem. For example, if one combines this theorem with the algorithm for embedding a residually free group into a direct product of limit groups [9], then the characterisation of finitely presented subgroups in such direct products [10] can be used to prove the following statements.

Example 8.7 (Residually free groups [9]). The finite presentation problem is uniformly solvable in the class of finitely presented residually free groups. On the other hand, the following are equivalent for a finitely presented residually free group $\Gamma$:

1. the finite presentability problem is solvable in $\Gamma$;
2. $\Gamma$ does not contain $F \times F$;
3. $\Gamma$ is either a limit group or a direct product of a limit group and a free abelian group;
4. $\Gamma$ is coherent.

Theorem A shows that, although the finite presentation problem is uniformly solvable in the class of residually free groups, it is not uniformly solvable in the class of residually (2-dimensional) hyperbolic groups.

9. Questions

The proof of Theorem E gave very little information about the constructed group, other than that it has polynomial Dehn function.
Question 9.1. How might one improve the properties of the group in Theorem E? For instance, is there a direct product of two hyperbolic groups with unsolvable finite presentation problem? Is the finite presentation problem unsolvable in $\text{SL}_n(\mathbb{Z})$ for some finite $n$?

As observed in the previous section, most known solutions of the finite presentation problem arise from proofs of coherence.

Question 9.2. Is there a class of coherent groups in which the uniform finite presentation problem is unsolvable?

Famously, Serre asked if $\text{SL}_3(\mathbb{Z})$ is coherent (see page 734 of [38]).

Question 9.3. Are the finite presentation and finite presentability problems solvable in $\text{SL}_3(\mathbb{Z})$?

The following question was posed in [20].

Question 9.4. Is the finite presentation problem uniformly solvable in the class of word-hyperbolic groups?
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