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Abstract

Observations and cloud-resolving simulations suggest that a convective updraft structure drawing mass from a deep lower-tropospheric layer occurs over a wide range of conditions. This occurs for both mesoscale convective systems (MCSs) and less-organized convection, raising the question: is there a simple, universal characteristic governing the deep inflow? Here, we argue that nonlocal dynamics of the response to buoyancy are key. For precipitating deep-convective features including horizontal scales comparable to a substantial fraction of the troposphere depth, the response to buoyancy tends to yield deep inflow into the updraft mass flux. Precipitation features in this range of scales are found to dominate contributions to observed convective precipitation for both MCS and less-organized convection. The importance of such nonlocal dynamics implies thinking beyond parcel models with small-scale turbulence for representation of convection in climate models. Solutions here lend support to investment in parameterizations at a complexity between conventional and superparameterization.

Plain Language Summary

Deep convection, whether in isolated thunderstorms or organized mesoscale convective systems, is a leading effect in climate dynamics and climate change, yet it remains subject to large uncertainties in climate models. The way that air enters convective clouds plays a substantial role in this uncertainty, and recently the importance of inflow through a deep layer in the lower troposphere has been noted, although why this should apply for both isolated and organized convection has been unclear. Here, we show that an aspect of dynamics emitted from conventional climate model representations provides a simple explanation for this for large clouds that account for most convective precipitation. This suggests physical effects requiring substantial revisions in climate models.

1. Introduction

Accurate simulation and forecasting of weather and climate depends on adequate representations of deep convection in general circulation models (GCMs). This remains a challenging subject (Kuo et al., 2020; Leung et al., 2022; Yano & Plant, 2020) even with recent advances in cloud-resolving models (CRMs) and machine learning (Bretherton et al., 2022; Wing et al., 2020). Challenges arise especially in regards to organized convection, such as mesoscale convective systems (MCSs; Moncrieff et al., 2012; Yano & Moncrieff, 2016) that account for a significant fraction of precipitation (Nesbitt et al., 2006). A major source of uncertainty is the entrainment process of environmental air entering in-cloud updrafts (Plant, 2010; Sherwood et al., 2014). The traditional view of entrainment assumes a plume/parcel rising from near the surface that is modified by its immediate surroundings via localized, small-scale turbulent mixing (Arakawa & Schubert, 1974). This motivated efforts to quantify a postulated local entrainment rate (Del Genio & Wu, 2010; Gregory, 2001; Masunaga & Luo, 2016; Siebesma et al., 2003)—primarily by indirect means—from which mass flux can be derived for plume models in parameterization schemes (de Rooy & Siebesma, 2010; Siebesma et al., 2007).

As schematized in Figure 1a, field measurements of deep-convective updrafts during aircraft campaigns (LeMone & Zipser, 1980; Lucas et al., 1994) and by radar wind profilers (Savazzi et al., 2021; Schiro et al., 2018), in accordance with CRM simulations (Li et al., 2008; Robe & Emanuel, 1996), identify a common mass flux structure that gradually increases throughout much of the lower troposphere. This dependence of mass flux on height, summarized in Figure 1b, is characteristic of both MCS and less-organized convection. It implies horizontal convergence of environmental air into the observed updraft through a deep layer in the lower troposphere. Such “deep-inflow” profiles are in general agnostic as to whether inflow occurs by spatially coherent flow, small-scale turbulence, or both. Contributions to this through coherent inflow are termed dynamic entrainment (Ferrier & Houze, 1989; Houghton & Cramer, 1951)—in contrast with the conventional paradigm of small-scale mixing.
Deep-inflow profiles can also be inferred from the dependence of precipitation on the temperature–moisture environment as a function of lower-tropospheric layer (Ahmed & Neelin, 2018).

Given the importance of mass flux in convective parameterizations, the occurrence of simple vertical structures warrants explanation, particularly since any potential for directly constraining such structures could aid in bypassing the elusive task of determining vertical dependence of entrainment rate (Kuang & Bretherton, 2006; Romps, 2010). The apparent widespread occurrence of deep-inflow structures, together with the surprising observation that such structures occur similarly for both MCS and less-organized deep convection, raises the question of whether there is some universal characteristic governing the dynamics of deep inflow.

Here, we adapt elements known in the anelastic modeling literature to show how they provide a straightforward explanation for this important physical phenomenon. As prelude, Section 2 previews the potential role of anelastic solutions and provides an observational analysis that indicates the range of horizontal scales in convective precipitation features. We then recap anelastic equations for the response to buoyancy, cast in a form suitable for vertical acceleration (Section 3), and show the implications for vertically nonlocal pressure/acceleration response. In Section 4, we examine response to horizontally localized buoyancy features while demonstrating robustness to smaller-scale variations. Finally, we discuss the conditions under which the nonlocal solution provides a simple explanation for deep inflow and implications for convective parameterizations based on parcel models that neglect these effects.

2. Convective Precipitation Feature Scales and Inflow

Complementing the overview in Figures 1a and 1b of the deep-inflow problem, key ingredients of the proposed solution are previewed in Figures 1c and 1d. We will argue that the response to buoyancy is nonlocal and tends to average over details of the flow and produce mass flux increasing with height in the lower troposphere—as in Figure 1c—for a range of reasonable conditions provided sufficiently large horizontal scales occur in the convective elements.

Figure 1d quantifies the claim that much of the deep-convective precipitation comes from features that include such horizontal scales. Contiguous features of convective precipitation are identified from satellite precipitation radar (PR) retrievals (Appendix A). The contribution to total convective precipitation is shown as a function of feature size estimated two different ways: by cord length of the feature and by square root of the area of the feature. The contribution to convective precipitation is further separated by features that meet common criteria for MCS, and less-organized features that do not. Note that stratiform precipitation is not included, since we wish to focus on the scales of features of the deep-convective precipitation. For both MCS and less-organized convection, the precipitation contribution peaks around 15 km, and >70% of the total convective rain is from events of this scale or greater for both feature size measures. That is, convective rain is mostly from deep-convective features whose horizontal extent is comparable to the depth of the troposphere. MCS features tend to have greater contribution to convective rain at large sizes than do less-organized features. While the conditionally averaged convective precipitation rate for less-organized features (squares) levels off as size exceeds ~25 km, the MCS precipitation rate (circles) continues to increase asymptotically as roughly the one-fourth power of size.

The convective precipitation region is not necessarily identical to that of the buoyancy, but provides a rough measure of the existence of strong updrafts and downdrafts indicative of buoyancy anomalies. The spatiotemporal coverage of the satellite PR provides regions and periods extensive enough to identify typical characteristics of convection. We also note that the PR resolution ~5 km coarse-grains smaller-scale variations, but suffices to support that localized features containing substantial convective rain occur over a broad range of scales. The robustness of the nonlocal effects discussed in Section 4 helps justify such coarse-graining.

We thus have (a) observational evidence that much of the convective rain in both MCS and less-organized systems comes from features with characteristic sizes of the convection exceeding ~10 km and (b) a theoretical basis for how the nonlocal nature of the response to buoyancy tends to yield deep inflow on such scales.
3. Anelastic Response to Buoyancy

We follow the anelastic framework (Ogura & Phillips, 1962) to derive the diagnostic equation for the response to buoyancy. The anelastic approximation assumes a horizontally homogeneous, time-invariant atmospheric density $\rho_0(z)$, allowing the governing system to filter acoustic waves and retain nonhydrostatic solutions relevant for deep convection with $O(1)$ aspect ratio (Markowski & Richardson, 2011). Thus, the anelastic approximation has been widely adopted by CRMs (Bryan & Fritsch, 2002; Jung & Arakawa, 2008; Khairoutdinov & Randall, 2003).

3.1. Nonlocal Response to Buoyancy Field

With vorticity and anelastic continuity equations, one can derive (see Section S1 in Supporting Information S1)

$$
\nabla^2 \alpha + \frac{\partial}{\partial z} \left[ \frac{1}{\rho_0} \frac{\partial}{\partial z} (\rho_0 \alpha) \right] = \nabla^2 B + D,
$$

(1)

where $\alpha \equiv \partial \mu$ is the Eulerian vertical acceleration, $B$ the buoyancy, and $D$ a quadratic function of spatial derivatives of velocity $u$ (i.e., associated with flow kinematics) that vanishes when $u \equiv 0$. The influences of buoyancy and kinematics on $\alpha$ can thus be separately diagnosed. Here, we focus on the response to buoyancy, which allows a direct contrast to conventional parameterizations (Section S5 in Supporting Information S1).

In Equation 1, the operator acting on $\alpha$ is elliptic, one thus expects a global response even for localized forcing (Houze, 1993). The response is accompanied by adjustment to horizontal convergence driven by locally
hydrostatic pressure gradients (Jeevanjee & Romps, 2016; Peters, 2016) to ensure mass conservation. Note that buoyancy drives acceleration via $\nabla^2 \mathbf{b}$—flow evolves following horizontal variation of buoyancy.

To give a concrete sense of the nonlocal dynamics, Figure 2 demonstrates two examples of the mass flux response field $\mathbf{a}_0$ (color shading) due to idealized cylindrical buoyancy bubbles of 8-km diameter (magenta contours). Here, $\mathbf{a}$ is from solving Equation 1 (with $D \equiv 0$) for the two cases separately. The localized buoyancy generates strong upward acceleration within its diameter, accompanied by weak, broad downward acceleration in the surroundings. The extensive response reaches well below and above the bubble, driving a layer of flow into the convective region in the lower troposphere, contributing to the gradually increasing $\mathbf{a}_0$ with height, and outflow aloft from decreasing $\mathbf{a}_0$. Other things equal, deeper bubbles generally result in greater response.

The nonlocal responses in Figure 2 result from the elliptic operator in Equation 1 and are well-known in principle (Cotton et al., 2010; Trapp, 2013). Interaction with the buoyancy can affect this: for example, if the upward velocity occurs above the region where latent heating can balance work against stratification, a negative buoyancy tendency will occur. This results in the convective cold-top phenomenon (Holloway & Neelin, 2007), with a region of negative buoyancy tending to cancel the response above, as illustrated on the right in Figure 2.

Here, we focus on the properties of the anelastic solution within and below the positively buoyant region. If this region is saturated (above an unstratified boundary layer), latent heating tends to cancel updraft negative buoyancy tendencies. When overall aspects of the buoyancy feature do not evolve rapidly, acceleration solutions (from small initial flow) constrain properties of updraft structure. Building on previous work, we can then ask under what conditions the nonlocal solutions might provide an explanation for the deep inflow and point to dynamics that might be missing from parcel models.

3.2. Analytic Monochromatic Vertical Structures

For a more detailed characterization of the nonlocal dynamics, we apply a Fourier transform to Equation 1:

$$-\frac{4\pi^2}{L^2} \mathbf{a} + \frac{\partial}{\partial z} \left[ \frac{1}{\rho_0} \frac{\partial}{\partial z} (\rho \mathbf{a}) \right] = -\frac{4\pi^2}{L^2} \hat{\mathbf{b}},$$

(2)
where \( a \sim \hat{a}(z; k, \ell) e^{2\pi i (kx + \ell y)} \), \( B \sim \hat{B}(z; k, \ell) e^{2\pi i (kx + \ell y)} \), and \( L \equiv (k^2 + \ell^2)^{-1/2} \) is the horizontal wavelength.

Consider a simple buoyancy structure with \( \hat{B}(z) \equiv \text{constant} \) within a layer and vanishing elsewhere—general profiles can be approximated by superposition. We can analytically solve Equation 2 (Section S2 in Supporting Information S1) for the homogeneous solutions:

\[
\hat{a}^\pm(z; k, \ell) \sim e^{\pm 2\pi z/L},
\]

and for the particular solution within the buoyant layer:

\[
\hat{a}^p(z; k, \ell) \approx \hat{B}(z; k, \ell).
\]

The monochromatic (single-wavelength) solutions can then be constructed as a piecewise linear combination of \( \hat{a}^z \) and \( \hat{a}^s \) by matching across layer boundaries, yielding solutions similar to Jeevanjee (2017). Each horizontal wavelength gives rise to a vertical \( e \)-folding scale \( \hat{s} \equiv L/2\pi \)—longer wavelength results in a greater range of nonlocal influence.

Figure 3a shows examples of \( \hat{a} \) (lines) given a buoyant layer of depth \( H_B = 1 \) km and \( \hat{B} = 0.01 \) m/s\(^2\) (shadings) at various heights with \( L = 5 \) km. Above the buoyancy, the vanishing condition requires that \( \hat{a} \sim e^{-2\pi z/L} \). Below the buoyancy for layers away from the surface (compared with \( \hat{s} \)), \( \hat{a} \sim e^{+2\pi z/L} \), and the overall profiles appear to be symmetric in \( z \) with maximum occurring in the middle of the layers. But for a layer at low altitude, the surface boundary condition results in \( \hat{a} \approx c_1 e^{+2\pi z/L} - c_2 e^{-2\pi z/L} \)—adding \( \hat{a}^p \) if the layer reaches the surface—causing an approximately linear dependence on height below the maximum as well as an overall weaker response magnitude. This surface control is generally important for sufficiently long wavelength (see also Figure 3b, blue line).

To further illustrate how the layer depth and horizontal wavelength affect the solutions, Figure 3b includes additional examples for a deeper layer of buoyancy (\( H_B = 6 \) km; red) and varying \( L \). Short wavelength (\( L/H_B \ll 1 \)) leads to limited nonlocal influence, mostly confined in the vicinity of the layer boundaries (brown line). Conversely, long wavelength and/or relatively shallow layer (\( L/H_B \gg 1 \)) would yield solutions extending well outside the buoyant layer with reduced magnitude (blue line; also contrast with Figure 3a). The aspect-ratio dependence is consistent with prior studies (Jeevanjee & Romps, 2016; Morrison, 2016), but there are other factors affecting the nonlocal behaviors. For deep-inflow applications, \( L \) relative to a typical distance from the
surface to the layer is important. Note also that the inflow can continue for a characteristic vertical scale \( \sim H \), within the buoyant layer. The mass flux responses corresponding to the accelerations in Figures 3a and 3b are similar but bottom-heavier since \( \rho_a \) decreases with height.

For a more sophisticated case, Figure 3c shows the mass flux responses \( \rho_a \hat{a} \) (lines) to an idealized deep-convective structure with the addition of (a) a near-surface convective inhibition (CIN) layer; (b) a thin negatively buoyant layer representing, for example, effects of freezing/melting; and (c) a layer resembling the convective cold-top. The cold-top here is sufficient to limit the vertical extent of the acceleration for the shortest wavelength, but would have to be more intense for the longer wavelengths. Overall, the short-wavelength response tends to track the variation of buoyancy. For sufficiently large horizontal scales, the solution due to net-positive buoyancy has no difficulty tunneling through vertically restricted layers of negative buoyancy or near-surface CIN layer.

This last observation—based on a monochromatic argument but also supported by the solutions in Section 4—has practical implications. First, this helps understand why a nighttime CIN layer may not prevent preexisting storms from moving into a region, for example, over the Mississippi basin or the Amazon (Burleyson et al., 2016): the layer depth plus surface interactions limit the effect of CIN. This may also be relevant to elevated MCSs (Marsham et al., 2011). Second, it addresses a common issue in parcel computations of convective available potential energy that have to contend with small layers in which parcel buoyancy goes negative (e.g., similar to the buoyancy in Figure 3c)—this can give rise to an underestimate of the energy actually available to convective storms; the results here indicate why updrafts in large storms easily penetrate such layers.

To briefly summarize the monochromatic dependence on scales: (a) the dependence is nonmonotonic; the horizontal wavelength \( L \) determines the range of nonlocal vertical influence; small \( L \) yields the familiar limit of vertically localized response, while buoyancy layers that are thin compared to \( L/2\pi \) yield response of limited magnitude. (b) \( L \) comparable to or exceeding a substantial fraction of the troposphere depth or of the height of the buoyant layer above the surface yields deep-inflow structure in the lower troposphere.

4. Buoyancy Tartare: Robustness to Fine Structures

Two important modifications occur as one moves from considering a single wavelength to more realistic cases. First, the buoyancy associated with convective updrafts tends to be localized. Features of a finite horizontal size \( D \) and net-positive buoyancy consist of Fourier component contributions from a broad range of wavelength, primarily \( L \gtrsim D \) (Section S4 in Supporting Information S1). This includes nonlocal effects beyond what one would anticipate from the monochromatic considerations above and is in contrast with prior studies that emphasized the contribution from \( L \approx D \) (Jeevanjee, 2017). Second, robustness to complex buoyancy structures associated with imperfectly mixed turbulent flow (Lebo & Morrison, 2015) must be assessed.

To address this, we build net-positive buoyancy patches from an ensemble of smaller elements, using the shorthand “tartare” to describe these constructions of larger scale \( D \) from “minced” ingredients of size \( d \ll D \). Figures 4a and 4c display two such tartares of diameter \( D \approx 10 \) km consisting of warm (red) and cold (blue) bubbles of \( d = 1 \) km and depth 0.5 km. In the first set of examples (as in Figure 4a), the tartares are constructed to illustrate the nonlocal influence below the buoyancy by placing them at a distance from the surface. The mean mass flux responses to 10 randomly generated tartares for each \( D \) are demonstrated in Figure 4b (depth indicated by gray shading). Through interference, the integral of individual \( d \)-bubbles leads to primary Fourier contributions from \( L \gtrsim D \) for each \( D \)-tartare (Figure S1 in Supporting Information S1). Thus for larger \( D \) or further below the buoyancy forcing, the responses converge toward linear dependence on height; see also Figure 1c. For smaller \( D \) (e.g., \( D \approx 5 \) km) and closer to the forcing, the vertically localized behaviors—more rapid increase with height near the tartare base—from the smaller-scale \( 1 \lesssim L \lesssim 5 \) km Fourier components can be distinguished from the nonlocal, roughly linear solutions at lower height (\( z < 2.5 \) km) that are dominated by contributions from \( L \gtrsim 5 \) km.

Figures 4c and 4d offer additional examples for tilted tartares—to mimic storms under windshear—with a greater depth and lower base. The tilt does not greatly alter the nonlocal behavior for \( D \) exceeding a substantial fraction of the tropospheric depth. Since the tartare base is at \( z = 2 \) km, the responses appear roughly linear even for \( D \approx 5 \) km. In a more comprehensive setup where the evolution of buoyancy is included, the tilt impacts the location of rain, hence cooling by evaporation of raindrops relative to latent heating. Here, the point is simply that tilted convective systems are subject to the same nonlocal dynamics.
Figure 4. (a) A realization of a net-positive buoyancy tartare—an aggregate of stochastically generated smaller positive (red) and negative (blue) buoyancy elements—of horizontal diameter $D \approx 10$ km and vertical extent $4 \leq z \leq 8$ km. Buoyancy value within individual element is approximately constant and of equal strength for warm and cold elements. The ratio of numbers of warm to cold elements is set to 7:3. A $\sim 12$ km region of a 64-km domain is shown. (b) Theoretical response of convective mass flux to an ensemble of 10 tartare realizations as in (a), for varying $D$. The average buoyancy over each tartare is rescaled to $+0.01 \text{ m/s}^2$. Each curve represents the mean profile within the tartare diameter. (c) As in (a), with vertical extent $2 \leq z \leq 10$ km and tilt $\approx 27^\circ$ ($\Delta z/\Delta x \approx 2$). (d) As in (b), but for vertically tilted tartares as in (c). See Section S3 in Supporting Information S1 for numerical details and Figures S2c and S2d in Supporting Information S1 for plume-model comparison.
Compared with idealized bubbles of the same dimensions and constant buoyancy (not shown), the tartare responses are weaker by a small fraction but otherwise exhibit similar profiles. This is consistent with the nonlocal dynamics being robust to small-scale variations and depending primarily on large-scale integral measures for the features of interest. The fine structures within the buoyant region give rise to localized intense accelerations. The effects of this on the horizontal average in Figures 4b and 4d may be seen in variations among instances of the tartare. Below the buoyant region, however, the nonlocal effects create relatively smooth structure even for individual instances. Furthermore, this horizontal-average mass flux is equivalent to the horizontal convergence of air entering the feature, bringing in unmodified air from the far field and thus tending to dominate the effect of the environment on the feature.

5. Discussion

Aspects of nonhydrostatic anelastic solutions have been studied in recent years with different focuses. For instance, the rate of entrainment of individual updrafts as a function of updraft size has been examined for dry plumes (Lecoanet & Jeevanjee, 2019). Relationships of entrainment and plume scale have been incorporated into recent convective parameterizations for preliminary testing (Peters et al., 2021). Such approaches are similar to modifying the idealized monochromatic profiles as in Figure 3 as building blocks for constraining mass flux. Although results here are aimed at explaining a feature of observations, they have implications for such parameterization efforts. In particular, they underline that the leading-order flow response to a buoyant region of a finite size includes contributions from a range of wavelengths. This is key to the robustness of nonlocal dynamics at the larger scales involved in convection—those less amenable to treatment by moment closures or traditional turbulent assumptions—even when one has in mind the formulation for organized ensembles of smaller structures (Moncrieff et al., 2017). The prognostic dynamics also points to the importance of time evolution of convective elements. Superparameterizations include representations of all these effects by partially resolving them with CRMs embedded into GCM grid-boxes (Chern et al., 2016; Jansson et al., 2019; Jones et al., 2019). The nonlocal effects whose importance is emphasized here are thus likely captured, even if small-scale turbulence is not resolved—but superparameterization remains computationally expensive. Approaches such as Morrison (2017) and Lecoanet and Jeevanjee (2019) may be promising if generalized to include the nonlocal effects underlined here both vertically and horizontally. Overall, leveraging anelastic solutions such as those here can help move parameterizations away from the idealization of entrainment as determined purely locally by a parameterized rate.

In light of these results, what can be considered universal regarding the convective mass flux profile? Not so much a specific profile shape, but the inherent vertically and horizontally nonlocal effects tending to yield a deep contribution to the mass flux. The nonlocal dynamics is effective at integrating over heterogeneous buoyancy (as in the tartare solutions) and can generate deep inflow robustly under a wide range of conditions. Variations in the distribution of buoyancy can create departures from this. In particular, a layer of negative buoyancy can yield reductions in the vertical increase of mass flux, or even a low-level layer of negative vertical velocity at small scales. Yet because the nonlocal dynamics operates persistently, deep-inflow profiles tend to appear in averages of mass flux over many convective instances.

The observationally motivated hypothesis that there is a common explanation for the deep inflow into heavily precipitating unorganized convection and mesoscale-organized convection indeed has a simple explanation: the nonlocal dynamics entailing interaction between the buoyant layer and the surface. The robustness of this effect, especially at scales relevant for both large cumulonimbus and MCSs, supports the potential for parameterizing aspects of these systems. Although it implies the need to include nonlocal, anelastic dynamics in convective parameterizations, the overall effect is to simplify key aspects of the interaction with the thermodynamic environment for large convective entities.

Appendix A: Convective Precipitation Feature Scales and MCS Identification

For convective precipitation features, we use the TRMM 2A25 data (TRMM, 2011) for the period of June 2002 through May 2014 that include PR retrievals of surface rain rate (\(\text{rain}\)) and type (\(\text{rainType}\)) at 5 × 5 km resolution covering 40°S–40°N. The values of \(\text{rainType}\) consist of three numerical digits, and here we consider 2X0 (X = 0, 2, 3, 4) convective. Note that these are different from shallow-convective and have \(\text{rain} \geq 0.11 \text{ mm/h}\)—the minimum detectable by the PR. For each 2A25 file (i.e., one orbit), we identify all contiguous areas and/or along-track
chords consisting of convective raining pixels for the two measures of convective feature size. We further associate each area/chord with MCS or non-MCS depending on whether the feature overlaps with an MCS identified following Mohr and Zipser (1996) for simple criteria not directly dependent on precipitation: with the 10.8 μm brightness temperature ($T_{B10.8}$) from the Merged IR product (Janowiak et al., 2017), for each IR snapshot, we identify MCS as an area with $T_{B10.8} < 250$ K of at least 2,000 km$^2$ and an enclosed minimum <225 K.

Data Availability Statement

The TRMM 2A25 (TRMM, 2011) and Merged IR products (Janowiak et al., 2017) are maintained and provided by NASA’s GES DISC publicly accessible via https://disc.gsfc.nasa.gov/.
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