Developing a detection model for a COVID-19 infected person based on a probabilistic dynamical system
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This paper presents a novel model to detect the COVID-19 infected person from a Markovian feedback persons in a limited department capacity. The persons arrive one by one to the department and the balking and the retention of reneged person approaches are considered. There exists one server presents the service to these persons according to first-come, first-served (FCFS) discipline. An efficient and novel algorithm is presented to get the exact value of the probability of \( n \) persons in the department at any time interval. This algorithm depends on the Laplace transform to solve a probabilistic dynamical system of differential equations. By considering the exponential detection function and if the probability of the infected person in the department is equal to the probability of each one, then this algorithm is useful to obtain the detection probability of the infected one. Under steady state, the detection probability of the infected person is described. The usefulness of this model is illustrated for different capacities by using a numerical example to describe the behavior of probabilities of the persons in the department, the detection probabilities of the infected person as functions in time, and the mean time to detection.
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1 | INTRODUCTION

COVID-19 is one of the fastest spreading viruses between humans. This disease is spread mainly from person to another through small droplets that a person with Covid-19 secretes from their nose or mouth when they cough, sneeze, or speak. These droplets have a relatively heavy weight, as they do not move to a remote location but rather fall quickly to the ground. A person can contract Covid-19 disease if they breathe in these droplets from a person who has the virus infection. To control this spread, governments took a set of precautions, including social distancing and comprehensive examination. These droplets may land on objects and surfaces surrounding a person, such as tables and doorknobs. At this time, a person can become infected when they come into contact with these objects or surfaces and then touch their eyes, nose, or mouth. Therefore, the rapid detection of possibly infected persons inside the institution helps a key factor in reducing infection among humans.
Mathematicians and statisticians provided a set of mathematical models to predict and estimate the number of infected persons with the COVID-19. Ikizler and Kliger\cite{1} and Griffiths\cite{2} presented some new mathematical models to minimize the risk of COVID-19 among patients. This will reduce the Covid-19 crisis. This crisis had a clear impact on the performance decline of the global economy due to the closure of countries to avoid the virus spread. Habib\cite{3} showed how its mathematical model can use to guide the re-opening of economies during the COVID19 pandemic. Higazy\cite{4} presented a novel fractional order SIDARTHE mathematical model of COVID-19 to understand and control the evolution of the pandemic. Okuonghae and Oame\cite{5} formulated an appropriate mathematical model to discuss the impact of various non-pharmaceutical control measures on the population dynamics of COVID-19. Due to the small number of tests available, Bragazzi et al\cite{6} provided a mathematical model to present the impact of mass influenza vaccination and public health interventions on COVID-19 epidemics with limited detection capability.

Many infected persons with Covid-19 show only very mild symptoms. This is especially true in the early stages of this virus. You can actually catch the infection from a person who has a mild cough and does not feel ill. Some reports indicate that the virus can be transmitted even from people without symptoms. Therefore, the theory of searching for the lost targets is a useful study to discover those infected with this virus to limit its spread. Recently, Teamah et al\cite{7} discussed the importance of this theory to detect the COVID-19 infected Random Walk person. They presented the existence of the optimal search plan which detects this person in minimum time. Also, El Hadidy\cite{8-15} showed the importance of this theory in many real life applications. They presented new models for discovering lost targets (randomly located or moving) with maximum probability and the lowest possible cost. The mathematical model which used here to discover the infected person with Covid-19 in the department is similar to the searching models which used by El-Hadidy,\cite{16} Kassem et al\cite{17} Park et al\cite{18} and Cho et al\cite{19} In these works, the search area is divided into a group of identical cells, and the target moves according to the Markov process. The optimum effort distribution was found to find the target with the maximum probability and minimum cost. Moreover, the searching problem for the lost target has been extensively studied in many search spaces, like the real line, plane, and the space. When the target moves with a knowing stochastic process on one of these search spaces, the main objective is showing the existence of a finite and an optimal search plan. This plan will minimize the expected value of the first meeting time between the searcher and the target. Previous works\cite{20-32} presented more useful search models in many real life situations to detect the lost target with minimum cost and maximum probability. Recently, El-Hadidy and Alfreedi\cite{33} used a novel search model to discover an appropriate pharmaceutical company to get a suitable vaccine against COVID-19 with minimum cost under the quality control policy. The minimum values of the detection cost and the searching effort are obtained from solving an interesting stochastic optimization problem. Furthermore, this model supported the country to choose the suitable company with the highest service rate.

Here, according to the Poisson process, the persons arrive at the department to request the service. The service is provided by one server in this department according to the principle of first come, first served as in Kotb and El-Ashkar.\cite{34} Beside applying the feedback concept (used to control the dynamic performance of the department), it has been taken into account that some persons balking from obtaining the service despite their arrival to the institution for reasons of their own, such as slow performance of the server. Also, there are some persons who reneged to enter the department after running out of patience. All these events were taken into account to get a probabilistic dynamical system. At any time $t$, we study the transient behavior of this system by applying the Laplace transformation to get the exponential matrix. We present an efficient algorithm which gives the probability that there are $n$ persons in the department and the probability of empty department. Also, we get these probabilities under steady-state conditions by using the iterative technique as in Kotb and El-Ashkar.\cite{34} These probabilities are used to get the detection probabilities of the infected persons. Hence, we get the mean time to detection, which contributes to limiting of the COVID-19 spread.

This paper is organized as follows: Section 2 presents the basic notations which used to describe our model. In Section 3, we study the transient solution of a probabilistic dynamical system of differential equations that constitute the probability functions in suitable form. In this section, we obtain the exact solution of this system by applying the Laplace transformation to get the corresponding exponential matrix of the coefficient matrix of this system. This solution is used to get the probability of detection and the mean time to detection as a functions of time $t$. Also, an efficient algorithm to detect the infected person has been derived with numerical example. Section 4 gives the probability of detection and the mean time to detection, under steady-state situation. Finally, the concluding remarks and future work are discussed.

**Basic Notations**

$N$  
department capacity

$n$  
number of persons in the department, $0 \leq n \leq N$

$P_n(t)$  
the probability of $n$ persons in the department at time $t$, both waiting is piecewise
2 | MODEL DESCRIPTION

We consider the persons arrive to the department, according to a Poisson process with an interarrival and service times follow an exponential distribution with rates $\lambda > 0$ and $\mu > 0$, respectively, where $0 < \lambda < \mu$. The dynamic performance controlling of the department (feedback concept) done with probability $q$. In addition, the person is no balking with probability $\beta$ ($0 < \beta < 1$) and reneged with probability $\alpha \in (0, 1)$. If the person waited for a long time, then its impatient will be run out. This may be lead the person to leave the department before obtaining the desired service. This is defined as a reneged person; see Thompson et al.\textsuperscript{35} When the person joining the department, he may be wait some time before the service starts with probability $1 - p$. If the patience of the person runs out, then he will renege the department without getting the service with probability $(n - 1)ap$, $2 \leq n \leq N$. In this department, the service is presented to the persons according to the principle first come, first served. The probability that the person performed his (her) service and leave the department is $1 - q$. Thus, the probability that the person does not perform his (her) service and should be feedback and reprocessed again is $q$. Since the department has a limited capacity, then this situation is similar to the model which has been studied in Kotb and El-Ashkar.\textsuperscript{34} Consequently, we have the following probabilistic dynamical model:

$$
\begin{align*}
\dot{P}_0(t) &= -\lambda P_0(t) + \mu q P_1(t), \quad n = 0, \\
\dot{P}_1(t) &= \lambda P_0(t) - (\beta \lambda + \mu q) P_1(t) + (ap \zeta + \mu q) P_2(t), \quad n = 1, \\
\dot{P}_n(t) &= \beta \lambda P_{n-1}(t) - (\beta \lambda + \mu q + (n-1)ap \zeta) P_n(t) + (nap \zeta + \mu q) P_{n+1}(t), \quad 2 \leq n < N, \\
\dot{P}_N(t) &= \beta \lambda P_{N-1}(t) - (\mu q + (N-1)ap \zeta) P_N(t), \quad n = N.
\end{align*}
$$

The main objective is to obtain $P_n(t)$ (used to get the probability of the infected person which equals $P_n(t)/n$). This probability is used to find $P_D(t)$ by using the conditional probability of detection function $1 - \exp(-\omega)$ where $\omega$ is the amount of effort (it is considered as a random variable); see Park et al.\textsuperscript{18} and Cho et al.\textsuperscript{19} Thus, as in El-Hadidy,\textsuperscript{16} we found

$$P_D(t) = (P_n(t)/n)(1 - \exp(-\omega)).$$

3 | TRANSIENT ANALYSIS

As in Chaparro and Akan,\textsuperscript{36} and for a given vector of functions, $\mathbf{Y}(t)$, the Laplace transform is defined by

$$y(s) = \mathcal{L}\{\mathbf{Y}(t)\} = \int_0^\infty e^{-st}\mathbf{Y}(t)dt, \quad s > 0,$$

and the inverse Laplace of $y(s)$ is given by

$$\mathbf{Y}(t) = \mathcal{L}^{-1}\{y(s)\} = \frac{1}{2\pi i} \lim_{c-i\gamma \rightarrow c+i\gamma} \int_c^{c+i\gamma} e^{st}y(s)ds.$$

Dyke\textsuperscript{37} evaluated the complex integration part in Equation 4 by calculating the residues of poles lying inside the Bromwich contour. Now, to study the transient solution of (1), we rewrite the equations in this probabilistic dynamical system in a matrix form such that

$$\dot{\mathbf{P}} = \mathbf{MP},$$
Detection algorithm for an infected person

Example

We use Maple 13 to get our computations by the execution on Intel Core i5 CPU with Microprocessor 1.8 GHz and with 8 GB RAM. Let the inter-arrival and service times of persons have two exponential distributions with \( \lambda = 2.3 \) and \( \mu = 4.72 \) and reneging time \( \zeta = 1 \). The probability of \( n \) customers in systems when \( N = 4, 5, 6, 7 \) as functions in time \( t \). Table 1 presents the rest parameters to obtain the exact solutions. For \( t \in [0, 5] \), Figure 1A–D shows the exact vector solutions \( P(t) \) for \( N = 4, 5, 6, 7 \), respectively. The solution of the above system (5) appears in Figure 1 where the matrices of the coefficients are given by

\[
M = \begin{bmatrix}
-2.3 & 0.9116199334 & 0 & 0 \\
2.3 & -0.9631955255 & 1.230909726 & 0 \\
0 & 0.05157559206 & -1.2824835318 & 1.550199518 \\
0 & 0 & 0.05157559206 & -1.550199518 \\
\end{bmatrix}, \quad N = 4,
\]

\[
M = \begin{bmatrix}
-2.3 & 1.945991269 & 0 & 0 & 0 \\
2.3 & -4.237750862 & 2.441212176 & 0 & 0 \\
0 & 2.291759593 & -4.732971770 & 2.936433084 & 0 \\
0 & 0 & 2.291759593 & -5.228192677 & 3.431653991 \\
0 & 0 & 0 & 2.291759593 & -3.431653991 \\
\end{bmatrix}, \quad N = 5,
\]

where (5) is a linear probabilistic dynamical system of homogenous differential equations with random constant coefficients. The analytical solution for this system is given as a closed form based on exponential matrix,

\[
P(t) = \exp(Mt)P(0).
\]

See Hasselblatt and Katok,\(^{38}\) where \( P(0) \in \mathbb{R}^{(N+1) \times 1} \) is the initial condition vector; \( P(0) = [100 \ldots 0]^T \). To get the exponential matrix, we use the Laplace transform (3) on (5) and (8), and solving for this transform of the exponential matrix yields

\[
\mathcal{L}\{\exp(Mt)\} = (sI - M)^{-1},
\]

where \( I \in \mathbb{R}^{(N+1) \times (N+1)} \) is the identity matrix. Now, by applying the inverse Laplace (4) on (9), we get the exponential matrix \( \exp(Mt) \). Hence, the exact solution of the system (5) will be obtained.

### 3.1 Detection algorithm for an infected person

We construct an algorithm to obtain the exponential matrix \( \exp(Mt) \) and then obtain \( P_{a}(t) \) which used to obtain \( P_{D}(t) \) from (2). The algorithm steps can be summarized as follows:

**Step 1.** Input the values of \( \lambda, \mu \).

**Step 2.** Generate the real random values between 0 and 1 for the parameters; \( \alpha, \beta, p, \omega \) and \( q \), by using the command \( \text{rand}(0.0..1.0) \), except the values of \( \omega \) is greater than or equal to one.

**Step 3.** Generate a tridiagonal matrix \( M \) that contains the coefficients \( m_{ij} \) given by (6) and (7).

**Step 4.** Compute the inverse matrix of \( B \), where \( B = sI - M \).

**Step 5.** Compute the inverse Laplace transform of each term of \( B^{-1} \), and put the results into a new matrix (\( S \)).

**Step 6.** Generate a column of initial conditions (\( Ic \)) to get the exact solution as given in Equation 8.

**Step 7.** Find the product of \( S \) and \( Ic \) (to get the exact solution of (5)).

**Step 8.** Use (2) to get \( P_{D}(t) \).

**Step 9.** Compute the mean time of detection \( E_{D}(t) = \sum_{n=1}^{N} nP_{D}(t) \).

### 3.2 Example

We use Maple 13 to get our computations by the execution on Intel Core i5 CPU with Microprocessor 1.8 GHz and with 8 GB RAM. Let the inter-arrival and service times of persons have two exponential distributions with \( \lambda = 2.3 \) and \( \mu = 4.72 \) and reneging time \( \zeta = 1 \). The probability of \( n \) customers in systems when \( N = 4, 5, 6, 7 \) as functions in time \( t \). Table 1 presents the rest parameters to obtain the exact solutions. For \( t \in [0, 5] \), Figure 1A–D shows the exact vector solutions \( P(t) \) for \( N = 4, 5, 6, 7 \), respectively. The solution of the above system (5) appears in Figure 1 where the matrices of the coefficients are given by

\[
M = \begin{bmatrix}
-2.3 & 0.9116199334 & 0 & 0 \\
2.3 & -0.9631955255 & 1.230909726 & 0 \\
0 & 0.05157559206 & -1.2824835318 & 1.550199518 \\
0 & 0 & 0.05157559206 & -1.550199518 \\
\end{bmatrix}, \quad N = 4,
\]

\[
M = \begin{bmatrix}
-2.3 & 1.945991269 & 0 & 0 & 0 \\
2.3 & -4.237750862 & 2.441212176 & 0 & 0 \\
0 & 2.291759593 & -4.732971770 & 2.936433084 & 0 \\
0 & 0 & 2.291759593 & -5.228192677 & 3.431653991 \\
0 & 0 & 0 & 2.291759593 & -3.431653991 \\
\end{bmatrix}, \quad N = 5,
\]
| $N$ | $\alpha$ | $p$ | $\beta$ | $\omega$ |
|-----|----------|-----|---------|---------|
| 4   | 0.3957188605 | 0.8068601836 | 0.02242417046 | 8.001874845 |
| 5   | 0.8426226844  | 0.5877137142  | 0.9964172142  | 3.864083074  |
| 6   | 0.6946071893  | 0.2269870200  | 0.7306162929  | 1.065070537  |
| 7   | 0.4501449181  | 0.6147166333  | 0.7301565454  | 7.847364978  |

**TABLE 1** The random values of $\alpha$, $p$, $\beta$, and $\omega$

**FIGURE 1** The probability functions $P_n(t)$ of $n$ persons in the department at time $t$, for $0 \leq n \leq N$, (A) $N = 4$, (B) $N = 5$, (C) $N = 6$, and (D) $N = 7$ [Colour figure can be viewed at wileyonlinelibrary.com]

\[
M = \begin{bmatrix}
-2.3 & 3.648621266 & 0 & 0 & 0 & 0 \\
2.3 & -5.329038740 & 3.806288082 & 0 & 0 & 0 \\
0 & 1.680417474 & -5.486705556 & 3.963954898 & 0 & 0 \\
0 & 0 & 1.680417474 & -5.644372372 & 4.121621714 & 0 \\
0 & 0 & 0 & 1.680417474 & -5.802039188 & 4.279288530 \\
0 & 0 & 0 & 0 & 1.680417474 & -4.279288530 \\
\end{bmatrix}, \quad N = 6,
\]

and finally for $N = 7$,

\[
M = \begin{bmatrix}
-2.3 & 1.818537491 & 0 & 0 & 0 & 0 & 0 \\
2.3 & -3.497897545 & 2.095249060 & 0 & 0 & 0 & 0 \\
0 & 1.679360054 & -3.774609114 & 2.371960628 & 0 & 0 & 0 \\
0 & 0 & 1.679360054 & -4.051320682 & 2.648672196 & 0 & 0 \\
0 & 0 & 0 & 1.679360054 & -4.328032250 & 2.925383765 & 0 \\
0 & 0 & 0 & 0 & 1.679360054 & -4.604743819 & 3.202095333 \\
0 & 0 & 0 & 0 & 0 & 1.679360054 & -3.202095333 \\
\end{bmatrix}.
\]
For the probability of detection (2) and the mean time to detection $E_D(t)$ for different department capacities $N = 3, 4, 5, 6$, see Figures 2 and 3, respectively.

4 | STEADY STATE SOLUTION

In the steady state, the above system (1) becomes

\[
\begin{align*}
-\lambda P_0 + \mu q P_1 &= 0, \quad n = 0, \\
\lambda P_0 - (\beta \lambda + \mu q) P_1 + (ap\zeta + \mu q) P_2 &= 0, \quad n = 1, \\
\beta \lambda P_{n-1} - (\beta \lambda + \mu q + (n - 1)ap\zeta) P_n + (nap\zeta + \mu q) P_{n+1} &= 0, \quad 2 \leq n < N, \\
\beta \lambda P_{N-1} - (\mu q + (N - 1)ap\zeta) P_N &= 0, \quad n = N.
\end{align*}
\]

(10)

By using the iterative method as in Kotb and El-Ashkar,\textsuperscript{34} then the probability of $n$ persons in the department is given by

\[
P_n = \begin{cases} 
P_0, & n = 0, \\
\delta^n \prod_{i=0}^{n-1} \left( \gamma + i \right) P_0, & 1 \leq n \leq N,
\end{cases}
\]

(11)

where $\delta = \frac{\beta \lambda}{ap}$ and $\gamma = \frac{\mu q}{ap}$.

By using the boundary condition $\sum_{n=0}^{N} P_n = 1$, we get the probability of no persons in the department $P_0$ as follows:

\[
P_0^{-1} = 1 + \frac{1}{\delta} \sum_{n=1}^{N} \prod_{i=0}^{n-1} \left( \gamma + i \right).
\]

(12)

As in Section 2, the probability of detection $P_D$ is given by

\[
P_D = \left( P_n/n \right) \left( 1 - \exp(-\omega) \right).
\]

(13)

Consequently, the mean time to detection is given by $E_D = \sum_{n=1}^{N} nP_D$. Figure 4 shows the values of $P_n$ for different values of the parameters $\lambda, \mu, \zeta$ and the generated random values of $\alpha, \beta, p, o, q$ (see the above algorithm). Consequently, we get the values of $P_D$ and $E_D$ as in Figures 5 and 6.
FIGURE 3  $E_D(t)$ for several values of (A) $N = 4$, (B) $N = 5$, (C) $N = 6$, and (D) $N = 7$ [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 4  $P_n$ for different values of $\lambda, \mu, \xi$, and $N = 10$ [Colour figure can be viewed at wileyonlinelibrary.com]
5 | CONCLUSION AND FUTURE WORK

A probabilistic dynamical model to detect the COVID-19 infected person has been presented. The Markovian feedback persons arrive one by one to a limited department capacity (with capacity $N$) according to a Poisson process. This model depends on a system of differential equations that constitute the probability functions in suitable form. Laplace transformation is used to get the exponential matrix of this system, and then we get the exact probability of $n$ persons in the department. More than deriving an algorithm to get this probability, we obtained the detection probability of the infected one and the mean time of detection. In addition, the steady-state situation has been discussed to get the probability and the mean time of detection for the infected person. In the future work, it is doable to consider a multi-server setting for our providing numerical method. This could be a natural extension to explore this model. In addition, we can consider the amount of effort $\omega$ is a random variable with a known distribution. Also, we can study the optimal value of $\omega$ to get the maximum probability of detection for the infected person.
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