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Abstract—The traditional vocoders have the advantages of high synthesis efficiency, strong interpretability, and speech editability, while the neural vocoders have the advantage of high synthesis quality. To combine the advantages of two vocoders, inspired by the traditional deterministic plus stochastic model, this paper proposes a novel neural vocoder named NeuralDPS which can retain high speech quality and acquire high synthesis efficiency and noise controllability. Firstly, this framework contains four modules: a deterministic source module, a stochastic source module, a neural V/UV decision module and a neural filter module. The input required by the vocoder is just the spectral parameter, which avoids the error caused by estimating additional parameters, such as F0. Secondly, to solve the problem that different frequency bands may have different proportions of deterministic components and stochastic components, a multiband excitation strategy is used to generate a more accurate excitation signal and reduce the neural filter’s burden. Thirdly, a method to control noise components of speech is proposed. In this way, the signal-to-noise ratio (SNR) of speech can be adjusted easily. Objective and subjective experimental results show that our proposed NeuralDPS vocoder can obtain similar performance with the WaveNet and it generates waveforms at least 280 times faster than the WaveNet vocoder. It is also 28% faster than WaveGAN’s synthesis efficiency on a single CPU core. We have also verified through experiments that this method can effectively control the noise components in the predicted speech and adjust the SNR of speech.

Index Terms—vocoder, speech synthesis, deterministic plus stochastic, multiband excitation, noise control

I. INTRODUCTION

A vocoder is used to generate a speech waveform with a parametric representation that can be converted back into a speech waveform [1]. Since it is convenient to use the parameter representation to model speech, the vocoders are widely used in various tasks, such as statistical parametric speech synthesis [2], voice conversion [3], singing voice synthesis [4, 5] and speech coding [6, 7]. A good vocoder is considered to restore the original waveform as much as possible through the parameter representation. However, since the parameter representation of speech is usually lossy, this brings great difficulties to model high-quality speech [8].

In terms of statistical parameter speech synthesis (SPSS) [2], the source-filter model [9] is used as the basic model of traditional vocoders. It assumes the speech is the convolution between the excitation signal and the filter. Among them, the excitation signal is the mixture of periodic signal and aperiodic signal, and the filter models spectral envelope of speech which represents vocal tract [10]. This model works well for speech. The advantage of traditional vocoder is that it runs fast, and the output speech can be modified by modifying” the excitation signal and filter parameters [11]. But the disadvantage is the low speech quality. There are two reasons for poor speech quality, one is the inaccurate estimation of acoustic features, and the other is the limitation of the physical model [12, 13]. Especially, the excitation signal is over-simple, which is usually simulated by the superposition of a periodic signal controlled by the fundamental frequency and a noise signal. Many researchers try to enrich the excitation signal to make the pronunciation more natural and accurate, such as the mixed excitation vocoder [14], glottal vocoder [15], sinusoidal vocoder [16, 17], and deterministic plus stochastic model [18]. Since this paper is inspired by the deterministic plus stochastic vocoder, we take it as an example. It is proposed to retain a more detailed excitation signal by substituting the pulse train with a residual signal which is shown in Fig. 1. Quoting [18], the deterministic component can be defined as anything in the signal that is not noise (i.e., a perfectly predictable part), the stochastic component is defined as the residual signal obtained by subtracting the original signal’s sinusoidal components. Both components are then overlapped to obtain the total excitation signal. The final speech signal is generated by inputting the total excitation signal to the Mel-log spectrum approximation filter. Although this vocoder has achieved competitive performance in traditional vocoders [18], the synthesized speech is still not natural enough because it is still too simple to use the traditional signal processing method to simulate human pronunciation. However, its high generation efficiency and interpretable characteristics still have efficient value.

With the development of machine learning [19], more breakthroughs have been reported for the vocoder. One of the pioneering works is WaveNet [20, 21]. In this work, the source-filter model is abandoned, and the speech generation is modeled by the convolutional neural network [22]. On this
Fig. 1. Workflow of the traditional deterministic plus stochastic vocoder. Input features are the target pitch F0 and the MGC filter coefficients. All other data is precomputed on a training dataset. The deterministic component \( e_d(t) \) consists of the eigen residual resampled such that its length is twice the target pitch period. The stochastic part \( e_s(t) \) is a white noise modulated by the autoregressive model and multiplied in time by the energy envelope. The energy envelope is also resampled to the target pitch. Both components are then overlap-added.

Higher efficiency. To achieve parallel synthesis, another study attempts to improve from the excitation module. The neural source filter module (NSF) [34] uses the fundamental frequency (F0) and the voiced and unvoiced (V/UV) flags to simulate the excitation source, which can bring prior knowledge to the neural vocoder. Similar work includes HiNet [35], GlotNet [36], etc. However, specific parameter estimates are required for the excitation model, such as F0 and V/UV flag. On the one hand, inaccurate F0 estimates or V/UV flag estimates often introduce very noticeable degradations in the synthesized speech. On the other hand, the traditional excitation source is still too simple, which may bring difficulties in reconstructing voice details. Therefore, a better solution is to learn the excitation source automatically through neural network, which can not only avoid the disadvantages of parameter estimation and oversimplification of the traditional source model, but also match the neural filter model more closely, the effect of vocoders may be further improved.

This paper explores the approaches to improve the run-time efficiency of neural vocoder by modeling a more suitable waveform generation model through neural network. There are three main contributions. Firstly, inspired by the traditional deterministic plus stochastic vocoder [18], which views the source model from a broader perspective as consisting of deterministic component and stochastic component, this paper proposes a baseline neural deterministic plus stochastic (NDPS-B) model. It has four parts: deterministic source module, stochastic source module, neural V/UV decision module, and neural filter module. These modules correspond to each module in the source-filter model, which has good interpretability and can synthesize natural speech which is similar to WaveNet. Secondly, since the speech may have different proportions of deterministic signals and stochastic signals in different frequency bands, a multiband excitation strategy is adopted to enrich the excitation signal instead of employing a full band excitation signal. The NeuralDPS with multiband excitation (NDPS-MBE) can further improve the quality of synthesized speech. Thirdly, a method to control the noise components of speech based on NeuralDPS is proposed. This method can control the signal-to-noise ratio (SNR) of speech by just controlling the mask value predicted by the neural V/UV decision module, which can be applied in speech enhancement and other fields.

The experimental results demonstrate that the proposed NDPS-MBE vocoder generates waveforms at least 280 times faster than the WaveNet vocoder and it is also 28% faster than WaveGAN’s synthesis efficiency on a single CPU core. The speech quality of NDPS-MBE is comparable to that of WaveNet. In addition, we conduct detailed ablation experiments on NDPS-MBE to verify each module’s role and improve the interpretability of the model. We have also verified through experiments that we can effectively control the noise components in the predicted speech and adjust SNR of the speech.

This paper is structured as follows. The proposed vocoders (NDP-S-B & NDPS-MBE) and the way to control noise are described in Section III. After explaining the experiments in Section III, we draw a conclusion in Section IV.
II. NEURAL DETERMINISTIC PLUS STOCHASTIC MODEL

In this section, we first propose a baseline neural deterministic plus stochastic (NDPS-B) model that is parallel in generation and straightforward in implementation. Based on the NDPS-B model, we add a multiband excitation strategy to enrich the excitation signal’s information and further improve speech quality, denoted as DNPS-MBE. Finally, based on the proposed model, we present a method to control the noise components in the synthesized speech.

A. Baseline NeuralDPS model (NDPS-B)

The baseline NeuralDPS (NDPS-B) shown in Fig. 2 is composed of four modules, which converts the acoustic feature sequence (for example, Mel spectrum $[37]$) $C = [C_1, \cdots, C_T]$ of length $B$ into a speech waveform $\hat{O} = [\hat{O}_1, \cdots, \hat{O}_T]$ of length $T$. A deterministic source module is used to generate the deterministic signal $e_d = [e_{d1}, \cdots, e_{dT}]$ and a stochastic source module generates the stochastic signal $e_s = [e_{s1}, \cdots, e_{sT}]$. A neural V/UV decision module predicts the soft mask value of the deterministic signal and the stochastic signal. Finally, a neural filter module is designed to output the waveforms signal $\hat{O}$ by combining the deterministic signal $e_d$ and the stochastic signal $e_s$ with the mask information.

1) Deterministic Source Module: A deterministic signal is defined as anything that is not noise, in other words, anything that can be perfectly predicted from the past measured acoustic features. So the deterministic signal $e_d = [e_{d1}, \cdots, e_{dT}]$ is generated from the acoustic features $C$. Since the acoustic features are in the frequency domain, while the excitation signal is in the time domain, we use a series of upsampling and convolutional operations $[34]$ to transform acoustic features $C$ into excitation signals $e_d$ in the time domain. A stack of residual blocks $[38]$ follows each transposed convolutional layer with dilated convolutions $[20]$. As the number of network layers increases, the receptive field of convolution layers will increase exponentially, leading to better long-range correlation in the learned deterministic signal.

2) Stochastic Source Module: In the traditional vocoders, the stochastic signal $e_s = [e_{s1}, \cdots, e_{sT}]$ corresponds to a white gaussian noise $g(t)$ convolved with a filter model $h(t)$ whose time structure is controlled by an energy envelope $r(t)$ $[18]$, which can be expressed as:

$$e_s(t) = r(t) \cdot [h(t) \ast g(t)] \tag{1}$$

The use of $h(t)$ and $r(t)$ is required to account respectively for the spectral and temporal modifications.

In the stochastic source module, we use a multi-layer dilated convolutional network to model the filter $h(t)$ and use the acoustic features $C$ as the condition information. Firstly, to combine the acoustic features information, we upsample the acoustic features through convolution and upsampling networks and get the hidden features $\hat{C} = [\hat{C}_1, \cdots, \hat{C}_T]$. Then, we use the gaussian noise $g = [g_1, \cdots, g_T]$ as input and expend it in dimension through an FF layer as $tanh(w \cdot g + b)$, where $w$ is the transformation matrix and $b$ is the bias. Thirdly, the expanded signal is processed by a dilated-conv layer, summed with the conditioned feature $\hat{C}$, processed by the gated activation unit based on $tanh$ and $sigmoid$, and transformed by two additional FF layers. This procedure is repeated $n$ times, and the dilation size of the dilated convolution layer in the $k$-th stage is set to $2^{k-1}$. It should be noted that the number of repetitions $n$ does not need to be too large because stochastic signals are similar to noise and do not require too large receptive field. The output after the $n$ stages is inputted to a FF layer with output dimension 1. The FF layer’s output is the stochastic signal $e_s$.

3) neural V/UV decision module: The neural V/UV decision module simulates the function of deciding the V/UV flag in the traditional vocoder. However, different from the traditional V/UV decision module, this module predicts the soft mask values of deterministic signal $e_d$ and stochastic signal $e_s$. The range of the mask value is 0 to 1. At a specific moment, the greater the mask value of an excitation signal $e_{d}$ or $e_{s}$, the greater the probability of selecting the excitation signal at that moment, which can help to obtain more accurate excitation signal.

The structure of the neural V/UV decision module is shown
in Fig. 3. Firstly, we input the acoustic features $C$ into several convolutional layers to get the context information $C^\ast = [C_1, \cdots, C_B]$. Then, the context information $C^\ast$ is input into two convolutional networks in parallel, where the output dimension of the convolutional network is 1, and the activation function is $\text{sigmoid}$. The two sets of signals output by the two convolutional networks are used as frame-level mask information, which is denoted as $m_d^f = [m_d^f_1, \cdots, m_d^f_B]$ and $m_s^f = [m_s^f_1, \cdots, m_s^f_B]$ with length $B$. To map these frame-level mask value into the time dimension, we upsample the $m_d^f$ and $m_s^f$ and obtain the final mask value $m_d = [m_{d1}, \cdots, m_{dT}]$ and $m_s = [m_{s1}, \cdots, m_{sT}]$ with length $T$. The process can be expressed as:

\[
\begin{align*}
    m_d &= \text{upsample}(\text{sigmoid}(w_d \cdot C^\ast + b_d)) \\
    m_s &= \text{upsample}(\text{sigmoid}(w_s \cdot C^\ast + b_s))
\end{align*}
\]  

(2)

where $w_d$ and $w_s$ are the transformation matrix of the two convolutional networks, $b_d$ and $b_s$ are the bias.

We use the soft mask value $m_d$ and $m_s$ to mask the excitation $e_d$ and $e_s$. The masking mechanism can be expressed as $m_d \odot e_d$ and $m_s \odot e_s$, where $\odot$ denotes elements-wise multiplication. It should be noted that since the mask value is up-sampled from the mask information at the frame level, it is masked at the frame level. The advantage of this is to prevent the mask from being too fine-grained directly at every time instant.

4) Neural Filter Module: The function of neural filter module is to receive the masked excitation signal $(m_d \odot e_d$ and $m_s \odot e_s)$ and output the final waveform signal $\hat{O} = [\hat{O}_1, \cdots, \hat{O}_T]$. The structure of neural filter module is the same as that of stochastic source module introduced in the Section II-A2. Firstly, we concatenate the masked deterministic signal $m_d \odot e_d$ and the masked stochastic signal $m_s \odot e_s$ in the non-time dimension to obtain the total excitation signal, which is denoted as the $I = [I_1, \cdots, I_T]$:

\[
I = \text{cat}(m_d \odot e_d, m_s \odot e_s)
\]  

(4)

The concatenation rather than addition operation is used here, which can decouple the stochastic and deterministic signals intuitively. In this way, the input of the neural filter will be the independent stochastic signal and deterministic signal, rather than the total excitation signal after addition.

Then the total excitation signal $I$ is input into the neural filter to obtain the final waveform signal $\hat{O}$, which can be expressed as:

\[
\hat{O} = \text{NeuralFilter}(I, \hat{C})
\]  

(5)

Where $\text{NeuralFilter}$ is the transformation process of the neural filter and $\hat{C}$ is the hidden features of acoustic features introduced in Section II-A2.

5) Training Criterion: Two loss functions are defined between the predicted waveform $\hat{O}$ and the natural reference $O$, including a multi-resolution amplitude spectrum loss and a waveform-domain adversarial loss. These losses supervise the predicted waveform in frequency domain and time domain to ensure that the model will not overfit in any domain.

The multi-resolution amplitude spectrum loss is based on multi-resolution STFT loss, which is the sum of the STFT losses with different analysis parameters (i.e., FFT size, window size, and frameshift). For a single STFT loss, we minimize the spectral convergence $L_{sc}$ and log STFT magnitude $L_{mag}$ between the target $O$ and the reference $\hat{O}$.

\[
L_{sc}(O, \hat{O}) = \frac{\| \text{STFT}(O) - \text{STFT}(\hat{O}) \|_F}{\| \text{STFT}(O) \|_F} \\
L_{mag}(O, \hat{O}) = \frac{1}{N} \| \log | \text{STFT}(O) | - \log | \text{STFT}(\hat{O}) | \|_1
\]  

(6)

(7)

where $N$ is the number of elements in the magnitude. For the multi-resolution STFT objective function, there are $M$ single STFT losses with different analysis parameters. We average the $M$ operations through:

\[
L_{stft}(G) = \mathbb{E}_{O, \hat{O}} \left[ \frac{1}{M} \sum_{m=1}^{M} (L_{sc}^m(O, \hat{O}) + L_{mag}^m(O, \hat{O})) \right]
\]  

(8)

Where $G$ represents the generator, that is, the vocoder we propose. We calculate the multi-resolution STFT loss between the output speech and the natural speech. In the back-propagation process, the loss can be propagated to the output of the model through STFT function, which is discussed in detail in paper [34]. Then the gradient at the model output can be propagated back to all the training parameters of the model to guide the parameter update [19].

To further improve the performance of proposed model, a discriminator is used to determine whether a waveform is true or false. Similar to WaveGAN [25], the waveform-domain adversarial loss is defined as:

\[
L_{adv}(G, D) = \mathbb{E}_{g \sim N(0, I)} \left[ (1 - D(G(g, C)))^2 \right]
\]  

(9)

where $g$ denotes the input Gaussian noise. $G$ represents the generator. $D$ represents the discriminator. The input of $D$ is speech waveform. The output of the discriminator is the speech type, that is, natural speech (represented by True) and speech synthesized by the generator (represented by False).

Finally, the training criterion of the waveform generator is to minimize the combined loss function:

\[
L_{\text{comb}} = L_{stft}(G) + \lambda L_{adv}(G, D), (\lambda > 0)
\]  

(10)

Where $\lambda$ is a hyperparameter.

B. NeuralDPS with multi-band excitation (NDPS-MBE)

Although the neural V/UV decision module can learn adequate mask information similar to V/UV flag, the mask information is for the full-band speech signal. In the traditional vocoder, the disadvantage of employing full-band V/UV flag to generate excitation signal is a "buzzy" quality especially noticeable in regions of speech which contain mixed voicing or in regions of noise. This is because the full-band voiced/unvoiced excitation model produces excitation spectra consisting entirely of harmonics of the fundamental (voiced) or noise-like energy (unvoiced) [39]. Although the neural filter
can alleviate the shortage of full-band excitation signal to a certain extent, it still brings additional burden to the neural filter module, which causes some details to be lost.

A better strategy is to enhance the excitation signal by generating different frequency bands’ excitation signals, an idea similar to the multiband excitation vocoder [39]. Therefore, we divide deterministic signal $e_d$ and stochastic signal $e_s$ into several subbands according to different frequency bands by using the M-channel perfect-reconstruction (PR) cosine-modulated filter bank [40]. It has emerged as an optimum filter bank with respect to implementation cost and design ease. To only decompose the excitation signal into multi subband signals, we just use the analysis filter of the M-channel PR cosine-modulated filter bank.

The impulse response of the analysis filters $h_k(n)$ is cosine-modulated versions of the prototype filter $h(n)$, which can be expressed as:

$$h_k(n) = 2h(n) \cos \left( \frac{(2k+1)\pi}{2M} n - \frac{N-1}{2} \right) + (-1)^k \frac{\pi}{4}$$

(0 ≤ n ≤ N - 1, 0 ≤ k ≤ M - 1)

(11)

Where $h(n)$ is the Kaiser window function and the $N$ is the length of $h(n)$, $M$ is the number of subbands.

The design of the prototype filter $h(n)$ is formulated as a problem of optimizing the cutoff frequency $\omega_c$, which is introduced in [42]. According to the paper, the coefficients of the prototype $h(n)$ can be expressed in closed form in terms of only three parameters, $\beta$, filter order, $N$, and the cutoff frequency, $\omega_c$. The principle of our design is to make the overlap of different subbands as small as possible. When the number of subbands $M = 2$ or $M = 4$, the prototype filter parameters we designed are shown in Table I and the filter bank’s impulse response is shown in Fig. 5.

**Table I**

| $M$ | $\beta$ | $N$ | $\omega_c$ |
|-----|---------|-----|------------|
| 2   | 9       | 62  | 0.142      |
| 4   | 9       | 84  | 0.04       |

Therefore, we can get different frequency band excitation signals by convolution of $h_k(n)$ ($k = 1, 2, \ldots, M$) and excitation signal $e_s$ and $e_d$. The process can be expressed as follows:

$$e^k_d = h_k(n) * e_d, (k = 1, 2, \ldots, M)$$

(12)

$$e^k_s = h_k(n) * e_s, (k = 1, 2, \ldots, M)$$

(13)

where the $e^k_d$ and $e^k_s$ are the final subband excitation signal in the $k$-th subband, respectively.

Correspondingly, we design the neural V/UV decision module into a multiband prediction mode. The whole framework of NDPS-MBE is shown in Fig. 4. The neural V/UV decision module in multiband mode does not output mask value of the full frequency band but predicts that of different subbands separately, which can be expressed as follows:

$$m^k_d = \text{upsample}(\text{sigmoid}(w^k_d * C^s + b^k_d))$$

(14)

$$m^k_s = \text{upsample}(\text{sigmoid}(w^k_s * C^s + b^k_s))$$

(15)

where $k$ denotes the order of subbands, $w^k_d$ and $w^k_s$ are the transformation matrix of the convolutional networks, $b^k_d$ and $b^k_s$ are the bias.

For the $k$-th subband, we use the $k$-th mask value $m^k_d$ and $m^k_s$ to mask the subband excitation signals $e^k_d$ and $e^k_s$, and get the masked subband excitation signals $m^k_d \otimes e^k_d$ and $m^k_s \otimes e^k_s$. Finally, we concatenate all the masked subband excitation signals to get the final excitation signals $e_d(t)$ and $e_s(t)$.

Fig. 4. Structure of NeuralDPS model with multiband excitation (NDPS-MBE). Conv and Upsample denote convolution and upsampling layers, respectively. The neural V/UV decision module in multiband mode outputs mask values of excitation signals $e_d(t)$ and $e_s(t)$ in different frequency bands.

Fig. 5. The impulse responses of the analysis filter $h_k(n)$ when $M = 2$ or $M = 4$, where $k$ is the order of subbands.
signal in the non-time dimension to obtain the total excitation signal $I$, which can be expressed as:

$$I = \text{cat}(m_d^k \odot e_d^k, m_s^k \odot e_s^k), (k = 1, 2, \ldots, M)$$  \hspace{1cm} (16)

C. Editing speech by controlling noise

According to Section II-A and Section II-B, we have decoupled the vocoder as much as possible according to the function and modeled it with the neural network. Besides, we have also decoupled the deterministic signal and stochastic signal from the excitation signal. We can control the noise in speech by decoupling the excitation signal. For example, if there is too much noise in the original speech and we want to reduce the noise of the speech, we can reduce the mask value of the stochastic signal, so as to reduce the input of the stochastic signal. Finally, some noise in the speech will be removed. Like the traditional vocoder, in which the speech can be edited according to the function of different modules, it is also possible for us to control the quality of speech based on our proposed neural vocoder. This section presents two methods to control the SNR of speech by controlling the noise component in predicted speech. We take the NDPS-MBE vocoder as an example. The first method is to add a fixed constant $\mu_{\text{noise}}[-1, 1]$ to all the predicted mask value $m_s^k (k = 1, 2, \ldots, M)$ of stochastic signals. In this way, the noise component of the predicted speech can be changed. The process can be expressed as:

$$m_s^k = m_s^k + \mu_{\text{noise}}, \quad -1 \leq \mu_{\text{noise}} \leq 1,$$

$$m_s^k = \text{clip}(m_s^k, \text{min} = 0, \text{max} = 1)$$  \hspace{1cm} (17)

Where $k = 1, 2, \ldots, M$. The function clip is used to clip the value of $m_s^k$ between 0 and 1 to match the training process of the model. Specifically, when $\mu_{\text{noise}} > 0$, more stochastic signal is introduced to the predicted speech, which will add more noise to the speech, thus reducing the signal-to-noise ratio of the predicted speech. On the contrary, when $\mu_{\text{noise}} < 0$, the predicted speech’s noise will be reduced, which will improve the signal-to-noise ratio of speech.

Besides, since the excitation signals have been decomposed according to different frequency bands in model NDPS-MBE, another method is to control specific subband’s noise components. For example, we can reduce the low-frequency band’s noise component to improve the speech quality because the low-frequency band’s noise component significantly impacts the sound quality. Simultaneously, the high-frequency band’s stochastic component is kept unchanged because the high-frequency part contains more details of speech.

To evaluate the vocoder in SPSS-based systems, since the CMU-ARCTIC databases is too small to train an end-to-end acoustic model, we also use the LJ Speech Dataset \cite{44} to train Tacotron\textsuperscript{2} \cite{21} models and vocoders. We chose 12600 and 250 utterances to construct the training set and validation set. Another 250 utterances are used as the test set. The 80-dim Mel spectrogram used as acoustic features is extracted with Hann windowing, frameshift of 5 milliseconds, frame length of 50 milliseconds, and 1024-point Fourier transform. Referring to the frame length setting in Tacotron, we set the frame length of the vocoder to 50 milliseconds.

Six vocoders are compared in our experiments. All models are trained and evaluated on a single 2080Ti GPU using pytorch \cite{45} framework. We choose the model from the following three perspectives. First, from the perspective of speech quality, we compared our model with the WaveNet model. Second, from the perspective of synthetic efficiency and principle perspective. To improve the efficiency, some parallel neural vocoders have been proposed. We choose the model from the following three perspectives. First, from the perspective of speech quality, we compared our model with the WaveNet model. Second, from the perspective of synthetic efficiency and design principle. To improve the efficiency, some parallel neural vocoders have been proposed. We choose the vocoder, which is different from our model in some designs. For example, WaveGAN’s source signal is only a noise signal, while the source signal of our model is the learned excitation signal. Through the comparison of the two, the result can reflect the difference between whether there is a learned excitation signal. In addition, because the design of our model is mainly reflected in the source model, to reflect the difference between the source model of automatic learning and the source model of manual design, we take NSF as the comparison model. The descriptions of these models are as follows:

- **WORLD** The traditional vocoder which is based on the source-filter model. Because there is no open source about traditional deterministic plus stochastic model, and the effect of our implementation is not good, we use WORLD to represent the traditional vocoder. The WORLD vocoder is free software for high-quality speech analysis, manipulation and synthesis. It can estimate F0, aperiodicity and spectral envelope and also generate the speech like input speech with only estimated parameters. We use open source code to implement it.

- **WaveNet** A 16bit WaveNet-based neural vocoder which is trained using an open source implementation.\cite{5,4,44} To train 16kHz vocoder model, 3 upsampling layers with upsampling rate \{5,4,4\} are adopted and other configurations remained the same as that of the open source implementation. The built model is a mixture density network, outputting the parameters for a mixture of 10 logistic distributions at each timestep and has 24 dilated convolutional layers which are divided into 4 convolutional blocks. Each block contained 6 layers and their dilation

\cite{1}\ Examples of generated speech can be found at https://haisuru55.github.io/NeuralDPS.

\cite{2}https://github.com/mmorise/World.

\cite{3}https://github.com/r9y9/wavenet_vocoder.
coefficients are increased by an exponential of 2. The number of gate channels in gated activation units is 256. An Adam optimizer \(^{[46]}\) is used to update the parameters by minimizing the negative log likelihood.

- **WaveGAN** A 16bit Parallel WaveGAN neural vocoder which is trained using an open source implementation\(^{[47]}\). To train 16kHz vocoder model, 3 upsampling layers with upsampling rate \(\{5,4,4\}\) are adopted and other configurations remained the same as that of the open source implementation. It has 30 dilated convolutional layers which are divided into 10 convolution blocks. Each block contained 3 layers and their dilation coefficients are increased by an exponential of 2. The number of gate channels in gated activation units is 128.

- **NSF** An NSF vocoder implemented by ourselves. The model structure is the same as that of the WaveGAN. The difference between the NSF and WaveGAN is the input excitation signal. The WaveGAN’s input signal is noise signal, while the NSF’s input signal is based on the traditional source model. Besides, the adversarial loss is added to the loss function to be consistent with the NeuralDPS in training criterion. We find it can improve the performance of the NSF model, too. The strategy of using separate source-filter pairs for the harmonic and noise components of waveforms is not adopted here.

- **NDPS-B** The proposed baseline NeuralDPS vocoder. To ensure the consistency of models’ structure as much as possible, we set the parameters according to that of WaveNet and WaveGAN. Since NeuralDPS can provide a more accurate source signal, we set the number of gate channels in the dilated-conv to 64, which is half smaller than WaveGAN. In the deterministic source module, the operation of dilated-conv and upsamples is repeated 3 times (\(\nu_1 = 3\)), and the ratio of upsmaple is \(\{5,4,4\}\) in order. In the stochastic source module, there is 3 dilated convolutional layers which are divided into 1 convolution block (\(\nu_2 = 1\)). In the neural filter module, there is 24 dilated convolutional layers which are divided into 8 convolution blocks (\(\nu_3 = 8\)). Each block of the stochastic source module and the neural filter module contains 3 layers and their dilation coefficients are increased by an exponential of 2. The number of residual channels is 64 and the number of skip channels is 64, which is same as that of WaveGAN. For the loss function, three set of STFT configurations (FL,FS,FM), i.e., (320,80,512), (640,160,1024) and (1960,256,2048), are used for the amplitude spectrum loss. The discriminator for generation adversarial learning consists of ten layers of non-causal dilated 1-D convolutions with leaky ReLU activation function (\(\alpha = 0.2\)). The strides are set to one and linearly increasing dilations are applied for the 1-D convolutions starting from one to eight except for the first and last layers. The discriminator is consistent with that of the WaveGAN. An Adam optimizer is used to update the parameters. The init learning rate is 0.001 and the learning rate decreased exponentially.

- **NDPS-MBE** The proposed NeuralDPS with multiband excitation. The difference between NDPS-B and NDPS-MBE is that NDPS-MBE has a process of decomposing the excitation signal according to different frequency bands. We decompose deterministic signal \(e_d\) and stochastic signal \(e_s\) into 2 subbands (\(M = 2\)) respectively based on NDPS-B. Therefore, the neural V/UV decision module has four convolution layers at the end of the model to output mask value of the four subbands. The input dimension of neural filter is changed from 2 to 4. When the subbands’ number \(M = 2\), the configuration of the prototype filter \(h_n(t)\) is shown in the Table \([I]\). Other configurations are consistent with model NDPS-B.

### A. Comparison between NDPS and Some Existing Vocoders

This section compares the performance of our proposed NDPS-B and NDPS-MBE vocoder with three existing representative vocoders, including WORLD, WaveNet and WaveGAN by objective and subjective evaluations. First, we compare the distortions between natural speech and the speech synthesized by these vocoders when using natural acoustic features as input. Five objective metrics in \([47]\) are adopted here, including signal-to-noise ratio (SNR), which reflects the distortion of waveforms, root MSE (RMSE) of LAS (denoted by LAS-RMSE), which reflected the distortion in the frequency domain, Mel-cepstra distortion (MCD), which described the distortion of Mel-cepstra, MSE of F0 which reflected the distortion of F0 (denoted by F0-RMSE), and V/UV error which is the ratio between the number of frames with mismatched V/UV flags and the total number of frames. Specifically, to calculate the gap between synthesized speech and natural speech at the waveform point level, we use SNR metric for evaluation. According to the description in paper \([47]\), we firstly calculate the SNR value for each frame of speech. In this process, the natural speech is regarded as signal, and the gap between synthesized speech and natural speech is regarded as noise. Time shift between \(\pm 200\) points that maximizes the correlation between natural speech and synthesized speech is calculated for each frame, and applied it to the windowed synthesized speech. The final SNR is calculated for each frame and averaged over total frames.

The results on the test sets are listed in Table \([II]\). Firstly, the World vocoder has the worst performance on all metric for both speakers, which shows the advantages of neural network modeling. Secondly, on the SNR, WaveNet achieved the best performance in the two data sets, while in the frequency domain metrics LAS-RMSE and MCD, WaveNet and WaveGAN achieve better performance. This phenomenon shows that our method cannot achieve the best in both time domain loss and frequency domain loss. Thirdly, by comparing the F0-RMSE and V/UV error metrics, the NDPS-MBE achieves the best performance among the five vocoders which implies the advantage of using a neural V/UV decision module, which can help to learn more accurate F0 information and V/UV flag. Finally, by comparing model NDPS-B and model NDPS-MBE, it can be found that the model NDPS-MBE is better than model NDPS-B on some metric, such as the SNR, F0-RMSE.
TABLE II
OBJECTIVE EVALUATION RESULTS OF WORLD, WAVENET, WAVEGAN, NDPS-B AND NDPS-MBE ON THE TEST SETS OF TWO SPEAKERS WHEN USING NATURAL ACOUSTIC FEATURES AS INPUT

|                         | WORLD | WaveNet | WaveGAN | NDPS-B | NDPS-MBE |
|-------------------------|-------|---------|---------|--------|----------|
| SNR(dB)                 | 0.5569| 5.4132  | 5.1660  | 4.7130 | 4.7384   |
| LAS-RMSE(dB)            | 3.7937| 0.7534  | 0.7665  | 0.7864 | 0.8005   |
| slt MCD(dB)             | 11.0624| 9.6556  | 10.9926 | 9.8536 | 9.3965   |
| V/UV error(%)          | 4.1273| 3.3154  | 3.5954  | 3.2924 | 2.8610   |
| SNR(dB)                 | -0.3357| 2.8234  | 2.0199  | 1.7275 | 1.9913   |
| LAS-RMSE(dB)            | 0.9456| 0.7659  | 0.7507  | 0.8333 | 0.8172   |
| slt MCD(dB)             | 2.4200| 1.3950  | 1.2638  | 1.3651 | 1.3863   |
| F0-RMSE(cent)           | 21.6607| 16.6038 | 17.5691 | 14.7835| 14.4492  |
| V/UV error(%)          | 12.1593| 7.5321  | 8.0851  | 8.1384 | 7.2799   |

Fig. 6. The waveforms and spectrograms of natural speech and the speech generated by different vocoders when using natural acoustic features as input for an example sentence.

and V/UV metric. But in terms of frequency domain metrics LAS-RMSE and MCD, model NDPS-B is better. We speculate that this is because the full band excitation can provide complete information, so as to help the model optimize to lower spectrum loss. The multiband excitation signal can help the model improve the SNR in the time domain and learn more accurate fundamental frequency information. It is worth mentioning that, the SNR values in the two test sets in Table II are at different levels. We attribute this to the difference in the amount of noise contained in the two test sets. Specifically, the less the noise component of the data set, the smaller the gap between the synthesized speech and the natural speech at the waveform point level, and the higher the SNR value. A similar phenomenon appears in paper [35, 47], which can also prove that it is caused by the difference between data sets and has nothing to do with the calculation process.

Fig. 6 shows the waveforms and spectrograms of natural speech and the speech generated by different vocoders when using natural acoustic features as input. It can be found that the neural vocoder restores the overall waveform contours better than the traditional vocoder world. In addition, by comparing the spectrum of speech synthesized by different vocoders, it can be found that the WaveNet and WaveGAN models will blur in the high frequency part, while the speech synthesized by NDPS-B or NDPS-MBE model has a more clear spectrum in the high frequency part. This proves the advantage of combining the physical background of traditional vocoder with neural network.

To evaluate the run-time efficiency of different neural vocoders, real-time factor (RTF), defined as the ratio between the time consumed to generate speech and the duration of the generated speech, is utilized as the measurement. The smaller the RTF, the higher the efficiency. In our implementation, the RTF value is calculated as the ratio between the time consumed to generate all test sentences using a single GeForce RTX 2080Ti GPU or a single CPU core and the total duration of the test set. The results are listed in Table III. Our models significantly improve generation efficiency compared to the autoregressive model WaveNet. Specifically, the RTF of model NDPS-B on CPU is 2.142, which means that the NDPS-B needs 2.142s operation time to generate one-second speech on CPU. Compared with the RTF value (3.006) of WaveGAN on CPU, the efficiency of our model is improved by 28%. In addition, we compare the size of the model parameters. The last column of Table III counts the parameters of each model. It can be observed that the total parameters of the NDPS-B and NDPS-MBE are much smaller than WaveNet and they are 30% smaller than WaveGAN’s parameters. This is because the learned excitation signal reduces the burden of the neural filter, thereby greatly reducing the amount of parameters of the neural filter.

We conduct the Mean Opinion Score (MOS) listening test for speech quality on the test set regarding the subjective evaluation. We keep the text content consistent among different models to exclude other interference factors and examine speech quality. In addition, to evaluate the performance of the vocoder in the TTS task, we input text into Tacotron2 [21] to
predict 80-dim Mel acoustic features. The predicted acoustic features are input into the vocoder to obtain the final speech, represented by “P” in Fig. 7. The structure of Tacotron2 is the same as that described in paper [21]. We convert text into phonemes as input to Tacotron2. Twenty listeners participated in the evaluation. In each experimental group, 20 parallel sentences are selected randomly from the test sets of each system. Fig. 7 shows the MOS score of each system. The results show that the model NDPS-B and the model NDPS-MBE are better than the WaveGAN model. This is because the WaveGAN only uses noise as excitation signal, while model NDPS-B and NDPS-MBE can learn more rich excitation signal from noise and acoustic features. By comparing the WaveNet vocoder and NDPS-MBE vocoder, it can be observed that there is a small gap between the two vocoders in subjective evaluation. Although our proposed NDPS-MBE vocoder achieved similar performance with WaveNet, its run-time efficiency is about 280 times higher on a single CPU core, as shown in Table III

Besides, by comparing model NDPS-B and model NDPS-MBE, it can be found that the multi-band excitation strategy can further improve the speech quality. By using multiband excitation, the neural filter can flexibly select the excitation signal according to different frequency bands signal rather than only selecting the full band excitation signal.

B. Comparison between NDPS and NSF

In this section, we compare the performance of proposed NDPS-B and NDPS-MBE with the NSF vocoder. The main difference between our model and NSF model is adopting different excitation signals. The NSF model artificially designs the excitation signal through the F0 and the V/UV flag. The NDPS-B and NDPS-MBE’s excitation signal are learned from neural network. By comparing with the NSF model, we can find out which excitation signal is more suitable for the neural vocoder. We add an adversarial loss for joint training and find that it can improve the NSF model’s performance.

The objective results on the slt speaker dataset are listed in Table IV. It shows model NDPS-MBE is better than NSF on SNR metric, which means that the learned excitation signal can help the vocoder to learn more natural speech in the time domain. While the model NSF is better than model NDPS-MBE in frequency domain metric LAS-RMSE. This shows that the NSF model could get better performance in frequency domain metric because of the artificial designed excitation signal, which reduces the complexity of the model. However, in the synthesized speech of NSF vocoder, there are often too many harmonics in the high frequency part of the voiced segment, which affects the speech quality. This may be due to the simple source model of NSF, resulting in overfitting of the model. The NDPS-B and NDPS-MBE models are better than NSF in terms of F0 and V/UV metrics. This shows that compared with the manually designed excitation signal, the automatically learned excitation signal is helpful to learn more stable and accurate F0 information.

In addition to objective metrics, we conduct ABX tests on our proposed model and NSF model. In each subjective test, twenty sentences randomly selected from the test set are synthesized by two comparative vocoders. At least 20 listeners evaluate each pair of generated speech. The listeners are asked to judge which utterance in each pair has better speech quality or no preference. To calculating the average preference scores, the p-value of the t-test is used to measure the significance of the difference between two vocoders. The results are listed in Table V. Obviously, the performance of NDPS-MBE is better than that of NSF (p <0.05). This may be attributed to the poor listening feeling caused by excessive high-frequency harmonics of the waveforms generated by NSF. This also shows that the excitation signal automatically learned by the neural network is better than the excitation signal designed by signal processing method.

C. Ablation Test on NDPS-MBE

In this section, we conduct ablation experiments on NDPS-MBE vocoder to explore the role of each module.

1) The adversarial loss: As introduced in Section II-A5, a combination of amplitude spectrum loss and an adversarial loss is used to train the NDPS-MBE vocoder. The amplitude spectrum loss can help the model converge quickly and learn adequate semantic information. In this section, we will explore the effect of the adversarial loss. Based on the NDPS-MBE
Table VI

|                      | NDPS-MBE | NDPS-MBE-woGAN |
|----------------------|----------|----------------|
| SNR(dB)              | 4.7384   | 3.0206         |
| LAS-RMSE(dB)         | 0.8005   | 0.7655         |
| MCD(dB)              | 1.3073   | 1.1906         |
| F0-RMSE(cent)        | 9.3965   | 9.2356         |
| V/UV error(%)        | 2.8610   | 2.8504         |

Table VII

|                      | NDPS-MBE | NDPS-MBE-woGAN | N/P   | p   |
|----------------------|----------|----------------|-------|-----|
| 80.50                | 9.25     | 10.25          | <0.01 |     |
speech. These phenomena will lead to the decline of speech quality. While the deterministic component is removed, the neural filter module completes the whole speech modeling process, that is, modeling the source and filter module simultaneously, which makes modeling difficult. For example, we can find NDPS-MBE is clearer by observing parts 1 and 2 of Fig. 9 while there is some slight blur in NDPS-MBE-woD. These can show that the deterministic module can help to learn a more detailed, clear spectrum. Especially in the high-frequency part, since the deterministic component contains high-frequency periodic signals. On this basis, it is easy to learn the detailed characteristics of high-frequency signals.

Besides, we conduct an ABX on the three vocoders. The result is shown in Table VIII. It can be observed that when any component is removed, the quality of synthesized speech will decrease. Specifically, through the comparison of model NDPS-MBE-woD and model NDPS-MBE-woS, it can be found that the stochastic source module has a greater impact on the sound quality than the deterministic source module. This shows that the stochastic signal in the excitation signal is more important. Through the comparison of model NDPS-MBE-woD and model NDPS-MBE, it can be found that although there are more people who think NDPS-MBE is good than NDPS-MBE-woD, which proves that the deterministic source module can help learn the detailed characteristics of high-frequency signals. However, 40% of listeners think they have no difference. We attribute this to that the details of high frequency may be not easy to perceive. The formant in the low-frequency region is obvious, and the model can learn this information even without a deterministic module. Most of the differences between models NDPS-MBE-woD and NDPS-MBE are reflected in the high-frequency region, which is less perceptible than low frequency region.

In summary, the deterministic source module and stochastic source module are indispensable to the model NDPS-MBE, and the stochastic source module has a greater impact on the quality of synthesized speech.

3) The neural V/UV decision module: As introduced in Section II-A3, we add neural V/UV decision module to predict the soft mask value which can make the excitation signal more accurate and reduce the burden of neural filter. To explore whether neural V/UV decision module works, we first visualize the soft mask value predicted by the model, which is shown in Fig. 10. For the deterministic signal, the difference between the mask values of the high-frequency part and the low-frequency part is small. Besides, the mask value of the voiced part is usually small, while the mask value of the unvoiced part is larger. This shows that the network needs more deterministic components in the unvoiced part. For the stochastic signal, in the low-frequency part, we find that the mask value is more prominent in unvoiced, but smaller in voiced. While in the high-frequency part, the mask value is larger in voiced, but smaller in unvoiced. The two mask values are complementary to each other, which can model excitation signal well.

Further, we remove the neural V/UV decision module from NDPS-MBE to train a vocoder, which is denoted as NDPS-MBE-woVUV. The objective metrics on the slt speaker dataset are shown in the Table IX. By comparing model NDPS-MBE and model NDPS-MBE-woVUV, we can find the influence of the neural V/UV decision module on the vocoder’s performance. It can be found that after removing the neural V/UV decision module, the objective metrics show a downward trend, especially the F0 and V/UV metrics. This shows that the neural V/UV decision module has a positive role in predicting accurate F0 information.

We conducted a subjective ABX test to compare NDPS-MBE with NDPS-MBE-woVUV. The result is list in Table IX. It can be observed when the neural V/UV decision module is removed, the speech quality has a decrease (p<0.01).

In summary, the neural V/UV decision module can learn
TABLE X
AVERAGE PREFERENCES ON SPEECH QUALITY BETWEEN NDPS-MBE AND NDPS-MBE-woVUV MODEL WHEN USING NATURAL ACOUSTIC FEATURES AS INPUT, WHERE N/P STANDS FOR "NO PREFERENCE"

| Model                  | Preference | N/P | p  |
|------------------------|------------|-----|----|
| NDPS-MBE               | 43.75      | 0.01|    |
| NDPS-MBE-woVUV         | 25.25      |     |    |

TABLE XI
AVERAGE PREFERENCES ON SPEECH QUALITY BETWEEN NDPS-MBE AND NDPS-MBE-4 MODEL WHEN USING NATURAL ACOUSTIC FEATURES AS INPUT, WHERE N/P STANDS FOR "NO PREFERENCE"

| Model                  | Preference | N/P | p  |
|------------------------|------------|-----|----|
| NDPS-MBE               | 38.75      | 0.01|    |
| NDPS-MBE-4             | 24.75      |     |    |

The effective soft mask value helps the model generate more accurate excitation signals. It can also improve the quality of synthesized speech.

4) The multiband excitation strategy: As introduced in Section II-B, we add the multiband excitation strategy to enrich the excitation signal. In Section III-A, we have compared the impact of multiband excitation and found it can model the excitation signal better. In this section, we explore the effect of the number of excitation bands on the vocoder’s performance, we compare the following models.

- NDPS-MBE: the excitation signal is decomposed into two subband signals \((M = 2)\).
- NDPS-MBE-4: the excitation signal is decomposed into four subband signals \((M = 4)\).

The objective metrics and subjective evaluations are shown in Table X and Table XI, respectively. It can be found from Table X that the models of NDPS-MBE are generally better than NDPS-MBE-4, especially in the time domain. The objective metric SNR. By observing the impulse response of the analysis filter \(h_n(t)\) in Fig. 5, it can be found that when \(M = 4\), the overlap between different frequency bands becomes larger, and it is difficult to eliminate these overlaps by setting parameters of Kaiser window \(h(n)\). We speculate that when the subband is decomposed into 4, there is too much overlap between different frequency bands, resulting in the excitation signal not being well distinguished according to different frequency bands. From Table XI, it can be found that the performance of model NDPS-MBE is better than that of model NDPS-MBE-4.

In summary, the number of subbands has a certain impact on the model’s performance, and it is related to the parameter configuration of the analysis filter. Under the configuration of Table II, the effect of decomposing the excitation signal into 2 subbands is better than decomposing into 4 subbands.

D. Noise control

As introduced in Section II-C, we can modify the mask value of the stochastic signal to control the noise component in the synthesized speech. For the convenience of demonstration, we first modify the mask value of the full-band based on the model NDPS-MBE. We add a constant \(\mu_{\text{noise}}\) to the mask value of all frequency bands of the stochastic signal. To prevent the mask value from exceeding 1 or less than 0, which will cause no obvious changes to be observed, we set the range of \(\mu_{\text{noise}}\) to \([-0.4, 0.4]\). The curves in Fig. 11 show the change of SNR (red line) and F0-RMSE (green line) of predicted speech with the change of \(\mu_{\text{noise}}\). It can be observed that the F0-RMSE has no obvious change trend with the increase of \(\mu_{\text{noise}}\), but the SNR has an obvious downward trend. This shows that the change of \(\mu_{\text{noise}}\) can change the noise components in synthesized speech, which will not significantly affect the fundamental frequency signal, but can effectively control the signal-to-noise ratio of synthesized speech. It is worth noting that the changing rate of SNR is greater in the interval \([-0.15, 0.15]\). When \(\mu_{\text{noise}}\) is greater than 0.15 or less than −0.15, SNR changes slowly. This is because some of the mask values may have reached saturation when the modification is large, and the change will not be obvious.

![Fig. 11. The SNR and F0-RMSE of synthesized speech with different \(\mu_{\text{noise}}\).](image)

Fig. 12 shows the spectrum when different \(\mu_{\text{noise}}\) values are applied to the full frequency band or a specific frequency band. By comparing the two subgraphs (a) and (b) in Fig. 12 when \(\mu_{\text{noise}}\) is reduced, the spectrum becomes clear.
and the noise component is less, and there is no unnatural problem through the audiomtry. By comparing the three subgraphs (a), (b) and (c), we can find that when $\mu_{\text{noise}}$ becomes larger ($\mu_{\text{noise}} = 0.4$), more stochastic components are introduced into the model, and more noise components are added to the synthesized speech. When $\mu_{\text{noise}}$ becomes smaller ($\mu_{\text{noise}} = -0.4$), less stochastic components are input into the model, and the synthesized spectrum is clearer. Subgraph (d) shows the ability to control only one special frequency band. We keep the mask value of high frequency band unchanged and reduce the mask value of low frequency band. It can be found that the spectrum of the low-frequency region becomes clear, but it also retains the noise component of the high-frequency part.

IV. CONCLUSION

This paper has proposed a novel neural vocoder named NeuralDPS, which has the characteristics of high speech quality, high synthesis efficiency and noise controllability. The NeuralDPS vocoder consists of a deterministic source module, a stochastic source module, a neural V/UV decision module, and a neural filter module. Besides, a multiband excitation strategy is employed to generate a more accurate excitation signal. A speech editing method is also proposed to adjust the predicted speech’s SNR metric. As far as we know, this is the first neural vocoder that can modify the noise component of speech. The experimental results demonstrate that the NDPS-MBE model generates waveforms at least 280 times faster than the WaveNet-vocoder and it is 28% faster than WaveGAN’s synthesis efficiency on a single CPU core. Besides, the quality of the synthesis speech is comparable to that from WaveNet. In addition, we conducted detailed ablation experiments on the model to verify each module’s role and improve the interpretability of the model. Finally, we show the effectiveness of editing speech based on the proposed framework. Decoupling the various components of the neural vocoder to achieve richer voice editing is the future work.
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