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Highlights
• We focus on factorizations and inverse factorizations of special lower triangular matrices.
• We propose several new identities of the $k$–Fibonacci sequence.
• We give Cholesky factorization of generalized some special symmetric matrices.

Abstract
Matrix methods are a useful tool while dealing with many problems stemming from linear recurrence relations. In this paper, we discuss factorizations and inverse factorizations of two kinds of generalized $k$–Fibonacci matrices. We derive some useful identities of the $k$–Fibonacci sequence. We investigate the Cholesky factorization of the generalized symmetric $k$–Fibonacci matrix by using these identities.
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1. INTRODUCTION

The Fibonacci and Lucas numbers arise in several fields such as mathematics, physics, computer science, and related fields. These numbers have attracted the attention of researchers for years. Until now, several studies have been conducted on the applications and generalization of these sequences. An interesting generalization of the Fibonacci sequence, $k$–Fibonacci sequence, $\{F_{k,n}\}_{n=0}^{\infty}$, was presented by Falcon and Plaza [1]. For $k \in \mathbb{R}^+$ and $n \in \mathbb{N}_0$, the $k$–Fibonacci numbers are defined by

$$F_{k,n+1} = kF_{k,n} + F_{k,n-1}, \quad F_{k,0} = 0, \quad F_{k,1} = 1.$$  \hspace{1cm} (1)

In particular, for $k = 1$ and $k = 2$, we obtain the Fibonacci and Pell numbers respectively. Moreover, the ratio of the quotient of two successive terms of $k$–Fibonacci numbers converges to $r_1(k) = \frac{k+\sqrt{k^2+4}}{2}$, which is the positive root of the equation $r^2 - kr - 1 = 0$. Moreover, the $k$–Fibonacci numbers are generated by the powers of the following $2 \times 2$ companion matrix:

$$\begin{bmatrix} k & 1 \\ 1 & 0 \end{bmatrix}^n = \begin{bmatrix} F_{k,n+1} & F_{k,n} \\ F_{k,n} & F_{k,n-1} \end{bmatrix}.$$  \hspace{1cm} (2)

Now, we denote the set of all $n \times n$ matrices by $\mathcal{M}_n$. For any lower triangular matrix, $E \in \mathcal{M}_n$, with positive diagonal entries, we may write $G = EE^*$, where $G \in \mathcal{M}_n$, $G = SS^*$, and $S \in \mathcal{M}_n$. This factorization, which is called as Cholesky factorization of $G$, is unique if $S$ is nonsingular.
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A block diagonal matrix \( U \in \mathcal{M}_n \) can be defined by
\[
U = \begin{bmatrix}
U_{11} & 0 & \cdots & 0 \\
0 & U_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & U_{ii}
\end{bmatrix}
\]
where \( U_{jj} \in \mathcal{M}_{n_j}, j = 1, 2, \ldots, i, \) and \( \sum_{j=1}^i n_j = n \). Notationally, this matrix can be denoted as \( U = U_{11} \oplus U_{22} \oplus \cdots \oplus U_{ii} \) or, in a short form, \( \oplus \sum_{j=1}^i U_{jj} \). This sum is called as direct sum of the matrices \( U_{11}, U_{22}, \ldots, U_{ii} \).

Matrix factorization provides considerable convenience in engineering problems and large matrix computations. In recent years, several authors have studied the applications and factorizations of special matrices whose entries are well-known number sequences [2-9]. For example, Kılıç and Taşcı discussed the factorizations of the Pell and symmetric Pell matrices [2]. Lee et al. investigated the eigenvalues and factorizations of the \( n \times n \) Fibonacci matrix [3]. Later, Lee and Kim examined the factorization of the generalized Fibonacci matrix and they found some bounds for the eigenvalues of the generalized symmetric Fibonacci matrices [4]. Zhang and Zhang derived some identities including Lucas numbers using the Pascal matrix and the Lucas matrix [5]. Stanica extended some results on the factorization of matrices associated with Lucas, Pascal, Stirling sequences by the Fibonacci matrix [6]. İrmak and Kome investigated the Cholesky factorization of the symmetric Lucas matrix and they obtain the upper and lower bounds for the eigenvalues of the symmetric Lucas matrix by using some majorization techniques [9].

Motivated by the above cited works, in this paper, we define generalized \( n \times n \) \( k \)-Fibonacci matrix of the first kind and of the second kind, \( \mathcal{H}_n[x,k] = [h_{ij}] \) and \( \mathcal{R}_n[x,k] = [r_{ij}] \), as
\[
h_{ij} = \begin{cases} 
F_{k,i-j+1}x^{i-j}, & i - j + 1 \geq 0, \\
0, & i - j + 1 < 0.
\end{cases}
\]
\[
r_{ij} = \begin{cases} 
F_{k,i-j+1}x^{i+j-2}, & i - j + 1 \geq 0, \\
0, & i - j + 1 < 0.
\end{cases}
\]

In particular, for \( n = 4 \), we get
\[
\mathcal{H}_4[x,k] = \begin{bmatrix} 1 & 0 & 0 & 0 \\
kx & 1 & 0 & 0 \\
(k^2 + 1)x^2 & kx & 1 & 0 \\
k(k^2 + 2)x^3 & (k^2 + 1)x^2 & kx & 1 \end{bmatrix}
\]
and
\[
\mathcal{R}_4[x,k] = \begin{bmatrix} 1 & 0 & 0 & 0 \\
kx & (k^2 + 1)x^2 & 0 & 0 \\
(k^2 + 1)x^2 & kx^3 & x^4 & 0 \\
k(k^2 + 2)x^3 & (k^2 + 1)x^4 & kx^5 & x^6 \end{bmatrix}
\]
Moreover, we define the generalized symmetric \( k \)-Fibonacci matrix, \( Q_n[x,k] = [q_{ij}] \), as
\[
q_{ij} = q_{ji} = \begin{cases} 
\sum_{m=1}^i F_{k,m} x^{2i-2}, & i = j, \\
q_{i,i-2}x^2 + kq_{i,i-1}x, & i + 1 \leq j.
\end{cases}
\]

For example,
\[
Q_4[x,k] = \begin{bmatrix} 1 & kx & (k^2 + 1)x^2 & k(k^2 + 2)x^3 \\
kx & (k^2 + 1)x^2 & k(k^2 + 2)x^3 & (k^4 + 3k^2 + 1)x^4 \\
(k^2 + 1)x^2 & k(k^2 + 2)x^3 & (k^4 + 3k^2 + 2)x^4 & k(k^2 + 2)^2x^5 \\
k(k^2 + 2)x^3 & (k^4 + 3k^2 + 1)x^4 & k(k^2 + 2)^2x^5 & (k^6 + 5k^4 + 7k^2 + 2)x^6 \end{bmatrix}
\]
This study is organized as follows. In Section 2, we derive some useful identities which are used in the factorization process. In Section 3, we investigate factorizations and inverse factorizations of $\mathcal{H}_n[x, k]$ and $\mathcal{R}_n[x, k]$. Moreover, we give the Cholesky factorization of $Q_n[x, k]$ for any nonzero real number $x$.

2. $k$ –Fibonacci Identities

In this section, we give some useful identities of the $k$ –Fibonacci numbers.

**Lemma 2.1.** Let $F_{k,n}$ be the $k$ –Fibonacci number. Then, we have

$$F_{k,2n+1} = F_{k,n}^2 + F_{k,n+1}^2.$$  \hspace{1cm} (6)

**Proof.** We will use induction method for proving the theorem. It’s clear that Equation (6) holds for $n = 1$. We assume that Equation (6) holds for $n$. We will show that Equation (6) holds for $n + 1$. Thus, we get

$$F_{k,2n+3} = kF_{k,2n+2} + F_{k,2n+1}$$

By induction hypothesis, we obtain

$$F_{k,2n+3} = (k^2 + 2)F_{k,2n+1} - F_{k,2n-1}$$

In addition, we have

$$F_{k,n+2}^2 + F_{k,n-1}^2 = (kF_{k,n+1} + F_{k,n})^2 + (F_{k,n+1} - kF_{k,n})^2$$

By virtue of (8) and (9), we obtain

$$F_{k,2n+3} = F_{k,n+1}^2 + F_{k,n+2}^2.$$ \hspace{1cm} (10)

**Lemma 2.2.** Let $F_{k,n}$ be the $k$ –Fibonacci number. Then we have

$$kF_{k,n}F_{k,n-1} + F_{k,n-1}^2 - F_{k,n}^2 = (-1)^n.$$ \hspace{1cm} (11)

**Lemma 2.3.** Let $F_{k,n}$ be the $k$ –Fibonacci number. Then we have

$$kF_{k,n}F_{k,n-1} = F_{k,n+1} - F_{k,n-1} - kF_{k,n}F_{k,n+1}.$$ \hspace{1cm} (12)

**Proof.** Lemma 2.2 and Lemma 2.3 can be proven similar to the proof of Lemma 2.1. So, we omit the proofs.

**Lemma 2.4.** [10] Let $F_{k,n}$ be the $n$ –th term of the sequence $\{F_{k,n}\}_{n\in\mathbb{N}}$. Then we have

$$\sum_{l=0}^{n} F_{k,l}^2 = \frac{F_{k,n}F_{k,n+1}}{k}.$$ \hspace{1cm} (13)

**Lemma 2.5.** Let $F_{k,n}$ be the $k$ –Fibonacci number. Then we have

$$F_{k,1}F_{k,2} + F_{k,2}F_{k,3} + \cdots + F_{k,n-1}F_{k,n} = \frac{F_{k,2n+1} - kF_{k,n}F_{k,n+1} - 1}{2k}.$$
Proof. By virtue of Lemma 2.3, we have
\[ kF_{k,1}F_{k,2} = F_{k,3}^2 - F_{k,2}^2 - kF_{k,2}F_{k,3} \]
\[ kF_{k,2}F_{k,3} = F_{k,4}^2 - F_{k,3}^2 - kF_{k,3}F_{k,4} \]
\[ kF_{k,3}F_{k,4} = F_{k,5}^2 - F_{k,4}^2 - kF_{k,4}F_{k,5} \]

\[ \vdots \]
\[ kF_{k,n-2}F_{k,n-1} = F_{k,n}^2 - F_{k,n-2}^2 - kF_{k,n-2}F_{k,n} \]
\[ kF_{k,n-1}F_{k,n} = F_{k,n+1}^2 - F_{k,n-1}^2 - kF_{k,n}F_{k,n+1} \]

By considering \( F_{k,1} = 1 \) and \( F_{k,2} = k \) and arranging the above equations, we have
\[ 2k(F_{k,1}F_{k,2} + F_{k,2}F_{k,3} + \cdots + F_{k,n-1}F_{k,n}) = F_{k,n}^2 + F_{k,n+1}^2 - kF_{k,n}F_{k,n+1} - F_{k,n}^2 - F_{k,n}^2 + kF_{k,n}F_{k,n+1} \]
and
\[ F_{k,1}F_{k,2} + F_{k,2}F_{k,3} + \cdots + F_{k,n-1}F_{k,n} = \frac{F_{k,2n+1} - kF_{k,n}F_{k,n+1} - 1}{2k} \]
Therefore the proof is complete.

For more identities of the Fibonacci and Lucas numbers, we refer to the book [11].

3. FACTORIZATIONs

In this section, for any nonzero real number \( x \), we investigate the factorizations of \( \mathcal{H}_n[x, k] \), \( \mathcal{R}_n[x, k] \) and \( \mathcal{Q}_n[x, k] \). Let \( J_n \) be an \( n \times n \) identity matrix. Moreover, we define the matrices \( \mathcal{L}_n[x, k] \), \( \overline{\mathcal{H}}_n[x, k] \) and \( \mathcal{A}_i[x, k] \) by

\[ \mathcal{L}_0[x, k] = \begin{bmatrix} 1 & 0 & 0 \\ kx & 1 & 0 \\ x^2 & 0 & 1 \end{bmatrix}, \quad \mathcal{L}_i[x, k] = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]  

(14)

and \( \mathcal{L}_i[x, k] = \mathcal{L}_0[x, k] \oplus J_n \), \( i = 1, 2, \ldots \), \( \overline{\mathcal{H}}_n[x, k] = [1] \oplus \mathcal{H}_{n-1}[x, k] \). \( \mathcal{A}_1[x, k] = J_n \), \( \mathcal{A}_2[x, k] = J_{n-3} \oplus \mathcal{L}_1[x, k] \), and, for \( i \geq 3 \), \( \mathcal{A}_i[x, k] = J_{n-i} \oplus \mathcal{L}_{i-3}[x, k] \).

Now, by definition of the matrix product and using \( k - \)Fibonacci sequence, we consider a factorization of the generalized \( k - \)Fibonacci matrix of the first kind.

Lemma 3.1. For \( i \geq 3 \),
\[ \overline{\mathcal{H}}_i[x, k], \mathcal{L}_i[x, k] = \mathcal{H}_i[x, k]. \]  

(15)

From the definition of \( \mathcal{A}_i[x, k] \), we know that \( \mathcal{A}_n[x, k] = \mathcal{L}_{n-3}[x, k] \), \( \mathcal{A}_1[x, k] = J_n \) and \( \mathcal{A}_2[x, k] = J_{n-3} \oplus \mathcal{L}_1[x, k] \). So, the following theorem are the consequence of Lemma 3.1.

Theorem 3.2. The generalized \( k - \)Fibonacci matrix of the first kind, \( \mathcal{H}_n[x, k] \), can be factorized by \( \mathcal{A}_i[x, k] \)'s as follows:
\[ \mathcal{H}_n[x, k] = \mathcal{A}_1[x, k] \mathcal{A}_2[x, k] \cdots \mathcal{A}_n[x, k]. \]  

(16)
For example,
\[
\mathcal{H}_5[x,k] = \mathcal{A}_1[x,k] \mathcal{A}_2[x,k] \mathcal{A}_3[x,k] \mathcal{A}_4[x,k] \mathcal{A}_5[x,k]
\]
\[
= \mathcal{J}_5(\mathcal{J}_2 \oplus \mathcal{L}_{-1}[x,k])(\mathcal{J}_2 \oplus \mathcal{L}_0[x,k])([1] \oplus \mathcal{L}_1[x,k]) \mathcal{J}_2[x,k]
\]
\[
= \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]
\[
= \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & kx & 1 & 0 & 0 \\
0 & 0 & kx & 1 & 0 \\
0 & 0 & 0 & kx & 1 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]
\[
= \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
kx & 1 & 0 & 0 & 0 \\
(k^2 + 1)x^2 & kx & 1 & 0 & 0 \\
k(k^2 + 2)x^3 & (k^2 + 1)x^2 & kx & 1 & 0 \\
k^4 + 3k^2 + 1)x^4 & k(k^2 + 2)x^3 & (k^2 + 1)x^2 & kx & 1
\end{bmatrix}
\]
\[
t_{ij} = \begin{cases}
F_{k,i} x^{i-j}, & j = 1, \\
1, & i = j, \\
0, & \text{otherwise},
\end{cases}
\]
i.e., \( t_{n}[x,k] = \begin{bmatrix}
F_{k,1} & 0 & \cdots & 0 \\
F_{k,2} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
F_{k,n} & 0 & \cdots & 1
\end{bmatrix} \) (18)

**Theorem 3.3.** For \( n \geq 2 \),
\[
\mathcal{H}_n[x,k] = \mathcal{J}_n[x,k](\mathcal{J}_1 \oplus \mathcal{J}_{n-1}[x,k])(\mathcal{J}_2 \oplus \mathcal{J}_{n-2}[x,k]) \cdots (\mathcal{J}_{n-2} \oplus \mathcal{J}_2[x,k]). \] (19)

We know that
\[
\mathcal{L}_0[x,k]^{-1} = \begin{bmatrix}
1 & 0 & 0 \\
-kx & 1 & 0 \\
-k^2 x & 0 & 1
\end{bmatrix} \quad \text{and} \quad \mathcal{L}_1[x,k]^{-1} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -kx & 1
\end{bmatrix}
\]
\[
\text{and} \quad \mathcal{L}_i[x,k]^{-1} = \mathcal{L}_0[x,k]^{-1} \oplus \mathcal{J}_i. \] (20)

Now, we define the matrix \( \mathcal{J}_i[x,k] = \mathcal{A}_i[x,k]^{-1} \). Thus, we obtain
\[
\mathcal{J}_1[x,k] = \mathcal{A}_1[x,k]^{-1} = \mathcal{J}_n, \mathcal{J}_2[x,k] = \mathcal{A}_2[x,k]^{-1} = \mathcal{J}_{n-3} \oplus \mathcal{L}_{-1}[x,k]^{-1} = \mathcal{J}_{n-2} \oplus \begin{bmatrix}
1 & 0 \\
-kx & 1
\end{bmatrix}
\]
and
\[
\mathcal{J}_i[x,k] = \mathcal{A}_i[x,k]^{-1}.
\]
Moreover, we know that
\[
\mathcal{T}_n[x,k]^{-1} = \begin{bmatrix}
-F_{k,1} & 0 & \cdots & 0 \\
-F_{k,2}x & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-F_{k,n}x^{n-1} & 0 & \cdots & 1
\end{bmatrix}
\] and \((\mathcal{J}_i \oplus \mathcal{T}_{n-i}[x,k])^{-1} = \mathcal{J}_i \oplus \mathcal{T}_{n-i}[x,k]^{-1}\). (21)

Therefore, the following corollary holds.

**Corollary 3.4.** For \(n \geq 2\),
\[
\mathcal{H}_n[x,k]^{-1} = \mathcal{A}_n[x,k]^{-1} \mathcal{A}_{n-1}[x,k]^{-1} \cdots \mathcal{A}_2[x,k]^{-1} \mathcal{A}_1[x,k]^{-1}
\]
\[
= J_n[x,k] J_{n-1}[x,k] \cdots J_2[x,k] J_1[x,k]
\]
\[
= (J_{n-2} \oplus J_2[x,k])^{-1} \cdots (J_1 \oplus J_{n-1}[x,k])^{-1} \mathcal{T}_n[x,k]^{-1}.
\] (22)

From Corollary 3.4, we have
\[
\mathcal{H}_n[x,k]^{-1} = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
-kx & 1 & 0 & 0 & \cdots & 0 \\
-x^2 & -kx & 1 & 0 & \cdots & 0 \\
0 & -x^2 & -kx & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & -x^2 & -kx & 1
\end{bmatrix}
\] (23)

For a factorization of generalized \(k\)–Fibonacci matrix of the second kind, \(\mathcal{R}_n[x,k]\), we define the matrices \(\mathcal{M}_n[x,k]\), \(\overline{\mathcal{R}}_n[x,k]\) and \(\mathcal{N}_n[x,k]\) by
\[
\mathcal{M}_0[x,k] = \begin{bmatrix}
1 & 0 & 0 \\
kx & x^2 & 0 \\
1 & 0 & x^2
\end{bmatrix}, \quad \mathcal{M}_{n-1}[x,k] = \begin{bmatrix}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & kx & x^2
\end{bmatrix}
\] (24)

and \(\mathcal{M}_i[x,k] = \mathcal{M}_0[x,k] \oplus \mathcal{M}_i^2, i = 1, 2, \ldots, \overline{\mathcal{R}}_n[x,k] = [1] \oplus \mathcal{R}_{n-1}[x,k], \mathcal{N}_1[x,k] = J_n, \mathcal{N}_2[x,k] = J_{n-3} \oplus \mathcal{M}_{n-1}[x,k], \) and for \(i \geq 3\), \(\mathcal{N}_i[x,k] = J_{n-i} \oplus \mathcal{M}_{i-3}[x,k]\). Thus, we can give the following Lemma.

**Lemma 3.5.** For \(i \geq 3\),
\[
\mathcal{R}_i[x,k] = \overline{\mathcal{R}}_i[x,k] \mathcal{M}_{i-3}[x,k].
\] (25)

**Proof.** For \(i = 3\), we have \(\mathcal{R}_3[x,k] = \overline{\mathcal{R}}_3[x,k] \mathcal{M}_0[x,k]\).

The next theorem describes the factorization of \(\mathcal{R}_n[x,k]\) for \(i > 3\).

**Theorem 3.6.** The generalized \(k\)–Fibonacci matrix of the second kind, \(\mathcal{R}_n[x,k]\) can be factorized by \(\mathcal{N}_i[x,k]\)’s as follows:
\[
\mathcal{R}_n[x,k] = \mathcal{N}_1[x,k] \mathcal{N}_2[x,k] \cdots \mathcal{N}_n[x,k].
\] (26)

Now, we consider another factorization of \(\mathcal{R}_n[x,k]\). Let \(\mathcal{K}_n[x,k]\) be \(n \times n\) matrix as:
\[
k_{ij} = \begin{cases} 
F_{k,i}x^{i-j}, & j = 1, \\
x^2, & i = j, \\
0, & \text{otherwise},
\end{cases}
\] i.e., \(\mathcal{K}_n[x,k] = \begin{bmatrix}
F_{k,1} & 0 & \cdots & 0 \\
F_{k,2}x & x^2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
F_{k,n}x^{n-1} & 0 & \cdots & x^2
\end{bmatrix}
\] (27)
By the definition of the matrix $\mathcal{K}_n[x, k]$, we can give the factorization of $\mathcal{R}_n[x, k]$ in the following theorem.

**Theorem 3.7.** For $n \geq 2$,

$$
\mathcal{R}_n[x, k] = \mathcal{K}_n[x, k](\mathcal{J}_1 \oplus \mathcal{R}_{n-1}[x, k])(\mathcal{J}_2 \oplus \mathcal{K}_{n-2}[x, k]) \ldots (\mathcal{J}_{n-2} \oplus \mathcal{K}_2[x, k]).
$$

(28)

We know that

$$
\mathcal{M}_0[x, k]^{-1} = \begin{bmatrix}
\frac{1}{x^2} & 0 & 0 \\
-\frac{k}{x} & \frac{1}{x^2} & 0 \\
-1 & 0 & \frac{1}{x^2}
\end{bmatrix}, \quad \mathcal{M}_1[x, k]^{-1} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -\frac{k}{x} & 1
\end{bmatrix}
$$

(29)

and $\mathcal{M}_i[x, k]^{-1} = \mathcal{M}_0[x, k]^{-1} \oplus \frac{1}{x^2} \mathcal{J}_i$. Define $\mathcal{U}_i[x, k] = \mathcal{N}_i[x, k]^{-1}$. Then,

$$
\mathcal{U}_1[x, k] = \mathcal{J}_n, \mathcal{U}_2[x, k] = \mathcal{K}_n[x, k]^{-1} = \mathcal{J}_{n-3} \oplus \mathcal{M}_1[x, k]^{-1} = \mathcal{J}_{n-2} \oplus \begin{bmatrix}
1 & 0 \\
0 & \frac{1}{x^2}
\end{bmatrix}
$$

and

$$
\mathcal{U}_i[x, k] = \mathcal{N}_i[x, k]^{-1} = \mathcal{J}_{n-i} \oplus \mathcal{M}_{i-3}[x, k]^{-1}.
$$

Furthermore, we know that

$$
\mathcal{K}_n[x, k]^{-1} = \begin{bmatrix}
-F_{k, 1} & 0 & \ldots & 0 \\
-F_{k, 2} & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-F_{k, n} & x^{n-3} & \ldots & \frac{1}{x^2}
\end{bmatrix}
$$

(30)

Now, we can give the following corollary.

**Corollary 3.8.** For $n \geq 2$,

$$
\mathcal{R}_n[x, k]^{-1} = \mathcal{K}_n[x, k]^{-1} \mathcal{N}_{n-1}[x, k]^{-1} \ldots \mathcal{N}_2[x, k]^{-1} \mathcal{N}_1[x, k]^{-1}
$$

$$
= \mathcal{U}_n[x, k] \mathcal{U}_{n-1}[x, k] \ldots \mathcal{U}_2[x, k] \mathcal{U}_1[x, k]
$$

$$
= (\mathcal{J}_{n-2} \oplus \mathcal{K}_2[x, k])^{-1} \ldots (\mathcal{J}_1 \oplus \mathcal{K}_{n-1}[x, k])^{-1} \mathcal{K}_n[x, k]^{-1}.
$$

(31)

From Corollary 3.8, we have

$$
\mathcal{R}_n[x, k]^{-1} = \begin{bmatrix}
1 & 0 & 0 & \ldots & 0 \\
-\frac{k}{x} & 1 & 0 & \ldots & 0 \\
-\frac{1}{x^2} & -\frac{k}{x^3} & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & -\frac{1}{x^2n-4} & \frac{k}{x^{2n-3}} \\
\end{bmatrix}
$$

(32)

Now we define a generalized $k$–Fibonacci symmetric matrix $Q_n[x, k] = [q_{ij}]$ as, for $i, j = 1, 2, \ldots, n$,

$$
q_{ij} = q_{ji} = \begin{cases}
\sum_{m=1}^{i} F_{k,m} x^{2i-2}, & i = j, \\
q_{i,j-2} x^2 + k q_{i,j-1} x, & i + 1 \leq j,
\end{cases}
$$

(33)

where $q_{1,0} = 0$. Then we know that for $j \geq 1$, $q_{1j} = q_{j1} = F_{k,j} x^{j-1}$ and $q_{2j} = q_{j2} = F_{k,j+1} x^j$. 

**EARLY VIEW**
For example, \[ Q_4[x,k] = \begin{bmatrix} 1 & kx & (k^2 + 1)x^2 & k(k^2 + 2)x^3 \\ kx & (k^2 + 1)x^2 & k(k^2 + 2)x^3 & (k^4 + 3k^2 + 1)x^4 \\ (k^2 + 1)x^2 & k(k^2 + 2)x^3 & (k^4 + 3k^2 + 2)x^4 & k(k^2 + 2)^2x^5 \\ k(k^2 + 2)x^3 & (k^4 + 3k^2 + 1)x^4 & k(k^2 + 2)^2x^5 & (k^6 + 5k^4 + 7k^2 + 2)x^6 \end{bmatrix}. \]

From the definition of \( Q_n[x,k] \), we can give the following lemmas.

**Lemma 3.9.** For \( j \geq 3 \), \( q_{3j} = F_{kA} \left( F_{k,j-3} + \frac{F_{k,j-2}F_{k,3}}{k} \right) x^{j+1} \).

**Proof.** From Lemma 2.4, we know that \( q_{3,3} = \sum_{i=1}^3 F_{k,i}^2 x^4 = \left( F_{k,1}^2 + F_{k,2}^2 + F_{k,3}^2 \right) x^4 = \frac{F_{k,3}^2 F_{kA}}{k} x^4. \)
Therefore, for \( F_{k,0} = 0 \), \( q_{3,3} = F_{kA} \left( F_{k,0} + \frac{F_{k,1}F_{k,3}}{k} \right) x^4. \)

By induction, for \( j \geq 3 \), we find that \( q_{3j} = F_{kA} \left( F_{k,j-3} + \frac{F_{k,j-2}F_{k,3}}{k} \right) x^{j+1} \)

We know that \( q_{1,3} = F_{k,3} x^2 \) and \( q_{2,3} = F_{kA} x^3 \). Also, we know that \( q_{4,3} = q_{4,1} = F_{kA} x^3 \).

**Lemma 3.10.** For \( j \geq 4 \), \( q_{4j} = F_{kA} \left( F_{k,j-4} + F_{k,j-4}F_{k,3} + \frac{F_{k,j-2}F_{k,3}}{k} \right) x^{j+1} \).

Using Lemmas 3.9 and 3.10, we can obtain \( q_{5,1}, q_{5,3}, q_{5,3} \) and \( q_{6,4} \). So, we can give the next lemma.

**Lemma 3.11.** For \( j \geq 5 \), \( q_{5j} = \left( F_{k,j-5} + F_{k,3} + F_{k,5} + \frac{F_{k,j-2}F_{k,3}}{k} \right) x^{j+3} \).

**Proof.** As \( q_{5,5} = \frac{F_{k,2}F_{k,5}}{k} x^5 \), we have the desired lemma by induction.

**Lemma 3.12.** For \( j \geq i \geq 6 \), we have
\[
q_{ij} = \left( F_{k,j-i} + F_{k,3} + F_{k,5} + \frac{F_{k,j-i}F_{k,3}}{k} + \frac{F_{k,j-i}F_{k,5}}{k} + \cdots + F_{k,j-i} + \frac{F_{k,j-i}F_{k,i+1}}{k} \right) x^{i+j-2}. \tag{34}
\]

Now, we can give the following theorem as a consequence of Lemmas 3.9 – 3.12.

**Theorem 3.13.** For \( n \geq 1 \) a positive integer, we have
\[
U_n[x,k]U_{n-1}[x,k] \cdots U_1[x,k]Q_n[x,k] = \mathcal{H}_n[x,k] \tag{35}
\]
as well as the Cholesky factorization of \( Q_n[x,k] \) can be given by
\[
Q_n[x,k] = \mathcal{R}_n[x,k] \mathcal{H}_n[x,k]^T. \tag{36}
\]

**Proof.** From Corollary 3.8, we have \( \mathcal{R}_n[x,k]^{-1}Q_n[x,k] = \mathcal{H}_n[x,k]^T. \) Then the theorem holds.

Let \( V[x,k] = [v_{ij}] = \mathcal{R}_n[x,k]^{-1}Q_n[x,k]. \) From the definition of \( Q_n[x,k] \) and (32), \( v_{ij} = 0 \) for \( i + 1 \leq j \).

Now, we take into account the case \( j \geq i \). From Lemmas 3.9 – 3.12 and (32), we know that \( v_{ij} = h_{ji} \) for \( i \leq 5. \) We consider \( j \geq i \geq 6 \).

Then, using (32), we get
\[
v_{ij} = -\frac{1}{x^{2i-4}} q_{i-2,j} - \frac{k}{x^{2i-3}} q_{i-1,j} + \frac{1}{x^{2i-2}} q_{i,j}
= \frac{x^{i+j-2}}{x^{2i-2}} \left( F_{k,j-i} + F_{k,3} + F_{k,5} + F_{k,j-i}F_{k,5}F_{k,6} + \cdots + F_{k,j-i}F_{k,i-1} + F_{k,j-i}F_{k,i+1} \right)
\]
\[-\frac{x^{i+j-3}}{x^{2i-3}}(F_{k,j-i+1}F_{k,4}(1 + F_{k,3} + F_{k,5}) + F_{k,j-i+1}F_{k,5}F_{k,6} + \cdots + F_{k,j-i+1}F_{k,i-2}F_{k,i-1} + \frac{f_{k,j-i+2}F_{k,i-1}F_{k,i}}{k})\]

\[-\frac{x^{i+j-4}}{x^{2i-4}}(F_{k,j-i+2}F_{k,4}(1 + F_{k,3} + F_{k,5}) + F_{k,j-i+2}F_{k,5}F_{k,6} + \cdots + F_{k,j-i+2}F_{k,i-2}F_{k,i-1} + \frac{f_{k,j-i+3}F_{k,i-2}F_{k,i-1}}{k})\]

\[= x^{j-i}((F_{k,j-i} - kF_{k,j-i+1} - F_{k,j-i+2})F_{k,4}(1 + F_{k,3} + F_{k,5}) + (F_{k,j-i} - kF_{k,j-i+1} - F_{k,j-i+2})F_{k,5}F_{k,6} + \cdots + (F_{k,j-i} - kF_{k,j-i+1} - F_{k,j-i+2})F_{k,i-2}F_{k,i-1} + \frac{f_{k,j-i+3}F_{k,i-2}F_{k,i-1}}{k})\]

Since \(F_{k,j-i} - kF_{k,j-i+1} - F_{k,j-i+2} = -2kF_{k,j-i+1} - F_{k,j-i+1} - F_{k,j-i+2} = -\frac{2k^2 + 1}{k}\)
and \(F_{k,j-i} - kF_{k,j-i+1} = -kF_{k,j-i+1}\), we get

\[v_{ij} = F_{k,j-i+1}(-2kF_{k,4} - 2k(F_{k,3}F_{k,4} + F_{k,4}F_{k,5} + \cdots + F_{k,i-1}F_{k,i-2} + F_{k,i-2}F_{k,i-1}))\]

\[-\frac{1}{k}F_{k,i-2}F_{k,i-1} - kF_{k,i-1}F_{k,i} + \frac{f_{k,F_{k,i+1}}}{k}x^{j-i}.\] (37)

Since \(F_{k,4} = k(k^2 + 2)\) and using Lemma 2.5, we have

\[v_{ij} = F_{k,j-i+1}(-2k^2(k^2 + 2) - 2k(\frac{F_{k,2}(i-1) + 1}{2k} - k(k^2 + 2)) - \frac{1}{k}F_{k,i-2}F_{k,i-1} - kF_{k,i-1}F_{k,i} + \frac{f_{k,F_{k,i+1}}}{k}x^{j-i}\]

\[-kF_{k,i-1}F_{k,i} + \frac{f_{k,F_{k,i+1}}}{k}x^{j-i}\]

\[= F_{k,j-i+1}\left(1 - F_{k,2}(i-1) - F_{k,2}F_{k,i-1} + \frac{f_{k,F_{k,i+1}}}{k}\right)x^{j-i}.\] (38)

Hence \(\mathcal{V}[x, k] = \mathcal{R}_n[x, k]^T\) for \(1 \leq i, j \leq n\).

Thus \(R_n[x, k]^{-1}Q_n[x, k] = \mathcal{H}_n[x, k]^T\), that is, the Cholesky factorization of \(Q_n[x, k]\) is given by \(Q_n[x, k] = R_n[x, k]^T\mathcal{H}_n[x, k]^T\).

For example,

\[Q_4[x, k] = \begin{bmatrix}
1 & kx & (k^2 + 1)x^2 & k(k^2 + 2)x^3 \\
kx & (k^2 + 1)x^2 & k(k^2 + 2)x^3 & (k^4 + 3k^2 + 1)x^4 \\
(k^2 + 1)x^2 & k(k^2 + 2)x^3 & (k^4 + 3k^2 + 2)x^4 & k(k^2 + 2)x^5 \\
k(k^2 + 2)x^3 & (k^4 + 3k^2 + 1)x^4 & k(k^2 + 2)x^5 & (k^6 + 5k^4 + 7k^2 + 2)x^6
\end{bmatrix}\]
\[
\begin{pmatrix}
1 & 0 & 0 \\
kx & x^2 & 0 \\
(k^2 + 1)x^2 & kx^3 & x^4 \\
k(k^2 + 2)x^3 & (k^2 + 1)x^4 & kx^5 \\
\end{pmatrix}
\begin{pmatrix}
kx & (k^2 + 1)x^2 & k(k^2 + 2)x^3 \\
0 & 1 & kx \\
0 & 0 & 1 \\
0 & 0 & 0 \\
\end{pmatrix}
= \mathcal{R}_4[x, k] \mathcal{H}_4[x, k]^T.
\]

Since \( \mathcal{Q}_n[x, k]^{-1} = (\mathcal{H}_n[x, k]^T)^{-1} \mathcal{R}_n[x, k]^{-1} \), we have

\[
\mathcal{Q}_n[x, k]^{-1} =
\begin{pmatrix}
k^2 + 2 & 0 & -\frac{1}{x^5} & 0 & 0 & 0 & \cdots & 0 \\
0 & \frac{k^2 + 2}{x^2} & 0 & -\frac{1}{x^4} & 0 & 0 & \cdots & 0 \\
-\frac{1}{x^2} & 0 & \frac{k^2 + 2}{x^4} & 0 & -\frac{1}{x^6} & 0 & \cdots & 0 \\
0 & -\frac{1}{x^4} & 0 & \frac{k^2 + 2}{x^5} & 0 & -\frac{1}{x^8} & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & 0 & -\frac{1}{x^{2n-8}} & 0 & \frac{k^2 + 1}{x^{2n-6}} & 0 & \frac{1}{x^{2n-6}} \\
0 & \cdots & 0 & -\frac{1}{x^{2n-6}} & 0 & -\frac{1}{x^{2n-6}} & \cdots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{pmatrix}
\]

By virtue of Theorem 3.13, we give the following identity.

**Corollary 3.14.** Let \( F_{k,n} \) be the \( k \)–Fibonacci number. Then

\[
(F_{k,n} F_{k,n-m} + \cdots + F_{k,m+1} F_{k,1}) x^{2n-m-2} = \binom{k}{m} \binom{x^{2n-m-2}}{\xi(m) F_{k,m}} x^{2n-m-2}, \quad \text{if } n \text{ is odd}
\]

(41)

where \( \xi(m) = m - 2 \left\lfloor \frac{m}{2} \right\rfloor \) is a parity function, i.e., \( \xi(m) = 0 \) if \( m \) is even and \( \xi(m) = 1 \) if \( m \) is odd. In particular, if we multiply the \( i \)-th row of \( \mathcal{H}_n[x, k] \) and the \( i \)-th column of \( \mathcal{H}_n[x, k]^T \), we obtain Lemma 2.4. Moreover, Lemma 2.4 is the special case of Corollary 3.14 for \( m = 0 \).
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