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Highlights:

- A predicting model for the long-term epidemic trend of COVID-19 by using LSTM networks with rolling update mechanism is proposed.

- The 150-days ahead epidemic trend of COVID-19 in Russia, Peru and Iran are estimated by our proposed model. To the best of our knowledge, this study includes the widest time interval (150 days ahead) ever made by LSTM networks.

- The results provide that the epidemic of Peru will end in early December, and the number of positive cases per day in Russia and Iran is expected to fall below 2000 and 1000 by mid-November and early December, respectively.

- By introducing diffusion index, the effectiveness of preventive measures which have been taken by the government are analyzed.
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Abstract: The COVID-19 outbreak in late December 2019 is still spreading rapidly in many countries and regions around the world. It is thus urgent to predict the development and spread of the epidemic. In this paper, we have developed a forecasting model of COVID-19 by using a deep learning method with rolling update mechanism based on the epidemiical data provided by Johns Hopkins University. First, as traditional epidemiical models use the accumulative confirmed cases for training, it can only predict a rising trend of the epidemic and cannot predict when the epidemic will decline or end, an improved model is built based on long short-term memory (LSTM) with daily confirmed cases training set. Second, considering the existing forecasting model based on LSTM can only predict the epidemic trend within the next 30 days accurately, the rolling update mechanism is embedded with LSTM for long-term projections. Third, by introducing Diffusion Index (DI), the effectiveness of preventive measures like social isolation and lockdown on the spread of COVID-19 is analyzed in our novel research. The trends of the epidemic in 150 days ahead are modeled for Russia, Peru and Iran, three countries on different continents. Under our estimation, the current epidemic in Peru is predicted to continue until November 2020. The number of positive cases per day in Iran is expected to fall below 1000 by mid-November, with a gradual downward trend expected after several smaller peaks from July to September, while there will still be more than 2000 increase by early December in Russia. Moreover, our study highlights the importance of preventive measures which have been taken by the government, which shows that the strict controlment can significantly reduce the spread of COVID-19.
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1. Introduction

Since the start of 2020, the COVID-19 epidemic is sweeping the world, infecting more than 12 million people and 569,000 deaths in more than 100 countries, posing a huge threat to human health (Jacobsen, 2020). The world health organization (WHO) declared an international emergency on 31 January, 2020. Unlike normal influenza, COVID-19 has a high R0 value (the basic reproduction number, representing viral infectivity) of 3.25-3.4 (Li et al., 2020; Shao et al., 2020), characterized by strong human-to-human transmission through the
air, which means the outbreak is not easily controlled. As is shown in Fig. 1, breathing and close contact are the main channel of COVID-19 transmission, while controlling the source of infection, cutting off the route of transmission and protection of vulnerable groups are the key to prevent the spreading of COVID-19. As a result, many countries have adopted unprecedented nationwide interventions, such as keep social distance, a curfew, closure of schools and businesses, bans on travel and others to prevent the further spread of the epidemic (Kraemer et al., 2020; Ozaslan et al., 2020). Thanks to the huge efforts of the government and people, these measures have yielded initial results in many countries, and the epidemic trends in these countries are approaching the middle and late stage.

![Fig. 1. Transmission of COVID-19.](image)

**Fig. 1. Transmission of COVID-19.**

Given the severity of the outbreak, predicting when the epidemic will end is particularly important for the production and life of affected countries. Many scholars have made efforts in the fight against the epidemic, and a number of predictive models based on mathematical model, infectious disease model and machine learning model are designed to forecast the trend of COVID-19 (Wang et al., 2020; Zheng et al., 2020). Since COVID-19 is time series data with daily records, the application of a sequence network extraction pattern is strongly recommended. Mathematical and machine learning technics has been quite successful and widely used in time series prediction, such as electricity price prediction (Contreras et al., 2002), stock price prediction (Persio and Honchar, 2016) and air pollution forecast (Qi Zhang et al., 2020). Lately, time series prediction methods such as Auto-Regressive Integrated Moving Average (ARIMA), Nonlinear Autoregression Neural Network (NARNN) and Long-Short Term Memory (LSTM) approaches are used to model the prediction of epidemic diseases. According to the results of this survey (Kırbaş et al., 2020), LSTM was found the most accurate model.

However, there are some shortcomings in the existing LSTM prediction literatures. For example, in order to obtain the long-term prediction curve, Yang et al. (Yang et al., 2020) train the LSTM model based on the SARS data in 2003, since the time series data of SARS are complete. However, there are so many differences between SARS and COVID-19 in terms of
latency rate, latency period, mortality rate and how developed the world is at the time of the outbreak that simulations can be unreliable. Some scholars have also designed prediction models with LSTM, using the cumulative number of confirmed cases as training set to train the model, however, it can only predict the rising trend of the epidemic within the next 30 days, and cannot predict when the epidemic will decline or end (Azarafza et al., 2020; Chimmula and Zhang, 2020). Since the cumulative confirmed data shows an overall upward trend and is a non-smooth sequence (Fig. 5), the LSTM is not very applicable with it. That is why those who used LSTM to make predictions only made short-term predictions, as the long-term predictions would continue to grow and the cap value could not be estimated, which was obviously illogical.

To deal with the aforementioned limitations, this study focuses on the modelling of the daily confirmed number of cases (a smooth sequence) in COVID-19 infection by LSTM method. Moreover, traditional forecasting methods mostly use current data such as historical confirmed cases to build models, while the real-time update of data is not considered. However, the existing predictions could play a greater role in the accuracy of the next prediction. Therefore, the rolling update mechanism is applied in this study to constantly update the input data of the model with the current prediction results, as previous study dose in short-term load forecasting (Wang et al., 2019). To the best of our knowledge, this study includes the widest time interval (150 days ahead) ever made by LSTM networks. In order to predict the outbreak of integral curve, estimate DI and depict the evolution of the epidemic, experiments for Russia, Peru, and Iran are conducted in this paper. Modeling results show that under different policies in different continents, there is also a good fit between actually reported daily confirmed infections with our predicted ones. Our model can help public health providers and policy makers make the necessary arrangements to respond to the potential changes in COVID-19 trend. The experiments are based on a set of confirmed COVID-19 cases as of 7 July 2020.

The remainder of this paper is organized as follows. Section 2 introduces the data sources and proposes the framework of LSTM model with rolling update mechanism for COVID-19. Section 3 provides the experimental results and discussion based on the epidemic data of several typical countries in Asia, Europe and South America. The conclusion of this article is given in Section 4.

2. Methodology

2.1 Data description

In this study, we collected data on COVID-19 in country level from January 22, to July 7, 2020, based on real-time statistics from John Hopkins university. It is worth noting that the raw data were studied in the LSTM network through deep learning, and no change was caused to the infected database during the study. As of 10:33 PM on 7 July, 2020, a total of 11,662,574 COVID-19 cases have been reported worldwide, with 539,058 deaths and 6,336,160 survivors,
with an overall case fatality rate of 4.62%. The most updated epidemiological data of COVID-19 are provided by an ArcGIS platform published by Dong et al. (Dong et al., 2020).

2.2 LSTM based trend prediction model

In recent years, deep learning methods such as recurrent neural networks (RNNs) have been shown to be effective for prediction (Wang and Zhang, 2018). RNN is a neural network with a feedback structure whose inputs not only match the current, but also is related to the weight values of the network and the previous network structure, which automatically extracts relevant features from the training sample and combines the previous. The activation of a time step serves as an input to the current time step and the network self-connection. Because RNNs store a large amount of historical information in their internal state, they show great potential for data processing (Connor et al., 1994). However, the limitations are that there are problems of gradient disappearance and gradient explosion, and since RNNs can only remember part of the sequence, it is much less accurate than short sequences when performing on long sequences, resulting in reduced accuracy once the sequence is too long.

To address these limitations, The long short-term memory model (LSTM) was proposed by Hochreiter and Schmidhuber in 1997 (Hochreiter and Schmidhuber, 1997) and has improved and promoted by Alex Graves (Deutsch, 2012). LSTM is a special structural type of RNN model, which adds three control units (cells) of input, output, and forgetting gates, and as information enters the model, the cells in the LSTM will judge the information, and the information that conforms to the rules will be left behind and the information that does not conform will be forgotten, and this principle can solve the long sequence dependency problem in neural networks by improving the structure of the hidden layer. In many issues, LSTM has been quite successful and widely used, such as highway trajectory prediction (Altché and Arnaud, 2018), stock price prediction (Persio and Honchar, 2016) and air pollution forecast (Qi Zhang et al., 2020).

The structure of LSTM is illustrated in Fig. 2. Compared to traditional recurrent neural networks, which cannot handle long time series data due to their structure, LSTM networks introduce a number of gating structures, including forgetting gate, input gate and output gate. $C_t$, called cell state, functions roughly the same as $h_t$ in traditional neural networks.
Fig. 2. The structure of LSTM consists of forget gate, input gate and output gate. The role of the forget gate is to forget the information in the cell state selectively. The input gate is to determine what new information is stored in the cell state. Finally, the output gate determines what value we want to output.

The main role of the forget gate is to control whether to forget the hidden state of the previous layer with a certain probability or not, which can be expressed as follows:

\[
f_t = \sigma(W_f h_{t-1} + U_f x_t + b_f)
\]

where \(f_t\) ranges from 0 to 1 due to it is a hidden state with a certain probability of passing the previous level, and \(W_f\) is the weight of the network. Therefore, the activation function chooses Sigmoid function. When the current new information is received, the new input information is formed by adding part of the information at a certain probability. The function of the input gate in gated structure is to filter the current input information and determine how much of the current information is added to the current cell state. The calculation formula is as follows:

\[
i_t = \sigma(W_i h_{t-1} + U_i x_t + b_i)
\]

\[
\tilde{C}_t = \text{tanh}(W_C h_{t-1} + U_C x_t + b_C)
\]

Since the input gate also filters input information with a certain probability, the value of \(i_t\) here is also between 0 and 1. The activation function selects Sigmoid function, and when receiving new information, it can updates to the new cell state by multiplying \(x_t\) and \(\tilde{C}_t\). The forget gate and the input gate change the current cell state \(C_t\) by probabilistic selection of the previous moment and current information. The process of cell state updating from the original \(C_{t-1}\) to the current \(C_t\) can be expressed by the follows:

\[
C_t = C_{t-1} \bigcirc f_t + i_t \bigcirc \tilde{C}_t
\]

where \(\bigcirc\) is the Hadamard product of a matrix (the product of the elements in the same position of two matrices). The new cell state is an update of the current cell state from the filtered content of the new information at that time plus the information from the old cell state, which is transmitted with a certain probability. The output gate extracts information from the current cell state, and the extracted information is used to produce the hidden state \(h_t\), which can be written as follows:
\[
o_t = \sigma(W_oh_{t-1} + U_ox_t + b_o) \tag{5}
\]
\[
h_t = o_t \odot \tanh(C_t) \tag{6}
\]

The value of \( o_t \) in Eq. (5) ranges from 0 to 1, so Sigmoid function is selected to update the cell state to determine what will be left and lost, and then input the cell state into the \( \tanh \) function for calculation, and finally leave the part of information we want. By combining the above expressions, it can be obtained that:
\[
h_t = o_t \odot \tanh(C_{t-1} \odot f_t + i_t \odot \tanh(W_C h_{t-1} + U_C x_t + b_C)) \tag{7}
\]
\[
C_t = C_{t-1} \odot f_t + i_t \odot \bar{C}_t \tag{8}
\]

As is derived from the formula we can see that the size of the \( h_t \) by the current state of cells on \( C_t \) and moment hidden state information contained in the combined impact of \( h_{t-1} \) and \( W_C \) has no effect on the current state of the cells in the calculation. Therefore, we can conclude that in the circulation of traditional neural network inside the \( W_C \) gradient is the main reason for the gradient disappearance, and here in LSTM, when the forgot gate \( f_t \) is opened, the gradient \( C_t \) can be effectively passed to the a moment of cell state \( C_{t-1} \). Therefore, improving the traditional neural network by joining gate structure, can reduce the problems occurred in the training process of gradient disappeared.

### 2.3 Rolling update mechanism for COVID-19 outbreaks and parameter settings

In order to achieve long term prediction of COVID-19 outbreaks, a rolling update mechanism is adopted in this study. The rolling update mechanism is to update the training sample sequence according to the current prediction results at every moment so as to train the model. The so-called rolling optimization is to optimize the rolling feedback correction control in a limited time by using the predictive model and historical data to train the output model of the future moment iteratively. The learning process of LSTM based on update mechanism for COVID-19 outbreaks is depicted in Fig. 3.
There are several parameters in our study. The time step of input sequence is set to 3, which means the number of new cases in the following day is projected by the confirmed cases in the last three days. The number of hidden neuron units is set to 50, through which the hidden layer receives the data from the input layer. Our model selects the Adam optimizer, batch size of one and training for 500 rounds. To find the direction of gradient descent and estimate the error between true value and predict value, we apply Mean Square Error (MSE) as loss function, which can be calculated as follows:

\[
MSE = \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{n}
\]  

(9)

3. Results and discussion

In this section, experiments are performed to analyze the effectiveness of our proposed model for predicting the curve of COVID-19 in Russia, Peru, and Iran. The epidemiological data we collected here is from January 22, 2020 to July 7, 2020, which have been used with Google Colaboratory environment.
3.1 Epidemic progression in Russia, Peru, and Iran

We study these three countries as they are among the top three states in Europe, South America and Asia in terms of the number of new confirmed cases per day. Because different continents implement different policies, the training of model in different continents can verify and analyze the robustness of our model better. Another reason is that the daily number of new infections in these countries is not monotone increasing trend, but both the increase also has a downward trend, which means the daily new infections in these countries curve is no longer a non-smooth sequence. Therefore, it is conducive to the construction of our models and the increase of robustness to predict when the epidemic will end.

We have a rolling forecast of the number of new cases per day for the next 150 days in these three countries. The LSTM model predicts that although the outbreak in Russia has been under control recently and is on a downward trend, the number of new cases per day in Russia will still be more than 2000 by early December (Fig. 4 (a)). This may be because the outbreak in Russia has grown beyond a certain scale, and it is difficult to fully control or return to the previous level.

Furthermore, the modeling study shows that initial victory in the fight against the epidemic has been achieved in Peru because of the effective measures have taken by the government, and the number of new confirmed COVID-19 cases per day is waning. Our model estimates that starting in mid-august, the daily confirmed cases in Peru will be less than 1000, from then on into a long tail die model (Fig. 4 (b)). At the end of November and early December the outbreak will be fully controlled.

The model also indicates that the COVID-19 outbreak in Iran, which took strict measures in March and achieved results a month later, has rebounded in recent days after easing restrictions. The Iranian government announced that strict control of the outbreak has been restored since 5 July. Assuming that this control measure is as effective as previous ones, we have modeled how the outbreak will develop, and the results show that Iran, like Russia, still has a long way to go in combating COVID-19. The number of new positive cases per day in Iran is expected to fall below 1000 by mid-November, with a gradual downward trend expected after several smaller peaks from July to September, which is mapped in Fig. 4 (c). We then plotted the number of daily new cases derived from LSTM and the actual reported data for these three countries. There was a remarkable fit between the actual number of new confirmed cases and the LSTM-predicted curve between January 22 and the July 7.

In Fig. 5, we plot confirmed COVID-19 cases and forecasted total cases in Russia, Peru and Iran over time. As can be seen from the figure, the cumulative number of confirmed cases in Peru will peak within 2020. Although the growth rate of Russia and Iran has slowed down, the cumulative number of cases is expected to show a linear trend. The above results provide that the epidemic of Peru will peak on early December, resulting in 398,991 total infections. We also predicted the epidemic size of Russia will reach 1,343,751 after 150 days, and the accumulative confirmed cases in Iran will be greater than 470 thousand by early December according to the results of our model. We plotted the actual reported values and the
projections in a single line to depict the full curve of COVID-19. The results found that there is overall a good fit between our estimated and official data.

It is a challenging task to forecast the spread of outbreaks based on small data sets, limited by the small data available, from which much data and law cannot be deciphered if the initial data is almost a flat curve. In our experiment, we selected countries with a downward trend in the number of new confirmed cases per day, so as to learn more about the overall pattern of epidemic transmission. In this way, our forecast results have both several small peaks and a trend of continuous decline, which is more in line with the national conditions of the predicted countries.
Fig. 4. The number of daily increased cases predicted by LSTM with rolling update mechanism for Russia (a), Peru (b) and Iran (c). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 5. The number of total confirmed cases predicted by LSTM with rolling update mechanism for Russia (a), Peru (b) and Iran (c).

For these data-driven projections, the data has been taken up to July 7, 2020. The comparison has also been made for total positive reported cases with predicted cases by our proposed method from July 8, to July 11, 2020 as shown in Table 1.
Table 1. Comparison of reported and predicted daily confirmed cases.

| Country | Date    | Reported data | Predict data | Error (%) |
|---------|---------|---------------|--------------|-----------|
| Russia  | 8th July| 6562          | 6517         | -0.69     |
|         | 9th July| 6509          | 6482         | -0.41     |
|         | 10th July| 6635          | 6440         | -2.94     |
|         | 11th July| 6611          | 6501         | -1.66     |
| Peru    | 8th July| 3575          | 3483         | -2.57     |
|         | 9th July| 3633          | 3832         | 5.48      |
|         | 10th July| 3537          | 3084         | -12.81    |
|         | 11th July| 3198          | 3118         | -2.50     |
| Iran    | 8th July| 2691          | 2571         | -4.46     |
|         | 9th July| 2079          | 2152         | 3.51      |
|         | 10th July| 2262          | 2334         | 3.18      |
|         | 11th July| 2397          | 2325         | -3.00     |

3.2 Effects of measures adopted to prevent the spread of COVID-19

Our study highlights the importance of disease control measures. Strict control can significantly release the spread of the epidemic, while relax control is likely to lead to the outbreak of epidemic rebound or secondary explosion. In order to describe the trend in epidemic control, we define the increase in the number of new confirmed cases on that day relative to the number of existing cases on the previous day as Diffusion Index (DI) and mapped DI dot line for each country (Fig. 6). After the first case of COVID-19 was reported by Russia, strict control measures have been implemented in early March, including travel ban, home office, etc., resulting the DI fell to 0.06 from 0.88 within a month. However, in order to resume normal production and life, the Russian government announced the end of national vacation and began to remove restrictions since May, the DI tends to a little rebound. Therefore, it is an important challenge for the affected countries to strike a balance between reasonable prevention and control of the epidemic and recovery of production and life.

The DI curves for Peru and Iran also signify that control measures taken in early March were effective, leading to an overall decline in the rate of growth around mid-May. In addition, our model predicts that after July, the DI of these three countries will not exceed 0.03, which means that the government and the public have had sufficient understanding of COVID-19, the epidemic prevention policy will remain strict, and the daily epidemic prevention of the public will become normal. People should continue to cooperate with the prevention and control of the epidemic, so as to bring an early end to the epidemic.
Fig. 6. The diffusion index in Russia (a), Peru(b) and Iran(c). The dotted red line represents the time of the government’s announcement for strict control.

While more data is needed to make more detailed predictions, these models can help predict future confirmed cases if the spread of the virus does not change more than expected. It is well known that this is a new virus with severe transmission capacity. This feature may affect all of our projections, but as far as we know at the time of writing, the proposed model has proven to be effective.

4. Conclusion and future work

In view of the global COVID-19 pandemic, this study focuses on modeling the long-term epidemic trend of COVID-19 by using LSTM networks and rolling update mechanism by feeding new forecasting results into model training for next iteration for Russia, Peru and Iran. By estimating the number of daily increased cases, the full curve of total confirmed cases in next 150 days is thus derived. Then, we introduce DI to evaluate the effectiveness of preventive measures implemented by the government. The above results provide that the epidemic of Peru will peak on early December, resulting in 398,991 total infections. The number of positive cases per day in Iran is expected to fall below 1000 by mid-November, with a gradual downward trend expected after several smaller peaks from July to September, while there will still be more than 2000 increase by early December in Russia. Moreover, our study highlights the importance of preventive measures that have been taken by each government, which shows that the strict controlment can significantly reduce the spread of COVID-19.
Our study, as with all other modeling researches, has several assumptions and limitations. For example, as is shown in Section 3, all of our experiments are based on the assumption that the present policies will not change in 150 days and people will cooperate with the preventive measures, while there may be fluctuation or rebound in the real world due to the change of government policies and the degree of public cooperation. Aside from policy changes, the impact of imported cases and the spatial influence between countries are not taken into account in our model.

To deal with the aforementioned limitations, the following two aspects are worthy for future study. First, considering that intervention and control measures and people's attitude towards the epidemic are closely related to the spread of the virus, Natural Language Processing (NLP) technology can be used to extract semantic features from news reports related to people's awareness of epidemic prevention and control measures, which could be embedded with LSTM to realize dynamic prediction of epidemic trend under real-time status according to the actual situation. Second, the spatio-temporal residual network can be used to predict the number of imported cases in each region of the country and to model the spatial characteristics of epidemic trends to forecast the trend of the epidemic under the influence of imported cases from other countries.

In summary, based on our proposed model, the rolling update mechanism with LSTM is embedded for long-term projections. The forecasting results of the model are highly consistent with reported daily positive cases, which demonstrate that the proposed method can accurately analyze the trend of epidemic. The effects of preventive measures, such as social isolation and isolation, have also been observed in this article, suggesting that the spread of the virus can be significantly reduced through these preventive measures. Modelling analysis of COVID-19 outbreaks may help national health agencies to develop response plans. To the best of our knowledge, in this study includes the widest time interval ever made based LSTM networks.
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