Quantum field theory with dynamical boundary conditions and the Casimir effect: coherent states
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Abstract

We have studied in a previous work the quantization of a mixed bulk-boundary system describing the coupled dynamics between a bulk quantum field confined to a spacetime with finite space slice and with timelike boundary, and a boundary observable defined on the boundary. Our bulk system is a quantum field in a spacetime with timelike boundary and a dynamical boundary condition—the boundary observable’s equation of motion. Owing to important physical motivations, in such previous work we have computed the renormalized local state polarization and local Casimir energy for both the bulk quantum field and the boundary observable in the ground state and in a Gibbs state at finite, positive temperature. In this work, we introduce an appropriate notion of coherent and thermal coherent states for this mixed bulk-boundary system, and extend our previous study of the renormalized local state polarization and local Casimir energy to coherent and thermal coherent states. We also present numerical results for the integrated Casimir energy and for the Casimir force.
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1. Introduction

In a previous work [18] we have studied the quantization in the ground state and at finite, positive temperature of a system describing the coupled dynamics between a bulk scalar field, confined to a region with timelike boundary, and a boundary observable, whose dynamics prescribes dynamical boundary conditions for the bulk field, equation (2.1) below. While the system can be seen as a coupled one, it is linear and the quantization can be carried out exactly. One of the main goals of [18] was to study the local Casimir effect for this system, owing to the fact that dynamical boundary conditions are relevant for the modelling of the realistic setup of experiments verifying the Casimir effect [13, 35]. In addition, the study of (classical and quantum) systems with dynamical boundary conditions has several interesting motivations that are discussed in the introduction of [18], both in mathematics (see e.g. [5, 16, 26, 28, 31, 32, 34] and references therein) and physics (see e.g. [3, 4, 9, 13, 14, 19, 27, 29, 35, 36]).

The purpose of this paper—which can be seen as a part II to [18]—is to extend the analysis of [18] and study the Casimir effect in coherent states. In order to do so, we shall make use of some of the main results in [18], but we are also required to study some aspects of the dynamics of the classical theory from which the quantum theory is defined upon quantization. This is understandable, as our intuition dictates that coherent states in quantum theory are the most ‘classical’ states, in the sense that they are minimum-uncertainty states [17], and also because they can be seen as ‘peaked’ around classical configurations.

In this paper, we also explore numerically the integrated Casimir energy and the Casimir force in particular examples, with the aim of illustrating how this quantity can be obtained from our analytical results with the aid of numerical techniques.

The organization of this paper is as follows. In section 2 we review the mixed bulk-boundary system that we have studied in [18], both at the classical and quantum levels. In section 3 we introduce coherent states for the quantum theory and briefly discuss how to obtain the local Casimir energy in coherent and thermal coherent states in terms of the local Casimir energy in the ground and finite-temperature states plus a classical contribution related to the energy of the classical solution around which the coherent state is peaked. In section 4 we apply the results of section 3 to the system presented in section 2, and obtain the renormalized local state polarizations and local Casimir energies for the bulk quantum field and the boundary observable in coherent states both at zero and finite temperature. For coherent states at zero temperature the main results for the renormalized local state polarization appear in equations (4.9) and (4.29), and for the local Casimir energy at (4.19) and (4.33). For coherent states at positive temperature the main results for the renormalized local state polarization are given in equations (4.11) and (4.30), and for the local Casimir energy at (4.20) and (4.34). In section 5 we explore numerically the integrated Casimir energy and the Casimir force in the ground state and for thermal states, and discuss the modification to the integrated Casimir energy and the Casimir force for coherent states at zero and positive temperature. Section 6 contains some structural results of our mixed bulk-boundary theory. We prove that our theory has a unique causal propagator, that gives the commutation relations of the quantum fields, and that it also has unique advanced and retarded Green’s operators. Our final remarks appear in section 7. We make use of the main results of [18], which appear in appendix A.

In this paper we consider the Casimir effect in the interval $[0, \ell]$ and we assume that our system is well isolated so that we do not have to take into account the exterior of our system. The study of the Casimir effect in a domain in space, without taking into consideration the exterior of the domain has been extensively considered in the literature. See, for example, [6, 15, 23].
2. Quantum field theory with dynamical boundary conditions: a review

In [18] we have studied a mixed bulk-boundary system on the interval \([0, \ell]\) in flat spacetime that describes the coupled dynamics between a bulk scalar field confined to the region inside the interval and a boundary observable. The dynamics of the boundary observable prescribes the boundary conditions for the bulk field at the right end of the interval.

In [18] a particular interest has been to study the Casimir effect, owing in good measure to the relevance of these boundary conditions in realistic experimental settings [13, 35]. In particular, we have obtained the renormalized local state polarization (the expectation value of the square of the bulk quantum field and the boundary observable) and the local Casimir energy for the bulk quantum field and the boundary observable in the ground state of the theory and at finite temperature \(T = 1/\beta > 0\).

Let us begin by reviewing the studied system and results obtained in [18]. Consider a scalar field, \(\phi : \mathbb{R} \times [0, \ell] \rightarrow \mathbb{R}\), obeying the dynamical equation, with \(\ell > 0\).

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left[ \partial_t^2 - \partial_z^2 + m^2 + V(z) \right] \phi(t, z) = 0, \quad t \in \mathbb{R}, \quad z \in (0, \ell), \\
\cos \alpha \phi(t, 0) + \sin \alpha \partial_z \phi(t, 0) = 0, \quad \alpha \in [0, \pi), \\
\left[ \beta_1^2 \partial_t^2 - \beta_1 \right] \phi(t, \ell) = -\beta_2 \partial_z \phi(t, \ell) + \beta_2^2 \partial_z^2 \phi(t, \ell),
\end{array} \right.
\end{aligned}
\]

(2.1)

where \(V(z)\) is a potential, a real valued continuous function defined for \(z \in [0, \ell]\), \(m^2 \geq 0\) is a mass term, and \(\beta_1, \beta_2, \beta_1', \beta_2'\) are real parameters with the following interpretation: \(\beta_1'\) is the square of an inverse velocity, or minus the square of an inverse velocity, \(-\beta_1\) is a mass or a constant potential term and \(\beta_2\), and \(\beta_2'\) are coupling parameters to external sources for the boundary dynamical observable \(\phi_0(t) := \phi(t, \ell)\). We require that the determinant \(\rho := \beta_1'\beta_2 - \beta_1\beta_2' > 0\). Subject to initial data at \(t = 0\), the system (2.1) defines the dynamical interaction between a bulk field, \(\phi(t, z)\) with \(0 < z < \ell\), subject to a boundary condition in the Dirichlet or Robin class at \(z = 0\), and a boundary observable \(\phi_0(t) := \phi(t, \ell)\). If we consider solutions of the form \(\phi(t, z) = e^{-i\omega t}\phi(z)\), (2.1) becomes a boundary eigenvalue problem

\[
\begin{aligned}
\left\{ \begin{array}{l}
\left[ -\partial_t^2 + m^2 + V(z) \right] \varphi(z) = \omega^2 \varphi(z), \quad z \in (0, \ell), \\
\cos \alpha \varphi(0) + \sin \alpha \partial_z \varphi(0) = 0, \quad \alpha \in [0, \pi), \\
- [\beta_1 \varphi(\ell) - \beta_2 \partial_z \varphi(\ell)] = \omega^2 \left[ \beta_1' \varphi(\ell) - \beta_2' \partial_z \varphi(\ell) \right],
\end{array} \right.
\end{aligned}
\]

(2.2)

with eigenvalue \(\lambda = \omega^2\). In this type of problems, the natural Hilbert space of initial data is not \(L^2((0, \ell))\), but some extended Hilbert space, \(\mathcal{H}\), which includes the boundary observable, and is given by

\[
\mathcal{H} := L^2((0, \ell)) \oplus \mathbb{C},
\]

(2.3)

where \(\mathbb{C}\) denotes the complex numbers, with the inner product

\[
(\varphi, \chi)_{\mathcal{H}} := \int_0^\ell dz \overline{\varphi(z)} \chi(z) + \rho^{-1} \overline{\varphi} \chi_2,
\]

(2.4)

for \(\varphi = (\varphi_1, \varphi_2)^T, \chi = (\chi_1, \chi_2)^T \in \mathcal{H}\). We remind the reader that \(\rho > 0\). The problem (2.1) and (2.2) can be cast in the form of an abstract Klein–Gordon equation by introducing the linear operator \(A\) in \(\mathcal{H}\) as in [16, 34],

\[
\varphi \in D(A) \mapsto A\varphi := \left( \left[ -\partial_t^2 + m^2 + V(z) \right] \varphi_1(z) - [\beta_1 \varphi_1(\ell) - \beta_2 \partial_z \varphi_1(\ell)] \right),
\]

(2.5)
defined on the domain
\[ D(A) = \left\{ \varphi = \begin{pmatrix} \varphi_1 \\ \varphi_2 \end{pmatrix} \in \mathcal{H} \colon \varphi_1, \partial_z \varphi_1 \text{ are absolutely continuous in } [0, \ell], \, \partial_z^2 \varphi_1 \in L^2((0, \ell)), \right. \]
\[ \cos \alpha \varphi_1(0) + \sin \alpha \partial_z \varphi_1(0) = 0, \, \varphi_2 = \beta_1 \varphi_1(\ell) - \beta_2 \partial_z \varphi_1(\ell) \} \right\}. \tag{2.6} \]

It is shown in [16] that for \( V \) continuous in \([0, \ell]\), the operator \( A \) is densely defined and self-adjoint and has discrete spectrum with multiplicity one eigenvalues that accumulate at \(+\infty\).

Problem (2.2) can be written as
\[ A \varphi = \omega^2 \varphi, \, \varphi \in D(A), \tag{2.7} \]
and the dynamical system (2.1) can be formulated as the abstract Klein–Gordon equation
\[ \partial^2_t \varphi(t, z) + A \varphi(t, z) = 0, \, \varphi(t, z) \in D(A). \tag{2.8} \]

The following proposition [18, proposition 1] gives sufficient conditions for the positivity of \( A \), which allows for canonical quantization to be carried out in the standard way.

**Proposition 1.** Suppose that the determinant \( \rho \) is positive, that \( m^2 + V(x) \geq 0, x \in [0, \ell], \)
that \( \beta_2 \neq 0, \) and that either \( \alpha = 0, \) or \( \frac{\pi}{2} \leq \alpha < \pi. \) Further, assume.

(a) If \( \beta_2 > 0, \) then, \( \beta_1 \geq 0, \beta_2 < 0, \) and \( \beta_1' < 0. \)
(b) If \( \beta_2 < 0, \) then, \( \beta_1 \leq 0, \beta_2 > 0, \) and \( \beta_1' > 0. \)

Under these conditions the eigenvalues of \( A \) are all positive, and denoting by \( \omega^2_1 \) the smallest eigenvalue, \( A \geq \omega^2_1 > 0. \)

If \( A > 0, \) in particular if the conditions of proposition 1 hold, the solutions to the abstract Klein–Gordon equation (2.8) take the form
\[ \phi(t) = \cos(t\omega^{1/2})f + \frac{\sin(t\omega^{1/2})}{A^{1/2}}p, \tag{2.9} \]
for initial conditions
\[ \begin{cases} \varphi(0, z) = f(z), \\ \partial_t \varphi(0, z) = p(z). \end{cases} \tag{2.10} \]

If \( f \in D(A) \) and \( p \in D(A^{1/2}) \), then (2.9) defines a strong solution. More generally, for \( f, p \in \mathcal{H}, \) (2.9) defines a weak solution to (2.8). We can write the solutions (2.9) explicitly in terms of a complete set of orthonormal eigenfunctions of the self-adjoint operator \( A, \) \( \{\Psi_n\}_n^{\infty}, \)

as
\[ \phi(t, z) = \sum_{n=1}^{\infty} \Psi_n(z) \left[ (\Psi_n, f)_H \cos(\omega_n t) + (\Psi_n, p)_H \frac{\sin(\omega_n t)}{\omega_n} \right], \tag{2.11} \]
where \( \omega^2_n \) is the eigenvalue for the eigenfunction \( \Psi_n, n = 1, 2, \ldots \). The series in (2.11) converges in the norm of \( \mathcal{H}. \) Note that since the operator \( A \) is real we can take the eigenfunctions \( \{\Psi_n\}_n^{\infty} \) with real valued components, and we will always do so below.
The theory above described can be quantized in a canonical sense. We have as the one-particle Hilbert space $\ell^2(N)$, which consists of complex-valued, square-summable sequences, $\{a_n\}_{n=1}^\infty$, with the scalar product,
\[
\left\langle \{\alpha_n\}_{n=1}^\infty, \{\beta_n\}_{n=1}^\infty \right\rangle_{\ell^2(N)} := \sum_{n=1}^\infty \alpha_n^* \beta_n,
\]
from which the bosonic Fock space [1] of the theory can be constructed,
\[
\mathcal{H} = \mathbb{C} \otimes \bigoplus_{n=1}^\infty (\otimes_n^\infty \ell^2(N)),
\]
where $\otimes_n^\infty \ell^2(N)$ denotes the symmetric tensor product of $n$ copies of $\ell^2(N)$, $n = 1, \ldots$ [1]. The ground state of the theory,
\[
\Omega_i := (1, 0, 0, \ldots) \in \mathcal{H},
\]
describes a system at zero temperature. The quantum fields are operators on $\mathcal{H}$ given by
\[
\hat{\Phi}(t, z) = \sum_{n=1}^\infty \frac{1}{(2\omega_n)^{1/2}} \left( e^{-i\omega_n t} \Psi_n(z) a_n + e^{i\omega_n t} \Psi_n(z) a_n^\dagger \right).
\]
Here, $a_n$ and $a_n^\dagger$ are annihilation and creation operators on Fock space, which satisfy the usual canonical commutation relations, $[a_n, a_n^\dagger] = \delta_{n',n}$, $[a_n, a_{n'}] = 0$, $[a_n^\dagger, a_{n'}] = 0$ and the $\{\Psi_n\}_{n=1}^\infty$ form a complete set of orthonormal eigenfunctions of the self-adjoint operator $A$, defined in (2.5) and (2.6), with eigenvalues $\omega_n^2$, which can be written as [16]
\[
\Psi_n(z) = \left( \frac{\psi_n(z)}{\beta_1 \psi_n(t) - \beta_2 \partial \psi_n(t)} \right).
\]

For a Dirichlet boundary condition at $z = 0$, the eigenfunctions (2.16) take the form (4.2), while for a Robin boundary condition at $z = 0$ one has (4.22).

In [18] we have studied the Casimir effect for the system that we have just described at zero and at finite positive temperature. Both the renormalized local state polarization and the local Casimir energy can be obtained by using a point-splitting and Hadamard renormalisation prescription. In each case, a renormalized local state polarization and Casimir energy can be associated to the bulk field and also to the boundary observable. At zero temperature, we have used the two-point Wightman function in the ground state, $\Omega_i$, given by\(^3\)
\[
\langle \Omega_i | \hat{\Phi}(t, z) \hat{\Phi}(t', z') \Omega_i \rangle \rightarrow \sum_{n=1}^\infty \frac{1}{2\omega_n} e^{-i\omega_n (t-t')} \Psi_n(z) \otimes \Psi_n(z'),
\]
while at positive temperature $T := 1/\beta > 0$ we use the Gibbs state with the two-point function
\[
\langle \hat{\Phi}(t, z) \hat{\Phi}(t', z') \rangle_{\beta} = \sum_{n=1}^\infty \frac{1}{2\omega_n} \frac{\Psi_n(z) \otimes \Psi_n(z')}{1 - e^{-\beta \omega_n}} \times \left( e^{i\omega_n (t-t')} + e^{-\beta \omega_n} e^{i\omega_n (t-t')} \right).
\]

\(^3\)Equation (2.17) does indeed define a ground state since the interval $[0, t]$ is compact. For a theory with non-compact constant-time surfaces a strict ground state, which respects the isometries of the theory, may not be available; this is the situation for Robin boundary conditions in AdS spacetime [7, 30].
The two-point Wightman functions (2.17) and (2.18) have four tensor-product components with bulk–bulk and boundary–boundary Wightman functions in the diagonal. We have defined in [18] the bulk renormalized local state polarization and local Casimir energy using the bulk–bulk Wightman function and the boundary counterparts using the boundary–boundary Wightman function. The main results of [18] appear in appendix A.

3. Coherent states and the Casimir effect

It is common folklore that coherent states describe classical-like configurations of quantum fields. Perhaps less known is the fact that for a Klein–Gordon field the stress–energy tensor in a coherent state has the form of a classical term plus a quantum contribution in globally hyperbolic spacetimes. To the best of our knowledge, in the quantum field theory literature this is mentioned in note 10 of [20, section 8] (or note x in the arXiv version). As we shall see, in our case of interest with timelike boundaries this continues to be the case.

Throughout this section we shall work on the concrete representation of section 2, but a large part of the discussion can be generalised directly to the algebraic framework, and holds for quantum field theories in spacetimes with timelike boundaries in general, provided that large part of the discussion can be generalised directly to the algebraic framework, and holds for quantum fields. Perhaps less known is the fact that for a Klein–Gordon field the stress–energy tensor in a coherent state has the form of a classical term plus a quantum contribution in globally hyperbolic spacetimes. To the best of our knowledge, in the quantum field theory literature this is mentioned in note 10 of [20, section 8] (or note x in the arXiv version). As we shall see, in our case of interest with timelike boundaries this continues to be the case.

To define the coherent states we briefly discuss the Segal quantum field operators, following [1]. For any \( \{ \alpha_n \}_{n=1}^{\infty} \in \ell^2(\mathbb{N}) \), we denote by, \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}) \), \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star \), respectively, the bosonic creation and annihilation operators over \( \mathcal{H} \) as defined in section 7 of chapter 5 of [1]. Note that \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}) \), and \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star \), are densely defined and closed and that they are adjoint of each other, \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star = \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star \), where for any densely defined operator, \( B \in \mathcal{H} \) we denote by \( B^\star \) the adjoint of \( B \). Let \( \mathcal{F}_{b,0} \) be the subset of \( \mathcal{H} \) consisting of all vectors in \( \mathcal{H} \) with only a finite number of components different from zero, i.e. of all finite particle vectors. It is proven in proposition 5.5 in page 215 of [1] that \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}) \) and \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star \) send \( \mathcal{F}_{b,0} \) into \( \mathcal{F}_{b,0} \), and, moreover, that \( \mathcal{F}_{b,0} \) is a core for \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}) \), and \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star \). Further, it is proven in theorem 5.13, in page 218 of [1] that the following commutation relations hold,

\[
[\mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}), \mathcal{A}(\{ \beta_n \}_{n=1}^{\infty})^\star] = (\{ \alpha_n \}_{n=1}^{\infty}, \{ \beta_n \}_{n=1}^{\infty})_{\ell^2(\mathbb{N})},
\]

\[
[\mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}), \mathcal{A}(\{ \beta_n \}_{n=1}^{\infty})] = [\mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star, \mathcal{A}(\{ \beta_n \}_{n=1}^{\infty})^\star] = 0,
\]

on \( \mathcal{F}_{b,0} \).

Observe, moreover, that

\[
\mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})\Omega = 0, \quad \{ \alpha_n \}_{n=1}^{\infty} \in \ell^2(\mathbb{N}).
\]

The creation and annihilation operators that we introduced in (2.15) satisfy,

\[
a_\# := \mathcal{A}(e_n), \quad a_n := \mathcal{A}(e_n), \quad n = 1, \ldots,
\]

where \( e_n \) is the unit vector in \( \ell^2(\mathbb{N}) \) that has component equal one at the place \( n \) and all the other components equal to zero.

The operator \( \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}) + \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star \), with domain \( \mathcal{F}_{b,0} \), is symmetric and densely defined. The Segal quantum field operator is defined as its closure,

\[
\Phi_S(\{ \alpha_n \}_{n=1}^{\infty}) := \frac{1}{\sqrt{2}} \frac{\mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty}) + \mathcal{A}(\{ \alpha_n \}_{n=1}^{\infty})^\star}{\sqrt{2}}.
\]
where the factor $\frac{1}{\sqrt{2}}$ is added for convenience. It is proven in proposition 5.14 in page 243 of [1] that $\Phi_S(\{\alpha_n\}_{n=1}^\infty)$ leaves $F_{b,0}$ invariant, and that the following commutation relation holds in $F_{b,0}$.

$$[\Phi_S(\{\alpha_n\}_{n=1}^\infty), \Phi_S(\{\beta_n\}_{n=1}^\infty)] = i \text{Im}(\{\alpha_n\}_{n=1}^\infty, \{\beta_n\}_{n=1}^\infty)\ell_2(N), \quad (3.6)$$

for $\{\alpha_n\}_{n=1}^\infty, \{\beta_n\}_{n=1}^\infty \in \ell^2(N)$. Further, in theorem 5.22 in page 244 of [1] it is proven that $\Phi_S(\{\alpha_n\}_{n=1}^\infty)$ is self-adjoint for all $\{\alpha_n\}_{n=1}^\infty \in \ell^2(N)$.

As test functions we take the set $C_{0,\mathbb{R}}(\mathbb{R}, \mathcal{H})$, of all continuous functions from $\mathbb{R}$ into $\mathcal{H}$ that have compact support in $\mathbb{R}$, and take values in functions in $\mathcal{H}$ that have real-valued components. We take test functions with real-valued components because we consider a scalar bosonic field with charge zero. For any test function

$$f = \left( f_1, f_2 \right) \in C_{0,\mathbb{R}}(\mathbb{R}, \mathcal{H}), \quad (3.7)$$

we define the quantum field

$$\hat{\Phi}(f) = \Phi_S \left( F \int_{\mathbb{R}} \frac{e^{i\sqrt{A}t}}{\sqrt{A}} f(t, \cdot) \right), \quad (3.8)$$

where $F$ is the unitary operator that diagonalizes $A$. Namely, $F$ is the following unitary operator from $\mathcal{H}$ onto $\ell^2(N)$,

$$F\varphi := \{ (\Psi_n, \varphi) \}_{n=1}^\infty, \quad \varphi \in \mathcal{H}. \quad (3.9)$$

Clearly,

$$A = F^* \omega_n^2 F. \quad (3.10)$$

By (3.6) and since $F$ is unitary

$$[\hat{\Phi}(f), \hat{\Phi}(g)] = -i \int_{\mathbb{R}^2} dt \, dt' \left( \frac{\sin \sqrt{A}(t-t')}{\sqrt{A}} f(t, \cdot), g(t', \cdot) \right)_\mathcal{H}, \quad f, g \in C_{0,\mathbb{R}}(\mathbb{R}, \mathcal{H}). \quad (3.11)$$

We introduce the following notation,

$$E(t-t') = -\frac{\sin \sqrt{A}(t-t')}{\sqrt{A}}, \quad (3.12)$$

and we define the following integral operator in with domain $C_{0,\mathbb{R}}(\mathbb{R}, \mathcal{H})$, and range contained in the set of all continuous functions from $\mathbb{R}$ into $\mathcal{H}$ that take values in functions in $\mathcal{H}$ that have real-valued components, which we denote by $C_0(\mathbb{R}, \mathcal{H})$.

$$E\varphi = \int_{\mathbb{R}} dt' \, E(t-t') \varphi(t', \cdot). \quad (3.13)$$

Hence, (3.11) can be written as follows,

$$[\hat{\Phi}(f), \hat{\Phi}(g)] = i \int_{\mathbb{R}} dt \left( (E \varphi)(t, \cdot), g(t, \cdot) \right)_\mathcal{H}, \quad f, g \in C_{0,\mathbb{R}}(\mathbb{R}, \mathcal{H}). \quad (3.14)$$
Note that, by (2.15) and (3.4), and since the annihilation operator \( A(\{a_n\}_{n=1}^\infty) \) is antilinear in \( \{a_n\}_{n=1}^\infty \),
\[
\hat{\phi}(f) = \int dx \int_0^\ell dz \hat{\phi}(t, z)f(t, z).
\] (3.15)

We define a coherent state in Fock space, \( F \), by
\[
F := e^{i \hat{\phi}(f)}\Omega_f, \quad f \in C_{0,R}(\mathbb{R}, \mathcal{H}).
\] (3.16)

Observe that the Weyl operator \( e^{i \hat{\phi}(f)} \) is a unitary operator on Fock space since the quantum field operator \( \hat{\phi}(f) \) is self-adjoint.

By theorem 5.28 in page 263 of [1] and since \( F \) is unitary, we have that,
\[
e^{-i \hat{\phi}(f)} \hat{\phi}(g)e^{i \hat{\phi}(f)} = \hat{\phi}(g) + \text{Im} \left( \int \frac{dx}{A^{1/4}} f(t', \cdot) \int \frac{dx}{A^{1/4}} g(t, \cdot) \right)_{\mathcal{H}}.
\] (3.17)

Let us denote,
\[
\phi_f(x) = (Ef)(x) \quad \text{:=} \quad \left( \int \frac{dx}{E(t - t')} f(t', \cdot) \right)(x),
\] (3.18)

where \( x := (t, z) \) and \( f \in C_{0,R}(\mathbb{R}, \mathcal{H}) \). The function \( \phi_f(x) \) is a weak solution to (2.8). By (3.17) and (3.18),
\[
e^{-i \hat{\phi}(f)} \hat{\phi}(g)e^{i \hat{\phi}(f)} = \hat{\phi}(g) - \int dx \int_0^\ell dz \phi_f(t, z)g(t, z).
\] (3.19)

Using (3.19) we verify that the \( n \)-point Wightman function in the coherent state \( F \) satisfies,
\[
\langle F|\hat{\phi}(x_1)\ldots\hat{\phi}(x_n)F \rangle = \langle \Omega_f \prod_{i=1}^n \left( \hat{\phi}(x_i) - \phi_f(x_i) \right) \Omega_f \rangle,
\] (3.20)

where \( x_j := (t_j, z_j) \). Thermal coherent states can be defined analogously,
\[
\langle \Phi(x_1)\ldots\hat{\phi}(x_n)\rangle_F := \langle e^{-i \hat{\phi}(f)}\hat{\phi}(x_1)\ldots\hat{\phi}(x_n)e^{i \hat{\phi}(f)} \rangle_{\beta}.
\] (3.21)

It follows from the two-point functions defined by equations (3.20) and (3.21) that the renormalized stress–energy tensor in a coherent or thermal coherent state can be obtained in terms of the ground state or finite-temperature renormalized stress–energy tensor via a point-splitting prescription. Let us discuss very briefly the essentials of stress–energy renormalisation for the Klein–Gordon theory to see that this is the case.

Physically relevant states for the Klein–Gordon theory, such as the ground state and thermal states, satisfy the so-called Hadamard condition for the short-distance limit of their two-point function. In particular, a Klein–Gordon state, \( \eta \), is Hadamard if for any two points, \( x, x' \), in a convex normal neighbourhood of spacetime, \( N \), it holds for the two-point function that
\[
\eta(\hat{\phi}(x]\hat{\phi}(x')) - H_\Lambda(x, x') \in C^\infty(N \times N),
\] (3.22)
where \( H_\lambda \) is the Hadamard bi-distribution of the appropriate dimension of spacetime, see [11].

The properties, construction and ambiguities in defining \( H_\lambda \) are well known, and we do not intend to discuss them thoroughly. Instead, we refer the reader to [8, 11, 22, 33] for details, and present explicitly the Hadamard bi-distribution in \((1 + 1)\)-dimensional flat spacetime that is relevant in our analysis of section 4.

In \((1 + 1)\) Minkowski spacetime for the Klein–Gordon field obeying \((\frac{n^2}{2m} - \frac{\omega^2}{m^2} + m^2)\phi = 0\), we fix the Hadamard bi-distribution in terms of coordinates \( x = (t, z) \), \( x' = (t', z') \) to

\[
H_M((t, z), (t', z')) := -\frac{1}{4\pi} \left\{ 2\gamma + \ln \left[ \frac{m^2}{2} \sigma((t, z), (t', z')) \right] + \frac{m^2}{2} \sigma((t, z), (t', z')) \left[ \ln \left( \frac{m^2}{2} \sigma((t, z), (t', z')) \right) + 2\gamma - 2 \right] + \frac{m^4}{16\pi} \sigma^2((t, z), (t', z')) \left[ \ln \left( \frac{m^2}{2} \sigma((t, z), (t', z')) \right) + 2\gamma - 3 \right] \right\} + O \left( \sigma^3 \left( (t, z), (t', z') \right) \right),
\]

with \( 2\sigma((t, z), (t', z')) = -(t - t')^2 + (z - z')^2 \) and \( \gamma \) the Euler number. This choice satisfies Wald’s fourth axiom for the renormalized stress–energy tensor [33] and guarantees that the renormalized stress–energy tensor in Minkowski spacetime be zero, and was used in our previous paper [18]. The subscript M on the left-hand side of (3.23) places emphasis on this fact.

Using equations (3.20) and (3.21) it can be seen that the two-point functions singularities in coherent and thermal coherent states are also of Hadamard form and, provided that the classical solution around which the coherent state is built be differentiable, the expectation value of the stress–energy tensor (and of the Hamiltonian in particular) can be defined in these states. This will turn out to be the case, as we shall see in propositions 2 and 3.

The renormalized state polarization in the Hadamard state \( \eta \) is defined as follows,

\[
\eta\left(\hat{\Phi}_{\text{ren}}(x)^2\right) := \lim_{x' \to x} \left( \eta \left( \hat{\Phi}(x)\hat{\Phi}(x') \right) - H_M(x, x') \right).
\]

The renormalized stress–energy tensor of the Klein–Gordon field in the Hadamard state, \( \eta \), with two-point function \( \eta \left( \hat{\Phi}(x)\hat{\Phi}(x') \right) \) is defined by a point-splitting prescription

\[
\eta \left( \hat{T}_{\text{ren}}^{ab}(x) \right) := \lim_{x' \to x} \eta \left( \hat{\Phi}(x)\hat{\Phi}(x') \right) - H_M(x, x') + \Theta_{ab}(x),
\]

where \( \Theta_{ab} \) is any covariantly conserved, symmetric tensor built out of the metric and its derivatives—it is an ambiguity—and \( \mathcal{T}_{ab} \) is a point-splitted differential operator version of the classical stress–energy tensor, defined in such a way that the classical stress–energy tensor is given by \( T_{\text{cl}}^{ab}(x) = \lim_{x' \to x} \mathcal{T}_{ab}(\phi(x)\phi(x')) \), where \( \phi \) is a classical configuration. See [24, equation (5.85)] for the detailed form of \( \mathcal{T}_{ab} \).

Suppose now that we consider the coherent and thermal coherent states defined in (3.20) and (3.21), respectively. We have that

\[
\langle F | \hat{T}_{\text{ren}}^{ab}(x) | F \rangle = \lim_{x' \to x} \mathcal{T}_{ab} \left( \langle \Omega_l | \hat{\Phi}(x)\hat{\Phi}(x') \Omega_l \rangle + \phi_f(x)\phi_f(x') \right. \\
\left. - H_M(x, x') + \Theta_{ab}(x) = \langle \Omega_l | \hat{T}_{\text{ren}}^{ab}(x) | \Omega_l \rangle + T_{\text{cl}}^{ab}(x) \right),
\]

\[
\tag{3.26a}
\]
\[
\langle \hat{T}^{\nu \mu}_{ab}(x) \rangle^F_\beta = \lim_{x' \to x} T_{ab} \left( \left\langle \hat{\Phi}(x)\hat{\Phi}(x') \right\rangle^\beta + \phi_f(x)\phi_f(x') \right) - H_M(x, x') + \Theta_{ab}(x) = \langle \hat{T}^{\nu \mu}_{ab}(x) \rangle^\beta + \Theta^\nu_\beta \left( \phi_f(x) \right)
\]

(3.26b)

where we used that for the ground state and the Gibbs state the one-point function is zero, and where \( T_{ab}^\nu \) is the classical stress–energy tensor around the classical configuration \( \phi_f = E_f \). Furthermore, we have taken the ambiguity \( \Theta_{ab} \) equal to zero. Equation (3.26) are fully analogous to the expressions in globally hyperbolic spacetimes.

The local Casimir energy (or energy density) can be read off from the time-time component (in the sense of the distinguished time in static spacetimes) of equation (3.26). In 1 + 1 dimensions in flat spacetime we have

\[
\langle F|\hat{H}_{\text{ren}}(x)F \rangle = \langle \Omega|\hat{H}_{\text{ren}}(x)\Omega \rangle + \frac{1}{2} \left( \left( \partial_t \phi_f(x) \right)^2 + \left( \partial_z \phi_f(x) \right)^2 + m^2 \left( \phi_f(x) \right)^2 \right)
\]

(3.27a)

\[
\langle \hat{H}_{\text{ren}}(x) \rangle^F_\beta = \langle \hat{H}_{\text{ren}}(x) \rangle^\beta + \frac{1}{2} \left( \left( \partial_t \phi_f(x) \right)^2 + \left( \partial_z \phi_f(x) \right)^2 + m^2 \left( \phi_f(x) \right)^2 \right).
\]

(3.27b)

4. The Casimir effect for quantum field theory with dynamical boundary conditions in coherent states

Recall that we assume that \( A > 0 \). In particular, this is true if the condition of proposition 1 are met. Henceforth, we shall assume that the potential \( V(z) = 0 \).

The details of the quantization of system (2.1) or equivalently (2.8) with \( V(z) = 0 \) and under the assumption that \( A > 0 \) are presented in detail in our work [18] at zero and finite, positive temperature in the cases in which there is a Dirichlet (\( \alpha = 0 \)) or Robin (\( \alpha \neq 0 \)) boundary condition at \( z = 0 \), and the bulk and boundary local Casimir energies and renormalized local state polarizations are obtained in each case. For the purposes of this paper, it suffices for us to quote the results obtained in [18] for the renormalized local state polarization and local Casimir energy at zero and finite, positive temperature, as this is all we need in order to compute the renormalized local state polarization and local Casimir energy for coherent and thermal coherent states respectively, in view of equation (3.27). These results appear in appendix A.

We now obtain the Casimir effect in coherent and thermal coherent, in the ground state and at positive, finite temperature, both in the case of a Dirichlet boundary condition at \( z = 0 \) in section 4.1 and for a Robin boundary condition at \( z = 0 \) in section 4.2. Note that the vacuum state \( \Omega_t \) does not depend on the boundary condition. Anyhow, we use below the notation \( \Omega_t^{(D)} \), \( \Omega_t^{(R)} \) to emphasize that we consider, respectively, the Dirichlet or the Robin boundary condition at \( z = 0 \).

4.1. Dirichlet boundary condition at \( z = 0 \)

For Dirichlet boundary condition at \( z = 0 \), the ground state two-point Wightman function is

\[
\langle \Omega_t^{(D)}|\hat{\Phi}(t, x)\hat{\Phi}(t', x')|\Omega_t^{(D)} \rangle = \sum_{n=1}^{\infty} \frac{1}{2\omega^D_n} e^{-\omega^D_n (t-t')} \Psi_n^{(D)}(z) \otimes \Psi_n^{(D)}(z'),
\]

(4.1)
where $\Omega^{(D)}_n$ is the ground state in Fock space, and where $(\omega_n^D)^2 = (s_n^D)^2 + m^2$ are the eigenvalues of the operator $A$ (2.5) and (2.6) with $\alpha = 0$ (see [18, appendix B] for asymptotic estimates of the eigenvalues at large $n$) and with eigenfunctions (normalised with respect to the inner product (2.4)) given by

$$\Psi_n^{(D)}(z) = \begin{pmatrix} \psi_n^{(D)}(z) \\ \bar{\psi}_n^{(D)}(z) \end{pmatrix} = \mathcal{N}_n^{(D)} \begin{pmatrix} -\beta_1' \sin(\xi_n^D) - \sin(\xi_n^D) \\ \beta_2' \cos(\xi_n^D) + \beta_2' \sin(\xi_n^D) \end{pmatrix},$$

$$\mathcal{N}_n^{(D)} = \left( \frac{\ell}{2} + \frac{2\beta_1'(s_n^D)^2 - \beta_2'(s_n^D)^2 + \beta_1' + \beta_2'm^2)((\beta_1'(s_n^D)^2 + (\beta_2' + \beta_2'm^2))^2 + (\beta_1'(s_n^D)^2 + (\beta_1' + \beta_2'm^2))^2} \right)^{-1/2}.$$

At finite temperature $T = 1/\beta > 0$, the two-point Wightman function is given by

$$\left\langle \hat{\Phi}(t, z)\hat{\Phi}(t', z') \right\rangle_{\beta, D} = \left\langle \Omega^{(D)}_t | \hat{\Phi}(t, z)\hat{\Phi}(t', z') \Omega^{(D)}_t \right\rangle$$

$$+ \sum_{n=1}^{\infty} \frac{1}{2\omega_n^D} \langle \psi_n^{(D)}(z) \otimes \bar{\psi}_n^{(D)}(z') \rangle \times \frac{1}{e^{\beta\omega_n^D} - 1} \left( e^{-\beta\omega_n^D(t-t')} + e^{\beta\omega_n^D(t-t')} \right).$$

Both at zero and finite temperature, the bulk renormalized local state polarization and local Casimir energy are computed making use of the bulk–bulk component of (4.1) or (4.3). For example, for the two-point Wightman function (4.1), this is

$$\langle \Omega^{(D)}_t | \hat{\Phi}(t, z)\hat{\Phi}(t', z') \Omega^{(D)}_t \rangle = \sum_{n=1}^{\infty} \frac{1}{2\omega_n^D} e^{-\beta\omega_n^D(t-t')} \langle \psi_n^{(D)}(z) \bar{\psi}_n^{(D)}(z') \rangle,$$

and similarly for the two-point Wightman function at finite temperature (4.3). For the boundary state polarization and Casimir energy at zero or finite temperature, one makes use the boundary–boundary component of (4.1) or (4.3). For example, for the two-point Wightman function (4.1), this is

$$\langle \Omega^{(D)}_t | \hat{\Phi}(t, z)\hat{\Phi}(t', z') \Omega^{(D)}_t \rangle = \sum_{n=1}^{\infty} \frac{1}{2\omega_n^D} e^{-\beta\omega_n^D(t-t')} \langle \psi_n^{(D)}(z) \bar{\psi}_n^{(D)}(z') \rangle,$$

and similarly for the two-point Wightman function at finite temperature (4.3). The commutator in the Dirichlet case is given by

$$E_D \varphi(t, z) := \int_\mathbb{R} dt' dz' E_D \left( (t, z), (t', z') \right) \varphi(t', z'),$$

with integral kernel

$$E_D \left( (t, z), (t', z') \right) = -\sum_{n=1}^{\infty} \frac{1}{2\omega_n^D} \sin \left( \omega_n^D (t - t') \right) \left| \langle \psi_n^{(D)}(z) \rangle \langle \bar{\psi}_n^{(D)}(z') \rangle \right|.$$
4.1.1 Renormalized local state polarization in coherent and thermal coherent states. Let \( f = (f_1, f_2) \in C_{0,\mathbb{R}}(\mathbb{R}, \mathcal{H}) \), then \( F^{(D)} = e^{i\hat{\Phi}(f)/\hbar}E^{(D)} \) defines a coherent state in the case of a Dirichlet boundary condition at \( z = 0 \) (\( \alpha = 0 \)) around the classical solution \( \phi^D_0 = E_D f \), which can be written in detail as

\[
\phi^D_0(t, z) = -\int_\mathbb{R} \frac{d\rho}{\rho} \sum_{n=1}^{\infty} \frac{1}{\omega_n^D} \sin \left( \omega_n^D(t - \rho) \right) \left( \psi_n^D(z) \left( \int_0^t d\rho' \psi_n^D(\rho') f_1(t', z') + \rho^{-1} \psi_n^D f_2(t') \right) \right). \tag{4.8}
\]

The bulk and boundary renormalized local state polarizations in the coherent state \( F^{(D)} \) are given respectively by (see (3.20) and (3.24))

\[
\langle F^{(D)}|\langle \hat{\Phi}_{\text{ren}}^B \rangle^2(t, z)|F^{(D)} \rangle = \langle \Omega^{(D)}|\langle \hat{\Phi}_{\text{ren}}^B \rangle^2(t, z)|\Omega^{(D)} \rangle + \left( \langle \phi^D_1(t, z) \right)^2, \tag{4.9a}
\]

\[
\langle F^{(D)}|\langle \hat{\Phi}_{\text{ren}}^P \rangle^2(t)|F^{(D)} \rangle = \langle \Omega^{(D)}|\langle \hat{\Phi}_{\text{ren}}^P \rangle^2(t)|\Omega^{(D)} \rangle + \left( \langle \phi^D_2(t) \right)^2, \tag{4.9b}
\]

where we used that for the ground state the one-point function is zero. The bulk and boundary renormalized local state polarizations in the ground state are given in appendix A, equations (A.1) and (A.2) respectively. Here, \( \langle \phi^D_1 \rangle \) makes reference to the first component of \( \phi^D_0 \) and \( \langle \phi^D_2 \rangle \) to the second one.

A thermal coherent state around the solution \( \phi^D_0 \) with a Dirichlet boundary condition at \( z = 0 \) has bulk and boundary two-point Wightman functions given respectively by (see (3.21))

\[
\langle \hat{\Phi}^B(t, z)|\hat{\Phi}^B(t', z')\rangle^\beta_D = \langle \hat{\Phi}^B(t, z)|\hat{\Phi}^B(t', z')\rangle^\beta_D + \langle \phi^D_1(t, z)\rangle(t', z') \tag{4.10a}
\]

\[
\langle \hat{\Phi}^P(t)|\hat{\Phi}^P(t')\rangle^\beta_D = \langle \hat{\Phi}^P(t)|\hat{\Phi}^P(t')\rangle^\beta_D + \langle \phi^D_2(t)\rangle(t', z), \tag{4.10b}
\]

where we used that for the Gibbs state the one-point function is zero. The two-point Wightman function \( \langle \hat{\Phi}(t)|\hat{\Phi}(t')\rangle^\beta_D \) is given by (4.3).

The bulk and boundary renormalized local state polarizations in the thermal coherent state \( \langle \hat{\Phi}_{\text{ren}}^B \rangle^\beta_D \) and \( \langle \phi^D \rangle^\beta_D \) are given respectively by (see (3.24))

\[
\langle \hat{\Phi}_{\text{ren}}^B(t, z)\rangle^\beta_D = \langle \hat{\Phi}_{\text{ren}}^B(t, z)\rangle^\beta_D + \left( \langle \phi^D_1(t, z) \right)^2 \tag{4.11a}
\]

\[
\langle \hat{\Phi}_{\text{ren}}^P(t)\rangle^\beta_D = \langle \hat{\Phi}_{\text{ren}}^P(t)\rangle^\beta_D + \left( \langle \phi^D_2(t) \right)^2, \tag{4.11b}
\]

where the bulk and boundary renormalized local state polarization at finite temperature are given in appendix A, equations (A.3) and (A.4) respectively.

4.1.2 Local Casimir energy in coherent and thermal coherent states. We now address the local Casimir energy with a Dirichlet boundary condition at \( z = 0 \) for coherent and thermal coherent states around the classical solution \( \phi^D_0 \).
To define the renormalized local Casimir energy we need to differentiate the solution $\phi_f$, cf. formulae (3.27). For this purpose we need to assume more regularity on $f$. To make precise the regularity that we need we introduce the graph norm of $\sqrt{A}$,

$$\|\varphi\|_{A}:=\|\varphi\|_{H}+\|\sqrt{A}\varphi\|_{H}, \quad \varphi \in D(\sqrt{A}).$$

(4.12)

The domain of $\sqrt{A}$, that we denote by $D(\sqrt{A})$, endowed with the graph norm is a Hilbert space. The space of test functions that we need to differentiate the $\phi_f$ is $C_{0,0}(\mathbb{R}, D(\sqrt{A}))$, that consists of all continuous functions from $\mathbb{R}$ into $D(\sqrt{A})$ endowed with the graph norm, that have compact support in $\mathbb{R}$, and take values in functions in $D(\sqrt{A})$ with real-valued components.

**Proposition 2.** Let $\phi^D_f = E_D f$ be as above a solution to equation (2.8) with

$$f = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} \in C_{0,0}(\mathbb{R}, D(\sqrt{A})).$$

(4.13)

Then, $\phi^D_f(t, z)$ is continuously differentiable in $t$ and $z$, and the derivatives are uniformly bounded for $t \in \mathbb{R}$ and $z \in [0, \ell]$.

**Proof.** Since $f \in D(\sqrt{A})$, equation (4.8) can be written as follows,

$$\phi^D_f(t, z) = - \int_{\mathbb{R}} \sum_{n=1}^{\infty} \frac{1}{(\omega_n^D)^2} \sin \left(\omega_n^D(t - t')\right) \times \begin{pmatrix} \psi_n^{D}(z) \left(\int_0^t \mathrm{d}s \psi_n^{D}(z')(\sqrt{A}f_1)(t', z') + \rho^{-1} \psi_n^{D}(\sqrt{A}f_2)(t')\right) \\ \psi_n^{D}(z) \left(\int_0^t \mathrm{d}s \psi_n^{D}(z')(\sqrt{A}f_2)(t', z') + \rho^{-1} \psi_n^{D}(\sqrt{A}f_1)(t')\right) \end{pmatrix},$$

(4.14)

and, moreover,

$$\left\{ \int_0^t \mathrm{d}s \psi_n^{D}(z)(\sqrt{A}f_1)(t', z') + \rho^{-1} \psi_n^{D}(\sqrt{A}f_2)(t') \right\}_{n=1}^{\infty} \in \ell^2(\mathcal{N}),$$

(4.15)

with the norm in $\ell^2(\mathcal{N})$ uniformly bounded in $t \in \mathbb{R}$. Derivating (4.14) with respect to $t$ under the integral and summation signs we obtain,

$$\frac{\partial}{\partial t} \phi^D_f(t, z) = - \int_{\mathbb{R}} \sum_{n=1}^{\infty} \frac{1}{(\omega_n^D)^2} \cos \left(\omega_n^D(t - t')\right) \times \begin{pmatrix} \psi_n^{D}(z) \left(\int_0^t \mathrm{d}s \psi_n^{D}(z')(\sqrt{A}f_1)(t', z') + \rho^{-1} \psi_n^{D}(\sqrt{A}f_2)(t')\right) \\ \psi_n^{D}(z) \left(\int_0^t \mathrm{d}s \psi_n^{D}(z')(\sqrt{A}f_2)(t', z') + \rho^{-1} \psi_n^{D}(\sqrt{A}f_1)(t')\right) \end{pmatrix}. $$

(4.16)

The derivation under the integral an summation signs is justified by the Lebesgue dominated convergence theorem since each component of the integrand in (4.16) belongs to $\ell^1(\mathcal{N})$ with norm in $\ell^1(\mathcal{N})$ uniformly bounded in $t'$, and moreover it has compact support in $t'$. This is
true by (4.15), and since by (4.2) and equation (B.11) in [18] \(|\Psi^{(D)}_{\ell}(z)|\) is uniformly bounded in \(z \in [0, \ell]\), \(n \in \mathbb{N}\). This proves that \(\phi^{(D)}_\ell\) is continuously differentiable in \(\ell\) with the derivative uniformly bounded in \(t \in \mathbb{R}\) and \(z \in [0, \ell]\). Similarly, derivating the first component of (4.14) with respect to \(z\) under the integral and summation signs we obtain,

\[
\frac{\partial}{\partial z} (\phi^{(D)}_\ell)(t, z) = \int_{\mathbb{R}} \sum_{n=1}^{\infty} \frac{1}{(\omega_n^{(D)})^2} \sin (\omega_n^{(D)}(t - t')) \left( \frac{\partial}{\partial z} \psi^{(D)}_n(z) \right) \left( \int_0^t \omega_n^{(D)}(z') (\mathcal{A}f)(t', z') \right. \\
+ \left. \rho^{-1} \psi_n^{(D)}(\sqrt{\mathcal{A}}f)(t') \right) + \rho^{-1} \psi_n^{(D)}(\sqrt{\mathcal{A}}f)(t')
\]

(4.17)

We prove that the derivation under the integration and summation signs is justified as in the case of the time derivative, using that by (4.2) and equation (B.11) in [18] \((\omega_n^{(D)})^{-1}|\phi^{(D)}_\ell(z)|\) is uniformly bounded in \(z \in [0, \ell], n \in \mathbb{N}\). This proves that \(\phi^{(D)}_\ell\) is continuously differentiable in \(\ell\) with the derivative uniformly bounded \(t \in \mathbb{R}\) and \(z \in [0, \ell]\).

Using proposition 2 we can safely differentiate \(\phi^{(D)}_\ell\) and define

\[
H^{(D)}_\ell(t, z) := \frac{1}{2} \left( \begin{array}{c}
\left( \partial_t (\phi^{(D)}_\ell(t, z))^2 \right) \\
\left( \partial_z (\phi^{(D)}_\ell(t, z))^2 \right) \\
\beta_1^2 (\phi^{(D)}_\ell(t, z))^2 \\
0
\end{array} \right) + \left( \begin{array}{c}
\rho^{-1} \psi^{(D)}_\ell(\sqrt{\mathcal{A}}f)(t') \\
\rho^{-1} \psi^{(D)}_\ell(\sqrt{\mathcal{A}}f)(t')
\end{array} \right) := \left( \begin{array}{c}
H^{(D)\ell}_\beta(t, z) \\
H^{(D)\ell}_\beta(t)
\end{array} \right).
\]

(4.18)

The appearance of the factors \(\beta_1\) and \(\beta_2\) in the definition of \(H^{(D)\ell}_\beta(t, z)\) follows from the interpretation of the coefficients explained below equation (2.1).

The bulk and boundary local Casimir energies in the ground state are given respectively by (see (3.27))

\[
\langle F^{(D)} | H^B_\ell(t, z) F^{(D)} \rangle = \langle \Omega^{(D)}_\ell | H^B_\ell(t, z) \Omega^{(D)}_\ell \rangle + H^{(D)\ell}_\beta(t, z),
\]

(4.19a)

\[
\langle F^{(D)} | H^\ell_\beta(t) F^{(D)} \rangle = \langle \Omega^{(D)}_\ell | H^\ell_\beta(t) \Omega^{(D)}_\ell \rangle + H^{(D)\ell}_\beta(t),
\]

(4.19b)

where \(\langle \Omega^{(D)}_\ell | H^B_\ell(t, z) \Omega^{(D)}_\ell \rangle\) is given by equation (A.5) and \(\langle \Omega^{(D)}_\ell | H^\ell_\beta(t) \Omega^{(D)}_\ell \rangle\) is given by equation (A.6) in appendix A.

At finite, positive temperature \(T = 1/\beta\), the bulk and boundary local Casimir energies are given respectively by (see (3.27))

\[
\langle H^B_\ell(t, z) \rangle^{\beta}_{\beta, B} = \langle H^B_\ell(t, z) \rangle^{\beta, B} + H^{(D)\ell}_\beta(t, z),
\]

(4.20a)

\[
\langle H^\ell_\beta(t) \rangle^{\beta}_{\beta, B} = \langle H^\ell_\beta(t) \rangle^{\beta, B} + H^{(D)\ell}_\beta(t),
\]

(4.20b)

where \(\langle H^B_\ell(t, z) \rangle^{\beta}_{\beta, B}\) is given by equation (A.7) and \(\langle H^\ell_\beta(t) \rangle^{\beta}_{\beta, B}\) is given by equation (A.8) in appendix A.
4.2. Robin boundary condition at $z = 0$

For Robin boundary conditions at $z = 0$, the ground state two-point Wightman function is

$$\langle \Omega^R_t | \hat{\Phi}(t, x) \hat{\Phi}(t', x') | \Omega^R_t \rangle = \sum_{n=1}^{\infty} \frac{1}{2\omega_n R} e^{-i\omega_n (t-t')} \Psi_n^R(z) \otimes \Psi_n^R(z'),$$

(4.21)

where $\Omega^R_t$ is the ground state in Fock space, and where $(\omega_n^R)^2 = (s_n^R)^2 + m^2$ are the eigenvalues of the operator $A$ with $\alpha \neq 0$, (see [18, appendix B] for asymptotic estimates of the eigenvalues at large $n$) and with eigenfunctions (normalized with respect to the inner product (2.4)) given by

$$\Psi_n^R(z) = \begin{pmatrix} \psi_{u}^R(z) \\ \psi_{v}^R(z) \end{pmatrix}$$

$$= \Lambda_n^R \begin{pmatrix} \sin(\alpha \cos(s_n^R z)) - \cos(\alpha \sin(s_n^R z)) \\ \sin(\alpha \cos(s_n^R z)) + \cos(\alpha \sin(s_n^R z)) \end{pmatrix},$$

$$\Lambda_n^R := \{ \sin(2\alpha) - 4(s_n^R)^2((\beta_1 + \beta'_1 m)(s_n^R)^2 - (s_n^R)^2) = (\beta_2 + \beta'_2 m)^2(s_n^R)^2 + (s_n^R)^2((\beta_1 + \beta'_1 m)(s_n^R)^2 - (s_n^R)^2) \}^{-1} \times \frac{\sin(2\alpha)}{4(s_n^R)^2 - 1} \cos(2\alpha) - (s_n^R)^2 - 1.$$ (4.22)

At finite temperature $T = 1/\beta > 0$, the two-point Wightman function is given by

$$\langle \hat{\Phi}(t, z) \hat{\Phi}(t', z') | \beta_R \rangle = \langle \Omega^R_t | \hat{\Phi}(t, z) \hat{\Phi}(t', z') | \Omega^R_t \rangle$$

$$+ \sum_{n=1}^{\infty} \frac{1}{\omega_n} \Psi_n^R(z) \otimes \Psi_n^R(z') \times \frac{1}{e^{\beta \omega_n} - 1} \left( e^{-i\omega_n (t-t')} + e^{i\omega_n (t-t')} \right).$$

(4.23)

Both at zero and finite temperature, the bulk renormalized local state polarization and local Casimir energy are computed making use of the bulk-bulk component of (4.21) or (4.23). For example, for the two-point Wightman function (4.21), this is

$$\langle \Omega^R_t | \hat{\Phi}^B(t, z) \hat{\Phi}^B(t', z') | \Omega^R_t \rangle = \sum_{n=1}^{\infty} \frac{1}{2\omega_n^B} e^{-i\omega_n^B (t-t')} \psi_n^B(z) \otimes \psi_n^B(z'),$$

(4.24)
and analogously for the two-point Wightman function at finite temperature (4.23). For the boundary renormalized state polarization and Casimir energy at zero or finite temperature, one makes use of the boundary–boundary component of (4.21) or (4.23). For example, for the two-point Wightman function (4.21), this is

$$\langle \Omega^{(R)}_t \Phi^\beta (t) \Phi^\beta (t') \Omega^{(R)}_t \rangle = \sum_{n=1}^{\infty} \frac{1}{2\pi n} e^{-i\omega_n(t-t')} \psi_n^\beta (R) \psi_n^\beta (R),$$

(4.25)

and analogously for the two-point Wightman function at finite temperature (4.23).

The commutator in the Robin case is given by,

$$E_R \varphi(t, z) := \int_R d'dz' E_R (t, z), (t', z') \varphi(t', z'),$$

(4.26)

with the integral kernel,

$$E_R ((t, z), (t', z')) = -\sum_{n=1}^{\infty} \frac{1}{\omega_n} \sin \left( \omega_n(t-t') \right) |\psi_n^R(z)| \langle \psi_n^R(z) | \psi_n^R(z') \rangle.$$  

(4.27)

### 4.2.1. Renormalized local state polarization in coherent and thermal coherent states.

Let $f = (f_1, f_2) \in C_0(R, H)$, then $F^{(R)} = e^{i\phi f} \Omega^{(R)}_t$ defines a coherent state in the case of a Robin boundary condition at $z = 0 (\alpha \neq 0)$ around the classical solution $\phi^R_f = E_R f$, which can be written in detail as

$$\phi^R_f (t, z) = -\int_R d't \sum_{n=1}^{\infty} \frac{1}{\omega_n} \sin \left( \omega_n(t-t') \right)$$

$$\times \left( \psi_n^R (z) \left( \int_0^{t'} dz'' \psi_n^R (z') f_1(t', z') + \rho^{-1} \psi_n^R (R) f_2(t') \right) \right)$$

$$\times \left( \psi_n^R (z') \left( \int_0^{t} dz'' \psi_n^R (z') f_1(t', z') + \rho^{-1} \psi_n^R (R) f_2(t') \right) \right)$$

$$= \left( \phi^R_f \hat{R}_t (t, z) \right).$$

(4.28)

At zero temperature, the bulk and boundary renormalized local state polarizations in the coherent state $F^{(R)}$ are given respectively by (see (3.20) and (3.24))

$$\langle F^{(R)} | (\hat{\Phi}^R_{\text{ren}})^2 (t, z) F^{(R)} \rangle = \langle \Omega^{(R)}_t | (\hat{\Phi}^R_{\text{ren}})^2 (t, z) \Omega^{(R)}_t \rangle + \langle (\phi^R_R)_{(t, z)} \rangle^2,$$

(4.29a)

$$\langle F^{(R)} | (\hat{\Phi}^R_{\text{ren}})^2 (t) F^{(R)} \rangle = \langle \Omega^{(R)}_t | (\hat{\Phi}^R_{\text{ren}})^2 (t) \Omega^{(R)}_t \rangle + \langle (\phi^R_R)_{(t)} \rangle^2,$$

(4.29b)

where we used that for the ground state the one-point function is zero. The bulk and boundary renormalized local state polarizations are given by equations (A.9) and (A.10), respectively, in appendix A.

The bulk and boundary renormalized local state polarizations in the thermal coherent state $\langle (\cdot)_{(t, z)} \rangle^{(R)}_{\beta}$ at temperature $T = 1/\beta > 0$ are given respectively by (see (3.20) and (3.24))

$$\langle (\hat{\Phi}^R_{\text{ren}})^2 (t, z) \rangle^{(R)}_{\beta, t} = \langle (\hat{\Phi}^R_{\text{ren}})^2 (t, z) \rangle^{(R)}_{\beta, t} + \langle (\phi^R_R)_{(t, z)} \rangle^2,$$

(4.30a)
where we used that for the Gibbs state the one-point function is zero. The bulk and boundary renormalized local state polarizations at finite temperature are given in appendix A, equations (A.11) and (A.12), respectively.

### 4.2.2. Local Casimir energy in coherent and thermal coherent states.

As in the case of the Dirichlet boundary condition, to define the local Casimir energy we need to differentiate the solution $\phi_f$, cf formulae (3.27), and we need to assume more regularity on $f$. For this reason, as in the case of Dirichlet boundary condition we take as space of test functions $C_{0,R}(\mathbb{R}, D(\sqrt{A}))$.

**Proposition 3.** Let $\phi^R_f = E_R f$ be as above a solution to equation (2.8) (with $\alpha \neq 0$) with

$$f = \left( \begin{array}{c} f_1 \\ f_2 \end{array} \right) \in C_{0,R}(\mathbb{R}, D(\sqrt{A})).$$

Then, $\phi^R_f(t, z)$ is continuously differentiable in $t$ and $z$, and the derivatives are uniformly bounded for $t \in \mathbb{R}$ and $z \in [0, \ell]$.

**Proof.** The proof is analogous to the proof of proposition 2.
5. The Casimir force

Experimentalists are interested in measuring the Casimir force, which is defined as minus the derivative with respect to the interval length, ℓ, of the expectation value of the integrated (bulk) Casimir energy [6, 15]. In this section, we explore numerically the Casimir force for the ground state, with a Dirichlet boundary condition at \( z = 0 \), which takes the form

\[
F_{Ω}^D(\ell) \colon= - \partial_\ell \left( \int_0^\ell dz \langle Ω_\ell^D | \hat{H}^B_{\text{ren}}(t, z) | Ω_\ell^D \rangle \right).
\]

(5.1)

Afterwards, we shall comment on the Casimir force at positive temperature and for coherent and thermal coherent states.

A first purpose of the section is to illustrate how this quantity may be computed numerically for our problem with dynamical boundary conditions. A second purpose will be to see how the Casimir force depends on the values of the coefficients of the problem. As we shall see, the force can be attractive or repulsive depending on these values.

For our first purpose, we consider, for concreteness, the case in which a Dirichlet boundary condition is set at \( z = 0 \), and set \( β_1 = -1, β_1' = 1, β_2 = 1, β_2' = -1/2 \) and \( m^2 = 1 \). The values chosen for the coefficients are so that the hypotheses of proposition 1 hold. The ground state local Casimir energy in the bulk is then given by equation (A.5) in appendix A, and is time independent. Thus, the integrated Casimir energy, given by

\[
E_{Ω}^D(\ell) \colon= \int_0^\ell dz \langle Ω_\ell | \hat{H}^B_{\text{ren}}(z) | Ω_\ell \rangle,
\]

(5.2)

and also the Casimir force is time independent.

In figure 1 the interval \( 1 \leq \ell \leq 1.9 \) is explored numerically with ten data points spaced evenly with a spacing of width 0.1, namely we take \( \ell \in \{1, 1.1, \ldots, 1.8, 1.9\} \). Each of the data points is a numerical approximation of the integrated Casimir energy by considering the first 50 eigenvalues in each case, but more precise numerical results can be obtained by computing a larger number of eigenvalues. Figure 1 provides evidence that in this example the integrated Casimir energy is a non-decreasing function of \( \ell \), and as a consequence \( F_{Ω}^D(\ell) \leq 0 \), i.e., the Casimir force is attractive, as is the case in which Dirichlet boundary conditions are imposed at the two boundaries [15].

Let us now explore the dependence of the Casimir force on the coefficients of the problem. We have already illustrated the massive bulk field case, and we shall now make the (natural) choice \( m^2 = 0 \) in order to also illustrate the massless situation. It can be seen from equation (A.5) (Dirichlet at \( z = 0 \)) and (A.13) (Robin at \( z = 0 \)) that the local Casimir energy is \( z \)-independent. \( z \)-independence also occurs for periodic boundary conditions [23] and for Dirichlet boundary conditions using the definition of the ‘new’ renormalized stress–energy tensor [15]. Let us consider again, for concreteness, a Dirichlet boundary condition at \( z = 0 \).

We quote for convenience equation (A.5) in the massless case,

\[
\langle Ω_\ell^D | \hat{H}^B_{\text{ren}} | Ω_\ell^D \rangle = \frac{\pi}{48 \ell^2} + \frac{β_1'}{2 \pi \ell^2} + \sum_{n=1}^{∞} \left( \frac{(\Lambda^D_n)^2 \omega_n^D}{4} - \frac{\pi n}{2 \ell^2} + \frac{\pi}{4 \ell^2} \right).
\]

(5.3)

We shall explore numerically the large \( β_2' \) case. There are two reasons for this. First, that the \( β_2' \neq 0 \) case is a novelty of this paper and of our previous work [18] with respect to the physics literature quoted in the Introduction, and it is natural to ask oneself what role this parameter
Figure 1. Curve fitting of numerical data for the integrated Casimir energy with points at $\ell \in \{1, 1.1, \ldots, 1.9\}$.

Figure 2. Curve fitting of numerical data for the integrated Casimir energy with points at $\ell \in \{1, 1.1, \ldots, 1.9\}$ for (a) $\beta'_1 = -1$, (b) $\beta'_1 = -3$ and (c) $\beta'_1 = -5$.

plays on the numerical analysis. The second reason is of a more technical nature. The large eigenvalue estimates [18, equation (B.11)] in the massless case,

$$
\omega_n^D = s_n^D = \frac{(n - 1/2)\pi}{\ell} - \frac{\beta'_1}{\beta'_2^2 \pi(n - 1/2)} + O(n^{-3}), \tag{5.4}
$$

become sharper for large $\beta'_2$, and hence numerical analysis becomes more trustworthy in this case. In equation (5.4) the coefficient of the $O(n^{-3})$ term is also $O \left((\beta'_2)^{-1}\right)$.

We choose the coefficients $m^2 = 0, \beta_1 = 1/200, \beta_2 = -1, \beta'_2 = 100$ and $\beta'_1 = -1, -3, -5$. The choice of a small $\beta_1$ is required so that $\rho = \beta'_1 \beta_2 - \beta_1 \beta'_2 > 0$ whenever $\beta'_2$ is large. The values chosen for the coefficients are so that the hypotheses of proposition 1 hold. Figure 2 explores numerically the interval $1 \leq \ell \leq 1.9$ in these three cases. Each curve contains ten data points for the integrated Casimir energy spaced evenly with a spacing of width 0.1, namely $\ell \in \{1, 1.1, \ldots, 1.8, 1.9\}$. In each case, as before, the integrated Casimir energy is numerically approximated by considering the first 50 eigenvalues.
Figure 3. Curve fitting of numerical data for the integrated Casimir energy at temperature $T$ with points at $\ell \in \{1, 1.1, \ldots, 1.9\}$ for (a) $T = 0$, (b) $T = 1/7$, (c) $T = 1/5$, and (d) $T = 1/3$.

It follows from the numerical exploration presented in figure 2 that for the choice $m^2 = 0$, $\beta_1 = 1/200$, $\beta_2 = -1$, $\beta'_2 = 100$ and $\beta'_1 = -1$, $-3$, $-5$ the Casimir force is repulsive. This is also the case notably for anti-periodic boundary conditions [2].

Let us now consider the case of positive temperature, and as before the Dirichlet boundary condition at $z = 0$. The integrated Casimir energy is given by,

$$E_{\beta,D} := \int_{\ell_0}^{\ell} dz \langle \hat{H}_{\text{ren}}^B(t,z) \rangle_{\beta,D}, \quad (5.5)$$

where the local bulk Casimir energy $\langle \hat{H}_{\text{ren}}^B(t,z) \rangle_{\beta,D}$ is given by (A.7). In figure 3 we present numerical results for $E_{\beta,D}$. We choose the coefficients $m^2 = 0$, $\beta_1 = 1/200$, $\beta_2 = -1$, $\beta'_2 = 100$ and $\beta'_1 = -1$. The values chosen for the coefficients are so that the hypotheses of proposition 1 hold. Figure 3 explores numerically the interval $1 \leq \ell \leq 1.9$ for temperatures $T = 0, T = 1/7, T = 1/5$, and $T = 1/3$. Each curve contains ten data points for the integrated Casimir energy at temperature $T$, spaced evenly with a spacing of width 0.1, namely $\ell \in \{1, 1.1, \ldots, 1.8, 1.9\}$. In each case, as before, the integrated Casimir energy at temperature $T$ is numerically approximated by considering the first 50 eigenvalues. It follows from our numerical exploration in figure 3 that depending on the temperature $T$ and on the length $\ell$, the Casimir force, $-\partial_{\ell} E_{\beta,D}$ can be repulsive or attractive.

To end the section, we wish to discuss how the Casimir energies and forces are modified when one considers coherent and thermal coherent states. For coherent states, and thermal coherent states, the details of the modifications to the Casimir energy and the Casimir force depend on the classical solution that defines the coherent state. However, it can be seen from equations (4.19), (4.20), (4.33), and (4.34) that the difference between the Casimir energy in a coherent state and the ground state, and that the difference between the Casimir energy in a thermal coherent state and a thermal state, is the classical energy of the solution defining the coherent state, which is non-negative for all values of $\beta_1, \beta_2, \beta'_1, \beta'_2, m^2$ and $\ell$.

Let us now examine what happens to the Casimir energy and the Casimir force in the particular example of a single mode classical solution and mass zero, $m = 0$. For simplicity we take the Dirichlet boundary condition at $z = 0$. We take a function $h \in C_0(\mathbb{R})$ and consider the classical solution (4.8) with $f = f_k := h(t) \Psi_k^{(D)}(z)$, for some $k = 1, \ldots$. Since $\Psi_k^{(D)}$ is an eigenfunction of $A$, only the term with $n = k$ is different from zero in the series in (4.8) and we
Figure 4. Curve fitting of numerical data for the contribution to the integrated Casimir energy given by the classical solution (5.6) with points at $\ell \in \{1, 1.1, \ldots, 1.9\}$ for the lowest eigenvalue, $k = 1$, and for times, $t = 0, t = \pi/2, t = \pi, t = 3\pi/2$, and $t = 2\pi$.

have,

$$
\phi^D_{t_z}(t, z) = -\int \mathbb{R} dt' h(t') \frac{\sin(\omega^D_k(t-t'))}{\omega^D_k} \Psi_k^D(z).
\tag{5.6}
$$

Then, by (4.19) and (4.20), the contribution to the integrated Casimir energy given by the classical solution (5.6) is given by,

$$
E^D_{\phi} := \int_0^\ell dz H^{(D)}_{\phi}(z).
\tag{5.7}
$$

In figure 4 we present numerical results for $E^D_{\phi}$, for the lowest eigenvalue ($k = 1$), $\omega_k = \omega_1 \approx 1.5771$, and for the function $h(t) = \cos t$, for $|t| \leq \pi/2$, and $h(t) = 0$, for $|t| \geq \pi/2$. We choose the coefficients $m^2 = 0, \beta_1 = 1/200, \beta_2 = -1, \beta'_2 = 100$ and $\beta'_1 = -1$. The values chosen for the coefficients are so that the hypotheses of proposition 1 hold. Each curve in figure 4 represents the (time-dependent) total energy of the classical solution (5.6) at times, $t = 0, t = \pi/2, t = \pi, t = 3\pi/2$ and $t = 2\pi$ as the interval length $\ell$ varies.

It follows from our numerical exploration in figure 4 that depending on the time $t$ and on the length $\ell$, the contribution to the Casimir force, $-\partial_t E^D_{\phi}$, given by the classical solution (5.6) can be repulsive or attractive.

6. The causal propagator and the advanced and retarded Green’s operators

In this section we consider the causal propagator and the advanced and retarded Green’s operators. As we will see, the integral operator, $E$, defined in (3.13) with the integral kernel $E(t - t')$ given in (3.12), is the causal propagator for our theory, when restricted to a convenient domain. Recall that by (3.14), the integral operator $E$ gives the commutator formula for the quantum fields.

We first introduce some appropriate definitions. For every $\varphi \in D(A)$ we define the graph norm of $\varphi$ as follows,

$$
\|\varphi\|_{D(A)} := \|\varphi\|_{\mathcal{H}} + \|A\varphi\|_{\mathcal{H}}.
\tag{6.1}
$$
The domain of $A$ endowed with the graph norm is a Hilbert space. Below we always assume that $D(A)$ is endowed with the graph norm. For $j = 1, \ldots$, we designate by $C^j(\mathbb{R}, D(A))$ the functions from $\mathbb{R}$ into $D(A)$ that have $j$ continuous derivatives, and by $C^0(\mathbb{R}, D(A))$ the functions in $C^1(\mathbb{R}, D(A))$ that have compact support in $\mathbb{R}$. Further, by $C(\mathbb{R}, D(A))$ we denote the continuous functions from $\mathbb{R}$ into $D(A)$, and by $C_0(\mathbb{R}, D(A))$ the functions in $C(\mathbb{R}, D(A))$ that have compact support in $\mathbb{R}$.

For any set $O \subset \mathbb{R} \times [0, \ell]$ we denote by $J_+(O)$, respectively, the causal future and the causal past of $O$, and by $J(O) := J_+(O) \cup J_-(O)$ the union of the causal past and future of $O$. We designate by $B(H)$ the Banach space of all bounded operators in $H$.

Further, we denote by $Q_A$ the Klein–Gordon operator,

$$Q_A := \frac{\partial^2}{\partial t^2} + A.$$  \hspace{1cm} (6.2)

**Definition 4.** We say that an operator, $E$, from $C^2_0(\mathbb{R}, D(A))$ into $C^2(\mathbb{R}, D(A))$, is an integral operator, and that $E(t - t')$ is the integral kernel of $E$, if

$$(Ef)(t, z) = \int_{\mathbb{R}} d\tau'(E(t - \tau')f(\tau'))(z),$$  \hspace{1cm} (6.3)

where $E(t), t \in \mathbb{R}$, is a bounded operator on $H$. Furthermore, we assume that $E \in C(\mathbb{R}, B(H))$.

We now give our definition of causal propagator.

**Definition 5.** An integral operator, $E$, from $C^2_0(\mathbb{R}, D(A))$ into $C^2(\mathbb{R}, D(A))$ is a causal propagator if the following conditions are satisfied.

(a) $$Q_A Ef = EQ_A f = 0, \quad f \in C^2_0(\mathbb{R}, D(A)), \hspace{1cm} (6.4)$$

(b) $$\text{supp}(Ef)_1 \subset J(\text{supp } f_1), \quad f \in C^2_0(\mathbb{R}, D(A)), \hspace{1cm} (6.5)$$

where for any function $g$ we denote by $\text{supp } g$ the support of $g$.

(c) The integral kernel of $E$ satisfies,

$$E(0) = 0, \quad \partial_t E(0) = -I. \hspace{1cm} (6.6)$$

**Theorem 6.** Assume that the assumptions of proposition 1 hold and that $\beta_2 \neq 0$. Then, the integral operator (3.13) with integral kernel (3.12), from $C^2_0(\mathbb{R}, D(A))$ into $C^2(\mathbb{R}, D(A))$ is a causal propagator.

**Proof.** Condition (a) of definition 5 is immediate from the functional calculus of self-adjoint operators, and assumption (c) follows from the definition of $E(t)$.

Note that,

$$(Ef)(t, z) = \int_{\mathbb{R}} d\tau' \phi(t, z),$$  \hspace{1cm} (6.7)

where for each fixed $\tau' \in \mathbb{R}$,

$$\phi(t, z) := (E(t - \tau')f(\tau'))(t, z). \hspace{1cm} (6.8)$$
Observe that \( \phi_p(t, z) \) satisfies,
\[
Q_t \phi_p(t, z) = 0,  \tag{6.9}
\]
and that
\[
\phi_t(t', z) = 0, \quad \partial_t \phi_t(t', z) = -\phi(t', z).  \tag{6.10}
\]

We prepare the following results that we use later in the proof.

(a) Consider the causal diamond, \( D(I) \), in \( \mathbb{R} \times [0, \ell] \) of width \( I = [a, b] \subset [0, \ell] \) at \( t = 0 \), given by,
\[
D(I) := \left\{ (t, z) \in \left[ \frac{a - b}{2}, \frac{b - a}{2} \right] \times [0, \ell] : z \in [a + |t|, b - |t|] \right\}.  \tag{6.11}
\]

We show that if \( (\phi_0)_1(0, z) \) is identically zero on \( I \), then \( (\phi_0)_1(t, z) \) vanishes on the whole of \( D(I) \).

To each constant-\( t \) cross section of the diamond, \( I(t) := [a + |t|, b - |t|] \), we associate a positive energy functional
\[
\epsilon_B^{(0)}[(\phi_0)_1](t) := \frac{1}{2} \left( \|\partial_z (\phi_0)_1(t, z)\|^2_{L^2(I(t), dz)} + \|\partial_t (\phi_0)_1(t, z)\|^2_{L^2(I(t), dz)} + m^2 \|\phi_0_1(t, z)\|^2_{L^2(I(t), dz)} \right).  \tag{6.12}
\]

Consider the situation in which \( I(t) \) is to the future of \( I \), whence it takes the form \( I(t) = [a + t, b - t] \) with \( t > 0 \). We compute the time derivative of \( \epsilon_B^{(0)}[(\phi_0)_1](t) \) and show it is non-negative. To simplify the notation we denote, \( u_1(t, z) := (\phi_0)_1(t, z) \). Then, we have
\[
\frac{d}{dt} \epsilon_B^{(0)}[u_1](t) = \int_{a+t}^{b-t} dz \left( \dot{u}_1 \ddot{u}_1 + \partial_z \dot{u}_1 \partial_z u_1 + m^2 \dot{u}_1 u_1 \right)
\]
\[
- \frac{1}{2} [\dot{u}_1^2 + \partial_z \dot{u}_1^2 + m^2 u_1^2]_{z=b-t} - \frac{1}{2} [\dot{u}_1^2 + \partial_z \dot{u}_1^2 + m^2 u_1^2]_{z=a+t}
\]
\[
= - \frac{1}{2} [\dot{u}_1^2 + \partial_z \dot{u}_1^2 + m^2 u_1^2]_{z=b-t}
\]
\[
- \frac{1}{2} [\dot{u}_1^2 + \partial_z \dot{u}_1^2 + m^2 u_1^2]_{z=a+t}
\]
\[
= - \frac{1}{2} [\dot{u}_1 - \partial_z \dot{u}_1]^2 + m^2 u_1^2]_{z=b-t}
\]
\[
- \frac{1}{2} [\dot{u}_1 + \partial_z \dot{u}_1]^2 + m^2 u_1^2]_{z=a+t} \leq 0.  \tag{6.13}
\]

Hence, \( \epsilon_B^{(0)}[u_1](t) \) is non-increasing for \( t \geq 0 \), and as \( \epsilon_B^{(0)}[u_1](0) = 0 \), it follows that \( \frac{d}{dt} \epsilon_B^{(0)}[u_1](t) \), for \( t \geq 0 \). In a similar way we prove that \( \frac{d}{dt} \epsilon_B^{(0)}[u_1](t) \), for \( t \leq 0 \), and as before we prove that \( \epsilon_B^{(0)}[u_1](t) = 0 \), for \( t \leq 0 \). Hence, \( \epsilon_B^{(0)}[u_1](t) = 0 \), in the whole diamond \( D(I) \) and then, \( u_1(t, z) \) is identically zero on \( D(I) \).
(b) Suppose now that the interval $I$ meets the right-end boundary, thus $I = [a, \ell]$. In this case, one is not concerned with the diamond region $D(I)$, but with the half diamond

$$D_h(I) := \{(t, z) \in [a - \ell, \ell - a] \times [0, \ell] : z \in [a + |t|, \ell]\}.$$  

(6.14)

Associated to any constant-$t$ cross-section, $I(t)$, of $D_h(I)$,

$$I(t) := \{(t, z) \in D_h(I) : z \in [a + |t|, \ell]\},$$

we define the energy functional

$$\epsilon_R^{(\ell)}[u_1](t) := \epsilon_B^{(\ell)}[u_1](t) + \epsilon_f[u_1](t), \quad \text{with}$$

(6.16a)

$$\epsilon_f[u_1](t) := \frac{1}{2} \left[ -\frac{\beta_1}{\beta_2} (u_1(t, \ell))^2 + \frac{1}{\rho} \left( -\beta_1 \beta_2 \right) u_1(t, \ell) + (-\beta_2 \beta_2')^{1/2} \partial_t u_1(t, \ell) \right] + \frac{1}{\rho} \left( -\beta_1' \beta_1 + \beta_2' \partial_t \hat{u}_1(t, \ell) \right)^2, \quad \text{(6.16b)}$$

and $\epsilon_B^{(\ell)}[u_1](t)$ defined by (6.12). Under our assumptions the boundary energy functional $\epsilon_f[u_1](t)$ (6.16b) is non-negative.

We begin by considering the bulk contribution (6.12) to the energy functional (6.16a). On any constant-$t$ cross section of $D_h(I)$ to the future of $I = [a, \ell]$, that we denote $I(t) := [a + t, \ell]$ with $0 \leq t \leq \ell - a$, we have by an adaptation of the argument used to prove (6.13) (where the upper integration limit is now $z = \ell$ in (6.12)) that

$$\frac{d}{dt} \epsilon_B^{(\ell)}[u_1](t) \leq \hat{u}_1(t, \ell) \partial_t u_1(t, \ell).$$

(6.17)

For the boundary contribution of the energy functional (6.16b) we have that

$$\frac{d}{dt} \epsilon_f[u_1](t) = -\frac{\beta_1}{\beta_2} u_1(t, \ell) \hat{u}_1(t, \ell) + \frac{1}{\rho} \left( -\beta_1' \hat{u}_1(t, \ell) + \beta_2' \partial_t \hat{u}_1(t, \ell) \right)$$

$$\times \left( -\beta_1' \beta_1 + \beta_2' \partial_t \hat{u}_1(t, \ell) \right) + \frac{1}{\rho} \left( \beta_1' \beta_1 + \beta_2' \partial_t \hat{u}_1(t, \ell) \right)^2 \hat{u}_1(t, \ell), \quad \text{(6.18)}$$

Using the Klein–Gordon equation (6.9) and the boundary condition at $z = \ell$ in (2.6), we have that

$$\frac{d}{dt} \epsilon_f[u_1](t) = -\hat{u}_1(t, \ell) \partial_t u_1(t, \ell).$$

(6.19)

Thus, we have from (6.16a), (6.17) and (6.19) that throughout the future component of half-diamond region

$$\frac{d}{dt} \epsilon_R^{(\ell)}[u_1](t) \leq 0.$$  

(6.20)
Thus, vanishing initial data yields a vanishing solution throughout the component of \( D_R(I) \) to the future of \( I \). The converse argument holds for the past component of \( D_R(I) \).

Hence, if at \( t = 0 \), we have vanishing data \( u(0, z) = iu(0, z) \) for \( z \in [a, \ell] \), the solution must vanish in whole half-diamond region \( D_R(I) \).

(c) Suppose now that one is interested in the left half diamond of width \( I = [0, a] \) intersecting the left boundary at \( z = 0 \). This forms the right half-diamond,

\[
D_L(I) := \{(t, z) \in [-a, a] \times [0, \ell] : z \in [0, a - |t|]\}.
\]

(6.21)

An analogous argument using the energy functional associated to constant-\( t \) cross sections of \( D_L(I) \),

\[
I(t) := \{(t, z) \in D_L(I) : z \in [0, a - |t|]\},
\]

(6.22)

\[
e^L_{\nu}[u_1](t) := e^L_{\nu}[u_1](t) + e_0[u_1](t),
\]

(6.23a)

\[
e_0[u_1](t) := -\frac{1}{2} \cot \alpha(u_1(t, 0))^2, \quad \frac{\pi}{2} \leq \alpha < \pi, \quad e_0[u_1](t) = 0, \quad \alpha = 0,
\]

(6.23b)

which under our assumptions is positive, implies that for vanishing initial data on \( I \), the solution vanishes throughout the region \( D_L(I) \).

Let us go back to the proof of (b). It is enough to prove that if \((t, z) \notin J(supp f_1)\), then, \((E f)_1(t, z) = 0\). To fix the ideas let us consider \((t, z) = (0, \ell/2)\). The other cases are proven in a similar way. We have,

\[
J(\{(0, \ell/2)\}) = [-\ell/2, -\infty] \times [0, \ell] \cup \{(t', z) \in [-\ell/2, 0] \times [0, \ell] : z \in \ell/2 - |t'|, \ell/2 + |t'| \}
\]

(6.24)

\[
{\{t', z\} \in [0, \ell/2][0, \ell] : z \in [\ell/2 - |t'|, \ell/2 + |t'|] \cup [\ell/2, \infty] \times [0, \ell]}.
\]

(6.25)

Then, if \((0, \ell/2) \notin J(supp f_1)\), we must have that \(f_1(t', z) = 0\), for \((t', z) \in J(\{(0, \ell/2)\}\).

However if \(f_1(t', z) = 0\), for \((t', z) \in [-\ell/2, -\infty] \times [0, \ell] \cup [\ell/2, \infty] \times [0, \ell]\), \(\phi(t, z) = 0\)

by the uniqueness of the Cauchy problem for the Klein–Gordon equation. Further, if \(f_1(t', z) = 0\), for \((t', z) \in \{(t', z) \in [-\ell/2, 0] \times [0, \ell] : z \in \ell/2 - |t'|, \ell/2 + |t'|\}, \) then \(\phi(t, z) = 0\) by item (a) above. In the case of a general point \((0, z) \in [0, \ell],\) we prove the same result using also items (b) and (c), and for points \((t, z)\) with \(t \neq 0\) we use a translation in time. Then, if \((t, z) \notin J(supp f_1)\), we have that, \((E f)_1(t, z) = 0\).

\[\Box\]

**Remark 7.** For \(f, g \in C^0_0(\mathbb{R}, D(A))\), with \(f_1\) and \(g_1\) causally disjoint, i.e., that are spacelike separated, the commutator of \(\hat{\Phi}(f)\) and \(\hat{\Phi}(g)\) is zero. For this purpose, by (3.14), it is enough to prove that,

\[
\int_{\mathbb{R}} dt (E f(\cdot, \cdot), g(\cdot, \cdot))_H = 0.
\]

(6.26)

By theorem 6 and since \(f_1\) and \(g_1\) are spacelike separated,

\[
\int_{0}^{\ell} dt \int_{0}^{\ell} dz (E f_1(t, z), g_1(t, z)) = 0.
\]

(6.27)
Furthermore, since \( f(t, \cdot), g(t, \cdot) \in D(A) \), by the boundary condition at \( z = \ell \) in (2.6)

\[
(Ef)_2(t)g_2(t) = (\beta_1'(Ef))_1(t, \ell) - \beta_2'(\partial_z(Ef))_1(t, \ell) (\beta_1' g_1(t, \ell) - \beta_2' \partial_z g_1(t, \ell)) .
\]

Since \( f_1 \) and \( g_1 \) are spacelike separated, the right-hand side of (6.28) is zero, and then, using also (6.27) we prove that (6.26) holds.

We now introduce our definition of advanced and retarded Green’s operators.

**Definition 8.** The integral operator, \( E_{\text{ret}} \), respectively, \( E_{\text{adv}} \), from \( C^2_0(\mathbb{R}, D(A)) \) into \( C^2(\mathbb{R}, D(A)) \) is a retarded Green’s operator, respectively advanced Green’s operator, if the following conditions are satisfied.

(a) \[ Q_A E_{\text{ret}} f = E_{\text{ret}} Q_A f = f, \quad f \in C^2_0(\mathbb{R}, D(A)), \] (6.29)

(b) \[ Q_A E_{\text{adv}} f = E_{\text{adv}} Q_A f = f, \quad f \in C^2_0(\mathbb{R}, D(A)) . \] (6.30)

We define the following integral operators, \( E_{\text{ret}}, E_{\text{adv}}, \) from \( C^2_0(\mathbb{R}, D(A)) \) into \( C^2(\mathbb{R}, D(A)) \),

\[
(E_{\text{ret}} f)(t, z) = \int_t^\infty dt' (E(t-t') f(t'))(z), \quad f \in C^2_0(\mathbb{R}, D(A)).
\] (6.32a)

\[
(E_{\text{adv}} f)(t, \cdot) = -\int_{-\infty}^t dt' (E(t-t') f(t'))(z), \quad f \in C^2_0(\mathbb{R}, D(A)).
\] (6.32b)

where \( E(t), t \in \mathbb{R} \), is defined in (3.12).

**Theorem 9.** Under the conditions of theorem 6 the integral operator \( E_{\text{ret}} \), defined in (6.32a), is a retarded Green’s operator, and the integral operator \( E_{\text{adv}} \), defined in (6.32b), is an advanced Green’s operator.

**Proof.** condition (a) of definition 8 is immediate by the functional calculus of self-adjoint operators. Moreover, condition (b) of definition 8 follows from theorem 6 and condition (b) of definition 5.

Finally we prove the uniqueness of the advanced and retarded Green’s operators and of the causal propagator.

**Theorem 10.** Under the assumptions of theorem 6 the advanced and retarded Green’s operators and the causal propagator are unique.

**Proof.** Let us first consider the retarded Green’s operator. Suppose that \( E_{\text{ret},1} \) and \( E_{\text{ret},2} \) are retarded Green’s operators. Denote,

\[
\Delta E_{\text{ret}} := E_{\text{ret},1} - E_{\text{ret},2}.
\] (6.33)

Then, we have,

\[
Q_A \Delta E_{\text{ret}} = 0.
\] (6.34)
Moreover, as $E_{\text{ret}}$, $i = 1, 2$ are retarded for any $f \in C^2_0(\mathbb{R}, D(A))$, for some $t_0 \in \mathbb{R}$,

$$ (\Delta E_{\text{ret}}) f(t, \cdot) = 0, \quad t \geq t_0. \quad (6.35) $$

Furthermore, for any $g \in C^2_0(\mathbb{R}, D(A))$, and with $E_{\text{adv}}$ the advanced Green’s operator given, in (6.32b)

$$ E_{\text{adv}} g(t, \cdot) = 0, \quad t \leq t_1, \quad (6.36) $$

for some $t_1 \in \mathbb{R}$. It follows that the scalar product in $\mathcal{H}$, $(\Delta E_{\text{ret}} f(t, \cdot), E_{\text{adv}} g(t, \cdot))_\mathcal{H}$ has compact support in $t \in \mathbb{R}$. Hence, we can integrate by parts in $t$ in the identity below,

$$ 0 = \int_\mathbb{R} dt \left( \langle Q_A \Delta E_{\text{ret}} f(t, \cdot), E_{\text{adv}} g(t, \cdot) \rangle_\mathcal{H} \right) $$

$$ = \int_\mathbb{R} dt \left( \langle \Delta E_{\text{ret}} f(t, \cdot), Q_A E_{\text{adv}} g(t, \cdot) \rangle_\mathcal{H} \right) $$

$$ = \int_\mathbb{R} dt \left( \langle \Delta E_{\text{ret}} f(t, \cdot), g(t, \cdot) \rangle_\mathcal{H} \right). \quad (6.37) $$

Hence, we conclude that,

$$ \int_\mathbb{R} dt \left( \langle \Delta E_{\text{ret}} f(t, \cdot), g(t, \cdot) \rangle_\mathcal{H} \right) = 0, \quad f, g \in C^2_0(\mathbb{R}, D(A)), \quad (6.38) $$

and then, $\Delta E_{\text{ret}} = 0$. We prove in a similar way that the advanced Green’s operator is unique. Moreover let $E$ be a causal propagator with integral kernel $E(t - t')$. Denote by $E_{\text{ret}}$ the retarded Green’s operator with integral kernel $\Theta(t' - t) E(t - t')$ and by $E_{\text{adv}}$ the advanced Green’s operator with integral kernel $-\Theta(t - t') E(t - t')$. Here $\Theta$ is the Heaviside function. Hence,

$$ E = E_{\text{ret}} - E_{\text{adv}}, \quad (6.39) $$

and as $E_{\text{ret}}, E_{\text{adv}}$ are unique, it follows that $E$ is unique. \qed

The causal propagator and the advanced and retarded Green’s operators were considered in [10]. Note, however, that for the construction of the causal propagator and the advanced and retarded Green’s operators it is crucial that these operators are defined both for functions with support in the interior of the spacetime, and for functions that have support on the boundary of the spacetime and that satisfy the boundary condition, i.e., that are in $D(A)$. This is also crucial for the uniqueness of the causal propagator and of the advanced and retarded Green’s operators. Note that the causal propagator and the advanced and retarded Green’s operators for different boundary conditions are different, and that they are causal propagator and advanced and retarded Green’s operators when restricted to the interior of the spacetime.

As is well known, the causal propagator and the advanced and retarded Green’s operators are unique in globally hyperbolic spacetimes [25]. Note that $C^\infty_0((0, \ell)) \oplus \{0\} \subset D(A)$ and that our causal propagator remains causal when restricted to a globally hyperbolic sub-spacetime, and, hence, it has to coincide with the causal propagator of the globally hyperbolic sub-spacetime. This means that our theory is F-local in the sense of Kay [21] (see also [12]).
7. Final remarks

We have extended our previous work [18], where the bulk and boundary renormalized local state polarizations and local Casimir energies in the ground state and at finite positive temperature were obtained for a mixed bulk–boundary system, consisting of a scalar field defined on the interval $[0, \ell]$ coupled to a boundary observable defined on the right end of the interval. In this work, we have obtained these local renormalized state polarizations and Casimir energies in coherent and thermal coherent states.

We have found that the difference between the local Casimir energy in the ground state and in a coherent state is given by the classical energy of the configuration around which the coherent state is ‘peaked’, and similarly at finite temperature. This situation is in analogy to what occurs for coherent states in globally hyperbolic spacetimes, where the stress–energy tensor in a coherent state consist of a classical component plus a quantum component. We have also explored numerically the Casimir force.

We have also studied some of the structural properties of the theory defined by our bulk–boundary system. We have proved that our theory has a unique causal propagator and unique advanced and retarded Green’s operators. The causal propagator gives the commutation relations of the quantum fields, and it is F-local.

As we have commented in [18], several generalizations of this work can be pursued. First, we have studied the bulk–boundary mixed system on a interval, but in principle one could generalise this to $n$ dimensions with the aid of the Fourier transform and controlling certain integrals. Second, other linear fields can be studied by similar methods. Third, we have studied the static Casimir effect, but the dynamical Casimir effect is also of great relevance. It is especially interesting the case in which the coefficients $\beta_1, \beta'_1, \beta_2$ and $\beta'_2$ are time-dependent, in which case we should expect particle creation.
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Appendix A. Renormalized local state polarization and local Casimir energy in the ground state and at finite temperature

In this appendix, we collect results in the quantization of our mixed bulk–boundary system, that we obtained in [18], and that we used in section 4. More precisely, we present the bulk and boundary renormalized local state polarizations and local Casimir energies for the cases of a Dirichlet ($\alpha = 0$) and Robin ($\alpha \neq 0$) boundary condition at $z = 0$. 
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A.1. Renormalized local state polarization for a Dirichlet boundary condition at $z = 0$

A.1.1. At zero temperature. The bulk renormalized local state polarization in the ground state is

$$
\langle \Omega_t^{(D)} | \hat{\Phi}_{\text{ren}}^B(t, z) | \Omega_t^{(D)} \rangle = \frac{1}{4\pi} \ln \left( \frac{m^2 \ell^2}{4\pi^2} \right) + \frac{\gamma}{2\pi} \text{Re} \left( \frac{e^{i\frac{\ell}{2}z}}{1 - e^{i\frac{\ell}{2}z}} \right) + \frac{1}{2\pi} \ln \left( \frac{e^{i\frac{\ell}{2}z}}{1 - e^{i\frac{\ell}{2}z}} \right) + \sum_{n=1}^{\infty} \left[ \frac{(\lambda^D_n)^2}{2\omega_n} \sin^2 \left( \frac{s^D_n}{2} z \right) \right]
\frac{1}{2\pi} \sin^2 \left( \frac{\pi}{\ell} (n - 1/2) z \right),
$$

(A.1)

where the sum appearing on the right-hand side of (A.1) is absolutely and uniformly convergent in $0 < z < \ell$.

The corresponding boundary state polarization is

$$
\langle \Omega_t^{(D)} | \hat{\Phi}_{\text{ren}}^B(t, z) | \Omega_t^{(D)} \rangle = \sum_{n=1}^{\infty} \frac{(\lambda^D_n)^2}{2\omega_n} \left[ -\beta'_1 \sin(\ell s^D_n) + \beta'_2 s^D_n \cos(\ell s^D_n) \right]^2.
$$

(A.2)

A.1.2. At temperature $T > 0$. At finite temperature $T = 1/\beta > 0$, we have that the bulk renormalized local state polarization is given by

$$
\langle \hat{\Phi}_{\text{ren}}^B(t, z) \rangle_{\beta, D} = \langle \Omega_t^{(D)} | \hat{\Phi}_{\text{ren}}^B(t, z) | \Omega_t^{(D)} \rangle + \sum_{n=1}^{\infty} \frac{|\psi^D_n(x)|^2}{\omega_n} \left( e^{\omega_n (z)} - 1 \right),
$$

(A.3)

where the sum on the right-hand side of (A.3) is uniformly convergent in $z \in (0, \ell)$, and it converges exponentially fast. The corresponding boundary state polarization is

$$
\langle \hat{\Phi}_{\text{ren}}^D(t) \rangle_{\beta, D} = \langle \Omega_t^{(D)} | \hat{\Phi}_{\text{ren}}^D(t) | \Omega_t^{(D)} \rangle + \sum_{n=1}^{\infty} \frac{|\psi^D_n(x)|^2}{\omega_n} \left( e^{\omega_n (z)} - 1 \right),
$$

(A.4)

where the sum on the right-hand side of (A.4) converges exponentially fast.

A.2. Local Casimir energy for a Dirichlet boundary condition at $z = 0$

A.2.1. At zero temperature. The bulk local Casimir energy in the ground state is

$$
\langle \Omega_t^{(D)} | \hat{H}_{\text{ren}}^B(t, z) | \Omega_t^{(D)} \rangle = \frac{\pi^2 \beta'_2}{m^2} + 6(2\gamma - 1)\beta'_2 \ell^2 m^2 + 6\beta'_2 \ell^2 m^2 \ln \left( \frac{\ell m^2}{4\pi^2} \right) + 24\beta'_1 \ell
\frac{m^2}{2\pi} \left( e^{i\frac{\ell}{2}z} \ln \left( 1 - e^{i\frac{\ell}{2}z} \right) \right)
\frac{1}{4\pi} \left( \frac{(\lambda^D_n)^2 \omega_n}{4} - \frac{\pi m}{2\ell^2} + \frac{\pi \beta'_1}{4\ell^2} + \frac{m^2}{4\pi n} \right)
$$
\[-m^2 \left( \frac{(\lambda^D_n)^2}{8\omega^D_n} - \frac{1}{4\pi n} \right) + \frac{(\lambda^D_n)^2 m^2}{4\omega^D_n} \sin^2 \left( \phi^D_n z \right)\]
\[-\frac{m^2}{2\pi n} \sin^2 \left( \frac{\pi}{\ell}(n-1/2)z \right) \right], \tag{A.5}\]

where the sum that appears on the right-hand side of (A.5) converges absolutely and uniformly in \(z \in (0, \ell)\). The corresponding boundary Casimir energy is

\[\left\langle \hat{\Omega}(D) \right| \hat{H}_{\text{ren}}(t) \left| \hat{\Omega}(D) \right\rangle = \sum_{n=1}^{\infty} \left( \frac{(\lambda^D_n)^2}{2\omega^D_n} - \frac{m^2}{2\pi n} \right) \left( -\frac{\pi}{\ell}(n-1/2)z \right) \right], \tag{A.6}\]

where the sum on the right-hand side of (A.6) converges absolutely.

\[\langle \hat{H}^D_{\text{ren}}(t, z) \rangle_{\beta, D} = \left\langle \Omega^D(t) | \hat{H}^D_{\text{ren}}(t, z) \Omega^D(t) \right\rangle + \sum_{n=1}^{\infty} \left( \frac{m^2}{2\omega^D_n} \left( -\frac{\pi}{\ell}(n-1/2)z \right) \right), \tag{A.7}\]

where the sum on the right-hand side of (A.7) is uniformly convergent in \(z \in (0, \ell)\), and it converges exponentially fast. The corresponding boundary Casimir energy is

\[\left\langle \hat{H}^D_{\text{ren}}(t) \right|_{\beta, D} = \left\langle \Omega^D(t) | \hat{H}^D_{\text{ren}}(t) \Omega^D(t) \right\rangle + \sum_{n=1}^{\infty} \left( \frac{m^2}{2\omega^D_n} \left( -\frac{\pi}{\ell}(n-1/2)z \right) \right), \tag{A.8}\]

where the sum on the right-hand side of (A.8) is absolutely convergent and it converges exponentially fast.

\[\text{A.3. Renormalized local state polarization for a Robin boundary condition at } z = 0\]

\[\text{A.3.1. At zero temperature.} \quad \text{The bulk renormalized local state polarization in the ground state is}\]

\[\left\langle \hat{H}^D_{\text{ren}}(t, z) \right|_{\beta, D} = \left\langle \Omega^D(t) | \hat{H}^D_{\text{ren}}(t, z) \Omega^D(t) \right\rangle + \sum_{n=1}^{\infty} \left( \frac{m^2}{2\omega^D_n} \left( -\frac{\pi}{\ell}(n-1/2)z \right) \right), \tag{A.8}\]

where the sum on the right-hand side of (A.8) is absolutely convergent and it converges exponentially fast.
where the sum the on right-hand side of (A.9) converges absolutely and uniformly in $0 < z < \ell$.

For the corresponding boundary state polarization we have

\[
\langle \Omega^{B}_t | (\hat{\phi}_{\text{ren}}^\beta)^2 (\Omega^{B}_t) \rangle = \sum_{n=1}^{\infty} \frac{(\mathcal{N}^B_n)^2}{2\omega_n^B} \times \left[ \beta_1' \left( \sin \alpha \cos(\xi_n^B) - \cos \alpha \sin(\xi_n^B) \frac{\xi_n^B}{\epsilon_n^B} \right) + \beta_2'(\cos \alpha \cos(\xi_n^B) + \xi_n^B \sin \alpha \sin(\xi_n^B)) \right]^2.
\]  

(A.10)

\[\text{At finite temperature } T > 0. \text{ At finite temperature } T = 1/\beta > 0, \text{ we have that the bulk renormalized local state polarization is given by}
\]

\[
\langle \hat{\phi}_{\text{ren}}^\beta \rangle = \langle \Omega^{B}_t | (\hat{\phi}_{\text{ren}}^\beta)^2 (\Omega^{B}_t) \rangle + \sum_{n=1}^{\infty} \frac{[\psi_n^B(z)]^2}{\omega_n^B \left( e^{\beta \omega_n^B} - 1 \right)}.
\]  

(A.11)

where the sum on the right-hand side of (A.11) is uniformly convergent in $z \in (0, \ell)$, and it converges exponentially fast. The corresponding boundary state polarization is

\[
\langle \hat{\phi}_{\text{ren}}^\beta \rangle = \langle \Omega^{B}_t | (\hat{\phi}_{\text{ren}}^\beta)^2 (\Omega^{B}_t) \rangle + \sum_{n=1}^{\infty} \frac{[\psi_n^B(z)]^2}{\omega_n^B \left( e^{\beta \omega_n^B} - 1 \right)}.
\]  

(A.12)

where the sum on the right-hand side of (A.12) converges exponentially fast.

A.4. Local Casimir energy for a Robin boundary condition at $z = 0$

A.4.1. At zero temperature. The bulk local Casimir energy in the ground state is

\[
\langle \Omega^{B}_t | \mathcal{H}^{B}(t,z) (\Omega^{B}_t) \rangle = - \frac{\pi}{24\ell^2} \frac{\cot \alpha}{2\pi \ell} \frac{\beta_1'}{2\pi^2 \ell^2} + \frac{m^2}{8\pi} \left[ 1 + \ln \left( \frac{m^2 \ell^2}{4\pi} \right) \right] + \frac{\gamma m^2}{4\pi} - \frac{m^2}{2\pi} \Im \left[ e^{-i\frac{z}{\ell}} \ln \left( 1 - e^{i\frac{z}{\ell}} \right) \right] - m^2 \sum_{n=1}^{\infty} \frac{(\mathcal{N}^B_n)^2}{2\omega_n^B s_n^B} \sin \alpha \cos \sin(2s_n^B z)
\]

\[
+ \sum_{n=1}^{\infty} \frac{(\mathcal{N}^B_n)^2}{8\omega_n^B} \left( \omega_n^B + \xi_n^B \right) \left( \sin^2 \alpha + \frac{\cos^2 \alpha}{(s_n^B)^2} \right) - \frac{\pi(n-1)}{2\ell^2}
\]

\[
+ \frac{m^2}{2} \sum_{n=1}^{\infty} \frac{(\mathcal{N}^B_n)^2}{4\omega_n^B} \left( \sin^2 \alpha - (s_n^B)^{-2} \cos^2 \alpha \right) \cos(2s_n^B z)
\]
\[ \frac{1}{2\pi n} \cos \left( \frac{2(n-1)\pi}{\ell} z \right) \]
\[ + \frac{m^2}{2} \sum_{n=1}^{\infty} \left[ \frac{(\mathcal{N}_n^R)^2}{2\omega_n^R} \left( \sin^2 \alpha \cos^2 \left( \frac{R_n^z z}{s_n^R} \right) + \cos^2 \alpha \left( \frac{R_n^z z}{s_n^R} \right)^2 \sin^2 \left( \frac{R_n^z z}{s_n^R} \right) \right) \right] \]
\[ - \frac{1}{\pi n} \cos^2 \left( \frac{\pi}{\ell} (n-1)z \right) \]

(A.13)

where the sums on the right-hand side of (A.13) converge absolutely and uniformly in \( 0 < z < \ell \). The corresponding boundary Casimir energy is

\[ \langle \hat{H}_{\text{ren}}^{(R)}(t) \hat{H}_{\text{ren}}^{(R)}(0) \rangle_{\beta, R} = \sum_{n=1}^{\infty} \left[ \beta_1' \left( \omega_n^R \right)^2 - (\text{sign} \; \beta_1') \beta_1 \right] \left( \mathcal{N}_n^R \right)^2 \]
\[ \times \left[ \beta_1 \left( \frac{\sin \alpha \cos(\ell_n^z z)}{s_n^R} - \frac{\cos \alpha \sin(\ell_n^z z)}{s_n^R} \right) \right] \]
\[ + \left( \beta_2' \cos \alpha \cos(\ell_n^z z) + \frac{s_n^R}{\sin \alpha \sin(\ell_n^z z)} \right)^2 \]

(A.14)

where the sum on the right-hand side of (A.14) is absolutely convergent.

**A.4.2. At temperature \( T > 0 \).** At finite temperature \( T = 1/\beta > 0 \), we have that the bulk local Casimir energy is given by

\[ \langle \hat{H}_{\text{ren}}^{(R)}(t, z) \rangle_{\beta, R} = \left( \frac{\mathcal{N}_n^R}{2\omega_n^R} \right)^2 \frac{\left( \left( \left( \left( \omega_n^R \right)^2 + m^2 \right) \left[ \psi_n^R(z) \right]^2 \right)^2}{ e^{\beta \omega_n^R} - 1} \]
\[ + \frac{1}{2\omega_n^R} \left[ \partial_z \psi_n^R(z) \right]^2 e^{\beta \omega_n^R} - 1 \]

(A.15)

where the sum on the right-hand side of (A.15) is uniformly convergent in \( z \in (0, \ell) \), and it converges exponentially fast. The corresponding boundary Casimir energy is

\[ \langle \hat{H}_{\text{ren}}^{(R)}(t) \rangle_{\beta, R} = \left( \frac{\mathcal{N}_n^R}{2\omega_n^R} \right)^2 \frac{\left( \left( \left( \omega_n^R \right)^2 + m^2 \right) \left[ \psi_n^R(z) \right]^2 \right)^2}{ e^{\beta \omega_n^R} - 1} \]
\[ + \sum_{n=1}^{\infty} \frac{\left[ \beta_1' \left( \omega_n^R \right)^2 - (\text{sign} \; \beta_1') \beta_1 \right] \left[ \psi_n^R(z) \right]^2}{ e^{\beta \omega_n^R} - 1} \]

(A.16)

where the sum on the right-hand side of (A.16) is absolutely convergent, and it converges exponentially fast.

**ORCID iDs**

Benito A Juárez-Aubry ORCID iD: https://orcid.org/0000-0002-7739-4293

Ricardo Weder ORCID iD: https://orcid.org/0000-0003-3993-4698

**References**

[1] Arai A 2018 Analysis on Fock Spaces and Mathematical Theory of Quantum Fields: An Introduction to Mathematical Analysis of Quantum Fields (Singapore: World Scientific Publishing)
[2] Asorey M and Muñoz-Castañeda J M 2013 Attractive and repulsive Casimir vacuum energy with general boundary conditions *Nucl. Phys. B* 874 852–76
[3] Barbero G J F, Juárez-Aubry B A, Margalef-Bentabol J and Villaseñor E J S 2015 Quantization of scalar fields coupled to point-masses *Class. Quantum Grav.* 32 245009
[4] Barbero G J F, Juárez-Aubry B A, Margalef-Bentabol J and Villaseñor E J S 2017 Boundary Hilbert spaces and trace operators *Class. Quantum Grav.* 34 095005
[5] Ben Amara J and Shkalikov A A 1999 A Sturm–Liouville problem with physical and spectral parameters in boundary conditions *Math. Notes* 66 127–34
[6] Bordag M, Klimchitskaya G L, Mohideen U and Mostepanenko V M 2009 *Advances in the Casimir Effect (International Series of Monographs on Physics)* (Oxford: Oxford University Press)
[7] Dappiaggi C and Ferreira H R C 2016 Hadamard states for a scalar field in anti-de Sitter spacetime with arbitrary boundary conditions *Phys. Rev.* D 94 125016
[8] Dappiaggi C, Moretti V and Pinamonti N 2017 *Hadamard States from Light-like Hypersurfaces* (Springer Briefs in Mathematical Physics vol 25) (Cham: Springer)
[9] Dappiaggi C, Ferreira H R C and Juárez-Aubry B A 2018 Mode solutions for a Klein–Gordon field in anti-de Sitter spacetime with dynamical boundary conditions of Wentzell type *Phys. Rev.* D 97 085022
[10] Dappiaggi C, Drago N and Ferreira H 2019 Fundamental solutions for the wave operator on static Lorentzian manifolds with timelike boundary *Lett. Math. Phys.* 109 215–86
[11] Decanini Y and Folacci A 2006 Off-diagonal coefficients of the DeWitt–Schwinger and Hadamard representations of the Feynman propagator *Phys. Rev.* D 73 044027
[12] Fewster C J and Higuchi A 1996 Quantum field theory on certain non-globally hyperbolic spacetimes *Class. Quantum Grav.* 13 51–61
[13] Forero C D, Lombardo F C and Mazzitelli F D 2013 Vacuum fluctuations and generalized boundary conditions *Phys. Rev.* D 87 105008
[14] Franca O J, Urrutia L F and Rodríguez-Tzompantzi O 2019 Reversed electromagnetic Vasilov–Čerenkov radiation in naturally existing magnetoelectric media *Phys. Rev.* D 99 116020
[15] Fulling S A 1989 *Aspects of Quantum Field Theory in Curved Space-Time* (Cambridge: Cambridge University Press)
[16] Fulton C T 1977 Two-point boundary value problems with eigenvalue parameter contained in the boundary conditions *Proc. R. Soc. Edinburgh* A 77 293–308
[17] Glauber R J 1963 Coherent and incoherent states of the radiation field *Phys. Rev.* 131 2766–88
[18] Juárez-Aubry B A and Weder R Quantum field theory with dynamical boundary conditions and the Casimir effect *Theoretical Physics, Wavelets, Analysis, Genomics: An Indisciplinary Tribute to Alex Grossmann* ed P Flandrin, S Jaffard, B Torresani and T Paul (Berlin: Springer) accepted arXiv:2004.05646 [hep-th]
[19] Karabali D and Nair V 2015 Boundary conditions as dynamical fields *Phys. Rev.* D 92 125003
[20] Kay B S 2015 Instability of enclosed horizons *Gen. Relativ. Gravit.* 47 31
[21] Kay B S 1992 The principle of locality and quantum field theory on (non globally hyperbolic) curved spacetimes *Rev. Math. Phys.* 04 167–95
[22] Kay B S and Wald R M 1991 Theorems on the uniqueness and thermal properties of stationary, nonsingular, quasifree states on spacetimes with a bifurcate killing horizon *Phys. Rep.* 207 49–136
[23] Kay B S 1979 Casimir effect in quantum field theory *Phys. Rev.* D 20 3052
[24] Khavkine I, Moretti V 2015 Algebraic QFT in curved spacetime and quasifree Hadamard states: an introduction *Advances in Algebraic Quantum Field Theory* ed et al (Berlin: Springer) arXiv:1412.5945 [math-ph]
[25] Lichnerowicz A 1961 Propagateurs et commutateurs en relativité générale *Publ. Math. Inst. Hautes Sci.* 10 5–56
[26] Marletta M, Shkalikov A and Tretter C 2003 Pencils of differential operators containing the eigenvalue parameter in the boundary conditions *Proc. R. Soc. Edinburgh* A 133 893–917
[27] Martín-Ruiz A, Cambiaso M and Urrutia L F 2015 Green’s function approach to Chern–Simons extended electrodynamics: an effective theory describing topological insulators *Phys. Rev.* D 92 125015
[28] Mennicken R and Möller M 2003 *Non-Selfadjoint Boundary Value Problems* (Amsterdam: North-Holland)
[29] Parra-Rodríguez A, Rico E, Solano E and Egusquiza I L 2018 Quantum networks in divergence-free circuit QED *Quantum Sci. Technol.* 3 024012
[30] Pitelli J 2019 Comment on Hadamard states for a scalar field in anti-de Sitter spacetime with arbitrary boundary conditions *Phys. Rev. D* **99** 108701

[31] Shkalikov A A and Tretter C 1996 Spectral analysis for linear pencils $N - \lambda P$ of ordinary differential operators *Math. Nachr.* **179** 275–305

[32] Tretter C 2001 Boundary eigenvalue problems for differential equations $N\eta = \lambda P\eta$ with $\lambda$-polynomial boundary conditions *J. Differ. Equ.* **170** 408–71

[33] Wald R M 1994 *Quantum Field Theory in Curved Spacetime and Black Hole Thermodynamics* (Chicago, IL: University of Chicago Press)

[34] Walter J 1973 Regular eigenvalue problems with eigenvalue parameter in the boundary condition *Math. Z.* **133** 301–12

[35] Wilson C M, Johansson G, Pourkabirian A, Simoen M, Johansson J R, Duty T, Nori F and Delsing P 2011 Observation of the dynamical Casimir effect in a superconducting circuit *Nature* **479** 376

[36] Zahn J 2018 Generalized Wentzell boundary conditions and quantum field theory *Ann. Henri Poincaré* **19** 163–87