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Abstract

In this paper we establish decomposition theorems for derivations of group rings. We provide a topological technique for studying derivations of a group ring $A[G]$ in case $G$ has finite conjugacy classes. As a result, we describe all derivations of algebra $A[G]$ for the case when $G$ is a finite group, or $G$ is an FC-group. In addition, we describe an algorithm to explicitly calculate all derivations of a group ring $A[G]$ in case $G$ is finite. As examples, derivations of $\mathbb{Z}_4[S_3]$ and $F_2 D_{2n}$ are considered.
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1 Introduction

In this paper we solve the derivation problem for group algebras of finite groups. Our results provide constructive description of derivation algebra $\text{Der}(F[G])$ for the case when $F$ is a finite field and $G$ is a finite group. We discuss examples when outer derivations algebra is nontrivial, and provide some criterions for its triviality.

Our theorems admit a natural generalization to the case when $F$ is an arbitrary commutative unital ring, and $G$ is an FC-group. In these cases our technique provides decomposition theorems for derivation algebra.

Our method opens the way for practical applications of derivation algebras. As an example, the explicit description of derivation algebras is useful for construction of binary codes (see [19]).
1.1 History of the topic and motivation for this research

In this paper we apply the character technique approach, which is proposed in [3], to the case when group has finite conjugacy classes. As a consequence, the character technique gives tools to prove a decomposition theorem for $\text{Der}(A[G])$ in case $G$ is an FC-group and $A$ is a commutative unital ring. As a corollary, we prove a theorem describing all inner and outer derivations of a group ring of a finite group. In addition, theorems about character complexes for finite conjugacy classes may be useful for studying Derivation problem for groups which have nontrivial finite conjugacy classes.

Derivations of group rings have been a topic for studies since late 1970s. Smith (see [39]) was one of the first to study the derivations in group rings. In certain papers (see [14, 22, 38]) were studied the properties of group rings which have no outer derivations.

There is a lot of papers concerning derivations of group rings: derivations of group rings and polynomial rings were studied at [10, 14, 15, 30, 31], derivations of particular group algebras (incidence, Grassman, Novikov, nilpotent algebras, etc.) were studied in [8, 9, 28], and there is a lot of topics connected with derivations of group rings (see [33, 38]). In recent papers [1, 2, 29], properties of generalized inner derivations, central derivations and derivations of group rings over finite rings were studied.

The derivation problem asks, in essence, whether all derivations in a group ring are inner. This question for Banach algebra $L_1(G)$ was formulated in [20] (Q5.6.B, p.746). Results for some special cases can be found in [27, 34].

In recent papers [3, 4, 5, 6, 7, 36] a categorical method of studying derivations was introduced. The method is based upon a correspondence between derivations and characters (additive functions on groupoid of adjoint action of a group). This method proved to be useful in studying derivation problem (i.e. finding whether outer derivation space is trivial).

Application of characters technique for these problems is described in [3, 4, 5]. Moreover, in recent paper [7] character technique proved to be useful for studying $(\sigma, \tau)$-derivations. Derivations, and especially $(\sigma, \tau)$-derivations of group rings have various applications in coding theory [12, 19].

In general, information on group rings, derivations, endomorphisms of group rings, Lie rings (Lie algebras over rings) and Lie algebras can be found in [11, 23, 25, 26, 37].

In our paper we prove the decomposition theorems which provide the way to explicitly describe all derivations of a finite group ring. This can be useful for coding theory applications (see [12, 19]). The decomposition theorems we prove also give rise to the criterion for solving the problem of outer derivations’ existence for finite group rings. In addition, our technique is applicable to FC-group rings, which can be useful for studying their derivations.
1.2 Main results

Let $G$ be a noncommutative group, $A$ - commutative unital ring. We study the $A$-module of derivations over a group ring $A[G]$. Note that group ring $A[G]$ comprises of finite sum of elements from $G$ with coefficients from $A$. Thus, endomorphisms of $A[G]$ are linear operators, which map finite sums to finite sums.

**Definition 1.1.** Operator $d : A[G] \to A[G]$ is called an endomorphism of group ring $A[G]$, if:

- $d(x + y) = d(x) + d(y)$ for $\forall x, y \in A[G]$,
- $r \in A, d(rx) = rd(x)$ for $\forall x \in A[G]$.

Of course, by the definition of $A[G]$, any such operator $d$ maps finite sums (of group’s elements) to finite sums.

**Definition 1.2.** Derivations of $A[G]$ are defined as endomorphisms of $A[G]$ that are subject to the Leibnitz rule. I.e. $d \in \text{Der}(A[G])$, if $d$ is an endomorphism of $A[G]$ and

$$d(xy) = d(x)y + xd(y) \text{ for } \forall x, y \in A[G]$$

**Definition 1.3.** Let $a \in A[G]$. Adjoint derivation $ad_a$ acts on any $x \in A[G]$ in the following way:

$$ad_a(x) = [a, x] \equiv ax - xa$$

Inner derivations are defined as usual:

$$\text{Inn} = \{d = \sum_{a \in G} C_a ad_a \text{- finite sum } \}$$

It is a well-known fact (see [26]) that $(\text{Der}, [\cdot, \cdot])$ form a Lie algebra with respect to commutator, and $\text{Inn}$ is an ideal in $\text{Der}$. This makes quotient Lie algebra correctly defined:

$$\text{Out} := \text{Der}/\text{Inn}.$$ 

In the article we consider the case when $G$ is a group with finite conjugacy classes – so called FC-group (see [37]). In particular $G$ is a finite group. Also we will consider that $A$ is an unital commutative ring.

**Theorem 3.2.** Let $G$ be a finitely generated FC-group, $A$ be a unital commutative ring. Then

$$\text{Der}(A[G]) \cong \text{Inn}(A[G]) \oplus \bigoplus_{[u] \in G^G} \text{Hom}_{Ab}(Z(u), A).$$

Here (see definition 2.12) $\text{Hom}_{Ab}$ is the set of additive homomorphisms from the centralizer $Z(u)$ of fixed element $u \in G$ to the ring $A$.

This result can be specified for description of outer derivation whether $G$ is a finite group.

**Theorem 4.1.** There is a way to describe all derivations of $A[G]$ in case $G$ is finite:
1. \( \text{Der}(A[G]) \cong \text{Inn}(A[G]) \oplus \left( \bigoplus_{[u] \in G} \text{Hom}_{Ab}(Z(u), A) \right) \),

2. \( \text{Out}(A[G]) \cong \bigoplus_{[u] \in G} \text{Hom}_{Ab}(Z(u), A) \).

Generally speaking algebra of outer derivations isn’t trivial. But for special cases spaces \( \text{Hom}_{Ab}(Z(u), A) \) can be degenerated.

First case is easily deduced from well-known results.

**Corollary 4.2.4.** If \( A \) is a torsion-free ring, \( G \) is a finite group, then all derivations are inner \( \text{Out}(A[G]) = 0 \). As a consequence, if \( A = \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C} \), then \( \text{Out}(A[G]) = 0 \).

But the second case apparently was not previously studied and important for applications.

If the ring \( A \) is finite then as an abelian group the following decomposition holds

\[ A \cong \mathbb{Z}_{p_1^{n_1}} \oplus \ldots \oplus \mathbb{Z}_{p_n^{n_n}}. \]

Also for finite group \( G \) we get

\[ G/[G,G] \cong \mathbb{Z}_{q_1^{j_1}} \oplus \ldots \oplus \mathbb{Z}_{q_m^{j_m}} \]

be the primary decomposition of \( G/[G,G] \).

**Theorem 4.3.** For finite group \( G \) and finite ring \( A \) all derivations \( \text{Der}(A[G]) \) are inner if \( \text{Der}(A[G]) = \text{Inn}(A[G]) \) and only if \( \{p_1, \ldots, p_n\} \cap \{q_1, \ldots, q_m\} = \emptyset \).

The results obtained can be used in applications, some of which are described in the section 5. In particular we will consider the case of an algebra \( \mathbb{Z}_4[S_3] \) (see results of section 5.2) and \( \mathbb{F}_{2^n}D_{2n} \) (see section 5.3). The last example is important for applications especially for cryptography. So we will give a new combinatorial way to get such results from [19, 17, 18].

## 2 Derivations of group rings

### 2.1 Groupoid of adjoint action and characters

In this section we define a category of adjoint action similarly to papers [3, 5].

A groupoid \( \Gamma \) based on a noncommutative group \( G \) is defined in the following way:

- \( \text{Ob}(\Gamma) = G \)
- \( \text{Hom}(a, b) = \{(u, v) \in G \times G | v^{-1}u = a, uv^{-1} = b\} \) for every \( a, b \in \text{Obj}(\Gamma) \)
- Composition of maps \( \varphi = (u_1, v_1) \in \text{Hom}(a, b), \psi = (u_2, v_2) \in \text{Hom}(b, c) \) is a map \( \varphi \circ \psi \in \text{Hom}(a, c) \) such that:
  \[ \varphi \circ \psi = (u_2v_1, v_2v_1) \]

Hereinafter for \( x \in G \), the corresponding conjugacy class is \( [x] = \{gxg^{-1} | g \in G\} \).
Definition 2.1. Define $\Gamma_{[u]}$ as a subgroupoid of $\Gamma$, such that:

- $\text{Ob}(\Gamma_{[u]}) = [u]$
- $\text{Hom}(\Gamma_{[u]}) = \{ \varphi \in \text{Hom}(\Gamma) | t(\varphi) \in [u] \}$

In other words, $\Gamma_{[u]}$ is a full subcategory in $\Gamma$.

Denote $G^G = \{ [u_1], \ldots, [u_n] \}$ as a set of conjugacy classes in $G$.

Statement. It is easy to check by direct calculation that:

- Two objects are connected in $\Gamma$ iff they are conjugated elements of $G$;
- For any morphism $\varphi \in \text{Hom}(\Gamma)$, we have $t(\varphi) \in [u] \iff s(\varphi) \in [u]$;
- For any conjugacy class $[u]$ in $G^G$, the corresponding subgroupoid $\Gamma_{[u]}$ is a connected component in $\Gamma$;
- Hence $\Gamma$ can be represented as a disjoint union
  
  $$\Gamma = \bigsqcup_{[u] \in G^G} \Gamma_{[u]}.$$  

Proof of these facts can be found in previous papers [5, 7].

The next definition is important (see [3], section 3).

Definition 2.2. A function $\chi : \text{Hom}(\Gamma) \to A$, such that

$$\chi(\varphi \circ \psi) = \chi(\varphi) + \chi(\psi),$$

is called a character on $\Gamma$. We denote the space (actually, an $A$-module) of such characters on $\Gamma$ as $X_1(\Gamma)$.

Generally, this is not the same as the space of locally-finite characters.

2.2 Character modules and derivations

Let $d$ be a derivation of $A[G]$.

For any basis element $g$ in the group algebra $A[G]$, we have

$$d(g) = \sum_{h \in G} d_h^g h$$

where $d_h^g \in A$ — coefficients that depend only on the derivation $d$. An arbitrary element $u \in A[G]$ can be represented as a finite sum $u = \sum_{g \in G} \lambda^g g$, with coefficients $\lambda^g \in A$. Then the element $d(u)$ can be represented as

$$d(u) = \sum_{g \in G} \lambda^g d(g) = \sum_{g \in G} \sum_{h \in G} \lambda^g d_h^g h.$$
Following [3, 5] the correspondence between derivations and characters is given by the usual definition:

\[ \chi_d((u, v)) = d^u v. \]  \hspace{1cm} (3)

If \( d \in \text{Der} \), then \( \forall g, d(g) = \sum d^g h = \sum \chi((h, g)) h \) is a finite sum. So we can say, that a character \( \chi \) corresponds to a derivation, if and only if for each \( g \) exists just a finite number of elements \( h \), such that \( \chi((h, g)) \neq 0 \). In other words, \( \forall g, \chi((h, g)) = 0 \) for cofinitely many \( h \)'s. Such a character is called a locally finite character.

**Definition 2.3.** Following papers [3, 5], a 1-character \( \chi \) such that for every \( v \in G \)

\[ \chi(x, v) = 0 \]

for almost all \( x \in G \) is called locally finite.

In other words, a character \( \chi \) is locally finite, if for any \( g \in G \), there is only a finite number of elements \( x \in G \), such that \( \chi(x, v) \neq 0 \).

**Definition 2.4.** Define \( X_1^{\text{fin}} \) as a set of locally finite 1-characters on the \( \Gamma \).

As an \( A \)-module, \( X_1^{\text{fin}} \) is obviously isomorphic to \( \text{Der} \). However, we need to establish a Lie algebra isomorphism between \( X_1^{\text{fin}} \) and \( \text{Der} \).

**Theorem 2.1.** If \( d_1, d_2 \in \text{Der} \), then their commutator \([d_1, d_2]\) corresponds to 1-character \( \chi_{[d_1, d_2]} \), which can be calculated by this formula

\[ \chi_{[d_1, d_2]}(a, g) = \sum_{h \in G} \chi_{d_1}(a, h) \chi_{d_2}(h, g) - \chi_{d_2}(a, h) \chi_{d_1}(h, g). \]  \hspace{1cm} (4)

Denote

\[ \{\chi_{d_1}, \chi_{d_2}\} := \chi_{[d_1, d_2]}. \]

**Proof.** Let \( g \in G \), then we have

\[ d_1(g) = \sum_{h \in G} \chi_{d_1}(h, g) h, \quad d_2(g) = \sum_{h \in G} \chi_{d_2}(h, g) h. \]

We are going to calculate the commutator \([d_1, d_2] = d_1 d_2 - d_2 d_1 \). It’s easy to see that

\[ d_1 d_2(g) = \sum_{h \in G} \chi_{d_2}(h, g) (\sum_{a \in G} \chi_{d_1}(a, h) a), \]

\[ d_2 d_1(g) = \sum_{h \in G} \chi_{d_1}(h, g) (\sum_{a \in G} \chi_{d_2}(a, h) a). \]

Changing the sum order in these expressions we get

\[ [d_1, d_2](h) = \sum_{a \in G} (\sum_{h \in G} \chi_{d_2}(h, g) \chi_{d_1}(a, h) - \chi_{d_1}(h, g) \chi_{d_2}(a, h)) a. \]
The formula for \( \{\chi_{d_1}, \chi_{d_2}\}(a, h) \) is a coefficient of \( a \), i.e.
\[
\{\chi_{d_1}, \chi_{d_2}\}(a, g) = \sum_{h \in G} \chi_{d_1}(a, h)\chi_{d_2}(h, g) - \chi_{d_2}(a, h)\chi_{d_1}(h, g).
\]

This theorem is an analogue of Proposal 4.3 from [6].

**Corollary 2.1.1.** The formula (3) defines the canonical isomorphism
\[
(Der, [\cdot, \cdot]) \cong (X_1^{fin}, \{\cdot, \cdot\}).
\]

### 2.3 Inner derivations and their characters

Recall that
\[
\text{Inn} = \{d = \sum_{a \in G} C_a \text{ad}_a - \text{finite sum}\}.
\]

The next statement follows from [3], Theorem 2.

**Statement.** An adjoint derivation \( \text{ad}_a : x \mapsto [a, x] \) corresponds to the character
\[
\chi_{\text{ad}_a}((h, g)) = \begin{cases} 
0, & g^{-1}h = hg^{-1} = a \\
1, & hg^{-1} = a, g^{-1}h \neq a \\
-1, & g^{-1}h = a, hg^{-1} \neq a \\
0, & \text{else}
\end{cases}
\] (5)

Now we can write down definitions of inner derivation submodule in terms of characters.

**Definition 2.5.**
\[
\text{Inn} = \{d \in Der | \chi_d = \sum_{a} C_a \chi_{\text{ad}_a} - \text{finite sum}\}
\]

We can clearly see that character of any \( d \in \text{Inn} \) is trivial on loops.

**Statement.** Here are some basic facts about how trivial-on-loops characters on \( \Gamma \) behave:

- If a character on a groupoid is trivial on loops, then it is constant on any \( \text{Hom}(a, b) \);
- If a character \( \chi \) on a groupoid is trivial on loops, then it is a potential character, i.e. \( \exists p : \text{Ob}(\Gamma) \to A = \mathbb{C} : \chi = \partial p \). The latest term means that \( \forall \varphi \in \text{Hom}(\Gamma), \chi(\varphi) = p(t(\varphi)) - p(s(\varphi)) \);
- For any identity morphism \( (a, e) \) its character \( \chi(a, e) = 0 \);
- If \( \alpha \in \text{Hom}(a, a), \beta \in \text{Hom}(b, b), \exists \varphi \in \text{Hom}(a, b) : \alpha = \varphi^{-1} \circ \beta \circ \varphi \), then \( \forall \chi \in X_1, \chi(\alpha) = \chi(\beta) \).
These facts are all quite obvious and their proofs are neglected for the sake of conciseness.

We have already said above that a trivial-on-loops character may not have its corresponding derivation be inner. As an example, in some cases (infinite $G$, $A = \mathbb{C}$) there are locally finite trivial-on-loops characters, which do not correspond to an inner derivation. Counterexamples can be found in [4] (result for nilpotent groups in section 3.2 and more specific result for Heisenberg group in section 3.3).

**Definition 2.6.** Let us define a submodule of derivations, such that their characters are trivial on loops:

$$\text{Inn}^* = \{ d \in \text{Der} | \chi_d \text{ is trivial on loops} \}$$

We call such derivations **weakly inner**.

This definition was proposed in [7] (see section 2.5) where this type of derivations was called quasi-inner.

It’s easy to see that all inner derivation are weakly inner

$$\text{Inn} \subseteq \text{Inn}^*.$$  

Converse is not true (see [4], results of section 3.3).

**Definition 2.7.** We introduce definitions of character modules consisting only of trivial-on-loops characters:

$$X_0 = \{ \chi \in X_1 | \chi \text{ is trivial on loops} \};$$

$$X_0^{\text{fin}} = \{ \chi \in X_1 | \chi \text{ is locally finite and trivial on loops} \}.$$  

Immediately from definition we get that $(X_0^{\text{fin}}, \langle \cdot, \cdot \rangle)$ is a Lie algebra. And moreover $(X_0^{\text{fin}}, \langle \cdot, \cdot \rangle) \cong (\text{Inn}^*, \langle \cdot, \cdot \rangle)$.

The following theorem is an analogue of the Theorem 2.2. for semigroup algebras from [7].

**Lemma 2.1.** These conditions on character are equivalent:

1. $\chi$ is trivial on loops;
2. $\chi$ is potential;
3. $\chi$ can be expressed as a (possibly infinite) sum of adjoint derivations’ characters: $\chi = \sum_{g \in G} C_g \chi_{\text{ad}_g}, C_g \in A$.

**Proof.** $(1 \implies 2)$

If $\chi$ is trivial on loops, then for any $[u] \in G^G$, fix $u_0 \in [u]$, and choose any value of $p(u_0)$, for example, $p(u_0) = 0$. Then we can define potential $p$ on $\Gamma_{[u]}$ through the following procedure: if $\varphi : u_0 \to u, u \in [u_0]$, then $p(u) = p(u_0) + \chi(\varphi)$. On one hand, if such $\varphi$ exists, then $p(u)$ does not depend on the
We know that for $\forall d, G$ to a finite sum. Then an arbitrary sum of adjoint derivations (which, nevertheless, maps any element of $G$ due to properties of trivial on loops characters. On the other hand, $\exists g : u = gu_0 g^{-1}$. Hence $\exists (gu_0, g) : u_0 \rightarrow u$, which is an example of such $\varphi$ above.

As a result, we obtain $p$ defined on the whole $\Gamma$, and $\chi = \partial(p)$.

$(2 \implies 3)$

We can clearly see now that $\forall \varphi \in \text{Hom}(\Gamma)$

\[
\chi_d(\varphi) = p(t(\varphi))\chi_{\text{ad}_{t(\varphi)}}(\varphi) + \chi_{\text{ad}_{s(\varphi)}} p(s(\varphi)) = p(t(\varphi)) - p(s(\varphi)).
\]

This gives us the correspondence between $C_g$ and the values of $p$.

$(3 \implies 1)$

$\forall g, \chi_{\text{ad}_g}$ is trivial on loops. Any linear combination of trivial-on-loops characters is trivial on loops. $\square$

**Lemma 2.2.** $\text{Inn}^*$ is an ideal in $\text{Der}$.

**Proof.** At first, let $d \in \text{Der}$, $d_0 = \text{ad}_e$.

It is a well-known fact that $[d, \text{ad}_g](x) = \text{ad}_{\text{ad}_g}(x)$

\[
[d, \text{ad}_g](x) = d(\text{ad}_g(x)) - \text{ad}_g(d(x)) = d(gx - xg) - [g, d(x)] =
\]

\[
d(g)x + gd(x) - d(x)g - xd(g) - [g, d(x)] = [d(g), x] + [x, d(g)] = \text{ad}_{\text{ad}_g}(x).
\]

Let $d_0 \in \text{Inn}^*$, i.e. $\chi_{d_0}$ is trivial on loops. Then $\chi_{d_0} = \sum_{g \in G} C_g \chi_{\text{ad}_g}$, hence $d_0$ can be expressed in the form of an arbitrary sum $d_0 = \sum_{g \in G} C_g \text{ad}_g$ - an arbitrary sum of adjoint derivations (which, nevertheless, maps any element of $G$ to a finite sum). Then

\[
[d, d_0](x) = [d, \sum_{g \in G} C_g \text{ad}_g](x) = \sum_{g \in G} C_g [d, \text{ad}_g](x) = \sum_{g \in G} \text{ad}_{\text{ad}_g}(x).
\]

We know that for $\forall g$, $\text{ad}_{\text{ad}_g}$ has a trivial-on-loops character. Hence $[d, d_0]$ is trivial on loops. $\square$

### 2.4 Characters on subgroupoids

**Definition 2.8.** Let $\chi \in X_1(\Gamma)$. We define support of character $\chi$ as

\[
\text{supp}(\chi) = \{ \varphi \in \text{Hom}(\Gamma) | \chi(\varphi) \neq 0 \}
\]

Now we can look at character submodules consisting only of characters supported on some particular subgroupoid.

**Definition 2.9.**

- $\text{Der}_{\Gamma[u]} = \{ d \in \text{Der} | \text{supp}(\chi_d) \subset \Gamma[u] \}$;
- $X_1(\Gamma[u]) = \{ \chi \in X_1(\Gamma) | \text{supp}(\chi) \subset \Gamma[u] \}$;
- $X_1^{\text{fin}}(\Gamma[u]) = \{ \chi \in X_1(\Gamma) | \text{supp}(\chi) \subset \Gamma[u], \chi \text{ is locally finite} \}$;
- $X_0^{\text{fin}}(\Gamma[u]) = \{ \chi \in X_1(\Gamma) | \text{supp}(\chi) \subset \Gamma[u], \chi \text{ is locally finite and trivial on loops} \}$.
Properties of characters on subgroupoids have been studied in-depth in the article [4]. (In fact, there was only considered the case when \( A = \mathbb{C} \). Nevertheless, all properties of characters on subgroupoids coincide in both cases, with their proofs totally identical to the case when \( A = \mathbb{C} \).)

**Statement.** Some trivial facts:

- \( X_1(\Gamma[u]) \) is a submodule in \( X_1(\Gamma) \), \( X_1^{\text{fin}}(\Gamma[u]) \) is a submodule in \( X_1^{\text{fin}}(\Gamma) \). Similarly for \( X_0 \) and \( X_0^{\text{fin}} \);
- \( \text{Der}_[u] \cong X_1^{\text{fin}}(\Gamma[u]) \) as \( A \)-modules;
- As a Lie algebra w.r.t. commutator, \( \text{Der}_[u] \) is not a subalgebra in \( \text{Der} \). In addition, if \( X \in \text{Der}_[u], Y \in \text{Der}_[v] \), then \([X,Y]\) is not always 0;
- Let \( G \) be finite. It follows that there is only finite number of objects and morphisms in \( \Gamma \). Since a function over a disjoint union of a finite number of subdomains can be represented in a form of a direct sum, we have the following \( A \)-module isomorphisms:
  1. \( X_1(\Gamma) = \bigoplus_{[u] \in G^G} X_1(\Gamma[u]) \),
  2. \( X_0(\Gamma) = \bigoplus_{[u] \in G^G} X_0(\Gamma[u]) \),
  3. It follows that \( \text{Der}(A[G]) \cong \bigoplus_{[u] \in G^G} \text{Der}_[u] \).

Other facts about derivations on subgroupoids can be found in [3, 4].

### 2.5 Locally-finite characters complex

Consider an \( A \)-module complex from the character modules

\[
0 \to X_0^{\text{fin}}(\Gamma[u]) \xrightarrow{\partial_0} X_1^{\text{fin}}(\Gamma[u]) \xrightarrow{\partial_1} X_1^{\text{fin}}(\text{Hom}(u,u)) \to 0. \tag{6}
\]

The first differential \( \partial_0 : X_0^{\text{fin}}(\Gamma[u]) \to X_1^{\text{fin}}(\Gamma[u]) \) is defined as an identical inclusion of functions on \( \Gamma \).

The second differential \( \partial_1 : X_1^{\text{fin}}(\Gamma[u]) \to X_1^{\text{fin}}(\text{Hom}(u,u)) \) is a projection on a group of loops over \( u \)

\[
\partial_1(\chi)(\varphi) = \begin{cases} 
\chi(\varphi), & \varphi \in \text{Hom}(u,u) \\
0, & \text{else}
\end{cases}
\]

Talking simply, \( \partial_1 \) is just a restriction of character on a \( \text{Hom}(u,u) \).

**Theorem 2.2.** The sequence

\[
0 \to X_0^{\text{fin}}(\Gamma[u]) \xrightarrow{\partial_0} X_1^{\text{fin}}(\Gamma[u]) \xrightarrow{\partial_1} X_1^{\text{fin}}(\text{Hom}(u,u)) \to 0 \tag{7}
\]

is an exact sequence of \( A \)-modules.
Proof. Firstly, $\partial_1 \circ \partial_0 = 0$. Since a restriction of a trivial-on-loops character on a loop group on some particular vertex is zero.

Secondly, we will prove that the sequence (7) is exact:

1. $\ker(\partial_0) = \{0\}$, since if character is trivial on loops, and equals 0 on non-loops, then it vanishes everywhere;

2. $\im \partial_0 = X_0^{fin}$;

3. Let us prove that $\ker \partial_1 \subset \im \partial_0$. By definition, $\chi \in \ker \partial_1 \iff \chi$ is locally-finite, and $\forall \varphi \in \text{Hom}(u, u), \chi(\varphi) = 0$. It follows that $\chi$ is trivial on any loop in $\Gamma[u]$ due to character properties (2.3). Hence $\chi \in \im \partial_0$.

Contrary to exactness of the sequence (7), the sequence (6) is not always exact.

However, we can prove that sequence of the form (6) becomes exact in case $[u]$ has finite size.

2.6 Non-locally-finite characters complex

There are similar character modules and a similar sequence of characters for non locally-finite characters. In case $A = \mathbb{C}$ this sequence has been studied in papers [3, 4].

Definition 2.10. • $X_1(\Gamma)$ is a set of 1-characters on groupoid $\Gamma$;

• $X_0(\Gamma)$ is a set of trivial on loops 1-characters on groupoid $\Gamma$.

Then there is a (generally, non-exact) sequence of characters.

$$0 \rightarrow X_0(\Gamma[u]) \xrightarrow{\partial_0} X_1(\Gamma[u]) \xrightarrow{\partial_1} X_1(\text{Hom}(u, u)) \rightarrow 0. \quad (8)$$

For some particular classes of groups $G$, this sequence coincides with (7). In addition, it can be described in terms of cohomology of 2-category (2-groupoid) defined similarly to $\Gamma$. Details on this approach can be found in paper [6] (see Theorem 2.1 and Proposal 4.4).

2.7 Characters on subgroupoid corresponding to finite conjugacy class

In this section we study the $A$-module of characters over $\Gamma[u]$, when the conjugacy class $[u]$ is finite. This provides some techniques, which are useful for studying $\text{Der}(A[G])$ in case the group $G$ is a finite group or an FC-group. (Detailed description of FC-groups and their properties can be found in [37]).

In addition, these techniques provide a way to solve a Derivation problem (i.e. find out whether $\text{Out}(A[G]) = 0$) in some cases when $G$ has at least one finite conjugacy class. A special example is the case when $G$ is an FC-group, i.e. all conjugacy classes of $G$ are finite.
Lemma 2.3. Let \( g \in G \), and let \(|u| < \infty\). Then there are only finitely many morphisms of the form \((\ast, g)\) in \(\text{Hom}(\Gamma_{[u]})\).

Proof. For any \( g \in G \),

\[
|h : (h, g) \in \text{Hom}(\Gamma_{[u]})| = |\{h : g^{-1}hg^{-1} \in [u]\}| =
\]

(since \(hg^{-1} \in [u] \iff g^{-1}hg^{-1}g = g^{-1}h \in [u]\))

\[
= |\{h : g^{-1}h \in [u]\}| = |\{h : h \in g[u]\}| = |g[u]| = |u| < \infty.
\]

\(\square\)

In terms of paper [5] (section 2.3, p.7), this means \(|u| < \infty \implies |\mathcal{H}_g \cap \Gamma_{[u]}| < \infty\).

Corollary 2.2.1. If \(|u| < \infty\), then any character with support in \(\Gamma_{[u]}\) is automatically locally finite, i.e. \(X_1^{\text{fin}}(\Gamma_{[u]}) \equiv X_1(\Gamma_{[u]}), X_0^{\text{fin}}(\Gamma_{[u]}) \equiv X_0(\Gamma_{[u]}).\)

Proof. Let a character \(\chi\) be supported in \(\Gamma_{[u]}\). Then for any \(g\) we know that all morphisms of the form \((\ast, g)\), such that \(\chi(\ast, g) \neq 0\), lie in \(\text{Hom}(\Gamma_{[u]}).\) Due to the lemma above, there can only be a finite number of such morphisms in \(\text{Hom}(\Gamma_{[u]}).\) Thus, \(\chi\) is locally finite.

\(\square\)

The following lemma is an important technical tool in this paper. Its consequences will be used later to prove decomposition theorems for derivations of finitely generated FC-group rings and finite group rings.

Lemma 2.4. Let the conjugacy class \([u]\) be finite. Then the sequence

\[
0 \rightarrow X_0^{\text{fin}}(\Gamma_{[u]}) \xrightarrow{\partial_0} X_1^{\text{fin}}(\Gamma_{[u]}) \xrightarrow{\partial_1} X_1^{\text{fin}}(\text{Hom}(u, u)) \rightarrow 0 \tag{9}
\]

is a split exact sequence of \(A\)-modules.

Proof. 

1. Exactness part

For exactness, we need only \(\text{im } \partial_1 = X_1^{\text{fin}}(\text{Hom}(u, u))\).

So, let \(\chi_u \in X_1^{\text{fin}}(\text{Hom}(u, u)).\) Then we can define \(\chi \in \partial_1^{-1}(\chi_u)\) in the following way:

\[
\chi(\varphi) = \begin{cases} 
\chi_u(\varphi) & \text{if } \varphi \in \text{Hom}(u, u), \\
0 & \text{if } \varphi \text{ is not a loop in } \Gamma[u], \\
\chi_u(\theta^{-1} \circ \varphi \circ \theta) & \text{if } \varphi \in \text{Hom}(u', u').
\end{cases} \tag{10}
\]

In the last case, \(\theta\) is any morphism in \(\text{Hom}(u', u).\) Obviously, due to characters' properties (2.3), \(\chi(\varphi)\) does not depend on the choice of \(\theta.\) In addition,

\[
\chi(\varphi \psi) = \chi_u(\theta^{-1} \varphi \psi \theta) = \chi_u(\theta^{-1} \varphi \theta^{-1} \psi \theta) =
\]

\[
= \chi_u(\varphi) + \chi_u(\varphi) = \chi(\varphi) + \chi(\psi)
\]
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This means that character $\chi$ is defined correctly.

We have to prove that $\chi$ is locally finite (on $\Gamma[u]$).

Let $g \in G$, then there must be finite number of $h$’s, such that $(h, g) \in \text{Hom}(\Gamma[u])$ and $\chi((h, g)) \neq 0$.

On one hand, $(h, g) \in \text{Hom}(\Gamma[u]) \implies g^{-1}h, hg^{-1} \in [u]$.

On the other hand $\chi((h, g)) \neq 0 \implies (h, g)$ is a loop $\implies g^{-1}h = hg^{-1}$.

We get that

$$\{|h : h \in Z(g), hg^{-1} \in [u]\}| = \{|h : h \in Z(g) \cap [u]g\} \leq |[u]g| < \infty$$

hence $\chi$ is locally-finite.

2. Split part

Denote $id_{X_1^{fin}(\text{Hom}(u, u))}$ as the identity map on $X_1^{fin}(\text{Hom}(u, u))$. The definition above defines a section for $\partial_1$, i.e. the map $f : \chi_u \mapsto \chi$, has the property: $\partial_1 \circ f = id_{X_1^{fin}(\text{Hom}(u, u))}$. Hence the sequence (7) splits.

**Definition 2.11.** Denote the map described above (10) as $f : \chi_u \mapsto \chi$. This map will be used later

**Corollary 2.2.2.** It follows that $\text{Der}_{[u]}$ is isomorphic to $X_0^{fin}(\Gamma[u]) \oplus X_1^{fin}(\text{Hom}(u, u))$.

**Corollary 2.2.3.** If $|u| < \infty$, then

$$0 \rightarrow X_0(\Gamma[u]) \xrightarrow{\partial_0} X_1(\Gamma[u]) \xrightarrow{\partial_1} X_1(\text{Hom}(u, u)) \rightarrow 0$$

is a split exact sequence of $A$-modules. Here the differentials are same as for the sequence above.

**Definition 2.12.** Let $H$ be some group, $A$ be a ring. We denote $\text{Hom}_{Ab}(H, A)$ as the set of additive homomorphisms from the group $H$ to the ring $A$.

**Lemma 2.5.** The following isomorphism holds

$$X_1(\text{Hom}(u, u)) \cong \text{Hom}_{Ab}(Z(u), A).$$

**Proof.** It is easy to notice that $\text{Hom}(u, u)$ is a group with respect to morphism composition. Obviously, this group is canonically isomorphic to centralizer subgroup $Z(u)$. In other words, characters on $\text{Hom}(u, u)$ are nothing but additive homomorphisms from $Z(u)$ to $A$. \hfill \Box

3 Derivations of FC-group rings over finitely generated FC groups

Recall that a group $G$ is called an FC-group (see [37]), if all conjugacy classes of $G$ are of a finite size.
Lemma 3.1. Let $G$ be a finitely generated FC-group, $\Gamma$ be its groupoid of adjoint action. Then $X_1^{\text{fin}}$ can be decomposed into a direct sum of submodules

$$X_1^{\text{fin}}(\Gamma) = \bigoplus_{[u] \in G_G^G} X_1^{\text{fin}}(\Gamma[u]).$$

We identify character supported on $\Gamma[u]$ with its extension on the whole $\Gamma$, such that the extended character has zero value on any morphisms outside of $\Gamma[u]$.

Proof. 1) The inclusion $\bigoplus_{[u] \in G_G^G} X_1^{\text{fin}}(\Gamma[u]) \subset X_1^{\text{fin}}(\Gamma)$ is obvious.

In fact, if $\chi \in \bigoplus_{[u] \in G_G^G} X_1^{\text{fin}}(\Gamma[u])$, then by definition of infinite direct sum of modules, $\chi$ is a finite sum of locally-finite characters. This implies that $\chi$ is locally-finite.

2) Let us prove that $X_1^{\text{fin}}(\Gamma) \subset \bigoplus_{[u] \in G_G^G} X_1^{\text{fin}}(\Gamma[u])$. This is actually equivalent to the following statement: if $\chi$ is locally finite, then $\text{supp}(\chi)$ lies in a finite union of subgroupoids $\bigsqcup_{i=1}^{m} \Gamma[u_i]$ for some $m$. So, let us prove this.

By assumption, $G$ is finitely generated. Let us choose and fix its presentation:

$$G = \langle s_1, \ldots, s_n | R \rangle \equiv \langle S | R \rangle.$$

This means that any element $v$ can be (perhaps non-uniquely) represented in the form (see [35]):

$$v = a_1 \ldots a_k,$$

where $a_1, \ldots, a_k$ are generating elements of $G$ or their inverses

$$a_1 = s_{i_1}^{\pm 1}, \ldots, a_k = s_{i_k}^{\pm 1}.$$

In terms of groupoid of adjoint action, it means that any morphism $(u, v) = (u, a_1 \ldots a_k) \in \text{Hom}(\Gamma)$ can be decomposed into a composition of morphisms in the following way

$$(u, a_1 \ldots a_k) = (u, a_1) \circ (a_1^{-1} u, a_2) \circ \cdots \circ (a_{k-2}^{-1} \ldots a_1^{-1} u, a_{k-1}) \circ (a_{k-1}^{-1} \ldots a_1^{-1} u, a_k).$$

Now consider a locally-finite character $\chi \in X_1^{\text{fin}}(\Gamma)$. Since $\chi$ is locally-finite, then for any generating element $s_i$ there is only a finite number of morphisms of the form $(h, s_i)$, such that $\chi$ does not vanish on these morphisms (similarly to [3]). Hence there can only be a finite number of subgroupoids $\Gamma[u_i]$ containing morphisms of the form $(h, s_i)$, such that $\chi((h, s_i)) \neq 0$.

Similarly for any generating element’s inverse $s_i^{-1}$.

Since $G$ is finitely generated, all morphisms $(*, g)$ such that $g \in S \cup S^{-1}$ and $\chi((*, g)) \neq 0$ are contained in a finite union of a finite unions of subgroupoids $\Gamma[u_i]$. This implies that all such morphisms are contained in a finite union of subgroupoids, and without any loss of generality we can denote it as $\bigsqcup_{i=1}^{m} \Gamma[u_i]$. 
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Now recall that any morphism \((u, v)\) can be decomposed in the form \((13)\). We conclude that if \(\chi((u, v)) \neq 0\), then \((u, v) \in \text{Hom}(\bigsqcup_{i=1}^{m} \Gamma_{[u_i]}).\) Hence support of \(\chi\) lies in \(\bigsqcup_{i=1}^{m} \Gamma_{[u_i]}\).

**Corollary 3.0.1.** The following decomposition holds

\[
X_0^{\text{fin}}(\Gamma) = \bigoplus_{[u] \in G/G} X_0^{\text{fin}}(\Gamma_{[u]}). \quad (14)
\]

**Proof.** The proof for this statement is completely the same as for the statement above.

**Theorem 3.1.** If \(G\) is a finitely generated FC-group, all weakly-inner derivations of \(A[G]\) are inner.

In order to prove this theorem, we need the following lemma.

**Lemma 3.2.** If \(|[u]| < \infty\), then all weakly inner derivations whose characters are supported on \(\Gamma_{[u]}\) are inner derivations.

**Proof.** If we apply lemma \((2.1)\), we know that any trivial-on-loops character \(\chi\) on \(\Gamma_{[u]}\) can be expressed as a (possibly infinite) sum of adjoint derivation characters

\[
\chi = \sum_{g \in G} C_{g} \chi_{\text{ad}}_{g}.
\]

However, if \(\text{supp}(C_{g} \chi_{\text{ad}}_{g}) \subset \Gamma_{[u]}\), then \(g \in \text{Ob}(\Gamma_{[u]}) = [u]\). It follows that

\[
\chi = \sum_{g \in [u]} C_{g} \chi_{\text{ad}}_{g}.
\]

Since \([u]\) is finite, \(\chi\) is a finite sum of adjoints. Hence it is a character of an inner derivation.

**Proof.** (Theorem\((3.1)\))

Let \(d\) be a weakly inner derivation. Then its character \(\chi_{d}\) is locally-finite and trivial on loops. Due to previous lemma \((3.0.1)\), \(\chi_{d}\) lies in a direct sum \(X_0^{\text{fin}}(\Gamma_{[u]}).\) Therefore, it is a finite sum of characters, whose supports lie in particular subgroupoids. It follows that \(\chi_{d}\) is a finite sum of characters, each of those corresponding to a finite sum of adjoints. Thus, \(\chi_{d}\) is a finite sum of finite sums of adjoint derivations’ characters, and its corresponding derivation \(d\) is a finite sum of adjoints. This means that \(d\) is an inner derivation.

Now we can derive the structure theorem for derivations of finite group rings over finitely generated FC-groups.
Theorem 3.2. Let $G$ be a finitely generated FC-group, $A$ be a unital commutative ring. Then

$$\text{Der}(A[G]) \cong \text{Inn}(A[G]) \oplus \bigoplus_{[u] \in G^G} \text{Hom}_{Ab}(Z(u), A).$$  

(15)

Proof. As $A$-modules (not as Lie algebras):

$$\text{Der}(A[G]) \cong X_1^{\text{fin}}(\Gamma).$$

Following the lemma (3.1),

$$X_1^{\text{fin}}(\Gamma) = \bigoplus_{[u] \in G^G} X_1^{\text{fin}}(\Gamma_{[u]}).$$

Following the theorem (2.4), we can combine the decomposition of character modules on subgroupoids (2.2.2)

$$X_1^{\text{fin}}(\Gamma_{[u]}) \cong X_0^{\text{fin}}(\Gamma_{[u]}) \oplus X_1^{\text{fin}}(\text{Hom}(u, u))$$

From the corollary of lemma (2.3), we know that all characters on $\Gamma_{[u]}$ are locally-finite. In addition, we know that there is an explicit description of characters on loop hom-sets (2.5). Therefore, we have:

$$X_1^{\text{fin}}(\Gamma_{[u]}) \cong X_0^{\text{fin}}(\Gamma_{[u]}) \oplus \text{Hom}_{Ab}(Z(u), A).$$

Now recall that we have an $A$-module isomorphism between $\text{Inn}^*$ and $X_0^{\text{fin}}$. If we combine it with corollary (3.0.1), we obtain the isomorphism:

$$\text{Inn}^* \cong X_0^{\text{fin}} = \bigoplus_{[u] \in G^G} X_0^{\text{fin}}(\Gamma_{[u]}).$$

Now recall that due to the theorem (3.1), we have $\text{Inn}^* = \text{Inn}$. Regrouping terms in the equation above, we obtain the theorem claim:

$$\text{Der}(A[G]) \cong X_1^{\text{fin}}(\Gamma) = \bigoplus_{[u] \in G^G} X_1^{\text{fin}}(\Gamma_{[u]}) \cong$$

$$\cong \bigoplus_{[u] \in G^G} (X_0^{\text{fin}}(\Gamma_{[u]}) \oplus \text{Hom}_{Ab}(Z(u), A)) \cong \text{Inn}^*(A[G]) \bigoplus_{[u] \in G^G} \text{Hom}_{Ab}(Z(u), A) \cong$$

$$\cong \text{Inn}(A[G]) \bigoplus_{[u] \in G^G} \text{Hom}_{Ab}(Z(u), A).$$  

(16)

In the next section, we will be interested in the case of finite groups. So the following corollary will be important.

Corollary 3.2.1. In case $G$ is finite, $\text{Inn}^*(A[G]) = \text{Inn}(A[G]).$

Proof. This is a special case of theorem (3.1).
4 Finite group case

In this section group $G$ is assumed to be finite. In this case we see that its groupoid of adjoint action $\Gamma$ has both finite number of objects and morphisms. Thus, any character has finite support, so any character on $\Gamma$ is a locally-finite character.

Thus, taking in account the corollary 3.2.1 we get

**Proposition 4.1.** $\text{Out}^*(A[G]) \cong \text{Out}(A[G])$.

Let us refine the theorem 3.2 for the case of finite group.

**Theorem 4.1.** There is a way to describe all derivations of $A[G]$ in case $G$ is finite:

1. $\text{Der}(A[G]) \cong \text{Inn}(A[G]) \oplus \left( \bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A) \right)$,
2. $\text{Out}(A[G]) \cong \bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A)$.

Notice that these isomorphisms are isomorphisms of $A$-modules, and they are not canonical.

**Proof.** 1. As $A$-modules (not as Lie algebras):

$$\text{Der} \cong X^f_1(\Gamma)$$

Due to finiteness of $G$:

$$X^f_1(\Gamma) = X_1(\Gamma).$$

As an $A$-module of $A$-valued functions over a finite disjoint union of domains, $X_1(\Gamma)$ can be decomposed:

$$X_1(\Gamma) \cong \bigoplus_{[u] \in G^G} X_1(\Gamma_{[u]}).$$

Now, due to the theorem (2.4)

$$X_1(\Gamma_{[u]}) = X^f_1(\Gamma_{[u]}) \cong X^f_0(\Gamma_{[u]}) \oplus X^f_1(\text{Hom}(u, u)) \equiv X_0(\Gamma_{[u]}) \oplus X_1(\text{Hom}(u, u)).$$

Hence

$$X_1(\Gamma) \cong \bigoplus_{[u] \in G^G} (X_0(\Gamma_{[u]}) \oplus X_1(\text{Hom}(u, u))).$$

On one hand, we know that

$$\bigoplus_{[u] \in G^G} X_0(\Gamma_{[u]}) = X_0(\Gamma) \cong \text{Inn}.$$
On the other hand, $\text{Hom}(u, u)$ is a group with respect to morphism composition, and this group is isomorphic to centralizer $Z(u)$. In other words, characters on finite $\text{Hom}(u, u)$ are nothing but additive homomorphisms from $Z(u)$ to $A$. I.e. we can delineate the following $A$-module homomorphism

$$X_1(\text{Hom}(u, u)) \cong \text{Hom}_{Ab}(Z(u), A).$$

Regrouping terms in the equation above, we obtain that

$$\text{Der} \cong X_1(\Gamma) \cong \text{Inn} \oplus \bigoplus_{[u] \in G^G} \text{Hom}_{Ab}(Z(u), A).$$

2. Trivially follows from the first part and proposition 4.1.

### 4.1 Inner derivations

If the group $G$ is finite, we can suppose that the dimension of the space of inner derivations is the difference between number of generators $ad_g, g \in G$ and the dimension of centralizer of a group algebra $A[G]$, which is equal to the number of conjugacy classes $|G^G|$ (here is the proof for the case $A = \mathbb{C}$). In this paragraph we prove this formula for arbitrary $A$:

$$\dim(\text{Inn}(A[G])) = |G| - |G^G|.$$

In order to prove this, we need the following well-known fact (see [13], chapter 2).

For a fixed conjugacy class $[u_i] \in G^G$, denote $K_i := \sum_{g \in [u_i]} g$.

**Statement.** An element $x$ lies in the center of $A[G]$ if and only if $x = C_1K_1 + \ldots + C_nK_n$, for some elements $C_i \in A$.

**Theorem 4.2.** Inner derivations can be described in terms of an $A$-module presentation

$$\text{Inn} = \langle ad_g, g \in G | \sum_{g \in [u]} ad_g = 0 \text{ for any } [u] \in G^G \rangle.$$

Details on module presentations can be found at [24]. This theorem is equivalent to the following

**Corollary 4.2.1.** Let us choose some $u_1, \ldots, u_n$, such that all the $u_i$’s belong to different conjugacy classes. Then $\text{Inn}(A[G])$ is a free $A$-module, with the following basis:

$$\{ ad_g | g \in G \setminus \{ u_1, \ldots, u_n \} \}.$$

So let’s prove the theorem with the corollary.
Proof.  1) By the definition of \( \text{Inn} \), we know that \( \text{ad}_g, g \in G \) is a generating set for \( \text{Inn} \). In addition, we know that \( \text{ad}_x = 0 \iff x \) lies in the center of the group algebra \( A[G] \). Combining this with the description of the center of a group algebra, we obtain the claim of the theorem.

In order to prove the corollary, it suffices to prove the rest for any conjugacy class.

So, we will fix a conjugacy class \([u] = \{g_1, \ldots, g_k\}\). Consider inner derivations, such that their characters are supported in \( \Gamma[u] \). In addition, let

\[
m \in \{1, \ldots, k\}.
\]

2) Firstly, we have to prove that \( \{\text{ad}_g | g \in [u] \setminus g_m\} \) is truly a generating set for inner derivations supported on \( \Gamma[u] \).

Denote

\[
\text{Inn}(\Gamma[u]) := \{d \in \text{Inn}(A[G]) | \text{supp}(\chi_d) \subset \Gamma[u]\}.
\]

Any inner derivation \( d \) supported in \( \Gamma[u] \) is a linear combination of adjoints \( \text{ad}_g \), such that \( g \in [u] \). In addition, due to the lemma (4.1),

\[
\sum_i g_i \in C_{A[G]}(A[G]) \implies 0 = \text{ad}_g \sum_i g_i = \sum_i \text{ad}_g_i.
\]

Thus, \( \text{ad}_{g_m} \) is a linear combination of others:

\[
\text{ad}_{g_m} = \sum_{i,i \neq m} -\text{ad}_g_i.
\]

3) Let

\[
\sum_{i,i \neq m} C_i \text{ad}_g_i = 0
\]

for some non-zero coefficients \( C_i \in A \). Then for any \( x \in A[G] \), we have

\[
0 = \left( \sum_{i,i \neq m} C_i \text{ad}_g_i \right)(x) = \sum_{i,i \neq m} C_i \text{ad}_g_i(x) = \sum_{i,i \neq m} C_i [g_i, x] = \left[ \sum_{i,i \neq m} C_i g_i, x \right]. \quad (17)
\]

This means that this linear combination must lie in the group ring’s center:

\[
\sum_{i,i \neq m} C_i g_i \in C_{A[G]}(A[G]).
\]

We see that this contradicts (4.1). Therefore, all \( C_i \)'s must vanish, and

\[
\{\text{ad}_g | g \in [u] \setminus g_m\}
\]

must be linearly independent.

4) Due to the lemma above((3.0.1)),

\[
\text{Inn}(A[G]) = \bigoplus_{[u] \in G^G} \text{Inn}(\Gamma[u]).
\]
As a consequence, \( \text{Inn}(A[G]) \) is a free finitely generated module, spanned by

\[
\bigoplus_i \{ \text{ad}_g | g \in \{ u_i \} \} = \\
= \{ \text{ad}_g | g \in G \setminus \{ u_1, \ldots, u_n | u_i \text{'s belong to different conjugacy classes } \} \}.
\]

(18)

**Corollary 4.2.2.** If \( A \) is a field, then

\[
\text{dim}(\text{Inn}) = \sum_{i=1}^n (|u_i| - 1) = |G| - |G^G|.
\]

**Proof.** It’s a widely known fact that a free finitely generated module over a field is a vector space. Its dimension is equal to the number of basis elements, which we have calculated in the theorem (4.2.1).

### 4.2 Characters of outer derivations and torsion

Now we will describe characters corresponding to the loop groups. This gives us criterion to find out whether all derivations are inner.

**Lemma 4.1.** Let \( H \) be any subgroup of \( G \), \( A \) be a ring. If \( \varphi \in \text{Hom}_{\text{Ab}}(H, A) \), then for any \( \forall g \in H \) we have \( \text{ord}(g) \varphi(g) = 0 \in A \)

**Proof.** Firstly, if \( \text{ord}(g) = k \) in \( G \), then \( g \) has the same order in \( H \).

Secondly, since \( |G| < \infty \), \( \forall g \in H \), we have \( \text{ord}(g) < \infty \). Then \( 0 = \varphi(e) = \varphi(g^{\text{ord}(g)}) = \text{ord}(g) \varphi(g) \).

**Corollary 4.2.3.** Let \( G \) be a finite group, \( A \) be a unital commutative ring. Then \( \text{Der}(A[G]) \neq \text{Inn}(A[G]) \) if and only if there exists \( \{ u \} \in G^G \) and a non-trivial homomorphism \( \varphi \in \text{Hom}_{\text{Ab}}(Z(u), A) \) such that \( \forall g \in Z(u), \text{ord}(g) \varphi(g) = 0 \in A \).

**Corollary 4.2.4.** If \( A \) is a torsion-free ring, \( G \) is a finite group, then \( \text{Out}(A[G]) = 0 \). As a consequence, if \( A = \mathbb{Z}, \mathbb{Q}, \mathbb{R}, \mathbb{C} \), then \( \text{Out}(A[G]) = 0 \).

Hereinafter we use notation \( \gcd(a, b) \) for the greatest common divisor.

**Lemma 4.2.** Let \( A = \mathbb{Z}_m \), \( G - \text{finite} \). Then

\[
\forall g \in G, \gcd(\text{ord}(g), m) = 1 \implies \text{Der}(A[G]) = \text{Inn}(A[G]).
\]

**Proof.** Let \( \varphi \in \text{Hom}_{\text{Ab}}(Z(u), Z_m) \) for some \( u \). Then for any \( g \in Z(u) \) we have

\[
\text{ord}(g) \varphi(g) = 0 \in Z_m \implies m|\text{ord}(g) \varphi(g).
\]

Since \( \forall g \in G, \gcd(\text{ord}(g), m) = 1 \), we have

\[
m|\text{ord}(g) \varphi(g) \implies m|\varphi(g) \implies \varphi(g) = 0 \in Z_m.
\]
4.3 Additive homomorphisms

The following fact is widely-known amongst group theorists.

**Statement.** Let \( \varphi : G \rightarrow A \) be an additive homomorphism from a non-abelian group \( G \) to abelian group \( A \). Let us denote \( \pi : G \rightarrow G/[G,G] \) as the projection mapping. Then there exists \( \hat{\varphi} \), such that \( \varphi = \hat{\varphi} \circ \pi \).

\[
\begin{align*}
G & \xrightarrow{\varphi} A \\
G/[G,G] & \xrightarrow{\pi} G
\end{align*}
\]

If we use the primary decomposition of finite abelian groups, then we can decompose the additive group of ring \( A \)

\[
A \cong \mathbb{Z}_{p_1^{i_1}} \oplus ... \oplus \mathbb{Z}_{p_n^{i_n}},
\]

and

\[
G/[G,G] \cong \mathbb{Z}_{q_1^{j_1}} \oplus ... \oplus \mathbb{Z}_{q_m^{j_m}}.
\]

**Lemma 4.3.** There is a nontrivial homomorphism \( \varphi : \mathbb{Z}_{p_i} \rightarrow \mathbb{Z}_{q_j} \) if and only if \( p = q \).

**Proof.**

1. If \( p = q \), then we can always take \( \varphi : 1 \mapsto q^{j-1} \).

2. Let \( \varphi : \mathbb{Z}_{p_i} \rightarrow \mathbb{Z}_{q_j} \) be a homomorphism. Notice that elements of the primary group \( \mathbb{Z}_{p_i} \) can only be of order \( 1, p^k, ..., p^l \) due to the Lagrange theorem (order of element should divide order of group). Similarly we can say that elements of \( \mathbb{Z}_{q_j} \) can only be of order \( 1, q^k, ..., q^l \). Then for any element \( g \in \mathbb{Z}_{p_i} \) of order \( p^k \) we have \( 0 = \varphi(0) = \varphi(p^k g) = p^k \varphi(g) \). On the other hand we know that \( \text{ord}(\varphi(g)) \in 1, q, ..., q^l \). It can only be possible if \( p = q \).

**Corollary 4.2.5.** Let the primary decompositions of \( A \) and \( G/[G,G] \) be

\[
A \cong \mathbb{Z}_{p_1^{i_1}} \oplus ... \oplus \mathbb{Z}_{p_n^{i_n}}, G/[G,G] \cong \mathbb{Z}_{q_1^{j_1}} \oplus ... \oplus \mathbb{Z}_{q_m^{j_m}}.
\]

Then there is a nontrivial homomorphism in \( \varphi \in \text{Hom}_{\text{Ab}}(G/[G,G], A) \) if and only if there is some \( p_i, q_j \) such that \( p_i = q_j \).

Now we can obtain the criterion for the triviality of the outer derivations algebra.

Let the ring \( A \) be such that

\[
A \cong \mathbb{Z}_{p_1^{i_1}} \oplus ... \oplus \mathbb{Z}_{p_n^{i_n}}
\]

is the primary decomposition for additive group of the ring \( A \). Also let

\[
G/[G,G] \cong \mathbb{Z}_{q_1^{j_1}} \oplus ... \oplus \mathbb{Z}_{q_m^{j_m}}
\]

be the primary decomposition of \( G/[G,G] \).
Theorem 4.3. For finite group $G$ and finite ring $A$ all derivations $\text{Der}(A[G])$ are inner if and only if $\{p_1, ..., p_n\} \cap \{q_1, ..., q_m\} = \emptyset$.

Proof. 1) Let $\{p_1, ..., p_n\} \cap \{q_1, ..., q_m\} = \emptyset$. Due to corollary (4.2.5) we know that this implies $\text{Hom}(G/[G,G], A) = 0$. We know that for any homomorphism $\varphi : G \to A$ there is $\hat{\varphi} \in \text{Hom}(G/[G,G], A)$ such that $\varphi = \hat{\varphi} \circ \pi$. Thus $\varphi = 0 \circ \pi$ must be the zero homomorphism.

2) Let $\{p_1, ..., p_n\} \cap \{q_1, ..., q_m\} = r$. Without any loss of generality we can say that $r = p_k = q_k$. If it’s not we can just reorder primary components. Then we have a nontrivial homomorphism $\varphi_k = \mathbb{Z}_{r^{i_k}} \to \mathbb{Z}_{r^{j_k}}$, $\varphi_k : 1 \mapsto r^{j_k-1}$ between primary subgroups $\mathbb{Z}_{r^{i_k}} \subset G/[G,G]$ and $\mathbb{Z}_{r^{j_k}} \subset A$ correspondingly.

Firstly, we can extend $\varphi_k$ onto the whole $G/[G,G]$ by zeros on all primary components except for $\mathbb{Z}_{r^{i_k}}$. Thus we have obtained $\hat{\varphi} : G/[G,G] \to A$.

Secondly, we can just compose $\hat{\varphi}$ with the projection map $\pi$: $\varphi = \hat{\varphi} \circ \pi$.

Now we can clearly see that there is a nontrivial central derivation $d_\varphi$. Since central derivations are isomorphic to a certain subalgebra of $\text{Out}(A[G])$, then in this case $\text{Out}(A[G]) \neq 0$.

5 Examples and applications

5.1 Explicit isomorphism map for outer derivations

In the previous paragraphs we built two isomorphisms of $A$-modules: "outer derivations" $\leftrightarrow$ "characters on loops" and "characters on loops" $\leftrightarrow$ "additive homomorphisms on centralizers". Now we will provide the explicit description of the composition of these isomorphisms. Problem is that such isomorphism is not canonical, because it depends on choice of elements in conjugacy classes. In this paragraph we build one such $A$-module isomorphism explicitly.

Fix conjugacy classes of $G$ as $G^G = \{[u_1], [u_2], ..., [u_n]\}$.

Choose representatives of conjugacy classes: $u_1 \in [u_1], ..., u_n \in [u_n]$.

Denote $F_{u_1, ..., u_n} : \bigoplus_{i=1}^n \text{Hom}_{\text{Ab}}(Z(u_i), A) \rightarrow \text{Out}(A[G])$ as the $A$-module isomorphism we built above. Let $\varphi \in \bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A)$.
Theorem 5.1. Let \( \varphi \in \text{Hom}_{\text{Ab}}(Z(u_i), A) \) for some \( i \). The \( A \)-module isomorphism mapping loop groups to outer derivations is described by the following formula:

\[
F_{u_1, \ldots, u_n}(\varphi) = D(\varphi) + \text{Inn}
\]

\[
(D(\varphi))_v^u = \begin{cases} 
\varphi(gv^{-1}) & \text{if } v^{-1}u = uv^{-1} = g^{-1}u_i g \text{ for some } g \in G \\
0 & \text{else}
\end{cases}
\]

The isomorphism \( F_{u_1, \ldots, u_n}(\varphi) \) is then extended on \( \bigoplus_{[u] \in G G} \text{Hom}_{\text{Ab}}(Z(u), A) \) by linearity.

Proof. If \( \varphi \in \bigoplus_{[u] \in G G} \text{Hom}_{\text{Ab}}(Z(u), A) \), then \( \varphi \) is a direct sum of homomorphisms:

\[
\varphi = (\varphi_1, \ldots, \varphi_n), \varphi_i \in \text{Hom}_{\text{Ab}}(Z(u_i), A).
\]

We have an outer derivation \( F_{u_1, \ldots, u_n}(\varphi) \) as an outer derivation, and we wish to calculate its coefficients. Then

\[
(F_{u_1, \ldots, u_n}(\varphi))_v^u = \left( \sum_i \chi_i((u, v)) \right)
\]

assume that \( (u, v) \in \Gamma_{[u_i]} \)

\[
= \chi_i((u, v)) = \begin{cases} 
\chi_{\varphi_i}(\psi), & \psi \text{ is a loop, conjugated to } (u, v) \\
0, & \text{else}
\end{cases}
\]

(19)

If \( \psi \) is a loop conjugated to \( (u, v) \), then we have \( \chi_{\varphi_i}(\psi) = \chi_{\varphi_i}((u, v)) \). Since \( (u, v) \) is a loop in \( \Gamma_{[u_i]} \), we know that exists \( g \) such that \( v^{-1}u = uv^{-1} = g^{-1}u_i g \). Let us find such a \( \psi \):

Since the character \( \chi_{\varphi_i} \) is potential, \( \chi_{\varphi_i}(\psi) \) does not depend on the choice of \( g \). Hence we have:

\[
\chi_{\varphi_i}((u, v)) = \chi_{\varphi_i}((u_i g, g) \circ (u, v) \circ (g^{-1} u_i, g^{-1})) = \\
= \chi_{\varphi_i}((u_i g, g) \circ (v g^{-1} u_i, v g^{-1})) = \chi_{\varphi_i}((vg^{-1} u_i, vg^{-1})) = \\
= \varphi_i(gv^{-1}).
\]

Combining this formula with the formula (19), we obtain the statement of the theorem. \( \square \)
As a result, we can describe outer derivations as an $A$-module presentation. (Details on module presentations can be found at [24]). Denote the generating set of $\text{Out}$ as $S$, and relations as $T$. Its relations are inherited from $\bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A)$ (just usual relations for addition and scalar multiplication on $\text{Hom}$-sets with $A$-module structure). In terms of the theorem above, $\text{Out} = \langle S | T \rangle$, where

\[
S = \bigcup_{[u] \in G^G} S_u
\]

Here $S_u = \{ F_{u_1, \ldots, u_n}(\varphi) | \varphi \in \text{Hom}_{\text{Ab}}(Z(u), A) \}$

$T = \{ F_{u_1, \ldots, u_n}(\varphi) + F_{u_1, \ldots, u_n}(\psi) = F_{u_1, \ldots, u_n}(\varphi + \psi), \quad \}

F_{u_1, \ldots, u_n}(a\varphi) = aF_{u_1, \ldots, u_n}(\varphi) \}

for any $a \in A$ and $\varphi, \psi \in \bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A)$

Obviously, sets $\{ S_u | [u] \in G^G \}$ are disjoint.

5.2 Example: derivations of $\mathbb{Z}_4[S_3]$

Let us consider the following case: $A = \mathbb{Z}_4$, $G = S_3$.

In order to describe outer derivations, we need to calculate $\bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A)$ and then map it to $\text{Out}(\mathbb{Z}_4(S_3))$ by the means of theorem (5.1). Thus we can calculate explicit form of outer derivations’ elements. So we begin with $\bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A)$.

There are three conjugacy classes in $S_3$: $[e], [(12)], [(123)]$.

For any permutation $\sigma$ its centralizer is defined as $Z(\sigma) = \{ g \in G | \sigma = g^{-1}\sigma g \}$. Since centralizer is a subgroup, due to Lagrange’s theorem on subgroup indices it must be of size 1, 2, 3, or 6. On the other hand, conjugation leaves the cycle type intact. Therefore,

| conjucy class $[u]$ | centralizer $Z(u)$ up to isomorphism |
|---------------------|-------------------------------------|
|                    | $[e]$ | $[\{12\}]$ | $[\{123\}]$ |

Now we have to describe all the additive homomorphisms mapping these centralizers to $\mathbb{Z}_4$.

Proposition 5.1. Additive hom-sets have the following form:

1. $\text{Hom}_{\text{Ab}}(S_3, \mathbb{Z}_4) = \{ 0, \varphi_1 : (ij) \mapsto 2 \text{ for } \forall (ij) \}$,

2. $\text{Hom}_{\text{Ab}}(\mathbb{Z}_2, \mathbb{Z}_4) = \{ 0, \varphi_2 : 1 \mapsto 2 \}$,

3. $\text{Hom}_{\text{Ab}}(\mathbb{Z}_3, \mathbb{Z}_4) = \{ 0 \}$.

Proof. The second and the third parts are obvious, because image of any element in the power of its order should be equal to zero.
Now let us prove the first part of our statement. Consider an arbitrary
additive homomorphism $\varphi \in \text{Hom}_{\text{Ab}}(S_3, \mathbb{Z}_4)$.
For any element $g$ of $S_3$ we need $\text{ord}(g)\varphi(g) = 0 \in \mathbb{Z}_4$ to hold true. So, only
$(12), (13), (23)$ can be mapped by $\varphi$ to nonzero.
Without any loss of generality we can assume that $\varphi(12) = 2$. Then
\[ 2\varphi(23) + \varphi(13) = 2 = 2\varphi(13) + \varphi(23) \implies \varphi(23) - \varphi(13) = 0 \]
Now if $\varphi(23) = \varphi(13) = 0$, then $\varphi(123) = \varphi(23) + \varphi(12) = 2$. This contradicts
to the fact that $\text{ord}(123) = 3$:
\[ \varphi((123)^3) = \varphi(e) = 0 \neq 2 \]
Hence $\varphi(23) = \varphi(13) = 2$, and the only nontrivial homomorphism in $\text{Hom}_{\text{Ab}}(S_3, \mathbb{Z}_4)$
is the $\varphi : (ij) \mapsto 2$ for $\forall (ij)$. We denote it as $\varphi_1$.
\[ \square \]
Now we can use $F_{e,(12),(123)}$ from the theorem (5.1) to map non-trivial ho-
omorphisms contained in $\bigoplus_{[u] \in G^G} \text{Hom}_{\text{Ab}}(Z(u), A)$ to derivations.
1) We begin with the nontrivial homomorphism $\varphi_1$ from the first hom-set
$\text{Hom}_{\text{Ab}}(Z(e), \mathbb{Z}_4) \cong \text{Hom}_{\text{Ab}}(S_3, \mathbb{Z}_4)$. Denote the corresponding outer derivation as
\[ d_1 + \text{Inn} = F_{e,(12),(123)}(\varphi_1). \]
The theorem (5.1) gives us
\[ (d_1)^u_{v} = (F_{e,(12),(123)}(\varphi_1))^u_{v} = \begin{cases} 
\varphi_1(gvg^{-1}) & \text{if } v^{-1}u = uv^{-1} = e \\
0, & \text{else}
\end{cases} \]
So, nontrivial coefficients occur only when $v^{-1}u = uv^{-1} = e \implies u = v$.
Moreover, we see that depending on the cycle type of $u$, by theorem (5.1) we have
\[ (d_1)^u_{v} = \begin{cases} 
0, & \text{if } u = e, \\
\varphi_1(u) = 2 & \text{if } u = (ij) \\
0, & \text{if } u = (ijk)
\end{cases} \]
To conclude,
\[ (d_1)^u_{v} = \begin{cases} 
2, & \text{if } u = v \text{ is a transposition,} \\
0, & \text{else}
\end{cases} \]  
(21)
2) The second nontrivial homomorphism is $\varphi_2 \in \text{Hom}_{\text{Ab}}(Z((12)), \mathbb{Z}_4)$ De-
note the corresponding outer derivation as
\[ d_2 + \text{Inn} = F_{e,(12),(123)}(\varphi_2). \]
The theorem (5.1) gives us

$$(d_2)^u = (F_{e,(12),(23)}(\varphi_2))^u_v = \begin{cases} 
\varphi_2(gvg^{-1}) & \text{if } v^{-1}u = uv^{-1} = g^{-1}(12)g \text{ for some } g \in G \\
0, & \text{else}
\end{cases}.$$  \hspace{1cm} (22)

On one hand, if $v^{-1}u = uv^{-1}$, then there can be 3 cases:

1. either $u = (ij), v = e$,

2. or $u = e, v = (ij)$,

3. or $u, v$ are cycles of length 3.

Since a product of two cycles of length 3 cannot be a transposition, third case leads to a contradiction. On the other hand, we know that for any derivation $d$, it holds true that $d^u_g = 0$ for any $g$. Now we see that the first case leads to a contradiction.

It follows that only one case is possible: $u = e, v = (ij)$. Now since $g^{-1}(12)g$ can only be a transposition, it suffices to consider cases when $g$ equals to $e, (13), (23)$. Therefore, equation (22) takes form:

$$(d_2)^u = \begin{cases} 
\varphi_2(12) = 2 & \text{if } u = e, v = (12), g = e, \\
\varphi_2(gvg^{-1}) = \varphi_2((13)(23)(13)) = \varphi_2((12)) = 2 & \text{if } u = e, v = (23), g = (13), \\
\varphi_2(gvg^{-1}) = \varphi_2((23)(13)(23)) = \varphi_2((12)) = 2 & \text{if } u = e, v = (13), g = (23), \\
0, & \text{else}
\end{cases}.$$  \hspace{1cm} (23)

Finally, the theorem (5.1) tells us that the $\mathbb{Z}_4$-module of outer derivations admits the description in terms of generators and relations:

$$\text{Out} = \langle S | T \rangle,$$

with the generating set equal to

\[ S = \{d_1 + \text{Inn}, d_2 + \text{Inn}\} \]

and the relations are

\[ T = \{2(d_1 + \text{Inn}) = \text{Inn} = 2(d_2 + \text{Inn})\}. \]
Central derivations of $\mathbb{Z}_4[S_3]$

Let $z \in Z(G)$, $\tau : G \to A$ - additive homomorphism.

Linear operator $d^z_\tau$ defined on generators as $d^z_\tau : x \mapsto \tau(x)xz$, is a central derivation (see [4]). Any linear combination of such operators is also a central derivation.

Proposition 5.2. Central derivations are not isomorphic to outer derivations.

Proof. In our case, $Z(S_3) = \{e\}$ $\implies$ only operators such as $d^z_\tau : x \mapsto \tau(x)x e = \tau(x)x$ span $Z\text{Der}$. The corresponding outer derivation is $d^e_\tau + \text{Inn}$.

We can see that there is no such homomorphism $\tau$, that $d^e_\tau + \text{Inn} = d^2_\tau + \text{Inn}$, because characters of $d^e_\tau$ and $d^2_\tau$ are not trivial on loops, but have supports in different subgroupoids. \qed

5.3 Example: derivations of $\mathbb{F}_{2^m}D_{2n}$

Here the $\mathbb{F}_{2^m}$ stands for a finite field of order $2^m$.

The main goal of this section is to reproduce the result of paper [19]. In order to calculate derivations of $\mathbb{F}_{2^m}D_{2n}$, we use several properties of dihedral groups, proofs of which can be found in expository papers by Keith Conrad [17, 18].

To begin, the dihedral group of size $2n$ can be described by its presentation:

$$D_{2n} = \langle r,s | r^{2n} = s^2 = (rs)^2 = 1 \rangle$$

The following theorem is proved in [17], (see Theorem 4.1).

Theorem 5.2. The group $D_{2n}$ has

- two conjugacy classes of size 1:
  $$\{1\}, \{r^n\},$$

- $n-1$ conjugacy classes of size 2:
  $$\{r, r^{-1}\}, \{r^2, r^{-2}\}, \ldots, \{r^{n-1}, r^{n+1}\}.$$

- two conjugacy classes of size $n$:
  $$\{r^{2i}s | 0 \leq i \leq n - 1\}, \{r^{2i+1}s | 0 \leq i \leq n - 1\}.$$ 

As a result, there are $n + 3$ conjugacy classes.

Let us choose and fix first element in any of conjugacy classes written above. Now we need to compute centralizers.

Proposition 5.3. In $D_{2n}$ we get the following centralizers:

1. $Z(r^i) = \{1, r, \ldots, r^{2n-1}\}, 1 \leq i \leq n$, 

2. \( Z(s) = \{1, s\} \),
3. \( Z(r^is) = \{1, r^is\} \).

**Proof.** The proposition is proved by direct computation \( \square \)

Now we are able to describe additive homomorphisms from centralizers to \( \mathbb{F}_{2^m} \).

1. \( \text{Hom}_{\text{Ab}}(Z(r^i), \mathbb{F}_{2^m}) = \text{Hom}_{\text{Ab}}(\mathbb{Z}_{2^n}, \mathbb{F}_{2^m}), \, 1 \leq i \leq n; \)

2. \( \text{Hom}_{\text{Ab}}(Z(s)) = \text{Hom}_{\text{Ab}}(\mathbb{Z}_2, \mathbb{F}_{2^m}); \)

3. \( \text{Hom}_{\text{Ab}}(Z(r^is), \mathbb{F}_{2^m}) = \text{Hom}_{\text{Ab}}(\mathbb{Z}_2, \mathbb{F}_{2^m}). \)

**Corollary 5.2.1. Using the decomposition theorems above,**

1. \[
\text{Out}(\mathbb{F}_{2^n} D_{2n}) \cong \bigoplus_{i=1}^{n+1} \text{Hom}_{\text{Ab}}(\mathbb{Z}_{2^n}, \mathbb{F}_{2^m}) \oplus \bigoplus_{i=1}^{2} \text{Hom}_{\text{Ab}}(\mathbb{Z}_2, \mathbb{F}_{2^m}), \quad (24)
\]

2. \[
\text{Inn}(\mathbb{F}_{2^n} D_{2n}) \cong \mathbb{F}_{2^n}^{4n-(n+3)} = \mathbb{F}_{2^m}^{3n-3}. \quad (25)
\]

The last formula can be explained in terms of number of conjugacy classes: the dimension of \( \text{Inn} \) is equal to number of elements in \( D_{2n} \) minus number of conjugacy classes.

**References**

[1] O. D. Artemovych. Derivation rings of Lie rings. *São Paulo J. Math. Sci.*, 13(2):597–614, 2019.

[2] O. D. Artemovych, Victor A. Bovdi, Mohamed A. Salim Derivations of group rings *Acta Sci. Math. (Szeged)* 86:1-2(2020), 51-72 664/2019

[3] A. A. Arutyunov, A. S. Mishchenko, A. I. Shtern: *Derivations of group algebras*. Fundam. Prikl. Mat., 21(6), 65-78 (2016)arxiv: 1708.05005

[4] A. A. Arutyunov : *Derivation Algebra in Noncommutative Group Algebras.*Proc. Steklov Inst. Math. 308, 22-34 (2020). (Engl. Tran. from Russian)

[5] A. A. Arutyunov, A. S. Mishchenko : *A smooth version of Johnson’s problem on derivations of group algebras.* arxiv : 1801.03480 Sb. Math. 210(6), 756-782 (2019)
[6] A. A. Arutyunov, A. V. Alekseev: Complex of \( n \)-categories and derivations in group algebras., Topology and its Applications, 275, 107002 (2020), arxiv: 1808.07828

[7] Aleksandr Alekseev, Andronick Arutyunov, Sergei Silvestrov: On \((\sigma,\tau)\)-derivations of group algebra as category characters, arxiv: 2008.00390

[8] C. Bai, D. Meng, and S. He. Derivations on Novikov algebras. Internat. J. Theoret. Phys., 42(3):507–521, 2003.

[9] V. V. Bavula. Derivations and skew derivations of the Grassmann algebras. J. Algebra Appl., 8(6):805–827, 2009.

[10] V. V. Bavula. The group of automorphisms of the Lie algebra of derivations of a polynomial algebra. J. Algebra Appl., 16(5):1750088, 8, 2017.

[11] A. A. Bovdi. Group rings. (Russian). Kiev.UMK VO, page 155, 1988.

[12] Delphine Boucher, Félix Ulmer Linear codes using skew polynomials with automorphisms and derivations, Designs, Codes and Cryptography, Springer Verlag, Volume 70, Number 3, 2014, Pages 405-431

[13] by Jos Brakenhof, The representation ring and the center of the group ring Master’s thesis https://www.math.leidenuniv.nl/scripties/Brakenhoff.pdf

[14] V. D. Burkov. Derivations of group rings. In Abelian groups and modules, pages 46–55, 246–247. Tomsk. Gos. Univ., Tomsk, 1981.

[15] V. D. Burkov. Derivations of polynomial rings. Vestnik Moskov. Univ. Ser. I Mat. Mekh., (2):51–55, 87, 1981.

[16] by Keith Conrad, Modules over PID, expository note, https://kconrad.math.uconn.edu/blurbs/linmultialg/modulesoverPID.pdf

[17] by Keith Conrad, Dihedral groups, expository note, https://kconrad.math.uconn.edu/blurbs/grouptheory/dihedral.pdf

[18] by Keith Conrad, Dihedral groups II, expository note, https://kconrad.math.uconn.edu/blurbs/grouptheory/dihedral2.pdf

[19] Leo Creedon, Kieran Hughes, Derivations on Group Algebras with Coding Theory Applications, Finite Fields and Their Applications, Volume 56, March 2019, Pages 247-265

[20] Dales, H. G.: Banach algebras and automatic continuity. Clarendon Press, Oxford University Press (2000)

[21] Ian Dewan, Graph homology and cohomology 2016,

[22] M. Ferrero, A. Giambruno, and C. Milies. A note on derivations of group rings. Canad. Math. Bull., 38(4):434–437, 1995.
[23] L. Fuchs. *Infinite abelian groups. Vol. II*. Academic Press, New York-London, 1973. Pure and Applied Mathematics. Vol. 36-II.

[24] by Christian Herrmanns Heimseite, *Modules and Presentations*, http://www2.mathematik.tu-darmstadt.de/~herrmann/alg2b.pdf

[25] I. N. Herstein. *Noncommutative rings*. The Carus Mathematical Monographs, No. 15. Published by The Mathematical Association of America; distributed by John Wiley & Sons, Inc., New York, 1968.

[26] Nathan Jacobson, *Lie Algebras*, Dover Publications, Sep 16, 2013, ISBN: 9780486136790, 516 pages

[27] B. E. Johnson, *The Derivation Problem for Group Algebras of Connected Locally Compact Groups*, J. London Math. Soc., V. 63, Issue 2, (2001), p. 441–452

[28] I. Kaygorodov and Y. Popov. A characterization of nilpotent nonassociative algebras by invertible Leibniz-derivations. *J. Algebra*, 456:323–347, 2016.

[29] A. Al Khalaf, O. D. Artemovych, and I. Taha. Rings with simple Lie rings of Lie and Jordan derivations. *J. Algebra Appl.*, 17(4):1850078, 11, 2018.

[30] V. K. Kharchenko. *Automorphisms and derivations of associative rings*, volume 69 of *Mathematics and its Applications (Soviet Series)*.

[31] G. Kiss and M. Laczkovich. Derivations and differential operators on rings and fields. *Ann. Univ. Sci. Budapest. Sect. Comput.*, 48:31–43, 2018.

[32] C. Lanski. Subgroups and conjugates in semi-prime rings. *Math. Ann.*, 192:313–327, 1971.

[33] C. Lanski and S. Montgomery. Lie structure of prime rings of characteristic 2. *Pacific J. Math.*, 42:117–136, 1972.

[34] V. Losert, *The derivation problem for group algebras*, Annals of Mathematics, 168 (2008), 221-246

[35] R. S. Lyndon and P. E. Schupp, *Combinatorial group theory*. Springer-Verlag, Berlin, 2001.- 339 pp.

[36] Mishchenko, A.S. Correlation between the Hochschild Cohomology and the Eilenberg–MacLane Cohomology of Group Algebras from a Geometric Point of View. Russ. J. Math. Phys. 27, 236–250 (2020).

[37] D. J. S. Robinson. *A course in the theory of groups*, volume 80 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, second edition, 1996.

[38] E. Spiegel. Derivations of integral group rings. *Comm. Algebra*, 22(8):2955–2959, 1994.

[39] M. K. Smith. Derivations of group algebras of finitely-generated, torsion-free, nilpotent groups. *Houston J. Math.*, 4(2):277–288, 1978.