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Abstract

Understanding interior scenes has attracted enormous interest in computer vision community. However, few works focus on the understanding of furniture within the scenes and a large-scale dataset is also lacked to advance the field. In this paper, we first fill the gap by presenting DeepFurniture, a richly annotated large indoor scene dataset, including 24k indoor images, 170k furniture instances and 20k unique furniture identities. On the dataset, we introduce a new benchmark, named furniture set retrieval. Given an indoor photo as input, the task requires to detect all the furniture instances and search a matched set of furniture identities. To address this challenging task, we propose a feature and context embedding based framework. It contains 3 major contributions: (1) An improved Mask-RCNN model with an additional mask-based classifier is introduced for better utilizing the mask information to relieve the occlusion problems in furniture detection context. (2) A multi-task style Siamese network is proposed to train the feature embedding model for retrieval, which is composed of a classification subnet supervised by self-clustered pseudo attributes and a verification subnet to estimate whether the input pair is matched. (3) In order to model the relationship of the furniture entities in an interior design, a context embedding model is employed to re-rank the retrieval results. Extensive experiments demonstrate the effectiveness of each module and the overall system.

1. Introduction

Indoor scene understanding has become a popular research topic in recent years due to its significance and challenge in both academic research and industrial applications[32]. Most related works focus on the tasks of scene classification[16], layout estimation[37] and scene parsing[33]. However, few works focus on furniture understanding, which is also critical for the ultimate scene understanding and reconstruction. On the other side, this may be due to the lack of a well annotated large-scale dataset like ImageNet[7] to motivate the research. Previous furniture databases are either undersized[2] or designed for a specific task like categorization or material prediction. Some scene understanding databases[32][17] are organized and labeled very well, but they mainly support scene understanding tasks.

For the purpose of furniture understanding, we present a large-scale DeepFurniture dataset. It includes about 24k indoor images, 170k furniture instances and 20k unique furniture identities. As shown in Figure 2, this dataset is richly annotated on three levels, i.e., image level, furniture instance level and furniture identity level. Thus a full spectrum tasks can be benchmarked on it including categorization, detection, segmentation, and retrieval. Based on its richness and uniqueness, the dataset also introduces a new benchmark, named furniture set retrieval. Given an indoor photo as input, this task requires to detect all the furniture instances of interest and search a matched set of items from a large-scale furniture identity database. The diversity of the dataset makes this task extremely challenging.

To address the furniture set retrieval problem, we propose an end-to-end framework based on feature and context embedding. As shown in Figure 1, it consists of three major modules, i.e., furniture detection, instance retrieval based on feature embedding and context re-ranking. First, an improved Mask-RCNN model is developed to detect the furniture of interest in an image, which better leverages the mask information by adding an classifier in the mask branch to
relieve the issues of occlusion in the furniture setting. Second, we propose a Siamese network for feature embedding by integrating a verification subnet and a classification subnet. The model is trained in a multi-task fashion, where the verification branch aims to learn an optimized feature for matching input pairs, and the other branch distinguish the input by self-clustered attributes. Here we utilize the clustering method to obtain a spectrum of attributes as the supervision in classification as it can bring better regularization for feature learning. Once the feature embedding model is obtained, furniture retrieval is performed by exhaustive search over feature index of furniture identities. At last, we train a context embedding model to encode the collaborative relationship of furniture items in an indoor room and use it to re-rank the retrieval results. Extensive experiments on the DeepFurniture dataset demonstrate the effectiveness of the proposed method compared with baselines.

2. Related Work

Furniture datasets. To the best of our knowledge, the computer vision community lacks a large-scale dataset particular built for furniture understanding. [18] propose a dataset of IKEA 3D models and aligned images, while [2] introduces a RGBD dataset for furniture model. However, these two datasets are both undersized. In [12], a furniture dataset is introduced for the purpose of furniture style analysis. During recent years, several well organized scene datasets are proposed, such as SUNCG [28], Broaden [4] and ADE20K [35]. Different from previous works, our dataset is designed especially for versatile tasks in furniture analysis.

Object detection. Current object detection methods can be roughly divided into one-stage models and two-stage models. The former ones like YOLO [27], SSD [24] and RetinaNet [21] mainly focus on the efficiency, while the two-stage methods usually focus better performance, such as Faster R-CNN [29] and Mask R-CNN [10]. In this paper, we employ the two-stage framework. It first proposes candidate object bounding boxes and then performs object classification and location regression. In Mask R-CNN, a mask branch is introduced into the second stage to employ the segmentation information to co-train the model. The most related work with our method is Mask Score R-CNN [13], which adds another subnet in mask branch to learn the mask quality. Some other proposed improvements can also be integrated into the detection framework, such as FPN [20], deformable convolutions [36], soft-nms [5], etc.

Image retrieval and verification. Deep learning [15][11] based methods has dominated the research of image retrieval and person verification, because they greatly improve the feature representation. It is reported that the classification formulation is also effective for the retrieval task [9][30], but more improvements are achieved by casting the retrieval task as a deep metric learning problem. Some training objectives are proposed, such as pairwise verification loss [1], contrastive loss [26] and triplet ranking loss [23]. Correspondingly the overall network architecture is a Siamese CNN network with either two or three branches for the pairwise or triplet loss. In contrast, our model is a Siamese two-branch network with an classification loss and pairwise verification loss respectively. This architecture is similar to the one used for person re-identification [9]. Different from the situation of person verification, our dataset suffers more serious data imbalance and samples for each identity are rare to some extent. Thus we incorporate the verification loss and classification loss, which are both effective and complementary. Another difference is that we employ self-clustered attributes as the supervision in classification loss rather than the identity ID or labeled categories. This is inspired by the work of deep clustering [6] and we demonstrate that only one iteration of clustering is enough to achieve good performance in our task. Some re-ranking
methods are considered to refine the retrieval results like [34] [3], while in our method a context embedding model is employed to collaboratively improve the search results of a furniture set.

3. DeepFurniture Dataset

To advance the research on furniture understanding, we present a dataset named DeepFurniture. Figure 2 shows some samples and the annotation hierarchy. To the best of our knowledge, DeepFurniture is a large-scale furniture database with the richest annotations for a versatile furniture understanding benchmark.

3.1. Data Collection and labeling

All the data samples are contributed by millions of designers and artists on a product-level interior design platform. On this platform, users can create a computer-aided design (CAD) floor plan, drag and drop 3D models, such as furniture, bricks, wallpapers and so on, to design a room or a house. Via the high-quality and high-speed rendering service, they can then generate photo-realistic renderings for visualization. The platform has already accumulated millions of 3D model and billions of interior designs and images.

To avoid copyright issues and obtain a high quality dataset, we carefully select 24k indoor images from user-generated rendering images. These images contain more than 170k furniture instances related to 20k furniture identities. The labels of the dataset are naturally available due to the generation process, but noises exist to a large extent. Thus, we refer to human labors to check and clean all the annotations like category and style.

The annotations of the dataset are organized into three levels: image, furniture instance and furniture identity, as depicted in Figure 2. On image level, each indoor image is attached to one scene category such as living room, dining room, bedroom and study room. A depth map is also provided along with each image. On furniture instance level, the bounding boxes and per-pixel masks of the instances in each image are given. In the furniture identity set, each entity is an actual 3D model and we use one high-quality rendering preview image to represent it in our dataset. Each identity is referred to as a unique ID and comes with its category label and style tags. The categories cover 11 major furniture classes, such as cabinet, table, chair, sofa, etc. And the style tags are annotated by some professional designers, including 11 types, such as modern, country, Chinese, industrial and so on. A brief distribution statistics of the identities is indicated in Figure 2 and the size of the whole identity set is about 20K. The number of furniture categories is 11, and the number of furniture style tags is 11 as well. On average, each identity has 6.9 instances in different images with various views and context.

3.2. Benchmarks

The rich annotations of DeepFurniture make it a great fit for multiple furniture understanding tasks, i.e., scene categorization, depth estimation, multi-style classification, furniture detection, segmentation and retrieval. In this paper, we benchmark 3 major tasks as follows.

Furniture detection and segmentation. Furniture detection task aims to detect furniture instances in a given image by predicting bounding boxes and category labels, while the task of segmentation assigns a category label to each pixel of an instance. We employ the standard evaluation metrics in COCO [22]. For the detection task, we employ the bounding box’s average precision \( AP_{\text{box}} \), \( AP_{\text{box}}^{\text{IoU}=0.50} \) and \( AP_{\text{box}}^{\text{IoU}=0.75} \), where \( AP_{\text{box}} \) is computed by averaging over IoU thresholds. Similarly, the metric of segmentation is average precision computed over masks, denoted as \( AP_{\text{mask}} \), \( AP_{\text{mask}}^{\text{IoU}=0.50} \), and \( AP_{\text{mask}}^{\text{IoU}=0.75} \).

Furniture instance retrieval. Our dataset is quite suitable to the task of furniture instance retrieval. Given a detected furniture instance in the interior scene as query, the target of this task is to search a matched item in the furniture identity database. Since we use an image of furniture instance to search the preview images of identity actually, the task can also be considered as a cross-domain retrieval problem. To benchmark this task we assume ground-truth bounding boxes are provided as we hope to emphasize the retrieval performance. Top-k retrieval accuracy is employed as the evaluation metric and mean accuracy is averaged over all categories.

Furniture set retrieval. In realistic application, users are willing to obtain a furniture identity set from a photo for their design project. To formulate the problem, we define a task named furniture set retrieval. Given an interior image as input, it aims to find out a matched set from the furniture identity database. To evaluate the accuracy of furniture set retrieval, we utilize a modified retrieval top-k accuracy, where a correct search means the ground truth set is included in the combinations across the top-k results for each furniture item.

4. Proposed framework

4.1. Improved Mask-RCNN for furniture detection

The two-stage Mask R-CNN [10] model has demonstrated that the performance of detection can be enhanced by incorporating a mask branch. The first stage proposes candidate object bounding boxes regardless of object categories by the RPN network. Then the second stage performs specific object classification, position regression and mask estimation on the proposals after ROI Align. Compared to general object detection [22], the examples in DeepFurniture suffer more occlusion and confusion issues. As shown in Figure 2 the bounding boxes suffer heavy interaction.
problems and the segmentation may give more guidance to obtain better classification score.

model by adding an additional mask-based auxiliary classifier. Figure 3 presents the main architecture of our model. It introduces a classifier branch in the mask branch after two convolution layers since it is considered that this layer has encoded enough segmentation information. The network is also trained in a multi-task method and the loss function is defined as follows:

\[
L = L_{cls} + L_{reg} + L_{mask} + L_{aux,cls} \tag{1}
\]

where the first three terms are same as Mask-RCNN and the last one is categorical cross-entropy term introduced by our method. Similar to detection branch, a background class is used in the mask-base classifier, and negative samples are also fed into the mask branch. During inference, the outputs of the two classifiers are combined as the final detection score. Two proved effective improvements are also incorporated in our implementation, that is, DCN[36] and soft-nms[5].

4.2. Furniture feature embedding

Feature embedding aims to find a shared latent space where instances with the same identity close to each other. As shown in Figure 4 we employ a Siamese network by integrating two branches, i.e., pairwise verification subnet and classification subnet.

4.2.2 Classification subnet

Some previous works apply item ID or category information as labels to train the feature embedding model[15][9]. However, in our scenario the instances are extremely imbalanced for different entities, while the category information can not give enough visual distinction Therefore, we refer to a spectrum of attributes generated by clustering.

With the goal of learning the pseudo visual attributes of furniture, a category constrained k-means clustering method is introduced. First, we extract features of preview images of furniture identities by ResNet101 pre-trained on ImageNet dataset. Note that we merely use the preview image to represent each furniture identity, as the instance patches are very various and noisy. Then we perform clustering algorithm on the obtained feature set. For simplicity, we use k-means in this paper, but other clustering approaches can also be used, e.g. AP[8] and PIC[19]. To avoid identities of different categories clustered into one bucket, we employ a category supervised metric in k-means:

\[
Dist(f_i , f_j) = \begin{cases} 
\|f_i - f_j\|_2 & y_i = y_j \\
\infty & y_i \neq y_j
\end{cases}
\tag{2}
\]

where \(f_i, f_j\) denote the two feature vectors and \(y_i, y_j\) denote the corresponding category code. This metric guarantees that identities in different categories assigned to diverse attributes, while the items in one category are sufficiently distributed according to their visual appearances. After obtaining the pseudo attributes, we fine-tune the network by classification loss. Recent works on unsupervised learning, like DeepClustering[6]), present the effectiveness of an iteration learning strategy between clustering and fine-tuning. However, the iteration way is unable to improve the feature embedding in the context of this paper, which is detailed in the appendix.
4.3. Furniture context embedding

It is obvious that the furniture entities within one room are mutually related. For example, chairs and tables usually simultaneously occur in one scene. In order to mine this information, we train a neural embedding model with StarSpace\cite{8}, which is a strong library for efficient embedding learning. In our case, one training example is an unordered set of furniture identities in an indoor scene design recorded in the real product. We use more than 60M design data that covering 600K furniture identities to train an effective model, then we select the interested items of DeepFurniture dataset as the context embedding model in our pipeline.

Algorithm 1 The iterative context re-ranking algorithm

```plaintext
Input:
retrieval results $I$, retrieval distance $DF$, context lookup $C$, instance number $N$, top-k $K$

Output:
final results $I' = \{I'_1, I'_2, ..., I'_n\}$

1: for $j = 1 : K$ do
2: Sort $I_j$ by feature distance $DF_j$
3: Add anchor $I_{1j}$ into $I'$ and remove it from $I$
4: for $i = 2 : N$ (Loop over instances) do
5: compute Eq.\ref{eq:3} for each item in $I_i$
6: add $\arg\min_k D_{ik}$ into $I'$
7: end for
8: end for
```

In the end-to-end framework, we utilize the context embedding model to re-rank the retrieval results by measuring how good it is to arrange furniture identities together in one room. After furniture instance detection and retrieval, a identity candidate set is obtained for each instance. The overall retrieval results can denoted as a matrix $I$, where each row corresponds to the top-k items searched for one instance: $I_k = (i_{k1}, i_{k2}, ..., i_{kn})$, and the related feature distance matrix is denoted as $DF$. In the re-ranking algorithm, it is complicated and time-consuming to get a global optimum, instead we adopt a simple and effective iterative method. We denote the result matrix after re-ranking as $I'$. To get the $i$-th ranked final set, i.e., the $i$-th column in $I'$, we first sort and choose the identity with the smallest visual feature distance from the $i$-th column of $I$ as an anchor. Then we loop over the other instances and add the identity with the smallest incremental distance:

$$D_{ij} = \alpha DF_{ij} + (1 - \alpha) \min_k Dist(C(I_{ij}), C(I'_{ik})) \tag{3}$$

where $C$ presents the context embedding lookup and the second term is the minimized distance of context feature between the target item and the ones already added into the final set. By iteratively performing the above operation, we can finally get the re-ranked results. The overall algorithm of the context re-ranking is summarized in Algorithm\ref{alg:1}.

5. Experiments and Results

We demonstrate the effectiveness of our method by evaluating the performance on DeepFurniture dataset in multiple tasks including furniture detection, furniture instance retrieval and furniture set retrieval. In this section, we first detail the experiment settings in Section 5.1. Then we compare the improved Mask-RCNN with some object detection baselines in Section 5.2. Section 5.3 shows the effectiveness of the attribute clustering, and the accuracy of instance retrieval is given in Section 5.4. We finally report the performance of furniture set retrieval in Section 5.4.

5.1. Experiment settings

The DeepFurniture dataset contains three types of examples, i.e., indoor images, furniture instances, furniture iden-
Table 1. Results of furniture detection and segmentation

| backbone      | method            | \(AP_{box}\) | \(AP_{box}^{50}\) | \(AP_{box}^{75}\) | \(AP_{mask}\) | \(AP_{mask}^{50}\) | \(AP_{mask}^{75}\) |
|---------------|------------------|---------------|------------------|------------------|---------------|------------------|------------------|
| ResNet50      | Faster R-CNN     | 64.7          | 86.6             | 75.3             | –             | –                | –                |
| ResNet50      | Mask R-CNN       | 65.0          | 87.2             | 74.6             | 51.5          | 74.5             | 53.3             |
| ResNet50 DCNv2| Mask R-CNN       | 68.2          | 88.2             | 78.6             | 54.0          | 77.6             | 56.0             |
| ResNet50 DCNv2| Mask Score R-CNN | 68.6          | 88.4             | 79.4             | 55.5          | 79.2             | 57.4             |
| ResNet50 DCNv2| our              | 72.8          | 89.7             | 82.3             | 58.3          | 81.3             | 60.7             |
| ResNet101     | Faster R-CNN     | 66.0          | 87.0             | 76.0             | –             | –                | –                |
| ResNet101     | Mask R-CNN       | 66.1          | 86.9             | 76.8             | 54.3          | 77.0             | 56.1             |
| ResNet101 DCNv2| Mask R-CNN      | 70.6          | 89.2             | 79.7             | 56.6          | 79.9             | 58.4             |
| ResNet101 DCNv2| our              | 73.0          | 90.1             | 81.2             | 56.6          | 78.3             | 58.9             |

For detection task, we samples 80%, about 19k indoor images, for training and the rest, nearly 5k images, for testing. For the retrieval related tasks, it is more complicated to prepare the data. First, 80% identities are randomly selected into train set and the rest is cast as the testing set. Then we extract furniture instances related to the training identities to train the Siamese network, and we generate 8k furniture instances as query set to evaluate the performance of furniture instance retrieval. To evaluate the effectiveness of furniture context embedding and furniture set retrieval tasks, we randomly sample 3k indoor images that only contain furniture items in test set and meanwhile guarantee that these images have no overlap with the training images for detection.

We evaluate the improved Mask-RCNN models with the backbone of ResNetFPN50 and ResNetFPN101. Additional deformable convolution layers[36] are incorporated for better generalization ability. Other settings remain the same as [10]. In the feature embedding network described in Section 4.2, we employ the backbone of ResNet101. The number of attributes is fixed as 150 in clustering, an we empirically set the relative ratio between the verification loss and classification loss to 10 : 1. In the inference pipeline, we utilize the fine-tuned network to extract feature embedding and perform ZCA whiten and \(l_2\) normalization afterward. In the re-ranking phase, the size of the context embedding model is set as 100.

All the experiments are conducted on 2 GTX 1080Ti GPUs and all the deep learning models are implemented by PyTorch. In particular, the improved Mask R-CNN is implemented based on the framework of maskrcnn-benchmark[25]. We develop the retrieval pipeline with the library of faiss[14].

5.2. Results of furniture detection and segmentation

Table 1 displays the results of the proposed improved Mask R-CNN compared with baselines and related works. It is shown that our detection result outperforms all the related methods in both ResNet-50 and ResNet-101 settings, and the segmentation performance is also improved for most cases. In the inference of our model, the final detection score is obtained by combining the output scores of the two classifiers in the detection branch and mask branch. We also analyze the influence of the combining weight \(\alpha\) in Figure 5, where \(\alpha = 1\) means only detection branch is used and \(\alpha = 0\) presents using the output of mask-based classifier as the final score. Compared with baseline, our performance is still improved without using the mask branch in inference, because the introduced subnet can help regularize the model. The best AP is achieved when \(\alpha = 0.2\).

5.3. Effectiveness of clustered attribute

Table 2. Ablation on the proposed Siamese model

| classification | verification | MACC@1 | MACC@5 |
|---------------|--------------|--------|--------|
| –             | –            | 25.2   | 37.2   |
| category      | –            | 21.4   | 34.3   |
| attribute     | –            | 39.2   | 57.1   |
| –             | w/o ohnm     | 36.2   | 54.3   |
| attribute     | w/o ohnm     | 46.4   | 65.3   |
| attribute     | ohnm         | 52.1   | 71.0   |

Figure 6 shows some of the self-clustered pseudo attributes. As category information is used as a supervision...
in the metric, the examples in one category are distributed into different attributes. It is displayed that the items in one category are very diverse, but the examples in one attributes only present a specific visual appearance. This can perform as a better regularization for image retrieval task.

We further analyze the quality of the attributes by evaluating the retrieval performance of the model fine-tuned by different supervision, as shown in Table 2. The baseline represents the ResNet101 pre-trained on ImageNet. The model fine-tuned by the self-clustered attributes performs better than baseline and that fine-tuned by categories. Note that the model fine-tuned by categories performs even worse than pre-trained model, because it give less visual distinction guidance for instance retrieval task.

5.4. Results of feature instance retrieval

We first assess each component in the Siamese network by ablation study, as depicted in Table 2. The baseline represents the results of pre-trained ResNet101. "ohnm" denotes the model trained with online hard negative mining for verification loss, while "w/o ohnm" denotes the model without adopting the trick. This simple scheme improves the result by 5.7%. It is displayed that only utilizing the verification loss decreases the result by more than 10%. This demonstrates that the attributes guided classification subnet provide an effective regularization for the network training. The best accuracy is achieved by mixing all, indicating the well complementary of the two branches.

Table 3 details the retrieval performance corresponding to each category in our dataset. "Siamese" denotes the overall Siamese network, and "Attribute" presents the model fine-tuned by the pseudo attributes. It is shown that the performance of each class is of high difference. The performance of some classes like door and curtain, are relatively weak, because many furniture identities in these categories have very similar appearance. Other mistakes may be caused by the diversity and occlusion of the furniture instances. Some examples of the instance retrieval results are shown in Figure 7, where the ground truth is indicated by red box.

5.5. Results of furniture set retrieval

We finally evaluate the end-to-end framework in Table 4 by the accuracy of furniture instance retrieval and furniture set retrieval. Here, we use a test set containing 3k images and nearly 20k furniture instances and report both accuracy of instance retrieval as above experiments and set retrieval The top-1 and top-5 instance accuracy of our system is 45.4% and 57.4% respectively, while the top-5 and top-10 set accuracy is 8.60% and 11.3% respectively. It is noted that the accuracy of furniture set retrieval is relatively low because of the extremely challenging in the task. Small mistakes of the detection and instance retrieval can be amplified to a big error in the final result. In this table, we also show that the context embedding based re-ranking is effective to improve the performance in spite of its simplicity. It improves the feature set accuracy by 36.3% relatively. This demonstrates the potential relationship between furniture items is successfully learned by our context model.

6. Conclusion

In this paper, we present a large-scale dataset with rich annotations for furniture understanding and explore it for a new task, i.e., furniture set retrieval. An end-to-end framework is proposed to solve this problem. It contains three major modules: (1) improved Mask R-CNN for furniture detection (2) feature embedding network trained by inte-
Table 3. Furniture instance retrieval results

| Class          | baseline ACC@1 | Attribute ACC@1 | Siamese ACC@1 | baseline ACC@5 | Attribute ACC@5 | Siamese ACC@5 | baseline ACC@10 | Attribute ACC@10 | Siamese ACC@10 |
|----------------|----------------|-----------------|--------------|----------------|----------------|--------------|----------------|-----------------|--------------|
| cabinet/shelf  | 18.5           | 35.5            | 54.6         | 29.6           | 54.0           | 74.0         | 34.3           | 61.1            | 79.2         |
| table          | 8.9            | 21.2            | 33.5         | 16.4           | 35.2           | 57.1         | 19.3           | 40.2            | 54.4         |
| chair/stool    | 18.3           | 27.5            | 46.0         | 28.1           | 44.6           | 63.9         | 33.1           | 52.6            | 74.3         |
| lamp           | 30.2           | 40.4            | 61.0         | 48.6           | 63.9           | 85.2         | 54.4           | 72.8            | 89.3         |
| door           | 16.4           | 20.5            | 33.0         | 26.8           | 36.9           | 51.2         | 30.7           | 44.4            | 57.7         |
| bed            | 16.4           | 34.3            | 59.2         | 32.4           | 55.1           | 78.2         | 39.7           | 62.7            | 83.2         |
| sofa           | 20.7           | 29.4            | 46.3         | 30.6           | 47.7           | 67.4         | 35.0           | 53.1            | 74.2         |
| plant          | 28.8           | 39.1            | 69.8         | 43.6           | 66.2           | 88.0         | 50.6           | 74.0            | 91.6         |
| decoration     | 75.5           | 83.4            | 90.8         | 43.6           | 66.2           | 88.0         | 50.6           | 74.0            | 91.6         |
| curtain        | 3.9            | 16.9            | 29.8         | 9.0            | 29.5           | 48.0         | 16.6           | 37.1            | 54.5         |
| appliance      | 40.0           | 43.4            | 48.6         | 57.7           | 61.1           | 77.7         | 62.3           | 68.0            | 82.3         |
| mean           | 25.2           | 35.6            | 52.1         | 37.2           | 53.5           | 71.0         | 42.3           | 60.1            | 76.2         |

Table 4. Results of furniture set retrieval

| detection | context | SET ACC@5 | SET ACC@10 |
|-----------|---------|-----------|------------|
| gt        | –       | 47.6%     | 61.9%      |
| gt        | ✓       | 50.2%     | 63.3%      |
| our       | –       | 43.3%     | 56.1%      |
| our       | ✓       | 45.4%     | 57.4%      |

grating verification and classification loss (3) furniture context embedding for re-ranking. Extensive results show the effectiveness of the three modules and the overall framework. This system has already been utilized in several real products and we will release our dataset after paper acceptance. Future works may contain the optimization of the re-ranking strategy and joint learning of the three modules.
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A. Analysis of deep clustering for attributes learning

Inspired by DeepClustering[6], we evaluate the method of iteratively updating the self-clustered attributes in the learning of the network. That is, in each epoch, we first perform category supervised k-means to update the pseudo attributes and then fine-tune the network based on the latest attribute labels. The performance on retrieval task is summarized in Table 5. It is shown that this scheme reduces the accuracy and the best performance is achieved by fixing the attributes at the beginning. The reason may lie in that our model is fine-tuned on the pre-trained ResNet101 model and suffers over-fitting problem, while [6] trains the model from scratch. Therefore, we fix the pseudo attributes in this paper.

Table 5. Results of deep clustering scheme

| epoch  | macc@1 | macc@5 | macc@10 |
|--------|--------|--------|---------|
| pretrained | 27.52  | 39.80  | 44.7    |
| 1      | 39.2   | 57.1   | 0.6373  |
| 2      | 34.4   | 52.7   | 60.0    |
| 3      | 29.0   | 48.2   | 56.3    |

B. Analysis of two structures in verification subnet

In our experiments, we compare two structures in the verification subnet shown in Figure 8. The structure (a) is the one used in this paper, where the input pair is fused with element-wise subtraction and a ReLu operator. Different from that, the second one employs element-wise Euclidean distance operator which is the same as the metric used in retrieval pipeline. In the same setting, the structure used in our model perform slightly better (macc@1 : 46.4% vs. 44.6%). This may be due to the sparsity introduced by the ReLu operator to relieve the over-fitting.

C. Display of self-clustered pseudo attributes

In Figure 9 we show more cases of our pseudo attributes. It is seen that these attributes are effective to assign the entities in each furniture category into different attributes base on their visual appearances. This information is demonstrated to be effective to guide a network for the retrieval task.

D. Showcases of our retrieval results

In Figure 10 more results of the furniture instance retrieval are displayed. It is shown that our model is robust to variance and occlusion of the query image to a large extent. The performances of the door and curtain are relatively weak, because the entities in these categories are quite similar and only differ in some details. Other mistakes may be caused by view and occlusion.

In Figure 11 we show some results of our end-to-end system. Most major furniture items are successfully searched. The set accuracy is mainly decreased by some extremely challenging categories like curtain and door, as the difference exists in very detail among the cases of these classes. Even it is hard to obtain the exact furniture set, the search results are visually similar and acceptable for users.

![Figure 8](image8.png)

Figure 8. We examine two structures in the verification subnet. (a) The input pair is fused with element-wise subtraction and a ReLu operator. (b) The input pair is fused with element-wise Euclidean distance operator.
Figure 9. Showcases of the self-clustered pseudo attributes. After clustering, the furniture identities in one category are divided into different attributes according to their visual appearance.

Figure 10. Some example results of the furniture instance retrieval, where the ground truth is indicated by red box.
Figure 11. Some example results of our end-to-end system, where the ground truth is indicated by red box.