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1. Introduction

Consider an open, smooth and simply connected domain $\Omega \subset \mathbb{R}^2$ and a magnetic field $B = B\hat{z}$, smooth and pointing in direction $\hat{z}$ orthogonal to the plane. In this work we consider a Dirac operator restricted to $\Omega$ and coupled to the magnetic field through a magnetic vector potential $A = (A_1, A_2)^T$ satisfying $\nabla \times A = B$. The magnetic Dirac operator acts on a dense subspace of $L^2(\Omega, \mathbb{C}^2)$ as,

$$\sigma \cdot (-i\nabla - bA) = \begin{pmatrix} 0 & -i(\partial_1 - i\partial_2) - bA_1 + ibA_2 \\ -i(\partial_1 + i\partial_2) - bA_1 - ibA_2 & 0 \end{pmatrix},$$

where $b > 0$ is a positive coupling constant. We write $\sigma \cdot x = \sigma_1 x_1 + \sigma_2 x_2$ for $x = (x_1, x_2)$ with the usual Pauli matrices

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$

If we assume that the spinors satisfy a boundary relation of the type $\varphi = B\varphi$ on $\partial \Omega$ with a unitary and self-adjoint boundary matrix $B: \partial \Omega \to \mathbb{C}^{2 \times 2}$, then simple integration by parts shows that the local current density $\sigma \cdot n$ vanishes at each point of the boundary if and only if

$$B\sigma \cdot n + \sigma \cdot n B = 0 \quad \text{on} \quad \partial \Omega,$$

where $n$ is the normal vector pointing outward to the boundary. In particular, for these cases, the Dirac operator is formally symmetric and satisfies the bag condition, i.e., that no current flows through $\partial \Omega$ [10]. In the physics literature these type of models have being earlier considered to describe neutrino billards [10] and (in the three dimensional setting) quark confinement [12]. More recently, they have regained attention with the advent of graphene and other Dirac materials, see e.g., [1, 11, 24, 14].

Using the properties of the Pauli matrices and those of $B$ it is easy to see that the most general form of $B$ acts as a multiplication on $L^2(\partial \Omega)$ with

$$B \equiv B_\eta = (\sigma \cdot t) \cos \eta + \sigma_3 \sin \eta,$$

for certain sufficiently smooth $\eta : \partial \Omega \to \mathbb{R}$ and $t$ being the unit tangent vector pointing clockwise (we have that $n \times t = \hat{z}$). The most frequently used boundary conditions in the physics literature are the cases when $\cos \eta = 0$ and $\sin \eta = 0$ known as zig-zag and MIT bag or infinite-mass boundary conditions, respectively. For recent mathematical literature on the subject in the two and three dimensional settings see for instance [8, 4, 19, 21, 7] about self-adjointness, [25, 3, 5] for the derivations as an infinite mass limit, and [9, 20, 2] for eigenvalue estimates.

In this work we consider Dirac operators $D_\eta$ acting as in (1.1) on spinors $\varphi$ satisfying $\varphi = B_\eta \varphi$, with $\eta \in [0, 2\pi)$. We give the precise definition of the self-adjoint realization below. Assuming that the magnetic field satisfies $\inf_{x \in \Omega} B(x) = B_0 > 0$ (besides certain geometrical conditions, see Assumption 1.6), we provide asymptotic estimates for the corresponding low-lying eigenvalues in the strong coupling constant limit $b \to \infty$.

The behavior of the corresponding operators in the physically most relevant cases mentioned above are quite different from each other. Indeed, on the one hand, the spectrum of a zig-zag operator is symmetric with respect to zero and zero is an eigenvalue
of infinite multiplicity. On the other hand, the spectrum of the MIT-bag is far from being symmetric for large magnetic fields and zero is never in its spectrum.

Our main results can be roughly summarized as follows: For \( k \in \{1, 2, 3, \ldots \} \) we denote by \( \eta^+_k \geq 0 \) and \( \eta^-_k < 0 \) the non-negative and negative eigenvalues of, \( D_0 \), the MIT bag operator with \( \eta = 0 \). They are ordered such that \( |\eta^+_k| \leq |\eta^+_k+1| \). Then, there is a constant \( C^+_k > 0 \) such that, as \( b \to \infty \),

\[
\eta^+_k = C^+_k b^k e^{-2\alpha b}(1 + o(1)).
\] (1.4)

We provide explicit expressions for the constants \( C^+_k \) and \( \alpha > 0 \) in terms of the geometry and the magnetic field \( B \) (see Theorem 1.9). In particular, the positive eigenvalues of \( D_{h,A} \) accumulate exponentially fast to zero in the strong magnetic field limit. This behavior is in contrast to the one of the negative eigenvalues. Indeed, for the first negative eigenvalue we show that there is a constant \( C^-_1 > 0 \) such that

\[
\eta^-_1 = -C^- b^{\frac{3}{2}} + o(b^{-\frac{1}{2}}).
\] (1.5)

The constant \( C^- \) obeys an effective minimization problem and we know that it is smaller or equal than \( \sqrt{2} \) and for constant magnetic field \( C^- < \sqrt{2} \) (see Theorem 1.11).

The proof of (1.4) and (1.5) is based upon the asymptotic analysis of a mini-max principle for the corresponding operator \( D_0 \). We show a new min-max characterization, well adapted to our setting, whose proof is inspired by [13] and [16]. A result in the same spirit has been recently used in [2]. It is easy to see that the mini-max characterization applies well to any boundary conditions with \( \cos \eta \neq 0 \), as described in Appendix A one obtains the same type of asymptotic formulas (1.4) and (1.5) with different constants.

As for the zig-zag case, when \( \cos \eta = 0 \), we obtain analogous results for the energies through a simple application of the asymptotic analysis performed in [6] and the relation between zig-zag and Pauli-Dirichlet operators. This is explained in Section 1.3 and the results can be summarized as follows: For \( k \in \{1, 2, 3, \ldots \} \) we denote by \( \mu^-_k \) and \( \mu^+_k \) the \( k \)-th positive eigenvalue of \( D_{\pi/2} \) and \( D_{3\pi/2} \), respectively. Then, we find constants \( 0 < c_k \leq C_k < \infty \) that, as \( b \to \infty \),

\[
c_kb^{(k+1)/2}e^{-\alpha b}(1 + o(1)) \leq \mu^-_k \leq C_kb^{(k+1)/2}e^{-\alpha b}(1 + o(1)),
\]

and

\[
\mu^+_k \geq \sqrt{2bB_0},
\]

where \( \alpha > 0 \) is the same constant appearing in (1.4).

Let us finally mention that our results compare well with the findings in the physics literature [23, 17, 27] for constant magnetic fields.

### 1.1. Basic definitions and assumptions.

We study the equivalent semiclassical problem given by the the action of

\[
D_{h,A} = \sigma \cdot (p - A) = \begin{pmatrix} 0 & d_{h,A}^\wedge \\ \bar{d}_{h,A} & 0 \end{pmatrix},
\] (1.6)

where \( p = -i\hbar \nabla \) for \( \hbar > 0 \),

\[
d_{h,A} = -2i\hbar \partial_z - A_1 + iA_2, \quad d_{h,A}^\wedge = -2i\hbar \partial_z - A_1 - iA_2,
\]
with \( \partial_z = \frac{\partial_1 + i\partial_2}{2} \) and \( \partial_z = \frac{\partial_1 - i\partial_2}{2} \). We focus on the boundary conditions described above for \( \eta = 0 \), that is
\[
B = \sigma \cdot t = -i\sigma_3 (\sigma \cdot n),
\]
where \( n \) is the outward pointing normal to the boundary \( \partial \Omega \). The associated magnetic Dirac operator with MIT bag (or infinite mass) boundary condition is \( (\mathcal{D}_{h,A}, \text{Dom}(\mathcal{D}_{h,A})) \) with
\[
\text{Dom}(\mathcal{D}_{h,A}) = \{ \varphi \in H^1(\Omega, \mathbb{C}^2), \ B\varphi = \varphi \text{ on } \partial \Omega \}.
\]

**Remark 1.1.** Note that
\[
\sigma \cdot n = \begin{pmatrix} 0 & n \\ n & 0 \end{pmatrix},
\]
so that the boundary condition reads
\[
u_2 = inu_1,
\]
where \( \varphi = (u_1, u_2)^T \), and \( n = (n_1, n_2)^T \) denotes the normal vector in \( \mathbb{R}^2 \) and also \( n = n_1 + in_2 \in \mathbb{C} \).

The main purpose of the paper is to study the asymptotic behavior of the eigenvalues near 0 in the semiclassical limit \( h \to 0 \).

**Assumption 1.2.**
(i) \( \Omega \) is bounded, simply connected, \( \partial \Omega \) is \( C^2 \)-regular,
(ii) \( B \in W^{1,\infty}(\Omega) \).

Under Assumption 1.2, the operator \( \mathcal{D}_{h,0} \), without magnetic field, is self-adjoint on \( L^2(\Omega)^2 \) (see for instance [8]). We work in the so-called *Coulomb gauge* that is given through the unique solution of the Poisson equation
\[
\Delta \phi = B, \quad \phi|_{\partial \Omega} = 0,
\]
by choosing \( A = (-\partial_2 \phi, \partial_1 \phi)^T = \nabla \phi^\perp \). Notice that by standard regularity theory the components of \( A \) are bounded. Hence \( \mathcal{D}_{h,A} \) is self-adjoint and it has compact resolvent since \( \text{Dom}(\mathcal{D}_{h,A}) \subset H^1 \). In particular, the spectrum \( \mathcal{D}_{h,A} \) of is discrete. We denote by \( (\lambda_k^+(h))_{k \geq 1} \) and \( (\lambda_k^-(h))_{k \geq 1} \) the positive and negative eigenvalues of \( \mathcal{D}_{h,A} \) counted with multiplicities. In fact, \( \mathcal{D}_{h,A} \) has no zero modes. This can be seen using the following lemma, which is a consequence of [18] and [6].

**Notation 1.** We denote by \( \langle \cdot, \cdot \rangle \) the standard scalar product on \( \Omega \) (antilinear w.r.t. the left argument), and by \( \| \cdot \| \) the associated norm. In the same way, we denote by \( \langle \cdot, \cdot \rangle_{\partial \Omega} \) the \( L^2 \)-scalar product on \( L^2(\partial \Omega) \).

**Lemma 1.3.** For all \( h > 0 \), there exists \( C(h) > 0 \) such that, for all \( u \in H^1_0(\Omega) \), we have
\[
\|d_{h,A}^\perp u\|^2 \geq C(h)\|u\|^2.
\]

**Proposition 1.4.** The operator \( \mathcal{D}_{h,A} \) has no zero modes.

**Proof.** Consider \( \varphi = (u, v)^T \in \text{Dom}(\mathcal{D}_{h,A}) \) such that \( \mathcal{D}_{h,A} \varphi = 0 \). We have \( d_{h,A} v = d_{h,A}^\perp u = 0 \). Thus, integrating by parts, and using the boundary condition, we get
\[
0 = \langle d_{h,A} v, u \rangle = \langle v, d_{h,A}^\perp u \rangle + h\langle -in v, u \rangle_{\partial \Omega} = h\|u\|_{\partial \Omega}^2.
\]

Therefore \( u \in H^1_0(\Omega) \), and Lemma 1.3 implies that \( u = 0 \). □
Since $\mathcal{D}_{h,A}$ has no zero mode, its spectrum is
\[ \text{sp}(\mathcal{D}_{h,A}) = \{\ldots, -\lambda_2(h), -\lambda_1(h)\} \cup \{\lambda_1^+(h), \lambda_2^+(h), \ldots\}. \quad (1.8) \]

**Assumption 1.5.** $B$ is positive. We define $b_0 = \inf_{\Omega} B > 0$ and $b'_0 = \min_{\partial \Omega} B$.

Under this assumption, $\phi$ is subharmonic so that
\[ \max_{x \in \Omega} \phi = \max_{x \in \partial \Omega} \phi = 0, \]
and the minimum of $\phi$ will be negative and attained in $\Omega$.

**Assumption 1.6.**
(i) The minimum $\phi_{\text{min}}$ of $\phi$ is attained at a unique point $x_{\text{min}}$.
(ii) The Hessian matrix $\text{Hess}_{\text{min}} \phi$ of $\phi$ at $x_{\text{min}}$ is positive definite i.e. $x_{\text{min}}$ is non-degenerate minimum. We also denote by $z_{\text{min}}$, the minimum $x_{\text{min}}$ seen as a complex number.

**1.2. Main results.** The magnetic Hardy space is
\[ \mathcal{H}^2_{h,A}(\Omega) = \{u \in L^2(\Omega) : d^x_{h,A} u = 0, u|_{\partial \Omega} \in L^2(\partial \Omega)\}. \]
We let
\[ \mathcal{D}_{h,A} = H^1(\Omega) + \mathcal{H}^2_{h,A}(\Omega), \]
and endow it with the Hermitian scalar product given by
\[ \forall (u_1, u_2) \in \mathcal{D}_{h,A} \times \mathcal{D}_{h,A}, \quad \langle u_1, u_2 \rangle_{\mathcal{D}_{h,A}} = \langle u_1, u_2 \rangle + \langle d^x_{h,A} u_1, d^x_{h,A} u_2 \rangle + \langle u_1, u_2 \rangle_{\partial \Omega}. \]

The following result gives us a non-linear min-max characterization for the positive eigenvalues of $\mathcal{D}_{h,A}$.

**Theorem 1.7.** Under Assumption 1.2. We have, for all $h > 0$ and $k \geq 1$,
\[ \lambda_k^+(h) = \min_{W \subset \mathcal{D}_{h,A}} \max_{\dim W = k} \frac{h \|u\|_{\partial \Omega}^2}{\|u\|_{\partial \Omega}^4} \sqrt{h^2 u_{\partial \Omega}^2 + 4 u_{\partial \Omega}^2 + 4\|u\|^2_{\partial \Omega} + 4\|u\|^2} + \frac{2\|u\|^2_{\partial \Omega}}{2\|u\|^2}. \]

**Remark 1.8.** Due to the symmetry of the problem we use also this min-max characterization for the negative eigenvalues of $\mathcal{D}_{h,A}$ after changing the sign of the magnetic field. Indeed, consider the charge conjugation operator
\[ C : \varphi \in \mathbb{C}^2 \mapsto \sigma_1 \overline{\varphi} \in \mathbb{C}^2, \]
where $\overline{\varphi}$ is the vector of $\mathbb{C}^2$ made of the complex conjugate of the coefficients of $\varphi$. We have $C \text{Dom}(\mathcal{D}_{h,A}) = \text{Dom}(\mathcal{D}_{h,A})$, and $C \mathcal{D}_{h,A} C = -\mathcal{D}_{h,-A}$. In particular, we get that
\[ \text{sp}(\mathcal{D}_{h,A}) = -\text{sp}(\mathcal{D}_{h,-A}). \]

In order to state our next result on the asymptotic estimates of the $\lambda_k^+(h)$ we introduce some notation to explicitly define the constant $C_k^+$ from (1.4).

**Notation 2.** Let us denote by $\mathcal{O}(\Omega)$ and $\mathcal{O}(\mathbb{C})$ the sets of holomorphic functions on $\Omega$ and $\mathbb{C}$. We consider the following (anisotropic) Segal-Bargmann space
\[ \mathcal{B}^2(\mathbb{C}) = \{u \in \mathcal{O}(\mathbb{C}) : N_B(u) < +\infty\}, \]
where
\[ N_B(u) = \left( \int_{\mathbb{R}^2} |u(y_1 + iy_2)|^2 e^{-\text{Hess}_{\min} \phi(y,y)} \, dy \right)^{1/2}. \]

We also introduce the Hardy space
\[ \mathcal{H}^2(\Omega) = \{ u \in \mathcal{C}(\Omega) : \| u \|_{\partial \Omega} < +\infty \}, \]
where
\[ \| u \|_{\partial \Omega} = \left( \int_{\partial \Omega} |u(y_1 + iy_2)|^2 \, dy \right)^{1/2}. \]

We also define for \( P \in \mathcal{H}^2(\Omega), A \subset \mathcal{H}^2(\Omega) \),
\[ \text{dist}_H(P, A) = \inf \{ N_H(P - Q) \text{, for all } Q \in A \}, \]
and for \( P \in \mathcal{B}^2(\mathbb{C}), A \subset \mathcal{B}^2(\mathbb{C}) \),
\[ \text{dist}_B(P, A) = \inf \{ N_B(P - Q) \text{, for all } Q \in A \}. \]

The following constant is important in our asymptotic analysis
\[ C_k(B, \Omega) = \left( \frac{\text{dist}_H \left( (z - z_{\min})^{-1}, \mathcal{H}^2_k(\Omega) \right)}{\text{dist}_B \left( z^{-1}, \mathcal{P}_{k-2} \right)} \right)^2, \] (1.9)
where \( \mathcal{P}_{k-2} = \text{span} \{ 1, \ldots, z^{k-2} \} \subset \mathcal{B}^2(\mathbb{C}), \mathcal{P}_{-1} = \{ 0 \} \)
and
\[ \mathcal{H}^2_k(\Omega) = \{ u \in \mathcal{H}^2(\Omega), u^{(n)}(z_{\min}) = 0 \text{, for } n \in \{ 0, \ldots, k-1 \} \}. \] (1.10)

**Theorem 1.9.** Under Assumptions 1.2, 1.5 and 1.6, we have for all \( k \geq 1, \)
\[ \lambda_k^+(h) = C_k(B, \Omega) h^{1-k} e^{2\phi_{\min}/h} (1 + o_{h \to 0}(1)). \]

**Remark 1.10.** Let us assume that \( \Omega \) is the disk of radius \( R \) centered at \( 0 \), and that \( B \) is radial. In this case \( z_{\min} = 0 \) and \( \text{Hess}_{\min} \phi = B(0) \text{Id/2} \). Moreover, using Fourier series, we see that \( (z^n)_{n \geq 0} \) is an orthogonal basis for \( N_B \) and \( N_H \). In particular, \( \mathcal{H}^2_k(\Omega) \)
is \( N_H \)-orthogonal to \( z^{k-1} \) so that
\[ \text{dist}_H \left( z^{-1}, \mathcal{H}^2_k(\Omega) \right)^2 = \| z^{-1} \|_{\partial \Omega}^2 R^{2k-2} |\partial \Omega| = 2\pi R^{2k-1}. \]

In addition, \( \mathcal{P}_{k-2} \) is \( N_B \)-orthogonal to \( z^{k-1} \) so that
\[ \text{dist}_B \left( z^{-1}, \mathcal{P}_{k-2} \right)^2 = N_B(z^{-1})^2 = 2\pi \frac{2^{k-1} (k-1)!}{B(0)^k}. \]

Thus, we get that
\[ C_k(B, \Omega) = \frac{B(0)^k}{(k-1)!} \left( \frac{R^2}{2} \right)^{k-1}. \]

We now turn to the negative eigenvalues of \( \mathcal{D}_{h,A} \). Consider, for all \( c \geq 0, \)
\[ \nu(c) = \inf_{u \neq 0, u \in \mathcal{H}_c(A)} \frac{\int_{\mathbb{R}^2} \left| (-i \partial_s - \tau + i(-i \partial_\tau)) u^2 ds dt + c \int_{\mathbb{R}^2} |u(s,0)|^2 ds}{\| u \|^2}, \] (1.11)
with \( A_0 = (-\tau,0) \). Notice that the quadratic form minimized in (1.11) corresponds to the magnetic Schrödinger operator on a half-plane with a constant magnetic field.
Remark 1.14. A pseudo-differential operator on the boundary. In this paper, we reduce the spectral analysis of the negative energies to the one of a particular, when $\lambda$ is constant, the eigenfunctions might be localized inside if $\lambda > 0$. Moreover, in this last case, for non-constant magnetic fields, the eigenfunctions are localized near $\lambda (h) = c_0 \sqrt{b_0 h} + o_{h \to 0}(h^{1/2}).$

Remark 1.12. In fact, $c_0$ equals
$$\inf_{u \in \mathcal{D}_A^{\perp}(\mathbb{R}^2_+)} \frac{\int_{\mathbb{R}} |u(s, 0)|^2 ds + \sqrt{(\int_{\mathbb{R}} |u(s, 0)|^2 ds)^2 + 4\|u\|^2 \int_{\mathbb{R}^2_+} |(-i\partial_\tau + i(-i\partial_\tau))u|^2 d\sigma d\tau}}{2\|u\|^2}.$$  

Remark 1.13. The asymptotic analysis leading to Theorems 1.9 and 1.11 strongly differ from each other. Indeed, the eigenfunctions are localized near $\lambda_{\min}$ for the positive energies, whereas, when $B$ is constant, they are localized near the boundary for the negative ones. Moreover, in this last case, for non-constant magnetic fields, the eigenfunctions might be localized inside if $b_0/b_0'$ is small enough. Consequently, the underlying semiclassical problems do not share the same structure. Actually, in a forthcoming paper, we reduce the spectral analysis of the negative energies to the one of a pseudo-differential operator on the boundary.

Remark 1.14. The eigenvalues in the strong magnetic field limit given by the operator $D_0$ described in the introduction can be found by a simple scaling argument. Fix the magnetic field $B$ to be lower bounded by $b > 0$. Then we have
$$\text{sp } D_0 = b \text{sp } \mathcal{D}_{1/h, \tilde{A}},$$  

where the components of $\tilde{A}$ satisfy $\partial_1 \tilde{A}_2 - \partial_2 \tilde{A}_1 = B/b$. Then equations (1.4) and (1.5) are direct consequences of theorems 1.9 and 1.11, respectively.

1.3. The zig-zag case. In this paper, we consider the Dirac operator with MIT bag boundary condition (and its variants in Appendix A). The so-called zig-zag boundary condition also appears commonly in the description of the electrical properties of pieces of graphene. It is worth noticing that the spectral properties of the related operators exhibit completely different asymptotic behaviors compared with the ones studied here. More precisely, the operators $(\mathcal{D}_{h, \tilde{A}}^\pm, \text{Dom}(\mathcal{D}_{h, \tilde{A}}^\pm))$ acting as $\sigma \cdot (p - A)$ on
$$\text{Dom}(\mathcal{D}_{h,A}^-) = H^1_0(\Omega, \mathbb{C}) \times \{ u \in L^2(\Omega, \mathbb{C}), \partial_z u \in L^2(\Omega, \mathbb{C}) \},$$  

$$\text{Dom}(\mathcal{D}_{h,A}^+) = \{ u \in L^2(\Omega, \mathbb{C}), \partial_\tau u \in L^2(\Omega, \mathbb{C}) \} \times H^1_0(\Omega, \mathbb{C}),$$  

are self-adjoint. This easily seen since by construction the operators $\mathcal{D}_{h,A}^\pm$ have the supersymmetric structure
$$\mathcal{D}_{h,\tilde{A}}^\pm = \begin{pmatrix} 0 & D_\pm \\ D_\pm^* & 0 \end{pmatrix},$$  

where $D_\pm^*$ is the formal adjoint of $D_\pm$.
where $D_+$ and $D_*$ have Dirichlet boundary conditions. Moreover, 0 is an eigenvalue of infinite multiplicity for both of them and their kernels can be determined explicitly (see [26, Chapter 5],[22] and [6, Proposition 4.4]).

Next notice that since $\sigma_3 \mathcal{L}_{h,A}^\pm = -\mathcal{L}_{h,A}^\pm \sigma_3$ holds, the spectra of both operators is symmetric with respect to zero. Moreover, by simply squaring the operators one sees that, due to the isospectrality of $D_\pm D_\pm^*$ and $D_\pm^* D_\pm$ away from zero,

$$\{\lambda^2, \lambda \in \text{sp} (\mathcal{L}_{h,A}^+) \setminus \{0\} \} = \text{sp} \{D_+^* D_+\}, \quad \text{and} \quad \{\lambda^2, \lambda \in \text{sp} (\mathcal{L}_{h,A}^-) \setminus \{0\} \} = \text{sp} \{D_- D_-^*\}.$$

Thus, their discrete spectrum satisfy

$$\text{sp}_d (\mathcal{L}_{h,A}^+) = \text{sp} (\mathcal{L}_{h,A}^+) \setminus \{0\} = \left\{ \sqrt{\alpha_k^+(h)}, k \in \mathbb{N}^* \right\} \cup \left\{ \sqrt{\alpha_k^-(h)}, k \in \mathbb{N}^* \right\},$$

where $(\alpha_k^+(h))_{k \geq 1}$ and $(\alpha_k^-(h))_{k \geq 1}$ are the ordered sequences of the eigenvalues (counted with multiplicity) of the operators $D_+^* D_+$ and $D_- D_-^*$ that act as

$$|p - A|^2 + hB, \quad \text{and} \quad |p - A|^2 - hB,$$

on $H^1_{0}(\Omega, \mathbb{C}) \cap H^2(\Omega, \mathbb{C})$. Therefore, we deduce from [6, Theorem 1.3.], that there exists $\theta_0 \in (0, 1]$ such that for all $k \geq 1$

$$\left( \theta_0 2C_k(B, \Omega) h^{1-k} e^{2\phi_{\min}/h} \right)^{1/2} \left( 1 + o_{h \to 0}(1) \right) \leq \sqrt{\alpha_k^-(h)} \leq \left( 2C_k(B, \Omega) h^{1-k} e^{2\phi_{\min}/h} \right)^{1/2} \left( 1 + o_{h \to 0}(1) \right),$$

as $h \to 0$. Finally, it is well known that

$$\sqrt{\alpha_k^+(h)} \geq \sqrt{2B_0 h}.$$

2. A NON-LINEAR MIN-MAX CHARACTERIZATION

The aim of this section is to establish Theorem 1.7. To do so, we first establish in Section 2.1 some fundamental properties of the natural minimization space $\mathcal{S}_{h,A}$. Then, we prove that the $\lambda$-eigenspace of $\mathcal{S}_{h,A}$ are isomorphic with the 0-eigenspace of an auxiliary operator $\mathcal{L}_\lambda$ depending quadratically on $\lambda$, see Proposition 2.12. Section 2.3 is devoted to describe the spectrum of $\mathcal{L}_\lambda$, and in particular when $0 \in \text{sp}(\mathcal{L}_\lambda)$.

Throughout this section, $h > 0$ is fixed.

2.1. Magnetic Hardy spaces.

**Definition 2.1.** The magnetic Hardy space is

$$\mathcal{H}_{h,A}^2(\Omega) = \{u \in L^2(\Omega): d_{h,A}^* u = 0, u|_{\partial \Omega} \in L^2(\partial \Omega) \}.$$

We let

$$\mathcal{S}_{h,A} = H^1(\Omega) + \mathcal{H}_{h,A}^2(\Omega),$$

and endow it with the Hermitian scalar product given by

$$\forall (u_1, u_2) \in \mathcal{S}_{h,A} \times \mathcal{S}_{h,A}, \quad \langle u_1, u_2 \rangle_{\mathcal{S}_{h,A}} = \langle u_1, u_2 \rangle + \langle d_{h,A}^* u_1, d_{h,A}^* u_2 \rangle + \langle u_1, u_2 \rangle_{\partial \Omega}. $$
Proposition 2.2. The free Dirac operator and the magnetic Dirac operator are related by the formula
\[ e^{\sigma_3 \phi/h} \cdot p \cdot e^{\sigma_3 \phi/h} = \sigma \cdot (p - A), \] (2.1)
as operators acting on \( H^1(\Omega, \mathbb{C}^2) \) functions.

Remark 2.3. By using the change of function \( u = e^{-\phi/h}w \) suggested by Proposition 2.2, we have
\[ \mathcal{H}_h^2(\Omega) = e^{-\phi/h} \mathcal{H}_0^2(\Omega), \quad \delta_h = e^{-\phi/h} \delta_0, \]
where
\[ \delta_0 = H^1(\Omega) + \mathcal{H}_0^2(\Omega), \]
and
\[ \mathcal{H}_0^2(\Omega) = \{ w \in L^2(\Omega) : \partial_\Omega w = 0, w|_{\partial \Omega} \in L^2(\partial \Omega) \}. \]

Note that, for all \((u_1, u_2) \in \delta_h \times \delta_h\),
\[ \langle u_1, u_2 \rangle_{\delta_h} = \langle w_1, w_2 \rangle_{L^2(e^{-2\phi/h})} + \langle -2ih\partial_\Omega w_1, -2ih\partial_\Omega w_2 \rangle_{L^2(e^{-2\phi/h})} + \langle w_1, w_2 \rangle_{\partial \Omega}, \]
where \( w_j = e^{\phi/h}u_j \) for \( j = 1, 2 \). Then, by using the Riemann biholomorphism \( F : \mathbb{D} \to \Omega \), the classical Hardy space \( \mathcal{H}_0^2(\Omega) = \mathcal{H}^2(\Omega) \) becomes the canonical Hardy space
\[ \mathcal{H}^2(\mathbb{D}) = \left\{ f \in \mathcal{O}(\mathbb{D}) : \left( \frac{f^{(n)}(0)}{n!} \right)_{n \geq 0} \in \ell^2(\mathbb{N}) \right\}. \]

Note that, for \( f \in \mathcal{H}^2(\mathbb{D}) \),
\[ \| f \|^2 = 2\pi \sum_{n \geq 1} (2n + 2)^{-1}|u_n|^2, \quad \| f \|^2_{\partial \Omega} = 2\pi \sum_{n \geq 0} |u_n|^2, \quad u_n = \frac{f^{(n)}(0)}{n!}. \] (2.2)

The following lemma is a classical result. For the reader’s convenience, we recall the proof in Appendix B.

Lemma 2.4. The space \( (\mathcal{H}_h^2(\Omega), \langle \cdot, \cdot \rangle_{\partial \Omega}) \) is a Hilbert space. Moreover, \( \mathcal{H}_h^2(\Omega) \) is compactly embedded in \( L^2(\Omega) \).

Lemma 2.5. There exists \( c > 0 \) such that, for all \( h > 0 \), and for all \( u \in H^1(\Omega) \),
\[ \sqrt{2hB_0} \| \Pi_{\delta_h} u \| \leq \| d_{\delta_h} u \|, \quad \sqrt{2h} (\| \Pi_{\delta_h} u \|_{\partial \Omega} + \| \nabla \Pi_{\delta_h} u \|) \leq \| d_{\delta_h} u \|, \]
where \( \Pi_{\delta_h} \) is the (orthogonal) spectral projection on the kernel of the adjoint of the \( d_{\delta_h} \) with Dirichlet boundary conditions, i.e. \( (d_{\delta_h}, H^1_0(\Omega))^* \), and
\[ \text{Id} = \Pi_{\delta_h} + \Pi_{\delta_h}^+ \].

Proposition 2.6. The following holds.
(i) \( (\delta_h, \langle \cdot, \cdot \rangle_{\delta_h}) \) is a Hilbert space.
(ii) \( H^1(\Omega) \) is dense in \( \delta_h \).
(iii) The embedding \( \delta_h \hookrightarrow L^2(\Omega) \) is compact.
Proof. Let us prove (i). We consider a Cauchy sequence \((u_n)\) for \(\| \cdot \|_{\partial \Omega} \). It is obviously a Cauchy sequence for \(\| \cdot \|\) and \(\| \cdot \|_{\partial \Omega} \). We write \(u_n = \Pi_{h,A} u_n + \Pi_{h,A}^\perp u_n\). From Lemma 2.5, we see that \((\Pi_{h,A}^\perp u_n)\) is a Cauchy sequence in \(H^1(\Omega)\), and thus converges to some \(u^\perp \in H^1(\Omega)\). Moreover, by using again Lemma 2.5, \((\Pi_{h,A} u_n)\) is a Cauchy sequence in \(H^2_{h,A}(\Omega)\). From Lemma 2.4, \((\Pi_{h,A} u_n)\) converges to some \(u \in H^2_{h,A}(\Omega)\). It follows that \((u_n)\) converges to \(u + u^\perp\) in \(\mathcal{F}_{h,A}\).

Item (ii) is a consequence of [6, Lemma C.1].

By using again the orthogonal decomposition induced by \(\Pi_{h,A}\), and the compactness of \(H^1(\Omega) \hookrightarrow L^2(\Omega)\), and of \(H^2_{h,A}(\Omega) \hookrightarrow L^2(\Omega)\) (see Lemma 2.4), we get (iii). \(\square\)

2.2. Statement of the min-max characterization. The proof of Theorem 1.7 is a consequence of Propositions 2.7 and 2.8, see below.

Notation 3. For all \(k \geq 1\) and all \(h > 0\), we define

\[
\mu_k(h) = \inf_{W \subset H^1(\Omega)} \sup_{u \in W \setminus \{0\}} \rho_+(u),
\]

where

\[
\rho_+(u) = \frac{h\|u\|_{\partial \Omega}^2 + \sqrt{h^2\|u\|_{\partial \Omega}^2 + 4\|u\|^2} + 4\|d^\times_{h,A} u\|^2}{2\|u\|^2}. \tag{2.3}
\]

Proposition 2.7. We have, for all \(k \geq 1\),

\[
\mu_k(h) = \inf_{W \subset \mathcal{F}_{h,A}} \sup_{u \in W \setminus \{0\}} \rho_+(u) = \min_{W \subset \mathcal{F}_{h,A}} \sup_{u \in W \setminus \{0\}} \rho_+(u) > 0.
\]

Proof. We use Proposition 2.6 (ii) & (iii), and observe that \(\rho_+(u) > 0\) for all \(u \in \mathcal{F}_{h,A}\). \(\square\)

Proposition 2.8. For all \(k \geq 1\), and \(h > 0\), we have

\[
\lambda^+_k(h) = \mu_k(h).
\]

The following sections are devoted to the proof of Proposition 2.8.

In the following, we drop the \(h\)-dependence in the notation.

2.3. A characterization of the \(\mu_k\).

Notation 4. Let \(\lambda \geq 0\). Consider the quadratic form defined by

\[
\forall u \in \mathcal{F}_{h,A} : \quad Q_\lambda(u) = \|d^\times_{h,A} u\|^2 + h\lambda\|u\|^2_{\partial \Omega} - \lambda^2\|u\|^2,
\]

and, for all \(k \geq 1\),

\[
\ell_k(\lambda) = \inf_{W \subset H^1(\Omega)} \sup_{u \in W \setminus \{0\}} Q_\lambda(u). \tag{2.4}
\]

Note that, for all \(u \in \mathcal{F}_{h,A} \setminus \{0\}\),

\[
Q_\lambda(u) = -\|u\|^2(\lambda - \rho_-(u))(\lambda - \rho_+(u)),
\]

where \(\rho_+(u)\) is defined in (2.3) and \(\rho_-(u)\) is the other zero of the polynomial above.

From Proposition 2.6, we deduce the following.
Lemma 2.9. For $\lambda > 0$, the (bounded below) quadratic form $Q_\lambda$ is closed. The associated (unbounded) self-adjoint operator $\mathcal{L}_\lambda$ has compact resolvent, and its eigenvalues are characterized by the usual min-max formulas

$$
\ell_k(\lambda) = \inf_{W \subset H^1(\Omega)} \sup_{\dim W = k \in W \setminus \{0\}} \frac{Q_\lambda(u)}{\|u\|^2} = \min_{W \subset \mathcal{H}_{h,A}} \max_{\dim W = k} \frac{Q_\lambda(u)}{\|u\|^2}.
$$

Lemma 2.10. For all $k \geq 1$, the function $\ell_k : (0, +\infty) \to \mathbb{R}$ satisfies the following:

(i) $\ell_1$ is concave,
(ii) for all $\mu \in (0, \mu_1)$, and all $k \geq 1$, $\ell_k(\mu) > 0$,
(iii) $\lim_{\lambda \to +\infty} \ell_k(\lambda) = -\infty$,
(iv) $\ell_k$ is continuous,
(v) the equation $\ell_k(\lambda) = 0$ has exactly one positive solution, denoted by $E_k$.

Proof. Item (i) follows by observing that the infimum of a family of concave functions is itself concave.

It is enough to check Item (ii) for $k = 1$. Consider $\mu > 0$. Thanks to Proposition 2.7, there exists $u \in \mathcal{H}_{h,A}$ such that $\ell_1(\mu) = Q_\mu(u)$. If $\ell_1(\mu) \leq 0$, then, by (2.4), we have that $\mu > \rho_+(u) \geq \mu_1$.

By taking any finite dimensional space $W \subset H^1_0(\Omega)$, we readily see that

$$
\ell_k(\lambda) \leq \sup_{u \in W, \|u\| = 1} \|d_{h,A}^\lambda u\| - \lambda^2.
$$

We get Item (iii).

Since $\ell_1$ is concave, it is also continuous. Then, the family $(\mathcal{L}_\lambda)_{\lambda > 0}$ is analytic of type (B) in the sense of Kato (i.e., $\text{Dom}(Q_\lambda)$ is independent of $\lambda > 0$). This implies that the $\ell_k$ are continuous functions. Actually, this can directly be seen from the following equality

$$
\lambda_1^{-1}Q_{\lambda_1}(u) - \lambda_2^{-1}Q_{\lambda_2}(u) = (\lambda_2 - \lambda_1) \left( \|d_{h,A}^\lambda u\|^2(\lambda_1\lambda_2)^{-1} + \|u\|^2 \right), \tag{2.5}
$$

for all $\lambda_1, \lambda_2 > 0$ and $u \in \mathcal{H}_{h,A}$.

Let us now deal with Item (v). Consider $\lambda_1 > 0$ such that $\ell_k(\lambda_1) = 0$.

Firstly, there exists $W \subset \mathcal{H}_{h,A}$ with $\dim W = k$ such that $\max W Q_{\lambda_1} = 0$. In particular, for all $u \in W, Q_{\lambda_1}(u) \leq 0$. Using (2.5), we find, for all $u \in W$,

$$
\lambda_2^{-1}Q_{\lambda_2}(u) \leq - (\lambda_2 - \lambda_1) \left( \|d_{h,A}^\lambda u\|^2(\lambda_1\lambda_2)^{-1} + \|u\|^2 \right).
$$

This implies that, for all $\lambda_2 > \lambda_1$,

$$
\lambda_2^{-1} \sup_{u \in W, \|u\| = 1} Q_{\lambda_2}(u) \leq - (\lambda_2 - \lambda_1) \inf_{u \in W, \|u\| = 1} \left( \|d_{h,A}^\lambda u\|^2(\lambda_1\lambda_2)^{-1} + \|u\|^2 \right) \leq - (\lambda_2 - \lambda_1).
$$

Hence,

$$
\forall \lambda_2 > \lambda_1, \quad \ell_k(\lambda_2) \leq - (\lambda_2 - \lambda_1) < 0 \tag{2.6}
$$

Secondly, for all $W \subset \mathcal{H}_{h,A}$ with $\dim W = k$, we have $\max_{u \in W, \|u\| = 1} Q_{\lambda_1}(u) \geq 0$. We have, for all $\lambda_2 < \lambda_1$, and all $u \in W$ with $\|u\| = 1$,

$$
\lambda_1^{-1}Q_{\lambda_1}(u) = (\lambda_2 - \lambda_1) \left( \|d_{h,A}^\lambda u\|^2(\lambda_1\lambda_2)^{-1} + \|u\|^2 \right) + \lambda_2^{-1}Q_{\lambda_2}(u) \\
\leq (\lambda_2 - \lambda_1) + \lambda_2^{-1} \max_{u \in W, \|u\| = 1} Q_{\lambda_2}(u),
$$
so that, taking the supremum for \( u \in W \),
\[
0 \leq (\lambda_2 - \lambda_1) + \lambda_2^{-1} \max_{u \in W, \|u\| = 1} Q_{\lambda_2}(u) ,
\]
and thus
\[
\forall \lambda_2 \in (0, \lambda_1), \quad 0 < \lambda_2(\lambda_1 - \lambda) \leq \ell_k(\lambda_2) .
\] (2.7)

From (2.6) and (2.7), we see that the zeros of \( \ell_k \) are isolated. From Item (ii), these zeros do not accumulate at 0. Thus, we can consider \( E_k \) to be the smallest positive zero of \( \ell_k \).

Consider \( \tilde{E}_k > E_k \), the possible next positive zero of \( \ell_k \). From (2.6) and by continuity, we see that \( \ell_k < 0 \) on \((E_k, \tilde{E}_k)\), but, from (2.7), \( \ell_k > 0 \) on \((E_k, \tilde{E}_k)\). Therefore, \( \ell_k \) has only one positive zero. □

**Proposition 2.11.** For all \( k \geq 1 \), \( \mu_k \) is the only positive zero of \( \ell_k \), i.e.,
\[
E_k = \mu_k .
\]

**Proof.** In virtue of Proposition 2.7, we notice that \( \mu_k > 0 \). Then, we proceed in two steps.

Firstly, consider a subspace \( W_k \subset \mathcal{H}_{h,A} \) of dimension \( k \) such that
\[
\max_{u \in W_k \setminus \{0\}} \rho_+(u) = \mu_k .
\]
For all \( u \in W_k \setminus \{0\} \), \( \rho_+(u) \leq \mu_k \). By the definition of \( \ell_k(\mu_k) \) and (2.4), we have
\[
\ell_k(\mu_k) \leq \max_{u \in W_k \setminus \{0\}} Q_{\mu_k}(u) \leq 0 .
\]

Secondly, for all subspace \( W \subset \mathcal{H}_{h,A} \) of dimension \( k \), we have
\[
\mu_k \leq \max_{u \in W \setminus \{0\}} \rho_+(u) .
\]
There exists \( u_k \in W \setminus \{0\} \) such that \( \mu_k \leq \rho_+(u_k) \). Then, we have
\[
\max_{u \in W \setminus \{0\}} Q_{\mu_k}(u) \geq Q_{\mu_k}(u_k) \geq 0 ,
\]
and taking the infimum, we find \( \ell_k(\mu_k) \geq 0 \).

We deduce that \( \ell_k(\mu_k) = 0 \) and conclude by using Lemma 2.10 (v). □

2.4. **Proof of Proposition 2.8.**

2.4.1. **An isomorphism.** The following proposition is crucial.

**Proposition 2.12.** Let \( \lambda > 0 \). Then, the map
\[
\mathcal{J}_\lambda : \begin{cases} 
\ker \mathcal{L}_\lambda & \rightarrow \ker(\mathcal{D}_{h,A} - \lambda) \\
\quad u & \mapsto \left( \frac{u}{\lambda^{-1} d_{h,A}^\ast u} \right)
\end{cases}
\]
is well-defined and it is an isomorphism.

**Proof.** First, we show that the range of \( \mathcal{J}_\lambda \) is indeed contained \( \ker(\mathcal{D}_{h,A} - \lambda) \). Let \( u \in \ker(\mathcal{L}_\lambda) \). Notice that \( u \in \ker(\mathcal{L}_\lambda) \) is equivalent to
\[
\forall w \in \mathcal{H}_{h,A}, \quad Q_\lambda(u, w) = \langle d_{h,A}^\ast u, d_{h,A}^\ast w \rangle + h\lambda \langle u, w \rangle_{\partial \Omega} - \lambda^2 \langle u, w \rangle = 0 .
\] (2.8)
We set 
\[ \varphi = \begin{pmatrix} u \\ v \end{pmatrix}, \quad v = \frac{d_h^x A u}{\lambda}. \]

For all \( \psi = \begin{pmatrix} w_1 \\ w_2 \end{pmatrix} \in \text{Dom}(\mathcal{D}_{h,A}) \), we have
\[
\langle \varphi, \mathcal{D}_{h,A} \psi \rangle = \langle u, d_h A w_2 \rangle + \langle v, d_h^x A w_1 \rangle = \langle \lambda v, w_2 \rangle + h \langle u, w_1 \rangle = \lambda \langle \varphi, \psi \rangle,
\]
where
- the second equality comes from an integration by parts using Proposition 2.6 (ii),
- the third uses the boundary condition \( w_2 = i u w_1 \),
- the fourth uses (2.8).

This shows, by the definition of the adjoint, that \( \varphi \in \text{Dom}(\mathcal{D}_{h,A}^*) = \text{Dom}(\mathcal{D}_{h,A}) \) and in particular that \( \mathcal{D}_{h,A} \varphi = \lambda \varphi \). Therefore, the map is well-defined, and we observe that it is injective.

Let us show that \( \mathcal{J}_\lambda \) is surjective. Consider \( \begin{pmatrix} u \\ v \end{pmatrix} \in \ker(\mathcal{D}_{h,A} - \lambda) \). The eigenvalue equation reads
\[ d_h^x A u = \lambda v, \quad d_h A v = \lambda u, \quad \text{and } v = i u \text{ on } \partial\Omega. \]
Let \( w \in \mathcal{H}_{h,A} \). Using the eigenvalue equation, and again an integration by parts, we get
\[
Q_\lambda(u, w) = \langle d_h^x A u, d_h^x A w \rangle + h \lambda \langle u, w \rangle_{\partial\Omega} - \lambda^2 \langle u, w \rangle = \lambda \langle v, d_h A w \rangle + h \lambda (-i \bar{u} v, w)_{\partial\Omega} - \lambda^2 \langle u, w \rangle = \lambda^2 \langle u, w \rangle - \lambda^2 \langle u, w \rangle = 0.
\]
Hence, \( u \in \text{Dom}(\mathcal{D}_{h,A}) \) and \( u \in \ker \mathcal{L}_\lambda \).

**Corollary 2.13.** We set \( \Lambda = \{ \lambda_j^+ : j \geq 1 \} \) and \( M = \{ \mu_k : k \geq 1 \} \). We have \( \Lambda = M \). In particular, \( \mu_1 = \lambda_1^+ \).

**Proof.** Let \( \lambda \in \Lambda \). Proposition 2.12 implies that \( 0 \in \text{sp}(\mathcal{L}_\lambda) \). Then, there exists \( j \geq 1 \) such that \( \ell_j(\lambda) = 0 \) and thus (Proposition 2.11) \( \lambda = E_j = \mu_j \in M \).

Let \( \mu \in M \). Then, there exists \( j \geq 1 \) such that \( \mu = E_j \), and hence \( \ell_j(\mu) = 0 \). In particular, \( 0 \in \text{sp}(\mathcal{L}_\mu) \) and thus \( \mu \in \text{sp}(\mathcal{D}_{h,A}) \) by the isomorphism.

**Notation 5.** Let us denote by \( (a_k)_{k \geq 1} \) the unique increasing sequence such that \( \Lambda = M = \{ a_k : k \geq 1 \} \). In addition, for all \( k \geq 1 \), we set \( m_k = \dim \ker(\mathcal{D}_{h,A} - a_k) \).
2.4.2. Induction argument. Now, we can prove Proposition 2.8 by induction.

For \( n \geq 0 \), the induction statement is
\[
\mathcal{P}(n) : \quad \forall j \in \{1, \ldots, m_1 + \ldots + m_n + 1\}, \quad \mu_j = \lambda_j^+.
\]

Thanks to Corollary 2.13, \( \mathcal{P}(0) \) is satisfied.

Let \( n \geq 0 \). Assume that, for all \( 0 \leq k \leq n \), \( \mathcal{P}(k) \) holds.

Notice that
\[
\mu_{m_1 + \ldots + m_n + 1} = \lambda_{m_1 + \ldots + m_n + 1}^+ = a_{n+1}. \tag{2.9}
\]

By definition, we have \( a_{n+1} \in \text{sp}(\mathcal{D}_{h,A}) \). Moreover, by using the isomorphism,
\[
m_{n+1} = \dim \ker(\mathcal{L}_{a_{n+1}}).
\]

By the min-max theorem, there exists \( j_0 \geq 0 \) such that
\[
\ell_{j_0+1}(a_{n+1}) = \ldots = \ell_{j_0+m_{n+1}}(a_{n+1}) = 0.
\]

By Lemma 2.10 (v), we have
\[
a_{n+1} = E_{j_0+1} = \ldots = E_{j_0+m_{n+1}},
\]
so that, using again Proposition 2.11,
\[
a_{n+1} = \mu_{j_0+1} = \ldots = \mu_{j_0+m_{n+1}}.
\]

Let us now show that \( j_0 = m_1 + \ldots + m_n \). By the induction hypothesis, we have
\[
\mu_{m_1 + \ldots + m_n} = a_n < a_{n+1}.
\]

Thus, \( j_0 \geq m_1 + \ldots + m_n \).

Let us suppose, by contradiction, that \( j_0 > m_1 + \ldots + m_n + 1 \). With (2.9), we get
\[
\mu_{m_1 + \ldots + m_n + 1} = \mu_{j_0+1} = \ldots = \mu_{j_0+m_{n+1}} = a_{n+1}.
\]

In particular, we have the \( m_{n+1} + 1 \) relations:
\[
\ell_{m_1 + \ldots + m_n + 1}(a_{n+1}) = \ell_{j_0+1}(a_{n+1}) = \ldots = \ell_{j_0+m_{n+1}}(a_{n+1}) = 0.
\]

By the min-max theorem, this shows that
\[
\dim \ker \mathcal{L}_{a_{n+1}} \geq m_{n+1} + 1 > m_{n+1} = \dim \ker(\mathcal{D}_{h,A} - a_{n+1}).
\]

This contradicts the isomorphism property. Therefore, \( j_0 = m_1 + \ldots + m_n \). This argument also shows that the multiplicity of \( \mu_{m_1 + \ldots + m_{n+1}} \) equals \( m_{n+1} \). With the induction hypothesis, we get
\[
\forall j \in \{1, \ldots, m_1 + \ldots + m_{n+1}\}, \quad \mu_j = \lambda_j^+.
\]

By definition, we have
\[
\lambda_{m_1 + \ldots + m_{n+1}+1}^+ = \min \left( \Lambda \setminus \{a_1, \ldots, a_{n+1}\} \right) = \min \left( M \setminus \{a_1, \ldots, a_{n+1}\} \right).
\]

We observe that \( \mu_{m_1 + \ldots + m_{n+1}+1} > a_{n+1} \) since the multiplicity of \( \mu_{m_1 + \ldots + m_{n+1}} \) equals \( m_{n+1} \). This proves that
\[
\lambda_{m_1 + \ldots + m_{n+1}+1}^+ = \min \left( M \setminus \{a_1, \ldots, a_{n+1}\} \right) = \mu_{m_1 + \ldots + m_{n+1}+1}.
\]

This concludes the induction argument.
3. Semiclassical analysis of the positive eigenvalues

In this section we prove Theorem 1.9 by applying Proposition 2.8, and considering the asymptotic analysis of a simpler problem. If one wants to estimate \( \lambda_k^+(h) \), it is natural to use the functions of the Hardy space \( \mathcal{H}^2_{h,A}(\Omega) \) as test functions. This cancels the \( d_{h,A}^\infty \)-term in \( \rho_+ \) and leads to define

\[
\nu_k(h) = \inf_{W \subset \mathcal{H}^2_{h,A}(\Omega)} \sup_{\dim W = k} \frac{h\|u\|_{\partial\Omega}^2}{\|u\|^2}.
\]

Theorem 1.9 is a consequence of the following three results.

**Lemma 3.1.** For all \( k \in \mathbb{N} \setminus \{0\} \) and all \( h > 0 \), we have

\[
\lambda_k^+(h) \leq \nu_k(h).
\]

**Proof.** It follows from the definition of \( \nu_k(h) \). \( \square \)

Actually, we can prove that \( \nu_k(h) \) is also a good asymptotic lower bound for \( \lambda_k^+(h) \), see Section 3.2 where the following is proved.

**Proposition 3.2.** For all \( k \geq 1 \), we have

\[
\nu_k(h) \leq \lambda_k^+(h)(1 + O(h^\infty)).
\]

In the next section, we study the asymptotic behavior of \( \nu_k(h) \), which is summarized in the following proposition.

**Proposition 3.3.** For all \( k \geq 1 \),

\[
\nu_k(h) = C_k(B,\Omega)h^{1-k}e^{2\phi_{\min}/h}(1 + o(1)),
\]

where \( C_k(B,\Omega) \) is defined in (1.9).

**Remark 3.4.** Proposition 3.3 shows that each \( \nu_k(h) \) goes to zero exponentially when \( h \) goes to zero. The analysis in Section 3.2 strongly relies on this fact.

### 3.1. About the proof of Proposition 3.3.

Using the change of function \( u = e^{-\phi/h}v \), we get

\[
\nu_k(h) = \inf_{W \subset \mathcal{H}^2(\Omega)} \sup_{\dim W = k} \frac{h\|v\|_{\partial\Omega}^2}{\|e^{-\phi/h}v\|^2}.
\]

In what follows we give upper and lower bounds for \( \nu_k(h) \). The technics borrow ideas from our previous work [6].

#### 3.1.1. Upper bound. Let us consider \( k \geq 1 \) fixed.

**Notation 6.** Let us denote by \( (P_n)_{n \in \mathbb{N}} \) the \( N_B \)-orthogonal family such that \( P_n(Z) = Z^n + \sum_{j=0}^{n-1} b_n^j Z^j \) obtained after a Gram-Schmidt process on \( (1, Z, \ldots, Z^n, \ldots) \). Since \( P_n \) is \( N_B \)-orthogonal to \( \mathcal{P}_{n-1} \), we have

\[
\text{dist}_B(Z^n,P_{n-1}) = \text{dist}_B(P_n,P_{n-1}) = \inf\{N_B(P_n - Q), Q \in \mathcal{P}_{n-1}\} = \inf\{\sqrt{N_B(P_n)^2 + N_B(Q)^2}, Q \in \mathcal{P}_{n-1}\} = N_B(P_n), \quad n \in \mathbb{N}.
\]
Let \( Q_n \in \mathcal{H}^2_k(\Omega) \) be the unique function such that
\[
\text{dist}_H \left( (z - z_{\text{min}})^n, \mathcal{H}^2_k(\Omega) \right) = N_H((z - z_{\text{min}})^n - Q_n(z)),
\]
for \( n \in \{0, \ldots, k-1\} \). We recall that \( N_B, N_H, \mathcal{P}_{n-1} \), and \( \mathcal{H}^2_k(\Omega) \) are defined in Notation 2.

**Proposition 3.5.**
\[
\nu_k(h) \leq \left( \frac{\text{dist}_H \left( (z - z_{\text{min}})^{k-1}, \mathcal{H}^2_k(\Omega) \right)}{\text{dist}_B \left( z^{k-1}, \mathcal{P}_{k-2} \right)} \right)^2 h^{1-k} e^{2\phi_{\text{min}}/h}(1 + o(1)).
\]

Proposition 3.5 is a consequence of the lemmas. Let us define the \( k \)-dimensional vector space \( V_{h,k} \) by
\[
V_{h,k} = \text{span}(w_{0,h}, \ldots, w_{k-1,h}) \subset \mathcal{H}^2(\Omega),
\]
with
\[
w_{n,h}(z) = h^{-\frac{1}{2}} P_n \left( \frac{z - z_{\text{min}}}{h^{1/2}} \right) - h^{-\frac{1+n}{2}} Q_n(z), \text{ for } n \in \{0, \ldots, k-1\}.
\]

**Lemma 3.6.** Let \( h \in (0,1] \), \( v_h = \sum_{j=0}^{k-1} c_j w_{j,h} \in V_{h,k} \) with \( c_0, \ldots, c_{k-1} \in \mathbb{C} \), and \((w_{j,h})_{j \in \{0, \ldots, k-1\}}\) defined in (3.2). We have
\[
\int_\Omega |v_h|^2 e^{-2(\phi(x) - \phi_{\text{min}})/h} \, dx = (1 + o(1)) \sum_{j=0}^{k-1} |c_j|^2 N_B(P_j)^2,
\]
where \( o(1) \) does not depend on \( c = (c_0, \ldots, c_{k-1}) \).

**Lemma 3.7.** Let \( h \in (0,1] \), \( v_h = \sum_{j=0}^{k-1} c_j w_{j,h} \in V_{h,k} \) with \( c_0, \ldots, c_{k-1} \in \mathbb{C} \). We have
\[
N_H(v_h)^2 \leq |c_{k-1}|^2 h^{-k} N_H \left( (z - z_{\text{min}})^{k-1} - Q_{k-1} \right)^2 + o(h^{-k})||c||^2_{\ell^2}.
\]
Here, \( o(1) \) does not depend on \( c_0, \ldots, c_{k-1} \).

**Proof.** Let us now estimate \( N_H(v_h) \). From the triangle inequality, we get
\[
N_H(v_h) \leq |c_{k-1}| N_H(w_{k-1,h}) + \sum_{j=0}^{k-2} |c_j| N_H(w_{j,h}).
\]
Then, from degree considerations and the triangle inequality, we get, for \( 1 \leq j \leq k-2 \),
\[
N_H(w_{j,h}) = O \left( h^{\frac{1+k}{2}} \right),
\]
and
\[
N_H(w_{k-1,h}) = (1 + o(1)) h^{-\frac{1}{2}} N_H \left( (z - z_{\text{min}})^{k-1} - Q_{k-1} \right).
\]
The conclusion follows. \( \square \)
3.1.2. Lower bound. Let \( k \geq 1 \). Let us consider an orthonormal family \((v_{j,h})_{1 \leq j \leq k}\) (for the scalar product of \( L^2(e^{-2\phi/h}dx) \)) associated with the eigenvalues \((\nu_j(h))_{1 \leq j \leq k}\). We define
\[
\mathcal{E}_k(h) = \text{span} v_{j,h}.
\]

**Lemma 3.8.** There exist \( C, h_0 > 0 \) such that for all \( v_h \in \mathcal{E}_k(h) \) and \( h \in (0, h_0) \), we have,
\[
\|v_h\|^2 \leq C h^{-k} e^{2\phi_{\min}/h} \int_{\Omega} e^{-2\phi/h} |v_h|^2 dx.
\]

**Proof.** From the continuous embedding \( H^2(\Omega) \hookrightarrow L^2(\Omega) \), and Proposition 3.5, there exist \( c, C, h_0 > 0 \) such that, for all \( h \in (0, h_0) \) and all \( v \in \mathcal{E}_k(h) \),
\[
ch\|v\|^2 \leq h\|v\|^2_{\partial \Omega} \leq \nu_k(h) \int_{\Omega} e^{-2\phi/h} |v_h|^2 dx \leq C h^{1-k} e^{2\phi_{\min}/h} \int_{\Omega} e^{-2\phi/h} |v_h|^2 dx.
\]

**Lemma 3.9.** Let \( \alpha \in (0, 1/2) \). We have
\[
\lim_{h \to 0} \sup_{v_h \in \mathcal{E}_k(h) \setminus \{0\}} \left| \frac{\int_{D(x_{\min}, h^\alpha)} e^{-2\phi/h} |v_h(x)|^2 dx}{\int_{\Omega} e^{-2\phi/h} |v_h(x)|^2 dx} - 1 \right| = 0,
\]

We can now start the proof of the lower bound.

**Proof.** Assume that \( \alpha \in \left( \frac{1}{3}, \frac{1}{2} \right) \). We have, for all \( x \in D(x_{\min}, h^\alpha) \),
\[
\phi(x) = \phi_{\min} + \frac{1}{2} \text{Hess}_{x_{\min}} \phi(x - x_{\min}, x - x_{\min}) + O(h^{3\alpha}).
\]

Then, with Lemma 3.9,
\[
h e^{2\phi_{\min}/h} \|v_h\|^2_{\partial \Omega} (1 + o(1)) \leq \nu_k(h) \left\| e^{-\frac{1}{2h} \text{Hess}_{x_{\min}} \phi(x - x_{\min}, x - x_{\min})} v_h \right\|^2_{L^2(D(x_{\min}, h^\alpha))}.
\] (3.4)

In the following, we split the proof into two parts. Firstly, we replace \( v_h \) by its Taylor expansion at the order \( k - 1 \) at \( x_{\min} \) in the R.H.S of (3.4). Secondly, we do the same for the L.H.S. of the same equation.

i. In view of the Cauchy formula, and the Cauchy-Schwarz inequality, there exist \( C > 0, h_0 > 0 \) such that, for all \( h \in (0, h_0) \), for all \( v \in H^2(\Omega) \), all \( z_0 \in D(x_{\min}, h^\alpha) \), and all \( n \in \{0, \ldots, k\} \),
\[
|v^{(n)}(z_0)| \leq C \|v\|_{\partial \Omega}.
\] (3.5)

Let us define, for all \( v \in H^2(\Omega) \),
\[
N_h(v) = \left\| e^{-\frac{1}{2h} \text{Hess}_{x_{\min}} \phi(x - x_{\min}, x - x_{\min})} v \right\|_{L^2(D(x_{\min}, h^\alpha))}.
\]

By the Taylor formula, we can write
\[
v_h = \text{Tayl}_{k-1} v_h + R_{k-1}(v_h),
\]

where
\[
\text{Tayl}_{k-1} v_h = \sum_{n=0}^{k-1} \frac{v_h^{(n)}(z_{\min})}{n!} (z - z_{\min})^n,
\]

In the following, we split the proof into two parts. Firstly, we replace \( v_h \) by its Taylor expansion at the order \( k - 1 \) at \( x_{\min} \) in the R.H.S of (3.4). Secondly, we do the same for the L.H.S. of the same equation.
and, for all $z_0 \in D(z_{\min}, h^\alpha)$,
\[
|R_{k-1}(v_h)(z_0)| \leq C|z - z_{\min}|^k \sup_{D(z_{\min}, h^\alpha)} |v_h^{(k)}|.
\]
With (3.5) and a rescaling, the Taylor remainder satisfies
\[
N_h(R_{k-1}(v_h)) \leq C h^\frac{k}{2} h^\frac{1}{2}\|v_h\|_{\partial \Omega}.
\]
Thus, by the triangle inequality,
\[
N_h(v_h) \leq N_h(\text{Tayl}_{k-1} v_h) + C h^\frac{k}{2} h^\frac{1}{2}\|v_h\|_{\partial \Omega}.
\]
Thus, with (3.4), we get
\[
(1 + o(1))e^{\phi_{\min}/h}\sqrt{h}\|v_h\|_{\partial \Omega} \leq \sqrt{\nu_k(h)} N_h(\text{Tayl}_{k-1} v_h) + C \sqrt{\nu_k(h)} h^{\frac{k+1}{2}}\|v_h\|_{\partial \Omega},
\]
so that, thanks to Proposition 3.5,
\[
(1 + o(1))e^{\phi_{\min}/h}\sqrt{h}\|v_h\|_{\partial \Omega} \leq \sqrt{\nu_k(h)} N_h(\text{Tayl}_{k-1} v_h) \leq \sqrt{\nu_k(h)} \hat{N}_h(\text{Tayl}_{k-1} v_h),
\]
with
\[
\hat{N}_h(w) = \left\| e^{-\frac{1}{h^2}\text{Hess}_{x_{\min}} \phi(x-x_{\min}, x-x_{\min})} w \right\|_{L^2(\mathbb{R}^2)}.
\]
This inequality shows in particular that $\text{Tayl}_{k-1}$ is injective on $E_{\epsilon}(h)$ and
\[
\dim \text{Tayl}_{k-1} E_{\epsilon}(h) = k.
\]
ii. Let us recall that
\[
\mathcal{H}_k^2(\Omega) = \{ u \in \mathcal{H}_k^2(\Omega) : \forall n \in \{0, \ldots, k-1\}, u^{(n)}(x_{\min}) = 0 \}.
\]
Since $(v_h - \text{Tayl}_{k-1} v_h) \in \mathcal{H}_k^2(\Omega)$, we have, by the triangle inequality,
\[
\|v_h\|_{\partial \Omega} \geq \left\| \frac{v_h^{(k-1)}(z_{\min})}{(k-1)!} (z - z_{\min})^{k-1} + (v_h - \text{Tayl}_{k-1} v_h) \right\|_{\partial \Omega} - \|\text{Tayl}_{k-2} v_h\|_{\partial \Omega}
\]
\[
\geq \frac{|v_h^{(k-1)}(z_{\min})|}{(k-1)!} \text{dist}_H((z - z_{\min})^{k-1}, \mathcal{H}_k^2(\Omega)) - \|\text{Tayl}_{k-2} v_h\|_{\partial \Omega},
\]
where
\[
\text{dist}_H((z - z_{\min})^{k-1}, \mathcal{H}_k^2(\Omega)) = \inf \left\{ \left\| (z - z_{\min})^{k-1} - Q(z) \right\|_{\partial \Omega}, \text{ for all } Q \in \mathcal{H}_k^2(\Omega) \right\}.
\]
Using again the triangle inequality,
\[
\|\text{Tayl}_{k-2} v_h\|_{\partial \Omega} \leq C \sum_{n=0}^{k-2} |v_h^{(n)}(z_{\min})|.
\]
Moreover,
\[
\sum_{n=0}^{k-2} |v_h^{(n)}(z_{\min})| \leq h^{-\frac{k-2}{2}} \sum_{n=0}^{k-2} h^{\frac{n}{2}} |v_h^{(n)}(z_{\min})| \leq h^{-\frac{k-2}{2}} \sum_{n=0}^{k-1} h^{\frac{n}{2}} |v_h^{(n)}(z_{\min})|
\]
\[
\leq C h^{-\frac{k-2}{2}} h^{-\frac{1}{2}} \hat{N}_h(\text{Tayl}_{k-1} v_h),
\]
where we used the rescaling property

\[
\hat{N}_h \left( \sum_{n=0}^{k-1} c_n (z - \z_{\text{min}})^n \right) = h^{1/2} \hat{N}_1 \left( \sum_{n=0}^{k-1} c_n h^{\frac{n}{2}} (z - \z_{\text{min}})^n \right),
\]  

(3.8)

and the equivalence of the norms in finite dimension:

\[
\exists C > 0, \forall d \in \mathbb{C}^k, \quad C^{-1} \sum_{n=0}^{k-1} |d_n| \leq \hat{N}_1 \left( \sum_{n=0}^{k-1} d_n (z - \z_{\text{min}})^n \right) \leq C \sum_{n=0}^{k-1} |d_n|.
\]

We find

\[
\|v_h\|_{\partial \Omega} \geq \frac{|v_h^{(k-1)}(z_{\text{min}})|}{(k-1)!} \text{dist}((z - \z_{\text{min}})^{k-1}, \mathcal{H}^2_k(\Omega)) - C h^{-\frac{k-2}{2}} h^{-\frac{1}{2}} \hat{N}_h(Tayl_{k-1} v_h),
\]

and thus, by (3.6),

\[
(1 + o(1))e^{\phi_{\text{min}}/h} \sqrt{h} \frac{|v_h^{(k-1)}(z_{\text{min}})|}{(k-1)!} \text{dist}((z - \z_{\text{min}})^{k-1}, \mathcal{H}^2_k(\Omega)) \leq \left( \sqrt{v_k(h)} + C h^{\frac{2-k}{2}} e^{\phi_{\text{min}}/h} \right) \hat{N}_h(Tayl_{k-1} v_h).
\]

(3.9)

Let us now end the proof of the lower bound by using (3.9) and (3.7).

Since we have (3.7), we deduce that

\[
(1 + o(1))e^{\phi_{\text{min}}/h} \sqrt{h} \text{dist}_H((z - \z_{\text{min}})^{k-1}, \mathcal{H}^2_k(\Omega)) \sup_{c \in \mathbb{C}^k} \frac{|c_{k-1}|}{\hat{N}_h(\sum_{n=0}^{k-1} c_n (z - \z_{\text{min}})^n)} \leq \sqrt{v_k(h)} + C h^{\frac{2-k}{2}} e^{\phi_{\text{min}}/h}.
\]

(3.10)

By (3.8), we infer

\[
h^{\frac{1}{2}} \sup_{c \in \mathbb{C}^k} \frac{|c_{k-1}|}{\hat{N}_h(\sum_{n=0}^{k-1} c_n (z - \z_{\text{min}})^n)} = \sup_{c \in \mathbb{C}^k} \frac{h^{\frac{1-k}{2}} |c_{k-1}|}{\hat{N}_1(\sum_{n=0}^{k-1} c_n (z - \z_{\text{min}})^n)}.
\]

Since \( \hat{N}_1 \) is related to the Segal-Bargmann norm \( N_B \) via a translation, and recalling Notation 6, we get

\[
\sup_{c \in \mathbb{C}^k} \frac{|c_{k-1}|}{\hat{N}_1(\sum_{n=0}^{k-1} c_n (z - \z_{\text{min}})^n)} = \sup_{c \in \mathbb{C}^k} \frac{|c_{k-1}|}{N_B(\sum_{n=0}^{k-1} c_n z^n)} = \frac{1}{N_B(P_{k-1})}.
\]

Thus,

\[
(1 + o(1))h^{\frac{1-k}{2}} e^{\phi_{\text{min}}/h} \frac{\text{dist}_H((z - \z_{\text{min}})^{k-1}, \mathcal{H}^2_k(\Omega))}{\sqrt{N_B(P_{k-1})}} \leq \sqrt{v_k(h)}.
\]

(3.11)

The conclusion follows. \qed
3.2. Approximation results. Let us roughly explain the strategy to establish Proposition 3.2. Recall Proposition 2.7 which states that \( \lambda_k^+(h) = \mu_k(h) \). Consider a minimizing subspace \( W \subset \mathcal{H}_{h,A} = \mathcal{H}_{h,A}^2(\Omega) + H^1(\Omega) \) (of dimension \( k \)). Then, we can prove that \( W \) is quasi invariant under \( \Pi_{h,A} \), see Lemma 3.13. So, we would like to write \( \rho^+(u) \simeq \rho^+(\Pi_{h,A} u) \) for all \( u \in W \). Unfortunately, the elements of \( \Pi_{h,A} W \) do not necessarily belong to \( L^2(\partial \Omega) \). Then, we cannot relate \( \rho^+(\Pi_{h,A} u) \) to the simpler optimization problem defining \( \nu_k(h) \). The elements in \( \mathcal{H}_{h,A} \) do not necessarily belong to \( H^1(\Omega) \) (see for instance [22]). However, according to Proposition 2.6, \( H^1(\Omega) \) is dense in \( \mathcal{H}_{h,A} \) and then we can check (see the proof of Corollary 3.15) that \( \Pi_{h,A} H^1(\Omega) \subset H^1(\Omega) \), and the desired trace property is satisfied.

The price to pay is to use an approximate subspace \( W_h \subset H^1(\Omega) \). For that purpose, we will use a number \( M_k(h) \) such that

\[
M_k(h) = \mu_k(h)(1 + \mathcal{O}(h^\infty)).
\]

Remark 3.10. By Remark 3.4, we may choose \( M_k(h) = \mu_k(h)(1 + \mu_k(h)) \). Notice also that \( M_k(h) \) goes itself exponentially fast to zero.

Notation 7. For notational simplicity, we write \( M \equiv M_k(h) \).

There exists \( W_h \subset H^1(\Omega) \) with \( \dim W_h = k \) such that

\[
\mu_k(h) \leq \sup_{W_h \setminus \{0\}} \rho^+(u) \leq M. \tag{3.12}
\]

The following lemma is straightforward.

Lemma 3.11. For all \( u \in H^1(\Omega) \), we have

\[
2h\|u\|^2_{\partial \Omega} \leq \mathcal{D}_h(u), \quad 2\|u\|\|d_{h,A}^u\| \leq \mathcal{Q}_h(u),
\]

where

\[
\mathcal{D}_h(u) = h\|u\|^2_{\partial \Omega} + \sqrt{h^2\|u\|^4_{\partial \Omega} + 4\|u\|^2\|d_{h,A}^u\|^2}.
\]

Thanks to Lemma 3.11 and (3.12), we get the following.

Lemma 3.12. For all \( u \in W_h \),

\[
h\|u\|^2_{\partial \Omega} \leq M\|u\|^2, \tag{3.13}
\]

and thus

\[
\|d_{h,A}^u\|^2 \leq M^2\|u\|^2. \tag{3.14}
\]

Lemma 3.13. For all \( u \in W_h \), we have

\[
\|\Pi_{h,A}^+ u\| \leq \frac{M}{\sqrt{2hB_0}}\|u\|, \tag{3.15}
\]

\[
\|\Pi_{h,A}^u u\|_{\partial \Omega} \leq \frac{M}{ck^2}\|u\|. \tag{3.16}
\]

Moreover, for \( h \) small enough, \( \Pi_{h,A}|_{W_h} \) is injective.

Proof. Combining (3.14) and Lemma 2.5, we readily get (3.15) and (3.16). The injectivity follows from (3.15) and Remark 3.10. \( \square \)
Proof. Let us consider (3.13). We have
\[ M \frac{1}{2} \| u \| \geq \sqrt{h} \| \Pi_{h,A} u \|_{\partial \Omega} = \sqrt{h} \| \Pi_{h,A} u + \Pi_{h,A}^\perp u \|_{\partial \Omega} \geq \sqrt{h} (\| \Pi_{h,A} u \|_{\partial \Omega} - \| \Pi_{h,A}^\perp u \|_{\partial \Omega}) . \]
By (3.16), we get
\[ M \frac{1}{2} \left( 1 + h^{-\frac{1}{2}} \frac{1}{c} M \frac{1}{2} \right) \| u \| \geq \sqrt{h} \| \Pi_{h,A} u \|_{\partial \Omega} . \]
From (3.15), and the triangle inequality, we have
\[ \left( 1 - \frac{M}{\sqrt{2hB_0}} \right) \| u \| \leq \| \Pi_{h,A} u \| . \]
By Remark 3.10, we see that, for \( h \) small enough, \( 1 - \frac{M}{\sqrt{2hB_0}} > 0 \). Hence,
\[ M \frac{1}{2} \left( 1 + h^{-\frac{1}{2}} \frac{1}{c} M \frac{1}{2} \right) \left( 1 - \frac{M}{\sqrt{2hB_0}} \right)^{-1} \| \Pi_{h,A} u \| \geq \sqrt{h} \| \Pi_{h,A} u \|_{\partial \Omega} . \]
Squaring this, and using Remark 3.10, we obtain the desired estimate. \( \square \)

Corollary 3.15. For all \( k \geq 1 \), we have
\[ \nu_k(h) \leq \mu_k(h)(1 + \mathcal{O}(h^\infty)) . \]
Proof. Since \( \Pi_{h,A} |_{W_h} \) is injective, we have \( \dim \Pi_{h,A}(W_h) = k \). Moreover, \( \Pi_{h,A}(W_h) \subset H^1(\Omega) \). Indeed, for \( u \in H^1(\Omega) \), we write
\[ \Pi_{h,A} u = u - \Pi_{h,A}^\perp u \in H^1(\Omega) , \]
by Lemma 2.5. This shows that \( \Pi_{h,A}(W_h) \subset \mathcal{H}^2_{h,A}(\Omega) \).

The conclusion follows from Proposition 3.14 and the definition of \( \nu_k(h) \). \( \square \)

4. Semiclassical analysis of the first negative eigenvalue

4.1. About the proof of Theorem 1.11. Thanks to the charge conjugation (see Remark 1.8), the negative eigenvalues \( \lambda_k(h) \) can be characterized as follows. For \( \lambda \geq 0 \), consider the quadratic form
\[ \tilde{Q}_\lambda(u) = q_{\lambda,h}(u) - \lambda^2 \| u \|^2 , \quad q_{\lambda,h}(u) = \| d_{h,A}^\perp u \|^2 + \lambda h \| u \|^2_{\partial \Omega} . \]
Let us denote by \((\tilde{\ell}_k(\lambda))_{k \geq 1}\) the eigenvalues of the corresponding operator. As in Section 2, for all \( k \geq 1 \), the equation \( \tilde{\ell}_k(\lambda) = 0 \) has a unique positive solution; this solution is \( \lambda_k(h) \). On the other hand, we have
\[ \tilde{\ell}_k(\lambda) = \gamma_k(\lambda, h) - \lambda^2 , \]
where the \((\gamma_k(\lambda, h))_{k \geq 1}\) are the eigenvalues of the operator associated with \( q_{\lambda,h} \). Note that, by (2.6) and (2.7), for all \( \lambda > 0 , \)
\[ |\gamma_k(\lambda, h) - \lambda^2| = |\tilde{\ell}_k(\lambda)| \geq \lambda |\lambda - \lambda_k(h)| . \quad (4.1) \]
Therefore, \( \lambda_k(h) \) is the unique solution of
\[ \gamma_k(\lambda, h) = \lambda^2 . \]
Let us now consider the case \( k = 1 \). We write \( \lambda_1^{-}(h) = e_1(h)h^\frac{1}{2} \), and the equation becomes
\[
\gamma_1(e_1(h)h^\frac{1}{2}, h) = e_1(h)^2 h. \tag{4.2}
\]

Note that, by setting \( \lambda = ah^\frac{1}{2} \) with \( a > 0 \), we have the reformulation of (4.1):
\[
|h^{-1}\gamma_1(ah^\frac{1}{2}, h) - a^2| \geq a|a - e_1(h)|. \tag{4.3}
\]

The main goal of the next section is to establish the following estimate.

**Proposition 4.1.** We have, for all \( a > 0 \),
\[
\gamma_1(ah^\frac{1}{2}, h) = h\Lambda(a) + o(h), \quad \Lambda(a) = \min\left(2b_0, b_0\nu(a(b_0)^{-1/2})\right).
\]

Proposition 4.1 implies Theorem 1.11. Observe that, substituting this asymptotic expansion into (4.3), we get
\[
|\Lambda(a) - a^2 + o(1)| \geq a|a - e_1(h)|.
\]

Notice that, if \( a > 0 \) is such that \( \Lambda(a) = a^2 \), then \( e_1(h) \) is approximated by \( a \).

Actually, there is a unique positive \( a \) such that
\[
\min\left(2b_0, b_0\nu(a(b_0)^{-1/2})\right) = a^2,
\]
which is given by
\[
a = \min(\sqrt{2b_0}, c_0\sqrt{b_0}),
\]
where \( c_0 \) is the unique positive solution of \( \nu(c) = c^2 \), see Proposition C.7. We deduce that
\[
\lim_{h \to 0} e_1(h) = \min(\sqrt{2b_0}, c_0\sqrt{b_0}),
\]
or equivalently
\[
\lambda_1^{-}(h) = h^\frac{1}{2} \min(\sqrt{2b_0}, c_0\sqrt{b_0}) + o(h^\frac{1}{2}).
\]

### 4.2. Ground energy of Pauli-Robin type operator.

Let \( a > 0 \). We consider the quadratic form
\[
\mathcal{Q}_{a,h}(u) = q_{ah^{1/2}}(u) = \|d^x_{h,A} u\|^2 + ah^\frac{1}{2}\|u\|^2_{\partial\Omega},
\]
and we have
\[
\gamma_1(ah^\frac{1}{2}, h) = \inf_{\substack{u \in \mathcal{D}_{A}^2(\Omega) \setminus \{0\}}} \frac{\mathcal{Q}_{a,h}(u)}{\|u\|^2}.
\]

#### 4.2.1. Localization formula.

Let \( \rho \in (0, \frac{1}{2}) \). Let us consider a semiclassical partition of the unity \( (\chi_j)_{j \in \mathbb{Z}^2} \) with supp \( \chi_j \subset D(x_j, h^\rho) \), and such that
\[
\sum_{j \in \mathbb{Z}^2} \chi_j^2 = 1, \quad \sum_{j \in \mathbb{Z}^2} |\nabla \chi_j|^2 \leq C h^{-2\rho}.
\]

**Lemma 4.2.** We have
\[
\mathcal{Q}_{a,h}(u) = \sum_{j \in \mathbb{Z}^2} \mathcal{Q}_{a,h}(\chi_j u) - h^2 \sum_{j \in \mathbb{Z}^2} \|\nabla \chi_j u\|^2.
\]

In particular,
\[
\mathcal{Q}_{a,h}(u) \geq \sum_{j \in \mathbb{Z}^2} \mathcal{Q}_{a,h}(\chi_j u) - C h^{2-2\rho}\|u\|^2.
\]
Proof. Let us write
\[
\|d_{h,-A}^x u\|^2 = \sum_{j \in \mathbb{Z}^2} \langle d_{h,-A}^x u, d_{h,-A}^x (\chi_j^2 u) \rangle
\]
\[
= \sum_{j \in \mathbb{Z}^2} \left( \langle d_{h,-A}^x u, [d_{h,-A}^x, \chi_j] \chi_j u \rangle + \langle \chi_j d_{h,-A}^x u, d_{h,-A}^x (\chi_j u) \rangle \right)
\]
\[
= \sum_{j \in \mathbb{Z}^2} \left( \langle \chi_j d_{h,-A}^x u, [d_{h,-A}^x, \chi_j] \chi_j u \rangle + \langle \chi_j d_{h,-A}^x u, d_{h,-A}^x (\chi_j u) \rangle \right)
\]
\[
= \sum_{j \in \mathbb{Z}^2} \left( -\| [d_{h,-A}^x, \chi_j] \chi_j u \|^2 + \langle d_{h,-A}^x \chi_j \chi_j u, [d_{h,-A}^x, \chi_j] \chi_j u \rangle + \langle \chi_j d_{h,-A}^x u, d_{h,-A}^x (\chi_j u) \rangle \right)
\]
\[
= \sum_{j \in \mathbb{Z}^2} \left( \| d_{h,-A}^x (\chi_j u) \|^2 - \| [d_{h,-A}^x, \chi_j] \chi_j u \|^2 + 2i \operatorname{Im} \langle d_{h,-A}^x (\chi_j u), [d_{h,-A}^x, \chi_j] \chi_j u \rangle \right),
\]
where we used that the commutator \([d_{h,-A}^x, \chi_j] = -2i h \partial_A \chi_j\) is a function. Taking the real part, we get
\[
\|d_{h,-A}^x u\|^2 = \sum_{j \in \mathbb{Z}^2} \left( \| d_{h,-A}^x (\chi_j u) \|^2 - \| h(\nabla \chi_j) u \|^2 \right).
\]

4.2.2. Lower bound. Let \(j\) be such that \(\text{supp}(\chi_j) \subset \Omega\). Then, we have
\[
\mathcal{Q}_{a,h}(\chi_j u) = \|d_{h,-A}^x (\chi_j u)\|^2 \geq 2 h b_0 \|\chi_j u\|^2,
\]
(4.4)
since the Dirichlet realization of
\[
d_{h,-A} d_{h,-A}^x = (-i h \nabla + A)^2 + h B
\]
is bounded from below by \(2 h b_0\).

Therefore, let us focus on the \(j\) such that \(\text{supp}(\chi_j) \cap \partial \Omega \neq \emptyset\). We may assume that \(x_j \in \partial \Omega\).

Let us bound the local energy \(\mathcal{Q}_{a,h}(\chi_j u)\) from below.

Proposition 4.3. We have
\[
\mathcal{Q}_{a,h}(\chi_j u) \geq \left[ b_0^3 (a(b_0^{-1/2}) h - C h^{1+2\rho}) \right] \|\chi_j u\|^2.
\]
(4.5)

Proof. Before starting the proof, let us say a few words about the strategy. The general idea is to approximate the magnetic field, on the support of \(\chi_j\), by a constant magnetic field, and to flatten the boundary by means of tubular coordinates. Due to the lack of ellipticity of the Cauchy-Riemann operators, we cannot choose the canonical tubular coordinates (given by the curvilinear abscissa and the distance to the boundary). However, with the exponential coordinates \((4.6)\), we are able to avoid this problem for the disc, and then, by means of the Riemann mapping, for \(\Omega\). This amounts to constructing “conformal” tubular coordinates for \(\Omega\).

It is convenient to use the change of function
\[
u = e^{\phi/h} u.
\]
For notational simplicity, we let \( u_j = \chi_j u \) and \( v_j = \chi_j v \). We have
\[
\mathcal{D}_{a,h}(u_j) = \hbar^2 \int_{\Omega} e^{2\phi/h} |2\partial_x v_j|^2 dx + a h^3 \|v_j\|^2_{\partial \Omega}.
\]

Let us use the Riemann biholomorphism \( F : \mathbb{D} \to \Omega \). We let \( w_j = v_j \circ F \). We get
\[
\mathcal{D}_{a,h}(u_j) = 4\hbar^2 \int_{\mathbb{D}} e^{2\phi F(y)/h} |\partial_y w_j|^2 dy + a h^3 \int_{\partial \mathbb{D}} |w_j|^2 |F'| d\sigma, \quad \partial_y = \frac{1}{2} (\partial_{y_1} + i \partial_{y_2}).
\]

Note that \( w_j \) is supported in a neighborhood of order \( \hbar^\rho \) of \( \partial \Omega \). Let us now use a change of coordinates near the boundary. Let \( \delta > 0 \). Consider the “exponential polar coordinates”, \( y = P(s, \tau) \), given by
\[
y_1 = e^{-\tau} \cos s, \quad y_2 = e^{-\tau} \sin s \quad (s, \tau) \in \mathcal{T}_\delta := [0, 2\pi) \times (0, \delta).
\]

\( P \) is a smooth diffeomorphism in a neighborhood of the boundary. We have
\[
-e^\tau \partial_s = \sin s \partial_{y_1} - \cos s \partial_{y_2}, \quad -e^\tau \partial_\tau = \cos s \partial_{y_1} + \sin s \partial_{y_2},
\]
and we get
\[
\partial_{y_1} + i \partial_{y_2} = ie^{\tau + is}(\partial_s + i \partial_\tau).
\]
The coordinates of the center \( x_j \) of the support of \( \chi_j \) are denoted by \( (s_j, 0) \).

In terms of these new coordinates, we have
\[
\mathcal{D}_{a,h}(u_j) = \hbar^2 \int_{\mathcal{T}_\delta} e^{2\phi F(P(s,\tau))/h} |e^\tau (\partial_s + i \partial_\tau)(w_j \circ P)|^2 e^{-2\tau} ds d\tau
\]
\[
\quad + ah^3 \int_0^{2\pi} |w_j \circ P(s,0)|^2 |F'(i\tau)| ds.
\]

Approximating \( e^{2\tau} \) by 1 on the support of \( w_j \circ P \), we get
\[
(1 - Ch^\rho)^{-1} \mathcal{D}_{a,h}(u_j) \geq \hbar^2 \int_{\mathcal{T}_\delta} e^{2\phi F(P(s,\tau))/h} |(\partial_s + i \partial_\tau)(w_j \circ P)|^2 ds d\tau
\]
\[
\quad + ah^3 \int_0^{2\pi} |w_j \circ P(s,0)|^2 |F'(i\tau)| ds.
\]

We let \( \hat{\phi} = \phi \circ F \circ P \). Since \( \phi \) is zero at the boundary, we have that \( e^{2\hat{\phi}(s,0)/h} = 1 \). Then, by using that \( |F'(i\tau)| \geq (1 - Ch^\rho)|F'(i\tau)| \), and by commuting the exponential with the Cauchy-Riemann derivative, we get
\[
(1 - Ch^\rho)^{-1} \mathcal{D}_{a,h}(u_j) \geq \int_{\mathcal{T}_\delta} |(h \partial_s - \partial_s \hat{\phi} + ih \partial_\tau - i \partial_\tau \hat{\phi}) e^{\hat{\phi}(s,\tau)/h}(w_j \circ P)|^2 ds d\tau
\]
\[
\quad + ah^3 \int_0^{2\pi} |e^{\hat{\phi}(s,0)/h} w_j \circ P(s,0)|^2 |F'(i\tau)| d\tau,
\]
with a possible different constant \( C > 0 \).
where $W_j = e^{\tilde{\phi}(s,\tau)}/h(w_j \circ P)$ and $\tilde{A} = \nabla \tilde{\phi} = (-\partial_s\tilde{\phi}, \partial_s\tilde{\phi})$. Now, we have a magnetic Cauchy-Riemann problem on a flat space, with a uniform Robin condition.

A computation that uses the identity $(\partial + i\partial_{\tau})(e^{\tau + i\phi}) = 0$,

$$\nabla \times \tilde{A} = (\partial^2_s + \partial^2_{\tau})(\phi \circ F \circ P) = e^{-\tau} \Delta_y(\phi \circ F)(P(s,\tau))$$

$$= e^{-\tau} |F(P(s,\tau))|^2 B(F(P(s,\tau)))$$

$$= \beta_j + \delta_j(s)$$

gives the new constant magnetic field $\beta_j = |F'(y_j)|^2 B(x_j)$.

Using the Young inequality, we get

$$\int_{T_0} |(-ih\partial_s + \tilde{A}_1 + i(-ih\partial_r + \tilde{A}_2))W_j|^2 ds d\tau$$

$$\geq (1 - \varepsilon) \int_{T_0} |(-ih\partial_s + \tilde{A}_{1,j} + i(-ih\partial_r + \tilde{A}_{2,j}))W_j|^2 ds d\tau - \varepsilon^{-1} \int_{T_0} |\tilde{A} - \tilde{A}_j|^2 |W_j|^2 ds d\tau,$$

where $\tilde{A}_j = (\tilde{A}_{1,j}, \tilde{A}_{2,j})$ is the Taylor approximation of $\tilde{A}$ at the order one at $(s_j, \tau_j)$:

$$|\tilde{A} - \tilde{A}_j| \leq Ch^{2\rho},$$

on the support of $W_j$. We get that

$$(1 - Ch^\rho)^{-1} \mathcal{Q}_{a,h}(u_j) \geq (1 - \varepsilon) \mathcal{Q}_j(W_j) - Ch^{4\rho} \varepsilon^{-1} \int_{T_0} |W_j|^2 ds d\tau,$$

with

$$\mathcal{Q}_j(W) = \int_{\mathbb{R}^2^+} |(-ih\partial_s + \tilde{A}_{1,j} + i(-ih\partial_r + \tilde{A}_{2,j}))W|^2 ds d\tau$$

$$+ |F'(e^{is})| ah^{3/2} \int_{\mathbb{R}} |W(s,0)|^2 ds.$$

Let us remark that, by construction,

$$\nabla \times \tilde{A}_j = \beta_j,$$

so that after a change of gauge, we can assume that $\tilde{A}_j = (-\beta_j \tau, 0)$.

Thus, we get a new quadratic form on $L^2(\mathbb{R}^2)$ which is associated with a new operator $\mathcal{L}_j$. We are interested in the bottom of its spectrum:

$$\inf \text{sp}(\mathcal{L}_j) = \inf_{W \in \delta_{\tilde{A}_j}(\mathbb{R}^2^+)} \frac{\mathcal{Q}_j(W)}{\|W\|^2}.$$
Let us consider the rescaling

$$(s, \tau) = h^{\frac{1}{2}} \beta_j^{-\frac{1}{2}} (\tilde{s}, \tilde{\tau}).$$

We get

$$\inf \text{sp}(\mathcal{L}_j) = h \beta_j \mu_j, \quad \mu_j = \inf_{W \in \mathfrak{D}^2_j(\mathbb{R}^2_+)} \frac{\tilde{Q}_j(W)}{||W||^2},$$

where

$$\tilde{Q}_j(W) = \int_{\mathbb{R}^2_+} |(-i \partial_s - \tau + i(-i \partial_\tau))W|^2 dsd\tau + aB(x_j)^{-\frac{1}{2}} \int_\mathbb{R} |W(s, 0)|^2 ds.$$

Then,

$$(1 - Ch^\rho)^{-1} \mathcal{Q}_{a,h}(u_j) \geq [(1 - \varepsilon)h \beta_j \mu_j - Ch^{4\rho} \varepsilon^{-1}] ||W_j||^2.$$ We choose $\varepsilon$ such that

$$\varepsilon h = \varepsilon^{-1} h^{4\rho},$$

so that

$$\varepsilon = h^{-\frac{1}{2} + 2\rho},$$

and

$$(1 - Ch^\rho)^{-1} \mathcal{Q}_{a,h}(u_j) \geq [h \beta_j \mu_j - Ch^{\frac{1}{2} + 2\rho}] ||W_j||^2.$$ In particular, we get

$$\mathcal{Q}_{a,h}(u_j) \geq [h \beta_j \mu_j - Ch^{\frac{1}{2} + 2\rho} - Ch^{1 + \rho}] ||W_j||^2.$$ Then,

$$\mathcal{Q}_{a,h}(u_j) \geq [h \beta_j \mu_j - Ch^{\frac{1}{2} + 2\rho}] \int_{\mathcal{T}_s} e^{2\phi(s, \tau)/h} |(v_j \circ F \circ P)|^2 dsd\tau
\geq [h \beta_j \mu_j - Ch^{\frac{1}{2} + 2\rho} - Ch^{1 + \rho}] \int_{\mathcal{D}} e^{2\phi(F(y))/h} |(v_j \circ F(y))|^2 dy
\geq [h \beta_j \mu_j - Ch^{\frac{1}{2} + 2\rho} - Ch^{1 + \rho}] \int_\Omega e^{2\phi/h} |v_j(x)|^2 |(F^{-1})'(x)|^2 dx
\geq |(F^{-1})'(x_j)|^2 [h \beta_j \mu_j - Ch^{\frac{1}{2} + 2\rho} - Ch^{1 + \rho}] \int_\Omega e^{2\phi/h} |v_j(x)|^2 dx
\geq [hB(x_j)\mu_j - Ch^{\frac{1}{2} + 2\rho} - Ch^{1 + \rho}] \int_\Omega e^{2\phi/h} |v_j(x)|^2 dx
\geq [hB(x_j)\mu_j - Ch^{\frac{1}{2} + 2\rho}] \int_\Omega e^{2\phi/h} |v_j(x)|^2 dx
= [hB(x_j)\mu_j - Ch^{\frac{1}{2} + 2\rho}] \int_\Omega |\chi_j u(x)|^2 dx.$$
Then, letting \( A_0 = (-\tau, 0) \), we have

\[
B(x_j)\mu_j = \inf_{u \in \mathcal{S}_{A_0}^+(\mathbb{R}^2)} \frac{B(x_j) \int_{\mathbb{R}^2} |(-i\partial_s - \tau + i(-i\partial_r))u|^2 ds d\tau + aB(x_j)^{\frac{1}{2}} \int_{\mathbb{R}} |u(s, 0)|^2 ds}{\|u\|^2} \geq \inf_{u \in \mathcal{S}_{A_0}^+(\mathbb{R}^2)} \frac{b_0 \int_{\mathbb{R}^2} |(-i\partial_s - \tau + i(-i\partial_r))u|^2 ds d\tau + a(b_0)^{\frac{1}{2}} \int_{\mathbb{R}} |u(s, 0)|^2 ds}{\|u\|^2} = b_0 \nu(a(b_0)^{-1/2}) .
\]

The result follows.

\[\square\]

**Remark 4.4.** It is clear from the proof that we also have a reverse inequality of (4.7):

\[ (1 - Ch^\rho)^{-1} \mathcal{Q}_{a,h}(u_j) \leq (1 + \varepsilon) \mathcal{Q}_j(W_j) + Ch^{3\rho} - 1 \int_{T_\delta} |W_j|^2 ds d\tau . \quad (4.8) \]

Gathering the estimates (4.4) and (4.5), and using Lemma 4.2, we find that

\[ \mathcal{Q}_{a,h}(u) \geq \left[ \Lambda(a)h - Ch^{\frac{1}{2} + 2\rho} - Ch^{2 - 2\rho} \right] \|u\|^2 . \]

We choose \( \rho \) such that

\[ \frac{1}{2} + 3\rho = 2 - 2\rho . \]

Thus, \( \rho = \frac{3}{8} \) and

\[ \mathcal{Q}_{a,h}(u) \geq \left[ \Lambda(a)h - Ch^{\frac{3}{8}} \right] \|u\|^2 . \]

The min-max principle implies the lower bound in Proposition 4.1.

### 4.2.3. Upper bound

The upper bound in Proposition 4.1 follows by inserting appropriate localized test functions in \( \mathcal{Q}_{a,h} \). Let us provide the main lines of the strategy for this classical analysis.

We recall that

\[ \gamma_1(ah^{\frac{1}{2}}, h) = \inf_{u \in \mathcal{S}_{A}^+(\Omega)} \frac{\mathcal{Q}_{a,h}(u)}{\|u\|^2} . \]

In particular, we have

\[ \gamma_1(ah^{\frac{1}{2}}, h) \leq \inf_{u \in H^1_0(\Omega)} \|u\|^2 \frac{\mathcal{Q}_{a,h}(u)}{\|u\|^2} = \inf_{u \in H^1_0(\Omega)} \frac{\|(-ih\nabla + A)u\|^2 + \int_{\Omega} hB|u|^2 dx}{\|u\|^2} . \]

The last quantity is the groundstate energy of \((-ih\nabla + A)^2 + hB\). Pick up a point \( x_0 \in \Omega \). We can always find a normalized test function \( \varphi_h \) in \( C^0_0(\Omega) \), localized at the scale \( h^{\frac{1}{2}} \) near \( x_0 \), and such that

\[ \|(-ih\nabla + A)\varphi_h\|^2 + \int_{\Omega} hB|\varphi_h|^2 dx \leq 2B(x_0)h + o(h) . \]

Now, if \( B \) attains its minimum inside at \( x_0 \), then we deduce that

\[ \gamma_1(ah^{\frac{1}{2}}, h) \leq 2b_0 h + o(h) . \quad (4.9) \]
If not, for any \( \varepsilon > 0 \), we may find \( x_0 \in \Omega \) such that \( |B(x_0) - b_0| \leq \varepsilon \), and (4.9) is true as well.

On the other hand, let us consider \( x_0 \in \partial \Omega \) where the minimum of \( B_{|\partial \Omega} \) is attained. Take a fixed cutoff function \( \chi \) centered at \( x_0 \), and a minimizing sequence \( (W_n) \subset \mathcal{S} (\mathbb{R}^2_+^\times) \) associated with \( \mu \). Then, we consider the function \( \psi_h(s, \tau) = \chi(s, \tau) W_h((b_0')^2 - \frac{1}{2}(s, \tau)) \) and its avatar \( \varphi_h \) in the original coordinates (after the maps \( P \) and \( F \)). Using Remark 4.4 (where \( u_j \) is replaced by \( \varphi_h \)), we get

\[
\gamma_1(ah^2, h) \leq h b'_0 \nu(a(b_0')^{-1/2}) + o(h).
\]

This, together with (4.9), gives the desired upper bound.

**Appendix A. The results under various local boundary conditions**

For \( \eta \in \mathbb{R} \), and \( \mathbf{n} \) is a unit vector, we define the boundary matrix

\[
B_{\eta, \mathbf{n}} = -i \sigma_3 (\sigma \cdot \mathbf{n}) \cos(\eta) + \sigma_3 \sin(\eta).
\]

\( B_{\eta, \mathbf{n}} \) is an unitary and Hermitian matrix so that its spectrum is \( \{ \pm 1 \} \). For any regular function \( \eta: \partial \Omega \to \mathbb{R} \), we introduce the local boundary condition

\[
B_{\eta(s), \mathbf{n}(s)} \varphi(s) = \varphi(s), \quad s \in \partial \Omega,
\]

where \( \mathbf{n}: \partial \Omega \to S^1 \) is the outward pointing normal and \( \varphi: \partial \Omega \to \mathbb{C}^2 \). The associated magnetic Dirac operator \( (\mathcal{D}_{h, \mathbf{A}, \eta}, \text{Dom}(h, \mathcal{D}_{h, \mathbf{A}, \eta})) \) acts as \( \mathcal{D}_{h, \mathbf{A}} \) on

\[
\text{Dom}(\mathcal{D}_{h, \mathbf{A}, \eta}) = \{ \varphi \in H^1(\Omega)^2, \quad B_{\eta, \mathbf{n}} \varphi = \varphi \text{ on } \partial \Omega \}.
\]

The case \( \eta \equiv 0 \) correspond to the MIT bag boundary condition. Note that

\[
B_{\eta, \mathbf{n}} = \begin{pmatrix}
\sin(\eta) & -i \mathbf{n} \cos(\eta) \\
-i \mathbf{n} \cos(\eta) & -\sin(\eta)
\end{pmatrix},
\]

so that the boundary condition reads

\[
u_2 = i \mathbf{n} \cos(\eta) \frac{1}{1 + \sin(\eta)} u_1,
\]

where \( \varphi = (u_1, u_2)^T \).

**Assumption A.1.** \( \eta \in C^1(\partial \Omega) \) and \( \cos(\eta(s)) > 0 \) for all \( s \in \partial \Omega \).

In [8], the authors proved that under Assumptions 1.2 and A.1, \( \mathcal{D}_{h, \mathbf{A}, \eta} \) is self-adjoint. We define

\[
\gamma: s \in \partial \Omega \mapsto \frac{\cos(\eta(s))}{1 + \sin(\eta(s))} \in \mathbb{R}_+.
\]

Since \( \partial \Omega \) is compact, we get that

\[
0 < \inf_{\partial \Omega} \gamma \leq \gamma(s) \leq \sup_{\partial \Omega} \gamma < +\infty.
\]

**Notation 8.** Let

\[
\|u\|_{\partial \Omega, \gamma}^2 = \int_{\partial \Omega} |u^2| \gamma \, ds,
\]

where \( u \in L^2(\partial \Omega) \). By (A.1), this norm is equivalent with the one introduced in Notation 2.
It is straightforward to see that the proofs of the min-max characterization and of Theorem 1.9 are exactly the same up to the replacement of the norm on the boundary. In particular, the constants in the asymptotic analysis are defined with respect to the corresponding weighted Hardy norm on the boundary.

Theorem 1.11 has also its counterpart in this context. Here, the proof has to be slightly adapted by Taylor approximating $\gamma$ around each point of the boundary. We choose to present our proof for the MIT bag condition only in order not to burden the reader with complicated notations that do not give more insight on the problem. More precisely, we get:

**Theorem A.2.** Under Assumptions 1.2, 1.5, and A.1:

(i) Under the further assumption 1.6 we have, for all $k \geq 1$,
\[
\lambda_k^+(h) = \left( \frac{\dist_H ((z - z_{\min})^{k-1}, H^2(\Omega))}{\dist_B (z^{k-1}, \mathcal{P}_{k-2})} \right)^2 h^{1-k} \epsilon^{2\phi_{\min}/h} (1 + o_{h \to 0}(1)),
\]

(ii) $\lambda_1^-(h) = h^{1/2} \min\left( \sqrt{2b_0}, c_{\gamma(x)} \sqrt{B(x)} ; x \in \partial \Omega \right) + o_{h \to 0}(h^{1/2})$,

where for any $x \in \partial \Omega$, $c_{\gamma(x)} > 0$ is the unique positive solution of the equation $\nu_{\gamma(x)}(c) = c^2$ with
\[
\nu_{\gamma(x)}(c) = \inf_{u \in H^1(\mathbb{R}^2_+)} \frac{\int_{\mathbb{R}^2_+} |(-i \partial_x - \tau + i(-i \partial_\tau))u|^2 ds d\tau + c_{\gamma(x)} \int_{\mathbb{R}} |u(s, 0)|^2 ds}{\|u\|^2}.
\]

**Remark A.3.** Using Remark 1.8, we also cover the case $\cos(\eta(s)) < 0$ for all $s \in \partial \Omega$.

**APPENDIX B. PROOF OF LEMMA 2.4**

We use Remark 2.3 to consider the case when $\Omega = \mathbb{D}$. We let
\[
\ell^2_w(\mathbb{N}) = \left\{ u \in \ell^2(\mathbb{N}) : \sum_{n \geq 0} (n+1)^{-1} |u_n|^2 < +\infty \right\}.
\]

Thanks to the isomorphism expressed in (2.2), $(H^2(\mathbb{D}), \langle \cdot, \cdot \rangle_{\partial \mathbb{D}})$ is a Hilbert space. Consider
\[
K = \left\{ u \in \ell^2(\mathbb{N}) : \sum_{n \geq 0} |u_n|^2 \leq 1 \right\}.
\]

It is sufficient to show that $K$ is precompact in $\ell^2_w(\mathbb{N})$. Let $\varepsilon > 0$. There exists $N \in \mathbb{N}$ such that, for all $u \in K$,
\[
\sum_{n \geq N+1} \frac{1}{n+1} |u_n|^2 \leq \frac{\varepsilon^2}{4}.
\]

Moreover, the unit ball of $\mathbb{C}^{N+1}$ for the standard $\ell^2$-norm is precompact, and we can write
\[
\exists (a_0, \ldots, a_M) \in \mathbb{C}^{N+1}, \; B_{N+1}(0, 1) \subset \bigcup_{j=0}^M B_{N+1,w} \left( a_j, \frac{\varepsilon}{2} \right),
\]
where \( B_{N+1,w} \) are the balls for the \( \ell_w^2 \)-norm. We have
\[
K \subset \bigcup_{j=0}^{M} B_w \left( a_j, \varepsilon \right),
\]
where \( a_j \) denotes the extension by zero of the finite sequence \( a_j \). Indeed, there exists \( N \in \mathbb{N} \) such that, for all \( u \in K \),
\[
\left\| u - \sum_{j=0}^{N} u_j e_j \right\|_{\ell_w^2} \leq \frac{\varepsilon}{2}.
\]
Then, \( \sum_{j=0}^{N} u_j e_j \in B_{N+1}(0, 1) \), and the conclusion follows from the triangle inequality. Here, \( (e_j)_{j \geq 0} \) is the canonical basis of \( l^2(\mathbb{N}) \).

**Appendix C. About the functions \( \nu_j(c, \cdot) \)**

For all \( c \geq 0 \), we have
\[
\nu(c) = \inf_{u \in \mathcal{D}_c^{\mathcal{A}_0}(\mathbb{R}_+^2)} \frac{\int_{\mathbb{R}_+^2} |(i\partial_s - \tau + i(-i\partial_x))u|^2 ds d\tau + c \int_{\mathbb{R}} |u(s, 0)|^2 ds}{\|u\|^2}.
\]
The aim of this section is to prove that the equation \( \nu(c) = c^2 \) has a unique positive solution.

Due to the min-max theorem, \( \nu(c) \) is the bottom of the spectrum of the self-adjoint operator \( (i\partial_s - \tau - i(-i\partial_x))(-i\partial_s - \tau + i(-i\partial_x)) \) acting on \( L^2(\mathbb{R}_+^2) \) with boundary condition
\[
(-i\partial_s + i(-i\partial_x))\psi(s, 0) = c\psi(s, 0).
\]
The Fourier transform in \( s \) gives a direct integral and
\[
\nu(c) = \inf_{\xi \in \mathbb{R}} \nu_1(c, \xi), \tag{C.1}
\]
where \( \nu_1(c, \xi) \) is the bottom of the spectrum of the corresponding operator:
\[
\nu_1(c, \xi) = \inf_{u \in B^1(\mathbb{R}_+)} \frac{q_{c,\xi}(u)}{\|u\|^2}, \quad B^1(\mathbb{R}_+) = \{ u \in H^1(\mathbb{R}_+), \tau u \in L^2(\mathbb{R}_+) \},
\]
where
\[
q_{c,\xi}(u) = \int_{\mathbb{R}_+} |(\xi - \tau + \partial_\tau)u|^2 d\tau + c|u(0)|^2.
\]
Note that, for all \( u \in L^2(\mathbb{R}_+) \), \( (\partial_\tau - \tau)u \in L^2(\mathbb{R}_+) \) is equivalent to \( u \in B^1(\mathbb{R}_+) \). In fact, an integration by parts gives
\[
q_{c,\xi}(u) = \int_{\mathbb{R}_+} \left( |u'|^2 + |(\xi - \tau)u|^2 \right) d\tau + (c - \xi)|u(0)|^2 + \|u\|^2.
\]
Let us consider the associated self-adjoint operator, acting on \( L^2(\mathbb{R}_+) \),
\[
\mathcal{N}_{c,\xi} = -\partial_\tau^2 + (\tau - \xi)^2 + 1
\]
with the boundary condition \( \varphi'(0) = (c - \xi)\varphi(0) \). This operator has compact resolvent and thus, we may consider the non-decreasing sequence of its eigenvalues \( \nu_j(c, \xi)_{j \geq 1} \). Note also that the family \( \{\mathcal{N}_{c,\xi}\}_{\xi \in \mathbb{R}} \) is of type \( (B) \) in the sense of Kato:
(i) $\text{Dom}(q_{c,\xi}) = B^1(\mathbb{R}_+)$ does not depend on $\xi$ (or $c$),

(ii) for all $u \in B^1(\mathbb{R}_+)$, $\xi \mapsto q_{c,\xi}(u)$ is analytic.

**Remark C.1.** When $\xi = c$, this operator coincides with the famous de Gennes operator (see [15]).

Due to the aforementioned Fourier decomposition, we may focus our analysis on the properties of the $\nu_j$. In Section C.1, we prove that each $\nu_j$, as a function of $\xi$, has a unique minimum, which is non-degenerate. In Section C.2, we perform the large frequency analysis of the $\nu_j$ ($\xi \to +\infty$): they go to Landau levels from below, as displayed in the numerical illustrations of Section C.3. Section C.4 is devoted to the proof that $\nu(c) = c^2$ has a unique positive solution.

### C.1. Critical points of $\nu_j(c, \cdot)$.

By the analytic perturbation theory, we know that $\nu_j(c, \cdot)$ are analytic functions. Let $\nu(c, \cdot)$ be one these eigenvalues of $\mathcal{N}_{c,\xi}$, and $u_{c,\xi} \equiv u_{\xi}$ is a corresponding normalized eigenfunction.

**Lemma C.2.** We have

$$\partial_\xi \nu(c, \xi) = \int_0^{+\infty} 2(\xi - t)u_{\xi}^2(t)\,dt - u_{\xi}^2(0).$$

**Proof.** We have

$$(\mathcal{N}_{c,\xi} - \nu)u_{\xi} = 0.$$  

Then, in the sense of quadratic forms,

$$(\mathcal{N}_{c,\xi} - \nu)\partial_\xi u_{\xi} + \partial_\xi \mathcal{N}_{c,\xi} u_{\xi} = \partial_\xi \nu(\xi)u_{\xi},$$

so that

$$\langle(\mathcal{N}_{c,\xi} - \nu)\partial_\xi u_{\xi}, u_{\xi}\rangle + 2 \int_0^{+\infty} (\xi - t)u_{\xi}^2(t)\,dt = \partial_\xi \nu(\xi).$$

By integrations by parts, we have

$$\langle(\mathcal{N}_{c,\xi} - \nu)\partial_\xi u_{\xi}, u_{\xi}\rangle = \partial_t \partial_\xi u_{\xi}(0)u_{\xi}(0) - \partial_\xi u_{\xi}(0)\partial_t u_{\xi}(0).$$

Note that

$$\partial_t \partial_\xi u_{\xi}(0) = -u_{\xi}(0) + (c - \xi)\partial_\xi u_{\xi}(0).$$

Thus,

$$\langle(\mathcal{N}_{c,\xi} - \nu)\partial_\xi u_{\xi}, u_{\xi}\rangle = -u_{\xi}^2(0).$$

\[\square\]

In the next lemma, we explicitly use the $c$-dependence of the eigenfunction.

**Lemma C.3.** We have

$$\partial_c \nu(c, \xi) = u_{c,\xi}^2(0).$$

**Proof.** We have

$$(\mathcal{N}_{c,\xi} - \nu(c, \xi))\partial_c u_{c,\xi} = \partial_c \nu(c, \xi)u_{c,\xi}.$$  

We get

$$\partial_c \nu(c, \xi) = \langle(\mathcal{N}_{c,\xi} - \nu(c, \xi))\partial_c u_{c,\xi}, u_{c,\xi}\rangle = \partial_t \partial_c u_{c,\xi}(0)u_{c,\xi}(0) - \partial_c u_{c,\xi}(0)\partial_t u_{c,\xi}(0).$$

Note that

$$\partial_t \partial_c u_{c,\xi}(0) = u_{c,\xi}(0) + (c - \xi)\partial_c u_{c,\xi}(0),$$

and the conclusion follows.  

\[\square\]
Proposition C.4. We have
\[ \partial_\xi \nu(c, \xi) = \left( -\nu(c, \xi) - c^2 + 2c\xi \right) u_\xi^2(0). \]  
(C.2)

In particular, if \( \xi_c \) is a critical point of \( \nu(c, \cdot) \), we have
\[ \nu(c, \xi_c) = -c^2 + 2c\xi_c. \]  
(C.3)

Moreover, all the critical points are local non-degenerate minima and
\[ \partial^2_\xi \nu(c, \xi_c) = 2cu^2_\xi(0) > 0. \]  
(C.4)

In particular, there is at most one critical point.

Proof. By using the previous lemma, we get
\[
\partial_\xi \nu(c, \xi) = -\int_0^{+\infty} \partial_t \left[ (\xi - t)^2 \right] u_\xi^2(t) dt - u_\xi(0)^2
\]
\[
= 2 \int_0^{+\infty} (\xi - t)^2 u_\xi(t) u'_\xi(t) dt + \xi^2 u_\xi(0)^2 - u_\xi(0)^2
\]
\[
= 2 \int_0^{+\infty} \left( u''_\xi(t) + (\nu(c, \xi) - 1)u_\xi(t) \right) dt + \xi^2 u_\xi(0)^2 - u_\xi(0)^2
\]
\[
= \int_0^{+\infty} \partial_t \left( u''_\xi(t) + (\nu(c, \xi) - 1)u_\xi(t) \right) dt + \xi^2 u_\xi(0)^2 - u_\xi(0)^2
\]
\[
= \left( - (\nu(c, \xi) - 1) - (c - \xi)^2 + \xi^2 - 1 \right) u_\xi(0)^2
\]
\[
= \left( - (\nu(c, \xi) - c^2 + 2c\xi) \right) u_\xi(0)^2.
\]

We get (C.3). Taking the derivative of (C.3), we deduce (C.4). The last sentence follows from (C.3) and (C.4). \( \square \)

The previous statement tells us that \( \nu(c, \cdot) \) has at most one critical point, which is a non-degenerate minimum. Next, we show that there is always a critical point.

Corollary C.5. For all \( j \geq 1 \), the function \( \nu_j(c, \cdot) \) has a unique critical point \( \xi_{j,c} \), and it is a non-degenerate minimum. The function \( \nu_j \) is decreasing on \( (-\infty, \xi_{j,c}) \) and is increasing on \( (\xi_{j,c}, +\infty) \).

Proof. If \( \nu_j(c, \cdot) \) has no critical points, then it is non-increasing (it is non-increasing on \( (-\infty, 0) \) by Proposition C.4). From Proposition C.4, we deduce that, for all \( \xi \geq 0 \),
\[
-\nu_j(c, \xi) - c^2 + 2c\xi \leq 0,
\]
and that \( \lim_{\xi \to +\infty} \nu_j(x, \xi) = +\infty \). This is in contradiction with the function being decreasing. This show that \( \nu_j(c, \cdot) \) has a unique critical point. It is a local non-degenerate minimum. Since there is only one critical point, this shows that it is a global minimum. \( \square \)

C.2. Asymptotic analysis of \( \nu_j(c, \xi) \). This section is devoted to the asymptotic analysis of \( \nu_j(c, \xi) \) when \( \xi \to +\infty \).

When \( \xi > 0 \), we use the rescaling \( \tau = \xi t \), and \( \mathcal{N}_{c,\xi} \) is unitarily equivalent to
\[ \xi^2 (\mathcal{P}_{c,h} + h), \quad h = \xi^{-2} \]
where $\mathcal{P}_{c,h} = -h^2 \partial_t^2 + (t-1)^2$ is equipped with the boundary condition
\[ h^2 \varphi'(0) = (ch^2 - h)\varphi(0). \]

The corresponding quadratic form is
\[ Q_{c,h}(\varphi) = \int_0^{+\infty} (h^2|\varphi'|^2 + |(t-1)\varphi|^2)dt + (ch^2 - h)|\varphi(0)|^2. \]

Let us denote by $(\pi_j(c,h))_{j \geq 1}$ the non-decreasing sequence of the eigenvalues of $\mathcal{P}_{c,h}$.

**Proposition C.6.** For all $j \geq 1$,
\[ \pi_j(c,h) = (2j - 1)h + \mathcal{O}(h^\infty). \]

In particular,
\[ \nu_j(c,\xi) = 2j + \mathcal{O}(\xi^{-\infty}). \]

Moreover, for all $\xi$ large enough, we have
\[ \nu_j(c,\xi) < 2j. \quad (C.5) \]

**Proof.** By using the Hermite functions and the spectral theorem, we have, for all $n \geq 1$,
\[ \text{dist}((2n - 1)h, \text{sp}(\mathcal{P}_{h,c})) = \mathcal{O}(h^\infty). \]

Moreover, for $h$ small enough, we have
\[ Q_{c,h}(\varphi) \leq \int_0^{+\infty} (h^2|\varphi'|^2 + |(t-1)\varphi|^2)dt. \]

Thus, by the min-max principle,
\[ \pi_j(c,h) \leq \mu_j^{\text{Neu}}(h), \]
where $\mu_j^{\text{Neu}}(h)$ is the $j$-th eigenvalue of the Neumann realization of $-h^2 \partial_t^2 + (t-1)^2$.

From our knowledge of the de Gennes operator\footnote{see, for instance, [15, Prop. 3.2.2 & 3.2.4] where the result is expressed in terms of $\xi$}, we have, for $h$ small enough,
\[ \mu_j^{\text{Neu}}(h) = (2j - 1)h + \mathcal{O}(h^\infty), \quad \mu_j^{\text{Neu}}(h) < (2j - 1)h. \quad (C.6) \]

Therefore, for all $j \geq 1$, and for all $h$ small enough, the $j$-th eigenvalue of $\mathcal{P}_{h,c}$ satisfies
\[ \pi_j(c,h) < (2j - 1)h. \]

Consider $\varepsilon > 0$ to be determined later. We have
\[ \mathcal{D}_{c,h}(\varphi) = \int_0^{eh^2} (h^2|\varphi'|^2 + |(t-1)\varphi|^2)dt + (ch^2 - h)|\varphi(0)|^2 + \int_{eh^2}^{+\infty} (h^2|\varphi'|^2 + |(t-1)\varphi|^2)dt. \]

We get
\[ \mathcal{D}_{c,h}(\varphi) \geq \mathcal{D}_{c,h}^1(\varphi) + (1 - 2\varepsilon h^2)\|\varphi\|_{L^2(0,eh^2)}^2 + \int_{eh^2}^{+\infty} (h^2|\varphi'|^2 + |(t-1)\varphi|^2)dt, \]
with
\[ \mathcal{D}_{c,h}^1(\varphi) = \int_0^{eh^2} h^2|\varphi'|^2dt + (ch^2 - h)|\varphi(0)|^2. \]
In particular, since \( \lambda \) is an eigenvalue of \( -\hbar^2 \partial_t^2 \) with the Robin condition at zero \( \hbar^2 \varphi'(0) = \hbar \varphi(0) \) and Neumann condition at \( \varepsilon \hbar \frac{1}{2} \), \( \varphi'(\varepsilon \hbar \frac{1}{2}) = 0 \). Consider a negative eigenvalue \( \lambda = -\omega^2 \), with \( \omega > 0 \). We have

\[
-\hbar^2 \varphi'' = \lambda \varphi , \quad \hbar^2 \varphi'(0) = (\hbar \varepsilon \frac{1}{2} - \hbar) \varphi(0) , \quad \varphi'(\varepsilon \hbar \frac{1}{2}) = 0 .
\]

We have

\[
\varphi(t) = Be^{-\omega t/\hbar} + Ae^{\omega t/\hbar} .
\]

The boundary conditions become

\[
\omega(A - B) = (A + B)(\hbar \varepsilon \frac{1}{2} - 1) , \quad B = Ae^{2\omega \varepsilon / \hbar^{1/2}} .
\]

Thus,

\[
\omega = \frac{1 + e^{2\omega \varepsilon / \hbar^{1/2}}}{1 - e^{2\omega \varepsilon / \hbar^{1/2}}} (\hbar \varepsilon \frac{1}{2} - 1) .
\]

This equation has a unique positive solution. We can check that this solution satisfies \( \omega = 1 - \hbar \varepsilon \frac{1}{2} + \mathcal{O}(\hbar^{\infty}) \). Therefore, the first negative (and only negative) eigenvalue \( \lambda \) of \( \mathcal{D}_{\hbar,c} \) satisfies

\[
\lambda = -1 + 2\hbar \varepsilon \frac{1}{2} - \hbar^{2} + \mathcal{O}(\hbar^{\infty}) .
\]

Take \( \varepsilon = \frac{\varepsilon}{4} \). For \( h \) small enough, we have

\[
\mathcal{D}_{\varepsilon,h}(\varphi) \geq \hbar \varepsilon \frac{1}{2} \| \varphi \|^2_{L^2(0, \varepsilon \hbar \frac{1}{2})} + \int_{\varepsilon \hbar \frac{1}{2}}^{+\infty} (\hbar^2 |\varphi'|^2 + |(t-1)\varphi|^2) dt .
\]

Consider

\[
\mathcal{E}_N(h) = \text{span}_{1 \leq j \leq N} \psi_j ,
\]

where \( (\psi_j)_{1 \leq j \leq N} \) is an orthonormal family of eigenfunctions associated with \( (\pi_j(c, h))_{1 \leq j \leq N} \). For all \( \varphi \in \mathcal{E}_N(h) \), we have

\[
\pi_N(c, h) \| \varphi \|^2_{L^2(0, \varepsilon \hbar \frac{1}{2})} + \hbar \varepsilon \frac{1}{2} \| \varphi \|^2_{L^2(0, \varepsilon \hbar \frac{1}{2})} + \int_{\varepsilon \hbar \frac{1}{2}}^{+\infty} (\hbar^2 |\varphi'|^2 + |(t-1)\varphi|^2) dt \geq \hbar \varepsilon \frac{1}{2} \| \varphi \|^2_{L^2(0, \varepsilon \hbar \frac{1}{2})} .
\]

In particular, since \( \pi_N(c, h) \leq (2N - 1)h \), \( \mathcal{E}_N(h) \ni \varphi \mapsto \varphi \big|_{(0, \varepsilon \hbar \frac{1}{2})} \) is injective for \( h \) small enough.

Moreover,

\[
(\pi_N(c, h) - \hbar \varepsilon \frac{1}{2}) \| \varphi \|^2_{L^2(0, \varepsilon \hbar \frac{1}{2})} + \pi_N(c, h) \| \varphi \|^2_{L^2(\varepsilon \hbar \frac{1}{2}, +\infty)} \geq \int_{\varepsilon \hbar \frac{1}{2}}^{+\infty} (\hbar^2 |\varphi'|^2 + |(t-1)\varphi|^2) dt .
\]

For \( h \) small enough, we have \( \pi_N(c, h) - \hbar \varepsilon \frac{1}{2} \leq 0 \). Then,

\[
\pi_N(c, h) \| \varphi \|^2_{L^2(\varepsilon \hbar \frac{1}{2}, +\infty)} \geq \int_{\varepsilon \hbar \frac{1}{2}}^{+\infty} (\hbar^2 |\varphi'|^2 + |(t-1)\varphi|^2) dt .
\]

By the min-max theorem, and using the aforementioned injectivity, we have

\[
\mu_N(\varepsilon, h) \leq \pi_N(c, h) ,
\]

where the \( (\mu_j(\varepsilon, h))_{1 \leq j \leq N} \) are the eigenvalues of the Neumann realization on \( L^2(\varepsilon \hbar \frac{1}{2}, +\infty) \) of \( -\hbar^2 \partial_t^2 + (t-1)^2 \). As for (C.6) (i.e., when \( \varepsilon = 0 \)), we check that

\[
\mu_N(\varepsilon, h) = (2N - 1)h + \mathcal{O}(\hbar^{\infty}) .
\]

The conclusion follows.
The inequality (C.5) is a consequence of Corollary C.5.

C.3. Numerical illustrations. By using a naive finite difference method, it is possible to compute the eigenvalues $\nu_j(c, \cdot)$ by using a short Python script, see the figures below. These simulations are consistent with all our theoretical results.

![Numerical simulations](image)

(A) The function $\nu_1(2, \cdot) \\
(B) Functions \nu_j(2, \cdot)$ and the function $\xi \mapsto -c^2 + c\xi$

C.4. On the function $\nu$. We recall that $\nu$ is defined in (1.11).

**Proposition C.7.** The function $\nu$ is non-negative on $[0, +\infty)$, concave and it satisfies

$$
\nu(0) = 0, \quad \nu(+\infty) = 2, \quad \lim \inf_{c \to 0^+} \frac{\nu(c)}{c} > 0.
$$

In particular, the equation $\nu(c) = c^2$ has a unique positive solution $c_0$ and $c_0 \in (0, \sqrt{2})$.

**Remark C.8.** Numerical calculations suggest that $c_0$ is approximately equal to 1.31236.

**Proof.** The function $\nu$ is concave as an infimum of linear functions. The equality $\nu(0) = 0$ follows by considering the zero modes$^2$, and $\nu(+\infty) = 2$ comes from the fact that, when $c \to +\infty$, $\nu(c)$ converges to the groundstate energy on the half-space with Dirichlet boundary condition. Then, the concavity implies that

$$
\lim \inf_{c \to 0^+} \frac{\nu(c)}{c} > 0.
$$

Let us explain why $\nu$ is a smooth function on $(0, +\infty)$. Let us recall that

$$
\nu(c) = \min_{\xi \in \mathbb{R}} \nu_1(c, \xi) = \nu_1(c, \xi_c),
$$

and that, for all $c > 0$, $\xi_c > 0$ is the unique solution of

$$
\partial_\xi \nu_1(c, \xi) = 0.
$$

For all $c > 0$, we have $\partial_\xi^2 \nu_1(c, \xi_c) > 0$, and thus the analytic implicit function theorem applied to (C.8) implies that $c \mapsto \xi_c$ is analytic. Since $\nu_1$ is analytic, we deduce that $c \mapsto \nu(c)$ is analytic. We notice that

$$
\nu'(c) = \partial_c \nu_1(c, \xi_c) + \partial_\xi \nu_1(c, \xi_c) \frac{d\xi_c}{dc} = \partial_c \nu_1(c, \xi_c).
$$

$^2$We can also check that $\nu$ is right continuous at 0.
Thanks to Lemma C.3, we get
\[
\nu'(c) = u_{c,\xi_c}(0).
\] (C.9)

Let us now consider the function
\[
f(c) = \nu(c) - c^2.
\]
From (C.7), we see that \(f\) is positive on some interval \((0, a)\) with \(a > 0\). Then, by \(\nu(+\infty) = 2\), we see that \(f\) is negative on some interval \((b, +\infty)\). By the Intermediate Value Theorem, we deduce that \(f\) has at least one zero in \((0, +\infty)\). Let us prove that there is only one zero. Consider \(c > 0\) such that \(f(c) = 0\). We have \(f'(c) = \nu'(c) - 2c\).

Due to (C.3), we have \(\xi_c = c\), and with Lemma C.2, we get
\[
2c - u_{c,\xi_c}(0) = \int_0^{+\infty} tu_{c,\xi_c}(t) dt > 0.
\]
This, with (C.9), implies that \(f'(c) < 0\). We deduce that \(f\) has at most one positive zero (and thus exactly one, denoted by \(c_0\)).

Let us now prove that \(c_0 \in (0, \sqrt{2})\). Let us recall (C.1). From (C.5) and Corollary C.5, we have \(\nu(c_0) = \nu_1(c_0, \xi_{c_0}) < 2\). Thus, \(c_0^2 = \nu(c_0) < 2\). This shows that \(c_0 < \sqrt{2}\).

\[\square\]

**Remark C.9.** Actually, one could have avoided our asymptotic analysis to prove that \(c_0 < \sqrt{2}\) by using the knowledge of the de Gennes function. Consider \(\xi = c > 0\). Then,
\[
\nu_1(c, c) = \mu(c) + 1,
\]
where \(\mu\) is the celebrated de Gennes function. We know that, on \(\mathbb{R}_+\), \(\mu < 1\). Thus, for all \(c > 0\),
\[
\nu(c) < \mu(c) + 1 = 2 = (\sqrt{2})^2.
\]
Nevertheless, the dispersion curves play a very important role in the description of the subprincipal terms of Theorem 1.11.

**Acknowledgment.** The authors are grateful to T. Ourmières-Bonafos for useful discussions and CIRM. L. L.T. is supported partially by ANR DYRAQ ANR-17-CE40-0016-01. E.S has been partially funded by Fondecyt (Chile) project \# 118–0355.

**References**

[1] A. Akhmerov and C. Beenakker. Boundary conditions for Dirac fermions on a terminated honeycomb lattice. *Phys. Rev. B*, 77(8):085423, 2008.

[2] P. Antunes, R. D. Benguria, V. Lotoreichik, and T. Ourmières-Bonafos. A variational formulation for Dirac operators in bounded domains. applications to spectral geometric inequalities. *arXiv:2003.04061*, 2020.

[3] N. Arrizabalaga, L. Le Treust, A. Mas, and N. Raymond. The MIT bag model as an infinite mass limit. *J. Éc. polytech. Math.*, 6:329–365, 2019.

[4] N. Arrizabalaga, L. Le Treust, and N. Raymond. Extension operator for the MIT bag model. *Annales de la Faculté des Sciences de Toulouse. Mathématiques.*, 2018.

[5] J.-M. Barbaroux, H. Cornean, L. Le Treust, and E. Stockmeyer. Resolvent convergence to Dirac operators on planar domains. 20(6):1877–1891, 2019.

[6] J.-M. Barbaroux, L. Le Treust, N. Raymond, and E. Stockmeyer. On the semiclassical spectrum of the Dirichlet-Pauli operator. *To appear in Journal of the European Mathematical Society*, 2020.

[7] J. Behrndt, M. Holzmann, and A. Mas. Self-adjoint dirac operators on domains in \(\mathbb{R}^3\). *arXiv*, pages arXiv–1910, 2019.
[8] R. D. Benguria, S. Fournais, E. Stockmeyer, and H. Van Den Bosch. Self-adjointness of two-dimensional Dirac operators on domains. *Ann. Henri Poincaré*, 18(4):1371–1383, 2017.

[9] R. D. Benguria, S. Fournais, E. Stockmeyer, and H. Van Den Bosch. Spectral gaps of Dirac operators describing graphene quantum dots. *Math. Phys. Anal. Geom.*, 20(2):Paper No. 11, 12, 2017.

[10] M. V. Berry and R. J. Mondragon. Neutrino billiards: time-reversal symmetry-breaking without magnetic fields. *Proc. Roy. Soc. London Ser. A.*, 412(1842):53–74, 1987.

[11] A. Castro Neto, F. Guinea, N. Peres, K. Novoselov, and A. Geim. The electronic properties of graphene. *Reviews of modern physics*, 81:109–162, 2009.

[12] A. Chodos, R. Jaffe, K. Johnson, and C. B. Thorn. Baryon structure in the bag theory. *Physical Review D*, 10(8):2599, 1974.

[13] J. Dolbeault, M. J. Esteban, and E. Séré. On the eigenvalues of operators with gaps. Application to Dirac operators. *J. Funct. Anal.*, 174(1):208–226, 2000.

[14] C. L. Fefferman and M. I. Weinstein. Honeycomb lattice potentials and Dirac points. *J. Amer. Math. Soc.*, 25(4):1169–1220, 2012.

[15] S. Fournais and B. Helffer. *Spectral methods in surface superconductivity*, volume 77 of *Progress in Nonlinear Differential Equations and their Applications*. Birkhäuser Boston, Inc., Boston, MA, 2010.

[16] M. Griesemer and H. Siedentop. A minimax principle for the eigenvalues in spectral gaps. *J. London Math. Soc. (2)*, 60(2):490–500, 1999.

[17] M. Grujić, M. Zarenia, A. Chaves, M. Tadić, G. Farias, and F. Peeters. Electronic and optical properties of a circular graphene quantum dot in a magnetic field: influence of the boundary conditions. *Physical Review B*, 84(20):205441, 2011.

[18] B. Helffer and M. Persson Sundqvist. On the semi-classical analysis of the ground state energy of the Dirichlet Pauli operator. *J. Math. Anal. Appl.*, 449(1):138–153, 2017.

[19] L. Le Treust and T. Ourmières-Bonafos. Self-adjointness of dirac operators with infinite mass boundary conditions in sectors. In *Annales Henri Poincaré*, volume 19, pages 1465–1487. Springer, 2018.

[20] V. Lotoreichik and T. Ourmières-Bonafos. A sharp upper bound on the spectral gap for graphene quantum dots. *Math. Phys. Anal. Geom.*, 22(2):Paper No. 13, 30, 2019.

[21] F. Pizzichillo and H. V. D. Bosch. Self-adjointness of two dimensional dirac operators on corner domains. arXiv preprint arXiv:1902.05010, 2019.

[22] K. M. Schmidt. A remark on boundary value problems for the Dirac operator. *Quart. J. Math. Oxford Ser. (2)*, 46(184):509–516, 1995.

[23] S. Schnez, K. Ensslin, M. Sigrist, and T. Ihn. Analytic model of the energy spectrum of a graphene quantum dot in a perpendicular magnetic field. *Phys. Rev. B*, 78:195427, 2008.

[24] O. Shtanko and L. Levitov. Robustness and universality of surface states in dirac materials. *Proceedings of the National Academy of Sciences*, 115(23):5908–5913, 2018.

[25] E. Stockmeyer and S. Vugalter. Infinite mass boundary conditions for Dirac operators. *J. Spectral Theory*, 9(2):569–600, 2019.

[26] B. Thaller. *The Dirac equation*. Texts and Monographs in Physics. Springer-Verlag, Berlin, 1992.

[27] M. R. Thomsen and T. G. Pedersen. Analytical dirac model of graphene rings, dots, and antidots in magnetic fields. *Physical Review B*, 95(23):235427, 2017.

E-mail address: barbarou@univ-tln.fr

(J.-M. Barbaroux) AIX MARSEILLE UNIV, UNIVERSITÉ DE TOULON, CNRS, CPT, MARSEILLE, FRANCE

E-mail address: loic.le-treust@univ-amu.fr

(L. Le Treust) AIX MARSEILLE UNIV, CNRS, CENTRALE MARSEILLE, I2M, MARSEILLE, FRANCE

E-mail address: nicolas.raymond@univ-angers.fr
(N. Raymond) Laboratoire Angevin de Recherche en Mathématiques, LAREMA, UMR 6093, UNIV Angers, SFR Math-STIC, 2 boulevard Lavoisier 49045 Angers Cedex 01, France

E-mail address: stock@fis.puc.cl

(E. Stockmeyer) Instituto de Física, Pontificia Universidad Católica de Chile, Vicuña Mackenna 4860, Santiago 7820436, Chile.