Introduction

One goal in atomic multi-elemental analysis is the ability to rapidly analyse a large number of elements over a wide concentration range. Therefore an ideal spectrophotometer should detect many wavelengths simultaneously with wide spectral coverage, good sensitivity and should exhibit a large linear dynamic range. Currently “direct readers” which employ individual slits and photomultiplier tube detectors (PMT) for each wavelength are the most commonly used. This is due to the numerous desirable characteristics of PMT’s such as their high sensitivity and long, linear dynamic range. However, these instruments suffer from several significant disadvantages such as a limited number of channels, difficulty in wavelength adjustment and high cost.

Recently television-type cameras have been adapted for use as multichannel detectors in spectroscopic systems [1-3]. These devices possess a large number of picture elements (pixels) to cover a wide wavelength range rapidly and yet are compact in size. Wavelength selection can be made electronically instead of through the manual adjustment of slit-photomultiplier tube assemblies. Some of the camera devices that have been applied are silicon vidicon tubes [4-8], silicon intensified target (SIT) tubes [9-12], image dissector (ID) tubes [8,13-15], photodiode arrays (16-19), and charge-coupled device (CCD) arrays [20, 21].

The silicon vidicon, SIT, and ID all employ an electron beam to carry the video signal. Uncertainties in the control of this beam can hamper precise pixel selection in these devices. In addition the silicon vidicon and the SIT suffer from cross-talk between pixels at high illumination levels (blooming) as well as incomplete removal of the charge signal on the target during readout (lag). In an effort to avoid these problems along with the mechanical limitations resulting from the delicate nature of vacuum tubes, solid-state cameras have been developed.

The photodiode array, CCD, and the charge-injection device (CID) [22-24] are solid state cameras that utilise sensors fabricated by employing integrated circuit fabrication technology. The photon generated charge is collected and stored in either reverse-biased photodiodes (the photodiode array) or in metal-oxide-semiconductor (MOS) capacitors (the CCD and the CID). This results in minimal lag and digitally precise pixel addressing. In general the overall package is smaller, easier to cool and less expensive than the vacuum tube cameras. To date only the photodiode array and the CCD have been applied in spectroscopic applications.

In contrast to these approaches the charge-injection device has several unique features. The CID sensor consists of a discrete two-dimensional array of pixels, each of which is composed of a pair of silicon-type MOS capacitors. Figure 1 depicts a small portion of the row/column structure with field effect transistors (FETs), etc. Light striking the bulk silicon generates charge carriers which are stored underneath the capacitor with the greatest negative potential during the frame (integration) time (Figure 2a). This can best be understood by plotting potential well curves with stored charge underneath the capacitor plates (see Figure 2b). During the readout of each pixel this charge is transferred from one of the capacitors to the other or to the substrate.

The silicon vidicon, SIT, and ID all employ an electron beam to carry the video signal. Uncertainties in the control of this beam can hamper precise pixel selection in these devices. In addition the silicon vidicon and the SIT suffer from cross-talk between pixels at high illumination levels (blooming) as well as incomplete removal of the charge signal on the target during readout (lag). In an effort to avoid these problems along with the mechanical limitations resulting from the delicate nature of vacuum tubes, solid-state cameras have been developed.

The photodiode array, CCD, and the charge-injection device (CID) [22-24] are solid state cameras that utilise sensors fabricated by employing integrated circuit fabrication technology. The photon generated charge is collected and stored in either reverse-biased photodiodes (the photodiode array) or in metal-oxide-semiconductor (MOS) capacitors (the CCD and the CID). This results in minimal lag and digitally precise pixel addressing. In general the overall package is smaller, easier to cool and less expensive than the vacuum tube cameras. To date only the photodiode array and the CCD have been applied in spectroscopic applications.

In contrast to these approaches the charge-injection device has several unique features. The CID sensor consists of a discrete two-dimensional array of pixels, each of which is composed of a pair of silicon-type MOS capacitors. Figure 1 depicts a small portion of the row/column structure with field effect transistors (FETs), etc. Light striking the bulk silicon generates charge carriers which are stored underneath the capacitor with the greatest negative potential during the frame (integration) time (Figure 2a). This can best be understood by plotting potential well curves with stored charge underneath the capacitor plates (see Figure 2b). During the readout of each pixel this charge is transferred from one of the capacitors to the other or to the substrate.
Several of the important readout concepts are illustrated in Figures 3 and 4. Initially, each pixel site consisting of a row and column MOS capacitor can be thought of as having some initial bias potential V row (V_{r}) and V column (V_{c}) and an empty "well" (see Figure 3a). If both of these potentials are 15 volts negative and photons irradiate the surface, charge starts to collect in the well (see Figure 3b). If a single column is now clamped to zero, the quantities of charge stored under all of the capacitors in the column, except for the pixel site which is in the process of being selected, merely move to their row capacitor (which is still negative).

However, for the one pixel site under selection, both the column and row capacitors are at zero potential, resulting in the stored charge being injected into the substrate (see Figure 3d). This current provides the video signal. Only the pixel at the intersection of the selected row and column has both capacitor plates at zero potential. All the other pixel sites have one of the two capacitors biased negative to store charge.

While this original mode of CID operation functions, it does not allow one of the most unique capabilities of the CID. To achieve a nondestructible readout capability, a column potential is reduced (see Figure 4a) and charge accumulated under the row capacitor. For readout, the column containing the desired pixel is allowed to float and its potential is measured. Next, the row containing the pixel is clamped to zero volts and the charge in the selected pixel moves over to its column capacitor (see Figure 4b), changing the "apparent" voltage on the entire column. This change in "apparent" column potential is dependent on the entire column capacitance and the charge accumulated in the selected pixel. If the row is returned to a more negative potential, the charge moves under it and the process can be repeated in a nondestructible readout mode, (i.e. V_{c} is allowed to float, measured, and the processes repeated, etc.).

Destructive readout is accomplished by clamping the column to zero potential while the row is still zero (Figure 4d), causing the charge to be injected, as in Figure 3d.

With a nondestructive readout capability blooming, which can still be a problem in the solid-state cameras, can be effectively eliminated by periodically scanning the array in a nondestructive readout mode to determine which pixels are near saturation. These pixels can be subsequently sampled in the destructive mode sufficiently often to prevent the leakage of charge into adjacent pixels. At the same time, pixels under low illumination can be allowed to integrate charge to maximise the signal-noise-ratio of weak lines. By averaging many repeated, nondestructive readouts of the signal stored in a pixel the readout noise, which is pre-dominantly due to white noise generated in the first stage of the preamplifier, can be reduced by the square root of the number of complete readouts [24].

CID devices can also be fabricated to provide random addressing of the array. With this capability only the desired pixels need be interrogated instead of sequentially scanning through the whole array as is required in most other solid-state devices. Therefore, faster readout speeds are possible for rapid analysis.

On the basis of the characteristics, the CID shows definite potential as a multichannel detector for elemental analysis, provided it is able to detect light in the ultraviolet region where many elements have their strongest emission lines. The photodiode array meets this requirement but CCD's have been shown to be insensitive in this region [20] due to the absorption by the array electrodes that cover much of the sensors surface. The CID which has much smaller electrodes should have a sensitivity between that of the photodiode array and the CCD. Studies of the spectral response of CID's do not extend below 400 nm [23] or else indicate that the response quickly falls off in the UV [22]. For a number of reasons the UV response of the CID has not been measured accurately. The detector arrays are normally manufactured with a glass window. In addition the spectral response measurements were made using glass lenses [25]. Since glass absorbs light below approximately 350 nm the value of previous studies is negated. In the studies reported in this paper the spectral response for five CID sensors was measured from 190 to 800 nm using front surface mirrors and quartz optics to eliminate the absorption of glass. Five sensors were used to determine the extent of the variation in sensitivity between sensors.

![Figure 3](image1.png)  
Figure 3. The original injection mode readout for CIDs. Only the charge which is stored at the pixel site where both the column and row are clamped to zero is injected into the substrate.

![Figure 4](image2.png)  
Figure 4. The measuring sequence for combined non-destructive/destructive readout. In non-destructive mode the path B, C, float and measure is cycled through as many times as desired to improve signal to noise. (See description of operation in text)
Experimental
CID cameras are currently manufactured by General Electric (Syracuse, New York, USA) and are commercially available in 128 x 128, 42 x 342 and 244 x 248 pixel arrays. Five CID 40B 128 x 128 sensors were obtained from General Electric with quartz faceplates fitted instead of the standard optical glass. The faceplate covers and protects the pixel array which measures 5.85 x 5.85 mm. The sensors are mounted on 24-pin integrated circuit headers that plug into a socket on the front of a GE TN2200 camera electronics package. This electronic circuitry generates the necessary timing pulses to the chip as well as providing amplification of the video signal. It requires both a TTL clock and ± 15 volt power inputs that were supplied by a unit built in this laboratory. 40B CIDs have on-chip shift registers to provide sequential readout in a raster scan one-tenth that of the clock input. Additionally the standard TN2200 camera electronics package only provides for destructive readouts.

To determine their spectral response characteristics each sensor was evenly illuminated across the array with light from a Zeiss combination D2/W lamp light source after passing through a monochromator (see Figure 5). Two different monochromators were used; a Jarrell-Ash (Waltham, Mass. USA) model #82-410 1/4 meter with 4 mm slits and a GCA/McPherson (Acton, Mass. USA) model #EU-700 0.35 meter with 2 mm slits. The Jarrel-Ash was used in the 190-400 nm region because of its greater throughput so as to provide adequate light levels for the camera in the UV. With 4 mm slits the calculated bandwidth is 13 nm. As a result of the increased sensitivity of the CID's in the visible and a stray light problem observed with the Jarrel-Ash above 500 nm the GCA/McPherson was used for the visible region measurements (400 to 800). With 2 mm slits the bandwidth of this monochromator is 4 nm.

To calibrate the irradiance level of the light striking the sensors an EG & G (Salem, Mass. USA) model #550 radiometer with a silicon photodiode probe #550-2B was used. This probe was placed in the same position as the TN2200 camera and its output read in nanoamps. The current was then converted to µW/cm² by use of the calibration data supplied for the probe by the manufacturer. The output voltage signal from the camera for each sensor was measured versus the wavelength setting of the monochromator with a Tektronix (Beaverton, Oregon, USA) model #564 oscilloscope. The camera generates a timing pulse after each row of 128 pixels on the array has been read out. This pulse was used to trigger the scope so that the trace displayed each row output in rapid sequence. As there was a slight variation in illumination across the rows of the array the trace waveform was observed to oscillate vertically slightly as the different rows were read. The camera reading was taken from the central pixel of the row with the greatest output to insure that the same pixel was measured each time.

The potential output was also measured for each sensor with the camera shielded from the light source (the dark potential). This potential is due to thermally generated charge in the sensor and was as much as one third of the saturation signal when low clock rates were used. For the UV measure-
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*Figure 5. Schematic diagram of the experimental system used in determining the spectral response of the CID camera.*

*Figure 6. Example of sensitivity data in the visible region obtained from one of the CID sensors using four different clock rates:
- \( \Delta = 1 \text{MHz} \)
- \( \bigcirc = 500 \text{ KHz} \)
- \( \square = 200 \text{ KHz} \)
- \( \triangle = 100 \text{ KHz} \)*

*Figure 7. Plot of the transfer curve obtained from one of the sensors.*
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ments clock rates of 50 KHz, 100 KHz and 200 KHz were used depending upon the irradiance level falling on the camera. An Oriel (Stamford, Conn. USA) #772-3900 long-pass (>390 nm) filter was placed in front of the camera to determine the amount of visible wavelength stray light striking the camera. At all wavelengths except 190 nm only the dark potential was observed. The difference in signal was subtracted from measurements taken at 190 nm. Clock rates of 100 KHz, 200 KHz, 500 KHz, and 1 MHz were used for the visible region measurements because of the greater sensitivity and hence signal at these wavelengths. All measurements were corrected for differences in integration time.

Results and discussion
The camera sensitivity versus wavelength was calculated by dividing the net (light minus dark) camera signal by the net radiometer reading. As the proportionality factor between the amount of charge stored in a pixel and the voltage output of the TN 2200's video amplifier is unknown it was impossible to determine absolute sensitivities. Therefore only relative sensitivities are given here. The values obtained at the various clock rates were compensated for the difference in integration times by a simple multiplication factor. For example, readings taken at 1 MHz were multiplied by ten to give an equivalent reading at 100 KHz. The data was then plotted as relative sensitivity versus wavelength. It was noted that in the visible region measurements taken at different clock rates would sometimes give different response values at the same wavelength even after compensation for the difference in integration times. Figure 6 is an example of this phenomena. This effect was not observed in the UV data. It was thought that non-linearity in the transfer curve (a plot of camera output versus input) of the CID's might be the cause. The transfer curves for the sensors were measured by using the GCA/McPherson monochromator set to a constant (650 nm) wavelength and varying the light intensity striking the camera by adjusting the slit widths from 0 to 2 mm. Figure 7 shows a typical curve obtained.

All of the curves showed a positive deviation from linearity at low signal levels and a slight negative deviation at high levels. The positive deviation has been observed in other CID devices [26] and can be eliminated by the use of a bias or "fat zero" charge [24]. The deviation at high signal levels has also been seen before and is thought to be due to measuring the charge at the same time it is removed (i.e., destructive readout) [23]. This should not be a problem when non-destructive readouts are used. When the non-linear regions of the transfer curve are ignored the observed variation in the sensitivity data disappear. This is illustrated in Figure 6 where a solid line connects the data that fall in the linear region. Figure 8 is a plot of the final results of the combined UV/visible data for each of the five sensors. It shows that the maximum visible sensitivity is about seven times that of the UV region. Also, the variation in sensitivity from one sensor to the next is seen to be about ± 20% in the UV region. Assuming a typical CID sensitivity of 0.15 amps/Watt at 650 nm or a quantum efficiency of about 30% [23], the UV sensitivity would then be about 0.02 amps/Watt for a quantum efficiency in the range of 8 to 10%. It can therefore be concluded that the CID possesses a satisfactory spectral response in order to function as a multichannel spectroscopic detector.
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