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Optimizing Convolutional Neural Network Architectures without Training
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Abstract—When optimizing convolutional neural networks (CNN) for a specific image-based task, specialists commonly overshoot the number of convolutional layers in their designs. By implication, these CNNs are unnecessarily resource intensive to train and deploy, with diminishing beneficial effects on the predictive performance.

The features a convolutional layer can process are strictly limited by its receptive field. By layer-wise analyzing the size of the receptive fields, we can reliably predict sequences of layers that will not contribute qualitatively to the test accuracy in the given CNN architecture. Based on this analysis, we propose design strategies based on a so-called border layer. This layer allows to identify unproductive convolutional layers and hence to resolve these inefficiencies, optimize the explainability and the computational performance of CNNs. Since neither the strategies nor the analysis requires training of the actual model, these insights allow for a very efficient design process of CNN architectures, which might be automated in the future.

Index Terms—receptive field size, optimization, neural architecture design, trainable parameter, computational efficiency, explainability

I. INTRODUCTION

In recent years, the trend of creating exponentially higher capacity models to gain incremental improvements in predictive performance has dominated the design of convolutional neural network (CNN) classifiers in computer vision. This is exemplified in Fig. 1, which shows that 92.1% of the ImageNet-accuracy’s variance in state-of-the-art architectures can be explained by an exponential increase in parameters. Since high-capacity models require also more computational resources to be trained, the architectures also become increasingly uneconomical to train and deploy in practical application scenarios. One of the most popular design-axis used to increase the model capacity is the number of layers or “depth” of the network [1], [2], [3]. Like other parts of the neural architecture design, the optimal depth of a neural architecture for a given problem can currently only be approximated by comparative evaluation of trained models [1], [2], [4], [5]. This design process is thus firmly founded in trial-and-error.

To move towards a more informed design process that yields also more parameter-efficient models, heuristics based on an understanding of the influence of the neural architecture on the model is needed. Based on such a heuristic, it should be possible to estimate, ideally before training, whether the addition or removal of layers will have a substantial impact on the predictive performance.

Our approach to such a heuristic for the optimization of CNN architecture depth is based on the interplay between input resolution of the image data and receptive field size of the network’s layers.

Fig. 1. Selected state-of-the-art CNN architectures from recent years show a trend, where improvements in predictive performance strongly coincide with increased number of trainable parameters and computational complexity.

Our primary contributions can be summarized as answers to the following questions:
• Is it possible to predict unproductive subsequences of layers in a neural network? Answer: Yes, predicting unproductive sequences for simple sequential CNN architectures and architectures with multiple CNN pathways and skip connections before training is possible by the so-called border layer, cf. Section IV-A.
• Since attention mechanisms like SE-Modules [6] effectively provide global context to the CNN, do they change how the inference is distributed? Answer: No, the distribution of the inference process is not affected by the use of simple attention mechanisms. Thus, it is still possible to predict unproductive, i.e., unnecessary layers before training, cf. Section IV-D.
• Can knowledge about unproductive layers be leveraged as a heuristic to optimize the depth of CNN architectures? Answer: Yes, we demonstrate basic strategies that yield reliable improvements in efficiency and predictive performance, cf. Section VII.

II. BACKGROUND

This section discusses the essential background knowledge framing this paper: First, analysis techniques for judging the quality of intermediate solutions and the processing within hidden layers are introduced. We further discuss parameter-inefficiencies detectable by these techniques. Then, the receptive field of convolutional layers is discussed and how its size in sequential and non-sequential architectures is computed.

A. Logistic Regression Probes

Logistic Regression Probes (LRP) by Alain and Bengio [7] are a tool for analyzing how the solution quality progresses while the data is propagated through a trained neural network. The idea is to fit simple regression models on the activation values of each layer. By comparing the LRP's test accuracies with the test accuracy of the full network, it is possible to quantify the extent to which the problem is already solved in each layer. Typically, LRP accuracies increase layer by layer and approach the model's accuracy, as shown by the red curve in Fig. 2. In this paper, the LRP accuracy of a probe computed on the activation values of layer \( l \) is referred to as \( p_l \).

B. Saturation Values and Tail Patterns

Saturation is another technique for expressing the activity of a convolutional layer in a single number, proposed by us [8]. Saturation \( s_l \), illustrated by the green curve in Fig. 2, is the percentage of eigendirections in the activation space of the layer \( l \) required to explain 99% of the variance. Similar to the accuracy of a LRP, this results in a value bounded between 0 and 1. Intuitively, saturation measures a percentage of how much the output space of a layer is “filled” or “saturated” with the data. A sequence of low saturated layers, that is layers with < 50% of the average saturation of all other layers, is referred to as tail pattern. According to [8], a tail pattern indicates that the layers belonging to the tail are not contributing qualitatively to the prediction. This is observable in Fig. 2. The LRP accuracy of the layers in the tail stagnates; thus those layers do not advance the quality of the intermediate solution and can therefore be called unproductive layers.

![Fig. 2. VGG16 exhibits a tail pattern starting from the 8th layer. In the tail, the saturation \( s_l \) is low and LRP performance \( p_l \) is stagnating [8], meaning that these layers are not contributing qualitatively to the prediction made by the model.](image)

Richter et al. [8] were able to show that such tail patterns, meaning sub-sequences of unproductive and therewith unnecessary layers, are linked to a mismatch between input resolution and CNN architecture.

C. Introducing the Receptive Field

The receptive field of a convolutional layer is the area on the input image that influences the output of the unit. Since convolutional layers can be considered feature extractors, the receptive field size is thus the natural upper limit to the size of features that a unit in a convolutional layer can extract from the input image. Each convolutional layer operates on the output feature map of its predecessor, thereby mapping multiple positions of its input into a single position on its output feature map. This process results in the receptive field expanding over a sequence of convolutional layers in a CNN thereby allowing the network to detect increasingly larger features in deeper layers.

We [8] show that this growth of the receptive field can lead to mismatches between the CNN architecture and the input image resolution, causing a loss of efficiency and predictive performance; both we want to avoid when designing a CNN and optimizing an existing one. The scaling strategies for efficiently increasing the size and predictive performance of CNNs in EfficientNet [5] and EfficientDet [9] head in a similar direction, also scaling the neural architecture in concert with the input resolution. However, contrary to that work, we aim at a solution without an expensive grid-search.

D. Computing the Receptive Field Size

For sequential CNNs—no multiple pathways during the forward pass—the receptive field size can be computed analytically. We denote the receptive field size of the \( l \)th layer of the \( i \)th convolutional part of a sequential network structure by \( r_l \). This work assumes \( r_0 = 1 \), which is the “receptive field size” of the CNN’s input values. We further assume that the input resolution \( i \) and all kernels in the CNN are square shaped, allowing us to treat these values as scalars instead of 2-tuples. For all layers \( l > 0 \) in the convolutional part of a sequential network, the receptive field size can be computed with the following formula:

\[
r_l = r_{l-1} + ((k_l - 1) \prod_{i=0}^{l-1} g_i)
\] (1)
where $k_i$ refers to the kernel size of layer $l$ with potential dilation already accounted for and $g_i$ stands for the stride size of layer $i$. The receptive field size increases with every convolutional layer $l$ with $k_i \neq 1$. Downsampling occurs when $g_i > 1$ and has a multiplicative effect on the growth of $r_{l+n}$.

In section II-C, we established that ineffective layers are linked to a mismatch between CNN architecture and input resolution. In section II-B, we established that sequences of unproductive layers observed by Richter et al. can be predicted using only the receptive field size $r_l$ and the input resolution $i$. If this is the case, it should also be possible to resolve this parameter-inefficiency caused by unproductive layers by either pruning these layers or altering the receptive field expansion before training the model.

### B. Experimental Setups

If not explicitly mentioned otherwise, all models are trained on the Cifar10 [10] dataset. Since our research requires many experiments and the model training as well as LRP are a very resource-intensive process, using Cifar10 as a lightweight dataset is necessary. Remember, Cifar10 is not a trivial task and is commonly used as a proxy problem for larger datasets like ImageNet [11], [4]. The CNNs used in our experiments are chosen in a way that allows to investigate specific architectural elements. For example, VGG16 is a model with a simple sequential structure, while ResNet18 serves to analyze the influence of skip connections.

1) **Model training:** is conducted for 60 epochs, using stochastic gradient descent with a learning rate of 0.1 and a momentum of 0.9 for all evaluated CNN architectures. The learning rate decays every 20 epochs with a decay factor of 0.1. The batch size chosen for this training is 64. Preprocessing further involves channel-wise normalization using $\mu$ and $\sigma$ values taken from the original AlexNet paper [12]. During training, the images are furthermore randomly cropped and horizontally flipped with a 50% probability.

2) **Saturation:** is computed during training of the final epoch on every convolutional and fully connected layer using a $\delta$ of 99%, which is the standard configuration recommended by us [8].

3) **LRP:** accuracy values are computed on the same layers as saturation after the model training. By training the LRPs, this work differs from the procedures of Alain and Bengio [7] by not global-pooling the feature maps to a single vector to avoid artifacts caused by the aggressive downsampling. Based on an ablative study on LRP performance [8], large feature maps to a size of $4 \times 4$ pixels are adaptive average pooled, which is a good compromise between computational feasibility and reliability of the accuracy obtained from the LRP.

### IV. Experiments

We investigate our research hypothesis, that unproductive layers can be predicted using the receptive field size and input resolution, in multiple steps. First, we test it on simple, sequential neural architectures. Based on these findings, we expand our hypothesis on multi-path architectures and on architectures with residual connections. We then show that attention-mechanisms in the model do not influence the previously made observations.

**A. border layer for Sequential CNN Architectures**

This section starts the investigation by analyzing to which extent it is possible to predict unproductive layers in a simple...
sequential convolutional neural architecture, that is a sequence of convolutional and pooling layers. As established in section [1-4] the receptive field size can be computed unambiguously in this case. The VGG-family of CNN architectures by Simonyan and Zisserman [1] is exemplary for sequential CNN architectures and is consequently used in the experiments, cf. Fig. 4 and Fig. 5.

For answering our research question, whether it is possible to predict unproductive subsequences of layers, we hypothesize that layers become unproductive if they cannot integrate novel information into a single feature map position. This is the case when \( r_{l-1} > i \), where \( r_{l-1} \) is the receptive field of the layer \( l \)'s input and \( i \) is the input resolution. Since the receptive field size grows monotonically in a simple sequential architecture, a clear border separating the productive part of the model from the unproductive part based on the condition \( r_{l-1} > i \) can be defined. The first layer \( l \) with the condition \( r_{l-1} > i \) is referred to as border layer \( b \), since it effectively separates the productive from the unproductive layers of the CNN. By training VGG11, VGG13, VGG16, and VGG19 on the Cifar10 dataset using its native image resolution of \( 32 \times 32 \) pixels, the receptive field size, the saturation values, and the LRP accuracy are computed.

As depicted in Fig. 4, the saturation and the LRP accuracy of all four VGG setups increases significantly up to the border layer, after the border layer the LRP accuracy no longer improves. Consequently, the border layer separates the convolutional layers that contribute qualitatively, i.e., by the increasing LRP accuracy and a high saturation value, from convolutional layers that do not. The observed behavior is also reproducible when training the models on TinyImageNet, while using the same setups and image resolution as plotted in Fig. 5. The plots of Fig. 4 and 5 show that the border layer behavior is consistent over different network depths of the VGG-family and does not depend on the dataset used.

We conduct two experiments with different sequential architectures trained on Cifar 10 to investigate whether the observed border layer behavior can be reproduced. The first experiment uses a modified ResNet18 [2] architecture. In this modified version, all skip connections of ResNet18 are disabled, ensuring a sequential network architecture. This sequential ResNet18 architecture model differs from VGG-style models in numerous ways. Firstly, BatchNorm [14] and strided convolutions are used for downsampling instead of MaxPooling layers. Furthermore, the sequential ResNet18 features a stem consisting of two consecutive downsampling layers at the input of the model, which strongly affect the growth of the receptive field size. The second experiment utilizes a modified VGG19 with dilated convolutions, increasing the kernel sizes to \( 7 \times 7 \).

In line with the border layer behaviors, both experiments shown in Fig. 6 prove that the border layer separates the productive layers from the unproductive ones. The observation is thus consistent with previous experiments of Fig. 4 and 5.

B. border layer for Non-Sequential CNN Architectures

This subsection investigates if predicting unproductive sequences of convolutional layers is still possible even when the network structure is non-sequential. In comparison to sequential CNNs, in multipath architectures information based on multiple receptive field sizes may be present in any layer’s input. To observe whether changes to the number of layers and a more substantial deviation in the receptive field sizes within a module affect the distribution of the inference process in unexpected ways, we design a multipath “model organism” architecture that is also simple to analyze. The designed generic non-sequential multipath architecture is depicted in Fig. 7.
Its design follows the conventions regarding downsampling and general structure utilized in various architectures such as ResNet [2], AmoebaNet [4] and EfficientNet [5]. This non-sequential architecture has four stages consisting of building blocks with similar filter sizes. The first layer in each stage is a downsampling layer that reduces the size of the feature maps by having a stride size of 2. For generating variances, two distinct architectures—a shallow and a deep architecture—are defined. The shallow multipath architecture, called MPNet18, uses two Module A building blocks per stage. The Module A building blocks, illustrated in Fig. 7(b), consist of a $3 \times 3$ convolutional path and a $7 \times 7$ convolutional path, merged by an element-wise addition. The second, deep multipath architecture, called MPNet36, uses four Module B building blocks. As shown in Fig. 7(c), Module B building blocks have a different number of layers in each pathway and thus a larger difference between $r_{l,\text{min}}$ and $r_{l,\text{max}}$.

In MPNet18 and MPNet36, the convolutional layers use same-padding, batch normalization, and ReLU-activation functions. For merging the pathway, element-wise addition is used since it does not increase the number of filters as concatenation does. Merging by element-wise addition avoids $1 \times 1$ convolutions for dimension reduction, which could induce noisy artifacts into the analysis. Having only two distinct pathways with distinct kernel sizes make it easy to compute $r_{l,\text{min}}$ and $r_{l,\text{max}}$. The two-pathway design further allows us to view the model as two sequences with drastically different expansion of $r_{l,\text{max}}$, which greatly simplifies the visualization of the architectures in Fig. 8. Like the sequential CNN, MPNet18 and MPNet36 are trained and evaluated within the same experimental setup on Cifar10.

Fig. 8 shows that in the shallow as well as in the deep multipath architecture, the LRP accuracy performs very similarly. Remarkable is that the border layer $b_{\text{max}}$ based on the largest
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(c) Module B

Fig. 7. The architecture used for the experiments in this section. Each stage consists of $k$ blocks and has double the filters of the previous stage. The first layer of each stage is a downsampling layer with a stride size of 2. The building block for the shallow architecture MPNet18 is depicted in (b), the building block of the deep architecture MPNet36 is depicted in (c).
the behavior of multi-path architectures discussed in the connection, which uses an element-wise addition for merging [4], MobileNet [17], [18], and EfficientNet [5]. Due to this He et al. [2] is the most common type used. Next to ResNet, connections, the skip connection proposed by the authors of themselves are parameterizable. From the variants of skip connections, the skip connection proposed by the authors of He et al. [2] is the most common type used. Next to ResNet, this variant can be found in architectures like AmoebaNet [4], MobileNet [17], [18], and EfficientNet [5]. Due to this variant’s frequent use, this work focuses on this particular skip connection, which uses an element-wise addition for merging the pathways and contains no trainable parameters.

If the receptive field expansion behavior is consistent with the behavior of multi-path architectures discussed in the Section [V-B] the border layer \( b_{\text{min}} \) should separate the unproductive tail of convolutional layers. We examine this idea on the ResNet18 and ResNet34 architectures.

The plots in Fig. [9] indicate that the border layer assumption also applies to non-sequential architectures with skip connections. On both tested ResNet architectures, the qualitative improvement of the predictive performance stops when the border layer is reached. The zig-zag-pattern of the minimal receptive field size are caused by the fact that skip connections effectively allow the CNN to skip all layers except the stem. Thus, the receptive field size is reduced effectively at each merging block of the pathways. In later layers of the ANN, amplitudes of this zig-zag pattern become more pronounced, caused by the additional downsampling layers that increase the growth rate of the receptive field size. The LRP accuracy of ResNet18 and ResNet34 also shows some anomalies, in the form of sudden drops of its value, occurring exclusively after the border layer. These drops of the LRP accuracy result from skipped layers because the CNN does not utilize layers that are bypassed by skip connections. This behavior at the bypassed layers is identical with the observations by Alain and Bengio [7] using linear classifier probes.

D. Attention Mechanisms Do Not Influence LRP and Saturation Values

Building on the findings from Section [V-A] to [V-C] the working hypothesis is that there are no influences on the LRP and saturation values by any attention mechanisms. Thus, attention mechanisms are considered as simple layer add-ons generating dynamical weights based on the input. Squeeze-and-Excitation (SE) modules [6] are a filter-wise attention mechanism, since the weighting is applied on each feature map. In contrast to SE modules, a spatial attention mechanism applies a single weight on each feature map position. The Convolutional Block Attention Module (CBAM) [19] is a combination of both. In all cases, one or multiple auto-encoder-like structures are condensing the entire stack of feature maps into a set of weights, usually, with some global pooling strategy [20]. The attention mechanism thereby incorporates global information about the image into the feature map via multiplication and hence changes the information present in each position of the feature map.

For testing this hypothesis, the attention mechanisms SE, spatial attention, and CBAM are added to a ResNet18 architecture. To ensure that there are no unexpected interactions between skip connections and attention mechanisms, we also consider ResNet18 architectures with attention mechanisms but with disabled skip connections. Results for all experiments are shown in Fig. [10] (note that the additional layers added by the attention mechanism are omitted in that figure to make the sequence of values comparable to previous experiments).

The results support the hypothesis that there are no influences on the LRP and saturation values by any attention mechanisms. While the model accuracy varies depending on the chosen attention mechanism, LRP accuracy and saturation values do not change substantially. Further, the plot implies that the attention mechanisms primarily change the way a layer extracts the features, while they apparently do not change the distribution of the overall inference. Consequently, the border layer assumption is not influenced by any attention mechanism and can be used to predict the unproductive convolutional layers within the architecture.

V. IMPLICATIONS ON CNN DESIGN

Since the border layer can distinguish the unproductive sequences of convolutional layers, given only the architecture and the input resolution, the border layer can help to design and improve CNN architectures. A significant advantage of this border layer approach is, that both properties—network architecture and input image size—are known before starting training. Thus, our approach allows a very efficient and sustainable design process, since the architecture can be optimized without requiring comparative evaluation of trained models.

The potential of the border layer approach is exemplified by optimizing existing architectures. On the Cifar10 dataset, the border layer is used to replace all unproductive layers together by a simple classifier layer, consisting of a global average pooling layer followed by a softmax layer. We apply this optimization strategy on the VGG, ResNet and MPNet models used throughout this work. Covering possible random fluctuations during training, all optimized models are trained ten times, and the average test accuracy, the total number of trainable parameters, and FLOPs required for a forward pass of a single image are computed. The resulting numbers are
The demonstrated border layer technique, ensuring \( r_{l-1} < i \), can be considered primitive and is not necessarily the most sophisticated or optimal way to optimize the CNN architecture for parameter and computational efficiency. An alternative approach for optimizing the architecture, with a strong focus on test accuracy, is to influence the growth rate of the receptive field size. Influencing the growth rate can be achieved by using attention mechanisms —with disabled skip connections— to improve the architecture in all tested scenarios while removing the unproductive layers. Thus, the computations are also reduced.

**Fig. 8.** The border layers \( b_{min} \) divides the productive and unproductive layers for non-sequential networks —similar to the border layer in sequential architectures. MPNet18 is our proposed shallow multipath network, MPNet36 is our proposed deep multipath network.

**Fig. 9.** The border layer computed from the smallest receptive field size \( b_{min} \) can predict unproductive layers for ResNet architectures. The skip connections allow information based on smaller receptive field sizes to skip layers, resulting in a later border layer \( b_{max} \) compared to the same network with disabled skip connections. This allows networks with skip connections to involve more layers in the inference process than it would be possible compared to a simple sequential architecture with a similar layout. For an example compare Fig. 6 (a) with Fig. 9 (a).

**Fig. 10.** The attention mechanisms Squeeze-and-Exitation modules (SE), spatial attention, and CBAM added to the ResNet 18 architecture with skip connectors and without skip connectors. Attention mechanisms do neither change the LRP accuracy nor the saturation value. This indicates that attention mechanisms aid the feature extraction for the receptive field size present, but do not change the size of features extracted.

It can be seen that the test accuracy of the optimized models improves in all tested scenarios while the removal of the unproductive layers reduced the number of trainable parameters. Thus, the FLOPs required for the computations are also reduced.

The demonstrated border layer technique, ensuring \( r_{l-1} < i \), can be considered primitive and is not necessarily the most
within the stem of ResNet18 and ResNet34, receptive field sizes in the entire network are reduced by a factor of 4. Doing so improves the Cifar10 test accuracy of ResNet34 from 82.76% to 92.21% and ResNet18’s from 84.61% to 91.95%.

By influencing the growth rate of the receptive field from within the network, an improvement in test accuracy and parameter efficiency is notable. However, the removal of downsampling layers will at the same time increase the FLOPS per image, since the adequate size of the feature map is increased in every layer. This design decision can be considered a trade-off in predictive quality over computational efficiency. In the case of ResNet34, the computations per image increase from 0.76 GFLOPs to 1.16 GFLOPs and for ResNet18 from 0.04 GFLOPs to 0.56 GFLOPs.

In summary, based on the interaction between input resolution and receptive field size, the border layer can be used to predict unproductive layers. Changing the network architecture to put the border layer as close to the output layer as possible is a suitable heuristic to optimize the CNN for computational efficiency, parameter efficiency and predictive performance, thereby making ideally all layers contribute qualitatively to the inference process. Those architectural changes still are subject to a trade-off between predictive performance, parameter efficiency, and computational efficiency. This dilemma of optimization is the reason why this paper does provide a heuristic and not an optimization or pruning algorithm, since different application scenarios may require different compromises. Nevertheless, this heuristic allows the practitioner to make these design decisions with intent, allowing for an informed answer to the question "Should You Go Deeper".

VI. CONCLUSION

While building ever deeper and more powerful neural architectures often is important for pushing the state-of-the-art, we think that also designing lightweight and efficient CNNs is crucial for opening deep learning to a broader range of applications with limited resources. The results presented in this work allow users to detect and resolve inefficiencies in CNN architectures reliably without training the model, by the use of the border layer, i.e., by the receptive field size. By exploring the properties of multipath architectures and architectures with skip connection and attention mechanisms, we have covered a broad range of common architectural components used in modern network designs. The achieved results are incorporated into our design heuristic based on the receptive field size, the LRP accuracy, and the saturation values. This heuristic allows for degrees of freedom in the design process that directly enable the data scientist to make decisions in the optimization dilemma between computational power, predictive performance, or parameter efficiency. Designing CNN architectures to be more parameter efficient could lead to lightweight, purpose-built models that need less training data and can be used, e.g., in embedded hardware platforms, for enabling an even broader field of potential applications. As shown in this work, by eliminating unproductive layers in the CNN architectures, the sustainability and viability of deep learning solutions will increase significantly.
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