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1. Introduction
The emergence of collective behavior in large particle systems has recently attracted much attention considering that this behavior arises in many physical systems of the real-world such as in crowd and swarm dynamics, social and economic systems. In this context, mathematical models at the microscopic, mesoscopic and macroscopic scales, have been proposed in an attempt to obtain an analytical and multiscale description of the phenomena. This paper deals with a qualitative analysis of a class of models for pedestrian dynamics and specifically with mathematical models that can be approximated by mean-field particle interactions. The main question addressed is whether, for a given microscopic individual-based model, the corresponding macroscopic (mean-field) dynamics can be derived.

The mathematical study of such problems goes back to the last century. In particular, in the context of classical mechanics where the mean-field limit is described by the Vlasov or Vlasov-type equation, the problem has been rigorously analyzed by Braun and Hepp in [7] and by Neunzert in [25]. The interested reader is referred to the recent lecture notes by Golse [18] for a more deeper understanding of the subject, see also [17]. In particular the mean-field limit proposed in the present paper is performed according to papers [17,18].
The underlying microscopic model is a system of $N$-indistinguishable individuals (pedestrians, birds, fish) whose microscopic state includes position and velocity variables. For each position variable $x_i$ we introduce the velocity variable $v_i = \dot{x}_i$ (time-derivative of the position), so that the whole state of the system at time $t$ is described by $(x_1, v_1), \ldots, (x_N, v_N)$. The domain of positions is $\mathbb{R}^d$ or a subset of $\mathbb{R}^d$ and the domain of velocities is $\mathbb{R}^d$ ($d = 2$ or $d = 3$ for crowd or swarm dynamics). However, the approach proposed in this paper is quite general to allow the modeling of various systems composed by interacting agents even in higher dimensions. Thus in the whole paper the dimension $d$ will be let arbitrary. Accordingly the microscopic state of the $i$th particle at time $t$ is denoted by $z_i = (x_i, v_i) \in \mathbb{R}^{2d}$. The interaction between the $i$th and the $j$th particle is modeled by the function $K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ The particle dynamics is described by the following system of $d \times N$ ODEs (see [9, 22, 27]):

$$
\begin{align*}
\dot{z}_i(t) &= \mathbb{G}(z_i) + \frac{1}{N} \sum_{j=1}^{N} K(z_i(t), z_j(t)), \quad i = 1, \ldots, N \\
\end{align*}
$$

(1.1)

where the term $\mathbb{G}(z_i)$ models the interactions inside the system, i.e., the external forces acting on the $i$th particle that do not depend on the other particles. The coefficient $1/N$ is the so-called “weak coupling”. This interaction among the particles is “weak”, which means that as the particle number $N$ goes to infinity, the range of the interaction remains fixed, whereas its strength is rescaled by $1/N$. Having in mind this limiting behaviour, it seems convenient to describes a particle in $x \in \mathbb{R}^d$ by $(1/N)\delta_x$ (i.e. the Dirac measure with mass $1/N$ concentrated at $x$). A preliminary difficulty in dealing with the mean-field limit of (1.1) is the singularity of $K(z)$ for $z$ close to 0.

The main aim that wants to be pursued in this paper refers to the case $N \to \infty$. Specifically, in what timescale this limit exist?

In the large limit, $N \to \infty$, of (1.1) it is expected that

$$
\frac{1}{N} \sum_{j=1}^{N} K(z_i(t), z_j(t)) \to \int_{\mathbb{R}^d} K(z_i(t), z_j(t)) f(t, dz)
$$

(1.2)

and that the $N$-particle system of differential equations (1.1) can be replaced with the following single differential equation

$$
\dot{z}(t) = \mathbb{G}(z) + \int_{\mathbb{R}^d} K(z(t), z(t)) f(t, dz) = \mathbb{G}(z) + \mathbb{F}[f](t, x),
$$

(1.3)

where $f(t, dz)$ is unknown as is $z(t)$; so that it seems that this single differential equation is insufficient to determine both these unknowns.

Bearing all above in mind, the underlying macroscopic framework is the following conservation law:

$$
\begin{align*}
\partial_t f(t, z) + \text{div}_z (\mathcal{A} [f](t, z) f(t, z)) &= 0, \quad z \in \mathbb{R}^d, \ t \in \mathbb{R}, \\
f(0, z) &= f_0(z),
\end{align*}
$$

(1.4)
where \( f(t,z) \) is a probability density, \( z \in \mathbb{R}^d \), \( t \) is the time variable and \( \mathcal{X}[f] = \mathcal{X}[f](t,z) \in \mathbb{R}^d \) is the following non-linear functional operator:

\[
\mathcal{X}[f](t,z) = G(z) + \int_{\mathbb{R}^d} K(z,z')f(dz'),
\]

(1.5)

where \( K \) is a given, smooth, vector-valued kernel, whose explicit form depends on the system under consideration. Here, \( \text{div } \mathcal{X}(t,\cdot) \) is understood in distributional sense.

The contents of the present paper is divided into six more sections which follow this introduction. In detail, in Section 2 we set the notations and some backgrounds about the mathematical problem. Section 3 is concerned with the definition and the existence of measure-valued solutions to (1.4). Section 4 provides results on the mean field characteristic flow. Section 5 deals with some stability results. Section 6 provides the stochastic formulation of the problem where we prove the propagation of chaos result related to our problem. In this context, the word “chaotic” is used as a synonym for “independent” and identically distributed. Finally, Section 7 highlights conclusions and applications.

2. Notation and Background

This section is devoted to the additional notation and known results that will be used in the next sections. Specifically the following notations for functional spaces will be considered:

- For each topological space \( X \) and each finite dimensional vector space \( E \) on \( \mathbb{R} \), we denote by \( C(X,E) \) the set of continuous functions defined on \( X \) with values in \( E \), and by \( C_c(X,E) \) the set of functions belonging to \( C(X,E) \) whose support is compact in \( X \). For each \( d,k \geq 1 \), we denote by \( C^k(\mathbb{R}^d,E) \) the set of functions of class \( C^k \) defined on \( \mathbb{R}^d \) with values in \( E \) whose support is compact in \( \mathbb{R}^d \). We also define by \( C(X) := C(X,\mathbb{R}) \), \( C_c(X) := C_c(X,\mathbb{R}) \) and \( C^k_c(\mathbb{R}^d) := C^k_c(\mathbb{R}^d,\mathbb{R}) \).

- For each topological space \( X \) and each finite dimensional vector space \( E \) on \( \mathbb{R} \), we denote by \( C_b(X,E) \) the set of continuous functions defined on \( X \) with values in \( E \) that are bounded on \( X \). For each \( d,k \geq 1 \), we denote by \( C^k_b(\mathbb{R}^d,E) \) the set of functions of class \( C^k \) defined on \( \mathbb{R}^d \) with values in \( E \), whose partial derivatives are bounded on \( \mathbb{R}^d \): for each norm \( \| \cdot \|_E \) on \( E \), one has

\[
C^k_b(\mathbb{R}^d,E) := \{ f \in C^k(\mathbb{R}^d,E) \text{ s.t. } \sup_{x \in \mathbb{R}^d} |\partial^\alpha f(x)|_E < \infty \text{ for each } \alpha \in \mathbb{N}^n \}. 
\]

- We denote by \( \mathcal{P}_r(\mathbb{R}^d) \), for each \( r > 0 \), the set of Borel probability measures \( \mu \) on \( \mathbb{R}^d \) such that

\[
\int_{\mathbb{R}^d} |z'|^r \mu(dz) < \infty.
\]

Henceforth, the set of Borel probability measures on \( \mathbb{R}^d \) will be denoted by \( \mathcal{P}(\mathbb{R}^d) \).

**Monge-Kantorovich–Wasserstein distance.** First, we model transference plans by probability measures \( \pi \) on the product space \( \mathbb{R}^d \times \mathbb{R}^d \). Given \( \mu, \nu \in \mathcal{P}(\mathbb{R}^d) \) defined respectively on some measure
spaces $\mathbb{R}^d$, we define
\[
\Pi_{\mu,v} = \Pi(\mu,v) := \left\{ \pi \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d); \int_{\mathbb{R}^d} d\pi(x,y) = d\mu(x), \int_{\mathbb{R}^d} d\pi(x,y) = d\nu(y) \right\} ,
\]
(2.1)
\[
\Pi(\mu,v) \text{ is the set of Borel probability measures } \pi \text{ on } X \times Y \text{ with first and second marginals } \mu \text{ and } \nu \text{ respectively. Equivalently, for each } \pi \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d),
\]
\[
\pi \in \Pi(\mu,v) \iff \int_{\mathbb{R}^d \times \mathbb{R}^d} (\phi(x) + \psi(y)) \pi(dxdy) = \int_{\mathbb{R}^d} \phi(x) \mu(dx) + \int_{\mathbb{R}^d} \psi(y) \nu(dy)
\]
for each $\phi, \psi \in C(\mathbb{R}^d)$ such that $\phi(z) = O(|z|^p)$ and $\psi(z) = O(|z|^p)$ as $|z| \to \infty$.

For each $p \geq 1$ and each $\mu, \nu \in \mathcal{P}(\mathbb{R}^d)$, the Monge-Kantorovich–Wasserstein distance $W_p(\mu,v)$ between $\mu$ and $\nu$ is defined by the formula
\[
W_p(\mu,v) = \inf \left\{ \mathbb{E} |X - Y|^p \right\}, \quad \mathcal{L}aw(X) = \mu, \quad \mathcal{L}aw(Y) = \nu ,
\]
(2.2)
where the infimum is taken on all the couples $(X,Y)$ of random variables with values in $\mathbb{R}^d$ and $|\cdot|$ is distance on $\mathbb{R}^d$. In the integral form (2.2) reads:
\[
W_p(\mu,v) = \inf_{\pi \in \Pi(\mu,v)} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |x-y|^p \pi(dxdy) \right)^{1/p} .
\]
The following Proposition holds.

**Proposition 2.1.** The Monge-Kantorovich–Wasserstein distance with exponent 1 is also given by the following formula
\[
W_1(\mu,v) = \sup_{\phi \in \text{Lip}(\mathbb{R}^d)} \left\| \int_{\mathbb{R}^d} \phi(z) \mu(dz) - \int_{\mathbb{R}^d} \phi(z) \nu(dz) \right\| ,
\]
where
\[
\text{Lip}(\phi) := \sup_{x \neq y \in \mathbb{R}^d} \frac{|\phi(x) - \phi(y)|}{|x-y|} ,
\]
is the Lipschitz constant of $\phi$.

The reader will note that in general, in the literature, one finds the definition of the distance from Wasserstein with $p = 2$. It is a distance inducing weak convergence. The less hilbertian distance is when $p = 1$ and it is perhaps also more natural, since it is that which consists in saying that it is the trace on the space of the probabilities, on the standard $W^{1,\infty}$ (Theorem of Kantorovich-Silverstein).

The map $d \mapsto d_{MK}$ is a metric that induces weak convergence and increasing with respect $p$ (that is Jensen’s inequality).

The notation $\mathcal{M}(\mathbb{R}^d)$ denotes the set of Radon measures on $\mathbb{R}^d$ equipped with its weak topology. It is well known (see for example [14]) that $d$ metrizes the weak convergence in $\mathcal{M}(\mathbb{R}^d)$ (that is, the convergence in the duality with bounded continuous functions).

Notice that not all the material here comes from [23] (see also [31]).
Push-forward measure. Given two measurable spaces \((X, \mathcal{X})\) and \((Y, \mathcal{Y})\), and let \(T : X \to Y\) be an \((\mathcal{X}, \mathcal{Y})\)-measurable map. One can then defines a positive measure on \((Y, \mathcal{Y})\), denoted \(\nu = T\#\mu\), and referred to as the push-forward (or image measure) of the measure \(\mu\) under the map \(T\), by requiring that the measurable sets on \(Y\) are the sets \(B \subset \mathcal{Y}\) such that \(T^{-1}(B)\) is measurable, and defining naturally

\[
\nu(B) := \mu(T^{-1}(B)).
\]

The rule that expresses the image measure in terms of integrals of continuous functions is as follows:

\[
\int_Y 1_B(y) \nu(dy) = \int_X 1_{T^{-1}(B)}(x) \mu(dx) = \int_X 1_B(T(x)) \mu(dx)
\]

recalling that

\[
1_{T^{-1}(B)}(x) = 1_B \circ T.
\]

In the sequel, we will used the dual notation

\[
\langle \phi, \mu \rangle = \int_{\mathbb{R}^d \times \mathbb{R}^d} \phi d\mu.
\]

2.1. Example of models

Following the models of particle physics, we assume that the interactions among individuals are governed by an interacting potential. The spirit of our results is captured by the following examples.

- In the framework of crowd dynamics, the term \(F[f]\) models the effect of interactions with other pedestrians on the current velocity (see, for instance, [4, 5, 16]). We assume that \(F[f]\) has the form:

\[
F[f](t, x) := \int_{\mathbb{R}^d \setminus \{0\}} g \left( \frac{x - y}{|x - y|}, \frac{v_d}{|v_d|} \right) f(|y - x|) \frac{y - x}{|y - x|} \rho(t, x) d\lambda^d(y),
\]

on the time-dependent mass measures \(\lambda^d\), where \(\rho\) represents the macroscopic density of \(f\):

\[
\rho(t, x) := \int f(t, x, v) dv.
\]

In (2.3) we have used the following modeling ansätze:

- \(g\) is a function from \([-\pi, \pi] \to [0, 1]\) that encodes the fact that an individual perception is not equal in all directions.
- \(f\) is a function that describes the effect of the mutual distance among individuals on their interaction.

Furthermore, we assume that the interaction is translation invariant, thus the force derives from an interaction potential. Omitting time dependence in the variables, \(W : \mathbb{R}^d \to \mathbb{R}\) is the potential governing the interactions and \(\nabla W\) corresponds to a (generalized) force exerted at position \(x\) by a
particle located at position $y$ and $\nabla W$ is equal to

$$\nabla W(|x-y|) := W'(|x-y|) \frac{x-y}{|x-y|}.$$ 

To be more precise, we assume that there exists a function $F : \mathbb{R}^+ \rightarrow \mathbb{R}$ such that $f = -F'$. Then:

$$f(|y-x|) \frac{y-x}{|y-x|} = -f(|x-y|) \frac{x-y}{|x-y|} = F'(|x-y|) \frac{x-y}{|x-y|} = \nabla F(|x-y|)$$

where the relation $\nabla |x-y| = \frac{x-y}{|x-y|}$ has been considered. Thus we have

$$W(x-y) := F(|x-y|).$$

Finally, we write $F[f]$ into the following form:

$$F[p_f](t,x) = (\nabla W \ast \rho)(t,x) = \int_{\mathbb{R}^d} \nabla W(x-y) \rho(t,y) dy, \quad \forall t \in (0,T), \, x \in \mathbb{R}^d. \quad (2.4)$$

For the term $G$, it is, for example, possible to have $v_{des} = a \in \mathbb{R}^d$; that is, the desired velocity has constant magnitude and direction. To comply with the assumption that $v_{des}$ can be written as $\nabla V$, we have to take $V(x) = a \cdot x$.

Therefore, we can assume that the field $\mathcal{X}[f]$ has the following form

$$\mathcal{X}[f] := \nabla V + \nabla W \ast \rho \quad (2.5)$$

where $V : \mathbb{R}^d \rightarrow \mathbb{R}$ is a confinement potential and $W : \mathbb{R}^d \rightarrow \mathbb{R}$ is a interaction potential. We can assume that $W$ is a symmetric function, that is

$$W(-z) = W(z) \quad \text{for all} \quad z \in \mathbb{R}^d. \quad (2.6)$$

• Another collective dynamics model is that obtained dividing the interaction term in (1.1) into two parts: the repulsion, still modeled as a gradient of the repulsion potential, and the attraction which, however, is not a potential gradient any more [21]:

$$\mathcal{X}[f](t,x,v) = (a - b|v_i|^2)v_i - \frac{1}{N} \sum_{j \neq i} \nabla U(|x_i - x_j|) - \frac{1}{N} \sum_{j \neq i} f_A(\alpha(x_i, x_j)) \frac{x_i - x_j}{|x_i - x_j|}. \quad (2.7)$$

3. Measure Valued Solution

The main idea is to replace the ODE system (1.1) by a PDE such that the computational cost of its solution does not grow as $N$ goes to infinity. The answer is given by the mean field approach. Let $f = f(t,x,v)$ be the one-particle distribution of the particles positioned at $(t,x) \in \mathbb{R}^+ \times \mathbb{R}^d$ with a velocity $v \in \mathbb{R}^d$. The corresponding kinetic equation of (1.1), in the mean-field limit as $N \rightarrow \infty$, is
the following Vlasov-type kinetic equation:

$$\begin{align*}
\partial_t f(t,z) + \text{div}_z(f(t,z)\mathcal{H}f(t,z)) &= 0, \quad z \in \mathbb{R}^d, \quad t \in \mathbb{R}, \\
\int \int_{\mathbb{R}^d \times \mathbb{R}^d} f(0,x,v) \, dx \, dv &= 1 \quad \text{and} \quad \int \int_{\mathbb{R}^d \times \mathbb{R}^d} v f(0,x,v) \, dx \, dv = 0.
\end{align*} \tag{3.1}$$

where $f_0 \in L^1(\mathbb{R}^d, (1 + |z|)dz)$ and $\mathcal{H}f(t,z)$ denotes $(\mathcal{H}f(t,\cdot))(z)$, and

$$\mathcal{H}\phi(z) := \mathcal{G}(z) + \int_{\mathbb{R}^d} K(z,z') \phi(z') \, dz', \quad \phi \in L^1(\mathbb{R}^d; (1 + |z|)dz). \tag{3.2}$$

The equation (3.1) is obtained through the mean-field limit, that is, when each particle feels the combined effect of all other particles.

Assume that

$$\int \int_{\mathbb{R}^d \times \mathbb{R}^d} f(0,x,v) \, dx \, dv = 1 \quad \text{and} \quad \int \int_{\mathbb{R}^d \times \mathbb{R}^d} v f(0,x,v) \, dx \, dv = 0.$$ 

Since the dynamics of the system (3.1) preserves the total mass and momentum, one has

$$\int \int_{\mathbb{R}^d \times \mathbb{R}^d} f(t,x,v) \, dx \, dv = 1 \quad \text{and} \quad \int \int_{\mathbb{R}^d \times \mathbb{R}^d} v f(t,x,v) \, dx \, dv = 1, \quad \forall t \geq 0.$$ 

Thus, the system (3.1) can be rewritten in the following form:

$$\partial_t f + \text{div}_z \left( f(t,z) \int_{\mathbb{R}^d} K(z,z') f(t,z') \, dz' \right) = 0 \tag{3.3}$$

with $z = (x,v)$ and

$$K(z,z') = K((x,v),(x',v')) := (v-v', \mathcal{G}(x) + \nabla W \ast \rho). \tag{3.4}$$

The existence and uniqueness of the solution of (3.3) will be obtained as a consequence of the construction of the mean-field flow.

Before formulating the main results, we will make the following assumptions on the interaction kernel $K$ (according to [17, 18]):

(H1) $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a continuous map such that

$$K(z,z') - K(z',z) = 0, \quad z, z' \in \mathbb{R}^d, \tag{3.5}$$

namely $K$ is symmetric. The assumption (3.5) is more restrictive of what is really necessary, but it has been set for the sake of simplicity.

Possibly, we can replace (3.5) by the following assumptions:

(H2) $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^d$ is a continuous map satisfying

$$K(z,z') + K(z',z) = 0, \quad z, z' \in \mathbb{R}^d \tag{3.6}$$

(H3) $K \in C^4(\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d)$, with bounded partial derivatives of order 1. In other words, there exists a constant $L \geq 0$ such that

$$\sup_{z' \in \mathbb{R}^d} |\nabla z K(z,z')| \leq L, \quad \text{and} \quad \sup_{z \in \mathbb{R}^d} |\nabla z K(z,z')| \leq L. \tag{3.7}$$
We assume that $G$ is in $\text{Lip}(\mathbb{R}^d)$, the space of globally Lipschitz continuous functions from $\mathbb{R}^d$ to $\mathbb{R}^d$.

Notice that the interaction kernel satisfies the assumptions (3.6) and (3.7) if and only if

$$W \in C^1(\mathbb{R}^3), \quad \nabla W \in \text{Lip}(\mathbb{R}^3; \mathbb{R}^3)$$

and ensures that the differential system (1.1) has a global solution, defined for all $t \in \mathbb{R}$.

Remark 3.1.

(i) The assumptions (3.6) and the fact that $K$ is an operator of interaction, allow to suppose that $K(z, z') = -K(z', z)$, so that $K(0, 0) = 0$ (to avoid no self-interaction). These two conditions imply in particular that

$$|K(z, z')| \leq L|z - z'| \leq L(|z| + |z'|)$$

for all $z, z' \in \mathbb{R}^d$.

(ii) The assumption (3.7) implies that $K$ is Lipschitz continuous in $z$, uniformly in $z'$. That is:

$$\begin{align*}
\sup_{z' \in \mathbb{R}^d} |K(z_1, z') - K(z_2, z')| &\leq L|z_1 - z_2|, \\
\sup_{z \in \mathbb{R}^d} |K(z, z_1) - K(z, z_2)| &\leq L|z_1 - z_2|.
\end{align*}$$

3.1. Formal derivation of Eq. (3.1) from (1.1).

Since all particles are assumed identical, we do not really need to take care about the state of each particle individually: it is sufficient to know the state of the system up to permutation of particles. In slightly pedantic terms, we are taking the quotient of the phase space $(\mathbb{R}^d \times \mathbb{R}^d)^N$ by the permutation group $S_N$, thus obtaining a cloud of indistinguishable points.

To each $Z_N \in (\mathbb{R}^d)^N$ we associate the empirical measure

$$\mu_{Z_N} := \frac{1}{N} \sum_{k=1}^N \delta_{\bar{x}_k} \otimes \delta_{\bar{v}_k} \in \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d),$$

and, for each $t \in \mathbb{R}$, we define

$$\mu_N^t := \mu_{T_N^tZ_N^t}, \quad t \in \mathbb{R},$$

where $\delta_{\bar{x}}$ is the Dirac mass in the phase space at $(\bar{x}, \bar{v}) \in \mathbb{R}^{2d}$. From the physical point of view, the empirical measure counts particles in phase space, in other words $\mu_N^t[A]$ is the proportion of particles in a set $A$ of $\mathbb{R}^{2d}$:

$$\mu_N^t[A] = \frac{1}{N} \text{card}\{i; (x_i(t), v_i(t)) \in A\}.$$
∇Φ(0) = F(0) = 0, then \(\mu_N^0\) solves (3.1) in the sense of distribution. Formally one may then expect that any limit of \(\mu_N^0\) still satisfies the same equation.

In order to consider a larger class of initial conditions, we make precise what we mean by solutions.

**Definition 3.1.** Let \(V \in C([0, T] \times \mathbb{R}^d)\), and let \(\mu^m \in \mathcal{M}(\mathbb{R}^d)\). A weak solution of the Cauchy problem for the conservative transport equation

\[
\begin{aligned}
\partial_t \mu + \text{div} (\mu V) &= 0 \\
\mu|_{t=0} &= \mu^m,
\end{aligned}
\]

is an element \(\mu \in C([0, T]; w - \mathcal{M}(\mathbb{R}^d))\) that satisfies the initial condition and the equality

\[
\int_0^T \int_{\mathbb{R}^d} (\partial_t \phi(t, x) + V(t, x) \cdot \nabla x \phi(t, x)) \mu(t, dx) dt = 0
\]

for any test function \(\phi \in C^1_c((0, T) \times \mathbb{R}^d)\).

**Remark 3.2.** If \(f \in L^1([0, T] \times \mathbb{R}^{2d})\) is a weak solution (in the sense of distributions) to (3.1), then \(\mu_t(dx, dv) = f(x, v, t) dx dv\) is a measure valued solution to (3.1). If \(\mu\) is a measure valued solution to (3.1) and \(\mu_t\) is the absolutely continuous measure with respect to Lebesgue measure whose distribution function is given by \(f \in L^1([0, T] \times \mathbb{R}^{2d})\), i.e. \(\mu_t(dx, dv) = f(x, v, t) dx dv\), then \(f\) is a distributional weak solution to the (3.1).

By referring to ODE (1.1) the time-dependent empirical measure \(\mu_N\) is a weak solution to the Vlasov equation (3.1), where the operator \(\mathcal{K}\) in (3.1) is extended to \(\mathcal{P}_1(\mathbb{R}^d)\) by the formula

\[
\mathcal{K} \mu(z) = \int_{\mathbb{R}^d} K(z, z') \mu(dz').
\]  

(3.13)

This idea goes back at least to [20, 24] which consists in representing an \(N\)-particle configuration \(Z^N_t\) as a sum of Dirac measures

\[
Z^N_t = (Z_{1,t}, \ldots, Z_{N,t}) \quad \leftrightarrow \quad \mu^N_{Z^N_t} = \frac{1}{N} \sum_{j=1}^N \delta_{Z_{j,t}} \in \mathcal{P}(\mathbb{R}^d)
\]

(3.14)

and proving that, \(\mu^N_{Z^N_t}\) converge, in weak sense, to \(f^N_t\).

The main result of this section follows.

**Theorem 3.1.** Consider the \(N\)-particle evolution model

\[
\begin{aligned}
\dot{z}_i(t) &= G(z_i) + \frac{1}{N} \sum_{j=1}^N K(z_i(t), z_j(t)), \\
z_i(0) &= z_i^m,
\end{aligned}
\]

(3.15)

where \(i = 1, \ldots, N\).
Assume that the interaction kernel $K \in C^1(\mathbb{R}^d \times \mathbb{R}^d, \mathbb{R}^d)$ satisfies the assumption (3.5) (or possibly (3.6)-(3.10)). Then, the Cauchy problem (3.15) has a unique solution of class $C^1$ on $\mathbb{R}$ denoted by

$$(z_1(t), \ldots, z_N(t)) =: T_t\, (z^i_1, \ldots, z^i_N)$$

for all initial data $z^i_1, \ldots, z^i_N \in \mathbb{R}^d$.

(i) To each $Z_N \in (\mathbb{R}^d)^N$, introduce an empirical measure defined on the one-particle phase space by

$$\mu_N(dx, dv; dt) := \mu_{Z_N}(x, v) = \frac{1}{N} \sum_{k=1}^N \delta_{z_k}(x, v),$$

(3.16)

and, for each $t \in \mathbb{R}$, define

$$\mu_N(t) := \mu_{T_t\, Z^i_N}, \quad t \in \mathbb{R}.$$ (3.17)

If

$$\lim_{N \to \infty} \int d\mu_N(0; z) \varphi(z) = \int f_0(z) \varphi(z) dz,$$ (3.18)

for all $\varphi$ continuous and bounded, then for all $t > 0$

$$\lim_{N \to \infty} \int d\mu_N(t; z) \varphi(z) = \int f(t, z) \varphi(z) dz,$$ (3.19)

where $f(t)$ is solution of the following system

$$\begin{cases}
\partial_t f + \operatorname{div}_x(f, \mathcal{K} f) = 0, \\
f(0, z) = f_0(z).
\end{cases}$$ (3.20)

Before proving this theorem, some comments are in order.

**Remark 3.3.** Note that, for each $Z_N^i \in (\mathbb{R}^d)^N$, the time-dependent empirical measure $\mu_N$ defined in (3.17) belongs to $C(\mathbb{R}^+, \mathcal{P}_1(\mathbb{R}^d))$.

The point (i) of Theorem 3.1 states that, in terms of the empirical measure $\mu(t)$ of the particles, one then has in the transport PDE (3.20) the continuum counterpart of (3.15). Roughly speaking, Theorem 3.1 says precisely that the solution of the equation (1.4), at any fixed time $t > 0$, is continuous with respect to the initial data, for the topology induced by the weak convergence of the measures, expressed by condition (3.18). Since $\mathcal{K}$ is smooth enough, a classical characteristic method can be used to prove existence and uniqueness of solutions in a measure sense. The key to
our proof is the fact that any positive solution of

\[
\begin{aligned}
\partial_t \mu_t + \text{div}(b_t \mu_t) &= 0 \\
\mu_t(0, \cdot) &= \mu_0
\end{aligned}
\]  

(3.21)

is a solution of the associated first-order ordinary differential equation

\[
\dot{\gamma} = b_t(\gamma).
\]  

(3.22)

For instance, first assume \(b_t\) to be smooth, and let \(Y(s, t, y)\) denote the flow map

\[
\begin{aligned}
\frac{d}{dt} Y(t, s, y) &= v_t(Y(t, s, y)), \\
Y(s, s, x) &= y.
\end{aligned}
\]

Then the unique solution of (3.21) is constructed by transporting the initial measures through the empirical measure \(\mu_t\) and is given by

\[
\mu_t = Y(t, 0, \cdot)\#\mu_0 \quad \forall t \in [0, T],
\]

(3.23)

where \# means the following: \(f\#\mu(B) := \mu(f^{-1}(B))\) for any Borel set.

We now provide the proof of Theorem 3.1.

**Proof of Theorem 3.1.**

Since we assume that \(G\) and \(K\) are Lipschitz continuous, the existence and uniqueness of the trajectories \(z_i(t)\) of Eq. (3.15) is guaranteed by the Picard-Lindelöf Theorem for ordinary differential equations.

A strategy to attack the problem (3.20) is to investigate its weak solution. As already mentioned, the nonlinear Vlasov-like equation is a transport equation, and can therefore be solved by the well-known method of characteristics. It is given by the following results.

**Proposition 3.1.** Let \(b \equiv b(t, y) \in C([0, \tau]; \mathbb{R}^d)\) be such that \(D_y b \in C([0, \tau]; \mathbb{R}^d)\) and \(b\) has at most polynomial growth, namely

\[
|b(t, y)| \leq \kappa (1 + |y|)
\]

(3.24)

for all \(t \in [0, \tau]\) and \(y \in \mathbb{R}^d\), where \(\kappa\) is a positive constant. Then

1. For each \(t \in [0, \tau]\), the Cauchy problem for the ODE

\[
\begin{aligned}
\dot{Y}(s) &= b(s, Y(s)), \\
Y(t) &= y,
\end{aligned}
\]

(3.25)

has a unique solution \(s \mapsto Y(s, t, y)\) and the map \(Y\) satisfies

\[
Y(t_3, t_2, Y(t_2, t_1, y)) = Y(t_3, t_1, y),
\]

(3.26)

i.e. the flow satisfies the so-called semigroup property.
Let $f \in C^1(\mathbb{R}^d)$. The Cauchy problem for the transport equation
\[
\begin{cases}
\partial_t f(t,y) + b(t,y) \cdot \nabla_y f(t,y) = 0, \\
f(0,y) = f_0(y)
\end{cases}
\]
has a unique solution $f \in C^1([0,\tau] \times \mathbb{R}^d)$; this solution is given by the formula
\[
f(t,y) = f^0(Y(0,t,y)).
\]

Let $\mu$ be a Borel probability measure on $\mathbb{R}^d$. The push-forward measure
\[
\mu(t) := Y(t,0,:)\#\mu^0
\]
is a weak solution of
\[
\begin{cases}
\partial_t \mu + \text{div}_y(\mu b) = 0, \\
\mu|_{t=0} = \mu^0,
\end{cases}
\]

The unique weak solution $\mu \in C^1([0,\tau],\mathcal{P}(\mathbb{R}^d))$ of the Cauchy problem considered in (3.25) is the push-forward measure defined by the formula
\[
\mu(t) := Y(t,0,:)\#\mu^0
\]
for each $t \in [0,\tau]$.

Before proceeding, we draw the attention to some simple observations relating the Proposition 3.1. These comments are intended as further motivation.

Remark 3.4.

(i) The hypothesis (3.24) ensures that the flow $Y$ is globally defined - that is to say for all $t$ such that the field $b(t,\cdot)$ is defined and $C^1$.

(ii) The group property (3.26) guarantees that almost every initial condition $(s,y) \in [0,\tau] \times \mathbb{R}^d$ lies on exactly one trajectory.

(iii) The particle dynamics (3.15) induces through $\mu(t)$ a solution (3.25) in a weak form.

(iv) We consequently infer that the trajectories, defined through the ordinary differential equation (3.25), exist $\mu$-a.e. and that for any compactly supported test function $\varphi \in C_c(\mathbb{R}^d)$ it holds
\[
\int_{\mathbb{R}^d} \varphi d\mu_t = \int_{\mathbb{R}^d} \varphi(Y(t,y)) d\mu^0(y), \quad \forall \varphi \in C_c(\mathbb{R}^d).
\]
The property (3.30) therefore can only interpreted as a very weak notion of solving the continuity equation (3.30).

(v) Notice that the parts (3) and (4) of the Proposition 3.1 do not solve the uniqueness problem, but ensure only that, if one suppresses the coupling between $K$ and $\mu$, there is a unique
weak measure-valued solution to the transport equation

\[
\begin{align*}
\frac{dX_t}{dt} &= V_t \\
\frac{dV_t}{dt} &= G(X) + \int_{\mathbb{R}^d} K(z, z') f(t, dz') \\
(X_0, V_0) &= (X, V)
\end{align*}
\]

which can be represent with the help of characteristics and can be rewritten as

\[
\frac{d}{ds}(X, V) = b(X, v_s)
\]

where the vector field \( b : [0, T] \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R}^d \) of the right-hand side of Eqs. (3.31) is defined by

\[
b(x, v) = (v, \mathcal{K}[f](x)).
\]

Let \( T_t \) be the semigroup of the characteristics related to the vector field (3.33). We thus have

\[
(X_t, V_t) = T_t(X_0, V_0).
\]

Then immediately we have

\[
\mu_{T_tZ_0} = T_t\#\mu_0Z_0.
\]

**Proof of Proposition 3.1.**

The proof of Proposition 3.1 rests solely on the method of characteristics of transport equation, which reduces the study of our PDEs to the study of ODE systems.

1. A solution to this problem is a function \( Y \in C^1([t_1, t_2]; \mathbb{R}^d) \) which is a characteristic curve of \( b \) and satisfies the condition \( Y(t_0) = y \). In particular we must require \( t_0 \in [t_1, t_2] \). Next observe that, since \( b \) satisfies (3.24), it satisfies the assumptions of the Cauchy-Lipschitz theorem. Therefore, the differential system of characteristics has a unique \( C^1 \) maximal solution \( Y \) that is defined on some interval \( I(t, y) \subset [0, \tau] \) such that \( s \in I(x, s) \).

   For all \( t_1, t_2 \in [0, T] \) and \( x \in \mathbb{R}^d \), the maps

   \[
   t_3 \mapsto Y(t_3, t_2, Y(t_2, t_1, y)) \quad \text{and} \quad t_3 \mapsto Y(t_3, t_1, y)
   \]

   are two curves integrals of \( b \) passing through \( Y(t_2, t_1, x) \) for \( t_3 = t_2 \). By uniqueness of Cauchy-Lipschitz theorem, they thus coincide on their maximum interval of definition, i.e. for all \( t_3 \in [0, T] \), which proves the announced equality.

2. (i) **Existence.** The function \( (t, s) \mapsto f_0(Y(0,t,y)) \) is a composition of the maps \( f_0 \) and \( (t, y) \mapsto Y(0, t, y) \) which are both of class \( C^1 \), thus it defines an element of \( C^1([0, T] \times \mathbb{R}^d) \).

   (ii) **Uniqueness.** If \( f \in C([0, \tau] \times \mathbb{R}^d) \), the map

   \[
   \phi : s \mapsto \phi(s) = f(s, Y(s, 0, y)) \in \mathbb{R}
   \]

   is of class \( C^1 \) on \([0, \tau]\) being the composition of the \( C^1 \) maps \( f \) and \((t, y) \mapsto Y(0, t, y)\). By the chain rule

   \[
   \frac{d}{dt} f(t, Y(t, 0, y)) = \partial_t f(t, Y(t, 0, y)) + \nabla_y f(t, Y(t, 0, y)) \cdot \partial_t Y(t, 0, y)
   \]
Let $\phi \in C^1([0, \tau], \mathbb{R}^d)$. By the part (1) of the proposition, we also can argue that the function

$$t \mapsto \int_{\mathbb{R}^n} \phi(t, Y(t,0,y)) \mu^{in}(dy)$$

is of class $C^1$ on $[0, \tau]$, so if one denotes by

$$\mu(t) := Y(t,0,\cdot)\#\mu^{in},$$

the push-forward measure, one then obtains

$$\frac{d}{dt} \int_{\mathbb{R}^n} \phi(Y(t,0,y)) \mu^{in}(dy) = \int_{\mathbb{R}^n} \left( \partial_t \phi(t, Y(t,0,y)) + \nabla_x \phi(t, Y(t,0,y)) \cdot \nabla_x Y(t,0,y) \mu^{in}(dy) \right)$$

$$= \int_{\mathbb{R}^n} \left( \partial_t \phi(t, Y(t,0,y)) + \nabla_x \phi(t, Y(t,0,y)) \cdot b(t, Y(t,0,y)) \right) \mu^{in}(dy)$$

$$= \int_{\mathbb{R}^n} \left( \partial_t \phi(t, x) + b(t, y) \cdot \nabla_x \phi(t, y) \right) \mu(t, dy),$$

after substituting $y$ to $Y(t,0,y)$. Integrating both sides of the equality above with respect to the variable $t$, one finds that

$$0 = \left[ \int_{\mathbb{R}^n} \phi(t, Y(t,0,y)) \mu^{in}(dy) \right]_{t=0}^{t=T}$$

$$= \int_0^T \left( \frac{d}{dt} \int_{\mathbb{R}^n} \phi(t, Y(t,0,y)) \mu^{in}(dy) \right) dt$$

$$= \int_0^T \int_{\mathbb{R}^n} (\partial_t \phi(t, x) + b(t, x) \nabla \phi(t, x)) \mu(t, dx) dt.$$

The above calculation indicates that $\mu$ is a weak solution of the transport equation. Since it obviously satisfies the initial condition, $\mu$ is a weak solution of the Cauchy problem.

(4) To prove that the unique weak solution $\mu \in C([0, \tau], \mathcal{P}(\mathbb{R}^d))$ of the Cauchy problem considered in (3.25) is the push-forward measure defined by the formula $\mu(t) := Y(t,0,\cdot)\#\mu^{in}$.


Let us define the function $\chi \in C^1_c([0,\tau])$ and let us introduce the following notation

$$v(t) := Y(0, t, \cdot) \# \mu(t).$$

We claim that

$$-\int_0^\tau \chi'(t) \left( \int_{\mathbb{R}^d} \psi(x)v(t, dy) \right) dt = -\int_0^\tau \int_{\mathbb{R}^d} \chi'(t) \psi(Y(0, t, y)) \mu(t, dy) dt.$$

By virtue of the statement (3) of the Theorem, we know that the map $(t, x) \mapsto \psi(Y(0, t, y))$ is of class $C^1$ on $[0, \tau] \times \mathbb{R}^d$ and satisfies

$$(\partial_t + b(t, x) \nabla_x \psi(Y(0, t, y))) = 0, \quad \forall (t, x) \in [0, \tau] \times \mathbb{R}^d.$$  

The function $\psi(t, y)$ defined by $\Psi(t, y) = \chi(t) \psi(Y(0, t, y))$ is of class $C^1([0, T] \times \mathbb{R}^d)$ and satisfies

$$(\partial_t + b(t, x) \nabla_x \psi(Y(0, t, y))) = \chi'(t) \psi(Y(0, t, y)), \quad \forall (t, x) \in [0, \tau] \times \mathbb{R}^d.$$  

These arguments suggest that if we knew that $\text{supp}(\psi)$ is compact in $[0, \tau] \times \mathbb{R}^d$, since $\mu$ is a weak solution of the transport equation, we could deduce that

$$-\int_0^\tau \chi'(t) \left( \int_{\mathbb{R}^d} \psi(x)v(t, dx) \right) dt = -\int_0^\tau (\partial_t + b(t, x) \nabla_x \psi(t, y)) \mu(t, dy) dt = 0$$

and the continuous function

$$h : t \mapsto \int_{\mathbb{R}^d} \psi(x)v(t, dx)$$

satisfies

$$\frac{d}{dt} \int_{\mathbb{R}^d} \psi(x)v(t, dx) = 0 \quad \text{in } D'((0, \tau)).$$

Based on this smoothing, we deduce that this function is constant on $[0, \tau]$. Hence, by applying the above argument, we get

$$\int_{\mathbb{R}^d} \psi(x)v(t, dx) = \int_{\mathbb{R}^d} \psi(x)v(0, dx) = \int_{\mathbb{R}^d} \psi(0, dx) = \int_{\mathbb{R}^d} \psi(x) \mu^{in}(dx).$$

Since this identity holds for each $\psi \in C^1_c(\mathbb{R}^d)$, we conclude that

$$\nu = Y(0, t, \cdot) \# \mu(t) = \mu^{in},$$

whereby

$$\mu = Y(0, t, \cdot) \# \mu(t) = \mu^{in}, \quad \text{for all } t \in [0, \tau].$$
It remains to prove that the support of $\Psi$ is compact in $[0, \tau] \times \mathbb{R}^d$. The hypothesis (3.24) on the vector field $b$ implies that

$$|Y(s,t,y)| \leq (|y| + \kappa \tau)e^{\kappa \tau}, \quad \forall t \in \mathbb{R}^d, \ s, t, \in [0, \tau].$$

This inequality ensures that

$$\text{supp}(\psi) \subset B(0,R) \Rightarrow \text{supp}(\psi \circ Y(0,t,\cdot)) \subset B(0,(R + \kappa \tau)e^{\kappa \tau}),$$

for all $t \in [0, \tau]$. Since $\chi$ has support in $[\varepsilon, \tau - \varepsilon]$ for some $\varepsilon > 0$, we deduce that

$$\text{supp}(\Psi) \subset [\varepsilon, \tau - \varepsilon] \times B(0,(R + \kappa \tau)e^{\kappa \tau}).$$

We have thereby established assertion of the compacity of the support of $\Psi$ completing the proof of the proposition 3.1.

\section{4. Mean-field characteristic flow}

Let us pass now to analyze another important feature of the Eq. (3.15), that is how the mean field characteristic flow $Z$ and the flow $T_t$ are related to the $N$-particle ODE system. Roughly speaking, the equation of mean field characteristic derived from (1.1) admits a mean field characteristic flow. The existence and uniqueness of the solution of (3.1) will be obtain as a consequence of the construction of the mean field flow. We will prove that there exists a unique map

$$\mathbb{R}^+ \times \mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d) \ni (t, z^m, \mu^m) \mapsto (Z(t, z^m, \mu^m) \in \mathbb{R}^d$$

such that $t \mapsto Z(t, z^m, \mu^m)$ is the integral curve of the vector field

$$z \mapsto \int_{\mathbb{R}^d} K(z, z') \mu(t, dz') =: (\mathcal{X} \mu(t))(z)$$

passing through $z^m$ at time $t = 0$, where $\mu(t) := Z(t, \cdot, z^m)\# \mu^m$.

Assume that $f_0$ is a probability density on $\mathbb{R}^3 \times \mathbb{R}^3$. Applying the method of characteristics to the transport equation governing $f$ shows that

$$f(t, X(t, x, \nu; f_0), V(t, x, \nu; f_0)) = f_0(x, \nu)$$  \hspace{1cm} (4.1)

where $t \mapsto (X, V)(t, \cdot, \cdot; f_0)$ is the solution of (3.31).

Since $\text{div}_{\nu,x} \left(V \mathcal{G}(X) + \int_{\mathbb{R}^d} K(z, z') f(t, dz') \right) = 0$, the flow $(X, V)$ leaves the Lebesgue measure $dxdv$ invariant so that (4.1) can be recast as

$$f(t, \cdot, \cdot) dxdv = (X, V)(t, \cdot, \cdot; f_0) \# f_0 dXdV. \hspace{1cm} (4.2)$$

Therefore the characteristic flow $Z := (X, V)$ of the Vlasov-type equation (3.1) satisfies a mean-field integro-differential system of the form

$$\begin{cases}
\dot{Z} = \mathcal{X} \mu(t, Z), \\
\mu(t, \cdot) = Z(t, \cdot; \mu^m) \# \mu^m, \\
Z(0, z; \mu^m) = z.
\end{cases} \hspace{1cm} (4.3)$$

Our result is stated as follows.
Proposition 4.1. For each Borel probability measure $\mu^n$ on $\mathbb{R}^d$, $Z \equiv Z(t; z; \mu^n)$ is the solution of the mean-field integro-differential. Then, there exists a unique global solution $Z \in C(\mathbb{R}_+ \times \mathbb{R}^d; \mathbb{R}^d)$ to (4.3) such that $t \mapsto Z(t, z)$ is continuously differentiable on $\mathbb{R}_+$ for each $z \in \mathbb{R}^d$.

Proof of Proposition 4.1.

The proof falls in two major steps. The first step consist in establishing the estimate on the operator $K$ by rewriting the differential equation (4.3) as an integral equation for the unknown function $Z$. The second major steps is to use the integral equation to construct a sequence of functions $\{Z_n\}$ and then showing that this sequence has a unique limit as $n \to \infty$. This limiting function is the solution of the original initial value problem.

- **1st Step.** We express (4.3) into the form

\[
\begin{align*}
\partial_t Z(t, \xi) &= G(z) + \int_{\mathbb{R}^d} K(z(t, \xi'), Z(t, \xi')) \mu^n(d\xi') \\
Z(0, \xi) &= \xi
\end{align*}
\]

(4.4)

and get the estimate on the map

\[ s \mapsto G(z) + \int_{\mathbb{R}^d} K(Z(s, \xi), Z(s, \xi')) \mu^n(d\xi') \]

To this end, one defines the Banach space

\[ X := \left\{ v \in C(\mathbb{R}^d; \mathbb{R}^d) \text{ s.t. } \sup_{z \in \mathbb{R}^d} \frac{|v(z)|}{1 + |z|} < \infty, \quad \|v\|_X := \sup_{z \in \mathbb{R}^d} \frac{|v(z)|}{1 + |z|} \right\}. \]

Thanks to the hypothesis (3.7), for $v, w \in X$, one has

\[
\left| \int_{\mathbb{R}^d} K(v(z), v(z')) \mu^n(dz') - \int_{\mathbb{R}^d} K(w(z), w(z')) \mu^n(dz') \right| \leq C_1 (1 + |z|) ||v - w||_X.
\]

(4.5)

where $C_1$ is a positive constant.

- **2nd Step.** With this estimate, we construct the solution by the usual Picard iteration procedure. Define recursively a sequence of maps $(Z^n)_{n \geq 0}$ by

\[
\begin{align*}
Z^{n+1}(t, z) &:= z + \int_0^t K(Z^n(\tau, \cdot), Z^n(\tau, z)) d\tau + G(z), \quad t \geq 0, \\
Z^0(t, z) &:= z.
\end{align*}
\]

Applying (4.5) iteratively, and notice that

\[
\int_{0 \leq t_0 \leq t_{-1} \leq \ldots \leq t_n \leq \tau} dt_0 dt_1 \ldots dt_n = \frac{t^n}{n!}
\]

one checks that

\[
\|Z^{n+1}(t, \cdot) - Z^n(t, \cdot)\|_X \leq \|G\|_X + \frac{(2 + C_1)(1 + |t|)^{n+1}}{n!}.
\]

(4.6)
An immediate consequence of the (4.6) is that the sequence $Z^n$ converges uniformly on $[0, T] \times \mathbb{R}^d$ for each $T > 0$ towards a solution of integral equation

$$Z(t, z) = z + \int_0^t K(Z(\cdot, \cdot) \# \mu^n)(\tau, Z(\tau, z)) d\tau + G(z),$$

or, equivalently, to

$$Z(t, \zeta) = \zeta + \int_0^t \int_0^t K(z(\cdot, \eta), z(\eta, \zeta')) \mu^{in}(d\eta') + G(z(\eta', \zeta')) ds,$$

defined for each $t \geq 0$ and such that $z \in C(\mathbb{R} \times \mathbb{R}^d; \mathbb{R}^d)$. If $Z_1$ and $Z_2 \in C(\mathbb{R}, \mathcal{X})$ are two solutions of the integral equation (4.8), one has

$$Z_1(t, \zeta) - Z_2(t, \zeta) = \int_0^t K(z_1(s, \eta), z_1(s, \zeta')) \mu^{in}(d\eta') + (G_1(z_1(s, \eta')) - G_2(z_2(s, \eta'))).$$

To conclude, we observe that from the bound (4.9), we have that

$$\|z_1(t, \cdot) - z_2(t, \cdot)\|_X \leq L(2+C_1) \left[ \int_0^t \|z_1(s, \cdot) - z_2(s, \cdot)\|_X ds + \|G_1(s, \cdot) - G_2(s, \cdot)\|_X. \right.$$}

by Gronwall’s inequality, so that $Z_1 = Z_2$. Then immediately implies that the integral equation has only one solution $z \in C(\mathbb{R}, \mathcal{X})$ and then proof of Proposition 4.1 is gained.

5. Stability result in bounded Lipschitz distance

In this section, we derive a stability estimate for measure valued solution to (3.1). Following Dobrušin 1979 [12] (see also Braun and Hepp 1977 [7], and Neunzert 1984 [25]), we have the following.

**Proposition 5.1.** Let $\mu \equiv \mu(t, dz)$ and $v \equiv v(t, dz)$ be two solutions of (3.1) in $C(\mathbb{R}^+, \mathcal{W}^* - M^1(\mathbb{R}^d))$. Then

$$W(\mu(t), v(t)) \leq W(\mu_0, v_0) e^{2C(G, K)}, \quad t \geq 0$$

where $C(G, K)$ is a constant depending on $G$ and $K$.

The stability result announced in Proposition 5.1 is obtained by using the Monge-Kantorovich-Rubinstein-Wasserstein distance.

**Proof of Proposition 5.1.**

To any bounded map $z \in C(\mathbb{R}^+ \times \mathbb{R}^d; \mathbb{R}^d)$, associate the map $\tilde{z} \in C(\mathbb{R}^+ \times \mathbb{R}^d; \mathbb{R}^d)$ defined by

$$\tilde{z}(t, z) = z + \int_0^t K(z(\cdot, \cdot) \# \rho^n)(\tau, z(\tau, z)) d\tau$$

Given $\mu, v \in \mathcal{P}(\mathbb{R}^d)$, we define $\pi(\mu, v)$ to be the set of Borel probability measures on $\mathbb{R}^d \times \mathbb{R}^d$, with the first and second marginals $\mu$ and $v$ respectively.
In our setting, the related characteristic equation to (3.1) is written as

$$\dot{Z}(t,a,\mu^m) = \int K(Z(t,a,\mu^m) - (Z(t,a,\mu^m))^m d\mu^m(da') + \mathcal{G}(a)$$

(5.2)

which we now express as

$$Z(t,a,\mu^m) = a + \int_0^t \int K(Z(t,a,\mu^m) - (Z(t,a,\mu^m))^m d\mu^m(da') + \mathcal{G}(Z(s,a,\mu^m))ds$$

Similarly we have

$$Z(t,b,\mu^m) = b + \int_0^t \int K(Z(t,a,v^m) - (Z(t,a,v^m))^m v^m d\mu^m(da') + \mathcal{G}(Z(s,b,\mu^m))ds$$

It follows

$$|Z(t,a,v^m) - Z(t,b,\mu^m)| \leq |a - b|$$

$$+ \int_0^t \int \|K\|_{L^p} |Z(s,a,\mu^m) - Z(s,a',\mu^m) - Z(s,b,\mu^m) + Z(s,b',\mu^m)|\pi(da'db')ds$$

$$+ \int_0^t \|G\|_{L^p} |Z(s,a,\mu^m) - Z(s,b,\mu^m)|ds$$

$$\leq |a - b|$$

$$+ \int_0^t \int \|K\|_{L^p} |Z(s,a,\mu^m) - Z(s,b',\mu^m)|\pi(da'db')ds + (\|K\|_{L^p} + \|G\|_{L^p})$$

$$\times \int_0^t |Z(s,a,\mu^m) - Z(s,b',\mu^m)|ds$$

Integrating both sides with respect to $\pi(dadb)$ yields:

$$\int \int |Z(t,a,v^m) - Z(t,b,\mu^m)| \leq \int \int |a - b|\pi(dadb)$$

$$+ \int_0^t \int \int \|K\|_{L^p} |Z(s,a,\mu^m) - Z(s,b',v^m)|\pi(da'db')\pi(dadb)ds$$

$$+ (\|K\|_{L^p} + \|G\|_{L^p}) \int_0^t \int |Z(s,a,\mu^m) - Z(s,b',v^m)|\pi(dadb)ds$$

which implies

$$\int \int |Z(t,a,v^m) - Z(t,b,\mu^m)| \leq \int \int |a - b|\pi(dadb)$$

$$+ \int_0^t \int \|K\|_{L^p} |Z(s,a,\mu^m) - Z(s,b',v^m)|\pi(da'db')\pi(dadb)ds$$

$$+ (\|K\|_{L^p} + \|G\|_{L^p}) \int_0^t \int |Z(s,a,\mu^m) - Z(s,b',v^m)|\pi(dadb)ds$$
Equipped with the previous estimates, we deduce

\[ \int \int |Z(t,a,v^m) - Z(t,b,v^m)| \leq \int \int |a - b| \pi(dadb) + 2(\|K\|_\infty + \|G\|_\infty) \int_0^t \int \int |Z(s,a,\mu^m) - Z(s,b',v^m)| \pi(dadb)ds. \]  

(5.3)

Set

\[ \Phi(t) = \int \int |a - b| \pi(t,dadb) = \int \int |Z(t,a,v^m) - Z(t,b,\mu^m)| \]

we get

\[ \Phi(t) = \Phi(0) + 2(\|K\|_\infty + \|G\|_\infty) \int_0^t \Phi(s)ds. \]

Rewriting the inequality (5.3) slightly, we can apply Gronwall’s lemma to obtain

\[ \Phi(t) \leq \Phi(0)e^{2(\|F\|_\infty + \|G\|_\infty)}. \]

Taking the infinimum on both sides over \( \pi(\mu^m, v^m) \) leads to the desired inequality.

6. The stochastic evolution case

For simplicity we assume that all our processes and random variables are defined on some common probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq T}, P)\). The formulation we have introduced up to now is motivated by the fact that the equation (1.1) can be interpreted as the evolution equation for a probability density associated to the diffusion process \((X_t, V_t) \in \mathbb{R}^2\), initially distributed according to the density function \(f_0\) of Eq. (1.1). We will see how our nonlinear problem can be seen as the limit for a linear system of particles, with weak, mean-field interaction.

We denote by \(P_t\) the measure on \(\mathbb{R}^d\) with density \(f_t = f(t, \cdot)\). We prove here a propagation of chaos result, meaning that the distribution of every fixed \(k\)-particle subsystem of the \(N\)-particle system converges when \(N\) tends to infinity the to \(k\)-product \(P_t \otimes^k\) of a probability measure \(P_t\) defined on the path space (one says that the law of the \(N\)-particle system is \(P\)-chaotic). This type of asymptotic behavior beginning to be well known for systems of diffusion processes (see, for example, [30]), and in exchangeable cases it is equivalent to the convergence in law of the empirical measure of the system to \(P\).

Our starting point is the following stochastic system of differential equations in \((\mathbb{R}^{2d})^N\):

\[
\begin{cases}
    dX_t^{i,N} = V_t^{i,N} dt \\
    dV_t^{i,N} = G(X_t^{i,N}, V_t^{i,N})dt + \frac{1}{N} \sum_{j=1}^N K(Z_t^{(i,N)}, Z_t^{(j,N)})dt + \sigma dB_t^i.
\end{cases}
\]

(6.1)

We shall show that the following statements hold:
For each \( t \geq 0 \) the empirical measure

\[
\mu_t^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{(X_t^i,N, V_t^i,N)}
\]

of the particle system converges weakly to a deterministic measure \( P_t \) on \( \mathbb{R}^{2d} \). This measure has a density \( f_t := f(t, \cdot) \) which solves the equation

\[
\partial_t f_t + \nabla_x f_t + \text{div}_v \cdot ((\mathcal{G} + \mathcal{K} f_t) f_t) = \sigma^2 \Delta_v f_t, \quad t > 0, \ x, v \in \mathbb{R}^d \tag{6.2}
\]

where \( f_t \) is the density of the law at time \( t \) of the \( \mathbb{R}^{2d} \)-valued process \( (X_t, V_t)_{t \geq 0} \) evolving according to the mean field stochastic differential equation (diffusive Newton’s equations):

\[
\begin{cases}
    dX_t &= V_t dt \\
    dV_t &= \mathcal{G}(X_t, V_t) dt + (\mathcal{K} f_t(z))(X_t, V_t) dt + \sigma dB_t
\end{cases}
\tag{6.3}
\]

where

\[
\mathcal{K} \phi(z) := \int_{\mathbb{R}^d} K(z, z') \phi(z') dz', \quad \phi \in L^1(\mathbb{R}^d; (1 + |z|)dz).
\]

Here \((B_t)_{t \geq 0}\) is a Brownian motion in the velocity space \( \mathbb{R}^d \) and \( f_t \) is the law of \((X_t, V_t)\) in \( \mathbb{R}^{2d} \). Let us note that the stochastic differential equation (6.2) is degenerated insofar as the diffusion acts only on the variable speed.

(2) The distribution of the position \( X_t^{i,N}(t), V_t^{i,N}(t) \) of each particle also converges weakly to \( P_t \).

(3) Any fixed number of particles remains approximately independent in the course of time, in spite of the interaction. This statement is known as propagation of chaos.

The particle approximation of solutions to (3.1) consists in the introduction of a large number \( N \) of \( \mathbb{R}^{2d} \)-valued processes \( (X_t^{i,N}, V_t^{i,N}) \in \mathbb{R}^{2d} \) with \( 1 \leq i \leq N \), no more evolving by the empirical measure \( \mu_t^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{(X_t^{i,N}, V_t^{i,N})} \) of the system, where \( X_t^{i,N} \) and \( V_t^{i,N} \) should be understood as the phase at time \( t \) of the particle \( i \). We let \((X_t^{i,N}, V_t^{i,N})_{t \geq 0}\) be the solution of the following stochastic system of differential equations in \((\mathbb{R}^{2d})^N\):

\[
\begin{cases}
    dX_t^{i,N} &= V_t^{i,N} dt \\
    dV_t^{i,N} &= \mathcal{G}(X_t^{i,N}, V_t^{i,N}) dt + \frac{1}{N} \sum_{j=1}^{N} K(Z_t^{i,N}, z_t^{j,N}) dt + \sigma dB_t^{i,N}
\end{cases}
\tag{6.4}
\]

Roughly speaking, we will measure in quadratic Monge-Kantorovich-Wasserstein distance, the propagation of chaos building a new particle system and then we show that the propagation of chaos for this new system is uniform in time. In order to state this property we let, for each \( i \geq 1 \),
Let us assume now that particles $i$ in both process $X^i_t$ and $\overline{X}^i_t$ are driven by the same Brownian motion $B^i_t$. This assumption is allowed because by the Lipschitz continuity of functions $(x,v) \mapsto G(x,v)$, $(z,z') \mapsto K(z,z')$ both systems (6.4) and (6.5) have a unique strong solution. Moreover, we assume $Z^i_0 = Z^i_0$, $i = 1, 2, \ldots, n$ a.s., and $f_i$ is the solution of equation (3.1) associated to initial condition $f_0$. The objective is to prove that the limit of the system (6.4), when $N \to \infty$, is solution the coupled nonlinear SDE (6.5).

The following theorem asserts that, as $N$ goes to infinity, each $X^{i,N}$ has a natural limit $(\overline{X}^i_t, \overline{V}^i_t)$, where $(\overline{X}^i_t, \overline{V}^i_t)$ are independent copies of the solutions of the nonlinear equation (6.5).

**Theorem 6.1.** (Propagation of chaos) Let $G$ and $K$ satisfies the Lipschitz conditions and are bounded on $\mathbb{R}^{2d}$. Let $(X^i_t, V^i_t)$ for $1 \leq i \leq N$ be the solution for $t$ of the SDE (6.4) for the initial condition $(X^i_0, V^i_0)$ and $(\overline{X}^i_t, \overline{V}^i_t)$ a vector of the solution of the law $f_i$ of the SDE (6.5) for $(X^0_t, V^0_t)$. If $f_0 \in \mathcal{P}_2(\mathbb{R}^{2d})$, then, (6.4), (6.5) and (6.2) are well-posed, and for all $T \geq 0$, there exists a constant $C(t)$ depending only in $t$ such that

$$\sup_{t \in [0,T]} \mathbb{E} \left[ \sup_{0 \leq s \leq t} |(X^i_t, V^i_t) - (\overline{X}^i_s, \overline{V}^i_s)| \right] \leq \frac{C(t)}{\sqrt{N}}, \quad (6.6)$$

where $| \cdot |$ denotes the Euclidean norm on $\mathbb{R}^d$ and $\mathcal{P}_p(\mathbb{R}^d)$ is the set of Borel probability measure $\mu$ on $\mathbb{R}^m$ with finite moment $\int_{\mathbb{R}^m} |z|^p d\mu(z)$ of order $p$.

**Remark 6.1.** In particular, the law $f^{1,N}_t$ of the couple $(X^{1,N}_t, V^{1,N}_t)$ converges towards the law $f_t$ of the nonlinear process $(\overline{X}^i_t, \overline{V}^i_t)$ solution of (6.4) when $N \to \infty$ since

$$W_2(f^{1,N}_t, f_t) \leq \mathbb{E} \left[ \|(X^i_t, V^i_t) - (\overline{X}^i_t, \overline{V}^i_t)\| \right] \leq \frac{C(t)}{\sqrt{N}}, \quad (6.7)$$

This kind of result is not new, see [30], chapter I.1, Theorem 1.4. But as we have to know exactly the convergence in $N$ of the law at time $t$ of any of the processes $(X^i_t, V^i_t)_{t \geq 0}$ towards $f_t$, we present the proof.

**Proof of Theorem 6.1.** We use the techniques used in [29, 30] to show propagation of chaos. In order to simplify the notation we omit the indices $N$. For $t \in [0, T]$, we set

$$\Phi(t) := \mathbb{E} \left[ \sup_{0 \leq s \leq t} |(X^i_s, V^i_s) - (\overline{X}^i_s, \overline{V}^i_s)| \right].$$
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Since the right-hand side is non-decreasing in $t$, by (6.4) and (6.5) we have

$$
\begin{align*}
X^i_t - X^i_0 &= \int_0^t (V^i_s - \nabla_s^i) ds \\
V^i_s - V^i_0 &= \int_0^s (G(X^i_s, V^i_s) - G(X^i_s, \nabla_s^i)) \\
&\quad + \frac{1}{N} \sum_{j=1}^N K(Z^j_s, Z^j_s) - \int_{\mathbb{R}^d \times \mathbb{R}^d} K(\mathbf{z}', \mathbf{y}) \phi_b(\mathbf{y}, \mathbf{w}) dy dw \right) ds.
\end{align*}
$$

(6.8)

On the one hand, one has

$$
\mathbb{G}(X^i_s, V^i_s) - \mathbb{G}(X^i_s, \nabla_s^i) \leq |G_1| |Z^i_s - \nabla_s^i|^2 \leq C |Z^i_s - \nabla_s^i|^2,
$$

where $\|\phi\|$ is the Lipschitz seminorm of $\phi$ on $\mathbb{R}^{2d}$.

On the other hand, one get

$$
\frac{1}{N} \sum_{j=1}^N K(Z^j_s, Z^j_s) - \int_{\mathbb{R}^d \times \mathbb{R}^d} K(z_i, y) \phi_b(y, w) ds = \frac{1}{N} \sum_{j=1}^N (K(Z^j_s, Z^j_s) - K(\nabla_s^j, Z^j_s)) + (K(Z^j_s, Z^j_s) - K(Z^j_s, \nabla_s^j) + b_s(\nabla_s^j, Z^j_s))
$$

where

$$
b_s(x, x') = K(z, z') - \int K(z, y) u_s(y, w).
$$

The Lipschitz continuity of the function $K$ implies that

$$
\left| \frac{1}{N} \sum_{j=1}^N K(Z^j_s, Z^j_s) - \int_{\mathbb{R}^d \times \mathbb{R}^d} K(z_i, y) \phi_b(y, w) ds \right| \leq \frac{1}{N} \sum_{j=1}^N \alpha |Z^j_s - \nabla_s^j| + \alpha |Z^j_s - \nabla_s^j| + \frac{1}{N} \sum_{j=1}^N b_s(Z^j_s, Z^j_s).
$$

It then follows from the above inequalities that

$$
|X^i_s - X^i_0| + |V^i_s - V^i_0| \leq \int_0^t |V^i_s - V^i_0| + \alpha |Z^i_s - \nabla_s^i| \right)
\quad + \frac{1}{N} \sum_{j=1}^N |Z^j_s - \nabla_s^j| + \frac{1}{N} \sum_{j=1}^N b_s(Z^j_s, Z^j_s) ds.
$$

(6.9)

Since the right-hand side is non-decreasing in $t$, the same estimate also holds for

$$
\sup_{0 \leq s \leq t} \left[ |X^i_s - X^i_s| + |V^i_s - V^i_s| \right]
$$
in place of $|X^i_s - X^i_s| + |V^i_s - V^i_s|$.
Recall that by symmetry of the laws of \((X^i_t, V^i_t)\) and \((\overline{X}^i_t, \overline{V}^i_t)\), one has
\[
\mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} |X^i_t - \overline{X}^i_t| + |V^i_t - \overline{V}^i_t| \right] = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} \left[ |X^i_t - \overline{X}^i_t| + |V^i_t - \overline{V}^i_t| \right]
= \mathbb{E} |X^1_t - \overline{X}^1_t| + |V^1_t - \overline{V}^1_t|.
\]
Therefore, summing equalities in (6.9) over \(i = 1, \ldots, N\), combining all these estimates, yields
\[
\mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} |X^i_t - \overline{X}^i_t| + |V^i_t - \overline{V}^i_t| \right] \leq 2 \max(1, \alpha) \int_0^t \mathbb{E} (|X^i_t - \overline{X}^i_t| + |V^i_t - \overline{V}^i_t|) ds + B(s) ds,
\]
where
\[
B(s) = \mathbb{E} \left[ \frac{1}{N} \sum_{j=1}^{N} b_s(Z^j_s, Z^j_s) \right].
\]
Using Hölder’s inequality we get:
\[
B^2(s) = \mathbb{E} \left[ \left( \frac{1}{N} \sum_{j=1}^{N} b_s(Z^j_s, Z^j_s) \right)^2 \right] = \mathbb{E} \left[ \frac{1}{N^2} \sum_{j,k} b_s(Z^j_s, Z^j_s) b_s(Z^k_s, Z^k_s) \right]. \tag{6.11}
\]
Furthermore, direct calculation shows that
\[
b_s(Z^i_s, Z^i_s) b_s(X^i_s, Z^i_s) = \left( K(Z^i_s, Z^i_s) - \int K(Z^i_s, y) u_s(y, w) \right)
\times \left( K(Z^i_s, Z^i_s) - \int K(Z^i_s - y) u_s(y, w) \right)
= K(Z^i_s, Z^i_s)K(Z^i_s - Z^i_s) - K(Z^i_s, Z^i_s) \int K(Z^i_s, y) u_s(y, w)
- K(Z^i_s - Z^i_s) \int K(Z^i_s, y) u_s(y, w) + \left( \int K(Z^i_s, y) u_s(y, w) \right)^2. \tag{6.12}
\]
Taking the expectation of each term on the right side of the equality (6.12) and noting that, for \(1 \leq i \leq N\), law of
\[
(\overline{X}^i_t, \overline{V}^i_t) = u^\otimes_1^N,
\]
the immediate consequences are
\[
\mathbb{E} [K(Z^i_s, Z^i_s)K(Z^i_s, Z^i_s)] = \int (K(z, z')\phi_s(z')\phi_s(z_1))dz = \int (K(z, z')\phi_s(z)^2\phi_s(z')dz
\]
\[
\mathbb{E} [K(Z^i_s, Z^i_s) \int K(Z^i_s, y) u_s(y, w)] = \int (K(z, z')\phi_s(z)^2\phi_s(z')dz
\]
\[
\mathbb{E} [K(Z^i_s - Z^i_s) \int K(Z^i_s, y) u_s(y, w)] = \int (K(z, z')\phi_s(z)^2\phi_s(z')dz
\]
\[
\mathbb{E} \left[ \left( \int F(Z^i_s, y) u_s(y, w) \right)^2 \right] = \int (K(z, z')\phi_s(z)^2\phi_s(z')dz.
\]
Notice that when $j \neq k$, on has
\[
E[b_s(Z_s^j, Z_s^k)b_s(Z_s^j, Z_s^j)] = 0.
\]
Upon placing the above information into the right-hand side of (6.11), we obtain
\[
B^2(s) \leq \frac{1}{N^2} \sum_{j=1}^{N} E(b_s(Z_s^j)^2) \leq \frac{2}{N} \|K\|_s^2.
\]
When this estimate is combined with estimate (6.10) we see that
\[
\Phi(t) = \mathbb{E}\left[\sup_{0 \leq s \leq t} \left| \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i, V_i} - u \right| \right] \leq \Lambda \int_0^t \Phi(s) ds + \frac{2}{N} \|K\|_s^2,
\]
where $\Lambda = 2 \max(1, \alpha)$. Gronwall’s lemma now implies
\[
\Phi(t) \leq \frac{2\|K\|_s}{\sqrt{N}} e^{\Lambda t},
\]
which yields the upper bound of (6.7) thereby finish the proof of Theorem 6.1.

We next interpret Theorem 6.1 as chaotic property of the diffusion governed by (6.4). The problem of chaos propagation arises when one first tried to understand the relationship between the macroscopic and microscopic evolution of a system of interacting particles. At the microscopic level, the system is modeled by a Markov process while at the macroscopic level, one uses PDE usually nonlinear. The chaos propagation property makes the connection between these two points of view. Recall that by Proposition 2.2, [30], a sequences $(u_N)$ of symmetric probability measures on $E^{(N)}$ is $u$-chaotic, $u \in \mathcal{M}(E)$, if for $(X_1, \ldots, X_N)$ distributed as $u_N$, it holds
\[
\frac{1}{N} \sum_{i=1}^{N} \delta_{X_i, V_i} \Rightarrow u.
\]
For $(\overline{X}^N, \overline{V}^N) := \frac{1}{N} \sum_{i=1}^{N} \delta_{X_i, V_i, N}$, we obtain from Theorem 6.1
\[
(\overline{X}^N, \overline{V}^N) \Rightarrow (\overline{X}, \overline{V}),
\]
where $(\overline{X}, \overline{V})$ is the solution of equation (6.5). Therefore, denoting by $m$ the law of $\overline{X}$ and by $m_N$ the law of $(X_1, \ldots, X_N)$, we obtain from (6.14), that under the assumptions of Theorem 6.1, $(m_N)$ is $m$-chaotic.

In fact the bound (6.7) gives estimates on the propagation of chaos for the particles system, the convergence of the law of a single particle, and also the convergence of the empirical measure, since
\[
\left| \mathbb{E}\left[\int_{\mathbb{R}^{2d}} \varphi \mu_{Z_0} - \int_{\mathbb{R}^{2d}} \varphi f_s\right] \right| \leq \frac{C}{\sqrt{N}}
\]
for all 1-Lipschitz observables $\varphi$ on $\mathbb{R}^{2d}$.
7. Applications

From the modeling viewpoint, the system (1.1) is able to describe self-organized dynamics based on alignment for populations of birds or fish, pedestrians, networks, whose individuals are moving in \( \mathbb{R}^{2d} \). In that case the term \( G(z) \) contains the desired velocity \( v_{des} \) that, without losing generality, we can assume to have constant modulus.

In particular \( G \) can be chosen as follows:

\[
\begin{align*}
(1) & \quad G(z) \equiv -\nabla U(x) \quad (\text{potential force } U(x), \text{i.e. } U(x) = \alpha |x - x_0|^{-1}); \\
(2) & \quad G(z) \equiv \alpha v \quad (\text{self-propulsion force proportional to the velocity: if it were not balanced by other terms, it would make the individuals accelerate along the velocity they have at time } t) \\
(3) & \quad G(z) \equiv \alpha (\beta - |v|^2) v, \quad \alpha > 0 \quad (\text{self-propulsion force and friction or Rayleigh dissipation or Rayleigh-Helmholtz friction [28])}.
\end{align*}
\]

and \( K \) as follows:

\[
\begin{align*}
(1) & \quad K(x, v) = -\nabla U(x), \quad U(x) = \alpha |x|^{-1}; \\
(2) & \quad K(z_i, z_j) \equiv K(x_i - x_j, v_i - v_j) = a(|x_i - x_j|)|v_j - v_i|^{p-1} \quad (\text{flocking models like Cucker-Smale [11])}. \text{Each particle attempts to align its velocity with a local average velocity given by } K. \\
(3) & \quad K(z_i, z_j) \text{ describes how the } i\text{th pedestrian corrects its desired velocity because binary interactions with the } j\text{th pedestrian belonging to its interaction neighborhood.}
\end{align*}
\]

It is worth stressing that one of the possible configurations in the interaction \( K \) is the case where the visual a perception cone of the single individual plays a fundamental role: individual \( j \) is perceived by individual \( i \) but not vice versa. Some of these models exist in the simulation of flocking and swarming dynamics. We refer the interested reader to the review papers [1,2,6,10] for a general account and comparison of the existing models.
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