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We prove that a typical Lipschitz mapping between any two Banach spaces is non-differentiable at typical points of any given subset of its domain in the most extreme form. This is a new result even for Lipschitz mappings between Euclidean spaces.

1 Introduction

The purpose of this note is to present a striking (non-)differentiability property of typical Lipschitz mappings. Differentiability of Lipschitz mappings is the focus of mathematical research in an array of settings including Euclidean spaces (see e.g. [10], [18], [3], [19]), Hilbert and Banach spaces (see e.g. [2], [13], [5]) and in geodesic metric spaces (see e.g. [12], [17]). Moreover, the differentiability of typical Lipschitz mappings is specifically studied in the works [20], [14], [9], [6] and [16]. However, despite the extent of research in this area, the property we prove in this paper appears to be missing from the existing literature.

If we restrict our consideration to the real-valued case, we may recall that the classical Rademacher’s theorem guarantees that the set of non-differentiability points of a Lipschitz function defined on a finite-dimensional Euclidean space $\mathbb{R}^d$ is of Lebesgue measure zero, and, more generally, a celebrated result by Preiss [18] says that any Lipschitz function defined on a Banach space $X$ with separable dual is differentiable on a dense subset of $X$. As proof of the non-sharpness of Rademacher’s Theorem, [18, Corollary 6.5] guarantees that for any $d \geq 2$, there are null subsets $S$ of $\mathbb{R}^d$ (or even Hausdorff dimension one subsets of any Banach space with separable dual) which have the universal differentiability property: any Lipschitz function defined on the space has points of differentiability in $S$. This result is further strengthened in [4, 5, 8] to show that null universal differentiability subsets (UDS) of $\mathbb{R}^d$ can be chosen to be compact, or at least closed and bounded of Hausdorff dimension 1 in infinite-dimensional spaces with separable dual. The existence of UDS in spaces of dimension $d \geq 2$ contrasts with the fact that for any Lebesgue null subset $S$ of $\mathbb{R}$ there exists a Lipschitz function whose set of non-differentiability points contains $S$, see [21].
On the other hand, in [20] it is shown that given a null subset $S \subseteq \mathbb{R}$, a typical 1-Lipschitz function $f: \mathbb{R} \to \mathbb{R}$ is nowhere differentiable on $S$ if and only if $S$ can be covered by a null $F_\sigma$ set. Moreover, if an analytic $S$ is not a subset of a null $F_\sigma$ set, a typical 1-Lipschitz function has a point of differentiability in $S$. In [9] the authors of the present paper extend this dichotomy of analytic subsets of $\mathbb{R}$ to all Euclidean spaces. In particular, [9] characterises those analytic subsets of $\mathbb{R}^d$ in which a typical Lipschitz function has points of differentiability. The fact that there are closed null UDS in $\mathbb{R}^d$ if $d \geq 2$ means that the existence of a null $F_\sigma$ cover needs to be replaced by a strictly stronger condition; in [9, Theorems 2.1 and 2.2] such a condition is given in terms of pure unrectifiability.

According to [9, Theorems 2.1 and 2.2], the class of analytic sets in which a typical Lipschitz function finds points of differentiability is strictly larger than the class of UDS. A finer analysis of such sets may consider the question of how many points of differentiability they provide for a typical Lipschitz function. However, in terms of category, the present work establishes that this set of differentiability points is always small. More precisely, we show that for any given set $S \subseteq X$, a typical Lipschitz function is non-differentiable at a typical point of $S$.

Hence, this article further acts as an Erratum to [9, Remarks 2.9 and 3.18]. The authors hereby retract these two remarks, which are shown to be invalid by the present article. We further note that the errors referred to here are entirely contained within Remarks 3.18 and 2.9 in [9] and do not affect any of the results or indeed anything at all in the rest of the paper [9].

1.1 Main result.

Given a topological space $T$, we say that a typical element of $T$ possesses a certain property if the set of those elements of $T$ having that property is a residual subset of $T$. If $T$ is a complete metric space, then its residual subsets are dense in $T$, by the Baire Category theorem, hence a condition satisfied by a typical element is satisfied by elements of a dense $G_\delta$ subset.

It is therefore important to note that the term ‘typical’ may have different meanings: the collection of typical objects depends on the ambient space, so when we say that a typical Lipschitz mapping satisfies a particular property, we need to clarify whether we consider the space of all Lipschitz mappings or only those with Lipschitz constant bounded by $L$ for certain $L > 0$, whether the mappings in question are defined on the whole space or on its subset, and what topology (or metric) is used on the space of such Lipschitz mappings. Hence we need to take extra care as to what meaning we put into the term ‘a typical Lipschitz mapping’. We make this precise in subsection 2.3.

Typical differentiability as an object of interest dates back to Banach’s famous 1931 result [1, Satz 1] stating that a typical continuous function of an interval is nowhere differentiable. Inside the class of Lipschitz mappings between Euclidean spaces, Rademacher’s theorem guarantees the existence of the derivative almost everywhere in the domain with respect to the Lebesgue measure. In the present article we prove that from a category point of view typical Lipschitz mappings remain nonetheless badly non-differentiable.
More specifically, whilst Rademacher’s theorem guarantees that the set of points of non-differentiability of any given Lipschitz mapping $\mathbb{R}^d \to \mathbb{R}^l$ has Lebesgue measure zero, we show that for the typical Lipschitz mapping, this set of non-differentiability points contains a $G_\delta$, dense subset of the domain. This result is known in the special case $l = 1$, see [14, Theorem 4]; we cover all remaining Euclidean pairs $(\mathbb{R}^d, \mathbb{R}^l)$ as well as any more general Banach spaces. We point out that typical behaviour of real-valued Lipschitz mappings (the case $l = 1$) has, in general, no direct implications for typical behaviour of vector-valued Lipschitz mappings (when $l > 1$); see [9, Theorem 6.1].

We presently state the main result of this paper.

**Theorem 1.1.** Let $X$ and $Y$ be Banach spaces, $W$ be a separable subspace of $\mathcal{L}(X,Y)$, $Q$ be a closed and bounded subset of $X$ and let $G \subseteq \text{Int} \, Q$. Then there is a residual subset $\mathcal{F}$ of $\text{Lip}_1(Q,Y)$ such that for every $f \in \mathcal{F}$ the set

$$\mathcal{N}_{f,W} := \{x \in G: \mathcal{D}_f(x) \supseteq B_W\}$$

is residual in $G$.

Here $B_W$ is the closed unit ball of $W$ and $\mathcal{D}_f(x)$ is the collection of all those mappings in the space $\mathcal{L}(X,Y)$ of bounded linear operators $X \to Y$ which, in a specific sense, behave like a derivative of $f$ at $x$; for the precise definition of $\mathcal{D}_f(x)$ see (2.1) below. The inclusion $\mathcal{D}_f(x) \supseteq B_W$ for non-trivial $W$ and points $x \in \mathcal{N}_{f,W}$ in Theorem 1.1 implies, in particular, that $\mathcal{N}_{f,W}$ is contained in the set of Gâteaux non-differentiability points of $f$. However, this condition should be interpreted as a very strong form of non-differentiability. We elaborate on this presently.

A particularly strong form of non-differentiability of a function at a point, studied in [15, Theorem 1.9], occurs when many different linear mappings simultaneously behave like a derivative of the function. Note that if $f$ is Gâteaux differentiable then either $\mathcal{D}_f(x)$ is empty, or it is the singleton set containing only the Gâteaux derivative of $f$; if $f$ is Fréchet differentiable at $x$ we have $\mathcal{D}_f(x) = \{Df(x)\}$. Accordingly, the size of the set $\mathcal{D}_f(x)$ provides a measure of the severity of non-differentiability of $f$ at $x$. In the case that $f$ is 1-Lipschitz and $\mathcal{L}(X,Y)$ is separable (which is satisfied, for example, when $X$ and $Y$ are finite-dimensional), the most extreme form of non-differentiability of $f$ at $x$ occurs when $\mathcal{D}_f(x)$ equals the closed unit ball $B_{\mathcal{L}(X,Y)}$ of $\mathcal{L}(X,Y)$.

When $\mathcal{L}(X,Y)$ is non-separable the notion of strongest form of non-differentiability according to the size of $\mathcal{D}_f(x)$ is less clear. This is because, as we show in Lemma 2.1, $\mathcal{D}_f(x)$ is always separable. Thus, in particular, if $\mathcal{L}(X,Y)$ is non-separable, then it is impossible to achieve $\mathcal{D}_f(x) = B_{\mathcal{L}(X,Y)}$. Qualitatively, the strongest form of non-differentiability of a 1-Lipschitz $f$ that may occur in such case is $\mathcal{D}_f(x) = B_W$ for an infinite-dimensional, separable subspace of $\mathcal{L}(X,Y)$. In both the separable and non-separable case, the non-differentiability of typical Lipschitz mappings that we establish in our main result is of the strongest possible form described above.

In relation to Theorem 1.1, which applies to any pair $(X,Y)$ of Banach spaces, only partial information for a narrow subclass of Banach space pairs has been available. In fact, even for the class of Euclidean pairs $(X,Y) = (\mathbb{R}^d, \mathbb{R}^l)$, there are no comparable statements to Theorem 1.1.
For the special case where \( X \) is finite dimensional and \( Y = \mathbb{R} \) a variant of the non-differentiability of a typical Lipschitz function on a residual subset of the space is given by [14, Theorem 4]. However, even in the settings of [14, Theorem 4] the result proved in this paper is stronger. The examination, by Theorem 1.1, of the size of the set of non-differentiability points of a typical Lipschitz mapping inside an arbitrary subset \( G \) of the domain is unprecedented in the literature. In particular, [14] requires \( G \) to be equal to the whole space. This aspect of Theorem 1.1 is crucial in order to refute the remarks of [9] discussed above. In the next corollary, we distinguish this one particular application of Theorem 1.1, although it applies of course to many other settings. The statement of Corollary 1.2 directly refutes the Remarks 2.9 and 3.18 of [9], as announced above.

**Corollary 1.2.** Let \( d \geq 1 \) and \( S \subseteq (0, 1)^d \) be arbitrary. Then there is a residual subset \( F \) of \( \text{Lip}_1([0, 1]^d, \mathbb{R}) \) such that for every \( f \in F \) the set of non-differentiability points of \( f \) in \( S \) is residual in \( S \).

**Proof.** Apply Theorem 1.1 to \( X = \mathbb{R}^d, Y = \mathbb{R}, W = \mathcal{L}(\mathbb{R}^d, \mathbb{R}), Q = [0, 1]^d \) and \( G = S \). \( \square \)

Moreover, we note that Theorem 1.1 further establishes a strong form of non-differentiability, stronger in particular than the emptiness of the Dini subgradient obtained by [14, Theorem 4] in the restricted setting; see Lemma 2.2.

## 2 Preliminaries and Notation.

### 2.1 General notation and differentiability notions.

Given a normed vector space \( X \), we let \( B_X \) denote its closed unit ball and \( S_X \) its unit sphere. An open ball in \( X \) with centre \( x \) and radius \( r \) will be written as \( B_X(x, r) \) and for closed balls we write \( B_X \) instead of \( B_X \). The origin in \( X \) will be denoted by \( 0_X \). If \( Y \) is an additional normed vector space, we let \( \mathcal{L}(X, Y) \) denote the space of bounded linear operators \( X \rightarrow Y \). The operator norm on \( \mathcal{L}(X, Y) \) is denoted by \( \|\cdot\|_{\text{op}} \). For a subset \( E \) of a topological space, we let \( \text{Int} E \) denote the interior of \( E \). A subset \( \Gamma \) of a metric space \((M, d)\) will be called *uniformly separated* if \( \inf \{ d(x, y) : x, y \in \Gamma, x \neq y \} > 0 \). For such a set \( \Gamma \) and \( s > 0 \), we call \( \Gamma \) *\( s \)-separated* if \( \inf \{ d(x, y) : x, y \in \Gamma, x \neq y \} \geq s \).

For a mapping \( f : Q \subseteq X \rightarrow Y \) and \( x \in \text{Int} Q \) we let

\[
D_f(x) := \left\{ L \in \mathcal{L}(X, Y) : \liminf_{r \rightarrow 0^+} \sup_{u \in B_X(0_X, r)} \frac{\|f(x + u) - f(x) - Lu\|_Y}{r} = 0 \right\}.
\]  

(2.1)

Observe that if \( f \) is 1-Lipschitz, we have \( D_f(x) \subseteq B_{\mathcal{L}(X, Y)} \) for every \( x \in \text{Int} Q \). Moreover, the set \( D_f(x) \) and the standard notions of differentiability of \( f \) at \( x \) only make sense when \( x \) belongs to the interior of the domain of \( f \). We will never consider such notions for boundary points of the domain.
2.2 Optimality of Theorem 1.1.

Taking $W$ in Theorem 1.1 as any non-trivial, separable subspace of $\mathcal{L}(X, Y)$ ensures that the set $\mathcal{N}_{f,W}$ is contained in the set of points of Gâteaux non-differentiability of $f$. Moreover, when $\mathcal{L}(X, Y)$ is itself separable, we may take $W = \mathcal{B}_W = \mathbb{B}_{\mathcal{L}(X,Y)}$, at a typical point $x$ of $G$. Moreover, in the following lemma we show that it is not possible to omit the separability condition on $W$ in Theorem 1.1.

Lemma 2.1. Let $X$ and $Y$ be normed spaces, $Q \subseteq X$, $x \in \text{Int} Q$ and $f: Q \to Y$ be a mapping. Then the set $D_f(x)$ is separable.

Proof. Let $r > 0$ be small enough so that $B_X(x, r) \subseteq Q$. For each rational $q \in Q \cap (0, r)$ and each $n \in \mathbb{N}$ choose $L_{q,n} \in \mathbb{B}_{\mathcal{L}(X,Y)}$ such that

$$\sup_{u \in B_X(0_X, q)} \|f(x + u) - f(x) - L_{q,n}u\|_Y \leq \inf_{L \in \mathcal{L}(X,Y)} \sup_{u \in B_X(0_X, q)} \|f(x + u) - f(x) - Lu\|_Y + \frac{1}{n}.$$ 

We show that the set $\{L_{q,n}: q \in Q \cap (0, r), n \in \mathbb{N}\}$ is dense in $D_f(x)$.

Indeed, consider arbitrary $L_0 \in D_f(x)$ and $\varepsilon > 0$. Choose $q \in Q \cap (0, r)$ so that

$$\sup_{u \in B_X(0_X, q)} \|f(x + u) - f(x) - L_0u\|_Y \leq \frac{\varepsilon}{3}.$$ 

Next, fix any $n \in \mathbb{N}$ such that $n \geq \frac{3}{\varepsilon}$. Then, for every $u \in B_X(0, q)$ we have

$$\|(L_{q,n} - L_0)u\|_Y \leq \|L_{q,n}u + f(x) - f(x + u)\|_Y + \|f(x + u) - f(x) - L_0u\|_Y \leq \frac{\varepsilon q}{3} + \frac{q}{n} + \frac{\varepsilon q}{3} \leq \varepsilon,$$

which implies $\|L_{q,n} - L_0\|_{\text{op}} \leq \varepsilon$. \[\square\]

Let us record a simple comparison, in the case of real-valued $f$, of the set $D_f(x)$ with the Dini subgradient $\partial f(x)$ of $f$ at $x$, considered in [14]. Let $f: X \to \mathbb{R}$ be a function, $x \in X$ and for each $v \in X$ consider the lower Dini directional derivative

$$f_+(x; v) := \liminf_{t \to 0^+} \frac{f(x + tv) - f(x)}{t}.$$ 

The Dini subgradient of $f$ at $x$ is then defined by

$$\partial f(x) := \{x^* \in X^*: f_+(x; v) \geq \langle x^*, v \rangle \forall v \in X\}.$$
Lemma 2.2. Let \( X \) be a normed space, \( f : X \to \mathbb{R} \) be a 1-Lipschitz function, \( x, v \in X \) and \( y^*, z^* \in \mathcal{D}_f(x) \) be such that \( z^*(v) < 0 < y^*(v) \). Then \( \hat{\partial} f(x) = \emptyset \).

Proof. Observe that \( z^* \in \mathcal{D}_f(x) \) and \( z^*(v) < 0 \) implies \( f_+(x; v) \leq z^*(v) < 0 \). Similarly \( y^* \in \mathcal{D}_f(x) \) and \( y^*(-v) < 0 \) implies \( f_+(x; -v) < 0 \). Thus, we have \( f_+(x; v) < 0 \) and \( f_+(x; -v) < 0 \), which implies \( \hat{\partial} f(x) = \emptyset \). \( \square \)

Remark 2.3. Note that, by the Hahn-Banach theorem, Lemma 2.2 may be applied whenever \( \mathcal{D}_f(x) \supseteq S_{X^*} \), the unit sphere of \( X^* \). In this situation, given any \( v \in X \setminus \{0_X\} \), we may choose the functional \( y^* \in S_{X^*} \) such that \( \|y^*\|_{X^*} = \langle y^*, \frac{v}{\|v\|_{X^*}} \rangle = 1 \) and then set \( z^* = -y^* \).

It can be easily seen from the example of \( f(x) = -\|x\| : X \to \mathbb{R} \) that a 1-Lipschitz function may have \( \mathcal{D}_f(0) = \hat{\partial} f(0) = \emptyset \). Hence, there is no reverse implication to the statement of Lemma 2.2: emptiness of the Dini subgradient \( \hat{\partial} f(x) \) does not imply any type of largeness of the set \( \mathcal{D}_f(x) \).

2.3 Lipschitz mappings.

Given metric spaces \((Q, d_Q), (Y, d_Y)\), we denote by \( \text{Lip}_1(Q, Y) \) the set of Lipschitz mappings \( f : Q \to Y \) with \( \text{Lip}(f) \leq 1 \).

If \( Q \) is a bounded metric space, then \( \text{Lip}_1(Q, Y) \) becomes a metric space when equipped with the metric \( \rho : \text{Lip}_1(Q, Y) \times \text{Lip}_1(Q, Y) \to [0, \infty) \) defined by

\[
\rho(f, g) = \sup \{d_Y(f(x), g(x)) : x \in Q\}.
\]

Moreover, if both \( Q \) and \( Y \) are complete, then the metric space \((\text{Lip}_1(Q, Y), \rho)\) is also complete. If \( Q \) is compact and \( Y \) is separable then the metric space \((\text{Lip}_1(Q, Y), \rho)\) is separable, see [11, Thm 4.19].

In what follows, we will only consider the case where \( Q \) is a closed and bounded subset of a Banach space \( X \) and \( Y \) is a Banach space. In this case the metric \( \rho \) is given by

\[
\rho(f, g) = \rho_Q(f, g) = \|f - g\|_{\infty} = \sup \{\|g(x) - f(x)\|_Y : x \in Q\},
\]

and makes \((\text{Lip}_1(Q, Y), \rho_Q)\) a complete metric space. The latter is needed, as mentioned in subsection 1.1, in order for residual subsets of \( \text{Lip}_1(Q, Y) \) to be dense in \( \text{Lip}_1(Q, Y) \).

Note that if \( Q \subseteq X \) is not bounded, one could still consider the space \( \text{Lip}_1(Q, Y) \) as a complete metric space with metric

\[
\bar{\rho}(f, g) = \sum_{n=1}^{\infty} 2^{-n} \min \{1, \rho_Q(f_nB_X(f, g))\}.
\]

This is the approach chosen in [14]. In the present work, we elect to work only with bounded \( Q \) in order to be consistent with the papers [20] and [9]. However, we note that the proofs given in the present paper may be easily modified to obtain the same results for \( \text{Lip}_1(Q, Y) \) in the case \( Q \) is unbounded.
2.4 The Banach-Mazur Game

To prove that a set is residual, i.e. a complement of the set of first Baire category, we will make use of the Banach-Mazur game.

Given a topological space $T$ and its subset $H \subseteq T$, the Banach-Mazur game in $T$ with target $H$ is played by two players, Player I and Player II, as follows: The game starts by Player I selecting a non-empty open subset $U_1$ of $T$. Player II must then respond by nominating a non-empty open subset $V_1$ of $T$ with $V_1 \subseteq U_1$. In the $k$-th round of the game, with $k \geq 2$, Player I chooses a non-empty open set $U_k \subseteq V_{k-1}$ and Player II returns a non-empty open set $V_k \subseteq U_k$. Thus, a run of the game is described by an infinite sequence of open sets

$$U_1 \supseteq V_1 \supseteq U_2 \supseteq V_2 \supseteq \ldots \supseteq U_k \supseteq V_k \supseteq \ldots,$$

where the sets $U_k$ are the choices of Player I and the sets $V_k$ are those of Player II. Player II wins the game if

$$\bigcap_{k \in \mathbb{N}} V_k \subseteq H.$$ 

Otherwise Player I wins.

The Banach-Mazur game can be used to determine whether a subset of a topological space is residual. More precisely, for any non-empty topological space $T$ and any subset $H$ of $T$ it holds that $H$ is a residual subset of $T$ if and only if Player II has a winning strategy in the Banach Mazur game in $T$ with target set $H$; see [11, Thm 8.33].

In the case that $T$ is a metric space (as will be the case in our setting), open balls may be used in place of the open sets $U_k$ and $V_k$ above, see also [9, Theorem 3.16]. Thus, the moves of Player I and Player II effectively become a choice of a pair $(x, r)$ where $x \in T$ prescribes the centre of the ball and $r > 0$ the radius.

3 Proof of Theorem 1.1

In this section we prove Theorem 1.1. For the proof of subsequent auxiliary lemmata we follow the convention that the infimum of the empty set is $+\infty$. We also note that in any normed space a bounded non-empty subset has a non-empty boundary.

The next lemma is a generalisation of [7, Lemma 3.1] for normed spaces instead of convex sets.

**Lemma 3.1.** Let $X$ and $Z$ be normed spaces, $0 < a < b$, and let $f_1, f_2: X \to Z$ be Lipschitz mappings such that $\text{Lip}(f_1) + \text{Lip}(f_2) \leq 1$ and $f_1(0_X) = f_2(0_X) = 0_Z$. Then there exists a mapping $\Phi = \Phi(a, b, f_1, f_2): X \to Z$ such that

(i) $\Phi(x) = f_1(x)$ for all $x \in \overline{B}_X(0_X, a)$.

(ii) $\Phi(x) = f_2(x)$ for all $x \in X \setminus B_X(0_X, b)$.

(iii) $\text{Lip}(\Phi) \leq 1 + \frac{a}{b-a}$. 
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(iv) If \( f_1 = 0_Z \) is the constant \( 0_Z \) mapping, then \( \| \Phi(x) - f_2(x) \|_Z \leq a \text{Lip}(f_2) \) for all \( x \in X \).

(v) If \( f_2 = 0_Z \) is the constant \( 0_Z \) mapping, then \( \| \Phi(x) \|_Z \leq b \text{Lip}(f_1) \) for all \( x \in X \).

**Proof.** Define \( \Phi : X \to Z \) by

\[
\Phi(x) = \begin{cases} 
  f_1(x) & \text{if } x \in \overline{B}_X(0_X, a), \\
  \frac{b - \|x\|_X}{b - a} f_1(x) + \frac{b(\|x\|_X - a)}{\|x\|_X (b - a)} f_2(x) & \text{if } x \in B_X(0_X, b) \setminus \overline{B}_X(0_X, a), \\
  f_2(x) & \text{if } x \in X \setminus B_X(0_X, b).
\end{cases}
\]

Clearly, \( \Phi \) satisfies (i) and (ii). Observe that \( \Phi \) is a continuous mapping \( X \to Z \). Moreover, since \( f_1, f_2 \in \text{Lip}_1(X, Z) \), in order to check (iii), it is enough to verify

\[
\| \Phi(y) - \Phi(x) \|_Z \leq \left( 1 + \frac{a}{b - a} \right) \| y - x \|_X \quad (3.1)
\]

for any \( x, y \in B_X(0_X, b) \setminus \overline{B}_X(0_X, a) \). To show this inequality, fix \( x, y \in B_X(0_X, b) \setminus \overline{B}_X(0_X, a) \) and note first that

\[
\| \Phi(y) - \Phi(x) \|_Z \\
\leq \left\| \frac{b - \|y\|_X}{b - a} f_1(y) - \frac{b - \|x\|_X}{b - a} f_1(x) \right\|_Z + \left\| \frac{b(\|y\|_X - a)}{\|y\|_X (b - a)} f_2(y) - \frac{b(\|x\|_X - a)}{\|x\|_X (b - a)} f_2(x) \right\|_Z \\
\leq \frac{b - \|y\|_X}{b - a} \text{Lip}(f_1) \| y - x \|_X + \frac{\|y - x\|_X}{b - a} \text{Lip}(f_1) \| x \|_X
\]

\[
= \frac{b - \|y\|_X + \|x\|_X}{b - a} \text{Lip}(f_1) \| y - x \|_X
\]

\[
\leq \left( 1 + \frac{a}{b - a} \right) \text{Lip}(f_1) \| y - x \|_X,
\]

as we may assume, without loss of generality, that \( \|y\|_X \geq \|x\|_X \). We also note that in the first inequality we used \( f_1(0_X) = 0_Z \) to deduce \( \|f_1(x)\|_Z \leq \text{Lip}(f_1) \|x\|_X \).
The second term of (3.2) is bounded above by
\[
\frac{b(\|y\|_X - a)}{\|y\|_X (b - a)} \| f_2(y) - f_2(x) \|_Z + \left| \frac{b(\|y\|_X - a)}{\|y\|_X (b - a)} - \frac{b(\|x\|_X - a)}{\|x\|_X (b - a)} \right| \| f_2(x) \|_Z
\]
\[
\leq \frac{b(\|y\|_X - a)}{\|y\|_X (b - a)} \text{Lip}(f_2) \| y - x \|_X + \frac{ab}{\|x\|_X \|y\|_X (b - a)} \| y - x \|_X \text{Lip}(f_2) \| x \|_X
\]
\[
= \left(1 + \frac{a}{b - a}\right) \text{Lip}(f_2) \| y - x \|_X,
\]
where we again used \( \| f_2(x) \|_Z \leq \text{Lip}(f_2) \| x \|_X \) due to \( f_2(0_X) = 0_Z \).

Summing the derived upper bounds for the two terms of (3.2) establishes (3.1), so (iii) follows.

Finally, if \( f_1 = 0_Z \), then for any \( x \in B_X(0_X, b) \setminus B_X(0_X, a) \)
\[
\| \Phi(x) - f_2(x) \|_Z = \frac{a}{(b - a) \| x \|_X} \| f_2(x) \|_Z \leq a \text{Lip}(f_2),
\]
for any \( x \in B_X(0_X, a) \)
\[
\| \Phi(x) - f_2(x) \|_Z = \| f_2(x) \|_Z \leq \text{Lip}(f_2) \| x \|_X \leq a \text{Lip}(f_2)
\]
and for any \( x \in X \setminus B_X(0_X, b) \)
\[
\| \Phi(x) - f_2(x) \|_Z = 0,
\]
which verifies (iv).

If, however, \( f_2 = 0_Z \), then for any \( x \in B_X(0_X, b) \setminus B_X(0_X, a) \)
\[
\| \Phi(x) \|_Z = \frac{b - \| x \|_X}{b - a} \| f_1(x) \|_Z \leq \text{Lip}(f_1) \| x \|_X \leq b \text{Lip}(f_1),
\]
and for any \( x \in B_X(0_X, a) \)
\[
\| \Phi(x) \|_Z = \| f_1(x) \|_Z \leq a \text{Lip}(f_1) \leq b \text{Lip}(f_1).
\]
This verifies (v) as the inequality trivially holds for \( x \in X \setminus B_X(0, b) \).

The following lemma provides a construction which will be used to define a winning strategy for Player II in the Banach-Mazur game in Lemma 3.4. The property (3.4) of \( g \) ensures that this new 1-Lipschitz mapping “sees” \( L \) as its derivative in a small neighbourhood of the given set \( \Gamma \).
Lemma 3.2. Let $X$ and $Y$ be normed spaces and $Q \subseteq X$ be a bounded, closed set with $\text{Int} \, Q \neq \emptyset$. Let $r \in (0, 1)$, $L \in \mathcal{L}(X, Y)$ with $\|L\|_{\text{op}} \leq 1 - r$ and $f \in \text{Lip}_1(Q, Y)$. Let $\emptyset \neq \Gamma \subseteq \text{Int} \, Q$ be a uniformly separated set with
\[
\inf_{x \in \Gamma} \text{dist}_X(x, \partial Q) > 0. \tag{3.3}
\]
Then there exist $\alpha \in (0, r)$ and $g \in \text{Lip}_1(Q, Y)$ such that $\|g - f\|_\infty < r$ and
\[
g(x + u) = g(x) + Lu \quad \text{for all } u \in \overline{B}_X(0, \alpha) \text{ and all } x \in \Gamma. \tag{3.4}
\]
Proof. The approach we take to modify the mapping $f$ to arrive at $g$ is similar to that taken in [7, Lemma 3.3].

The conclusion of this lemma is valid for $f$ if and only if it is valid for any mapping of the form $f + p$, where $p: Q \to Y$ is a constant mapping. Therefore, we may assume that $0_Y \in f(\Gamma)$. Lipschitz mappings $h: Q \to Y$ with the property $0_Y \in h(Q)$ satisfy $\|h(x)\|_Y \leq \text{Lip}(h) \text{diam} \, Q$ for all $x \in Q$. This fact will be used later in the proof.

Fix $s \in (0, 1)$ small enough so that $\Gamma$ is $4s$-separated and the infimum of (3.3) is at least $4s$. Let
\[
\beta = \beta(r, s, Q) \in (0, s/2) \tag{3.5}
\]
be a parameter depending only on $r, s$ and $Q$ which will be determined at the end of the proof in (3.10). We define first a mapping $g_0: Q \to Y$ by
\[
g_0(z) = \begin{cases} f(z) & \text{if } z \in Q \setminus \bigcup_{x \in \Gamma} B_X(x, s), \\ f(x + \Phi(z - x)) & \text{if } z \in B_X(x, s) \text{ and } x \in \Gamma, \end{cases}
\]
where $\Phi := \Phi(\beta, s, 0_X, \text{id}_X): X \to X$ is the mapping given by Lemma 3.1 applied to $X$, $Z = X$, $a = \beta$, $b = s$, $f_1 = 0_X$ (the constant mapping $X \to X$ with value $0_X$) and $f_2 = \text{id}_X$. Using again $\beta < s$ and Lemma 3.1 (i), we note that
\[
g_0(z) = g_0(x) = f(x) \quad \text{whenever } x \in \Gamma \text{ and } z \in \overline{B}_X(x, \beta). \tag{3.6}
\]
It follows, in particular, that
\[
0_Y \in f(\Gamma) = g_0(\Gamma).
\]
Further, we note that Lemma 3.1 (iii) and (iv) imply
\[
\text{Lip}(g_0) \leq 1 + \frac{\beta}{s - \beta} \quad \text{and} \quad \|g_0 - f\|_\infty \leq \beta.
\]
Let $T = T(r, s, Q, L) \in \mathcal{L}(X, Y)$ be a linear operator with $\|T\|_{\text{op}} \leq 1$. This operator will be used in the construction of the target 1-Lipschitz mapping $g$ such that (3.4) is satisfied with a multiple of $T$ instead of $L$; this will determine how $T$ is defined, see (3.9). The choice of $T$ depends on $L, s$ and $\beta = \beta(r, s, Q)$, and we note that $L, Q, r, s$ are fixed from the start.

For each $x \in \Gamma$ we define a mapping $h_x: X \to Y$ by
\[
h_x(z) = g_0(x) + T(z - x), \quad z \in X.
\]
Note that \( \text{Lip}(h_x) = \|T\|_{\text{op}} \leq 1 \) for every \( x \in \Gamma \). Next we let \( \alpha = \alpha(r, s, Q, \beta, \mathcal{X}) \in (0, \beta) \) be a further parameter to be determined later in the proof in (3.10) and define \( g_1: Q \to Y \) by
\[
g_1(z) = \begin{cases} 
  g_0(z), & \text{if } z \in Q \setminus \bigcup_{x \in \Gamma} B_X(x, \beta), \\
  h_x(x + \Psi(z - x)), & \text{if } z \in B_X(x, \beta) \text{ and } x \in \Gamma,
\end{cases}
\]
where \( \Psi := \Phi(\alpha, \beta, \mathcal{X}, 0_X): X \to X \) is the mapping given by Lemma 3.1 applied to \( X \), \( Z = X \), \( a = \alpha \), \( b = \beta \), \( f_1 = \mathcal{X} \) and \( f_2 = 0_X \). The properties of \( \Psi \) and (3.6) ensure that \( g_1 \) is continuous. With the continuity of \( g_1 \) established, we may estimate its Lipschitz constant as
\[
\text{Lip}(g_1) \leq \max \left\{ \text{Lip}(g_0), \left(1 + \frac{\alpha}{\beta - \alpha}\right) \right\} \\
\leq \max \left\{ \left(1 + \frac{\beta}{s - \beta}\right), \left(1 + \frac{\alpha}{\beta - \alpha}\right) \right\} \leq 1 + \frac{\beta}{s - \beta} = \frac{s}{s - \beta},
\]
where the penultimate inequality is achieved by imposing the condition \( \alpha \leq \frac{\beta^2}{s} \).

Moreover, we have
\[
\|g_1 - g_0\|_{\infty} \leq \beta \quad \text{and} \quad 0_Y \in g_0(\Gamma) = g_1(\Gamma).
\]
To verify the former, observe, using (3.6), \( \|T\|_{\text{op}} \leq 1 \), \( \text{Lip}(\mathcal{X}) = 1 \) and Lemma 3.1 (v), that for any \( z \in B_X(x, \beta) \) with \( x \in \Gamma \)
\[
\|g_1(z) - g_0(z)\|_Y = \|g_0(x) + T(\Psi(z - x)) - g_0(z)\|_Y \\
= \|T(\Psi(z - x))\|_Y \leq \|\Psi(z - x)\|_X \leq \beta.
\]
Finally we set
\[
g_2 = \frac{s - \beta}{s} \cdot g_1,
\]
so that \( g_2 \in \text{Lip}_1(Q, Y) \) and
\[
\|g_2 - g_1\|_{\infty} \leq \frac{\beta}{s} \text{Lip}(g_1) \text{diam } Q \leq \frac{\beta \text{diam } Q}{s - \beta} \leq \frac{2\beta \text{ diam } Q}{s},
\]
using \( \beta < s/2 \) from (3.5). Setting \( g := g_2 \in \text{Lip}_1(Q, Y) \), we conclude that
\[
\|g - f\|_{\infty} \leq \|g_2 - g_1\|_{\infty} + \|g_1 - g_0\|_{\infty} + \|g_0 - f\|_{\infty} \leq \frac{2\beta \text{ diam } Q}{s} + 2\beta \leq \frac{4\beta(1 + \text{ diam } Q)}{s}.
\]
Thus, we achieve \( \|g - f\|_{\infty} \leq r \) by imposing the condition
\[
\beta \leq \frac{rs}{4(1 + \text{ diam } Q)}.
\]
We are now ready to make the choice of linear operator \( T = T(r, s, Q, L) \in \mathcal{L}(X, Y) \) with \( \|T\|_{op} \leq 1 \). Indeed, the choice

\[
T = \frac{s}{s - \beta} L, \tag{3.9}
\]

establishes (3.4). We note that the condition (3.8) imposed on \( \beta \) implies \( \beta \leq rs \), which together with \( \|L\|_{op} \leq 1 - r \) gives \( \|T\|_{op} \leq 1 \).

It only remains to note that the choices

\[
\beta = \frac{rs}{4(1 + \text{diam } Q)}, \quad \alpha = \frac{r^2 s}{16(1 + \text{diam } Q)^2} \tag{3.10}
\]

satisfy the required conditions (3.5), (3.7) and (3.8).

\[\square\]

**Lemma 3.3.** Let \( X \) be a normed space, \( Q \) be a bounded subset of \( X \) and \( G \subseteq \text{Int } Q \). Then there exists a sequence \( (\Gamma_k)_{k \in \mathbb{N}} \) of nested sets \( \Gamma_k \subseteq \Gamma_{k+1} \subseteq G \) such that the union \( \bigcup_{k \geq 1} \Gamma_k \) is dense in \( G \) and each set \( \Gamma_k \) satisfies the hypothesis of Lemma 3.2, that is, \( \Gamma_k \) satisfies (3.3) and is \( \delta_k \)-separated for some \( \delta_k > 0 \).

**Proof.** If \( G = \emptyset \), let \( \Gamma_k = \emptyset \) for all \( k \in \mathbb{N} \).

Assume \( G \neq \emptyset \). Let \( G_k = \{ x \in G : \text{dist}_X(x, \partial Q) \geq 2^{-k} \} \). Since \( G \subseteq \text{Int } Q \), we have that \( \bigcup_{k \geq 1} G_k = G \). Let \( n \geq 1 \) be the smallest index such that \( G_n \neq \emptyset \). Set \( \Gamma_k = \emptyset \) for any \( 0 \leq k \leq n - 1 \). For any \( k \geq n \), let us make an inductive choice of \( \Gamma_k \supseteq \Gamma_{k-1} \) to be a non-empty maximal \( 2^{-k} \)-separated subset of \( G_k \). Since for any \( k \geq n \) the set \( \Gamma_k \neq \emptyset \) is a \( 2^{-k} \)-net of \( G_k \), we conclude that \( \bigcup_{k \geq n} \Gamma_k = \bigcup_{k \geq 1} \Gamma_k \) is dense in \( G \).

The following lemma is the final step allowing us to prove Theorem 1.1. It shows that every bounded linear operator \( L \) with \( \|L\|_{op} < 1 \) behaves like a derivative of a typical \( \text{Lip}_1 \) function, at a typical point of \( G \).

**Lemma 3.4.** Let \( X \) and \( Y \) be Banach spaces, \( Q \) be a closed and bounded subset of \( X \) with non-empty interior, \( G \subseteq \text{Int } Q \) and \( L \in \mathcal{L}(X, Y) \) with \( \|L\|_{op} < 1 \). Then there is a residual subset \( \mathcal{H}_L \) of \( \text{Lip}_1(Q, Y) \) such that for every \( f \in \mathcal{H}_L \) the set

\[
\mathcal{P}_{L,f} := \{ x \in G : L \in \mathcal{D}_f(x) \}
\]

is residual in \( G \).

**Proof.** We assume that \( G \neq \emptyset \). Let

\[\mathcal{H}_L := \{ f \in \text{Lip}_1(Q, Y) : \text{the set } \mathcal{P}_{L,f} \text{ is residual in } G \}.\]

We prove that the set \( \mathcal{H}_L \) is residual in \( \text{Lip}_1(Q, Y) \) by describing a winning strategy for Player II in the relevant Banach-Mazur game in \( \text{Lip}_1(Q, Y) \) with the target \( \mathcal{H}_L \), in which Player I’s choices are balls \( B(f_k, r_k) \) and Player II’s choices are balls \( B(g_k, s_k) \); see subsection 2.4 for details on the Banach-Mazur game. Here and throughout the proof, given a mapping \( \phi \in \text{Lip}_1(Q, Y) \) and \( \rho > 0 \) we abbreviate the notation \( B_{\text{Lip}_1(Q, Y)}(\phi, \rho) \), for the open ball in the space \( \text{Lip}_1(Q, Y) \) with centre \( \phi \) and radius \( \rho \), to \( B(\phi, \rho) \).
Before the game starts, let Player II prepare by fixing a nested sequence \((\Gamma_k)_{k \in \mathbb{N}}\) of sets \(\Gamma_k \subseteq \Gamma_{k+1} \subseteq G\), given by Lemma 3.3.

Let \(k \geq 1\) and let \(f_k \in \text{Lip}_1(Q,Y)\) and \(r_k > 0\) denote the \(k\)-th move of Player I. If \(k \geq 2\), then

\[
B(f_k, r_k) \subseteq B(g_{k-1}, s_{k-1}).
\]

Since Player II may always replace the radius \(r_k\) by any smaller radius \(\tilde{r}_k > 0\) we may assume that \(r_k \leq 2^{-k}(1 - \|L\|_{\text{op}})\) and \(B(f_{k+1}, r_{k+1}) \subseteq B(g_k, s_k)\) for every \(k \geq 1\). \((3.11)\)

Player II then responds by applying Lemma 3.2 to find a mapping \(g_k \in \text{Lip}_1(Q,Y)\) and \(\alpha_k \in (0, r_k)\) satisfying \(\|g_k - f_k\|_{\infty} < r_k\) and

\[
g_k(x + u) = g_k(x) + Lu, \quad \text{whenever } x \in \Gamma_k \text{ and } u \in B_X(0, \alpha_k).
\]

\((3.12)\)

Finally, Player II chooses \(0 < s_k < \alpha_k/k\) \((3.13)\)

small enough so that

\[
\overline{B}(g_k, s_k) \subseteq B(f_k, r_k)
\]

\((3.14)\)

and declares \(g_k \in \text{Lip}_1(Q,Y)\) and \(s_k > 0\) as their \(k\)-th move.

Due to the conditions \((3.11)\) and \((3.14)\) the intersection

\[
\bigcap_{k=1}^{\infty} B(f_k, r_k) = \bigcap_{k=1}^{\infty} B(g_k, s_k)
\]

is a singleton set containing only the Lipschitz mapping \(g := \lim_{k \to \infty} g_k \in \text{Lip}_1(Q,Y)\).

We define a sequence \((U_k)_{k \in \mathbb{N}}\) of open sets \(U_k \subseteq X\) by

\[
U_k := \bigcup_{x \in \Gamma_k} B_X(x, s_k)
\]

and consider the set \(J \subseteq G\) given by

\[
J := G \cap \bigcap_{n=1}^{\infty} \bigcup_{k=n}^{\infty} U_k.
\]

The set \(J\) is clearly a relatively \(G_\delta\) subset of \(G\). Moreover, \(\bigcup_{k \geq n} U_k \supseteq \bigcup_{k \geq n} \Gamma_k = \bigcup_{k \geq 1} \Gamma_k\), as \(\Gamma_k\) are nested, and the latter is a dense subset of \(G\) by Lemma 3.3; thus \(J \supseteq \bigcup_{k \geq 1} \Gamma_k\) is dense in \(G\). We conclude that \(J\) is a relatively residual subset of \(G\).

To complete the proof, we show that \(L \in \mathcal{D}_g(x)\) for every \(x \in J\). Let \(x \in J\) and \(\varepsilon > 0\). Choose \(k \in \mathbb{N}\) with \(k \geq 4/\varepsilon\) such that \(x \in U_k\) and \(\alpha_k < \varepsilon\). Let \(x_k \in \Gamma_k\) be such
that \( x \in B_X(x_k, s_k) \); let \( u \in \overline{B}_X(0_X, \alpha_k) \) be arbitrary. Then, applying (3.12), we get 
\[ g_k(x_k + u) = g_k(x_k) + Lu. \]
Using this identity, we derive
\[
\|g(x + u) - g(x) - Lu\|_Y \leq \|g(x + u) - g_k(x + u)\|_Y + \|g_k(x + u) - g_k(x_k + u)\|_Y \\
+ \|g_k(x_k + u) - g_k(x_k) - Lu\|_Y + \|g_k(x_k) - g_k(x)\|_Y + \|g_k(x) - g(x)\|_Y \\
\leq 2 \|g_k - g\|_\infty + 2 \|x_k - x\|_X \leq 4s_k \frac{\alpha_k}{k},
\]
where the last inequality is due to Player II’s choice (3.13) of \( s_k \). This argument verifies
\[
\sup_{u \in \overline{B}_X(0, \alpha_k)} \frac{\|g(x + u) - g(x) - Lu\|_Y}{|\alpha_k|} \leq \frac{4}{k} \leq \varepsilon.
\]
and subsequently \( L \in \mathcal{D}_f(x) \). Since \( x \in J \) was arbitrary, we conclude that the residual subset \( J \) of \( G \) is contained in \( \mathcal{P}_{L,g} \). Hence, \( g \in \mathcal{H}_L \) and Player II wins the game. \( \square \)

We are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** Fix a dense sequence \((L_n)_{n \in \mathbb{N}}\) in the closed unit ball \( \mathbb{B}_W \) with 
\[ \|L_n\|_{op} < 1 \]
for all \( n \in \mathbb{N} \). Let the sets \( \mathcal{H}_{L_n} \subseteq \text{Lip}_1(Q,Y) \) be given by the conclusion of
Lemma 3.4. Define a residual subset \( \mathcal{F} \) of \( \text{Lip}_1(Q,Y) \) by
\[ \mathcal{F} := \bigcap_{n \in \mathbb{N}} \mathcal{H}_{L_n} \]
and let \( f \in \mathcal{F} \) be arbitrary. Let the sets \( \mathcal{P}_{L_n,f} \) be given by the conclusion of Lemma 3.4.
Consider the residual subset \( \mathcal{P} = \bigcap_{n \in \mathbb{N}} \mathcal{P}_{L_n,f} \) of \( G \) and let \( x \in \mathcal{P} \). To complete the proof, we verify that \( \mathcal{D}_f(x) \supseteq \mathbb{B}_W \).

Let \( L \in \mathbb{B}_W \) be arbitrary and then extract a subsequence of \((L_n)_{n \in \mathbb{N}}\) which converges to \( L \). To simplify the notation, we will denote this subsequence also by \((L_n)_{n \in \mathbb{N}}\). For each \( n \in \mathbb{N} \) we have \( x \in \mathcal{P}_{L_n,f} \) and so we may choose \( 0 < t_n \leq 2^{-n} \) such that 
\[ \sup_{u \in \overline{B}_X(0_X, t_n)} \|f(x + u) - f(x) - L_n u\|_Y \leq 2^{-n} t_n. \]
Then for every \( n \in \mathbb{N} \) and \( u \in \overline{B}_X(0_X, t_n) \) we have
\[
\|f(x + u) - f(x) - Lu\|_Y \leq \|f(x + u) - f(x) - L_n u\|_Y + \|L_n u - Lu\|_Y \\
\leq (2^{-n} + \|L_n - L\|_{op}) t_n.
\]
Thus, \( L \in \mathcal{D}_f(x) \). \( \square \)
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