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Abstract

In this paper, two high order numerical methods, the CCI method and the decomposition method, are propose to simulate wave propagation in locally perturbed periodic closed waveguides. As is well known the problem is not always uniquely solvable due to the existence of guided modes, the limiting absorption principle is a standard way to get the unique physical solution. Both methods are based on the Floquet-Bloch transform which transforms the original problem to an equivalent family of cell problems. The CCI method is based on a modification of integral contours of the inverse transform, and the decomposition method comes from an explicit definition of the radiation condition. Due to the local perturbation, the family of cell problems are coupled thus the whole system is actually defined in 3D. Based on different types of singularities, high order methods are developed for faster convergence rates. Finally we show the convergence results by both theoretical explanations and numerical examples.
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1 Introduction

Periodic structures are widely used in applications such as photonic crystals, for details we refer to [13, 14, 35]. This topic also attracts the interests of many mathematicians and we refer to [3, 22, 23] for the studies from mathematical point of view. It is well known that this kind of problems is challenging due to existence of guided modes. To obtain the unique physical solution, the Limiting Absorption Principle (LAP) is a standard process. The LAP process is to define the physical solution by the limit of unique solutions with absorption, as the absorption parameter tends to zero. For simplicity, in this paper we call the solution from the LAP process an LAP solution. Significant progresses have been made in the past few years in the study of this kind of problems, from both theoretical and numerical point of view. For example, in [12] with an analysis on the resolvent of the differential operator, a radiation condition was given for LAP solution in a periodic half guide, and in [10] the authors gave the radiation condition as well as semi-analytic representations for LAP solutions in the full guide. On the other hand, with the singular perturbation theory (see [1]), the radiation condition is given by authors in [19]. With this method, radiation conditions for LAP solutions are also developed for periodic layers in 2D spaces and periodic open tubes in 3D spaces, see [17, 19]. Besides the LAP, a Kondrat’ev’s weighted spaces based method was adopted by S. A. Nazarov in [29] and further works were carried out by him and his collaborators in [30–34]. On the other hand, numerical methods are also developed to compute the LAP solutions. For example, in [15] an algorithm was proposed to compute exact Dirichlet-to-Neumann maps from the LAP process and this method was extended to periodic structures with local perturbation [6, 9]. A doubling recursive procedure based method with an extrapolation technique was also developed to compute the DtN maps, see [4, 5, 36]. With a decomposition of Bloch waves, a numerical method was proposed for waveguides with different refractive indexes on both directions in [2].

In this paper, we aim to develop two high order numerical methods to simulate wave traveling in locally perturbed periodic waveguides. For both methods, the Floquet-Bloch transform is the key to transform
the problem defined in 2D unbounded domain to an equivalent coupled family of cell problems. The idea comes from some older papers of the author and A. Lechleiter for (locally perturbed) periodic surfaces see [24, 26–28, 38]. However, the problems discussed in the above papers are relatively easier since there are no guided modes and the problems are always uniquely solvable. For the problems discussed in this paper, a radiation condition is introduced to describe the LAP solutions. The first (complex contour integral/CCI) method is based on the author’s previous work on purely periodic waveguides from both theoretical (see [40]) and numerical (see [39]) point of view. The second (decomposition) method comes from an explicit characterisation of the radiation condition proposed in [17]. For both methods, analytic formulations for LAP solutions are given as extensions of periodic cases. Due to the local perturbation, the whole system is coupled thus the formulations are actually defined in 3D. This makes the computational complexity much larger than periodic problems thus high order methods are necessary. Based on different types of singularities, we develop different high order algorithms for both cases. Finally, we show that the numerical converges super-algebraically.

The rest of this paper is organized as follows. In the second section, the mathematical model is given and two explicit formulations via the Floquet-Bloch transform are given in the third section. In Section 4, different numerical schemes are developed, and numerical examples are shown in Section 5.

2 Mathematical model

Let the closed waveguide \( \Omega := \mathbb{R} \times (0, 1) \) with the upper and lower boundaries \( \Sigma_- := \mathbb{R} \times \{0\}, \Sigma_+ := \mathbb{R} \times \{1\} \). The scattering problem in \( \Omega \) is formulated by the following equations:

\[
\Delta u + k^2(n + q)u = f \text{ in } \Omega; \quad \frac{\partial u}{\partial x_2} = 0 \text{ on } \Sigma_{\pm}.
\] (1)

Here \( n \) is 1-periodic in \( x_1 \)-direction, both \( f \) and \( q \) are compactly supported. Moreover both \( n \) and \( n + q \) are strictly positive, i.e., there is a constant \( c > 0 \) such that

\[
n(x) \geq c > 0; \quad n(x) + q(x) \geq c > 0 \quad \text{for all } x \in \Omega.
\]

For convenience, we define the following periodicity cells and their boundaries:

\[
\Omega_j := \left( j - \frac{1}{2}, j + \frac{1}{2} \right) \times (0, 1); \quad \Gamma_j = \left\{ j - \frac{1}{2} \right\} \times (0, 1);
\]

\[
\Sigma_{j-\pm} = \left( j - \frac{1}{2}, j + \frac{1}{2} \right) \times \{0\}; \quad \Sigma_{j+}^\pm = \left( j - \frac{1}{2}, j + \frac{1}{2} \right) \times \{1\}.
\]

Thus \( \partial \Omega_j = \Gamma_j \cup \Sigma_{j-} \cup \Gamma_{j+1} \cup \Sigma_{j+} \). For simplicity, we assume that both \( f \) and \( q \) are supported in \( \Omega_0 \). For visualization of the locally perturbed periodic waveguide we refer to Figure 1.

![Figure 1: Periodic waveguide with local perturbation (blue disk).](image)

As is well known, the problem (1) is not always uniquely solvable for positive valued wave number \( k \). To carry out the LAP, we first consider the damped problem, by replacing \( k^2 \) with \( k^2 + \epsilon \) where \( \epsilon > 0 \). It is well known that the damped problem is uniquely solvable in \( H^1(\Omega) \). Then the limit of solution when \( \epsilon \to 0^+ \) is set to be the physical solution, which is called a LAP solution in this paper. From [10, 19, 40], the radiation condition for LAP solutions in periodic waveguides have been described in different forms, and the forms are actually equivalent.
Definition 1 (Radiation Condition). Suppose for the positive valued periodic refractive index $n$ and wavenumber $k > 0$, there are no standing waves. Then an LAP solution for $\Omega$ satisfies the following radiation conditions:

\[
\begin{align*}
    u(x) &= u_+(x) + \sum_{\ell \in L_+} a_+^{\ell} \varphi_+^{\ell}(x), \quad x_1 > 1/2; \\
    u(x) &= u_-(x) + \sum_{\ell \in L_-} a_-^{\ell} \varphi_-^{\ell}(x), \quad x_1 < -1/2;
\end{align*}
\]

where $u_\pm$ decays exponentially when $x_1 \to \pm \infty$, $\varphi_+^{\ell}$ ($\varphi_-^{\ell}$) are propagating modes travelling to the right (left). $L_+$ and $L_-$ are finite set of indexes for left or right propagating modes and $a_\pm^{\ell} \in \mathbb{C}$ are coefficients.

For definitions of standing waves and propagating modes we refer to Section 3.1 for details. The explicit formulation of LAP solutions plays the crucial role in development of numerical methods. In this paper, we show two different ways to develop different numerical schemes. For convenience, we first define a subset $H_{LAP}(\Omega) \subset H_{loc}^1(\Omega)$ which contains all the functions that satisfies the radiation condition.

Multiply the equation (1) with any compactly supported smooth function $\varphi$ on both sides. From Green’s identity, the following equation holds:

\[
\int_{\Omega} [\nabla u \cdot \nabla \varphi - k^2 (n + q) u \varphi] \, dx = -\int_{\Omega} f \varphi \, dx.
\]

From Riesz representation theorem, there is an operator $B : H_{loc}^1(\Omega) \to (H^1(\Omega))^*$ such that

\[
\int_{\Omega} [\nabla u \cdot \nabla \varphi] \, dx = \langle Bu, \varphi \rangle_{n+q,L^2},
\]

where $\langle \cdot, \cdot \rangle_{n+q,L^2}$ is the weighted $L^2$-norm in $\Omega$ with norm $n+q$. As $n+q$ is a strictly positive and bounded function in $\Omega$, this norm is equivalent to the normally defined $L^2$-norm. Then

\[
\langle (B - k^2 I)u, \varphi \rangle_{n+q,L^2} = \int_{\Omega} [\nabla u \cdot \nabla \varphi - k^2 (n + q) u \varphi] \, dx,
\]

where $I$ is the identity operator.

Assumption 2. We assume that $k^2$ does not lie in the spectrum of the operator $B$ in the space $H_{LAP}(\Omega)$.

Remark 3. For perfectly periodic waveguide, an important result is that Assumption 2 always holds (see [10, 19]). However, this case may happen for a locally perturbed periodic waveguide.

Now we show an example of such a $k > 0$ that the lies in the spectrum of $B$ for positive $n$ and $n+q$. Suppose $n$ and $f$ are defined by:

\[
n(x) = \begin{cases} 1, & |x - a_0| > 0.3; \\
9, & 0.1 < |x - a_0| < 0.3; \\
1 + 8 \zeta(|x - a_0|; 0.1, 0.3), & \text{otherwise.}
\end{cases} \quad f(x) = \begin{cases} 0, & |x - a_0| > 0.3; \\
0.5, & 0.1 < |x - a_0| < 0.3; \\
0.5 \zeta(|x - a_0|; 0.1, 0.3), & \text{otherwise;}
\end{cases}
\]

where $a_0 = (0, 0.5)^\top$, and $\zeta(t)$ is a $C^8$-continuous function defined by

\[
\zeta(t; a, b) = \begin{cases} 1, & t \leq a; \\
0, & t \geq b; \\
1 - \int_a^b \tau^{4} (\tau - a)^4 (\tau - b)^4 \, d\tau, & a < t < b.
\end{cases}
\]

When $k^2 = 3.2$, the problem (1) with $q = 0$ is uniquely solvable in $H^1(\Omega)$. The solution $u$ decays exponentially when $|x_1| \to \infty$ thus the radiation condition defined in Definition 1 is satisfied. The solution in $\Omega_0$ is shown in (a) in Figure 3 which is strictly positive in $\Omega_0$. Let $q = -k^2 f/u$ (see (b) in Figure 3), then it is the constructed local perturbation. As $n+q$ is strictly positive (see (c) in Figure 2), $u$ is the solution satisfies (1) with $f = 0$ and satisfies the radiation condition. Thus $k^2 = 3.2$ is an eigenvalue of $B$ in $H_{LAP}(\Omega)$. 3
3 Explicit formulations of LAP solutions

In this section, we formulate the LAP solutions by two different methods introduced in [39] and [19], respectively. Note that the equation (1) can be rewritten as:

\[ \Delta u + k^2 nu = r \quad \text{in } \Omega, \quad \frac{\partial u}{\partial x_2} = 0 \quad \text{on } \partial \Sigma_\pm \]  

where \( r = f - k^2 qu \) is compactly supported in \( \Omega_0 \). In this section, we extend the formulations of LAP solutions with purely periodic refractive indexes to periodic ones with local perturbations, and also prove the unique solvability of the formulations.

3.1 The quasi-periodic problems

From the Floquet theory, the quasi-periodic problems (especially corresponding eigenvalues and eigenfunctions) particularly interesting as they are related to the propagating modes. A function \( \varphi \) is \( \alpha \)-quasi-periodic in \( \Omega_0 \) if it satisfies \( \varphi(x_1 + 1, x_2) = e^{i\alpha} \varphi(x) \) when \( x \in \Omega \). The strong formulation for the quasi-periodic problem is, to find an \( \alpha \)-quasi-periodic solution such that:

\[ \Delta w + k^2 nw = r \quad \text{in } \Omega_0; \quad \frac{\partial w}{\partial x_2} = 0 \quad \text{on } \Sigma_0^\pm. \]  

It is more convenient to consider the family of \( \alpha \)-dependent problems in one fixed space, thus let \( v := e^{-i\alpha x_1} w \), then \( v \) is 0-quasi-periodic, i.e., it is periodic in \( \Omega_0 \). The strong formulation for \( v \) is:

\[ \Delta v + 2i \alpha \frac{\partial v}{\partial x_1} + (k^2 n - \alpha^2) v = e^{-i\alpha x_1} r(x) \quad \text{in } \Omega_0; \quad \frac{\partial v}{\partial x_2} = 0 \quad \text{on } \Sigma_0^\pm. \]  

For each \( \alpha \), the weak formulation of the periodic problems is, to find \( v \in H^1_{\text{per}}(\Omega_0) \) such that

\[ \int_{\Omega_0} \left[ \nabla v \cdot \nabla \overline{\psi} - \alpha \left( \frac{\partial v}{\partial x_1} \overline{\psi} - v \frac{\partial \overline{\psi}}{\partial x_1} \right) - (k^2 n - \alpha^2) v \overline{\psi} \right] \, dx = - \int_{\Omega_0} e^{-i\alpha x_1} r \overline{\psi} \, dx \]  

for any \( \psi \in H^1_{\text{per}}(\Omega_0) \). From Riesz representation theorem, there is an operator \( A(\alpha, k) : H^1_{\text{per}}(\Omega_0) \to H^1_{\text{per}}(\Omega_0) \) such that

\[ \langle A(\alpha, k) w, \psi \rangle = \int_{\Omega_0} \left[ \nabla w \cdot \nabla \overline{\psi} - \alpha \left( \frac{\partial w}{\partial x_1} \overline{\psi} - w \frac{\partial \overline{\psi}}{\partial x_1} \right) - (k^2 n - \alpha^2) w \overline{\psi} \right] \, dx, \]

where \( \langle \cdot, \cdot \rangle \) is the inner product in the space \( H^1_{\text{per}}(\Omega_0) \). It is obvious that \( A(\alpha, k) \) is a Fredholm operator. When \( k > 0 \) and \( \alpha \in \mathbb{R} \), \( A(\alpha, k) \) is a self-adjoint operator. There are operators \( A_1, A_2, A_3, A_4 \) which do not depend on \( \alpha \) and \( k \) with obvious definitions such that

\[ A(\alpha, k) = A_1 + \alpha A_2 + \alpha^2 A_3 + k^2 A_4. \]
Thus $A(\alpha, k)$ depends analytically on both $\alpha$ and $k$. From \cite{19}, for fixed $k^2$, there are only finitely many $\alpha$’s in $[-\pi, \pi]$ such that $A(\alpha, k)$ is not invertible, which are called exceptional values. The set of exceptional values is denoted by $S(k)$. They are solutions of the quadratic eigenvalue problems for fixed $k$, thus can be computed in a standard way (for details we refer to Section 4.2). In the following, we introduce some definitions and notations concerning exceptional values without proofs. For details we refer to \cite{4,5,10}.

For any $\alpha \in [-\pi, \pi]$, there is a family of analytic functions $\mu_i(\alpha)$ defined in $[-\pi, \pi]$ such that:

$$(A_1 + \alpha A_2 + \alpha^2 A_3)\varphi = -\mu_i(\alpha) A_4.\label{eq:mu}$$

For 2D periodic waveguide, none of the analytic functions is constant (see \cite{10}). For any index $i$, the graph of the function $\mu_i$, i.e., $\{ (\alpha, \mu_i(\alpha)) : \alpha \in [-\pi, \pi] \}$, is a dispersion curve. All the dispersion curves compose dispersion diagrams (see Figure 3).

![Dispersion diagrams for different $n$](image)

Figure 3: Dispersion diagrams for different $n$

For any fixed $k > 0$, there is a finite set $I$ (may be empty, for example when $k^2$ lies in the red bands on the right picture of Figure 3) such that $S(k) = \{ \alpha \in [-\pi, \pi] : \exists i \in I, s.t., \mu_i(\alpha) = k^2 \}$. Corresponding to each dispersion curve $\mu_i(\alpha)$, there is also a family of eigenfunctions $\{ \varphi_i(\alpha, x) : i \in I \}$ which also depend analytically on $\alpha$. When $\mu_i'(\alpha) > 0 (\mu_i'(\alpha) < 0)$, then the corresponding eigenfunction $\varphi_i(\alpha, \cdot)$ propagates to the right (left); when $\mu_i'(\alpha) = 0$, then $\varphi_i(\alpha, \cdot)$ is a standing wave. For fixed $k > 0$, $S(k)$ is divided into the following subsets:

- $S_-(k) := \{ \alpha \in [0, 2\pi] : \exists i \in I, s.t., \mu_i(\alpha) = k^2, \mu_i'(\alpha) < 0 \}$;
- $S_+(k) := \{ \alpha \in [0, 2\pi] : \exists i \in I, s.t., \mu_i(\alpha) = k^2, \mu_i'(\alpha) > 0 \}$;
- $S_0(k) := \{ \alpha \in [0, 2\pi] : \exists i \in I, s.t., \mu_i(\alpha) = k^2, \mu_i'(\alpha) = 0 \}$.

Note that when $S_0(k) \neq \emptyset$, the LAP does not work, so we have to make the following assumption.

**Assumption 4.** In this paper, we assume that $S_0(k) = \emptyset$.

In \cite{10}, it has been proved that the positive valued $k$’s such that Assumptions 4 holds is only a discrete set, thus this assumption is reasonable.

At the end of this subsection, we apply the Floquet-Bloch transform to (1) (for details we refer to the appendix). Let $v(\alpha, x) := \mathcal{F}u$ where $\alpha \in [-\pi, \pi]$. With formal calculation, $v(\alpha, \cdot)$ satisfies (4) and the solution $u$ is given by the inverse transform of $v$:

$$u(x) = \int_{-\pi}^{\pi} e^{i\alpha x_1} v(\alpha, x) d\alpha, \quad x \in \Omega_0.\label{eq:inverse_transform}$$

From above arguments, (5) is uniquely solvable in $H^1_{per}(\Omega_0)$ for all $\alpha \in [-\pi, \pi] \setminus S(k)$. From analytic Fredholm theory, the function $v$ is also extended to $\alpha \in \mathbb{C}$ (see Theorem 4 in \cite{39}).
**Theorem 5.** The Floquet-Bloch transformed field \( v(\alpha, \cdot) = (Ju)(\alpha, \cdot) \) is extended to an analytic function for \( \alpha \in \mathbb{C} \setminus \mathbb{F} \) (where \( \mathbb{F} \)) is a discrete set) and meromorphic function for \( \alpha \in \mathbb{C} \). Moreover, \( e^{i\alpha x_1}v(\alpha, \cdot) \) is periodic with respect to the real part of \( \alpha \), i.e.,

\[
e^{i(\alpha + 2\pi x_1)}v(\alpha + 2\pi, \cdot) = e^{i\alpha x_1}v(\alpha, \cdot), \quad \text{for almost all } \alpha \in \mathbb{C}.
\]

Note that when \( S(k) \neq \emptyset \), \( v(\alpha, \cdot) \) does not exit when \( \alpha \in S(k) \) thus the inverse transform \( \{7\} \) is not well defined. The formulation \( \{7\} \) no longer works thus we need some modifications to give exact formulations for LAP solutions.

### 3.2 Complex contour integral method

In this subsection, we introduce the first method – the complex contour integral (CCI) method. To guarantee that the CCI method works, we have to make the following assumption.

**Assumption 6.** Assume that \( k > 0 \) such that \( S_-(k) \cap S_+(k) = \emptyset \).

From [39], the positive valued \( k \)'s such that Assumptions [6] is satisfied is only a discrete set.

**Remark 7.** Assumption [6] is not necessary for the LAP and the CCI method has been extended to the case without it in [40]. Concerning the length of this paper, we keep this assumption to only focus on the most important part.

Assume that Assumption [4] and [6] are satisfied. The main idea of the CCI method is to modify the integral contour \([-\pi, \pi]\) in \( \{7\} \) such that the points in \( S(k) \) are avoided. As the set \( S(k) \) is finite, from the symmetry between \( S_+(k) \) and \( S_-(k) \) (see [39]), let

\[
S_+(k) = \left\{ \hat{\alpha}_1^+, \ldots, \hat{\alpha}_N^+ \right\} \quad \text{and} \quad S_-(k) = \left\{ \hat{\alpha}_1^-, \ldots, \hat{\alpha}_N^- \right\} \quad \text{where} \quad \hat{\alpha}_j^+ = -\hat{\alpha}_j^-.
\]

First let the disk with center \( \alpha \) and radius \( \delta > 0 \) be denoted by \( B(\alpha, \delta) \), and define

\[
D_\delta := \left[ (-\pi, \pi) \times (0, +\infty) \right] \cup \left[ \cup_{j=1}^N B\left(\hat{\alpha}_j^+, \delta\right) \right] \setminus \left[ \cup_{j=1}^N B\left(\hat{\alpha}_j^-, \delta\right) \right].
\]

Define the new integral contour by:

\[
\Lambda = \partial D_\delta \setminus \{ -\pi, \pi \} \times \mathbb{R}.
\]

With Assumption [4] and [6] we choose \( \delta > 0 \) such that the following conditions are satisfied:

- first, any two disks do not have nonempty intersection;
- second, the closure of each disk only contains one exceptional value \( \hat{\alpha}_j^\pm \).

**Theorem 8** (Theorem 7, [39]). Assumption [4] and [6] hold. Then the LAP solution for \( \{2\} \) is given by

\[
u(x) := \int_\Lambda e^{i\alpha x_1}v(\alpha, x) \, d\alpha, \quad x \in \Omega.
\]

where \( v(\alpha, \cdot) \in H^1_{per}(\Omega_0) \) solves \( \{5\} \) for any fixed \( \alpha \in \Lambda \).

From [40], the solution represented by \( \{8\} \) satisfies the radiation condition defined in Definition [1]. Since \( v(\alpha, \cdot) \) satisfies \( \{5\} \), assume \( \psi = \psi(\alpha, x) \) and integral the equation on both sides with respect to \( \alpha \) on the contour \( \Lambda \), we arrive at the variational form of the problem. The weak formulation is to find \( v \in X := L^2 \left( \Lambda; H^1_{per}(\Omega_0) \right) \) such that

\[
\int_{\Lambda} \langle A(\alpha, k)v(\alpha, \cdot), \psi(\alpha, \cdot) \rangle \, d\alpha = -\int_{\Omega_0} e^{-i\alpha x_1}v(x) \left( \int_{\Lambda} \psi(\alpha, x) \, d\alpha \right) \, dx
\]
for all $\psi \in X$. From Riesz representation theorem, there is an operator $A$ defined in $X$ such that

$$\langle Aw, \psi \rangle_X = \int_A \langle A(\alpha, k)w(\alpha, \cdot), \psi(\alpha, \cdot) \rangle \, d\alpha, \quad \forall w, \psi \in X.$$ 

As any $\alpha \in \Lambda$ is not an exceptional value, $A(\alpha, k)$ is always invertible. Thus $A$ is invertible in $X$.

As $r = f - k^2qu$, the variational formulation is written in the form:

$$\langle Aw, \psi \rangle_X - k^2 \int_{\Omega_0} \int_{\Omega_0} e^{-i\alpha x_1} q(x)u(x)\overline{\psi(\alpha, x)} \, dx \, d\alpha = - \int_{\Omega_0} \int_{\Omega_0} e^{-i\alpha x_1} f(x)\overline{\psi(\alpha, x)} \, dx \, d\alpha. \quad (9)$$

For simplicity, define the following operators. Let

$$(K\psi)(x) := \int_{\Lambda} e^{i\alpha x_1} \psi(\alpha, x) \, d\alpha, \quad x \in \Omega_0.$$ 

From Riesz representation theorem, there is an operators $T$ in $H^1_{per}(\Omega_0)$ such that

$$\langle T\varphi, \psi \rangle = \int_{\Omega_0} q(x)\varphi(x)\overline{\psi(x)} \, dx, \quad \forall \varphi, \psi \in H^1_{per}(\Omega_0).$$

As $L^2(\Omega_0)$ is compact embedded in $H^1(\Omega_0)$, the operator $T$ is also compact. Similarly, define $L$ by:

$$(L\varphi, \psi) = \int_{\Omega_0} \varphi(x)\overline{\psi(x)} \, dx, \quad \forall \varphi, \psi \in L^2(\Omega_0), \psi \in H^1_{per}(\Omega_0).$$

Then $L$ is bounded from $L^2(\Omega_0)$ to $H^1_{per}(\Omega_0)$. Thus $\text{(9)}$ is equivalent to

$$(A - k^2K^*TK)w = -K^*Lf. \quad (10)$$

Now we study the property of the operator $K$. We begin with a classical Minkowski integral inequality.

**Lemma 9** (\cite{[11]}, Theorem 202). Suppose $(S_1, \mu_1)$ and $(S_2, \mu_2)$ are two measure spaces and $F : S_1 \times S_2 \to \mathbb{R}$ is measurable. Then the following inequality holds for any $p \geq 1$

$$\left[ \int_{S_2} \left| \int_{S_1} F(y, z) \, d\mu_1(y) \right|^p \, d\mu_2(z) \right]^{1/p} \leq \int_{S_2} \left( \int_{S_1} |F(y, z)|^p \, d\mu_2(z) \right)^{1/p} \, d\mu_1(y). \quad (11)$$

**Lemma 10.** The operator $K$ is bounded from $L^2(\Lambda; H^m(\Omega_0))$ to $H^m(\Omega_0)$ for any fixed non-negative integer $m$ and $j \in \mathbb{Z}$. Especially, it is bounded from $X$ to $H^1(\Omega_0)$.

**Proof.** First consider the case when $m = 0$. Given any $w \in C^\infty(\Lambda \times \Omega_0)$, then $Kw$ is well defined and uniformly bounded for any $x \in \Omega_0$. Then from Lemma 9 (with $p = 1$) and the Cauchy-Schwartz inequality,

$$\|Kw\|_{L^2(\Omega_0)} \leq \left( \int_{\Omega_0} \left( \int_{\Omega_0} |e^{i\alpha x_1}w(\alpha, x)|^2 \, dx \right)^{1/2} \, d\alpha \right)^{1/2} \leq \left( \int_{\Omega_0} \left( \int_{\Omega_0} |e^{i\alpha x_1}w(\alpha, x)|^2 \, dx \right)^{1/2} \, d\alpha \right)^{1/2} \leq \left( \int_0^1 \left( \int_{\Omega_0} \left( \int_{\Omega_0} |e^{i\alpha x_1}w(\alpha, x)|^2 \, dx \right) \right)^{1/2} \right)^{1/2} \, d\alpha.$$ 

From the density of $C^\infty(\Lambda \times \Omega_0)$ in $L^2(\Lambda; L^2(\Omega_0))$, the above inequality holds for all $w \in L^2(\Lambda; L^2(\Omega_0))$. Thus $K$ is bounded from $L^2(\Lambda; L^2(\Omega_2))$ to $L^2(\Omega_2)$.

For $m \geq 1$, the proof is similar thus is omitted. So $K$ is bounded from $L^2(\Lambda; H^m(\Omega_0))$ to $H^m(\Omega_0)$ and particularly it is bounded from $X$ to $H^1(\Omega_0)$. 

As $A$ is invertible, $K$ and $T$ are bounded and $T$ is compact, $A - k^2K^*TK$ is a Fredholm operator. Thus it is invertible if and only if it is an injection. Then we study the well-posedness of the problem \text{(10)} in the following theorem.
Theorem 11. With Assumption 2, the operator $A - k^2\mathcal{K}^*\mathcal{K}$ is invertible. That is, given any compactly supported $f \in L^2(\Omega_0)$, the problem (10) has a unique solution in $X$.

Proof. Suppose $w$ is a solution of (10) with $f = 0$, i.e., $(A - k^2\mathcal{K}^*\mathcal{K})w = 0$. Then $w = \mathcal{K}w$ lies in $H^1(\Omega_0)$. From the arguments in [39], $u = \mathcal{K}w$ is the LAP solution with source term $-k^2qu$ thus it is the solution of (1) with $f = 0$ and satisfies the radiation condition defined in Definition 1. From Assumption 2, $u = 0$. Thus $w = 0$, which implies that $A - k^2\mathcal{K}^*\mathcal{K}$ is injective thus is invertible. So the problem (10) is well-posed in the space $X$.

We have further regularity results for the solution $w$.

Corollary 12. With Assumption 3, given any compactly supported $f \in L^2(\Omega_0)$. The solution $w$ depends piecewise smoothly on $\alpha \in \Lambda$ and for fixed $\alpha$, $w(\alpha, \cdot) \in H^2_{\text{per}}(\Omega_0)$.

Proof. As for any $\alpha \in \Lambda$, $A(\alpha, k)$ is invertible and $\Lambda$ is a piecewise smooth curve, $A(\alpha, k)$ depends piecewise smoothly on $\alpha$ from the perturbation theory. For each fixed $\alpha \in \Lambda$, $w(\alpha, \cdot) \in H^2_{\text{per}}(\Omega_0)$ from interior regularity.

### 3.3 Decomposition method

In [17,18], an explicit formulation of the radiation condition is given for periodic open tubes in 3D. However, since the method is easily transferred to this case, we introduce the decomposition method based on the definition without proofs. For simplicity, let

$$ S(k) := \{ \hat{\beta}_j : j \in J \} $$

where $J$ is a finite set.

Note that this set is exactly the same as in the previous subsection, and we change the notation just to avoid confusions. For any fixed $j$, the Fredholm operator $A(\hat{\beta}_j, k)$ is not an injection, and the null space $\tilde{Y}_j := \mathcal{N}(A(\hat{\beta}_j, k))$ is finite dimensional with dimension $m_j$. There is an orthonormal eigensystem in $\tilde{Y}_j$

$$ \{ (\lambda_{\ell,j}, \varphi_{\ell,j}) : \ell = 1, 2, \ldots, m_j \} $$

such that

$$ \int_{\Omega_0} [-\frac{1}{k} \frac{\partial \hat{\varphi}_{\ell,j}}{\partial x_1} + \hat{\beta}_j \hat{\varphi}_{\ell,j}] \psi \, dx = \lambda_{\ell,j} k \int_{\Omega_0} n \hat{\varphi}_{\ell,j} \overline{\psi} \, dx \text{ for all } \psi \in \tilde{Y}_j $$

with normalization

$$ 2k \int_{\Omega_0} n \hat{\varphi}_{\ell,j} \overline{\varphi}_{\ell',j} \, dx = \delta_{\ell,\ell'} \text{ for } \ell, \ell' = 1, 2, \ldots, m_j. $$

Let $\varphi_{\ell,j} := e^{i\beta_{\ell,j} x_1} \varphi_{\ell,j}$, then $\varphi_{\ell,j}$ is $\hat{\beta}_j$-quasi-periodic eigenfunction to the Helmholtz equation

$$ \Delta \varphi_{\ell,j} + k^2 n \varphi_{\ell,j} = 0 \text{ in } \Omega_0; \quad \varphi_{\ell,j} = 0 \text{ on } \Sigma_0. $$

For each $j \in J$, let the space spanned by $\{ \varphi_{\ell,j} : \ell = 1, 2, \ldots, m_j \}$ be denoted by $Y_j$.

With Assumption 4, $\lambda_{\ell,j} \neq 0$ for all $j \in J$ and $\ell = 1, 2, \ldots, m_j$. In [19], a positive wave number $k$ such that this condition is satisfied is also called regular. With above notations, we recall the radiation condition which is equivalent, but more explicit, compared to that defined in Definition 1.

**Definition 13** (Theorem 3.7, [17]). Suppose Assumption 3 and 4 hold. The LAP solution $u$ has a decomposition $u = u^{(1)} + u^{(2)}$ where $u^{(1)} \in H^1(\Omega)$ and $u^{(2)}$ has the form

$$ u^{(2)}(x) = \psi^+(x_1) \sum_{j \in J} \sum_{\lambda_{\ell,j} > 0} f^{+}_{\ell,j} \varphi_{\ell,j}(x) + \psi^-(x_1) \sum_{j \in J} \sum_{\lambda_{\ell,j} < 0} f^{-}_{\ell,j} \varphi_{\ell,j}(x) $$

for some $f^{+}_{\ell,j} \in \mathbb{C}$ defined by (see [18])

$$ f^{\pm}_{\ell,j} = f_{\ell,j} = \frac{i}{|\lambda_{\ell,j}|} \int_{\Omega_0} r \overline{\varphi_{\ell,j}} \, dx. $$
and
\[ \psi^+(x_1) \to 1 \text{ as } x_1 \to \infty, \psi^+(x_1) \to 0 \text{ as } x_1 \to -\infty; \quad \psi^-(x_1) = \psi^+(x_1). \]

With an assumption that \( \text{supp}(q) \subset (-1/2 + \delta, 1/2 - \delta) \times (0, 1) \) for a \( \delta \in (0, 0.5) \), we can choose proper \( \psi^+ \) and \( \psi^- \) such that
\[ \psi^+(x_1) = 1 \text{ for } x_1 \geq 1 - \frac{3\delta}{4} \text{ and } \psi^+(x_1) = 0 \text{ for } x_1 \leq 1 - \frac{\delta}{4}. \]

Then the property of \( \psi^-(x_1) := \psi^+(x_1) \) comes directly. Thus \( \psi^\pm(x_1)q(x) = 0 \) for all \( x \in \Omega \).

**Remark 14.** The choice of \( \psi^\pm(x_1) \) is of course multiple. We require that \( \psi^\pm(x_1)q(x) = 0 \) just for a simplified formulation. Without the assumption on the support of \( q \), we can set for example \( \psi^+(x_1) = 1 \) for \( x_1 \geq 3/2 \) and \( \psi^+(x_1) = 0 \) for \( x_1 \leq 1/2 \). Thus \( \psi^-(x_1) = \psi^+(x_1) \) satisfies \( \psi^-(x_1) = 1 \) for \( x_1 \leq -3/2 \) and \( \psi^-(x_1) = 0 \) for \( x_1 \geq 1/2 \). This setting is the one adopted in the numerical examples.

With the particular \( \psi^\pm \), \( u^{(1)} \in H^1(\Omega) \) is actually decaying exponentially when \( |x_1| \to \infty \). This also coincides with the radiation condition in Definition [7].

With the representation of \( u^{(2)} \), we easily arrive at the following equation for \( u^{(1)} \):
\[ \Delta u^{(1)} + k^2 nu^{(1)} = M(r)g_{\ell,j}(x), \quad (15) \]
where
\[ M(g) := g - \sum_{j \in J} \sum_{j = 1}^m \left[ \frac{1}{|\lambda\ell,j|} \int_{\Omega_0} g_{\ell,j} \, dx \right] g_{\ell,j}(x), \text{ for } g \in L^2(\Omega_0). \]

The functions \( g_{\ell,j} \) are defined by:
\[ g_{\ell,j}(x) = 2(\psi^\pm(1))^\prime \frac{\partial \psi_{\ell,j}}{\partial x_1}(x) + (\psi^\pm(1))^\prime \psi_{\ell,j}(x) \text{ when } \pm \lambda_{\ell,j} > 0. \]

From the property of \( \psi^\pm \), \( \text{supp}(g_{\ell,j}) \subset \Omega_0 \) for all \( j \) and \( \ell \). It is easily checked that \( M \) is a bounded linear operator in \( L^2(\Omega_0) \) and \( \text{ran}(M) \) is orthogonal to the kernel of the differential operator \( \Delta + k^2n \).

Let \( v(\beta, \cdot) := (\mathcal{J}u^{(1)})(\beta, \cdot) \). Since \( u^{(1)} \in H^1(\Omega) \) decays exponentially as \( |x_1| \to \infty \), \( v(\beta, \cdot) \in H^1(\Omega_0) \) exists for all \( \beta \in [-\pi, \pi] \) and depends analytically on \( \beta \) in the interval (and also extended analytically to a small neighbourhood of \( [-\pi, \pi] \)). For any fixed \( \beta \), it is the unique solution of (3) with \( r \) be replaced by \( Mv \). Similar to the arguments for the CCI method, the weak formulation for the problem is to find \( v \in L^2((-\pi, \pi); H^1_{\text{per}}(\Omega_0)) \) such that
\[ \int_{-\pi}^{\pi} \langle A(\beta, \cdot)v(\beta, \cdot), \phi(\beta, \cdot) \rangle \, d\beta = k^2 \int_{\Omega_0} M \left( qu^{(1)} \right) \left( \int_{-\pi}^{\pi} e^{i\beta_1} \phi(\beta, \cdot) \, d\beta \right) \, dx \]
\[ = - \int_{\Omega_0} M(f) \left( \int_{-\pi}^{\pi} e^{i\beta_1} \phi(\beta, \cdot) \, d\beta \right) \, dx. \quad (16) \]

Then with the definition of \( \mathcal{T} \) and \( \mathcal{L} \) in the previous section,
\[ \int_{\Omega_0} M \left( qu^{(1)} \right) \left( \int_{-\pi}^{\pi} e^{i\beta_1} \phi(\beta, \cdot) \, d\beta \right) \, dx = \int_{\Omega_0} qu^{(1)} \mathcal{M}^* \mathcal{T}^{-1} \phi \, dx = \langle \mathcal{T} u^{(1)}, \mathcal{M}^* \mathcal{T}^{-1} \phi \rangle = \langle \mathcal{T} \mathcal{J}^{-1} v, \mathcal{M}^* \mathcal{T}^{-1} \phi \rangle = \langle \mathcal{J} \mathcal{M} \mathcal{T} \mathcal{J}^{-1} v, \phi \rangle; \]
and
\[ \int_{\Omega_0} M(f) \left( \int_{-\pi}^{\pi} e^{i\beta_1} \phi(\beta, \cdot) \, d\beta \right) \, dx = \int_{\Omega_0} f \mathcal{M}^* \mathcal{T}^{-1} \phi \, dx = \langle \mathcal{L} f, \mathcal{M}^* \mathcal{T}^{-1} \phi \rangle = \langle \mathcal{J} \mathcal{M} \mathcal{L} f, \phi \rangle. \]

Note that \( \mathcal{M}^* \) is the adjoint operator of \( \mathcal{M} \) with respect to the \( L^2 \)-inner product thus is bounded.
Define the operator $\mathcal{B}$ by:

$$
\langle \mathcal{B}v, \varphi \rangle = \int_\pi (A(\beta, k)v(\beta, x), \varphi(\beta, x)) \, d\beta, \quad \text{for all } v, \varphi \in L^2((-\pi, \pi); H^1_{per}(\Omega_0)).
$$

As $A(\beta, k)$ is self-adjoint for real valued $\beta$, $\mathcal{B}$ is also self-adjoint. Thus the space $L^2((-\pi, \pi); H^1_{per}(\Omega_0))$ has the following decomposition:

$$
L^2((-\pi, \pi); H^1_{per}(\Omega_0)) = \text{ran}(\mathcal{B}) \oplus \ker(\mathcal{B}) \quad \text{and} \quad \text{ran}(\mathcal{B}) \perp \ker(\mathcal{B}).
$$

Moreover, $\ker(\mathcal{B}) = \bigoplus_{j \in \mathcal{J}} \mathcal{Y}_j$. Thus $\mathcal{B}$ is an isomorphism from $\text{ran}(\mathcal{B})$ to itself. For simplicity, let $Y := \text{ran}(\mathcal{B})$. The variational form (16) is now equivalent to

$$
(B - k^2 \mathcal{JMTJ}^{-1}) v = - \mathcal{JMLf}. \quad (17)
$$

Moreover, as $\text{ran}(\mathcal{M})$ is orthogonal to the kernel of $\Delta + k^2 u$, $\text{ran}(\mathcal{M})$ is orthogonal to $\ker(\mathcal{B})$, which implies that $\text{ran}(\mathcal{M}) \subset Y$. Thus the operator $B - k^2 \mathcal{JMTJ}^{-1}$ is from $Y$ to $Y$.

As $\mathcal{T}$ is compact, the operator $\mathcal{JMTJ}^{-1}$ is a compact operator with range in $Y$. As $\mathcal{B}$ is invertible in $Y$, $B - k^2 \mathcal{JMTJ}^{-1}$ is a Fredholm operator. Thus we arrive at the well-posed result of (17).

**Theorem 15.** Given any compactly supported $f \in L^2(\Omega_0)$ and Assumption 3 hold. The operator $B - k^2 \mathcal{JMTJ}^{-1}$ is invertible in $Y$, i.e., the problem (17) is uniquely solvable in $Y$.

When $u$ is the unique solution of (17), from previous process it satisfies the radiation condition introduced in Definition 13. Thus it is the LAP solution for the problem (1).

At the end of this section, we have to mention particularly the difficulty to solve the problem (17). Since $A(\beta, k)$ is not invertible in $H^1_{per}(\Omega_0)$ when $\beta = \hat{\beta}_j$ and it is complicated to define the space $Y$ from numerical point of view, to solve the problem directly may cause problems. To this end, we modify the formulation to avoid the singularities. Note that $v(\beta, \cdot)$ depends analytically on $\beta$ in $(-\pi - \delta, \pi + \delta) \times (-2\sigma, 2\sigma)$ for sufficiently small $\delta, \sigma > 0$. From Cauchy integral formula,

$$
\oint_{C_\sigma} e^{i\beta x_1} v(\beta, x) \, d\beta = 0,
$$

where $C_\sigma$ is the boundary of the rectangle $[-\pi, \pi] \times [0, \sigma]$ which is oriented counter-clockwise. On the other hand, $e^{i\beta x_1} v(\beta, \cdot)$ is $2\pi$-periodic with respect to the real part of $\beta$, this implies that the integrals on the left- and right edges cancel. Thus

$$
\int_{-\pi}^\pi e^{i\beta x_1} v(\beta, x) \, d\beta = \int_{-\pi}^\pi e^{\beta + i\sigma} x_1 v(\beta + i\sigma, x) \, d\beta
$$

where $v(\beta + i\sigma, \cdot)$ solves (5) with parameter $\beta + i\sigma$. In the numerical schemes, to avoid the singularities we always replace $\beta$ by $\beta + i\sigma$ in the variational formulation (16).

**4 Numerical schemes**

In this section, we introduce two numerical schemes based on the two representations. For both methods, the periodic problems (5) are computed for several times. So we briefly recall the finite element method for these problems at the very beginning.

Let $\mathcal{M}_h$ be a family of regular curved and quasi-uniform meshes which cover the domain $\Omega_0$. We also assume that there the number and heights of nodal points on the left and right boundaries of $\Omega_0$ are the same, such that we can define functions that can be extended to periodic ones on the meshes. By omitting nodal points on the right boundary, we assume that the points $x_j$ ($j = 1, 2, \ldots, M'$) be all the nodal points, where $M'$ is a positive integer. Let $M > M'$ be a positive integer and $x_j$ ($j = M' + 1, \ldots, M$) are points on the right boundary. Let $\{\zeta_j : j = 1, 2, \ldots, M'\}$ be the family of piecewise linear and globally continuous basis functions that vanish on $\Sigma^0_\perp$ defined on the meshes $\mathcal{M}_h$, and $\zeta_j(x_{j\ell}) = \delta_{j\ell}$ where $j, \ell = 1, 2, \ldots, M'$.
and where \(\delta_{j,t}\) is the Kronecker delta function. Define the function \(\zeta_j\) on \(\Gamma_1\) by the value on \(\Gamma_0\), then it is also extended periodically to \(\Omega\) as a 1-periodic function. Then we define the finite dimensional subspace:

\[
V_h := \text{span}\{\zeta_j : j = 1, 2, \ldots, M^1\} \subset H^1_{\text{per}}(\Omega_0).
\]

Then the solutions \(w(\alpha, \cdot)\) and \(v_n\) are approximated in the finite dimensional subspace \(V_h\).

In the next subsections, we introduce the two numerical methods based on formulations of the LAP solution by the complex contour integral and decomposition.

4.1 The CCI method

First we recall the variational form for the CCI method, i.e., to find \(w \in X\) such that

\[
\int_\Lambda \langle A(\alpha, k)w(\alpha, \cdot), \psi(\alpha, \cdot) \rangle \, d\alpha - k^2 \int_\Lambda \int_{\Omega_0} e^{-i\alpha x_1} q(x)w(x)\overline{\psi(\alpha, x)} \, dx \, d\alpha = -\int_\Lambda \int_{\Omega_0} e^{-i\alpha x_1} f(x)\overline{\psi(\alpha, x)} \, dx \, d\alpha \tag{18}
\]

\[
u(x) = \int_\Lambda e^{i\alpha x_1} w(\alpha, x) \, d\alpha \tag{19}
\]

In this subsection, we focus on the discretization on the curve \(\Lambda\). The modified integral contour \(\Lambda\) is composed with finite number of intervals and semicircles, thus it is piecewise smooth with finite number of corners. The first step is to parameterize \(\Lambda\) piecewisely:

\[
\Lambda = \bigcup_{j=1}^Q \{ s_j(t) = s_j^1(t) + is_j^2(t) : t \in I_j \},
\]

where \(I_j\) are closed bounded intervals, \(s_j^1, s_j^2\) are real analytic functions in a neighbourhood of the interval \(I_j \in \mathbb{R}\). With a proper parameterization, let the intervals \(I_1, \ldots, I_Q\) be

\[
I_1 = (0, a_1), \quad I_2 = (a_1, a_2), \ldots, I_j = (a_{j-1}, a_j), \ldots, I_Q = (a_{Q-1}, a_Q) = (a_{Q-1}, 1),
\]

then

\[
\Lambda = \left\{ s(t) = s_1(t) + is_2(t) : t \in [0, 1] \right\}
\]

where \(s_1 = s_1^1\) and \(s_2 = s_2^2\) in each \(I_j\), respectively. Since the trapezoidal rule converges much faster for smooth periodic functions than nonperiodic smooth functions (see [37]), we require

\[
s_j^{(m)}(a_j-1) = s_j^{(m)}(a_j) = 0, \quad \forall j = 1, 2, \ldots, Q \text{ and } m = 1, 2.
\]

Then \(s'(t)\) is smooth in \([0, 1]\) and it can be extended to a periodic smooth function in \(\mathbb{R}\). For details of this technique we refer to Section 9.6 in [20].

Replacing \(\alpha\) by \(s(t)\) in the equations (18)–(19) and let \(\tilde{w}(t, x) := w(s(t), x)s'(t)\), we arrive at the following equivalent equations:

\[
\int_0^1 \langle A(s(t), k)\tilde{w}(t, \cdot), \psi(t, \cdot) \rangle \, dt - k^2 \int_0^1 \int_{\Omega_0} e^{-is(t)x_1} q(x)\tilde{w}(t,x)\overline{\psi(t,x)s'(t)} \, dx \, dt = -\int_0^1 \int_{\Omega_0} e^{-is(t)x_1} f(x)\overline{\psi(t,x)s'(t)} \, dx \, dt \tag{20}
\]

\[
u(x) = \int_0^1 e^{is(t)x_1} \tilde{w}(t, x) \, dt \tag{21}
\]

The variational problem is to seek for \(\tilde{w} \in \tilde{X} := L^2((0,1); H^1_{\text{per}}(\Omega_0))\) such that (20)–(21) hold for all test function \(\psi \in \tilde{X}\). Moreover, from Corollary 12 \(\tilde{w} \in C^\infty_{\text{per}}([0,1]; H^2_{\text{per}}(\Omega_0))\).
Now we discretize the system (20)-(21). As the finite element discretization in the domain $\Omega_0$ has already been introduced at the beginning of this section, we only introduce the trigonometric interpolation in the domain $[0,1]$. Let $N$ be a positive integer and the uniformly distributed nodal points be
\[ t_0 = 0; \quad t_j = \frac{j}{N} \quad \forall j = 1, 2, \ldots, N. \]
Suppose $N$ is an even number, then the basic function:
\[ \xi_\ell(t) := \frac{1}{N} \sum_{m=-N/2+1}^{N/2} \exp(i2\pi m(t - t_\ell)), \quad \ell = 1, 2, \ldots, N. \]
It is well known that
\[ \xi_\ell(t_\ell') = \delta_{\ell,\ell'} \quad \text{and} \quad \int_0^1 \xi_\ell(t)\xi_\ell'(t)\,dt = \frac{1}{N} \delta_{\ell,\ell'}. \]
Now we are prepared to discretize the system (20)-(21) in the finite dimensional space:
\[ \tilde{X}_{N,h} := V_h \bigoplus V_h \bigoplus \cdots \bigoplus V_h \quad N \text{ spaces}. \]
Let $\tilde{w}_{N,h} \in \tilde{X}_{N,h}$ be the approximation of $\tilde{w}$ in the form of:
\[ \tilde{w}_{N,h}(t,x) = \sum_{\ell=1}^{N} \sum_{j=1}^{M} \hat{w}_{\ell,j} \xi_\ell(t)\zeta_j(x). \]
With the test function $\psi(t,x) = \xi_\ell(t)\zeta_j'(x)$, (20)-(21) is discretized as:
\[
\frac{1}{N} \delta_{\ell,\ell'} \sum_{j=1}^{M} \hat{w}_{\ell,j} \langle A(t, k)\zeta_j, \zeta_j' \rangle - \frac{k^2}{N} \sum_{j=1}^{M} \hat{u}_j \left( \int_{\Omega_0} e^{-i\lambda(t_\ell')x_1} q(x)\zeta_j(x)\zeta_j'(x)\,dx \right) s'(t_\ell') = -\frac{1}{N} \left( \int_{\Omega_0} e^{-i\lambda(t_\ell')x_1} f(x)\zeta_j'(x)\,dx \right) s'(t_\ell'),
\]
(22)

together with the coefficients of $\hat{u}_j$:
\[ \hat{u}_j = \frac{1}{N} \sum_{\ell=1}^{N} e^{i\lambda(t_\ell')x_1} \hat{w}_{\ell,j}. \]
With (23) we also get the approximation of $u$, i.e., $u_{N,h}$, at the same time.

Finally the system (22)-(23) is summarized as the following matrix:
\[
\begin{pmatrix}
A_1 & 0 & \cdots & 0 & C_1 \\
0 & A_2 & \cdots & 0 & C_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & A_N & C_N \\
B_1 & B_2 & \cdots & B_N & I
\end{pmatrix}
\begin{pmatrix}
W_1 \\
W_2 \\
\vdots \\
W_N \\
U
\end{pmatrix} =
\begin{pmatrix}
F_1 \\
F_2 \\
\vdots \\
F_N \\
0
\end{pmatrix},
\]
(24)
where $W_j = (\hat{w}_{1,j}, \ldots, \hat{w}_{M,j})^\top$ and $U = (\hat{u}_1, \ldots, \hat{u}_M)^\top$. $A_j$ comes from the first term of (22), $C_j$ comes from the second term of (22), $B_j$ comes from (23), $F_j$ comes from the right hand side. The size of this system is $(N+1)M \times (N+1)M$. Note that $U$ is treated as an additional unknown vector just for a simpler representation of the linear system.
4.2 The decomposition method

We introduce the decomposition method in this subsection. First we recall the variational form from \([16]\) with the definition of \(M\) (note that \(\beta\) is already replaced by \(\beta + i\sigma\)):

\[
\int_{-\pi}^{\pi} (A(\beta + i\sigma,k)v(\beta,\gamma),\psi(\beta,\gamma)) d\beta - k^2 \int_{-\pi}^{\pi} \int_{\Omega_0} e^{-i(\beta+i\sigma)x^2} q(x) u^{(1)}(x) \overline{\psi(\beta,x)} \, dx \, d\beta
+ \sum_{j \in J} \sum_{\ell = 1}^{m_j} C_{\ell,j}(\psi) = - \int_{-\pi}^{\pi} \int_{\Omega_0} e^{-i(\beta+i\sigma)x^2} f_0(x) \overline{\psi(\beta,x)} \, dx \, d\beta;
\]

\[
u^{(1)}(x) = \int_{-\pi}^{\pi} e^{i(\beta+i\sigma)x^2} v(\beta + i\sigma, x) \, d\beta;\]

\[
C_{\ell,j}(\psi) = \frac{ik^2}{|\lambda_{\ell,j}|} \left[ \int_{\Omega_0} q(x) u^{(1)}(x) \overline{\varphi_{\ell,j}} \, dx \right] \int_{-\pi}^{\pi} \int_{\Omega_0} e^{-i(\beta+i\sigma)x^2} q(x) g_{\ell,j}(x) \overline{\psi(\beta,x)} \, dx \, d\beta
\]

\[
f_0(x) = f - \sum_{j \in J} \sum_{\ell = 1}^{m_j} \frac{1}{|\lambda_{\ell,j}|} \left[ \int_{\Omega_0} f(x) \overline{\varphi_{\ell,j}} \, dx \right] g_{\ell,j}(x);
\]

Then \(\hat{Y}_j\) is the solution of the following generalized eigenvalue problem: \(B_1 W = \hat{\beta}_j B_2 W\). By solving this problem, we find all the eigenvalues and eigenfunctions

\[
\left\{ \left( \hat{\beta}_j, \varphi_{\ell,j} \right) : j \in J, \ell = 1, 2, \ldots, m_j \right\}.
\]

Then \(\hat{Y}_j = \text{span} \{ \varphi_{\ell,j} : \ell = 1, 2, \ldots, m_j \}\). The discretization of the operators is also based on the finite element method. Let the corresponding matrices be denoted by \(A_1^h, A_2^h, A_3^h, A_4^h, A_5^h, B_1^h, B_2^h\), by solving \((29)\), the numerical results are denoted by

\[
\left\{ \left( \hat{\beta}_j^h, \hat{\varphi}_{\ell,j}^h \right) : j \in J, \ell = 1, 2, \ldots, m_j \right\}.
\]

It is known that since the discretized form \(B_1^h\) and \(B_2^h\) converges to exact operators \(B_1\) and \(B_2\) as \(h \to 0^+\),

\[
\lim_{h \to 0^+} \hat{\beta}_j^h = \hat{\beta}_j, \quad \lim_{h \to 0^+} \hat{\varphi}_{\ell,j}^h = \varphi_{\ell,j}
\]

hold for all \(j \in J\) and \(\ell = 1, 2, \ldots, m_j\) (see Chapter 4, Section 3.5, \([16]\)). However, the convergence rate of \(\|\hat{\beta}_j^h - \hat{\beta}_j\|_{L^2(\Omega_0)}\) and \(\|\hat{\varphi}_{\ell,j}^h - \varphi_{\ell,j}\|_{H^1_{\text{div}}(\Omega_0)}\) with respect to the meshsize \(h\) is not clear. For simplicity, let \(E(h)\) be a function depends on \(h \in (0, h_0)\) for a sufficiently small \(h_0\) such that

\[
\|\hat{\beta}_j^h - \hat{\beta}_j\|_{L^2(\Omega_0)} \leq E(h).
\]

From the convergence result, it is reasonable to require that \(E(h) \to 0\) when \(h \to 0^+\).
With the eigenfunctions \( \{ \hat{\varphi}_{\ell,j}^h : \ell = 1, 2, \ldots, m_j \} \) for fixed \( j \in J \), we go to the second step, i.e., to construct the orthonormal eigensystem (12) with condition (13). The eigenfunctions are in the form of

\[
\varphi_{\ell,j}^h(x) = \sum_{\ell' = 1}^{m_j} c_{\ell',\ell}^h \varphi_{\ell',j}^h(x)
\]

(30)

where the coefficients \( c_{\ell',\ell}^h \in \mathbb{C} \). Thus the problem is then to find out the approximated eigenvalues \( \lambda_{\ell,j}^h \) and coefficients \( c_{\ell',\ell}^h \) for all \( \ell, \ell' = 1, 2, \ldots, m_j \). From (13), for fixed \( \ell = 1, 2, \ldots, m_j \),

\[
\sum_{\ell' = 1}^{m_j} c_{\ell',\ell}^h \left( \int_{\Omega_0} \left[ -\frac{i}{\partial x_1} \varphi_{\ell',j}^h + \beta_j \varphi_{\ell',j}^h \right] \varphi_{\ell',j}^h \right) dx = \lambda_{\ell,j}^h \sum_{\ell' = 1}^{m_j} c_{\ell',\ell}^h \left( k \int_{\Omega_0} \varphi_{\ell',j}^h \varphi_{\ell',j}^h dx \right)
\]

holds for any \( \ell' = 1, 2, \ldots, m_j \). Let

\[
a_{\ell,\ell'}^j = \int_{\Omega_0} \left[ -\frac{i}{\partial x_1} \varphi_{\ell,j}^h + \beta_j \varphi_{\ell,j}^h \right] \varphi_{\ell,j}^h dx; \quad b_{\ell,\ell'}^j = k \int_{\Omega_0} \varphi_{\ell,j}^h \varphi_{\ell,j}^h dx,
\]

then

\[
\begin{pmatrix}
a_{1,1}^1 & a_{1,2}^1 & \cdots & a_{1,m_j}^1 \\
a_{2,1}^1 & a_{2,2}^1 & \cdots & a_{2,m_j}^1 \\
\vdots & \vdots & \ddots & \vdots \\
a_{m_j,1}^1 & a_{m_j,2}^1 & \cdots & a_{m_j,m_j}^1
\end{pmatrix}
\begin{pmatrix}
c_{1,1}^{\ell_1,\ell} \\
c_{1,2}^{\ell_1,\ell} \\
\vdots \\
c_{m_j}^{\ell_1,\ell}
\end{pmatrix}
= \lambda_{\ell,j}^h
\begin{pmatrix}
b_{1,1}^j \\
b_{1,2}^j \\
\vdots \\
b_{m_j}^j
\end{pmatrix}

(31)

By solving this generalized eigenvalue problem, we get all the coefficients \( c_{\ell',\ell}^h \) and eigenvalues \( \lambda_{\ell,j}^h \). Then the function \( \varphi_{\ell,j}^h \) is obtained directly by (30). Finally, we normalize the functions \( \varphi_{\ell,j}^h \) such that

\[
2k \int_{\Omega_0} n(x) \varphi_{\ell,j}^h(x) \bar{\varphi}_{\ell,j}^h(x) dx = 1.
\]

Let \( \varphi_{\ell,j}^h(x) := e^{i \beta_j x_1} \varphi_{\ell,j}^h(x) \), then the system \( \{ (\lambda_{\ell,j}^h, \varphi_{\ell,j}^h) : \ell = 1, 2, \ldots, m_j \} \) for fixed \( j \in J \) is the numerical approximation of (12). Here we still let \( E(h) \) be the error bound, i.e.,

\[
|\lambda_{\ell,j}^h - \lambda_{\ell,j}|, \|\varphi_{\ell,j}^h - \varphi_{\ell,j}\|_{H^2(\Omega_0)} \leq E(h).
\]

Now we replace \( \lambda_{\ell,j} \) and \( \varphi_{\ell,j} \) by \( \lambda_{\ell,j}^h \) and \( \varphi_{\ell,j}^h \) in (25)–(28), an approximated formulation is obtained:

\[
\int_{-\pi}^{\pi} \langle A(\beta + i\sigma, k) \nu^h(\beta + i\sigma), \psi(\beta, \cdot) \rangle d\beta - k^2 \int_{-\pi}^{\pi} \int_{\Omega_0} e^{-i(\beta + i\sigma)x_1} q(x) u_{\ell,j}^{(1)}(x) \bar{\psi}(\beta, x) dx d\beta
\]

\[
+ \sum_{j \in J} m_j \int_{\Omega_0} C_{\ell,j}(\psi) \psi(x) f_{\ell,j}^h(x) d\beta
\]

(32)

\[
u_{\ell,j}^{(1)}(x) = \int_{-\pi}^{\pi} e^{i(\beta + i\sigma)x_1} \nu^h(\beta + i\sigma, x) d\beta;
\]

\[
C_{\ell,j}(\psi) = \frac{ik^2}{|\lambda_{\ell,j}^h|} \int_{\Omega_0} q(x) u_{\ell,j}^{(1)}(x) \bar{\varphi}_{\ell,j}^h dx \int_{-\pi}^{\pi} \int_{\Omega_0} e^{-i(\beta + i\sigma)x_1} q(x) g_{\ell,j}^h(x) \bar{\psi}(\beta, x) dx d\beta
\]

(33)

\[
f_{\ell,j}^h(x) = f - \sum_{j \in J} \frac{1}{|\lambda_{\ell,j}^h|} \int_{\Omega_0} f(x) \varphi_{\ell,j}^h(x) dx \psi_{\ell,j}(x).
\]

(34)

Here \( g_{\ell,j}^h \) is defined in the same way as \( g_{\ell,j} \) by replacing \( \varphi_{\ell,j} \) with \( \varphi_{\ell,j}^h \). Thus the error \( \| g_{\ell,j} - g_{\ell,j}^h \|_{L^2(\Omega_0)} \leq E(h) \). Since \( \lim_{h \to 0^+} E(h) = 0 \), when \( h \) is sufficiently small, the above variational formulation is a small perturbation of (25)–(28). From perturbation theory the following estimation is obvious:

\[
\left\| u_{\ell,j}^{(1)} - u_1^{(1)} \right\|_{H^1(\Omega_0)} \leq E(h).
\]
Now we are prepared to discretize the system \((1)\)–\((4)\). Let \(g\) be a complex valued smooth function defined in \([0,1]\) such that \(g(t) = \text{Re}(g(t)) + i\sigma\) and

\[
\text{Re}(g(0)) = -\pi \quad \text{and} \quad \text{Re}(g(1)) = \pi, \quad g^{(m)}(0) = g^{(m)}(1) = 0 \quad \text{for all} \quad m = 1, 2, \ldots.
\]

Replace \(\beta + i\sigma\) by \(g(t)\) in \((1)\)–\((3)\), and define \(\tilde{v}(t,x) := \nu^h(g(t),x)g'(t)\), then \(\tilde{v} \in C^\infty_{\text{per}} \left([0,1]; H^2_{\text{per}}(\Omega_0)\right)\).

We arrive at the variational form for \(\tilde{v}\), i.e., to find \(\tilde{v} \in L^2\left((0,1); H^1_{\text{per}}(\Omega_0)\right)\) such that

\[
\int_0^1 (A(g(t), k)\tilde{v}(t, \cdot), \psi(t, \cdot)) \, dt - k^2 \int_0^1 \int_{\Omega_0} e^{-ig(t)x_1} q(x) u_h^{(1)}(x) \overline{\tilde{v}(t,x)g'(t)} \, dx \, dt \]

\[
+ \sum_{\ell,j} \sum_{m_\ell} C^h_{\ell,j}(\psi) = - \int_0^1 \int_{\Omega_0} e^{-ig(t)x_1} f_0^h(x) \psi(t,x)g'(t) \, dx \, dt;
\]

\[
u_h^{(1)}(x) = \int_0^1 e^{ig(t)x_1} \tilde{v}(t,x) \, dt;
\]

\[
C^h_{\ell,j}(\psi) = \frac{ik^2}{|\lambda_{\ell,j}|} \left[ \int_{\Omega_0} q(x) u_h^{(1)}(x) \overline{\phi_{\ell,j}} \, dx \right] \int_0^1 \int_{\Omega_0} e^{-ig(t)x_1} q(x) g_{\ell,j}^h(\psi(t,x)g'(t)) \, dx \, dt
\]

hold for any \(\psi \in L^2\left((0,1); H^1_{\text{per}}(\Omega_0)\right)\), where \(f_0^h\) is defined in \((4)\).

We use the same discretization as in the CCI method and consider the discretized problem in the space \(\tilde{X}_{N,h}\), where \(\tilde{v}_{N,h} \subset \tilde{X}_{N,h}\) is given by:

\[
\tilde{v}_{N,h} = \sum_{\ell=1}^N \sum_{j=1}^{M'} \tilde{v}_{\ell,j} \xi_{\ell}(t) \zeta_j(x).
\]

With the test function \(\psi(t,x) = \xi_{\ell'}(t)\zeta_{j'}(x)\), we get the discretized form of the system \((1)\)–\((4)\):

\[
\frac{1}{N} \delta_{\ell,\ell'} \sum_{j=1}^M \hat{v}_{\ell,j} \left( A(t, k) \zeta_j, \zeta_{j'} \right) - \frac{k^2}{N} \sum_{j=1}^M \hat{v}_j \left( \int_{\Omega_0} e^{-ig(t)e y_1} q(x) \zeta_j(x) \zeta_{j'}(x) \, dx \right) g'(t_{\ell'})
\]

\[
+ \sum_{j'' \in J} \sum_{\ell'' \in J} C^{N,h}_{\ell'',j''} \left[ \int_{\Omega_0} e^{-ig(t_{\ell''})x_1} q(x) g_{\ell'',j''}(\zeta_j) \zeta_{j'}(x) \, dx \right] g'(t_{\ell''})
\]

\[
= - \frac{1}{N} \left( \int_{\Omega_0} e^{-ig(t_{\ell''})x_1} f_0^h(x) \zeta_{j'}(x) \, dx \right) g'(t_{\ell'})
\]

\[
\text{together with the coefficients } \tilde{v}_j \text{ and } C:
\]

\[
\tilde{v}_j = \frac{1}{N} \sum_{\ell=1}^N e^{ig(t_{\ell})x_1} \hat{v}_{\ell,j};
\]

\[
C^{N,h}_{\ell,j} = \frac{|k|^2}{|\lambda_{\ell,j}|} \frac{1}{N} \left[ \int_{\Omega_0} q(x) u_h^{(1)}(x) \overline{\phi_{\ell,j}} \, dx \right].
\]

Similar to the CCI method, we approximate \(u_h^{(1)}\) by \(u_{N,h}^{(1)}\), with coefficients defined by \((4)\) at the same time.
Finally the system (38)-(40) is summarized as the following matrix:

\[
\begin{pmatrix}
A_1 & 0 & \cdots & 0 & S_{1,1}^h & S_{1,2}^h & \cdots & S_{I,1}^h & \tilde{C}_1 \\
0 & A_2 & \cdots & 0 & S_{1,2}^h & S_{2,2}^h & \cdots & S_{I,2}^h & \tilde{C}_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \tilde{A}_N & S_{1,N}^h & S_{2,N}^h & \cdots & S_{I,N}^h & \tilde{C}_N \\
0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 & D_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 1 & D_I \\
\tilde{B}_1 & \tilde{B}_2 & \cdots & \tilde{B}_N & 0 & 0 & \cdots & 0 & I \\
\end{pmatrix}
\begin{pmatrix}
V_1 \\
V_2 \\
\vdots \\
V_N \\
C_{N,h} \\
C_{I,h} \\
U^{(1)}
\end{pmatrix} = \begin{pmatrix}
\tilde{F}_1 \\
\tilde{F}_2 \\
\vdots \\
\tilde{F}_N \\
\tilde{F}_{I} \\
0
\end{pmatrix},
\]

(41)

where \(\tilde{A}_j\) comes from the first term of (38), \(\tilde{C}_j\) comes from the second term of (38), \(S_{i,j}^h\) comes from the third term of (38), \(\tilde{B}_j\) comes from the right hand side, \(D_j\) comes from the second term in (40) and \(\tilde{F}_j\) come from the right hand side of (38), \(C_{j,h}^N\) are reordered with the indexes \(j = 1, 2, \ldots, I\). Note here \(I = \sum_{j \in J} m_j\). The size of this system is \((NM + M + I) \times (NM + M + I)\).

### 4.3 Error estimations

In the last part of this section, we present the error estimations for both of the algorithms. Since both the solution \(\tilde{w}(t, x)\) of (20) and the solution \(\tilde{v}(t, x)\) of (35) lie in the space \(C_{\per}^\infty (\Omega)\), we can use the error estimation introduced in (38). First result is the error estimation of the interpolation in the finite dimensional space \(X_{N,h}\).

**Theorem 16** (Theorem 32, [38]). Suppose \(v \in C_{\per}^\infty ([0, 1]; H^2_{\per}(\Omega))\) and \(v_{N,h}\) is the interpolation of \(v\) in the subspace \(X_{N,h}\). Then

\[
\min_{v_{N,h} \in X_{N,h}} \|v - v_{N,h}\|_{L^2([0, 1]; H^1_{\per}(\Omega))} \leq C \left( N^{-n} + h \right) \|v\|_{C_{\per}^\infty ([0, 1]; H^2_{\per}(\Omega))},
\]

where \(n\) can be any positive integer and \(C\) depends on \(n\).

This implies that the interpolation decays super algebraically with respect to the parameter \(1/N\) but linearly with respect to \(h\). With this result, we get the error estimations for finite element solutions of the variational problems (20) and (35) and (38)–(41).

**Theorem 17** (Theorem 34, [38]). Let \(\tilde{w}\) be the exact solution of (20)–(21) and \(\tilde{w}_{N,h}\) the finite element solution of the corresponding discretized form (22)–(23). Let \(\tilde{v}\) be the exact solution of (35)–(37) and \(\tilde{v}_{N,h}\) be the finite element solution of (38)–(40). For sufficiently small \(h > 0\) and sufficiently large positive integer \(N\), we have the following error estimations:

\[
\|\tilde{w} - \tilde{w}_{N,h}\|_{L^2([0, 1]; \Omega)} \leq C h \left( N^{-n} + h \right) \|\tilde{w}\|_{C_{\per}^\infty ([0, 1]; H^2_{\per}(\Omega))};
\]

(42)

\[
\|\tilde{v} - \tilde{v}_{N,h}\|_{L^2([0, 1]; \Omega)} \leq C h \left( N^{-n} + h \right) \|\tilde{v}\|_{C_{\per}^\infty ([0, 1]; H^2_{\per}(\Omega))}.
\]

(43)

where \(C\) is a parameter depends on \(n\).

For the both methods, we get the original solution from (23), and the error is also easily obtained:

\[
\|u - u_{N,h}\|_{L^2(\Omega)} \leq C h \left( N^{-n} + h \right) \|\tilde{v}\|_{C_{\per}^\infty ([0, 1]; H^2_{\per}(\Omega))};
\]

(44)

\[
\|u_h^{(1)} - u_{N,h}\|_{L^2(\Omega)} \leq C h \left( N^{-n} + h \right) \|\tilde{v}\|_{C_{\per}^\infty ([0, 1]; H^2_{\per}(\Omega))}.
\]

(45)

For the CCI method, the final error estimation is already obtained by (44). For the decomposition method, since \(u_h^{(1)} - u_{N,h}^{(1)}\|_{L^2(\Omega)} \leq E(h),\)

\[
\|u_h^{(1)} - u_{N,h}^{(1)}\|_{L^2(\Omega)} \leq C h \left( N^{-n} + h \right) \|\tilde{v}\|_{C_{\per}^\infty ([0, 1]; H^2_{\per}(\Omega))} + E(h).
\]

16
we compute the exceptional values and the positive valued ones are listed in Table 5.1. As the second term also has an error bounded by $Ch\left(N^{-n}+h\right)\|\tilde{v}\|_{C^\infty_{per}\left([0,1];H^2_{per}\left(\Omega_0\right)\right)} + E(h)$, finally we get the error estimate for the decomposition method:

$$\|u - \tilde{u}_{N,h}\|_{L^2(\Omega_0)} \leq Ch\left(N^{-n}+h\right)\|\tilde{v}\|_{C^\infty_{per}\left([0,1];H^2_{per}\left(\Omega_0\right)\right)} + E(h).$$

### 5 Numerical examples

In this section, we use some numerical examples to show the efficiency of both of the methods. For both examples, we already be defined in Remark 2, and the meshsize $h$ is chosen as 0.005, 0.01, 0.02, 0.04. The parameter $N$ is chosen as 4, 8, 16, 32, 64.

We show numerical results for two different examples. For both examples, $f$ and $q$ are the same. $f$ is already be defined in Remark 2, and $q$ is defined by:

$$q(x) = \begin{cases} 
0, & |x - b_0| > 0.15; \\
2, & 0.1 < |x - b_0| < 0.15; \\
2\zeta(|x - b_0|; 0.1, 0.15), & \text{otherwise.}
\end{cases}$$

where $b_0 = (0.2, 0.2)^T$. In Example 1, the periodic refractive index $n = n_1$ is defined also in Remark 2, while in Example 2,

$$n(x) = n_2(x) = 3 + \sin(4\pi x_1).$$

The wave number is chosen as $\sqrt{17}$ in Example 1 and $\sqrt{12}$ in Example 2. We plot the dispersion diagrams for different examples in Figure 4. From the diagrams we get the set of exceptional values for two examples. For Example 1,

$$S(k) = \left\{-0.9577, 0.9577\right\} \text{ and } S_-(k) = \left\{-0.9577\right\}, \quad S_+(k) = \left\{0.9577\right\};$$

while for Example 2,

$$S(k) = \left\{-1.0326, 1.0326\right\} \text{ and } S_-(k) = \left\{1.0326\right\}, \quad S_+(k) = \left\{-1.0326\right\}.$$  

Note that since the above results are numerical, they are not exact. Based on the exceptional values, we also show the integral contour $\Lambda$ in Figure 5.

#### 5.1 The convergence of exceptional values

First, we show the convergence of the approximated exceptional values with respect to the meshsize $h$. As the convergence of eigenfunctions and $\lambda^h_{\ell,j}$ are similar, they are omitted here. For $h = 0.04, 0.02, 0.01, 0.005$, we compute the exceptional values and the positive valued ones are listed in Table 5.1.

|                 | $h = 0.04$ | $h = 0.02$ | $h = 0.01$ | $h = 0.005$ |
|-----------------|------------|------------|------------|------------|
| Example 1       | 0.8982     | 0.9435     | 0.9549     | 0.9577     |
| Example 2       | 1.0738     | 1.0387     | 1.0337     | 1.0326     |

Table 1: Positive valued exceptional values computed with different $h$’s.

If the values at $h = 0.005$ is treated as “exact”, then we plot the relative error with respect to the parameter $h$ in logarithmic scales in the first picture in Figure 6. From the plot, the slope for the red curve is about 2.2 and for the blue one is about 2.6, which corresponds to (and even a little faster than) the convergence of the finite element method. Thus we can trust the exceptional values as well as the corresponding eigenfunctions computed by this method and the convergence rate is about $O(h^2)$. 

5.2 Numerical results

In this section, we focus on the numerical results obtained by the proposed methods. For both examples, we use a completely different method introduced in [5] to produce results as “exact solutions”. In the computation we use Lagrangian element with meshsize $0.005$ and an extrapolation technique with data points $0.001, 0.0005, 0.00025$, and the solution is denoted by $u_{\text{exa}}$. Then the error is estimated as:

$$\text{err}_{N,h} = \frac{\|u_{N,h} - u_{\text{exa}}\|_{L^2(\Omega_0)}}{\|u_{\text{exa}}\|_{L^2(\Omega_0)}}.$$  

For the decomposition method, the parameter $\sigma$ is chosen to be $0.2$. For the relative errors with different examples and methods we refer to Table 5.2-5.2. From the four tables, the relative errors decrease as $h$ gets smaller and $N$ gets larger, but the decreases stop at the level of $3 \times 10^{-3}$. This may due to the lack of accuracy of the “exact solutions”.

|        | $h = 0.04$ | $h = 0.02$ | $h = 0.01$ | $h = 0.005$ |
|--------|------------|------------|------------|-------------|
| $N = 16$ | 1.98E−1    | 1.85E−1    | 1.80E−1    | 1.78E−1     |
| $N = 32$ | 8.87E−2    | 5.26E−2    | 4.30E−2    | 4.06E−2     |
| $N = 64$ | 6.21E−2    | 1.96E−2    | 7.54E−3    | 4.60E−3     |
| $N = 128$ | 6.12E−2    | 1.87E−2    | 6.80E−3    | 3.82E−3     |
| $N = 256$ | 6.12E−2    | 1.87E−2    | 6.60E−3    | 3.82E−3     |

Table 2: Relative error for Example 1, CCI method.

Now let’s turn to the convergence rate. For both examples and methods, we study the dependence of the errors on $h$ and $N$ separately. To study the dependence on $h$, we fix a large $N$, i.e., $N = 256$ and let the solutions with $h = 0.005$ be the “exact” ones. Then we show the relative errors

$$\text{err}_{256,h} = \frac{\|u_{256,h} - u_{256,0.005}\|_{L^2(\Omega_0)}}{\|u_{256,0.005}\|_{L^2(\Omega_0)}}.$$  

Figure 4: Dispersion diagrams: Example 1 in (a) and Example 2 in (b). Blue dots are points in $S_+(k)$ and purple squares are points in $S_-(k)$.

Figure 5: Integral contour $\Lambda$: Example 1 in (a) and Example 2 in (b). Red dots exceptional values.
Since the super-algebraic convergence of both algorithms with respect to the parameter $N$ is already shown, we fix $N = 256$ and compute the relative errors for different $h's$:

$$\text{err}_{N, h} = \frac{\|u_{N, h} - u_{256, h}\|_{L^2(\Omega_h)}}{\|u_{256, h}\|_{L^2(\Omega_h)}}$$

where $u_{N, h}^{CCI}$ and $u_{N, h}^{D}$ are numerical results obtained from the CCI method and decomposition method, respectively. The relative errors are shown in Table 5.2. The data are also plotted in logarithmic scales in (d) in Figure 6. For Example 1, the slope of the curve is about 1.8 and for Example 2, the slope is about 1.9. The results also corresponds to the error analysis of the finite element method and the convergence of exceptional values shown in (a) in Figure 6. Moreover, since the solutions for both methods coincide with each other, we can trust both of the algorithms.

**6 Conclusion**

In the last section of this paper, we compare the two algorithms. Both methods have second order convergence with respect to the meshsize and super algebraically with respect to the number of nodal points on $[0, 1]$. The computational complexity is also similar with the same parameters. The CCI method requires the additional Assumption 6 which is not necessary for the LAP process and the decomposition method. Fortunately this only excludes a discrete subset of $(0, +\infty)$. On the other hand, the decomposition method involves two steps and has a relatively more complicated formulation compare to the CCI method. Since both algorithms converges supre-algebraically with respect to the parameter $N$, they are very efficient and we can choose different algorithm according to different settings and requirements.
First we recall definitions of smooth and analytic functions with values in Banach spaces.

**Definition 18.** Suppose $F$ is a map from an open set $U \subset \mathbb{C}^N$ into a complex Banach space $X$. Then

- $F$ is analytic at $z_0 \in U$ if there is an $R > 0$ and a series $\{f_n : n \in \mathbb{N}\} \subset X$ such that
  \[ F(z) = \sum_{n=0}^{\infty} \frac{(z - z_0)^n}{n!} f_n \]
  converges uniformly for $z \in B(z_0, R) \cap U$ where $B(z_0, R)$ is the disk with center $z_0$ and radius $R$.

- $F$ is smooth at $z_0 \in U$ if its Fréchet differentiable of any order exists.

With Definition [18], we can easily define spaces $C^\infty([a, b]; H^\ast(\Omega_0))$, $C^\infty([a, b]; H^s(\Omega_0))$ where the functions depend analytically or smoothly on the first variable. The space $C^\infty_{\text{per}}([a, b]; H^s(\Omega_0))$ is the subspace of $C^\infty([a, b]; H^s(\Omega_0))$ with an additional periodic condition on any order derivatives of the first variable.

We introduce the Floquet-Bloch transform. For a function $\varphi \in C^\infty_0(\Omega)$, define the transform
\[
(J\varphi)(\alpha, x) := (2\pi)^{-1/2} \sum_{j \in \mathbb{Z}} \varphi \left( x + \left( \begin{array}{c} j \\ 0 \end{array} \right) \right) e^{-i\alpha(x_1 + j)).
\]

It is easily checked that with fixed $\alpha \in \mathbb{R}$, $(J\varphi)(\alpha, \cdot)$ is 1-periodic in $x_1$-direction. For fixed $x \in \Omega_0$, $e^{i\alpha x_1}(J\varphi)(\alpha, x)$ is 2\text{-periodic in $\alpha$. The properties of the transform is concluded in the following theorem. For details we refer to [21, 25].

**Theorem 19.** The Floquet-Bloch transform is extended to an isometry between $H^\ast(\Omega)$ and $L^2((-\pi, \pi); H^s_{\text{per}}(\Omega_0))$ for any $s \in \mathbb{R}$ and its inverse transform is:
\[
(J^{-1}\psi)(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \psi(\alpha, x) e^{i\alpha x_1} \, d\alpha.
\]

Moreover, the adjoint operator of $J$ with respect to the inner product of $L^2((-\pi, \pi); L^2(\Omega_0))$, denoted by $J^*$, equals to $J^{-1}$.

$J\varphi$ depends analytically on $\alpha$ if and only if $\varphi$ decays exponentially when $|x_1| \to \infty$.

Note here the subscript \text{per} is to indicate that the function is periodic for fixed first variable.
Table 7: Relative errors with different $N$'s for fixed $h = 0.005$.

| $N$ | Example 1 (CCI) | Example 1 (D) | Example 2 (CCI) | Example 2 (D) |
|-----|-----------------|---------------|-----------------|---------------|
| 16  | 1.76E−1        | 1.17E−4       | 4.28E−2        | 8.02E−2       |
| 32  | 3.87E−2        | 5.52E−5       | 5.82E−3        | 3.13E−2       |
| 64  | 3.74E−3        | 4.06E−6       | 1.16E−4        | 3.71E−3       |
| 128 | 1.57E−6        | 4.94E−8       | 4.30E−8        | 4.47E−5       |

Table 8: Relative error for Example 2, decomposition method.

| $h$ | Example 1 | Example 2 |
|-----|-----------|-----------|
| 0.04| 5.08E−2   | 1.25E−2   |
| 0.02| 1.76E−2   | 3.44E−3   |
| 0.01| 4.80E−3   | 8.68E−4   |
| 0.005| 1.25E−3 | 2.20E−4   |
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