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Abstract

This paper presents a novel framework for unsupervised anomaly detection on masked objects called ODDObjects, which stands for Out-of-Distribution Detection on Objects. ODDObjects is designed to detect anomalies of various categories using unsupervised autoencoders trained on COCO-style datasets. The method utilizes autoencoder-based image reconstruction, where high reconstruction error indicates the possibility of an anomaly. The framework extends previous work on anomaly detection with autoencoders, comparing state-of-the-art models trained on object recognition datasets. Various model architectures were compared, and experimental results show that memory-augmented deep convolutional autoencoders perform the best at detecting out-of-distribution objects.

1. Introduction

An anomaly is a data-point that is significantly different from the rest of the data. Anomaly detection is an important task that has various applications in fraud detection, video surveillance, novelty detection, manufacturing systems, and more (Chandola et al., 2009). In manufacturing systems, anomaly detection is becoming increasingly important to enhance reliability and resiliency in the modern Industry 4.0 framework (Pittino et al., 2020). Advanced production monitoring systems aim to detect anomalies in real-time for quality, control, and maintenance purposes with unsupervised anomaly detection, putting humans out-of-the-loop (Stojanovic et al., 2016; Scime & Beuth, 2018; Susto et al., 2017). It has also been shown that removing anomalous data from training data used for supervised learning often results in a statistically significant increase in model accuracy (Smith & Martinez, 2011).

Unsupervised anomaly detection (Zimek et al., 2012; Zong et al., 2018) is a subset of anomaly detection that tries to learn anomalies from unlabeled data. Unsupervised models automatically identify samples that lie outside of the normal distribution of the data, which is difficult due to the lack of human supervision. The problem is even more difficult with high-dimensional data, such as images, as modeling high-dimensional data has been shown to be especially challenging (Zimek et al., 2012).

Autoencoders, along with its convolutional and variational variants, are powerful unsupervised models used to learn high-dimensional data (Bengio et al., 2007; Kingma & Welling, 2014). An autoencoder consists of an encoder and decoder. The encoder maps the high-dimensional input data into a lower-dimensional latent representation, and essentially acts as a bottleneck that forces the model to learn the most important features in representing the data. The decoder reconstructs the high-dimensional data from its latent representation. To use autoencoders for anomaly detection, the original input is compared with the output from the decoder to compute the reconstruction error, used as an indicator for anomalies. It is assumed that a higher reconstruction error corresponds to abnormal data, since they are further away from the training data, while reconstruction error remains low for normal data (Zong et al., 2018).

2. Related Work

2.1. Anomaly detection

Anomaly detection methods can be generally classified into probability, proximity, and information theory based models (Aggarwal, 2016). Probabilistic anomaly detection assumes that data comes from a certain probability distribution, and the parameters of the model are learned. Gaussian mixture models (Reynolds, 2009) are parametric probabilistic models that are commonly used for anomaly detection, where normal data has a high probability of occurring and abnormal data has a low probability of occurring. Probabilistic models can be applied to almost any data-type, as long as there exists a good choice of distribution to model the data. This is also a drawback, as it may not always be appropriate to fit a model to a particular distribution.

Proximity based anomaly detection assumes that abnormal data is separated from normal data, determined by
The difference between the original input and the reconstruction errors.

Information theoretic anomaly detection uses data summarization techniques such as probabilistic model parameters, clusters, or lower-dimensional representations to summarize the data. Datapoints that deviate from the summary by a certain threshold are considered anomalies. Two such models are PCA (Rousseeuw & Hubert, 2011) and autoencoders (Sakurada & Yairi, 2014); both can be used to compress and reconstruct the data. The reconstruction error is the difference between the reconstructed and original data, which is used as a metric for anomaly detection. In this case, the anomalies are simply datapoints with high reconstruction errors.

2.2. Autoencoder

Autoencoders (Bengio et al., 2007) are a type of neural network with two components: an encoder and a decoder. A neural network with two hidden layers can be represented by equation (1) and (2), where \( x, \hat{x}, z, W, b, \) and \( \sigma \) represent the input, reconstructed output, latent representation, weight, bias, and nonlinear transform function, respectively:

\[
\begin{align*}
    z &= \sigma(W_{xz}x + b_z) \quad (1) \\
    \hat{x} &= \sigma(W_{zx}z + b_x) \quad (2)
\end{align*}
\]

The encoder, represented by equation 1, takes in the multidimensional input vector \( x \) and compresses it to a lower-dimensional latent representation \( z \). The decoder, represented by equation 2, takes the latent representation \( z \) and maps it back to the original input space with the same transformation as the encoder, resulting in a reconstruction \( \hat{x} \). The difference between the original input and the reconstruction is given by the reconstruction error:

\[
||x - \hat{x}|| \quad (3)
\]

By training an autoencoder, the model learns to minimize the reconstruction error. The training algorithm is shown in Algorithm 1, where \( f_\phi \) and \( g_\theta \) are multilayered neural networks for the autoencoder, parameterized by \( \phi \) and \( \theta \).

### Algorithm 1: Standard autoencoder training algorithm

**Input:** Dataset \( \{X_i\}_{i=1}^N \)

**Output:** Trained AE model \( g_\theta, f_\phi \)

Initialize \( \theta, \phi \)

repeat

\[
\text{error} = \sum_{i=1}^n ||x^i - g_\phi(f_\theta(x^i))||
\]

Update \( \theta \) and \( \phi \) via gradients of error

until convergence of \( \theta \) and \( \phi \)

#### 2.3. Variational autoencoder

In variational autoencoders (Kingma & Welling, 2014), the latent representation \( z \) is interpreted as a latent variable in a probabilistic generative model. The decoder is instead defined probabilistically by the likelihood function \( p_\theta(x|z) \), the probability of sample \( x \) given the latent representation \( z \). Hence, by defining a prior distribution \( p(z) \) over the latent variables, the encoder is given by \( p_\theta(z|x) \propto p(z)p_\theta(x|z) \).

The standard normal distribution is commonly used as the prior \( p(z) \), such that \( z \sim q_\phi(z|x) \) is reparameterized by a deterministic transformation, resulting in a sampled \( \tilde{z} \) that follows the distribution of \( q_\phi(z|x) \) (An & Cho, 2015).

During training, the parameters \( \theta \) and \( \phi \) can be learned simultaneously via the variational Bayes approach by maximizing the evidence lower bound (ELBO):

\[
\mathcal{L}(\phi, \theta; x) = \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x, z) - \log q_\phi(z|x)] \quad (4)
\]

where \( q_\phi(z|x) \) is the posterior approximation of \( p_\theta(z|x) \) and \( \mathcal{L}(\phi, \theta; x) \leq \log p_\theta(x) \). Training a variational autoencoder consists of sampling a value of \( z \) from \( q_\phi(z|x) \) to compute the ELBO, and using the ELBO to update \( \theta \) and \( \phi \) via gradient descent.

#### 2.4. Memory-augmented autoencoders

A memory-augmented autoencoder (Gong et al., 2019) consists of an encoder and decoder, as well as a memory module. The encoder can be seen as a query generator, while the decoder reconstructs the inputs from retrieved memories. The memory module is made up of a memory matrix \( M \in \mathbb{R}^{N \times C} \) and an attention-based addressing vector \( w \in \mathbb{R}^{1 \times N} \), where \( C \) is equal to the dimension of \( z \). The memory network obtains \( \tilde{z} \) via softmax and cosine similarity operations, shown in (5) and (6).

\[
\tilde{z} = wM = \sum_{i=1}^N w_i m_i \quad (5)
\]

\[
w_i = \frac{\exp(\text{sim}(z, m_i))}{\sum_{j=1}^N \exp(\text{sim}(z, m_j))} \quad (6)
\]

During training, both the \( l_2 \)-norm based the reconstruction error (7) and the entropy of \( \tilde{w} \) (8) are minimized:

\[
||x^i - \hat{x}^i||_2^2 \quad (7)
\]

\[
||\tilde{w}^i||_2^2 \quad (8)
\]
Multiclass Unsupervised Anomaly Detection on Masked Objects

Figure 1. Memory-augmented deep convolutional autoencoder.

\[
E(\hat{w}^i) = \sum_{i=1}^{N} -\hat{w}_i \log(\hat{w}_i)
\]

(8)

where

\[
\hat{w}^i = \frac{\max(w^i - \lambda, 0) \cdot w^i}{|w^i - \lambda| + \epsilon}
\]

(9)

\(\lambda\) is the shrinkage threshold, and \(\epsilon\) is a very small scalar. Hence, with a hyperparameter \(\alpha\), the combined training objective for the memory-augmented autoencoder is given by equation (8).

\[
L(\theta_e, \theta_d, M) = \frac{1}{N} \sum_{i=1}^{N} (||x^i - \hat{x}^i||^2_2 + \alpha E(\hat{w}^i))
\]

(10)

Using the encoded representation as a query, the memory module retrieves the most relevant items in memory via the attention-based addressing operator. While the encoder and decoder are still optimized to minimize reconstruction error, the added memory module is continuously updated through optimization via backpropagation and gradient descent to record the latent representations of input data. The memory module, therefore, aids the encoder and decoder to create clearer and more accurate reconstructions.

3. Method

3.1. Overview

The proposed ODDObjects framework consists of three major components: a data processing pipeline, an autoencoder model, and an anomaly detection algorithm. The data pipeline is designed to configure COCO-style object datasets into a suitable and optimized format for autoencoding models. The model can be any type of autoencoder; in this paper, we consider the standard autoencoder, two convolutional variants, and a memory-augmented convolutional variant. The anomaly detection algorithm is based on the reconstruction error of the autoencoder model and is described in detail in section 3.4.

3.2. Model Architectures

For consistency, each layer in all models is followed by a ReLU activation (Nair & Hinton, 2010), except for the last layers of the encoders and decoders. All encoders shrink the input to a 32-dimensional latent representation. Let Conv2D\((n, k, s)\) represent a 2D convolution layer and Deconv2D\((n, k, s)\) represent a 2D deconvolution layer with \(n\) filters, a kernel size of \(k\), and a stride size of \(s\).

The vanilla autoencoder consists of two fully-connected layers, where one is the encoder and one is the decoder. The convolutional autoencoder consists of an encoder with four convolution layers: Conv2D\((32, 3, 2)\), Conv2D\((64, 3, 2)\), Conv2D\((128, 3, 2)\), Conv2D\((256, 4, 2)\), and a decoder with four deconvolution layers: Deconv2D\((256, 4, 2)\), Deconv2D\((128, 3, 2)\), Deconv2D\((64, 3, 2)\), Deconv2D\((32, 3, 2)\), Deconv2D\((3, 3, 1)\).

The variational autoencoder and convolutional variational autoencoder have the same respective encoder-decoder architectures, with the same ReLU activations. The last layer of the encoder, however, consists of two 32-dimensional vectors that define the latent state distribution, where one is the mean and one is the variance. Using the reparameterization trick (Kingma et al., 2015), a sampled 32-dimensional latent representation is passed to the decoder.

The memory-augmented convolutional autoencoder, shown in figure 1, consists of an encoder with three convolution layers: Conv2D\((16, 1, 2)\), Conv2D\((32, 3, 2)\), Conv2D\((64, 3, 2)\), and a decoder with three deconvolution layers: Deconv2D\((64, 3, 2)\), Deconv2D\((32, 3, 2)\), Deconv2D\((16, 1, 2)\). Each layer, other than the last layers of the encoders and decoders, is followed by batch normalization (Ioffe & Szegedy, 2015) and a ReLU activation, as before. The memory module is sandwiched between the encoder and decoder, as previously described, and has a memory size of 500.
3.3. Dataset setup and preprocessing

COCO 2017 (Lin et al., 2014) is a large-scale object detection dataset with 118,000 training images and 5,000 validation images. The images in the dataset contain common objects in their natural surroundings, with 80 object categories. Due to resource constraints, we use an 85/15 split to partition the validation set into 4250 training images and 750 validation images.

Objects in the dataset are extracted by centering, cropping, and masking based on the location and shape of the object segmentation. It is important to note that a single image may contain multiple objects. The resultant image is a 256x256x3 colour image with the object in the center and the background removed. The background context of the object was removed to focus the models on reconstructing solely the objects without the need to learn object contexts. This significantly improves reconstruction results as well as model performance and convergence.

3.4. Memory-augmented autoencoders for anomaly detection

Given an input \( x \) at inference time, the encoder converts \( x \) to its encoded representation \( z \). The memory module in the memory-augmented autoencoder reconstructs the input using a restricted number of representations recorded in memory, such that \( \hat{z} \) is obtained from the retrieved representations. \( \hat{z} \) is passed to the decoder to obtain a reconstruction of the input, \( \hat{x}\). The reconstruction error equation (10) results in normal samples having small reconstruction errors, while anomalies have large errors. The resulting errors are normalized to have a probabilistic interpretation, and a good threshold was found empirically to be around 0.9. **Algorithm 4** shows the anomaly detection algorithm using the MemCAE reconstruction error.

4. Experimental Results

4.1. Overview

In this section, we validate the proposed framework for anomaly detection on segmented objects. To show the generality and applicability of the method, experiments are conducted on the COCO dataset using both single-class and multi-class datasets. We train and compare the results of autoencoders (AE), convolutional autoencoders (CAE), convolutional variational autoencoders (CVAE), and memory-augmented convolutional autoencoders (MemCAE). We use the model architectures described in the previous section, which are implemented using the Tensorflow framework (Abadi et al., 2016) and trained using the Adam optimizer (Kingma & Ba, 2017) with a learning rate of 0.001 on an NVIDIA RTX 2080Ti graphics card.

4.2. Training

Training on the *orange* class was run for 5,000 steps. Figure 4 shows the training curves for each model, plotting the validation reconstruction loss. The vanilla autoencoder model converged to the highest reconstruction loss, mean-
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Training on the multi-class dataset was run for 8,000 training steps. The multi-class dataset consists of the orange, banana, apple, broccoli, and carrot classes. From figure 5, we can see again that the 2-layer autoencoder performed the worst. Likewise, the convolutional autoencoder and convolutional variational autoencoder performed similarly, with both models starting to overfit around step 500. Again, the memory-augmented convolutional autoencoder significantly outperformed all the other models.

Table 1. Experimental results on image data. Average AUC values from models trained on single-class anomaly detection dataset sampled from COCO are shown.

| Model       | AUC   |
|-------------|-------|
| AE          | 57.49 |
| CAE         | 58.89 |
| CVAE        | 57.18 |
| MemCAE      | 60.94 |

4.3. Performance evaluation

For the single-class dataset, an anomaly detection dataset is constructed by sampling objects from one class as normal samples and sampling anomalies from the other classes. In the case of the COCO dataset, orange was treated as the normal class, while the other 79 classes were treated as anomalies. A total of 5000 objects were sampled to create the dataset. Labeling anomalies as positives and normal samples as negatives, the Area Under Curve (AUC) can be used as a measurement for performance evaluation. This is calculated by finding the area under the Receiver Operation Characteristic (ROC). Table 1 shows a comparison of the different models and their respective average AUC scores. For each model, a series of hyperparameter thresholds for anomaly detection were tested, and the threshold resulting in the best average AUC was chosen.

Although the autoencoder model is not able to reconstruct the input data as adequately as the other models, it performs surprisingly well, achieving an AUC score higher than the convolutional variational autoencoder. The memory-augmented convolutional autoencoder achieved the highest AUC score. While it performed better than the other three models, the improvement is not as significant as was shown from the training curves in figures 4 and 5.

4.4. Experiments on image data

Figures 8-15 show batches of reconstructions from the validation set with the various models trained on the single-class and multi-class datasets. We can see that the 2-layer autoencoder model performs adequately with small circular objects. However, the reconstructions for larger, uncentered, objects are quite blurry. The convolutional models are better at reconstructing these objects. Reconstructions made by the memory-augmented convolutional autoencoder, however, are much clearer than the results from the other models. From figure 15, we can also see that the multi-class MemCAE model is able to match the colours of the objects and capture many of the finer details - something the other three models were not able to do.
5. Conclusions and Future Work

This paper introduces ODDObjects, a framework for detecting anomalous objects using deep convolutional autoencoders trained on masked segmentations of objects. We show that ODDObjects can simplify the traditionally tedious data-cleaning process by automatically detecting errors in training datasets without manually reviewing object segmentations one by one. Such a framework can also be scaled for all types of computer-vision-motivated manufacturing processes. Being able to detect anomalies in real-time in autonomous industrial systems ensures the safety and quality of various manufactured products without the need for human supervision.
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**Figure 8.** Reconstruction from validation dataset using single-class memory-augmented convolutional autoencoder, trained for 5000 steps.

![Reconstruction](image1)

**Figure 9.** Reconstruction from validation dataset using multiclass memory-augmented convolutional autoencoder, trained for 8000 steps.

![Reconstruction](image2)

**Figure 10.** Reconstruction from validation dataset using single-class autoencoder, trained for 5000 steps.
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Figure 11. Reconstruction from validation dataset using multi-class autoencoder, trained for 8000 steps.

Figure 12. Reconstruction from validation dataset using single-class convolutional autoencoder, trained for 5000 steps.

Figure 13. Reconstruction from validation dataset using multi-class convolutional autoencoder, trained for 8000 steps.
Figure 14. Reconstruction from validation dataset using single-class convolutional variational autoencoder, trained for 5000 steps.

Figure 15. Reconstruction from validation dataset using multi-class convolutional variational autoencoder, trained for 8000 steps.
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