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ABSTRACT. Several constructions on directed graphs originating in the study of flow equivalence in symbolic dynamics (e.g., splittings and delays) are known to preserve the Morita equivalence class of Leavitt path algebras over any coefficient field $\mathbb{F}$. We prove that many of these equivalence results are not only independent of $\mathbb{F}$, but are largely independent of linear algebra altogether. We do this by formulating and proving generalisations of these equivalence theorems in which the category of $\mathbb{F}$-vector spaces is replaced by an arbitrary category with binary coproducts, showing that the Morita equivalence results for Leavitt path algebras depend only on the ability to form direct sums of vector spaces. We suggest that the framework developed in this paper may be useful in studying other problems related to Morita equivalence of Leavitt path algebras.

1. INTRODUCTION

Suppose that the picture below represents a communication network, with each vertex in the picture representing a node in the network, and each directed edge representing a one-way channel along which information flows from the source node to the target node.

(1.1)

We assume that new information enters the network through the source nodes $\circ$ (i.e., those nodes with no incoming channels), while each non-source node $\bullet$ simply collates all of the information that it receives through its incoming channels and transmits the collated information along each of its outgoing channels.

We might model the distribution of information throughout the network by assigning to each vertex $v$ a set $\mathcal{D}_v$ containing the information known at the node $v$. The assumption that the non-source nodes collate and pass on the information that they receive is then expressed by the equality

(1.2) $\mathcal{D}_v = \bigcup_{e \text{ a directed edge}, \text{ with target } v} \mathcal{D}_{\text{source}(e)}$ 

for each non-source vertex $v$. Alternatively, we might suppose that at each non-source node $v$ we want to distinguish between copies of the same piece of information arriving through different channels (perhaps to allow multiple sources to confirm one another),
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and in this case we would replace the union in (1.2) with a disjoint union:

\[
\mathcal{D}_v = \bigcup_{e \text{ an edge with target } v} \mathcal{D}_{\text{source}(e)}.
\]

The conditions (1.2) and (1.3) admit a natural generalisation to a more abstract setting, in which the information in the network, and the means by which that information is communicated from one node to another, are modelled respectively by the objects and the morphisms in an arbitrary category. If \( G \) is a directed graph (e.g., (1.1)), and if \( C \) is a category, then a diagram in \( C \) of shape \( G \) consists of a collection of objects \( \mathcal{D}_v \) of \( C \), one object for each vertex \( v \) in the graph \( G \); and a collection of morphisms \( \mathcal{D}_e : \mathcal{D}_{\text{source}(e)} \to \mathcal{D}_{\text{target}(e)} \) in \( C \), one for each directed edge \( e \) in the graph \( G \). We say that such a diagram satisfies the coproduct condition if for each vertex \( v \) that is not a source, the collection of morphisms

\[
(\mathcal{D}_e \mid e \text{ is an edge with target } v)
\]

makes \( \mathcal{D}_v \) into a coproduct, in the category \( C \), of the family of objects

\[
(\mathcal{D}_{\text{source}(e)} \mid e \text{ is an edge with target } v).
\]

If we let \( X \) be the set of all possible pieces of information in our hypothetical network, and we let \( C \) be the category associated with the partially ordered set of subsets of \( X \) under inclusion, then the coproduct condition becomes the condition (1.2). If we let \( C \) be the category of sets and functions, then the coproduct condition becomes the condition (1.3). We denote by \( \text{Diag}_{C}(G) \) the category of diagrams in \( C \) of shape \( G \) satisfying the coproduct condition, with the natural notion of morphism of diagrams. (A formal definition, along with reminders about the categorical terminology, will be given in Section 2.)

The starting point of this paper is the observation that this intuitive picture of information moving through a network can be used to describe modules over Leavitt path algebras (cf. [AASM17]): if we take \( C = \text{Mod}(F) \) to be the category of vector spaces over some field \( F \), with linear maps as morphisms, and if no vertex in the graph \( G \) is the target of infinitely many edges, then we have an equivalence of categories

\[
\text{Diag}_{\text{Mod}(F)}(G) \cong \text{Mod}(L_F(G^{opp}))
\]

where the right-hand side is the category of modules over the Leavitt path algebra \( L_F(G^{opp}) \) of the opposite graph \( G^{opp} \) (i.e., directed graph obtained from \( G \) by reversing the orientation of each edge). A proof of this equivalence was given in [KÖ20], where it was noted that the finiteness condition on \( G \) can be dropped by modifying the coproduct condition on diagrams. In Theorem 3.3 we prove such a generalisation. (Note that in this paper we consider only ordinary directed graphs, rather than the separated graphs considered in [KÖ20].) This result, which has surely been discovered or intuited in one form or another by many who work with Leavitt path algebras, gives a picture of modules over Leavitt path algebras that is easy to visualise and axiomatically very simple—arguably simpler than the definition of the algebras themselves in terms of generators and relations.

The equivalence (1.4) is significant because many interesting questions about Leavitt path algebras are concerned with Morita equivalences between these algebras, meaning that they are concerned with the categories \( \text{Mod}(L_F(G^{opp})) \), rather than with the algebras per se. Considering the left-hand side of (1.4) reveals a way to generalise these categories that is not immediately apparent when considering only the right-hand side:
namely, one can replace \( \text{Mod}(\mathbb{F}) \) not just with \( \text{Mod}(R) \) for an arbitrary commutative ring \( R \) (as is done in [Tom11], for example), but with any category one chooses. The main results of this paper show that many of the known Morita equivalence results for Leavitt path algebras extend to the far more general setting of the diagram categories \( \text{Diag}^{\text{ui}}(C) \), meaning that these results are 'really' theorems about coproducts, rather than about Leavitt path algebras.

To be more precise, our results generalise earlier work (principally results of [AlpSt11], Section 3), which are modelled on results of [BP04] for graph \( C^* \)-algebras) that relate flow equivalence of graphs to Morita equivalences of Leavitt path algebras. Theorems 4.2, 4.13, 4.16, 4.20, 4.34, and 4.40 assert that if \( G' \) is a directed graph obtained from a graph \( G \) by one of several procedures (removing a sink, adding a head to a source, out- or in-delay, or out- or in-splitting, sometimes under additional finiteness conditions) then for each category \( C \) (sometimes required to admit certain coproducts) one has an equivalence of categories \( \text{Diag}^{\text{ui}}(C)(G) \cong \text{Diag}^{\text{ui}}(C)(G') \). A notable exception to these results is the desingularisation procedure introduced in the context of graph \( C^* \)-algebras by Drinen and Tomforde [DTU05] and later for Leavitt path algebras by [AAP08]. In Section 4.7 we give a simple example to show that the category \( \text{Diag}^{\text{ui}}(C)(G) \) is in general not invariant under desingularisation.

Another construction on directed graphs that has been much studied in connection with Leavitt path algebras is the Cuntz splice; see for instance the discussion in [AlpSt11], Section 2). A long-standing open problem related to this construction asks whether the Leavitt path algebras of the graphs

\[(1.5) \quad G = \begin{array}{c}
\circ \\
\end{array} \quad \text{and} \quad H = \begin{array}{c}
\circ \\
\circ \\
\end{array}\]

are Morita equivalent. The analogous question for graph \( C^* \)-algebras is known to have a positive answer, thanks to [Ror95], but the proof relies on analytic techniques that are not available in the algebraic setting. The question for Leavitt path algebras can be rephrased as asking whether the categories \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(G) \) and \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(H) \) are equivalent, and put in these terms the question admits some obvious generalisations and analogues:

**Question 1.6.** For the graphs \( G \) and \( H \) of \((1.5)\),

1. Are \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(G) \) and \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(H) \) equivalent for every category \( C \)?
2. Are \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(G) \) and \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(H) \) equivalent for every category \( C \) with binary coproducts?
3. Are \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(G) \) and \( \text{Diag}^{\text{ui}}_{\text{Mod}(\mathbb{F})}(H) \) equivalent for some specific choices of category \( C \)?

As of now we do not have many answers to these questions, besides some examples of categories \( C \) giving a positive answer to question (3); see Example 4.8. Negative answers to questions (1) and/or (2), if found, would have significant consequences for the original question about Morita equivalence of the Leavitt path algebras of \( G \) and \( H \): for instance, a negative answer to (2) would mean that any Morita equivalence between \( L_{G}(G) \) and \( L_{H}(H) \) must use more linear algebra than just the formation of direct sums of vector spaces, in contrast to the known flow equivalence results.

Question 1.6 cannot be settled using the flow equivalence theorems established in this paper, since the graphical constructions appearing in those results all preserve the Parry-Sullivan number \( \text{PS}(G) \) of a finite directed graph \( G \) ([PS75]), while the graphs
in (1.5) have different Parry-Sullivan numbers. For this reason it is natural to consider
the relationship between the invariant PS(G) and the categories Diag_C(G):

**Question 1.7.** Is there a category C with binary coproducts such that for all irreducible,
non-trivial finite directed graphs G and H, the existence of an equivalence Diag_C(G) ≅
Diag_C(H) implies PS(G) = PS(H)?

See Section 4.8 for the terminology. A positive answer to Question 1.7 would imply
a negative answer to part (2) (hence also to part (1)) of Question 1.6 since PS(G) ≠
PS(H).

Another, apparently different linear-algebra-free approach to equivalence theorems
for Leavitt path algebras and graph convolution algebras of topological groupoids (see [KPRR97, Ste10, CFST14]),
and proving that certain constructions on graphs give rise to equivalences of groupoids
and hence to Morita equivalences of graph algebras. See [CS15] for an instance of
this approach. The precise relationship between the groupoids of [KPRR97] and the
content categories studied here is not yet clear to us.

**Contents of the paper.** In Section 2 we review some terminology and establish nota-
tion related to directed graphs and coproducts, and we define the categories Diag_C(G)
that are the main focus of this paper. In Section 3 we state and prove Theorem 3.3,
with some notation.

2. Terminology and notation

2.1. Directed graphs.

**Definition 2.1.** A directed graph G = (G^0, G^1, s, t) consists of a nonempty set G^0 of ver-
tices; a set G^1 of edges; and two maps of sets s, t : G^1 → G^0 describing, respectively, the
source and the target of each edge. We visualise these data as in (1.1) by representing
each vertex as a point, and each edge e ∈ G^1 as an arrow pointing from the vertex s(e)
to the vertex t(e).

A vertex v ∈ G^0 with t^-1(v) = ∅ (that is, a vertex that is not the target of any edge)
is called a source. A vertex v ∈ G^0 with # t^-1(v) = ∞ (that is, a vertex that is the target
of infinitely many edges) is called an infinite receiver. A vertex v ∈ G^0 with s^-1(v) = ∅
(that is, a vertex that is not the source of any edge) is called a sink.

2.2. Coproducts. We shall use the basic language of categories and functors, for which
one can consult [ML98] or [Rie17], for instance. The notion of coproducts in a category
will play a central role in this paper; let us briefly review the definition and establish
some notation.

**Definition 2.2.** Let C be a category and let (X_i | i ∈ I) be a collection of objects of
C indexed by a nonempty set I. (We use ( | ) instead of { | } to indicate that by a
‘collection’ or a ‘family’ indexed by I we mean a function i → X_i rather than the image
of that function.) A coproduct of (X_i | i ∈ I) in C is an object X of C together with a
collection of morphisms (ϕ_i : X_i → X | i ∈ I) in C, having the property that whenever
Y is an object of C equipped with a family of morphisms (ψ_i : X_i → Y | i ∈ I), there
is a unique morphism ψ : X → Y satisfying ψ ◦ ϕ_i = ψ_i for each i. We say that C has
nonempty coproducts if every nonempty collection of objects of \( C \) has a coproduct. We say that \( C \) has binary coproducts if every pair of objects \((X_1, X_2)\) of \( C \) has a coproduct (equivalently, every collection of objects of \( C \) indexed by a finite nonempty set \( I \) has a coproduct). In this paper we will have no need to consider coproducts of empty families.

If a collection of objects \((X_i \mid i \in I)\) in \( C \) has a coproduct then we choose one coproduct and denote it by \( \bigsqcup_{i \in I} X_i \): implicit in this notation is both an object \( \bigsqcup_{i \in I} X_i \) of \( C \), and a collection of morphisms \( X_i \to \bigsqcup_{i \in I} X_i \) which we will refer to as the canonical morphisms into the coproduct. The universal property of coproducts ensures that any two coproducts of the same family of objects are canonically isomorphic, so we don’t need to worry about choosing the coproducts in a coherent way. If \( \psi_i : X_i \to Y \mid i \in I \) is a family of morphisms then we write \( \bigsqcup_{i \in I} \psi_i : \bigsqcup_{i \in I} X_i \to Y \) for the induced morphism \( \psi \). More generally, if \( (Y_j \mid j \in J) \) is another family of objects in \( C \) having a coproduct, and if for each \( i \in I \) we have a morphism \( \psi_i : X_i \to Y_j \) for some \( j_i \in J \), then the composite morphisms \( X_i \to Y_j \xrightarrow{\text{canonical}} \bigsqcup_{i \in I} Y_j \) induce a morphism \( \bigsqcup_{i \in I} X_i \to \bigsqcup_{i \in I} Y_j \), which we shall also denote by \( \bigsqcup_{i \in I} \psi_i \).

Examples 2.3. (1) If the set \( I \) contains a single element \( i \) then we can take \( \bigsqcup_{i \in I} X_i = X_i \) equipped with the identity map \( X_i \to \bigsqcup_{i \in I} X_i \).

(2) The category \( \text{Set} \) of sets and functions has nonempty coproducts: we can take \( \bigsqcup_{i \in I} X_i \) to be the disjoint union of the sets \( X_i \), with the canonical inclusions \( X_i \to \bigsqcup_{i \in I} X_i \).

(3) Let \((P, \leq)\) be a partially ordered set, and let \( P \) denote the category whose objects are the elements of the set \( P \), such that for each pair of objects \( x, y \in P \) there is either one morphism \( x \to y \) (if \( x \leq y \)) or no such morphisms (if \( x \not\leq y \)). An object \( y \in P \) is a coproduct of a nonempty collection of objects \((x_i \mid i \in I)\) if and only if \( y = \bigsqcup_{i \in I} x_i \) and \( y \leq x_i \) for each \( i \in I \). Thus \( P \) has binary coproducts if and only if every nonempty finite subset of \( P \) has a supremum, while \( P \) has nonempty coproducts if every nonempty subset has a supremum.

(4) The category \( \text{Mod}(R) \) of left modules over a ring \( R \) with identity has nonempty coproducts: we can take \( \bigsqcup_{i \in I} M_i = \bigoplus_{i \in I} M_i \), the direct sum of the \( R \)-modules \( M_i \), equipped with the canonical \( R \)-module embeddings \( M_i \hookrightarrow \bigoplus_{i \in I} M_i \).

2.3. Categories of diagrams. If \( G = (G^0, G^1, s, t) \) is a directed graph, and \( C \) is a category, then a diagram \( \mathcal{D} \) in \( C \) of shape \( G \) consists of an object \( \mathcal{D}_v \) of \( C \) for each vertex \( v \in G^0 \); and a morphism \( \mathcal{D}_e : \mathcal{D}_{(e)} \to \mathcal{D}_{(t(e))} \) in \( C \) for each edge \( e \in G^1 \). A morphism of diagrams \( T : \mathcal{D} \to \mathcal{E} \) consists of a morphism \( T_v : \mathcal{D}_v \to \mathcal{E}_v \) in \( C \) for each vertex \( v \in G^0 \), such that for each edge \( e \in G^1 \) one has \( T_{(e)} \circ \mathcal{D}_e = \mathcal{D}_t \circ T_{(t(e))} \). We let \( \text{Diag}_C(G) \) denote the category of diagrams in \( C \) of shape \( G \).

Definition 2.4. Let \( G \) be a directed graph and let \( C \) be a category. A diagram \( \mathcal{D} \) in \( C \) of shape \( G \) is said to satisfy the coproduct condition if for each vertex \( v \in G^0 \) that is not a source, the collection of morphisms

\[
\{ \mathcal{D}_e : \mathcal{D}_{(e)} \to \mathcal{D}_v \mid e \in \tau^{-1}(v) \}
\]

makes \( \mathcal{D}_v \), a coproduct, in \( C \), of the collection of objects

\[
\{ \mathcal{D}_{(e)} \mid e \in \tau^{-1}(v) \}.
\]
We often express this condition by saying that the map

\[ \bigsqcup_{e \in \Gamma^{-1}(v)} \mathcal{D}_e : \bigsqcup_{e \in \Gamma^{-1}(v)} \mathcal{D}_{\delta(e)} \to \mathcal{D}_v \]

is an isomorphism, where this includes the requirement that the coproduct of the \( \mathcal{D}_{\delta(e)} \)'s should exist. We denote by \( \text{Diag}^G_C(G) \) the category whose objects are the diagrams in \( C \)
of shape \( G \) satisfying the coproduct condition, and whose morphisms are the morphisms of diagrams defined above.

**Example 2.5.** If \( G \) has no edges then the coproduct condition is vacuously satisfied by all diagrams of shape \( G \), and the category \( \text{Diag}^G_C(G) \) is equivalent in an obvious way to the product category \( C \times G \).

**Example 2.6.** If a vertex \( v \in G^0 \) is the target of exactly one edge \( e \), then the coproduct condition at \( v \) is the condition that \( \mathcal{D}_e : \mathcal{D}_{\delta(e)} \to \mathcal{D}_v \) should be an isomorphism. So, for example, if \( G \) is the graph \( \bullet \circ \circ \) then \( \text{Diag}^G_C(G) \) is the category whose objects are pairs \((X, \varphi)\), where \( X \) is an object of \( C \) and \( \varphi \) is an automorphism of \( X \); and whose morphisms \((X, \varphi) \rightarrow (Y, \psi)\) are those morphisms \( \rho : X \rightarrow Y \) in \( C \) that satisfy \( \psi \circ \rho = \rho \circ \varphi \).

**Example 2.7.** When \( C = \text{Set} \) the coproduct condition is the requirement that if \( v \in G^0 \) is not a source then the maps \( \mathcal{D}_e : \mathcal{D}_{\delta(e)} \to \mathcal{D}_v \) induce a bijection \( \bigsqcup_{e \in \Gamma^{-1}(v)} \mathcal{D}_{\delta(e)} \cong \mathcal{D}_v \). If \( G \) has no infinite receivers then an object of \( \text{Diag}^G_C(G) \) is essentially the same thing as a \( G^{\text{opp}} \)-algebraic branching system as studied in \([GR17]\). (If \( G \) does have infinite receivers then the \( G^{\text{opp}} \)-branching systems are the objects of \( \text{Diag}^G_{\text{Set}}(G_+) \), where \( G_+ \) is defined in Definition 3.2 below.)

**Example 2.8.** Let \( P \) be the category corresponding to a partially ordered set \((P \leq)\). A diagram \( \mathcal{D} \) in \( P \) of shape \( G \) is the same thing as a function \( \mathcal{D} : G^0 \rightarrow P \) with the property that \( \mathcal{D}_{\delta(e)} \leq \mathcal{D}_{\delta(e')} \) for each \( e \in G^1 \). The collection of all such diagrams is itself a partially ordered set, with \( \mathcal{D} \leq \mathcal{E} \) if and only if \( \mathcal{D}_v \leq \mathcal{E}_v \) for every \( v \in G^0 \). The coproduct condition in this case is the requirement that if \( v \) is not a source then \( \mathcal{D}_v = \sup \{ \mathcal{D}_{\delta(e)} \mid e \in \Gamma^{-1}(v) \} \), and it is clear from this description that the partially ordered set \( \text{Diag}^G_P(G) \) does not depend on the number of edges in \( G \) having a given source and target, but only on whether or not that number is zero.

**Example 2.9.** When \( C = \text{Mod}(R) \) the coproduct condition is the requirement that if \( v \) is not a source then the maps \( \mathcal{D}_e : \mathcal{D}_{\delta(e)} \rightarrow \mathcal{D}_v \) induce an isomorphism of \( R \)-modules \( \bigsqcup_{e \in \Gamma^{-1}(v)} \mathcal{D}_{\delta(e)} \cong \mathcal{D}_v \). It was proved in \([KÖ20] \) Proposition 3.2] that if \( G \) has no infinite receivers then for each field \( F \) the category \( \text{Diag}^G_{\text{Mod}(F)}(G) \) is equivalent to the category of modules over the Leavitt path algebra \( L_F(G^{\text{opp}}) \). It was also noted there that the finiteness hypothesis can be relaxed at the cost of introducing a slightly more complicated coproduct condition. We shall present a generalisation of this sort in Theorem 3.3.

### 2.4. Functoriality in \( C \)

For a fixed directed graph \( G \), the passage from a category \( C \) to the diagram category \( \text{Diag}^G_C(G) \) is functorial: if \( \mathcal{F} : C \rightarrow D \) is a functor, then we obtain a functor \( \text{Diag}^G_C(G) \rightarrow \text{Diag}^G_D(G) \) by applying \( \mathcal{F} \) to each object and morphism in a diagram. If \( \mathcal{F} \) preserves coproducts then the induced functor on diagrams preserves the coproduct condition from Definition 2.4 and hence induces a functor \( \text{Diag}^G_{\mathcal{F}}(G) : \text{Diag}^G_C(G) \rightarrow \text{Diag}^G_D(G) \).
An example of this construction is already well known in the literature:

**Example 2.10.** Let $\mathcal{G} : \textbf{Set} \to \text{Mod}(R)$ be the functor that sends each set $X$ to the free $R$-module on $X$, and each map of sets to the induced map on free modules. Since $\mathcal{G}$ sends disjoint unions of sets to direct sums of free modules, it preserves coproducts and thus induces a functor from $\text{Diag}^{\text{op}}_{\text{Set}}(G)$ to $\text{Diag}^{\text{op}}_{\text{Mod}(R)}(G)$. This functor is the familiar construction of modules over Leavitt path algebras from algebraic branching systems described in [GR11] and applied in [Che15], among other places.

The functoriality of $\text{Diag}^{\text{op}}_{\text{Set}}(G)$ can be expressed more comprehensively using the language of 2-categories: the assignments $C \mapsto \text{Diag}^{\text{op}}_{\text{Set}}(G)$ and $\mathcal{G} \mapsto \text{Diag}^{\text{op}}_{\text{Set}}(G)$ extend to a 2-functor from the 2-category of categories, coproduct-preserving functors, and natural transformations to the 2-category of categories, functors, and natural transformations. (See [JY21] for the language.) The equivalences of categories $\text{Diag}^{\text{op}}_{\text{Set}}(G) \cong \text{Diag}^{\text{op}}_{\text{Set}}(H)$ that we exhibit in Theorems 4.2, 4.13, 4.16, 4.20, 4.34, and 4.40 can likewise be promoted to equivalences of 2-functors, meaning roughly that these equivalences are natural with respect to $C$. This naturality is in fact very easy to see once one knows what to look for, but in order to avoid overloading the paper with definitions we have decided against going into the 2-categorical details here.

### 3. Modules over Leavitt path algebras as diagrams

In this section we formulate and prove the generalisation of [KÖ20, Proposition 3.2] promised in Example 2.9.

First let us recall the definition of Leavitt path algebras, for which our main reference will be [AASM17]. In the graph $C^*$-algebra literature one finds two distinct conventions regarding the defining relations in graph algebras, and of these two the convention used in [Rae05] (where $e = t(e)e s(e)$ for each edge $e$) is the most convenient for our purposes here. That convention does not, however, seem to have been adopted in the Leavitt path algebra literature. We have attempted in this paper to balance notational convenience with adherence to the established conventions by adopting the definition used in [AASM17] (and in all of the other papers on Leavitt path algebras listed in our bibliography), but always applying that definition to the opposite graph $G^{\text{op}}$ of a directed graph $G$ (that is, the graph with the same vertices and edges as $G$, but with the orientation of each edge reversed).

**Definition 3.1.** Let $G = (G^0, G^1, s, t)$ be a directed graph, and let $R$ be a commutative ring with identity. The **Leavitt path algebra** $L_R(G^{\text{op}})$ of the opposite graph $G^{\text{op}} = (G^0, G^1, t, s)$ is the universal $R$-algebra with generators $G^0 \sqcup G^1 \sqcup (G^1)^*$ (where $(G^1)^* = \{ e^* \mid e \in G^1 \}$) is just a second copy of $G^1$, distinguished from the first copy by the otherwise meaningless notation $\ast$) and with the following relations:

1. $uv = \delta_{u,v} v$ for all $u, v \in G^0$;
2. $t(e)e = e s(e) = e$ for all $e \in G^1$;
3. $s(e)e^* = e^* t(e) = e^*$ for all $e \in G^1$;
4. $e^* f = \delta_{e,f} s(e)$ for all $e, f \in G^1$; and
5. $v = \sum_{v \in t^{-1}(v)} e e^*$ for all $v \in G^0$ for which the set $t^{-1}(v)$ is finite and non-empty.

The fact that the relation (5) does not say anything about infinite receivers is the reason why the equivalence (1.4) does not hold for arbitrary graphs. To obtain an equivalence we must allow an extra degree of freedom in the coproduct condition at
each infinite receiver, and we will see that this extra degree of freedom can be incorporated very simply by adding an extra vertex to the graph as described in the next definition.

**Definition 3.2.** Let $G = (G^0, G^1, s, t)$ be a directed graph. Define a new directed graph $G_+ = (G^0_+, G^1_+, s_+, t_+)$ as follows:

$$
G^0_+ := G^0 \cup \{v_+ \mid v \in G^0, \# t^{-1}(v) = \infty\} \\
G^1_+ := G^1 \cup \{e_+ \mid e \in G^1, \# t^{-1}(s(e)) = \infty\} \\
s_+(e) = s(e), \quad s_+(e_+) = s(e) \\
t_+(e) = t(e), \quad t_+(e_+) = t(e).
$$

In words, $G_+$ is obtained from $G$ by adding an extra vertex $v_+$ for each infinite receiver $v$, and for each each edge $e$ whose source is an infinite receiver, adding a new edge $e_+$ from $s(e)_+$ to $t(e)$. Note that all of the vertices $v_+$ are sources in $G_+$. Note too that if $G$ has no infinite receivers then $G_+ = G$.

Before stating the main result of this section we need one more piece of terminology. If $A$ is a ring that does not necessarily have a multiplicative identity then we let $\text{Mod}(A)$ be the category whose objects are those left $A$-modules $M$ with the property that

$$M = AM := \{\text{finite sums of elements of the form } am \text{ with } a \in A \text{ and } m \in M\},$$

and whose morphisms are the $A$-linear maps. For Leavitt path algebras (and more generally, for rings admitting local units), equivalences between the categories $\text{Mod}(A)$ has been shown to be a sensible and useful notion of Morita equivalence; see e.g. [Abr83].

**Theorem 3.3.** Let $G$ be a directed graph and let $R$ be a commutative ring with identity. There is an equivalence of categories $\text{Mod}(L_R(G^\text{opp})) \cong \text{Diag}^l_{\text{Mod}(R)}(G_+)$. 

**Proof.** Let $\mathcal{D}$ be an object of $\text{Diag}^l_{\text{Mod}(R)}(G_+)$. For each $v \in G^0$ we have an $R$-module $\mathcal{D}_v$, and if $v$ receives infinitely many edges in $G$ then we also have a second $R$-module $\mathcal{D}_{v_+}$. Likewise, for each edge $e \in G^1$ we have an $R$-linear map $\mathcal{D}_e : \mathcal{D}_{s(e)} \to \mathcal{D}_{t(e)}$, and if $s(e)$ receives infinitely many edges in $G$ then we have a second $R$-linear map $\mathcal{D}_{e_+} : \mathcal{D}_{s(e)_+} \to \mathcal{D}_{t(e)}$. To reduce the necessity to distinguish between the infinite receivers and non-infinite receivers, it is convenient to define $\mathcal{D}_v = 0$ for all vertices $v \in G^0$ that do not receive infinitely many edges, and to define $\mathcal{D}_{e_+}$ to be the zero map $0 : \mathcal{D}_{s(e)_+} \to \mathcal{D}_{t(e)}$ for all edges $e \in G^1$ for which $s(e)$ does not receive infinitely many edges.

The coproduct condition on $\mathcal{D}$ means that for each vertex $v \in G^0$ that is not a source, the map

$$\bigoplus_{e \in t^{-1}(v)} (\mathcal{D}_e \oplus \mathcal{D}_{e_+}) : \bigoplus_{e \in t^{-1}(v)} (\mathcal{D}_{s(e)} \oplus \mathcal{D}_{s(e)_+}) \to \mathcal{D}_v$$

is an isomorphism of $R$-modules. We let $\varphi_v$ denote the inverse of this isomorphism, and for each $e \in G^1$ we let $\varphi_e^* : \mathcal{D}_{s(e)} \to \mathcal{D}_{s(e)_+}$ be the composition

$$\varphi_e^* : \mathcal{D}_{s(e)} \xrightarrow{\varphi_{s(e)}} \bigoplus_{f \in t^{-1}(e)} (\mathcal{D}_{s(f)} \oplus \mathcal{D}_{s(f)_+}) \xrightarrow{\text{project}} \mathcal{D}_{s(e)_+}.$$

We define $\mathcal{D}_{e_+}^* : \mathcal{D}_{s(e)_+} \to \mathcal{D}_{s(e)_+}$ in a similar way, but projecting onto $\mathcal{D}_{s(e)_+}$ instead of $\mathcal{D}_{s(e)}$. 
Now we associate to \( D \) a left module \( M = \Phi(D) \) over \( L_R(G^{opp}) \) as follows. We first consider the \( R \)-module

\[
M := \bigoplus_{v \in G^0} D_v \oplus D_v^*.
\]

For each \( v \in G^0 \) we let \( P_v : M \to M \) be the map that is the identity on the summand \( D_v \oplus D_v^* \) and zero on the summands \( D_w \oplus D_w^* \) for \( w \neq v \). For each \( e \in G^1 \) we let \( A_e : M \to M \) be the \( R \)-linear map equal to \( D_e \oplus D_e^* : D_d(e) \oplus D_d(e)^* \to D_t(e) \) on the direct summand \( D_d(e) \oplus D_d(e)^* \) of \( M \), and equal to zero on the other summands. For each \( e \in G^1 \) we also let \( A_e^* : M \to M \) be the \( R \)-linear map equal to \( D_e^* \oplus D_e^* : D_d(e) \to D_d(e) \oplus D_d(e)^* \) on the direct summand \( D_d(e) \) of \( M \), and equal to zero on the other direct summands.

We claim that the linear endomorphisms \( P_v, A_e, \) and \( A_e^* \) of the \( R \)-module \( M \) satisfy the relations (1)–(5) of Definition 3.1, that is, we claim that those relations become equalities in \( \text{End}_R(M) \) upon replacing each \( v \) by \( P_v \), each \( e \) by \( A_e \), and each \( e^* \) by \( A_e^* \).

The relation (1) follows immediately from the definitions, since if \( u \neq v \) then \( P_u \) and \( P_v \) project onto distinct direct summands in \( M \). Relation (2) is also a straightforward consequence of the definitions, since \( A_v \) is supported on the image of \( P_d(e) \) and has image contained in the image of \( P_t(e) \), and both \( P_d(e) \) and \( P_t(e) \) act as the identity on their image. Similar considerations applied to \( A_e^* \) show that relation (3) also holds.

Turning to (4), we first note that (1), (2), and (3) ensure that \( A_e^* A_e = 0 \) unless \( t(e) = t(f) \). Assuming that \( t(e) = t(f) = v \), the map \( A_e^* A_f \) is supported on \( D_{d(e)} \oplus D_{d(f)}^* \), has image contained in \( D_{d(e)} \oplus D_{d(e)}^* \), and is given by the composition

\[
(3.5) \quad D_{d(f)} \oplus D_{d(f)}^* \xrightarrow{D_{f(j)} \oplus D_{f(j)}^*} D_{v} \xrightarrow{\varphi_v} \bigoplus_{g \in \Gamma^{-1}(v)} D_{d(g)} \oplus D_{d(g)}^* \xrightarrow{\text{project}} D_{d(e)} \oplus D_{d(e)}^*.
\]

The definition of \( \varphi_v \) ensures that the composition \( \varphi_v \circ (D_{f(j)} \oplus D_{f(j)}^*) \) is the canonical embedding of \( D_{d(f)} \oplus D_{d(f)}^* \) into \( \bigoplus_{g \in \Gamma^{-1}(v)} D_{d(g)} \oplus D_{d(g)}^* \), and this makes it clear that the composition (3.5) is the identity if \( e = f \), and zero otherwise. Thus the relation (4) holds.

Finally considering the relation (5), let \( v \in G^0 \) be a vertex that is the target of a nonzero, finite number of edges in \( G \). Note that we then have \( \mathcal{D}_{v} = 0 \). The \( R \)-linear map \( \sum_{e \in \Gamma^{-1}(v)} A_e A_e^* : M \to M \) thus has support and image contained in the direct summand \( \mathcal{D}_{v} \), and the definitions of \( A_v \) and \( A_e^* \) show immediately that this map is the composition

\[
\mathcal{D}_{v} \xrightarrow{\varphi_v} \bigoplus_{e \in \Gamma^{-1}(v)} \mathcal{D}_{d(e)} \oplus \mathcal{D}_{d(e)}^* \xrightarrow{\oplus_{e \in \Gamma^{-1}(v)} D_{d(e)}^* \oplus D_{d(e)}^*} \mathcal{D}_{v},
\]

which is the identity on \( \mathcal{D}_{v} \). Thus the relation (5) holds.

Now the universal property of the Leavitt path algebra \( L_R(G^{opp}) \) gives a homomorphism \( L_R(G^{opp}) \to \text{End}_R(M) \), defined uniquely by \( v \mapsto P_v, e \mapsto A_e, \) and \( e^* \mapsto A_e^* \) for \( v \in G^0 \) and \( e \in G^1 \), and we use this homomorphism to regard \( M \) as an \( L_R(G^{opp}) \)-module. To see that this module satisfies \( L_R(G^{opp})M = M \), and hence is an object of \( \text{Mod}(L_R(G^{opp})) \), note that \( vm = m \) for all \( m \) in the summand \( \mathcal{D}_{v} \oplus \mathcal{D}_{v} \) of \( M \).

To turn this construction \( M \to \Phi(M) \) into a functor from the category \( \text{Diag}_{\text{Mod}(R)} \) to \( \text{Mod}(L_R(G^{opp})) \), we now define the action of \( \Phi \) on morphisms. Given a morphism \( T : \mathcal{D} \to \mathcal{E} \) in \( \text{Diag}_{\text{Mod}(R)} \), meaning a collection of \( R \)-linear maps \( T_v : \mathcal{D}_{v} \to \mathcal{E}_{v} \) and \( T_{v} : \mathcal{D}_{v} \to \mathcal{E}_{v} \) satisfying \( T_{t(e)} \mathcal{D}_{e} = \mathcal{E}_{e} T_{t(e)} \) and \( T_{t(e)} \mathcal{D}_{e} = \mathcal{E}_{e} T_{t(e)} \) for all \( e \in G^1 \), we
define $\Phi(T) : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ to be the direct sum

$$
\Phi(T) := \bigoplus_{v \in G^0} T_v \oplus T_{v_s} : \bigoplus_{v \in G^0} \mathcal{D}_v \oplus \mathcal{D}_{v_s} \to \bigoplus_{v \in G^0} \mathcal{E}_v \oplus \mathcal{E}_{v_s}.
$$

We clearly have $\Phi(T)v = v\Phi(T)$ and $\Phi(T)e = e\Phi(T)$ for all $v \in G^0$ and all $e \in G^1$. To see that we also have $\Phi(T)e^* = e^*\Phi(T)$, first note that both sides have support in the direct summand $\mathcal{D}_e$ of $M$, and that the restrictions of these maps to this summand are equal to $(T_s_{(e)} \oplus T_s_{(e)}) \circ (\mathcal{D}_e \oplus \mathcal{D}_e^*)$ and $(\mathcal{E}_e \oplus \mathcal{E}_e^*) \circ T_(e)$, respectively. Recalling the isomorphism (3.4), we see that in order to prove that these two maps are equal, it will suffice to prove that

$$
(T_s(e) \oplus T_s(e)_s) \circ (\mathcal{D}_e^* \oplus \mathcal{D}_e^*) \circ (\mathcal{D}_f \oplus \mathcal{D}_f) = (\mathcal{E}_e^* \oplus \mathcal{E}_e^*) \circ T_s(e) \circ (\mathcal{D}_f \oplus \mathcal{D}_f)
$$

for each $f \in e^{-1}(e)$. The fact that the maps $\mathcal{D}_e^* \oplus \mathcal{D}_e^*$ and $\mathcal{D}_f \oplus \mathcal{D}_f$ satisfy relation (4) from Definition 3.1 ensures that the left-hand side in (3.6) is equal to $\delta_{e,f}(T_s(e) \oplus T_s(e)_s)$. On the other hand, the right-hand side of (3.6) is

$$
(\mathcal{E}_e^* \oplus \mathcal{E}_e^*) \circ T_s(e) \circ (\mathcal{D}_f \oplus \mathcal{D}_f) = (\mathcal{E}_e^* \oplus \mathcal{E}_e^*) (\mathcal{E}_f \oplus \mathcal{E}_f) (T_s(f) \oplus T_s(f)_s) = \delta_{e,f}(T_s(f) \oplus T_s(f)_s),
$$

where the first equality holds because $T$ is a morphism of diagrams, and the second equality follows from the fact that $\mathcal{E}_e^* \oplus \mathcal{E}_e^*$ and $\mathcal{E}_f \oplus \mathcal{E}_f$ satisfy relation (4) from Definition 3.1. This establishes the equality (3.6), and shows that our map $\Phi(T) : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ is a map of $L_R(G^{opp})$-modules. It is clear from the definition that $\Phi$ preserves composition and identities, and so we have defined a functor $\Phi : \text{Diag}_{\text{Mod}(R)}(G_+) \to \text{Mod}((L_R(G^{opp}))).$

To see that $\Phi$ is an equivalence we must check that it is full (surjective on morphisms), faithful (injective on morphisms), and essentially surjective (surjective, up to isomorphism, on objects). To see that $\Phi$ is full, let $S : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ be a morphism of $L_R(G^{opp})$-modules, for diagrams $\mathcal{D}$ and $\mathcal{E}$ in $\text{Diag}_{\text{Mod}(R)}(G_+)$. For each $v \in G^0$ we let $T_v : \mathcal{D}_v \to \mathcal{E}_v$, be the composition

$$
\mathcal{D}_v \xrightarrow{\text{inclusion}} \bigoplus_{u \in G^0} (\mathcal{D}_u \oplus \mathcal{D}_{u_s}) = \Phi(\mathcal{D}) \xrightarrow{S} \Phi(\mathcal{E}) = \bigoplus_{u \in G^0} (\mathcal{E}_u \oplus \mathcal{E}_{u_s}) \xrightarrow{\text{project}} \mathcal{E}_v.
$$

We define $T_{v_s} : \mathcal{D}_{v_s} \to \mathcal{E}_{v_s}$ analogously, by including $\mathcal{D}_{v_s}$ and projecting onto $\mathcal{E}_{v_s}$. The fact that $Se = eS$ for all $e \in G^1$ ensures that $T_u(\mathcal{D}_e) = \mathcal{E}_e T_u$ and that $T_u(\mathcal{D}_{e_s}) = \mathcal{E}_{e_s} T_u$ for each $u \in G^0$, and so $T$ is a morphism in $\text{Diag}_{\text{Mod}(R)}(G_+)$. Consulting the definition of $\Phi$ on morphisms shows immediately that $\Phi(T) = S$.

To see that $\Phi$ is faithful, we note that we have two morphisms $T, T' : \mathcal{D} \to \mathcal{E}$ in $\text{Diag}_{\text{Mod}(R)}(G_+)$ with $\Phi(T) = \Phi(T')$. Then $\bigoplus_{v \in G^0} T_v \oplus T_{v_s} = \bigoplus_{v \in G^0} T'_v \oplus T'_{v_s}$ as maps $\bigoplus_{v \in G^0} \mathcal{D}_v \oplus \mathcal{D}_{v_s} \to \bigoplus_{v \in G^0} \mathcal{E}_v \oplus \mathcal{E}_{v_s}$, and restricting this equality to the individual summands gives $T_v = T'_v$ and $T_{v_s} = T'_{v_s}$ for each $v \in G^0$, and so $T = T'$ as morphisms of diagrams.

Finally, to show that $\Phi$ is essentially surjective, let $M$ be an $L_R(G^{opp})$-module satisfying $M = L_R(G^{opp})M$. For each $v \in G^0$ we define an $R$-linear map $\tilde{\nu} : M \to M$ as follows:

$$
\tilde{\nu}(m) = \begin{cases} 
vm & \text{if } v \text{ is not an infinite receiver}, \\
\sum_{e \in e^{-1}(v)} ee^* m & \text{if } v \text{ is an infinite receiver}.
\end{cases}
$$
(Our assumption \( M = L_\mathfrak{g}(\mathfrak{g}^{\mathrm{opp}})M \) ensures that for each \( m \in M \) the sum on the right-hand side has only finitely many nonzero terms; cf. [AASM17] Lemma 1.2.12(v).) We then define \( \nu_v \in \mathrm{End}_R(M) \) by \( \nu_v(m) := vm - \tilde{v}(m) \).

Now we define a diagram \( \mathcal{D} \) in \( \text{Mod}(R) \) of shape \( G_v \) as follows. For each \( v \in G^0 \) we set \( \mathcal{D}_v = \tilde{v}M \) and \( \mathcal{D}_v = vM \). For each \( e \in G^1 \) we define \( \mathcal{D}_e : \mathcal{D}_{s(e)} \to \mathcal{D}_{t(e)} \) to be the \( R \)-linear map \( \mathcal{D}(e)M \to \mathcal{D}(e)M \), and we define \( \mathcal{D}_e : \mathcal{D}(e)_- \to \mathcal{D}(e)_+ \) to be the map \( s(e)_+M \to t(e)_+M \). For each \( v \in G^0 \) that is not a source, the definitions of \( \mathcal{D}_v \) ensure that the map

\[
\bigoplus_{e \in e^{-1}(v)} s(e)M \to \tilde{v}M
\]

is an isomorphism of \( R \)-modules. Writing \( s(e)M = s(e)M \oplus s(e)_+M \) and consulting the definitions of \( \mathcal{D}_v \), \( \mathcal{D}_e \), and \( \mathcal{D}_v \) above, we see that the map

\[
\bigoplus_{t(e)=v} \mathcal{D}_e \oplus \mathcal{D}_e : \bigoplus_{t(e)=v} \mathcal{D}_e \oplus \mathcal{D}_e \to \mathcal{D}_v
\]

is an isomorphism, and so our diagram \( \mathcal{D} \) satisfies the coproduct condition. Now we have \( \Phi(\mathcal{G}) = \bigoplus_{v \in G} \tilde{v}M \oplus \nu_v M = \bigoplus_{v \in G} \nu_v M \), and the summation map \( \bigoplus_{v \in G} \nu_v M \to M \) is easily seen to be an isomorphism of \( L_\mathfrak{g}(\mathfrak{g}^{\mathrm{opp}}) \)-modules \( \Phi(\mathcal{G}) \to M \). Thus \( \Phi \) is essentially surjective, and this completes the proof that \( \Phi \) is an equivalence. \( \square \)

4. FLOW EQUIVALENCE

In this section we will show that many of the known results relating constructions on directed graphs to Morita equivalence of Leavitt path algebras (see, principally, [ALPS11] Section 3) extend to the more general setting of the categories \( \text{Diag}_C(G) \), subject in some cases to finiteness conditions on \( G \), and/or a requirement that \( C \) admit certain coproducts. In Sections 4.1–4.6 we establish equivalence results of this kind, while in section 4.7 we exhibit an example of a graphical construction that is known to yield Morita equivalent Leavitt path algebras, but which does not lead to equivalences of the categories \( \text{Diag}_C(G) \) in general, even when \( C \) has all coproducts. In Section 4.8 we conclude the paper with some remarks relating the invariants of Parry-Sullivan and Bowen-Franks to the categories \( \text{Diag}_C(G) \).

We remind the reader that when comparing our results to the known theorems for Leavitt path algebras, one should keep in mind that the passage from diagrams to modules over Leavitt path algebras involves replacing \( G \) by \( G^{\mathrm{opp}} \). So for instance our Theorem 4.2 on sinks generalises [ALPS11] Proposition 3.1], which concerns sources; our Theorem 4.13 on out-delays generalises [ALPS11] Theorem 3.6], which concerns in-delays; and so on.

4.1. Sink removal.

**Definition 4.1.** Let \( G = (G^0, G^1, s, t) \) be a directed graph. Recall that a vertex \( w \in G^0 \) is called a sink if \( s^{-1}(w) = \emptyset \). If \( w \) is a sink then we let \( G - w \) be the directed graph with \( (G - w)^0 = G^0 \setminus \{w\} \), \( (G - w)^1 = G^1 \setminus t^{-1}(w) \), and with source and target maps restricted from those of \( G \).

In words, \( G - w \) is the graph obtained from \( G \) by removing the sink \( w \) along with all edges having target \( w \).
Theorem 4.2. Let $G$ be a directed graph, and let $w \in G^0$ be a sink that is not a source. For each category $C$ with nonempty coproducts there is an equivalence of categories $\text{Diag}^C(G) \cong \text{Diag}^C(G - w)$. If in addition $w$ is not an infinite receiver, then the same is true for all categories $C$ with binary coproducts.

Proof. For each object $S$ of $\text{Diag}^C(G)$ we let $\Phi(S)$ be the object of $\text{Diag}^C(G - w)$ defined by

$$\Phi(S)_v := S_v \quad \text{and} \quad \Phi(S)_e := S_e$$

for all $v \in (G - w)^0$ and all $e \in (G - w)^1$. That is, $\Phi(S)$ is the diagram obtained from the diagram $S$ by deleting the object $S_w$ and all morphisms mapping into $S_w$. This new diagram clearly inherits the coproduct condition from the diagram $S$. Similarly, for each morphism $T : S \rightarrow e$ in $\text{Diag}^C(G)$ we let $\Phi(T) : \Phi(S) \rightarrow \Phi(e)$ be defined by

$$\Phi(T)_v := T_v$$

for all $v \in (G - w)^0$. The fact that $\Phi(T)$ is a morphism of diagrams follows immediately from the corresponding property of $T$, while the fact that $\Phi$ preserves identities and commutes with composition is obvious from the definition. Thus $\Phi$ is a functor.

To see that $\Phi$ is full and faithful, let $S$ and $e$ be two diagrams in $\text{Diag}^C(G)$, and let $S : \Phi(S) \rightarrow \Phi(e)$ be a morphism in $\text{Diag}^C(G - w)$. Since $w$ is not a source the diagram $S$ satisfies the coproduct condition at $w$, and hence there is a unique morphism $T_w : S_w \rightarrow e_w$ making the diagram

$$\begin{array}{ccc}
S_e & \xrightarrow{S_v} & S_w \\
\downarrow S_{S(e)} & & \downarrow T_w \\
e_{S(e)} & \xrightarrow{T_v} & e_w
\end{array}$$

commute for each $e \in t^{-1}(w)$. Setting $T_v := S_v$ for $v \in G^0 \setminus \{w\}$ then shows that there is a unique morphism $T : S \rightarrow e$ in $\text{Diag}^C(G)$ with $\Phi(T) = S$.

Finally, to see that $\Phi$ is essentially surjective note that each diagram $e$ in $\text{Diag}^C(G - w)$ can be extended to a diagram $\overline{e}$ in $\text{Diag}^C(G)$ by setting $\overline{e}_w := \bigsqcup_{e \in t^{-1}(w)} e_{S(e)}$ (which we can do since $t^{-1}(w)$ is a nonempty set and $C$ has nonempty coproducts), and then letting $\overline{e}_e : e_{S(e)} \rightarrow e_w$ be the canonical mapping into the coproduct for each $e \in t^{-1}(w)$. Then $\Phi(\overline{e}) = e$, so $\Phi$ is an equivalence. If $w$ is not an infinite receiver then the coproduct that we formed when defining $\overline{e}$ is over a finite set, and so $C$ need only admit binary coproducts.

Theorem 4.2 gives the following generalisation of a well-known fact about finite-dimensional Leavitt path algebras (see e.g. [AAPS07]).

Corollary 4.3. Let $G$ be an acyclic directed graph with only finitely many vertices, and let $n$ be the number of sources in $G^0$. For each category $C$ with nonempty coproducts we have an equivalence $\text{Diag}^C(G) \cong C^n$. If in addition $G$ has finitely many edges, then the same holds for all categories $C$ with binary coproducts.

(A directed graph is called acyclic if it has no directed cycles, the latter meaning a nonempty sequence of edges $(e_1, e_2, \ldots, e_n)$ with $t(e_i) = s(e_{i+1})$ for $i = 1, \ldots, n - 1$, and $t(e_n) = s(e_1)$.)
Proof. If $G$ has no edges then we are in the setting of Example 2.5. If $G$ has an edge then, since $G$ has only finitely many vertices and no cycles, $G$ has at least one sink $w$ that is not a source. Using Theorem 4.2 to remove $w$ we obtain a graph with fewer vertices whose $\text{Diag}^u_G$ category is equivalent to that of $G$, and now the corollary follows by induction.

Corollary 4.3 leads to a simple description of $\text{Diag}^u_G(G)$ when the directed graph $G$ has only finitely many vertices and when $P$ is the category associated to a partially ordered set $(P, \leq)$. A subset $X$ of $G^0$ is called irreducible if for each ordered pair of distinct vertices $(v, w) \in X^2$ there is a directed path in $G$ with source $v$ and target $w$ (that is, there is a sequence of edges $(e_1, \ldots, e_n)$ with $s(e_i) = v$, $t(e_i) = s(e_{i+1})$ for $i = 1, \ldots, n-1$, and $t(e_n) = w$). A subset $X$ of $G^0$ is called cohereditary if for each $e \in G^1$ with $t(e) \in X$ we have $s(e) \in X$.

**Corollary 4.4.** If $G$ is a directed graph with finitely many vertices, and $P$ is the category associated to a partially ordered set $(P, \leq)$ in which every finite subset has a supremum, then $\text{Diag}^u_P(G)$ is equivalent to $P^m$, where $m$ is the number of cohereditary irreducible subsets of $G^0$.

**Proof.** Since the union of two irreducible sets sharing a common vertex is again irreducible, each vertex $v \in G^0$ is contained in a unique maximal irreducible set $X_v \subseteq G^0$. Let $\tilde{G}$ be the directed graph with vertex set $\{X_v \mid v \in G^0\}$, such that for each pair of vertices $v, w \in G^0$ there is a single edge in $\tilde{G}$ with source $X_v$ and target $X_w$ if and only if $X_v \neq X_w$ and there exists an edge $e \in G^1$ with $s(e) \in X_v$ and $t(e) \in X_w$. The fact that each $X_v$ is maximal irreducible ensures that the graph $\tilde{G}$ is acyclic, and the sources in $\tilde{G}$ are those $X_v$ that are cohereditary in $G$. Noting that a cohereditary irreducible subset of $G^0$ is automatically maximal irreducible, and that the graph $\tilde{G}$ has only finitely many edges, we conclude from Corollary 4.3 that $\text{Diag}^u_P(G) \cong P^m$, where $m$ is the number of cohereditary irreducible subsets of $G^0$.

It now remains to show that $\text{Diag}^u_P(G) \cong \text{Diag}^u_P(\tilde{G})$. We construct a functor $\Phi : \text{Diag}^u_P(G) \to \text{Diag}^u_P(\tilde{G})$ by defining, for each diagram $\mathcal{D}$ in $\text{Diag}^u_P(G)$ and each vertex $X_v \in \tilde{G}$, $\Phi(\mathcal{D})_{X_v} := \mathcal{D}_v$. This is well defined because if $X_w = X_v$ then there are directed paths in $\tilde{G}$ from $v$ to $w$ and from $w$ to $v$, and so the fact that $\mathcal{D}$ is a diagram in $P$ ensures that $\mathcal{D}_v \leq \mathcal{D}_w \leq \mathcal{D}_v$. Since $P$ has at most one morphism between any pair of objects we do not need to define $\Phi(\mathcal{D})$ on the edges of $\tilde{G}$, but instead we must check that if there is an edge in $\tilde{G}$ from $X_w$ to $X_v$ then $\Phi(\mathcal{D})_{X_w} \leq \Phi(\mathcal{D})_{X_v}$. This is the case because there is a directed path in $G$ from $w$ to $v$, and so we have $\mathcal{D}_w \leq \mathcal{D}_v$.

To check that $\Phi(\mathcal{D})$ satisfies the coproduct condition, fix a vertex $v \in G^0$ such that $X_v$ is not a source in $\tilde{G}$; this ensures in particular that $v$ is not a source in $G$. The coproduct condition at $X_v$ is the requirement that
\begin{equation}
\mathcal{D}_v = \text{sup}\{\mathcal{D}_{\mathcal{E}(s)} \mid e \in G^1, t(e) \in X_v\}.
\end{equation}

We observed above that $\mathcal{D}_v \geq \mathcal{D}_{\mathcal{E}(s)}$ whenever $t(e) \in X_v$, so $\mathcal{D}_v$ is an upper bound for the set on the right in (4.5). On the other hand, the coproduct condition on $\mathcal{D}$ ensures that $\mathcal{D}_v$ is the supremum of the set $\{\mathcal{D}_{\mathcal{E}(s)} \mid e \in G^1, t(e) = v\}$, which is a subset of the right-hand side of (4.5), and so (4.5) holds.

The map $\Phi$ is a full and faithful functor $\text{Diag}^u_P(G) \to \text{Diag}^u_P(\tilde{G})$ (in other words, $\Phi$ is an injective mapping of partially ordered sets), because for diagrams $\mathcal{D}$ and $\mathcal{E}$ in $\text{Diag}^u_P(G)$ the definition of $\Phi$ implies immediately that for each $v \in G^0$ we have $\mathcal{D}_v \leq \mathcal{E}_v$ if and only if $\Phi(\mathcal{D})_{X_v} \leq \Phi(\mathcal{E})_{X_v}$. 

\[ \text{FLOW EQUIVALENCE OF DIAGRAM CATEGORIES AND LEAVITT PATH ALGEBRAS} \]
Finally, to show that \( \Phi \) is essentially surjective, let \( \mathcal{E} \) be a diagram in \( \text{Diag}_{\mathcal{P}}(G) \), and let \( \mathcal{D} \) be the diagram in \( \mathcal{P} \) of shape \( G \) given by \( \mathcal{D}_v := \mathcal{E}_{x_v} \) for each \( v \in G^0 \). This does define a diagram because for each edge \( e \in G^1 \) there is an edge in \( \widetilde{G} \) with source \( x_{s(e)} \) and target \( x_{t(e)} \), and consequently \( \mathcal{D}_{s(e)} = \mathcal{E}_{x_{s(e)}} \leq \mathcal{E}_{x_{t(e)}} = \mathcal{D}_{t(e)} \). To show that \( \mathcal{D} \) satisfies the coproduct condition, we note that this condition requires that for each \( v \in G^0 \) we have

\[
\mathcal{E}_{x_v} = \sup \{ \mathcal{E}_{x_{s(e)}} \mid e \in G^1, \ t(e) = v \}.
\]

The fact that \( \mathcal{E} \) satisfies the coproduct condition ensures that

\[
\mathcal{E}_{x_v} = \sup \{ \mathcal{E}_{x_{s(f)}} \mid f \in G^1, \ t(f) \in X_v \},
\]

and since the set on the right-hand side of (4.7) contains the set on the right-hand side of (4.6) we see that \( \mathcal{E}_{x_v} \) is an upper bound for the set on the right-hand side in (4.6). On the other hand, for each edge \( f \in G^1 \) with \( t(f) \in X_v \) there is an edge \( e \in G^1 \) with \( t(e) = v \) such that \( \mathcal{E}_{x_{s(e)}} \leq \mathcal{E}_{x_{s(f)}} \); indeed if \( t(f) \in X_v \) then \( f \) is the first edge in a directed path in \( \widetilde{G} \) with source \( s(f) \) and target \( v \), and we can take \( e \) to be the final edge in such a path. Thus every element of the set on the right-hand side of (4.7) is dominated by some element of the set on the right-hand side of (4.6), and we conclude that both sets have the same supremum, \( \mathcal{E}_{x_v} \). Thus \( \mathcal{D} \) satisfies the coproduct condition, and this completes the proof.

**Example 4.8.** If \( G \) is a finite irreducible graph (meaning that the entire vertex-set \( G^0 \) is irreducible in the sense defined above) then we have \( \text{Diag}_{\mathcal{P}}^i(G) \cong \mathcal{P} \) for every category \( \mathcal{P} \) associated to a partially ordered set. (No hypothesis need be made here on the existence of suprema in \( \mathcal{P} \), because the graph \( G \) appearing in the proof of Corollary 4.4 consists in this case of a single vertex and no edges.) For example, the graphs \( G \) and \( H \) from (4.5) satisfy \( \text{Diag}_{\mathcal{P}}^i(G) \cong \text{Diag}_{\mathcal{P}}^i(H) \) for every partially ordered set \( \mathcal{P} \), and this gives one answer to part (3) of Question 1.6.

**Remark 4.9.** For graphs \( G \) with infinitely many vertices it is not necessarily true that \( \text{Diag}_{\mathcal{P}}^i(G) \) is equivalent to a product of copies of \( \mathcal{P} \), even if we assume \( \mathcal{P} \) to have all coproducts. For example, let \( \mathcal{P} \) be the category associated to a partially ordered set \( (P, \leq) \), and let \( G \) be the graph

```
\[
\begin{array}{ccccccc}
& w_0 & \rightarrow & w_1 & \rightarrow & w_2 & \rightarrow & \cdots \\
& & & \uparrow & & \uparrow & & \\
& & & v & & & \\
\end{array}
\]
```

where the path of ws extends infinitely to the right, each \( w_i \) being the target of the first edge with source \( v \). For each diagram \( \mathcal{D} \) in \( \text{Diag}_{\mathcal{P}}^{P^2}(G) \) and each \( i \geq 0 \) we have \( \mathcal{D}_{w_i} := \sup \{ \mathcal{D}_v, \mathcal{D}_{w_{i+1}} \} \) and \( \mathcal{D}_v \leq \mathcal{D}_{w_{i+1}} \), giving \( \mathcal{D}_{w_0} = \mathcal{D}_{w_i} \) for all \( i \). Thus the map \( \mathcal{D} \rightarrow (\mathcal{D}_v, \mathcal{D}_{w_0}) \) gives an equivalence \( \text{Diag}_{\mathcal{P}}^{P^2}(G) \rightarrow \text{Arr}(\mathcal{P}) \), the arrow category of \( \mathcal{P} \) (i.e., the category associated to the subset \( \{ (x, y) \mid x \leq y \} \) of the partially ordered set \( P^2 \)). It is easy to come up with examples of \( \mathcal{P} \)'s for which \( \text{Arr}(\mathcal{P}) \) is not equivalent to any power of \( \mathcal{P} \): for example, take \( \mathcal{P} = \{ 0, 1 \} \) with \( 0 \leq 1 \).
4.2. Out-delays.

**Definition 4.10.** Let $G = (G^0, G^1, s, t)$ be a directed graph, and let $d : G^0 \cup G^1 \to \mathbb{N} \sqcup \{\infty\}$ be a function such that for each edge $e \in G^1$ we have $d(e) < \infty$ and $d(e) \leq d(s(e))$. (In this paper $\mathbb{N} = \{0, 1, 2, \ldots\}$, and $n < \infty$ for every $n \in \mathbb{N}$.) We define a new graph $G_{od,d} = (G^0_{od,d}, G^1_{od,d}, s_{od,d}, t_{od,d})$, called the *out-delay* of $G$ determined by $d$, as follows:

- $G^0_{od,d} = \{(v, n) \mid v \in G^0, n \in \mathbb{N}, 0 \leq n \leq d(v)\}$
- $G^1_{od,d} = G^1 \sqcup \{(v, n) \mid v \in G^0, n \in \mathbb{N}, 1 \leq n \leq d(v)\}$
- $s_{od,d}(e) = (s(e), d(e))$, $s_{od,d}(e_{v,n}) = (v, n-1)$
- $t_{od,d}(e) = (t(e), 0)$, $t_{od,d}(e_{v,n}) = (v, n)$.

**Example 4.11.** If $G$ is the directed graph

\[
\begin{array}{ccc}
   & e & \\
   v & f & w \\
   & g & \\
\end{array}
\]

and $d : G^0 \cup G^1 \to \mathbb{N} \sqcup \{\infty\}$ is the function

\[
d(v) = d(e) = 0, \quad d(w) = \infty, \quad d(f) = 1, \quad d(g) = 2,
\]

then $G_{od,d}$ is the directed graph

\[
\begin{array}{ccc}
   (v, 0) & e & (w, 0) \\
   f & (w, 1) & e_{w1} \\
   & (w, 2) & e_{w2} \\
   & (w, 3) & e_{w3} \\
   & \cdots & \cdots \\
\end{array}
\]

where the path of $(w, n)$s continues infinitely to the right.

**Example 4.12.** Let $G = (G^0, G^1, s, t)$ be a directed graph, and let $d : G^0 \cup G^1 \to \mathbb{N} \sqcup \{\infty\}$ be the function defined for $v \in G^0$ and $e \in G^1$ by

\[
d(v) = \begin{cases} 
0 & \text{if } v \text{ is not a sink} \\
\infty & \text{if } v \text{ is a sink}
\end{cases} \quad \text{and} \quad d(e) = 0.
\]

The graph $G_{od,d}$ is obtained from $G$ by “adding a tail” at each sink; for example:

\[
G = \begin{array}{ccc}
   & \longrightarrow & \\
   \bullet & \longrightarrow & \bullet \\
   & \longrightarrow & \\
\end{array} \implies G_{od,d} = \begin{array}{ccc}
   & \longrightarrow & \\
   \bullet & \longrightarrow & \bullet \\
   & \longrightarrow & \longrightarrow & \longrightarrow & \longrightarrow & \cdots \\
\end{array}
\]

**Theorem 4.13.** Let $G_{od,d}$ be an out-delay of a directed graph $G$, as in Definition 4.10. For each category $C$ there is an equivalence of categories $\text{Diag}^C_d(G) \cong \text{Diag}^C_{od,d}(G_{od,d})$.

**Proof.** To simplify the notation we will omit the “od” and just write $G_d = (G^0_d, G^1_d, s_d, t_d)$. For each diagram $\mathcal{D}$ in $\text{Diag}^C_d(G)$ let $\Phi(\mathcal{D})$ be the diagram in $C$ of shape $G_d$ defined by

\[
\Phi(\mathcal{D})_{(v,n)} = \mathcal{D}_v, \quad \Phi(\mathcal{D})_e = \mathcal{D}_e, \quad \Phi(\mathcal{D})_{e_{v,n}} = \text{id}_{\mathcal{D}_v}.
\]
For the graph $G$ and the function $d$ in Example 4.11 for instance, $\Phi$ sends each diagram

$$
\begin{array}{ccc}
X & \xrightarrow{\psi} & Y \\
\downarrow & & \downarrow \\
& R &
\end{array}
$$

to the diagram

$$
\begin{array}{ccc}
X & \xrightarrow{id} & Y & \xrightarrow{id} & \cdots & \xrightarrow{id} & Y & \xrightarrow{id} & Y & \cdots \\
\xrightarrow{\psi} & & \xrightarrow{id} & & \xrightarrow{id} & & \xrightarrow{id} & & \xrightarrow{id} & & \xrightarrow{id} \\
& & & & & & & & & &
\end{array}
$$

The diagram $\Phi(\mathcal{D})$ satisfies the coproduct condition: for the vertices $(v, 0)$ this follows immediately from the fact that $\mathcal{D}$ satisfies the coproduct condition, while for the vertices $(v, n)$ with $n \geq 1$ this follows from the fact that $(v, n) \in G^0_d$ is the target of exactly one edge $e_{(v, n)} \in G^1_d$, where $\Phi(\mathcal{D})_{(v, n)}$ is an isomorphism.

We extend $\Phi$ to a functor $\text{Diag}^C_\mathcal{D}(G) \to \text{Diag}^C_\mathcal{D}(G_d)$ by defining, for each morphism $T : \mathcal{D} \to \mathcal{E}$ in $\text{Diag}^C_\mathcal{D}(G)$, a morphism $\Phi(T) : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ in $\text{Diag}^C_\mathcal{D}(G_d)$ with $\Phi(T)_{(v, n)} := T_v$ for each $(v, n) \in G^0_d$.

Since each vertex $v \in G^0$ gives rise to at least one vertex $(v, n) \in G^0_d$, each component $T_v$ of $T$ appears as one of the components $\Phi(T)_{(v, n)}$ of $\Phi(T)$, and so the functor $\Phi$ is faithful.

To see that $\Phi$ is full, let $\mathcal{D}$ and $\mathcal{E}$ be diagrams in $\text{Diag}^C_\mathcal{D}(G)$, and let $S : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ be a morphism in $\text{Diag}^C_\mathcal{D}(G_d)$. Notice that for each vertex $(v, n) \in G^0_d$ with $n \geq 1$ we have

$$
S_{(v, n)} = S_{(v, n)} \circ \Phi(\mathcal{D})_{e_{(v, n)}} = \Phi(\mathcal{E})_{e_{(v, n)}} \circ S_{(v, n)} \circ S_{(v, n - 1)},
$$

and so $S_{(v, n)} = S_{(v, 0)}$ for all $n$. Now for each $v \in G$ define a morphism $T_v : \mathcal{D}_v \to \mathcal{E}_v$ in $\mathcal{C}$ by $T_v := S_{(v, 0)}$. For each edge $e \in G^1$ we have

$$
T_{(v, e)} = S_{(v, e)} \circ \Phi(\mathcal{D})_e = \Phi(\mathcal{E})_e \circ S_{(v, e)} = e \circ T_{(v, e)},
$$

and this shows that the collection of morphisms $T = (T_v \mid v \in G^0)$ is a morphism in $\text{Diag}^C_\mathcal{D}(G)$. For each vertex $(v, n) \in G^0_d$ we have

$$
S_{(v, n)} = S_{(v, 0)} = T_v = \Phi(T)_{(v, n)}
$$

and so $\Phi$ is full.

Finally, to show that the functor $\Phi$ is essentially surjective we let $\mathcal{E}$ be a diagram in $\text{Diag}^C_\mathcal{D}(G_d)$. Let $\mathcal{D}$ be the diagram of shape $G$ in $\mathcal{C}$ given on $v \in G^0$ and on $e \in G^1$ by

$$
\mathcal{D}_v := \varepsilon_{(v, 0)} \quad \text{and} \quad \mathcal{D}_e := \begin{cases} 
\varepsilon_e & \text{if } d(e) = 0, \\
\varepsilon_e \circ \varepsilon_{e_{d(e)}} \circ \varepsilon_{e_{d(e)-1}} \circ \cdots \circ \varepsilon_{e_1} & \text{if } d(e) \geq 1.
\end{cases}
$$

The fact that this $\mathcal{D}$ satisfies the coproduct condition follows immediately from the fact that $\mathcal{E}$ does so, using in particular the fact that each $\varepsilon_{e_n}$ is an isomorphism. We will prove that $\Phi(\mathcal{D}) \cong \mathcal{E}$ by considering the maps $T_{(v, n)} : \Phi(\mathcal{D})_{(v, n)} = \varepsilon_{(v, 0)} \to \varepsilon_{(v, n)}$ defined by

$$
T_{(v, n)} := \begin{cases} 
id_{\varepsilon_{(v, 0)}} & \text{if } n = 0, \\
\varepsilon_{e_n} \circ \varepsilon_{e_{n-1}} \circ \cdots \circ \varepsilon_{e_1} & \text{if } n \geq 1.
\end{cases}
$$
Each $T_{(v,n)}$ is an isomorphism in $C$, because each $\varphi_{v,n}$ is an isomorphism. The family of morphisms $T = (T_{(v,n)}) | (v,n) \in G^0_0$ is a morphism in $\text{Diag}^1_C(G_d)$ from $\Phi(\emptyset)$ to $\Phi(\mathcal{E})$ because for each edge $e \in G^1$ we have

$$T_{e} \circ \Phi(\emptyset) = \text{id}_{e_{(s(e),d(e))}} \circ \varphi_{e} \circ \varphi_{e_{(s(e),d(e))}} \circ \cdots \circ \varphi_{e_{(s(e),d(e))}} = \varphi_{e} \circ T_{e},$$

while for each $e_{v,n} \in G^1_0$ we have

$$T_{v,n} \circ \Phi(\emptyset) = T_{(v,n)} \circ \text{id}_{e_{(s(e_{v,n}),d(e_{v,n}))}} = \varphi_{e_{v,n}} \circ \cdots \circ \varphi_{e_{v,n}} = \varphi_{e_{v,n}} \circ T_{v,n}.$$

Thus $T : \Phi(\emptyset) \to \mathcal{E}$ is an isomorphism in $\text{Diag}^1_C(G_d)$, and so $\Phi$ is essentially surjective.

4.3. Adding heads at sources.

**Definition 4.14.** Let $G = (G^0, G^1, s, t)$ be a directed graph, and let $G^0_0$ be the set of sources in $G$. Define a new graph $\hat{G} = (\hat{G}^0, \hat{G}^1, \hat{s}, \hat{t})$ by

- $\hat{G}^0 = G^0 \cup \{(v, n) | v \in G^0_0, n = 1, 2, 3, \ldots\}$
- $\hat{G}^1 = G^1 \cup \{e_{v,n} | v \in G^0_0, n = 1, 2, 3, \ldots\}$
- $\hat{s}(e) = s(e)$, $\hat{s}(e_{v,n}) = (v, n)$,
- $\hat{t}(e) = t(e)$, $\hat{t}(e_{v,n}) = \begin{cases} (v, n-1) & \text{if } n \geq 2 \\ v & \text{if } n = 1. \end{cases}$

For example, if $G$ is the graph

\[
\begin{array}{c}
\bullet \\
\hspace{1cm} \Vleftarrow \\
\end{array}
\]

then $\hat{G}$ is the graph

\[
\begin{array}{c}
\bullet \\
\hspace{1cm} \Vleftarrow \hspace{1cm} \Vleftarrow \hspace{1cm} \Vrightarrow \\
\end{array}
\]

Notice that in general $\hat{G}$ has no sources, and that if $G$ has no sources then $\hat{G} = G$.

**Theorem 4.16.** Let $G$ be a directed graph, and let $\hat{G}$ be the graph obtained by adding a head at each source of $G$ as in Definition 4.14. For each category $C$ there is an equivalence of categories $\text{Diag}^1_C(G) \cong \text{Diag}^1_C(\hat{G})$.

**Proof.** For each diagram $\emptyset$ in $\text{Diag}^1_C(G)$ we define a diagram $\Phi(\emptyset)$ of shape $\hat{G}$ by setting

$\Phi(\emptyset)_v = \emptyset_v$, $\Phi(\emptyset)_e = \emptyset_e$, $\Phi(\emptyset)_{(v,n)} := \emptyset_v$, and $\Phi(\emptyset)_{e_{v,n}} := \text{id}_{\emptyset_v}$.

For the graph (4.15), for instance, $\Phi$ sends each diagram

\[
\begin{array}{c}
X \Vleftarrow Y \\
\hspace{1cm} \Vrightarrow \\
\end{array}
\]

to the diagram

\[
\begin{array}{c}
\bullet \\
\hspace{1cm} \Vleftarrow \hspace{1cm} \Vrightarrow \\
\end{array}
\]

The diagram $\Phi(\emptyset)$ clearly inherits the coproduct condition from the diagram $\emptyset$, and so $\Phi(\emptyset)$ is an object of $\text{Diag}^1_C(\hat{G})$. 

We define a new graph $S$ to give an isomorphism $\Phi$. Let $S_{(v,n)} = \Phi(\mathcal{E})_{e,v} \circ S_v = \Phi(\mathcal{E})_{e,v} \circ S_{(v,n-1)}$ where $(v,0) := v$. Thus $S_{(v,n)} = S_v$ for each source $v$ and each $n \geq 1$, and so we have $S = \Phi(T)$ where $T : \mathcal{D} \to \mathcal{E}$ is the morphism defined by $T_v := S_v$ for each $v \in G^0$.

Finally, to show that $\Phi$ is essentially surjective, let $\mathcal{E}$ be a diagram in $\text{Diag}_{C}^{\mathcal{C}}(G)$. Note that for each source $v$ of $G$ and each $n \geq 1$ the morphism $\mathcal{E}_{e,v} : \mathcal{E}_{(v,n)} \to \mathcal{E}_{(v,n-1)}$ is an isomorphism, because $(v,n-1)$ is the target of only one edge (cf Example 2.6). Let $\mathcal{D}$ be the object in $\text{Diag}_{C}^{\mathcal{C}}(G)$ defined by $\mathcal{D}_v := \mathcal{E}_v$ and $\mathcal{D}_{e,v} := \mathcal{E}_{e,v}$ for each $v \in G^0$ and each $e \in G^1$. The diagram $\mathcal{D}$ satisfies the coproduct condition because $\mathcal{E}$ does, and the maps $S_v : \mathcal{D}_v \to \mathcal{E}_v$ and $S_{(v,n)} : \mathcal{D}_{(v,n)} \to \mathcal{E}_{(v,n)}$ assemble to give an isomorphism $S : \Phi(\mathcal{D}) \to \mathcal{E}$ in $\text{Diag}_{C}^{\mathcal{C}}(G)$. Thus $\Phi$ is essentially surjective.

4.4. In-delays.

**Definition 4.17.** Let $G = (G^0, G^1, s, t)$ be a directed graph with no infinite receivers, and let $d : G^0 \sqcup G^1 \to \mathbb{N}$ be a function such that for each vertex $v \in G^0$ we have

$$d(v) = \begin{cases} \sup_{e \in e(v)} d(e) & \text{if } v \text{ is not a source,} \\ 0 & \text{if } v \text{ is a source} \end{cases}$$

We define a new graph $G_{id,d} = (G^0_{id,d}, G^1_{id,d}, s_{id,d}, t_{id,d})$, called the in-delay of $G$ determined by the function $d$, as follows:

$$G^0_{id,d} = \{(v,n) \mid v \in G^0, n \in \mathbb{N}, 0 \leq n \leq d(v)\}$$

$$G^1_{id,d} = G^1 \sqcup \{e_{v,n} \mid v \in G^0, n \in \mathbb{N}, 1 \leq n \leq d(v)\}$$

$$s_{id,d}(e) = (s(e), 0), \quad s_{id,d}(e_{v,n}) = (v, n)$$

$$t_{id,d}(e) = (t(e), d(e)), \quad t_{id,d}(e_{v,n}) = (v, n-1).$$

For example, if $G$ is the directed graph

$$\begin{tikzpicture}
  \node (v) at (0,0) {$v$};
  \node (w) at (1,1) {$w$};
  \node (g) at (2,0) {$g$};
  \draw (v) edge [below] node {$f$} (w);
  \draw (w) edge [above] node {$e$} (g);
\end{tikzpicture}$$

and $d : G^0 \sqcup G^1 \to \mathbb{N}$ is the function

$$d(v) = d(f) = 0, \quad d(w) = d(g) = 2, \quad d(e) = 1$$

(4.18)
then $G_{id,d}$ is the graph

$$\begin{align*}
(4.19) \quad & (v,0) \xrightarrow{f} (w,0) \xrightarrow{e_{v1}} (w,1) \xrightarrow{e_{v2}} (w,2) 
\end{align*}$$

**Theorem 4.20.** Let $G$ be a directed graph with no infinite receivers, and let $G_{id,d}$ be an in-delay of $G$ as in Definition 4.17. For each category $C$ with binary coproducts there is an equivalence of categories $\text{Diag}^\oplus_C(G) \cong \text{Diag}^\oplus_C(G_{id,d})$.

**Proof.** To simplify the notation we will omit the “id” and just write $G_d = (G_d^0, G_d^1, s_d, t_d)$. We may assume without loss of generality that $G$ has no sources. To see why, consider the graph $\tilde{G}$ obtained by adding heads at the sources of $G$ as in Definition 4.14, and extend the function $d$ to $\tilde{G}^0 \sqcup \tilde{G}^1$ by setting $d(v,n) = d(e_{v,n}) = 0$ for each source $v$ of $G$ and each $n \geq 1$. We then have $(\tilde{G})_d = (\tilde{G_d})$, and so if we prove Theorem 4.20 for graphs (like $\tilde{G}$) with no sources, then that result combined with Theorem 4.16 will give a chain of equivalences

$$\text{Diag}^\oplus_C(G) \cong \text{Diag}^\oplus_C(\tilde{G}) \cong \text{Diag}^\oplus_C((\tilde{G})_d) \cong \text{Diag}^\oplus_C(G_d)$$

as required.

So we assume for the rest of the proof that $G$ has no sources, and we note that the same is then true of $G_d$. For each diagram $\mathcal{D}$ in $\text{Diag}^\oplus_C(G)$ let $\Phi(\mathcal{D})$ be the diagram in $C$ of shape $G_d$ defined as follows. For each vertex $v \in G^0$ and each $n \leq d(v)$ we define

$$\Phi(\mathcal{D})_{v,n} := \bigsqcup_{e \in t^{-1}(v), \ d(e) \geq n} \mathcal{D}_{s(e)^*}.$$

Note that the assumptions that $G$ has no sources or infinite receivers, and that $d(v) = \sup_{e \in t^{-1}(v)} d(e)$, together ensure that the coproduct on the right-hand side above is indexed by a nonempty finite set, and thus exists (uniquely, up to canonical isomorphism) in the category $C$. For each edge $e \in G^1$ we let

$$\Phi(\mathcal{D})_e := \bigsqcup_{f \in t^{-1}(e)} \mathcal{D}_f \cdot \bigsqcup_{g \in t^{-1}(e)} \mathcal{D}_{s(g)}.$$

To make sense of this definition, note that for each $f \in t^{-1}(e)$ we have $\mathcal{D}_f : \mathcal{D}_{s(f)} \rightarrow \mathcal{D}_{s(e)}$, and $e$ is one of the edges $g$ indexing the coproduct on the right-hand side. So we can define the coproduct of the maps $\mathcal{D}_f$ as explained in Section 2.2.

Finally, for each edge of the form $e_{v,n}$ in $G^1_d$, where $v \in G^0$ and $1 \leq n \leq d(v)$, we define

$$\Phi(\mathcal{D})_{e_{v,n}} := \bigsqcup_{e \in t^{-1}(v), \ d(e) \geq n} \mathcal{id}_{\mathcal{D}_{s(e)}} \cdot \bigsqcup_{f \in t^{-1}(v), \ d(f) \geq n-1} \mathcal{D}_{s(f)}.$$

To make sense of this definition, note that the set of indices for the coproduct in the domain is a subset of the set of indices for the coproduct in the codomain.

To illustrate: for the graphs $G$ and $G_d$ in (4.18) and (4.19), our map $\Phi$ sends each diagram
of shape $G$ to the diagram

\[
\begin{array}{ccc}
Y & \xrightarrow{\psi} & X \sqcup Y \\
\varphi \downarrow & & \downarrow \text{id} \\
\varphi \uparrow \downarrow & & \downarrow \text{can}
\end{array}
\]

of shape $G_d$. (Here ‘can’ denotes the canonical morphism into the coproduct.)

Returning to the general case, to check that the diagram $\Phi(\mathcal{D})$ satisfies the coproduct condition we let $(v, n)$ be a vertex of $G_d$, and suppose first that $n < d(v)$. We can then write

\[
\Phi(\mathcal{D})_{(v, n)} = \left( \bigsqcup_{e \in t^{-1}(v), d(e) = n} D_{d(e)} \right) \sqcup \left( \bigsqcup_{e \in t^{-1}(v), d(e) \geq n+1} D_{d(e)} \right).
\]

Now $t^{-1}(v, n) = \{e \in t^{-1}(v) \mid d(e) = n\} \cup \{e_{v,n+1}\}$, and consulting the definition of $\Phi(\mathcal{D})$ shows that the map $\bigsqcup_{e \in t^{-1}(v, n)} \Phi(\mathcal{D})_e : \bigsqcup_{e} \Phi(\mathcal{D})_e \to \Phi(\mathcal{D})$ is the coproduct of the vertical arrows in the diagram

\[
\begin{array}{ccc}
\bigsqcup_{e \in t^{-1}(v), d(e) = n} D_{d(e)} & \sqcup & \bigsqcup_{e \in t^{-1}(v), d(e) \geq n+1} D_{d(e)} \\
\downarrow {\mathcal{D}}_{(f)} & & \downarrow \text{id} \\
\bigsqcup_{e \in t^{-1}(v), d(e) = n} D_{d(e)} & \sqcup & \bigsqcup_{e \in t^{-1}(v), d(e) \geq n+1} D_{d(e)}
\end{array}
\]

The coproduct property of $\mathcal{D}$ ensures that this map is an isomorphism. The verification of the coproduct condition at each vertex $(v, n)$ with $n = d(v)$ is similar to the above, except that the $d(e) = n + 1$ terms are absent. We conclude that $\Phi(\mathcal{D})$ does satisfy the coproduct condition, and hence is an object of $\text{Diag}_{C}(G_d)$.

To describe how we turn $\Phi$ into a functor, we let $T : \mathcal{D} \to \mathcal{E}$ be a morphism in $\text{Diag}_{C}(G)$. For each vertex $v \in G_0$, and for each $n \leq d(v)$, we define

\[
(4.23) \quad \Phi(T)_{(v, n)} := \bigsqcup_{e \in t^{-1}(v), d(e) \geq n} T_{d(e)} : \bigsqcup_{e \in t^{-1}(v), d(e) \geq n} D_{d(e)} \to \bigsqcup_{e \in t^{-1}(v), d(e) \geq n} E_{d(e)}.
\]

The fact that $T$ is a morphism of diagrams $\mathcal{D} \to \mathcal{E}$ ensures that $\Phi(T)$ is a morphism of diagrams $\Phi(\mathcal{D}) \to \Phi(\mathcal{E})$, and since $\Phi$ obviously preserves identities and commutes with composition we have defined a functor $\Phi : \text{Diag}_{C}(G) \to \text{Diag}_{C}(G_d)$.

To see that the functor $\Phi$ is faithful, note that for each morphism $T : \mathcal{D} \to \mathcal{E}$ in $\text{Diag}_{C}(G)$, and each vertex $v \in G_0$ we have a diagram

\[
\begin{array}{ccc}
\bigsqcup_{e \in t^{-1}(v)} D_{d(e)} & \xrightarrow{T_{d(e)}} & \bigsqcup_{e \in t^{-1}(v)} D_{e} \\
\downarrow T_{d(e)} & & \downarrow T_{e} \\
\bigsqcup_{e \in t^{-1}(v)} E_{d(e)} & \xrightarrow{T_{e}} & \bigsqcup_{e \in t^{-1}(v)} E_{e}
\end{array}
\]
that commutes because $T$ is a morphism of diagrams. The left-hand vertical arrow is $\Phi(T_{(v,0)})$, and the horizontal arrows are isomorphisms because $\mathcal{D}$ and $\mathcal{E}$ satisfy the coproduct condition, and so $\Phi(T)$ determines $T$.

We next prove that the functor $\Phi$ is full, which will require some work. Let $\mathcal{D}$ and $\mathcal{E}$ be diagrams in $\text{Diag}_{C}^{\mathbb{U}}(G)$, and let $S : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ be a morphism in $\text{Diag}_{C}^{\mathbb{U}}(G_{d})$. For each vertex $v \in G^{0}$ we let $T_{v} : \mathcal{D}_{v} \to \mathcal{E}_{v}$ be defined by the following commutative diagram, in which the horizontal arrows are isomorphisms:

\[(4.24)\]

\[
\begin{array}{ccc}
\bigcup_{e \in \text{c}(v)} \mathcal{D}_{e(d)} & \text{for} & \bigcup_{e \in \text{c}(v)} \mathcal{E}_{e(d)} \\
\downarrow \varphi & & \downarrow \psi \\
\mathcal{D}_{v} & \xrightarrow{T_{v}} & \mathcal{E}_{v}
\end{array}
\]

We claim that the collection of morphisms $T = (T_{v} \mid v \in G^{0})$ is a morphism in $\text{Diag}_{C}^{\mathbb{U}}(G)$ from $\mathcal{D}$ to $\mathcal{E}$, or in other words that $\mathcal{E}_{e} \circ T_{e(d)} = T_{e(d)} \circ \mathcal{D}_{e}$ for every $e \in G^{1}$.

To verify this equality we first note that the equality

\[\Phi(\mathcal{E})_{e} \circ S_{e(d),0} = S_{e(d),d(e)} \circ \Phi(\mathcal{D})_{e}\]

(which holds because $S$ is a morphism in $\text{Diag}_{C}^{\mathbb{U}}(G_{d})$), combined with the definition (4.24) of $T_{e(d)}$ and the definition (4.21) of $\Phi(\mathcal{D})_{e}$, yields a commuting diagram

\[
\begin{array}{ccc}
\bigcup_{e \in \text{c}(v)} \mathcal{D}_{e(d)} & \text{for} & \bigcup_{e \in \text{c}(v)} \mathcal{E}_{e(d)} \\
\downarrow \varphi & & \downarrow \psi \\
\mathcal{D}_{v} & \xrightarrow{T_{v}} & \mathcal{E}_{v}
\end{array}
\]

Upon composing the horizontal arrows in the above diagram we obtain a commuting diagram

\[(4.25)\]

\[
\begin{array}{ccc}
\bigcup_{e \in \text{c}(v)} \mathcal{D}_{e(d)} & \text{for} & \bigcup_{e \in \text{c}(v)} \mathcal{E}_{e(d)} \\
\downarrow \varphi & & \downarrow \psi \\
\mathcal{D}_{v} & \xrightarrow{T_{v}} & \mathcal{E}_{v}
\end{array}
\]

where the horizontal arrows are the canonical morphisms arising from the fact that $e$ is one of the indices $g$ appearing in the coproducts.

Next we observe that the equality

\[
\Phi(\mathcal{E})_{g_{e(1,1)}} \circ \Phi(\mathcal{E})_{g_{e(1,2)}} \circ \cdots \circ \Phi(\mathcal{E})_{g_{e(d,1)}} \circ S_{e(d),d(e)}
\]

\[
= S_{e(1,0)} \circ \Phi(\mathcal{D})_{g_{e(1,1)}} \circ \Phi(\mathcal{D})_{g_{e(1,2)}} \circ \cdots \circ \Phi(\mathcal{D})_{g_{e(d,1)}}
\]

...
(which holds because $S$ is a morphism in $\text{Diag}_C^{U}(G_d)$), together with the definition \((4.22)\) of the maps $\Phi(\mathcal{O})_{n}^{i}$ and $\Phi(\mathcal{E})_{n}^{i}$, ensures that the diagram

\[(4.26)\]

\[
\begin{array}{c}
\mathcal{D}(g) \\
g \in \text{e}^{-1}(e), \quad d(g) \geq d(e)
\end{array}
\begin{array}{c}
\mathcal{D}(f) \\
f \in \text{e}^{-1}(e)
\end{array}
\begin{array}{c}
\mathcal{E}(g) \\
g \in \text{e}^{-1}(e), \quad d(g) \geq d(e)
\end{array}
\begin{array}{c}
\mathcal{E}(f) \\
f \in \text{e}^{-1}(e)
\end{array}
\]

commutes. The definition \((4.24)\) of $T_{n}(e)$ ensures that the diagram

\[(4.27)\]

\[
\begin{array}{c}
\mathcal{D}(g) \\
g \in \text{e}^{-1}(e), \quad d(g) \geq d(e)
\end{array}
\begin{array}{c}
\mathcal{E}(g) \\
g \in \text{e}^{-1}(e), \quad d(g) \geq d(e)
\end{array}
\begin{array}{c}
\mathcal{E}(f) \\
f \in \text{e}^{-1}(e)
\end{array}
\]

also commutes, and patching together \((4.25)\), \((4.26)\), \((4.27)\) gives a commuting diagram

The composition of the horizontal arrows along the top of this last diagram is $\mathcal{D}_{e}$, while the composition along the bottom is $\mathcal{E}_{e}$, and so we obtain the desired equality $T_{n}(e) \circ \mathcal{D}_{e} = \mathcal{E}_{e} \circ T_{n}(e)$. This shows that our $T$ is indeed a morphism in $\text{Diag}_C^{U}(G)$.

To complete the proof that our functor $\Phi$ is full, it remains to show that $\Phi(T) = S$. To do this we fix a vertex $v \in G^{U}$ and a positive integer $n \leq d(v)$. According to \((4.23)\), and to the diagram \((4.24)\), the map $\Phi(T)_{n}(v)$ is the unique morphism

\[
R : \begin{array}{c}
\mathcal{D}(e) \\
e \in \text{e}^{-1}(v), \quad d(e) \geq n
\end{array} \rightarrow \begin{array}{c}
\mathcal{E}(e) \\
e \in \text{e}^{-1}(v), \quad d(e) \geq n
\end{array}
\]
with the property that for each \( f \in \beta^{-1}(v) \) with \( d(f) \geq n \), the diagram

\[
\begin{array}{c}
\phi_{\beta(n,0)} \circ \phi_{\beta(n+1)} \circ \cdots \circ \phi_{\beta(d(f))} \circ \phi_{\beta(f)}
\end{array}
\]

while the bottom horizontal arrow is equal to the analogous expression with all of the \( \beta_s \) replaced by \( \gamma_s \). The fact that \( S \) is a morphism from \( \Phi(\beta) \) to \( \Phi(\gamma) \) ensures that

\[
S_{(v,n)} \circ \phi_{\beta(n+1)} \circ \phi_{\beta(n+1)} \circ \cdots \circ \phi_{\beta(d(f))} \circ \phi_{\beta(f)} = \phi_{\gamma(s)} \circ \phi_{\gamma(n+1)} \circ \phi_{\gamma(n+1)} \circ \cdots \circ \phi_{\gamma(d(f))} \circ \phi_{\gamma(f)} \circ S_{(f,0)}
\]

and so putting \( R = S_{(v,n)} \) into \((4.28)\) does indeed yield a commuting diagram. We conclude that \( S_{(v,n)} = \Phi(T)_{(v,n)} \) and that our functor \( \Phi \) is full.

The last step in the proof of Theorem 4.20 is to prove that \( \Phi \) is essentially surjective. To do this we fix a diagram \( \gamma \) in \( \text{Diag}^{_{\mathcal{C}}}(G) \), and define a diagram \( \phi \) of shape \( G \) by

\[
\phi_{\gamma} := \gamma_{(v,0)}, \quad \phi_{\beta} := \begin{cases} 
\gamma_{\beta} & \text{if } d(e) = 0, \\
\gamma_{\beta_{n+1}} \circ \gamma_{\beta_{n+2}} \circ \cdots \circ \gamma_{\beta_{d(f)}} \circ \gamma_{\beta_{f}} & \text{if } d(e) \geq 1
\end{cases}
\]

for each \( v \in G^0 \) and each \( e \in G^1 \). The fact that \( \gamma \) satisfies the coproduct condition ensures that \( \phi \) does too, and so \( \phi \) is an object of \( \text{Diag}^{_{\mathcal{C}}}(G) \). Returning to our graphs \((4.18)\) and \((4.19)\) to illustrate, our construction sends a diagram

\[
(4.29) \quad \gamma = A \xymatrix{ B_0 & B_1 & B_2 \\ & \ar[ur]_{\alpha} & \ar[l]_{\delta_1} & \ar[r]_{\delta_2} \\ & \ar[ul]_{\beta} & \ar[l]_{\gamma} & 
}
\]

to the diagram

\[
(4.30) \quad \phi = A \xymatrix{ B_0 & B_1 & B_2 \\ & \ar[ur]_{\delta_1} & \ar[l]_{\delta_2} \\ & \ar[ul]_{\beta} & \ar[l]_{\gamma} & 
}
\]

We shall construct an isomorphism \( T_{(v,n)} : \Phi(\gamma)_{(v,n)} \to \gamma_{(v,n)} \) for each \( v \in G^0 \) and each \( n = 0,1,\ldots,d(v) \) recursively, starting at \( n = d(v) \). We have

\[
\Phi(\gamma)_{(v,d(v))} = \bigcup_{e \in \beta^{-1}(v), d(e) = d(v)} \gamma_{(e,0)}
\]

and since \( \beta^{-1}(v,d(v)) = \{ e \mid e \in \beta^{-1}(v), d(e) = d(v) \} \) the coproduct condition on \( \gamma \) ensures that the map

\[
T_{(v,d(v))} := \bigcup_{e \in \beta^{-1}(v), d(e) = d(v)} \gamma_{(e,0)} \to \gamma_{(v,d(v))}
\]
is an isomorphism. Now supposing for \( n < d(v) \) that we have constructed an isomorphism \( T_{(v,n+1)} : \Phi(\mathcal{D})_{(v,n+1)} \to \mathcal{E}_{(v,n+1)} \), we construct \( T_{(v,n)} \) as follows. We have

\[
\Phi(\mathcal{D})_{(v,n)} = \bigsqcup_{e \in \mathbb{E}^{-1}(v), d(e) \geq n} \mathcal{E}_{(s(e),0)} = \bigsqcup_{e \in \mathbb{E}^{-1}(v), d(e) = n} \mathcal{E}_{(s(e),0)} \sqcup \Phi(\mathcal{D})_{(v,n+1)},
\]

and we let \( T_{(v,n)} : \Phi(\mathcal{D})_{(v,n)} \to \mathcal{E}_{(v,n)} \) be the map

\[
T_{(v,n)} := \left( \bigsqcup_{e \in \mathbb{E}^{-1}(v), d(e) = n} \mathcal{E}_{e} \right) \sqcup \left( \mathcal{E}_{e,\nu} \circ T_{(v,n+1)} \right).
\]

Since \( T_{(v,n+1)} \) is an isomorphism, and since \( \mathbb{E}_d^{-1}(v,n) = \{ e \in \mathbb{E}^{-1}(v) \mid d(e) = n \} \sqcup \{ e_{v,n+1} \} \), the coproduct condition on \( \mathcal{E} \) ensures that our \( T_{(v,n)} \) is an isomorphism. To illustrate, if \( \mathcal{E} \) and \( \mathcal{D} \) are as in (4.29) and (4.30), then the isomorphisms \( T_s : \Phi(\mathcal{D}) \to \mathcal{E} \) are the dotted vertical arrows in the diagram.

![Diagram](https://example.com/diagram.png)

The last thing to check is that the collection of morphisms

\[ T = \{ T_{(v,n)} \mid v \in G^0, \ 0 \leq n \leq d(v) \} \]

defines a morphism in \( \text{Diag}^{|/\mathcal{C}|}(G_d) \). For each edge of the form \( e_{v,n} \) in \( G_d \) the morphism \( T_{(v,n-1)} \circ \Phi(\mathcal{D})_{e_{v,n}} \) is the composition

\[
\bigsqcup_{e \in \mathbb{E}^{-1}(v), d(e) \geq n} \mathcal{E}_{(s(e),0)} \sqcup \id \bigsqcup_{f \in \mathbb{E}^{-1}(v), d(f) \geq n-1} \mathcal{E}_{(s(f),0)} \xrightarrow{T_{(v,n-1)}} \mathcal{E}_{(v,n-1)},
\]

and by the recursive definition of \( T_{(v,n)} \) this composition is equal to \( \mathcal{E}_{e_{v,n}} \circ T_{(v,n)} \). Thus \( T_{s(v,n)} \circ \Phi(\mathcal{D})_{e_{v,n}} = \mathcal{E}_{e_{v,n}} \circ T_{s(e_{v,n})} \). On the other hand, tracing through the definitions one finds that for each edge \( e \in G^1 \) the morphisms

\[
\bigsqcup_{f \in \mathbb{E}^{-1}(s(e))} \mathcal{E}_{(s(f),0)} \xrightarrow{T_{(s(e),d(e))}\circ\Phi(\mathcal{D})_{e}} \mathcal{E}_{(t(e),d(e))}
\]

are both equal to

\[
\bigsqcup_{f \in \mathbb{E}^{-1}(s(e))} \mathcal{E}_{e} \circ \mathcal{E}_{e,s(e),1} \circ \cdots \circ \mathcal{E}_{e,s(e),d(f)} \circ \mathcal{E}_{f},
\]
Theorem 4.34. Let $G$ be a directed graph, and let $G_{os,p}$ be an out-splitting of $G$ as in Definition 4.17. For each category $C$ there is an equivalence $\text{Diag}^{|}_C(G) \cong \text{Diag}^{|}_C(G_{os,p})$.

Proof. To simplify the notation we will write $G_p$ instead of $G_{os,p}$.

For each diagram $\mathcal{D}$ in $\text{Diag}^{|}_C(G)$ we define a diagram $\Phi(\mathcal{D})$ in $\text{Diag}^{|}_C(G_p)$ by

$$\Phi(\mathcal{D})_{(v,n)} := \mathcal{D}_v \quad \text{and} \quad \Phi(\mathcal{D})_{(e,n)} := \mathcal{D}_e.$$ 

Since each vertex $(v,n)$ of $G_p$ has $t^{-1}_p(v,n) = \{(e,n) \mid e \in t^{-1}(v)\}$, the diagram $\text{Diag}^{|}_C(G)$ is easily seen to inherit the coproduct property from $\mathcal{D}$. For the graphs $G$ and $G_p$ in (4.32) and (4.33), for instance, $\Phi$ sends each diagram

$$X \xymatrix{ \circ \ar[r]_{\varphi} & \circ \ar[r]_{\psi} & Y \ar[r]_{\rho} }$$
To make $\Phi$ into a functor we define, for each morphism $T : \mathcal{D} \to \mathcal{E}$ in $\text{Diag}^{(1)}_{\mathcal{C}}(G)$, a morphism $\Phi(T) : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ by

$$\Phi(T)_{(v,n)} := T_v : \mathcal{D}_v \to \mathcal{E}_v.$$  

The fact that $\Phi(T)$ is a morphism of diagrams follows easily from the corresponding property of $T$. Since each component $T_v$ of the morphism $T$ appears as a component $\Phi(T)_{(v,0)}$ of the morphism $\Phi(T)$, the functor $\Phi$ is faithful.

To see that $\Phi$ is full, let $\mathcal{D}$ and $\mathcal{E}$ be objects in $\text{Diag}^{(1)}_{\mathcal{C}}(G)$, and let $S : \Phi(\mathcal{D}) \to \Phi(\mathcal{E})$ be a morphism in $\text{Diag}^{(1)}_{\mathcal{C}}(G_p)$. For each vertex $v \in G^0$ that is not a source, each $n \in \{0, 1, \ldots, p(n)\}$, and each $e \in t^{-1}(v)$ the equality $S_{(v,n)} \circ \Phi(\mathcal{D})_{(e,n)} = \Phi(\mathcal{E})_{(e,n)} \circ S_{(v,n)}$ implies that $S_{(v,n)} \circ \mathcal{D}_e = \mathcal{E}_e \circ S_{(s(e),p(e))}$. Taking a coproduct over $e \in t^{-1}(v)$ shows that the diagram

$$\begin{array}{ccc}
\mathcal{D}_{(e)} & \xrightarrow{\mathcal{D}_e} & \mathcal{D}_v \\
\downarrow S_{(v,n)} & & \downarrow S_{(v,n)} \\
\mathcal{E}_{(e)} & \xrightarrow{\mathcal{E}_e} & \mathcal{E}_v
\end{array}$$

commutes. Since the horizontal arrows are isomorphisms and everything but $S_{(v,n)}$ is independent of $n$, we conclude that

$$(4.35) \quad S_{(v,n)} = S_{(v,m)} \quad \text{for all } n, m \in \{0, 1, \ldots, p(v)\}.$$  

On the other hand, if $v \in G^0$ is a source then we required that $p(v) = 0$ and so the equality $(4.35)$ is clearly satisfied. With this equality in hand it is easily checked that setting $T_v := S_{(v,0)}$ for each $v \in G^0$ yields a morphism $T : \mathcal{D} \to \mathcal{E}$ in $\text{Diag}^{(1)}_{\mathcal{C}}(G)$ such that $\Phi(T) = S$, and so $\Phi$ is full.

Finally, to show that $\Phi$ is essentially surjective, let $\mathcal{E}$ be an object of $\text{Diag}^{(1)}_{\mathcal{C}}(G_p)$. For each vertex $v \in G^0$ that is not a source, and each $n \in \{0, 1, \ldots, p(v)\}$, we let $T_{(v,n)} : \mathcal{E}_{(v,0)} \to \mathcal{E}_{(v,n)}$ be the isomorphism in $\mathcal{C}$ making the diagram

$$\begin{array}{ccc}
\mathcal{E}_{(e),p(e)} & \xrightarrow{\mathcal{E}_e} & \mathcal{E}_{(v,0)} \\
\downarrow \cong & & \downarrow \cong \\
\mathcal{E}_{(v,n)} & \xrightarrow{T_{(v,n)}} & \mathcal{E}_{(v,n)}
\end{array}$$

commute. For each source $v \in G^0$, we let $T_{(v,0)} : \mathcal{E}_{(v,0)} \to \mathcal{E}_{(v,0)}$ be the identity map. We then let $\mathcal{D}$ be the diagram of shape $G$ given by

$$\mathcal{D}_v = \mathcal{E}_{(v,0)} \quad \text{and} \quad \mathcal{D}_e = \mathcal{E}_{(e,0)} \circ T_{(s(e),p(e))}.$$
The diagram $\mathcal{D}$ satisfies the coproduct condition, since at each vertex $v \in G^0$ that is not a source the morphism $\bigsqcup_{e \in t^{-1}(v)} \mathcal{D}_e : \bigsqcup_{e \in t^{-1}(v)} \mathcal{D}_{s(e)} \to \mathcal{D}_v$ is the composition

$$\bigsqcup_{e \in t^{-1}(v)} \mathcal{E}_{(s(e),0)} \xrightarrow{\bigsqcup_{e \in t^{-1}(v)} T_{(s(e),p(e))}} \bigsqcup_{e \in t^{-1}(v)} \mathcal{E}_{(s(e),p(e))} \xrightarrow{\bigsqcup_{e \in t^{-1}(v)} \mathcal{E}_{(e,0)}} \mathcal{E}_{(v,0)},$$

where the first arrow is an isomorphism by definition of the $T$s, and the second arrow is an isomorphism because $\mathcal{E}$ satisfies the coproduct condition.

Finally, we will show that the isomorphisms

$$\Phi(\mathcal{D})_{(v,n)} = \mathcal{E}_{(v,0)} \xrightarrow{T_{(v,n)}} \mathcal{E}_{(v,n)},$$

defined for each vertex $(v,n) \in G^0$, assemble into a morphism $T : \Phi(\mathcal{D}) \to \mathcal{E}$ in $\text{Diag}^\text{ij}(G_p)$, which will show that our functor $\Phi$ is essentially surjective and thus an equivalence. We must check that for each $e \in G^1$ and each $n \in \{0, 1, \ldots, p(t(e))\}$ we have $\mathcal{E}_{(e,n)} \circ T_{(e,n)} \circ \Phi(\mathcal{D})_{(e,n)} = \mathcal{E}_{(e,0)} \circ T_{(e,0)}$ and $T_{(e,n)}$ is an isomorphism, the question becomes whether $\mathcal{E}_{(e,n)} = \mathcal{E}_{(e,0)} \circ T_{(e,0)}$. This last equality is an immediate consequence of the definition \((4.36)\) of $T_{(e,n)}$, and so $T$ is indeed a morphism in $\text{Diag}^\text{ij}(G_p)$.

\[\square\]

### 4.6. In-splitting.

**Definition 4.37.** Let $G = (G^0, G^1, s, t)$ be a directed graph, and let $p : G^0 \sqcup G^1 \to \mathbb{N}$ be a function such that

1. $p(e) \leq p(t(e))$ for all $e \in G^1$,
2. if $v \in G^0$ is a source then $p(v) = 0$, and
3. if $v \in G^0$ is not a source then the function $p : t^{-1}(v) \to \{0, 1, \ldots, p(v)\}$ is surjective.

Define a new graph $G_{s.p} = (G^0_{s,p}, G^1_{s,p}, s_{s.p}, t_{s.p})$, called the in-splitting of $G$ determined by the function $p$, as follows:

- $G^0_{s.p} := \{(v, n) \mid v \in G^0, 0 \leq n \leq p(v)\}$
- $G^1_{s.p} := \{(e, n) \mid e \in G^1, 0 \leq n \leq p(s(e))\}$
- $s_{s.p}(e, n) = (s(e), n)$, $t_{s.p}(e, n) = (t(e), p(e))$.

For example, if $G$ is the directed graph

\begin{align*}
\begin{array}{c}
\text{v} \\
\downarrow^e \\
\text{f} \\
\downarrow^w \\
\text{s}
\end{array}
\end{align*}

and $p : G^0 \sqcup G^1 \to \mathbb{N}$ is the function

$$p(v) = p(f) = p(g) = 0, \quad p(w) = p(e) = 1$$

then $G_{s.p}$ is the graph

\begin{align*}
\begin{array}{c}
\begin{array}{c}
\text{(v,0)} \\
\downarrow^{(f,0)} \\
\text{(w,0)}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{f} \\
\downarrow^w \\
\text{g}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{(g,0)} \\
\downarrow^{(s,1)} \\
\text{(w,1)}
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
\text{(f,1)} \\
\downarrow^{(f,1)} \\
\text{(w,1)}
\end{array}
\end{array}
\end{align*}
Theorem 4.40. Let $G_{i,p}$ be an in-splitting of a directed graph $G$ as in Definition 4.37, where $G$ has no infinite receivers. For each category $C$ with binary coproducts there is an equivalence $\text{Diag}^\perp_C(G) \cong \text{Diag}^{i\downarrow}_C(G_{i,p})$.

Proof. We write $G_p$ instead of $G_{i,p}$. As in the proof of Theorem 4.20 we may assume without loss of generality that $G$ has no sources: add a head at each source using Theorem 4.16 and extend the function $p$ to the new graph by setting $p = 0$ on the added vertices and edges.

For each diagram $\mathcal{D}$ in $\text{Diag}^\perp_C(G)$ we define a diagram $\Phi(\mathcal{D})$ of shape $G_p$ by setting

$$\Phi(\mathcal{D})_{(v,n)} := \bigsqcup_{e \in t^{-1}(v), \ p(e) = n} \mathcal{D}_e(\epsilon)$$

for each $(v,n) \in G_p^0$, and

$$\Phi(\mathcal{D})_{(e,n)} := \bigsqcup_{f \in t^{-1}(e), \ p(f) = n} \mathcal{D}_f : \bigsqcup_{f \in t^{-1}(e), \ p(f) = n} \mathcal{D}_f \rightarrow \bigsqcup_{g \in t^{-1}(e), \ p(g) = p(e)} \mathcal{D}_g$$

for each $(e,n) \in G_p^1$. For the graphs $G$ and $G_p$ in (4.38) and (4.39), for instance, $\Phi$ sends each diagram

$$\begin{array}{c}
\text{X} \\
\phi \\
\psi \\
\text{Y} \\
\end{array} \rightarrow \begin{array}{c}
\text{X} \\
\phi \\
\psi \\
\text{Y} \\
\end{array}$$

to the diagram

$$\begin{array}{c}
\text{X} \\
\phi \\
\psi \\
\text{Y} \\
\end{array} \rightarrow \begin{array}{c}
\text{X} \\
\phi \\
\psi \\
\text{Y} \\
\end{array}$$

Note that the surjectivity condition (3) in Definition 4.37, along with our assumption that $G$ has no sources or infinite receivers, ensures that all of the coproducts appearing in the definition of $\Phi$ are over nonempty finite sets. Note too that $\Phi(\mathcal{D})_{(e,n)}$ is well-defined as a morphism in $C$ from $\Phi(\mathcal{D})_{(e,n)}$ to $\Phi(\mathcal{D})_{(e,n)}$, since each $\mathcal{D}_f$ maps $\mathcal{D}_f$ to $\mathcal{D}_e$, and $\epsilon$ is one of the indices $g$ appearing in the right-hand coproduct. The diagram $\Phi(\mathcal{D})$ is easily seen to satisfy the coproduct condition, and thus is an object of $\text{Diag}^\perp_C(G_p)$.

For each morphism $T : \mathcal{D} \rightarrow \mathcal{E}$ in $\text{Diag}^\downarrow_C(G)$ we let $\Phi(T)$ be the morphism in $\text{Diag}^\perp_C(G_p)$ from $\Phi(\mathcal{D})$ to $\Phi(\mathcal{E})$ defined at each vertex $(v,n) \in G_p^0$ by

$$\Phi(T)_{(v,n)} := \bigsqcup_{e \in t^{-1}(v), \ p(e) = n} T_e(\epsilon) : \bigsqcup_{e \in t^{-1}(v), \ p(e) = n} \mathcal{D}_e(\epsilon) \rightarrow \bigsqcup_{e \in t^{-1}(v), \ p(e) = n} \mathcal{E}_e(\epsilon).$$

In this way we obtain a functor $\Phi : \text{Diag}^\downarrow_C(G) \rightarrow \text{Diag}^\perp_C(G_p)$.

An argument like the one in the proof of Theorem 4.20 shows that $\Phi$ is faithful. To see that this functor is full, let $\mathcal{D}$ and $\mathcal{E}$ be objects in $\text{Diag}^\perp_C(G)$, and let $S : \Phi(\mathcal{D}) \rightarrow \Phi(\mathcal{E})$ be a morphism in $\text{Diag}^\perp_C(G_p)$. Noting that for each $v \in G_p^0$ we have

$$\bigsqcup_{0 \leq n \leq p(v)} \Phi(\mathcal{D})_{(v,n)} = \bigsqcup_{e \in t^{-1}(v)} \mathcal{D}_e(\epsilon).$$
(along with an analogous equality for \( \mathcal{E} \)), we let \( T_v : \mathcal{D} \rightarrow \mathcal{E} \) be the morphism in \( \mathcal{C} \) making the diagram

\[
\begin{array}{c}
\mathcal{D}_v \\
\downarrow p_e \quad \downarrow q_v \\
\mathcal{E}_v \\
\end{array} \xrightarrow{T_v} \begin{array}{c}
\mathcal{D}_v \\
\downarrow q_v \\
\mathcal{E}_v \\
\end{array}
\]

commute. It is a straightforward matter to check that the collection of morphisms \( (T_v \mid v \in G^0) \) defines a morphism \( T : \mathcal{D} \rightarrow \mathcal{E} \) in \( \text{Diag}^{\mathbb{U}}_{\mathcal{C}}(G) \), such that \( \Phi(T) = S \). Thus \( \Phi \) is full.

Finally, to show that \( \Phi \) is essentially surjective, we let \( \mathcal{E} \) be an object of \( \text{Diag}^{\mathbb{U}}_{\mathcal{C}}(G_p) \), and for each vertex \( v \in G^0 \) we define

\[
\mathcal{D}_v := \bigsqcup_{0 \leq n \leq p(v)} \mathcal{E}_{(v,n)},
\]

while for each edge \( e \in G^1 \) we define

\[
(4.42) \quad \mathcal{D}_e := \bigsqcup_{0 \leq n \leq p(s(e))} \mathcal{E}_{(e,n)} : \bigsqcup_{0 \leq n \leq p(e)} \mathcal{E}_{(e,n)} \rightarrow \bigsqcup_{0 \leq m \leq p(t(e))} \mathcal{E}_{(e,m)}.
\]

(Note that \( \mathcal{E}_{(e,n)} \) maps \( \mathcal{E}_{(s(e),n)} \) to \( \mathcal{E}_{(t(e),p(e))} \), where \( p(e) \) is one of the indices \( m \) in the coproduct on the right-hand side.) It is easily checked that this diagram \( \mathcal{D} \) satisfies the coproduct condition. To see that \( \Phi(\mathcal{D}) \cong \mathcal{E} \), we note that for each vertex \( (v,n) \in G^0_p \) we have

\[
\Phi(\mathcal{D})_{(v,n)} = \bigsqcup_{e \in t^{-1}(v), \ p(e) = n, \ 0 \leq m \leq p(s(e))} \mathcal{E}_{(e,m)}.
\]

The coproduct on the right-hand side is over the set

\[
t_p^{-1}(v,n) = \{(e,m) \mid e \in t^{-1}(v), \ p(e) = n, \ 0 \leq m \leq p(s(e))\},
\]

and so the coproduct condition on \( \mathcal{E} \) ensures that the map

\[
T_{(v,n)} := \bigsqcup_{e \in t^{-1}(v), \ p(e) = n, \ 0 \leq m \leq p(s(e))} \mathcal{E}_{(e,m)} : \Phi(\mathcal{D})_{(v,n)} \rightarrow \mathcal{E}_{(v,n)}
\]

is an isomorphism. A straightforward verification using the definitions \( \text{(4.41)} \) and \( \text{(4.42)} \) shows that the collection of morphisms \( (T_{(v,n)} \mid (v,n) \in G^0_p) \) defines an isomorphism \( T : \Phi(\mathcal{D}) \rightarrow \mathcal{E} \), and so \( \Phi \) is essentially surjective.

4.7. Desingularisation. Here is an example of a graphical construction that is known to yield Morita equivalences of Leavitt path algebras, but which does not yield equivalences of the categories \( \text{Diag}^{\mathbb{U}}_{\mathcal{C}} \) in general, even when \( \mathcal{C} \) is assumed to have all coproducts.
Consider these two graphs:

\[ H = \infty \quad \quad \quad \quad G = \ldots \]

where the label \( \infty \) in \( H \) indicates that there are countably infinitely many edges from the lower vertex to the upper vertex. Note that \( G \) is the graph from Remark 4.9.

The graphs \( H^{opp} \) and \( G^{opp} \) are related by the desingularisation construction of [DT05], which was shown in [AAP08] Theorem 1 to yield Morita equivalences of Leavitt path algebras. Combining this fact with Theorem 3.3 we obtain a chain of equivalences

\[ \text{Diag}_{\text{Mod}(\mathbb{F})}(G) \cong \text{Mod}(L_F(G^{opp})) \cong \text{Mod}(L_F(H^{opp})) \cong \text{Diag}_{\text{Mod}(\mathbb{F})}(H^+) \]

for each field \( \mathbb{F} \).

On the other hand, if \( P \) is the category associated to a partially ordered set \((P, \leq)\) having all finite suprema, then Corollary 4.4 gives \( \text{Diag}_{\mathbb{P}}(H^+) \cong P^2 \), while we observed in Remark 4.9 that \( \text{Diag}_{\mathbb{P}}(G) \cong \text{Arr}(P) \), and that there are many examples of partially ordered sets (having all suprema) for which \( \text{Arr}(P) \not\cong P^3 \). For such \( P \) we will have \( \text{Diag}_{\mathbb{P}}(G) \not\cong \text{Diag}_{\mathbb{P}}(H^+) \).

### 4.8. The Invariants of Parry-Sullivan and Bowen-Franks

Let \( G \) be a finite directed graph. The adjacency matrix \( A_G \) of \( G \) is the \( \#G^0 \times \#G^0 \) matrix whose \((v,w)\) entry is equal to the number of edges in \( G \) with source \( v \) and target \( w \). Writing down such a matrix involves choosing an ordering of \( G^0 \), but nothing essential will depend on that choice. The graph \( G \) is called irreducible if for each \((v,w)\) in \( G^0 \times G^0 \) there is a directed path in \( G \) with source \( v \) and target \( w \) (see the discussion preceding Corollary 4.4); and if \( G \) is irreducible then it is called non-trivial if \( A_G \) is not a permutation matrix.

**Definition 4.43.** If \( G \) is a finite directed graph with \( n \) vertices then the Parry-Sullivan number \( \text{PS}(G) \) and the Bowen-Franks group \( \text{BF}(G) \) are defined by

\[ \text{PS}(G) := \det(I_n - A_G) \quad \text{and} \quad \text{BF}(G) := \mathbb{Z}^n / (I_n - A_G)\mathbb{Z}^n \]

where \( I_n \) is the \( n \times n \) identity matrix.

Franks proved in [Fra84] that if two irreducible, non-trivial directed graphs have equal Parry-Sullivan numbers and isomorphic Bowen-Franks groups, then each of those graphs can be transformed into the other by a sequence of out-/in-delays, out-/in-splittings, and the inverses of these moves. In [ALPS11] it was shown that these graph moves preserve Morita equivalence of Leavitt path algebras, and consequently that if the Parry-Sullivan and Bowen-Franks invariants of two irreducible, non-trivial graphs coincide, then the Leavitt path algebras of those graphs (over an arbitrary field) are Morita equivalent. In Theorems 4.13, 4.20, 4.34, and 4.40 we have shown that for finite graphs the moves in question in fact give equivalences of \( \text{Diag}^L_C \) categories whenever \( C \) has binary coproducts, and so we obtain:

**Corollary 4.44.** Let \( G \) and \( H \) be irreducible, non-trivial finite directed graphs. If \( \text{PS}(G) = \text{PS}(H) \) and \( \text{BF}(G) \cong \text{BF}(H) \) then \( \text{Diag}^L_C(G) \cong \text{Diag}^L_C(H) \) for all categories \( C \) with binary coproducts.
We do not know whether the converse of Corollary 4.44 is true. It is known that if $\Diag_{\text{Mod}(\mathcal{C})}(G) \cong \Diag_{\text{Mod}(\mathcal{D})}(H)$ then $\BF(G) \cong \BF(H)$, because in this case the Leavitt path algebras $L_2(G^{opp})$ and $L_2(H^{opp})$ are Morita equivalent (Theorem 3.3), and the Bowen-Franks groups are the $K_0$-groups of these algebras (see for example [Rae05]). So a positive answer to Question 1.7 from the introduction (is there a category $\mathcal{C}$ with binary coproducts such that the Parry-Sullivan number $PS(G)$ is an invariant of the category $\Diag_{\text{Mod}(\mathcal{C})}(G)$?) would imply the converse of Corollary 4.44 (if $\Diag_{\text{Mod}(\mathcal{C})}(G) \cong \Diag_{\text{Mod}(\mathcal{D})}(H)$ for all $\mathcal{C}$ then $PS(G) = PS(H)$ and $\BF(G) \cong \BF(H)$). As explained in the introduction, we hope that an answer to this question will help to clear up some of the mystery surrounding the role of the Parry-Sullivan number in the classification of Leavitt path algebras.
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