A matlab code to compute prediction of survival trends in patients with DHF
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Abstract. This study aims to create matlab code in estimating the parameters of cox regression model. The written matlab code consists of two algorithms, the first algorithm is to obtain the parameter estimation at the baseline hazard function derived from the weibull distribution while the second is on the cox model. The parameter estimation used in the first algorithm uses maximum likelihood estimation (MLE) and the second algorithm uses the maximum partial likelihood estimation (MPLE). The written matlab code is simulated to predict the survival time of DHF patients. The results is that age and thrombocyte are significant covariates affecting survival time of patients with DHF.

1. Introduction
Cox regression is a semiparametric model [1],[2] used to determine the relationship between covariate variables and survival data [3],[4]. This regression is often used in clinical studies to analyze survival time, as did by Omurlu et al [2],[4] in cases of breast cancer, Ahmed et al [1] in the case of colon cancer, and Side et al [5],[6],[7] in the case of hepatitis and TB. The cox regression model consists of two functions, namely the baseline hazard function and the exponent function, ie the functions that contain the coefficient of the cox regression. The baseline hazard function is a function of a certain distributed survival time, such as weibull, exponent, and lognormal.

There are several methods for estimating parameters of cox regression. Devarajan and Ebrahimi [8] using two methods: B-Splines cubic to estimate baseline hazard and maximum likelihood estimation to obtain parameter coefficients on non-proportional hazard. Meanwhile, Gradowska and Cooke [9] estimated the parameters of the model using least square method in cox proportional hazard. The method is used to estimate the parameters of the overall cox regression model on uncensored data. So, the model formed is like a linear regression model. Other researchers such as Ojeda et al [10], Omurlu et al [4], and Chen et al [11] used a maximum partial likelihood estimation (MPLE) which is estimation method without involving baseline hazard function.

Based on Ojeda et al [10], Omurlu et al [4], and Chen et al [11], this study used the MPLE method to obtain the regression coefficients of the cox regression model. The baseline hazard function in this study is a hazard function of survival time which has weibull distribution, in contrast to Devarajan and Ebrahimi [8]. In this study, the parameters in the baseline hazard function are obtained from estimating survival time parameters by using MLE.
The parameter estimation of the two functions is written on the matlab code consisting of two algorithms. The first algorithm is to obtain parameter estimation in the baseline hazard function while the second algorithm is on the regression coefficient. The algorithms are applied to predict hazard rate of DHF patients with covariate used are age, sex, hemoglobin, leucocytes, hematocrit and thrombocyte.

2. The Cox Regression Model

Let $T$ be the variable describing the survival time of $n$ sample. $T=(t_1, t_2, \ldots, t_n)^T, T > 0$, $X$ is $p$ covariate where $X=(x_{1i}, x_{2i}, \ldots, x_{pi})^T, i=1,2,\ldots,n, j=1,2,\ldots,p$. The cox regression model can be written as:

$$h(t|X) = h_0(t)\exp(\beta'X)$$  \hspace{1cm} (1)

where $h_0(t)$ is a baseline hazard function which is the function following a certain distribution, and $\beta$ is the coefficient of size model $p \times 1, h_0(t)$ is obtained from the probability density function divided by survival function $S(t)$. If $h_0(t)$ follows weibull distribution, then:

$$f(t) = \frac{\alpha t^{\alpha-1}}{\gamma} \exp\left(-\frac{t}{\gamma}\right)$$

$$S(t) = 1 - F(t) = \exp\left(-\frac{t}{\gamma}\right)$$

therefore,

$$h_0(t) = \frac{f(t)}{S(t)} = \frac{\alpha t^{\alpha-1}}{\gamma}$$

3. Parameter Estimation Of Cox Regression

Based on Cox [12], the suggested estimation method is using MPLE, with partial likelihood function as follows:

$$PL(\beta) = \prod_{i=1}^{n} \left(\frac{\exp(\beta'X)}{\sum_{j \in R_i} \exp(\beta'X)}\right)^{\delta_i}$$ \hspace{1cm} (2)

where $i$ is a subject of $T$, and $R_i$ is a risk factor of $T$. MPLE in the cox regression model results in an unclosed form parameter estimation, and to obtain the result of closed form estimation, newton raphson iteration method is used with equation:

$$\hat{\beta}^{c+1} = \hat{\beta}^c + s^c$$

$$= \hat{\beta}^c - (H(\hat{\beta}^c))^{-1} g(\hat{\beta}^c)$$

$g(\beta)$ is a gradient vector containing the first derivative of the natural logarithm likelihood function, and $H(\beta)$is a hessian matrix containing the second derivative of natural logarithm partial likelihood. Here are the vector elements $g(\beta)$ and matrix $H(\beta)$:
\[
g(\beta) = \begin{bmatrix}
\sum_{i=1}^{n} x_{i1} \frac{\sum_{j=1}^{p} \beta_j x_{ij}}{\sum_{j=1}^{p} \exp(\sum_{j=1}^{p} \beta_j x_{ij})} \\
\sum_{i=1}^{n} x_{i2} \frac{\sum_{j=1}^{p} \beta_j x_{ij}}{\sum_{j=1}^{p} \exp(\sum_{j=1}^{p} \beta_j x_{ij})} \\
\vdots \\
\sum_{i=1}^{n} x_{ip} \frac{\sum_{j=1}^{p} \beta_j x_{ij}}{\sum_{j=1}^{p} \exp(\sum_{j=1}^{p} \beta_j x_{ij})}
\end{bmatrix}
\]

\[
H(\beta) = \begin{bmatrix}
\frac{\partial^2 \ln PL(\beta)}{\partial \beta_i \partial \beta_j} & \cdots & \frac{\partial^2 \ln PL(\beta)}{\partial \beta_i \partial \beta_{j'}} \\
\cdots & \ddots & \cdots \\
\frac{\partial^2 \ln PL(\beta)}{\partial \beta_{j'} \partial \beta_{j'}} & \cdots & \frac{\partial^2 \ln PL(\beta)}{\partial \beta_{j'} \partial \beta_{j''}}
\end{bmatrix}
\]

That iteration will reach convergent if \(|\beta^{c+1} - \beta^c| \leq \varepsilon\)

4. The Algorithm of Parameter Estimation in Matlab Code

The estimation of cox regression parameter consists of two algorithms. The first algorithm is to get parameter estimation at baseline hazard function and the second is at exponent function.

4.1. Algorithm 1. Parameter Estimation of Baseline Hazard function

Input : \(T, \varepsilon\)

Initials : \(\theta^0 = [\alpha^0, \gamma^0]^T, \text{diff}^1\)

Output : \(\theta^{c+1} = [\alpha^{c+1}, \gamma^{c+1}]^T\)

Do while \(|\text{diff}^{c+1}| > \varepsilon\)

- Calculating gradient vector \(g(\theta)^c\) containing the first derivative of \(\ln L(f(t))\)
- Calculating hessian matrix \(H(\theta)^c\) containing the second derivative of \(\ln L(f(t))\)
- Computing newton rule \(s^c = (H(\theta)^c)^{-1} g(\theta)^c\)
- Calculating \(\hat{\theta}^{c+1} = \hat{\theta}^c + s^c\)
- Calculating \(\text{diff}^{c+1} = \hat{\theta}^{c+1} - \hat{\theta}^c\)

End
4.2. Algorithm 2. Parameter Estimation of the Regression Coefficient on the Exponent Function.

**Input**: $T, X, \varepsilon$

**Initials**: $\beta^i, \text{diff}^i$

**Output**: $\beta^{c+1}$

Do while $|\text{diff}^{c+1}| > \varepsilon$

- Calculating gradient vector $g(\beta)^c$ containing the first derivative of $\ln PL(\beta)$
- Calculating hessian matrix $H(\beta)^c$ containing the second derivative of $\ln PL(\beta)$
- Computing newton rule $s^c = \left(H(\beta)^c\right)^{-1} g(\beta)^c$
- Calculating $\hat{\beta}^{c+1} = \hat{\beta}^c + s^c$
- Calculating $\text{diff}^{c+1} = \hat{\beta}^{c+1} + \hat{\beta}^c$

End

Calculating
- the log-likelihood
- $z$ score
- the standard error
- $p$-value
- the AIC

5. Result and Discussion

The written matlab is used to predict the hazard rate of DHF patients based on covariates age, sex, hemoglobin, leucocytes, hematocrit and thrombocyte. The sample used in this study are 200 patients aged between 1 to 72 years with patient thrombocyte condition while suffering from DHF was under 150.000 g/dl for all patients. DHF data to be simulated in the code are divided into 10-fold with each fold consists of 20 samples. The results of fold division will be grouped into 4 scenarios of training and testing data, namely 6:4, 7:3, 8:2, and 9:1.

The result of algorithm 1 is the coefficient of parameter $\theta = [\alpha, \gamma]^T$. The algorithm 1 is a numerical method to solve the unclosed form parameter estimation case of the weibull distribution, i.e the iteration method of newton raphson with $\varepsilon = 0.05$ and the initial value for the parameter $\alpha$ and $\gamma$ are 5 and 1 respectively. Maximum iterations and parameter estimation results from each scenario are as follows:

| Scenario | Maximum iteration | $\theta = [\alpha, \gamma]^T$ |
|----------|-------------------|-----------------------------|
| 6:4      | 31                | $[2.2498, 0.0462]^T$        |
| 7:3      | 33                | $[2.2392, 0.0455]^T$        |
| 8:2      | 37                | $[2.2343, 0.0452]^T$        |
| 9:1      | 41                | $[2.2349, 0.0452]^T$        |

The second algorithm is to get parameter estimation on regression coefficient. As in algorithm 1, in the algorithm 2 the written code is a numerical method for obtaining parameter estimation on the unclosed form model coefficients with $\varepsilon = 0.0001$ and the initial value for the parameter $\beta = (0, 0, 0, 0, 0)^T$ and the maximum iteration of scenario 6 : 4, 7 : 3, 8 : 2, and 9 : 1 are 30, 37, 41, and 44 respectively. The results obtained from this algorithm are:
Table 2. Parameter estimation of cox regression for each scenario

| Covariates  | 6:4  | 7:3  | 8:2  | 9:1  |
|------------|------|------|------|------|
|            | beta | p-value | beta | p-value | beta | p-value | beta | p-value |
| Age        | -0.0210 | 0.0000* | -0.0215 | 0.0000* | -0.0221 | 0.0000* | -0.0227 | 0.0000* |
| Sex        | 0.0879 | 0.6690 | 0.1677 | 0.3659 | 0.1631 | 0.3445 | 0.1530 | 0.3498 |
| Hemoglobin | 0.0241 | 0.6010 | 0.0169 | 0.7009 | 0.0292 | 0.4785 | 0.0322 | 0.4061 |
| Leukocytes | 0.0000 | 0.6387 | 0.0000 | 0.8900 | 0.0000 | 0.7583 | 0.0000 | 0.9789 |
| Hematocrit | -0.0017 | 0.9252 | 0.0085 | 0.6068 | 0.0118 | 0.4407 | 0.0154 | 0.3013 |
| Thrombocyte | 0.0000 | 0.0244* | 0.0000 | 0.0124* | 0.0000 | 0.0032* | 0.0000 | 0.0036* |

It can be seen from Table 2 that significant covariates are age and platelets in all scenarios. It is based on p-value on age and thrombocyte which is less than $\alpha = 0.05$. The results of this prediction are in line with research conducted by Ju and Brasier [13] and Mallhi et al [14].

Ju and Brasier [13] in 2013 conducted a research on the selection of variables affecting DHF by using the classification method. The methods used are Multivariate Adaptive Regression Spline (MARS), Learning Ensemble, Random Forest (RF), Bayesian Moving Averaging (BMA), Stochastic Search Variable Selection (SSVS), Generalized Regularized Logistic Regression. The results show that the variables affecting DHF are IL-10, thrombocyte, and lymphocyte with the highest accuracy in Generalized Regularized Logistic Regression method. On the other hand, Mallhi et al [14], examined the differences in the characteristics of laboratory results between DF and DHF. The results of the study using multivariate regression analysis showed that one of the some significant factors affecting DHF is age.

The results of survival estimation of the data used for each scenario can be seen in the figures below.

![Result of survival estimation of four scenarios: scenario 6:4 (a); scenario 7:3 (b); scenario 8:2 (c); scenario 9:1](image-url)
The figures above are an explanation of the chances of patients being able to survive when exposed to dengue. For example figure 1, patients treated for 4 days are predicted 99% to survive and recover. While the patients were treated more than 4 days, the percentage for healing was lower, as patients treated for 10 days were only about 10%, and they who were treated more than 10 days had the lower percentage than 10%. In Figure 2, scenario 7:3, patients treated over 10 days were estimated to be able to survive and recover from DHF less than 8%, while the patients in the scenario 8:2 are under 5.5%, and the figure for scenario 9:1 is less than 4.5%. Based on these explanations, it can be seen that patients in the scenario 6:4 have higher probability to survive and to recover from DHF compared to patients in the scenario 7:3, 8:2, and 9:1.

The results of prediction in the table 2 do not show significant covariate changes to the model. However, the predicted outcomes of each scenario can be known by using the statistical test of akaike information criterion (AIC). The smallest AIC value is the best model for predicting the survival time of DHF sufferers. As Tabatabai, et al [15], use the AIC to determine the goodness of the model. AIC in the study is used to determine the appropriate model in the predicted survival time in patients with breast cancer.

In this study, the model that is suitable for the prediction of survival time is in scenario 6: 4 which has AIC value 455.13. AIC for each scenario can be seen in table 3.

| Scenario | -2(loglikelihood) | AIC |
|----------|-------------------|-----|
| 6:4      | 443.13            | 455.13 |
| 7:3      | 632.97            | 644.97 |
| 8:2      | 537.93            | 549.93 |
| 9:1      | 731.66            | 743.66 |

Model formed from scenario 6:4 with the significant covariates as follows:

\[ h(t|X) = h_0(t)\exp(\beta^T X) \]

\[ = \alpha \left( \frac{t}{\gamma} \right)^{\alpha-1} \exp(-0.021x_1 + 0.000x_6) \]

\( x_1 \) is age, and \( x_6 \) is thrombocyte. The model can be interpreted by using Hazard Ratio (HR). For instance, the effect of age on patients affected by DHF between patient aged 70 years and 10 years. The results is as follow:

\[ HR = \frac{h(t,x=70)}{h(t,x=10)} = \frac{h_0(t)\exp(-0.021\times70)}{h_0(t)\exp(-0.021\times10)} = 0.284 \]

HR between them is 0.284. This suggests that patients aged 70 years need a longer time to recover compared to patients aged 10. In other words, the recovery rate of patients aged 10 years is 4 times faster than patients aged 70 years.

The second interpretation is the effect of thrombocyte on the healing rate of patients with DHF. The patients thrombocyte between 10,000 g / dl and 90,000 g / dl are compared. The result is:

\[ HR = \frac{h(t,x=10000)}{h(t,x=90000)} = \frac{h_0(t)\exp(0.000\times10000)}{h_0(t)\exp(0.000\times90000)} = 1 \]

The patients thrombocyte of 10,000 g / dl and 90,000 g / dl results in a ratio of 1. This indicates that between patients who have 10,000 g/dl have the same cure rate as those who have 90,000 g/dl. This is possible to occur, because the patients thrombocyte is below 150,000 g/dl, i.e the lower limit of normal thrombocyte. 200 patients treated had levels of thrombocyte are below normal, the lowest was 10.400 g/dl and 93.900 g/dl for the highest.
6. Conclusion
The simulation of the matlab code of the cox model for predicting survival time reaches convergent with the number of iterations less than 50 for each algorithm and for all scenarios. The results show that the best model is in scenario 6:4 with AIC value at 455.13 which has maximum iteration 31 in algorithm 1 and 30 in algorithm 2. Covariate affecting the healing rate of patients are age and thrombocyte.
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