THE MINKOWSKI THEOREM FOR MAX-PLUS CONVEX SETS
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Abstract. We establish the following max-plus analogue of Minkowski’s theorem. Any point of a compact max-plus convex subset of \((\mathbb{R} \cup \{-\infty\})^n\) can be written as the max-plus convex combination of at most \(n + 1\) of the extreme points of this subset. We establish related results for closed max-plus convex cones and closed unbounded max-plus convex sets. In particular, we show that a closed max-plus convex set can be decomposed as a max-plus sum of its recession cone and of the max-plus convex hull of its extreme points.

1. Introduction

The max-plus segment joining two points \(u, v \in (\mathbb{R} \cup \{-\infty\})^n\) is the set of vectors of the form \((\alpha + u) \vee (\beta + v)\) where \(\alpha\) and \(\beta\) are elements of \(\mathbb{R} \cup \{-\infty\}\) such that \(\alpha \vee \beta = 0\). Here, \(\vee\) denotes the maximum of scalars, or the pointwise maximum of vectors, and for all scalars \(\alpha \in \mathbb{R} \cup \{-\infty\}\) and vectors \(u \in (\mathbb{R} \cup \{-\infty\})^n\), \(\alpha + u\) denotes the vector with entries \(\alpha + u_i\).

A subset of \((\mathbb{R} \cup \{-\infty\})^n\) is max-plus convex if it contains any max-plus segment joining two of its points. The max-plus convex cone generated by \(u, v\) is the set of vectors of the form \((\alpha + u) \vee (\beta + v)\), where \(\alpha\) and \(\beta\) are arbitrary elements of \(\mathbb{R} \cup \{-\infty\}\). A subset of \((\mathbb{R} \cup \{-\infty\})^n\) is a max-plus convex cone if it contains any max-plus convex cone generated by two of its points. These definitions are natural if one considers the max-plus semiring, which is the set \(\mathbb{R} \cup \{-\infty\}\) equipped with the addition \((a, b) \mapsto a \vee b\) and the multiplication \((a, b) \mapsto a + b\). Max-plus convex cones are also called semimodules over the max-plus semiring. An example of max-plus convex set is given in Figure 1: the convex set \(A\) is the closed grey region, together with the portion of vertical line joining the point \(b\) to it. Three max-plus segments in general position, joining the pairs of points \((f, g)\), \((h, i)\), and \((j, k)\), are represented in bold. By comparing the shapes of these segments with the shape of \(A\), one can check geometrically that \(A\) is convex.

In this paper we give representation theorems, in terms of extreme points and extreme rays, for max-plus convex sets and cones.

Motivations to study the max-plus analogues of convex cones and convex sets arise from several fields, let us review some of these motivations.

Max-plus convex sets were introduced by K. Zimmermann [Zim77]. Convexity is a powerful tool in optimization, and so, max-plus convex sets arose in the quest of solvable optimization problems [Zim81, Zim03]. See also the book of U. Zimmermann [Zim81] for an overview.
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Max-plus convex cones have been studied in idempotent analysis, after the observation due to Maslov that the solutions of an Hamilton-Jacobi equation associated with a deterministic optimal control problem satisfy a “max-plus” superposition principle, and so, belong to structures similar to convex cones, which are called semimodules or idempotent linear spaces \cite{LMS01,CGQ04}. Such structures have been used, for instance, to characterize the sets of stationary solutions of deterministic optimal control problems \cite{AGW05}, and to design numerical algorithms \cite{EM00,AGL06}, to mention a recent application.

Max-plus convex cones have also been studied in relation to discrete event systems. The reader may consult the survey papers \cite{GP97,CGQ99} for more background. In particular, reachable and observable spaces of certain timed discrete event systems are naturally equipped with structures of max-plus polyhedral cones \cite{Kat05}. Earlier discrete event systems motivations have been at the origin of the works \cite{CGQ96,CGQ97,Gau98}, in which the theory of max-plus polyhedral cones has been developed.

Of course, another interest in max-plus convexity stems from abstract convex analysis \cite{Sin97}. Several recent papers in this field, in particular those of Martínez-Legaz, Rubinov, and Singer \cite{MLRS02}, and Akian and Singer \cite{AS03}, are related to max-plus algebra.

A renewed interest in max-plus convex cones, or “tropical convex sets”, and specially, in tropical polyhedra, has recently arisen in relation to tropical geometry (in this context, “tropical” is essentially used as a synonym of “max-plus”, or rather, of the dual term, “min-plus”). Tropical analogues of polytopes have been considered by Develin and Sturmfels \cite{DS04}, and also by Joswig \cite{Jos05} (the tropical polytopes they consider are special finitely generated max-plus convex cones, in which the generators have finite entries). Develin and Sturmfels have also pointed out an elegant relation between tropical polytopes and phylogenetic analysis \cite{DS04}.

Some of these motivations have guided the development of max-plus analogues of classical results of convex analysis, like the Hahn-Banach theorem \cite{Zim77,SS92,CGQ04,CGQS05}.

We are interested here in the representation of convex sets in terms of extreme points or extreme rays. This problem, in the case of finitely generated max-plus convex cones, has been considered by several authors \cite{Mol88,Wag91,Gau98,DS04,CGB04}. The general case has been less studied, with the exception of the paper \cite{Hel08}, in which Helbig established a max-plus analogue of Krein-Milman’s theorem, showing that a non-empty compact convex subset of $\left(\mathbb{R} \cup \{-\infty\}\right)^n$ is the closure of the convex hull of its set of extreme points, in the max-plus sense.

For conventional convex sets of finite dimension, however, a more precise result is true: the closure operator can be dispensed with, since a classical theorem of Minkowski shows that a non-empty compact convex subset of a finite dimensional space is the convex hull of its set of extreme points. One may ask whether the same is true for max-plus convex sets. We show that the answer is positive, and establish a max-plus analogue of Minkowski’s theorem.

Note that the classical proof of Minkowski’s theorem cannot be transposed to the max-plus case. The classical approach exploits the facial structure of convex sets. Recall that a face of a convex set is by definition the intersection of the convex set with a supporting hyperplane. For a conventional convex set, one can show that the extreme points of the faces are extreme points of the set, and use this observation to
prove Minkowski’s theorem, by induction on the dimension of the convex set. This does not work in the max-plus case, because an extreme point of a face may not be an extreme point of the set, as shown in Example 3.8 below. Hence, it does not seem possible to use Helbig’s approach to derive the results of the present paper.

In fact, we give a direct proof of a Minkowski type theorem for max-plus convex cones (Theorem 3.1), from which we deduce the max-plus Minkowski theorem (Theorem 3.2), and its generalization to the case of unbounded convex sets (Theorem 3.3). Finally, we deduce as a special case a slightly more precise version of the “basis theorem” of Moller [Mol88] and Wagneur [Wag91] for finitely generated max-plus convex cones, Corollary 3.4.

Finally, we note that the main results of the present paper, Theorems 3.1–3.3, have been announced (without proof) in the survey paper [GK06].

2. Preliminaries

In this section, we give basic definitions and establish some elementary lemmas. To bring to light the analogy with classical convex analysis, we shall use the following notation. We denote by \( \mathbb{R}_{\max} \) the max-plus semiring. We denote by \( a \oplus b := a \lor b \) the max-plus addition, and by \( ab := a + b \) the max-plus multiplication. We set \( /BC = -\infty \), \( /BD = 0 \). The set of vectors of size \( n \) over \( \mathbb{R}_{\max} \) is denoted by \( \mathbb{R}^n_{\max} \). A vector consisting only of \( /BC \) entries is denoted by \( /BC \).

Definition 2.1. Let \( A \) be a subset of \( \mathbb{R}^n_{\max} \).

The convex hull of \( A \), denoted by \( \text{co} (A) \), is the set of all (finite) convex combinations of elements of \( A \). These can be written as \( \oplus_{k \in K} \alpha_k u^k \), where \( K \) is a finite set, \( \{u^k\}_{k \in K} \) is a family of elements of \( A \) and \( \{\alpha_k\}_{k \in K} \) are scalars that satisfy \( \oplus_{k \in K} \alpha_k = 1 \).

The cone generated by \( A \), denoted by \( \text{cone} (A) \), is the set of all (finite) linear combinations of elements of \( A \). These can be written as \( \oplus_{k \in K} \alpha_k u^k \), where \( K \) is a finite set, \( \{u^k\}_{k \in K} \) is a family of elements of \( A \) and \( \{\alpha_k\}_{k \in K} \) are scalars.

The recession cone of \( A \) at a point \( v \in A \) is defined by:

\[
\text{rec}_v (A) := \{ u \in \mathbb{R}^n_{\max} \mid v \oplus \lambda u \in A \text{ for all } \lambda \in \mathbb{R}_{\max} \}.
\]

Example 2.2. The recession cone of the convex set \( A \) of Figure 1 at any point \( v \in A \) is \( \text{rec}_v (A) = \text{cone} (\{(0,1),(2,0)\}) \). It is shown on the right hand side of Figure 2 below.

We equip \( \mathbb{R}_{\max} \) with the usual topology, which can defined by the metric: \( (x,y) \to |e^x - e^y| \). The set \( \mathbb{R}^n_{\max} \) is equipped with the product topology. We denote by \( \text{clo} (A) \) the closure of a subset \( A \) of \( \mathbb{R}^n_{\max} \).

The following lemmas give some properties of recession cones.

Lemma 2.3. Let \( A \) be a closed subset of \( \mathbb{R}^n_{\max} \). Then the recession cone of \( A \) at \( v \) is closed for all \( v \in A \).
Figure 1. An unbounded max-plus convex set and three segments in general position contained in it.

Proof. Let $v \in A$. For all $\lambda \in \mathbb{R}_{\text{max}}$, define the map $\varphi_{\lambda} : \mathbb{R}_{\text{max}}^n \to \mathbb{R}_{\text{max}}^n$ by $\varphi_{\lambda}(u) = v \oplus \lambda u$. Since $\varphi_{\lambda}$ is continuous, $\text{rec}_v(A) = \bigcap_{\lambda \in \mathbb{R}_{\text{max}}} \varphi_{\lambda}^{-1}(A)$ is an intersection of closed sets, and so, it is closed. $\square$

Lemma 2.4. Let $A$ be a convex subset of $\mathbb{R}_{\text{max}}^n$ and $v, w \in A$. If $\beta v \leq w$ for some $\beta \neq 0$, then $\text{rec}_v(A) \subset \text{rec}_w(A)$.

Proof. Let $u \in \text{rec}_v(A)$. We assume, without loss of generality, that $\beta \leq 1$. Then, for all $\lambda \in \mathbb{R}_{\text{max}},$

$$w \oplus \lambda u = w \oplus \beta v \oplus \beta^{-1} \lambda u = w \oplus \beta (v \oplus \beta^{-1} \lambda u) \in A$$

since $v \oplus \beta^{-1} \lambda u \in A$ and since $A$ is convex. It follows that $u \in \text{rec}_w(A)$. $\square$

Proposition-Definition 2.5. Let $A$ be a closed convex subset of $\mathbb{R}_{\text{max}}^n$. Then the recession cone of $A$ at $v$ is independent of $v \in A$. We denote it by $\text{rec}(A)$.

Proof. Given $x \in \mathbb{R}_{\text{max}}^n$, we define the support of $x$ to be the set

$$\text{supp } x := \{1 \leq i \leq n \mid x_i \neq 0\}.$$  

Observe first that if $u, v \in A$, then $u \oplus v \in A$ and the support of $u \oplus v$ is the union of the supports of $u$ and $v$. It follows that there is an element $w \in A$ with maximum support, meaning that $\text{supp } v \subset \text{supp } w$ for all $v \in A$. Hence for every $v \in A$ there exists $\lambda_v \neq 0$ such that $\lambda_v v \leq w$. Therefore, by Lemma 2.4, it suffices to show that $\text{rec}_w(A) \subset \text{rec}_v(A)$ for every $v \in A$.

Let $\{\beta_r\}_{r \in \mathbb{N}} \subset \mathbb{R}_{\text{max}}$ be a sequence such that $\lim_{r \to \infty} \beta_r = 0$ and $0 < \beta_r \leq 1$ for all $r \in \mathbb{N}$. If $u \in \text{rec}_w(A)$ and $\lambda \in \mathbb{R}_{\text{max}}$, then

$$v \oplus \lambda u = \lim_{r \to \infty} (v \oplus \beta_r (w \oplus \beta_r^{-1} \lambda u))$$

is a limit of elements of $A$ because $w \oplus \beta_r^{-1} \lambda u \in A$ for all $r \in \mathbb{N}$. Since $A$ is closed, it follows that $v \oplus \lambda u \in A$. Therefore, $u \in \text{rec}_v(A)$, and so, $\text{rec}_w(A) \subset \text{rec}_v(A)$ for all $v \in A$. $\square$

Remark 2.6. The closure assumption in the previous proposition cannot be dispensed with. Consider $A = ([0, 1] \times \{0\}) \cup \mathbb{R}^2 = \{(x_1, 0) \mid x_1 \leq 1\} \cup \mathbb{R}^2 \subset \mathbb{R}_{\text{max}}^2$. 
Then,
\[ \text{rec}_{(2,0)}(A) = \{ (u_1, u_2) \in \mathbb{R}_\max^2 \mid u_2 \neq 0 \} \cup \{ (0, 0) \} \quad \text{and} \quad \text{rec}_{(3,2)}(A) = \mathbb{R}_\max^2. \]

The following max-plus analogue of the notion of extreme point was already used by Helbig [Hel88].

**Definition 2.7 (Extreme point).** Let \( A \) be a convex subset of \( \mathbb{R}_\max^n \). An element \( x \in A \) is an extreme point of \( A \) if for all \( y, z \in A \) and \( \alpha, \beta \in \mathbb{R}_\max \) such that \( \alpha \oplus \beta = 1 \), the following property is satisfied
\[
(1) \quad x = \alpha y \oplus \beta z \implies x = y \quad \text{or} \quad x = z.
\]
The set of extreme points of \( A \) will be denoted by \( \text{ext}(A) \).

Thus, a point of \( A \) is extreme if it cannot belong to a segment of \( A \) unless it is an end of this segment. We warn the reader that due to the idempotency of addition, the property (1), with \( \alpha \oplus \beta = 1 \) and \( \alpha, \beta = 0 \) is not equivalent to
\[
x = \alpha y \oplus \beta z \implies x = y \quad \text{and} \quad x = z.
\]

**Remark 2.8.** If \( x \in A \) is an extreme point of \( A \), then \( x = \alpha y \oplus \beta z \), with \( \alpha \oplus \beta = 1 \) and \( y, z \in A \), implies:
\[
(\text{if} \ x = y \quad \text{then} \quad \alpha = 1 \quad \text{or} \quad (x = z, \beta = 1)).
\]

Indeed, assume that \( x = y \) but \( \alpha < 1 \). Then, \( \beta = 1 \). Assume by contradiction that \( x \neq z \). Then, we have \( x_i > z_i \), for some \( 1 \leq i \leq n \), and so, \( x_i = \alpha y_i \oplus z_i = \alpha x_i \oplus z_i < x_i \), which is nonsense.

When \( C \subset \mathbb{R}_\max^n \) is a cone, it is clear that its only extreme point is \( 0 \). In this case, the relevant notion is that of extreme generator.

**Definition 2.9 (Extreme generator).** Let \( C \subset \mathbb{R}_\max^n \) be a cone. An element \( x \in C \) is an extreme generator of \( C \) if the following property is satisfied
\[
x = y \oplus z, \ y, z \in C \implies x = y \quad \text{or} \quad x = z.
\]
If \( x \) is an extreme generator of \( C \), then the set \( \mathbb{R}_\max x = \{ \lambda x \mid \lambda \in \mathbb{R}_\max \} \) is an extreme ray of \( C \). The set of extreme generators of \( C \) will be denoted by \( \text{ext-g}(C) \).

Extreme generators are called join irreducible elements in lattice theory.

**Remark 2.10.** It can be readily checked that every element of an extreme ray of \( C \) is an extreme generator of \( C \).

**Example 2.11.** Let us consider the closed convex set \( A \subset \mathbb{R}_\max^2 \) shown in Figure 1. It can be easily seen that its extreme points are \( a = (5, 2) \), \( b = (4, 0) \), \( c = (3, 2) \), \( d = (1, 3) \) and \( e = (2, 5) \). The extreme rays of \( \text{rec}(A) \) are \( \mathbb{R}_\max(0, 1) \) and \( \mathbb{R}_\max(2, 0) \) (see the right hand side of Figure 2).

The following construction will allow us to derive results for convex sets as consequences of results for cones.

**Lemma 2.12.** Let \( A \) be a convex subset of \( \mathbb{R}_\max^n \). Then, the set
\[
C_A = \{(\lambda x, \lambda) \mid x \in A, \lambda \in \mathbb{R}_\max \} \subset \mathbb{R}_\max^{n+1}
\]
is a cone.
Proof. Let \( \beta \in \mathbb{R}_{\text{max}} \) and \((\lambda_1 x^1, \lambda_1), (\lambda_2 x^2, \lambda_2) \in C_A\), with \( x^1, x^2 \in A \) and \( \lambda_1, \lambda_2 \in \mathbb{R}_{\text{max}}\). Assume, without loss of generality, that \( \lambda := \lambda_1 \odot \lambda_2 \neq 0 \). Since \( A \) is convex, \( \lambda^{-1}(\lambda_1 x^1 \odot \lambda_2 x^2) \in A \), and so,
\[
(\lambda_1 x^1, \lambda_1) \odot (\lambda_2 x^2, \lambda_2) = (\lambda \lambda^{-1}(\lambda_1 x^1 \odot \lambda_2 x^2), \lambda) \in C_A.
\]
Moreover, \( C_A \) is obviously preserved by the multiplication by a scalar. \( \square \)

Lemma 2.13. If \( A \subset \mathbb{R}_{\text{max}}^n \) is a convex set then \( \text{clo} \ (A) \) is a convex set. The same is true for cones.

Proof. This follows from the continuity of the functions \((x, y) \rightarrow x \odot y \) and \((\lambda, x) \rightarrow \lambda x\). \( \square \)

We next establish some properties of the cone \( C_A \).

Proposition 2.14. If \( A \subset \mathbb{R}_{\text{max}}^n \) is a closed convex set, then \( \text{clo} (A) = A \cap (\text{rec} (A) \times \{0\}) \).

Proof. Let \((y, \alpha) \in \text{clo} (C_A)\).

Assume first that \( \alpha \neq 0 \). Since \((y, \alpha) \in \text{clo} (C_A)\), there exists a sequence \((\lambda r \times r, \lambda r)\) such that \( \lim_{r \rightarrow \infty} (\lambda r \times r, \lambda r) = (y, \alpha) \). Then, as \( \lim_{r \rightarrow \infty} \lambda r = \alpha \neq 0 \) and \( A \) is closed, we know that \( x := \lim_{r \rightarrow \infty} x^r = \lim_{r \rightarrow \infty} \lambda r \times r^r = \alpha^{-1} y \) belongs to \( A \). Therefore, \( (y, \alpha) = \lim_{r \rightarrow \infty} (\lambda r \times r, \lambda r) = (\alpha x, \alpha) \in C_A \).

Assume now that \( \alpha = 0 \). Let \( x \in A \) and \( \beta \in \mathbb{R}_{\text{max}} \). To prove that \((y, \alpha) \in (\text{rec} (A) \times \{0\}) \) it suffices to show that \( x \odot y \in A \). As \( x \in A \) we know that \((x, 1) \in C_A\). Using the fact that \( \text{clo} (C_A) \) is a cone (by Lemmas 2.12 and 2.13), it follows that \((x \odot y, 1) = (x, 1) \odot (y, 0) \in \text{clo} (C_A)\). Then, there exists a sequence \((\lambda r \times r, \lambda r)\) such that \( \lim_{r \rightarrow \infty} (\lambda r \times r, \lambda r) = (x \odot y, 1) \). Therefore,
\[
x \odot y = \lim_{r \rightarrow \infty} \lambda r \times r = (\lim_{r \rightarrow \infty} \lambda r) \lim_{r \rightarrow \infty} x^r = \lim_{r \rightarrow \infty} x^r \in \text{clo} (A) = A.
\]

Thus, \( \text{clo} (C_A) \subset A \cap (\text{rec} (A) \times \{0\}) \).

Obviously \( A \subset \text{clo} (C_A) \). Let now \((y, 0) \in \text{rec} (A) \times \{0\} \). Take any \( x \in A \). We know that \( x \odot \lambda y \in A \) for all \( \lambda \in \mathbb{R}_{\text{max}} \). Then, if \( \{\lambda r \}_{r \in \mathbb{N}} \subset \mathbb{R}_{\text{max}} \) is a sequence such that \( \lim_{r \rightarrow \infty} \lambda r^{-1} = 0 \), it follows that \( (y, 0) = \lim_{r \rightarrow \infty} (\lambda r^{-1}(x \odot \lambda r y), \lambda r^{-1}) \) and therefore \((y, 0) \in \text{clo} (C_A)\) since \((\lambda r^{-1}(x \odot \lambda r y), \lambda r^{-1}) \in C_A\) for all \( r \in \mathbb{N} \).

Thus, \( C_A \cap (\text{rec} (A) \times \{0\}) \subset \text{clo} (C_A) \). \( \square \)

Corollary 2.15. If \( A \subset \mathbb{R}_{\text{max}}^n \) is a compact convex set, then \( C_A \subset \mathbb{R}_{\text{max}}^{n+1} \) is a closed cone.

Proof. If \( A \) is a compact subset of \( \mathbb{R}_{\text{max}}^n \), it must be bounded from above, and so \( \text{rec} (A) = \{0\} \). By Proposition 2.14 \( \text{clo} (C_A) = A \cap \{0\} = C_A \), and so, \( C_A \) is closed. \( \square \)

Lemma 2.16. Let \( A \) be a closed convex subset of \( \mathbb{R}_{\text{max}}^n \). Then,
\[
\text{ext-g} (\text{clo} (C_A)) \cap (\text{rec} (A) \times \{0\}) = \text{ext-g} (\text{rec} (A)) \times \{0\}.
\]

Proof. Let \((x, 0) \in \text{ext-g} (\text{clo} (C_A)) \cap (\text{rec} (A) \times \{0\})\). Then, in particular, \( x \in \text{rec} (A) \). Assume that \( x = x \odot z \), with \( y, z \in \text{rec} (A) \). As \( \text{clo} (C_A) = A \cup (\text{rec} (A) \times \{0\}) \) by Proposition 2.14, we know that \((y, 0), (z, 0) \in \text{clo} (C_A)\). Then \( x = y \) or \( x = z \), since \((x, 0) = (y, 0) \odot (z, 0) \) and \((x, 0) \in \text{ext-g} (\text{clo} (C_A))\). Therefore, \( x \in \text{ext-g} (\text{rec} (A)) \) and \((x, 0) \in \text{ext-g} (\text{rec} (A)) \times \{0\} \).
Let now \((x, 0) \in \text{ext-g}(\text{rec}(A)) \times \{0\}\). Then, obviously \((x, 0) \in \text{rec}(A) \times \{0\}\). Assume that \((x, 0) = (x^1, \lambda_1) \oplus (x^2, \lambda_2)\), with \((x^1, \lambda_1), (x^2, \lambda_2) \in \text{clo}(C_A)\). Then, \(x = x^1 \oplus x^2\) and \(\lambda_1 = \lambda_2 = 0\). Therefore, as \(\text{clo}(C_A) = C_A \cup (\text{rec}(A) \times \{0\})\) by Proposition \ref{prop:max-plus_convex_cone}, it follows that \(x^1, x^2 \in \text{rec}(A)\). Finally, \(x = x^1\) or \(x = x^2\) since \(x \in \text{ext-g}(\text{rec}(A))\). Thus, \((x, 0) \in \text{ext-g}(\text{clo}(C_A))\).

**Lemma 2.17.** Let \(A\) be a convex subset of \(\mathbb{R}^{n}_{\max}\). Then,
\[
\text{ext-g}(\text{clo}(C_A)) \cap C_A \subset \text{ext-g}(C_A).
\]

**Proof.** Obvious since \(C_A \subset \text{clo}(C_A)\).

The following proposition relates extreme points and extreme rays.

**Proposition 2.18.** Let \(C \subset \mathbb{R}^{n}_{\max}\) be a cone, let \(\gamma \neq 0\) and let \(\psi : \mathbb{R}^{n}_{\max} \to \mathbb{R}^{n}_{\max}\) be a max-plus linear form, meaning that \(\psi(x) = \oplus_{i=1}^{n} a_i x_i\) for some \(a \in \mathbb{R}^{n}_{\max}\). Assume that \(\psi(x) \neq 0\) for all \(x \in C \setminus \{0\}\), and define the convex set:
\[
\Sigma := \{ x \in C \mid \psi(x) = \gamma \}
\]

Then,
\[
\text{ext}(\Sigma) = \text{ext-g}(C) \cap \Sigma.
\]

**Proof.** Let \(x, y \in \Sigma\) and \(\alpha, \beta \in \mathbb{R}^{n}_{\max}\) be such that \(\alpha \oplus \beta = 1\). Then, as
\[
\psi(\alpha x \oplus \beta y) = \alpha \psi(x) \oplus \beta \psi(y) = \gamma \alpha \oplus \gamma \beta = \gamma (\alpha \oplus \beta) = \gamma
\]

and obviously \(\alpha x \oplus \beta y \in C\), it follows that \(\alpha x \oplus \beta y \in \Sigma\). Therefore, \(\Sigma\) is convex.

Let \(x \in \text{ext}(\Sigma)\). Assume that \(x = y \oplus z\), for some \(y, z \in C \setminus \{0\}\). Then, \(\psi(y) = \gamma\) or \(\psi(z) = \gamma\) since \(\gamma = \psi(x) = \psi(y) \oplus \psi(z)\). Suppose, without loss of generality, that \(\psi(y) = \gamma\). As \(x = y \oplus \psi(z)\gamma^{-1}\psi(z)^{-1}z\), where clearly \(\gamma \psi(z)^{-1}z \in \Sigma\) and \(\psi(z)\gamma^{-1} \leq 1\), we know that
\[
x = y \text{ or } x = \gamma \psi(z)^{-1}z.
\]

Since \(x \neq y\) implies \(\psi(z)\gamma^{-1} = 1\) (see Remark \ref{rem:max-plus_intermediate}), it follows that \(x = y\) or \(x = z\). Then, \(x \in \text{ext-g}(C) \cap \Sigma\).

Let now \(x \in \text{ext-g}(C) \cap \Sigma\). Suppose that \(x = \alpha y \oplus \beta z\), with \(y, z \in \Sigma\) and \(\alpha \oplus \beta = 1\). Since \(x \in \text{ext-g}(C)\), we know that \(x = \alpha y\) or \(x = \beta z\). Assume, without loss of generality, that \(x = \alpha y\). Then, \(\gamma = \psi(x) = \psi(\alpha y) = \alpha \gamma\) implies that \(\alpha = 1\), and so \(x = y\). Therefore, \(x \in \text{ext}(\Sigma)\).

Note that the condition of the previous proposition is satisfied, in particular, when \(\psi(x) = \oplus_{i=1}^{n} a_i x_i\) for some \(a \in \mathbb{R}^{n}\).

**Corollary 2.19.** Let \(A\) be a convex subset of \(\mathbb{R}^{n}_{\max}\). Then,
\[
\text{ext-g}(C_A) \cap (A \times \{1\}) = \text{ext}(A) \times \{1\}.
\]

**Proof.** Consider the max-plus linear form \(\psi\) on \(\mathbb{R}^{n+1}_{\max}\) defined by \(\psi(z, \lambda) = \lambda\), for all \(z \in \mathbb{R}^{n}_{\max}\) and \(\lambda \in \mathbb{R}_{\max}\), take \(\gamma := 1\), and apply Proposition \ref{prop:max-plus_convex_cone} to the cone \(C_A \subset \mathbb{R}^{n+1}_{\max}\). We deduce that \(\text{ext-g}(C_A) \cap \Sigma = \text{ext}(\Sigma)\), where \(\Sigma := \{(x, \lambda, \lambda) \in C_A \mid \lambda = 1\} = A \times \{1\}\). Since \(\text{ext}(A \times \{1\}) = \text{ext}(A) \times \{1\}\), the corollary is proved.

Let us recall that a cone \(C \subset \mathbb{R}^{n}_{\max}\) is finitely generated if there exists a finite subset \(A \subset \mathbb{R}^{n}_{\max}\) such that \(C = \text{cone}(A)\).

**Lemma 2.20.** A finitely generated cone of \(\mathbb{R}^{n}_{\max}\) is closed.
Proof. Let \( A = \{u^1, \ldots, u^n\} \) and \( C = \text{cone}(A) \). We assume, without loss of generality, that \( u^k \neq 0 \) for all \( 1 \leq k \leq m \). Let \( \psi(x) := \bigoplus_{1 \leq i \leq n} a_i x_i \) denote a linear form, such that \( a_i > 0 \) for all \( 1 \leq i \leq n \). Then, \( \psi(u^k) \neq 0 \), for all \( 1 \leq k \leq m \). Let \( \{x^r = \oplus_{k=1}^m \lambda_k u^k\}_{r \in \mathbb{N}} \) be a sequence of elements of \( C \) such that \( \lim_{r \to \infty} x^r = x \) for some \( x \in \mathbb{R}^n_{\max} \).

Since \( \lambda_k^r \psi(u^k) \leq \psi(x^r) \), and since \( \psi(u^k) \neq 0 \), \( \lambda_k^r \) is bounded as \( r \) tends to infinity. Hence, we can assume, without loss of generality, that there exists \( \lambda_k \in \mathbb{R}^n_{\max} \) such that \( \lim_{r \to \infty} \lambda_k^r = \lambda_k \) for all \( k = 1, \ldots, m \) (taking subsequences if necessary). Then,

\[
\lim_{r \to \infty} x^r = \lim_{r \to \infty} \left( \bigoplus_{k=1}^m \lambda_k^r u^k \right) = \bigoplus_{k=1}^m \lambda_k u^k \in C.
\]

Therefore, \( C \) is closed. \( \square \)

3. REPRESENTATION OF MAX-PLUS CONVEX SETS IN TERMS OF EXTREME POINTS AND EXTREME GENERATORS

Now we prove the main results of this paper.

Theorem 3.1. Let \( C \subset \mathbb{R}^n_{\max} \) be a non-empty closed cone. Then, every element of \( C \) is the sum of at most \( n \) extreme generators of \( C \), and so,

\[
C = \text{cone}(\text{ext-g}(C)).
\]

Proof. Let \( x \in C \). For each \( i \in \{1, \ldots, n\} \) define the set

\[
S_i = \{u \in C \mid u \leq x, u_i = x_i\} = C \cap \{u \in \mathbb{R}^n_{\max} \mid u \leq x, u_i = x_i\}.
\]

As \( \{u \in \mathbb{R}^n_{\max} \mid u \leq x, u_i = x_i\} \) is compact and \( C \) is closed, we know that \( S_i \) is a compact subset of \( \mathbb{R}^n_{\max} \). Therefore, \( S_i \) has a minimal element \( u^i \).

We claim that \( u^i \) is an extreme generator of \( C \). Assume that \( u^i = y \oplus z \) for some \( y, z \in C \). Then, \( u^i_1 = y_1 \) or \( u^i_1 = z_1 \). Let us assume, without loss of generality, that \( u^i_1 = y_1 \). Therefore, \( y \in S_i \) since \( y \leq u^i \leq x \) and \( y_1 = u^i_1 = x_i \). Hence, \( u^i = y \) since \( y \leq u^i \) and \( u^i \) is a minimal element of \( S_i \). Thus, \( u^i \) is an extreme generator of \( C \).

We have shown that \( C \subset \text{cone}(\text{ext-g}(C)) \). The other inclusion is trivial. \( \square \)

Theorem 3.2 (Max-Plus Minkowski Theorem). Let \( A \) be a non-empty compact convex subset of \( \mathbb{R}^n_{\max} \). Then, every element of \( A \) is the convex combination of at most \( n+1 \) extreme points of \( A \), and so,

\[
A = \text{co}(\text{ext}(A)).
\]

Proof. Let \( x \in A \). Define the cone \( C_A = \{(\lambda z, \lambda) \mid z \in A, \lambda \in \mathbb{R}_{\max}\} \subset \mathbb{R}^{n+1}_{\max} \) as in Lemma 2.12. Then, by Corollary 2.16, \( C_A \) is a closed cone and thus \( C_A = \text{cone}(\text{ext-g}(C_A)) \) by Theorem 3.1.

As \( (x, 1) \in C_A \), by Theorem 3.1, we know that there exist \( n+1 \) extreme generators of \( C_A \), namely \((\lambda_1 u^1, \lambda_1), \ldots, (\lambda_{n+1} u^{n+1}, \lambda_{n+1})\), such that

\[
(x, 1) = \bigoplus_{k=1}^{n+1} (\lambda_k u^k, \lambda_k).
\]
Hence,
\[ x = \bigoplus_{k=1}^{n+1} \lambda_k u^k, \quad \text{where} \quad \bigoplus_{k=1}^{n+1} \lambda_k = 1. \]
By Corollary 2.19, we know that \((u^k, 1) \in C_A\) is an extreme generator of \(C_A\) if, and only if, \(u^k \in A\) is an extreme point of \(A\). This shows that \(x\) is the convex combination of at most \(n+1\) extreme points of \(A\). It follows that \(A \subset \text{co}(\text{ext}(A))\). The other inclusion is trivial. 

**Theorem 3.3.** Let \(A \subset \mathbb{R}^{n_{\max}}\) be a non-empty closed convex set. Then, every element of \(A\) is the sum of the convex combination of \(p\) extreme points of \(A\), and of \(q\) extreme generators of \(\text{rec}(A)\), with \(p + q \leq n + 1\), and so:

\[ A = \text{co}(\text{ext}(A)) \oplus \text{rec}(A). \]

Here, we denote by \(\oplus\) the max-plus analogue of the Minkowski sum of two subsets, which is defined as the set of max-plus sums of a vector from the first set and of a vector from the second one.

**Proof.** Let \(x \in A\). Define the cone \(C_A = \{(\lambda z, \lambda) \mid z \in A, \lambda \in \mathbb{R}_{\max}\} \subset \mathbb{R}_{n_{\max}}^{n+1}\) as in Lemma 2.12. Then, by Lemma 2.13, \(\text{clo}(C_A)\) is a closed cone and thus \(\text{clo}(C_A) = \text{cone}(\text{ext-g(clo}(C_A)))\) by Theorem 3.1.

Now, as \((x, 1) \in C_A \subset \text{clo}(C_A)\), by Theorem 3.1 we know that there exist a finite number of elements of \(\text{ext-g(clo}(C_A))\), namely \((\lambda_k u^k, \lambda_k)\) with \(1 \leq k \leq p\), and a finite number of elements of \(\text{ext-g(rec}(A)) \times \{0\}\), namely \((y^h, 0)\) with \(1 \leq h \leq q\), such that

\[ (x, 1) = \left( \bigoplus_{1 \leq k \leq p} (\lambda_k u^k, \lambda_k) \right) \oplus \left( \bigoplus_{1 \leq h \leq q} (y^h, 0) \right), \]

with \(p + q \leq n + 1\). Therefore,

\[ x = \left( \bigoplus_{1 \leq k \leq p} \lambda_k u^k \right) \oplus \left( \bigoplus_{1 \leq h \leq q} y^h \right), \quad \text{where} \quad \bigoplus_{1 \leq k \leq p} \lambda_k = 1 \]

and \(y^h \in \text{rec}(A)\) for all \(1 \leq h \leq q\). By Corollary 2.19 we know that \((u^k, 1) \in C_A\) is an extreme generator of \(C_A\) if, and only if, \(u^k \in A\) is an extreme point of \(A\). This shows that \(x\) is the sum of the convex combination of \(p\) extreme points of \(A\) and of \(q\) extreme generators of \(\text{rec}(A)\) with \(p + q \leq n + 1\). Hence, \(A \subset \text{co}(\text{ext}(A)) \oplus \text{rec}(A)\). The other inclusion is trivial.

As a corollary of Theorem 3.3, we get a precise version of the “basis theorem” for finitely generated cones. The first results of this kind were obtained by Moller [Mol88] and Wagneur [Wag91]. Several variants of this result have appeared in [Gau98, DS04, CGB04].
Corollary 3.4 (Basis theorem). Let $C \subset \mathbb{R}^n_{\max}$ be a finitely generated cone and $A \subset C$. Then, $C = \text{cone}(A)$ if, and only if, $A$ contains at least one nonzero element of each extreme ray of $C$.

Proof. This follows readily from Theorem 3.1 and from Lemma 2.20. □

Example 3.5. As an illustration of Theorem 3.3 let us consider once again the closed convex set $A \subset \mathbb{R}^2_{\max}$ depicted in Figure 1. We have already seen (Examples 2.2 and 2.11) that $\text{ext}(A) = \{a, b, c, d, e\}$ and $\text{rec}(A) = \text{cone}\{(0,1),(2,0)\}$. Then,

$$A = \text{co}\{a, b, c, d, e\} \oplus \text{cone}\{(0,1),(2,0)\}$$

by Theorem 3.3. The sets $\text{co}(\text{ext}(A))$ and $\text{rec}(A)$ are depicted in Figure 2.

Example 3.6. The set of extreme points of a compact convex set may not be closed. In the max-plus case, there are even counter-examples in dimension 2. Such a counter-example is shown in Figure 3 where the set $A$ is given by

$$A = ([-2,0] \times \{0\}) \cup \{(0) \times [-2,0]\} \cup \{x \in \mathbb{R}^2 \mid -1 \leq x_1 + x_2, x_1, x_2 \leq 0\}$$

and

$$\text{ext}(A) = \{(-2,0),(0,-2)\} \cup \{x \in \mathbb{R}^2 \mid -1 = x_1 + x_2, x_1, x_2 < 0\}.$$
**THE MINKOWSKI THEOREM FOR MAX-PLUS CONVEX SETS**

Remark 3.7. As in the classical case, the set of extreme points of a compact convex set is a $G_δ$ set (a denumerable intersection of open sets). Indeed, let $A$ be a non-empty compact convex subset of $\mathbb{R}^n_{\max}$, and let $d$ denote any metric inducing the topology of $\mathbb{R}^n_{\max}$. For all positive integers $k$, let

$$F_k := \{(x, y, z, \beta) \in A^3 \times \mathbb{R}_{\max} \mid d(x, y) \geq 1/k, \ d(x, z) \geq 1/k, \ \beta \leq 1, \ x = y \oplus \beta z\}.$$ 

Let $\pi$ denote the projection sending $(x, y, z, \beta)$ to $x$. Since $A$ is compact, $F_k$ is compact, and since $\pi$ is continuous, $\pi(F_k)$ is compact. In particular, it is closed. A point $x$ in $A$ is not extreme if and only if there exist two points $y, z \in A$ that are both different from $x$, and a scalar $\beta \leq 1$, such that $x = y \oplus \beta z$. The latter property means that $x$ belongs to some $\pi(F_k)$. So the set of extreme points of $A$, which can be written as $\cap_{k \geq 1}(\mathbb{R}^n_{\max} \setminus \pi(F_k))$, is a $G_δ$ set.

Let $a^+, a^- \in \mathbb{R}_{\max}$ and let $\psi^+, \psi^-$ denote linear forms. We call half-space a set of the form

$$H^+ = \{x \in \mathbb{R}^n_{\max} \mid \psi^+(x) \oplus a^+ \geq \psi^-(x) \oplus a^-\}.$$ 

The opposite half-space $H^-$ is defined by reversing the inequality. We say that $H^+$ is a minimal supporting half-space of $A$ if it contains $A$ and if it contains no other half-space containing $A$. We define a face of a convex set $A$ to be the intersection of $A$ with an half-space opposite to a minimal supporting half-space. The following counter-example shows that unlike in classical convex analysis, the extreme points of faces are not necessarily extreme points of the set.

**Example 3.8.** Consider the half-space

$$H^+ = \{x \in \mathbb{R}^n_{\max} \mid x_1 \oplus y_1 \geq 0\},$$ 

which is represented by the light gray region in Figure 4. One can check that this is a minimal supporting half-space of $A$ (see [CGQS05] or [Los05] for a description of max-plus half-spaces). Hence, $F := A \cap H^-$ is a face of $A$. This face is represented in bold on the figure. The point $p = (0, -1)$ is an extreme point of $F$, but it is not an extreme point of $A$.

**References**

[AGL06] M. Akian, S. Gaubert, and A. Lakhouna. The max-plus finite element method for solving deterministic optimal control problems: basic properties and convergence analysis. arXiv:math.OC/0603619 March 2006.
12 STÉPHANE GAUBERT AND RICARDO D. KATZ

[AGW05] M. Akian, S. Gaubert, and C. Walsh. The max-plus Martin boundary. arXiv:math.MG/0412408, 2005.

[AS03] M. Akian and I. Singer. Topologies on lattice ordered groups, separation from closed downward sets, and conjugations of type Lau. Optimization, 52(6):629–672, 2003.

[CGB04] R. A. Cuninghame-Green and P. Butkovič. Bases in max-algebra. Linear Algebra Appl., 389:107–120, 2004.

[CGQ96] G. Cohen, S. Gaubert, and J. P. Quadrat. Kernels, images and projections in dioids. In Proceedings of WODES’96, pages 151–158, Edinburgh, August 1996. IEE.

[CGQ97] G. Cohen, S. Gaubert, and J. P. Quadrat. Linear projectors in the max-plus algebra. In Proceedings of the IEEE Mediterranean Conference, Cyprus, 1997. IEEE.

[CGQ99] G. Cohen, S. Gaubert, and J. P. Quadrat. Max-plus algebra and system theory: where we are and where to go now. Annual Reviews in Control, 23:207–219, 1999.

[CGQ04] G. Cohen, S. Gaubert, and J. P. Quadrat. Duality and separation theorem in idempotent semimodules. Linear Algebra and Appl., 379:395–422, 2004.

[CGQS05] G. Cohen, S. Gaubert, J. P. Quadrat, and I. Singer. Max-plus convex sets and functions. In G. L. Litvinov and V. P. Maslov, editors, Idempotent Mathematics and Mathematical Physics, Contemporary Mathematics, pages 105–129. American Mathematical Society, 2005. Also ESI Preprint 1341, arXiv:math.FA/0308166.

[DS04] M. Develin and B. Sturmfels. Tropical convexity. Doc. Math., 9:1–27 (electronic), 2004.

[FM00] W. H. Fleming and W. M. McEneaney. A max-plus-based algorithm for a Hamilton-Jacobi-Bellman equation of nonlinear filtering. SIAM J. Control Optim., 38(3):683–710, 2000.

[Gau98] S. Gaubert. Exotic semirings: Examples and general results. Support de cours de la 26ème École de Printemps d’Informatique Théorique, Noirmoutier, 1998.

[GK06] S. Gaubert and R. Katz. Max-plus convex geometry. March 2006. To appear in the proceedings of the 9th International Conference on Relational Methods in Computer Science and the 4th International Workshop on Applications of Kleene Algebra (RelMICS/AKA 2006), Manchester (Springer LNCS series).

[GP97] S. Gaubert and M. Plus. Methods and applications of (max, +) linear algebra. In R. Reischuk and M. Toran, editors, 14th Symposium on Theoretical Aspects of Computer Science, STACS 97 (Lübeck), volume 1200 of Lecture Notes in Comput. Sci., pages 261–282, Berlin, 1997. Springer.

[Hel88] S. Helbig. On Caratheodory’s and Kreĭn-Milman’s theorems in fully ordered groups. Comment. Math. Univ. Carolin., 29(1):157–167, 1988.

[Jos05] Michael Joswig. Tropical halfspaces. In Combinatorial and computational geometry, volume 52 of Math. Sci. Res. Inst. Publ., pages 409–431. Cambridge Univ. Press, Cambridge, 2005.

[Kat05] R. D. Katz. Max-plus (A,B)-invariant spaces and control of timed discrete event systems. To appear in IEEE Trans. Aut. Control, e-print arXiv:math.OC/0503448, 2005.

[LMS01] G.L. Litvinov, V.P. Maslov, and G.B. Shpiz. Idempotent functional analysis: an algebraical approach. Math. Notes, 69(5):696–729, 2001. Also eprint arXiv:math.FA/0009128.

[MLRS02] J.-E. Martínez-Legaz, A. M. Rubinov, and I. Singer. Downward sets and their separation and approximation properties. J. Global Optim., 23(2):111–137, 2002.

[Mol88] P. Moller. Théorie algébrique des Systèmes à Événements Discrets. Thèse, École des Mines de Paris, 1988.

[Sin97] Ivan Singer. Abstract convex analysis. Wiley, 1997.

[SS92] S. N. Samborski ˘ı and G. B. Shpiz. Convex sets in the semimodule of bounded functions. In Idempotent analysis, pages 135–137. Amer. Math. Soc., Providence, RI, 1992.

[Wag91] E. Wagneur. Moduloids and pseudomodules. 1. dimension theory. Discrete Math., 98:57–73, 1991.

[Zim77] K. Zimmermann. A general separation theorem in extremal algebras. Ekonom.-Mat. Obzor, 13(2):179–201, 1977.

[Zim81] U. Zimmermann. Linear and combinatorial optimization in ordered algebraic structures. Ann. Discrete Math., 10:vii–viii+380, 1981.

[Zim84] K. Zimmermann. On max-separable optimization problems. In Algebraic and combinatorial methods in operations research, volume 95 of North-Holland Math. Stud., pages 357–362. North-Holland, Amsterdam, 1984.
[Zim03] K. Zimmermann. Disjunctive optimization, max-separable problems and extremal algebras. Theoret. Comput. Sci., 293:45–54, 2003.

INRIA, Domaine de Voluceau, 78153, Le Chesnay Cédex, France. Tel: +33 1 39 63 52 58, Fax: +33 1 39 63 57 86
E-mail address: Stephane.Gaubert@inria.fr

CONICET. Postal address: Dep. of Mathematics, Universidad Nacional de Rosario, Avenida Pellegrini 250, 2000 Rosario, Argentina.
E-mail address: rkatz@fceia.unr.edu.ar