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**ABSTRACT**

The dynamics of massive clumps, the environment where massive stars originate, is still unclear. Many theories predict that these regions are in a state of near-virial equilibrium, or near energy equi-partition, while others predict that clumps are in a sub-virial state. Observationally, the majority of the massive clumps are in a sub-virial state with a clear anti-correlation between the virial parameter \(\alpha\) and the mass of the clumps \(M\), which suggests that the more massive objects are also the more gravitationally bound. Although this trend is observed at all scales, from massive clouds down to star-forming cores, theories do not predict it. In this work we show how, starting from virialized clumps, an observational bias is introduced in the specific case where the kinetic and the gravitational energies are estimated in different volumes within clumps and how it can contribute to the spurious \(\alpha-M\) anti-correlation in these data. As a result, the observed effective virial parameter \(\alpha_{\text{eff}} < \alpha_{\text{vir}}\), and in some circumstances it might not be representative of the virial state of the observed clumps.
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1. Introduction

The star formation process proceeds in a hierarchical way, from clouds (size between 5–100 pc) down to cores (size \(\approx 0.1–0.2\) pc), with an intermediate step, the clumps, which are cold, dense structures of \(\approx 0.5–2\) pc in size. These objects have already been investigated in the past (Williams et al. 1994; and references therein), but recently surveys of the Galactic plane such as BGPS, ATLASGAL, and Hi-GAL have identified thousands of these objects, from extremely young, starless clumps up to more evolved structures that embed HII regions (Svoboda et al. 2016; Csengeri et al. 2014; Urquhart et al. 2018; Traficante et al. 2015; Elia et al. 2017; Cesaroni et al. 2015).

To understand the mechanism of star formation it is fundamental to investigate the dynamics of the above-mentioned clumps, and a key parameter used to do that is the so-called virial parameter \(\alpha_{\text{vir}}\). defined as \(\alpha_{\text{vir}} = 5c^2R_c/(GM)\propto E_{\text{kin}}/E_{\text{pot}}\) (Bertoldi & McKee 1992). Here, \(E_{\text{kin}}\propto \sigma_c^2M\) and \(E_{\text{pot}}\propto M^2_c/R\) are the kinetic and gravitational energy of the clump, respectively, \(M_c\) and \(R_c\) are the mass and radius of the clump, \(G\) is the gravitational constant, and \(\sigma_c\) is the one-dimensional (1D) velocity dispersion. Several studies of the dynamics of clumps, focusing on the more massive ones, demonstrate that \(\alpha_{\text{vir}}\) is often below the value expected for an isothermal sphere in hydrostatic equilibrium, or a Bonnor-Ebert sphere with \(\alpha_{\text{BE}} \approx 2\), and in particular below the virial equilibrium value, \(\alpha_{\text{vir}} \approx 1\). In addition, each separated survey exhibits a clear anti-correlation between \(\alpha_{\text{vir}}\) and the mass of the clumps (Kauffmann et al. 2013; Urquhart et al. 2014, 2018; Traficante et al. 2018a). These results have been interpreted as the more massive clumps being more gravitationally unstable and prone to collapse (e.g. Urquhart et al. 2018).

However, the \(\alpha-M\) mass anti-correlation can be also induced by some observational bias. When several surveys of different objects are combined together the trend seems to disappear, suggesting that this anti-correlation may be spurious and somehow misleading (Kauffmann et al. 2013). This is corroborated by results that show that massive clumps present clear signatures of dynamical activity and infall motions, such as blue-asymmetric HCO\(^+\) spectra, regardless of the inferred value of the virial parameter or mass of the clumps (Traficante et al. 2018a,b).

From a theoretical point of view, the turbulent-core models of massive star formation assume that massive stars form in clumps near the virial equilibrium state, supported by high levels of pressure generally driven by local turbulence (McKee & Tan 2003; Tan et al. 2014). Recent simulations of high-mass gaseous proto-clusters have shown that these objects may undergo a local grav-o-turbulent collapse and evolve at near-virial equilibrium while continuing to accrete mass (Lee & Hennebelle 2016a,b), suggesting also that the energy properties of the clumps are set at the very early stages of formation. The collapse may also be driven by the gravity itself on a global scale that puts the massive clumps in a state of energy equi-partition. This implies \(\alpha_{\text{eq}} \approx 2\), a condition that in the observations, given the...
uncertainties of the measurements, is nearly indistinguishable from $\alpha_{\text{vir}} = 1$ (Ballesteros-Paredes et al. 2011, 2018; Camacho et al. 2016; Ifrig & Hennebelle 2017; Hennebelle 2018). Alternatively, competitive accretion theories consider that massive star-forming regions may be in global, free-fall collapse, but they start and evolve in a sub-virial state, although the expected values may still be near unity ($\alpha_{\text{vir}} \approx 0.5$, Bonnell & Bate 2006).

Generally speaking, the motions induced by, or nearly in equilibrium with, gravity, are naturally virialized. This is a robust property/feature from which it seems difficult to depart significantly. Even magnetic fields may not be able to provide significant support for massive clumps, from both a theoretical and observational point of view (e.g. Hartmann et al. 2001; Crane 2012; Hennebelle 2018).

All these theories can explain why clumps are in a state of near-virial equilibrium or are in a roughly sub-virial state, but none of them offer a clear explanation for the observed anti-correlation between $\alpha_{\text{vir}}$ and mass, reinforcing the idea that it may be the consequence of an observational bias in the evaluation of the gravitational energy or the kinetic energy (or both) at all spatial scales. This $\alpha_{\text{vir}}$-mass anti-correlation is in fact observed with similar trends in giant clouds (GMCs, Miville-Deschênes et al. 2017), clumps (Traficante et al. 2018a) and cores (Kaufmann et al. 2013). However, the bias may have different origins. The physical and kinetic properties of giant clouds are usually determined consistently within the same volume of gas from the emission line spectra of CO isotopologues (e.g. Heyer et al. 2009; Roman-Duval et al. 2010; Miville-Deschênes et al. 2017). On parsec scales, within the dense clumps ($\Sigma > 0.01$ g cm$^{-2}$ Elia et al. 2017; Urquhart et al. 2018), the CO lines become optically thick and the physical properties must be determined from the dust emission, and then combined with the kinematics derived from the gas to evaluate the virial properties.

A possible bias in the estimation of the gravitational energy in massive regions is discussed in the literature, and it is the sensitivity limit of each survey that may bias the observations towards regions with similar column densities (Ballesteros-Paredes et al. 2012; Kaufmann et al. 2013), which is particularly significant for relatively low-density regions like the GMCs.

In this letter we show that, starting from a simple model of massive clumps near virial equilibrium, an observational bias is introduced when the gravitational and the kinetic energies are evaluated within different regions of the clump and that this bias can contribute to the spurious anti-correlation between $\alpha_{\text{vir}}$ and mass. The model is described in Sect. 2, and its application to simulations of cluster formation and real datasets is reported in Sects. 3 and 4, respectively. In Sect. 5 we draw our summary. More details about the setup of the simulations are in Appendix B, and a discussion of the possible biases introduced in observations of massive clumps is given in Appendix C.

2. A bias in the observations of virialized clumps

We model a clump as an “onion-like” structure, that is, a spherically symmetric region formed by the combination of several layers of material with increasing density as we move from the clump edges into the inner regions.

Each clump therefore follows a density profile $\rho$ that depends only on the radius $R$ as $\rho = \rho_0 (R/R_c)^{-\gamma}$, with $\rho_0$ the density at the edges of the clump, that is, at the layer with radius $R = R_c$.

We further assume that the clumps are all near virial equilibrium at all stages of star formation and that each layer is virialized itself, that is, clumps have $\alpha_{\text{vir}} \approx 1$ at each radius $R$. We note that our model is not intended to reconstruct the absolute value of the virial parameter in massive clumps. For the purpose of our discussion, it is not relevant if the clumps are all in virial equilibrium ($\alpha_{\text{vir}} = 1$), can be modeled as a Bonnor-Ebert sphere ($\alpha_{\text{BE}} \approx 2$), or in energy equi-partition ($\alpha_{\text{eq}} = 2$), as long as they all have the same intrinsic value of $\alpha$.

Finally, we assume that the clumps follow the relation (Camacho et al. 2016; Ballesteros-Paredes et al. 2018; Ifrig & Hennebelle 2017)

$$\sigma \propto (\Sigma R)^{\frac{\alpha_{\text{vir}}}{2}}$$

with $\Sigma$ the surface density of the clumps. This is a generalized version of the first Larson’s relation ($\sigma \propto R^{0.5}$ Larson 1981; Heyer & Brun 2004) that accounts for the results obtained in recent observations of massive objects (Ballesteros-Paredes et al. 2011; Maud et al. 2015; Traficante et al. 2018b) and allows us to self-consistently assume that clumps are in virial equilibrium (Ballesteros-Paredes et al. 2018). Equation (1) implies $\sigma \propto R^\delta$ with $\delta > 0$ when $\Sigma = M/(\pi R^2)$ and $\beta > -1$, that is, a mass-radius relationship $M \propto R^\gamma$ with $\gamma > 1$, a condition that is always found in observations (e.g. Urquhart et al. 2014; Ellsworth-Bowers et al. 2015; Traficante et al. 2018b).

This toy-model is an approximation of the real structure of the clump, where low-density gas can be widely distributed across all spatial scales (see Sect. 3). Also, it may be inaccurate to describe the central regions of the clump, where the deep potential well may allow the fragmentation and the consequent formation of many non-uniformly distributed cores and protostars (e.g. Zhang et al. 2015). Nevertheless, it is a very simple but reasonable approximation for clumps that have an aspect ratio of the order 1.2–1.3 (Molinari et al. 2015), and in particular to model the outer layers of each clump, which is the primary purpose of this work.

Applying the virial equilibrium hypothesis to a clump, and following the definition of the virial parameter of Bertoldi & McKee (1992), we can write

$$\frac{GM_c}{2R_c} = \sigma_c^2.$$  \hspace{1cm} (2)

The quantities $M_c$ and $R_c$ in the clumps are determined by observations of the dust continuum emission in the far-infrared/sub-millimetre (Urquhart et al. 2014, 2018; Traficante et al. 2015; Svoboda et al. 2016; Elia et al. 2017). In order to evaluate the kinetic energy of the clumps, instead observers usually measure the velocity dispersion from the emission spectra of a specifically optically thin line such as for example NH$_3$ (1,1) (Urquhart et al. 2014) or N$_2$H$^+$ (1−0) (Jackson et al. 2013). Each particular transition however is excited at and above a specific volume density, the critical density of the line $\rho_{\text{crit}}$. Although also including the effect of the radiative trapping, Shirley (2015) showed that the effective excitation density $\rho_{\text{eff}}$ may be significantly lower than the line critical density of a given gas tracer, the gas at densities lower than $\rho_{\text{eff}}$ is not traced by our chosen molecular line (see e.g. Kaufmann et al. 2017). In this case, there will be a specific radius $R_{\text{eff}}$ above which the gas is not traced by our chosen molecule. The measured velocity dispersion, $\sigma_{\text{eff}}$, refers therefore to a region of the clump that goes from the center up to the layer of the clump where $M = M_{\text{eff}}$ and $R = R_{\text{eff}} < R_c$. Since in our hypothesis the clumps are in virial equilibrium at all layers, at a given radius $R_{\text{eff}} < R_c$ we can write

$$\frac{GM_{\text{eff}}}{2R_{\text{eff}}} = \sigma_{\text{eff}}^2 < \sigma_c^2.$$  \hspace{1cm} (3)
with \( \sigma_{\text{eff}}^2 < \sigma_c^2 \), which comes from our hypothesis that the clumps follow a generalized Larson-like relation \( \sigma \propto R^\delta \) with \( \delta > 0 \) and \( R_{\text{eff}} < R_c \).

The key point is that for each clump we can only determine the total mass \( M_c \) and radius \( R_c \) but, at the same time, for any given molecule we can only measure the velocity dispersion \( \sigma_{\text{eff}} \). Although the clumps are all in virial equilibrium, the net result is that we measure an effective virial parameter \( \tilde{\alpha}_{\text{eff}} \):

\[
\tilde{\alpha}_{\text{eff}} = \frac{5 \sigma_{\text{eff}} R_c}{GM_c} < \frac{5 \sigma_c^2 R_c}{GM_c} = \alpha_{\text{vir}} = 1. 
\]

The value of \( \tilde{\alpha}_{\text{eff}} \) depends on the ratio between the kinetic energy \( \rho_{\text{eff}} \), proportional to \( \sigma_{\text{eff}}^2 \), and the total kinetic energy of the clump (proportional to \( \sigma_c^2 \)).

In the following, we derive the dependence of \( \tilde{\alpha}_{\text{eff}} \) with the effective critical density \( \rho_{\text{eff}} \) within each clump (Sect. 2.1) and the slope of the \( \tilde{\alpha}_{\text{eff}} \)-mass diagram for an ensemble of clumps (Sect. 2.2).

### 2.1. The relation between \( \tilde{\alpha}_{\text{eff}} \) and \( \rho_{\text{eff}} \) in a given clump

In our hypothesis each layer is virialized, and following on from Eqs. (3) and (4):

\[
\tilde{\alpha}_{\text{eff}} = \frac{\alpha_{\text{vir}}}{1} = 1 = \frac{\sigma_{\text{eff}}^2}{\sigma_c^2} = \frac{M_{\text{eff}} R_c}{R_{\text{eff}} M_c}, 
\]

As showed in Appendix A, given the definition of the effective critical density \( \rho_{\text{eff}} = \rho_0 (R_{\text{eff}}/R_c)^{\gamma} \), we can express the effective virial parameter measured in a given clump as a function of \( \rho_{\text{eff}} \):

\[
\tilde{\alpha}_{\text{eff}}(\rho_{\text{eff}}) = \left( \frac{3}{3-p} \frac{\rho_{\text{eff}}}{\bar{\rho}_c} \right)^{\frac{1}{2}},
\]

where \( \bar{\rho}_c \) is the average volume density of the clump. This equation shows that for a clump with a given density profile, when \( p \neq 2 \) there will only be some specific molecule with a critical density \( \rho_c = \rho_0 = \bar{\rho}_c \times (3-p)/3 \) for which \( \tilde{\alpha}_{\text{eff}} = \alpha = 1 \). With \( p \neq 2 \) and in clumps with \( \bar{\rho}_c < \rho_{\text{eff}} < \tilde{\alpha}_{\text{eff}} < \alpha_{\text{vir}} \) and it depends on the chosen gas tracer used to infer the kinetic properties of the gas.

Similarly, Eq. (6) can be expressed as a function of the observational quantity \( \sigma_{\text{eff}} \). From Eq. (5) it follows that

\[
\sigma_{\text{eff}}(\rho_{\text{eff}}) = \sigma_c \left( \frac{3}{3-p} \frac{\rho_{\text{eff}}}{\bar{\rho}_c} \right)^{\frac{1}{2}}.
\]

The radial density profile \( p \) has a range of values both from theoretical and observational points of view. If the clump is described by a logatropic Equation of state, it follows that \( p = 1 \) (McLaughlin & Padritz 1997). On the other hand, the “inside-out” collapse model of a singular isothermal sphere predicts \( p = 2 \) (Shu 1977). The core-collapse model for the formation of massive stars proposed by McKee & Tan (2003) assumes an intermediate value \( p = 1.5 \). In massive star-forming clumps, \( p \) has been observed in the range \( p = 1.6 \pm 0.5 \) (Beuther et al. 2002), or \( p = 1.8 \pm 0.4 \) (Mueller et al. 2002). The density profile of massive clumps derived by their surface density profile suggests \( p = 1.1 \) (Tan et al. 2013).

With a value of \( p = 1.5 \), Eq. (7) predicts \( \sigma_{\text{eff}} \propto \rho^{-0.15} \), in reasonable agreement with observations in nearby high-mass star-forming regions (\( \sigma_{\text{eff}} \propto \rho^{-0.17} \), Orkisz et al. 2017).

### 2.2. The \( \tilde{\alpha}_{\text{eff}} \)-mass relation for an ensemble of clumps

In order to derive the \( \tilde{\alpha}_{\text{eff}} \)-mass relation that resembles the observations, Eq. (6) has to be applied to a sample of clumps observed with a single gas tracer. In this case, \( \rho_{\text{eff}} \) is defined for the entire sample and the variable becomes \( \bar{\rho}_c \). For a given gas tracer, there will only be a class of clumps with average volume density \( \bar{\rho}_c = 3(3-p)/3R_c \rho_{\text{eff}} \) for which we measure \( \tilde{\alpha}_{\text{eff}} = 1 \). The value of \( \bar{\rho}_c = 3M_c/(4\pi R_c^3) \) of each clump depends on its mass \( M_c \) and radius \( R_c \) therefore the distribution of \( \bar{\rho}_c \) is directly linked to the mass-radius distribution of the sample, which can be expressed as \( M_c \propto M_0(R_c/R_0)^p \). The factors \( M_0 \) and \( R_0 \) are normalization values that may depend on the various techniques used to derive the dust properties in each survey of clumps. It follows that

\[
\tilde{\alpha}_{\text{eff}}(M_c) = AM_c^{-\frac{1}{2}} \rho_{\text{eff}}^{-\frac{1}{2p}} = AM_c^h,
\]

with

\[
A = \frac{4\pi}{3-p} \rho_0^\frac{3}{2} \left( \frac{R_0}{M_0} \right)^{\frac{1}{2}}. 
\]

The bias induced by the use of a single gas tracer to measure the kinetic energy of a sample of virialized clumps induces a spurious correlation between \( \tilde{\alpha}_{\text{eff}} \) and \( M \) that depends on two parameters: the slope \( \gamma \) of the mass-radius relationship of the sample and the average radial density profile \( p \) of the clumps. In particular, with a mass-radius slope of \( \gamma < 3 \) and a clump density profile \( p < 2 \), Eq. (9) predicts that we will introduce an anti-correlation between the measured virial parameter and the mass of the sample. We note that the slopes \( \gamma \) and \( p \) are not necessarily dependent variables. This would only be true if clumps of different sizes were representative of the structures of a single clump at different radii, which is not necessarily the case.

The value of the mass-radius slope in star-forming clumps is expected to be \( \gamma \approx 2 \) and depends on the slope of the column density PDF of the sample (Ballesteros-Paredes et al. 2012). The mass-radius diagram has been evaluated for several surveys of clumps and the derived \( \gamma \) depends significantly on the approach used to extract the parameters of clumps and to fit the mass-radius slope (Kaufmann et al. 2010). Also, different algorithms may lead to different values of the column density PDF and of the mass-radius slope (Gómez et al. 2014). Mass-radius diagrams of nearby star-forming regions and massive clumps across the Galaxy have values in the range \( 1.4 \leq \gamma \leq 1.7 \) (Kaufmann et al. 2010; Urquhart et al. 2014, 2018). There are however examples in the literature of samples of clumps that exhibit \( \gamma \simeq 2 \) (Ellsworth-Bowers et al. 2015), larger than 2 \( \gamma = 2.38 \) (Traficante et al. 2018a) or even steeper (\( \gamma = 2.7 \), Kainulainen et al. 2011).

In Fig. 1 we show the predicted value of the slope \( h \) for different values of \( p \) in the expected range \( 1 < p < 2 \) and for two values of the mass-radius slope, \( \gamma = 1.4 \) (Urquhart et al. 2018, upper panel) and \( \gamma = 2.38 \) (Traficante et al. 2018a, lower panel). The models have been normalized to have \( \tilde{\alpha}_{\text{eff}} = \alpha_{\text{vir}} = 1 \) in clumps with mass below \( M_0 = 300 M_\odot \) for all values of \( p \). Assuming a clump with \( M = M_0 \), a radius \( R_0 = 0.4 \text{pc} \), and a density profile with \( p = 1.5 \), it follows from Eqs. (9).
and (10) that \( \alpha_{\text{eff}} = \alpha_{\text{vir}} = 1 \) is obtained if the kinetic energy is measured using a gas tracer with effective critical density \( \rho_{\text{eff}} = 10^3 \text{ cm}^{-3} \), like for example the \( \text{N}_2\text{H}^+ \) (Shirley 2015). The figure also shows the \( \alpha_{\text{eff}} \)-mass slopes measured in the work of Urquhart et al. (2018) and Traficante et al. (2018a), in the upper and lower panels, respectively, normalized to have \( \alpha_{\text{eff}} = \alpha_{\text{vir}} = 1 \) at \( M_0 = 150 \, M_\odot \) for ease of visualization. We note that the absolute value of \( \alpha_{\text{eff}} \) depends on the particular survey, but within each survey the measurements are consistent and the \( \alpha_{\text{eff}} \)-mass slope can be compared with the models.

In the following sections we see how this simple model explains in part what is found in simulations and in observations of massive regions.

3. The simulations

The previous section provided a simple model to explain the bias in velocity dispersion that could be introduced by molecular line observations. In this section, we test this idea in simulated cluster formation to confirm the model.

The simulations from Lee & Hennebelle (2016a) and with more complete physics, including ionizing feedback, are used to test and analyse the concepts outlined above. They all show qualitatively similar results. Therefore, here we present results from run B in Lee & Hennebelle (2016a), which is a single cluster of a few thousand solar masses formed from the collapse of a \( 10^4 M_\odot \) molecular cloud. The cluster has a radius of 0.6 pc. These simulations are useful to illustrate the effect of the observational bias in a single protocluster. They represent only one point in the \( \alpha_{\text{vir}} \)-mass space and were not designed to reproduce the \( \alpha_{\text{vir}} \)-mass relation. More details about the simulations used in this work can be found in Appendix B.

In Fig. 2 we show the effective virial parameter computed at each radius and for several values of \( \rho_{\text{eff}} \). This value is simply defined as \( \alpha_{\text{eff}} = \frac{5}{3} \sigma_{\text{vir}}^2(R, p > \rho_{\text{eff}}) \times R / (GM(R)) \), where \( \sigma_{\text{vir}}(R, p > \rho_{\text{eff}}) \) is the 3D velocity dispersion of the gas within radius \( R \) and with density \( p > \rho_{\text{eff}} \). The factor 5/3 makes the results obtained from the simulations consistent with the definition of \( \alpha_{\text{vir}} \) given by Bertoldi & McKee (1992), and directly comparable with the observations, which considers the 1D velocity dispersion. When most of the mass is considered, the cluster is close to virial equilibrium, that is, \( \alpha_{\text{eff}} \sim \alpha_{\text{vir}} \sim 1 \). We note that there is a numerical constant from geometrical considerations that we ignore here since it does not have a qualitative impact on the results.

When the low-density gas is filtered out, that is, at increasing values of \( \rho_{\text{eff}} \), we see a significant decrease in \( \alpha_{\text{eff}} \) in regions up to twice the cluster size (radius of \( \pm 12 \) pc), which is in line with the results by Orkisz et al. (2017) and the \( \alpha_{\text{vir}} \)-mass trend reported by several cluster observations. At larger radii the dense gas becomes a very small fraction of the total gas, the simulations deviate significantly from our proposed toy model and the kinematics determined with high-density tracers are not well defined. We caution that the simulations were not meant to reproduce the simple “onion” model we propose in this work, but they actually result in a more clumpy cluster than the onion shell model, and the dense gas is more widely distributed. This could possibly be regarded as several local “onions” packed together. More careful studies are certainly needed for a better understanding of the kinematics of the cluster, but these results already suggest that the measured \( \alpha_{\text{eff}} \) in dense clumps may be biased by the chosen gas tracer.

4. Comparison with observations

The observed \( \alpha_{\text{eff}} \)-mass anti-correlation in clumps has the form \( \alpha_{\text{eff}} \propto M^{1/2} \), with slope \( h_h \). We note that \( h = h_h \) only in the case in which the bias discussed in this work is the only factor responsible for the observed \( \alpha_{\text{eff}} \)-mass slope. We further discuss this point in Appendix C.

In Fig. 3 we show the expected value of the slope \( h \) as obtained from Eq. (9), for a range of mass-radius slopes (1 \( \leq \gamma \leq 3 \)) and for three different values of the radial density profile, \( p = [1.0, 1.5, 2.0] \) (red, blue, and green lines, respectively). The filled circle and diamond points are the \( h \) values of the clumps taken from Kauffmann et al. (2013), and adapted from Wienen et al. (2012) and Sridharan et al. (2005, respectively). These clumps have masses in the range 50 \( \leq M \leq 10^4 M_\odot \), and the kinetic energy is estimated from the NH3 (1,1) line width (Wienen et al. 2012; Sridharan et al. 2005; Kauffmann et al. 2013). The derived \( \alpha_{\text{eff}} \)-mass slopes are \( h_h = -0.43 \) and \( h_h = -0.47 \), respectively. The filled square is the \( h \) value obtained from the distance-limited ensemble of \( \approx 5000 \) ATLASGAL clumps where the kinetic energy is estimated combining several surveys of gas tracers including \( \text{NH}_3 (1,1), \text{C}^{18}\text{O} (1-0), \) and \( \text{N}_2\text{H}^+ (1-0) \) (Urquhart et al. 2018; and references
In this letter we showed that, for a sample of virialized clumps the result of several sources of bias, as we discuss in Appendix C. These surveys span a range of masses $10^4 - 10^5 M_\odot$ and both have a relatively high mass-radius slope, with values of $\gamma = 2.38$ and $\gamma = 2.7$, respectively. If $h = h_0$, this would imply a radial density profile of the clumps with $\rho \propto r^{-0.5}$ and $\rho \propto r^{-0.3}$, respectively, slopes that are below the expected values of the profile of the clumps. With a more realistic density profile in the range $1 \leq \alpha \leq 1.5$, from Eq. (9) we still obtain an anti-correlation between $\alpha_{\text{vir}} - \alpha_{\text{eff}}$ and $M$ with slope $h$, but in this case $\rho \propto r^{-0.5}$. The observed $\alpha_{\text{vir}}$-mass anti-correlation may in fact be the result of several sources of bias, as we discuss in Appendix C.

5. Summary

In this letter we showed that, for a sample of virialized clumps modelled as an “onion-like” sphere made of several virialized layers of material, the derivation of the physical and kinematic properties from different tracers (e.g. from dust emission and molecular lines, respectively) leads to a biased estimate of the effective virial parameter $\alpha_{\text{eff}} < \alpha_{\text{vir}} = 1$ and a spurious anti-correlation between $\alpha_{\text{eff}}$ and the mass of the clumps. We compared our model with predictions from the simulations of Lee & Hennebelle (2016a) and we showed that, although the onion-like model is a simplification of the structure of a clump, the value of the effective virial parameter depends on the different density thresholds probed by each gas tracer.

We stress that an anti-correlation between mass and the virial parameter is observed at all scales and also in cases where the kinetic and the gravitational energies are observed within the same volumes, as for example in GMCs. The model we propose here applies under the specific conditions typical of the observations of massive clumps.

We conclude that the bias discussed in this letter can contribute at least partly, and in some cases significantly, to the $\alpha_{\text{eff}}$-mass slope $h_0$ observed in several surveys of massive clumps.

At the same time, under the simple onion-like approximation for the clump structure, Eq. (6) provides a simple tool to identify the best tracer required to observe the gas kinematics of a given region with average volume density $\rho$ and a defined density profile.

Finally, it is worth noting that the conclusions of this work remain consistent for any fixed value of $\alpha_{\text{vir}}$ in a sample of clumps and the analysis we have shown here does not aim to distinguish among different star-formation theories.

Acknowledgements. The authors want to thank the anonymous referee that helped to improve the quality of the manuscript with his/her suggestions; this work has benefited from research funding from the European Community’s Seventh Framework Programme.

References

Ballesteros-Paredes, J., Hartmann, L. W., Vázquez-Semadeni, E., et al. 2011, MNRAS, 411, 65
Ballesteros-Paredes, J., D’Alessio, P., & Hartmann, L. 2012, MNRAS, 427, 2562
Ballesteros-Paredes, J., Vázquez-Semadeni, E., Palau, A., et al. 2018, MNRAS, 479, 2112
Battersby, C., Ginsburg, A., Bally, J., et al. 2014, ApJ, 787, 113
Bertoldi, F., & McKee, C. F. 1992, ApJ, 395, 140
Beuther, H., Schilke, P., Menten, K. M., et al. 2002, ApJ, 566, 945
Bonnell, I. A., & Bate, M. R. 2006, MNRAS, 370, 488
Camarero, V., Vázquez-Semadeni, E., Ballesteros-Paredes, J., et al. 2016, ApJ, 833, 113
Cesaroni, R., Pestalozzi, M., Beltrán, M., et al. 2015, A&A, 579, 171
Crutcher, R. M. 2012, ARA&A, 50, 29
Csengeri, T., Urquhart, J. S., Schuller, F., et al. 2014, A&A, 565, A75
Elia, D., Molinari, S., Schisano, E., et al. 2017, MNRAS, 471, 100
Ellsworth-Bowers, T. P., Glenn, J., Riley, A., et al. 2015, ApJ, 805, 157
Gómez, L., Wyrowski, F., Schuller, F., et al. 2014, A&A, 561, A148
Hartmann, L., Ballesteros-Paredes, J., & Bergin, E. A. 2001, ApJ, 562, 852
Hennebelle, P. 2018, A&A, 611, A24
Heyer, M. H., & Brunt, C. M. 2004, ApJ, 615, L45
Heyer, M. H., Krawczyk, C., Duval, J., et al. 2009, ApJ, 699, 1092
Ilfrig, O., & Hennebelle, P. 2017, A&A, 604, A70
Jackson, J., Rathborne, J., Foster, J. B., et al. 2013, PASA, 30, e057
Kainulainen, J., Beuther, H., Banerjee, R., et al. 2011, A&A, 530, A64
Kaufmann, J., Pillai, T., Shetty, R., et al. 2010, ApJ, 716, 433
Kaufmann, J., Pillai, T., & Goldsmith, P. F. 2013, ApJ, 779, 185
Kaufmann, J., Goldsmith, P. F., Melnick, G., et al. 2017, A&A, 605, L5
Klessen, R. S., & Hennebelle, P. 2010, A&A, 520, A17
Larson, R. B. 1981, MNRAS, 194, 809
Lee, Y.-N., & Hennebelle, P. 2016a, A&A, 591, A30
Lee, Y.-N., & Hennebelle, P. 2016b, A&A, 591, A31
Maud, L. T., Lumsden, S. L., Moore, T. J. T., et al. 2015, MNRAS, 452, 637
McKee, C. F., & Ostriker, E. C. 2007, ARA&A, 45, 565
McKee, C. F., & Tan, J. C. 2003, ApJ, 585, 850
McLaughlin, D. E., & Padritz, R. E. 1997, ApJ, 476, 750
Miville-Deschênes, M. A., Murray, N., & Lee, E. J. 2017, ApJ, 834, 57
Molinari, S., Schisano, E., Elia, D., et al. 2016, A&A, 591, A149
Mueller, K. E., Shirley, Y. L., Evans, II, N. J., et al. 2002, ApJS, 143, 469
Orkisz, J. H., Poty, J., Gerin, M., et al. 2017, A&A, 599, A99
Roman-Duval, J., Jackson, M. J., Heyer, M., et al. 2010, ApJ, 723, 492
Shirley, Y. L. 2015, PASP, 127, 299
Shu, F. H. 1977, ApJ, 214, 488
Sridharan, T. K., Beuther, H., Saito, M., et al. 2005, ApJ, 634, L57
Soboleva, B. E., Shirley, Y. L., Battersby, C., et al. 2016, ApJ, 822, 59
Tan, J. C., Song, K., Butler, M. J., et al. 2013, ApJ, 779, 96
Tan, J.C., Beltrán, M.T., & Caselli, P. 2014, Protostars and Planets VI, 149
Traficante, A., Fuller, G. A., Peretto, N., et al. 2015, MNRAS, 451, 3089
Traficante, A., Duarte-Cabral, A., Elia, D., et al. 2018a, MNRAS, 477, 2220
Traficante, A., Fuller, G. A., Smith, R. J., et al. 2018b, MNRAS, 473, 4975
Urquhart, J. S., Moore, T. J. T., Csengeri, T., et al. 2014, MNRAS, 443, 1555
Urquhart, J. S., König, C., Giannetti, A., et al. 2018, MNRAS, 473, 1059
Wienen, M., Wyrowski, F., Schuller, F., et al. 2012, A&A, 544, A146
Williams, J. P., de Geus, E. J., & Blitz, L. 1994, ApJ, 428, 693
Zhang, Q., Wang, K., Lu, X., et al. 2015, ApJ, 804, 141
Appendix A: Derivation of the relation between $\tilde{\alpha}_{\text{eff}}$ and $\rho_{\text{eff}}$

In this section we demonstrate how to derive the relation between $\tilde{\alpha}_{\text{eff}}$ and $\rho_{\text{eff}}$ starting from Eq. (5).

First, we recall that, given our onion-like model, the mass $M_{\text{eff}}$ at a given radius $R_{\text{eff}}$ can be expressed as

$$M_{\text{eff}} = 4\pi \rho_0 R_c^p \int_0^{R_{\text{eff}}} R^{2-p} dR.$$  

(A.1)

Solving the integral we obtain

$$M_{\text{eff}} = \frac{4\pi \rho_0 R_c^p R_{\text{eff}}^{3-p}}{3-p},$$  

(A.2)

and substituting in Eq. (5),

$$\tilde{\alpha}_{\text{eff}} = \frac{4\pi}{3-p} \rho_0 R_{\text{eff}}^{2-p} R_c^{p+1} \frac{M_{\text{eff}}}{\bar{\rho}_c}.$$  

(A.3)

The effective virial parameter can now be expressed as a function of the effective critical density $\rho_{\text{eff}} = \rho_0(R_{\text{eff}}/R_c)^p$. Equation (A.3) becomes

$$\tilde{\alpha}_{\text{eff}} = \frac{4\pi}{3-p} \rho_0 \rho_{\text{eff}}^{2-p} R_c^{3} \frac{M_{\text{eff}}}{\bar{\rho}_c} = \frac{3}{3-p} \rho_0 \rho_{\text{eff}}^{2-p} R_c^{3} \bar{\rho}_c^{-1},$$  

(A.4)

with $\bar{\rho}_c = 3M_c/(4\pi R_c^3)$ being the average volume density of the clump.

The volume density at the outer layer of the clump, $\rho_0$, can be derived from Eq. (A.2) substituting $R_{\text{eff}}$ with $R_c$, and $M_{\text{eff}}$ with $M_c$. It follows that

$$\rho_0 = \bar{\rho}_c \frac{3-p}{3},$$  

(A.5)

and substituting in Eq. (A.4) we finally obtain the relation between $\tilde{\alpha}_{\text{eff}}$ and $\rho_{\text{eff}}$ described in Eq. (6).

Appendix B: Simulations

The simulations of molecular cloud collapse used in this work are initialized with a Bonnor-Ebert sphere and seeded turbulence following the Kolmogorov spectrum with random phases, which initially virializes the cloud. The cloud collapses under its self-gravity and a gaseous proto-cluster of sub-parsec size is formed at the centre. This proto-cluster is in virial equilibrium, with the turbulence being the major support against self-gravity. Analyses by Lee & Hennebelle (2016a) showed that the thermal and magnetic energies are at percent level with respect to the turbulence at this scale. This is a natural consequence seen in many collapsing structures: concentrated mass supported against the turbulence at this scale. This is a natural consequence of the Kolmogorov spectrum with random phases, being the average volume density of the clump.

The volume density at the outer layer of the clump, $\rho_0$, can be derived from Eq. (A.2) substituting $R_{\text{eff}}$ with $R_c$, and $M_{\text{eff}}$ with $M_c$. It follows that

$$\rho_0 = \bar{\rho}_c \frac{3-p}{3},$$  

(A.5)

and substituting in Eq. (A.4) we finally obtain the relation between $\tilde{\alpha}_{\text{eff}}$ and $\rho_{\text{eff}}$ described in Eq. (6).

The effective virial parameter can now be expressed as a function of the effective critical density $\rho_{\text{eff}} = \rho_0(R_{\text{eff}}/R_c)^p$. Equation (A.3) becomes

$$\tilde{\alpha}_{\text{eff}} = \frac{4\pi}{3-p} \rho_0 \rho_{\text{eff}}^{2-p} R_c^{3} \frac{M_{\text{eff}}}{\bar{\rho}_c} = \frac{3}{3-p} \rho_0 \rho_{\text{eff}}^{2-p} R_c^{3} \bar{\rho}_c^{-1},$$  

(A.4)

with $\bar{\rho}_c = 3M_c/(4\pi R_c^3)$ being the average volume density of the clump.

The volume density at the outer layer of the clump, $\rho_0$, can be derived from Eq. (A.2) substituting $R_{\text{eff}}$ with $R_c$, and $M_{\text{eff}}$ with $M_c$. It follows that

$$\rho_0 = \bar{\rho}_c \frac{3-p}{3},$$  

(A.5)

and substituting in Eq. (A.4) we finally obtain the relation between $\tilde{\alpha}_{\text{eff}}$ and $\rho_{\text{eff}}$ described in Eq. (6).

The effective virial parameter can now be expressed as a function of the effective critical density $\rho_{\text{eff}} = \rho_0(R_{\text{eff}}/R_c)^p$. Equation (A.3) becomes

$$\tilde{\alpha}_{\text{eff}} = \frac{4\pi}{3-p} \rho_0 \rho_{\text{eff}}^{2-p} R_c^{3} \frac{M_{\text{eff}}}{\bar{\rho}_c} = \frac{3}{3-p} \rho_0 \rho_{\text{eff}}^{2-p} R_c^{3} \bar{\rho}_c^{-1},$$  

(A.4)

with $\bar{\rho}_c = 3M_c/(4\pi R_c^3)$ being the average volume density of the clump.

The volume density at the outer layer of the clump, $\rho_0$, can be derived from Eq. (A.2) substituting $R_{\text{eff}}$ with $R_c$, and $M_{\text{eff}}$ with $M_c$. It follows that

$$\rho_0 = \bar{\rho}_c \frac{3-p}{3},$$  

(A.5)

and substituting in Eq. (A.4) we finally obtain the relation between $\tilde{\alpha}_{\text{eff}}$ and $\rho_{\text{eff}}$ described in Eq. (6).
contain gas mass at density above $10^3$, $10^4$, $10^5 \text{ cm}^{-3}$, respectively, typical values of the diffuse gas observed in massive clumps. Solid lines show only the gas mass, and the dotted lines with same colours show the mass including sink particles. This figure shows that most of the gas is found at low densities and a lot of gas is missed during the observation if a critical density is introduced, probably biasing the measurement of the total gas kinetic energy of the system.

**Appendix C: Discussion**

For a sample of virialized clumps, our starting hypothesis, the value of the $\alpha_{\text{vir}}$-mass slope is equal to zero by definition.

As already noted by Kauffmann et al. (2013), the observed slope $h_0$ depends on both the linewidth-size slope $\delta$ and the mass-radius slope $\gamma$ (see in particular Eq. (10) in Kauffmann et al. 2013):

$$h_0 = \frac{2\delta + 1 - \gamma}{\gamma}. \quad (C.1)$$

The artifacts in the observations therefore influence the estimation of the slopes $\gamma$ and $\delta$. While in reality the observational biases likely contribute to both these slopes, in the following we discuss the two extreme cases where they contribute to the evaluation of either $\gamma$ or $\delta$.

We first assume that the artifact affects the estimation of $\gamma$. In this case the bias is entirely due to the estimation of the gravitational energy of the system. The line width-size slope is well determined, the estimation of the kinetic energy no longer depends on $\rho_{\text{eff}}$ and our model, in particular Eq. (9), does not apply.

An observational bias in the estimation of the mass-radius slope may arise from the sensitivity limits intrinsic in each survey. Since within each survey the sensitivity remains the same, the mean column density of each clump remains very similar between different clumps. At the same time, the sensitivity can change significantly between different surveys, leading to different mean mass surface densities of a given sample (Kauffmann et al. 2013).

A similar argument is discussed in Ballesteros-Paredes et al. (2012). For a given survey with sensitivity threshold near or right after the peak of the column density probability distribution of the clumps $N$–PDF, the average column density of the clumps is determined by the (relatively) low-density gas that dominates the distribution.

It is worth noting now that observations of massive clumps show that there is no correlation between line width and size; that is, the slope is $\delta \approx 0$ (Ballesteros-Paredes et al. 2011; Traficante et al. 2018a,b). Fixing the value $\delta = 0$, the $\alpha_{\text{eff}}$-mass slope depends only on the mass-radius slope of a given sample. From Eq. (C.1), it follows that $h_0 \to 0$ when $\gamma \to 1$. As discussed in Sect. 4, the values of $\gamma$ are systematically larger than 1. The observational bias suggested by Ballesteros-Paredes et al. (2012) and Kauffmann et al. (2013) in this case contributes to an over-estimation of the mass-radius slope.

On the other hand, if the observational bias is entirely due to the measurements of the velocity dispersion, the line width-size relation is the only one affected, implying $\delta \neq 0$. In this case our model is fully responsible for the observed $\alpha_{\text{eff}}$-mass slope and $h = h_0$. The bias in this hypothesis arises from the fact that the dust continuum surveys used to estimate the dust mass recover the dust emission of the whole structure, while any given gas tracer is only excited, in our simplified onion model, in layers at and above its effective critical density $\rho_{\text{eff}}$.

An example of how this bias affects real observation is the following: assuming a typical massive clump of $400 \text{ M}_\odot$ with average surface density of $0.1 \text{ g cm}^{-2}$ and radius $R = 0.5 \text{ pc}$, the average volume density is $\approx 1.2 \times 10^4 \text{ cm}^{-3}$. From Eq. (A.5) it follows that the volume density of the outer layer is $4 \times 10^3 \leq \rho_0 \leq 8 \times 10^3 \text{ cm}^{-3}$, assuming a radial density profile with $1 \leq p \leq 2$. In this example, any gas tracer with $\rho_{\text{eff}} \geq 10^4 \text{ cm}^{-3}$, the effective critical density of a commonly used high-density tracer, such as $\text{N}_2\text{H}^+$ $(1-0)$ at $T = 10 \text{ K}$, will not be able to trace all the cold gas in this clump. We note that a gas tracer with a lower value of $\rho_{\text{eff}}$, such as the $\text{NH}_3$ $(1,1)$ ($\rho_{\text{eff}} \leq 10^3 \text{ cm}^{-3}$ in gas at $T = 10 \text{ K}$), may suffer from the opposite bias: its emission can arise from all the low-density gas along the line of sight, including the gas in the parent filament/cloud (e.g. Battersby et al. 2014) which cannot be disentangled from the clump-only emission.

Under the hypothesis that the bias is only due to the estimation of the velocity dispersion, the model can predict the correct power-law form expected for a sample of virialized clumps if the appropriate gas tracers are used to measure the velocity dispersion of clumps with different volume densities. Equation (C.1) predicts that the correct value of $h_0 = 0$ for a sample of virialized clumps would be obtained as a result of, for example, a line width-size relation with a slope $\delta = 0.35$ and $\delta = 0.69$ for the samples in Urquhart et al. (2018) and Traficante et al. (2018a), respectively, a result not far from what expected in the case of a turbulent cascade (McKee & Ostriker 2007).