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1. Introduction

The amount of renewable energy sources in the electricity grid is continuously increasing. As many of these sources are highly volatile, there is a growing need for frequency regulation [31]. A common strategy for frequency regulation is the deployment of fast-reacting power plants, for example gas or hydro-power; an emerging strategy is the use of storage technologies, for example batteries. Besides such regulation on the supply side of the grid, frequency regulation on the demand side is possible through manipulation of controllable loads. This concept falls under the category of demand-side management [20].

Possible candidates for demand-side management are buildings equipped with electric heating or cooling systems, such as heating, ventilation and air conditioning (HVAC) units, electric heaters and heat pumps [25], or entire district heating systems with electric heat sources. Due to the thermal inertia of buildings, they are to an extent flexible when it comes to their heating and cooling requirements, hence their electricity consumption. By shifting their consumption in time they can therefore influence the grid frequency [17].

However, shifting electricity consumption can have an impact on occupant comfort as heating and cooling energy might not be available at the exact time when it is needed. There are different strategies to mitigate this impact. The authors of [58, 57, 45] develop and test control strategies for frequency regulation with heat pumps and HVAC units without explicitly enforcing comfort constraints and check only a-posteriori whether these were violated or not. References [80, 72] use heuristics based on weather forecasts and occupancy to limit the offered frequency reserve capacity to enforce comfort constraints. Other authors use dynamic building models to exactly determine the influence of changed heating and cooling supply on room temperatures when providing reserves with heat pumps [34] or air handling units [24, 40, 48].

Combined with optimization in the frame of Model Predictive Control (MPC), such dynamic models can be used to maximize the offered frequency reserves while maintaining comfort constraints [54, 55]. References [77] and [71] develop Robust MPC schemes to provide day-ahead reserves for frequency regulation with commercial buildings and HVAC systems. Robust schemes ensure occupant comfort in the face of uncertainty in the regulation signal from the transmission system operator (TSO). In [70, 69] this approach is further developed and tested in a case study on a real small air-conditioned building. In [49], MPC is used to provide ancillary services with a real building and simulation studies are conducted to investigate a setup of an aggregation of office buildings.

As buildings and related components (such as buffer storage) have integrator dynamics, uncertain disturbances lead to uncertainty accumulation in the system state and thus limit the electrical reserves offered. This is the case because the Robust MPC used much of the available flexibility by accounting for the uncertainty instead of exploiting it for reserves. Feedback policies are a known tool in Stochastic and
Robust MPC to mitigate this problem [23], as they allow the controller to plan to react on uncertainties before they are revealed. However, to the best of the authors’ knowledge, they have not yet been applied in practice to reserve provision with buildings and districts.

The need for detailed models of the thermal dynamics of buildings is a challenge for MPC based approaches that exploit the thermal inertia of buildings. Some authors argue that the cost of developing and maintaining first-principles building models could be holding back the wide-spread application of MPC in buildings in general [62, 29], which would also have implications on the use of MPC for building demand response as an extension to general MPC for building control [70]. In addition to the grey-box modeling approach [15, 13, 38], where parameters of a physical model are fitted to measurement data, there is growing interest in data-driven and machine learning based building models, both of which can be more cost-effective compared to first-principles models, as they are parametrized with measurement data. However, data-driven model frameworks are so far only applicable to small and simple buildings [8, 29]. Moreover, if buildings are to be controlled from an external entity in the context of reserve provision, for example by an aggregator [49], occupants might have privacy concerns related to room temperature and other live measurements, and could therefore prefer to not actively participate. Furthermore, most of today’s buildings are not yet equipped with the necessary hardware for predictive room temperature control. To also account for these cases, alternative strategies for reserve provision schemes that do not necessarily rely on exploiting the thermal inertia of buildings are necessary. These strategies should, however, be extendable to exploiting building thermal dynamics for applications where the framework conditions allow it.

Here, we take a step in this direction by decoupling heating/cooling demand and heating/cooling supply of the system. This is achieved by placing a buffer storage, e.g. a water tank, between supply and demand. In this case, the thermal inertia of the buffer storage allows flexibility in heating and cooling energy production without the necessity to exploit the inertia of the connected building itself. The comfort of the occupants is ensured by a separate (potentially unknown) lower level controller as long as the buffer storage has a sufficiently high temperature. The heating/cooling system and storage can in this case be modeled with first principles, which is tractable from an economic point of view as these are mass-produced products. The demand of the building can be modeled with a forecasting method.

In contrast to dynamic building models, data-driven heating and cooling demand forecasting for buildings or whole neighbourhoods and districts is a mature field, see for example the reviews [46, 79, 18, 63] for comparisons of data-driven with conventional methods, [73, 2, 1] for different data-driven methods, and [26] with a focus on forecasts for control strategies. Here, inputs such as weather forecasts and calendar features, for example hour of the day or workday/non-workday, are used in combination with machine learning methods, often Artificial Neural Networks (ANN), to forecast heating or cooling energy consumption on different timescales. While some authors use different forms of single ANN, for example Feed-forward Neural Networks [51, 59], Recurrent Neural Networks [33], and Deep Neural Networks [65] for the prediction of heating and cooling demands of districts, [52, 36, 37, 47] do so for individual buildings. To mitigate the problem of high prediction variance between individual networks [32, 30] and [14] propose ensemble methods in the context of building demand prediction. As ensemble methods have the disadvantage of being computationally expensive, we have developed and validated correction methods based on online learning and error autocorrelation correction methods, which both decrease variance and increase accuracy, while avoiding the disadvantages of ensemble methods [7].

The above named configuration of a central heating/cooling device connected to buffer storage is not only common for many commercial buildings, but also for entire district heating systems [27]. Here, central heat pumps and buffer storages are controllable by the system operator, while connected buildings might not be controllable (e.g. due to privacy concerns or hardware/model limitations). These can be forecast, but not directly influenced. Using the thermal buffer presents an option to offer electricity reserves even if the building’s thermal mass cannot be controlled, due to one or more of the reasons given above.

There is a growing interest in the potential [43, 28] of providing ancillary services in district heating systems, as witnessed by attempts to quantify flexibility potential [75] and model individual components for this purpose [50]. However, review studies [67, 27] indicate that there is little work on the operation [66, 60, 39] of such systems with reserve schemes and no implementation and validation of day-ahead reserves on a real district heating system in the literature. One of the main contributions of this work is therefore the demonstration of a viable approach on a real system. We feel that enabling deployment at the district level is an important step because, with the current structure of ancillary markets, individual buildings can only enter through massive aggregation [19, 35, 5, 49]; districts, however, may be able to enter individually, or in small clusters, if minimal power requirements are reached. Moreover, deploying the methods in districts instead of individual buildings can improve performance because of increased demand predictability thanks to averaging [7] and because of synergistic effects, for example between residential and commercial buildings [12].

However, for a practical application of such a reserve scheme, the combination of advanced methods is essential. High-accuracy demand forecasting methods are needed to reduce the uncertainty in the disturbance of the buffer storage, and as a result the uncertainty in the system state. Robust MPC [71] is needed to ensure occupant comfort in the face of uncertainty of the demand forecasts, the frequency regulation signal and other disturbances. Moreover, to maximize the reserves offered, feedback policies [23] are required, to minimize the effect of disturbance uncertainty on...
the system state, and as a result to better exploit the available storage compared to open-loop MPC. This is especially important in the considered configuration, as the thermal inertia of buffer storage is considerably smaller compared to the inertia of the thermal mass of buildings.

In this work we therefore combine the 3-level Robust MPC for frequency regulation approach presented in [9] with the forecasting methods presented in [7] to offer day-ahead frequency regulation reserves with a system comprising a ground-source heat pump and water buffer storage that meet the heating demand of a building or group of buildings. The robust formulation is combined with affine policies, as discussed in [74] for reserve provision in power systems, which allows us to increase the reserves offered compared to standard open-loop MPC. While the individual methods have been presented in previous work, their combination is required to achieve a practical implementation to enable the deployment of ancillary services to the level of districts with central heat supply. We also document what we believe to be the first implementation demonstrating this approach in experiments: We validate the methods on a physical system, the NEST demonstrator in Switzerland, a “vertical neighbourhood” connected by a district heating system [56]. We show that the approach is able to offer a substantial amount of regulation reserves in a variety of ambient conditions and on a configuration, where the storage capacity is only a small fraction of the daily heating demand. We also demonstrate that the approach ensures good regulation signal tracking performance with a variable speed heat pump. Furthermore, we investigate optimality properties of the MPC solutions and investigate the effect of the use of affine policies in two numerical experiments. The presented scheme can be extended to include building thermal dynamics in future work.

The remainder of the article is structured as follows. In Section 2 we introduce the reserve provision scheme and the system under consideration. In Section 3 we discuss the models for heat pump and storage as well as the prediction models with correction methods for the heating demand of buildings. We also describe the Robust MPC based control scheme. In Section 4 we present the experimental case study and its results. In Section 5 we describe the numerical case studies and discuss the suboptimality of the presented approach. We conclude in Section 7.

2. Problem statement

2.1. Reserve provision scheme

We assume a day-ahead planning frequency regulation reserve scheme by the regulation product RegD offered by the U.S. transmission system operator PJM. We use the PJM reserve market to have a concrete example. However, the method is not limited to this scheme and can be easily adapted to other ancillary market conditions. In the considered scheme, the reserve provider communicates an offer \( r \in \mathbb{R}^{96} \) of symmetric reserves to the TSO at midnight. The offer is made in 15-minute intervals and is fixed for the next 24 hours. During the next day, when the offered reserves are due, the reserve provider can change their base consumption \( u_k^0 \) every timestep \( k \) (i.e. every 15 minutes). It should then track the electrical load

\[
 u_k(t) = u_k^0 + w(t)r_k,
\]

where \( w(t) \in [-1, 1] \) denotes the regulation signal which is updated every 2 seconds by the TSO, and \( r_k \) denotes the \( k \)th element of the list of offered reserves. \( u_k^0 \) is updated every 15 minutes, \( r_k \) is time varying in 15 minute intervals but fixed for the day, while \( w(t) \) changes every 2 seconds. Thus, \( u_k(t) \) also changes and is sampled every 2 seconds.

Note that the offered reserves are effectively symmetric because \( w(t) \) varies between -1 and 1 in the considered scheme. As discussed in [68], other schemes exist where, asymmetric reserves or only up- or down-reserves are offered. The presented methods readily extend to these schemes, for example by constraining the values of \( w(t) \) to \([-1, 0]\) for only up-reserves, or by introducing separate variables \( r_{k,up} \) and \( r_{k,down} \) for up- and down-reserves.

The tracking performance is judged by a composite performance score monitored by the TSO, which consists of an accuracy score, which measures the correlation between the reserve signal and the system response, a delay score which measures the time delay between reserve signal and system response, and a precision score which measures the error between reserve signal and system response [53].

Our scheme does not consider time-varying energy prices and peak pricing for \( u_k^0 \), as these aspects have been treated in the literature already, and their handling would dilute the scope of this work. We therefore refer the interested reader to [78, 64, 44].

2.2. System under consideration

We consider the heating system for reserve provision shown in Figure 1. It consists of a vapour compression cycle heat pump, which is depicted on the left, and a water storage tank, which is depicted in the middle. The heat pump draws cold water from the bottom of the storage with the help of a pump, warms up the water by transferring heat from the refrigerant to the water inside the condenser, and feeds it back into the top of the storage. By varying the heat pump’s electrical consumption, frequency regulation can be offered.
3. Methodology

3.1. Models

The heat pump and water storage are modeled with first principles (physics based), while the heating demand of the building is modeled with the help of online corrected ANN. This is done as heat pumps and storage tanks are mass-produced industrial products for which first principles models are relatively easy to develop, while buildings are generally different from each another and thus modeling the building demand with first principles would require significant effort for each building.

3.1.1. Heat pump and storage model

The heat pump, depicted on the left of Figure 1, generates high temperature heat \( u_h(t) \) by using electricity \( u(t) \) and ambient heat at a lower temperature level. Here, \( t \) denotes continuous time. The conversion efficiency between electrical energy and high temperature thermal energy is described with the coefficient of performance (COP) \( a_{COP} \):

\[
u_{th}(t) = a_{COP} u(t) + e(t).
\]  

(2)

To keep the optimization problem linear, a constant \( a_{COP} \) is a reasonable assumption for ground-sourced heat pumps: as the temperature of the ground changes slowly and the heating supply temperature on the building side is usually fixed for a day (following a heating curve dependent on the ambient temperature of the previous day), the COP can be updated, for example, on the basis of previous days’ measurements and kept constant for a day. For air-sourced heat pumps, \( a_{COP} \) can be modeled as a function of the ambient temperature, which in practice can be obtained from the weather forecast. Note, however, that weather forecast uncertainty cannot be modeled, as it could lead to multiplicative uncertainty.

The error \( e(t) \) captures potential additional thermal disturbances, such as COP variations based on heat pump load and internal heat losses. It can be estimated from the COP range and the maximum heat pump power, both given by manufacturer data.

Neglecting thermal losses, because they are slow and small compared to the charging and discharging of the tank, the average temperature \( x(t) \) of the storage tank in Figure 1 is described by the energy balance

\[
m c_p \frac{dx(t)}{dt} = u_{th}(t) - v(t) + \delta(t),
\]  

(3)

where \( m \) and \( c_p \) denote mass and specific heat capacity of the water respectively, \( v(t) \) denotes the heating demand of the building, \( \delta(t) \) denotes the error between the forecast and the actual heating demand. Allowing mixing of different water layers in the storage, but assuming no swapping of temperature layers, the average temperature constitutes a lower bound for the water temperature in the top layer and an upper bound for the temperature in the lowest layer, which is sufficient for our control purpose. While this approach might limit the exploitation of the storage tank in our control approach, it also adds robustness. The results of the experiment will confirm that the assumptions are reasonable. Moreover, model inaccuracies compared to a stratified tank model can also be captured by \( \delta(t) \). Inserting equations (1) and (2) into equation (3) gives rise to the full linear description of the storage temperature:

\[
m c_p \frac{dx(t)}{dt} = a_{COP}(u_k^0 + w(t)r_k) + e(t) - v(t) + \delta(t).
\]  

(4)

3.1.2. Building energy demand model

The ANN forecasting approach with online correction methods for forecasting heating demands of buildings and districts has been presented in [7]. There, it was shown that

Figure 2: Hierarchical control scheme

On the right, individual pumps draw warm water from the top of the storage tank and pass it through heat exchangers, which supply individual apartments of a building or individual buildings of a district with heat. The cold water is returned to the bottom of the tank. Note that building-sized heat pumps would usually not be eligible for reserve provision programs as presented above due to minimum capacity requirements. Multiple buildings would therefore have to be aggregated under these programs.

2.3. Control scheme

To provide day-ahead frequency regulation services, we use the 3-level scheme shown in Figure 2. The scheme is an extension of [69] and was preliminarily tested in a software-in-the-loop experiment in [9]. Level 1 is an optimization problem solved once per day, to determine the offered reserves \( r \), which are communicated to the TSO and fixed for the day ahead. Level 2 is an MPC controller, which re-optimizes the base load \( u_k^0 \) of the heat pump every fifteen minutes and reacts to unforeseen disturbances. Level 3 is a lower-level feedback controller which tracks the regulated demand forecast as an input, which is obtained from an online-corrected ANN. The required models for levels 1 and 2, along with the detailed control scheme, and the demand forecast are presented in the following section.
the approach significantly reduces the variance in the prediction performance of the ANN, while it also increases accuracy. For the sake of completeness, we reintroduce the methods here and adapt them to the forecasting task.

For the purposes of frequency reserve provision, a heating demand forecast for a building for the next 24 hours is made starting at midnight and afterwards every 15 minutes until the end of the day. The forecasting horizon thus decreases by 15 minutes with every forecast. Both training and validation data are assumed to be sampled at 15 minute time steps. The forecast is made with a feed-forward ANN, with inputs related to ambient conditions and time features. Two correction methods are applied in the online phase of the forecasting task (Figure 3).

The first correction method is based on the forecasting error-autocorrelation. The error $\hat{e}$ of the forecast conducted at the current time $\kappa$ for forecasting interval $k$ is estimated with

$$\hat{e}_{\kappa,k} = e_{\kappa-1,1} R_{ee}(k, \mathcal{E})$$

(5)

where

$$R_{ee}(l, \mathcal{E}) = \frac{\mathbb{E}[(\mathcal{E} - \mu)(\mathcal{E}_{l+1} - \mu)]}{\sigma^2}.$$  

(6)

Here, $e_{\kappa-1,1}$ denotes the difference between the first (15-minute) element of the last conducted forecast (at time $\kappa - 1$) and the actual measured heating demand. $R_{ee}(l, \mathcal{E})$ is the autocorrelation of the forecasting error, which is dependent on a time-lag $l$ and the set of all past forecasting errors $\mathcal{E}$, including the training and testing data sets as well as the data gathered during online operation. $\mathcal{E}_{l+1}$ is the corresponding set shifted in time by $l$. The properties of the underlying stochastic process (expected value $\mathbb{E}$, mean $\mu$ and standard deviation $\sigma$) are empirically approximated based on the set $\mathcal{E}$.

The rationale behind the correction is based on the assumption that forecasting errors persist over time because the source for these errors also persist over time in a building; For example, opening a window will likely have an impact on the heating demand for a longer time period than a single 15-minute interval. The last measured forecasting error can thus be used to correct the next forecast.

The correction procedure is illustrated in Figure 3. A forecast is made at time $\kappa$ based on the inputs $f_{\kappa}$. The previous forecast from time $\kappa - 1$ is compared to the actual measured heating demand, giving rise to $e_{\kappa-1,1}$. With all previously measured errors $\mathcal{E}$, stored in a database, $\hat{e}_{\kappa}$ to the uncorrected forecast gives rise to the corrected forecast $v_{\kappa}$, which will later be used as an input to the control scheme.

The second forecasting correction method is based on online learning: Instead of only training the ANN on a training set offline and using the ANN for predictions online, the ANN is retrained online every 24 hours on the basis of the data gathered during the previous day. (This is symbolized by the dotted loop in Figure 3). By doing this, changes to the building that persist for longer than one day can be captured; such changes could include changing the set point of a thermostat for example.

While conventional wisdom suggests that ANN require large data sets for training, due to the correction methods, the presented approach can already reach high prediction performance with a single week of training data [6]. For further details on the method and numerical results we refer to [7].

### 3.2. Controller design

The models and demand forecast developed in Section 3.1 are used in the 3-level control scheme depicted in Figure 2. Level 1 solves a robust optimization problem once every 24 hours at midnight. Based on the current storage tank temperature $x_{0,0}$ and the heating demand forecast of the building $v_{\kappa}$, it determines the reserves $r$ to be offered and fixed in 15 minute intervals, $r_{\kappa}$, for the next 24 hours. The index $\kappa \in [1,96]$ denotes the discrete time index, e.g. $\kappa = 1$ for midnight and $\kappa = 2$ for 00.15 a.m.. While $k \in [1,N]$ denotes the index in the optimizations: for example, $u^{0}_{\kappa,k}$ is the eighth element of the heat pump base consumption in the optimization conducted at time $\kappa = 3$ (00.30 a.m.).

Level 2 solves an optimization problem similar to the one in Level 1 every 15 minutes during the day, with a shrinking horizon, from the current time to midnight. In this optimization problem, the values of the reserves $r$ for the rest of the day are already known, because they have been fixed by Level 1. Further inputs to this problem are the updated tank temperature measurement $x_{0,0}$ and the updated heating demand prediction $v_{\kappa}$. The outputs of Level 2 are the nominal heat pump electrical power set points $u^{0}_{\kappa}$ for each 15 minute interval for the remainder of the day, of which the first one, $u^{0}_{1,1}$, is passed on to Level 3.

Level 3 is a Proportional-Integral controller that controls the relative rotational speed $n$ of the heat pump’s compressor to track the regulated heat pump’s electricity consumption $u_{n,\kappa}(\tau)$. 

---

**Figure 3:** Forecast correction on error-autocorrelation and online learning
3.2.1. Level 1

For Level 1, equation (3) can be rearranged to the continuous state space system

\[
\frac{dx(t)}{dt} = \frac{1}{m_p} \left( u_{th}(t) - v(t) + \delta(t) \right) \\
= A_{cont} x + B_{cont} \left( u_{th}(t) - v(t) + \delta(t) \right),
\]

(7)

with \( A_{cont} \) and \( B_{cont} \) denoting the continuous state and input matrix respectively. Discretizing in time, and redefining \( x := [x_1, \ldots, x_N]^T \in \mathbb{R}^N, u := [u_1, \ldots, u_N]^T \in \mathbb{R}^N, \)

\( v := [v_1, \ldots, v_N]^T \in \mathbb{R}^N, \) \( \delta := [\delta_1, \ldots, \delta_N]^T \in \mathbb{R}^N, \)

with \( T \) denoting a transpose, and \( N \) denoting the prediction horizon, we describe the discrete state trajectory by

\[
x = A x_0 + B (u_{th} - v + \delta),
\]

(8)

where \( x_0 \) is the initial state of the system, and \( A \) and \( B \) are defined appropriately [4]. As a discretization method, both the exact method and Euler method can be used: as (3) does not model storage losses (which are negligible compared to the charging and discharging of the tank by the heat pump and connected buildings), both continuous and discrete \( A \) matrices are equal to 1 for any discretization method. Potential errors arise instead from the implicit assumption that the inputs are constant over the sampling period. Therefore, the sampling time is chosen according to common practices in the building control domain [61]. It is also related to the reserve scheme defined by (1).

By vectorizing all remaining variables and adding equation (2) to the formulation, the robust optimization problem in terms of the offered reserves \( r \), the nominal heat pump electrical set points \( u^0 \), and the heat pump on/off condition \( z \), can be written as

\[
\begin{align*}
\min_{r, u^0, u_{th}, e, z} & \quad f^0^T u^0 - f^r^T r + \lambda^T e \\
\text{subject to} & \quad x = A x_0 + B (u_{th} - v + \delta + e), \\
& \quad u_{th} = a_{\text{cop}}(u^0 + w \odot r), \\
& \quad X_{\text{min}} - \epsilon \leq x \leq X_{\text{max}} + \epsilon, \\
& \quad z U_{\text{min}} \leq u^0 + w \odot r \leq z U_{\text{max}}, \\
& \quad z \in Z^N, \\
& \quad \epsilon \geq 0, \\
& \quad \forall w \in W, \forall \delta \in \Delta, \forall e \in E.
\end{align*}
\]

(9)

Here, \( f^0 \) and \( f^r \) denote costs for electricity and benefits for offered reserves respectively. \( X_{\text{min}} \) and \( X_{\text{max}} \) describe temperature limits for the storage tank, defined by the lowest possible operating temperature for floor heating, which ensures the indoor thermal comfort, and the highest supply temperature of the heat pump. The slack variable \( e \in \mathbb{R}^N \) ensures feasibility with respect to the storage temperature constraint and \( \lambda \) denotes the associated cost. The lower and upper electrical capacity limits of the heat pump are described by \( U_{\text{min}} \) and \( U_{\text{max}} \), and \( z \in Z^N \) is a binary variable that determines if the heat pump is switched on or off. The symbol \( \odot \) denotes the operator for element-wise multiplication. All constraints have to hold for all realizations of uncertainties \( w \in W, \delta \in \Delta, e \in E \). Note that the heat pump error \( e \) could further be coupled to the heat pump on/off status to avoid accounting for unrealistic error realizations. Suitable sets for \( W \) can be found by analysing the regulation signal \( w(t) \). Note that \( r \) will always be positive due to the formulation of the cost function. However, as \( W \) can contain negative regulation signals, the effective reserve can become negative.

Constraints (9c) and (9e) can be reformulated as linear constraints by making \( w \) a square diagonal matrix. Thus, problem (9) is a Mixed Integer Linear Program (MILP) that has to hold for the qualifier (9h). While \( W, \Delta \) and \( E \) generally allow any convex sets, for box-constrained sets the robust optimization problem (9) can be reformulated as a Mixed Integer Linear Program via explicit maximization [42]. This reformulation is performed automatically by many modern optimization tools [41, 22].

The binary variable \( z \) forces \( u^0 \) and \( r \), and thus \( u_{th} \), to be zero if the electrical input to the heat pump does not exceed \( U_{\text{min}} \). For the heating system this means that in case of low heating demand from the building, a hysteresis behaviour can be expected, where the heat pump changes between over-serving the demand and switching off. Potentially, there could be combinations of \( X_{\text{min}}, X_{\text{max}}, U_{\text{min}} \) and \( U_{\text{max}} \) where the heating demand could not be served, but this issue is captured by the slack variable \( \epsilon \).

In the case of low storage capacities, i.e. large \( B \), corresponding to low mass of water, low \( X_{\text{max}} \) or high \( X_{\text{min}} \), or large uncertainty in \( W, \Delta \), and \( E \), the offered reserves \( r \) may become very small or, without the slack variable \( \epsilon \), the problem may even become infeasible. This is because the uncertainty induced in \( x \) by the action of \( w, \delta, e \) compounds along the horizon, as uncertainty at subsequent steps gets added to that of earlier steps through the “integrator” implicit in (9b) (see (3)). As a consequence, near the end of the horizon the uncertainty in \( x \) becomes large, leading to a violation of (9d). This growth in uncertainty traces its origins to the fact that (9) addresses Level 1 in the control hierarchy of Figure 3, but does not contain any information about the actions of the lower levels. In reality, Level 2 and Level 3 will be executed repeatedly within the horizon of (9), adjusting the decisions of Level 1 to account for information that has become available in the meantime. This introduces feedback to the process, that will in practice limit the growth of the uncertainty.

In stochastic programming, information about this “recourse” process can be introduced by optimising over causal feedback policies instead of a sequence of “open-loop” decisions fixed at the beginning of the horizon. In this case, the optimization problem for Level 1 encodes the fact that the system will react to uncertainties that are still unknown at the time (9) is solved, but will be revealed at the time the deci-
equation (9c) can be extended to

\[ u_{th} = a_{\text{COP}}(u^0 + w \odot r + D_{uw}w), \]  

(10)

where \( D_{uw} \in \mathbb{R}^{N \times N} \) is a strictly lower triangular matrix:

\[
D_{uw} := \begin{bmatrix}
0 & 0 & \cdots & 0 \\
D_{uw}[1,2,0] & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
D_{uw}[1,N,0] & \cdots & [D_{uw}]_{N,N-1,0} & 0
\end{bmatrix}.
\]  

(11)

By making \( D_{uw} \), a decision variable in the optimization problem, the uncertainty in \( u_{th} \) can be lowered, and thus also the uncertainty in \( x \). Affine policies on other uncertain variables \( \delta \) and \( e \) can also be defined. Because \( \delta \) and \( e \) appear together in (9b), a single lower triangular matrix can be used:

\[
u_{th} = a_{\text{COP}}(u^0 + w \odot r + D_{uw}w + D_{w,e}(\delta + e)).
\]  

(12)

We note that the regulation signal that takes values in the interval \([-1, 1] \) is updated every 2 seconds, but the rest of the decision variables in (9) refer to quantities that are updated every 15 minutes. Therefore, when trying to meet the robust constraint (9c) the average value of \( \omega(t) \) over a 15 minute interval (denoted by \( \bar{\omega} \) below) is more relevant than the instantaneous value. By collecting historical data, a second uncertainty set on the average of \( \omega(t) \) can be created by integrating over 15-minute horizons and evaluating the distribution of these integrals (see [69]). As a result, the uncertainty set is decreased to \( \bar{W} \subset W \) for constraint (9c). As the instantaneous electrical consumption needs to remain within operational limits at all times, \( w \in W \) remains for constraint (9c).

The resulting optimization problem is

\[
\min_{r,x,u,u_{th},z} \quad f_{\text{el}}^T u^0 - f^T r + \lambda^T \epsilon \tag{13a}
\]

subject to

\[
x = Ax^0 + B(u_{th} - v + \delta + e), \tag{13b}
\]

\[
u_{th} = a_{\text{COP}}(u^0 + \bar{\omega} \odot r + D_{uw}\bar{\omega} + D_{w,e}(\delta + e)), \tag{13c}
\]

\[
\min_{x,v} \quad x \leq X_{\text{max}} + e, \tag{13d}
\]

\[
\min_{u,v} \quad u^0 + w \odot r + D_{uw}\bar{\omega} + D_{w,e}(\delta + e) \leq u_{\text{max}}, \tag{13e}
\]

\[
\min_{\bar{z}_R} \quad r \leq \bar{z}_{R_{\text{max}}}, \tag{13f}
\]

\[
x, \bar{z}, e \in \mathbb{Z}_{>0}^N. \tag{13g}
\]

\[
e \geq 0. \tag{13h}
\]

The heat pump capacity constraint, now (13e), is adapted to ensure feasibility under the chosen policies. Note that \([D_{w,e}]_{k,j} \) and \([D_{uw}]_{k,j} \) (as well as \( u^0 \) and \( r_k \)) will be zero whenever \( z_k \) = 0. Moreover, as the results of [9] suggested that small reserves \( r \) lead to weak tracking performance (and low performance scores) because of large relative errors, a second binary variable \( \tilde{z} \) was added to impose a lower limit on \( r \) through constraint (13i). Problem (13) is still a MILP.

### 3.2.2. Level 2

Controller Level 2 is a MPC scheme with shrinking horizon. The purpose of Level 2 is to introduce feedback, i.e. change the planned control inputs due to newly available information. The horizon is shrinking, because \( r \) is only fixed by Level 1 until the end of the day. This choice could potentially lead to storage depletion towards the end of the day if no reserves are offered during these intervals. However, as we use a slack variable on the state constraints, there are no issues with recursive feasibility.\(^1\) At most, storage depletion will lead to low reserves being offered in the first intervals of the following day. Alternative formulations include a receding horizon scheme, which allows Level 2 to choose those reserves \( r \) at the end of the horizon that are not yet fixed by Level 1. However, this significantly increases the computational complexity.

Level 2 can update \( u^0 \), depending on new measurements of initial conditions \( x^0 \) and demand forecasts \( \bar{v} \), which are updated every 15 minutes. It uses the same optimization problem as Level 1, with the exception that \( r \) is already fixed from Level 1 for the whole day, and is thus not a decision variable any more in Level 2. Other than \( r \), no information from Level 1 is carried over to Level 2.

The optimization schemes in Levels 1 and 2 do not consider electricity peak pricing. However, it can be easily included in the scheme as described in [78, 64, 44]. Moreover, although we use a fixed electricity price in the case studies, \( f_{\text{el}} \) can in principle be variable: for example, time-of-use pricing can also be modeled.

### 3.2.3. Level 3

Level 3 is a discrete Proportional-Integral feedback controller, with proportional gain \( k_p \) and integral gain \( k_i \), to track equation (1) with the heat pump. The controller output is the set point for the relative rotational compressor speed of the heat pump \( n_{\text{set}} \). The controller input is the heat pump’s measured electrical load \( \tilde{u} \). An anti-windup scheme is used in case the heat pump reaches its compressor speed limitations. The integration block of the controller is also bypassed if the difference between the set compressor speed \( n_{\text{set}} \) and

\[
[D_{w,i,j} = 0 \forall j \geq i, \tag{13i}
\]

\[
[D_{w,e,i,j} = 0 \forall j \geq i, \tag{13j}
\]

\[
\forall w \in W, \forall \tilde{w} \in \tilde{W}, \tag{13k}
\]

\[
\forall \delta \in \Delta, \forall e \in E. \tag{13k}
\]

\(^1\)Moreover, as the system is stable and in practice often operated with hysteresis control, even without slack variables, recursive feasibility is ensured.
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![Figure 4: NEST demonstrator at Empa in Switzerland. Open areas can accommodate future experimental units. Copyright: Zooey Braun - Stuttgart](image)

![Figure 5: Experimental facility with heat pump and water storage tanks [9]](image)

the measured compressor speed \(n\) exceeds a limit. This is done because heat pumps usually have up and down ramping limits.

4. Experimental case study and results

4.1. Configuration

We test the reserve scheme in a three-day experiment on a real system in the NEST building (Figure 4) at Empa, Switzerland. The building consists of individual residential, office and multi-use units that can be added and removed from the building backbone, as well as permanent office and meeting rooms. The individual units are connected to a central heating system with a supply temperature of 38 °C and a return temperature of 28 °C via heat exchangers and are equipped with their independent control systems considered to be unknown in the experiment. Due to the independence of the connected units and their controllers, and the structure of the heating system, the building is often referred to as a “vertical district” [16] or “vertical neighborhood” [56] and is intended to serve as an emulator for studies on concepts considered for district heating systems.

The heating system (Figure 5) comprises a ground source heat pump, specifically the two-compressor model WP-WW-2NES20.F4-2-1-S-P100 produced by Viessmann with a maximum thermal capacity of 100 kW, and a water buffer storage consisting of two 1100 litre Matica water tanks connected in series. Only the first compressor stage is used in the experiment, which leads to a rated maximum thermal capacity of 50 kW. This is done, as the thermal power of the connected ground borehole field is not sufficient to supply both compressors. The system resembles the configuration described in Section 2.

The control scheme configuration is as follows. The parameters for controller Levels 1 and 2 are shown in Table 1. The cost-function related parameters \(\lambda, f^\text{el}, \) and \(f^r\) were chosen based on preliminary numerical studies to balance the trade-off between cost optimality and constraint violation. Compared to [9], we have increased the reserve benefit \(f^r\) to get richer \(r\) vectors to test the robustness of the controller. They are not directly related to a specific energy product and therefore considered dimensionless. The values for \(\alpha\), \(U_{\text{min}}, U_{\text{max}}\) and \(R_{\text{min}}\) were set on the basis of preliminary heat pump experiments. We choose a constant COP as the heat pump is ground-sourced and supply and return temperatures are relatively constant on the building side. The limits for \(W\) are properties of the used regulation signal \(\text{RegD}\) by PJM. The uncertainty set \(\tilde{W}\) can be determined by analyzing historical regulation signals [69]. \(\tilde{E}\) follows from the assumption of no thermal losses, and \(\tilde{B}\) is calculated on the basis of the tank volume and the specific heat capacity of water. In contrast to [9], where we chose the set boundaries based on historical measurement data from the building and the heat pump, we do not specify the uncertainty sets \(E\) (error from disturbances of the heat pump) and \(\Delta\) (error from demand forecast) separately, but instead define the Minkowski sum \(E \oplus \Delta\), and shrink it compared to the original source. The initial value of the average tank temperature, \(x_0\), is determined by taking a weighted average of six temperature sensor measurements at different heights within the storage tank. To reduce wear on the heat pump, we introduce an additional constraint to Level 1, and require the on/off status of the heat pump \(z_k\) to be constant during each thirty minute interval.

The proportional and integral gains, \(k_p = 2.0\) and \(k_i = 0.4\), of the PI controller in Level 3 were determined by first modeling and auto-tuning a first-order representation of the heat pump in Simulink®, and then manually adjusting the values after implementing the controller on the actual plant. The controller output limits for \(n_{\text{set}}\) are set to 20% and 50% of the relative compressor speed, as the second compressor stage of the heat pump is activated if the relative speed exceeds the limit of 50%. The controller sampling time is 500 milliseconds and the maximum allowed difference between controller output \(n_{\text{set}}\) and measured compressor speed \(n\) before anti-windup activates is set to 2%. Moreover, as the heat pump is only fully controllable five minutes after switching.

| Table 1 Parameters for controller Levels 1 and 2 |
|-----------------------------------------------|
| \(N = 96,\) & \(\alpha\) & \(A = 1,\) |
| \(\lambda = 5,\) & \(W = [-1, 1],\) & \(\hat{B} = 0.0978 \text{ kW}^{-1},\) |
| \(f^\text{el} = 1,\) & \(\tilde{W} = [0.25, 0.25],\) | \(x_{\text{min}} = 28^\circ \text{C}\), |
| \(f^r = 1.5,\) & \(U_{\text{min}} = 8.2kW,\) & \(X_{\text{max}} = 38^\circ \text{C}\), |
| \(R_{\text{min}} = 0.4kW,\) & \(U_{\text{max}} = 12.8kW,\) & \(E \oplus \Delta = [-4, 0, 4] \text{ kW}\) |

F Büning et al.: Preprint submitted to Elsevier
it on, it is switched on five minutes early in the case that reserves are offered for the next 15-minute interval.

For the implementation of Levels 1 and 2 we use Matlab\textsuperscript{®}. As all uncertain variables are box-constrained, the optimization problems become MILPs. These are written with YALMIP\textsuperscript{®} [42], which automatically derives robust counterparts, and are solved with CPLEX\textsuperscript{®} 12.9. Each optimization is started five minutes before the decision is implemented, limiting the solver time to five minutes. This time is enough to solve the problem close to optimality in all cases.\textsuperscript{2} The best feasible solution is then implemented. The Level 3-controller is written in Python 3. The communication of the optimization results and the sensor measurements between Matlab and Python is facilitated via shared csv files. A Python OPC-UA client is used for the communication with sensors and actuators of the heat pump and the building. The heat pump takes as an input the relative compressor speed (as discussed above) and uses an internal controller to track it.

The heating demand forecast is performed at midnight (for Level 1) and then every 15 minutes (for Level 2) with an ANN and the correction methods presented in Section 3. The correction based on error-autocorrelation is applied with every new forecast, while the online retraining is done only at midnight. The ANN model uses as inputs the forecast ambient temperature (broadcast by MeteoSwiss and updated every 12 hours), the hour of the day (which is one hot encoded), the measured heating demand one day ago at the same time, the measured heating demand one week ago at the same time, and a binary variable that indicates whether it is a working or a non-working day. The framework also allows to include inputs such as indoor temperatures, thermostat positions, and occupancy forecasts from the connected buildings. However, in this study, they are excluded to avoid privacy-related issues. The ANN model is implemented in Python 3 with Keras [11]. It is a feed-forward network with two hidden layers and 8 nodes per hidden layer with Rectified Linear Units (ReLU) as activation functions. Just short of three years of historical data (sampled in 15 minute intervals) were used for training using the optimizer adam [76] with the standard learning rate of 0.001, a batch size of 1, and 10 epochs. This configuration corresponds to the one presented and validated in [7].

The experiment was conducted on three consecutive days from the 25th of February 2020, 11.45 am, to the 28th of February, 11.45 am. As a regulation signal, the RegD signal by PJM from the 27th of January 2019 was used for all three days. This choice was made for convenience, as the signal starts and ends with a value of 1 and is thus continuous when repeated. It does not significantly affect the results as, the regulation signal is fast (see Figure 7 (b)) and the statistics of the signal are similar across different days. Moreover, signals are not correlated across days [68], which makes any combination of signals equally likely on two consecutive days.

\textsuperscript{2}We conducted preliminary numerical studies to investigate how the solution converges with time.

4.2. Results

Figure 6 shows the results of the three day experiment. Note that the time axis is shifted by 11 hours and 45 minutes, to virtually let the experiment start at midnight. Plot (a) depicts the real heating demand of the NEST building in dashed blue, the forecast conducted at midnight for Level 1 in orange, and the forecasts for Level 2, which are conducted every 15 minutes, in transparent grey. The initial forecast (orange) predicts the trend of the heating demand well, confirming the results of [7]. The correction based on error-autocorrelation is visible, whenever the previous forecast significantly differs from the measured heating demand. This is the case at 00:00 at the beginning of the second day for example. At this point, the initial forecast of 23 kW (orange line) differs from the measured demand of 20 kW after one interval. The next corrected forecast at 00:15 (cyan line) therefore starts at 20 kW. The following corrected forecast at 00:30 (red line) starts at the measured demand of 16 kW. Both corrected forecasts merge back into the initial forecast over the course of the day because the error autocorrelation also decreases with time. It can also be seen that the experiment covers a range of heating demands from 10 kW, which is below the minimum thermal capacity of the heat pump, to 45 kW, which is close to the maximum capacity of the heat pump using only one compressor stage.

Plot (b) shows the reserves offered during the experiment. The reserves are either zero, or between 0.4 kW and 2.3 kW, which are the lower and upper limits. The upper limit is set as a constraint in the optimization problem, but is also a result of offering symmetric reserves and the electrical capacity of the heat pump being in the range of 8.2 to 12.8 kW. During the first day very little reserve is offered. This is for two reasons. First, the heat pump is frequently switched off because the demand is low. (See also plot (d) in Figure 6). In this case constraint (13e) forces the corresponding elements in $D_{pL}$ and $D_{pH}$ to be zero, which means that recourse on uncertainties is no longer possible. Second, whenever the heat pump is on, it operates at the lower capacity limits, which for symmetric reserves results in offering no reserves. During the second and the third day of the experiment, reserves are offered during most of the 15 minute intervals. On day 1, 3.1% of the electricity consumed is flexible, on day 2 and 3, 14.9% and 19.1% are flexible respectively. The average of all three days is 13.4%. In addition to being constrained by the thermal inertia of the storage, the reserves are also limited by the region of operation of the heat pump, specifically to 2.3 kW in this particular case. On days one, two and three 4%, 29% and 41% of this potential are exploited respectively. Considering the small size of the buffer storage compared to the thermal demand - on a day with an average heating demand of 35 kW, the thermal capacity of the buffer is just 3% of the daily demand - this is a considerable outcome. As we will see in Section 5, it is mostly thanks to the use of affine policies.

Plot (c) shows the average storage temperature in solid black, the temperature constraints at 28°C and 38°C in dotted black and the six temperature measurements at different
Figure 6: Complete experimental results. (a): measured heating demand in dashed blue, daily forecast in orange, 15-minute forecasts in transparent grey, specifically mentioned forecasts in cyan and red, (b): offered reserves in blue, (c): average tank temperature in black, temperature constraints in dotted black, individual layer temperatures in transparent colours, (d): set point for electrical power in orange, measured electrical reserves in dashed blue, potential power range due to regulation signal in dotted red, (e): PJM performance score in blue (no data during hours where no reserves are offered), 20-hour moving average of performance score in orange, qualification limit in dotted orange, operation limit in dotted red.
Figure 7: Results tracking performance, (a): set point for electrical power in orange, measured electrical reserves in dashed blue, potential power range due to regulation signal in dotted red, (b): regulation signal, (c): tracking error, (d): delay score in green, accuracy score in orange, precision score in red, composite score in dotted blue.

heights of the storage tank in transparent colors. The average temperature stays between the constraints for most of the time, except one 30 minute instance between 7.30 and 8.30 on day two. However, during this time the heating demand of the building could still be served, as the upper temperature layer in the storage tank (transparent blue) was above 28 °C at all times, which is a result of the average storage temperature being a lower bound for the temperature of the top water layer in the storage tank. The results also show that, while this bound adds a layer of robustness, it is relatively tight at the constraints. This can be seen on day 2 at 14:00 and 23:00, for example, where the upper temperature layer approaches the lower constraint together with the average temperature. The reason is that the return temperature of the building is usually equal to the lower temperature constraint (and the water supplied by the heat pump has the same temperature as the upper temperature constraint of the tank). Close investigation of the different temperature layers also shows that swapping of temperature layers indeed does not occur and the assumption for the storage model holds. The average temperature stays relatively close to the lower constraint most of the time as a result of the optimization: unless needed for reserves, temperatures above the minimum mean unnecessary consumption of electricity. During the first day, where the heating demand is below the minimum thermal capacity of the heat pump, this results in a hysteresis-like behaviour because the heat pump is switched on and off frequently. Between 8.00 and 12.00 on the second day, when the heat pump is switched on due to the reserves offered, the controller regulates the base load $u_0$ such that the temperature tracks the lower constraint. However, at times where the heating demand of the building is substantially overestimated by the initial demand forecast, the average storage temperature rises. This can be seen in the period between 12.00 and 18.00 on the third day.

Plot (d) of Figure 6 shows the set point for the electrical power of the heat pump in orange, the actual measured power of the heat pump in dashed blue and the possible range of the power due to the offered reserves in dotted red. As the results are difficult to read in this scale, an excerpt of this plot (9.00 to 11.00 of the second day) is shown in the subplot (a) of Figure 7. It can be seen that the heat pump delivers the
reserves offered by modulating the electricity between the limits defined by the base load and the offered reserves (dotted red) following the regulation signal depicted in Figure 7(b). The effects of different sizes of offered reserves can also be observed. From 9.00 to 9.30, where no reserves are offered, the heat pump does not exactly follow the set point; the resulting tracking error is also evident in subplot (c) of Figure 7. There are two reasons for this tracking error. First, there is measurement noise of approximately ±200 W. Second, the heat pump’s internal controller only accepts integer set points for relative compressor speeds (e.g. 34% and 35%, but not 34.5%), which leads to a discontinuous control signal. After 9.30, a range of different reserves is offered, visible from the span between the red dotted lines. Visible from 10.00 to 10.15, large reserves lead to bigger tracking errors because of the ramping limits of the heat pump. Large tracking errors also occur when large steps in the base set-point for the heat pump appear (at 10.15).

Despite these tracking errors, the performance score of the TSO PJM [53] is better when higher amounts of reserves are offered. This is shown in subplot (d) of Figure 7. Here, the green line depicts the delay score (time delay between reserve signal and system response), the orange line depicts the accuracy score (correlation between the reserve signal and the system response), the red line depicts the precision score (error between reserve signal and system response) and the dashed blue line depicts the composite score (average of the three). The scores are averaged over one hour intervals and are normalized in the interval [0, 1], with 1 being the best score. While the delay score is constantly high, both the accuracy score and especially the precision score become worse when the reserves offered are low, because the error relative to the offered reserves becomes large. Especially in the one-hour intervals where only small reserves are offered (or a combination of no reserves and small reserves), the composite performance score becomes low.

With respect to the whole experiment, this result is not problematic, as can be seen by going back to Figure 6. In plot (e), the composite performance score is shown in blue. The orange line depicts the 20-hour moving average of the performance score. This is the metric used by PJM to judge whether a device or power plant is suitable for their reserve product. In the qualification phase, the limit for the performance score is 0.75 (dotted orange), while in the operational phase, the limit is lowered to 0.4 (dotted red). It can be seen that the performance score in this experiment is always well above both limits, confirming early results reported in [9].

5. Numerical case study and results

To better understand the performance of the control scheme, we have further analyzed it in two numerical experiments.

5.1. Use of affine policies compared to open-loop MPC.

In the first numerical experiment, we compare the solution of Level 1 with affine policies (as presented in Section 3) to a Level 1 scheme based on standard open-loop MPC without feedback policies for various constant heating demands \( v \). The optimization problem for Level 1 for open-loop MPC is

\[
\begin{align*}
\text{min}_{x, r, u_0, u_h, z, e} & \quad f_{E}^T u_0 - f_{r}^T r + \lambda^T e \\
\text{subject to} & \quad x = Ax_0 + B(u_{th} - v + \delta + e), \\
& \quad u_{th} = a_{COP}(u_0 + \tilde{w} \otimes r), \\
& \quad X_{\min} - e \leq x \leq X_{\max} + e, \\
& \quad zU_{\min} \leq u_0 + \tilde{w} \otimes r \leq zU_{\max}, \\
& \quad zR_{\min} \leq r \leq zR_{\max}, \\
& \quad z, \tilde{e} \in \mathbb{Z}_2^N, \\
& \quad e \geq 0.
\end{align*}
\]

The comparison is made for constant heating demands between 5 kW and 50 kW, in steps of 5 kW. All parameters for the optimization schemes are the same as in Section 4. Figure 8 and Figure 9 show the reserves offered and the cost functions (including the \( \lambda \) term) for both approaches. It can be seen in Figure 8 that without using feedback policies, the reserves offered are close to zero for most demands. This is due to the build-up of uncertainty in the state \( x \) (storage temperature) over the horizon of the optimization problem.
in combination with a relatively small buffer, compared to the magnitude of the heating demand. In contrast, Level 1 with affine policies is able to offer reserves in most cases except when approaching the upper and lower capacity limits of the heat pump. From Figure 9 it can be seen that the value of the cost function is significantly lower when affine policies are used for all heating demands below 45 kW. Above 45 kW, there is no difference because the heat pump will always work at maximum capacity. We note however, that the played-out costs (with the MPC re-optimizing every 15 minutes) would have different results for both cases, which significantly depend on the uncertainty realizations. While the played-out behaviour would certainly be an interesting result to study, the computational effort is not feasible.

5.2. Use of affine policies compared to a system with perfect knowledge.

In a second numerical experiment, we compare the performance of Level 1 using affine policies with an omniscient Level 1 solution that has perfect knowledge of all uncertainty realizations at the time of optimization. In this case, the optimization problem becomes

$$\min_{x,v,u,\theta,\zeta,e} \quad f(x) + r = \begin{pmatrix} \sum \text{offered reserves} \end{pmatrix}$$

subject to

$$x = Ax + B(u - v + \delta + e),$$

$$u = \alpha \cdot p/(\theta + \omega \cdot r),$$

$$X_{\min} - \varepsilon \leq x \leq X_{\max} + \varepsilon,$$

$$z U_{\min} \leq u^0 + w_{\min} \text{r},$$

$$u^0 + w_{\max} \text{r} \leq z U_{\max},$$

$$z R_{\min} \leq r \leq z R_{\max},$$

$$z, \zeta \in \mathbb{Z}_2^N,$$

$$e \geq 0,$$

where $(\delta + e)$ is drawn from a uniform distribution with the same limits as the uncertainty set $E \oplus \Delta$, and $w_{\min}$, $w_{\max}$ and $\omega$ are extracted from the regulation signal used (PJM RegD of 27th of January 2019). Here, $w_{\min}$ and $w_{\max}$ are the minimum and maximum value of the regulation signal that occurs during a 15 minute interval respectively; $\omega$ is the average of the interval.

The experiment is conducted for a constant heating demand $v$ between 5 kW and 50 kW, in steps of 5 kW, with 10000 uncertainty realizations for each $v$. Optimization problem (15) is solved much faster than the robust counterpart of problem (13), requiring less than 5 seconds for convergence.

Figure 10 shows the reserves offered for both cases for all different $v$. Here, the orange line denotes the best result achieved with the omniscient system with 10000 uncertainty realizations, while the blue line denotes the worst result. Each set of uncertainty realizations drawn leads to a different cost function and to differing amounts of reserves offered, as each realization either benefits the operation or harms it, compared to the case without uncertainty. We report the best case and worst case among these realizations. The green line shows the solution of Level 1 with affine policies. It can be seen that for all cases except $v = 45$ and 50 kW, the solutions with perfect knowledge of the uncertainties, offer significantly more reserves than the scheme with affine policies. The results for the cost function, depicted in Figure 11 for all $v$ and depicted in Figure 12 for $v$ between 15 and 40 kW, show that the scheme with perfect knowledge performs significantly better at very high and very low heating demands, which is due to avoiding the use of the slack variable $e$. Also at intermediate demands, there is an offset between the cost functions of both schemes. This can be explained by the fact that the scheme with perfect knowledge is able to operate right at the storage temperature constraints (maximizing offered reserves or minimizing the base load), while the scheme with affine policies needs to stay at least $B(\Delta \oplus E)$ away from the storage temperature constraint, even when no reserves are offered. This is the case because affine
policies can only react to uncertainties in the timestep after their realization, unlike a system with perfect knowledge, which can plan ahead and can compensate for uncertainties before they are revealed. The larger optimality gap at 15 kW can again be explained by the fact that affine policies can only work when $z$ is non-zero, which is often not the case for low heating demands.

6. Limitations and future directions

The numerical results show that using affine policies on uncertainties significantly increases reserve provision and decreases cost when compared to using open-loop MPC. Nevertheless, the comparison with the omniscient optimization indicates that there is still room for improvement. One possibility could be the use of more sophisticated policies (for example deflected linear [10], or piecewise linear [21] policies). However, due to causality constraints no policy can match the performance of an omniscient controller that knows the future.

Moreover, in future work the presented method of only exploiting the thermal inertia of buffer storage should be extended to and compared to a scheme where the inertia of a subset of the connected buildings (willing to participate in the reserve provision scheme) is also taken into account, to further investigate the added potential by including building thermal dynamics in the problem formulation. Configurations where the heat pump is supported by additional heat sources, such as Combined Heat and Power units, should also be studied as their flexibility could potentially increase the reserves provision.

On a more practical note, a limitation of the approach presented here is that it can only work with variable speed heat pumps, which, although becoming more common, are still relatively rare compared to fixed speed heat pumps. To offer reserves with fixed speed devices, an aggregation mechanism that pools heat pumps of many different buildings would still be necessary in order to follow a continuous reserve signal. A further limitation for air-sourced heat pumps could be the requirement of regular defreezing cycles. However, as these do not last long and our achieved performance scores are well above the qualification limit, they could be integrated without a change to the control scheme.

7. Conclusion

In this work, we have combined a three-level control scheme based on robust optimization with affine policies with heating demand forecasting based on ANN and online correction methods with the aim of offering frequency regulation reserves with heat pumps and water storage in buildings and district heating settings. The approach works without the necessity of a dynamic building model, which reduces modeling effort compared to including reserve provision in MPC building temperature control. Moreover, it alleviates privacy concerns and has reduced hardware requirements, as no indoor temperature or occupancy measurements are necessary to guarantee indoor comfort.

The experiments on the heat pump and water storage in the NEST demonstrator building have shown that the three-level control approach with affine policies on uncertain variables presented here is viable. The method allows the offering of frequency regulation reserves with a single variable speed heat pump and a small (compared to the overall heating demand) buffer storage. On average, 13.4% of the consumed electricity is flexible as a result of the reserves offered. The performance of tracking the regulation signal is more than sufficient. Our experiments indicate that large buildings or district heating systems equipped with variable speed heat pumps can in principle directly be used for ancillary services, without the need for aggregation, and that the control scheme is robust in practical applications. The heating demand forecasting approach with ANN and online correction methods gives predictions with high accuracy, such that the demand of the building can always be met. The numerical case studies show that, while there is still a performance gap compared to an omniscient controller, the use of affine policies significantly reduces costs and improves reserve provisions, compared to open-loop MPC. In future work, the method should be extended and compared to a problem formulation that also exploits the thermal inertia of connected buildings.
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