COUPLING APPROACHES FOR CLASSICAL LINEAR ELASTICITY AND BOND-BASED PERIDYNAMIC MODELS

A PREPRINT

Patrick Diehl
LSU Center for Computation and Technology, Louisiana State University, Digital Media Center, 340 E. Parker Blvd, Baton Rouge, LA 70803, USA
pdiehl@cct.lsu.edu

Serge Prudhomme
Department of Mathematics and Industrial Engineering, Polytechnique Montréal, C.P. 6079, succ. Centre-ville, Montréal, Québec H3C 3A7, Canada
serge.prudhomme@polymtl.ca

March 21, 2022

ABSTRACT

Local-nonlocal coupling approaches provide a means to combine the computational efficiency of local models and the accuracy of nonlocal models. This paper studies the continuous and discrete formulations of three existing approaches for the coupling of classical linear elasticity and bond-based peridynamic models, namely 1) a method that enforces matching displacements in an overlap region, 2) a variant that enforces a constraint on the stresses instead, and 3) a method that considers a variable horizon in the vicinity of the interfaces. The performance of the three coupling approaches is compared on a series of one-dimensional numerical examples that involve cubic and quartic manufactured solutions. Accuracy of the proposed methods is measured in terms of the difference between the solution to the coupling approach and the solution to the classical linear elasticity model, which can be viewed as a modeling error. The objective of the paper is to assess the quality and performance of the discrete formulation for this class of force-based coupling methods.
1 Introduction

There has been, in the past few years, a great interest for the development of local-nonlocal coupling methods in order to take advantage, on the one hand, of the computational efficiency of local models and, on the other hand, of the accuracy of nonlocal models. We actually refer to the recent survey [6] for an overview and classification of generic local-nonlocal coupling methods. It is clear that the coupling of local and nonlocal models potentially have the following two benefits, namely the reduction of the computational cost in nonlocal modeling and a means to apply boundary conditions for nonlocal models. Indeed, nonlocal models such as peridynamics, molecular dynamics, or smoothed particle hydrodynamics, can be very computationally intensive, see e.g. [9]. However, they are often needed only in small regions, as it is the case when simulating cracks in computational mechanics, suggesting that one can consider a less expensive local model in the remainder of the domain. Moreover, a recent review [11] on the validation of peridynamics against actual experiments has revealed that one major challenge for using peridynamics lies in the treatment of the nonlocal boundary conditions [12, 21, 22, 15, 30, 41, 8, 7]. One can therefore imagine using local models all along the boundaries of the domain, for which boundary conditions can be unambiguously prescribed, and retaining the nonlocal models only in the interior of the domain by employing a coupling approach.

The paper focuses on approaches that couple the bond-based peridynamic model with the classical linear elasticity continuum model using a force-based coupling formulation. We refer again the reader to to [6] for the description of other types of coupling approaches such as optimization-based or energy-based methods. We adopt here, in order to establish the coupling methods, a deductive approach based on the coupling formulation of classical linear elasticity models in one dimension. This allows us to determine the minimal requirements when identifying the necessary constraints for matching the models. We thus identify the following three coupling methods, namely a method that matches the displacement in an overlap region of size given by the horizon of the peridynamic model and that we refer to as MDCM, a variant that matches stresses instead and that we call MSCM, and a method that introduces a variable horizon and that we refer to as VHCM. The first coupling method, i.e. MDCM, is in fact similar to the majority of the existing coupling approaches available in the literature [23, 17, 20, 38, 3, 19, 13, 14, 42, 43]. MSCM matches the stress field produced by the two models over a region of size defined by the horizon, as before, and features some similarities with the approach suggested in [34], apart from the discretization of the stress at the coupling interface. By contrast, VHCM, unlike MDCM and MSCM, avoids the introduction of an overlapping domain by scaling the horizon to zero when approaching the coupling interface, in a manner similar to [35, 24]. In all three cases, we formulate first the coupling methods at the continuous level and then propose discrete formulations based on the finite differences method, for the classical linear elasticity model, and the collocation method [27], for the peridynamic model. The advantages in doing so are twofold: first, to allow one to distinguish the discretization error from the modeling error and second, to be able to choose compatible numerical methods when discretizing the two models and the matching constraints. We note that coupling methods proposed in the literature are often introduced at the discrete level using the finite element method for the local model and a collocation approach for the nonlocal model.

We assess and compare the performance of the three coupling approaches on several numerical experiments dealing with the simulation of a one-dimensional bar. We show that the three methods produce the same error-free solution, as expected, on problems involving manufactured cubic polynomial solutions. However, the numerical results provided by the three methods are different when the manufactured solution for the linear elasticity problem is given by a polynomial function of degree at least four. We then measure the accuracy of the proposed methods in terms of the modeling error, which is defined as the difference between the solution to the classical linear elasticity problem and the solution to each coupled problem. We then perform some $\delta$-convergence and $m$-convergence analyses in order to evaluate the potential of each coupling approach.

The paper is organized as follows. Section 2 introduces the model problem and some preliminaries. Section 3 describes the continuous formulation of the coupling between classical linear elasticity models in one dimension. Section 4 presents the three coupling approaches for the classical linear elasticity and peridynamic models at the continuous level. Section 5 provides the discrete formulations and detailed algorithms of the coupling methods based on the finite differences and collocation methods. Section 6 describes the numerical examples including $\delta$-convergence and $m$-convergence studies. Finally, Section 7 concludes the paper.

2 Model problem and preliminaries

The model problem will consist in studying the static equilibrium of a bar held fixed at one end and subjected to a longitudinal traction at the other end. We shall suppose here that the deformations in the bar are infinitesimally small and can be adequately described by the theory of linear elasticity. Moreover, we assume for simplicity that the bar has a unit cross-sectional area $A = 1$. We present below the local model based on classical elasticity theory and the non-local model counterpart derived from the linearized bond-based peridynamic theory [36].
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Our objective will be to replace the local model by the peridynamic model in a subregion of \(\Omega\).

### 2.2 Peridynamic model

Our objective will be to replace the local model by the peridynamic model in a subregion of \(\Omega\). Let \(\delta > 0\) denote the so-called horizon of the peridynamic model and let \(H_\delta(x) = (x - \delta, x + \delta)\) be the subdomain of the neighboring particles within the horizon. Because of the nonlocal nature of the model, we can only consider subregions \(\Omega_\delta = (a, b)\) such that \(a > \delta\) and \(b < \ell - \delta\). In that case, we observe that for any given point \(x\) in the interval \(\Omega_\delta\), we have that \(H_\delta(x) \subseteq \Omega\), as shown in Figure 1. The general formulation, in one or higher dimension, of the linearized microelastic model [36] is given by:

\[
-\int_{H_\delta(x)} \kappa \frac{\xi \otimes \xi}{||\xi||^3} (u(y) - u(x)) dy = f_b(x),
\]

where \(\kappa\) is the parameter that characterizes the stiffness of the “bonds” between point \(x\) and the neighboring points \(y \in H_\delta(x), \xi\) is the vector between two material points in the reference configuration, i.e. \(\xi = y - x, ||\xi||\) is the Euclidean norm of vector \(\xi\), and \(u(x)\) is the displacement of \(x\) in the deformed configuration. In the case of the one-dimensional bar, the above integral at a point \(x \in \Omega_\delta\) can be rewritten as:

\[
-\int_{x-\delta}^{x+\delta} \kappa \frac{u(y) - u(x)}{|y - x|} dy = f_b(x).
\]

We now identify the material parameter \(\kappa\) such that the solution of the linearized microelastic peridynamic model is compatible with that of the continuum local model. One may do so by matching the strain energy of the two models [36]. Alternatively, one can recover equation (1) from (5) by taking the limit \(\delta \to 0\). Supposing that the displacement \(u(x)\) is sufficiently smooth, the Taylor expansion of \(u(y)\) around \(x\) yields, for \(y \in \Omega_\delta\),

\[
u(y) - u(x) = u'(x)(y - x) + \frac{1}{2}u''(x)(y - x)^2 + \frac{1}{6}u'''(x)(y - x)^3 + \frac{1}{24}u''''(x)(y - x)^4 + \ldots
\]

Substituting (6) for \(u(y) - u(x)\) in the integral in (5), one gets:

\[
\int_{x-\delta}^{x+\delta} \kappa \frac{u(y) - u(x)}{|y - x|} dy = \frac{\kappa \delta^2}{2} \left( u''(x) + \frac{\delta^2}{24}u''''(x) + \ldots \right),
\]
so that (5) becomes:

$$-\frac{\kappa\delta^2}{2} \left( u''(x) + \frac{\delta^2}{24} u'''(x) + \ldots \right) = f_b(x), \quad \forall x \in \Omega_\delta. \tag{8}$$

By taking the limit when \( \delta \to 0 \), one then recovers the differential equation (1) pointwise whenever \( \kappa \) is chosen as:

$$\frac{\kappa\delta^2}{2} = E, \quad \text{that is} \quad \kappa = \frac{2E}{\delta^2}, \tag{9}$$

in agreement with [32]. However, if \( \delta \) is kept finite, the value \( \kappa = 2E/\delta^2 \) will always induce a modeling error between the solutions of the peridynamic and linear elasticity models, unless all derivatives \( u^{(k)} \) of order \( k \geq 4 \) of the displacement field \( u \) vanish for all \( x \in \Omega_\delta \). In other words, this is a well known fact that the peridynamic and local models are fully compatible if \( u(x) \) is a polynomial function of degree at most three. We shall say that the peridynamic model provides an approximation of the linear elasticity model with a degree of precision equal to three with respect to the parameter \( \delta \). Our goal will be to build coupling methods whose degree of precision will also be three.

The challenging issue is that the degree of precision decreases as soon as the integral in (5) is evaluated over subdomains of \( H_\delta(x) \), which is the case when \( x \) approaches boundaries or interfaces. This is related to the so-called skin effect [4]. Indeed, truncation of the set \( H_\delta(x) \) close to a boundary induces forces involving the first derivative of \( u \). For example, following [36, 26], we can introduce the stress at a point \( x \) in the domain as:

$$\sigma^\pm(u)(x) = \int_{x-\delta}^{x} \int_{x}^{x+\delta} \kappa u(y) - u(z) |y-z| dy dz, \tag{10}$$

and show, using the Taylor expansion (6) as before and substituting \( E \) for \( \kappa \delta^2/2 \), that:

$$\sigma^\pm(u)(x) = E u'(x) + \frac{2E\delta^2}{24} u''(x) + O(\delta^3).$$

We thus observe that these integral quantities are second-order approximations of the stress \( Eu'(x) \) with respect to \( \delta \) with a degree of precision of two. In other words, \( \sigma^\pm(u) \) provide the exact value of \( Eu' \) at point \( x \) whenever \( u \) is quadratic in the neighborhood of \( x \). In order to obtain approximations with a degree of precision of three, one needs to include the higher-order term such that:

$$\sigma^\pm(u)(x) = \frac{\delta}{2} \int_{x-\delta}^{x} \int_{x}^{x+\delta} \kappa u(y) - u(z) |y-z| dy dz - \frac{\kappa\delta^4}{48} u'''(x). \tag{11}$$

Now, if \( u \) is cubic in the neighborhood of \( x \), \( \sigma^\pm(u) \) lead to the exact value of \( Eu' \) at \( x \). We will see how these results will become useful when building the coupling methods. We also note that one could consider alternative definitions of the stress at a point \( x \) computed from the peridynamic model.

### 3 Coupling of linear elasticity models

The purpose of this section is to review the general coupling formulation in the case of two classical linear elasticity models and to study the particular setting where the classical equation (1) is replaced by (8). We will also introduce a modified formulation in which the pointwise interfaces are replaced by overlapping regions between the two models.

#### 3.1 General formulation

We suppose here that we are interested in coupling linear elasticity models. We thus partition domain \( \Omega \) into the subdomains \( \Omega_1 = (0, a) \cup (b, \ell) \) and \( \Omega_2 = (a, b) \), where we consider the first model in \( \Omega_1 \), with modulus of elasticity \( E_1 \), and the second model in \( \Omega_2 \), with \( E_2 \). The configuration is shown in Figure 2. It is well-known that the coupled model consists in this case in solving for \( u_1 \) in \( \Omega_1 \) and \( u_2 \) in \( \Omega_2 \) such that:

$$-E_1 u''_1(x) = f_b(x), \quad \forall x \in \Omega_1,$$

$$-E_2 u''_2(x) = f_b(x), \quad \forall x \in \Omega_2, \tag{12}$$

with boundary conditions:

$$u_1(x) = 0, \quad \text{at} \quad x = 0,$$

$$E_3 u''_1(x) = g, \quad \text{at} \quad x = \ell, \tag{13}$$

and interface conditions:

$$u_1(x) - u_2(x) = 0, \quad \text{at} \quad x = a \quad \text{and} \quad x = b,$$

$$E_1 u''_1(x) - E_2 u''_2(x) = 0, \quad \text{at} \quad x = a \quad \text{and} \quad x = b, \tag{14}$$

where the last two equations correspond to the continuity of the displacement and the stress at the pointwise interfaces.
3.2 Examples

In this section, we analyze the solution to the above coupling problem when the model equation in $\Omega_2$ is actually replaced by the differential equation (8) arising from the peridynamic model. We consider the special case when the exact solution is a quartic polynomial with constant fourth derivative equal to $\lambda$. For the sake of simplicity, we shall slightly modify the notation as $u_1(x) = u(x)$, $E_1 = E$, $u_2(x) = u(x)$, $E_2 = E = \kappa \delta^2 /2$, so that the problem reads:

$$-Eu''(x) = f_b(x), \quad \forall x \in \Omega_1,$$
$$-Eu''(x) - E \frac{\delta^2}{24} \lambda = f_b(x), \quad \forall x \in \Omega_2,$$
$$u(x) = 0, \quad \text{at } x = 0,$$
$$Eu'(x) = g, \quad \text{at } x = \ell,$$
$$u(x) - u(x) = 0, \quad \forall x \in \Omega_1,$$
$$Eu'(x) - Eu'(x) = 0, \quad \forall x \in \Omega_2.$$

(15)

Since all equations are linear here, the above problem can be recast, using the superposition principle, as that of searching for the function $v = v(x)$, for all $x \in \Omega$, such that:

$$-Ev''(x) = 0, \quad \forall x \in \Omega_1,$$
$$-Ev''(x) = E \frac{\delta^2}{24} \lambda, \quad \forall x \in \Omega_2,$$
$$v(x) = 0, \quad \text{at } x = 0,$$
$$Ev'(x) = 0, \quad \text{at } x = \ell,$$
$$v(x^-) - v(x^+) = 0, \quad \forall x \in \Omega_1,$$
$$Ev'(x^-) - Ev'(x^+) = 0, \quad \forall x \in \Omega_2.$$

(16)

where $x^- = \lim_{\epsilon \to 0^-}(x - \epsilon)$ and $x^+ = \lim_{\epsilon \to 0^+}(x + \epsilon)$, with $\epsilon > 0$. The function $v$ corresponds to the difference between the solution pair $(u, u)$ of the coupling problem (15) and the solution $u$ to the linear elasticity problem (1) over the whole domain $\Omega$. The general solution is then given by:

$$v(x) = \begin{cases} C_1 x + C_2, & \forall x \in [0, a] \\ -\frac{\lambda \delta^2}{48} x^2 + C_3 x + C_4, & \forall x \in [a, b] \\ C_5 x + C_6, & \forall x \in [b, \ell] \end{cases}$$

(17)

Upon applying the boundary and interface conditions, one obtains the solution:

$$v_N(x) = \begin{cases} \frac{\lambda \delta^2}{24} (b - a)x, & \forall x \in [0, a] \\ \frac{\lambda \delta^2}{48} (b^2 - a^2 - (b - x)^2), & \forall x \in [a, b] \\ \frac{\lambda \delta^2}{48} (b^2 - a^2), & \forall x \in [b, \ell] \end{cases}$$

(18)
We illustrate in Figure 3 the solutions (18) and (19) for particular values of the data, i.e., \( u(x) = x^4 \), implying \( \lambda = 24 \), and for \( V_D, u(x) = x^2(144 - 96x + 16x^2)/81 \) so that \( \lambda = 128/27 \).

We also consider the problem with homogeneous Dirichlet conditions at both ends, replacing the Neumann condition \( E\nabla u(\ell) = g \) by \( u(\ell) = 0 \), all other equations in (15) remaining the same. In that case, the solution \( v(x) \) reads:

\[
v_D(x) = \begin{cases}
\frac{\lambda\delta^2}{48} \ell \frac{(b-a)}{\ell}(2\ell - (a + b))x, & \forall x \in [0, a] \\
\frac{\lambda\delta^2}{48} \ell \frac{(b^2 - a^2)}{\ell} - \frac{(b - x)^2}{\ell}, & \forall x \in [a, b] \\
\frac{\lambda\delta^2}{48} \ell \frac{(b - x)^2}{\ell}, & \forall x \in [b, \ell]
\end{cases}
\]  

(19)

We illustrate in Figure 3 the solutions (18) and (19) for particular values of the data, i.e., \( a = 1, b = 2, b = 3, \) and \( \delta = 1/8 \). Moreover, for (18), we suppose that the exact solution to the classical linear elasticity problem is given by \( u(x) = x^4 \), so that \( \lambda = 24 \), while for (19), we take \( u(x) = x^2(144 - 96x + 16x^2)/81 \), so that \( \lambda = 128/27 \). We observe in Figure 3 that the solution (18) in the interval \( [b, \ell] = [2, 3] \) remains constant, which corresponds to the maximum value of \( v_N \) over the whole domain \([0, \ell] = [0, 3]\):

\[
v_{N,\text{max}} = \frac{\lambda\delta^2}{48} \ell \frac{(b^2 - a^2)}{\ell} = \frac{3}{2} \delta^2.
\]  

(20)

As far as the solution \( v_D \) (19) is concerned, it reaches its maximum value in the interval \([a, b]\), and more specifically at \( x = b - (b^2 - a^2)/(2\ell) \). Then

\[
v_{D,\text{max}} = \frac{\lambda\delta^2}{48} \ell \frac{(b^2 - a^2)}{4\ell^2 - 4b\ell + b^2 - a^2} = \frac{10}{81} \delta^2.
\]  

(21)

We will use these quantities to assess the efficiency of the coupling methods between classical linear elasticity and peridynamic models in the numerical examples of Section 6.

### 3.3 Modified formulation

In the particular case where \( E_1 = E_2 = E \), the condition of stress continuity at the pointwise interfaces \( x = a \) and \( x = b \) can be replaced by a constraint involving the displacements on overlap regions between the two domains \( \Omega_1 \) and \( \Omega_2 \). In order to do so, we consider the overlap regions \( \Gamma_a \) and \( \Gamma_b \), both of size \( \varepsilon \), as shown in Figure 2. The above problem can then be recast as finding \( u_1 \) in \( \Omega_1 \) and \( u_2 \) in \( \Omega_2 \cup \Gamma_a \cup \Gamma_b \) such that:

\[
\text{\( -E_1u''_1(x) = f_b(x), \quad \forall x \in \Omega_1, \) }
\]

\[
\text{\( -E_2u''_2(x) = f_b(x), \quad \forall x \in \text{Int}(\Omega_2 \cup \Gamma_a \cup \Gamma_b) = (a - \varepsilon, b + \varepsilon), \) }
\]

\[
\text{\( u_1(x) = 0, \quad \text{at } x = 0, \) }
\]

\[
\text{\( E_2u'_2(x) = g, \quad \text{at } x = \ell, \) }
\]

\[
\text{\( u_1(x) - u_2(x) = 0, \quad \text{at } x = a \text{ and } x = b \) }
\]

\[
\text{\( u_1(x - \varepsilon) - u_2(x - \varepsilon) = 0, \quad \text{at } x = a \) }
\]

\[
\text{\( u_1(x + \varepsilon) - u_2(x + \varepsilon) = 0, \quad \text{at } x = b. \) }
\]

(22)
The above problem, and in particular the last two equations, ensure that $u_1(x) = u_2(x)$, for all $x \in \Gamma_a \cup \Gamma_b$. This naturally implies that $u_1'(a) = u_2'(a)$ and $u_1'(b) = u_2'(b)$, which allows one to recover the interface conditions $E_1 u_1''(x) - E_2 u_2''(x) = 0$, at $x = a$ and $x = b$, as required by (14). However, this coupling problem would clearly provide an incorrect solution if $E_1 \neq E_2$. This observation will become relevant when we attempt to couple classical linear elasticity and peridynamic models, since the latter is not exactly equivalent to the former in the case of finite horizon $\delta$.

4 Coupling of classical linear elasticity and peridynamic models

The main challenge when employing a peridynamic model of constant horizon $\delta$ is that it is necessary to extend the domain $\Omega_\delta$ by extra layers of size $\delta$ in order to be able to correctly estimate the integral term in the vicinity of the boundaries. One objective in coupling peridynamics with classical linear elasticity is therefore to recover, from the linear elasticity solution, compatible displacements in those layers that can be used in the peridynamic model. As before, we introduce two points $a$ and $b$ inside $\Omega = (0, \ell)$ such that $a < b$ and define the subdomains $\Omega_e = (0, a) \cup (b, \ell)$ and $\Omega_\delta = (a, b)$, as shown in Figure 4. We also consider the so-called overlapping domains $\Gamma_a = (a - \delta, a)$ and $\Gamma_b = (b, b + \delta)$ of size $\delta$. Following the discussion of the previous section, we propose two approaches to construct compatible displacements from the linear elasticity solution over the overlapping regions $\Gamma_a$ and $\Gamma_b$. Alternatively, in order to avoid extending the peridynamic region $\Omega_\delta$, one could consider a peridynamic model with variable horizon such that $\delta$ goes to zero when approaching the boundaries of the domain. This will be the basis of a third coupling approach presented below.

4.1 Coupling method with matching displacements (MDCM)

In the first approach, we choose to constrain the displacements from the two models to match in $\Gamma_a$ and $\Gamma_b$. The problem consists in finding $u \in \Omega_e$ and $u \in \Omega_\delta \cup \Gamma_a \cup \Gamma_b$ such that:

$$-
-\int_{x-\delta}^{x+\delta} \frac{\kappa u(y) - u(x)}{|y-x|} dy = f_b(x), \quad \forall x \in \Omega_\delta,
$$

$$u(x) = 0, \quad \text{at } x = 0,
$$

$$E_2 u''(x) = g, \quad \text{at } x = \ell,
$$

$$u(x) - u(y) = 0, \quad \forall x \in \Gamma_a \cup \Gamma_b.
$$ (23)

The above formulation has a degree of precision of three with respect to the parameter $\delta$ and should provide the exact solution given by the classical linear elasticity model as long as the solution is a polynomial function of degree up to three. However, the two models are not compatible anymore when the solution is a polynomial of higher degree and one should expect errors due to the matching of the displacements in the overlapping regions. This approach is similar in essence, up to some slight variations, to the methods proposed in [5, 42] and is inspired by (22).
4.2 Coupling method with matching stresses (MSCM)

In the second approach, we choose to constrain the stresses from the two models in the overlapping regions. We then search for \( u \in \Omega_e \) and \( u \in \Omega_\delta \cup \Gamma_a \cup \Gamma_b \) such that:

\[
\begin{align*}
-\mathcal{E}u''(x) &= f_b(x), \quad \forall x \in \Omega_e, \\
-\int_{x-\delta}^{x+\delta} \frac{\kappa u(y) - u(x)}{|y-x|} dy &= f_b(x), \quad \forall x \in \Omega_\delta, \\
u(x) &= 0, \quad \text{at } x = 0, \\
\mathcal{E}u'(x) &= g, \quad \text{at } x = \ell, \\
u(x) - u(x) &= 0, \quad \text{at } x = a \text{ and } x = b, \\
\sigma^+(u)(x) - \mathcal{E}u'(x) &= 0, \quad \forall x \in \Gamma_a, \\
\sigma^-(u)(x) - \mathcal{E}u'(x) &= 0, \quad \forall x \in \Gamma_b,
\end{align*}
\]

where \( \sigma^\pm(u) \) could be given by either (10) or (11). However, in order to preserve the degree of precision of three for the coupling approach, one needs to approximate the stress \( \sigma^\pm(u) \) by (11). We remark that this approach is more akin to the general formulation (12)-(14) for coupling classical linear elasticity models, in the sense that the continuity of the stress at the interfaces should be better approximated than in the first coupling method (23). This will be indeed confirmed by the numerical examples. This approach is inspired by [34].

4.3 Coupling method with variable horizon (VHCM)

The objective here is to introduce a formulation of the peridynamic model in which the horizon \( \delta \) is allowed to vary within the domain \( \Omega_\delta \), in such a way that the horizon should tend to zero as one approaches the interfaces \( x = a \) and \( x = b \) while remaining constant inside \( \Omega_\delta \) sufficiently far from the interfaces. In that way, the peridynamic model would naturally converge to the classical linear elasticity model when approaching the coupling region and it would be unnecessary to consider overlapping domains.

Following [30], given \( \delta \in \mathbb{R}^+ \), the variable horizon \( \delta_v(x) \) should thus satisfy the following requirements:

\[
0 \leq \delta_v(x) \leq \delta, \quad \delta_v(x) \leq x - a, \quad \delta_v(x) \leq b - x, \quad \forall x \in \Omega_\delta = (a, b).
\]

The choice of the function \( \delta_v(x) \) is obviously not unique. However, the simplest continuous function that fulfill these requirements is the piecewise linear function shown in Figure 5:

\[
\delta_v(x) = \begin{cases} 
\quad x - a, & a < x \leq a + \delta, \\
\quad \delta, & a + \delta < x \leq b - \delta, \\
\quad b - x, & b - \delta < x < b.
\end{cases}
\]

Alternative functions, in particular smoother functions, could also be considered as long as they satisfy the above requirements. In view of (9), the horizon being a function of \( x \) implies that the material parameter \( \kappa \) should also depend on \( x \), i.e. \( \kappa = \tilde{\kappa}(x) \), if the non-local model is to be compatible with the classical linear elasticity model, so that (5) should now read

\[
-\int_{x-\delta_v(x)}^{x+\delta_v(x)} \tilde{\kappa}(x) \frac{u(y) - u(x)}{|y-x|} dy = f_b(x), \quad \forall x \in \Omega_\delta.
\]

Compatibility of the two models everywhere with a convergence of order \( \mathcal{O}(\delta^2) \) implies that the quantity \( \tilde{\kappa}(x)\delta_v^2(x) \) should remain constant for all \( x \in \Omega_\delta \), i.e. with \( \kappa \) satisfying (9), one has

\[
\tilde{\kappa}(x)\delta_v^2(x) = \kappa \delta^2, \quad \forall x \in \Omega_\delta.
\]
\[ \delta_v \delta_0 \]

Figure 5: Example of a variable horizon function \( \delta_v(x) \). The circles centered at points \( x \in (a, a+\delta) \) are representations of the associated domains \( H_\delta(x) \) in terms of \( \delta_v(x) \).

The coupling method with variable horizon is based on the general formulation (12)-(14) and consists in finding \( u \in \Omega_e \) and \( u \in \Omega_\delta \) such that:

\[ -E u''(x) = f_b(x), \quad \forall x \in \Omega_e, \]
\[ \int_{x-\delta_v(x)}^{x+\delta_v(x)} \frac{\tilde{\kappa}(y) u(y) - u(x)}{|y-x|} dy = f_b(x), \quad \forall x \in \Omega_\delta, \]
\[ u(x) = 0, \quad \text{at } x = 0, \]
\[ E u'(x) = g, \quad \text{at } x = \ell, \]
\[ u(x) - u(x) = 0, \quad \text{at } x = a \text{ and } x = b, \]
\[ \sigma^+(u)(x) - E u'(x) = 0, \quad \text{at } x = a, \]
\[ \sigma^-(u)(x) - E u'(x) = 0, \quad \text{at } x = b. \]

The main advantage of this approach in regards to the other two coupling methods is that it does not involve any overlapping domains, which should simplify its implementation. Moreover, its degree of precision should be three as long as the stresses \( \sigma^\pm(u) \) are approximated by (11). This approach is inspired by [35, 24].

5 Discretization

We have introduced in the previous section the continuous formulation of three coupling methods based on the coupling of elasticity models as described in Section 3. We are now in a position to provide the discrete formulations of those coupling problems. For the sake of simplicity, we choose here to discretize the peridynamic model using a collocation approach. It seems therefore natural to approximate the classical linear elasticity model by a finite difference scheme, rather than by the finite element method as it would require to derive the weak formulation of the strong problem and to make specific adjustments when coupling the peridynamic and classical linear elasticity models. The goal will be to ensure that the discrete methods all preserve the degree of precision of three with respect to both the horizon and the discretization parameter.

5.1 Discretization of the computational domain

For the sake of simplicity in the notation, we first decompose \( \Omega_e \) into the two subdomains \( \Omega_1 = (0, a) \) and \( \Omega_2 = (b, \ell) \), as shown in Figure (6). For a given \( \delta \), we introduce a uniform grid spacing \( h \) chosen such that, as customarily done in the literature [37, 28], \( \delta \) be a multiple of \( h \), i.e. \( \delta / h = m \), with \( m \) a positive integer. Moreover, we choose the grid size \( h \) to be the same in each of the subregions of the computational domain. In other words, the numbers of intervals \( n_\delta \), \( n_1 \), and \( n_2 \) in \( \Omega_\delta \), \( \Omega_1 \), and \( \Omega_2 \), respectively, are taken such that:

\[ h = \frac{b-a}{n_\delta} = \frac{a}{n_1} = \frac{\ell-b}{n_2}. \]

There are therefore a total of \( n + 1 \) grid points, with \( n = n_1 + n_\delta + n_2 \), uniformly distributed as:

\[ x_k = kh, \quad k = 0, 1, \ldots, n. \]
The discretization of Problem (23) leads to the following system of equations:

\[ h \text{ formula, which ensures an approximation with a degree of precision of three with respect to} \]

approximate the first derivative in the Neumann boundary condition by the one-sided third-order finite difference

here the second-order trapezoidal integration rule, shown below in the particular case that

m quadrature rules, especially developed for non-local models, could alternatively be used, see e.g. [31, 39]. We use

integral in (5) is obtained by classical quadrature formula using the grid points

The second derivative in (1) is approximated by the second-order central difference stencil. Approximation of the

the grid points, see Figure 6:

We then adopt the following correspondence between the numbering of the degrees of freedom and the numbering of

Ω as they need to be duplicated over the overlapping domains \( \Gamma_a \) and \( \Gamma_b \) for the first two coupling methods. For convenience, we denote by \( N_1 = n_1 + 1, N_\delta = n_\delta + 1 + 2m \), and \( N_2 = n_2 + 1 \), the numbers of degrees of freedom in \( \Omega^1 \), \( \Omega_\delta \cup \Gamma_a \cup \Gamma_b \), and \( \Omega^2 \), respectively, so that the total number of degrees of freedom is given by \( N = N_1 + N_\delta + N_2 \).

We then adopt the following correspondence between the numbering of the degrees of freedom and the numbering of

the grid points, see Figure 6:

\[
\begin{align*}
  u_i &= u(x_k), \quad \forall i = 1, \ldots, N_1, \quad k = i - 1, \\
  u_i &= u(x_k), \quad \forall i = N_1 + 1, \ldots, N_1 + N_\delta, \quad k = i - 2 - m, \\
  u_i &= u(x_k), \quad \forall i = N_1 + N_\delta + 1, \ldots, N, \quad k = i - 3 - 2m.
\end{align*}
\]

The second derivative in (1) is approximated by the second-order central difference stencil. Approximation of the integral in (5) is obtained by classical quadrature formula using the grid points \( x_k \). Note that other more advanced quadrature rules, especially developed for non-local models, could alternatively be used, see e.g. [31, 39]. We use here the second-order trapezoidal integration rule, shown below in the particular case that \( m = 2 \). Moreover, we approximate the first derivative in the Neumann boundary condition by the one-sided third-order finite difference formula, which ensures an approximation with a degree of precision of three with respect to \( h \), and hence to \( \delta \).

The discretization of Problem (23) leads to the following system of equations:

1. Dirichlet boundary condition at \( x = 0 \):
   \[ u_1 = 0. \] (33)

2. In \( \Omega^1 \): \( \forall i = 2, \ldots, N_1 - 1, \) and \( k = i - 1 \):
   \[ -E \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2} = f_b(x_k). \] (34)

3. In \( \Gamma_a \): \( \forall i = N_1, \ldots, N_1 + m \):
   \[ u_{i-m} - u_{i+1} = 0. \] (35)

4. In \( \Omega_\delta \): \( \forall i = N_1 + 1 + m, \ldots, N_1 + N_\delta - m, \) and \( k = i - 2 - m \):
   \[ - \frac{\kappa \delta^2}{2} u_{i-2} + 4u_{i-1} - 10u_i + 4u_{i+1} + u_{i+2} \]
   \[ = f_b(x_k). \] (36)

5. In \( \Gamma_b \): \( \forall i = N_1 + N_\delta + 1 - m, \ldots, N_1 + N_\delta + 1 \):
   \[ u_{i-1} - u_{i+m} = 0. \] (37)

6. In \( \Omega^2 \): \( \forall i = N_1 + N_\delta + 2, \ldots, N - 1, \) and \( k = i - 3 - 2m \):
   \[ -E \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2} = f_b(x_k). \] (38)

7. Neumann boundary condition at \( x = \ell \):
   \[ \frac{E - 2u_{N-3} + 9u_{N-2} - 18u_{N-1} + 11u_N}{6h} = g. \] (39)

We show the structure of the resulting stiffness matrix in Figure 7. It is clear the matrix could be simplified by eliminating the duplicated nodes in the interfaces. In doing so, we would remove the two blocks in grey in Figure 7. However, we prefer to keep the matrix as is for a better comparison of its structure with those of the other two methods.
Figure 7: Sketch of the assembled stiffness matrix for the coupling method with matching stresses (MDCM). The first and the last rows, shown in green, correspond to the Dirichlet boundary condition at $x_0$ and the Neumann boundary condition at $x_n$, respectively. The two blocks in blue correspond to $\Omega_1$ and $\Omega_2$ while the block in red corresponds to $\Omega_3$. The two blocks in grey correspond to $\Gamma_a$ and $\Gamma_b$. Note that, for the sake of simplicity, the zero entries are not shown and the parts of the coefficients involving $E$ or $\kappa \delta^2 / 2$ and the denominators in $\delta$ or $h^2$ are omitted.

5.3 Algorithm for the coupling method with matching stresses

We consider here the same numbering of the degrees of freedom, see (32), as in the previous case. We note that the peridynamic equation is not solved, contrary to the previous algorithm, at $x = a$ nor at $x = b$, as we apply at those points the constraint on the stresses. The first derivative in these constraints are also approximated by one-sided third-order finite differences stencils as in the Neumann boundary condition. The discretization of Problem (24) then leads to the system of equations:

1. Dirichlet boundary condition at $x = 0$:
   \[ u_1 = 0. \]  

2. In $\Omega_1$: $\forall i = 2, \ldots, N_1 - 1$, and $k = i - 1$:
   \[ -E \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2} = f_b(x_k). \]  

3. Constraint on displacement at $x = a$:
   \[ u_{N_1} - u_{N_1+1+m} = 0. \]

4. Constraint on stress in $\Gamma_a$: $\forall i = N_1 + 1, \ldots, N_1 + 1 + m$, and $k = i - 2 - m$:
   \[ \sigma^+_h(x_k) - E \frac{2u_{i-4-m} + 9u_{i-3-m} - 18u_{i-2-m} + 11u_{i-1-m}}{6h} = 0. \]

5. In $\Omega_3$: $\forall i = N_1 + 2 + m, \ldots, N_1 + N_\delta - 1 - m$, and $k = i - 2 - m$:
   \[ - \frac{\kappa \delta^2}{2} \frac{u_{i-2} + 4u_{i-1} - 10u_i + 4u_{i+1} + u_{i+2}}{8h^2} = f_b(x_k). \]

6. Constraint on stress in $\Gamma_b$: $\forall i = N_1 + N_\delta - m, \ldots, N_1 + N_\delta$, and $k = i - 2 - m$:
   \[ \sigma^-_h(x_k) - E \frac{-11u_{i+1+m} + 18u_{i+2+m} - 9u_{i+3+m} + 2u_{i+4+m}}{6h} = 0. \]

7. Constraint on displacement at $x = b$:
   \[ u_{N_1+N_\delta-m} - u_{N_1+N_\delta+1} = 0. \]

8. In $\Omega_2$: $\forall i = N_1 + N_\delta + 2, \ldots, N - 1$, and $k = i - 3 - 2m$:
   \[ -E \frac{u_{i-1} - 2u_i + u_{i+1}}{h^2} = f_b(x_k). \]
We then have interface points and the last rows, shown in green, correspond to the Dirichlet boundary condition at \( x_0 \) and the Neumann boundary condition at \( x_m \), respectively. The two blocks in blue correspond to \( \Omega_1 \) and \( \Omega_2 \) while the block in red corresponds to \( \Omega_3 \). The two blocks in grey correspond to \( \Gamma_a \) and \( \Gamma_b \). Note that, for the sake of simplicity, the zero entries are not shown and the parts of the coefficients involving \( E \) or \( \kappa \delta^2 / 2 \) and the denominators in \( h \) or \( h^2 \) are omitted.

9. Neumann boundary condition at \( x = \ell \):

\[
E \frac{-2u_{N-3} + 9u_{N-2} - 18u_{N-1} + 11u_N}{6h} = g. \tag{48}
\]

Finally, the stresses \( \sigma^+_h(x_k) \), introduced in (43) and (45), are constructed as approximations given by (11) with a degree of precision of three with respect to \( h \) and \( \delta \). Assuming that the solution \( u(x) \) is sufficiently regular in the overlapping regions \( \Gamma_a \) and \( \Gamma_b \), the stresses can be approximated using one sided third-order finite differences stencils of the first derivative. It follows that, \( \forall i = N_1 + 1, \ldots, N_1 + 1 + m \), and \( k = i - 2 - m \):

\[
\sigma^+_h(x_k) = \frac{\kappa \delta^2}{2} \frac{-11u_i + 18u_{i+1} - 9u_{i+2} + 2u_{i+3}}{6h}.
\]

In the same way, we get, \( \forall i = N_1 + N_\delta - m, \ldots, N_1 + N_\delta \), and \( k = i - 2 - m \):

\[
\sigma^-_h(x_k) = \frac{\kappa \delta^2}{2} \frac{-2u_{i-3} + 9u_{i-2} - 18u_{i-1} + 11u_i}{6h}.
\]

The structure of the resulting stiffness matrix is shown in Figure 8.

### 5.4 Algorithm for the coupling method with variable horizon

In this approach, we need to modify the numbering of the degrees of freedom as these should be duplicated only at the interface points \( x = a \) and \( x = b \). In fact, the numbering can easily be obtained from (32) by setting \( m = 0 \) in those equations. We then have \( N_1 = n_1 + 1, N_\delta = n_\delta + 1 \), and \( N_2 = n_2 + 1 \) so that the total number of degrees of freedom is given by \( N = N_1 + N_\delta + N_2 \), and

\[
\begin{align*}
    u_i &= u(x_k), & \forall i = 1, \ldots, N_1, & k = i - 1, \\
    u_i &= u(x_k), & \forall i = N_1 + 1, \ldots, N_1 + N_\delta, & k = i - 2, \\
    u_i &= u(x_k), & \forall i = N_1 + N_\delta + 1, \ldots, N, & k = i - 3. \tag{49}
\end{align*}
\]

The discretization of Problem (29) then leads to the system of equations:
1. Dirichlet boundary condition at $x = 0$:

\[ u_1 = 0. \] (50)

2. In $\Omega_1$ for $i = 2, \ldots, N_1 - 1$, and $k = i - 1$:

\[ -E \frac{\mu_i - 2u_i + u_{i+1}}{h^2} = f_b(x_k). \] (51)

3. Constraint on displacement at $x = a$:

\[ u_{N_1} - u_{N_1+1} = 0. \] (52)

4. Constraint on stress at $x = a$:

\[ \sigma^+_h(x_{n_1}) - E \frac{-2u_{N_1-3} + 9u_{N_1-2} - 18u_{N_1-1} + 11u_{N_1}}{6h} = 0. \] (53)

5. In $\Omega_2$: $i = N_1 + 2$ and $k = i - 2$ (i.e. $m = 1$):

\[ -\frac{\kappa \delta^2}{2} u_{i-1} - 2u_i + u_{i+1} = f_b(x_k). \] (54)

6. In $\Omega_2$: $\forall i = N_1 + 3, \ldots, N_2 + N_\delta - 2$, and $k = i - 2$ (i.e. $m = 2$):

\[ -\frac{\kappa \delta^2}{2} u_{i-2} + 4u_{i-1} - 10u_i + 4u_{i+1} + u_{i+2} = f_b(x_k). \] (55)

7. In $\Omega_2$: $i = N_1 + N_\delta - 1$ and $k = i - 2$ (i.e. $m = 1$):

\[ -\frac{\kappa \delta^2}{2} u_{i-1} - 2u_i + u_{i+1} = f_b(x_k). \] (56)

8. Constraint on stress at $x = b$:

\[ \sigma^-_h(x_{n_1+n_\delta}) - E \frac{-11u_{N_1+N_\delta+1} + 18u_{N_1+N_\delta+2} - 9u_{N_1+N_\delta+3} + 2u_{N_1+N_\delta+4}}{6h} = 0. \] (57)

9. Constraint on displacement at $x = b$:

\[ u_{N_1+N_\delta} - u_{N_1+N_\delta+1} = 0. \] (58)

10. In $\Omega_2$: $\forall i = N_1 + N_\delta + 2, \ldots, N - 1$, and $k = i - 3$:

\[ -E \frac{\mu_i - 2u_i + u_{i+1}}{h^2} = f_b(x_k). \] (59)

11. Neumann boundary condition at $x = \ell$:

\[ E \frac{-2u_{N-3} + 9u_{N-2} - 18u_{N-1} + 11u_N}{6h} = g. \] (60)

Moreover, the approximate stresses $\sigma^+_h(x_{n_1})$ and $\sigma^-_h(x_{n_1+n_\delta})$ will be given by:

\[ \sigma^+_h(x_{n_1}) = E \frac{-11u_{N_1+1} + 18u_{N_1+2} - 9u_{N_1+3} + 2u_{N_1+4}}{6h}, \] (61)

\[ \sigma^-_h(x_{n_1+n_\delta}) = E \frac{-2u_{N_1+N_\delta-3} + 9u_{N_1+N_\delta-2} - 18u_{N_1+N_\delta-1} + 11u_{N_1+N_\delta}}{6h}. \] (62)

Finally, the stiffness matrix corresponding to the coupling method with variable horizon is shown in Figure 9.

### 6 Numerical examples

The objective of this section is to present several numerical examples in order to compare the solutions of the three coupling approaches, namely the coupling method with matching displacements (MDCM), the coupling method with matching stresses (MSCM), and the coupling method with variable horizon (VHCM). For simplicity, but without loss of generality, we shall consider in all experiments a one-dimensional bar with material property $E = 1$, so that $\kappa = 2/\delta^2$. Some examples will involve a bar with prescribed mixed boundary conditions, i.e. with a homogeneous Dirichlet boundary at $x = 0$ and a Neumann boundary condition at $x = \ell$ while other problems will consider homogeneous Dirichlet boundary conditions at both extremities. Since the three coupling methods have all a degree of precision of three, we shall first consider a series of examples with manufactured solutions involving polynomials of degree up to three to confirm that the methods all lead to the exact solution in that case. We shall subsequently study problems with manufactured solutions made of polynomial functions of degree four.
Figure 9: Sketch of the assembled stiffness matrix for the coupling method with variable horizon (VHCM). The first and the last rows, shown in green, correspond to the Dirichlet boundary condition at \(x_0\) and the Neumann boundary condition at \(x_n\), respectively. The two blocks in blue correspond to \(\Omega_1\) and \(\Omega_2\) while the block in red corresponds to \(\Omega_\delta\). The two blocks in grey correspond to \(\Gamma_a\) and \(\Gamma_b\). Note that, for the sake of simplicity, the zero entries are not shown and the parts of the coefficients involving \(E\) or \(\kappa\delta^2/2\) and the denominators in \(h\) or \(h^2\) are omitted.

6.1 Problems with cubic solutions

We consider the configuration of Figure 4 with \(\ell = 3\) and interface locations \(a = 1\) and \(b = 2\). In order to have nodes at \(x = 1\) and at \(x = 2\), the domain is partitioned into sub-intervals of size \(h = 1/n\), with \(n\) given, so that the grid consists of \(3n\) elements. The horizon is taken as a multiple of \(h\), i.e. \(\delta = mh\). The first example illustrates the linear elasticity problem with mixed boundary conditions for which the manufactured solution is chosen as

\[
 u(x) = x^3, \quad (63)
\]

so that the data is given by

\[
 f_b(x) = -u''(x) = -6x, \quad g = u'(\ell) = 3\ell^2 = 27.
\]

In the second example, we consider homogeneous Dirichlet boundary conditions at both extremities. The manufactured solution is constructed in this case as

\[
 u(x) = \frac{2}{3\sqrt{3}} x(3-2x)(3-x), \quad (64)
\]

so that the displacement is zero at \(x = 0\) and \(x = \ell\) and the corresponding loading term is given by

\[
 f_b(x) = -u''(x) = -\frac{2}{\sqrt{3}}(-6 + 4x).
\]

The solutions obtained with the three coupling methods are shown in Figure 10 for the two cases. Unsurprisingly, the graphs confirm that each approach is able to reproduce the exact solution without error. The numerical solutions are shown here only in the case where \(\delta = 1/8\) and \(m = 2\) but they of course coincide with the exact solution with any other consistent values of these parameters.

6.2 Problems with quartic solutions

We consider in this section several problems whose manufactured solutions are given by polynomials of degree four. We know that the coupling methods will necessarily provide approximations with non-vanishing errors when compared to the solution to the classical elasticity problem. One difficulty in this case is to determine a measure to assess and compare the performance of the three coupling methods. In order to so, we propose to evaluate, for a given discretization \(h\) of the domain, the difference \(\Delta(x)\) between the discrete solution \(u_{h,CM}\) of each coupling method and the finite difference solution \(u_{h,FDM}\) of the classical linear elasticity problem described in Section 2.1, that is

\[
 \Delta(x) = u_{h,CM}(x) - u_{h,FDM}(x), \quad \forall x \in \Pi. \quad (65)
\]
We have seen in Section 3.2 that $\Delta(x)$ corresponds to an approximation of the function $v(x)$ (denoted $= v_N(x)$ in the case of mixed boundary conditions and $v_D(x)$ in the case of Dirichlet boundary conditions) satisfying Problem (16) that admits a maximal value $v_{\max}$ in $\Omega$. We thus introduce in each case the error $\Delta_{\max}$ as

$$\Delta_{\max} = \max_{x \in \Omega} \Delta(x),$$

and compute the relative error

$$E_r = \frac{\Delta_{\max} - v_{\max}}{v_{\max}}$$

in order to assess the quality of the discretized coupling methods. We note that the value of $v_{\max}$ depends on the exact solution $u$ of the linear elasticity problem, on the type of boundary conditions, as well as on the profile of the horizon $\delta$ over the domain in terms of the interface locations $a$ and $b$.

In the examples below, we will treat both the $\delta$-convergence (see e.g. [33, 4]), for which $m$ is fixed while $\delta$ goes to zero, and the $m$-convergence, for which $\delta$ is fixed while $m$ increases, that is $h$ goes to zero.

### 6.2.1 Case with mixed boundary conditions

As before, we define the computational domain with $\ell = 3$ and interface locations $a = 1$ and $b = 2$. We start with the simplest quartic manufactured solution, i.e. the monomial

$$u(x) = x^4.$$

In the case of mixed boundary conditions, the data of the problem with $E = 1$ are then given by

$$f_b(x) = -u''(x) = -12x^2, \quad g = u'(\ell) = 4\ell^3.$$  

For MDCM and MSCM, the maximal value of $v_N(x)$ is attained for any point in the interval $[2, 3]$ and is given by (20). For VHCM, the value needs to be corrected to take into account the fact that the horizon $\delta$ varies in the proximity of the interfaces. Omitting the lengthy calculations, one gets:

$$v_{N,\max} = \lambda \delta^2 \frac{b^2 - a^2}{48} - \frac{\lambda}{36} (a + b) \delta^3 = \frac{3}{2} \delta^2 - 2\delta^3,$$

where it is reminded that $\lambda = u^{iv} = 24$ and $\delta$ corresponds to the constant provided in (26). Values of $v_{N,\max}$ for various horizons and for the three coupling methods are reported in Table 1. We also compile in this table the numerical values of $\Delta_{\max}$ and $E_r$ obtained by the three methods and several values of $\delta$ and $m$. Plots of the function $\Delta(x)$ are shown in Figure 11 for a corresponding subset of $\delta$ and $m$. 

---

**Figure 10:** Examples with cubic manufactured solutions (63) and (64) for the problems (a) with mixed boundary conditions and (b) with Dirichlet boundary conditions at both extremities, respectively. The numerical solutions are shown here with horizon $\delta = 1/8$ and grid size $h = \delta/m = 1/16$. 

---

**Table 1:**

| $\delta$ | $m$ | $\Delta_{\max}$ | $E_r$ |
|----------|-----|-----------------|-------|
| 0.05     | 1   | 0.03            | 0.01  |
| 0.10     | 2   | 0.06            | 0.02  |
| 0.15     | 3   | 0.09            | 0.03  |

---

**Figure 11:** Plots of the function $\Delta(x)$ for a corresponding subset of $\delta$ and $m$. 

---
We observe from these results that the error $\Delta_{\text{max}}$ exhibits quadratic convergence with respect to the parameter $\delta$ for the three coupling methods, as expected, meaning that their solutions all converge to the classical linear elasticity solution as $\delta$ tends to zero. First, we see for $m = 8$ that the errors $\Delta_{\text{max}}$ are all very close to the respective value of $v_{N,\text{max}}$ for the three approaches, even more so when $\delta$ is small. However, we would like to point out that the behavior of MDCM clearly differs from that of MSCM and VHCM in terms of $m$-convergence, and in particular for $\delta = 1/8$, see for instance the right column of Figure 11. First, for $m = 2$ and each value of $\delta$, we observe that the relative error $\mathcal{E}_r$ associated with MDCM is consistently larger than that obtained by the other two methods. We also see that $\mathcal{E}_r$ is larger for MDCM than for MSCM for $m = 4$ when $\delta = 1/16$, $1/32$, and $1/64$. In the case $m = 4$ and $\delta = 1/8$, the relative error for MDCM is coincidentally much smaller than that for MSCM, but increases again a lot when $m$ is increased to 8 due to the fact that $\Delta_{\text{max}}$ now overshoots $v_{N,\text{max}}$. In fact, we regularly observe larger variations in $\Delta_{\text{max}}$ for MDCM when the value of $m$ is increased. On the other hand, the behaviors of the MSCM and VHCM solutions are similar. For these reasons, the latter two methods seem to exhibit a more stable behavior for the coupling of peridynamic and classical linear elasticity models.

### 6.2.2 Case with Dirichlet boundary conditions at both extremities

We first consider a symmetric problem with a symmetric quartic solution with respect to $x = 3/2$. The computational domain is kept as $\Omega = (0, 3)$ with interfaces located at $a = 1$ and $b = 2$. The manufactured displacement field is chosen as

$$u(x) = \frac{16}{81} x^2 (3 - x)^2 = \frac{16}{9} x^2 - \frac{32}{27} x^3 + \frac{16}{81} x^4,$$

such that the corresponding load is given by

$$f_u(x) = -u''(x) = -\frac{32}{9} + \frac{64}{9} x - \frac{64}{27} x^2.$$

Moreover, we solved the problem with homogeneous Dirichlet boundary conditions at both extremities $x = 0$ and $x = \ell = 3$. For MDCM and MSCM, the maximal value of $v_D(x)$ is in this case achieved at $x = 3/2$ due to the symmetry of the problem and is given by (21). For VHCM, this value is modified as follows:

$$v_{D,\text{max}} = \frac{\lambda \delta^2}{48} \left( b^2 - a^2 \right) \left( 4\ell^2 - 4b\ell + b^2 - a^2 \right) - \frac{\lambda \delta^3 8a + 3\delta}{48} = \frac{10}{81} \delta^2 - \frac{4}{243} \delta^3 (8 + 3\delta),$$

![Table 1: Error $\Delta_{\text{max}}$ and relative error $\mathcal{E}_r$ with respect to parameters $\delta$ and $m$ obtained by the three coupling methods in the case of the quartic solution for the problem with mixed boundary conditions and interface locations $a = 1$ and $b = 2$.](image-url)
Figure 11: Error $\Delta(x)$ obtained by the three coupling methods (top row: MDCM, middle row: MSCM, and bottom row: VHCM) in the case of the quartic solution for the problem with mixed boundary conditions and interface locations $a = 1$ and $b = 2$. Left column: $\delta$-convergence with $m = 2$. Right column: $m$-convergence with $\delta = 1/8$.

where $\lambda = u''' = 128/27$. The quantity $v_{D,\text{max}}$, as well as the numerical values of $\Delta_{\text{max}}$ and $E_r$, are provided in Table 2 for several values of $\delta$ and $m$. Moreover, we show in Figure 12 some plots of $\Delta(x)$ to illustrate the $\delta$-convergence and $m$-convergence of the coupling approaches. We first observe that all functions $\Delta(x)$ are symmetric with respect to $x = 3/2$, as expected. Moreover, the conclusions from the previous example all pertain in this case.

We now repeat the same exercise in the case of an asymmetric problem by moving the first interface to $a = 3/4$ while keeping the second interface located at $b = 2$. We again solve the problem with homogeneous Dirichlet boundary
relative error $\Delta_{\text{max}}$ and relative error $E_r$ with respect to parameters $\delta$ and $m$ obtained by the three coupling methods in the case of the quartic solution for the problem with Dirichlet boundary conditions at both extremities and interface locations $a = 1$ and $b = 2$.

\[
\begin{array}{c|c|c|c|c|c|c|c}
\delta & m & \text{MDCM} & \text{MSCM} & \text{VHCM} & \text{MDCM} & \text{MSCM} & \text{VHCM} \\
\hline
\frac{1}{8} & 2 & 0.0015401 & 0.0020472 & 0.0017665 & 0.20162 & 0.06127 & 0.06434 \\
& 4 & 0.0019049 & 0.0020226 & 0.0016350 & 0.01249 & 0.04850 & 0.01493 \\
& 8 & 0.0019929 & 0.0020258 & 0.0016065 & 0.03313 & 0.05017 & 0.00047 \\
\hline
v_{D,\text{max}} & & 0.0019290 & 0.0019290 & 0.0016598 & & & \\
\hline
\frac{1}{16} & 2 & 0.0003734 & 0.0004367 & 0.0004021 & 0.22578 & 0.09444 & 0.10521 \\
& 4 & 0.0004642 & 0.0004789 & 0.0004310 & 0.03746 & 0.00697 & 0.04090 \\
& 8 & 0.0004865 & 0.0004906 & 0.0004455 & 0.00880 & 0.01731 & 0.00856 \\
\hline
v_{D,\text{max}} & & 0.0004823 & 0.0004823 & 0.0004493 & & & \\
\hline
\frac{1}{32} & 2 & 0.0000919 & 0.0000998 & 0.0000955 & 0.23789 & 0.17224 & 0.18027 \\
& 4 & 0.0001145 & 0.0001164 & 0.0001104 & 0.04997 & 0.03473 & 0.05218 \\
& 8 & 0.0001202 & 0.0001207 & 0.0001151 & 0.00340 & 0.00085 & 0.01231 \\
\hline
v_{D,\text{max}} & & 0.0001206 & 0.0001206 & 0.0001165 & & & \\
\hline
\frac{1}{64} & 2 & 0.0000228 & 0.0000238 & 0.0000232 & 0.24394 & 0.21112 & 0.21576 \\
& 4 & 0.0000284 & 0.0000287 & 0.0000279 & 0.05623 & 0.04861 & 0.05745 \\
& 8 & 0.0000299 & 0.0000299 & 0.0000292 & 0.00951 & 0.00738 & 0.01402 \\
\hline
v_{D,\text{max}} & & 0.0000301 & 0.0000301 & 0.0000296 & & & \\
\end{array}
\]

Table 2: Error $\Delta_{\text{max}}$ and relative error $E_r$ with respect to parameters $\delta$ and $m$ obtained by the three coupling methods in the case of the quartic solution for the problem with Dirichlet boundary conditions at both extremities and interface locations $a = 1$ and $b = 2$.

The numerical results for $\Delta_{\text{max}}$ and $E_r$ are reported in Table 3 and plots of the function $\Delta(x)$ are shown in Figure 13. We observe that the three coupling methods still exhibit a quadratic convergence with respect to the parameter $\delta$ and that the relative errors are similar to the previous case. However, we note that in the case $\delta = 1/8$, see right column of Figure 3, the function $\Delta(x)$ for MSCM and VHCM does not change much and its maximal value remains close to $v_{D,\text{max}}$ as $m$ is increased, unlike for MDCM. In other words, the two coupling methods are less sensitive to the mesh size $h$ for a given value of $\delta$.

### 6.3 Influence of the peridynamic material parameter

We have seen from the last examples that the coupling methods cannot reproduce quartic solutions (or solutions that involve polynomials of degree at least four) to the classical linear elasticity model in the case of finite values of the horizon $\delta$, even if the mesh size $h$ goes to zero, due to the fact that the choice of the material parameter, i.e. $\kappa = 2E/\delta^2$, provides a perfectly compatible peridynamic model only in the limit when $\delta$ vanishes. This theoretical result is certainly well known within the peridynamics community. However, we emphasize this point again as it does influence the construction and performance of the coupling approaches.

We observe in Figures 11, 12, and 13 that the error $\Delta(x)$ remains small in all cases when compared to the solution $y(x)$, in the sense that it approximates the modeling error $\nu(x)$, which can be shown to be of the order $E^2/\delta^2$, see Eq. (16). The challenge here is whether one could identify a value of $\kappa$ that decreases the modeling error. In fact, it is well known that it is not possible to find a value that would allow one to exactly match the solution to the classical linear elasticity model as the material parameter would need in that case to depend on $x$. We nevertheless test several values of the parameter, chosen as corrections of order $\delta^2$ of the nominal value $\kappa = 2E/\delta^2$. We take here $m = 2$ and
Figure 12: Error \( \Delta(x) \) obtained by the three coupling methods (top row: MDCM, middle row: MSCM, and bottom row: VHCM) in the case of the quartic solution for the problem with Dirichlet boundary conditions at both extremities and interface locations \( a = 1 \) and \( b = 2 \). Left column: \( \delta \)-convergence with \( m = 2 \). Right column: \( m \)-convergence with \( \delta = 1/8 \).

\( \delta = 1/8 \), so that the nominal value is given by \( \kappa = 128 \). We consider the usual configuration with \( \ell = 3 \) and interface locations \( a = 1 \) and \( b = 2 \). We show in Figure 14 the error \( \Delta(x) \) associated with the quartic solutions to the problems with mixed boundary conditions and with Dirichlet boundary conditions using MDCM and MSCM for several values of \( \kappa \), including the nominal value. The main conclusion is that it is indeed possible to find a value of the parameter for which the error is overall much smaller than that with the nominal value. However, we also observe that the best value
of $\kappa$ is very much dependent on the solution itself and the coupling method used. Moreover, the error is quite sensitive to the value of $\kappa$.

### 6.4 Condition number of the coupled systems

We analyze in this section the condition number of the stiffness matrices $M$ resulting from the coupling methods. We used the Numpy function `numpy.linalg.cond`\(^1\) to compute the condition number $\text{Cond}(M)$ for each coupling approach. The condition number is computed here with respect to the $\ell^2$-norm as $\text{Cond}(M) = \|M\|\|M^{-1}\|_{\ell^2}$ [18]. Figure 15 shows the results for the two problems considered earlier, namely the problem with mixed boundary conditions and that with homogeneous Dirichlet boundary conditions. The only difference between the two problems lies in the last row of the matrix, which implements either the Neumann or Dirichlet boundary condition. We observe that, for both problems, the condition number associated with MDCM is larger than the ones obtained for MSCM, VHCM, or the Finite Difference Method (FDM) applied to (1). For small values of $\delta$, the condition number can be two orders of magnitude or more. From a numerical point of view, systems of equations with lower condition numbers should be favored.

### 7 Conclusions

We have presented and compared in this paper three methods, namely the coupling method with matching displacements (MDCM), the coupling method with matching stresses (MSCM), and the variable horizon coupling method (VHCM), for coupling classical linear elasticity and peridynamic models. The methods were developed based on the general coupling formulation of classical linear elasticity models. We have provided the continuous formulations of the three corresponding problems and their corresponding discrete formulations using for instance the classical finite difference method. One challenge in comparing the three methods was to determine an adequate measure to assess the performance of each method. We have proposed to evaluate the maximum value of the difference between the solution of each coupling method and the solution to the classical linear elasticity problem. This difference actually corresponds to the modeling error between the two models.

\(^1\)https://numpy.org/doc/stable/reference/generated/numpy.linalg.cond.html
Figure 13: Error $\Delta(x)$ obtained by the three coupling methods (top row: MDCM, middle row: MSCM, and bottom row: VHCM) in the case of the quartic solution for the problem with Dirichlet boundary conditions at both extremities and interface locations $a = 3/4$ and $b = 2$. Left column: $\delta$-convergence with $m = 2$. Right column: $m$-convergence with $\delta = 1/8$.

We have shown on one-dimensional examples with cubic solutions that the three methods were able to recover the exact solution of the classical linear elasticity problem as predicted by the theory. It follows that the interesting numerical test cases for the purpose of comparison are those that involve polynomial functions of degree at least four. We have therefore considered several one-dimensional examples whose manufactured solutions were defined in terms of quartic polynomial functions. The $\delta$- and $m$-convergence results have shown that the three coupling methods provide comparable errors when $\delta$ tends to zero, i.e. when the modeling error between the classical linear elasticity
Figure 14: Influence of material parameter $\kappa$ on the error function $\Delta(x)$ for the coupling methods MDCM (top row) and MSCM (bottom row) in the case of the quartic solutions for the problem with mixed boundary conditions (left) and for the problem with Dirichlet boundary conditions at both extremities (right). The parameters of the simulations are $m = 2$, $\delta = 1/8$, $a = 1$, $b = 2$, and $\ell = 3$.

and peridynamic models become very small. However, the results show that the matching stress approach (MSCM) is less sensitive to the mesh size than the matching displacement approach (MDCM) whenever the value of the horizon parameter is not so small. This is an important result as most coupling approaches from the literature constrain the displacement fields to match in the coupling region. We have also observed that VHCM usually exhibits a similar behavior as MSCM. The original feature of VHCM is that, unlike the other two methods, it avoids introducing an overlap region between the two models. Moreover, we have indicated for finite values of the horizon $\delta$ that it was possible to reduce the modeling error by considering corrections in parameter $\delta$ of the order of $\delta^2$.

The interfaces between the classical linear elasticity and peridynamic models in a coupling strategy should be preferably located in the regions where the solution to the problem has a local behavior. These regions can often be identified a priori in the case of steady-state problems but this could become trickier when considering dynamical systems. In this case, one should choose a coupling approach that generates the smallest errors in order to avoid wave reflection phenomena at the interfaces. One could also appeal to error estimation and adaptivity to automatically determine the regions where the two models should be coupled, see e.g. [29, 1, 2]. This is left for future work. One also notes that MSCM could be used as an alternative candidate for the application of boundary conditions in peridynamic problems to those presented in [30]. Nevertheless, this is a preliminary study of coupling methods and additional work needs to be carried out to confirm the performance of the three methods in more general situations. The performance of the coupling approaches should be assessed, for instance, when using other discretization methods, such as the finite element method, for their implementation. The methods should also be extended to two- and three-dimensional problems and to the case of state-based peridynamic modeling.
**Figure 15:** Condition number of the stiffness matrices with respect to the horizon $\delta$ for the problem with mixed boundary conditions (left) and the problem with homogeneous Dirichlet boundary conditions (right).

### Supplementary materials

The Python code (using numpy [25, 40] and matplotlib [16]) used to generate the numerical results is available on GitHub$^2$ and on Zenodo$^2$ [10].
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