A saturation phenomenon for a nonlinear nonlocal eigenvalue problem
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Given $1 \leq q \leq 2$ and $\alpha \in \mathbb{R}$, we study the properties of the solutions of the minimum problem

$$\lambda(\alpha, q) = \min \left\{ \frac{\int_{-1}^{1} |u'|^2 \, dx + \alpha \left| \int_{-1}^{1} |u|^{q-1} u \, dx \right|^{\frac{2}{q}}}{\int_{-1}^{1} |u|^2 \, dx}, u \in H_0^1(-1, 1), u \neq 0 \right\}.$$ 

In particular, depending on $\alpha$ and $q$, we show that the minimizers have constant sign up to a critical value of $\alpha = \alpha_q$, and when $\alpha > \alpha_q$ the minimizers are odd.

MSC: 49R50, 26D10

1 INTRODUCTION

In this paper we consider the following problem:

$$\lambda(\alpha, q) = \inf \{ Q[u, \alpha], \ u \in H_0^1(-1, 1), u \neq 0 \},$$

where $\alpha \in \mathbb{R}$, $1 \leq q \leq 2$ and

$$Q[u, \alpha] := \frac{\int_{-1}^{1} |u'|^2 \, dx + \alpha \left| \int_{-1}^{1} |u|^{q-1} u \, dx \right|^{\frac{2}{q}}}{\int_{-1}^{1} |u|^2 \, dx}.$$ 

Let us observe that $\lambda(\alpha, q)$ is the optimal value in the inequality

$$\lambda(\alpha, q) \int_{-1}^{1} |u|^2 \, dx \leq \int_{-1}^{1} |u'|^2 \, dx + \alpha \left| \int_{-1}^{1} |u|^{q-1} u \, dx \right|^{\frac{2}{q}}.$$ 
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which holds for any \( u \in H^1_0(-1, 1) \). Moreover, in the local case (\( \alpha = 0 \)), this inequality reduces to the classical one-dimensional Poincaré inequality; in particular,

\[
\lambda(0, q) = \frac{\pi^2}{4}
\]

for any \( q \).

The minimization problem (1) leads, in general, to a nonlinear nonlocal eigenvalue problem. Indeed, supposing \( \int_{-1}^{1} y|y|^{q-1} \, dx \geq 0 \), the associated Euler-Lagrange equation is

\[
\begin{cases}
-y'' + \alpha \left( \int_{-1}^{1} y|y|^{q-1} \, dx \right)^{\frac{q-1}{2}} |y|^{q-1} = \lambda(\alpha, q) y & \text{in } ]-1, 1[ \\
y(-1) = y(1) = 0
\end{cases}
\]

(see Section 2 for its precise statement).

This kind of nonlocal problems, in the one dimensional case, as in the multidimensional one, have been studied by several authors in many contexts, as, for example, reaction-diffusion equations describing chemical processes (see [F2], [S]) or Brownian motion with random jumps (see [P]). Other results can be found, for example, in [AB], [BCGM], [BFNT], [D], [F1], [Pi].

The purpose of this paper is to study some properties of \( \lambda(\alpha, q) \). In particular, depending on \( \alpha \) and \( q \), we aim to prove symmetry results for the minimizers of (1).

Under this point of view, in the multidimensional case (\( N \geq 2 \)) the problem has been settled out in [BFNT] (when \( q = 1 \)) and in [D] (when \( q = 2 \)).

Our main result is stated in Theorem 1.1 below. In particular, the nonlocal term affects the minimizer of problem (1) in the sense that it has constant sign up to a critical value of \( \alpha \) and, for \( \alpha \) larger than the critical value, it has to change sign, and a saturation effect occurs.

**Theorem 1.1.** Let \( 1 \leq q \leq 2 \). There exists a positive number \( \alpha_q \) such that:

1. If \( \alpha < \alpha_q \), then

\[
\lambda(\alpha, q) < \frac{\pi^2}{4},
\]

and any minimizer \( y \) of \( \lambda(\alpha, q) \) has constant sign in \( ]-1, 1[ \).

2. If \( \alpha \geq \alpha_q \), then

\[
\lambda(\alpha, q) = \frac{\pi^2}{4}.
\]

Moreover, if \( \alpha > \alpha_q \), the function \( y(x) = \sin \pi x, x \in [-1, 1] \), is the only minimizer, up to a multiplicative constant, of \( \lambda(\alpha, q) \). Hence it is odd, \( \int_{-1}^{1} |y(x)|^{q-1} y(x) \, dx = 0 \), and \( \pi = 0 \) is the only point in \( ]-1, 1[ \) such that \( y(\pi) = 0 \).

Some additional informations are given in the next result.

**Theorem 1.2.** The following facts hold.

1. For \( q = 1 \), then \( \alpha_1 = \frac{\pi^2}{4} \). Moreover, if \( \alpha = \alpha_1 \), there exists a positive minimizer of \( \lambda(\alpha_1, 1) \), and for any \( \pi \in ]-1, 1[ \) there exists a minimizer \( y \) of \( \lambda(\alpha_1, 1) \) which changes sign in \( \pi \), non-symmetric and with \( \int_{-1}^{1} y(x) \, dx \neq 0 \) when \( \pi \neq 0 \).
2. If $1 < q \leq 2$ and $\alpha = \alpha_q$, then $\lambda(\alpha_q, q)$ in $[-1, 1]$ admits both a positive minimizer and the minimizer $y(x) = \sin \pi x$, up to a multiplicative constant. Hence, any minimizer has constant sign or it is odd.

3. If $q = 2$, then $\alpha_2 = \frac{3}{4} \pi^2$.

Let us observe that, for any $\alpha \in \mathbb{R}$, it holds that

$$\lambda(\alpha, q) \leq \Lambda_q = \pi^2,$$

where

$$\Lambda_q := \min \left\{ \int_{-1}^{1} |u'|^2 \, dx \div \int_{-1}^{1} |u|^2 \, dx, \quad u \in H^1_0(-1, 1), \quad \int_{-1}^{1} |u|^{q-1} u \, dx = 0, \quad u \neq 0 \right\}. \quad (4)$$

It is known that, when $q \in [1, 2]$, then $\Lambda_q = \Lambda_1 = \pi^2$, and the minimizer of (4) is, up to a multiplicative constant, $y(x) = \sin \pi x, x \in [-1, 1]$ (see for example [CD]).

Problems with prescribed averages of $u$ and boundary value conditions have been studied in several papers. We refer the reader, for example, to [BK, BKN, CD, E, EK, GN, N1]. In recent literature, also the multidimensional case has been addressed (see, for example [BDNT], [FH], [CHP1, CHP2], [N2]).

**Remark 1.3.** If the interval of integration is $[a, b]$ instead of $[-1, 1]$, then

$$\lambda(\alpha, q; [a, b]) = \left( \frac{2}{b - a} \right)^2 \cdot \lambda \left( \frac{b - a}{2} \right)^{1 + \frac{2}{q}} \lambda(\alpha, q).$$

The outline of the paper follows. In Section 2 we show some properties of $\lambda(\alpha, q)$, while in Section 3 we study the behavior of changing-sign minimizers. Finally, in Section 4 we give the proof of the main results.

# 2 SOME PROPERTIES OF THE FIRST EIGENVALUE

Let us observe that if $y$ is a minimizer in (1), then is not restrictive to suppose that $\int_{-1}^{1} |y|^{q-1} y \, dx \geq 0$. From now on, we assume that this condition is satisfied by the minimizers.

**Proposition 2.1.** Let $1 \leq q \leq 2$ and $\alpha \in \mathbb{R}$. The following properties of $\lambda(\alpha, q)$ hold.

(a) Problem (1) admits a minimizer.

(b) Any minimizer $y$ of (1) satisfies the following boundary value problem

$$\begin{cases} -y'' + \alpha \gamma |y|^{q-1} = \lambda(\alpha, q) y & \text{in } [-1, 1[ \\ y(-1) = y(1) = 0, \end{cases}$$

where

$$\gamma = \begin{cases} 0 & \text{if both } q = 2 \text{ and } \int_{-1}^{1} y |y| \, dx = 0, \\ \left( \int_{-1}^{1} y |y|^{q-1} \, dx \right)^{\frac{2}{q}} & \text{otherwise.} \end{cases}$$

Moreover, $y \in C^2(-1, 1)$. 


(c) For any \( q \in [1, 2] \), the function \( \lambda(\cdot, q) \) is Lipschitz continuous and non-decreasing with respect to \( \alpha \in \mathbb{R} \).

(d) If \( \alpha \leq 0 \), the minimizers of (1) do not change sign in \([-1, 1]\). In addition,

\[
\lim_{\alpha \to -\infty} \lambda(\alpha, q) = -\infty.
\]

(e) As \( \alpha \rightarrow +\infty \), we have that \( \lambda(\alpha, q) \rightarrow \Lambda_q = \pi^2 \).

Proof. The existence of a minimizer follows immediately by the standard methods of Calculus of Variations. Furthermore, any minimizer satisfies (5). In particular, let us explicitly observe that if \( 1 \leq q \leq 2 \) and there exists a minimizer \( y \) of \( \lambda(\alpha, q) \) such that \( \int_{-1}^{1} |y|^{q-1} y \, dx = 0 \), then it holds that \( \gamma = 0 \) in (5). Indeed, in such a case \( y \) is a minimizer also of the problem (4), whose Euler-Lagrange equation is (see [CD])

\[
\begin{cases}
-\gamma'' = \lambda(\alpha, q) y & \text{in } ]-1, 1[, \\
y(-1) = y(1) = 0.
\end{cases}
\]

From (5) immediately follows that any minimizer \( y \) is \( C^2(-1, 1) \). Hence (a)-(b) have been proved.

In order to get property (c), we stress that for all \( \varepsilon > 0 \), by Hölder inequality, it holds

\[
Q[u, \alpha + \varepsilon] \leq Q[u, \alpha] + \varepsilon \frac{\left( \int_{-1}^{1} |u|^q \, dx \right)^{2/q}}{\int_{-1}^{1} u^2 \, dx} \leq Q[u, \alpha] + 2^{\frac{2-q}{q}} \varepsilon, \quad \forall \varepsilon > 0.
\]

Therefore the following chain of inequalities

\[
Q[u, \alpha] \leq Q[u, \alpha + \varepsilon] \leq Q[u, \alpha] + 2^{\frac{2-q}{q}} \varepsilon, \quad \forall \varepsilon > 0,
\]

implies, taking the minimum as \( u \in H^1_0(-1, 1) \), that

\[
\lambda(\alpha, q) \leq \lambda(\alpha + \varepsilon, q) \leq \lambda(\alpha, q) + 2^{\frac{2-q}{q}} \varepsilon, \quad \forall \varepsilon > 0,
\]

that proves (c).

If \( \alpha < 0 \), then

\[
Q[u, \alpha] \geq Q[|u|, \alpha],
\]

with equality if and only if \( u \geq 0 \) or \( u \leq 0 \). Hence any minimizer has constant sign in \([-1, 1]\). Finally, it is clear from the definition that \( \lim_{\alpha \to -\infty} \lambda(\alpha, q) = -\infty \). Indeed, by fixing a positive test function \( \varphi \) we get

\[
\lambda(\alpha, q) \leq Q[\varphi, \alpha].
\]

Being \( \varphi > 0 \) in \([-1, 1]\), then \( Q[\varphi, \alpha] \to -\infty \) as \( \alpha \to -\infty \), and the proof of (d) is completed.

In order to show (e), we recall that \( \lambda(\alpha, q) \leq \Lambda_q = \pi^2 \).
Let \( \alpha_k \geq 0, k_\alpha \in \mathbb{N} \), be a positively divergent sequence. For any \( k \), consider a minimizer \( y_k \in W^{1,2}_0 \) of (i) such that \( \|y_k\|_{L^2} = 1 \). We have that

\[
\lambda(\alpha_k, q) = \int_{-1}^{1} |y_k'|^2 \, dx + \alpha_k \left( \int_{-1}^{1} y_k |y_k|^{q-1} \, dx \right)^{\frac{2}{q}} \leq \Lambda_q.
\]

Then \( y_k \) converges (up to a subsequence) to a function \( y \in H^1_0 \), strongly in \( L^2 \) and weakly in \( H^1_0 \). Moreover \( \|y\|_{L^2} = 1 \) and

\[
\left( \int_{-1}^{1} y_k |y_k|^{q-1} \, dx \right)^{\frac{2}{q}} \leq \frac{\Lambda_q}{\alpha_k} \to 0 \quad \text{as } k \to +\infty
\]

which gives that \( \int_{\Omega} |y|^{q-1} \, dx = 0 \). On the other hand the weak convergence in \( H^1_0 \) implies that

\[
\int_{-1}^{1} |y'|^2 \, dx \leq \liminf_{k \to \infty} \int_{-1}^{1} |y_k'|^2 \, dx.
\]

By definitions of \( \Lambda_q \) and \( \lambda(\alpha, q) \), and by (6) we have

\[
\Lambda_q \leq \int_{-1}^{1} |y'|^2 \, dx \leq \liminf_{k \to \infty} \left[ \int_{-1}^{1} |y_k'|^2 \, dx + \alpha_k \left( \int_{-1}^{1} y_k |y_k|^{q-1} \, dx \right)^\frac{2}{q} \right]
\]

\[
 \leq \lim_{k \to \infty} \lambda(\alpha_k, q) \leq \Lambda_q.
\]

and the result follows.

\[\square\]

Remark 2.2. If \( \lambda(\alpha, q) = 0 \), then

\[
-\alpha = \min_{w \in H^1_0(-1,1)} \frac{\int_{-1}^{1} |w'|^2 \, dx}{\left( \int_{-1}^{1} |w|^q \, dx \right)^{\frac{2}{q}}}. \tag{7}
\]

Indeed, if \( \lambda(\alpha, q) = 0 \) then necessarily \( \alpha < 0 \) and the minimizers of (i) have constant sign. Let \( y \geq 0 \) be a minimizer of (i), by definition we have

\[
0 = \lambda(\alpha, q) = \frac{\int_{-1}^{1} |y'|^2 \, dx + \alpha \left( \int_{-1}^{1} y^q \, dx \right)^{\frac{2}{q}}}{\int_{-1}^{1} y^2 \, dx}
\]

and hence

\[
-\alpha = \frac{\int_{-1}^{1} |y'|^2 \, dx}{\left( \int_{-1}^{1} y^q \, dx \right)^{\frac{2}{q}}}. \tag{8}
\]
If we denote by $v$ a minimizer of problem (7), we have
\[
0 \leq \int_{-1}^{1} |v'|^2 \, dx + \alpha \left( \int_{-1}^{1} |v|^q \, dx \right)^{2/q}
\]
and therefore
\[
-\alpha \leq \frac{\int_{-1}^{1} |v'|^2 \, dx}{\left( \int_{-1}^{1} |v|^q \, dx \right)^{2/q}} = \min_{w \in H^1_{0}(-1,1)} \frac{\int_{-1}^{1} |w'|^2 \, dx}{\left( \int_{-1}^{1} |w|^q \, dx \right)^{2/q}}.
\]
From (8) the result follows.

3 Changing-Sign Minimizers

We first analyze the behavior of the minimizers of (1), by assuming that they have to change sign in $]-1,1[$. In this case, by Proposition 2.1 (d), we may suppose that $\alpha > 0$. Moreover, due the homogeneity of the problem, in all the section we will assume also that
\[
\max_{[-1,1]} y(x) = 1, \quad \min_{[-1,1]} y(x) = -\bar{m}, \quad \bar{m} \in [0,1].
\]
It is always possible to reduce to this condition, by multiplying the solution by a constant if necessary.

We split the list of the main properties in two propositions.

**Proposition 3.1.** Let $1 \leq q \leq 2$ and suppose that, for some $\alpha > 0$, $\lambda(\alpha, q)$ admits a minimizer $y$ that changes sign in $[-1,1]$. Then the following properties hold.

(a1) The minimizer $y$ has in $]-1,1[$ exactly one maximum point, $\eta_M$, with $y(\eta_M) = 1$, and exactly one minimum point, $\eta_{\bar{m}}$, with $y(\eta_{\bar{m}}) = -\bar{m}$.

(b1) If $y_+ \geq 0$ and $y_- \leq 0$ are, respectively, the positive and negative part of $y$, then $y_+$ and $y_-$ are, respectively, symmetric about $x = \eta_M$ and $x = \eta_{\bar{m}}$.

(c1) There exists a unique zero of $y$ in $]-1,1[$.

(d1) In the minimum value $\bar{m}$ of $y$, it holds that
\[
\lambda(\alpha, q) = H(\bar{m}, q)^2,
\]
where $H(m, q), (m, q) \in [0,1] \times [1,2]$, is the function defined as
\[
H(m, q) := \int_{-m}^{1} \frac{dy}{\sqrt{1 - z(m, q)(1 - |y|^{q-1}|y| - y^2}} = \int_{0}^{1} \frac{dy}{\sqrt{1 - z(m, q)(1 - y^q) - y^2}} + \int_{0}^{1} \frac{m dy}{\sqrt{1 - z(m, q)(1 + m^q y^q) - m^2 y^2}}
\]
and $z(m, q) = \frac{1 - m^2}{1 + m^q}$.
Proposition 3.2. Let us suppose that, for some \( \alpha > 0 \), \( \lambda(\alpha, q) \) admits a minimizer \( y \) that changes sign in \([-1, 1]\). Then the following properties holds.

(a2) If \( 1 \leq q \leq 2 \), then
\[
\lambda(\alpha, q) = \lambda^T = \pi^2.
\]

(b2) If \( 1 < q < 2 \), then
\[
\int_{-1}^{1} |y|^{q-1} y \, dx = 0. \tag{9}
\]

(c2) If \( 1 < q < 2 \) and (9) holds, then \( y(x) = C \sin \pi x \), with \( C \in \mathbb{R} \setminus \{0\} \). Hence the only point in \([-1, 1]\) where \( y \) vanishes is \( x = 0 \).

Proof of Proposition 3.1. First of all, if \( y \) is a minimizer of (1) which changes sign, let us consider \( \eta_M, \eta_m \) in \([-1, 1]\) such that \( y(\eta_M) = 1 = \max_{[-1, 1]} y \), and \( y(\eta_m) = -\bar{m} = \min_{[-1, 1]} y \), with \( \bar{m} \in [0, 1] \). For the sake of simplicity, we will write \( \lambda = \lambda(\alpha, q) \). Multiplying the equation in (5) by \( y' \) and integrating we get
\[
\frac{y'^2}{2} + \lambda \frac{y^2}{2} = \frac{\alpha y}{q} |y|^{q-1} y + c \quad \text{in } [-1, 1], \tag{10}
\]
for a suitable constant \( c \). Being \( y'(\eta_M) = 0 \) and \( y(\eta_M) = 1 \), we have
\[
c = \frac{\lambda}{2} - \frac{\alpha}{q} y'. \tag{11}
\]
Moreover, \( y'(\eta_m) = 0 \) and \( y(\eta_m) \) give also that
\[
c = \frac{\lambda \bar{m}^2}{2} + \frac{\alpha}{q} \bar{m} q y. \tag{12}
\]
Joining (11) and (12), we obtain
\[
\begin{aligned}
\gamma &= \frac{q \lambda}{2} z(\bar{m}, q) \\
c &= \frac{\lambda}{2} t(\bar{m}, q)
\end{aligned} \tag{13}
\]
where
\[
z(m, q) = \frac{1 - m^2}{1 + m^q} \quad \text{and} \quad t(m, q) = \frac{m^2 + m^q}{1 + m^q} = 1 - z(m, q).
\]
Then (10) can be written as
\[
\frac{y'^2}{2} + \lambda \frac{y^2}{2} = \frac{\lambda}{2} z(\bar{m}, q) |y|^{q-1} y + \frac{\lambda}{2} t(\bar{m}, q) \quad \text{in } [-1, 1]. \tag{14}
\]
Therefore we have
\[
(y')^2 = \lambda [1 - z(\bar{m}, q) (1 - |y|^{q-1} y - y^2)] \quad \text{in } [-1, 1]. \tag{15}
\]
First of all, it is easy to see that the number of zeros of \( y \) has to be finite. Let
\[-1 = \zeta_1 < \ldots < \zeta_j < \zeta_{j+1} < \ldots < \zeta_n = 1 \]
be the zeros of \( y \).
As observed in [CD], it is easy to show that
\[ y'(x) = 0 \iff y(x) = -m \text{ or } y(x) = 1. \tag{16} \]
This implies that \( y \) has no other local minima or maxima in \(-1, 1\[, and in any interval \([\zeta_j, \zeta_{j+1}]\) where \( y > 0 \) there is a unique maximum point, and in any interval \([\zeta_j, \zeta_{j+1}]\) where \( y < 0 \) there is a unique minimum point.

To prove (16), let
\[ g(Y) = 1 - z(m, q)(1 - |Y|^{q-1}Y) - Y^2, \quad Y \in [-\bar{m}, 1]. \]

So we have
\[ (y')^2 = \lambda g(y). \tag{17} \]

Observe that \( g(-\bar{m}) = g(1) = 0 \). Being \( q < 2 \), it holds that \( g'(\bar{Y}) = 0 \) implies \( g(\bar{Y}) > 0 \). Hence, \( g \) does not vanish in \(-\bar{m}, 1\[. By (17), it holds that \( y'(x) \neq 0 \) if \( y(x) \neq 1 \) and \( y(x) \neq -\bar{m} \).

Now, adapting an argument contained in [DGS, Lemma 2.6], the following three claims below allow to complete the proof of (a1), (b1) and (c1).

**Claim 1:** in any interval \([\zeta_j, \zeta_{j+1}]\) given by two subsequent zeros of \( y \) and in which \( y = y^+ > 0 \), has the same length; in any of such intervals, \( y^+ \) is symmetric about \( x = \frac{\zeta_j + \zeta_{j+1}}{2} \).

**Claim 2:** in any interval \([\zeta_j, \zeta_{j+1}]\) given by two subsequent zeros of \( y \) and in which \( y = y^- < 0 \) has the same length; in any of such intervals, \( y^- \) is symmetric about \( x = \frac{\zeta_j + \zeta_{j+1}}{2} \).

**Claim 3:** there is a unique zero of \( y \) in \(-1, 1\[.

Then, \( y \) admits a unique maximum point and a unique minimum point in \(-1, 1\[, and the positive and negative parts are symmetric with respect to \( x = \eta_M \) and \( x = \eta_m \), respectively.

In order to get claims 1 and 2, To fix the ideas, let us assume that \( y > 0 \) in \([\zeta_{2k-1}, \zeta_{2k}]\[, and \( y < 0 \) in \([\zeta_{2k}, \zeta_{2k+1}]\[. If this is not the case, the procedure is analogous.

Let us consider \( y = y_+ > 0 \) in \([\zeta_{2k-1}, \zeta_{2k}]\[, and denote by \( \eta_{2k-1} \) the unique maximum point in such interval. Then by (15), integrating between \( \zeta_{2k-1} \) and \( \eta_{2k-1} \) we have
\[ \int_0^1 \frac{dy}{\sqrt{1 - z(m, q)(1 - y^q) - y^2}} = (\eta_{2k-1} - \zeta_{2k-1}) \sqrt{\lambda}. \]

Similarly, integrating between \( \eta_{2k-1} \) and \( \zeta_{2k} \), it holds
\[ \int_0^1 \frac{dy}{\sqrt{1 - z(m, q)(1 - y^q) - y^2}} = (\zeta_{2k} - \eta_{2k-1}) \sqrt{\lambda}. \]

Hence
\[ \zeta_{2k} - \zeta_{2k-1} = \frac{1}{\sqrt{\lambda}} \int_0^1 \frac{dy}{\sqrt{1 - z(m, q)(1 - y^q) - y^2}}, \quad \text{and} \quad \eta_{2k-1} = \frac{\zeta_{2k-1} + \zeta_{2k}}{2}. \]
Similarly, consider that in \( [\zeta_{2k}, \zeta_{2k+1}] \) it holds \( y = y_+ < 0 \), and \( y(\eta_{2k}) = -m \). By (15), integrating between \( \zeta_{2k} \) and \( \eta_{2k} \) we have

\[
\int_0^m \frac{dy}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}} = (\eta_{2k} - \zeta_{2k}) \sqrt{\lambda},
\]

and then between \( \eta_{2k} \) and \( \zeta_{2k+1} \), it holds

\[
\int_0^m \frac{dy}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}} = (\zeta_{2k+1} - \eta_{2k}) \sqrt{\lambda}.
\]

Hence

\[
\zeta_{2k+1} - \zeta_{2k} = \frac{1}{\sqrt{\lambda}} \int_0^m \frac{dy}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}}, \quad \text{and} \quad \eta_{2k} = \frac{\zeta_{2k} + \zeta_{2k+1}}{2}.
\]

Resuming, we have that any interval given by two subsequent zeros of \( y \) and in which \( y = y_+ > 0 \), has the same length. Similarly, any interval given by two subsequent zeros of \( y \) and in which \( y = y_- < 0 \), has the same length.

Now, again from (15), if \( x \in [\zeta_{2k-1}, \zeta_{2k-1}] \) it holds

\[
\int_0^{y(x)} \frac{dy}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}} = (x - \zeta_{2k-1}) \sqrt{\lambda}, \tag{18}
\]

and, if \( t \in [\eta_{2k-1}, \zeta_{2k}] \), then

\[
-\int_0^{y(t)} \frac{dy}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}} = (t - \zeta_{2k}) \sqrt{\lambda}.
\]

On the other hand, by choosing \( t = \zeta_{2k-1} + \zeta_{2k} - x \in [\eta_{2k-1}, \zeta_{2k}] \) it holds

\[
-(x - \zeta_{2k-1}) \sqrt{\lambda} = (t - \zeta_{2k}) \sqrt{\lambda} = -\int_0^{y(t)} \frac{dy}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}}.
\]

From (18) we deduce that \( y(x) = y(t) \), hence \( y \) is symmetric about \( x = \eta_{2k-1} \) in the interval \( [\zeta_{2k-1}, \zeta_{2k}] \).

In the same way, \( y \) is symmetric about \( x = \eta_{2k} \) in the interval \( [\zeta_{2k}, \zeta_{2k+1}] \).

Now we show that the number of the zeros of \( y \) is odd. Let us observe that

\[
A_+ := \int_{\zeta_{2k}}^{\zeta_{2k+1}} y^q dx \geq \int_{\zeta_{2k}}^{\zeta_{2k+1}} (-y)^q dx =: A_-.
\]

Indeed, multiplying (15) by \(|y(x)|^q\) and using the symmetry properties of \( y \) we have

\[
A_+ = 2 \int_{\zeta_{2k-1}}^{\eta_{2k-1}} \frac{y^q}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}} y' dx =
\[
= 2 \int_0^1 \frac{y^q}{\sqrt{1 - z(m, q)(1 + y^q) - y^2}} dy
\]

and

\[
A_- = 2 \int_{\eta_{2k}}^{\zeta_{2k+1}} \frac{(-y)^q}{\sqrt{1 - z(m, q)(1 + |y|^q) - y^2}} y' dx =
\[
= 2 \int_0^1 \frac{\bar{m}^{q+1} y^q}{\sqrt{1 - z(m, q)(1 + \bar{m}^q y^q) - \bar{m}^{2q} y^2}} dy.
\]
If \( y \) has an even number \( n \) of zeros, two cases may occur.

**Case 1:** \( \bar{m} = 1 \). Then \( z(1, q) = 0 \), and by (13) \( \gamma = 0 \). On the other hand, \( A_+ = A_- \), and being \( n \) even, then \( \gamma = A_+^{\frac{n}{2} - 1} \) and this is absurd.

**Case 2:** \( \bar{m} < 1 \). Let us consider the function \( \tilde{y} \in H_0^1(1, 1) \) defined as

\[
\tilde{y}(x) = \begin{cases} 
    y(x) & \text{if } x \in [\zeta_0, \zeta_{n-1}] \\
    -y(x) & \text{if } x \in [\zeta_{n-1}, 1].
\end{cases}
\]

We have that

\[
\int_{-1}^{1} (\tilde{y}')^2 \, dx = \int_{-1}^{1} (y')^2 \, dx, \quad \int_{-1}^{1} \tilde{y}^2 \, dx = \int_{-1}^{1} y^2 \, dx,
\]

\[
\left| \int_{-1}^{1} |\tilde{y}|^{q-1} \tilde{y} \, dx \right| < \int_{-1}^{1} |y|^{q-1} y \, dx.
\]

The first two equalities in (19) are obvious. To show last inequality, we recall that \( y(x) \) is positive in \([-1, \zeta_2]\), hence if it has an even number of zeros, it is positive in \([\zeta_{n-1}, 1]\).

Hence it is sufficient to observe that \( A_+ > A_- \) and

\[
\int_{-1}^{1} |y|^{q-1} y \, dx = \frac{n}{2} A_+ - \frac{n-2}{2} A_- \quad \quad \int_{-1}^{1} |\tilde{y}|^{q-1} \tilde{y} \, dx = \frac{n-2}{2} A_+ - \frac{n}{2} A_-.
\]

Then, (19) implies that \( Q[\tilde{y}, \alpha] < Q[y, \alpha] \) and this contradicts the minimality of \( y \). So, the number \( n \) of the zeros of \( y \) is odd.

Finally, we conclude that \( n = 3 \) (Claim 3). If not, by considering the function \( w(x) = y \left( \frac{2(x+1)}{n-1} - 1 \right), x \in [-1, 1] \), we obtain that

\[
Q[w, \alpha] = \left( \frac{2}{n-1} \right)^2 \int_{-1}^{1} |y'|^2 \, dx + \left| \int_{-1}^{1} |y|^{q-1} y \, dx \right|^2 < Q[y, \alpha],
\]

that is absurd. Hence, the solution \( y \) has only one zero in \([-1, 1]\), and also (c1) is proved.

Now denote by \( \eta_M \) and \( \eta_m \), respectively, the unique maximum and minimum point of \( y \). It is not restrictive to suppose \( \eta_M < \eta_m \). They are such that \( \eta_M - \eta_m = 1 \), with \( y' < 0 \) in \([\eta_M, \eta_m] \). Then

\[
\sqrt{\lambda(\alpha, q)} = \frac{-y'}{\sqrt{1 - z(\bar{m}, q)(1 - |y|^{q-1}y) - y^2}} \quad \quad \text{in } [\eta_M, \eta_m].
\]

Integrating between \( \eta_M \) and \( \eta_m \), we have

\[
\lambda(\alpha, q) = \left[ \int_{-m}^{1} \frac{dy}{\sqrt{1 - z(\bar{m}, q)(1 - |y|^{q-1}y) - y^2}} \right]^2 = H(\bar{m}, q),
\]

and the proof of the Proposition is completed. \( \square \)

**Remark 3.3.** We stress that properties (a1) – (a3) can be also proved by using a symmetrization argument, by rearranging the functions \( y^+ \) and \( y^- \) and using the Pólya-Szé}{}ő inequality and the properties of rearrangements (see also, for example, [BFNT] and [D]). For the convenience of the reader, we prefer to give an elementary proof without using the symmetrization technique.
Our aim now is to study the function $H$ defined in Proposition 3.1.

**Proposition 3.4.** For any $m \in [0, 1]$ and $q \in [1, 2]$ it holds that

$$H(m, q) \geq H(m, 1) = \pi.$$

Moreover, if $m < 1$ and $q > 1$, then

$$H(m, q) > \pi,$$

while

$$H(m, 1) = \pi, \quad \forall m \in [0, 1].$$

Hence if $H(m, q) = \pi$ and $1 < q \leq 2$, then necessarily $m = 1$.

**Remark 3.5.** Let us explicitly observe that in the case $\alpha \leq 0$, it holds that $\lambda(\alpha, q) \leq \frac{\pi^2}{4} < H(m, q)^2$ for any $m \in [0, 1]$ and $q \in [1, 2]$.

**Remark 3.6.** The proof of Proposition 3.4 is based on the study of the integrand function that defines $H(m, q)$, that is

$$h(m, q, y) := \frac{1}{\sqrt{1 - z(m, q)(1 - y^q) - y^2}} + \frac{m}{\sqrt{1 - z(m, q)(1 + m^q y^q) - m^2 y^2}}.$$

Let us explicitly observe that if $m = 1$, then $z(1, q) = 0$ and

$$h(1, q, y) = \frac{2}{\sqrt{1 - y^2}},$$

that is constant in $q$. Moreover, if $y = 0$, then

$$h(m, q, 0) = \frac{1 + m}{\sqrt{1 - z(m, q)}},$$

that is strictly increasing in $q \in [1, 2]$. Furthermore, simple computations yield

$$\begin{cases} 
H(1, q) = \pi, & H(0, q) = \frac{\pi}{2 - q} \geq \pi \quad (H(0, 2) = +\infty), \\
H(m, 1) = \pi, & H(m, 2) = \frac{\pi}{2} \sqrt{\frac{1 + m^2}{2}} \left( \frac{1}{m} + 1 \right) \geq \pi.
\end{cases}$$

To prove Proposition 3.4, it is sufficient to show that $h$ is monotone in $q$.

**Lemma 3.7.** For any fixed $y \in [0, 1]$ and $m \in [0, 1]$, the function $h(m, \cdot, y)$ is strictly increasing as $q \in [1, 2]$.

**Proof.** From the preceding observations, we may assume $m \in [0, 1]$ and $y \in [0, 1]$. Differentiating in $q$, we have that

$$\partial_q h = -\frac{1}{2F_1} \left[ -(1 - y^q) \partial_q z + z y^q \log y \right] +$$

$$-\frac{m}{2F_1} \left[ -(1 + m^q y^q) \partial_q z - z m^q y^q (\log m + \log y) \right],$$
where
\[
F_1(m, q, y) := \sqrt{1 - z(m, q)(1 - y^q)} - y^2 \leq \sqrt{1 - y^2},
\]
and
\[
F_{11}(m, q, y) := \sqrt{1 - z(m, q)(1 + m^q y^q)} - m^2 y^2 \geq m \sqrt{1 - y^2}.
\]
Being
\[
z = \frac{1 - m^2}{1 + m^q}, \quad \partial_q z = - \frac{1 - m^2}{(1 + m^q)^2} m^q \log m,
\]
we have that
\[
\partial_q h = \frac{1}{2} \frac{1 - m^2}{(1 + m^q)^2} \left\{ \frac{h_1(m, q, y)}{F_1} \quad \frac{h_2(m, q, y)}{F_{11}} \right\}.
\]
Let us observe that \(h_1(m, q, y) > 0\). Hence, in the set \(A\) of \((q, m, y)\) such that \(h_2(m, q, y)\) is nonnegative, we have that \(\partial_q h(q, m, y) \geq 0\). Moreover, \(h_1(m, q, y)\) cannot vanish \((y < 1)\), then \(\partial_q h > 0\) in \(A\).

Hence, let us consider the set \(B\) where
\[
h_2 = (y^q - 1) \log m + (1 + m^q) y^q \log y \leq 0
\]
(observe that in general \(A\) and \(B\) are nonempty). By (20) and (21) we have that
\[
\partial_q h \geq \frac{1}{2} \frac{1 - m^2}{(1 + m^q)^2} \left\{ \frac{h_1(m, q, y)}{F_1} \quad \frac{h_2(m, q, y)}{F_{11}} \right\}.
\]
Hence, to show that \(\partial_q h > 0\) also in the set \(B\) it is sufficient to prove that
\[
g(m, q, y) := \left[ -(1 - y^q) m^q \log m - y^q (1 + m^q) \log y \right] +
\]
\[
+ \left[ (y^q - 1) \log m + (1 + m^q) y^q \log y \right] m^{q-2} > 0 \quad (22)
\]
when \(m \in \mathbb{R}, q \in [1, 2]\) and \(y \in \mathbb{R}, q \in [0, 1]\).

**Claim 1.** For any \(q \in [1, 2]\) and \(m \in [0, 1]\), the function \(g(m, q, \cdot)\) is strictly decreasing for \(y \in [0, 1]\).

To prove the Claim 1, we differentiate \(g\) with respect to \(y\), obtaining
\[
\partial_y g = \left[ q y^{q-1} m^q \log m - q y^{q-1} (1 + m^q) \log y - y^{q-1} (1 + m^q) \right] +
\]
\[
+ \left[ q y^{q-1} \log m + (1 + m^q) y^{q-1} \log y + y^{q-1} \right] m^{q-2} =
\]
\[
y^{q-1} \left[ q (m^q + m^{q-2}) \log m + q (1 + m^q) (m^{q-2} - 1) \log y + (1 + m^q) (m^{q-2} - 1) \right].
\]
Then $\partial_y g < 0$ if and only if

$$(1 + m^q)(m^{q-2} - 1)(q \log y + 1) < -q(m^q + m^{q-2}) \log m.$$  

The above inequality is true, as we will show that (recall that $0 < m < 1$ and $1 \leq q \leq 2$)

$$\log y < -\frac{1}{q} + \frac{(m^q + m^{q-2}) \log m}{(1 + m^q)(1 - m^{q-2})} := -\frac{1}{q} + \ell(m, q).$$  

(23)

If the the right-hand side of (23) is nonnegative, then for any $y \in ]0, 1]$ the inequality (23) holds.

Claim 2. For any $q \in [1, 2]$ and $m \in ]0, 1[$, $\ell(m, q) > \frac{1}{q}$.

We will show that

$$\ell(m, q) > 1 \geq \frac{1}{q}.$$  

We have

$$\ell(m, q) = \frac{(m^q + m^{q-2})}{(1 + m^q)(m^{q-2} - 1)} \log \frac{1}{m} > 1$$

if and only if

$$\mu(m, q) = (m^q + m^{q-2}) \log \frac{1}{m} - (1 + m^q)(m^{q-2} - 1) =$$

$$= (m^q + m^{q-2}) \log \frac{1}{m} + 1 + m^q - m^{q-2} - m^{2q-2} =$$

$$= m^q \left( \log \frac{1}{m} + 1 \right) + m^{q-2} \left( \log \frac{1}{m} - 1 \right) + 1 - m^{2q-2} > 0.$$  

Then for $m \in ]0, 1[$ we have

$$\mu(m, q) = m^q \left( \log \frac{1}{m} + 1 \right) + m^{q-2} \left( \log \frac{1}{m} - 1 \right) + 1 - m^{2q-2}$$

$$\geq m^q \left( \log \frac{1}{m} + 1 \right) + m^{q-2} \left( \log \frac{1}{m} - 1 \right) =$$

$$= m^{q-2} \left( m^2 \left( \log \frac{1}{m} + 1 \right) + \log \frac{1}{m} - 1 \right) > 0,$$

and the Claim 2, and then the Claim 1, are proved. To conclude the proof of (22), it is sufficient to observe that

$$g(m, q, y) > g(m, q, 1) = 0$$

when $m \in ]0, 1[$, $q \in [1, 2]$ and $y \in ]0, 1[$.

The Claim 1 gives that $\partial_q h(m, q, y) > 0$ when $m \in ]0, 1[$, $q \in [1, 2]$ and $y \in ]0, 1[$, and this conclude the proof.
Proof of Proposition 3.4. Using Lemma 3.7 and Remark 3.6, it holds that
\[ H(m, q) \geq H(m, 1) = \pi \]
for \( 1 \leq q \leq 2 \). In particular, if \( q \in ]1, 2] \), \( m \in [0, 1[ \) and \( y \in ]0, 1[ \) then
\[ h(m, q, y) > h(m, 1, y), \]
hence for any \( m \in [0, 1[ \) and \( q \in ]1, 2] \) it holds
\[ H(m, q) > H(m, 1) = \pi. \]
\( \square \)

Now we are in position to prove Proposition 3.2.

Proof of Proposition 3.2. Let \( y \) be a minimizer of \( \lambda(\alpha, q) \) that changes sign in \([-1, 1] \), with \( \max_{x \in [-1, 1]} y(x) = 1 \). By (d1) of Proposition 3.1 and Proposition 3.4, the eigenvalue \( \lambda(\alpha, q) \) has to satisfy the inequality
\[ \lambda(\alpha, q) \geq \pi^2. \]
Hence, by (3) it follows that
\[ \lambda(\alpha, q) = \pi^2, \]
that is property (a2). Assuming also \( 1 < q \leq 2 \), if \( \bar{m} \) is the minimum value of \( y \), again by Proposition 3.4 and (d1) of Proposition 3.1, \( \lambda(\alpha, q) = \pi^2 \) if and only if \( \bar{m} = 1 \). Hence, \( z(1, q) = 0 \) and the first identity of (13) gives that
\[ \int_{-1}^{1} y|y|^{q-1} \, dx = 0. \]
and hence (b2) follows.

To prove (c2), let us explicitly observe that, when (9) holds, \( y \) solves
\[
\begin{cases}
y'' + \pi^2 y = 0 & \text{in } ]-1, 1[ \\
y(-1) = y(1) = 0.
\end{cases}
\]
Hence \( y(x) = C \sin \pi x \), with \( C \in \mathbb{R} \setminus \{0\} \). \( \square \)

4 PROOF OF THE MAIN RESULTS

Now we are in position to prove the first main result.

Proof of Theorem 1.1 and Theorem 1.2. We begin the proof with the following claim.

Claim. There exists a positive value of \( \alpha \) such that the minimum problem
\[
\lambda(\alpha, q) = \min_{u \in H_0^1([-1, 1])} \frac{\int_{-1}^{1} |u'|^2 \, dx + \alpha \left( \int_{-1}^{1} u|u|^{q-1} \, dx \right)^{\frac{2}{q}}}{\int_{-1}^{1} u^2 \, dx}
\]
admits an eigenfunction $y$ that satisfies $\int_{-1}^{1} |y|^{q-1} \, dx = 0$. In such a case, $\lambda(\alpha, q) = \pi^2$ and, up to a multiplicative constant, $y = \sin \pi x$.

To prove the claim, let us consider the case $1 < q \leq 2$. By contradiction, we suppose that for any $k \in \mathbb{N}$, there exists a divergent sequence $\alpha_k$, and a corresponding sequence of eigenfunctions $\{y_k\}_{k \in \mathbb{N}}$ relative to $\lambda(\alpha_k, q)$ such that $\int_{-1}^{1} y_k |y_k|^{q-1} \, dx > 0$ and $\|y_k\|_{L^2(-1,1)} = 1$. By Proposition 3.2, these eigenfunctions do not change sign and, as we have already observed, $\lambda(\alpha_k, q) \leq \pi^2$. It holds that

$$\int_{-1}^{1} |y_k|^2 \, dx + \alpha_k \left( \int_{-1}^{1} |y_k|^q \, dx \right)^{\frac{2}{q}} \leq \pi^2. \quad (24)$$

Hence, $y_k$ converges (up to a subsequence) to a function $y \in W_0^{1,2}(-1,1)$, strongly in $L^2(-1,1)$ and weakly in $H_0^1(-1,1)$. Moreover $\|y\|_{L^2(-1,1)} = 1$ and $y$ is not identically zero. Hence $\|y\|_{L^q(-1,1)} > 0$. Therefore, letting $\alpha_k \to +\infty$ in (24) we have a contradiction and the claim is proved.

Now, we recall that for any $1 \leq q \leq 2$, $\lambda(\alpha, q)$ is a nondecreasing Lipschitz function in $\alpha$, and for $\alpha$ sufficiently large, $\lambda(\alpha, q) = \pi^2$. Hence, using the Claim 1, we can define

$$\alpha_q = \min\{\alpha \in \mathbb{R}: \lambda(\alpha, q) = \pi^2\} = \sup\{\alpha \in \mathbb{R}: \lambda(\alpha, q) < \pi^2\}.$$

Obviously, $\alpha_q > 0$. If $\alpha < \alpha_q$, then the minimizers corresponding to $\lambda(\alpha, q)$ has constant sign, otherwise $\lambda(\alpha, q) = \pi^2$. If $\alpha > \alpha_q$, then any minimizer $y$ corresponding to $\alpha$ is such that $\int_{-1}^{1} |y|^{q-1} y \, dx = 0$. Indeed, if we assume, by contradiction, that there exist $\tilde{\alpha} > \alpha_q$ and $\tilde{y}$ such that $\int_{-1}^{1} |\tilde{y}|^{q-1} \tilde{y} \, dx > 0$, $\|\tilde{y}\|_{L^2} = 1$ and $\Omega(\tilde{\alpha}, \tilde{y}) = \lambda(\tilde{\alpha}, q)$, then

$$\Omega(\tilde{\alpha} - \varepsilon, \tilde{y}) = \Omega(\tilde{\alpha}, \tilde{y}) - \varepsilon \left( \int_{-1}^{1} |\tilde{y}|^{q-1} \tilde{y} \, dx \right)^{\frac{2}{q}} = \lambda(\tilde{\alpha}, q) - \varepsilon \left( \int_{-1}^{1} |\tilde{y}|^{q-1} \tilde{y} \, dx \right)^{\frac{2}{q}} < \lambda(\tilde{\alpha}, q).$$

Hence, for $\varepsilon$ sufficiently small, $\pi^2 = \lambda(\alpha_q, q) \leq \lambda(\tilde{\alpha} - \varepsilon, q) < \lambda(\tilde{\alpha}, q)$ and this is absurd. Finally, by (c2) of Proposition 3.2, the proof of Theorem 1.1 is completed. It is not difficult to see, by means of approximating sequences, that $\lambda(\alpha_q, q)$ admits both a nonnegative minimizer and a minimizer with vanishing q-average, that gives the thesis of Theorem 1.2, in the case $1 < q \leq 2$. To conclude the proof of Theorem 1.2, we have to study the behavior of the solutions when $q = 1$ and $q = 2$. Despite its simplicity, the case $q = 1$ has a peculiar behavior. Let us recall that $\lambda(0, 1) = \frac{\pi^2}{4}$, and, being $\lambda(\alpha, 1)$ is Lipschitz, it assumes all the values in the interval $\left[\frac{\pi^2}{4}, \pi^2\right]$ as $\alpha$ varies in $]0, +\infty[.$

Suppose that $\frac{\pi^2}{4} < \lambda(\alpha, 1) < \pi^2$. Then $0 < \alpha < \alpha_1$, the corresponding minimizer $y$ has constant sign in $]-1, 1[$, and it is a solution of

$$\begin{cases}
y'' + \lambda y = \alpha y & \text{in } ]-1, 1[ \\
y(-1) = y(1) = 0,
\end{cases}$$

where $\lambda = \lambda(\alpha, 1)$ and $\gamma = \int_{-1}^{1} y(x) \, dx > 0$. Hence

$$y(x) = \frac{\gamma \alpha}{\lambda} \left( 1 - \frac{\cos(\sqrt{\lambda} x)}{\cos(\sqrt{\lambda})} \right), \quad x \in [-1, 1].$$
Integrating both sides in $[-1, 1]$, we get
\[ \alpha = \frac{\lambda \sqrt{\lambda}}{2\sqrt{\lambda} - 2 \tan \sqrt{\lambda}}, \]
and, letting $\lambda \to \pi^2$,
\[ \alpha_1 = \frac{\pi^2}{2}. \]

Finally, in the critical case $\alpha = \alpha_1 = \frac{\pi^2}{2}$, an immediate computation shows that the functions
\[ y_A(x) = \frac{A}{2} (1 + \cos (\pi x)) - \sqrt{1-A} \sin (\pi x), \]
with $A \in [0, 1]$ have average $\gamma = A$ and $y_A$ are minimizers of $\lambda(\alpha_1, 1) = \pi^2$. Moreover, when $A$ varies in $[0, 1]$, the root of $y_A$ in $]-1, 1[$ varies continuously in $[0, 1]$.

It remains to consider the case $q = 2$. If $\alpha = \alpha_2$, the corresponding positive minimizer $y$ is a solution of
\[
\begin{cases}
y'' + \pi^2 y = \alpha_2 y & \text{in } ]-1, 1[ \\
y(-1) = y(1) = 0.
\end{cases}
\]
The positivity of the eigenfunction guarantees that
\[ \alpha_2 - \pi^2 = \lambda(0, 2) = \frac{\pi^2}{4}, \]
hence $\alpha_2 = \frac{3}{4} \pi^2$. \qed

**Remark 4.1.** When $1 < q < 2$, it is possible to obtain the following lower bound on $\alpha_q$:
\[ \alpha_q \geq \frac{3}{2^{1+\frac{2}{q}}} \pi^2. \quad (25) \]

To get the estimate (25), by choosing $u(x) = \cos \frac{\pi}{2} x$ as test function we get
\[ \pi^2 = \lambda(\alpha_q, q) \leq Q[u, \alpha_q] = \frac{\pi^2}{4} + \alpha_q \left( \int_{-1}^{1} u^q dx \right)^{2/q} \leq \frac{\pi^2}{4} + \alpha_q 2^{\frac{q}{2q}}. \]
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