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An array of sixteen laser-pumped scalar Cs magnetometers was part of the neutron electric dipole moment (nEDM) experiment taking data at the Paul Scherrer Institute in 2015 and 2016. It was deployed to measure the gradients of the experiment’s magnetic field and to monitor their temporal evolution. The originality of the array lies in its compact design, in which a single near-infrared diode laser drives all magnetometers that are located in a high-vacuum chamber, with a selection of modes of operation, emphasizing the accuracy and sensitivity of the magnetic field readout. We present two applications of the magnetometer array directly beneficial to the nEDM experiment: (i) the implementation of a strategy to correct for the drift of the vertical magnetic field gradient and (ii) a procedure to homogenize the magnetic field. The first reduces the uncertainty of the rate of nEDM data taking by a factor of 1.8.

Improving the statistical sensitivity of the nEDM experiment by about 35% and effectively increasing new nEDM result. The second enables transverse neutron spin relaxation times exceeding 1500 s, and (i) a procedure to homogenize the magnetic field. The first reduces the uncertainty of the evolution. The originality of the array lies in its compact design, in which a single near-infrared diode laser drives all magnetometers that are located in a high-vacuum chamber, with a selection of the sensors mounted on a high-voltage electrode. We describe details of the Cs sensors’ construction and modes of operation, emphasizing the accuracy and sensitivity of the magnetic field readout. We present two applications of the magnetometer array directly beneficial to the nEDM experiment: (i) the implementation of a strategy to correct for the drift of the vertical magnetic field gradient and (ii) a procedure to homogenize the magnetic field. The first reduces the uncertainty of the new nEDM result. The second enables transverse neutron spin relaxation times exceeding 1500 s, improving the statistical sensitivity of the nEDM experiment by about 35% and effectively increasing.

I. INTRODUCTION

The experimental search for a permanent electric dipole moment of the neutron (nEDM) has been an important topic of fundamental research since the early 1950s [1, 2]. Since then, the experimental sensitivity has been improved by more than six orders of magnitude. The largest leap in sensitivity was due to the development of sources of ultracold neutrons (UCN) [3, 4] permitting the storage of neutrons within a material “bottle” for hundreds of seconds [5]. This, in turn, created the requirement to keep experimental conditions, especially the
magnetic field, stable over similar time spans, which resulted in the development of magnetometers placed close to $\mathbf{B}$ or within $\mathbf{B}$ the storage bottle. The experimental method applied to search for an nEDM with ultracold neutrons is based on a precise determination of the neutron spin precession frequency in static homogeneous parallel/antiparallel magnetic and electric fields by the Ramsey technique of (time-)separated oscillatory fields $\mathbf{B}$. The statistical and systematic uncertainties of this method are strongly dependent on the uniformity of the magnetic field $\mathbf{B}$ in which the neutrons precess.

This article is the second episode in a trilogy of papers that comprehensively treat the uncertainties in nEDM searches that originate from the inhomogeneity of the magnetic field. The first episode $\mathbf{I}$ gives a general introduction to the subject, defines the way we characterize gradients, and derives the relevant criteria for nEDM experiments. In the second episode, this paper, we discuss the general approach to measure and compensate magnetic field gradients using an array of magnetometers. We describe in detail the specific implementation of this approach used in the 2015 and 2016 data runs of the nEDM experiment at the Paul Scherrer Institute (PSI).

The general concept and aspects of the implementation are applicable to other experiments where magnetic field homogeneity is a concern. The third part will present the offline characterization of the magnetic field uniformity in the apparatus with an automated field-mapping device.

The nEDM apparatus at PSI is an upgraded version of the Sussex–RAL–ILL apparatus $\mathbf{I}$ that is equipped with two high-sensitivity systems for monitoring magnetic field changes, namely a $^{199}\text{Hg}$ co-magnetometer $\mathbf{I}$ and an array of sixteen laser-pumped Cs magnetometers $\mathbf{II}$. The PSI-nEDM experiment $\mathbf{III}$ was the first that used simultaneously a co-magnetometer and an array of external magnetometers during data taking. The Hg co-magnetometer employs an ensemble of spin-polarized $^{199}\text{Hg}$ atoms which occupy the same storage volume as the UCN, and whose spin precession frequency is used to correct for drifts of the magnetic field in every Ramsey cycle. The array of Cs magnetometers located above and below the storage chamber measures the spatial distribution of the magnetic field, allowing for control of the field homogeneity and extraction of the gradients across the neutron storage chamber. The focus of this article is the implementation and application of the Cs magnetometer array. In Section $\mathbf{IV}$ we describe the principle of the PSI-nEDM measurement with emphasis on the required magnetic field sensitivity and resolution of the magnetic field gradient. Section $\mathbf{V}$ provides a technical description of the Cs magnetometer array, including the design of the Cs magnetometers, their modes of operation and their performance in terms of magnetic field sensitivity and accuracy. Section $\mathbf{VI}$ details the applications of the Cs magnetometer array in the nEDM experiment. A description of how to extract magnetic field gradients from the array field measurements is provided in Section $\mathbf{IV A}$ and Section $\mathbf{IV B}$ presents the procedure used to optimize the magnetic field.

II. THE nEDM EXPERIMENT AT PSI

Figure $\mathbf{I}$ shows the general scheme of the PSI-nEDM experiment $\mathbf{II}$, further called the ‘nEDM experiment’. The cylindrical neutron storage chamber, which also contains the $^{199}\text{Hg}$ co-magnetometer, consists of a polystyrene ring coated with deuterated polystyrene $\mathbf{III}$ and aluminum end caps coated with diamond-like carbon $\mathbf{IV}$. The latter serve as high-voltage and ground electrodes, which can generate a vertical electric field of up to 15 kV/cm in the chamber. The height of the cylinder (i.e., the distance between the electrodes) is 120 mm, and the radius is 235 mm. The Cs magnetometers that measure the magnetic field gradients are mounted on the high-voltage and ground electrodes. The storage chamber is located inside an aluminum vacuum chamber, onto which a cos-theta coil is wound. The vacuum tank also supports a set of 30 trim-coils and the $B_1$ coils used to generate magnetic resonance pulses for the neutrons and the Hg atoms. The cos-theta coil produces a vertical, static magnetic field of $\approx 1$ µT, while the set of trim-coils are used to homogenize the field and to apply specific field gradients when necessary. The vacuum chamber is surrounded by a passive four-layer $\mu$-metal shield. The whole setup is enclosed in an air-conditioned, temperature-stabilized wooden hut. Three pairs of large ($\approx 8 \times 6$ m) rectangular coils are mounted outside the hut and dynamically compensate the outer ambient field $\mathbf{V}$. The system attenuates fluctuations in the ambient field by factor of 5-50 in a bandwidth from DC to 0.5 Hz which compensates the drop of passive shielding factor at small frequencies.

The operation of the apparatus during data taking...
with UCN was recently reviewed in [18]. The effect of a finite nEDM $d_n$ when the neutron is exposed to both an electric field $E$ and a magnetic field $B$ is an electric-field-dependent shift of the neutron spin precession frequency $f_n$. Statistical uncertainties in the determination of that frequency by Ramsey’s method [8] propagate to the sensitivity of the nEDM measurement

$$\sigma(d_n) = \frac{\hbar}{2\alpha T E \sqrt{N} \sqrt{N_{\text{cycles}}}},$$

where $\alpha$ is the contrast of the Ramsey fringe, $T$ is the precession time, $E$ the electric field strength, $N$ the number of detected neutrons in one Ramsey cycle, and $N_{\text{cycles}}$ the number of such cycles. In real measurements the statistical sensitivity is typically 10% worse due to imperfections and data cuts. Details of this procedure are given in [19]. The contrast $\alpha$ is determined by the transverse neutron spin depolarization time, and can be significantly improved by homogenizing the longitudinal (vertical) component of the magnetic field, as discussed in Section IV.B.

The statistical sensitivity of the Sussex–RAL–ILL experiment [20, 21], which led to the former best value for $d_n$ [22], was $\sigma_{\text{day}}(d_n) \approx 2 \times 10^{-25} \text{e} \cdot \text{cm per day}$ ($N_{\text{cycles}} = 400$). In the nEDM experiment at PSI [13] this value was improved by increasing $\alpha$ (see Section IV.B.4), $E$, and neutron counting statistics and was on average $\sigma_{\text{day}}(d_n) \approx 1.1 \times 10^{-25} \text{e} \cdot \text{cm per day}$ ($N_{\text{cycles}} = 288$).

In order to keep the systematic uncertainty related to the control of the magnetic field and its gradients below the statistical sensitivity in Eq. (1), the resolution of the magnetic field measurement, $\sigma(B)$, in one Ramsey cycle should be:

$$\sigma(B) \ll \frac{E \sqrt{2N_{\text{cycles}}} \sigma_{\text{day}}(d_n)}{\mu_n},$$

which gives $\sigma(B) \ll 0.5 \text{pT}$ for the PSI-nEDM experiment. This resolution is provided by the $^{199}\text{Hg}$ co-magnetometer, whose spin precession frequency $f_{\text{Hg}}$ is used to monitor and correct for changes of the magnetic field from one Ramsey cycle to the next [19]. Mercury, and specifically its isotope $^{199}\text{Hg}$, was chosen because in its ground state it has no electronic contribution to the atomic spin. The atomic spin, which can be optically pumped and probed, is thus a pure nuclear spin with coherence times of up to hundreds of seconds. This permits to monitor the magnetic field during a Ramsey cycle with a coherent spin precession signal achieving a sensitivity that is on average better than 80 fT. Using the co-magnetometer signal as magnetic reference reduces the uncertainty of the neutron precession frequency due to magnetic field fluctuations to a few % of the total uncertainty.

All $^{199}\text{Hg}$ atoms are in the gas phase as the vapor pressure is much below the saturation pressure at room temperature. The atoms thus move with typical thermal velocities and sample the volume uniformly. The ultracold neutrons, however, are noticeably affected by gravity because of their much lower velocity and thus preferentially inhabit the lower portion of the storage chamber. As a consequence, the ratio $\mathcal{R} = f_n/f_{\text{Hg}}$ is affected by any vertical magnetic field gradient $\partial B_z/\partial z$ across the storage chamber. Adopting the notation of [9],

$$\mathcal{R} = \frac{f_n}{f_{\text{Hg}}} = \gamma_n \frac{G_{\text{grav}}(z)}{B_0} + \delta_{\text{other}},$$

where $\gamma_n$ and $\gamma_{\text{Hg}}$ are the gyromagnetic ratios of the neutron and $^{199}\text{Hg}$ atom respectively, $G_{\text{grav}}$ is a combination of the relevant vertical gradients (see Section IV.A), $\langle z \rangle$ is the vertical displacement of the center of mass of the neutrons with respect to the center of the storage chamber, $B_0 = \langle B_z \rangle_{\text{Hg}}$ is the magnetic field averaged over the precession volume as measured by the $^{199}\text{Hg}$ co-magnetometer and $\delta_{\text{other}}$ encompasses all other effects that change the $\mathcal{R}$-ratio, such as, e.g., the motional false EDM [23] and the rotation of the Earth [24]. The positive $z$-direction is defined upwards with respect to gravity so that a negative value is expected for the average displacement $\langle z \rangle$ of the neutrons. The required resolution of the gradient measurements $\sigma(G_{\text{grav}})$ for one Ramsey cycle can be estimated in a similar way as $\sigma(B)$ leading to

$$\sigma(G_{\text{grav}}) \ll \frac{\sigma(B)}{\langle \sigma(z) \rangle} \approx 1.3 \text{pT/cm},$$

using $\langle \sigma(z) \rangle = -0.38(3) \text{cm}$ as determined in [9].

The temporal evolution of the magnetic field gradients was monitored with the array of sixteen Cs magnetometers installed close to the precession chamber. This allowed corrections to be made for gradient drifts (Section IV.A) and the homogenization of the magnetic field using the variometer principle [25] (Sections III.C and IV.B). The latter resulted in larger values for the contrast $\alpha$ leading to a 35% increase in statistical sensitivity.

III. THE CS MAGNETOMETER ARRAY

This section describes the design, implementation and modes of operation of the Cs sensors installed above and below the precession chamber for monitoring magnetic field gradients. The design decisions were guided by the requirement to minimize any potential interference between the Cs sensors and the neutron EDM measurement. We chose to operate the sensors at room temperature since temperature gradients can lead to electrical currents that disturb the magnetic field in the experiment. Using Cs as the sensor medium combines two advantages in this situation: (i) Cs has the highest vapor pressure of all stable alkali metals and (ii) it has only one stable isotope, $^{133}\text{Cs}$, with a large hyperfine splitting which suppresses interference from neighboring transitions. The sensors were operated in the $M_x$-mode [12, 26, 27] which features a stable steady state due to
the continuous magnetic resonance driven by an oscillating magnetic field. This weak field was suppressed by aluminum shielding cans and did not interfere with the neutron EDM measurement due to the large difference in resonance frequency (3.5 kHz for Cs vs. 30 Hz for the neutrons).

Similar sensor arrays have previously been used to measure the magnetic field generated by the human heart [28, 29]. For those biomagnetic measurements the performance of the array is limited by statistical uncertainties in the individual sensors. The sensors presented here are related to the ones used in [28] but have been optimized for stability and accuracy since statistical uncertainties are not the limiting factor for the large integration times relevant in nEDM measurements.

A. Design and implementation

The magnetometer array consists of sixteen Cs sensors that are made of nonmagnetic materials and are vacuum-compatible. The compact design allows their mounting close to the storage chamber. The sixteen magnetometers are arranged in a three-layer gradiometer configuration with sensors located both above and below the storage chamber. Seven sensors are installed on the high-voltage electrode, the centers of these sensors being 127.9 mm above the center plane of the neutron storage chamber. Nine sensors are installed below the ground electrode. They are arranged on two levels: 6 sensors are mounted on the aluminum plate directly below the ground electrode (128.5 mm below the center of the storage chamber), while three more sensors are positioned in a plane located 75 mm lower, as shown in Fig. 2. All sensors are placed with a position accuracy of about 0.5 mm.

1. Principle of the Cs magnetometer

The main components of a Cs magnetometer are shown in Fig. 3. The actual field-sensing element of each sensor is an evacuated glass cell, with an inner diameter of ~28 mm, whose inner wall is coated by a thin layer of paraffin [31]. The Cs density in the cell is determined by the saturated vapor pressure of a metallic droplet of $^{133}$Cs at room temperature. The droplet is contained in a sidearm connected to the main cell volume by a capillary. The cesium atoms are spin-polarized by optical pumping using circularly polarized laser light whose frequency is resonant with the $F_g=4 \rightarrow F_e=3$ hyperfine component of the D$_1$ transition. The laser beam traverses the cell at an angle of 45° with respect to the magnetic field $B$. The light from a frequency-stabilized laser is delivered to the sensor by a 400 µm multimode fiber. Before entering the cell, the light is collimated by a lens and circularly polarized by a linear polarizer and a quarter-wave plate (Fig. 3). The laser beam serves both to polarize the Cs atoms and to read out the precessing atomic spin polarization (optically detected magnetic resonance). When exposed to the magnetic field $B$, the magnetic moment associated with the spin polarization precesses at the Larmor frequency

$$f_L = \frac{\gamma_4}{2\pi} ||B||,$$

where $\gamma_4 \approx 2\pi \times 3.50$ Hz/nT is the gyromagnetic ratio of the $F=4$ hyperfine level of the cesium ground state. The spin precession can be either continuously driven by an
oscillating magnetic field $\mathbf{B}_1$ or initiated by a magnetic resonance ($\mathbf{B}_1$) pulse (see Sec. III B 3). In both cases the $\mathbf{B}_1$ field is generated by a Helmholtz-like pair of coils surrounding the Cs cell. The coils were optimized to provide a homogeneous magnetic field over the volume of the Cs cell and are historically named RF-coils, a convention we adopt here despite the low oscillation frequency of 3.5 kHz. The precession of Cs atoms imposes an oscillation on the transmission of the laser light, which is detected on the photodiode.

All 16 magnetometers were operated with light delivered by a single high-stability diode laser (Toptica, DLpro100) that was mounted in a dedicated housing in the temperature-stabilized room of the nEDM experiment. The laser frequency was actively locked to the $F_g=4 \rightarrow F_e=3$ hyperfine component of the Cs D$_1$ ($6S_{1/2} \rightarrow 6P_{1/2}$) transition at $\sim 895$ nm using Doppler-free saturation absorption spectroscopy (Toptica, CoSy), which allowed us to keep the laser continuously in frequency lock for weeks.

The beam from this laser was divided into multiple beams by a splitter system which was directly attached to the main vacuum chamber of the nEDM apparatus. The original beam was carried by a single 400 µm multimode fiber to a beam homogenizer (SUSS MicroOptics) producing a flat-topped intensity profile of quadratic cross section. The homogenized beam was then imaged onto a bundle of 36 fibers with 400 µm core diameter whose flat-polished input ends are arranged into a square brass-epoxy holder with an aperture of 3×3 mm$^2$. Five of these fibers, including the four located at the corners of the bundle were used for monitoring purposes outside of the vacuum chamber. The remaining 31 fibers (∼ 4.5 m long) were brought into the vacuum chamber, each with its own individual vacuum feedthrough. In order to achieve stable transmission efficiencies, the fibers ran un-interrupted through modified Swagelok feedthroughs which provided the vacuum sealing. Each fiber was terminated by a ferrule made of carbon-reinforced plastic that was inserted into the machined receptacle in the Cs sensor. On average, each output fiber carried $\sim 1.4%$ of the input fiber’s power.

2. HV-compatible sensor modules

The magnetometers mounted on the HV-electrode had to be fully opto-coupled. The light transmitted by the cell was not detected by a photodiode mounted next to the cell, but rather coupled into a 3 m long 800 µm diameter multimode fiber carrying the light to a photodiode mounted on the grounded vacuum tank. Tefzel® (dielectric constant 2.6) was selected as a fiber coating in order to allow good electrical isolation of the sensor. The RF signal driving the magnetic resonance was transmitted to the sensor by light generated by an IR LED (Lite-On Technology, model HSDL 4230) coupled to a 5 m long 800 µm multimode fiber. The plastic of the LED’s casing was partly removed (down to a distance of $\sim 1–2$ mm from the semiconductor die) and polished to optimize coupling into the fiber. The light power had a constant and a sinusoidally modulated component which were converted to a current using a Si photodiode (Hamamatsu, model S6775-01) mounted near the sensor. The photo current was sufficient to drive the RF-coils after it passed through a non-magnetic 470 nF capacitor (WIMA 0.47 63/40) to suppress the DC component. All sensors were operated with RF-field amplitudes approximately equal to the linewidth converted to magnetic field units, $< 4$ nT.

B. Phase-feedback mode of operation

1. Description

The magnetometer is operated in the $M_z$ configuration [12, 26, 27] in which the precession of the Cs atoms’ magnetization around $\mathbf{B}$ is continuously driven by a weak oscillating magnetic field $\mathbf{B}_{RF}(t) = \mathbf{B}_1 \sin(2\pi f_{RF} t)$. The $\mathbf{B}_1$ field is parallel to the wave vector of the laser beam, $\mathbf{B}_1 \parallel \mathbf{k}$, in order to avoid heading errors. In this geometry, the shape and center of the magnetic resonance do not depend on the orientation of $\mathbf{B}$ with respect to $\mathbf{k}$ [27, 32].

The light absorption by the Cs vapor depends on the projection of the atoms’ magnetization onto $\mathbf{k}$. The continuous magnetic resonance leads to a steady state magnetization which precesses at the driving frequency $f_{RF}$ and thus the transmitted light power has a component
\[ \delta P(t) \text{ modulated at that frequency} \]
\[ \delta P(t) = P_R \sin(2\pi f_{RF} t + \phi). \]  

Here \( P_R \) is the modulation amplitude which depends on the light power, the degree of polarization, and the atomic absorption cross section. The phase \( \phi \) is the phase difference with respect to the driving field \( B_{RF} \). It has a characteristic resonant behavior \[ \phi_E = \phi - \phi_0 = -\arctan\left( \frac{f_{RF} - f_L}{\Gamma/2\pi} \right). \]  

Here \( \Gamma = 1/T_1 = 1/T_2 \) is the Cs spin relaxation rate, which is assumed to be isotropic. In absence of any additional phase shifts in the electronic circuits, the reference phase \( \phi_0 \) has the values of \( \pm \pi/2 \) depending on the direction of the magnetic field to be measured. The representation of the phase in Eq. (6) is chosen such that the variable \( \phi_E \) has a zero-crossing in the center of the resonance at \( f_{RF} = f_L = \gamma_4 B/2\pi \). Close to that point \( \phi_E \) is proportional to the difference between the driving frequency and the Larmor frequency. Its slope with respect to a change of the magnetic field magnitude can thus be expressed as

\[ \frac{d\phi_E}{dB} \bigg|_{f_{RF}=f_L} = -\frac{d}{dB} \arctan\left( \frac{f_{RF} - \gamma_4 B/2\pi}{\Gamma/2\pi} \right) \bigg|_{f_{RF}=f_L} = \frac{\gamma_4}{\Gamma}. \]  

The phase \( \phi_E \) is determined by a digital signal processing (DSP) system that generates the driving frequency \( f_{RF} \) via a digital-to-analog converter and samples the photocurrent of the photodiode via an analog-to-digital converter. For this, the photocurrent which is proportional to the light power transmitted through the Cs cell is converted to a voltage by a transimpedance amplifier, prior to digitization. The sampled voltage signal is then demodulated by a two-phase lock-in algorithm \[ \text{[27]} \]  that determines the amplitude of the oscillation and its phase. The reference phase \( \phi_0 \) can be programmed via the digital interface of the DSP system which is also used to periodically read out the determined amplitude and phase values.

Figure 5 shows a measurement of \( \phi \) as a function of \( f_{RF} \). Such scans are used to determine the reference phase \( \phi_0 \) which is necessary to compute the shifted phase \( \phi_E \). Phase shifts in the electronic circuits that are used in the generation of \( f_{RF} \) and the sampling of the photocurrent can cause changes in the reference phase \( \phi_0 \). The distinctive arctan line shape shown in Fig. 5 permits the determination of \( \phi_0 \) independently of external references. This procedure thus constitutes an internal calibration and is performed periodically.

In normal operation \( f_{RF} \) is not scanned. It is rather controlled by a servo algorithm that uses \( \phi_E \) as its error signal. If \( \phi_0 \) was correctly determined, keeping \( \phi_E = 0 \) is equivalent to ensuring that \( f_{RF} = f_L \). As a consequence, \( f_{RF} \), which is digitally synthesized in the DSP system, becomes a measure for the magnetic field which is periodically sampled directly in the DSP system. This mode of operation using a feedback loop is similar to standard phase-locked-loop schemes. Here, however, a frequency offset does not result in a linearly changing error signal. Thus, in contrast to standard phase-locked loop systems, the error signal \( \phi_E \) must not only be kept constant but also equal to zero in order to match \( f_{RF} \) and \( f_L \). This means that an offset \( \Delta \phi_E \) in the determination of \( \phi_E \) translates to an offset in the measured magnetic field according to Eq. (8)

\[ \Delta B = \left( \frac{d\phi_E}{dB} \right)^{-1} \Delta \phi_E = \frac{\Gamma}{\gamma_4} \Delta \phi_E. \]  

2. Magnetometric sensitivity

The statistical uncertainty of the magnetic field measurement can be computed according to the propagation of noise from the sampled photocurrent \( I^{PD} \). The phase noise spectral density is given by

\[ \rho(\phi) = \frac{\rho(I^{PD})}{I^{PD}_{RF}}, \]  

where \( I^{PD}_{RF} \) is the amplitude of the oscillation in the photocurrent at the applied RF frequency. Using Eq. (9) we find

\[ \rho(B) = \frac{\Gamma \rho(\phi)}{\gamma_4} = \frac{\Gamma \rho(I^{PD})}{I^{PD}_{RF}}. \]  

In the shot noise limit, \( \rho(I^{PD}) = \sqrt{2eI^{PD}} \) with \( I^{PD}_{DC} \) the DC component of the photocurrent, the magnetometric sensitivity for all sensors used was better than \( \rho(B) = 50 \Gamma/\sqrt{\text{Hz}} \) after the light power and \( B_{RF} \) amplitude were individually optimized for each sensor. The
One can distinguish two types of effects that influence the accuracy of the Cs magnetometer. The first relates to inaccuracies in determining the Larmor precession frequency $f_L$. The second category includes all effects that change $f_L$ itself, modifying the relation between the Larmor precession frequency and the magnetic field as given by Eq. (5).

Below follows a short discussion of both types, concluding with recommendations on how to keep the offsets as stable as possible, allowing for high relative accuracy of the magnetic field reading.

As the extraction of the Larmor precession frequency relies heavily on the reference phase $\phi_0$, any drift of $\phi_0$ without recalibration will worsen the accuracy of the sensor. Such drifts can occur due to temperature-related effects in the electronics or when, for example, the laser intensity changes and thus the capacitance of the photodiode. In order to quantify such drifts in the nEDM Cs magnetometer array, we have performed calibrations before and after each nEDM run, typically 1 to 4 days apart. Figure 7(a) shows a histogram of the extracted phase change $\Delta \phi_0 = \phi_{0\text{after}} - \phi_{0\text{before}}$ for one of the sixteen sensors. The typical change of reference phase is on the order of 1 to 2 mrad. An uncorrected drift $\Delta \phi_0$ of the on-resonance phase during phase-feedback operation results in an offset in the magnetic field measurement according to Eq. (9). Figure 7(b) shows the results of converting the phase differences in Fig. 7(a) to offsets in the magnetic field reading. The standard deviation of the magnetic field reading offset depends on the sensor properties and ranges from 1 to maximum 7 pT. This is of the same order of magnitude as the inherent uncertainty provided by the calibration procedure itself, which is about 1 pT.

Regarding the second category of inaccuracies, there are several effects that modify the Larmor precession frequency, or to be more precise, the energy separation of adjacent Zeeman sublevels of the $^{133}\text{Cs}$ ground state of the Cs atoms. The resonance frequency that is measured by the Cs magnetometer in phase-feedback mode is a weighted average of the energy differences between the $m$ and $m+1$ magnetic sublevels. In a system without laser interaction, the energy levels are the eigenvalues of the Cs ground state Hamiltonian containing the hyperfine interaction $\mathbf{A} \cdot \mathbf{J}$ between the electronic spin $\mathbf{J}$ and the nuclear spin $\mathbf{I}$, and the interaction of the magnetic moment with the applied magnetic field $\mu \cdot \mathbf{B}$. Applying perturbation theory to first order in $\mu B/\mathbf{A}$ (for $\mu B$ small compared to the scale given by the hyperfine structure constant $A$) then yields the linear Zeeman level splitting. The exact solution for this $J = 1/2$ system is given by Eq. (9).

The distributions in (a) and (b) are not identical, as the width $\Gamma$ in the conversion factor depends on the light intensity, which varies from sensor to sensor. Over days of data taking the values for $\Gamma$ were typically stable to better than 5%. During the whole two year-data taking period, all sensors had values of $\Gamma/2\pi$ between 4 Hz and 17 Hz.

FIG. 7. (a) Histogram of the difference in extracted reference phase $\phi_0$ between two consecutive calibrations. The typical time between the two calibrations is 1 to 4 days. (b) The corresponding offset in the magnetic field reading, as calculated by Eq. (9). The distributions in (a) and (b) are not identical, as the width $\Gamma$ in the conversion factor depends on the light intensity, which varies from sensor to sensor. Over days of data taking the values for $\Gamma$ were typically stable to better than 5%. During the whole two year-data taking period, all sensors had values of $\Gamma/2\pi$ between 4 Hz and 17 Hz.
by the Breit-Rabi equation [34]. For a magnetic field of 1 \( \mu \text{T} \), the nonlinear terms in the Zeeman effect result in a maximum deviation equivalent to 3 \( \mu \text{T} \) for neighboring magnetic sublevels, giving an upper limit on the inaccuracy due to nonlinear Breit-Rabi splitting.

A second effect of this category has to do with the use of a nonrotating driving field \( \mathbf{B}_{RF} = B_1 \sin(2\pi f_{RF} t) \). The nonrotating field produces a Bloch-Siegert shift [33, 36], which shifts the resonance by

\[
\frac{(B_1 \sin \theta_B)^2}{16B_0} = \frac{B_1^2}{32B_0} \approx 0.5 \mu \text{T},
\]

as the RF field of 4 nT makes an angle of \( \theta_B = \pi/4 \) with the main \( B_0 \) field of 1 \( \mu \text{T} \).

Another interaction that modifies the energy of the magnetic sublevels is the AC Stark shift induced by the coherent laser light, otherwise known as the virtual light shift [37]. It entails an interaction \( \mathbf{d} \cdot \mathbf{E} \) between the electric dipole moment \( \mathbf{d} \) of the Cs atoms and the oscillating electric field \( \mathbf{E} \) of the laser light. Apart from modifying the hyperfine splitting and the common energy of all levels, it also produces a linear splitting and a quadratic splitting of the magnetic sublevels. The former is called a vector light shift, the latter a tensor light shift. The vector light shift can be interpreted as an effective magnetic field that is oriented along the direction of the laser beam for \( \sigma^+ \) light. As the laser light propagates at an angle of 45° with respect to \( \mathbf{B} \), this effective magnetic field will add or subtract to the magnitude of the main magnetic field, depending on the direction of \( \mathbf{B} \). Both the vector and the tensor light shift in the \( F_g=4 \) ground state depend linearly on the intensity of the light and have a dispersive line shape relative to the laser detuning around each hyperfine transition. Although the dispersive function vanishes when the laser frequency is resonant with the respective transition \( F_g=4 \rightarrow F_e=3 \), the light shift itself does not, as the dispersive function of the neighboring transition \( F_g=4 \rightarrow F_e=4 \) is quite broad and nonzero at that laser frequency. In order to determine the size of this effect in the nEDM experiment, dedicated measurements were done by changing the intensity of the light in a controlled way and scanning the detuning of the laser around the \( F_g=4 \rightarrow F_e=3 \) transition. To avoid the inaccuracy issues of the first type, the magnetometers were run in the free spin precession (FSP) mode [38, 39]. They could be operated in FSP mode without changing the sensor hardware or the laser power. The waveform of the signal driving the RF-coils was changed to a burst which alternates between RF-pulses and periods of zero RF amplitude. During the periods without RF field the ensemble spin precesses freely while the constant laser interaction pumps it slowly to an equilibrium state parallel to \( \mathbf{B} \). The RF-pulses were tuned to flip the accumulated spin polarization by approximately 90° to the plane perpendicular to \( \mathbf{B} \). During the next free precession period of about 50 ms the laser, which is oriented at 45° with respect to \( \mathbf{B} \), probes the spin component parallel to \( \mathbf{k} \), which contains both the precessing signal of the spin component perpendicular to \( \mathbf{B} \) and the growing spin polarization created along \( \mathbf{B} \) due to optical pumping.

The advantage of operating the magnetometer in the FSP mode is that one directly detects the Larmor spin precession frequency \( f_L \) of the Cs atoms. These FSP studies [40] have shown that the sensors display shifts ranging from \( \pm 10 \mu \text{T} \) to \( \pm 50 \mu \text{T} \) at their typical light intensities, which are correlated to the light intensity, depend on the laser detuning and indeed change sign as the magnetic field is reversed. The FSP mode of operation was only used to test the Cs magnetometers since the pulse repetition frequency is close to the Larmor frequency of the \(^{199}\text{Hg} \) atoms. Oscillating magnetic fields with frequency components close to the resonance frequency can cause changes in the Larmor precession of the \(^{199}\text{Hg} \) atoms via the Ramsey-Bloch-Siegert shift which was not acceptable during nEDM data taking. Recent implementations of the FSP mode avoid interference via the RF field by using all-optical designs [38].

A fourth effect that modifies the Hamiltonian of the atom-light system is due to spin-exchange collisions between the \(^{133}\text{Cs} \) atoms [41, 42]. The frequency shift operator contains a term proportional to \( \mathbf{S} \cdot \langle \mathbf{S} \rangle \), where \( \mathbf{S} \) is the electron spin of the Cs atoms. This effect scales with the number density of the alkali atoms [43] and is therefore exponentially dependent on temperature. The exact implications for our magnetometer are not yet fully understood theoretically, but preliminary measurements comparing the precession frequency in different parts of the FSP signal (and thus at different directions of \( \langle \mathbf{S} \rangle \)) seem to indicate that the effect is smaller than 30 \( \mu \text{T} \) for all sixteen sensors [40].

An overview of the effects discussed above is given in Table 1. Combining the values of the different effects, the absolute accuracy of the sensors adds up to be in a range from 45 to 90 \( \mu \text{T} \). For the purpose of measuring drifts of the vertical magnetic field gradient \( G_{grav} \), the absolute accuracy of the magnetometers is not crucial, but it is important that the relative reading offsets of all sensors remain stable in time. It is therefore recommended to keep the light intensity sufficiently stable to avoid drifts in the reference phase and to keep the light shift in check. Additionally, large changes in temperature should be avoided, both for the stability of the electronics and the spin exchange effect. The achieved stability in the nEDM experiment was significantly better than the requirements for time scales up to 10,000 s as discussed in section IV A.

C. Variometer method

The array of Cs magnetometers can be used to obtain the vector components of the magnetic field by applying the variometer principle [25]. The implementation of this method will be explained in Section III C 1, its sensitivity and accuracy will be discussed in Sections III C 2 and III C 3 respectively.
An example of the readout of a Cs sensor during the application of the variometer method is shown in Fig. 8. Here, a sequence of five equally spaced currents is applied for five seconds each, first to a coil in the $x$-direction, then to a coil in the $y$-direction, whereas the main magnetic field is maintained in the $z$-direction. The currents are applied with an Agilent 33500B function generator, using a resistor of 10 kΩ in series with the transverse coils to convert the voltage generated by the function generator to a proportional current. In order to avoid magnetization of the μ-metal shield, the maximal current $I$ is chosen such that the transverse field is about a factor of 20 smaller than the main magnetic field of 1 μT. This results in a change of the magnetic field magnitude by typically 5 nT. As the Cs magnetometer is run in the phase-feedback mode, the reaction of the sensor to this sudden change of the magnetic field is not instantaneous, but has a time constant of a few 100 ms, depending on the parameters of the stabilizing PID algorithm. Consequently, the ramping parts of the signal have to be cut when averaging the magnitude over one current setting, effectively increasing the measurement uncertainty calculated in Section III.C.2.

In order to extract the vector components of the main magnetic field, knowledge of the direction of the applied transverse field is crucial. The coils that are used to generate $\mathbf{B}_T$ are normally used for applying the UCN and $^{199}$Hg π/2 spin-flip pulses in the nEDM experiment. The magnetic fields produced by these coils were measured in 2014 with a nonmagnetic mapping device (the topic of the third episode in this trilogy) consisting of a three-axis fluxgate magnetometer mounted on a trolley. The trolley could move along a horizontal arm, which itself could rotate along a vertical axis and move up and down along the same vertical axis. Scanning the volume in discrete steps, the magnetic field map can be reconstructed from the corresponding fluxgate readings [43]. The resulting accuracy of these field maps at the specific Cs magnetometer positions is about 1 nT on each magnetic field component for a 50 nT total field produced by the coil.

This 2% inaccuracy of the field maps translates into a similar inaccuracy of all three vector components of $\mathbf{B}_0$ if the extraction is based purely on the two transverse projections. For this reason, we additionally include the fact that the magnetic field is predominantly homogeneous and assume that the $B_{0z}$ component of the main field is closely approximated by the field magnitude $B_{0z} = \|\mathbf{B}_0\|$ (true at the tens-of-pT level), with the sign being determined by the set $B_0$ direction. Using this approximation, one can extract $B_{0x}$ and $B_{0y}$ by solving the following set of equations:

$$
\begin{bmatrix}
\mathbf{B}_0 \cdot \mathbf{B}_1 - B_0 B_{1z} \\
\mathbf{B}_0 \cdot \mathbf{B}_2 - B_0 B_{2z}
\end{bmatrix} =
\begin{bmatrix}
B_{1x} & B_{1y} \\
B_{2x} & B_{2y}
\end{bmatrix}
\begin{bmatrix}
B_{0x} \\
B_{0y}
\end{bmatrix},
$$

where $\mathbf{B}_1$ and $\mathbf{B}_2$ are the two applied transverse fields. To take into account slight differences in applied currents during the maps and the variometer measurement, the

| Effect                        | size (pT)  |
|-------------------------------|------------|
| Reference phase drifts        | 1 to 7     |
| Quadratic Zeeman splitting    | 3          |
| Bloch-Siegent shift           | 0.5        |
| Vector light shift            | 10 to 50   |
| Spin exchange                 | <30        |
Eq. (14) yields from the quadratic fit in Eq. (13). Matrix inversion of \( B \)

\[
B_{0x} = \frac{B_{xy}(B_0 \cdot B_1 - B_0 B_{1x}) - B_{xy}(B_0 \cdot B_2 - B_0 B_{2x})}{B_{1x} B_{xy} - B_{2x} B_{1y}} \\
\approx \frac{B_0 \cdot B_1 - B_0 B_{1x}}{B_{1x}}
\]

(15)

and

\[
B_{0y} = \frac{B_{xz}(B_0 \cdot B_2 - B_0 B_{2x}) - B_{xz}(B_0 \cdot B_1 - B_0 B_{1x})}{B_{1x} B_{xz} - B_{2x} B_{1z}} \\
\approx \frac{B_0 \cdot B_2 - B_0 B_{2x}}{B_{2x}}
\]

(16)

where the second lines are obtained by assuming that \( B_{1y} \) and \( B_{2y} \) are negligible (meaning \( B_1 \) is oriented predominantly along \( x \) and \( B_2 \) predominantly along \( y \)). It is worth noting here that the statistical uncertainties on \( B_{0x} \) and \( B_{0y} \) originate from the terms proportional to the scalar products, whereas the accuracy is determined by the terms proportional to \( B_0 B_{1x} \) and \( B_0 B_{2x} \).

2. Magnetometric sensitivity

Based on the second line of Eqs. (15) and (16), the statistical uncertainty of the variometer method is determined by

\[
\sigma(B_{0j}) = \frac{\sigma(B_0 \cdot B_T) - \sigma(B_0 B_{T,z})}{B_{Tj}}
\]

(17)

with \( j \) indicating the direction of the transverse coil producing \( B_T \). The components of \( B_T \) do not introduce a statistical uncertainty, as they are fixed by the magnetic field maps. The precision with which the scalar product between \( B_0 \) and \( B_T \) can be determined depends on the amplitude and the duration of the currents applied to the transverse coils. Let us consider the case of a sequence of \( n \) steps of equal duration \( t_s \) with applied currents \( I_i \), assuming an anti-symmetric sequence of currents: \( \sum I_i = 0 \). The uncertainty on the square of the magnetic field magnitude during one step is then given by \( \sigma(B^2) = 2B \rho(B) = 2B \rho(B) \sqrt{2t_s} \), with \( \rho(B) \) the noise density of the magnitude (Eq. (11)). Using weighted linear least squares fitting, the uncertainty on the coefficient of the linear term in Eq. (13) is given by

\[
\sigma(2B_0 \cdot B_T) = \frac{\sigma(B^2)}{\sqrt{\sum I_i^2}} = \frac{2B \rho(B)}{\sqrt{2t_s \sqrt{\sum I_i^2}}}
\]

(18)

As \( B_{T,z} \) is typically not larger than a few nT, the uncertainty on the scalar product \( \sigma(B_0 \cdot B_T) \) is about a factor of 1000 larger than \( \sigma(B_0) B_{T,z} \), hence one can neglect the second term in Eq. (17). The uncertainty during one measurement cycle is then

\[
\sigma(B_{0j}) = \frac{B_{Tj} \rho(B)}{2t_s} \frac{1}{\sqrt{\sum I_i^2}}
\]

(19)

Taking into account that two transverse projections are needed, the duration of one full variometer measurement cycle is \( 2n t_s \), hence giving the following noise density:

\[
\rho(B_{0j}) = \sigma(B_{0j}) \sqrt{4n t_s} = \rho(B) \frac{B_{Tj}}{B_{Tj}} \sqrt{2n} \sqrt{\sum I_i^2}
\]

(20)

It is clear that in order to get the best sensitivity, one has to use the smallest number of steps \( n = 3 \) (\( I, 0 \) and \( -I \)) per transverse field direction at the highest possible current \( I \). A typical variometer measurement cycle for the nEDM experiment then consists of applying a sequence of 3 steps of 6 s per transverse direction with a maximum applied transverse field of 50 nT. Such a measurement typically results in an uncertainty of about 10 pT, which is about a factor of 3 larger than expected from the calculated noise density. The reason is that, at this level of precision, the stability of the current source is a limiting factor. The uncertainty on the squared magnitude of the field should thus be modified to

\[
\sigma(B^2) = \sqrt{(2B \sigma(B))^2 + \left( \sigma(I) \frac{\partial B^2}{\partial I} \right)^2}
\]

(21)

such that the mA precision of the current source can be taken into account.

3. Stability and accuracy

The accuracy of the variometer method is determined by the accuracy of the field maps of \( B_1 \) and \( B_2 \) at the positions of the Cs sensors. These maps typically have an inaccuracy of 1 nT in all three components. Particularly the inaccuracy of the \( z \)-component propagates into a systematic error in \( B_{0x} \) and \( B_{0y} \) through the terms \( B_0 B_{1x} / B_{1x} \) and \( B_0 B_{2x} / B_{2x} \) of Eqs. (15) and (16) respectively. Using typical values of 1 pT for \( B_{0z} \), and 50 nT for \( B_{1x} \) and \( B_{2x} \), the estimated accuracy is 20 nT for \( B_{0x} \) and \( B_{0y} \). However, \( B_{0z} \) can be determined much more accurately as it is well approximated by the (directly-measured) magnitude \( ||B_0|| \).

If the transverse components remain smaller than 10 nT, as is typically the case in the nEDM experiment, the error made with this approximation is less than 100 pT.

Luckily, the inaccuracy due to the \( B_{0x} B_{T,z} / B_{T,j} \) term is canceled when comparing two variometer measurements...
of similar main magnetic fields. Assuming the main magnetic field direction is not changed too much, the difference between two magnetic fields can be determined with a relative accuracy of a few percent, since the main contribution of $B_{0z}$ to the 20 nT cancels out when taking a difference. This of course does not hold when inverting the magnetic field direction. As shown in Section IV these relative measurements are very useful for characterizing drifts of the main magnetic field and provide access to higher order magnetic field gradients that are inaccessible with the regular phase-feedback mode.

IV. APPLICATIONS OF THE MAGNETOMETER ARRAY

The Cs magnetometer array can be used for a variety of applications. The remainder of this paper will focus on two important ones directly beneficial to the nEDM experiment: (i) the implementation of a strategy to correct for the drift of the vertical magnetic field gradient and (ii) a procedure to optimize the homogeneity of the magnetic field. Section IV A describes how to extract the magnetic field gradients from the magnetometer array when vector or scalar magnetic field information is collected. This procedure is then applied to the data taken during the nEDM experiment to characterize the typical gradient drifts and to estimate the accuracy of the gradient extraction that is solely based on the magnitude readings. Section IV B outlines the optimization procedure that significantly improved the sensitivity of our nEDM experiment during the 2015 and 2016 data taking campaigns.

A. Spatial field distribution and gradient extraction

In order to extract the relevant magnetic field gradients, we model the spatial field distribution using a multipole expansion. The multipoles were chosen such that the relevant gradients can be described by a small number of expansion coefficients. Specifically, we use the multipole expansion as presented in [9], where the magnetic field at position $r$ is expanded in the form:

$$\mathbf{B}(r) = \sum_{l,m} G_{l,m} \begin{bmatrix} \Pi_{x,l,m}(r) \\ \Pi_{y,l,m}(r) \\ \Pi_{z,l,m}(r) \end{bmatrix},$$

with the $\Pi_{l,m}$ harmonic polynomials of degree $l$ in the Cartesian coordinates $x$, $y$ and $z$, and $G_{l,m}$ the corresponding gradient coefficients. Each degree $l$ has $2l + 3$ polynomials, with $m$ ranging from $-(l + 1)$ to $l + 1$. The origin of the coordinate system is chosen at the center of the cylindrical precession chamber, as this significantly simplifies averaging over the chamber volume. The harmonic polynomials up to third order are listed in Table II of [9].

The gradient $G_{\text{grav}}$ (introduced in Eq. (3)), relevant for the nEDM experiment, is a specific combination of the harmonic coefficients [9]:

$$G_{\text{grav}} = G_{1,0} + G_{3,0} \left( \frac{3H^2}{20} - \frac{3R^2}{4} \right),$$

where $H$ is the height and $R$ the radius of the cylindrical storage chamber. Evaluating this expression with the dimensions of the nEDM precession chamber, the vertical gradient is given by $G_{\text{grav}} = G_{1,0} - G_{3,0}(393 \text{ cm}^2)$.

1. Gradient extraction in the variometer mode

If the vector components of the magnetic field are known at positions $r_i$, the gradients $G_{l,m}$ can be determined by solving the matrix equation

$$\begin{bmatrix} B_x \\ B_y \\ B_z \end{bmatrix} = \begin{bmatrix} \Pi_x \\ \Pi_y \\ \Pi_z \end{bmatrix} G,$$

where $B_x$ is a column vector with elements $B_x^i$ representing the $x$-component of the magnetic field measured at positions $r_i$, $\Pi_x$ is a matrix with elements $(\Pi_x)^{ij} = \Pi_{x,l,m_j}(r_i)$, i.e., the harmonic polynomial defined by $l_j$ and $m_j$ evaluated at position $r_i$, and $G$ is a column vector containing the harmonic coefficients $G_{l,m}$. The expressions are similar for the $y$- and $z$-matrices. In the particular case of measurements with the variometer method there is, however, a significant difference between the uncertainty on $B_z$ and the uncertainties on the transverse components $B_x$ and $B_y$. Therefore, each line in the matrix equation is weighted with the inverse of the squared uncertainty of the corresponding magnetic field component value.

Since one of the HV-compatible magnetometers failed after an electrical discharge burned one of its optical fibers at an early stage of data taking, we only have 15 sensors available to fit the harmonic coefficients. This results in $3 \times 15 = 45$ equations, enabling us to comfortably fit up to third order (24 harmonics) while still having enough degrees of freedom for error estimation. This means that the harmonic coefficients necessary for the estimation of $G_{\text{grav}}$ are easily accessible using the variometer method. However, since the method involves applying additional magnetic fields, it is not used during a typical nEDM measurement cycle as it would disturb the neutron EDM measurement.

2. Gradient extraction in the phase-feedback mode

Since in phase-feedback mode only the magnitude of the magnetic field is known at positions $r_i$, we first have to make the following approximation:

$$\pm \|\mathbf{B}\| = B_z + \frac{B_x^2 + B_y^2}{2B_z} + \cdots \approx B_z,$$

where $\|\mathbf{B}\|$ is the magnitude of the magnetic field and $B_x$, $B_y$, and $B_z$ are the components of the magnetic field.

The gradient $G_{\text{grav}}$ is calculated using this approximation and the usual method of solving the linear system of equations to find the coefficients of the expansion:

$$G_{\text{grav}} = G_{1,0} + G_{3,0} \left( \frac{3H^2}{20} - \frac{3R^2}{4} \right).$$
where the sign is determined by the main direction of $\mathbf{B}$, which is oriented along the $z$-axis. This approximation is valid in the nEDM experiment as the field maps have shown that the transverse components of the main 1 μT field are typically smaller than 10 nT. To extract the magnetic field gradients $G_{l,m}$, one has to solve the matrix equation $B_z = \Pi_z G^S$, with the matrices being defined as in Eq. (24), with the exception that the polynomials with $m_j = \pm (l_j + 1)$ are not included. The reason for this is that these modes are purely transverse and do not contribute to $B_z$, and are therefore not accessible via the magnitude. The superscript $S$ (scalar) is added to make a clear distinction between gradients $G$ determined from vector measurements and gradients $G^S$ extracted from scalar measurements. Again, the uncertainty on the magnitude measurements can be used to assign weights to the equations.

As the nEDM experiment has sixteen Cs magnetometers, we typically limit the scalar harmonic expansion to second order (with 9 fit parameters), providing the following magnetic field description:

$$B_z(x, y, z) = G^S_{0,0} + y G^S_{1,-1} + z G^S_{1,0} + x G^S_{1,1} + 2xy G^S_{2,-2} + 2yz G^S_{2,-1} + \left( z^2 - \frac{1}{2}(x^2 + y^2) \right) G^S_{2,0} + 2xz G^S_{2,1} + (x^2 - y^2) G^S_{2,2}. \tag{26}$$

The cubic vertical gradient $G^S_{3,0}$ clearly cannot be determined using Eq. (26). However, the higher order terms do affect the extracted scalar gradients $G^S$. Assuming a multipole expansion $B_z = \Pi_z G$, the contribution of the higher order terms to the scalar fit parameters can be calculated explicitly:

$$G^S = \left( (\Pi_z^2)^T W \Pi_z^2 \right)^{-1} (\Pi_z^2)^T W \Pi_z G, \tag{27}$$

where $W$ is a diagonal matrix containing the weight of each equation. Using the positions of the 15 Cs magnetometers that were operational during the 2015/2016 nEDM data taking and assuming equal weights for each magnetometer, the influence of the third order gradients on the vertical linear gradient $G^{S}_{1,0} = \sum a_{l,m} G_{l,m}$ is summarized in Table I. By comparing the prefactors in the definition of $G_{grav} = G_{1,0} - 393 \text{ cm}^2 \text{ G}_{3,0}$ in Eq. (23) to the prefactors $a_{1,0} = 1$ and $a_{3,0} = -288 \text{ cm}^2$, we can conclude that $G^{S}_{1,0}$ is a reasonable but slightly inaccurate estimator for $G_{grav}$. Adding weights $W$ based on the typical uncertainties of each sensor changes the factors $a_{3,m}$ in Table I but the prefactor for $G^{S}_{3,0}$ remains about 3/4 of the factor in $G_{grav}$.

3. Gradient extraction during nEDM data taking

In order to show that the Cs magnetometer array meets the requirements for gradient drift correction outlined at the end of Section II, we have to quantify the sensitivity and accuracy of the gradient extraction procedure based on the real magnetic field conditions in the nEDM experiment. To monitor the magnetic field during nEDM data taking, the typical measurement procedure regarding the Cs sensors consists of: (i) calibrations before and after each nEDM run to monitor the light intensity and the reference phase of the phase-feedback mode, (ii) followed by variometer measurements to monitor the higher order gradient drifts, and (iii) continuous measurements in the phase-feedback mode during the nEDM run. A run typically takes a few days, corresponding to about 500 Ramsey cycles which each take five minutes, while the electric field is reversed every 56 cycles.

In order to quantify the gradient drift sensitivity during a Ramsey cycle, we extract $G^{S}_{1,0}$ from the data used in Fig. 5 and calculate its Allan deviation (ADEV). The results are shown in Fig. 6. It is clear that the realized gradient sensitivity during the neutron storage time of 180 s is significantly better than the requirement of 1.3 pT/cm calculated in Section II. The ADEV slowly increases for longer integration times but remains far below the limit for all relevant time-scales.

Regarding the accuracy of the gradient drift measurement, there are two effects that play a role. On the one hand there are sensor-related drifts that translate into an artificial gradient drift, on the other hand there are drifts of $G^{S}_{1,0}$ induced by changes in the higher order magnetic field gradients. To estimate the former, we compare the calibrations before and after each nEDM run, to characterize the latter, we use the variometer measurements.

As discussed in Section III B 3, the typical change in reference phase between calibration pairs before and af-
ter an nEDM run results in reading offsets corresponding to a few pT. Using the magnetic field gradient model of Section IV A 2, these offsets produce a change of the fit parameter \( G_{1,0} \) with a standard deviation of 0.1 pT/cm in the time span of a few days. Similarly, the light intensity changes slightly over the course of an nEDM run, modifying the light shift in each sensor, resulting in an artificial gradient drift with standard deviation of 0.03 pT/cm. Since the light intensity typically decreases over time and the direction of the laser beams is opposite for the sensors above and below the storage chamber, the average change is about -0.01 pT/cm.

Comparing the variometer measurements before and after each nEDM run, we can extract the total change of each gradient \( \Delta G_{l,m} \) during the run. The distribution of \( \Delta G_{l,m} \) is Gaussian, with the standard deviation of the terms relevant to \( G_{1,0} \) summarized in Table II. Taking into account the correlation between the drifts of \( G_{1,0} \) and \( G_{3,0} \), and using Eq. (23), the standard deviation of \( \Delta G_{\text{grav}} \) is 1.4 pT/cm. Using the magnitude of the same data, the extracted drift of \( G_{\text{grav}} \) is in agreement with the drift of \( G_{\text{grav}} \) within the error bars of the parameters, which are typically 0.7 pT/cm for \( G_{\text{grav}} \), due to the inaccuracy of the variometer mode including map-related inaccuracies. This gives an upper limit on the relative accuracy of \( G_{1,0} \); the accuracy is at least a factor of 2 better than the standard deviation of the drift on the timescale of an nEDM run. It follows that the dominant uncertainty on the extracted gradients is not due to the accuracy of the individual sensors, but rather due to the ‘aliasing effect’ of the higher order modes which are not included in the fit.

### Table II. Overview of the harmonic coefficients contributing to the fit parameter \( G_{1,0} = \sum a_{l,m} G_{l,m} \) up to degree 3. For each harmonic coefficient \( G_{l,m} \), the weighing factor \( a_{l,m} \) and the standard deviation of the gradient drift \( \sigma(\Delta G_{l,m}) \) during a typical nEDM run are given. Taking into account the correlations between the different contributions, an estimation of the standard deviations of the drift of \( G_{1,0} \) and its accuracy \( G_{1,0} - G_{\text{grav}} \) are given in the last two lines. In the last line, the error estimation is scaled with \( \sqrt{\chi^2/\nu} \) of the variometer fit to take into account the map-related inaccuracies of the method.

| \( G_{l,m} \) | \( a_{l,m} \) (cm\(^{-1}\)) | \( \sigma(\Delta G_{l,m}) \) (pT/cm\(^2\)) |
|-------------|-----------------|-----------------|
| \( G_{1,0} \) | 1               | 1.71            |
| \( G_{3,-3} \) | -135            | 0.0009          |
| \( G_{3,-2} \) | 344             | 0.0006          |
| \( G_{3,-1} \) | 22              | 0.0015          |
| \( G_{3,0} \) | -288            | 0.0023          |
| \( G_{3,1} \) | -23             | 0.0010          |
| \( G_{3,2} \) | 466             | 0.0010          |
| \( G_{3,3} \) | 1               | 0.0017          |
| \( G_{1,0} \) |                 | 1.4–1.7         |
| \( G_{1,0} - G_{\text{grav}} \) | | < 0.7 |

## B. Homogenization of the magnetic field

The homogeneity of the magnetic field influences both the statistical precision of the nEDM experiment and its systematic effects. To improve the former without exacerbating the latter, we have developed a procedure for optimizing the magnetic field in the precession chamber. The principles behind this optimization strategy are explained in Section IV B 1. The implementation of the routine is described in Section IV B 2, followed by a discussion of the tuning of the algorithm in Section IV B 3. Finally, the resulting improvement in sensitivity is presented in Section IV B 4.

### 1. Principles behind the optimization

Improving the statistical sensitivity and minimizing the systematic effects impose different requirements on the magnetic field optimization. The magnetic-field-related contribution to the statistical precision of the nEDM measurement is captured in the parameter \( \alpha \) of Eq. (1), which is the visibility or contrast of the Ramsey resonance. This parameter is predominantly defined by the neutrons’ transverse spin relaxation time \( T_2 \) via \( \alpha = \alpha_0 \exp (-T/T_2) \) where \( \alpha_0 \) is the polarization at the start of the Ramsey procedure and \( T \) the precession time of the neutrons. The transverse relaxation time results from a combination of three types of neutron depolarization in the storage chamber, as discussed in [9].

The first mechanism is depolarization due to wall collisions, which is an effect that does not depend on the magnetic field. The second is gravitationally enhanced depolarization [15] [46], which is caused by the extremely low kinetic energy of the ultracold neutrons. Different energy groups of neutrons have a different average height in the chamber, so in the presence of a vertical gradient of the field’s main component their precession frequencies differ slightly. This causes a dephasing of the different energy groups, which results in a lower polarization at the end of the Ramsey procedure. To reduce this effect, it is crucial to minimize specifically the vertical gradient \( \partial B_z/\partial z \). The third mechanism is intrinsic depolarization, which refers to the depolarization within each given energy group. Even though the neutrons have the same energy, their trajectories through the chamber differ, resulting in dephasing if the magnetic field is not homogeneous over the chamber volume. Such local changes in Larmor frequency are caused by all gradients of the main field component \( B_z \) while gradients of the transverse components \( B_x \) and \( B_y \) play a negligible role.

Conversely, the magnetic-field-related systematic effects that are not dealt with in the extension of the crossing point analysis of [9] involve the quantities \( \langle B_z^2 \rangle \) and \( G_{3,0} \). The first is defined as

\[
\langle B_z^2 \rangle = \left( \langle B_x - \langle B_x \rangle \rangle^2 + \langle B_y - \langle B_y \rangle \rangle^2 \right)
\]
and stands for the square of the transverse magnetic field components averaged over the storage volume. It is a second order combination of the harmonic expansion coefficients \( G_{l,m} \):

\[
\langle B_{T}^2 \rangle = \sum a_{ij} G_{l_{i},m_{i}} G_{l_{j},m_{j}}. \tag{29}
\]

The coefficients \( a_{ij} \) are given in Appendix B of [9]. The smaller the gradients of the transverse magnetic field components, the smaller this systematic effect.

The quantity \( G_{3,0} \) is the cubic vertical gradient of \( B_z \) with a characteristic \( z \)-dependence \( B(x=0, y=0, z) \propto (0, 0, z^3) \). The systematic uncertainties related to \( G_{3,0} \) can thus be suppressed by ensuring the homogeneity of \( B_z \).

In summary, optimizing the homogeneity of the longitudinal field component \( B_z \) helps to suppress certain systematic uncertainties and is crucial to maintain long times and thus a high statistical sensitivity. Optimizing the homogeneity of the transverse field components \( B_{x} \) and \( B_{y} \) is equally important since a different systematic effect is related to those components.

2. Implementation

Firstly, the homogeneity of the longitudinal magnetic field component \( B_z \) can be directly accessed by the Cs magnetometer array. However, since the sensors are not perfectly accurate and require offline corrections, \( B_z \) was only available up to an accuracy of about 45 to 90 pT during online data taking (Table I). Therefore, the goal of the optimization routine is to reduce the spread of the Cs magnetometer readings to this level. Secondly, the transverse components are accessible with the variometer method, but the accuracy is not sufficient to keep \( \langle B_{T}^2 \rangle \) below the goal of 2 nT\(^2\), which would correspond to a systematic effect at the level of a few \( 10^{-27} \cdot \text{e} \cdot \text{cm} \). For this reason, offline field maps, that were recorded before the period of nEDM data taking, are used to provide an estimate of \( \langle B_{T}^2 \rangle \). The final correction of this systematic effect will be performed with more accurate values extracted from a more recent mapping campaign (the analysis of which will be included in the third part of the trilogy).

Combining the online information of the Cs sensors with the offline magnetic field maps, we developed a routine to optimize the currents \( I_{\text{coil}} \) applied to a set of 30 trim-coils wound around the vacuum tank. The magnetic field produced by each coil when applying one unit of current was characterized both online and offline, providing \( B_{\text{CsM}}^{\text{map}} \) measured by the Cs magnetometer (CsM) in the variometer mode, and the harmonic expansion coefficients \( G_{\text{coil}}^{\text{map}} \) as extracted from the magnetic field maps. After measuring the main magnetic field \( B_{0}^{\text{CsM}} \) on-line with the Cs magnetometer array, the optimal currents are calculated by minimizing the sum of the following three terms:

\[
S = S_{\text{Long}} + T_{\text{Trans}} S_{\text{Trans}} + T_{\text{Reg}} S_{\text{Reg}}, \tag{30}
\]

where \( S_{\text{Long}} (I_{\text{coil}}) \) quantifies the homogeneity of the longitudinal component, \( S_{\text{Trans}} (I_{\text{coil}}) \) evaluates the systematic effect due to the transverse components and \( S_{\text{Reg}} (I_{\text{coil}}) \) is added as a regularization term since there are more parameters than constraints (30 > 16+1). The factors \( T_{\text{Trans}} \) and \( T_{\text{Reg}} \) are tuning parameters and assign a weight to the respective sums relative to \( S_{\text{Long}} \).

The explicit expression for \( S_{\text{Long}} \) as a function of the currents \( I_{\text{coil}} \) is given by

\[
S_{\text{Long}} = \sum_{\text{CsM}} \left( B_{0,z}^{\text{CsM}} + \sum_{\text{coil}} I_{\text{coil}} B_{\text{coil},z}^{\text{map}} - B_{\text{goal}} \right)^2, \tag{31}
\]

where \( B_{0,z}^{\text{CsM}} \) and \( B_{\text{coil},z}^{\text{map}} \) are the \( z \)-components measured by the Cs magnetometer of the main magnetic field and the field produced by the coil when applying one unit of current respectively. \( B_{\text{goal}} \) is the goal value for the Cs sensor magnitude readings. Typically, the sensors are all assigned the same goal value to improve the homogeneity, but other configurations are possible.

The transverse requirements are taken into account by the following sum

\[
S_{\text{Trans}} = \langle (B_{T}^{\text{map}})^2 \rangle = \sum_{i,j} a_{ij} G_{l_{i},m_{i}}^{\text{map}} G_{l_{j},m_{j}}^{\text{map}}, \tag{32}
\]

where \( C_{l_{i},m_{i}}^{\text{map}} = C_{0,l_{i},m_{i}}^{\text{map}} + \sum_{\text{coil}} I_{\text{coil}} G_{l_{i},m_{i}}^{\text{map}} \) is the harmonic coefficient \( G_{l_{i},m_{i}} \) of the total magnetic field that would be produced if the currents \( I_{\text{coil}} \) would be applied to the coils as determined from the field maps. The coefficients \( a_{ij} \) are defined in [9].

The regularization term is given by

\[
S_{\text{Reg}} = \sum_{\text{coil}} \left( I_{\text{coil}} \max(\|B_{\text{coil}}^{\text{CsM}}\|) \right)^2, \tag{33}
\]

where \( \max(\|B_{\text{coil}}^{\text{CsM}}\|) \) is the maximum magnitude measured by the Cs magnetometers when one unit of current is applied to the coil. This term makes sure that the magnetic field produced per coil is not too large, avoiding a loss in sensitivity due to local inhomogeneities created by the coils themselves.

In order to minimize Eq. (30), we solve the set of equations \( \partial S / \partial I_{\text{coil}} = 0 \). Since the terms in \( S \) are at most of order 2 in \( I_{\text{coil}} \), \( \partial S / \partial I_{\text{coil}} \) is of order 1 and can be solved efficiently using matrix inversion.

3. Optimizing the tuning parameters

The success of the algorithm is determined by the choice of the tuning parameters \( T_{\text{Trans}} \) and \( T_{\text{Reg}} \). To determine the optimal values, we start off with an estimate of the optimal size of each sum in Eq. (30). Given
the on-line accuracy of the Cs magnetometers, we estimate the final standard deviation of \((B^z_{\text{CsM}} - B_{\text{goal}})\) at 100 pT, resulting in a longitudinal term \(S_{\text{long}}\) of \((0.1 \text{ nT})^2 \times 16 = 0.16 \text{ nT}^2\). The value of \(\langle B^z_{\text{coil}} \rangle\) should be as small as possible, but since the maps provide only a rough estimate, we set the goal value for \(S_{\text{trans}}\) at 0.5 nT^2. To avoid producing local inhomogeneities due to strong currents in the trim-coils, the tuning is started with a trial value of 2 nT produced per coil on average, resulting in a regularization term \(S_{\text{reg}}\) of \((2 \text{ nT})^2 \times 30 = 120 \text{ nT}^2\). Comparing the size of each sum, first guesses for the tuning parameters are \(T_{\text{trans}} = S_{\text{long}}/S_{\text{trans}} = 0.32\) and \(T_{\text{reg}} = S_{\text{long}}/S_{\text{reg}} = 0.0013\)

Figure 10 shows the minimized values of each sum \(S_i\) in Eq. (30) in function of the tuning parameters, with the ranges centered around our initial guesses. The terms are calculated using a typical magnetic field which is measured on-line 30 minutes after degaussing the \(\mu\)-metal shield, as is the typical procedure during nEDM data taking. As is clearly visible in the two uppermost plots of Fig. [10] the tuning parameter \(T_{\text{trans}}\) (horizontal axis) determines the relative importance of the longitudinal spread (top) versus the transverse homogeneity (middle). For values of \(T_{\text{trans}}\) smaller than 1.0, the longitudinal spread is almost solely determined by the regularization parameter \(T_{\text{reg}}\). The smaller \(T_{\text{reg}}\), the larger the applied currents (bottom), and the smaller the predicted spread of \(B^z\). For \(T_{\text{trans}}\) larger than 1, the value of \(\langle (B^z_{\text{map}})^2 \rangle\) is significantly reduced at the cost of a worse \(B^z\) homogeneity and much larger currents. The behavior at large \(T_{\text{trans}}\) and small \(T_{\text{reg}}\) (bottom right corner of each plot) suggests that it is nearly impossible to have both a small spread in on-line \(B^z_{\text{CsM}}\)-component and a small \(\langle B^z_{\text{coil}} \rangle\) predicted from the maps, even if the restriction on the applied currents is relaxed. This indicates that the estimation of \(\langle B^z_{\text{coil}} \rangle\) from the maps is only reliable down to the 0.3 nT^2 level. As the exact size of \(S_{\text{trans}}\) is not crucial, \(T_{\text{trans}}\) is typically fixed at a value smaller than 1.0 leading to \(\langle (B^z_{\text{map}})^2 \rangle\) values smaller than the limit of 2 nT^2.

The optimal choice for \(T_{\text{reg}}\) is not so straightforward. It depends on the initial homogeneity of the magnetic field, as a larger inhomogeneity implies a larger amount of current necessary to compensate. Moreover, as the applied currents become larger, the uncertainty on the measurement of \(B^z_{\text{coil}}\) will make the estimation of the longitudinal spread inaccurate and thus reduce the predictive power for the value of \(\alpha\). On top of that, making the magnetic field magnitude the same at all sensor positions does not mean that the field in the storage chamber itself is homogeneous, especially when the applied trim-coil currents are large. For this reason, we typically selected a scan range of 0.0002 to 0.0020 for \(T_{\text{reg}}\) and picked out the best setting by measuring the resulting \(\alpha\) on-line.

4. Results

Different iterations of the optimization procedure were used during the nEDM data taking period of 2015 and 2016. For each chosen current setting during data taking, the value of \(\langle B^z_{\text{coil}} \rangle\) was smaller than 2 nT^2. The corresponding Ramsey visibilities are shown in Fig. [11]. The effect of gravitational depolarization is clearly visible as \(\alpha\) decreases when the vertical gradient \(\Delta G^z\) moves away from zero. From dedicated measurements at different storage times, we know that the initial polarization \(\alpha_0\) in our storage bottle is 0.86. The \(\alpha\) values of 0.76-0.81 at zero gradient then correspond to transverse neutron relaxation times between 1450 s and 3000 s.

The improvement of the neutron spin relaxation time \(T_2\) and the corresponding increase of Ramsey contrast \(\alpha\) is summarized in Table [11] comparing data from 2014 without CsM based homogenization with data from 2015 and 2016. The transverse relaxation time has more than doubled with the new homogenization procedure, resulting in an increase of \(\alpha\) by about 35% and an equal im-
TABLE III. Comparison of the transverse neutron spin relaxation time $T_2$ and the Ramsey contrast $\alpha$ at zero vertical gradient before and after the field homogenization was introduced in 2015. The polarization $\alpha_0$ at the start of the Ramsey procedure is 0.86 in both datasets. In 2014 the $\alpha$ values were significantly different for the two $B_0$ field orientations.

| Year   | $B_0$ direction | $T_2$ (s) | $\alpha$ |
|--------|-----------------|-----------|----------|
| 2014   | up              | 760       | 0.64     |
|        | down            | 439       | 0.52     |
| 2015 & 2016 | up          | 1620-3000 | 0.77-0.81|
|        | down            | 1450-3000 | 0.76-0.81|

FIG. 11. The Ramsey contrast or visibility $\alpha$ measured during the nEDM data taking period of 2015 and 2016 as a function of the vertical gradient. The ‘zero’ gradient is defined per magnetic field base configuration (or equivalently per set of measurements that are based on the same homogenization result) as the gradient at which the visibility-parabola reaches its highest point. For nonzero vertical gradient, gravitational depolarization reduces the contrast of the Ramsey curve. Note that both $B_0$ up and $B_0$ down reach similar visibilities.

provement of the nEDM sensitivity. In order to realize the same improvement with neutron statistics, the total number of detected neutrons would have to be increased by a factor of 1.8 due to the $\sqrt{N}$ scaling (see Eq. [1]). This is a significant improvement for an experiment that is scheduled to take data for several years.

V. SUMMARY

We have discussed the design, implementation and performance of the Cs magnetometer array installed at the PSI-nEDM experiment. The compact optical magnetometers are vacuum and HV compatible and are placed on the electrodes above and below the UCN storage chamber, providing on-line gradient information. The sensors are driven by a single diode laser, using beam multiplexing to bring the light to the individual sensors in the vacuum chamber of the experiment. We have explained the phase-feedback mode of sensor operation in the $M_x$ configuration and demonstrated an intrinsic magnetometer sensitivity which is below 50 fT/√Hz in the shot noise limit. The final magnetometer noise in the nEDM experiment was significantly larger than the shot noise limit but it did not limit the extraction of important field parameters at the relevant integration time of 180 s. At such large integration times the performance is rather limited by system stability which we could demonstrate to be significantly better than required (see Fig. [5]). We have discussed various systematic effects that influence the reading of the magnetometer and estimated an online accuracy of 45 to 90 pT. Using a set of two transverse coils, we can run the magnetometers in variometer mode, providing vector information of the local magnetic field.

A model was presented to describe the spatial field distribution, and the precision and accuracy of gradient extraction during nEDM data taking was discussed. Further, a magnetic field homogenization procedure, which more than doubled the transverse spin relaxation time of the neutrons, while at the same time keeping magnetic-field-related systematic effects under control, was presented. This resulted in an improvement of 35% of the statistical sensitivity of the nEDM experiment which reduced the time to reach a given statistical sensitivity by a factor of 1.8.

The presented techniques are useful in general for the measurement and control of magnetic field uniformity. We will use an upgraded version of the magnetometer array, based on all-optical sensors [38], in our new neutron EDM experiment (n2EDM). The new sensors use free spin precession in contrast to the driven spin precession in a $M_x$ magnetometer. This leads to improved stability and accuracy, necessary to fulfill the requirements of our next-generation experiment.
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