Large enhancement of Edelstein effect in Weyl semimetals from Fermi-arc surface states
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One remarkable feature of Weyl semimetals is the manifestation of their topological nature in the form of the Fermi-arc surface states. In a recent calculation by Ref. [1], the current-induced spin polarization or Edelstein effect has been predicted, within the semiclassical Boltzmann theory, to be strongly amplified in a Weyl semimetal TaAs due to the existence of the Fermi arcs. Motivated by this result, we calculate the Edelstein response of an effective model for an inversion-symmetry-breaking Weyl semimetal in the presence of an interface using linear response theory. The scatterings from scalar impurities are included and the vertex corrections are computed within the self-consistent ladder approximation. At chemical potentials close to the Weyl points, we find the surface states have a much stronger response near the interface than the bulk states by about one to two orders of magnitude. At higher chemical potentials, the surface states’ response near the interface decreases to be about the same order of magnitude as the bulk states’ response. We attribute this phenomenon to the decoupling between the Fermi arc states and bulk states at energies close to the Weyl points. The surface states which are effectively dispersing like a one-dimensional chiral fermion become nearly nondissipative. This leads to a large surface vertex correction and, hence, a strong enhancement of the surface states’ Edelstein response.

I. INTRODUCTION

Weyl semimetals[2–8] have recently attracted a great attention because they provide a solid-state realization of Weyl fermions[9]. Weyl semimetals exhibit many unconventional properties that deviate from the standard theories of metals and semiconductors. For example, the chiral anomaly, the nonconservation of the chiral charge, leads to anomalous transport properties such as the chiral magnetic effect [10, 11] and the negative magnetoresitivity [12–14]. Weyl fermions with broken time-reversal symmetry show the anomalous Hall effect which has a universal form that depends on the distance between Weyl nodes[15, 16].

One of the manifestations of the topological properties in Weyl semimetals is the appearance of the nontrivial Fermi-arc surface states [2, 16]. In the semimetallic phase, the Fermi arc is an open curve that terminates at the two Weyl nodes with opposite chiralities. When the chemical potential moves away from the Weyl points, the Fermi arc still survives and connects the two disjointed bulk Fermi surfaces enclosing the two Weyl nodes. These Fermi arcs on the surface were observed experimentally in TaAs with angle-resolved photoemission spectroscopy (ARPES) [6, 7]. An effective two-band model that describes a Weyl-node pair and the generation of the Fermi arc was proposed by Ref. [17]. The Bloch Hamiltonian of the model is given by

$$H(k) = \gamma (k_x^2 - m) \sigma_x + v (k_y \sigma_y + k_z \sigma_z), \tag{1}$$

where $\sigma_i$ are the Pauli matrices acting on pseudospins, and $m$, $\gamma$, and $v$ are constant. In this model, the system is a Weyl semimetal if $m > 0$ and a band insulator if $m < 0$. When a surface is introduced, Ref. [17] showed that there is a Fermi-arc state on the surface in the phase $m > 0$.

Given that surfaces of a material are always present in a device application, it is crucial to understand the interplay between bulk states and the Fermi-arc surface states and how they affect the properties of Weyl semimetals. There are some studies that focused on the effect of Fermi arcs on the electrical transport. Ref. [18] investigated the electrical conductivity of the surface states, $\sigma_s$, in the presence of a quenched disorder using Kubo formalism. Since the Fermi arc states can be effectively described by a one-dimensional chiral fermion, one expects that their electrical transport should be dissipationless. However, from the calculation by [18], $\sigma_s$ is finite. $\sigma_s$ is maximum at the surface and decreases as one moves further away from the surface. Ref. [18] explained this phenomenon with the existence of the gapless bulk states. The surface and bulk states are still coupled and so there are scatterings from the surface states to the bulk states. This results in a dissipative transport of the surface states. A study by Ref. [19] tried to understand the contribution of Fermi arcs to the total electrical conductivity (i.e., the sum of bulk and surface conductivities) of a time-reversal-invariant Weyl semimetal in a finite-size geometry. Ref. [19] split the system into the sum of a subsystem with broken time-reversal symmetry plus its time-reversal conjugate. Using the Landauer-type approach, they found that surface states’ electrical conductivity could be as large as the bulk conductivity. These studies highlight the significant effects that the Fermi arcs have on transport properties of Weyl semimetals.

The focus of this paper is the current-induced spin polarization or the Edelstein effect[20]. A system with a
strong spin-orbit coupling, such as a Rashba system and a topological insulator, for which the spin degeneracy is lifted, is expected to exhibit this effect [21]. In such a system, an electric field can be used to induce a perpendicular spin-polarization or magnetization inside a material. This effect could potentially be useful for applications in spintronics because it allows a manipulation of a magnetization with an electric field inside a nonmagnetic material. Using the semiclassical Boltzmann theory, Ref. [1] computed an electric-field-induced magnetic moment in a Weyl semimetal TaAs. They found the surface Edelstein effect of Weyl semimetals to be much stronger than Rashba systems and topological insulators. Furthermore, the magnetic moment of the surface states near the surface was found to be greater than that of the bulk states by about two orders of magnitude. This large surface face was indicated at \((\vec{k},\vec{p})\) of the surface states. Additionally, an experiment performed on a Weyl semimetal WTe

In this paper, we consider the model that Ref. [1] used to describe Weyl semimetals with broken inversion symmetry. Eq. 1 is modified by introducing two pseudospin sectors denoted with \(p = \pm 1\). Each sector contains a pair of Weyl nodes centered at \(p\vec{k}_0\). Unlike Eq. 1, the Pauli matrices \(\sigma_i\) act on spins, but not on pseudospins. The Bloch Hamiltonian of this model is given by

\[
H_p(\vec{k}) = p\gamma (k^2_{p,x} - m)\sigma_y - v_y k_{p,y} \sigma_x + v_z k_{p,z} \sigma_z, \tag{2}
\]

where \(m, \gamma, v_y, \text{ and } v_z\) are positive constants. Here, \(k_p\) is a momentum with respect to \(p\vec{k}_0\) (i.e., \(k_p = \vec{k} - p\vec{k}_0\)). For simplicity of the notation, the subscript \(p\) will be dropped in subsequent mentions of \(k_p\). One can show that this model is time-reversal invariant, but not invariant under inversion. Under the global time-reversal operation, the Hamiltonians of the two pseudospin sectors exchange. Since momenta and spins are coupled, this model is expected to show the Edelstein effect. Furthermore, as stated in [1], such couplings can generate the spin polarization and texture which are the features observed experimentally in TaAs [29]. We note that Ref. [1] applied the Hamiltonian of a form given in Eq. 2 to TaAs which has 24 Weyl nodes in the Brillouin zone. They did not explicit include the couplings between different Weyl-node pairs in the Hamiltonian, but considered the scatterings due to impurities among the pairs. In this paper, we consider a simpler situation, i.e., our model only consists of 4 Weyl nodes (two nodes for each pseudospin sector \(p\)) from Eq. 2.

The eigenenergy of this model,

\[
e_\vec{k} = \pm \sqrt{\gamma^2 (k^2_x - m)^2 + v_y^2 k^2_y + v_z^2 k^2_z}, \tag{3}
\]

is displayed in Fig. 1. There are two Weyl nodes located at \((k_x, k_y, k_z) \pm \sqrt{m}, 0, 0\). When the chemical potential \(\mu\) is small, there are two distinct closed bulk Fermi surfaces enclosing each individual node. As \(\mu\) increases to \(m\gamma\), the system undergoes a Lifshitz transition, at which point the two Fermi surfaces coalesce into one closed surface.

II. MODEL OF A WEYL SEMIMETAL WITH BROKEN INVERSION SYMMETRY

In this paper, we consider the model that Ref. [1] used to describe Weyl semimetals with broken inversion symmetry. Eq. 1 is modified by introducing two pseudospin sectors denoted with \(p = \pm 1\). Each sector contains a pair of Weyl nodes centered at \(p\vec{k}_0\). Unlike Eq. 1, the Pauli matrices \(\sigma_i\) act on spins, but not on pseudospins. The

III. WEYL SEMIMETAL/VACUUM INTERFACE

To study the effects of the surface, let us assume that the system is a Weyl semimetal (as described by Eq. 2) in the region \(z > 0\) and a vacuum for \(z < 0\). This setup can be achieved by allowing \(m\) to depend on \(z\),

\[
m(z) = \begin{cases} 
  m > 0, & z > 0 \\
  -\tilde{m} \to -\infty, & z < 0.
\end{cases} \tag{4}
\]
Under this assumption, the surface of this system, which is a plane located at \( z = 0 \), breaks the translational invariance along the \( z \) direction and, hence, the momentum along the \( z \) direction is no longer conserved. \( k_z \) in Eq. 2 is replaced by \(-i \frac{\partial}{\partial z}\). As a result, the time-independent Schrödinger equation of this system is given by

\[
\left( p \gamma (k_z^2 - m(z)) \sigma_y - v_y k_y \sigma_z - iv_z \sigma_z \frac{\partial}{\partial z} \right) \psi = \varepsilon \psi \quad (5)
\]

Depending on the boundary conditions, this equation can be solved to yield the surface or bulk eigenstates.

**A. Surface states**

The boundary conditions for the case of the surface states are the continuity of the wave functions at the surface, and the vanishing of the wave functions infinitely far away from the surface (see Eqs. A5 and A6 in Appendix A). The normalization condition is

\[
\int_{-L/2}^{L/2} dx \int_{-L/2}^{L/2} dy \int_0^{\infty} dz \psi^\dagger(r) \psi(r) = 1, \quad (6)
\]

where \( L \to \infty \) is the size of Weyl semimetals along the \( x \) and \( y \) directions. One can solve Eq. 5 (see Appendix B) to find the eigenenergy,

\[
\varepsilon_k^s = pv_y k_y, \quad (7)
\]

and the corresponding eigenstates,

\[
\psi_s(r) = \frac{\sqrt{\ell(k_x)}}{L} \left( \begin{array}{c} -p \\ 1 \end{array} \right) e^{-\ell(k_x)z + ik_x x + ik_y y}, \quad (8)
\]

where \( z > 0 \) and \( \sqrt{m} < k_x < \sqrt{m} \). Here, we define \( \ell(k_x) \equiv \frac{1}{\varepsilon} (m - k_x^2) \) to simplify the above expression. Since \( \ell(k_x) > 0 \), \( \psi_s(r) \) is exponentially decayed as one expects for a surface wave function. For a given value of chemical potential, the projection of the surface states’ Fermi surface onto the plane \( z = 0 \) is a line which touches the two bulk Fermi surfaces. Such a projection of a fermi surface is known as the Fermi arc.

**B. Bulk states in the presence of a surface**

In the case of the bulk states, their wave functions are extended throughout the materials. The wave functions do not vanish as \( z \to \infty \) unlike the case of the surface states. In order for the Hamiltonian to be hermitian, one requires that the ratio of the two components of the wave functions is a complex phase at \( z = \infty \) (see Appendix A). We choose this complex phase \( e^{i\theta} = p \) (the pseudospin index) and interpret \( z \to \infty \) as \( z = L_z \), where \( L_z \) can be thought of as the thickness of the Weyl semimetal slab. Hence, the boundary condition at \( z = L_z \) is \( \psi_1(L_z)/\psi_2(L_z) = p \).

The normalization condition in the case of the bulk eigenstates is

\[
\int_{-L/2}^{L/2} dx \int_{-L/2}^{L/2} dy \int_0^{L_z} dz \psi_b^\dagger(r) \psi_b(r) = 1. \quad (9)
\]

Solving Eq. 5 in the bulk case (see Appendix C), one finds that the eigenenergy still has the same form,

\[
\varepsilon_k^b = \pm \sqrt{(v_x \ell(k_x))^2 + (v_y k_y)^2 + (v_z \tilde{k}_z)^2}, \quad (10)
\]

as Eq. 3. The difference is that the momentum along the \( z \) direction is replaced by a discrete and positive quantum number \( \tilde{k}_z \). In the limit \( L_z \to \infty \), \( \tilde{k}_z \) becomes continuous. The corresponding bulk eigenstates in the presence of the surface located at \( z = 0 \) are

\[
\psi_b(r) = A(k_{||}, \tilde{k}_z) e^{i(k_{||} r_{||} + \tilde{k}_z z)} - A(k_{||}, -\tilde{k}_z) e^{i(k_{||} r_{||} - \tilde{k}_z z)}, \quad (11)
\]

where

\[
A(k_{||}, \tilde{k}_z) = \frac{-v_y k_y + ip v_z \ell(k_x) + p \varepsilon + pv_z \tilde{k}_z}{\sqrt{8V_w \varepsilon (\varepsilon - pv_y k_y)(\varepsilon^2 - (v_z \tilde{k}_z)^2)}} \times \frac{v_y k_y - ip v_z \ell(k_x)}{-\varepsilon + v_z \tilde{k}_z}. \quad (12)
\]

Here, \( k_{||} \equiv (k_x, k_y) \) and \( r_{||} \equiv (x, y) \) are the momentum and position vectors parallel to the surface, respectively. \( V_w \equiv L^2 L_z \) is the volume of the Weyl semimetals. Eq. 11 can be understood as the superposition of the plane waves that are incident on and reflecting from the surface. Such an addition of the plane waves is required in order for the wave functions to satisfy the boundary conditions.

**IV. GREEN FUNCTION**

The Green function can be computed from eigenstate wave functions, \( \psi_n(r) \), and eigenenergy, \( \varepsilon_n \), by

\[
G(\omega, r, r') = \sum_n \frac{\psi_n(r)\psi_n^\dagger(r')}{\omega - \varepsilon_n}, \quad (13)
\]

with the sum being over all eigenstates of the Hamiltonian. The summation here can be separated into the sum over bulk and surface eigenstates. This means the total Green function is

\[
G(\omega, r, r') = G_s(\omega, r, r') + G_b(\omega, r, r'), \quad (14)
\]

where \( G_s \) and \( G_b \) are the surface and bulk Green functions, respectively.

---

1 One can choose \( \tilde{k}_z \) to be either strictly positive or strictly negative. For definiteness, we choose \( \tilde{k}_z \) to be positive in this paper.
For the case of the surface Green function, we substitute the surface eigenstates from Eq. 8 into Eq. 13. The summation over $E$ turns into an integral over $k_z$ and $k_y$. Performing Fourier transform and rewriting the matrix in the form of the identity and Pauli matrices, one finds the expression for the surface Green function is

$$G_{ti}^0(\omega, k_{||}, z, z') = \ell(k_x) \frac{1 - p v y k_y}{\omega - p v y k_y} e^{-\ell(k_x)(z + z')}.$$  \hspace{1cm} (15)

We calculate the bulk Green function by substituting Eq. 11 into Eq. 13 and then simplifying the results (see Appendix C). We find that the bulk Green function has a form

$$G_{bi}(\omega, k_{||}, z, z') = G_{ti}^0(\omega, k_{||}, z, z') + G_{ni}(\omega, k_{||}, z, z'),$$  \hspace{1cm} (16)

where

$$G_{ti}^0(\omega, k_{||}, z, z') = \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} e^{i k_z (z - z')} \times \frac{\omega I + v_z k_z \sigma_z - v_y k_y \sigma_x - p v_z \ell(k_x) \sigma_y}{\omega^2 - \varepsilon^2_k}$$  \hspace{1cm} (17)

and

$$G_{ni}(\omega, k_{||}, z, z') = \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} e^{i k_z (z + z')} \left[ \frac{1}{\omega^2 - \varepsilon^2_k} \left\{ \frac{v_y k_y + i \ell(k_x)}{k_z - i \ell(k_x)} - i p v_z (\hat{k}_z + i \ell(k_x)) \sigma_y \right\} \right].$$  \hspace{1cm} (18)

The term $G_{ti}^0$ is invariant under translation because it depends on the difference between $z$ and $z'$. $G_{ti}^0$ can be further Fourier transformed into a form

$$G_{ti}^0(\omega, k_{||}) = \frac{\omega I + v_z k_z \sigma_z - v_y k_y \sigma_x - p v_z \ell(k_x) \sigma_y}{\omega^2 - \varepsilon^2_k}$$  \hspace{1cm} (19)

which is precisely the bulk Green function of Weyl semimetals without the interface. The correlation between two eigenstate wave functions which propagate in the same direction (i.e. between two incident waves or between two reflecting waves) gives rise to this translationally symmetric portion of the bulk Green function. On the other hand, $G_{ni}$ is not invariant under translation since it depends on the sum of $z$ and $z'$. This part of the Green function originates from a correlation between the incident and reflecting waves on the surface. In the absence of the surface, such a correlation would be zero. We note that an alternative method to calculate the full Green function of Weyl semimetals occupying half of the three-dimensional space was reported in [24].

In the absence of the surface, such a correlation would be zero. We note that an alternative method to calculate the full Green function of Weyl semimetals occupying half of the three-dimensional space was reported in [24]. Ref. [24] solved the differential equation with generalized hard-wall boundary conditions and found that the total Green function has a similar form to our result in this section, i.e., the sum of a translationally invariant term and a nontranslationally invariant term.

V. SURFACE STATES’ SCATTERING RATE FROM RANDOM IMPURITY SCATTERING

As in [1], we study the Edelstein effect of Weyl semimetals in the presence of short-range random impurities. We use the same quench disorder model as Ref. [18]. The impurities are assumed to be diluted, so that the perturbation theory we use to calculate self-energies, vertex corrections, and response functions are valid. In this model, electrons interact with the scalar impurities through the Hamiltonian,

$$H_I = \int d^3 r \psi^\dagger(r) U(r) \psi(r),$$  \hspace{1cm} (20)

where $U(r) = \sum_i u_i(r - r_i)$ is the potential of all impurities in the system and $u_i(r - r_i) = u_0 \delta(r - r_i)$ is a potential of an individual impurity centered at $r_i$. Here, $u_0$ is a parameter with units of energy multiplied by volume. These impurities are assumed to be uniformly distributed in the sample. The quantities calculated from the impurity potentials such as a Green function depend on the positions of all impurities. In order to extract a meaningful result, one performs a disordered average by

$$\langle A \rangle_{\text{dis}} = \int \prod_{i=1}^{N} d^3 r_i \rho(r_1, r_2, r_3, ..., r_N) A(r_1, r_2, r_3, ..., r_N).$$  \hspace{1cm} (21)

where $A(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, ..., \mathbf{r}_N)$ is a function that depends on $N$ impurity positions and $\rho$ is the ensemble distribution function. From the assumption that the impurities are uniformly distributed, $\rho$ is simply

$$\rho(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_3, ..., \mathbf{r}_N) = \prod_{i=1}^{N} \frac{1}{V} = \frac{1}{V^N}. \hspace{1cm} (22)$$

In this section, we calculate the surface scattering rate, which is related to the imaginary part of the surface self-energy, using the technique from Ref. [18]. The full surface Green function is assumed to have a form

$$G_s(\omega, k_{||}, z, z') = \ell(k_x) \frac{1 - p v x}{\omega - p v y k_y} e^{-\ell(k_x)(z + z')},$$  \hspace{1cm} (23)
where $\Sigma_s$ is the surface self-energy. This Green function can be expanded to the first order in self-energy as

$$G \approx G^0_s + \frac{e^{-\ell(k_x)(z+z')}}{2\ell(k_x)} G^1_s \Sigma G^0_s. \quad (24)$$

Next, we compute the disorder-averaged Green function, $\langle G_s \rangle$, to a certain order in the perturbation theory and then compare it to the right-hand side of Eq. 24 to extract the surface self-energy. The first order correction to the surface Green function which describes a particle scatters off an impurity (located at $r'_i$) at lowest order can be calculated, according to Fig. 2(a), as

$$G^{(1)}_s(\omega, r_1, r_2, r'_i) = \int d^3r G^0_s(\omega, r - r_1) u(r - r'_i)$$

$$\times \left. G^0_s(\omega, r_2 - r) \right|_{r \to r'} \quad (25)$$

Summing over all impurities and performing the disor-

dered average, the first order correction to the surface Green function has a form

$$\langle G^{(1)}_s(\omega, k_{\|}, k_{\|^2}, z_1, z_2) \rangle_{\text{dis}} = (2\pi)^2 \delta(k_{\|} - k_{\|^2}) n_{\text{imp}} u_0$$

$$\times \left. \frac{e^{-\ell(k_x)(z_1 + z_2)}}{2\ell(k_x)} G^0_s(\omega, k_{\|}, z, z_1) \right|_{r \to r'} u_0 \delta(z'_1 - z_1) e^{-i r'_1 \cdot (k_{\|^2} - q_{11})} G^0_s(\omega, q_{\|}, z_1, z_2) u_0 \delta(z'_2 - z_2)$$

$$\times e^{-i r'_1 \cdot (q_{\|^2} - k'_1)} G^0_s(\omega, k'_{\|}, z_2, z'). \quad (26)$$

Performing the disorder average, we have

$$\langle G^{(2)}_s(\omega, k_{\|}, k'_{\|}, z, z') \rangle_{\text{dis}}$$

$$= (2\pi)^2 \delta(k_{\|} - k'_{\|}) n_{\text{imp}} u_0^2$$

$$\times \left. \int \frac{d^2q_{\|}}{(2\pi)^2} \int d\zeta' G^0_s(\omega, k_{\|}, z, z_1) u_0 \delta(z'_1 - z_1) e^{-i r'_1 \cdot (k_{\|^2} - q_{11})} G^0_s(\omega, q_{\|}, z_1, z_2) u_0 \delta(z'_2 - z_2)$$

$$\times e^{-i r'_1 \cdot (q_{\|^2} - k'_1)} G^0_s(\omega, k'_{\|}, z_2, z'). \quad (29)$$

Depending on scattering processes one considers, the inter-
mediate fermion line with parallel momentum $q_{\parallel}$ in
Fig. 2(b) can be replaced by either surface or bulk Green functions.

It is often convenient to regard the disordered aver-
age of the second-order diagram as an effective electron-
electron interaction. This interaction is captured by the correlation function,

$$D(r_1 - r_2) = \left. \sum_i u(r_1 - r'_i) u(r_2 - r'_i) \right|_{\text{dis}}$$

$$= n_{\text{imp}} u_0^2 \delta(r_1 - r_2). \quad (30)$$

The corresponding term in the Hamiltonian is $H_D = \int \psi^ \dagger(r) \psi(r) D(r - r') \psi^ \dagger(r') \psi(r') d^3r d^3r'$. We will use this point of view later in the calculations involving bulk states and vertex corrections.

In the case of the surface-to-surface (STS) scattering, we set $G^0_s$ in Eq. 29 to be $G^0_s$ and then compare the result with Eq. 24. We find the contribution to the surface self-
energy from the STS scattering to be

$$\Sigma^{(2)}_{\text{STS}}(\omega, k_x) = n_{\text{imp}} u_0^2 \int \frac{d^2q_{\|}}{(2\pi)^2} \frac{1}{\omega - pv_y q_y} \frac{2\ell(k_x) \ell(q_y)}{\ell(k_x) + \ell(q_y)}. \quad (31)$$

One can perform an integral over $q_{\parallel}$ analytically (see Ref. [18] or Appendix E). The surface scattering rate due to the STS process can then be obtained from the imaginary part of the retarded self-energy as

$$\Gamma_{\text{STS}}(k_x) = - \text{Im} \Sigma^{(2)}_{\text{STS}}(\omega + i\eta, k_x)$$

$$= n_{\text{imp}} u_0^2 \ell(k_x)$$

$$\times \left[ \sqrt{m - \frac{m - k^2_x}{2m - k^2_x}} \tanh \left( \frac{\sqrt{m}}{\sqrt{2m - k^2_x}} \right) \right]. \quad (32)$$

The plot of the scattering rate $\Gamma_{\text{STS}}$ as a function of $k_x$ is displayed in Fig. 3(a). The rate is peaked at $k_x = 0$ and diminishes as $k_x \to \pm \sqrt{m}$.

In the case of the surface-to-bulk (STB) scattering, the intermediate fermion line in Fig. 2(b) is substituted by the bulk Green function $G^0_{\parallel}$. As shown in Sec. IV, there are two contributions to the bulk Green function in the presence of an interface: the translationally invariant part, $G_{ti}$, and the nontranslationally invariant part, $G_{ni}$. The STB scattering needs to include the processes in which the surface states scatter into
Substituting \( G_{\text{nontranslationally-invariant-bulk}} \) (STNI) processes. Let to-translationally-invariant-bulk (STTI) and surface-to-translationally-invariant-bulk (STTI) contributions, namely, the surface-scattering rate.

\[ \Gamma_{\text{STTI}}(\omega) = \frac{n_{\text{imp}} u_{0}^{2} \omega}{4 \pi v_{y} v_{z}} \times \left( \frac{m + |\omega|}{\gamma} - \theta \left( m - |\omega| \right) \sqrt{m - |\omega|} \right). \]  

The plot of \( \Gamma_{\text{STTI}} \) vs. \( \omega \) is displayed in Fig. 3(b). We find that, as frequency \( \omega \) increases, the scattering rate of the STTI process increases. We can understand this behavior from the fact that there is more scattering phase space at higher energy. The kink located at \( \omega = \sqrt{m} \gamma \) can be attributed to the Lifshitz transition, at which point the rate of change of the density of states with respect to chemical potential is discontinuous.

We next calculate the contribution to the self-energy from the STNI process. Following the same procedure as the case of \( G_{ti} \), we find the self-energy to be

\[ \Sigma_{\text{STNI}}^{(2)}(\omega, k_x) = \frac{n_{\text{imp}} u_{0}^{2} |\omega|}{4 \pi v_{y} v_{z}} \int \frac{d^3 q}{(2\pi)^3} \frac{1}{\omega^2 - \varepsilon_{q}^2 + i \text{sgn}(\omega)} \times \left( \frac{\ell(k_x)}{(\ell(k_x) - i q_z)} \right). \]  

Using Eq. 36, one obtains the imaginary part of the retarded self-energy\(^2\) as

\[ \text{Im} \Sigma_{\text{STNI}}^{(2)}(\omega, k_x) = - \pi n_{\text{imp}} u_{0}^{2} |\omega| \int \frac{d^3 q}{(2\pi)^3} \frac{(\ell(k_x) - i q_z)}{(\ell(k_x) - i q_z)^2 + \ell^2(q_z)} \delta(\omega^2 - \varepsilon_{q}^2) \]  

Combining the scattering rates form the STTI and STNI processes, \( \Gamma_{\text{STB}} = -\text{Im} \Sigma_{\text{STTI}}^{(2)}(\omega + i\eta) - \text{Im} \Sigma_{\text{STNI}}^{(2)}(\omega + i\eta, k_x) \), and integrating over \( q_y \), we arrive at the expression for the total STB scattering rate,

\[ \Gamma_{\text{STB}}(\omega, k_x) = \frac{n_{\text{imp}} u_{0}^{2} |\omega|}{8 \pi v_{y}} \int \frac{d^3 q}{(2\pi)^3} \frac{\theta(\omega^2 - v_{y}^2 (\ell^2(q_z) + \ell^2(q_x))}{\sqrt{\omega^2 - v_{y}^2 (\ell^2(q_z) + \ell^2(q_x))}} \times \frac{q_z^2 (q_z^2 + \ell^2(q_x)) + \ell^2(q_z)}{q_z^2 + \ell^2(q_x)} \frac{d q_x d q_z}{d q_x d q_z}. \]  

Note that \( \Gamma_{\text{STB}} \) vanishes at \( \omega = 0 \). This is an indication that the surface states are decoupled from the bulk states.

\(^2\) The Cauchy principal value is real and the integral over the delta function term is pure imaginary. One can easily check these assertions by taking a complex conjugate of the integral and then reverse the sign of \( q_z \).

FIG. 3. Plots of surface scattering rates for (a) STS process and (b) Surface-to-translationally-invariant-bulk (STTI) process. The parameter \( \Gamma_{0} \equiv \frac{n_{\text{imp}} u_{0}^{2} m^{3/2}}{v_{y} v_{z}} \) has a units of a scattering rate.
at this value of energy. To understand the behavior of $\Gamma_{STB}$, we plot the ratio $\Gamma_{STB}/\Gamma_{STTI}$ in Fig. 4. Since the total STB scattering is the sum of the STTI and STNI processes, the ratio $\Gamma_{STB}/\Gamma_{STTI} = 1$ if STNI does not affect the scattering rate. The deviation of $\Gamma_{STB}/\Gamma_{STTI}$ from unity indicates how much the STNI process contributes to the total $\Gamma_{STB}$. From Fig. 4(a), one can see that, for a wide range of $k_x$, the ratio decreases as $\omega$ increases from 0 to $m\gamma$. However, the ratio starts to bounce up, as $\omega$ increases beyond $m\gamma$, and, eventually, reaches 1 at large $\omega$ (Fig. 4(b)). This behavior can be clearly illustrated in a plot of $\Gamma_{STB}/\Gamma_{STTI}$ vs. $k_x$ at $\omega = 0$ (Fig. 4(c)). Consequently, including the STNI process results in a lowering of the total bulk scattering rate.

Finally, the total surface scattering rate can be calculated from,

$$\Gamma_s(\omega, k_x) = \Gamma_{STS}(k_x) + \Gamma_{STB}(\omega, k_x).$$

The plot of $\Gamma_s$ vs. $k_x$ is displayed in Fig. 5. $\Gamma_s$ has a maximum value at $k_x = 0$ and, unlike the case of $\Gamma_{STS}$, $\Gamma_s$ decreases to some finite values at $k_x = \pm \sqrt{m}$.

VI. SURFACE MAGNETOELECTRIC SUSCEPTIBILITY

In this section, we calculate the Edelstein effect response or the surface states’ magnetoelectric susceptibility, $\chi_{ij}$, using linear response theory. In general, $\chi_{ij}$ is defined through

$$M_i(r, t) = \int \chi_{ij}(r, \tau; t, \tau') E_j(r', \tau') d^3r' d\tau',$$

where $M$ is the induced magnetization and $E$ is the applied electric field. In order to compute $\chi_{ij}$, one considers an action of the form

$$S[A, B] = S_0[A] - \int M \cdot B$$

where $S_0[A]$ is an unperturbed action, $A$ is a vector potential, $B$ is an external magnetic field, and $M = \mu_B \psi^\dagger \sigma \psi$ is a magnetization with $\mu_B$ being the Bohr magneton. In this paper, we will calculate $\chi_{ij}$ using the grand canonical ensemble. This means the action $S_0$ needs to include a chemical potential $\mu$.

The outline of the calculation for the magnetoelectric susceptibility is as follows. Let $Z[A, B] = \int D[\psi, \psi^\dagger] e^{-S[A, B]}$ be the partition function of the action in Eq. 44. First, we compute the response function $L_{ij}$ within the imaginary time formalism [25] from

$$L_{ij}(r, r', \tau, \tau') = -\frac{1}{2} Z \int \delta B_i(r, \tau) \delta A_j(r', \tau') Z[A, B]$$

$$= \frac{1}{2} \int D[\psi, \psi^\dagger] M_i J_j e^{-S}$$

where $S_0[A]$ is an unperturbed action, $A$ is a vector potential, $B$ is an external magnetic field, and $M = \mu_B \psi^\dagger \sigma \psi$ is a magnetization with $\mu_B$ being the Bohr magneton. In this paper, we will calculate $\chi_{ij}$ using the grand canonical ensemble. This means the action $S_0$ needs to include a chemical potential $\mu$.
where \( J_1 = \frac{8S_0}{\Delta} \) is a \( U(1) \) current. Next, we perform the disordered average on the response function. For simplicity of notation, we define the bracket symbol to include both the thermal and disordered averages. Hence, the resulting \( L_{ij} \) is given by

\[
L_{ij} = (M_i J_j).
\]  

(46)

The response \( L_{ij} \) is then calculated as a function of Matsubara frequency, \( \omega_n \), and momentum \( q \). In the case of surface states, \( q || \) and the coordinates perpendicular to the surface, \( z' \), replace \( q \) as independent variables in \( L_{ij} \). Once \( L_{ij} \) is analytic continued to real frequencies \( i\omega_n \to \omega + i\eta \), the Edelstein effect response can be obtained from \( L_{ij} \) as

\[
\chi_{ij}(\omega, q) = \frac{i}{\omega} L_{ij}(\omega, q).
\]  

(47)

The unperturbed action of the Weyl semimetal we consider in this paper (Eq. 2) is \( S_0[A] = \int d^3r d\tau L_0[A] \) with the Lagrangian given by

\[
L_0 = \psi^\dagger (\partial_\tau - \mu) \psi + \psi^\dagger \gamma^i (-i\partial_i - eA_i)^2 - m_0 \sigma_y \psi
+ \psi^\dagger v_z \sigma_z (-i\partial_z - eA_z) \psi + \psi^\dagger v_y (-i\partial_y - eA_y) \sigma_y \psi
+ \psi^\dagger U \psi
\]  

(48)

Here, as mentioned above, there is a chemical potential \( \mu \) in \( L_0 \), because we plan to calculate \( \chi \) within the grand canonical ensemble. The inclusion of \( \mu \) results in a shift in the frequency dependence of the Green function from \( G(\omega) \) to \( G(\omega + \mu) \). From the action \( S_0[A] \), we calculate the \( U(1) \) current as

\[
J_x(r, t) = \frac{\delta S_0[A]}{\delta A_x(r, t)} = -2e\rho \gamma^i \sigma_y (-i\partial_x - eA_x) \psi(r, t),
\]  

(49)

\[
J_y(r, t) = \frac{\delta S_0[A]}{\delta A_y(r, t)} = ev_y \psi^\dagger \sigma_x \psi(r, t),
\]  

(50)

\[
J_z(r, t) = \frac{\delta S_0[A]}{\delta A_z(r, t)} = -ev_z \psi^\dagger \sigma_z \psi(r, t).
\]  

(51)

Eq. 46 and the forms of \( G_s, M, \) and \( J \) imply the matrix structure of \( L_{ij} \) is

\[
L_{ij} \sim \text{tr}(\sigma_i(1 - p\sigma_z)\sigma_j(1 - p\sigma_x)),
\]  

(52)

where the index \( k = \begin{cases} x & \text{if} \; j = y \\ y & \text{if} \; j = x \\ z & \text{if} \; j = z \end{cases} \). Using Eq. 34 and the cyclical property of trace, we find that only the component \( xy \) is nonvanishing. Physically, \( L_{xy} \) is a magnetization response along the \( x \) direction due to an applied current along the \( y \) direction.

Substituting \( M_x \) and \( J_y \) into Eq. 46, we have \( L_{xy} = ev_y\mu_B(\psi^\dagger \sigma_x \psi^\dagger \sigma_y \psi) \). Using Wick’s theorem, we find

\[
L_{xy}(i\omega_n, r) = -ev_y\mu_B \sum_l \int d^3r' \times \text{tr}(\{\sigma_x G(i\omega_l + \mu, r, r')\sigma_x G(i\omega_l - i\omega_n + \mu, r', r)\})_{\text{dis}}.
\]  

(53)

Here, the negative sign in the front comes from the fermion loop. The effect of the disordered average can be captured by the surface states’ vertex \( A_s \) as

\[
L_{xy}(i\omega_n, r) = -ev_y\mu_B \sum_l \int d^3r'd^3r_1 d^3r_2 \times \text{tr}[\{\sigma_x G(i\omega_l + \mu, r, r_1)A_s(i\omega_l + \mu, i\omega_l - i\omega_n + \mu, r_1, r', r_2)G(i\omega_l - i\omega_n + \mu, r_2, r)\}].
\]  

(54)

We follow the standard procedure by converting the Matsubara summation to a contour integral and then performing an analytic continuation on \( L_{xy}(i\omega_n) \) to real frequencies. We find the retarded response function is given by

\[
L_{xy}(\omega', q||, z) = \frac{ev_y\mu_B}{2\pi i} \int_{-\infty}^{\infty} d\omega (n_F(\omega - \omega' - \mu) - n_F(\omega - \mu)) \int \frac{d^2k ||}{(2\pi)^2} \int dz' dz_1 dz_2 \times \text{tr} \left( \sigma_x G^A_s(\omega, k||, z, z_1)A_s(\omega, \omega' - \mu, k||, k|| - q||, z_1, z, z_2)G^R_s(\omega - \omega', k|| - q||, z_2, z) \right),
\]  

(55)

where \( G^A \) and \( G^R \) are the advanced and retarded Green functions, respectively. From Eq. 55, we take the limit \( q|| \to 0, \omega' \to 0 \), and use Eq. 47. We find the surface
magnetoelectric susceptibility is
\[ \chi_s(z, \mu, T) = \chi_{xy}(z, \mu, T) = \int_{-\infty}^{\infty} d\omega \left( -\frac{\partial n_F(\omega - \mu)}{\partial \omega} \right) X_s(\omega, z) \] (56)

where the function \( X_s(\omega, z) \) is
\[
X_s(\omega, z) = \frac{e D v_F \mu_B}{2\pi} \int \frac{d^2k}{(2\pi)^2} \int dz' dz_1 dz_2 \times \text{tr} \left[ \sigma_x G^R(\omega, k^\parallel, z, z_1) \Lambda_s(\omega, k^\parallel, z, z_2) \right].
\] (57)

Here, the vertex \( \Lambda_s(\omega, k^\parallel, z, z_2) \) is defined by
\[
\Lambda_s(\omega, k^\parallel, z, z_2) = \frac{s}{\omega - p n_F k^y + i \Gamma_x(\omega, k_x)},
\] (58)

where, in the denominator, the positive sign is for the retarded Green function, \( G^R \), and the negative sign is for the advanced Green function, \( G^A \). Within the self-consistent ladder approximation (Fig. 6), the vertex function, \( \Lambda_s(\omega, k^\parallel, z, z_2) \), can be obtained by solving the equation,
\[
\Lambda_s(\omega, k^\parallel, z, z_2) = \sigma_x \delta(z_1 - z') \delta(z' - z_2) + \int \frac{d^2s}{(2\pi)^2} \int dz'_1 dz_1 \cdot \frac{1}{2} \frac{e D}{\Gamma_s(\omega, s^\parallel, z_1, z_2)} \times G^R(\omega, s^\parallel, z_1, z'_1) \Lambda_s(\omega, s^\parallel, z_1, z'_2, z_2) G^R(\omega, s^\parallel, z'_2, z_2).
\] (59)

We make an ansatz,
\[
\Lambda_s(\omega, k^\parallel, z, z_2) = \sigma_x \delta(z_1 - z') \delta(z' - z_2) + \delta(z_1 - z_2) - \frac{1}{2} \frac{e D}{\Gamma_s(\omega, s^\parallel, z_1, z_2)} f(\omega, z_1, z'),
\] (60)

that the vertex is the sum of a bare vertex and a vertex correction. Plugging in this ansatz, the Green functions (from Eq. 58), and \( D(k^\parallel - s^\parallel, z_1, z_2) = \frac{h_{\text{imp}} u_0^2}{v_F} \delta(z_1 - z_2) \) into Eq. 59, and then comparing both sides of the equation, we find that \( f(\omega, z_1, z_2) \) satisfies the integral equation,
\[
f(\omega, z_1, z') = F(\omega, z_1, z') + \int dz'_1 F(\omega, z_1, z'_1) f(\omega, z'_1, z'),
\] (61)

where the function \( F(\omega, z, z') \) is defined by
\[
F(\omega, z, z') = \frac{2 \pi v_F}{\Gamma_s(\omega, s^\parallel, z_1, z_2)} \int_{\sqrt{\Gamma_s(\omega, s^\parallel, z_1, z_2)}} \frac{d^2s}{(2\pi)^2} e^{-2(s^\parallel - s^\parallel)(\omega, s^\parallel)}.
\] (62)

Eq. 61 is a Fredholm integral equation of the second kind. We implement the standard quadrature algorithm from Ref. [26] to numerically solve Eq. 61. As an example, the solution in the case of \( \omega = 0.1 m \gamma \) is displayed in Fig. 7(a). In computing the quadrature, we choose an uneven grid spacing. That is the grids are chosen to be dense at small \( (z, z') \) and then the spacing becomes wider as \( (z, z') \) increase. The grid sizes we use are small enough such that the difference between the left- and right-hand sides of Eq. 61 is less than 0.1% at \( \omega = 0.1 m \gamma \) (see Fig.7(b)).
Substituting $\Lambda_c$ from Eq. 60 into Eq. 57 and simplifying the expression, one finds

$$X_s(\omega, z) = X_s^{(0)}(\omega, z) + X_s^{(1)}(\omega, z),$$

where

$$X_s^{(0)}(\omega, z) = \frac{\mu B}{4\pi^2} \int_{-\sqrt{m}}^{\sqrt{m}} dk_x \ell(k_x) e^{-2\ell(k_x)z} \Gamma_s(\omega, k_x)$$

(64)

comes from the bare vertex $\sigma_x$ and

$$X_s^{(1)}(\omega, z) = \frac{\mu B}{2\pi^2} \int_{-\sqrt{m}}^{\sqrt{m}} dk_x \int_0^\infty dz' \int_0^\infty dz_1 \times \ell^2(k_x) e^{-2(z+z_1)\ell(k_x)} \Gamma_s(\omega, k_x) f(\omega, z_1, z')$$

(65)

arises from the vertex correction. Since the results above do not depend on the pseudospin index $p$, one needs to multiply $\chi_s$ in Eq. 56 by a factor of 2 to obtain the total susceptibility from the two pseudospin sectors. By changing units of various variables to be dimensionless (see Sec. II), one can express the susceptibility in a scaling form as

$$\chi_s = 2 \chi_0 \frac{\bar{\chi}_s}{\alpha} \left( z, \frac{\mu}{m\gamma} \right),$$

(66)

where $\bar{\chi}_s$ is the dimensionless surface susceptibility, the constant $\chi_0 \equiv \frac{\alpha}{v_s^2 \sqrt{m}}$ has a unit of magnetization per electric field, $\alpha \equiv \frac{n_{imp} u_0^2 \sqrt{m}}{v_s}$ is the dimensionless parameter that quantifying the strength of the impurity scattering, and the constant $l_0 \equiv v_s/m\gamma$ has a unit of length. We can clearly see from Eq. 66 that the effect of impurity comes out as an overall multiplication factor. To study the behavior of the surface response, we make a plot of $\chi_s$ vs. $z$ at $T = 0$ in Fig. 8. We find that $\chi_s$ is largest at the surface ($z = 0$) and then sharply decreases as one goes deeper inside the bulk. This behavior reflects the fact that the surface states are localized near the surface. Additionally, we find $\chi_s$ is strongest when $\mu$ is close to zero (i.e., $\mu$ is located close to the energy level of the Weyl nodes) and becomes smaller as $\mu$ increases. At $\mu = m\gamma$, $\chi_s$ is smaller than its value at $\mu = 0$ by about two orders of magnitude.

VII. BULK MAGNETOELECTRIC SUSCEPTIBILITY

To understand how strong the Edelstein response of the surface states is, we need to compare it with that of the bulk states. As shown in Eq. 16, there are two contributions to the bulk Green function, the translationally invariant part, $G_{ii}$, and nontranslationally invariant part, $G_{ni}$. In this paper, we consider only the former and neglect the latter in the response calculation of the bulk states. That is the free bulk Green function $G_b^0 = G_{ii}^0$

as given in Eq. 19. Furthermore, only the bulk-to-bulk scattering is included. The results obtained from these approximations correspond to the Edelstein effect from the bulk states in the absence of surface.

We first study how the random impurities affect the Green function by calculating the self-energy. The disordered-averaged self-energy at one loop level is

$$\Sigma_b = \int D(k - q) G_b^0(\omega, q) \frac{d^3 q}{(2\pi)^3}$$

$$= n_{imp} u_0^2 \left( \frac{\omega}{\omega^2 - \varepsilon_q^2} \right) \left( \frac{d^3 q}{(2\pi)^3} \right)$$

$$- i p \Gamma_{b,2}(\omega) \sigma_y$$

(67)

Using Eq. 36, we find the imaginary part of the retarded self-energy to be

$$\text{Im} \Sigma_b(\omega) = -i \Gamma_{b,0}(\omega) \sigma_y$$

where

$$\Gamma_{b,0}(\omega) = \frac{n_{imp} u_0^2 |\omega|}{8\pi^2} \int \delta(\omega^2 - \varepsilon_q^2) d^3 q,$$

$$\Gamma_{b,2}(\omega) = -\frac{n_{imp} u_0^2 v_z \text{sgn}(\omega)}{8\pi^2} \int \delta(\omega^2 - \varepsilon_q^2) \ell(q_x) d^3 q.$$
The integral in $\Gamma_{b,2}$ can be analytically calculated using similar technique as the integral in $\Gamma_{STTI}$ (see Appendix F). The result is

$$\Gamma_{b,2}(\omega) = -\frac{n_{imp}u_{b}^{2}\gamma\text{sgn}(\omega)}{4\pi v_{y}v_{z}} \left[ m \sqrt{m + \frac{\omega}{\gamma}} - \frac{(m + \frac{\omega}{\gamma})^{\frac{3}{2}}}{3} \right] - \theta(m - \frac{\omega}{\gamma}) \left[ m \sqrt{m - \frac{\omega}{\gamma}} - \frac{(m - \frac{\omega}{\gamma})^{\frac{3}{2}}}{3} \right]$$

(71)

$$G_{b}^{R,A}(\omega, k) = \frac{\omega \mathbb{1} + v_{z}k_{x}\sigma_{x} - v_{y}k_{y}\sigma_{y} - pv_{z}\ell(k_{x})\sigma_{y}}{\left(\omega + i\Gamma_{b,0}(\omega)\right)^{2} - \left((v_{x}k_{x})^{2} + (v_{y}k_{y})^{2} + (v_{z}\ell(k_{x}) + i\Gamma_{b,2}(\omega))^{2}\right)},$$

(72)

where the positive and negative signs in the denominator are for the retarded Green function, $G^{R}$, and the advanced Green function, $G^{A}$, respectively.

Following a similar matrix structure analysis as in Eq. 52, we find, in the case of the bulk response, that only the components $yx$, $xy$, and $zz$ of $L_{ij}$ are nonzero. Since we want to compare the surface and bulk results and $xy$ is the only nonvanishing component of the surface response, we focus on the calculation of $L_{xy}$ for the bulk states. We apply the same procedure used to obtain the expression for the surface susceptibility in Eq. 56 to the case of the bulk Green functions and the bulk vertex function. One finds the bulk magnetoelectric susceptibility can be computed from

$$\chi_{b} \equiv \chi_{xy} = \frac{e\nu_{y}\mu_{B}}{2\pi} \int_{-\infty}^{\infty} d\omega \left( -\frac{\partial n_{p}(\omega - \mu)}{\partial\omega} \right)$$

$$\times \int \frac{d^{3}p}{(2\pi)^{3}} \text{tr} \left( \sigma_{y}G_{b}^{R}(\omega, p)\Lambda_{b,i}(\omega, p)G_{b}^{A}(\omega, p) \right),$$

(73)

and the bulk vertex function, $\Lambda_{b,i}(\omega, p)$, is obtained by solving the self-consistent equation (see Fig. 6),

$$\Lambda_{b,i}(\omega, k) = \sigma_{i} + \int \frac{d^{3}q}{(2\pi)^{3}} D(k - q)$$

$$\times G_{b}^{R}(\omega, q)\Lambda_{b,i}(\omega, q) G_{b}^{A}(\omega, q).$$

(74)

To solve this equation, we make an ansatz in a similar fashion as the surface case (Eq. 60),

$$\Lambda_{b,i} = \sigma_{i} + f_{i}^{0} \mathbb{1} + f_{i} \cdot \sigma.$$  

(75)

Substituting Eq. 75 into Eq. 74 leads to the system of self-consistent equations for the functions $f_{i}$ and $f_{i} = (f_{i}^{x}, f_{i}^{y}, f_{i}^{z})$. In the case of $\Lambda_{b,x}$, the solutions to the self-

consistent equation for $f_{x}$ (see Appendix G) are

$$f_{x}^{0} = f_{y}^{x} = f_{z}^{x} = 0,$$

$$f_{x}^{x} = -\frac{n_{imp}u_{b}^{2}(a_{0} - a_{x} + a_{y} - a_{z})}{1 - n_{imp}u_{b}^{2}(a_{0} - a_{x} + a_{y} - a_{z})},$$

(76)

where

$$a_{0}(\omega) = \int \frac{\omega^{2}}{R(\omega, q)} \frac{d^{3}q}{(2\pi)^{3}}, a_{x}(\omega) = \int \frac{(v_{z}\ell(q_{x})^{2} d^{3}q}{R(\omega, q)} (2\pi)^{3}},$$

$$a_{y}(\omega) = \int \frac{(v_{y}q_{y})^{2} d^{3}q}{R(\omega, q)} (2\pi)^{3}, a_{z}(\omega) = \int \frac{(v_{z}q_{z})^{2} d^{3}q}{R(\omega, q)} (2\pi)^{3}},$$

with

$$R(\omega, q) = K(\omega, q)K^{*}(\omega, q)$$

and

$$K(\omega, q) = (\omega + i\Gamma_{b,0}(\omega))^{2} - \left[(v_{x}q_{x})^{2} + (v_{y}q_{y})^{2} + (v_{z}\ell(q_{z}) + i\Gamma_{b,2}(\omega))^{2}\right].$$

It follows that vertex function $\Lambda_{x}$ is given by

$$\Lambda_{b,x} = \frac{1}{1 - n_{imp}u_{b}^{2}(a_{0} - a_{x} + a_{y} - a_{z})} \sigma_{x}.$$  

(77)

In order to evaluate the integrals in the $a_{i}$’s, we make a change of variables, $(v_{z}\ell(q_{x}), v_{y}q_{y}, v_{z}q_{z}) = |\varepsilon| \cos \theta, |\varepsilon| \sin \theta \cos \phi, |\varepsilon| \sin \theta \sin \phi)$. Under this change of variables, it turns out that $a_{y}(\omega) - a_{z}(\omega) = 0$. Furthermore, since $\frac{1}{R(\omega, \theta, \phi)}$ is sharply peaked at $\varepsilon$ such that $\varepsilon^{2} = \omega^{2}$, we make an approximation that $\varepsilon \approx \omega$ in the numerator (see [27] for a thorough investigation of this approximation). Consequently, the expression of
\[ a_0 - a_x + a_y - a_z = a_0 - a_x \] turns into
\[ (a_0 - a_x)(\omega) = \frac{\omega^4}{4\pi^2\gamma m_\gamma v_\perp^2} \int d(\varepsilon, \theta) \times \frac{\sin^3 \theta}{R(\omega, \varepsilon, \theta) \sqrt{1 - \frac{\varepsilon^2}{m_\gamma^2} \cos \theta}} \] (78)
where \( \int d(\varepsilon, \theta) \equiv \int_0^{\pi/2} d\varepsilon \int_0^{\pi/2} d\theta \). Substituting \( \Lambda_{s,x} \) from Eq. 77 and the bulk Green function into Eq. 73, we can simplify the expression for the bulk states’ magnetoelastic susceptibility as
\[ \chi_b = \frac{2e\nu_B \mu_B}{\pi} \int_{-\infty}^{\infty} d\omega \left( -\frac{\partial n_F(\omega - \mu)}{\partial \omega} \right) \times \frac{\langle a_0 - a_x(\omega) \rangle}{1 - n_{\text{imp}} u_0^\alpha(a_0 - a_x)(\omega)} \] (79)
There is an additional factor of 2 in this expression because the two pseudospin sectors equally contribute to the bulk response. As in the case of \( \chi_s \), one can write \( \chi_b \) in a scaling form (see Sec. II) as
\[ \chi_b = \frac{2\chi_0}{\alpha} \chi_b \left( \frac{\mu}{m_\gamma}, \frac{T}{m_\gamma}, \alpha \right) \] (79)
where \( \chi_b \) is the dimensionless bulk susceptibility. From our numerical calculation, we find that \( \chi_b \) is independent of \( \alpha \) for \( \alpha \lesssim 0.1 \). This means, for small \( \alpha \), the effect of impurity scatterings is captured entirely in a multiplication factor. We display the plot of \( \chi_b \) vs. \( \mu \) at \( T = 0 \) in Fig. 9(a). There is a dip at \( \mu = m_\gamma \) which corresponds to Lifshitz transitions of the model.

In Fig. 9(b), we overlay \( \chi_s \) at \( z = 0 \) on top of the plot of \( \chi_b \) to compare the surface and bulk results. We find that \( \chi_s \) at the interface is much larger than \( \chi_b \) at low chemical potentials. As \( \mu \) increases, \( \chi_s \) quickly decreases, whereas \( \chi_b \) approximately stays in the range 0.2 – 0.4 in units of \( \chi_0/\alpha \). Eventually, \( \chi_b \) becomes larger than \( \chi_s \) once \( \mu \gtrsim 1.6 \). In order to investigate the origin of large surface response, we calculate \( \chi_s \) in the absence of the STNI scattering process (i.e., \( \Gamma_{STI} \) is set to equal \( \Gamma_{STB} \) in Eq. 38) and \( \chi_s \) with no vertex corrections. The results are also plotted in Fig. 9(b) to make a comparison with the full \( \chi_s \). We find that when the STNI scattering process is excluded, only minimal value of \( \chi_s \) decreases. However, when the vertex correction is neglected, there is a large drop in \( \chi_s \) such that its value at \( z = 0 \) has the same order of magnitude as \( \chi_b \).

**VIII. DISCUSSION AND CONCLUSION**

Let us try to understand the effects that a surface has on the Edelstein response. First, we consider two type of the surface-to-bulk scattering processes. The bulk Green functions in the presence of a surface have two contributions: the translationally invariant part, \( G_{ti} \), which is simply the bulk Green function in the absence of any surface, and the nontranslationally invariant part, \( G_{ni} \), which arises due to the correlation between the incident and the reflecting bulk wave functions. In the approximation in which the STNI process (or \( G_{ni} \)) is neglected, \( \Gamma_{STI} \) comes entirely from \( \Gamma_{STT} \) as given by Eq. 38. We find that including \( G_{ni} \) results in a smaller total \( \Gamma_{STB} \) than \( \Gamma_{STT} \) as can be seen from Fig. 4. This change in the scattering rate indicates that the STNI process could affect the linear response of the surface states because the quasiparticles have a longer life-time. However, as shown in Fig. 9(b), the inclusion of the STNI process causes \( \chi_s \) to increase slightly and, thus, only has a small effect on the Edelstein response.

Second, we turn to the effect of the surface states’ vertex correction. We can see from Eqs. 56, 63, and 65 that, at fixed \( \omega \), the vertex correction \( (f(\omega, z_1, z_2)) \) is directly related to \( \chi_s \). We find from our calculation in Fig. 9(b) that when \( f(\omega, z_1, z_2) \) is neglected, \( \chi_s \) at \( z = 0 \) decreases by one to two orders of magnitude at low chemical po-
tentials ($\mu \lesssim 0.5 m\gamma$). This means $f(\omega, z_1, z_2)$ is large at small $\omega$ or $\mu$. Hence, we can identify the large surface vertex correction to be the main responsibility for the strong enhancement of Edelstein response close to the surface. We can understand how the large vertex correction at low chemical potentials comes about as follows. As the chemical potential gets closer to the Weyl points, the coupling between the surface and bulk states are weaker and weaker. This can be seen from the fact that the surface-to-bulk scattering rate vanishes continuously as $\omega \to 0$. In this limit, the surface states which effectively behave like a chiral fermion in one dimension must be dissipationless. However, the conductivity of such a chiral fermion is finite if only the bare vertex is present [18]. This means, in order for the conductivity to be very large or infinite, the vertex correction has to be included and much larger than the bare vertex. We note that this argument relies on the 1D chiral fermions having no dissipations in the present of a quenched disorder. It would be interesting to see how the results would change for other momentum relaxation mechanisms such as a long-range impurity or an electron-phonon interaction.

We next compare our results with the calculation of the Edelstein effect in Weyl semimetal TaAs from [1]. We note that Ref. [1] proposed the Hamiltonian of the form given in Eq. 2 and applied it to TaAs which has 24 Weyl nodes in the Brillouin zone. In this paper, we focus solely on Eq. 2, which has 4 Weyl nodes. This means we do not consider the scattering between different pairs of Weyl nodes. We only include the scatterings within a pair. Ref. [1] computed a magnetic moment response due to an applied electric field within the semi-classical Boltzmann approach. They found that the surface states’ magnetic moment near the surface (by about 1 to 2 orders of magnitude). The surface states’ magnetic moment quickly decreases as one goes deeper into the bulk, whereas the bulk states’ magnetic moment stays constant. This behavior is qualitatively similar to our result, $\chi_s(\mu)$, at the chemical potential $\mu \lesssim 0.5 m\gamma$.

However, Ref. [1] fixed the value of $\mu$ to be about $m\gamma$.

At that value of $\mu$, our $\chi_s$ is only about 4 times larger than $\chi_b$. This discrepancy could be attributed to the following possibilities. First, we do not include the scatterings between different pairs of Weyl nodes in the calculation. It is possible that including such processes could lead to much larger scattering rates for the bulk states than the surface states. The second possibility is that the Kubo formalism we use here could be capable of capturing electron-electron correlations that are not present in the semiclassical Boltzmann approach. Thus, our results may not necessarily have the same qualitative and quantitative features as [1]. Nonetheless, we show in this paper that it is sufficient for Weyl semimetals to have a strong surface Edelstein response without any scatterings between different Weyl-node pairs, albeit at lower chemical potentials.

To summarize, the key result of this paper is that, near the surface of Weyl semimetals, the surface states have a much stronger magnetoelectric susceptibility than the bulk states at low chemical potentials. The underlying reason for this phenomenon is that, at the chemical potential close to the Weyl points, the Fermi-arc surface states weakly couple to bulk states. The surface states become almost dissipationless and, thus, have a large vertex correction. Since the vertex corrections generally appear in the calculations of many correlation functions, we expect other responses and transport properties (e.g., thermal conductivity and thermopower) of Weyl semimetals to display a similar behavior.
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Appendix A: Hermitian boundary conditions of the surface and bulk states

Some cares are needed when we pick the boundary conditions in order for the Hamiltonian on the left-hand side of Eq. 5 to be a Hermitian operator (see the discussion of this problem, for example, in [29]). We want to pick the boundary conditions such that the hermicity condition,

$$\langle \psi | H | \xi \rangle = \langle \xi | H | \psi \rangle^\dagger,$$

(A1)

4 There are two types of Weyl nodes in TaAs, $W1$ and $W2$, but only Weyl nodes of the type $W1$ contribute to the Edelstein effect. Ref. [1] used the experimentally fitted parameters for $W1$, $\mu = 22.1$ meV, $m = 1.73 \times 10^{-4}$ Å$^{-2}$, and $\gamma = 130$ eVÅ$^{-2}$, from [28]. One finds the ratio $\mu/m\gamma = 0.982$. 
is satisfied for any states $|\psi\rangle$ and $|\xi\rangle$ in the Hilbert space. Since $k_x$ and $k_y$ are c-number, one needs to consider only the term with the operator $\frac{\partial}{\partial z}$. Using integration by parts on the left-hand side of Eq. A1, one finds

$$\int_{-\infty}^{\infty} dz \psi^\dagger \left( -iv_z \sigma_z \frac{\partial}{\partial z} \right) \xi = -iv_z \psi^\dagger \sigma_z \xi \bigg|_{-\infty}^{0} - iv_z \psi^\dagger \sigma_z \xi \bigg|_{0}^{\infty} + \int_{-\infty}^{\infty} dz \left( -iv_z \sigma_z \frac{\partial}{\partial z} \psi \right)^\dagger \xi. \quad (A2)$$

This means the Hamiltonian is Hermitian if the condition

$$\psi^\dagger \sigma_z \xi \bigg|_{-\infty}^{0} + \psi^\dagger \sigma_z \xi \bigg|_{0}^{\infty} = 0 \quad (A3)$$

is satisfied.

In Sec. III, we introduce an interface between Weyl semimetals and a vacuum at $z = 0$. The system is assumed to be Weyl semimetals for $z > 0$ and a vacuum for $z < 0$. Wave functions must vanish far inside the vacuum. This means $\psi^\dagger \sigma_z \xi(-\infty) = 0$. Furthermore, the continuity of wave functions at the interface means $\psi^\dagger \sigma_z \xi(0^+) = \psi^\dagger \sigma_z \xi(0^-)$. Therefore, the condition required for the Hamiltonian to be Hermitian is reduced from Eq. A3 to

$$\psi^\dagger \sigma_z \xi(\infty) = 0. \quad (A4)$$

In the case of surface states, since the wave functions are localized near the surface, they must vanish deep inside the bulk as $z \to \infty$. Hence, Eq. A4 is satisfied. The boundary conditions for the surface states can be summarized as

$$\lim_{z \to -\infty} \psi(z) = 0 \quad (A5)$$

$$\lim_{z \to 0^+} \psi(z) = \lim_{z \to 0^-} \psi(z). \quad (A6)$$

In the case of bulk states, the wave functions do not simply vanish as $z \to \infty$. Let us expand Eq. A4 in terms of the components of the two wave functions, $\psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}$ and $\xi = \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix}$. One finds

$$\begin{pmatrix} \psi_1(\infty) \\ \psi_2(\infty) \end{pmatrix}^* = \begin{pmatrix} \xi_2(\infty) \\ \xi_1(\infty) \end{pmatrix}. \quad (A7)$$

One possible solution of this equation is that the ratio of the components of wave functions at $z = \infty$ must be a complex phase,

$$\frac{\psi_1(\infty)}{\psi_2(\infty)} = e^{i\phi}. \quad (A8)$$

For the bulk states, we can interpret $z \to \infty$ as $z = L_z$ where $L_z$ can be thought of as the thickness of the Weyl semimetal along the $z$ direction. $L_z$ is a macroscopic length scale that is much larger than any other intrinsic length scales such as the inverse Fermi wave vector. From Eq. A8, we choose the boundary condition at $z = L_z$ to be $\frac{\psi_1(L_z)}{\psi_2(L_z)} = p = \pm 1$. The boundary conditions for the bulk states can be summarized as

$$\lim_{z \to -\infty} \psi(z) = 0 \quad (A9)$$

$$\lim_{z \to 0^+} \psi(z) = \lim_{z \to 0^-} \psi(z). \quad (A10)$$

$$\frac{\psi_1(L_z)}{\psi_2(L_z)} = p. \quad (A11)$$

The choice that the ratio in Eq. A8 equals $e^{i\phi} = p$ can be understood physically from a particular setup in which the region $0 < z < L_z$ is a bulk of Weyl semimetal and the region above $z > L_z$ is a vacuum. That is there is an additional Weyl semimetal-vacuum interface located at $z = L_z$. Solving Eq. 5 with $m(z) = -\tilde{m} \to -\infty$ in the region $z > L_z$ yields an eigenstate wave function of a form

$$\begin{pmatrix} \psi_1(z) \\ \psi_2(z) \end{pmatrix} = B \begin{pmatrix} p \\ 1 \end{pmatrix} e^{ik_x x + ik_y y - \frac{\tilde{m}}{v_y} (z-L_z)}, \quad (A12)$$

where $B$ is a constant. By invoking the continuity of the wave functions at the interface, we find that on the Weyl semimetal side $\frac{\psi_1(L_z^-)}{\psi_2(L_z^-)} = p$. 


Appendix B: Calculation of surface eigenstates

The Schrödinger equation in Eq. 5 can be rewritten as
\[ -i \frac{\partial}{\partial z} \psi + A \psi = 0 \]  \hspace{1cm} (B1)
where the matrix \( A \) is given by
\[ A = \left( \begin{array}{cc} -\varepsilon/v_z & v_z k_y + ip\ell(k_x) \\ -v_z k_y + ip\ell(k_x) & \varepsilon/v_z \end{array} \right). \]  \hspace{1cm} (B2)
Here, we define \( \ell(k_x) \equiv \frac{m}{v_x^2} (m - k_x^2) \). Solving the characteristic equation, \(|A - \lambda I| = 0\), one finds,
\[ \lambda^2 = \left( \frac{\varepsilon}{v_z} \right)^2 - \ell^2(k_x) - \left( \frac{v_y}{v_z} k_y \right)^2. \]  \hspace{1cm} (B3)
Depending on the phase of the system, \( \lambda \) can be real or pure imaginary. In the case of surface states, the wave functions are localized near the surface and, thus, must vanish as \( z \to \pm \infty \) (see Eq. A5). This means \( \lambda \) must be pure imaginary (otherwise the wave function would be extended). We can write down \( \lambda \) as
\[ \lambda_s^{\pm} = \mp i\kappa, \]  \hspace{1cm} (B4)
where
\[ \kappa = \sqrt{\ell^2(k_x) + \left( \frac{v_y}{v_z} k_y \right)^2 - \left( \frac{\varepsilon}{v_z} \right)^2}. \]  \hspace{1cm} (B5)
The eigenvectors associated with the eigenvalues \( \lambda_{s, \pm} \) are
\[ \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s, \pm} = \left( \begin{array}{cc} v_z k_y - ip\ell(k_x) \\ v_z k_y + \varepsilon \end{array} \right) \mp i\kappa. \]  \hspace{1cm} (B6)
The general solution of the surface wave functions is
\[ \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}_s = B_+ \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s, +} e^{-\kappa z + ik_x x + ik_y y} + B_- \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s, -} e^{\kappa z + ik_x x + ik_y y}. \]  \hspace{1cm} (B7)
Using Eq. A6, we have \( A_+ = 0 \) for \( z < 0 \) and \( A_- = 0 \) for \( z > 0 \). That is
\[ \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}_s = \begin{cases} B_+ \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s, +} e^{-\kappa z + ik_x x + ik_y y} & \text{for } z > 0 \\ B_- \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s, -} e^{\kappa z + ik_x x + ik_y y} & \text{for } z < 0 \end{cases}. \]  \hspace{1cm} (B8)
Here the superscript + and − denotes the values of \( \kappa \) from the regions \( z > 0 \) and \( z < 0 \), respectively. Using the continuity of wave functions at the interface (Eq. A5), one has
\[ B_+ \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s, +} = B_- \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s, -}. \]
Solving this equation using Eq. B6 and the definition of \( \kappa^{\pm} \) from Eq. B5, we find the energy of the surface eigenstates as
\[ \varepsilon^s_k = pv_y k_y. \]  \hspace{1cm} (B9)
Plugging Eq. 7 into Eq. B5, we have
\[ \kappa = \frac{\gamma}{v_z} |k_x^2 - m| = \begin{cases} \ell(k_x) & \text{for } z > 0 \\ \frac{m}{v_z^2} \tilde{m} & \text{for } z < 0. \end{cases} \]  \hspace{1cm} (B10)
Using Eqs. 7 and B10, the eigenstates from Eq. B6 reduce to

\[
\begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{s,\pm} \propto \begin{pmatrix} -p \\ 1 \end{pmatrix} \quad \text{(B11)}
\]

in the limit \( \tilde{m} \to \infty \).

Hence, the eigenstate from Eq. B8 is

\[
\begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}_s = \begin{cases} \begin{pmatrix} 1 \\ \sqrt{N} \end{pmatrix} e^{-\ell(k_z)z + ik_z x + ik_y y} & \text{for } z > 0 \\ \begin{pmatrix} 1 \\ -\sqrt{N} \end{pmatrix} e^{\frac{\tilde{m}}{N} z + ik_z x + ik_y y} & \text{for } z < 0 \end{cases}.
\]

Here, we use the continuity of wave functions at the interface (Eq. A6) to show that the two coefficients in front must be equal \( B_+ = B_- \equiv \frac{1}{\sqrt{N}} \). The constant \( N \) can be determined from the normalization condition,

\[
\int_{-L/2}^{L/2} dx \int_{-L/2}^{L/2} dy \int_0^\infty dz \psi_s^\dagger \psi_s = 1,
\]

where we let \( \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} \to 0 \) for \( z < 0 \) by taking the limit \( \tilde{m} \to 0 \). Finally, the surface eigenstates (for \( z > 0 \)) are

\[
\begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}_s = \sqrt{\ell(k_z)} \begin{pmatrix} -p \\ 1 \end{pmatrix} e^{-\ell(k_z)z + ik_z x + ik_y y}.
\]

**Appendix C: Calculation of bulk eigenstates**

In the case of bulk eigenstates, the wave functions are localized in the vacuum and extended inside the materials. This is to be contrast with the surface eigenstates in which the wave functions are localized both in the vacuum and inside the Weyl semimetals. In the vacuum region \( z < 0 \), one can immediately write down the wave function in the vacuum from Eq. B12 as

\[
\begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = B \begin{pmatrix} -p \\ 1 \end{pmatrix} e^{ik_z x + ik_y y + \frac{\tilde{m}}{N} z},
\]

where \( B \) is a constant. In the Weyl semimetal-region \( 0 < z < L_z \), the eigenvalues are real. Hence, form Eq. B3, we have \( \lambda_{\pm} = \pm \tilde{k}_z \), where \( \tilde{k}_z = \sqrt{\left( \frac{v_y}{v_x} \right)^2 - (v_z \ell(k_x))^2 - \left( \frac{v_y}{v_z} k_y \right)^2} \). One can rewrite the energy \( \varepsilon \) in term of \( \tilde{k}_z \) as

\[
\varepsilon = \pm \sqrt{(v_z \ell(k_x))^2 + (v_y k_y)^2 + (v_z \tilde{k}_z)^2}.
\]

In the absence of surface, \( \tilde{k}_z \) is replaced by the momentum along the \( z \) direction \( k_z \) and \( \varepsilon \) becomes the bulk energy spectrum without any interface. The corresponding eigenvectors to matrix \( A \) (Eq. B2) are

\[
\begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{b,\pm} = \begin{pmatrix} v_y k_y - ipv_z \ell(k_x) \\ -\varepsilon \pm v_z \tilde{k}_z \end{pmatrix}.
\]

The general solution in the region \( 0 < z < L_z \) is

\[
\begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}_b = C_+ \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{b,+} e^{ik_z x + ik_y y - i\lambda_+ z} + C_- \begin{pmatrix} v_1 \\ v_2 \end{pmatrix}_{b,-} e^{ik_z x + ik_y y - i\lambda_- z}.
\]

Using the continuity of wave function at the interface \( z = 0 \) (Eq. A10) with Eqs. C1 and C3 yields two equations. We can get rid of the constant \( B \) (from Eq. C1) by taking the ratio of these two equations. With a few steps of algebra, one obtains

\[
\frac{C_+}{C_-} = \frac{-v_y k_y + ipv_z \ell(k_x) + pe + pv_z \tilde{k}_z}{v_y k_y - ipv_z \ell(k_x) - pe + pv_z \tilde{k}_z}.
\]
Using the boundary condition at $z = L_z$ (Eq. A11) with Eq. C3 and following the same manipulation as Eq. C4 result in

$$C_+ e^{2i\k_z L_z} = -v_y k_y + ipv_z \ell(k_x) - p\varepsilon - pv_z \k_z,$$

$$C_- v_y k_y - ipv_z \ell(k_x) + p\varepsilon - pv_z \k_z. \quad (C5)$$

Dividing Eq. C5 by Eq. C4, substituting in the energy $\varepsilon$ from Eq. C2, and simplifying the expression yield

$$e^{2i\k_z L_z} = \frac{k_z - i\ell(k_x)}{k_z + i\ell(k_x)} = e^{2i\phi + (2n+1)\pi}, \quad (C6)$$

where $\tan \phi = -\frac{\ell(k_x)}{k_z}$ and $n \in \mathbb{Z}$ such that $\k_z > 0$. It follows that

$$\k_z = \frac{\phi}{L_z} + \left(n + \frac{1}{2}\right) \frac{\pi}{L_z}. \quad (C7)$$

In the limit $L_z \to \infty$, the phase term $\frac{\phi}{L_z} \to 0$ whereas the term $(n + \frac{1}{2}) \frac{\pi}{L_z}$ can be finite if $n$ is sufficiently large (in such a way that $n/L_z$ is finite). Furthermore, the distant between adjacent $k_z$ is $\Delta k_z = \pi/L_z \to 0$. Hence, $\k_z$ becomes strictly positive and continuous as $L_z \to \infty$.

From Eq. C4, we write the constant $C_+$ and $C_-$ in term of a single constant $C$ as

$$C_+ = \left(-v_y k_y + ipv_z \ell(k_x) + p\varepsilon + pv_z \k_z\right) C,$$

$$C_- = \left(v_y k_y - ipv_z \ell(k_x) - p\varepsilon + pv_z \k_z\right) C.$$ 

The solution in the region $0 < z < L_z$ becomes

$$\begin{align*}
\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix}
&= C \left[\begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix}\begin{pmatrix}
-v_y k_y +ipv_z \ell(k_x) + p\varepsilon + pv_z \k_z \\
v_y k_y -ipv_z \ell(k_x) - p\varepsilon + pv_z \k_z
\end{pmatrix} e^{ik_z x + ik_y y + ik_z z} \\
&\quad + \begin{pmatrix}
\psi_1 \\
\psi_2
\end{pmatrix}\begin{pmatrix}
v_y k_y - ipv_z \ell(k_x) \\
v_y k_y - ipv_z \ell(k_x)
\end{pmatrix} e^{ik_z x + ik_y y - ik_z z} \right]. 
\end{align*} \quad (C8)$$

The constant $C$ can be determined by normalization condition,

$$\int_{-L_z/2}^{L_z/2} dx \int_{-L_z/2}^{L_z/2} dy \int_0^{L_z} dz \psi_1^{\dagger} \psi_2 = 1. \quad (C9)$$

Performing the normalization integral results in

$$\begin{align*}
1 &= |C|^2 L_z \left\{ L_z \left[(p\varepsilon + pv_z \k_z - v_y k_y)^2 + (v_z \ell(k_x))^2\right] \left((v_y k_y)^2 + (v_z \ell(k_x))^2\right) + (-\varepsilon + v_z \k_z)^2 \right) \\
&\quad + L_z \left(-p\varepsilon + pv_z \k_z + v_y k_y \right)^2 + (v_z \ell(k_x))^2 \left((v_y k_y)^2 + (v_z \ell(k_x))^2 + (\varepsilon + v_z \k_z)^2 \right) \\
&\quad + e^{2i\k_z L_z} \frac{1}{2\k_z} F(k_x, k_y, \k_z) + \frac{e^{-2i\k_z L_z} - 1}{-2i\k_z} G(k_x, k_y, \k_z) \right\},
\end{align*}$$

where the functions $F$ and $G$ come from the cross terms in the product $\psi_1^{\dagger} \psi_2$. We note that the first two terms are of the order $O(L_z)$ whereas the last two are of the order $O(1)$. This means one can neglect the last two terms in the limit $L_z \to \infty$. The constant $C$ can be simplified to

$$C = \frac{1}{\sqrt{8V_w \varepsilon(p\varepsilon - pv_y k_y)(\varepsilon^2 - (v_z \k_z)^2)}}, \quad (C10)$$

where $V_w \equiv L^2 L_z$ is the volume of the Weyl semimetals. Finally, the bulk eigenstates in the presence of a surface located at $z = 0$ is given by

$$\psi_b(r) = A(k_y, \k_z) e^{i(k_y r_y + \k_z r_z)} - A(k_y, -\k_z) e^{i(k_y r_y - \k_z r_z)}, \quad (C11)$$

where

$$A(k_y, \k_z) = \frac{-v_y k_y + ipv_z \ell(k_x) + p\varepsilon + pv_z \k_z}{\sqrt{8V_w \varepsilon(p\varepsilon - pv_y k_y)(\varepsilon^2 - (v_z \k_z)^2)}} \left(v_y k_y - ipv_z \ell(k_x)\right) \frac{1}{\varepsilon + v_z \k_z}. \quad (C12)$$

Here, $k_y \equiv (k_x, k_y)$ and $r_y \equiv (x, y)$ are the momentum and position vector parallel to the surface, respectively.
Appendix D: Calculation of the bulk Green function in the presence of surface

The bulk Green function can be computed from eigenstates using Eq. 13 with the sum over all bulk eigenstates from Eq. 11. The matrix $\psi_{b,e}(r)\psi_{b,e}^\dagger(r')$ can be calculated as

$$\psi_{b,e}(r)\psi_{b,e}^\dagger(r') = \sum_{i=0}^{1} \left[ M_i(k||, \hat{k}_z, \varepsilon) + M_i(k||, -\hat{k}_z, \varepsilon) \right]$$

(D1)

where $M_0$ and $M_1$ are matrices of the form

$$M_0(\varepsilon, k) = A(k||, \hat{k}_z) A^\dagger(k||, -\hat{k}_z) e^{i(k||_i (r_i'-r_i) + \hat{k}_z (z'-z))}$$

$$= \frac{1}{4V_w\varepsilon} \left( \varepsilon + v_z\hat{k}_z - v_yk_y + ipv_z\ell(k_x) \right) e^{i(k||_i (r_i'-r_i) + \hat{k}_z (z'-z))}$$

(D2)

and

$$M_1(\varepsilon, k) = - A(k||, \hat{k}_z) A^\dagger(k||, -\hat{k}_z) e^{i(k||_i (r_i'-r_i) + \hat{k}_z (z'+z))}$$

$$= \left( \begin{array}{cc} \varepsilon^2 - (v_z\hat{k}_z)^2 & -(\varepsilon - v_z\hat{k}_z)(v_yk_y + ipv_z\ell(k_x)) \\ -(\varepsilon - v_z\hat{k}_z)(v_yk_y + ipv_z\ell(k_x)) & \varepsilon^2 - (v_z\hat{k}_z)^2 \end{array} \right)$$

$$\times \frac{pv_yk_y(\varepsilon - pv_yk_y) + vz\ell(k_x) - v_z\ell(k_x) + ipv_z\hat{k}_z}{4V_w\varepsilon(\varepsilon - pv_yk,y)(\varepsilon^2 - (v_z\hat{k}_z)^2)}$$

(D3)

The summation over all eigenstates in Eq. 13 can be converted into integrals over $(k_x, k_y, \hat{k}_z)$ and the sum of positive- and negative-energy states as

$$\sum_{E} \frac{\psi_{b,e}^\dagger}{\omega - E} = 2V_w \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{dk_z}{2\pi} \left( \frac{\psi_{b,e}^\dagger}{\omega - \varepsilon_k} + \frac{\psi_{b,e}^\dagger}{\omega + \varepsilon_k} \right).$$

We note that, since $\hat{k}_z \approx \frac{(n+1/2)\pi}{L_z} > 0$, the summation over $\hat{k}_z$ is converted into integral as $\sum_{\hat{k}_z} \rightarrow 2L_z \int_0^\infty \frac{dk_z}{2\pi}$. Substituting Eq. D1 into Eq. 13, one obtains

$$G_b(\omega, r|| - r'||, z, z') = 2V_w \int \frac{d^2k}{(2\pi)^2} \int_0^\infty \frac{dk_z}{2\pi} \sum_{i=0}^{1} \left( \frac{M_i(k||, \hat{k}_z, \varepsilon_k) + M_i(k||, -\hat{k}_z, \varepsilon_k)}{\omega - \varepsilon_k} + \frac{M_i(k||, \hat{k}_z, -\varepsilon_k) + M_i(k||, -\hat{k}_z, -\varepsilon_k)}{\omega + \varepsilon_k} \right)$$

(D4)

On the second line, by combining the functions that depend on $\hat{k}_z$ and $-\hat{k}_z$, the limit of the integral over $\hat{k}_z$ turns into $(-\infty, \infty)$. Let us compute the contribution to the Green function from $M_0$. Substituting $M_0$ into Eq. D4 and performing Fourier transform over the parallel coordinates yield

$$G_{t1}(\omega, k||, z, z') = \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} \frac{e^{ik_z(z-z')}}{\omega^2 - \varepsilon_k^2} \left( \omega(1 + v_z\hat{k}_z\sigma_z - v_yk_y\sigma_x - pv_z\ell(k_x))\sigma_y \right)$$

(D5)

In a similar manner to the calculation of $G_{t1}$, substituting $M_1$ into Eq. D4 and simplifying the expression, we obtain the contribution to the bulk Green function from $M_1$ as

$$G_{t1}(\omega, k||, z, z') = \int_{-\infty}^{\infty} \frac{dk_z}{2\pi} e^{ik_z(z+z')} \frac{1}{(\omega^2 - \varepsilon_k^2)} \left[ pv_yk_y - if(k_x)\omega \right] \left[ -\frac{pv_yk_y + if(k_x)}{k_z - if(k_x)} \right] \left[ -\frac{pv_yk_y - if(k_x)}{k_z + if(k_x)} \right]$$

(D6)

The total bulk Green function in the presence of surface,

$$G_b(\omega, k||, z, z') = G_{t1}(\omega, k||, z, z') + G_{n1}(\omega, k||, z, z'),$$

(D7)

is a sum of a function which is translationally symmetric ($G_{t1}$) and a function which breaks a translational symmetry ($G_{n1}$).
Appendix E: Calculations of the surface self-energies from various scattering processes

The calculations of the surface self-energies from the surface-to-surface and the surface-to-bulk processes were previously studied by Ref. [18]. Since these self-energies are used in Secs. V and VI, we briefly review how to calculate them in this appendix. From Eq. 31, one makes a replacement \( \omega \to \omega + i\eta \) in the integrand to covert the self-energy into a retarded response. The surface self-energy from the surface-to-surface scattering can then be computed as

\[
\Sigma_{STS} = n_{imp} u_{0}^{2} \int \frac{d^{2}q_{\parallel}}{(2\pi)^{2}} \frac{1}{\omega + i\eta - pv_{y}q_{y}} \frac{2\ell(k_{x})\ell(q_{x})}{\ell(k_{x}) + \ell(q_{x})}
\]

\[
= -i n_{imp} u_{0}^{2} \ell(k_{x}) \int_{-\sqrt{m}}^{\sqrt{m}} dq_{x} \left( 1 - \frac{\ell(k_{x})}{\ell(k_{x}) + \ell(q_{x})} \right)
\]

\[
= -i n_{imp} u_{0}^{2} \ell(k_{x}) \left[ \sqrt{m} - \frac{m - k_{x}^{2}}{\sqrt{2m - k_{x}^{2}}} \tanh^{-1} \left( \frac{\sqrt{m}}{\sqrt{2m - k_{x}^{2}}} \right) \right].
\]

On the first line, the integral over \( q_{y} \) can be performed as

\[
\int_{-\infty}^{\infty} \frac{dq_{y}}{\omega - pv_{y}q_{y} + i\eta} = \int_{-\infty}^{\infty} dq_{y} \left( P - \frac{1}{\omega - pv_{y}q_{y}} - i\pi \delta(\omega - pv_{y}q_{y}) \right)
\]

\[
= -i n_{imp} u_{0}^{2} \ell(k_{x}) \left[ \sqrt{m} - \frac{m - k_{x}^{2}}{\sqrt{2m - k_{x}^{2}}} \tanh^{-1} \left( \frac{\sqrt{m}}{\sqrt{2m - k_{x}^{2}}} \right) \right].
\]

On the second line, we integrate over \( q_{x} \) as

\[
\int_{-\sqrt{m}}^{\sqrt{m}} \frac{dq_{x}}{\ell(k_{x}) + \ell(q_{x})} = \frac{(m - k_{x}^{2})}{2m - q_{x}^{2} - k_{x}^{2}} \int_{-\sqrt{m}}^{\sqrt{m}} dq_{x} \frac{1}{2m - q_{x}^{2} - k_{x}^{2}}
\]

\[
= \frac{2(m - k_{x}^{2})}{\sqrt{2m - k_{x}^{2}}} \tanh^{-1} \left( \frac{\sqrt{m}}{\sqrt{2m - k_{x}^{2}}} \right).
\]

Let us turn to the surface-to-bulk process. From Eq. 37, one can calculate the imaginary part of \( \Sigma_{STTI} \) from

\[
\text{Im}\Sigma_{STTI} = -\pi n_{imp} u_{0}^{2} |\omega| \int \frac{d^{3}q}{(2\pi)^{3}} \delta(\omega^{2} - \varepsilon_{q}^{2})
\]

Substituting the energy spectrum, \( \varepsilon_{q} \), and making a change of variables, \( Q = (Q_{x}, Q_{y}) = (\frac{v_{x}}{v_{y}} q_{y}, q_{z}) \), we find

\[
\text{Im}\Sigma_{STTI} = -\frac{n_{imp} u_{0}^{2} |\omega|}{8\pi^{2} v_{y}} \int_{-\infty}^{\infty} dq_{x} \int_{-\infty}^{\infty} dQ q_{z} \delta(\omega^{2} - v_{x}^{2}Q^{2} - v_{z}^{2}q_{z}^{2})
\]

Performing an integral over \( Q \) using the delta function results in

\[
\text{Im}\Sigma_{STTI} = -\frac{n_{imp} u_{0}^{2} |\omega|}{8\pi v_{y} v_{z}} \int_{-\infty}^{\infty} dq_{x} \theta \left( \frac{\omega^{2}}{v_{x}^{2}} - \ell^{2}(q_{x}) \right)
\]

(E1)

The theta function means that \( \frac{\omega^{2}}{v_{x}^{2}} - \ell^{2}(q_{x}) > 0 \). Solving this inequality, we find the ranges of possible values of \( q_{x} \) as follows. In the case \( \frac{|\omega|}{\gamma} > m \), the values of \( q_{x} \) are

\[
-\sqrt{m + \frac{|\omega|}{\gamma}} < q_{x} < \sqrt{m + \frac{|\omega|}{\gamma}}. \tag{E2}
\]

On the other hand, if \( \frac{|\omega|}{\gamma} < m \), the values of \( q_{x} \) are

\[
-\sqrt{m + \frac{|\omega|}{\gamma}} < q_{x} < -\sqrt{m - \frac{|\omega|}{\gamma}} \text{ or } \sqrt{m - \frac{|\omega|}{\gamma}} < q_{x} < \sqrt{m + \frac{|\omega|}{\gamma}}. \tag{E3}
\]
By combining the two cases, we can perform the integral in Eq. E1,

\[
\int_{-\infty}^{\infty} dq_x \theta \left( \frac{\omega^2}{v_z^2} - \ell^2(q_x) \right) = \theta \left( -m + \frac{\abs{\omega}}{\gamma} \right) \int_{-\sqrt{m+\frac{\omega^2}{\gamma}}}^{\sqrt{m+\frac{\omega^2}{\gamma}}} dq_x + \theta \left( m - \frac{\abs{\omega}}{\gamma} \right) \left( \int_{-\sqrt{m+\frac{\omega^2}{\gamma}}}^{\sqrt{m+\frac{\omega^2}{\gamma}}} dq_x + \int_{-\sqrt{m-\frac{\omega^2}{\gamma}}}^{\sqrt{m-\frac{\omega^2}{\gamma}}} dq_x \right) \\
= 2 \left( \sqrt{m + \frac{\abs{\omega}}{\gamma}} - \theta \left( m - \frac{\abs{\omega}}{\gamma} \right) \sqrt{m - \frac{\abs{\omega}}{\gamma}} \right). 
\]

(E4)

Finally, substituting the result back into Eq. E1, we have

\[
\text{Im} \Sigma_{S\ell T I} = - \frac{n_{\text{imp}}u_0^2\gamma}{4\pi v_x v_z} \left( \sqrt{m + \frac{\abs{\omega}}{\gamma}} - \theta \left( m - \frac{\abs{\omega}}{\gamma} \right) \sqrt{m - \frac{\abs{\omega}}{\gamma}} \right). 
\]

Appendix F: Calculation of the bulk scattering rate \( \Gamma_{b,2} \)

In this appendix, we discuss how to calculate the bulk scattering rate \( \Gamma_{b,2} \). As shown in Eq. 69, \( \Gamma_{b,2} \) is given by

\[
\Gamma_{b,2}(\omega) = - \frac{n_{\text{imp}}u_0^2\gamma sgn(\omega)}{8\pi^2} \int \delta(\omega^2 - \epsilon_q^2) \ell(q_x) d^3q.
\]

The integral over \( q \) can be evaluated using the same technique as the calculation for \( \text{Im} \Sigma_{S\ell T I} \) in Appendix E. Making a change of variable \( Q = (Q_x, Q_y) = (\frac{v_x}{v_z} q_x, \frac{v_y}{v_z} q_y) \) and then integrating over \( Q \), we have

\[
\int \delta(\omega^2 - \epsilon_q^2) \ell(q_x) d^3q = \frac{\pi}{v_y v_z} \int_{-\infty}^{\infty} dq_x \ell(q_x) \theta \left( \frac{\omega^2}{v_z^2} - \ell^2(q_x) \right).
\]

The Heaviside theta function means that the integral over \( q_x \) has the limits of integration as in Eqs. E2 and E3,

\[
\int_{-\infty}^{\infty} dq_x \ell(q_x) \theta \left( \frac{\omega^2}{v_z^2} - \ell^2(q_x) \right) = \theta \left( -m + \frac{\abs{\omega}}{\gamma} \right) \int_{-\sqrt{m+\frac{\omega^2}{\gamma}}}^{\sqrt{m+\frac{\omega^2}{\gamma}}} \ell(q_x) dq_x + \theta \left( m - \frac{\abs{\omega}}{\gamma} \right) \left( \int_{-\sqrt{m+\frac{\omega^2}{\gamma}}}^{\sqrt{m+\frac{\omega^2}{\gamma}}} \ell(q_x) dq_x + \int_{-\sqrt{m-\frac{\omega^2}{\gamma}}}^{\sqrt{m-\frac{\omega^2}{\gamma}}} \ell(q_x) dq_x \right) \\
= 2 \left[ m \sqrt{m + \frac{\abs{\omega}}{\gamma}} - \frac{1}{3} \left( m + \frac{\abs{\omega}}{\gamma} \right) \right] \theta \left( m - \frac{\abs{\omega}}{\gamma} \right) \left[ m \sqrt{m - \frac{\abs{\omega}}{\gamma}} - \frac{1}{3} \left( m - \frac{\abs{\omega}}{\gamma} \right) \right]
\]

Thus, the bulk scattering rate \( \Gamma_{b,2} \) is calculated to be

\[
\Gamma_{b,2}(\omega) = - \frac{n_{\text{imp}}u_0^2\gamma sgn(\omega)}{4\pi v_x v_z} \left\{ m \sqrt{m + \frac{\abs{\omega}}{\gamma}} - \frac{1}{3} \left( m + \frac{\abs{\omega}}{\gamma} \right) \right\} \theta \left( m - \frac{\abs{\omega}}{\gamma} \right) \left\{ m \sqrt{m - \frac{\abs{\omega}}{\gamma}} - \frac{1}{3} \left( m - \frac{\abs{\omega}}{\gamma} \right) \right\}
\]

Appendix G: Solutions of the bulk vertex’s self-consistent equations

Substituting Eq. 75 into Eq. 74, we have a system of self-consistent equations for \( f_i^0 \) and \( f_i = (f_i^x, f_i^y, f_i^z) \),

\[
f_i^0 \mathbb{1} + f_i \cdot \sigma = n_{\text{imp}} u_0^2 \int \frac{d^3q}{(2\pi)^3} f_i^0 G^R(\omega, q) \sigma_j G^A(\omega, q) \\
+ n_{\text{imp}} u_0^2 \int \frac{d^3q}{(2\pi)^3} \left( f_i^0 G^R(\omega, q) \mathbb{1} G^A(\omega, q) + \sum_j f_j^0 G^R(\omega, q) \sigma_j G^A(\omega, q) \right).
\]

(G1)
Using Eq. 17, the integrals of $G_b^R(\omega, \mathbf{q})IG_0^A(\omega, \mathbf{q})$ and $G_b^R(\omega, \mathbf{q})\sigma IG_0^A(\omega, \mathbf{q})$ over $\mathbf{q}$ can be expanded and simplified to

$$
\int \frac{d^3q}{(2\pi)^3} G_b^+(\omega, \mathbf{q}) G_b^+(\omega, \mathbf{q}) = (a_0(\omega) + a_x(\omega) + a_y(\omega) + a_z(\omega)) \mathbb{1} + b(\omega)\sigma_y,
$$

$$
\int \frac{d^3q}{(2\pi)^3} G_b^+(\omega, \mathbf{q})\sigma x G_b^+(\omega, \mathbf{q}) = (a_0(\omega) - a_x(\omega) + a_y(\omega) - a_z(\omega))\sigma_x,
$$

$$
\int \frac{d^3q}{(2\pi)^3} G_b^+(\omega, \mathbf{q})\sigma y G_b^+(\omega, \mathbf{q}) = (a_0(\omega) + a_x(\omega) - a_y(\omega) - a_z(\omega))\sigma_y + b(\omega)\mathbb{1},
$$

$$
\int \frac{d^3q}{(2\pi)^3} G_b^+(\omega, \mathbf{q})\sigma z G_b^+(\omega, \mathbf{q}) = (a_0(\omega) - a_x(\omega) - a_y(\omega) + a_z(\omega))\sigma_z,
$$

where

$$
a_0(\omega) = \int \frac{\omega^2}{R(\omega, \mathbf{q})} \frac{d^3q}{(2\pi)^3}, a_x(\omega) = \int \frac{(v_x q_x)^2}{R(\omega, \mathbf{q})} \frac{d^3q}{(2\pi)^3},
$$

$$
a_y(\omega) = \int \frac{(v_y q_y)^2}{R(\omega, \mathbf{q})} \frac{d^3q}{(2\pi)^3}, a_z(\omega) = \int \frac{(v_z q_z)^2}{R(\omega, \mathbf{q})} \frac{d^3q}{(2\pi)^3},
$$

$$
b(\omega) = -2\rho \omega \int \frac{v_x q_x}{R(\omega, \mathbf{q})} \frac{d^3q}{(2\pi)^3}.
$$

with

$$
R(\omega, \mathbf{q}) = (\omega + i\Gamma_{b,0}(\omega))^2 - \left[(v_x q_x)^2 + (v_y q_y)^2 + (v_z q_z)^2 + (i\Gamma_{b,2}(\omega))^2\right].
$$

In this paper, we focus on the vertex $\Lambda_x$. Substituting the integrals from Eqs. G2, G3, G4, and G5, into the system of self-consistent equations for $f_i$ in the case $i = x$ (Eq.G1), we have

$$
\begin{align*}
&f_x^0 = f_y^0 = f_z^0 = 0, \\
&f_x^x = \frac{n_{imp} u_0^2 (a_0 - a_x + a_y - a_z) - n_{imp} u_0^2 (a_0 + a_x + a_y + a_z)}{1 - n_{imp} u_0^2 (a_0 - a_x + a_y - a_z)},
\end{align*}
$$

whence

$$
\begin{align*}
&f_x^0 = f_y^0 = f_z^0 = 0, \\
&f_x^x = \frac{n_{imp} u_0^2 (a_0 - a_x + a_y - a_z)}{1 - n_{imp} u_0^2 (a_0 - a_x + a_y - a_z)},
\end{align*}
$$

\hspace{1cm} (G6)

In order to evaluate the integrals in the $a_i$’s, we make a change of variables, $(v_x q_x, v_y q_y, v_z q_z) = |\varepsilon| \cos \theta, |\varepsilon| \sin \theta \cos \phi, |\varepsilon| \sin \theta \sin \phi$ or $(q_x, q_y, q_z) = \left(\pm \sqrt{m/v_x}, \cos \theta, \frac{1}{v_x} \varepsilon \sin \theta \cos \phi, \frac{1}{v_x} |\varepsilon| \sin \theta \sin \phi\right)$. The ± signs refer to the two Weyl nodes which are centered at $p_k$. In order for $q_x$ to be real, one requires $\cos \theta < \frac{m \gamma}{|\varepsilon|}$. Hence, for $|\varepsilon| < m \gamma$, the angle $\theta$ is in the range, $0 < \theta < \pi$, and for $|\varepsilon| > m \gamma$, the angle $\theta$ must satisfy the inequality, $\cos^{-1} \frac{m \gamma}{|\varepsilon|} < \theta < \pi$. We find that the Jacobian of this change of variable is

$$
\begin{align*}
\frac{\partial(q_x, q_y, q_z)}{\partial(\varepsilon, \theta, \phi)} &= \frac{\varepsilon^2}{2\gamma \sqrt{m v_x v_z}} \frac{\sin \theta}{\sqrt{1 - \frac{|\varepsilon|}{m \gamma} \cos \theta}}
\end{align*}
$$

\hspace{1cm} (G7)
The integrands in $a_i$'s are even with respect to $q_z$. This means one only needs to integrate over $q_z > 0$, i.e.,

$$\int \frac{d^3q}{(2\pi)^3} = 2 \int_{q_z > 0} \frac{d^3q}{(2\pi)^3}.$$ 

Furthermore, the function $R(\omega, q)$ defined above is changed to

$$R(\omega, \varepsilon, \theta) = K(\omega, \varepsilon, \theta)K^*(\omega, \varepsilon, \theta)$$

with

$$K(\omega, \varepsilon, \theta) = (\omega + i\Gamma_{b,0}(\omega))^2 - (\varepsilon^2 + 2i\varepsilon\Gamma_{b,1}(\omega) \cos \theta - \Gamma_{b,2}^2(\omega)).$$

Thus, under this change of variable, the $a_i$'s transform to

$$a_0(\omega) = \frac{1}{8\pi^2} \sqrt{m_{\gamma}\nu_{\gamma} v_z} \int d(\phi, \varepsilon, \theta) \frac{\omega^2 \varepsilon^2 \sin \theta}{R(\omega, \varepsilon, \theta) \sqrt{1 - |\varepsilon| m_{\gamma} \cos \theta}},$$

$$a_x(\omega) = \frac{1}{8\pi^2} \sqrt{m_{\gamma}\nu_{\gamma} v_z} \int d(\phi, \varepsilon, \theta) \frac{\varepsilon^4 \cos^2 \theta \sin \theta}{R(\omega, \varepsilon, \theta) \sqrt{1 - |\varepsilon| m_{\gamma} \cos \theta}},$$

$$a_y(\omega) = \frac{1}{8\pi^2} \sqrt{m_{\gamma}\nu_{\gamma} v_z} \int d(\phi, \varepsilon, \theta) \frac{\varepsilon^4 \sin^3 \theta \cos^2 \phi}{R(\omega, \varepsilon, \theta) \sqrt{1 - |\varepsilon| m_{\gamma} \cos \theta}},$$

$$a_z(\omega) = \frac{1}{8\pi^2} \sqrt{m_{\gamma}\nu_{\gamma} v_z} \int d(\phi, \varepsilon, \theta) \frac{\varepsilon^4 \sin \theta \sin^2 \phi}{R(\omega, \varepsilon, \theta) \sqrt{1 - |\varepsilon| m_{\gamma} \cos \theta}},$$

where the integral symbol here means $\int d(\phi, \varepsilon, \theta) \equiv \int_0^{2\pi} d\phi \int_0^\gamma d\varepsilon \int_0^\pi d\theta + \int_0^{2\pi} d\phi \int_{m\gamma}^{\infty} d\varepsilon \int_{\cos^{-1}\left(\frac{\varepsilon}{m\gamma}\right)}^\pi d\theta$. Performing an integral over $\phi$ in Eqs. G10 and G11, we find $a_y(\omega) = a_z(\omega)$.

**Appendix H: Scaling form**

We can express the formula for the magnetoelectric susceptibility we obtain in Secs. VI and VII in a scaling form by changing units of various variables to be dimensionless as

$$(k_x, k_y, k_z) \rightarrow (\sqrt{m} k_x, \frac{m_{\gamma} \nu_{\gamma}}{v_z} k_y, \frac{m_{\gamma}}{v_z} k_z),$$

$$\omega \rightarrow m_{\gamma} \omega, \quad T \rightarrow m_{\gamma} T, \quad \varepsilon \rightarrow m_{\gamma} \varepsilon, \quad z \rightarrow \frac{v_z}{m_{\gamma}} z.$$ 

In these new units, the dimensionless bulk eigenenergy is

$$\varepsilon_k = \sqrt{k_{\nu}^2 + k_{\gamma}^2 + \ell^2(k_z)},$$

with $\ell(k_z) = 1 - k_z^2$. Various functions and equations relating to the surface response calculations are now written in the dimensionless fashion as

$$\Gamma_{STS}(k_x) = \frac{1}{\pi} \ell(k_x) \sqrt{m - \frac{1 - k_x^2}{\sqrt{2} - k_x^2}} \tan^{-1}\left( \frac{1}{\sqrt{2} - k_x^2} \right),$$

$$\Gamma_{STB}(\omega, k_x) = \frac{|\omega|}{8\pi^2} \int_{-1}^{1} dq_x \int_{-\infty}^{\infty} dq_z \frac{\varepsilon_k^2(q_x^2 + \ell(k_x)) + \ell^2(k_x)}{(\varepsilon_k^2 + \ell^2(q_x))(\varepsilon_k^2 + \ell^2(k_x))} \frac{\theta(\omega^2 - (\varepsilon_k^2 + \ell^2(q_x)))}{\sqrt{\omega^2 - (\varepsilon_k^2 + \ell^2(q_x))}},$$

$$F(\omega, z, z') = \frac{1}{\pi} \int_{-1}^{1} ds_x \frac{\ell^2(s_x) e^{-2(z+z')|s_x|}}{\Gamma_x(\omega, s_x)},$$

$$X^{(0)}(\omega, z) = \frac{1}{4\pi^2} \int_{-\sqrt{m}}^{\sqrt{m}} dk_x \frac{\ell(k_x) e^{-2|k_x| z}}{\Gamma_x(\omega, k_x)},$$

$$X^{(1)}(\omega, z) = \frac{1}{2\pi^2} \int_{-\sqrt{m}}^{\sqrt{m}} dk_x \int_{0}^{\infty} dz' \int_{0}^{\infty} dz_1 \frac{\ell^2(k_x) e^{-2(z+z_1)|k_x|}}{\Gamma_x(\omega, k_x)} f(\omega, z_1, z').$$
Finally, the scaling form of the surface susceptibility is given by

$$\chi_s = \frac{2\chi_0}{\alpha} \tilde{\chi}_s(z, \mu, T),$$  \hspace{1cm} (H1)$$

where the dimensionless function \(\tilde{\chi}_s(z, \mu, T)\) is

$$\tilde{\chi}_s(z, \mu, T) = \int_{-\infty}^{\infty} d\omega \left( -\frac{\partial m_{\nu}(\omega - \mu)}{\partial \omega} \right) \left( X^{(0)}(\omega, z) + X^{(1)}(\omega, z) \right).$$  \hspace{1cm} (H2)$$

Here, \(\chi_0 \equiv \frac{e\mu_B\sqrt{m}}{v_s}\) is the quantity with units of magnetization per electric field and \(\alpha \equiv \frac{n_{\text{imp}}u_0\sqrt{m}}{v_vv_z}\) is the dimensionless parameter that quantifies the strength of the impurity scattering.

In the case of the bulk response, various functions are now written as

$$\Gamma_{b,0}(\omega) = \frac{|\omega|}{4\pi} \left( \sqrt{1 + |\omega|} - \theta(1 - |\omega|) \sqrt{1 - |\omega|} \right),$$

$$\Gamma_{b,2}(\omega) = -\frac{\text{sgn}(\omega)}{4\pi} \left( \sqrt{1 + |\omega|} - \frac{1}{3} (1 + |\omega|)^{\frac{3}{2}} - \theta(1 - |\omega|) \left( \sqrt{1 - |\omega|} - \frac{1}{3} (1 - |\omega|)^{\frac{3}{2}} \right) \right),$$

$$R(\omega, \varepsilon, \theta, \alpha) = \left[ (\omega + i\alpha \Gamma_{b,0}(\omega))^2 - (\varepsilon^2 + 2i\alpha\varepsilon \cos \theta \Gamma_{b,2}(\omega) - \alpha^2 \Gamma_{b,2}(\omega)) \right] \times \left[ (\omega - i\alpha \Gamma_{b,0}(\omega))^2 - (\varepsilon^2 - 2i\alpha\varepsilon \cos \theta \Gamma_{b,2}(\omega) - \alpha^2 \Gamma_{b,2}(\omega)) \right],$$

$$(a_0 - a_x)(\omega, \alpha) = \frac{\omega^4}{4\pi^2} \left( \int_0^1 d\varepsilon \int_0^\pi \theta + \int_1^\infty d\varepsilon \int_0^{\pi} \frac{d\theta}{\cos^{-1}(\frac{1}{2})} \right) \frac{\sin^3 \theta}{R(\omega, \varepsilon, \theta, \alpha) \sqrt{1 - |\varepsilon| \cos \theta}}.$$

The scaling form of the bulk susceptibility is

$$\chi_b = \frac{2\chi_0}{\alpha} \tilde{\chi}_b(\mu, T, \alpha),$$  \hspace{1cm} (H3)$$

where the dimensionless function \(\tilde{\chi}_b(\mu, T, \alpha)\) is given by

$$\tilde{\chi}_b(\mu, T, \alpha) = \int_{-\infty}^{\infty} d\omega \left( -\frac{\partial m_{\nu}(\omega - \mu)}{\partial \omega} \right) \frac{1}{\pi} \frac{\alpha(a_0 - a_x)(\omega, \alpha)}{1 - \alpha(a_0 - a_x)(\omega, \alpha)}.$$  \hspace{1cm} (H4)$$
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