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Abstract The objective of the paper is to test the effectiveness of selected macroeconomic policy variables on key macroeconomic targets in Uganda (1970-96) motivated by the desire to find out whether the policy moves taken at the time were appropriate. The period includes the major political regimes of Amin (1971-1979), Obote II (1980-1985), and Museveni I (1986-1995). Though they are different political regimes, the period is taken as one (1970-1996) in the analysis. A small macroeconomic model of Uganda was used for testing using annual data series and a system estimation procedure. The model overall structure consists of five behavioural equations with six endogenous and nine exogenous variables. The main finding show that government expenditure increased expenditure on investment leading to a conclusion or policy implication that government expenditure is critical in promoting investment in Uganda.
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1. Introduction

1.1. System Estimation

We have used a system estimation technique to test the effectiveness of the selected macroeconomic policies on important macroeconomic targets to judge their appropriateness. In this section we outline this fundamental simultaneous equations estimation technique in order to rationalise its use.

There are two fundamental methods of estimation for simultaneous equations: least squares and maximum likelihood. There are two approaches within each of these categories: single equation methods and system estimation. The simultaneous equations model used was estimated using three-stage least squares (3SLS) estimation method. It uses the least-squares method and is an instrumental variables method. With it one can estimate some equations without specifying the complete system and do not assume a specific distribution for the errors.

Instrumental variables are predetermined variables used in obtaining predicted values for the current period endogenous variables by the first-stage regression. Instrumental variables estimation methods substitute these first-stage predicted values for endogenous variables when they appear as regressors in model equations. The predicted variables are linear functions of the instrumental variables and the endogenous variable. Normally, the predetermined variables of the system are used as the instruments. It is possible to use variables other than predetermined variables from ones system of equations as instruments; however, the estimation may not be as efficient. For consistent estimates, the instruments must be uncorrelated with the residual and correlated with endogenous variable.

The technique of 3SLS estimates all of the coefficients of the model, then forms weights and re-estimates the model using the estimated weighting matrix. The first two stages of the 3SLS are the same as in the two-stage least squares (2SLS) but the third stage involves an application of feasible generalized least-squares (FGLS) to the equations in the system [1]. Once the 2SLS parameters have been calculated, the residuals of each equation are used to estimate the cross-equation variances and covariances (the error covariance matrix). In the third and final stage of the estimation process, generalized least-squares parameter estimates are obtained. The 3SLS procedure can be shown to yield more efficient parameter estimates than 2SLS because it takes into account cross-equation error correlations to improve large sample efficiency, as long as cross-equation covariances are not zero. The 3SLS technique is guaranteed by the estimation process that its parameters estimates have smaller variances than their 2SLS counterparts and, according to [2], the gain in efficiency is usually in the neighbourhood of five per cent. Making use of the information concerning the endogenous variables in the system and taking into account error covariances across equations makes 3SLS asymptotically efficient in the absence of specification error.

It is worth mentioning that although system methods are asymptotically most efficient in the absence of specification error, system methods are more sensitive to specification...
2. Materials and Methods

2.1. Data

Annual series, 1970 to 1996 were used. Care, for purposes of reliability, was taken to ensure, as far as possible, that data for a particular variable is taken from one source. The large number of variables in the model necessitated the use of different sources of data for different variables, and to this extent there remained an element of inconsistency in the data used. Figures given in local currency were converted into US$ using official exchange rate of the time which also introduced some inconsistency in years when the difference between the official and parallel rates was substantial.

2.2. Model

A structural model approach in the tradition of ([13], [14]) was followed where the specific relationships between variables were based (either formally or informally) on economic theory. The usual equilibrium condition of the goods market ensuring that expenditure equals output was the beginning. However, Uganda’s investment and consumption figures did not consistently separate public and private expenditures on these items hence there was likely to double-counting when government expenditure, investment and consumption were all included. A solution was to exclude government expenditure from the equilibrium condition completely since its expenditure was already included in the aggregated consumption and investment figures.

The Consumption Equation

Disposable income was included as an explanatory variable. Wealth, proxied by money supply, and price were included as arguments in order to capture their effects in line with the permanent income or life-cycle theories of saving and consumption behaviour. The interest rate as a financial determinant of consumption, was included to test its effect vis-à-vis other variables. Higher interest rates increase the return from saving and also raise the cost of borrowing for large expenditures, thereby reducing consumption. A higher interest rate, other things being equal, was expected to be associated with more savings and less consumption.

The Investment Equation

Investment is the sum of private investment and government investment. Following the neoclassical theory of investment behaviour, the desired level of private capital stock is determined from conditions of profit maximization subject to a production function. The interest rate entered the investment function also to test its effect. Although neo-classical theory would dictate the inclusion of the price of investment goods, this was not done due to data difficulties.

---

1 As opposed to homoscedasticity which assumes that the error term has constant variation, heteroskedasticity though less common assumes changing error variation for different equations.

2 Lutwa (RIP) was the president who took over from Obote II.

3 Okello-Lutwa fiasco is found in [7].
In Uganda, the desired and the actual capital stock, among other things, depends on retained earnings and credit. One of these two variables, retained earnings, was not included in the investment function because of data difficulties but credit it was.

It was assumed that government investment expenditure was positively related to total government development expenditure. The contribution of public fixed investment to total domestic fixed investment was captured by this variable. However, in cases where there are revenue constraints and/or fixed expenditure, government expenditure may be an inappropriate proxy for its investment. Nonetheless, government development expenditure, proxied by government expenditure, as a variable was included.

The Export Function

Exports were assumed to be a function of growth of output of the major importing countries, proxied by OECD average growth rates, with a positive coefficient. The importance of the exchange rate is well specified in the literature and price was specifically included in its own right.

The Imports of Consumer Goods Function

The desired level of imports of consumer goods was hypothesized to be functionally related to the volume of consumption expenditure (private and public\(^5\)), government recurrent expenditure, proxied by government expenditure,\(^6\) exports as a measure of import capacity, and the exchange rate. The exchange rate was likely to capture some of the effects of the prices for imports of consumer goods as a separate variable.

Import control policies may be proxied by export revenue of the previous period plus net of debt repayment obligations external debt commitments. An increase (decrease) in net foreign exchange position in the previous period is expected to lead to a liberalisation (tightening) of import controls. This lagged contribution or measure of import capacity was not included in the specification but some elements of its effect were captured by exports as a measure of import capacity.

Parallel market exchange rate premia can be used as an index of regulation [18]. Exchange rate premia\(^7\) correlate well with the past history of regulation and, therefore, serve as a reasonable proxy of the regulatory environment. This, however, was not a fully satisfactory measure of regulations because it may simply be capturing the effects of import restrictions. Since it could be import restrictions that we are primarily interested in here, this can be a useful proxy but not included in the specification.\(^8\)

The Import Demand Function for Investment Goods

In this specification, the desired level of imports was hypothesized to be functionally related to total investment expenditures in the economy, foreign capital inflow, and the exchange rate. Including its development expenditure, proxied by government expenditure, captured the involvement of government in importing capital goods. Including foreign capital inflow as a variable captured the importance of foreign capital. The justification for the inclusion of the exchange rate as an explanatory variable in an import demand function was spelt out earlier.

Since few capital goods are produced domestically and, moreover, since most imported investment goods are non-competing with domestic investment goods, the price of domestic investment goods was not introduced as an argument. The speed of adjustment coefficient was hypothesized to be functionally related to the foreign exchange position of the previous period but not included as an argument because some of the relevant effects were captured by foreign capital inflows given the circumstances in Uganda. Lagged investment goods or inputs imports could be added as an argument or arguments ([20], [21]) but was/were not.\(^9\)

Speciation

We now specify the overall structure of the model, including the functional form for each equation. It consists of five (5) stochastic or behavioural equations, six (6) endogenous variables and nine (9) exogenous variables that help to cause the movement of the endogenous variables in the system.\(^10\) A variable with an asterisk is an exogenous variable, while a variable without an asterisk is an endogenous variable. The basic information in this model is summarized below:

\[ Y = CE + IE + X - MC - M RIK. \quad (1) \]

\[ CE = c(Y - T*, LS*, P*, INT*) \quad (2) \]

\[ c_1, c_2 > 0; c_3, c_4 < 0 \]

\[ IE = n(INT*, CR*, G*) \quad (3) \]

\[ n_1, n_2, n_3, > 0; n_4 < 0 \]

\[ x = x(\text{GR}, P*, \text{EXR}) \quad (4) \]

\[ x_1 > 0; x_2, x_3, < 0 \]

\[ MC = m(CE, G*, X, \text{EXR}) \quad (5) \]

\[ m_1, m_2, m_3 > 0; m_4, < 0 \]

---

1Bledjer and Cheasty [15] emphasize that "the government, even if infinitely lived, is constrained - like private consumers - by the size of its permanent income." They note that both its wealth and its income determine a government’s consumption.

2Tanzi [16] expresses the view that "the dividing line between what is classified as recurrent and what is classified as capital expenditure is, in the real world, an arbitrary one that can be moved up and down depending on the picture that the policy-makers may wish to present to the world." In broadly a similar tone, [17] argues that the components of government spending are policy-determined.

3Exchange rate premia is defined by [19] as

\[ \text{REGU} = \text{XRM} - \text{XRN} \quad \text{where XRM} = \text{Market exchange rate} \]

\[ \text{XRN} = \text{Official exchange rate} \]

4Import restrictions ceased to be a big issue in Uganda when a Bank/Fund programme started in 1987. Also it was a non-issue during the Bank/Fund programme 1981-1984.

5Reference [22] used the lagged dependent variable coefficient as a partial adjustment coefficient and interpreted another’s size and significance as a reflection of considerable inertia.

6This is relatively a small model – “larger models may be more realistic and preferable as descriptions of reality” [23]. To some extent this was dictated by paucity of data on the Uganda economy. Also it may not be a sensible way to construct a huge model to handle all aspects of macroeconomic effects in one shot. Each model type has its own advantages and disadvantages, and the advantages can best be attained in a simpler and clearer form. Reference [24] argues that “sometimes reducing the size of a model improves its forecast performance and that the amount of detail involved in a model depends on the intended uses” [25].
The endogenous variables

CE = Consumption expenditure per capita in current US$.
IE = Fixed investment/capital formation per capita in current US$.
MC = Imports of consumer goods per capita in current US$.
MRK=Imports of raw materials, intermediate goods, and capital goods per capita in current US$.
X = Total exports per capita in current US$.
Y = Income per capita in current US$.

The exogenous variables

CR* = Bank credit to the private sector per capita in current US$.
EXR* = Exchange rate, i.e. units of domestic currency per unit of foreign currency (Ug Shs/US$).
FC* = Foreign capital inflow per capita in current US$.
GR* = OECD countries’ average growth rates.
INT* = Real [nominal (regulated\textsuperscript{11}) less inflation] rate of interest.
LS* = Money supply per capita in current US$.
P* = Retail price level or retail consumer index.
T* = Tax per capita in current US$.

In order to calculate 3SLS estimates, our specification had to and indeed did satisfy the order condition for identification which, according to [26], says that “there must be at least as many instruments, including the constant, in each equation as there are coefficients (right-hand side variables) in that equation”. Reference [27] puts it that “the order condition states that if an equation is to be identified, the number of predetermined variables excluded from the equation must be greater than or equal to the number of included endogenous variables minus one.” They further state that “a necessary condition for an equation to be identified is that the number of all variables excluded from the equation be greater than or equal to the number of endogenous variables in the model system.”

2.3. Testing and Evaluation

For purposes of model testing and evaluation, tests of significance of the estimated coefficients were used to validate the model or to bestow some degree of credibility to it. In addition, conclusions were drawn on the basis of the degree of explanatory power of each equation ($R^2$ and adjusted $R^2$), direction and size of impact of an independent variable (respective coefficient sign and size) as well as its statistical significance, and significance of each equation’s independent variables on the dependent variable (F value). Evaluation was also based on the statistical “fit” of individual equations to the data (root MSE).

$F$-values test the significance of the self-determining variables on the dependent variable, that is, “the $F$ test on $R^2$ provides a test of the null hypothesis that all regression coefficients are zero” [28]. The $F$-test shown in the instrumental variables case is a valid test of the no-regression hypothesis that the true coefficients of all regressors are zero, that is, all the non-intercept parameters. However, because of the first-stage projection of the regression mean square, this is a Wald-type test statistic, which is asymptotically $F$ but not exactly $F$-distributed in finite samples. Thus, for small samples the $F$-test is only approximate when instrumental variables are used.

The coefficient of determination, $R^2$, (in some cases adjusted for the degrees of freedom) compares the errors of the regression predictions with those of the mean predictions [29]. It is generally viewed as the proportion of variation of the dependent variable that is explained by the regression. The higher the proportion, the greater is the explanatory power. It has a tendency of being higher for time series than for cross section analysis because of the existence, by definition, of time-trend in the data which pushes it up.

The $R^2$ statistics when the results are based on predicted values for the endogenous regressors from the first-stage instrumental regressions is difficult to interpret [30]. When instrumental variables are used, the regression sum of squares (RSS) and the error sum of squares do not sum to the total corrected sum of squares. In this case, there are several ways the $R^2$ statistic can be defined. The definition of $R^2$ used by the SYSLIN procedure utilized in this study is

$$R^2 = \frac{RSS}{RSS + ESS}$$

This definition is consistent with the $F$-test of the null hypothesis that the true coefficients of all regressors are zero. However, this $R^2$, according to [31], may not be a good measure of the goodness of fit of the model. In other words, $R^2$ is valid for hypothesis tests but may not be a good measure of fit for models estimated by instrumental variable methods.

Root mean square error for the model (Root MSE) is an estimate of the standard deviation of the error term. The RMS error\textsuperscript{12} is evaluated by comparing it with the average size of the variable in question. It facilitates comparison between the actual and predicted endogenous values - if the predicted series is a good approximation to the actual series, we expect it to be small (zero in case of perfect fit).

In a system method like the 3SLS used, the system weighted MSE and $R^2$ measure the fit of the joint model obtained by stacking all the models together and performing a single regression with the stacked observations weighted by the inverse of the model error variances. In case of this study, they were 0.9675 with 112 degrees of freedom and 0.9968 respectively.

\textsuperscript{11}Market after its liberalisation in late 1992.

\textsuperscript{12}Mean square error combines bias and variance.
Table 1. Likelihood Ratio Versus Theoretical Values

| Series: CE YD LSP INT | Likelihood Ratio | Critical Values | Likelihood Ratio | Critical Values |
|------------------------|------------------|-----------------|------------------|-----------------|
| Lags interval: 1 to 2  |                  |                 |                  |                 |
|                        | 138.3292         | 68.52           | 76.07            | 109.7054        | 47.21           | 54.46            |
|                        | 73.63876         | 47.21           | 54.46            | 35.86105        | 29.68           | 35.65            |
|                        | 30.64697         | 29.68           | 35.65            | 14.86853        | 15.41           | 20.04            |
|                        | 10.24946         | 15.41           | 20.04            | 5.539670        | 3.76            | 6.65             |
|                        | 0.765411         | 3.76            | 6.65             |                 |                 |                  |
| Series: IE INT CR G   | Likelihood Ratio | Critical Values | Likelihood Ratio | Critical Values |
| Lags interval: 1 to 3  |                  |                 |                  |                 |
|                        | 199.1932         | 47.21           | 54.46            | 155.4501        | 68.52           | 76.07            |
|                        | 33.12677         | 29.68           | 35.65            | 77.28902        | 47.21           | 54.46            |
|                        | 12.68422         | 15.41           | 20.04            | 24.14792        | 29.68           | 35.65            |
|                        | 1.07890          | 3.76            | 6.65             | 6.266612        | 15.41           | 20.04            |
|                        | 0.466813         | 3.76            | 6.65             |                 |                 |                  |
| Series: X P EXR GR    | Likelihood Ratio | Critical Values | Likelihood Ratio | Critical Values |
| Lags interval: 1 to 2  |                  |                 |                  |                 |
|                        | 136.9842         | 68.52           | 76.07            | 73.14996        | 47.21           | 54.46            |
|                        | 73.14996         | 47.21           | 54.46            | 34.83193        | 29.68           | 35.65            |
|                        | 34.83193         | 29.68           | 35.65            | 11.69285        | 15.41           | 20.04            |
|                        | 11.69285         | 15.41           | 20.04            | 0.204695        | 3.76            | 6.65             |
|                        | 0.204695         | 3.76            | 6.65             |                 |                 |                  |

First-order serial correlation is the problem in which errors in one time period are correlated with errors in the ensuing time period. Durbin-Watson (D-W) test is one of the most popular in testing for first-order autocorrelation and, according to [32] “by far the most popular test for serial correlation.”

Accepting or rejecting a particular result may call for additional analysis based upon a Durbin-Watson statistic reported as indicative of the presence or absence of serial correlation in the residuals of an estimated equation. It can be corrected, for instance, by modifying the original specification to take account of the serial correlation. This can be done if we include lags of the independent variables or include autoregressive (AR) and/or moving average (MA) terms in the equation. If not corrected, serial correlation in the residuals will lead to incorrect estimates of the standard errors, and invalid statistical inference for the coefficients of the equation. Though, according to [33], a Durbin-Watson statistic can be difficult to interpret, one thing is sure: when it is too low (close to zero) it suggests that the variables are not co-integrated and the results spurious.

It is now common practice to undertake time series analysis by looking at time series characteristics of the data. This includes tests for stationality and co-integration. Through Durbin-Watson test and likelihood ratio versus theoretical values (Table 1), the variables are co-integrated. Further, the structural relationships described by the equations are invariant over time, that is, stationary.

3. Results
Table 2. SAS 3SLS Estimation Results

| Equation | Significant Constants |
|----------|-----------------------|
| CE       | 3.682 + 0.949DY + 0.051LS + 0.000043P - 0.045INT |
| R²       | 0.9987 Prob. F. = 0.0001 Root MSE = 9.647 |
| Adj. R²  | 0.9985 DF = 22 Dep. Mean = 310.62 |
| IE       | 1.879 - 0.092INT + 0.023CR + 0.812G |
| R²       | 0.6519 Prob. F. = 0.0001 Root MSE = 10.001 |
| Adj. R²  | 0.6065 DF = 23 Dep. Mean = 31.466 |
| X        | 25.299 + 0.111GR + 0.000027P - 0.00013EXR |
| R²       | 0.3381 Prob. F. = 0.0214 Root MSE = 2.881 |
| Adj. R²  | 0.2517 DF = 23 Dep. Mean = 24.669 |
| MC       | 4.248 + 0.0064CE - 0.144G + 0.252X + 0.000059EXR |
| R²       | 0.3983 Prob. F. = 0.0020 Root MSE = 2.960 |
| Adj. R²  | 0.2889 DF = 22 Dep. Mean = 9.420 |
| MRIK     | 11.541 + 0.313IE - 0.214G - 0.213FC + 0.00011EXR |
| R²       | 0.5919 Prob. F. = 0.0004 Root MSE = 5.042 |
| Adj. R²  | 0.5177 DF = 22 Dep. Mean = 16.24 |

NOTE: Variables marked with asterisks ***, **, and * respectively indicates statistical significance at the 99%, 95%, and 90% level of confidence (two-tailed test).

Table 3. SAS 3SLS Basic Significance Tests and Sign Expectations

| Equation | Sign Expectation | Results | Significant Constants |
|----------|------------------|---------|-----------------------|
| CE       | Consistent       | DY***, LS, INT | P |
| IE       | Consistent       | INT**, CR, G*** | - |
| X        | Consistent       | GR, EXR*** | *** |
| MC       | Consistent       | CE*, X** | * |
| MRIK     | Consistent       | IE*** | *** |

NOTE: Variables marked with asterisks ***, **, and * respectively indicates statistical significance at the 99%, 95%, and 90% level of confidence (two-tailed test).

Estimation of the model using 3SLS method results are summarized in tables 2 and 3. The estimation results can be considered to be fairly good because, in general, the parameters in the model have signs that conform to our expectations with a number of coefficients that are statistically significant.

In the consumption expenditure equation, disposable income was statistically significant at 99 per cent level of confidence with the expected sign. For the investment expenditure (fixed investment/capital formation) equation, two of the three variables were statistically significant at the reported levels, and all variables had the expected signs. Government expenditure was statistically significant at 99 per cent level of confidence and the real lending interest rates at 95 per cent. With regard to the export equation, it is only GR that was not statistically significant at the reported levels.
of confidence though with an expected sign. The EXR was statistically significant at 99 per cent level. The general price level was statistically significant at 99 per cent level but with an unexpected sign. Though the fit of the import of consumer goods equation was relatively poor, all variables in the equation were statistically significant at the reported levels of confidence but half of them with unexpected signs, namely the government expenditure and the exchange rate which, other things being equal, we should be concerned about. For the imports of raw materials, intermediate and capital goods equation, it is only the foreign capital that was statistically significant at the reported levels of confidence. Besides the constant, investment expenditure remained the most relevant variable at 99 per cent level of confidence, and with a positive expected sign. Like in the case of the import of consumer goods, both government expenditure and exchange rates were statistically significant at the reported levels but had unexpected signs.

4. Discussion and Conclusions

We now turn to a brief discussion of the results and their implications. The macroeconomic model focused on joint determination of consumption expenditure (CE), investment expenditure (IE), exports (X) and imports, that is, imports of consumer goods (MC), and imports of raw materials, intermediate and capital goods (MRIK). The basis for their joint determination was partly already established. In line with the objectives of the study, the discussion focuses on the macroeconomic model results’ relevancy to Uganda’s policy experiences of Amin (1971-1979), Obote II (1980-1985), and Museveni I (1986-1995) regimes in Uganda using the data set period 1970-1996.

We can examine the dynamic characteristics of our macroeconomic model by looking at the impact effects of changes in the exogenous variables on the endogenous variables - the coefficients. This helps us to comment on the behaviour of the Uganda economy and the effects of the policies on consumption, investment, exports and imports in Uganda. We can, for instance, conclude, on the basis of the macroeconomic model investment equation (Table 2) that the impact effect of a dollar increase in government expenditure per capita was an increase in investment expenditure by about US$0.80 per capita.

In general our findings suggests that for consumption expenditure (CE), disposable income (DY) was the most relevant policy variable and that while the general price level (P) was not so relevant, it had a positive effect. This lends credence to the ERP policy of reducing government spending.

Since the level of investment is endogenous, our macroeconomic model can explain medium-term growth and it was shown that it is heavily positively dependent on two policy instruments namely government expenditure (G) and the real lending rate of interest (INT). It is shown that in Uganda a rise in the interest rates displayed the orthodox (contractionary) effects rather than the McKinnon-Shaw (expansionary) effects.14

The exchange rate (EXR) policy instrument, in general, dominated the external sector and affected the export sector in an expected fashion. The general price level in Uganda at the time was also relevant to the export sector though it did not seem to reduce exports when it increased, supporting the then ERP policy of increasing producer prices.

For the import sector, on the other hand, the influence of the exchange rate was different – it was positively related to imports. This means that its increase could not reduce imports of any kind! In addition to the exchange rate, government expenditure (G) is shown to have been an effective policy variable for all types of imports but in an unanticipated manner. Increased government expenditure seems to have led to a reduction in imports contrary to what one would expect.

Overall the ERP policies of the time were, in some respects, empirically validated with respect to consumption expenditure and exports while the behaviour of the economy in general also conformed to expectations in the literature like the contractionary effects of the interest rate.

REFERENCES

[1] Quantitative Micro Software, EViews user’s guide
Quantitative Micro Software, Irvin, USA. 1994-1997
[2] Pindyck, R. S. and Rubinfeld, D. L., Econometric models and economic forecasts, 3rd Ed., McGraw-Hill, Inc., USA, 1991.
[3] SAS Institute Inc., SAS/ETS user’s guide, Version 6, 2nd Ed., SAS Institute Inc., USA, 1993.
[4] Quantitative Micro Software, EViews user’s guide
Quantitative Micro Software, Irvin, USA. 1994-1997.
[5] Mutibwa, P., Uganda since independence: A story of unfulfilled hopes African World Press, Inc., USA,1992.
[6] Kirunda-Kivejinja, A.M., Uganda: The crisis of confidence Progressive Publishing House, Uganda, 1995.
[7] Mutibwa, P., Uganda since independence: A story of unfulfilled hopes African World Press, Inc., USA, 1992.
[8] Kitabire, D., The supply side response to structural adjustment policies in Uganda, Report Commissioned by EC Country Study, 1994.
[9] World Bank, Development Brief, No. 47 January, The World Bank, USA, 1995.
[10] Kitabire, D., The supply side response to structural adjustment policies in Uganda, Report Commissioned by EC Country Study, 1994.
[11] World Bank, Uganda: A World Bank country study - Agriculture. The World Bank, USA. June 1993.
[12] P. Mosley, “The World Bank, “Global Keynesianism” and the

14 In light of [34] and [35], and the critique in [36].
distribution of the gains from growth", World Development, vol. 25 no. 11, pp. 1949-1956, 1997.

[13] M. A. Rashid, “A macroeconometric model of Bangladesh.”, The Bangladesh Development Studies, vol.1X (Monsoon) no.3, pp. 22-44, 1981.

[14] M. A. Rashid,”Modelling the Developing Economy”, The Developing Economies, vol.22, pp. 274-288, 1984.

[15] International Monetary Fund (IMF), IMF Survey, The IMF, USA, 1993.

[16] International Monetary Fund (IMF), IMF Survey, The IMF, USA, 1993.

[17] N. U. Haque, A. M. Husain., P. J. Montiel, “An Empirical 'Dependent Economy' Model for Pakistan”, World Development vol.22, no. 10, pp. 1585-1597, 1994.

[18] A. Shah, J. Slemrod, “Do Taxes Matter for Foreign Direct Investment?” The World Bank Economic Review, vol.5 (September) no.3, pp. 473-491, 1991.

[19] A. Shah, J. Slemrod, “Do Taxes Matter for Foreign Direct Investment?” The World Bank Economic Review, vol.5 (September) no.3, pp. 473-491, 1991.

[20] M. A. Rashid, “A macroeconometric model of Bangladesh.”, The Bangladesh Development Studies, vol.1X (Monsoon) no.3, pp. 22-44, 1981.

[21] M. A. Rashid,”Modelling the Developing Economy”, The Developing Economies, vol.22, pp. 274-288, 1984.

[22] N. U. Haque, A. M. Husain., P. J. Montiel, “An Empirical 'Dependent Economy' Model for Pakistan”, World Development vol.22, no.10, pp. 1585-1597, 1994.

[23] Berndt, E.R., The practice of econometrics: Classic and contemporary Addison Wesley Publishing Co., Inc., USA, 1991.

[24] Lardaro, L., Applied econometrics 1st ed., HarperCollins College Publishers Inc., USA, 1993.

[25] Lardaro, L., Applied econometrics 1st ed., HarperCollins College Publishers Inc., USA, 1993.

[26] Quantitative Micro Software, EViews user's guide Quantitative Micro Software, Irvin, USA, 1994-1997.

[27] Pindyck, R. S. and Rubinfeld, D. L., Econometric models and economic forecasts, 3rd Ed., McGraw-Hill, Inc., USA, 1991.

[28] Pindyck, R. S. and Rubinfeld, D. L., Econometric models and economic forecasts, 3rd Ed., McGraw-Hill, Inc., USA, 1991.

[29] Mayes, D.G., Applications of econometrics Prentice - Hall International Inc., UK, 1981.

[30] SAS Institute Inc., SAS/ETS user's guide, Version 6, 2nd Ed., SAS Institute Inc., USA, 1993.

[31] SAS Institute Inc., SAS/ETS user's guide, Version 6, 2nd Ed., SAS Institute Inc., USA, 1993.

[32] Pindyck, R. S. and Rubinfeld, D. L., Econometric models and economic forecasts, 3rd Ed., McGraw-Hill, Inc., USA, 1991.

[33] Quantitative Micro Software, EViews user's guide Quantitative Micro Software, Irvin, USA, 1994-1997.

[34] McKinnon, R.I., Money and capital in economic development The Brookings Institution, USA, 1973.

[35] Shaw, E.S., Financial Deepening in Economic Development, Oxford University Press, USA, 1973.

[36] Owen, D. and Fallas O.S., “The new structural critique of financial liberalization: the role of unorganized money markets and unproductive assets”. Journal of Development Economics, vol.31, pp. 341-355, 1989.