The Foldy-Lax approximation of the scattered waves by many small bodies for the Lamé system

Durga Prasad Challa*1,2 and Mourad Sini**1

1 RICAM, Austrian Academy of Sciences, Altenbergerstrasse 69, A-4040, Linz, Austria
2 Current Address: Department of Mathematics, Tallinn University of Technology, Tallinn 19086, Estonia

Received 23 April 2014, revised 16 March 2015, accepted 20 March 2015
Published online 17 June 2015

Key words Elastic wave scattering, small-scatterers, Foldy-Lax approximation, capacitance

MSC (2010) 35J, 35Q40, 45Q05

We are concerned with the linearized, isotropic and homogeneous elastic scattering problem by many small rigid obstacles of arbitrary, Lipschitz regular, shapes in 3D case. We prove that there exist two constants \(a_0\) and \(c_0\), depending only on the Lipschitz character of the obstacles, such that under the conditions \(a \leq a_0\) and \(\sqrt{M - \frac{1}{2}} \leq c_0\) on the number \(M\) of the obstacles, their maximum diameter \(a\) and the minimum distance between them \(d\), the corresponding Foldy-Lax approximation of the farfields is valid. In addition, we provide the error of this approximation explicitly in terms of the three parameters \(M, a\) and \(d\). These approximations can be used, in particular, in the identification problems (i.e. inverse problems) and in the design problems (i.e. effective medium theory).

1 Introduction and statement of the results

Let \(B_1, B_2, \ldots, B_M\) be \(M\) open, bounded and simply connected sets in \(\mathbb{R}^3\) with Lipschitz boundaries, containing the origin. We assume that their sizes and Lipschitz constants are uniformly bounded. We set \(D_m := \epsilon B_m + z_m\) to be the small bodies characterized by the parameter \(\epsilon > 0\) and the locations \(z_m \in \mathbb{R}^3, m = 1, \ldots, M\).

Assume that the Lamé coefficients \(\lambda\) and \(\mu\) are constants satisfying \(\mu > 0\) and \(3\lambda + 2\mu > 0\). Let \(U^j\) be a solution of the Navier equation \((\Delta^e + \omega^2) U^j = 0\) in \(\mathbb{R}^3, \Delta^e := (\mu \Delta + \lambda + \mu) \nabla \text{div}\). We denote by \(U^s\) the elastic field scattered by the \(M\) small bodies \(D_m \subset \mathbb{R}^3\) due to the incident field \(U^i\). We restrict ourselves to the scattering by rigid bodies. Hence the total field \(U := U^i + U^s\) satisfies the following exterior Dirichlet problem of the elastic waves

\[
(\Delta^e + \omega^2) U^s = 0 \quad \text{in} \quad \mathbb{R}^3 \setminus \left( \bigcup_{m=1}^{M} \overline{D_m} \right), \\
U^s\big|_{\partial D_m} = 0, \quad 1 \leq m \leq M,
\]

with the Kupradze radiation conditions (K.R.C)

\[
\lim_{|x| \to \infty} |x| \left( \frac{\partial U_p}{\partial |x|} - ik_{p^r} U_p \right) = 0, \quad \text{and} \quad \lim_{|x| \to \infty} |x| \left( \frac{\partial U_s}{\partial |x|} - ik_{s^r} U_s \right) = 0,
\]

where the two limits are uniform in all the directions \(\hat{x} := \frac{x}{|x|} \in \mathbb{S}^2\). Also, we denote \(U_p := -\kappa_{p^r}^2 \nabla \cdot (\nabla \times U^s)\) to be the longitudinal (or the pressure or P) part of the field \(U^s\) and \(U_s := \kappa_{s^r}^2 \nabla \times (\nabla \times U^s)\) to be the transversal (or the shear or S) part of the field \(U^s\) corresponding to the Helmholtz decomposition \(U^s = U_p + U_s\). The constants \(\kappa_{p^r} := \frac{c_p}{c_s}\) and \(\kappa_{s^r} := \frac{c_s}{c_p}\) are known as the longitudinal and transversal wavenumbers, \(c_p := \sqrt{\lambda + 2\mu}\) and \(c_s := \sqrt{\mu}\) are the corresponding phase velocities, respectively and \(\omega\) is the frequency.
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The scattering problem (1.1)–(1.3) is well posed in the Hölder or Sobolev spaces, see [17], [18], [22], [23] for instance, and the scattered field $U^s$ has the following asymptotic expansion:

$$U^s(x) = \frac{e^{i \kappa x \cdot \hat{x}}}{|x|} U^p_\omega(\hat{x}) + \frac{e^{i \kappa x \cdot \hat{x}}}{|x|} U^s_\omega(\hat{x}) + O\left(\frac{1}{|x|^2}\right), \quad |x| \to \infty,$$

(1.4)

uniformly in all directions $\hat{x} \in \mathbb{S}^2$. The longitudinal part of the far-field, i.e. $U^\infty_p(\hat{x})$ is normal to $\mathbb{S}^2$ while the transversal part $U^\infty_s(\hat{x})$ is tangential to $\mathbb{S}^2$. As usual in scattering problems we use plane incident waves in this work. For the Lamé system, the full plane incident wave is of the form $U^i(x, \theta) := \alpha \theta e^{i k \rho \cdot \rho} + \beta \theta^\perp e^{i k d \cdot \rho} x$, where $\theta^\perp$ is any direction in $\mathbb{S}^2$ perpendicular to the incident direction $\theta \in \mathbb{S}^2$, $\alpha, \beta$ are arbitrary constants. In particular, the pressure and shear incident waves are $U^{i,p}(x, \theta) := \theta e^{i k \rho \cdot \rho} x$ and $U^{i,s}(x, \theta) := \theta^\perp e^{i k d \cdot \rho} x$, respectively. Pressure incident waves propagate in the direction of $\theta$, whereas shear incident waves propagate in the direction of $\theta^\perp$. The functions $U^\infty_p(\hat{x}, \theta)$ and $U^\infty_s(\hat{x}, \theta)$ for $(\hat{x}, \theta) \in \mathbb{S}^2 \times \mathbb{S}^2$ are called the P part and the S part of the far-field pattern respectively.

**Definition 1.1** We define

1. $a$ as the maximum among the diameters, $diam$, of the small bodies $D_m$, i.e.

$$a := \max_{1 \leq m \leq M} diam(D_m) \quad \left[= \epsilon \max_{1 \leq m \leq M} diam(B_m)\right],$$

(1.5)

2. $d$ as the minimum distance between the small bodies $\{D_1, D_2, \ldots, D_m\}$, i.e.

$$d := \min_{m \neq j} d_{mj},$$

where $d_{mj} := dist(D_m, D_j)$. We assume that

$$0 < d \leq d_{max},$$

(1.6)

and $d_{max}$ is given.

3. $\omega_{max}$ as the upper bound of the used frequencies, i.e. $\omega \in [0, \omega_{max}]$.

4. $\Omega$ to be a bounded domain in $\mathbb{R}^3$ containing the small bodies $D_m$, $m = 1, \ldots, M$.

The main result of this paper is the following theorem.

**Theorem 1.2** There exist two positive constants $a_0$ and $c_0$ depending only on the size of $\Omega$, the Lipschitz character of $B_m$, $m = 1, \ldots, M$, $d_{max}$ and $\omega_{max}$ such that if

$$a \leq a_0 \quad \text{and} \quad \sqrt{M - \frac{a}{d}} \leq c_0$$

(1.7)

then the P-part, $U^\infty_p(\hat{x}, \theta)$, and the S-part, $U^\infty_s(\hat{x}, \theta)$, of the far-field pattern have the following asymptotic expressions

$$U^\infty_p(\hat{x}, \theta) = \frac{1}{4 \pi c_p^2} (\hat{x} \otimes \hat{x}) \left[\sum_{m=1}^M e^{-i \frac{\kappa}{c_p} z_m} Q_m + O\left(Ma^2 + M(M - 1)\frac{a^3}{d^2} + M(M - 1)^2 \frac{a^4}{d^3}\right)\right],$$

(1.8)

$$U^\infty_s(\hat{x}, \theta) = \frac{1}{4 \pi c_s^2} (I - \hat{x} \otimes \hat{x}) \left[\sum_{m=1}^M e^{-i \frac{\kappa}{c_s} z_m} Q_m + O\left(Ma^2 + M(M - 1)\frac{a^3}{d^2} + M(M - 1)^2 \frac{a^4}{d^3}\right)\right]$$

(1.9)

uniformly in $\hat{x}$ and $\theta$ in $\mathbb{S}^2$. The constant appearing in the estimate $O(\cdot)$ depends only on the size of $\Omega$, the Lipschitz character of the reference bodies $B_m$, $a_0$, $c_0$ and $\omega_{max}$. The vector coefficients $Q_m$, $m = 1, \ldots, M$, are the solutions of the following linear algebraic system

$$C_m^{-1} Q_m = -U^i(z_m, \theta) - \sum_{j=1}^M \Gamma_{j}^{\omega}(z_m, z_j) Q_j,$$

(1.10)
for \( m = 1, \ldots, M \), with \( \Gamma^\omega \) denoting the Kupradze matrix of the fundamental solution to the Navier equation with frequency \( \omega \). \( C_m := \int_{\partial D_m} \sigma_m(s) \, ds \) and \( \sigma_m \) is the solution matrix of the integral equation of the first kind

\[
\int_{\partial D_m} \Gamma^0(s, \omega) \sigma_m(s) \, ds = I, \quad s_m \in \partial D_m,
\]

(1.11)

with \( I \) the identity matrix of order 3. The algebraic system (1.10) is invertible under the condition:

\[
a/d \leq c_1 \tau^{-1}
\]

(1.12)

with

\[
t := \left[ \frac{1}{c_p} - 2 \text{diam} (\Omega) \frac{\omega}{c_0^2} \left( \frac{1}{1 - \left( \frac{1}{2} \kappa_p \text{diam} (\Omega) \right)^N \omega} + \frac{1}{2^{N-1}} \right) \right],
\]

which is assumed to be positive\(^1\) and \( N_2 := [2 \text{diam} (\Omega) \max[\kappa_p, \kappa_{pr} \omega e^2] \), where \([ \cdot ] \) denotes the integral part and \( \ln e = 1 \). The constant \( c_1 \) depends only on the Lipschitz character of the reference bodies \( B_m \), \( m = 1, \ldots, M \).

We call the expressions (1.8)–(1.9) the elastic Foldy-Lax approximation since the dominant terms are reminiscent to the exact form (called also the Foldy or the Foldy-Lax form) of the farfields derived in the scattering by finitely many point-like scatterers, see [20] for instance. These asymptotic expansions are useful for at least two reasons.

First, to estimate approximately the far-field, one needs only to compute the constant vectors \( Q_m \) which are solutions of a linear algebraic system, i.e. (1.10). This reduces considerably the computational effort comparing it to the methods based on integral equations, for instance, especially for a large number of obstacles. If the number of obstacles is actually very large then these asymptotics suggest the kind of an effective medium that can produce the same far-fields and provides the error rate between the fields generated by the obstacles and those generated by the effective medium.

Second, using formulas of the type (1.8) and (1.9), one can solve the inverse problems which consists of localizing the centers, \( z_m \), of the obstacles from the far-field measurements and also estimating their sizes from the computed capacitances \( C_m \), see [2], [15], [16], [19] for instance.

As a first reference on this topic, we mention the book by P. Martin [25] where the multiple scattering issue is well discussed and documented in its different scales. When the obstacles are distributed periodically in the whole domain, then homogenization techniques apply, see for instance [13], [21], [24]. As we see it in the previous theorem, we assume no periodicity. For such media, the type of result presented here are formally derived, for the acoustic and electromagnetic models, in a series of works by A. Ramm, see [35–37] and the references therein for his recent related results, where he used the (rough) condition \( \frac{1}{2} \ll 1 \). Recently, in [16], we derived such approximation errors under a quite general condition on the denseness of the scatterers (i.e. involving \( M \), \( a \) and \( d \)), i.e. of the form (1.7). The analysis is based on the use of integral equation methods and in particular the precise scaling of the surface layer potential operators. As it was mentioned in [16], the integral equation methods are also used in such a context, see for instance the series of works by H. Ammari and H. Kang and their collaborators, as [7] and the references therein. The difference between their asymptotic expansion and the one described in the previous theorem is that their polarization tensors are build up from densities which are solutions of a system of integral equations while in the previous theorem the approximating terms are build up from the linear algebraic system (1.10). It is obvious that solving an algebraic system is less expensive than solving a system of integral equations, especially when dealing with many scatterers. In addition, due to motivations coming from inverse problems, apart from few works as [8], they consider well separated scatterers and hence their asymptotic

\(^1\)If, in particular, \( \text{diam}(\Omega) \max[\kappa_p, \kappa_{pr} \omega e^2] < 1 \), then \( N_1 = 1 \) and hence \( t = \left[ \frac{1}{c_p} - 4 \text{diam}(\Omega) \frac{\omega}{c_0^2} \left( \frac{\omega}{c_0} + \frac{\omega}{c_p} \right) \right] \). Assuming the Lamé coefficient \( \lambda \) to be positive, then \( c_p > c_0 \). Hence, in this case, if \( \Omega \) is such that \( \text{diam}(\Omega) < \frac{\omega}{c_0} \min \left\{ \frac{1}{c_p}, \frac{c_0^2}{\omega c_p} \right\} \) then \( t > 0 \).
expansions are given only in terms of the diameters $a$ of the scatterers. We should, however, emphasize that they provide asymptotic expansions at all the higher orders and they are valid also for extended scatterers. This opens door for many interesting applications, see [6] for instance.

Let us mention the variational approach by V. Maz’ya, A. Movchan [27] and by V. Maz’ya, A. Movchan and M. Nieves [29] where they study the Poisson problem and obtain estimates in forms similar to the previous theorem with weaker conditions of the form $\frac{d}{2} \leq c$, or $\frac{d}{2} \leq c$, (here $d$ is the smallest distance between the centers of the scatterers). In their analysis, they rely on the maximum principle to treat the boundary estimates. To avoid the use of the maximum principle, which is not valid due to the presence of the wave number $\kappa$, we use boundary integral equation methods. The price to pay is the need of the stronger assumption $\sqrt{M} - 1/2 \leq c_0$. Another approach, based on the self-adjoint extensions of elliptic operator, is discussed in the works by S. A. Nazarov, and J. Sokolowski, see Section 4 of [34] for instance, where they derive the asymptotic expansions for the Poisson problem. Let us finally, mention that the particular case where the obstacles have circular shapes has been considered recently by M. Cassier and C. Hazard in [14] for the scalar acoustic model.

Regarding the Lamé system, we cite the works [4], [5], [9], [11] where, as we just mentioned, the asymptotics are given in terms of the size of the scatterers only. In these works, the authors considered transmission problems and showed that the corresponding moment tensors are in general anisotropic. If the inclusions are spherical, including the extreme cases of soft or rigid inclusions under certain conditions on the Lamé parameters, then these moment tensors are isotropic. Let us also mention the recent book [30], and the references therein, where an asymptotic expansion of the Green’s tensor corresponding to the Dirichlet-Lamé system, compare to [7] and [30]. The analysis is based on the use of the integral equation methods and the different scaling of the corresponding boundary integral operators. Due to the coupling of the two fundamental waves, i.e. the P-waves and the S-waves, at the boundaries of the obstacles, the analysis cannot be reduced to the one of our previous work [16]. Indeed, a considerable work is needed to derive explicitely these scaling, characterize the dominant parts of the elastic fields and justify the invertibility of corresponding algebraic system (1.10).

Before concluding the introduction, we state the following corollary where more precise estimates than those given in Theorem 1.2 are presented under some additional conditions on the scatterers.

**Corollary 1.3** Assume that the conditions of Theorem 1.2 are fulfilled.

1. We assume, in addition, that $D_m$ are balls with the same diameter $a$ for $m = 1, \ldots, M$, then we have the following asymptotic expansion for the P-part, $U_p^\infty(\hat{\chi}, \theta)$, and the S-part, $U_s^\infty(\hat{\chi}, \theta)$, of the far-field pattern:

$$U_p^\infty(\hat{\chi}, \theta) = \frac{1}{4\pi c_p^2}(\hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{c_p}{2} z_m} Q_m + O \left( M \left[ a^2 + \frac{a^3}{d^3-3\alpha} + \frac{a^4}{d^4-6\alpha} \right] \right) \right. + M(M-1) \left[ \frac{a^3}{d^2\alpha} + \frac{a^4}{d^4-4\alpha} + \frac{a^4}{d^5-2\alpha} \right] + M(M-1)^2 \frac{a^4}{d^5-6\alpha} \right],$$

$$U_s^\infty(\hat{\chi}, \theta) = \frac{1}{4\pi c_s^2}(1 - \hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{c_s}{2} z_m} Q_m + O \left( M \left[ a^2 + \frac{a^3}{d^3-3\alpha} + \frac{a^4}{d^4-6\alpha} \right] \right) \right. + M(M-1) \left[ \frac{a^3}{d^2\alpha} + \frac{a^4}{d^4-4\alpha} + \frac{a^4}{d^5-2\alpha} \right] + M(M-1)^2 \frac{a^4}{d^5-6\alpha} \right],$$

where $0 < \alpha \leq 1$. 
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Consider now the special case $d = a^t$, $M = a^{-s}$ with $t, s > 0$. Then the asymptotic expansions (1.13)–(1.14) can be rewritten as

\[
U_p^\infty(\hat{x}, \theta) = \frac{1}{4\pi c_p^2}(\hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{\pi}{4} \frac{z_m}{a^t}} Q_m + O \left( a^{2-t} + a^{3-s-5t+3\alpha} + a^{4-s-9t+6\alpha} \right) + a^{3-2s-2\alpha} + a^{4-3s-3\alpha} + a^{4-2s-5t+2\alpha} \right].
\]

\[
U_c^\infty(\hat{x}, \theta) = \frac{1}{4\pi c_s^2}(1 - \hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{\pi}{4} \frac{z_m}{a^s}} Q_m + O \left( a^{2-t} + a^{3-s-5t+3\alpha} + a^{4-s-9t+6\alpha} \right) + a^{3-2s-2\alpha} + a^{4-3s-3\alpha} + a^{4-2s-5t+2\alpha} \right].
\]

As the diameter $a$ tends to zero the error term tends to zero for $t$ and $s$ such that $0 < t < 1$ and $0 < s < \min \{2(1-t), \frac{7-5t}{4}, \frac{12-9t}{9}, \frac{20-15t}{12}, \frac{4}{3} - t\alpha\}$. In particular for $t = \frac{1}{2}$, $s = 1$, we have

\[
U_p^\infty(\hat{x}, \theta) = \frac{1}{4\pi c_p^2}(\hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{\pi}{4} \frac{z_m}{a^t}} Q_m + O \left( a + a^{2\alpha} + a^{1-\alpha} + a^{1+2\alpha} \right) \right]
\]

\[
= \frac{1}{4\pi c_p^2}(\hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{\pi}{4} \frac{z_m}{a^t}} Q_m + O \left( a^{\frac{1}{2}} \right) \right], \quad \text{[obtained for } \alpha = \frac{1}{4}] \tag{1.15}
\]

\[
U_c^\infty(\hat{x}, \theta) = \frac{1}{4\pi c_s^2}(1 - \hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{\pi}{4} \frac{z_m}{a^s}} Q_m + O \left( a + a^{2\alpha} + a^{1-\alpha} + a^{1+2\alpha} \right) \right]
\]

\[
= \frac{1}{4\pi c_s^2}(1 - \hat{x} \otimes \hat{x}) \left[ \sum_{m=1}^{M} e^{-i \frac{\pi}{4} \frac{z_m}{a^s}} Q_m + O \left( a^{\frac{1}{2}} \right) \right], \quad \text{[obtained for } \alpha = \frac{1}{4}] \tag{1.16}
\]

2. Actually, the results (1.13)–(1.14) and (1.15)–(1.16) are valid for the non-flat Lipschitz obstacles $D_m = \epsilon B_m + z_m$, $m = 1, \ldots, M$, with the same diameter $a$, i.e., the $D_m$’s are Lipschitz obstacles and there exist constants $t_m \in (0, 1]$ such that

\[
B_{\alpha \frac{a}{2}}(z_m) \subset D_m \subset B_{\frac{a}{2}}(z_m), \quad \text{(1.17)}
\]

where $t_m$ are assumed to be uniformly bounded from below by a positive constant.

The results of this corollary can be used to derive the effective medium by perforation using many small bodies. Let us mention that in the literature, the derivation of the effective medium for the Lamé system can be found, see [10], for instance, and the references there in where the bodies are distributed periodically. Based on Corollary 1.3, this periodicity assumption can be avoided. In addition, (1.15) and (1.16) ensure the rate of the error in deriving such an effective medium. Details on this topic will be reported in a future work. We also refer to our recent work [1] where the effective medium for the acoustic model is derived with error estimates, avoiding the periodicity assumption.

The rest of the paper is organized as follows. In Section 2, we give the proof of the asymptotic expansion (1.8)–(1.9). In Section 3, we study the solvability of the linear algebraic system (1.10). Finally, in Section 4, as an appendix, we derive some needed properties of the layer potentials.

## 2 Proof of Theorem 1.2

We wish to kindly warn the reader that in our analysis we use sometimes the parameter $\epsilon$ and some other times the parameter $a$ as they appear naturally in the estimates. But we bear in mind the relation (1.5) between $a$ and $\epsilon$. 
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2.1 The fundamental solution

The Kupradze matrix \( \Gamma^\omega = (\Gamma^\omega_{ij})_{i,j=1}^3 \) of the fundamental solution to the Navier equation is given by

\[
\Gamma^\omega(x, y) = \frac{1}{\mu} \Phi_{x,\omega}(x, y) I + \frac{1}{\omega^2} \nabla_x \nabla_y [\Phi_{x,\omega}(x, y) - \Phi_{y,\omega}(x, y)],
\]

(2.1)

where \( \Phi_x(x, y) = \frac{1}{2\pi \sqrt{|\omega|^2 - \kappa^2}} \exp(i \kappa |x - y|) \) denotes the free space fundamental solution of the Helmholtz equation \( (\Delta + \kappa^2) u = 0 \) in \( \mathbb{R}^3 \). The asymptotic behavior of Kupradze tensor at infinity is given as follows

\[
\Gamma^\omega(x, y) = \frac{1}{4\pi^2} \hat{\chi} \otimes \hat{\chi} e^{i |\kappa| |x - y|} + \frac{1}{4\pi^2 c_p^2} (I - \hat{\chi} \otimes \hat{\chi}) e^{-i |\kappa| |x - y|} + O \left( |x|^{-2} \right)
\]

(2.2)

with \( \hat{\chi} = \frac{1}{|\chi|} \in \mathbb{S}^2 \) and \( I \) being the identity matrix in \( \mathbb{R}^3 \), see [3] for instance. As mentioned in [9], (2.1) can also be represented as

\[
\Gamma^\omega(x, y) = \frac{1}{4\pi} \sum_{l=0}^\infty \frac{l^l}{l!(l+2)} \left( (l+1) \kappa_{x,\omega}^{l+2} + \kappa_{y,\omega}^{l+2} \right) |x - y|^{-l-1} I
\]

\[
- \frac{1}{4\pi} \sum_{l=0}^\infty \frac{l^l}{l!(l+2)} \left( (l-1) \kappa_{x,\omega}^{l+2} - \kappa_{y,\omega}^{l+2} \right) |x - y|^{-l-3} (x - y) \otimes (x - y),
\]

(2.3)

from which we can get the gradient

\[
\nabla_x \Gamma^\omega(x, y) = - \frac{1}{4\pi} \sum_{l=0}^\infty \frac{l^l}{l!(l+2)} \left[ (l+1) \kappa_{x,\omega}^{l+2} + \kappa_{y,\omega}^{l+2} \right] |x - y|^{-l-3} (x - y) \otimes I
\]

\[
- \left( \kappa_{x,\omega}^{l+2} - \kappa_{y,\omega}^{l+2} \right) |x - y|^{-l-3} (l-3) |x - y|^{-2} \otimes (x - y)
\]

\[
+ I \otimes (x - y) + (x - y) \otimes I \right].
\]

(2.4)

2.2 The representation via double layer potential

We start with the following proposition on the solution of the problem (1.1)–(1.3) via the method of integral equations.

Proposition 2.1 There exists \( a_0 > 0 \) such that if \( a < a_0 \), the solution of the problem (1.1)–(1.3) is of the form

\[
U^i(x) = U^i(x) + \sum_{m=1}^M \int_{\partial D_m} \frac{\partial \Gamma^m(x, s)}{\partial v_m(x)} \sigma_m(s) \, ds, \quad x \in \mathbb{R}^3 \setminus \bigcup_{m=1}^M \bar{D}_m,
\]

(2.5)

where \( \sigma_m \in \mathcal{H}^r(\partial D_m) \), with \( r \in [0, 1] \), for \( m = 1, 2, \ldots, M \), and \( \frac{\partial}{\partial v_m} (\cdot) \) denotes the co-normal derivative on \( \partial D_m \) and is defined as

\[
\frac{\partial}{\partial v_m} (\cdot) := \lambda (\text{div} \cdot) N_m + \mu (\nabla \cdot + \nabla^T) N_m \quad \text{on} \quad \partial D_m,
\]

(2.6)

with \( N_m \) the outward unit normal vector of \( \partial D_m \).

Proof of Proposition 2.1 We look for the solution of the problem (1.1)–(1.3) of the form (2.5), then from the Dirichlet boundary condition (1.2) and the jumps of the double layer potentials, we obtain

\[
\frac{\sigma_j(s_j)}{2} + \int_{\partial D_j} \frac{\partial \Gamma^m(s_j, s)}{\partial v_j(s)} \sigma_j(s) \, ds + \sum_{m=1}^M \int_{\partial D_m} \frac{\partial \Gamma^m(s_j, s)}{\partial v_m(s)} \sigma_m(s) \, ds = -U^i(s_j),
\]

\[
\forall s_j \in \partial D_j, \quad j = 1, \ldots, M.
\]

(2.7)

The condition on \( a \) can be replaced by a condition on \( \omega \) as it can be seen from the proof.
One can write the system (2.7) in a compact form as \( \left( \frac{1}{2}I + DL + DK \right)\sigma = -U^{ln} \) with \( I := (I_{mj})_{m,j=1}^{M} \), \( DL := (DL_{mj})_{m,j=1}^{M} \) and \( DK := (DK_{mj})_{m,j=1}^{M} \), where

\[
I_{mj} = \begin{cases} 
I, & m = j, \\
0, & \text{else}, 
\end{cases} 
\]

\[
DL_{mj} = \begin{cases} 
D_{mj}, & m = j, \\
0, & \text{else}, 
\end{cases} 
\]

\[
DK_{mj} = \begin{cases} 
D_{mj}, & m \neq j, \\
0, & \text{else}, 
\end{cases} 
\]

(2.8)

\[
U^{ln} = U^{ln}(s_1, \ldots, s_M) := \left( U^i(s_1), \ldots, U^i(s_M) \right)^T
\]

and \( \sigma = (\sigma_1(s_1), \ldots, \sigma_M(s_M))^T \).

(2.9)

Here, for the indices \( m \) and \( j \) fixed, \( D_{mj} \) is the integral operator

\[
D_{mj}(\sigma_j(t)) := \int_{\partial D_j} \frac{\partial \Gamma^m(t,s)}{\partial \nu_j(s)} \sigma_j(s) \, ds.
\]

(2.11)

The operator \( \frac{1}{2}I + D_{mm} : H^r(\partial D_m) \rightarrow H^r(\partial D_m) \) is Fredholm with zero index and for \( m \neq j, D_{mj} : H^r(\partial D_j) \rightarrow H^r(\partial D_m) \) is compact for \( 0 \leq r \leq 1 \), when \( \partial D_m \) has a Lipschitz regularity, see [26], [31], [32]. So, \( \left( \frac{1}{2}I + DL + DK \right) := \prod_{m=1}^{M} \left( \frac{1}{2}I + DL + DK \right) : \prod_{m=1}^{M} H^r(\partial D_m) \rightarrow \prod_{m=1}^{M} H^r(\partial D_m) \) is Fredholm with zero index. We induce the product of spaces by the maximum of the norms of the space. To show that \( \left( \frac{1}{2}I + DL + DK \right) \sigma = 0 \) implies \( \sigma = 0 \).

Write,

\[
\tilde{U}(x) = \sum_{m=1}^{M} \int_{\partial D_m} \frac{\partial \Gamma^m(s_j, s)}{\partial v_m(s)} \sigma_m(s) \, ds, \quad \text{in} \quad \mathbb{R}^3 \setminus \left( \bigcup_{m=1}^{M} \bar{D}_m \right)
\]

and

\[
\tilde{U}(x) = \sum_{m=1}^{M} \int_{\partial D_m} \frac{\partial \Gamma^m(s_j, s)}{\partial v_m(s)} \sigma_m(s) \, ds, \quad \text{in} \quad \bigcup_{m=1}^{M} D_m.
\]

Then \( \tilde{U} \) satisfies \( \Delta^s \tilde{U} + \omega^2 \tilde{U} = 0 \) for \( x \in \mathbb{R}^3 \setminus \left( \bigcup_{m=1}^{M} \bar{D}_m \right) \), with K.R.C. \( \tilde{U}(x) = 0 \) on \( \bigcup_{m=1}^{M} \partial D_m \). Similarly, \( \tilde{U} \) satisfies \( \Delta^s \tilde{U} + \omega^2 \tilde{U} = 0 \) for \( x \in \bigcup_{m=1}^{M} D_m \) with \( \tilde{U}(x) = 0 \) on \( \bigcup_{m=1}^{M} \partial D_m \). Taking the trace on \( \partial D_m, m = 1, \ldots, M \),

\[
\tilde{U}(s) = 0 \implies D_{mm}(\sigma_m(s) + \frac{\sigma_m(s)}{2}) + \sum_{j \neq m} D_{mj}(\sigma_j(s)) = 0
\]

(2.12)

and

\[
\tilde{U}(s) = 0 \implies D_{mm}(\sigma_m(s) - \frac{\sigma_m(s)}{2}) + \sum_{j \neq m} D_{mj}(\sigma_j(s)) = 0
\]

(2.13)

for \( s \in \partial D_m \) and for \( m = 1, \ldots, M \). Difference between (2.12) and (2.13) implies that, \( \sigma_m = 0 \) for all \( m \).

---

3In [26], [31], [32], this property is proved for the case \( \omega = 0 \). By a perturbation argument, we have the same results for every \( \omega \) in \( [0, \omega_{max}] \), assuming that \( \omega_{max} \) is smaller than the first eigenvalue \( w_{el} \) of the Dirichlet-Lamé operator in \( D_m \). By a comparison theorem, see [30], (6.131) in Lemma 6.3.6 for instance, we know that \( \mu w_{el} \leq w_{el} \) where \( w_{el} \) is the first eigenvalue of the Dirichlet-Laplacian operator in \( D_m \). Now, we know that \( (\frac{1}{2}\sqrt{\pi} J_{1/2,1})^2 \leq w_{el} \). Then, we need \( \omega_{max} < \frac{\pi}{\omega_{max}} \sqrt{\pi} J_{1/2,1} := a_0 \). Here \( J_{1/2,1} \) is the 1st positive zero of the Bessel function \( J_{1/2} \).
We conclude then that \( \frac{1}{2} I + DL + DK \) is invertible. □

2.3 An appropriate estimate of the densities \( \sigma_m, m = 1, \ldots, M \)

From the above theorem, we have the following representation of \( \sigma \):

\[
\sigma = \left( \frac{1}{2} I + DL + DK \right)^{-1} U^{ln}
\]

\[
= \left( \frac{1}{2} I + DL \right)^{-1} \left( I + \left( \frac{1}{2} I + DL \right)^{-1} DK \right)^{-1} U^{ln}
\]

\[
= \left( \frac{1}{2} I + DL \right)^{-1} \sum_{j=0}^{1} \left( - \left( \frac{1}{2} I + DL \right)^{-1} DK \right)^j U^{ln}, \quad \text{if} \quad \left\| \left( \frac{1}{2} I + DL \right)^{-1} DK \right\| < 1. \quad (2.14)
\]

The operator \( \frac{1}{2} I + DL \) is invertible since it is Fredholm of index zero and injective. This implies that

\[
\|\sigma\| \leq \frac{\|\left( \frac{1}{2} I + DL \right)^{-1}\|}{1 - \|\left( \frac{1}{2} I + DL \right)^{-1}\| \|DK\|} \|U^{ln}\|. \quad (2.15)
\]

Here,

\[
\|DK\| := \|DK\|_{L^\infty \left( \prod_{m=1}^{M} L^2(\partial D_m), \prod_{m=1}^{M} L^2(\partial D_m) \right)} \]

\[
= \max_{m=1}^{M} \sum_{j=1}^{M} \|DK_{mj}\|_{L^2(\partial D_j),L^2(\partial D_m))}
\]

\[
= \max_{m=1}^{M} \sum_{j=1}^{M} \|D_{mj}\|_{L^2(\partial D_j),L^2(\partial D_m))}, \quad (2.16)
\]

\[
\left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\| := \left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\|_{L^\infty \left( \prod_{m=1}^{M} L^2(\partial D_m), \prod_{m=1}^{M} L^2(\partial D_m) \right)} \]

\[
= \max_{m=1}^{M} \sum_{j=1}^{M} \left\| \left( \frac{1}{2} I + DL \right)^{-1}_{mj} \right\|_{L^2(\partial D_m),L^2(\partial D_j))}
\]

\[
= \max_{m=1}^{M} \left\| \left( \frac{1}{2} I + D_{mm} \right)^{-1} \right\|_{L^2(\partial D_m),L^2(\partial D_m))}, \quad (2.17)
\]

\[
\|\sigma\| := \|\sigma\|_{\prod_{m=1}^{M} L^2(\partial D_m)} = \max_{1 \leq m \leq M} \|\sigma_m\|_{L^2(\partial D_m)}, \quad (2.18)
\]

and

\[
\|U^{ln}\| := \|U^{ln}\|_{\prod_{m=1}^{M} L^2(\partial D_m)} = \max_{1 \leq m \leq M} \|U^{j}\|_{L^2(\partial D_m)} \cdot (2.19)
\]

In the following proposition, we provide conditions under which \( \left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\| \|DK\| < 1 \) and then estimate \( \|\sigma\| \) via (2.15).
Proposition 2.2 There exists a constant \( \hat{c} \) depending only on the size of \( \Omega \), the Lipschitz character of \( B_m, m = 1, \ldots, M \), \( d_{\max} \), and \( \omega_{\max} \) such that if
\[
\sqrt{M - 1} \epsilon < \hat{c} \delta, \quad \text{then} \quad \| \sigma_m \|_{L^2(\partial D_m)} \leq c \epsilon
\]
where \( c \) is a positive constant depending only on the Lipschitz character of \( B_m \).

Proof of Proposition 2.2. For any functions \( f, g \) defined on \( \partial D_\epsilon \) and \( \partial B \) respectively, we define
\[
(f\gamma)(\xi) := \hat{f}(\xi) := f(\epsilon \xi + z) \quad \text{and} \quad (g\gamma)(x) := \hat{g}(x) := g\left(\frac{x - z}{\epsilon}\right). \tag{2.20}
\]
Let \( T_1 \) and \( T_2 \) be an orthonormal basis for the tangent plane to \( \partial D_\epsilon \) at \( x \) and let \( \partial / \partial T = \sum_{i=1}^2 \partial / \partial T_i T_i \) denote the tangential derivative on \( \partial D_\epsilon \). Then the space \( H^1(\partial D_\epsilon) \) is defined as
\[
H^1(\partial D_\epsilon) := \{ \phi \in L^2(\partial D_\epsilon); \partial \phi / \partial T \in L^2(\partial D_\epsilon) \}. \tag{2.21}
\]
We have the following lemma from [16].

Lemma 2.3 Suppose \( 0 < \epsilon \leq 1 \) and \( D_\epsilon := \epsilon B + z \subset \mathbb{R}^n \). Then for every \( \psi \in L^2(\partial D_\epsilon) \) and \( \phi \in H^1(\partial D_\epsilon) \), we have
\[
\| \psi \|_{L^2(\partial D_\epsilon)} = \epsilon^{\frac{1}{2}} \| \hat{\psi} \|_{L^2(\partial B)} \tag{2.22}
\]
and
\[
\epsilon^{\frac{1}{2}} \| \hat{\phi} \|_{H^1(\partial B)} \leq \| \phi \|_{H^1(\partial D_\epsilon)} \leq \epsilon^{\frac{1}{2}} \| \hat{\phi} \|_{H^1(\partial B)}. \tag{2.23}
\]
We divide the rest of the proof of Proposition 2.2 into two steps. In the first step, we assume we have a single obstacle and then in the second step we deal with the multiple obstacles case.

2.3.1 The case of a single obstacle
Let us consider a single obstacle \( D_\epsilon := \epsilon B + z \). Then define the operator \( \mathcal{D}_{D_\epsilon} : L^2(\partial D_\epsilon) \to L^2(\partial D_\epsilon) \) by
\[
(\mathcal{D}_{D_\epsilon} \psi)(s) = \int_{\partial D_\epsilon} \frac{\partial \Gamma^{(s,t)}(x,t)}{\partial \nu(t)} \psi(t) \, dt. \tag{2.24}
\]
Following the arguments in the proof of Proposition 2.1, the integral operator \( \frac{1}{2} I + \mathcal{D}_{D_\epsilon} : L^2(\partial D_\epsilon) \to L^2(\partial D_\epsilon) \) is invertible. If we consider the problem (1.1)–(1.3) in \( \mathbb{R}^3 \setminus \bar{D}_\epsilon \), we obtain
\[
\sigma = \left( \frac{1}{2} I + \mathcal{D}_{D_\epsilon} \right)^{-1} U^t, \quad \text{where} \quad DL + DK =: \mathcal{D}_{D_\epsilon}
\]
and then
\[
\| \sigma \|_{L^2(\partial D_\epsilon)} \leq \left\| \left( \frac{1}{2} I + \mathcal{D}_{D_\epsilon} \right)^{-1} U^t \right\|_{L^2(\partial D_\epsilon)}. \tag{2.25}
\]

Lemma 2.4 Let \( \phi, \psi \in L^2(\partial D_\epsilon) \). Then,
\[
\mathcal{D}_{D_\epsilon} \psi = (\mathcal{D}_{D_\epsilon}^t \hat{\psi})^\gamma, \tag{2.26}
\]
\[
\left( \frac{1}{2} I + \mathcal{D}_{D_\epsilon} \right) \psi = \left( \left( \frac{1}{2} I + \mathcal{D}_{D_\epsilon}^t \right) \hat{\psi} \right)^\gamma, \tag{2.27}
\]
\[
\left( \frac{1}{2} I + \mathcal{D}_{D_\epsilon} \right)^{-1} \phi = \left( \left( \frac{1}{2} I + \mathcal{D}_{D_\epsilon}^t \right)^{-1} \hat{\phi} \right)^\gamma. \tag{2.28}
\]
The following equalities
\begin{align}
\left\| \left( \frac{1}{2} I + D_{D_c} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial D_c), L^2(\partial D_c))} & = \left\| \left( \frac{1}{2} I + D_B^\varepsilon \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial B), L^2(\partial B))} \\
(2.29)
\end{align}
and
\begin{align}
\left\| \left( \frac{1}{2} I + D_{D_c} \right)^{-1} \right\|_{\mathcal{L}(H^1(\partial D_c), H^1(\partial D_c))} & \leq \epsilon^{-1} \left\| \left( \frac{1}{2} I + D_B^\varepsilon \right)^{-1} \right\|_{\mathcal{L}(H^1(\partial B), H^1(\partial B))} \\
(2.30)
\end{align}
with \( D_B^\varepsilon \psi(\xi) := \int_{\partial B} \frac{\partial \Gamma^{\varepsilon}(\xi, \eta)}{\partial \nu(t)} \psi(\eta) \, d\eta \).

**Proof of Lemma 2.4**

- We have,

\[
D_{D_c} \psi(s) = \int_{\partial D_c} \frac{\partial \Gamma^{\varepsilon}(s, t)}{\partial \nu(t)} \psi(t) \, dt = \int_{\partial D_c} \left[ \lambda (\div, \Gamma^{\varepsilon}(s, t)) N_t + \mu \left( \nabla, \Gamma^{\varepsilon}(s, t) + (\nabla, \Gamma^{\varepsilon}(s, t))^\top \right) N_t \right] \psi(t) \, dt
\]

- The above gives us (2.26). From (2.26), we can obtain (2.27).

  - The following equalities

\[
\left( \frac{1}{2} I + D_{D_c} \right) \left( \left( \frac{1}{2} I + D_B^\varepsilon \right)^{-1} \phi \right) \overset{\text{(2.27)}}{=} \left( \left( \frac{1}{2} I + D_B^\varepsilon \right)^{-1} \phi \right) \overset{\text{(2.27)}}{=} \phi^\wedge = \phi
\]

  provide us (2.28).

  - The following equalities

\[
\left\| \left( \frac{1}{2} I + D_{D_c} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial D_c), L^2(\partial D_c))} := \sup_{\phi \neq 0 \in L^2(\partial D_c)} \frac{\left\| \left( \frac{1}{2} I + D_{D_c} \right)^{-1} \phi \right\|_{L^2(\partial D_c)}}{||\phi||_{L^2(\partial D_c)}}
\]

\[
\overset{(2.22),(2.23)}{=} \sup_{\phi \neq 0 \in L^2(\partial D_c)} \frac{\epsilon \left\| \left( \frac{1}{2} I + D_{D_c} \right)^{-1} \phi \right\|_{L^2(\partial D_c)}}{\epsilon ||\phi||_{L^2(\partial B)}}
\]

\[
\overset{(2.28)}{=} \sup_{\phi \neq 0 \in L^2(\partial D_c)} \frac{\left\| \left( \frac{1}{2} I + D_B^\varepsilon \right)^{-1} \phi \right\|_{L^2(\partial B)}}{||\phi||_{L^2(\partial B)}}
\]

\[
= \left\| \left( \frac{1}{2} I + D_B^\varepsilon \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial B), L^2(\partial B))}
\]

provide us (2.29). By proceeding in the similar manner we can obtain (2.30) as mentioned below,
\[
\left\| \left( \frac{1}{2} I + D_{D_1} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial D_1), L^2(\partial D_1))} := \left\| \frac{1}{2} I + D_{D_1} \right\|^{-1}_{\mathcal{H}^1(\partial D_1)} \leq \sup_{\phi \neq 0} \frac{\left\| \left( \frac{1}{2} I + D_{D_1} \right)^{-1} \phi \right\|_{\mathcal{H}^1(\partial D_1)}}{\|\phi\|_{\mathcal{H}^1(\partial D_1)}} \leq e^{-1} \sup_{\phi \neq 0} \frac{\left\| \left( \frac{1}{2} I + D_{D_1} \right)^{-1} \phi \right\|_{\mathcal{H}^1(\partial B)}}{\|\phi\|_{\mathcal{H}^1(\partial B)}} \leq e^{-1} \left\| \left( \frac{1}{2} I + D'_{D_1} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial D_1), L^2(\partial D_1))}.
\]

The next lemma provides us with an estimate of the left hand side of (2.29) by a constant \( C \) with a useful dependence of \( C \) in terms of \( B \) through its Lipschitz character and \( \omega \).

**Lemma 2.5** The operator norm of \( \left( \frac{1}{2} I + D_{D_1} \right)^{-1} : L^2(\partial D_1) \to L^2(\partial D_1) \) satisfies the estimate

\[
\left\| \left( \frac{1}{2} I + D_{D_1} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial D_1), L^2(\partial D_1))} \leq \tilde{C}_0,
\]

with

\[
\tilde{C}_0 := \frac{4\pi}{4\pi - \frac{4\pi + 17\pi}{2\pi} + \frac{12\pi + 9\mu}{2\pi}} \omega^2 |\partial B| \left\| \left( \frac{1}{2} I + D'_{D_1} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial B), L^2(\partial B))}.
\]

Here, \( D'_{D_1} : L^2(\partial B) \to L^2(\partial B) \) is the double layer potential with the zero frequency.

Here we should mention that if \( \epsilon^2 \leq \frac{\pi}{\frac{4\pi + 17\pi}{2\pi} + \frac{12\pi + 9\mu}{2\pi}} \omega^2 |\partial B| \left\| \left( \frac{1}{2} I + D'_{D_1} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial B), L^2(\partial B))} \), then \( \tilde{C}_0 \) is bounded by

\[
\frac{4}{\pi} \left\| \left( \frac{1}{2} I + D'_{D_1} \right)^{-1} \right\|_{\mathcal{L}(L^2(\partial B), L^2(\partial B))},
\]

which is a universal constant depending only on \( \partial B \) through its Lipschitz character.

**Proof of Lemma 2.5** To estimate the operator norm of \( \left( \frac{1}{2} I + D_{D_1} \right)^{-1} \) we decompose \( D_{D_1} = D'_{D_1} = D'_{D_1} + D''_{D_1} \) into two parts \( D'_{D_1} \) (independent of \( \omega \)) and \( D''_{D_1} \) (dependent of \( \omega \)) given by

\[
D'_{D_1} \psi(s) := \int_{\partial D_1} \left( \frac{\partial}{\partial v(t)} \Gamma^0(s, t) \right) \psi(t) \, dt,
\]

\[
D''_{D_1} \psi(s) := \int_{\partial D_1} \left( \frac{\partial}{\partial v(t)} [\Gamma^0(s, t) - \Gamma^0(s, t)] \right) \psi(t) \, dt.
\]

With this definition, \( \frac{1}{2} I + D'_{D_1} : L^2(\partial D_1) \to L^2(\partial D_1) \) is invertible, see [26], [31], [32]. Hence, \( \frac{1}{2} I + D_{D_1} = \left( \frac{1}{2} I + D'_{D_1} \right) \left( I + \left( \frac{1}{2} I + D''_{D_1} \right)^{-1} D''_{D_1} \right) \) and so
\[
\left\| \left( \frac{1}{2} I + D_{D_{t}} \right)^{-1} \right\|_{L(L^2(\partial D_{t}),L^2(\partial D_{t}))} = \left\| \left( I + \left( \frac{1}{2} I + D_{D_{t}} \right)^{-1} D_{D_{t}}^{\mu} \right)^{-1} \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} \right\|_{L(L^2(\partial D_{t}),L^2(\partial D_{t}))} \leq \left\| \left( I + \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} D_{D_{t}}^{\mu} \right)^{-1} \right\|_{L(L^2(\partial D_{t}),L^2(\partial D_{t}))} \left\| \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} \right\|_{L(L^2(\partial D_{t}),L^2(\partial D_{t}))} .
\]

(2.34)

So, to estimate the operator norm of \( \left( \frac{1}{2} I + D_{D_{t}} \right)^{-1} \) one needs to estimate the operator norm of \( \left( I + \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} D_{D_{t}}^{\mu} \right)^{-1} \). In particular one needs to have the knowledge about the operator norms of \( \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} \) and \( D_{D_{t}}^{\mu} \) to apply the Neumann series. For that purpose, we can estimate the operator norm of \( \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} \) from (2.29) by

\[
\left\| \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} \right\|_{L(L^2(\partial D_{t}),L^2(\partial D_{t}))} = \left\| \left( \frac{1}{2} I + D_{D_{t}}^{\mu} \right)^{-1} \right\|_{L(L^2(\partial B),L^2(\partial B))} .
\]

(2.35)

Here \( D_{D_{t}}^{\mu} \tilde{\psi}(\xi) := \int_{\partial B} \left( \frac{3}{\overline{\omega}(\eta)} \Gamma^{0}(\xi, \eta) \right) \tilde{\psi}(\eta) \, d\eta \). From the definition of the operator \( D_{D_{t}}^{\mu} \) in (2.33), we deduce that

\[
D_{D_{t}}^{\mu} \psi(s) = \int_{\partial B} \left( \frac{\partial}{\partial \nu(\eta)} \left[ \Gamma^{\epsilon\omega}(\xi, \eta) - \Gamma^{0}(\xi, \eta) \right] \right) \tilde{\psi}(\eta) \, d\eta
\]

\[
= \int_{\partial B} \left[ \lambda \left( \text{div}_{\eta} \left[ \Gamma^{\epsilon\omega}(\xi, \eta) - \Gamma^{0}(\xi, \eta) \right] \right) N_{\eta} + \mu \left( \nabla_{\eta} \left[ \Gamma^{\epsilon\omega}(\xi, \eta) - \Gamma^{0}(\xi, \eta) \right] \right) + \left( \nabla_{\eta} \left[ \Gamma^{\epsilon\omega}(\xi, \eta) - \Gamma^{0}(\xi, \eta) \right] \right)_{T} N_{\eta} \right] \tilde{\psi}(\eta) \, d\eta
\]

\[
= \int_{\partial B} \left[ \lambda I_{1} \otimes N_{\eta} + \mu \left( I_{2} + I_{2} \right) N_{\eta} \right] \tilde{\psi}(\eta) \, d\eta ,
\]

(2.36)

where the vector \( I_{1} \) and the third order tensor \( I_{2} \) are estimated by using (2.3) and (2.4) as

\[
I_{1} = - \frac{\epsilon^{2}}{4\pi} \sum_{l=2}^{\infty} \frac{e^{l-2}i^{l}}{l(l+2)} \frac{(l-1)}{\omega^{2}} \left[ -2\kappa_{\mu}^{l+2} + (l+4)\kappa_{\mu}^{l+2} \right] |\xi - \eta|^{l-3}(\xi - \eta) ,
\]

(2.37)

\[
I_{2} = - \frac{\epsilon^{2}}{4\pi} \sum_{l=2}^{\infty} \frac{e^{l-2}i^{l}}{l(l+2)} \frac{(l-1)}{\omega^{2}} \left[ ((l+1)\kappa_{\mu}^{l+2} + \kappa_{\mu}^{l+2}) |\xi - \eta|^{l-3}(\xi - \eta) \otimes I \right. \\
- \left( \kappa_{\mu}^{l+2} - \kappa_{\mu}^{l+2} \right) |\xi - \eta|^{l-3} (l-3)|\xi - \eta|^{2} \otimes (\xi - \eta) + I \otimes (\xi - \eta) + (\xi - \eta) \otimes I \right] .
\]

(2.38)
Using the observation "\(|x|^p \|_{L^2(D)} \leq \|x^p\|_{L^2(D)} \|D\|^{-\frac{p}{2}}\)" we obtain

\[
\left| D^{\nu}_{D_\epsilon} \psi(s) \right| \\
\leq \lambda \frac{\epsilon^2}{4\pi} \sum_{l=0}^{\infty} \frac{e^{l-2}}{l!(l+2)} \frac{(l-1) \omega^2}{(l+4)\kappa^{l+2}_{\nu,\rho}} \int_{D_B} |\xi - \eta|^{l-2} |\hat{\psi}(\eta)| \, d\eta \\
+ 2\mu \frac{\epsilon^2}{4\pi} \left[ \sum_{l=0}^{\infty} \frac{e^{l-2}}{l!(l+2)} \frac{(l+4)\kappa^{l+2}_{\nu,\rho}}{(l+2)\kappa^{l+2}_{\nu,\rho}} \int_{D_B} |\xi - \eta|^{l-2} |\hat{\psi}(\eta)| \, d\eta \right] \\
+ \frac{(6\kappa^2_{\nu,\rho} + 4\kappa^4_{\nu,\rho})}{8\omega^2} \int_{D_B} |\hat{\psi}(\eta)| \, d\eta \\
\leq \lambda \frac{\epsilon^2}{4\pi} \|\hat{\psi}\|_{L^2(D_B)} |\partial B| \left( \sum_{l=0}^{\infty} \frac{e^{l-2}}{l!(l+2)} \frac{(l-1) \omega^2}{(l+4)\kappa^{l+2}_{\nu,\rho}} \|\xi - \eta\|^{l-2} \|\partial B\|^{\frac{2}{l}} \right) \\
+ 2\mu \frac{\epsilon^2}{4\pi} \|\hat{\psi}\|_{L^2(D_B)} |\partial B| \left( \sum_{l=0}^{\infty} \frac{e^{l-2}}{l!(l+2)} \frac{1}{\omega^2} \frac{(l+4)\kappa^{l+2}_{\nu,\rho}}{(l+2)\kappa^{l+2}_{\nu,\rho}} \|\xi - \eta\|^{l-2} \|\partial B\|^{\frac{2}{l}} \right) \\
+ \frac{(6\kappa^2_{\nu,\rho} + 4\kappa^4_{\nu,\rho})}{4\omega^2} \int_{D_B} |\hat{\psi}(\eta)| \, d\eta \\
\leq \omega^2 \frac{\epsilon^2}{4\pi} \|\hat{\psi}\|_{L^2(D_B)} |\partial B| \left( \frac{\mu}{c^2} \left[ \frac{\mu}{2} + (\lambda + 4\mu) \sum_{l=0}^{\infty} \left( \frac{1}{2} \epsilon \kappa_{\nu,\rho} \|\xi - \eta\| \|\partial B\|^{\frac{2}{l}} \right) \right] \right) \\
+ \frac{1}{c^2} \left[ \frac{\mu}{2} + (3\lambda + 2\mu) \sum_{l=0}^{\infty} \left( \frac{1}{2} \epsilon \kappa_{\nu,\rho} \|\xi - \eta\| \|\partial B\|^{\frac{2}{l}} \right) \right] \right) \right) \\
= \omega^2 \frac{\epsilon^2}{4\pi} \|\hat{\psi}\|_{L^2(D_B)} |\partial B| \left( \frac{\mu}{c^2} \left[ \frac{\mu}{2} + \frac{\lambda + 4\mu}{1 - \frac{1}{2} \epsilon \kappa_{\nu,\rho} \|\xi - \eta\| \|\partial B\|^{\frac{2}{l}} \right] \right) \\
+ \frac{1}{c^2} \left[ \frac{\mu}{2} + \frac{3\lambda + 2\mu}{1 - \frac{1}{2} \epsilon \kappa_{\nu,\rho} \|\xi - \eta\| \|\partial B\|^{\frac{2}{l}} \right] \right) \right) \right) \right), \text{ for } \epsilon < \frac{2 \min \{c_x, c_p\}}{\omega \max_m \text{diam}(B_m)} \\
\leq \hat{C}_1 \omega^2 \epsilon^2 \|\hat{\psi}\|_{L^2(D_B)}, \text{ for } \epsilon \leq \frac{\min \{c_x, c_p\}}{\omega \max_m \text{diam}(B_m)}, \tag{2.39}
\]

with \(\hat{C}_1 := \frac{1}{4\pi} \left[ \frac{4\lambda + 17\mu}{4\epsilon^2} + \frac{12\lambda + 9\mu}{2\epsilon^2} \right] \). From this we obtain,

\[
\left\| D^{\nu}_{D_\epsilon} \psi \right\|_{L^2(D_B)}^2 = \int_{D_B} \left| D^{\nu}_{D_\epsilon} \psi(s) \right|^2 \, ds \\
\leq (2.39) \int_{D_B} \left[ \hat{C}_1 \omega^2 \epsilon^2 \|\hat{\psi}\|_{L^2(D_B)} \right]^2 \, ds \\
= \hat{C}_1^2 \omega^4 \epsilon^6 |\partial B|^2 \|\hat{\psi}\|_{L^2(D_B)}^2.
\]

Hence

\[
\left\| D^{\nu}_{D_\epsilon} \psi \right\|_{L^2(D_B)} \leq \hat{C}_1 \omega^2 \epsilon^3 |\partial B|^\frac{3}{2} \|\hat{\psi}\|_{L^2(D_B)}. \tag{2.40}
\]
We estimate the norm of the operator $\mathcal{D}_{D_k}^{a_k}$ as
\[
\left\| \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right\|_{\mathcal{L}(L^{2}(\partial D_k), L^{2}(\partial D_k))}^{-1} \leq \left( \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)^{-1} \mathcal{D}_{D_k}^{a_k} \left( \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)_{\mathcal{L}(L^{2}(\partial D_k), L^{2}(\partial D_k))}^{-1} \leq C_2 \omega^2 e^2 |\partial B|^\frac{1}{2},
\]
where $C_2 := C_1 |\partial B|^\frac{1}{2} \left( \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)^{-1} \mathcal{D}_{D_k}^{a_k} \left( \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)_{\mathcal{L}(L^{2}(\partial D_k), L^{2}(\partial D_k))}^{-1}$. Assuming $\epsilon$ to satisfy the condition $\epsilon < \frac{1}{\sqrt{C_2 \omega^2 e^2}}$, then
\[
\left\| \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right\|_{\mathcal{L}(L^{2}(\partial D_k), L^{2}(\partial D_k))} < 1
\]
and hence by using the Neumann series we obtain the following bound
\[
\left\| \left( I + \left( \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)^{-1} \mathcal{D}_{D_k}^{a_k} \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)_{\mathcal{L}(L^{2}(\partial D_k), L^{2}(\partial D_k))}^{-1} \right\| \leq \frac{1}{1 - \left( \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)^{-1} \mathcal{D}_{D_k}^{a_k} \left( \frac{1}{2} I + \mathcal{D}_{D_k}^{a_k} \right)_{\mathcal{L}(L^{2}(\partial D_k), L^{2}(\partial D_k))}} \leq C_3 := \frac{1}{1 - C_2 \omega^2 e^2}.\]

By substituting the above and (2.35) in (2.34), we obtain the required result (2.31). \hfill $\square$

### 2.3.2 The multiple obstacles case

**Lemma 2.6** For each $k > 0$ and for every $n \in \mathbb{Z}^+$ with $n \geq ke^2 \ [:= N(k)]$ we have $n! \geq k^{n-1}$.

**Proof of Lemma 2.6** The result is true for $n = 1$. The proof goes as follows for $n > 1$:\footnote{Since, $\frac{n+1}{n-1} > 1$, $\frac{\ln \sqrt{2\pi} - n}{n-1} > 0$ and $0 < \frac{n+1}{n-1} < 2$ for $n > 1$.}

\[
\frac{n}{\sqrt{2\pi} n} \geq \frac{1}{2} \Rightarrow \ln k \leq \ln \sqrt{2\pi} - n + \frac{1}{2} \ln n \Rightarrow \ln k \leq \ln \sqrt{2\pi} + \left( n + \frac{1}{2} \right) \ln n \Rightarrow (n-1) \ln k \leq \sqrt{2\pi} + \left( n + \frac{1}{2} \right) \ln n \Rightarrow k^{n-1} \leq \sqrt{2\pi} \frac{\left( \frac{n}{e} \right)^n}{n-1}.\]
Now, we obtain the result using Stirlings approximation $n! \sim \sqrt{2\pi n \left(\frac{n}{e}\right)^n}$, precisely $\sqrt{2\pi n \left(\frac{n}{e}\right)^n} \leq n!$, see [33] for instance.

**Proposition 2.7**  For $m, j = 1, 2, \ldots, M$, the operator $D_{mj} : L^2(\partial D_j) \to L^2(\partial D_m)$ defined in Proposition 2.1, see (2.11), enjoys the following estimates:

- For $j = m$,
  \[
  \left\| \left( \frac{1}{2} I + D_{mm} \right)^{-1} \right\|_{L^2(\partial D_m), L^2(\partial D_m)} \leq \hat{C}_{om},
  \]  
  where
  \[
  \hat{C}_{om} := \frac{4\pi \left\| \left( \frac{1}{2} I + D_{mm}^\omega \right)^{-1} \right\|_{L^2(\partial B_m), L^2(\partial B_m)}}{4\pi - \frac{4\lambda + 17\mu}{2c_p^2} + \frac{12\lambda + 2\mu}{2c_p^2} \omega^2 \epsilon^2 |\partial B_m| \left\| \left( \frac{1}{2} I + D_{mm}^\omega \right)^{-1} \right\|_{L^2(\partial B_m), L^2(\partial B_m)}}.
  \]

- For $j \neq m$,
  \[
  \|D_{mj}\|_{L^2(\partial D_j), L^2(\partial D_m)} \leq \left[ \frac{\hat{C}_7}{d^2} + \hat{C}_8 \right] \frac{1}{4\pi |\partial B|} \epsilon^2,
  \]  
  where
  \[
  |\partial B| := \max_m |\partial B_m|,
  \]
  \[
  \hat{C}_7 := \left( \frac{\lambda + 6\mu}{c_s^2} + \frac{2\lambda + 6\mu}{c_p^2} \right) \text{ and }
  \]
  \[
  \hat{C}_8 := \frac{\omega^2}{c_s^2} \left( \frac{\mu}{2} + (\lambda + 4\mu) \frac{1 - \left(\frac{1}{2} \kappa_s \text{diam}(\Omega)\right)^{N_\Omega}}{1 - \frac{1}{2} \kappa_s \text{diam}(\Omega)} + (\lambda + 4\mu) \frac{1}{2^{N_\Omega - 1}} \right) + \frac{\omega^2}{c_p^2} \left( \frac{3\lambda + 4\mu}{2} \frac{1 - \left(\frac{1}{2} \kappa_p \text{diam}(\Omega)\right)^{N_\Omega}}{1 - \frac{1}{2} \kappa_p \text{diam}(\Omega)} + \frac{3\lambda + 4\mu}{2} \frac{1}{2^{N_\Omega - 1}} \right)
  \]
  with $N_\Omega = \left[2 \text{diam}(\Omega) \max [\kappa_s, \kappa_p] \epsilon^2 \right]$, where $[\cdot]$ denotes the integral part.

**Proof of Proposition 2.7**  The estimate (2.43) is nothing but (2.31) of Lemma 2.5, replacing $B$ by $B_m$, $z$ by $z_m$ and $D_j$ by $D_m$ respectively. It remains to prove the estimate (2.44). We have

\[
\|D_{mj}\|_{L^2(\partial D_j), L^2(\partial D_m)} = \sup_{\psi \neq 0} \frac{\|D_{mj}\psi\|_{L^2(\partial D_m)}}{\|\psi\|_{L^2(\partial D_j)}}.
\]  
  Let $\psi \in L^2(\partial D_j)$ then for $s \in \partial D_m$, we have

\[
D_{mj}\psi(s) = \int_{\partial D_j} \frac{\partial \Gamma^w(s, t)}{\partial v_j(t)} \psi(t) \, dt = \int_{\partial D_j} \left[ \lambda \left( \nabla_i \left[ \Gamma^w(s, t) \right] N_i + \mu \left( \nabla_i \left[ \Gamma^w(s, t) \right] + \left( \nabla_i \left[ \Gamma^w(s, t) \right] \right)^7 \right) N_i \right] \psi(t) \, dt
\]

where the vector $I_V$ and the third order tensor $I_{22}$ are given by

\[
I_V = -\frac{1}{4\pi} \sum_{l=0}^{\infty} \frac{l^2}{l! (l + 2)} \frac{(l - 1)}{\omega^2} \left[ -2\kappa_s^{l+2} + (l + 4)\kappa_p^{l+2} \right] |s - t|^{-3} (s - t),
\]
Then, by using Lemma 2.6, we estimate

\[ |D_{mj}\psi(s)| \leq \frac{\lambda}{4\pi} \left[ \frac{(\kappa_{\nu}^2 + 2\kappa_{\rho}^2)}{\omega^2} + \sum_{i=2}^{\infty} \frac{1}{l(l+2)} \frac{(l-1)}{\omega^2} \int_{D_j} |s - t|^{-2} \psi(t) \, dt \right] 
\]

\[ + \frac{2\mu}{4\pi} \left[ \frac{3(\kappa_{\nu}^2 + \kappa_{\rho}^2)}{\omega^2} \int_{D_j} |s - t|^{-2} \psi(t) \, dt + \frac{6\kappa_{\nu}^4 + 4\kappa_{\rho}^4}{8\omega^2} \int_{D_j} \psi(t) \, dt \right] 
\]

\[ + \sum_{i=2}^{\infty} \frac{1}{l(l+2)} \frac{(l-1)}{\omega^2} \left( 2\kappa_{\nu}^{l+2} + \kappa_{\rho}^{l+2} \right) \int_{D_j} |s - t|^{-2} \psi(t) \, dt \right] 
\]

\[ \leq \frac{\lambda}{4\pi} \|\psi\|_{L^2(D_j)} \|\partial D_j\|^{1/2} \]

\[ + \frac{2\mu}{4\pi} \|\psi\|_{L^2(D_j)} \|\partial D_j\|^{1/2} \]

\[ + \sum_{i=2}^{\infty} \frac{1}{l(l+2)} \frac{(l-1)}{\omega^2} \left( 2\kappa_{\nu}^{l+2} + \kappa_{\rho}^{l+2} \right) \int_{D_j} |s - t|^{-2} \psi(t) \, dt \right] 
\]

\[ \leq \frac{\lambda}{4\pi} \|\psi\|_{L^2(D_j)} \|\partial D_j\|^{1/2} \]

\[ + \frac{2\mu}{4\pi} \|\psi\|_{L^2(D_j)} \|\partial D_j\|^{1/2} \]

\[ + \sum_{i=2}^{\infty} \frac{1}{l(l+2)} \frac{(l-1)}{\omega^2} \left( 2\kappa_{\nu}^{l+2} + \kappa_{\rho}^{l+2} \right) \int_{D_j} |s - t|^{-2} \psi(t) \, dt \right] 
\]

\[ = \frac{1}{4\pi} \|\psi\|_{L^2(D_j)} \|\partial D_j\|^{1/2} \]

\[ + \frac{\mu}{2} \left( \lambda + 4\mu \right) \sum_{i=0}^{N_0-1} \left( \frac{1}{2} \kappa_{\nu}^i \text{diam}(\Omega) \right) + \left( \lambda + 4\mu \right) \sum_{i=0}^{N_0-1} \left( \frac{1}{2} \kappa_{\rho}^i \text{diam}(\Omega) \right) \]
\[
\begin{align*}
\leq & \frac{\epsilon \|\psi\|_{L^2(D_j)} |\partial B_j|^{1/2} }{4\pi} \left[ \frac{1}{d_{mj}^2} \left( \frac{\lambda + 6\mu}{c_j^2} + \frac{2\lambda + 6\mu}{c_p^2} \right) 
\right. \\
& + \frac{\omega^2}{c_j^2} \left( \frac{\mu}{2} + (\lambda + 4\mu) \frac{1 - \left( \frac{1}{2} \kappa_p \text{diam}(\Omega)_N \right)}{1 - \frac{1}{2} \kappa_p \text{diam}(\Omega)} \right) \\
& \left. + \frac{\omega^2}{c_p^2} \left( \frac{\mu}{2} + (3\lambda + 4\mu) \frac{1 - \left( \frac{1}{2} \kappa_p \text{diam}(\Omega)_N \right)}{1 - \frac{1}{2} \kappa_p \text{diam}(\Omega)} \right) \right]
\end{align*}
\]

form which, we get

\[
\|D_{mj}\psi\|_{L^2(\partial D_{mj})} = \left( \int_{\partial D_{mj}} |D_{mj}\psi(s)|^2 \, ds \right)^{1/2}
\leq \left( \int_{\partial D_{mj}} \frac{\tilde{C}_7}{d_{mj}^2} + \tilde{C}_8 \right) \frac{1}{4\pi} \epsilon |\partial B_j|^2 \|\psi\|_{L^2(\partial D_j)} \left( \int_{\partial D_{mj}} ds \right)^{1/2}
= \left[ \frac{\tilde{C}_7}{d_{mj}^2} + \tilde{C}_8 \right] \frac{1}{4\pi} \epsilon^2 |\partial B_j|^2 |\partial B_{mj}|^2 \|\psi\|_{L^2(\partial D_j)}. \tag{2.49}
\]

Substitution of (2.50) in (2.45) gives us

\[
\|D_{mj}\|_{L^2(\partial D_{mj}), L^2(\partial D_{mj})} \leq \left[ \frac{\tilde{C}_7}{d_{mj}^2} + \tilde{C}_8 \right] \frac{1}{4\pi} d_{mj}^2 |\partial B_j|^2 |\partial B_{mj}|^2
\leq \left[ \frac{\tilde{C}_7}{d^2} + \tilde{C}_8 \right] \frac{1}{4\pi} |\partial B_j| \epsilon^2.
\]

End of the proof of Proposition 2.2. By substituting (2.43) in (2.17) and (2.44) in (2.16), we obtain

\[
\left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\| \leq \max_{m=1}^{M} \tilde{C}_{6m} \tag{2.51}
\]

and

\[
\|DK\| \leq \frac{M - 1}{4\pi} \left[ \frac{\tilde{C}_7}{d^2} + \tilde{C}_8 \right] |\partial B| \epsilon^2. \tag{2.52}
\]

Hence, (2.52) and (2.51) jointly provide

\[
\left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\| \|DK\| \leq \frac{M - 1}{4\pi} \left[ \frac{\tilde{C}_7}{d^2} + \tilde{C}_8 \right] \left( \max_{m=1}^{M} \tilde{C}_{6m} \right) |\partial B| \epsilon^2. \tag{2.53}
\]

By imposing the condition \(\left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\| \|DK\| < 1\), we get the following from (2.15) and (2.18)–(2.19)

\[
\|\sigma_m\|_{L^2(\partial D_{mj})} \leq \|\sigma\| \leq \frac{\left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\|}{1 - \left\| \left( \frac{1}{2} I + DL \right)^{-1} \right\| \|DK\|} \|U^{ln}\|
\]
\[
\begin{align*}
\leq \hat{C}_p \left( \frac{1}{2} I + DL \right)^{-1} \| \sigma \|_{\max} & \leq \hat{C}_p \| U^I \|_{L^2(\partial D_m)} \left( \hat{C}_p \geq \frac{1}{1 - \hat{C}_p} \right)
\end{align*}
\]
for all \( m \in \{1, 2, \ldots, M\} \). But, for the plane incident wave of the Lamé system, \( U^I(x, \theta) := \alpha \theta e^{(i \omega \cdot \theta)/c_p} + \beta \theta e^{(i \omega \cdot \theta)/c_v} \), we have
\[
\| U^I \|_{L^2(\partial D_m)} \leq (|\alpha| + |\beta|) \epsilon |\partial B_m|^{\frac{1}{2}} \leq (|\alpha| + |\beta|) \epsilon |\partial B|^{\frac{1}{2}}, \quad \forall m = 1, 2, \ldots, M.
\]
Now by substituting (2.55) in (2.54), for each \( m = 1, \ldots, M \), we obtain
\[
\| \sigma \|_{L^2(\partial D_m)} \leq \hat{C}(\omega) \epsilon,
\]
where \( \hat{C}(\omega) := C \epsilon \partial B |(\alpha| + |\beta|) \).

The condition (2.57) reads as \( \sqrt{M - 1} \epsilon < \hat{c}d \) where we set
\[
\hat{c} := \left[ \frac{1}{4\pi} \left( \hat{C}_7 + \hat{C}_9 d_{\max}^2 \right) |\partial B| \max_{m=1}^{M} \hat{C}_{6m} \right]^{-\frac{1}{2}}
\]
and it serves our purpose in Proposition 2.2 and hence in Theorem 1.2.

\[\square\]

### 2.4 The single layer potential representation and the total charge

#### 2.4.1 The single layer potential representation

For \( m = 1, 2, \ldots, M \), let \( U^{\sigma_m} \) be the solution of the problem
\[
\begin{align*}
\{ (\Delta^e + \omega^2)U^{\sigma_m} = 0 \quad \text{in} & \quad D_m, \\
U^{\sigma_m} = \sigma_m \quad \text{on} & \quad \partial D_m.
\end{align*}
\]

The function \( \sigma_m \) is in \( H^1(\partial D_m) \), see Proposition 2.1. Hence \( U^{\sigma_m} \in H^2(D_m) \) and then \( \frac{\partial U^{\sigma_m}}{\partial n} \mid_{\partial D_m} \in L^2(\partial D_m) \).

From Proposition 2.1, the solution of the problem (1.1)–(1.3) has the form
\[
U^I(x) = U^I(x) + \sum_{m=1}^{M} \int_{\partial D_m} \frac{\partial \Gamma_m(x, s)}{\partial v_m(x)} \sigma_m(s) \, ds, \quad x \in \mathbb{R}^3 \setminus \left( \bigcup_{m=1}^{M} D_m \right).
\]

It can be written in terms of single layer potential using Gauss’s theorem as
\[
U^I(x) = U^I(x) + \sum_{m=1}^{M} \int_{\partial D_m} \Gamma_m(x, s) \frac{\partial U^{\sigma_m}(s)}{\partial v_m(x)} \, ds, \quad x \in \mathbb{R}^3 \setminus \left( \bigcup_{m=1}^{M} \bar{D}_m \right).
\]

Indeed, by Betti’s third identity,
\[
\int_{\partial D_m} \frac{\partial \Gamma_m(x, s)}{\partial v_m(x)} \sigma_m(s) \, ds = \int_{\partial D_m} \Gamma_m(x, s) \frac{\partial U^{\sigma_m}(s)}{\partial v_m(x)} \, ds
\]
\[+ \int_{D_m} \left[ U^{\sigma_m}(y) \Delta^e \Gamma_m(x, y) - \Gamma_m(x, y) \Delta^e U^{\sigma_m}(y) \right] dy.
\]
Lemma 2.8 For $m = 1, 2, \ldots, M$, $U^{\sigma_n}$, the solution of the problem \((2.58)\), satisfies the estimate

$$\left\| \frac{\partial U^{\sigma_n}(s)}{\partial \nu_m(s)} \right\|_{H^{-1}(\partial D_m)} \leq C_7,$$

(2.62)

for some constant $C_7$ depending on $B_m$ through its Lipschitz character but it is independent of $\epsilon$.

Proof of Lemma 2.8 For $m = 1, 2, \ldots, M$, we write

$$U^m(x) := U^{\sigma_n}(\epsilon x + z_m), \quad \forall x \in B_m.$$ Then we obtain

$$\begin{cases}
(\Delta^\epsilon + \epsilon^2 \omega^2)U^m(x) = \epsilon^2 (\Delta^\epsilon + \omega^2) U^{\sigma_n}(\epsilon x + z_m) = 0, & \text{for } x \in B_m, \\
U^m(\xi) = U^{\sigma_n}(\epsilon \xi + z_m) = \sigma(\epsilon \xi + z_m), & \text{for } \xi \in \partial B_m,
\end{cases}$$

(2.63)

and also

$$\frac{\partial U^m(\xi)}{\partial \nu_m(\xi)} := \lambda (\text{div}_m U^m(\xi)) N_m(\xi) + \mu (\nabla_m U^m(\xi) + \nabla_m U^m(\xi)^\top) N_m(\xi)$$

$$= \epsilon \left[ \lambda (\text{div}_m U^{\sigma_n}(\epsilon \xi + z_m)) N_m(\epsilon \xi + z_m) \\
+ \mu (\nabla U^{\sigma_n}(\epsilon \xi + z_m) + \nabla U^{\sigma_n}(\epsilon \xi + z_m)^\top) N_m(\epsilon \xi + z_m) \right]$$

$$= \epsilon \frac{\partial U^{\sigma_n}}{\partial \nu_m}(\epsilon \xi + z_m).$$

Hence,

$$\left\| \frac{\partial U^m}{\partial \nu_m} \right\|_{L^2(\partial B_m)}^2 = \int_{\partial B_m} \left| \frac{\partial U^m(\eta)}{\partial \nu_m(\eta)} \right|^2 d\eta$$

$$= \int_{\partial D_m} \epsilon^2 \left| \frac{\partial U^{\sigma_n}(s)}{\partial \nu_m(s)} \right|^2 \epsilon^{-2} ds, \quad [s := \epsilon \eta + z_m]$$

$$= \left\| \frac{\partial U^{\sigma_n}}{\partial \nu_m} \right\|_{L^2(\partial D_m)}^2,$$

which gives us

$$\left\| \frac{\partial U^{\sigma_n}}{\partial \nu_m} \right\|_{L^2(\partial D_m)} \leq \epsilon \left\| \frac{\partial U^m}{\partial \nu_m} \right\|_{L^2(\partial B_m)} \leq C_7,$$ \quad \(\text{by } \epsilon \in H^1(\partial D_m), \quad \epsilon \in H^1(\partial B_m) \).

(2.64)

For every function $\epsilon_m \in H^1(\partial D_m)$, the corresponding $U^{\epsilon_m}$ exists in $D_m$ as mentioned in (2.58) and then the corresponding functions $U^m$ in $B_m$ and the inequality \((2.64)\) will be satisfied by these functions. Let $A_{D_m} : H^1(\partial D_m) \to L^2(\partial D_m)$ and $A_{B_m} : H^1(\partial B_m) \to L^2(\partial B_m)$ be the Dirichlet to Neumann maps. Then we get the following estimate from (2.64).

$$\left\| A_{D_m} \right\|_{L^2(\partial D_m), L^2(\partial D_m)} \leq \frac{1}{\epsilon} \left\| A_{B_m} \right\|_{L^2(\partial B_m), L^2(\partial B_m)}.$$ This implies that,

$$\left\| \frac{\partial U^{\sigma_n}}{\partial \nu_m} \right\|_{H^{-1}(\partial D_m)} \leq \left\| A_{D_m} \right\|_{L^2(\partial D_m), H^{-1}(\partial D_m)}$$

$$\leq \left\| A_{B_m} \right\|_{L^2(\partial B_m), L^2(\partial B_m)}$$

$$\leq \frac{1}{\epsilon} \left\| A_{B_m} \right\|_{L^2(\partial B_m), L^2(\partial B_m)}.$$
Now, by (2.56) and (2.58),
\[
\left\| \frac{\partial U^\infty}{\partial \nu_m} \right\|_{H^{-1}(\partial D_m)} \leq \hat{C}(\omega) \| A_{B_m} \|_{C(H^1(\partial B_m), L^2(\partial B_m))}.
\]
(2.66)
Hence the result is true as \( \| A_{B_m} \|_{C(H^1(\partial B_m), L^2(\partial B_m))} \) is bounded by a constant depending only on \( B_m \) through its size and Lipschitz character of \( B_m \).

**Definition 2.9** We call \( \sigma_m \in L^2(\partial D_m) \) satisfying (2.5), the solution of the problem (1.1)–(1.3), as elastic surface charge distributions (in short surface charge distributions). Using these surface charge distributions we define the total charge on each surface \( \partial D_m \) denoted by \( Q_m \) as
\[
Q_m := \int_{\partial D_m} \frac{\partial U^\infty(s)}{\partial \nu_m(s)} \, ds.
\]
(2.67)

2.4.2 Estimates on the total charge \( Q_m, m = 1, \ldots, M \)

In the following proposition, we provide an approximate of the far-fields in terms of the total charges \( Q_m \).

**Proposition 2.10** The \( P \)-part, \( U^\infty_p(\hat{x}, \theta) \), and the \( S \)-part, \( U^\infty_s(\hat{x}, \theta) \), of the far-field pattern of the problem (1.1)–(1.3) have the following asymptotic expansions respectively:
\[
U^\infty_p(\hat{x}, \theta) = \frac{1}{4\pi c_p^2} (\hat{x} \otimes \hat{x}) \sum_{m=1}^{M} \left[ e^{-i \frac{\hat{x}}{c_p} \cdot \hat{z}_m} Q_m + O(a^2) \right],
\]
(2.68)
\[
U^\infty_s(\hat{x}, \theta) = \frac{1}{4\pi c_s^2} (1 - \hat{x} \otimes \hat{x}) \sum_{m=1}^{M} \left[ e^{-i \frac{\hat{x}}{c_s} \cdot \hat{z}_m} Q_m + O(a^2) \right].
\]
(2.69)

if \( \kappa_p a < 1 \) and \( \kappa_s a < 1 \) where \( O(a^2) \leq \hat{C}_{sp} \omega a^2 \) with
\[
\hat{C}_{sp} := \frac{(|\alpha| + |\beta|)|\partial \beta| C \| A_{B_m} \|_{C(H^1(\partial B_m), L^2(\partial B_m))}}{\max_{1 \leq m \leq M} \text{diam}(B_m)} \frac{1}{\min\{c_s, c_p\}}.
\]

**Proof of Proposition 2.10** From (2.60), we have
\[
U^\infty(x) = \sum_{m=1}^{M} \int_{\partial D_m} \Gamma^\infty(x, s) \frac{\partial U^\infty(s)}{\partial \nu_m(s)} \, ds, \quad \text{for } x \in \mathbb{R}^3 \setminus \bigcup_{m=1}^{M} \tilde{D}_m.
\]
Substitution of the asymptotic behavior of the Kupradze tensor at infinity given in (2.2) in the above scattered field and comparing with (1.4), will allow us to write the \( P \)-part, \( U^\infty_p(\hat{x}, \theta) \), and the \( S \)-part, \( U^\infty_s(\hat{x}, \theta) \), of the far-field pattern of the problem (1.1)–(1.3) respectively as;
\[
U^\infty_p(\hat{x}, \theta) = \frac{1}{4\pi c_p^2} (\hat{x} \otimes \hat{x}) \sum_{m=1}^{M} \int_{S_m} e^{-i \kappa_p \hat{x} \cdot \hat{z}_m} \frac{\partial U^\infty(s)}{\partial \nu_m(s)} \, ds
\]
\[
= \frac{1}{4\pi c_p^2} (\hat{x} \otimes \hat{x}) \sum_{m=1}^{M} \left[ e^{-i \kappa_p \hat{x} \cdot \hat{z}_m} Q_m + \int_{S_m} \left[ e^{-i \kappa_p \hat{x} \cdot \hat{z}_m} - \frac{\partial U^\infty(s)}{\partial \nu_m(s)} \right] \, ds \right],
\]
(2.70)
\[
U^\infty_s(\hat{x}, \theta) = \frac{1}{4\pi c_s^2} (1 - \hat{x} \otimes \hat{x}) \sum_{m=1}^{M} \int_{S_m} e^{-i \kappa_s \hat{x} \cdot \hat{z}_m} \frac{\partial U^\infty(s)}{\partial \nu_m(s)} \, ds
\]
\[
= \frac{1}{4\pi c_s^2} (1 - \hat{x} \otimes \hat{x}) \sum_{m=1}^{M} \left[ e^{-i \kappa_s \hat{x} \cdot \hat{z}_m} Q_m + \int_{S_m} \left[ e^{-i \kappa_s \hat{x} \cdot \hat{z}_m} - \frac{\partial U^\infty(s)}{\partial \nu_m(s)} \right] \, ds \right].
\]
(2.71)
For every \( m = 1, 2, \ldots, M \), we have from Lemma 2.8:

\[
\left| \int_{\partial D_m} \left| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right| \, ds \right| \leq \| 1 \|_{H^1(\partial D_m)} \cdot \left\| \frac{\partial U^{m \omega}}{\partial \nu_m} \right\|_{H^{-1}(\partial D_m)} \\
\leq \varepsilon |\partial \mathbf{B}|^{\frac{1}{2}} \cdot \left\| \frac{\partial U^{m \omega}}{\partial \nu_m} \right\|_{H^{-1}(\partial D_m)} \\
\leq \left( 2.66 \right) \hat{C} a, \quad (2.72)
\]

with

\[
\hat{C} := \frac{\hat{C}(\omega)|\partial \mathbf{B}|^\frac{1}{2} \| A_{B_m} \|_{L^2(\partial B_m, L^2(\partial B_m))}}{\max_{1 \leq m \leq M} \text{diam}(B_m)} \quad (2.66).
\]

It gives us the following estimate for any \( \kappa \), i.e. \( \kappa = \kappa_p^r \) or \( \kappa_v^r \):

\[
\left| \int_{\partial D_m} \left[ e^{-i \mathbf{k} \cdot \mathbf{x}} - e^{-i \mathbf{k} \cdot \mathbf{z}_m} \right] \left| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right| \, ds \right| \leq \int_{\partial D_m} \left| e^{-i \mathbf{k} \cdot \mathbf{x}} - e^{-i \mathbf{k} \cdot \mathbf{z}_m} \right| \left| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right| \, ds \\
\leq \int_{\partial D_m} \sum_{l=1}^{\infty} \kappa_l^{l} |s - z_m|^l \left| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right| \, ds \\
\leq \int_{\partial D_m} \sum_{l=1}^{\infty} \kappa_l^{l} \left\| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right\| \, ds \\
\leq \hat{C} a \sum_{l=1}^{\infty} \kappa_l^{l} \left\| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right\| \\
= \frac{1}{2} \hat{C} \kappa a^2 - \frac{1}{1 + \frac{2}{\kappa}} a, \quad \text{if} \quad a < \frac{2}{\kappa_{\text{max}}} \left( \leq \frac{2}{\kappa} \right). \quad (2.73)
\]

which means

\[
\int_{\partial D_m} \left[ e^{-i \mathbf{k} \cdot \mathbf{x}} - e^{-i \mathbf{k} \cdot \mathbf{z}_m} \right] \left| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right| \, ds \leq \hat{C} \kappa a^2, \quad \text{for} \quad a \leq \frac{1}{\kappa_{\text{max}}}. \quad (2.74)
\]

From (2.74), it follows that

\[
\int_{S_m} \left[ e^{-i \mathbf{k} \cdot \mathbf{x}} - e^{-i \mathbf{k} \cdot \mathbf{z}_m} \right] \left| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right| \, ds \leq \hat{C} \kappa_p^r a^2, \quad \text{if} \quad \varepsilon \leq \frac{\min(c_r, c_p)}{\omega_{\text{max}} \max_{1 \leq m \leq M} \text{diam}(B_m)}, \quad (2.75)
\]

\[
\int_{S_m} \left[ e^{-i \mathbf{k} \cdot \mathbf{x}} - e^{-i \mathbf{k} \cdot \mathbf{z}_m} \right] \left| \frac{\partial U^{m \omega}(s)}{\partial \nu_m(s)} \right| \, ds \leq \hat{C} \kappa_v^r a^2, \quad \text{if} \quad \varepsilon \leq \frac{\min(c_r, c_p)}{\omega_{\text{max}} \max_{1 \leq m \leq M} \text{diam}(B_m)}. \quad (2.76)
\]

Now substitution of (2.75) in (2.70) and (2.76) in (2.71) gives the required results (2.68), (2.69) respectively. \( \square \)

**Lemma 2.11** For \( m = 1, 2, \ldots, M \), the absolute value of the total charge \( Q_m \) on each surface \( \partial D_m \) is bounded by \( \varepsilon \), i.e.

\[
|Q_m| \leq \hat{c} \varepsilon, \quad (2.77)
\]

where \( \hat{c} := (|\alpha| + |\beta|)|\partial \mathbf{B}|\hat{C} \| A_{B_m} \|_{L^2(\partial B_m, L^2(\partial B_m))} \) with \( \partial \mathbf{B} \) and \( \hat{C} \) are defined in (2.44) and (2.54) respectively.
\textbf{Proof of Lemma 2.11} The proof follows as below:

\[
|Q_m| = \left| \int_{\partial D_m} \frac{\partial U^{\sigma_j}(s)}{\partial v_m(s)} \, ds \right|
\]

\[
\leq \|1\|_{H^1(\partial D_m)} \left\| \frac{\partial U^{\sigma_j}(s)}{\partial v_m(s)} \right\|_{H^{-1}(\partial D_m)}
\]

\[
\leq (2.66) \|1\|_{L^2(\partial D_m)} \hat{C}(\omega) \|A_{B_n}\|_{L(H^1(\partial B_n), L^2(\partial B_n))}
\]

\[
\leq (2.56) \epsilon |\partial \mathcal{B}| (|\alpha| + |\beta|) \hat{C} \|A_{B_n}\|_{L(H^1(\partial B_n), L^2(\partial B_n))}.
\]

\[
0 = U^j(s_m) = U^j(s_m) + \sum_{j=1}^{M} \int_{\partial D_j} \Gamma^{\omega}(s_m, s) \frac{\partial U^{\sigma_j}(s)}{\partial v_j(s)} \, ds
\]

\[
= U^j(s_m) + \sum_{j=1}^{M} \int_{\partial D_j} \Gamma^{\omega}(s_m, s) \frac{\partial U^{\sigma_j}(s)}{\partial v_j(s)} \, ds + \int_{\partial D_m} \Gamma^{\omega}(s_m, s) \frac{\partial U^{\sigma_j}(s)}{\partial v_m(s)} \, ds
\]

\[
= U^j(s_m) + \sum_{j=1}^{M} \int_{\partial D_j} \Gamma^{\omega}(s_m, s) \frac{\partial U^{\sigma_j}(s)}{\partial v_j(s)} \, ds + \int_{\partial D_m} \Gamma^{\omega}(s_m, s) \frac{\partial U^{\sigma_j}(s)}{\partial v_m(s)} \, ds
\]

\[
= U^j(s_m) + \sum_{j=1}^{M} \int_{\partial D_j} \Gamma^{\omega}(s_m, s) \frac{\partial U^{\sigma_j}(s)}{\partial v_j(s)} \, ds + \int_{\partial D_m} \Gamma^{\omega}(s_m, s) \frac{\partial U^{\sigma_j}(s)}{\partial v_m(s)} \, ds.
\]  \tag{2.78}

To estimate \(\int_{\partial D_j} [\Gamma^{\omega}(s_m, s) - \Gamma^{\omega}(s_m, z_j)] \frac{\partial U^{\sigma_j}(s)}{\partial v_j(s)} \, ds\) for \(j \neq m\), we have from Taylor series that,

\[
\Gamma^{\omega}(s_m, s) - \Gamma^{\omega}(s_m, z_j) = (s - z_j) \cdot R(s_m, s), \quad \text{where}
\]

\[
R(s_m, s) = \int_0^1 \nabla \Gamma^{\omega}(s_m, s - \alpha(s - z_j)) \, d\alpha.
\]  \tag{2.79}

- From the definition of \(\Gamma^{\omega}(x, y)\) and by using the calculations made in (2.49), for \(s \in \bar{D}_j\), we obtain

\[
|R(s_m, s)| \leq \max_{y \in \bar{D}_j} |\nabla_y \Gamma^{\omega}(s_m, y)| < \frac{1}{4\pi} \left[ \frac{C_9}{d_m^2} + C_{10} \right]
\]  \tag{2.80}

with

\[
C_9 := 3 \left( \frac{1}{c_7^2} + \frac{1}{c_7^2} \right)
\]

and

\[
C_{10} := 2 \frac{\omega^2}{c_s^3} \left( \frac{1}{8} + \frac{1}{1 - \left( \frac{\omega}{2} \right)^\omega \cdot \text{diam}(\Omega)} N_2 \frac{N_2}{2N_2 - 1} \right)
\]

\[
+ \frac{\omega^2}{c_p^4} \left( \frac{1}{4} + \frac{1}{1 - \left( \frac{\omega}{2} \right)^\omega \cdot \text{diam}(\Omega)} N_2 \frac{N_2}{2N_2 - 1} \right).
\]
Indeed, for \( x \in \tilde{D}_m \) and \( s \in \tilde{D}_j \), we have from (2.4):

\[
\left| \nabla, \Gamma^\omega(x, s) \right| \leq \frac{1}{4\pi} \frac{1}{\omega^2} \left[ 3 \left( \kappa_{\omega}^2 + \kappa_{p^2}^2 \right) |x-s|^{-2} + \frac{1}{8} \left( 6\kappa_{\omega}^4 + 4\kappa_{p^2}^4 \right) \right]
\]

\[
+ \frac{1}{4\pi} \sum_{l=2}^{\infty} \frac{1}{(l-2)!(l+2)} \frac{1}{\omega^2} \left( 2\kappa_{\omega}^{l+2} + \kappa_{p^2}^{l+2} \right) |x-s|^{-l-2}
\]

\[
\leq \frac{1}{4\pi} \frac{1}{\omega^2} \left[ \frac{3}{d_{mj}^2} \left( \kappa_{\omega}^2 + \kappa_{p^2}^2 \right) + \frac{1}{4} \left( \kappa_{\omega}^4 + \kappa_{p^2}^4 \right) \right]
\]

\[
+ \sum_{l=2}^{\infty} \frac{1}{(l-2)!(l+2)} \left( 2\kappa_{\omega}^{l+2} + \kappa_{p^2}^{l+2} \right) diam(\Omega)^{-l-2}
\]

\[
\leq \frac{1}{4\pi} \left[ \frac{3}{d_{mj}^2} \left( \frac{1}{c_s^2} + \frac{1}{c_p^2} \right) + \frac{1}{4} \left( \frac{\omega^2}{c_s^4} + \frac{\omega^2}{c_p^4} \right) \right]
\]

\[
+ 2\frac{\omega^2}{c_s^4} \left( \sum_{l=0}^{N_\Omega-1} \left( \frac{1}{2} \kappa_{\omega} diam(\Omega) \right)^l + \sum_{l=N_\Omega}^{\infty} \left( \frac{1}{2} \kappa_{p} diam(\Omega) \right)^l \right)
\]

\[
+ \frac{\omega^2}{c_p^4} \left( \sum_{l=0}^{N_\Omega-1} \left( \frac{1}{2} \kappa_{p} diam(\Omega) \right)^l + \sum_{l=N_\Omega}^{\infty} \left( \frac{1}{2} \kappa_{p} diam(\Omega) \right)^l \right)
\]

\[
= \frac{1}{4\pi} \left[ \frac{C_9}{d_{mj}^2} + C_{10} \right]. \quad (2.81)
\]

For \( m, j = 1, \ldots, M, \) and \( j \neq m \), by making use of (2.80) and (2.72) we obtain the below:

\[
\left| \int_{\partial D_j} \left[ \Gamma^\omega(s_m, s) - \Gamma^\omega(s_m, z_j) \right] \frac{\partial U_{\gamma}^\omega(s)}{\partial \nu_j(s)} ds \right| = \left| \frac{\partial U_{\gamma}^\omega(s)}{\partial \nu_j(s)} \right| \int_{\partial D_j} \left| s - z_j \right| ds
\]

\[
\leq \frac{a}{4\pi} \left[ \frac{C_9}{d^2} + C_{10} \right] \int_{\partial D_j} \left| \frac{\partial U_{\gamma}^\omega(s)}{\partial \nu_j(s)} \right| ds
\]

\[
< \frac{a}{4\pi} \left[ \frac{C_9}{d^2} + C_{10} \right] a. \quad (2.82)
\]
Then (2.78) can be written as

$$
\int_{\partial D_m} \Gamma^0(s_m, s) \frac{\partial U^{\infty}(s)}{\partial v_m(s)} \, ds + \int_{\partial D_m} \left[ \Gamma^{\infty}(s_m, s) - \Gamma^0(s_m, s) \right] \frac{\partial U^{\infty}(s)}{\partial v_m(s)} \, ds
$$

$$
= -U^i(s_m) - \sum_{j=1}^M \Gamma^{\infty}(s_m, z_j) Q_j + O \left( (M - 1) \frac{a^2}{d^2} \right).
$$

(2.83)

By using the Taylor series expansions of the exponential term $e^{i\omega|s_m - s|}$, the above can also be written as,

$$
\int_{\partial D_m} \Gamma^0(s_m, s) \frac{\partial U^{\infty}(s)}{\partial v_m(s)} \, ds + O(a)
$$

$$
= -U^i(s_m) - \sum_{j=1}^M \Gamma^{\infty}(s_m, z_j) Q_j + O \left( (M - 1) \frac{a^2}{d^2} \right).
$$

(2.84)

Indeed

- $\omega \leq \omega_{\text{max}}$ and for $m = 1, \ldots, M$, we have

$$
\left| \int_{\partial D_m} \left[ \Gamma^{\infty}(s_m, s) - \Gamma^0(s_m, s) \right] \frac{\partial U^{\infty}(s)}{\partial v_m(s)} \, ds \right|
$$

$$
\leq \int_{\partial D_m} \left| \Gamma^{\infty}(s_m, s) - \Gamma^0(s_m, s) \right| \left| \frac{\partial U^{\infty}(s)}{\partial v_m(s)} \right| \, ds
$$

$$
\leq \int_{\partial D_m} \frac{\omega}{4\pi} \left[ \frac{2}{c^2} \sum_{l=0}^{\infty} \left( \frac{1}{2} \right)^l \kappa_{l,\nu}(D_m) \right] + \frac{1}{c^3} \sum_{l=0}^{\infty} \left( \frac{1}{2} \right)^l \kappa_{l,\nu}(D_m) \right] \left| \frac{\partial U^{\infty}(s)}{\partial v_m(s)} \right| \, ds
$$

$$
< \frac{\omega}{4\pi} \left[ \frac{2}{c^2} + \frac{1}{c^3} \right] \omega a, \text{ for } \epsilon \leq \frac{\min\{c_\nu, c_{\nu'}\}}{\omega_{\text{max}} \max_m \text{diam}(B_m)}.
$$

Define $U_m := \int_{\partial D_m} \Gamma^0(s_m, s) \frac{\partial U^{\infty}(s)}{\partial v_m(s)} \, ds$, $s_m \in \partial D_m$. Then (2.84) can be written as

$$
U_m = -U^i(s_m) - \sum_{j=1}^M \Gamma^{\infty}(s_m, z_j) Q_j + O(a) + O \left( (M - 1) \frac{a^2}{d^2} \right).
$$

(2.85)

We set

$$
\tilde{U}_m := -U^i(z_m) - \sum_{j=1}^M \Gamma^{\infty}(z_m, z_j) Q_j, \text{ for } m = 1, \ldots, M.
$$

(2.86)

For $m = 1, \ldots, M$, let $\tilde{\sigma}_m \in L^2(\partial D_m)$ be the solutions of the following integral equation:

$$
\frac{\sigma_m(s)}{2} + \int_{\partial D_m} \frac{\partial \Gamma^0(x, s)}{\partial v_m(s)} \sigma_m(s) \, ds = \tilde{U}_m \text{ on } \partial D_m.
$$

(2.87)
Remark here that the left-hand side of (2.87) is the trace, on \( \partial D_m \), of the double layer potential \( \int_{\partial D_m} \frac{\partial \Gamma_0(x, s)}{\partial \nu_m(s)} \sigma_m(s) \, ds, \, x \in \mathbb{R}^3 \setminus D_m \). Dealing in the similar way as we derived (2.61), we obtain
\[
\int_{\partial D_m} \frac{\partial \Gamma_0(x, s)}{\partial \nu_m(s)} \sigma_m(s) \, ds = \int_{\partial D_m} \Gamma_0(x, s) \frac{\partial U_{\sigma_m}^\text{e}(s)}{\partial \nu_m(s)} \, ds,
\]
(2.88)
Where \( U_{\sigma_m}^\text{e} \) are the solutions of (2.58) replacing the frequency \( \omega \) by zero. As single layer potential is continuous up to the boundary, combining (2.87) and (2.88), we deduce that the constant potentials \( \bar{U}_m, \, m = 1, \ldots, M \), satisfy,
\[
\int_{\partial D_m} \Gamma_0(s_m, s) \frac{\partial U_{\sigma_m}^\text{e}(s)}{\partial \nu_m(s)} \, ds = \bar{U}_m, \, s_m \in \partial D_m.
\]
(2.89)
The total charge on the surface \( \partial D_m \) is given by
\[
\bar{Q}_m := \int_{\partial D_m} \frac{\partial U_{\sigma_m}^\text{e}(s)}{\partial \nu_m(s)} \, ds.
\]
For \( m = 1, \ldots, M \), and \( l = 1, 2, 3 \), [by proceeding in the similar manner as of (2.85)–(2.89)], let \( \bar{\sigma}_m^l \in L^2(\partial D_m) \) be the surface charge distributions which define,

- The constant potentials \( \bar{U}_m^l \in C^{3 \times 1} \) as
\[
\int_{\partial D_m} \Gamma_0(s_m, s) \frac{\partial U_{\sigma_m}^l(s)}{\partial \nu_m(s)} \, ds = \bar{U}_m^l := -(U^l(z_m))(l) e_l - \sum_{j=1}^{M} \Gamma_0(z_m, z_j) Q_j(l) e_l, \, s_m \in \partial D_m,
\]
(2.90)
with \( e_1 = (1, 0, 0)^\top, \, e_2 = (0, 1, 0)^\top \) and \( e_3 = (0, 0, 1)^\top \).
- The charge \( \bar{Q}_m^l \in C^{3 \times 1} \) on surface \( S_m \) as
\[
\bar{Q}_m^l := \int_{\partial D_m} \frac{\partial U_{\sigma_m}^\text{e}(s)}{\partial \nu_m(s)} \, ds,
\]
from which we can notice that \( \bar{U}_m = \sum_{l=1}^{3} \bar{U}_m^l, \, \bar{\sigma}_m = \sum_{l=1}^{3} \bar{\sigma}_m^l \) and \( \bar{Q}_m = \sum_{l=1}^{3} \bar{Q}_m^l \).

Now, we set the electrical capacitance \( \bar{C}_m \in C^{3 \times 3} \) for \( 1 \leq m \leq M \) through
\[
\bar{Q}_m^l = \bar{C}_m \bar{U}_m^l, \, l = 1, 2, 3, \text{ and hence } \bar{Q}_m = \bar{C}_m \bar{U}_m.
\]
(2.91)
We can write the above also as \( \bar{Q}_m = \bar{C}_m \bar{U}_m \) for each \( m = 1, 2, \ldots, M \).

Lemma 2.12 We have the following estimates for \( 1 \leq m \leq M \):
\[
\left\| \frac{\partial U_{\sigma_m}^\text{e}}{\partial \nu_m} - \frac{\partial U_{\sigma_m}^\text{e}}{\partial \nu_m} \right\|_{H^{-1}(\partial D_m)} = O \left( a + (M - 1) \frac{a^2}{d^2} \right),
\]
(2.92)
\[
Q_m - \bar{Q}_m = O \left( a^2 + (M - 1) \frac{a^3}{d^2} \right),
\]
(2.93)
where the constants appearing in \( O(\cdot) \) depend only on the Lipschitz character of \( B_m \).

Proof of Lemma 2.12 By taking the difference between (2.85) and (2.89), we obtain
\[
U_m - \bar{U}_m = \int_{\partial D_m} \Gamma_0(s_m, s) \left( \frac{\partial U_{\sigma_m}^\text{e}}{\partial \nu_m} - \frac{\partial U_{\sigma_m}^\text{e}}{\partial \nu_m} \right)(s) \, ds
= O(a) + O \left( (M - 1) \frac{a^2}{d^2} \right), \, s_m \in \partial D_m.
\]
(2.94)
Indeed by using Taylor series,

- \( U^i(s_m) - U^i(z_m) = O(a) \).
- \( \Gamma^\omega(s_m, z_j) - \Gamma^\omega(z_m, z_j) = O\left(\frac{z}{d^2}\right) \)
and the asymptoticity of \( \Gamma_j \).

In operator form we can write (2.94) as,

\[
(S^o_D)^* \left( \frac{\partial U_{\omega_m}}{\partial v_m} - \frac{\partial U_{\bar{\omega}_m}}{\partial v_m} \right) (s_m) := \int_{\delta D_m} \Gamma^0(s_m, s) \left( \frac{\partial U_{\omega_m}}{\partial v_m} - \frac{\partial U_{\bar{\omega}_m}}{\partial v_m} \right)(s) \, ds
\]

\[
= O(a) + O\left(\frac{(M - 1)a^2}{d^2}\right), \quad s_m \in \delta D_m.
\]

Here, \((S^o_D)^* : H^{-1}(\partial D_m) \rightarrow L^2(\partial D_m)\) is the adjoint of \(S^o_D : L^2(\partial D_m) \rightarrow H^1(\partial D_m)\). We know that,

\[
\left\| (S^o_D)^* \right\|_{L^2(\partial D_m), H^{-1}(\partial D_m)} = \left\| S^o_D \right\|_{L^2(\partial D_m), H^1(\partial D_m)}
\]

and

\[
\left\| (S^o_D)^* \right\|_{L^2(\partial D_m), H^{-1}(\partial D_m)} = \left\| (S^o_D)^* \right\|_{L^2(\partial D_m), H^1(\partial D_m)}
\]

then from (A.4) of Lemma A.2, we obtain \(\left\| (S^o_D)^* \right\|_{L^2(\partial D_m), H^{-1}(\partial D_m)} = O(a^{-1})\). Hence, we get the required results in the following manner.

- First,

\[
\left\| \frac{\partial U_{\omega_m}}{\partial v_m} - \frac{\partial U_{\bar{\omega}_m}}{\partial v_m} \right\|_{H^{-1}(\partial D_m)} \leq \left\| (S^o_D)^* \right\|_{L^2(\partial D_m), H^{-1}(\partial D_m)} \left\| O(a) + O\left(\frac{(M - 1)a^2}{d^2}\right) \right\|_{L^2(\partial D_m)}
\]

\[
= O\left(a + (M - 1)\frac{a^2}{d^2}\right).
\]

- Second,

\[
|Q_m - \bar{Q}_m| = \left| \int_{\delta D_m} \left( \frac{\partial U_{\omega_m}}{\partial v_m} - \frac{\partial U_{\bar{\omega}_m}}{\partial v_m} \right)(s) \, ds \right|
\]

\[
\leq \left\| \frac{\partial U_{\omega_m}}{\partial v_m} - \frac{\partial U_{\bar{\omega}_m}}{\partial v_m} \right\|_{H^{-1}(\partial D_m)} \left\| 1 \right\|_{H^1(\partial D_m)}
\]

\[
= O\left(a^2 + (M - 1)\frac{a^3}{d^2}\right).
\]

\[
\textbf{Lemma 2.13} \quad \text{For every} \ 1 \leq m \leq M, \text{the capacitance} \ C_m \text{and charge} \ \bar{Q}_m \text{are of the form:}
\]

\[
C_m = \max_{1 \leq m \leq M} \frac{\bar{C}_{B_m}}{\text{diam}(B_m)} a \quad \text{and} \quad \bar{Q}_m = \max_{1 \leq m \leq M} \frac{\bar{Q}_{B_m}}{\text{diam}(B_m)} a,
\]

\[
(2.95)
\]

where \(\bar{C}_{B_m}\) and \(\bar{Q}_{B_m}\) are the capacitance and the charge of \(B_m\), respectively.

\[
\text{Proof of Lemma 2.13} \quad \text{Take} \ 0 < \epsilon \leq 1, z \in \mathbb{R}^3 \text{and write} \ D_x := \epsilon B + z \subseteq \mathbb{R}^3. \text{For} \ \psi_x \in L^2(\partial D_x) \text{and} \ \psi \in L^2(\partial B), \text{define the operators} \ S^o_x : L^2(\partial D_x) \rightarrow H^1(\partial D_x) \text{and} \ S^o_B : L^2(\partial B) \rightarrow H^1(\partial B) \text{as:}
\]

\[
S^o_x \psi_x(x) := \int_{\delta D_x} \Gamma^0(x, y) \psi_x(y) \, dy, \quad \text{and} \quad S^o_B \psi(\xi) := \int_{\delta B} \Gamma^0(\xi, \eta) \psi(\eta) \, d\eta.
\]
Define \( U^{\psi_1} \) and \( U^\psi \) as the functions on \( \hat{D}_e \) and \( \hat{B} \) respectively in the similar way of (2.58). Then the operators

\[
\mathcal{S}_{\psi_e}^{=} U^{\psi_e}(x) := \int_{\partial D_e} \Gamma^0(x, y) \frac{\partial U^{\psi_e}}{\partial y}(y) \, dy \quad \text{and} \quad \mathcal{S}_{\psi}^{=} U^{\psi}(\xi) := \int_{\partial B} \Gamma^0(\xi, \eta) \frac{\partial U^{\psi}}{\partial \eta}(\eta) \, d\eta
\]

define the corresponding potentials \( \hat{U}_e, \hat{U}_B \) on the surfaces \( \partial D_e \) and \( \partial B \) w.r.t. the surface charge distributions \( \psi_e \) and \( \psi \) respectively. Let, these potentials be equal to some constant vector \( \mathcal{D} \in \mathbb{C}^{1 \times 1} \). Let the total charge of these conductors \( D_e, B \) are \( \hat{Q}_e \) and \( \hat{Q}_B \), and the capacitances are \( \hat{C}_e \) and \( \hat{C}_B \) respectively. Then we can write these as

\[
\hat{U}_e := \mathcal{S}_{\psi_e}^{=} U^{\psi_e}(x) = \mathcal{D}, \quad \hat{U}_B := \mathcal{S}_{\psi}^{=} U^{\psi}(\xi) = \mathcal{D}, \quad \forall x \in \partial D_e, \forall \xi \in \partial B.
\]

We have by definitions, \( \hat{Q}_e = \int_{\partial D_e} \frac{\partial U^{\psi_e}}{\partial y}(y) \, dy = \hat{Q}_B = \int_{\partial B} \frac{\partial U^{\psi}}{\partial \eta}(\eta) \, d\eta \), and \( \hat{C}_e \hat{U}_e = \hat{Q}_e, \hat{C}_B \hat{U}_B = \hat{Q}_B \).

Observe that,

\[
D = \mathcal{S}_{\psi_e}^{=} U^{\psi_e}(x) = \int_{\partial D_e} \Gamma^0(x, y) \frac{\partial U^{\psi_e}}{\partial y}(y) \, dy = \int_{\partial B} \Gamma^0(\xi, \eta) \frac{\partial U^{\psi}}{\partial \eta}(\eta) \, d\eta = D
\]

\[
\mathcal{S}_{\psi}^{=} U^{\psi}(\xi) := \int_{\partial B} \Gamma^0(\xi, \eta) \frac{\partial U^{\psi}}{\partial \eta}(\eta) \, d\eta
\]

Hence, \( U^{\psi_e} = \hat{U}_e^\psi \) and \( U^{\psi} = \hat{U}_B^\psi \). Now we have,

\[
\hat{Q}_e = \int_{\partial D_e} \frac{\partial U^{\psi_e}}{\partial y}(y) \, dy = \int_{\partial D_e} \frac{\partial \hat{U}_e^\psi}{\partial y}(y) \, dy = \int_{\partial B} \frac{\partial \hat{U}_B^\psi}{\partial \eta}(\eta) \, d\eta
\]

\[
= \int_{\partial B} \frac{\partial \hat{U}_B^\psi}{\partial \eta}(\eta) \, d\eta = \epsilon \int_{\partial B} \frac{\partial U^{\psi}}{\partial \eta}(\eta) \, d\eta = \epsilon \hat{Q}_B
\]

which gives us

\[
\hat{C}_e \hat{D} = \hat{C}_B \hat{U}_e = \hat{Q}_e = \epsilon \hat{Q}_B = \epsilon \hat{C}_B \hat{U}_B = \epsilon \hat{C}_B D.
\]

It is true for every constant vector \( D \) and hence \( \hat{C}_e = \epsilon \hat{C}_B \). As we have \( D_m = \epsilon B_m + z_m \) and \( a = \max_{1 \leq m \leq M} \text{diam } D_m = \epsilon \max_{1 \leq m \leq M} \text{diam } (B_m) \), we obtain

\[
\hat{Q}_m = \epsilon \hat{Q}_{B_m} = \max_{1 \leq m \leq M} \text{diam } (B_m) a \quad \text{and} \quad \hat{C}_m = \epsilon \hat{C}_{B_m} = \max_{1 \leq m \leq M} \text{diam } (B_m) a.
\]

**Lemma 2.14** For \( m = 1, 2, \ldots, M \), the elastic capacitances \( \hat{C}_m \in \mathbb{C}^{3 \times 3} \) defined through (2.91) are nonsingular.

**Proof of Lemma 2.14** As the capacitances \( \hat{C}_m \) depend only on the scatterers, let \( \sigma_m^l \in L^2(\partial D_m) \) be surface charge distributions which define the potentials \( \psi_l \) for \( l = 1, 2, 3 \), i.e.

\[
\int_{\partial D_m} \Gamma^0(s_m, s) \frac{\partial U_{\sigma_m^l}}{\partial \nu_m}(s) \, ds = \psi_l = U_{\sigma_m^l}, \quad \text{for } l = 1, 2, 3, m = 1, \ldots, M.
\]
We also have \[ \int_{\partial D_m} \bar{\frac{\partial U_{m_l}}{\partial n_m}} (s) \, ds, \int_{\partial D_m} \bar{\frac{\partial U_{m_2}}{\partial n_m}} (s) \, ds, \int_{\partial D_m} \bar{\frac{\partial U_{m_3}}{\partial n_m}} (s) \, ds \] = \bar{C}_m [U^1_m, U^2_m, U^3_m] = \bar{C}_m. Hence, it is enough if we show that the matrix \[ \left[ \int_{\partial D_m} \left( \frac{\partial U_{m_l}}{\partial n_m} \right) (s) \, ds \right]_{l, j = 1}^3 \] is invertible. In order to prove this, assume the linear combination \[ \sum_{l=1}^3 a_l \int_{\partial D_m} \bar{\frac{\partial U_{m_l}}{\partial n_m}} (s) \, ds = 0 \] for the scalars \( a_l \in \mathbb{C} \). From (2.96), we can deduce that
\[ \int_{\partial D_m} \int_{\partial D_m} \Gamma^0(m_1, m_2) \left( \sum_{l=1}^3 a_l \bar{\frac{\partial U_{m_l}}{\partial n_m}} (m_1) \right) \cdot \left( \sum_{l=1}^3 a_l \bar{\frac{\partial U_{m_l}}{\partial n_m}} (m_2) \right) \, ds_1 \, ds_2 = 0, \quad j = 1, 2, 3, \]
and hence
\[ \int_{\partial D_m} \int_{\partial D_m} \Gamma^0(m_1, m_2) \left( \sum_{l=1}^3 a_l \bar{\frac{\partial U_{m_l}}{\partial n_m}} (m_1) \right) \, ds_1 \, ds_2 = 0. \]
The positivity of the single layer operator implies, \[ \sum_{l=1}^3 a_l \bar{\frac{\partial U_{m_l}}{\partial n_m}} (s) = 0, \quad s \in \partial D_m. \]
Again now by making use of (2.96), we deduce
\[ \sum_{l=1}^3 a_l \bar{e_l} = \int_{\partial D_m} \Gamma^0(m, s) \left( \sum_{l=1}^3 a_l \bar{\frac{\partial U_{m_l}}{\partial n_m}} (s) \right) \, ds = 0, \quad s_m \in \partial D_m, \]
and hence \( a_l = 0 \) for \( l = 1, 2, 3 \). \( \square \)

**Proposition 2.15** For \( m = 1, 2, \ldots, M \), the total charge \( \bar{Q}_m \) on each surface \( \partial D_m \) of the small scatterer \( D_m \) can be calculated from the algebraic system
\[ \bar{C}_m^{-1} \bar{Q}_m = -U^i(z_m) - \sum_{j \neq m}^M \Gamma^{ao}(z_m, z_j) \bar{C}_j \left( \bar{C}_j^{-1} \bar{Q}_j \right), \quad (2.97) \]
with an error of order \( O \left( (M - 1)^2 \frac{a^2}{d^2} + (M - 1)^2 \frac{a^3}{d^3} \right) \).

**Proof of Proposition 2.15** We can rewrite (2.89) as
\[ \bar{C}_m^{-1} \bar{Q}_m = -U^i(z_m) - \sum_{j \neq m}^M \Gamma^{ao}(z_m, z_j) \bar{Q}_j \]
\[ = -U^i(z_m) - \sum_{j \neq m}^M \Gamma^{ao}(z_m, z_j) \bar{Q}_j - \sum_{j \neq m}^M \Gamma^{ao}(z_m, z_j) (\bar{Q}_j - \bar{Q}_j) \]
\[ = -U^i(z_m) - \sum_{j \neq m}^M \Gamma^{ao}(z_m, z_j) \bar{Q}_j + O \left( (M - 1) \frac{a^2}{d} + (M - 1)^2 \frac{a^3}{d^3} \right), \]
where we used (2.93) and the fact \( \Gamma^{ao}(z_m, z_j) = O \left( \frac{1}{d^2} + \omega \right), \omega \leq \omega_{\text{max}} \) and \( d \leq d_{\text{max}} \). Indeed,
\[ \left| \Gamma^{ao}(z_m, z_j) \right| \leq \frac{1}{4 \pi} \frac{1}{\omega^2} \left( \kappa^{1+2}_{m} + \kappa^{2+2}_{m} \right) |z_m - z_j|^{-1} \]
\[ + \frac{1}{4 \pi} \sum_{l=1}^\infty \frac{1}{(l - 1)! (l + 2)} \frac{1}{\omega^2} \left( 2 \kappa^{1+2}_{m} + \kappa^{2+2}_{m} \right) |z_m - z_j|^{-1}, \]
\[
\begin{aligned}
&\leq \frac{1}{4\pi} \sum_{l=1}^{\infty} \left( \frac{1}{d_{mj}} \left( \frac{k_{\nu}^2}{c_s^l} + \frac{k_p^2}{c_p^{l+2}} \right) + \frac{1}{(l-1)!l(l+2)} \left( 2k_{\nu}^{l+2} + k_p^{l+2} \right) \text{diam}(\Omega)^{l-1} \right) + \\
&\leq \frac{1}{4\pi} \sum_{l=1}^{\infty} \left( \frac{1}{d_{mj}} \left( \frac{1}{c_s^l} + \frac{1}{c_p^{l+2}} \right) + \frac{1}{(l-1)!l(l+2)} \left( 2\omega \frac{k_{\nu}}{c_s^{l-1}} \frac{k_p^{l-1}}{c_p^{l+2}} \right) \text{diam}(\Omega)^{l-1} \right] \\
&[\text{By recalling } N_{\text{ij}} = \left[2\text{diam}(\Omega) \max(k_{\nu}, k_p^2)e^3 \right] \text{ and using Lemma 2.6}] \\
&\leq \frac{1}{4\pi} \left[ \sum_{l=1}^{N_{\text{ij}}} \left( \frac{1}{2} k_{\nu} \text{diam}(\Omega)^{l-1} \right) \right] + \sum_{l=N_{\text{ij}}+1}^{\infty} \frac{1}{2(l-1)} \\
&= \frac{1}{4\pi} \left[ \frac{N_{\text{ij}}}{d_{mj}} \left( \frac{1}{c_s^l} + \frac{1}{c_p^{l+2}} \right) + 2k_p \frac{1}{c_s^{l-1}} \left( 1 - \frac{1}{2} k_{\nu} \text{diam}(\Omega)^{N_{\text{ij}}} \right) \right] \\
&= \frac{1}{4\pi} \left[ \frac{C_7}{d_{mj}} + C_8 \right] \\
&= \frac{1}{4\pi} \left[ \frac{1}{c_s^l} + \frac{2}{c_p^{l+2}} \right] \\
\end{aligned}
\]

with

\[
C_7 := \left[ \frac{1}{c_s^l} + \frac{2}{c_p^{l+2}} \right]
\]

and

\[
C_8 := 2 \frac{k_{\nu}}{c_s^l} \left( 1 - \frac{1}{2} k_{\nu} \text{diam}(\Omega)^{N_{\text{ij}}} \right) + \frac{k_p}{c_p^{l+2}} \left( \frac{1}{2} k_{\nu} \text{diam}(\Omega)^{N_{\text{ij}}} \right) + \frac{1}{2^{N_{\text{ij}}}}.
\]

2.4.3 The algebraic system

Define the algebraic system,

\[
\tilde{C}_m^{-1} \tilde{Q}_m := -U^T(z_m) - \sum_{j=1 \atop j \neq m}^{M} \Gamma_{\omega}(z_m, z_j) \tilde{C}_j \left( \tilde{C}_j^{-1} \right)^T \tilde{Q}_j,
\]

for all \( m = 1, 2, \ldots, M \). It can be written in a compact form as

\[
\mathbf{B} \tilde{Q} = U^T,
\]

where \( \tilde{Q}, U^T \in \mathbb{C}^{3M \times 1} \) and \( \mathbf{B} \in \mathbb{C}^{3M \times 3M} \) are defined as

\[
\mathbf{B} := \begin{pmatrix}
-\tilde{C}_1^{-1} & -\Gamma_{\omega}(z_1, z_2) & -\Gamma_{\omega}(z_1, z_3) & \cdots & -\Gamma_{\omega}(z_1, z_M) \\
-\Gamma_{\omega}(z_2, z_1) & -\tilde{C}_2^{-1} & -\Gamma_{\omega}(z_2, z_3) & \cdots & -\Gamma_{\omega}(z_2, z_M) \\
-\Gamma_{\omega}(z_3, z_1) & -\Gamma_{\omega}(z_3, z_2) & -\tilde{C}_3^{-1} & \cdots & -\Gamma_{\omega}(z_3, z_M) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\Gamma_{\omega}(z_M, z_1) & -\Gamma_{\omega}(z_M, z_2) & -\Gamma_{\omega}(z_M, z_3) & \cdots & -\tilde{C}_M^{-1}
\end{pmatrix},
\]

\[
\tilde{Q} := \left( \tilde{Q}_1^T \tilde{Q}_2^T \cdots \tilde{Q}_M^T \right)^T \quad \text{and} \quad U^T := \left( U^T(z_1)^T U^T(z_2)^T \cdots U^T(z_M)^T \right)^T.
\]

The above linear algebraic system is solvable for the 3D vectors \( \tilde{Q}_j, 1 \leq j \leq M \), when the matrix \( \mathbf{B} \) is invertible. We discuss its invertibility in Section 3.
Now, the difference between (2.97) and (2.99) produce the following

\[
\tilde{C}^{-1}_m (\tilde{Q}_m - \tilde{Q}_m) = -\sum_{j=1}^{M} \Gamma_m(z, z, \tilde{\omega}) \left( \tilde{Q}_j - \tilde{Q}_j \right) + O \left( (M - 1) \frac{a^2}{d} + (M - 1)^2 \frac{a^3}{d^3} \right), \tag{2.101}
\]

for \( m = 1, \ldots, M \). Considering the above system of Equations (2.101) in the place of (2.99) and then by making use of the Corollary 3.3 and the fact that acoustic capacitances of the scatterers are bounded above and below by their diameters multiplied by constants which depend only on the Lipschitz character of the \( B_m \)'s, see [16, Lemma 2.11 and Remark 2.23], we obtain

\[
\sum_{m=1}^{M} (\tilde{Q}_m - \tilde{Q}_m) = O \left( M(M - 1) \frac{a^3}{d} + M(M - 1)^2 \frac{a^4}{d^3} \right). \tag{2.102}
\]

### 2.5 End of the proof of Theorem 1.2

The use of (2.93), (2.102) in (2.68) and (2.69) allows us to represent the asymptotic expansions of the P part, \( U_P^\infty(\hat{x}, \hat{\theta}) \), and the S part, \( U_S^\infty(\hat{x}, \hat{\theta}) \), of the far-field pattern of the problem (1.1)–(1.3) in terms of \( \tilde{Q}_m \) respectively as below:

\[
U_P^\infty(\hat{x}, \hat{\theta}) = \frac{1}{4\pi c_p^2} (\hat{x} \otimes \hat{x}) \sum_{m=1}^{M} e^{-i \frac{\hat{z}_m}{2}} \tilde{z}_m \left[ Q_m + O \left( a^2 \right) \right]
\]

\[
= \frac{1}{4\pi c_p^2} (\hat{x} \otimes \hat{x}) \sum_{m=1}^{M} e^{-i \frac{\hat{z}_m}{2}} \tilde{z}_m \left[ (\tilde{Q}_m + (Q_m - \tilde{Q}_m)) + (\tilde{Q}_m - \tilde{Q}_m) \right] + O \left( a^2 \right)
\]

\[
= \frac{1}{4\pi c_p^2} (\hat{x} \otimes \hat{x}) \left( \sum_{m=1}^{M} e^{-i \frac{\hat{z}_m}{2}} \tilde{z}_m \tilde{Q}_m \right)
\]

\[
+ O \left( Ma^2 + M(M - 1) \frac{a^3}{d^2} + M(M - 1)^2 \frac{a^4}{d^3} \right), \tag{2.103}
\]

\[
U_S^\infty(\hat{x}, \hat{\theta}) = \frac{1}{4\pi c_p^2} (1 - \hat{x} \otimes \hat{x}) \sum_{m=1}^{M} e^{-i \frac{\hat{z}_m}{2}} \tilde{z}_m \left[ Q_m + O \left( a^2 \right) \right]
\]

\[
= \frac{1}{4\pi c_p^2} (1 - \hat{x} \otimes \hat{x}) \left( \sum_{m=1}^{M} e^{-i \frac{\hat{z}_m}{2}} \tilde{z}_m \tilde{Q}_m \right)
\]

\[
+ O \left( Ma^2 + M(M - 1) \frac{a^3}{d^2} + M(M - 1)^2 \frac{a^4}{d^3} \right). \tag{2.104}
\]

Hence, Theorem 1.2 is proved by setting \( \bar{\sigma}_m := \frac{\tilde{Q}_m}{\tilde{Q}_m} \) as the surface density which defines \( \tilde{Q}_m \). Finally, let us remark that
1. The constant \( \hat{c} := \left[ \frac{1}{2\pi} \left( \tilde{C}_1 + \tilde{C}_2 d_{\max}^2 \right) \right] [\partial B] \max_{1 \leq m \leq M} \hat{C}_m \left( \hat{C}_m \right)^{-1} \) appearing in Proposition 1.2 will serve our purpose in Theorem 1.2 by defining \( c_0 := \hat{c} \max_{1 \leq m \leq M} \text{diam} (B_m) \) respectively.

2. The coefficients \( \tilde{\sigma}_m, \tilde{\Omega}_m, \tilde{Q}_m, \tilde{C}_m \) play the roles of \( \sigma_m, Q_m, C_m \) respectively in Theorem 1.2.

3. The constant appearing in \( O \left( M \alpha^2 + M(M - 1) \alpha^3 + M(M - 1)^2 \alpha^4 \right \) is

\[
C^* \max \left\{ 1 + \frac{\max_{1 \leq m \leq M} \tilde{C}_m}{\max_{1 \leq m \leq M} \text{diam} (B_m)} C_T + C_4 d_{\max} \frac{2}{4\pi}, 1 + \frac{\hat{C}_m}{C^* \min \{ c_s, c_p \}} \right\}
\]

with

\[
C^* := \max_{1 \leq m \leq M} \frac{\max_{1 \leq m \leq M} \left\| S_{B_m}^{-1} \right\|_{L^2(H^1(\partial B_m), L^2(\partial B_m))}}{\text{diam} (B_m)} \times \max \left\{ \left[ \frac{\| \partial \|}{\min \{ c_s, c_p \}} + \frac{\hat{C}_m}{\pi} \left( \frac{2}{c_s^2} + \frac{1}{c_p^2} \right) \right] \omega, \frac{\hat{C}_m}{4\pi} \min \{ c_s, c_p \} \right\}.
\]

The constants \( |\partial B| \) and \( \hat{C} \) are defined in Proposition 2.7 and Proposition 2.10 respectively.

4. The constant \( a_0 \) appearing in (1.7) of Theorem 1.2 is the minimum among \( \frac{1}{\alpha_{\max}} \min \{ c_s, c_p \} \), and

\[
2\sqrt{\pi} \max_{1 \leq m \leq M} \text{diam} (B_m) \min_{1 \leq m \leq M} \left\| \left( \frac{1}{2} \right) \frac{\partial I + D_{B_m}^{-1}}{L^2(\partial B_m)} \right\|_{L^2(H^1(\partial B_m), L^2(\partial B_m))} \cdot \omega_{\max} \left( \frac{1}{2\pi} \right) \left( \frac{4\pi + 12\pi + 8\pi}{16\pi} \right)^{-1} |\partial B| \max_{1 \leq m \leq M} \left\| \left( \frac{1}{2} I + D_{B_m}^{-1} \right)^{-1} \right\|_{L^2(H^1(\partial B_m), L^2(\partial B_m))} \right\} \right)^{-1}.
\]

5. The constant \( c_1 \) appearing in (1.12) of Theorem 1.2 is

\[
\frac{2\pi}{\left( \frac{\omega_{\max} \min_{1 \leq m \leq M} C^*(B_m) \max_{1 \leq m \leq M} \text{diam} (B_m) \right)^{\frac{1}{2}} \left( \frac{1}{\alpha_{\max}} \min \{ c_s, c_p \} \right) - \frac{C^*(B_m)}{\max_{1 \leq m \leq M} C^*(B_m) \max_{1 \leq m \leq M} \text{diam} (B_m) \right)^{\frac{1}{2}}}
\]

The \( C^*(B_m) \) denoting the acoustic capacitance of the bodies \( B_m \) and it follows from Corollary 3.3 and from [16, Lemma 2.11].

From the last points, we see that the constants appearing in Theorem 1.2 depend only on \( d_{\max}, \omega_{\max}, \lambda, \mu \) and the \( B_m \)’s through their diameters, capacitances and the norms of the boundary operators \( S_{B_m}^{-1} : H^1(\partial B_m) \rightarrow L^2(\partial B_m), \left( \frac{1}{2} \right) \frac{\partial I + D_{B_m}^{-1}}{L^2(\partial B_m)} \rightarrow L^2(\partial B_m) \) and \( A_{B_m} : H^1(\partial B_m) \rightarrow L^2(\partial B_m) \). As was explained in the acoustic case in [16,Remark 2.23], the capacitances and the bounds of the operators \( S_{B_m}^{-1} \) and \( \left( \frac{1}{2} \right) \frac{\partial I + D_{B_m}^{-1}}{L^2(\partial B_m)} \) depend on the \( B_m \)’s actually only through their Lipschitz character. We also refer to [12] for additional information on the dependency of the layer potentials on the Lipschitz character of the bodies.

\[ \square \]

2.6 Proof of Corollary 1.3

For \( m = 1, \ldots, M \) fixed, we distinguish between the obstacles \( D_j, j \neq m \), which are near to \( D_m \) from the ones which are far from \( D_m \) as follows. Let \( \Omega_m, 1 \leq m \leq M \), be the balls of center \( z_m \) and of radius \( \left( \frac{\alpha}{2} + d^2 \right) \) with \( 0 < \alpha \leq 1 \). The bodies lying in \( \Omega_m \) will fall into the category, \( N_m \), of near by obstacles and the others into the category, \( F_m \), of far obstacles to \( D_m \). Since the obstacles \( D_m \) are balls with same diameter, the number of obstacles near by \( D_m \) will not exceed \( \left( \frac{\alpha + d}{\alpha + d^2} \right)^3 \left[ \frac{2\pi (\alpha + d^2/2)}{2\pi (\alpha + d/2)} \right] \).

With this observation, instead of (1.8)–(1.9), the P and the S parts of the far field will have the asymptotic expansions (1.13)–(1.14).

© 2015 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

www.mn-journal.com
• For the bodies $D_j \in N_m$, $j \neq m$, we have the estimate (2.80) but for the bodies $D_j \in F_m$, we obtain the following estimate
\[
|R(s_m, s)| \leq \max_{y \in D_j} |\nabla_y \Gamma(s_m, y)| < \frac{1}{4\pi} \left[ \frac{C_0}{\delta_m^2} + C_{10} \right].
\] (2.105)

• Due to the estimates (2.80) and (2.105), corresponding changes will take place in (2.82)–(2.84), (2.85), (2.92)–(2.93) and in (2.97)–(2.98) which inturn modify (2.101)–(2.102) and hence the asymptotic expansion (1.8) as follows
\[
U_{p}^{\infty}(\hat{x}, \theta) = \frac{1}{4\pi c_{p}^2} \left[ \sum_{m=1}^{M} \alpha_{m} \bar{z}_{m} Q_{m} + O \left( M \bar{a}^{2} + M(M-1) \frac{\alpha^{3}}{d^{2}a^{2}} + M \left( \frac{a + 2d^{a}}{a + d} \right)^{3} \frac{a^{3}}{d^{2}} \right) \right.
\]\[+ M(M-1) \frac{a^{4}}{d^{3}a^{2}} + M(-1) \left( \frac{a + 2d^{a}}{a + d} \right)^{3} \frac{a^{4}}{d^{2}a^{2}} + M \left( \frac{a + 2d^{a}}{a + d} \right)^{6} \frac{a^{4}}{d^{3}} \left] \right].
\] (2.106)

• Since $\kappa \leq \kappa_{\text{max}}, d \leq d^{a}, 0 < \alpha \leq 1$ and $\frac{d}{a} < \infty$, we have
\[
\left( \frac{a + 2d^{a}}{a + d} \right) = d^{a-1} \frac{ad^{-a} + 2}{ad^{-1} + 1} = O \left( d^{a-1} \right),
\]
which can be used to derive (1.13) from (2.106). In the similar way, we can obtain (1.14). Finally, it is easily seen that the above analysis applies also for non-flat Lipschitz domains $D_{m}$ by using the double inclusions (1.17) and the fact that the $t_{m}$’s are uniformly bounded from below by a positive constant. □

### 3 Solvability of the linear-algebraic system (2.100)

The main object of this section is to give a sufficient condition in order to get the invertibility of the linear algebraic system (2.100). To achieve this, first we state the following lemma which estimates the eigenvalues of the elastic capacitance matrix of each scatterer in terms of its acoustic capacitance.

**Lemma 3.1** Let $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ be the minimal and maximal eigenvalues of the elastic capacitance matrices $\mathcal{C}_{m}$, for $m = 1, 2, \ldots, M$. Denote by $C_{m}^{\alpha}$ the capacitance of each scatterer in the acoustic case, then we have the following estimate;
\[
\mu C_{m}^{\alpha} \leq \lambda_{\text{min}} \leq \lambda_{\text{max}} \leq (\lambda + 2\mu) C_{m}^{\alpha}, \quad \text{for} \quad m = 1, 2, \ldots, M.
\] (3.1)

**Proof of Lemma 3.1** The proof of this lemma follows as in [30, Lemma 6.3.6]. See also [28, Lemma 10]. □

Now, we prove the main lemma of this section.

**Lemma 3.2** The matrix $\mathbf{B}$ is invertible and the solution vector $\mathbf{Q}$ of (2.100) satisfies the estimate:
\[
\sum_{m=1}^{M} \| \mathbf{Q}^{m} \|_{2}^{2} \leq 4 \left( \frac{C_{m}^{\alpha}}{5\pi d} \sum_{m=1}^{M} \lambda_{\text{max}}^{\alpha} \right)^{-2} \left( \frac{C_{m}^{\alpha}}{5\pi d} \sum_{m=1}^{M} \lambda_{\text{max}}^{\alpha} \right)^{4} \sum_{m=1}^{M} \| U^{j} (z_{m}) \|_{2}^{2},
\] (3.2)

if we consider
\[
\left( \frac{\max_{1 \leq m \leq M} \lambda_{\text{max}}^{\alpha}}{\min_{1 \leq m \leq M} \lambda_{\text{max}}^{\alpha}} \right) < r^{-1} \left( \frac{\pi d}{\lambda_{\text{max}}^{\alpha}} \min_{1 \leq m \leq M} \lambda_{\text{max}}^{\alpha} \right) \quad \text{with the positively assumed value} \quad r := \left[ \frac{1}{d} - 2 \text{diam}(\Omega) \frac{\alpha}{\pi} \right] \left[ 1 - \left( \frac{1}{4\pi} \text{diam}(\Omega) \right)^{\alpha} \right] \frac{\alpha}{\pi} \left[ 1 - \left( \frac{1}{4\pi} \text{diam}(\Omega) \right)^{\alpha} \right]^{\alpha}.
\]

5Recall that, for $m = 1, \ldots, M$, $C_{m}^{\alpha} := \int_{D_{m}} \sigma_{m}(s) \, ds$ and $\sigma_{m}$ is the solution of the integral equation of the first kind $\int_{D_{m}} \sigma_{m}(s) \frac{d}{d} \, ds = 1, \quad t \in \partial D_{m}$, see [16].
Proof of Lemma 3.2 We can factorize \( B \) as
\[
B = -(I + B_n)C^{-1}
\]
where \( C := \text{Diag}(\hat{C}_1, \hat{C}_2, \ldots, \hat{C}_M) \in \mathbb{R}^{3M \times 3M} \), \( I \) is the identity matrix and \( B_n := -C^{-1} - B \). Hence, the solvability of the system (2.100), depends on the existence of the inverse of \( (I + B_n, C) \). We have \( (I + B_n, C) : \mathbb{C}^{3M} \rightarrow \mathbb{C}^{3M} \), so it is enough to prove the injectivity in order to prove its invertibility. For this purpose, let \( X, Y \) are vectors in \( \mathbb{C}^M \) and consider the system
\[
(I + B_n, C)X = Y. \tag{3.3}
\]
Let \( \langle \cdot \rangle \) denotes the real and the imaginary parts of the corresponding complex number/vector/matrix. Now, the following can be written from (3.3):
\[
(I + B_n, C)X^{\text{real}} - B_n^{\text{img}}CX^{\text{img}} = Y^{\text{real}}, \tag{3.4}
\]
\[
(I + B_n, C)X^{\text{img}} + B_n^{\text{img}}CX^{\text{real}} = Y^{\text{img}}, \tag{3.5}
\]
which leads to
\[
\begin{align*}
\{(I + B_n, C)X^{\text{real}}, CX^{\text{real}}\} & - \{B_n^{\text{img}}CX^{\text{img}}, CX^{\text{real}}\} = \{Y^{\text{real}}, CX^{\text{real}}\}, \tag{3.6} \\
\{(I + B_n, C)X^{\text{img}}, CX^{\text{img}}\} + \{B_n^{\text{img}}CX^{\text{real}}, CX^{\text{img}}\} = \{Y^{\text{img}}, CX^{\text{img}}\}. \tag{3.7}
\end{align*}
\]
By summing up (3.6) and (3.7) will give
\[
\begin{align*}
\{X^{\text{real}}, CX^{\text{real}}\} + \{B_n^{\text{real}}CX^{\text{real}}, CX^{\text{real}}\} + \{X^{\text{img}}, CX^{\text{img}}\} + \{B_n^{\text{real}}CX^{\text{img}}, CX^{\text{img}}\}
&= \{Y^{\text{real}}, CX^{\text{real}}\} + \{Y^{\text{img}}, CX^{\text{img}}\}. \tag{3.8}
\end{align*}
\]
Indeed,
\[
\begin{align*}
\{B_n^{\text{img}}CX^{\text{img}}, CX^{\text{real}}\} &= \{CX^{\text{img}}, B_n^{\text{img}}CX^{\text{real}}\} \\
&= \{CX^{\text{img}}, B_n^{\text{img}}CX^{\text{real}}\} \\
&= \{B_n^{\text{img}}CX^{\text{real}}, CX^{\text{img}}\}.
\end{align*}
\]
We can observe that, the right-hand side in (3.8) does not exceed
\[
\begin{align*}
\{X^{\text{real}}, CX^{\text{real}}\}^{1/2} \{Y^{\text{real}}, CY^{\text{real}}\}^{1/2} + \{X^{\text{img}}, CX^{\text{img}}\}^{1/2} \{Y^{\text{img}}, CY^{\text{img}}\}^{1/2}
&\leq 2\{X^{\|\|}, (CX)^{\|\|}\}^{1/2} \{Y^{\|\|}, (CY)^{\|\|}\}^{1/2}. \tag{3.9}
\end{align*}
\]
Here \( W_m^{1/2} := \left[\|W_m^{\text{real}}\|^2 + \|W_m^{\text{img}}\|^2\right]^{1/2} = \|W_m\|_2 \), for \( W = X, Y \) and \( m = 1, \ldots, M \). Consider the second term in the left-hand side of (3.8). Using the mean value theorem for harmonic functions we deduce
\[
\begin{align*}
\{B_n^{\text{real}}CX^{\text{real}}, CX^{\text{real}}\} &= \sum_{1 \leq j, m \leq M, j \neq m} X_m^{\text{real}} \hat{C}_m \left[\Gamma_m(x_m, z_j)\right]^{\text{real}} \hat{C}_j X_j^{\text{real}} \\
&\geq t \sum_{1 \leq j, m \leq M, j \neq m} X_m^{\text{real}} \hat{C}_m \left(\frac{1}{|B(j)||B(m)|}\right) \int_{B(j)} \Phi_0(x, y)dy \, dxdy \hat{C}_j X_j^{\text{real}},
\end{align*}
\]
Similarly, if we consider the fourth term in the left-hand side of (3.8), we deduce
\[
\begin{align*}
\{B_n^{\text{real}}CX^{\text{img}}, CX^{\text{img}}\} &= \sum_{1 \leq j, m \leq M, j \neq m} X_m^{\text{img}} \hat{C}_m \left[\Gamma_m(x_m, z_j)\right]^{\text{real}} \hat{C}_j X_j^{\text{img}} \\
&\geq t \sum_{1 \leq j, m \leq M, j \neq m} X_m^{\text{img}} \hat{C}_m \left(\frac{1}{|B(j)||B(m)|}\right) \int_{B(j)} \Phi_0(x, y)dy \, dxdy \hat{C}_j X_j^{\text{img}},
\end{align*}
\]
where

$$t := \left[ \frac{1}{c_p^2} - 2\text{diam}(\Omega) \frac{\omega}{c_s^3} \left( 1 - \left( \frac{1}{2} \kappa \text{diam}(\Omega) \right)^{N_\Omega} \right) + \frac{1}{2^{N_\Omega + 1}} \right]$$

assumed to be positive. $\Phi_0(x, y) := 1/(4\pi|x - y|), x \neq y$ and $B^{(m)} := \{x : |x - z_m| < d/2\}, m = 1, \ldots, M$, are non-overlapping balls of radius $d/2$ with centers $z_m$, and $|B^{(m)}| = \pi d^3/6$ are the volumes of the balls. Also, we use the notation $B_d$ to denote the balls of radius $d/2$ with the center at the origin.

Indeed we can write $\Gamma^{\omega} (z_m, z_j)$ from (2.3) as,

$$\Gamma^{\omega} (z_m, z_j) = \frac{1}{4\pi |z_m - z_j|} \left[ \frac{1}{c_s^2} + \frac{1}{c_p^2} \right] \left( \frac{1}{c_s^2} - \frac{1}{c_p^2} \right) \left( \frac{1}{2} \frac{\omega^2 \text{diam}(\Omega)}{c_s^3} \right) (z_m - z_j) \otimes (z_m - z_j)$$

$$+ \sum_{l=1}^{\infty} \frac{i^l}{l!(l + 2) \omega^2} \left( (l + 1) \kappa_p^{l+2} + \kappa_p^{l+2} \right) |z_m - z_j|^{l+2} (z_m - z_j) \otimes (z_m - z_j)$$

$$- \sum_{l=1}^{\infty} \frac{i^l}{l!(l + 2) \omega^2} \left( (l - 1) \kappa_p^{l+2} - \kappa_p^{l+2} \right) |z_m - z_j|^{l+2} (z_m - z_j) \otimes (z_m - z_j)$$

from which, we get the required result by estimating $\Gamma^{\omega} (z_m, z_j)$. Notice that

$$|b_r| \leq \frac{1}{2} \left[ \frac{1}{c_s^2} \right]$$

and

$$|c_1 \Gamma + c_2 \Gamma| \leq \sum_{l=1}^{\infty} \frac{1}{(l - 1)!(l + 2) \omega^2} \left( 2\kappa_p^{l+2} + \kappa_p^{l+2} \right) |z_m - z_j|^{l+2}$$

[By recalling $N_\Omega = \left[ 2 \text{diam}(\Omega) \max \{\kappa, \kappa_p\} e^{2} \right]$ and using Lemma2.6]

$$\leq \text{diam}(\Omega) \left[ \frac{2\omega}{c_s^3} \left( \sum_{l=1}^{N_\Omega} \left( \frac{1}{2} \kappa \text{diam}(\Omega) \right)^{l-1} + \sum_{l=N_\Omega + 1}^{\infty} \frac{1}{2^{l-1}} \right) \right]$$

$$+ \frac{\omega}{c_p^3} \left( \sum_{l=1}^{N_\Omega} \left( \frac{1}{2} \kappa_p \text{diam}(\Omega) \right)^{l-1} + \sum_{l=N_\Omega + 1}^{\infty} \frac{1}{2^{l-1}} \right) \right]$$

$$= \text{diam}(\Omega) \left[ \frac{2\omega}{c_s^3} \left( \frac{1 - \left( \frac{1}{2} \kappa \text{diam}(\Omega) \right)^{N_\Omega}}{1 - \left( \frac{1}{2} \kappa \text{diam}(\Omega) \right) + \frac{1}{2^{N_\Omega + 1}}} \right) \right]$$

$$+ \frac{\omega}{c_p^3} \left( \frac{1 - \left( \frac{1}{2} \kappa_p \text{diam}(\Omega) \right)^{N_\Omega}}{1 - \left( \frac{1}{2} \kappa_p \text{diam}(\Omega) \right) + \frac{1}{2^{N_\Omega + 1}}} \right) \right] ,$$

Let $\Omega$ be a large ball with radius $R$. Also let $\Omega_s \subset \Omega$ be a ball with fixed radius $r (\leq R)$, which consists of all our small obstacles $D_m$ and also the balls $B^{(m)}$, for $m = 1, \ldots, M$. 
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Let \( \gamma^{\text{real}}(x) \) and \( \gamma^{\text{img}}(x) \) be piecewise constant functions defined on \( \mathbb{R}^3 \) as

\[
\gamma^{\text{real}}(x) = \begin{cases} 
C_m X_m^{\text{real}}(x) & \text{in } B^{(m)}, \quad m = 1, \ldots, M, \\
0 & \text{otherwise.}
\end{cases}
\]  

(3.11)

Then

\[
\left\langle B_n^{\text{real}} C \gamma^{\text{real}}, C \gamma^{\text{real}} \right\rangle \geq \frac{36t}{\pi^2} \frac{d_0^6}{d_0^6} \left( \int_{\Omega} \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(x) \gamma^{\text{real}}(y) \, dx \, dy \\
- \sum_{m=1}^{M} C_m X_m^{\text{real}} \int_{B^{(m)}} \int_{B^{(m)}} \Phi_0(x, y) \, dx \, dy \right),
\]  

(3.12)

\[
\left\langle B_n^{\text{img}} C \gamma^{\text{img}}, C \gamma^{\text{img}} \right\rangle \geq \frac{36t}{\pi^2} \frac{d_0^6}{d_0^6} \left( \int_{\Omega} \int_{\Omega} \Phi_0(x, y) \gamma^{\text{img}}(x) \gamma^{\text{img}}(y) \, dx \, dy \\
- \sum_{m=1}^{M} C_m X_m^{\text{img}} \int_{B^{(m)}} \int_{B^{(m)}} \Phi_0(x, y) \, dx \, dy \right).
\]  

(3.13)

Applying the mean value theorem to the harmonic function \( \frac{1}{4\pi|x-y|} \), as done in [27], p. 109–110], we have the following estimate

\[
\int_{B^{(m)}} \int_{B^{(m)}} \Phi_0(x, y) \, dx \, dy = \frac{1}{4\pi} \int_{B_0} \int_{B_0} \frac{1}{|x-y|} \, dx \, dy \leq \frac{\pi d_0^6}{60}.
\]  

(3.14)

Consider the first term in the right-hand side of (3.12), denote it by \( A_R^{\text{real}} \), then by Green’s theorem

\[
A_R^{\text{real}} := \int_{\Omega} \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(x) \gamma^{\text{real}}(y) \, dx \, dy \\
= \int_{\Omega} \left\{ \nabla_x \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \right\}^T \left( \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \right) \, dx \\
- \int_{\Omega} \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \left( \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \right) \, dS_x.
\]  

(3.15)

We have

\[
C_R^{\text{real}} = \int_{\Omega} \left( \int_{\Omega} \frac{\partial}{\partial v_x} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \right) \left( \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \right) \, dS_x \\
= \int_{\Omega} \left( \int_{\Omega} \frac{\partial}{\partial v_x} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \right) \left( \int_{\Omega} \Phi_0(x, y) \gamma^{\text{real}}(y) \, dy \right) \, dS_x \\
= \int_{\Omega} \left( \int_{\Omega} \frac{-(x-y)}{4\pi|x-y|^3} \gamma^{\text{real}}(y) \, dy \right) \left( \int_{\Omega} \frac{1}{4\pi|x-y|^3} \gamma^{\text{real}}(y) \, dy \right) \, dS_x,
\]  

(3.16)

which gives the following estimate:

\[
|C_R^{\text{real}}| \leq \frac{1}{16\pi^2} \int_{\Omega} \int_{\Omega} \left| \gamma^{\text{real}}(y) \right| \left( \int_{\Omega} \left| \gamma^{\text{real}}(y) \right| \, dy \right)^2 \, dS_x
= \frac{1}{16\pi^2} \int_{\Omega} \left( \int_{\Omega} \left| \gamma^{\text{real}} \right|^2 \right) \, dS_x.
\]
Substitution of (3.17) in (3.15) gives
\[
\int_{\Omega} \int_{\Omega} \Phi_0(x, y) \Upsilon^{\operatorname{real}}(x) \Upsilon^{\operatorname{real}}(y) \, dx \, dy \\
\geq \int_{\Omega} \left| \nabla_x \int_{\Omega} \Phi_0(x, y) \Upsilon^{\operatorname{real}}(y) \, dy \right|^2 \, dx - \frac{R^2 r^3}{3(R - r)^3} \sum_{m=1}^{M} \left| \tilde{C}_m X_m^{\operatorname{real}} \right|^2.
\] (3.18)

By considering the first term in the right-hand side of (3.13), and following the same procedure as mentioned in (3.15), (3.16) and (3.17), we obtain
\[
\int_{\Omega} \int_{\Omega} \Phi_0(x, y) \Upsilon^{\operatorname{img}}(x) \Upsilon^{\operatorname{img}}(y) \, dx \, dy \\
\geq \int_{\Omega} \left| \nabla_x \int_{\Omega} \Phi_0(x, y) \Upsilon^{\operatorname{img}}(y) \, dy \right|^2 \, dx - \frac{R^2 r^3}{3(R - r)^3} \sum_{m=1}^{M} \left| \tilde{C}_m X_m^{\operatorname{img}} \right|^2.
\] (3.19)

Under our assumption \( t > 0 \), (3.12), (3.13), (3.14), (3.18) and (3.19) lead to
\[
\langle B_r^{\operatorname{real}} C X^{\operatorname{real}}, C X^{\operatorname{real}} \rangle \\
\geq \frac{36t}{\pi^3 \, d^3} \left( \int_{\Omega} \left| \nabla_x \int_{\Omega} \Phi_0(x, y) \Upsilon^{\operatorname{real}}(y) \, dy \right|^2 \, dx - \frac{R^2 r^3}{3(R - r)^3} + \frac{\pi \, d^5}{60} \sum_{m=1}^{M} \left| \tilde{C}_m X_m^{\operatorname{real}} \right|^2 \right),
\] (3.20)
\[
\langle B_r^{\operatorname{real}} C X^{\operatorname{img}}, C X^{\operatorname{img}} \rangle \\
\geq \frac{36t}{\pi^3 \, d^3} \left( \int_{\Omega} \left| \nabla_x \int_{\Omega} \Phi_0(x, y) \Upsilon^{\operatorname{img}}(y) \, dy \right|^2 \, dx - \frac{R^2 r^3}{3(R - r)^3} + \frac{\pi \, d^5}{60} \sum_{m=1}^{M} \left| \tilde{C}_m X_m^{\operatorname{img}} \right|^2 \right).
\] (3.21)

Then (3.8), (3.20) and (3.21) imply
\[
\left( \min_{m=1}^{M} \lambda_{m_{\text{el}}}^{\min} - \frac{36t}{\pi^2 \, d^5} \left[ \frac{R^2 r^3}{3(R - r)^3} + \frac{\pi \, d^5}{60} \right] \max_{m=1}^{M} \lambda_{m_{\text{el}}}^{\max} \right) \sum_{m=1}^{M} \left\| X_m \right\|_2^2 \\
\leq 2 \left( \max_{m=1}^{M} \lambda_{m_{\text{el}}}^{\max} \right) \left( \sum_{m=1}^{M} \left\| X_m \right\|_2^2 \right)^{1/2} \left( \sum_{m=1}^{M} \left\| Y_m \right\|_2^2 \right)^{1/2}.
\] (3.22)

As we have \( R \) arbitrary, by tending \( R \) to \( \infty \), we can write (3.22) as
\[
\left( \min_{m=1}^{M} \lambda_{m_{\text{el}}}^{\min} - \frac{3t}{5 \pi \, d} \max_{m=1}^{M} \lambda_{m_{\text{el}}}^{\max} \right) \sum_{m=1}^{M} \left\| X_m \right\|_2^2 \\
\leq 2 \left( \max_{m=1}^{M} \lambda_{m_{\text{el}}}^{\max} \right) \left[ \left( \sum_{m=1}^{M} \left\| X_m \right\|_2^2 \right)^{1/2} \left( \sum_{m=1}^{M} \left\| Y_m \right\|_2^2 \right)^{1/2} \right].
\] (3.23)

which yields
\[
\sum_{m=1}^{M} \left\| X_m \right\|_2^2 \leq 4 \left( \min_{m=1}^{M} \lambda_{m_{\text{el}}}^{\min} - \frac{3t}{5 \pi \, d} \max_{m=1}^{M} \lambda_{m_{\text{el}}}^{\max} \right)^{-2} \left( \max_{m=1}^{M} \lambda_{m_{\text{el}}}^{\max} \right)^2 \sum_{m=1}^{M} \left\| Y_m \right\|_2^2.
\] (3.24)
Thus, if \( \left( \max_{1 \leq m \leq M} \lambda_{\text{max}}^{a} \right) < t^{-1} \left( \frac{2\pi}{\mu} d \min_{1 \leq m \leq M} \lambda_{\text{min}}^{a} \right) \) then the matrix \( B \) in algebraic system (2.100) is invertible and the estimate (3.23) and so (3.2) holds.

Corollary 3.3 If \( (\lambda + 2\mu)^{2} \left( \max_{1 \leq m \leq M} C_{a}^{m} \right)^{2} < t^{-1} \left( \frac{2\pi}{\mu} d \min_{1 \leq m \leq M} C_{a}^{m} \right) \), then the matrix \( B \) is invertible and the solution vector \( \tilde{Q} \) of (2.100) satisfies the estimate:

\[
\sum_{m=1}^{M} \| \tilde{Q}_{m} \|_{2} \leq 2 \left( 1 - \frac{3t}{5\pi} \frac{\lambda_{\text{max}}^{a} - \frac{2}{\mu} \max_{m=1}^{M} C_{a}^{m}}{d \min_{m=1}^{M} C_{a}^{m}} \right)^{-1} \left( \frac{M}{\max_{m=1}^{M} C_{a}^{m}} \right) M \max_{m=1}^{M} \| U^{\dagger}(z_{m}) \|_{2} \lambda_{\text{max}}^{a} \max_{m=1}^{M} \| U^{\dagger}(z_{m}) \|_{2} .
\] (3.25)

Proof of Corollary 3.3 Let us assume the condition \( (\lambda + 2\mu)^{2} \left( \max_{1 \leq m \leq M} C_{a}^{m} \right)^{2} < t^{-1} \left( \frac{2\pi}{\mu} d \min_{1 \leq m \leq M} C_{a}^{m} \right) \), then from Lemma 3.1 the sufficient condition of Lemma 3.2 is satisfied and hence (3.2) holds. Now, by applying the norm inequalities to (3.2), we obtain

\[
\sum_{m=1}^{M} \| \tilde{Q}_{m} \|_{2} \leq 2 \left( \frac{\min_{m=1}^{M} \lambda_{\text{max}}^{a} - \frac{3t}{5\pi} \max_{m=1}^{M} \lambda_{\text{max}}^{a} }{d \min_{m=1}^{M} C_{a}^{m}} \right)^{-1} \left( \frac{M}{\max_{m=1}^{M} C_{a}^{m}} \right) M \max_{m=1}^{M} \| U^{\dagger}(z_{m}) \|_{2} \lambda_{\text{max}}^{a} \max_{m=1}^{M} \| U^{\dagger}(z_{m}) \|_{2} .
\] (3.26)

Now, again by applying Lemma 3.1 to the above inequality (3.26) gives the result (3.25).

A Appendix

The object of this section is to derive some used properties of the single layer operator \( S_{D_{\epsilon}} : L^{2}(\partial D_{\epsilon}) \rightarrow H^{1}(\partial D_{\epsilon}) \) defined by

\[
(S_{D_{\epsilon}} \psi)(x) := \int_{\partial D_{\epsilon}} \Gamma_{\epsilon_{\omega}}(x, y) \psi(y) \, dy .
\] (A.1)

Lemma A.1 There exists \( \epsilon_{0} \) such that if \( \epsilon < \epsilon_{0} \) then the operator \( S_{D_{\epsilon}} \) is invertible.

Proof of Lemma A.1 Proof of this Lemma follows as the one of Proposition 2.1.

Lemma A.2 Let \( \phi \in H^{1}(\partial D_{\epsilon}) \) and \( \psi \in L^{2}(\partial D_{\epsilon}) \). Then,

\[
S_{D_{\epsilon}} \psi = \epsilon \left( S_{D}^{\epsilon} \psi \right)^{\dagger} ,
\] (A.2)

\[
S_{D_{\epsilon}}^{-1} \phi = \epsilon^{-1} \left( S_{D}^{\epsilon^{-1}} \phi \right)^{\dagger}
\] (A.3)

and

\[
\| S_{D_{\epsilon}} \|_{L(H^{1}(\partial D_{\epsilon}), L^{2}(\partial D_{\epsilon}))} \leq \epsilon^{-1} \| S_{D}^{\epsilon^{-1}} \|_{L(H^{1}(\partial B), L^{2}(\partial B))}
\] (A.4)

with \( S_{D}^{\epsilon}_{\psi} \hat{\psi}(\xi) := \int_{\partial B} \Gamma_{\epsilon_{\omega}}(\xi, \eta) \hat{\psi}(\eta) \, d\eta \).

Proof of Lemma A.2

- We have,

\[
S_{D_{\epsilon}} \psi(x) = \int_{\partial D_{\epsilon}} \Gamma_{\epsilon_{\omega}}(x, y) \psi(y) \, dy
\]

\[
= \int_{\partial B} \frac{1}{\epsilon} \Gamma_{\epsilon_{\omega}}(\xi, \eta) \psi(\epsilon \eta + z) \epsilon^{2} d\eta
\]

\[
= \epsilon S_{D}^{\epsilon}_{\psi}(\xi).
\]

The above gives us (A.2).
• The following equalities, using (A.2),

\[ S_{D_1} \left( S_{B_1}^{-1} \phi \right) = \epsilon \left( S_{B_1} S_{B_1}^{-1} \phi \right) = \epsilon \phi \]

provides us (A.3).

• We have from the estimate,

\[ \| S_{D_1}^{-1} \|_{L^2(\partial D_1)} \leq \frac{\| S_{D_1}^{-1} \phi \|_{L^2(\partial B)}}{\| \phi \|_{H^1(\partial D_1)}} \leq \frac{\epsilon \| S_{D_1}^{-1} \phi \|_{L^2(\partial B)}}{\| \phi \|_{H^1(\partial B)}} \]

\[ = \epsilon^{-1} \| S_{B_1}^{-1} \|_{L^2(\partial B)} \cdot \]
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