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Abstract—Hyperspectral unmixing (HU) plays a fundamental role in a wide range of hyperspectral applications. It is still very challenging due to the common presence of outlier channels and the large solution space. To address the above two issues, we propose a novel model by emphasizing both robust representation and learning-based sparsity. Specifically, we apply the $\ell_{2,1}$-norm to measure the representation error, preventing outlier channels from dominating our objective. In this way, the side effects of outlier channels are largely relieved. Besides, we observe that the mixed level of each pixel varies over image grids. Based on this observation, we exploit a learning-based sparsity method to simultaneously learn the HU results and a sparse guidance map. Via this guidance map, the sparsity constraint in the $\ell_p, 0 < p \leq 1$-norm is adaptively imposed according to the learnt mixed level of each pixel. Compared with state-of-the-art methods, our model is better suited to the real situation, thus expected to achieve better HU results. The resulted objective is highly non-convex and non-smooth, and so it is hard to optimize. As a profound theoretical contribution, we propose an efficient algorithm to solve it. Meanwhile, the convergence proof and the computational complexity analysis are systematically provided. Extensive evaluations verify that our method is highly promising for the HU task—it achieves very accurate guidance maps and much better HU results compared with state-of-the-art methods.

Index Terms—Robust Representation and Learning-based Sparsity (RRLbS), Sparse Guidance Map, Mixed Pixel, Hyperspectral Unmixing (HU), Hyperspectral visualization.

I. INTRODUCTION

Hyperspectral unmixing (HU) is one of the most fundamental processes for various hyperspectral applications, such as sub-pixel mapping [1], high-resolution hyperspectral imaging [2], hyperspectral enhancement [3], hyperspectral compression and reconstruction [4], hyperspectral visualization and understanding [5], [6], detection and identification substances in the scene [3], [7] etc. Generally, the goal of HU is to break down each pixel spectrum into a set of “pure” spectra (called endmembers such as the spectra of water, grass, tree etc.), weighted by the corresponding proportions, called abundances. Formally, HU methods take in a hyperspectral image with $L$ channels and $N$ pixels, and assume that each pixel $\mathbf{x} \in \mathbb{R}^L_+$ is a composite of $K$ endmembers $\{\mathbf{m}_k\}_{k=1}^K \in \mathbb{R}^L_+$. Specifically, the linear combinatorial model is the most popular one

$$\mathbf{x} = \sum_{k=1}^K \mathbf{m}_k a_k, \quad \text{s.t. } a_k \geq 0 \quad \text{and} \quad \sum_{k=1}^K a_k = 1, \quad (1)$$

where $a_k$ is the composite abundance of the $k^{th}$ endmember. In the unsupervised setting, both endmembers $\{\mathbf{m}_k\}_{k=1}^K$ and abundances $\{a_k\}_{k=1}^K$ are unknown. Such case makes the objective function non-convex and the solution space very large [6], [8]. Thus, reasonable prior knowledge is required to restrict the solution space, or even to bias the solution toward good stationary points.

To shrink the solution space, various constraints are imposed upon abundances [8], [7], [9], [10], [11] as well as upon endmembers [12], [13]. Although, these methods work to some extent, they are far from optimal for the following two reasons. First, the side effects of blank or badly degraded channels are ignored by the existing methods. As many degraded channels deviate significantly from the majority of hyperspectral channels, the objective of existing methods is easily dominated by outlier channels, leading to a failure learning. Second, almost all existing constraints are roughly imposed at the same strength for all factors. Such implementation does not meet the practical situation; an example is illustrated in Fig. 1, where the sparse level of each pixel varies over image grids. Therefore, it is more reasonable to impose an individual strength of sparse constraints according to the mixed level of each pixel, rather than roughly impose the same strength of sparse constraints for all pixels. It is expected that the more accurate priors would bias the solution to the more satisfactorily local minima.

To alleviate the above two problems, we propose a novel method, named effective spectral unmixing via robust representation and learning-based sparsity (RRLbS) for the HU task. Specifically, the $\ell_{2,1}$-norm is employed to measure the representation loss, preventing large errors from dominating our objective. In this way, the robustness against outlier channels is greatly enhanced. Besides, a learning-based sparsity method is exploited to individually impose the sparsity constraint according to the mixed level of each pixel. The main contributions of this work are summarized as follows.
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• It is the side influences of badly degraded channels that are generally ignored by existing methods. To our knowledge, in the HU field, this is the first work to propose the $\ell_{2,1}$-norm based robust model to relieve the side effects of outlier channels.

• Besides, we propose a novel learning-based sparsity method to simultaneously learn the HU results and a guidance map. Through this guidance map, the mixed level of every pixel is described and respected by imposing an individual sparsity constraint according to the mixed level of each pixel. Such implementation helps to achieve highly encouraging HU results and guidance maps.

• We propose an efficient algorithm to solve the joint $\ell_{2,1}$-norm and $\ell_p$-norm based objective, which is highly non-convex, non-smooth and challenging to solve. Both theoretical and empirical analyses are conducted to verify its convergence property. Besides, the computational complexity analysis is theoretically analyzed as well.

The rest of this paper is organized as below: in Section II, the related HU work is systematically reviewed. Section III presents the new model (RRLbS) and its physical motivations. The algorithm as well its theoretical convergence proof and computational complexity analysis are given in Section IV. Then, extensive evaluations are provided in Section V. Finally, the conclusion of this work is drawn in Section VI.

II. PREVIOUS WORK

The existing HU methods are typically categorized into three types: supervised methods [3], [4], weakly supervised methods [14], [15] and unsupervised methods [16], [17], [9], [18], [7], [13]. For the supervised methods, the endmembers are given in advance; only the abundances need to estimate. Although in this way, the HU problem is greatly simplified, it is usually inconvenient or intractable to obtain feasible endmembers in a supervised manner, thus, hampering the acquisition of good estimations.

Accordingly, the weakly supervised methods [14], [15] has been proposed. A large library of substance spectra have been collected by a field spectrometer beforehand. Then, the HU task becomes the problem of finding the optimal subset of spectra in the library that can best represent all pixels in the scene [14]. Unfortunately, the library is far from optimal for the fact that the spectra in it are not standardly unified. First, for different hyperspectral sensors, the spectral shape of the same substance are generally inconsistent. Second, for various hyperspectral images, the length of pixel spectra is largely different as well—for example some images have 100 channels, while another has 224 channels. Finally, the recording conditions are highly different as well—some hyperspectral images are captured far from the outer space, while some hyperspectral images are obtained from the airplane or ground. Due to the atmospheric effects etc., the different recording condition would lead to different spectral appearances. In short, the weakness of the library brings side effects on this kind of methods.

More commonly, the endmembers are selected from the image itself to ensure spectral coherence [3] and the unsupervised HU methods are preferred. The unsupervised HU methods could be generally categorized into two types: geometric methods [19], [20], [21], [22], [23], [24] and statistical ones [25], [26], [27], [28], [29]. The geometric methods usually exploit the simplex to model the distribution of spectral pixels. The vertices are treated as endmembers. Perhaps, N-FINDR and Vertex Component Analysis (VCA) are the most typical geometric methods. For N-FINDR, the endmembers are extracted by inflating a simplex inside the hyperspectral pixel distribution and treating the vertices of a simplex with the largest volume as endmembers [30]. VCA projects all pixels onto a direction orthogonal to the simplex spanned by the chosen endmembers; the new endmember is identified as the extreme of the projection. Although these methods are simple and fast, they suffer from the requirement of pure pixels, which is usually unreliable in practice [9], [7], [31].

Accordingly, many statistical methods have been proposed for or applied to the HU problem, among which the Non-negative Matrix Factorization (NMF) [32] and its extensions are the most popular. The goal of NMF is to find two nonnegative matrices to approximate the original matrix with their product [11]. There are two valuable reasons to apply the nonnegative constraint on both factor matrices. First, both endmembers and abundances should be nonnegative. Such case means that the NMF model is physically suited to the HU task. Second, the nonnegative constraint only allows for additive combinations, yielding a parts-based representation [11]. This parts-based property enables factor results more intuitive and interpretable, as existing studies on psychological and physiological field have shown human brain also works in the parts-based manner [33], [34].

Although NMF is well adapted to applications of face analysis [35], [36] and documents clustering [37], [38], the objective function is non-convex, naturally resulting in a large solution space [39]. Many extensions have been proposed by employing all kinds of priors to restrict the solution space. For the HU task, the priors are imposed either upon abundances [7], [10], [8] or upon endmembers [12], [13]. For example, the Local Neighborhood Weights regularized NMF method [10] (W-NMF) assumes that the hyperspectral pixels are distributed on a manifold structure and exploits appropriate weights in the local neighborhood to enhance the spectral and spatial information [40]. This information could be eventually transferred to the abundance space via the Laplace graph constraint. Actually, this constraint has a smooth impact. It will weaken the parts-based property of NMF.

Inspired by MVC-NMF [12], Wan et al. [13] proposed the EDC-NMF method. The basic assumption is originated from two perspectives. First, due to the high spectral resolution of hyperspectral sensors, the endmember signal should be smooth itself. Besides, the endmember signals should possess distinct shapes so that we can separate out different materials [3]. However, in their algorithm, they take a derivative along the endmember vector, introducing negative values to the updating rule. To make up this drawback, the elements in the endmember matrix are required to project to a given nonnegative value $\xi (10^{-10}$, say) after each iteration. Consequently, the regularization parameters could not be chosen freely, which
limits the efficacy of this method.

The sparsity-based methods are the most successful methods for the HU task. They assume that in hyperspectral images most pixels are mixed by a subset of endmembers, rather than all endmembers, thus employing various kinds of sparse constraints on abundances. Specifically, the $\ell_{1/2}$-NMF [7] is a state of the art sparsity regularized NMF method that is derived from Hoyer’s lasso regularized NMF [41]. The lasso constraint [42], [43] could not enforce sparser when the full additivity constraint is used, limiting the effectiveness of this method [7]. Thus, Qian et al. exploits the $\ell_p$ ($p = 1/2$)-norm to regularize the abundances as it has been proved by Fan et al. [44] that the $\ell_p$ ($p = 1/2$) constraint could obtain sparser solutions than the $\ell_1$-norm does.

Although the related methods work to some extent, they are far from the optima. Thus, we propose a new method by emphasizing both robust representation and learning-based sparsity. Through the former, the side effects of outlier channels are greatly relieved. While via the latter, it is more likely to bias the HU solution to some suited stationary points in the large solution space.

III. RRLbs: Robust Representation and Learning-based Sparsity

In this section, we propose a novel model by emphasizing both robust representation and learning-based sparsity. To relieve the side influences of badly degraded channels, the $\ell_{2,1}$-norm, rather than $\ell_2$-norm, is employed to measure the representation loss, preventing too large errors from dominating our objective. Then, a learning-based sparsity method is proposed to update a guidance map, by which the sparse constraint could be individually imposed according to the mixed level of each pixel. Such implementation is more reasonable, thus expected to get better HU results.

**Notation.** In this paper, we use boldface uppercase letters to denote matrices and boldface lowercase letters to represent vectors. Given a matrix $X = \{X_{in}\} \in \mathbb{R}^{L \times N}$, we denote the $l$th row and $n$th column as $x_l \in \mathbb{R}^{1 \times N}$ and $x_n \in \mathbb{R}^L$ respectively. $X_{in}$ is the $(l, n)$-th entry in the matrix. A nonnegative matrix is denoted as $X \succeq 0$ or $X \in \mathbb{R}^{+ \times N}$. The $\ell_{2,1}$-norm of matrices is defined as $\|X\|_{2,1} = \sum_l \left(\sum_{n=1}^N x_{ln}^2\right)^{1/2}$.

**Problem formalization.** In the HU problem, we are often given a hyperspectral image of $N$ pixels and $L$ channels, which is denoted by a nonnegative matrix $X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}_+^{L \times N}$. From the linear mixture perspective, the goal of HU is to find two nonnegative matrices to well approximate all $K$ matrices with their product. Formally, the discrepancy between $X$ and its representation $\tilde{X}$ is modeled as

$$\min_{M, A} \|X - \tilde{X}\|_F,$$

**Figure 2.** $\ell_p$ ($0.5 \leq p \leq 1$)-norm versus $\ell_2$-norm in shape. Compared with the $\ell_2$-norm, $\ell_1$ is more capable of preventing large errors from dominating the objective energy. Compared with the $\ell_1$ sparse constraint, $\ell_p$ ($0.5 \leq p < 1$) tends to find a sparser solution [44], [7].

$$\min_{M,A} \sum_{l=1}^N \|x_l - m^l A\|_2^2, \quad \text{s.t. } M \succeq 0, A \succeq 0,$$ (3)

where $x_l$ is the $l$th channel (i.e. row vector) in $X$; $m^l$ is the $l$th channel in $M$. Similar to the existing least square minimization based models in machine learning and statistics [48], [49], (3) is sensitive to the presence of outlier channels [46]. However, from the perspective of remote sensing, hyperspectral images are very likely to contain outlier channels. This is owing to the following two reasons. First, due to the high spectral resolution of hyperspectral sensors, it receives very little energy from a narrow wavelength range when producing each hyperspectral channel. In this way, the imaging information is highly easy to be overwhelmed by various kinds of noises. Second, the bad imaging conditions are responsible for the degraded channels as well—when imaging from the outer space or airplanes, due to the water vapor and the atmospheric effects etc., the hyperspectral channels are easy to be blank or badly noised. Specifically, many noised channels deviate significantly from the majority of the hyperspectral channels. They are actually outlier channels.

To identify the outlier channels and to relieve the side effects they cause, a robust loss in the $\ell_{2,1}$-norm is proposed

$$\min_{M,A} \sum_{l=1}^N \|x_l - m^l A\|_2, \quad \text{s.t. } M \succeq 0, A \succeq 0.$$ (4)

Considering all the row vectors together, the objective (4) becomes the concise matrix format:

$$\min_{M,A} \sum_{l=1}^N \|X - MA\|_2, \quad \text{s.t. } M \succeq 0, A \succeq 0.$$ (5)

In our new model, the $\ell_{2,1}$-norm is applied to the representation loss—the $\ell_1$-norm is imposed among channels and the $\ell_2$-norm is used for pixels. As the $\ell_1$-loss is capable of preventing
large representation errors to dominate the objective, as shown in Fig. 2. The side effects of outlier channels are greatly reduced and the robustness of the HU task is enhanced.

B. Learning-based Sparsity Constraint via the Guidance Map

Existing methods generally impose an identical strength of sparsity constraints for all the pixels,
\[ J(A) = \sum_{n=1}^{N} \|a_n\|_1, \quad J(A) = \sum_{n=1}^{N} \|a_n\|_{1/2}. \]
However, the mixed level of each pixel varies over image grids, as shown in Fig. 1. It is more reasonable to impose an individual sparsity constraint according to each pixel. To this end, we propose an iterative method to learn a guidance map \( h \in \mathbb{R}^N_+ \), by which the sparsity constraint in the \( \ell_p \) (0.5 ≤ \( p \) ≤ 1)-norm will be individually applied as
\[ J(A) = \sum_{n=1}^{N} \|a_n\|_{1-h_n} = \sum_{n=1}^{N} \sum_{k=1}^{K} |A_{kn}|^{1-H_{kn}}, \tag{6} \]
where \( \|a\|_p = \sum_k |a_k|^p \), \( h_n \) is the \( n \)th entry in the guidance map \( h \), reflecting the mixed level of the \( n \)th pixel; \( H_{kn} \) is the \((k,n)\)-th element in the matrix \( H = 1_K h^T; 1_K \) is the column vector of all ones with length \( K \). For each pixel \( x_n \), the choice of \( p \) is solely dependent upon the corresponding guidance value \( h_n \), performing a nonlinearly weighting role for the sparsity constraint upon \( a_n \). Specifically, as the sparsity of \( \ell_p \) solution increases as \( p \) decreases [44], [47], [7], a smaller \( 1-h_n \) (\( \forall n = 1,2,\ldots,N \)) will impose a stronger sparse constraint on \( a_n \). In this way, the sparse constraint is individually imposed for each pixel. The matrix format of (6) is
\[ J(A) = \|A^{1-H}\|_1, \tag{7} \]
where \( A^{1-H} = \left[(A_{kn})^{1-H_{kn}}\right] \in \mathbb{R}^{K \times N} \) is an element-wise exponential operation.

The remaining problem is how to learn the optimal guidance map \( h^* \in \mathbb{R}^N_+ \). Obviously, \( h^* \) is crucially dependent upon the mixed level of each pixel, i.e. the sparse level of the optimal abundance \( A^* \). In other words, if pixel \( x_n \) is highly mixed (i.e. the abundance \( a_n^* \) is weakly sparse), \( h_n \) will be small; once \( x_n \) is highly “pure” (i.e. \( a_n^* \) is largely sparse), \( h_n \) will be large. However, the mixed level of each pixel is unavailable due to the unknown of the optimal abundance.

To achieve an optimal guidance map, here we will propose a two-step strategy. First, a heuristic strategy is used to get an initial guess. Then a learning-based updating rule is exploited to generate a sequence of improved estimates until they reach a stable solution.

We observe that pixels in the transition area or image edges are very likely be highly mixed [6]. Accordingly, we propose a heuristic strategy to get an initial guidance map:
\[ h_i = \sum_{j \in N_i} s_{ij}, \quad \forall i \in \{1,2,\ldots,N\}, \tag{8} \]
where \( N_i \) is the neighborhood of \( x_i \), that includes four neighbors; \( s_{ij} \) is a similarities measured as
\[ s_{ij} = \exp\left(-\frac{\|x_j - x_i\|^2}{\sigma}\right), \quad \sigma \in [0.005, 0.08] \]
is an easily tuned parameter. In this way, the pixels in the transition area are treated as mixed pixels. However, there is one vital problem with (8)—this heuristic strategy could only tackle with pixels in the sudden change area. For the vast smooth areas, the mixed information is intractable to achieve. Thus, other strategies are required.

Perhaps, the most direct clue to obtain guidance maps is the intrinsical correlation with the optimal abundance \( A^* \), that is \( h^*_n = S(a^*_n), \forall n \in \{1,2,\ldots,N\} \), where
\[ S:\left(\bigcup_{K \geq 1} \mathbb{R}^K\right) \rightarrow \mathbb{R}_+, \]
is a sparsity measure that maps real vectors to a nonnegative value [50]. Although the optimal abundance \( A^* \) is unavailable, the updating abundance \( A^{(t)} \) is available after the \( t \)th iteration.

If \( A^{(t)} \rightarrow A^* \) over iteration steps, we could always generate a sequence of improved estimates towards the optimal guidance map, that is \( h^{(t)} \rightarrow h^* \), by using the dependence of \( h^{(t)}_n = S\left(a^{(t)}_n\right), h^{(t)} = \left\{h^{(t)}_n\right\} \). In turn, the learnt \( h^{(t)} \) helps to impose an improved individual sparsity constraint for each pixel, eventually leading to a more reliable unmixing result. This iterative process is supposed to generate a sequence of ever improved estimates until convergences.

Specifically, due to the good property [50], we use the Gini index to measure the sparse level of each abundance vector. Given a vector \( a \) with its elements sorted as \( a_{(1)} \leq a_{(2)} \leq \cdots \leq a_{(K)} \), the Gini index is defined as
\[ S(a) = 1 - 2 \sum_{k=1}^{K} \frac{a_{(k)}}{|a|_1} \left(\frac{K-k+\frac{1}{2}}{K}\right). \tag{9} \]
In this way, large elements have a smaller weight than the small elements in the sparse measure, avoiding the situation where smaller elements have negligible (or no) effect on the measure of sparsity [50].

C. Robust HU Model via Joint \( \ell_{2,p} \)-Norm and \( \ell_p \)-Norm

Considering the robust representation loss (5) and the pixel-level sparsity constraint (7) together, the overall HU objective (RRLbS) is given by
\[ \min_{M \geq 0, A \geq 0} \quad O = \frac{1}{2} \|X - MA\|_{2,1} + \lambda \|A^{1-H}\|_1, \tag{10} \]
where \( \lambda \) is a nonnegative balancing parameter. Due to the non-convex and non-smooth property of (10), the above objective is very challenging to solve. The efficient solver as well as its convergent proofs and computational complexity analyses will be systematically provided in the next section.
IV. AN EFFICIENT ALGORITHM FOR RRLbS

Since (10) is highly non-convex and non-smooth in M and A, the final objective (10) is challenging to solve. As a profound theoretical contribution, we propose an efficient iterative algorithm to solve the joint $\ell_{2,1}$-norm and $\ell_p$-norm based model. We first introduce how to efficiently solve (10) and then give a systematic analysis to the proposed solver, including its convergence and computation complexity.

A. Updating Rules for RRLbS

To ensure the Lipschitz condition [51], [6] of the learning-based sparsity constraint, we reformulate our model as

$$\min_{M \geq 0, A \geq 0} \mathcal{O} = \frac{1}{2} \|X - MA\|_{2,1} + \lambda \left\| (A + \xi)^{1-H} \right\|_1,$$  \hspace{1cm} (11)

where $\xi$ is a small positive value adding to every entry in A. It is obvious that (11) is reduced to (10) when $\xi \to 0$.

Then, to deal with the nonnegative constraint on M and A, the Lagrangian multiplier is used, resulting in the following objective

$$\min_{M, A} L = \frac{1}{2} \|X - MA\|_{2,1} + \lambda \left\| (A + \xi)^{1-H} \right\|_1$$  \hspace{1cm} (12)

$$+ \text{Tr} \left( \Lambda M^T \right) + \text{Tr} \left( \Gamma A^T \right),$$

where $\Lambda \in \mathbb{R}^{L \times K}$ and $\Gamma \in \mathbb{R}^{K \times N}$ are the Lagrangian multipliers of the inequality constraints $M \geq 0$ and $A \geq 0$ respectively. There are two variable matrices in (12). Thus, an alternate algorithm is proposed. Specifically, the solution with respect to $\{M, A\}$ is given in the following theorem.

**Theorem 1.** An updated point $\{M, A\}$ could be achieved via the updating rules as

$$M_{lk} \leftarrow M_{lk} \frac{(UXA^T)_{lk}}{(UMAA^T)_{lk}}$$  \hspace{1cm} (13)

$$A_{kn} \leftarrow A_{kn} \frac{(M^T U M A + \lambda (1 - H) \circ (A + \xi)^{-H})_{kn}}{(M^T U M A + \lambda (1 - H) \circ (A + \xi)^{-H})_{kn}},$$  \hspace{1cm} (14)

where $U \in \mathbb{R}_+^{L \times L}$ is a positive-definite and diagonal matrix with the $l$th diagonal entry as $U_{ll} = \frac{1}{2} \left\| (MA - X)_{l} \right\|_2^2$; $\circ$ is the Hadamard product between matrices; $A^{-H}$ is an element-wise exponential operation.

**Proof:** According to the constrained optimization, a stationary point of (12) could be achieved by differentiating (12), setting the partial derivatives to zero and considering the Karush-Kuhn-Tucker (KKT) optimality conditions [52], [53]. This amounts to a two-step strategy. First, setting the partial derivatives to zero, we have

$$\nabla_M L = U (MA - X) A^T + \Lambda = 0$$

$$\nabla_A L = M^T U (MA - X) + \Gamma + \lambda (1 - H) \circ (A + \xi)^{-H} = 0.$$ \hspace{1cm} (16)

In this manner, we give the solver for the objective (11). Given any positive and diagonal matrix $D \in \mathbb{R}_+^{K \times K}$, $\{MD, D^{-1}A\}$ constitutes an uncertainty of the solution $\{M, A\}$, that is $(MD) (D^{-1}A) = MA$. To get rid of this uncertainty, we adjust each row of A to be unit $\ell_1$-norm or unit $\ell_2$-norm, and scale the columns of M accordingly

$$M_{lk} \leftarrow M_{lk} \|a^k\|_1, \quad A_{kn} \leftarrow A_{kn} / \|a^k\|. \hspace{1cm} (17)$$

As mentioned before, the most direct clue to estimate the guidance map $h$ is the crucial dependence upon abundances. Once getting the stable abundance $A$, $h$ could be efficiently solved via the Gini index (9) as

$$H = 1_K h^T, \quad h = S(A). \hspace{1cm} (18)$$

Note that, to satisfy the $\ell_p$ sparse constraint in (6), every value in the guidance map needs to be scaled into the range of $[0, 0.5]$, that is

$$h_n \leftarrow \frac{h_n - \min(h)}{2 \max(h) - \min(h)}, \quad \forall n \in \{1, 2, \cdots, N\}.$$\hspace{1cm}

The solver for the RRLbS model (10) is given in Algorithm 1.

B. Convergence Analysis

To ensure the reliability of (13) and (14), we would like to analyze their convergence property.
Lemma 2. The updating rules (13) and (14) are equivalent to the following updating rules

\[
\hat{M}_{lk} \leftarrow \hat{M}_{lk} \left( \frac{\hat{X}A^T}{\hat{M}AA^T} \right)_{lk}
\]

(19)

\[
A_{kn} \leftarrow A_{kn} \left( \frac{\hat{M}^T \hat{X}}{\hat{M}^T \hat{M}A + \lambda (1 - H) \circ (A + \xi)^{-H}} \right)_{kn}
\]

(20)

where \( \hat{M} = \hat{U}^T \hat{M} \hat{X} = \hat{U}^T \hat{X} \). This means that the objective (10) is equivalent to (19) and (20).

Proof: Considering \( \hat{M} = \hat{U}^T \hat{M} \hat{X} = \hat{U}^T \hat{X} \) and that \( \hat{U} \) is a positive-definite and diagonal matrix, the updating rules (19) and (20) become

\[
\hat{U}^T M_{lk} \leftarrow \hat{U}^T M_{lk} \left( \frac{\hat{U} \hat{X} A^T}{\hat{U} \hat{M} A A^T} \right)_{lk}
\]

(21)

\[
A_{kn} \leftarrow A_{kn} \left( \frac{M^T U Y}{M^T U M A + \lambda (1 - H) \circ (A + \xi)^{-H}} \right)_{kn}
\]

(22)

Since \( \left( \hat{U}^T Y \right)_{lk} = U_{lk}^T Y_{lk}, \forall Y \in \mathbb{R}^{L \times K} \), we have the following derivations

\[
\left( \frac{\hat{U} \hat{X} A^T}{\hat{U} \hat{M} A A^T} \right)_{lk} \left( \frac{\hat{U} \hat{X} A^T}{\hat{U} \hat{M} A A^T} \right)_{lk} = \left( U X A^T \right)_{lk} \left( U M A^T \right)_{lk} = \left( U X A^T \right)_{lk} \left( U M A^T \right)_{lk}
\]

(23)

Substituting (23) into (21), we have

\[
M_{lk} \leftarrow M_{lk} \left( \frac{U X A^T}{U M A^T} \right)_{lk}
\]

(24)

Since the updating rules (24), (22) are exact the same as the updating rules (13), (14), we have proved Lemma 2.

Theorem 3. The objective (10) is non-increasing by using the updating rules (13) and (14).

Proof: Based on the partial derivatives (15), (16), it is obvious that the updating rules (13), (14) compute the optimal solution of the following problem,

\[
\min_{M \geq 0, A \geq 0} \frac{1}{2} \text{Tr} \left\{ (X - MA)^T U (X - MA) \right\} + \lambda \left\| (A + \xi)^{1-H} \right\|_1
\]

(25)

which is equivalent to the objective as:

\[
\min_{M \geq 0, A \geq 0} \frac{1}{2} \left\| \hat{X} - \hat{M} \hat{A} \right\|_F + \lambda \left\| (A + \xi)^{1-H} \right\|_1
\]

(26)

where \( \hat{M} = U^T \hat{M}, \hat{X} = U^T \hat{X} \). It has been proved in [6] that (26) is non-increasing under the updating rules (19), (20). Because (25) is the same problem as (26), and the updating rules (13), (14) are equivalent to (19), (20), as analyzed in Lemma 2, we infer that the objective (25) is non-increasing under the updating rules (13), (14) as well. For each iteration, we denote the updated \{\hat{M}, \hat{A}\} as {\hat{M}, \hat{A}}. Thus, we have the following inequalities

\[
\frac{1}{2} \text{Tr} \left\{ \hat{E}^T \hat{U} \hat{E} \right\} + \lambda \left\| (\hat{A} + \xi)^{1-H} \right\|_1
\]

(27)

where \( \hat{E} = X - \hat{M} \hat{A} \) and \( \hat{E} = X - \hat{M} \hat{A} \). This amounts to

\[
\frac{1}{2} \text{Tr} \left\{ \hat{E}^T \hat{U} \hat{E} \right\} + \lambda \left\| (A + \xi)^{1-H} \right\|_1
\]

(28)

Given the function \( f(x) = x - \frac{x^2}{2\alpha} \) for any \( x \in \mathbb{R} \), \( f(x) \leq f(\alpha) \) holds for any \( x \in \mathbb{R} \). Thus, we have

\[
\sum_{i=1}^{L} \| e_i^2 \|^2 - \sum_{i=1}^{L} \| e_i^2 \|^2 \leq \sum_{i=1}^{L} \| e_i^2 \|^2 - \sum_{i=1}^{L} \| e_i^2 \|^2.
\]

(29)

Combining the inequalities of (27) and (28), together, we have the inequality as

\[
\sum_{i=1}^{L} \| e_i^2 \|^2 + \lambda \left\| (A + \xi)^{1-H} \right\|_1
\]

(29)

which is equivalent to the inequality

\[
\frac{1}{2} \| X - \hat{M} \hat{A} \|_2 + \lambda \left\| (A + \xi)^{1-H} \right\|_1
\]

(30)

In this way, we have proven Theorem 3.

C. Computational Complexity Analysis

Theoretically, the computational complexity is important for algorithms. In this section, we analyze the additional computational cost of our method compared with the standard NMF. To give a precise comparison, the arithmetic operations of addition, multiplication, division and exponent, are counted in each iteration.

Based on the updating rules (13) and (14), it is easy to summarize the counts of operations in Table I, where the notations are listed in Table II. For RRLbS, it is important to note that \( \hat{U} \) is a positive-defined diagonal matrix. This property facilitates the speed of computational costs. For example, it only costs \( L \) exponent operations to compute the exponent of \( U \in \mathbb{R}^{L \times L} \), that is \( U^\alpha = \{ U_{il} \}_{i=1}^{L} \), \forall \alpha \in \mathbb{R} \). While for a normal matrix \( V \in \mathbb{R}^{L \times L} \) of the same size, it costs \( O(L^3) \) to get the inverse matrix \( V^{-1} \) (\( \alpha = -1 \)), which could also be treated as an exponent operation. The cost of matrix multiplication \( UM \) is greatly saved as well; it costs \( LK \) multiplication for our case. While for a normal \( V \in \mathbb{R}^{L \times L} \), it takes \( L^2K \) multiplication and \( L^2K - LK \) addition to get \( VM \).

Apart from the updating costs, RRLbS costs \( O(4LN) \) to get the initial guidance map and \( O(NK + NK \log K) \) to get an
updated one. If the updating process stops after \( t \) steps and the learning-based guidance map updates after each \( q \) (typically 10) iterations, the total cost of RRLbS is

\[
O \left( \frac{tKLN + 4LN + \frac{t}{q} (NK + NK \log K)}{q} \right).
\]

While the total cost of NMF is \( O(tKLN) \). Generally \( N \gg \max \{L, K\} \), the computational complexities of RRLbS and NMF are of the same magnitude.

V. EVALUATION

In this section, extensive experiments are conducted to evaluate the effectiveness of our method in the HK task.

A. Datasets

Three real hyperspectral datasets are used in the experiments. The important information of these datasets is listed below. Specifically, the ground truth is obtained by the method introduced in \([17],[9],[18]\).

Urban is one of the most widely used datasets for the HK studying \([8],[7],[9]\). There are \( 307 \times 307 \) pixels. Each pixel is recorded at 210 channels ranging from 400 nm to 2500 nm. Due to the dense water vapor and the atmospheric effects etc., the channels of 1–4, 76, 87, 101–111, 136–153 and 198–210 are either blank or badly noisy. There are four endmembers in this image: ‘#1 Asphalt’, ‘#2 Grass’, ‘#3 Tree’ and ‘#4 Roof’ as shown in Fig. 3c.

Jasper Ridge, as shown in Fig. 3b, is a popular dataset used in \([54],[18],[6]\). It consists of \( 512 \times 614 \) pixels, each of which is recorded at 224 channels ranging from 380 nm to 2500 nm, resulting in a very high spectral resolution as 9.46 nm. Since this image is highly complex, we consider a sub-image of \( 100 \times 100 \) pixels. This sub-image starts from the \((105, 209)\)-th pixel. Due to dense water vapor and atmospheric effects etc., the channels 1–3, 108–112, 154–166 and 220–224 are blank or badly noisy. There are four endmembers, that is ‘#1 Tree’, ‘#2 Soil’, ‘#3 Water’ and ‘#4 Road’ respectively.

B. Compared Algorithms and Parameter Settings

To verify the superior performance, the proposed method is compared with five state of the art methods. The details of all these methods (including our method) are listed as follows:

1) **Our method**: Effective Spectral Unmixing via Robust Representation and Learning-based Sparsity (RRLbS) is a new method proposed in this paper.

2) Vertex Component Analysis \([20]\) (VCA) is the benchmark geometric method. The code is available on \( \text{http://www.lx.it.pt/bioucas/code.htm} \).

3) \( \ell_{1/2} \) sparsity-constrained NMF \([7]\) (\( \ell_{1/2} \)-NMF) is a state-of-the-art method that could get sparser results than \( \ell_1 \)-NMF. Since the code is unavailable, we implement it.

4) Local Neighborhood Weights regularized NMF \([10]\) (W-NMF) is a manifold graph based NMF method. It integrates the spectral information and spatial information when constructing the weighted graph. Since this work is an extension of G-NMF \([11]\), we implement the code by referring to the code on \( \text{http://www.cad.zju.edu.cn/home/dengcai/Data/GNMFM.html} \).

5) Endmember Dissimilarity Constrained NMF \([13]\) (EDC-NMF) urges the endmember to be smooth itself and different from each other. The code is implemented by ourself.

### Table I

| Methods | Arithmetical Operation Counts for NMF and RRLbS at Each Iteration |
|---------|---------------------------------------------------------------|
| Methods | Overall |
| NMF     | \( O(KLN) \) |
| RRLbS   | \( O(KLN) \) |

#### Table II

| Parameters | Description |
|-----------|-------------|
| \( K \)   | number of endmembers |
| \( L \)   | number of channels |
| \( N \)   | number of pixels in hyperspectral image |
| \( t \)   | number of iteration steps |
6) Graph-regularized $\ell_{1/2}$-NMF [31] (GL-NMF) is a new method proposed in 2013. It considers both the sparse characteristic and the intrinsic manifold structure in hyperspectral images. We implement this code based on G-NMF as well.

There is no parameter in VCA. For the other five methods, there is mainly one parameter. To find a good parameter setting, typical procedures consist of two phases: a bracketing phase that finds an interval $[\lambda_{\min}, \lambda_{\max}]$ containing acceptable parameters, and a selection phase that zooms in to locate the final parameter.

C. Evaluation Metrics for Quantitative Performances

We use two benchmark metrics to measure the quantitative HU results, i.e. (a) Spectral Angle Distance (SAD) [8], [20] and (b) Root Mean Square Error (RMSE) [8], [7], [55]). Both metrics assess the estimated errors. Thus, the smaller SAD and RMSE correspond to the better results. Specifically, SAD evaluates the estimated endmember, and RMSE assesses the estimated abundance map. They are defined as

\[
\text{SAD} (\hat{m}_k, m_k) = \arccos \left( \frac{\hat{m}_k^T m_k}{\|m_k\| \cdot \|\hat{m}_k\|} \right) \quad (29)
\]

and

\[
\text{RMSE} (\hat{a}^k, a^k) = \left( \frac{1}{N} \|\hat{a}^k - a^k\|_2^2 \right)^{1/2} \quad (30)
\]

\[\forall k = \{1, \cdots, K\},\] where $\hat{m}_k$ is the $k^{th}$ estimated endmember, $\hat{a}^k$ is the $k^{th}$ estimated abundance map (i.e. the $k^{th}$ row vector in $\hat{A}$), $\{m_k, a^k\}$ are the corresponding ground truth; $N$ is the number of pixels in image.

D. Quantitative Performance Comparisons

To verify the performance of the proposed method, we conduct the unmixing experiments on three benchmark datasets. Each experiment is repeated eight times to ensure a reliable comparison.

The quantitative performances are summarized in Tables III, IV, V and plotted in Fig. 4. Specifically, Table III summarizes the unmixing results on Urban, where the top sub-table illustrates SADs and the bottom shows RMSEs. In each sub-table, each row shows the results of one endmembers, i.e. ‘#1 Tree’, ‘#2 Soil’, ‘#3 Water’ and ‘#4 Road’ respectively; the last row shows the average results. As Table III shows, our method generally achieves the best results. This case is better illustrated in Fig. 4a, where the average results are illustrated. As we shall see, RRLbS performs the best—compared with the second best results, our method reduces 55.70% for SAD and 54.68% for RMSE. Such extraordinary improvements rely on two reasons. First, due to the atmospheric effects, there are 48 channels either blank or badly noised. Accordingly, our method is robust to these side channels and relieves their bad effects on the unmixing process. Besides, with the help of the guidance map, RRLbS exploits an individually sparse constraint according to the mixed level of each pixel, which is better suited to the practical situation. Both reasons help to achieve a better performance.

In Table IV, there are two sub-tables illustrating SADs and RMSEs respectively on Jasper Ridge. In the sub-table, each row shows the results of one endmembers, that is ‘#1 Tree’, ‘#2 Soil’, ‘#3 Water’ and ‘#4 Road’ respectively. The last row shows the average performance. Specifically, the values in the red ink are the best, while the blue ones are the second best. As Table IV shows, our method generally achieves the best results, and in a few cases it achieves comparable results with the best results of other methods. Such case is better illustrated in Fig. 4b. As we shall see, RRLbS is the best method that reduces 23.02% for SAD and 19.76% for RMSE according to the second best results. However, compared with the results on Urban, the improvement of our method is not so huge. This is since Jasper Ridge is not so badly noised as Urban. The improvement mainly relies on the individually sparse constraint in RRLbS.

Table V summaries the HU performances of six methods on Samson. In this table, the rows display the results of three endmembers, that is ‘#1 Soil’, ‘#2 Tree’ and ‘#3 Water’ respectively. In general, the sparsity constrained methods, such as $\ell_{1/2}$-NMF and GL-NMF, obtain better results than the other methods. This is since sparsity constraints tends to achieve
Table III
**Unmixing performance on Urban. The red value is the best, and the blue value is the 2nd best.**

| End. | Spectral Angle Distance SAD (× 10⁻²) | VCA | ℓ₁/₂-NMF | EDC-NMF | W-NMF | GL-NMF | RRLbS |
|------|-------------------------------------|-----|----------|--------|-------|-------|-------|
| #1   | 12.22±3.63                         | 24.92±0.31 | 17.39±0.41 | 16.10±0.47 | 24.16±0.71 | 17.35±0.18 |
| #2   | 42.09±6.93                         | 29.26±0.11 | 43.48±0.06 | 43.67±0.07 | 30.45±0.08 | 8.01±0.07 |
| #3   | 12.58±1.04                         | 7.45±0.06  | 9.78±0.11  | 11.94±0.23 | 9.77±0.53  | 3.74±0.06 |
| #4   | 43.81±17.65                        | 16.19±0.23 | 50.45±0.22 | 50.49±0.28 | 12.71±0.20 | 5.38±0.06 |
| Avg. | 27.68±3.90                         | 19.46±0.09 | 30.28±0.14 | 30.55±0.15 | 19.27±0.08 | 8.62±0.06 |

Table IV
**Unmixing performance on Jasper Ridge. The red value is the best, and the blue value is the 2nd best.**

| End. | Spectral Angle Distance SAD (× 10⁻²) | VCA | ℓ₁/₂-NMF | EDC-NMF | W-NMF | GL-NMF | RRLbS |
|------|-------------------------------------|-----|----------|--------|-------|-------|-------|
| #1   | 32.60±1.93                         | 29.76±0.12 | 24.12±0.12 | 23.84±0.12 | 29.19±0.17 | 10.34±0.05 |
| #2   | 39.78±3.39                         | 42.12±0.05 | 34.78±0.07 | 34.34±0.07 | 41.58±0.07 | 18.23±0.09 |
| #3   | 33.05±5.09                         | 40.73±0.03 | 38.82±0.01 | 38.63±0.02 | 40.27±0.02 | 13.90±0.10 |
| #4   | 33.01±5.61                         | 25.86±0.39 | 21.36±0.15 | 21.63±0.17 | 24.69±0.59 | 11.20±0.10 |
| Avg. | 34.61±1.18                         | 34.62±0.11 | 29.77±0.02 | 29.61±0.02 | 33.93±0.18 | 13.42±0.06 |

Table V
**Unmixing performance on Samson. The red value is the best, and the blue value is the 2nd best.**

| End. | Spectral Angle Distance SAD (× 10⁻²) | VCA | ℓ₁/₂-NMF | EDC-NMF | W-NMF | GL-NMF | RRLbS |
|------|-------------------------------------|-----|----------|--------|-------|-------|-------|
| #1   | 24.71±5.83                         | 11.66±0.14 | 18.21±0.06 | 18.71±0.09 | 9.71±0.32 | 8.71±0.13 |
| #2   | 24.72±0.33                         | 18.23±0.35 | 21.63±0.44 | 22.12±0.42 | 10.23±0.09 | 9.79±0.14 |
| #3   | 23.68±14.66                        | 3.58±1.02  | 8.51±0.53  | 9.99±0.44  | 20.27±0.63 | 5.37±0.38 |
| #4   | 52.26±6.93                         | 21.12±0.11 | 23.44±0.22 | 23.66±0.29 | 16.80±0.29 | 18.13±0.17 |
| Avg. | 31.34±2.21                         | 13.64±0.37 | 18.00±0.23 | 18.62±0.20 | 14.25±0.12 | 10.50±0.05 |

### E. Visual Performance Comparisons

To give a visible comparison, the *abundance* map of five methods as well as their estimated errors are compared in Fig. 5. To begin, we give the definition of *abundance* maps in pseudo and the estimated errors by taking Fig. 5a as an example. There are mainly four color inks in the top row of Fig. 5a. Via these colors, we could display the *abundances* $A_{kn}$ associated with pixel $x_n$ by plotting the corresponding pixel using the proportions of red, blue, green and black inks.

expressive endmembers [35]. Such property is more reliable for the HU task. In Fig. 4c, the average performances of SAD and RMSE are exhibited. As we shall see, our method obtains superior performances—compared with the second best results, RRLbS reduces 17.76% and 24.83% respectively for SAD and RMSE. Since Samson is weakly degraded by outliers, compared with the robust loss, the individually sparse constraint contributes more for the improvements.
given by $A_{kn}$ for $k=1,2,3,4$, respectively. So, for instance, a pixel for which $A_{2n}=1$ will be colored blue, whereas one for which $A_{2n}=A_{1n}=0.5$ will be colored with equal proportions of red and blue inks and so will appear purple. In the bottom row, the error map $e = \{e_n\}_{n=1}^N \in \mathbb{R}^+$ is displayed. At the $n$th pixel, the error value is obtained by computing the $\ell_2$-norm of the corresponding error vector, that is $e_n = \|a_n - \hat{a}_n\|$. 

The visualized abundances on Urban are illustrated in Fig. 5a, containing two rows and six columns of sub-images. The top row shows the abundance map in pseudo, and the bottom rows shows the corresponding error maps. From the 1st to the 5th columns, each column shows the results of one method. The last column shows the ground truth. As we shall see, our method achieves extraordinarily results. It gets the most similar abundance maps compared with the ground truth, and the error map is very small. For the other methods, they achieve really bad abundance maps as clearly demonstrated by the corresponding error map. As mentioned before, it is the serious noise in Urban makes other results bad. While for our method, the robust objective could greatly relieve the side

Figure 5. Abundance maps of five methods on (a) Urban, (b) Jasper Ridge and (c) Samson. In each sub-figure, the top row shows abundance maps in pseudo color; the bottom row shows the estimated error of each method, i.e. $e = \{e_n\}_{n=1}^N$, $e_n = \|a_n - \hat{a}_n\|$. From the 1st to the 5th column, each column illustrates the results of one method. The last column shows the ground truths. (Best viewed in color)
effects of outlier channels. Thus, the performance is largely enhanced.

The abundance results on Jasper Ridge and Samson are displayed in Figs. 5b and 5c respectively. Compared with Fig. 5a, most methods achieve acceptable results. This is due to the less noise in both datasets. Specifically, our method achieves much better results than the other method—the abundance map is highly similar with the ground truth; the corresponding error map is very small. Such results verify that the individually sparse constraint is very reliable, and that RRLbS is well suited to the HU task.

F. Comparision of Guidance Maps: Quantitative & Visual

As a significant characteristic, RRLbS learns a guidance map to model the individual mixed level of each pixel. In turn, based on the learnt guidance map, we impose the individually sparse constraint according to the mixed level of each pixel. These two phases help each other to achieve the optima. The unmixing results have already been compared. In this section, the learnt guidance maps are systematically compared.

The results of the guidance maps are illustrated in Figs. 6a and 6b, where the former summarizes the quantitative results and the latter shows the visual comparisons. There are three kinds of guidance maps in Fig. 6: 1) ‘Blank’ means the identical guidance map used by the traditional method; 2) ‘Initial’ denotes the initial guidance map learnt by the heuristic strategy; 3) ‘Learnt’ represents the learning-based guidance map obtained by RRLbS. As shown in Fig. 6, ‘Learnt’ is extraordinarily better than the other two methods. In terms of quantitative comparisons (cf. Fig. 6a), the estimated error of ‘Learnt’ is a half of the second best one in average. When checking the visual comparison in Figs. 6b, our method achieves the most similar appearance to the ground truth. Obviously, there is no meaning for the ‘Blank’. For the ‘Initial’, it achieves acceptable results in the sudden change areas in the scene. However, it is intractable to guess the mixed information for the vast smooth areas. As a huge improvement, the ‘learned’ gets highly satisfactory mixed information in all kinds of areas. In short, the comparisons above verify that RRLbS is able to learn satisfactory guidance maps which can effectively indicate the mixed level of pixels.

G. Convergence Study

It has been theoretically proven that the objective (10) is able to converge to a minimum by using the updating rules (13) and (14). To verify this conclusion, we conduct experiments to show the empirical convergence property of RRLbS. The convergent curves are illustrated in Fig. 7, including three sub-figures, each of which shows the results on one dataset. In each sub-figure, the X-axis shows the number of iteration t, and the Y-axis illustrates the objective energy defined in (10). As we shall see, the objective energy decreases monotonously over the iteration steps until convergence.

VI. Conclusions

In this paper, we propose a novel robust representation and learning-based sparsity (RRLbS) method for the HU task. The \( \ell_{2,1} \)-norm is exploited to measure the representation loss, enhancing the robustness against outlier channels. Then, through the learning-based sparsity method, the sparse constraint is adaptively applied according to the mixed level of each pixel. Such case not only agrees with the practical situation but also leads the endmember toward some spectra resembling the highly sparse regularized pixel. Extensive experiments on three benchmark datasets verify the advantages of RRLbS: 1) in terms of both quantitative and visual performances, RRLbS achieves extraordinarily better results than all the compared methods; 2) the estimated guidance map is highly promising as well, providing a more accurate sparse constraint at the pixel level. Moreover, both theoretic proof and empirical results verify the convergence of our method.
However, there are theoretical and empirical evidences to demonstrate the fact that compared with $\ell_2$ or $\ell_1$ norms, the $\ell_p$ $(0 < p < 1)$-norm is more able to prevent outliers from dominating the objective, enhancing the robustness [36]. Therefore, we provide another new model by using the $\ell_{2,p}$ $(0 < p < 1)$-norm to measure the representation loss

$$
\min_{M \geq 0, A \geq 0} O = \frac{1}{2} \| X - MA \|_{2,p}^p + \lambda \| A^{1-H} \|_1,
$$

(32)

where $\| X - MA \|_{2,p} = \sum_n \left( \sum_n (X - MA)^2 \right)^{p/2}$. In this case, we could control the robustness level of our model (32) by setting the value of $p$—a smaller $p$ leads to a strong robustness under the same $\lambda$ setting.
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