Exposure to Air Pollution Disrupts Circadian Rhythm through Alterations in Chromatin Dynamics

**HIGHLIGHTS**
- Air pollution disrupts the circadian rhythm (CR) similar to light at night.
- Dysregulated circadian genes result in insulin resistance and metabolic diseases.
- PM$_{2.5}$ alters chromatin structure of circadian genes at regulatory regions.
- PM$_{2.5}$ alters chromatin structure by recruiting histone acetyl transferase (HAT), p300.
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SUMMARY

Particulate matter ≤2.5μm (PM$_{2.5}$) air pollution is a leading environmental risk factor contributing disproportionately to the global burden of non-communicable disease. We compared impact of chronic exposure to PM$_{2.5}$ alone, or with light at night exposure (LL) on metabolism. PM$_{2.5}$ induced peripheral insulin resistance, circadian rhythm (CR) dysfunction, and metabolic and brown adipose tissue (BAT) dysfunction, akin to LL (with no additive interaction between PM$_{2.5}$ and LL). Transcriptomic analysis of liver and BAT revealed widespread but unique alterations in CR genes, with evidence for differentially accessible promoters and enhancers of CR genes in response to PM$_{2.5}$ by ATAC-seq. The histone deacetylases 2, 3, and 4 were downregulated with PM$_{2.5}$ exposure, with increased promoter occupancy by the histone acetyltransferase p300 as evidenced by ChIP-seq. These findings suggest a previously unrecognized role of PM$_{2.5}$ in promoting CR disruption and metabolic dysfunction through epigenetic regulation of circadian targets.

INTRODUCTION

Air pollution is a leading environmental risk factor contributing disproportionately to the global burden of non-communicable diseases (NCDs) (Landrigan et al., 2018). The particulate matter ≤2.5 μm in diameter (PM$_{2.5}$) component is the most extensively studied component, with evidence from epidemiological and empirical studies implicating it in the development of insulin resistance (IR) and type II diabetes (T2D) (Munzel et al., 2017a;b; Rajagopalan et al., 2018). Studies to date have implicated inflammation, oxidative stress, and metabolic dysfunction in response to inhaled PM$_{2.5}$ as broad pathways underlying air pollution effects. However, integrated mechanistic insights are currently lacking (Munzel et al., 2017a).

The circadian system is an evolutionarily conserved system that allows organisms to anticipate predictable environmental changes through coordinated and synchronized changes in behavior and physiology (Bass and Lazar, 2016). The system typically entails entrainment of the internal clock to external environmental cues, so that the rhythmicity of physiological and behavioral processes align with the periodicity of the external environment (Partch et al., 2014). At a molecular level, a central feature of the circadian system is the transcriptional translational feedback loop, involving the core clock genes (Clock, Bmal1, Period 1–3, Per1, Per2, and Per3) and Cryptochrome 1–2 (Cry1 and Cry2) that are transcribed rhythmically and are part of this feedback loop (Bass and Lazar, 2016; Koike et al., 2012; Partch et al., 2014). Given the importance of continuous light as a classic circadian disruptor, we were interested in comparing the effect of PM$_{2.5}$ on continuous light (regular day light at day time and dim light at night time; LL) versus control ambient light conditions (regular day light at day time and dark at night time; LD).

Given that many clock genes are epigenetic regulators, we were particularly interested in comparing the effects of PM$_{2.5}$ and light exposure on chromatin dynamics as a potential mechanism by which environmental triggers may exert broad influence on a range of transcriptional targets (Aubrecht et al., 2015; Bedrosian et al., 2016; Hayashi et al., 2007; Nelson and Chbeir, 2018; Russart and Nelson, 2018). In this study, we exposed mice to chronic inhalation of PM$_{2.5}$, concentrated from ambient air pollution in Cleveland, Ohio.
The concentration of these ambient particles allowed for exposure levels comparable with air quality in many cities in Asia. Our data provide new evidence on PM$_{2.5}$ exposure-induced metabolic dysfunction through epigenetic regulation of core clock genes.

**RESULTS**

**PM$_{2.5}$ Exposure and Circadian Gene Dysregulation: Discovery Dataset**

An initial unbiased RNA sequencing analysis of liver tissue (harvested at ZT02) from male C57BL/6J mice exposed to concentrated PM$_{2.5}$ or filtered air (FA) revealed a significant dysregulation of multiple circadian genes. Exposure to the Versatile Aerosol Concentration Enrichment System (VACES) for 5–6 h a day, 5 days a week for 14 weeks, (n = 12/group) demonstrated downregulation of positive regulators like Bmal1 and upregulation of negative regulators like Id1, Dbp, and Bhlhe4 (Figures S1A and S1B). We conducted a second set of validation experiments to evaluate the comparative and synergetic effects (if any) of PM$_{2.5}$ versus continual light exposure, using a modified VACES system to allow for simultaneous PM$_{2.5}$ exposure and light exposure. C57BL/6J mice at the age of 4 weeks were exposed to FA or concentrated PM$_{2.5}$ for 30 weeks under controlled temperature and humidity as described previously (Figures 1A and S2) Rajagopalan et al., 2020; Sun et al., 2009. The exposure was for 6 h per day with standard light-dark cycle (12 h day light/12 h dark) (LD) or constant light (12 h day light/12 h dim light) (LL), with concomitant ad libitum access to standard chow diet. Mean daily PM$_{2.5}$ concentrations inside the chambers were 93.9 ± 25.16 µg/m$^3$. Mean daily ambient PM$_{2.5}$ concentrations during the same period in Cleveland were 12.0 ± 3.76 µg/m$^3$ (Figure S2A). Mean weekly PM$_{2.5}$ exposure (Figure S2B) and mean elemental concentration (Figure S2D) observed in the VACES system are enumerated. Weekly ambient mean temperature and humidity were also recorded (Figure S2C). Overall, there was approximately an 8-fold enrichment of ambient PM$_{2.5}$.

**Chronic Air Pollution (PM$_{2.5}$) Induces Insulin Resistance and Alterations in Energy Homeostasis**

We assessed fasting glucose, insulin, and HOMA-IR in the plasma of male mice exposed to either FA or PM$_{2.5}$ under LD or LL conditions for 30 weeks (Figures 1B–1D). PM$_{2.5}$ increased fasting blood glucose levels (Figure 1B) similar to that observed in mice maintained under LL conditions. Importantly LD-PM$_{2.5}$ and LL-FA-exposed mice demonstrated higher plasma insulin and HOMA-IR (Figures 1C and 1D). No changes in body weight and fat mass were noted between the groups (Figures S3A–S3C). Significant differences in glucose tolerance and insulin sensitivity were observed in both LD-FA versus LD-PM$_{2.5}$ (Figures 1E and 1F). As anticipated, LL mice exposed to FA had impaired whole-body glucose tolerance and insulin sensitivity but co-exposure to PM$_{2.5}$ did not result in further exacerbation of phenotype (Figures 1E and 1F). Positron emission tomographic (PET) imaging quantitation of 18F-fluorodeoxyglucose ($^{18}$F-FDG) uptake provides a non-invasive measure of tissue glycolysis. PET imaging revealed ~50% less $^{18}$F-FDG uptake within brown adipose tissue (BAT) of LD-PM$_{2.5}$ mice when compared with LD-FA mice (Figures 1G and 1H). $^{18}$F-FDG uptake in other tissues such as epididymal white adipose, liver, heart, kidney, and brain were comparable across groups (data not shown). Histological assessment of BAT showed increased “whitening,” indicative of lipid and macrophage infiltration, in LD-PM$_{2.5}$ and LL-FA mice, compared with LD-FA mice (Figures 1I and 1J). Expression of the BAT-specific genes Prdm16 and Ucp1 (Figures 1K and 1L) was reduced in LD-PM$_{2.5}$ and LL-FA mice. Additionally, Ucp1 protein expression was also reduced (Figure 1M).

**PM$_{2.5}$ and LL Alters Stress Hormones, Metabolism, and Circadian Rhythmicity of Core Circadian Genes in Liver and Brown Adipose Tissue**

Timed-urinary levels of corticosterone over a 24-h period revealed increased corticosterone at multiple time points with LD-PM$_{2.5}$ versus LD-FA, with a corresponding increase in the aggregate area under curve measurement (Figures S4A and S4B). Periodic corticosterone levels over 24 h in LL-FA exposed mice, although significantly different compared with LD-FA exposed mice (consistent with a circadian disruptor effect of light), was no different from LL-PM$_{2.5}$ exposed mice, suggesting no additional effect of concomitant exposures. Plasma levels of corticosterone and urinary epinephrine, norepinephrine, and dopamine levels were significantly higher in PM$_{2.5}$-exposed mice (Figures S4C–S4F), although these differences were temporally variable, with higher values earlier in the day (zeitgeber time ZT, 02 h) for plasma corticosterone and later in the day for others. Metabolic parameters assessed by indirect calorimetry over 48 h revealed significant reduction in energy expenditure, VO$_2$ and VCO$_2$ in LD-PM$_{2.5}$ (Figures 2A, 2C, and 2D). Reduced respiratory exchange ratio (RER) was also noted in LD-PM$_{2.5}$ but only at night (Figure 2B), suggesting that
Figure 1. Chronic Air Pollution (PM2.5) Induces Insulin Resistance in C57BL/6 Mice

(A–F) (A) Schematic diagram illustrating the exposure and experimental design of the study (wild-type mice were exposed to either filtered air (FA) or PM2.5 (6 h/day for 5 days/week) in standard light dark cycle (LD) or constant light (12 h daylight/12 h dim light) (LL) conditions, with concomitant ad libitum access to standard chow diet for 30 weeks (Cohort 1: n = 12, Cohort 2: n = 24 per group), (B) fasting blood glucose, (C) fasting insulin, (D) HOMA-IR (overnight fasting before collecting blood) levels as a measure of systemic insulin resistance (n = 12), (E) glucose (2 g/kg) and (F) insulin intolerance test (0.75 U/kg) are summarized by the areas under curve (AUC) following FA, PM2.5 exposure (n = 12). (G–M) (G) representative PET scan images, (H) quantification of standardized FDG uptake in brown fat (SUV), (I) representative image from BAT histology (H&E stain) (n = 5), (J) quantification of percentage of macrophage infiltration in the BAT, (K) mRNA expression of BAT-specific marker prdm16, and (L) UCP1, (M) quantification of UCP1 protein levels (n = 5) and its representative blot. All data are reported as mean ± SEM. For statistical analysis, p values (*p < 0.05) were calculated relative to DAN-FA mice by a two-way analysis of variance (ANOVA) (C and D), one-way ANOVA (E, F, G, J, L, and M) with Tukey’s Bonferroni test and by unpaired two-tailed t test (n).

LD-PM2.5 mice oxidized fat preferentially at the expense of carbohydrate. Although PM2.5 and LL independently altered the above metabolic parameters, in combination they exhibited no additional synergistic effect (data not shown). Significant regulation of genes involved in fatty acid oxidation and gluconeogenesis were noted in both PM2.5 and LL exposure, including reduction in PGC1α, PPARα, and CPT1 and upregulation of PEPCK, respectively (Figure S5). LL, but not PM2.5, upregulated Acyl-CoA Carboxylase (ACC). However, PM2.5 in association with LL increased the ACC expression at ZT14 (Figure S5), associated with CPT1 downregulation, which may then restrict fatty acid entry into the mitochondria for further oxidation. Although no significant changes were observed in pyruvate dehydrogenase kinase isozyme 1 (PDK1) by PM2.5, LL, or combination of both (Figure S5) pyruvate dehydrogenase kinase isozyme 4 (PDK4), which also inhibits pyruvate dehydrogenase complex, reducing the conversion of pyruvate from glucose and amino acids to acetyl-CoA, was markedly upregulated by PM2.5 but only in conjunction with LL (Figure S5).
To determine if PM$_{2.5}$ affects the peripheral circadian clock, mRNA expression of Bmal1, Clock, Per1, Per2, Cry1, and Cry2 was measured in livers and brown adipose tissues at multiple time points. Expression of Bmal1, Clock, Per1, Per2, Cry1, and Cry2 in the liver showed a time-dependent variation in the LD-PM$_{2.5}$ mice that was different from that of LD-FA mice (Figures 2E–2J). Cosinor analysis was applied to investigate the presence of a 24-h rhythm. Cosinor analysis depicted a significant circadian rhythmicity in the expression of Bmal1, Clock, Per2, Cry1, and Cry2 transcripts in the liver of LD-FA mice. A significant effect of both PM$_{2.5}$ and LL on cycling as well as other rhythmic parameters like phase, amplitude, and mesor (rhythm adjusted mean) was observed (Figures 2E–2J, Tables S1 and S2). A significant change in response to an intervention was required to have a reduction in amplitude (1/2 the distance between peak and trough) and a change in either mesor and/or acrophase. Using these criteria, we noted changes in cycling in Bmal1, Clock, and Cry1 in liver of LD-PM$_{2.5}$ and LL-FA mice when compared with liver of LD-FA mice (Table S1). A phase advance was noted in Bmal1 and Cry2 in LD-PM$_{2.5}$ and LL-FA mice compared with control (LD-
FA). Specifically, liver expression of Bmal1 and Cry2 was phase advanced by ~4 h in LD-PM2.5 mice (Figures 2E and 2J). In LL-FA, the phase of Bmal1 and Cry2 was slightly different than LD-PM2.5 compared with LD-FA, the phase was advanced by ~4 h in Bmal1 and ~2 h in Cry2 (Figures 2E and 2J, Table S1). Loss of circadian rhythmicity of Clock, Per2, Cry1, and Cry2 expression was observed in animals exposed to LD-PM2.5; however, in LL-FA only Per2 and Cry2 transcripts lost rhythmicity. A significant decrease in mesor value of several core clock genes (Bmal1, Clock, Per1, Per2, and Cry1) was noted in LD-PM2.5 mice. In response to LL, changes in mesor were limited to only three genes in LL-FA (Bmal1, Clock, and Cry1). Furthermore, the amplitudes of Bmal1, Clock, and Cry1 were also significantly reduced in the liver of mice exposed to LD-PM2.5 and LL-FA (Table S1). However, the amplitude of Per2 was significantly increased by PM2.5 and LL-FA in contrast to change observed in other clock genes with these exposures (Table S1). These results are consistent with loss of cycling of the core circadian mechanism by PM2.5 when compared with FA mice. Unexpectedly, the combination of light and PM2.5 (except for the amplitude of Clock in liver), did not impact mesor, amplitude, or acrophase of core clock genes when compared with light only condition (Table S1, Figure S6). Individually both PM2.5 and LL cause a disruption in rhythmicity; however, the combination of light and PM2.5 appears to be a stronger entrainment cue for the expression of Per1 and Cry1 (Table S1, Figure S6).

There were notable differences in circadian gene expression comparing BAT with liver. LD-FA mice showed significant circadian rhythm (CR) in expression of most of the genes (Bmal1, Clock, Per2, and cry1) (Table S2). For instance, only a significant circadian rhythm could be detected for Bmal1 and Cry1 transcript in mice exposed to LD-PM2.5 (Figures 2E and 2I, Table S2). None of the other genes exhibited significant cycling according to the zero amplitude test in Cosinor analysis (Table S2). However, analysis of mRNA expression suggests that expression of Bmal1, Per1, Cry1, and Cry2, but not Clock or Per2, is significantly reduced in LD-PM2.5 mice (Figures 2E–2J, Table S2). PM2.5 and LL had complex effects on Per1 and Per2 genes in the BAT, which was diametrically opposite to the pattern observed in the liver, i.e., Per1 was upregulated by both PM2.5 and LL-FA in BAT but downregulated by both in the liver, with mRNA expression highest at ZT12 and lowest at ZT24 (Figures 2G and 2H). Both PM2.5 as well as LL-FA significantly decreased peak levels of Cry1 transcript at ZT20 and Cry2 transcript at ZT16 in BAT (Figures 2I and 2J and Table S2). In contrast to the liver, the light plus PM2.5 stimuli significantly decreased mesor, amplitude, and phase variation of Bmal1 in BAT (Table S2 and Figure S6A). Although the amplitudes of Per1, Per2, and Cry1 with light plus PM2.5 were unchanged, mesor values were significantly different compared with light only condition (Table S2 and Figures S6C–S6E). Phase delay (~4 h) and phase advance (~4 h) were noticed in expression of Clock and Per2 genes, respectively, in LL-FA condition compared with LD-FA (Figures 2F and 2H, Table S2). Like liver, the combination of light and PM2.5 appears to be a stronger entrainment cue as seen for the expression of Per1 and Cry1 in BAT (Table S2, Figure S6). Overall, our data suggest that PM2.5 is comparable with light exposure in causing widespread circadian disruption in the liver and BAT. Our results on circadian gene variations in liver and BAT are different from those recently published (Li et al., 2020; Wang et al., 2020). This could be due to the duration of PM2.5 exposure (10 versus 30 weeks in our study, which truly represents a chronic exposure scenario), inclusion of light at night as a positive control comparator, and the unbiased nature of our analysis.

**PM2.5 Effects on Circadian Transcriptome**

In order to investigate downstream pathways affected by exposure to PM2.5 and light, we performed RNA-seq of liver isolated from animals exposed to LD-FA, LD-PM2.5, LL-FA, and LL-PM2.5. A DESeq analysis was used to compute significant changes in gene expression on exposure to PM2.5 and LL (Anders and Huber, 2010). Principal component analysis (PCA) revealed the variability across biological replicates and similarity between treatments (Figure 3A). Figure 3B depicts a heatmap of all differentially expressed genes (≥2-fold change) and the top 50 candidate genes differentially regulated by PM2.5 as compared with LL. Genes that were significantly different based on p value in at least one pairwise comparison (n = 459) are depicted in the volcano plot (Figure 3C). In order to further isolate the differential impact of PM2.5 versus LL exposure, we plotted DEG’s in a four-way plot, comparing two variables (pair) at a time. Pairwise comparisons restrict dimensionality of comparison in gene profiling, allowing one to distinguish unique effects of exposure (light versus PM2.5) and to understand combinatorial impact. Figures 3D and S7 demonstrate combinatorial impact of exposures and depict DEGs that are uniquely expressed in response to light and PM2.5 versus those DEGs that are uniquely responsive to light or PM2.5 individually. Figure 3E depicts a Venn diagram demonstrating unique and overlapping DEGs in response to PM2.5 and light as well as the Top 100 DEGs. Overall, only 30% of DEGs overlapped between PM2.5 and LL, further corroborating our observation on the uniqueness of the phenotypes caused by PM2.5 exposure versus light in the liver of chronic PM2.5
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Expression Profiling of Circadian Genes and Downstream Pathways with PM2.5 Exposure

Given the substantial differences in expression profiling in response to two contrasting exposures (light and PM2.5), the 459 DEGs that were significant in at least one pairwise comparison from the four different treatment combinations LD (FA versus PM2.5), LL (FA versus PM2.5) were compared to examine co-regulated genes. In this analysis, the correlation between DEGs reflects the degree of co-regulation, with markedly co-regulated genes depicted in dark blue on heatmaps, with genes with lower co-regulation (correlation)

exposed mice. These results support the idea that the genes affected by two independent environmental circadian disruptors exhibit unique transcriptional signatures.
shown in cream yellow (Figure 4A). It is apparent that PM$_{2.5}$ exerts a distinctive and greater influence compared with light exposure (LL-FA) based on co-regulated genes. We then turned to other significant pathways regulated in response to PM$_{2.5}$ alone (LD-PM$_{2.5}$) and with light exposure alone (LL-FA, Figure 4B). We selected the top 25 significantly upregulated pathways from l-pathway analysis based on p value cutoff (0.05) and compared these genes within the two groups, with the heatmap representing significantly regulated genes with PM$_{2.5}$ (LD-PM$_{2.5}$ versus LD-FA) and light (LL-PM$_{2.5}$ versus LL-FA, Figure 4C). The top pathways regulated in response to PM$_{2.5}$ included cortisol and aldosterone synthesis, retinol metabolism, and inflammatory signaling (IL-17, TNF, MAPK). These were distinct from pathways regulated in response to LL exposure. However, a number of pathways enriched in response to PM$_{2.5}$ and light also demonstrated concordance and were positively correlated (data not shown). When we analyzed specific genes that...
comprised the enriched pathways in Figure 4B, many genes in the enriched pathways in both LD-PM2.5 versus FA as well as LL-PM2.5 versus LL-FA were not concordant with the pathway (Figure 4C). This implies that genes belonging to the same pathway may exhibit differential regulation depending on the condition and hierarchy in the pathway. Next, we focused specifically on the effect of PM2.5, light, and the combination on clusters of core circadian genes and seven classes of oscillatory circadian genes (Figure 4D). The expression of multiple core circadian genes as well as other oscillatory genes were highly regulated in response to both PM2.5 and light with no additional impact of the combination. In fact, the combination of LL/PM2.5 exposure seemed to have neutral effects on many core circadian genes and oscillatory circadian gene clusters (Figure 4D). Moreover, an additional correlation analysis (data not shown) revealed a high degree of correlation between PM2.5 and light exposure, suggesting possible similarities between the two exposures in causing CR dysfunction.

PM2.5-Mediated Transcriptional Reprograming Involves Alteration of Chromatin Structure

Our transcriptomic analysis suggests that both PM2.5 and light mediate broad transcriptional regulation of a multitude of pathways, potentially invoking epigenetic regulation. We performed a genome-wide omni ATAC (ATAC-seq on purified nuclei) on mouse liver exposed to 30 weeks of PM2.5 (Corces et al., 2017). PCA analysis confirmed the consistency of biological replicates (Figure 5A). Heatmap sorted based on occupancy of uniquely mapped reads, covering all protein coding genes, is depicted in Figure 5B. We depicted the openness of promoters of top 10% (n = 370) of highly “occupied” core and oscillatory circadian genes as a composite heatmap (Figure 5C) under control conditions (LD-FA, where the intensity of magenta is an indication of active transcriptional elements uniformly or if their effects are specific to certain cis-regulatory elements (Thurman et al., 2012). Figure 5D depicts the overall distribution of differentially accessible regions (DARs) during PM2.5 and light at night exposure seen with PM2.5 (Figure 4E) and light (Figure 4F), whereas Q1 and Q3 were reminiscent of the predominant pattern of PM2.5 (Q1 in Figure 4E) and light (Q3 in Figure 4F). All other combinations of treatments (Figures 4H–4J) were representations that were intermediate between the predominant patterns seen with PM2.5 (Figure 4E) and light (Figure 4F), respectively.

Chromatin Dynamics in Circadian Genes in Response to PM2.5 Is Facilitated by Repressing HDACs

Given that PM2.5 effected chromatin dynamics of enhancer elements, we evaluated Bmal1 binding upon PM2.5 and light exposure, given its central role in circadian control and its role as a transcription factor reported to bind to the E-Box elements of multiple genes including other circadian targets (Shostak and Brunner, 2019). Figure 5H depicts that the E-Box spanning motif (±500 bp) in response to PM2.5 exposure is enriched with E-box binding proteins, indicating occupancy of E-box binding proteins, mainly Bmal1/Clock (Figure 5H). We investigated the mechanism of altered chromatin dynamics in response to PM2.5 exposure and investigated the role of histone acetyl transferases (HATs) and histone deacetylases (HDACs), hypothesizing a reduction in HDACs, or increase in HATs leading to “openness” of chromatin in circadian gene promoters and enhancers. Figure 5I shows a differential regulation of HDACs 2, 3, and 4 transcripts with PM2.5 exposures. Combination with light exposure had no additional effect on HDACs. Next, we examined enzymes involved in DNA methylation, such as DNA methyltransferase 1 (DNMT1)
and 3 alpha (DNMT3a). Neither PM2.5 nor LL made any significant changes on DNMT (1 and 3a) expression (Figure 5J). To identify the HAT responsible for PM2.5-specific acetylation of chromatin as a potential mechanism, we performed ChIP-qPCR for p300, pCAF, and polymerase II (Pol II) and probed for their presence in two circadian targets (Per1 and 2), which were upregulated upon PM2.5 exposure with resultant increase in openness of Per1 and Per2. We found that the HAT predominantly responsible for acetylating chromatin upon PM2.5 exposure is p300 and that these genes were transcriptionally active, indicated by the presence of Pol II.

**DISCUSSION**

This study provides evidence that chronic ambient air pollution causes disruptions in CR that result in metabolic abnormalities. Specifically, PM2.5 exposure induces hyperinsulinemia and BAT dysfunction and results...
in altered metabolism (including impaired O2 consumption and energy expenditure). These phenotypic changes were associated with reprogramming of pathways involved in inflammation, lipid oxidation, and gluconeogenesis, all without changes in body weight. CR disruption was evidenced by marked changes in the rhythmic synthesis of daily corticosteroids, along with changes in amplitude and desynchronization of Bmal1, Clock, Per1, Per2, Cry1, and Cry2 mRNA oscillations in the liver and BAT. Although there were phenotypic similarities between LL and PM2.5 exposures, there were also distinct transcriptional and epigenomic differences. Importantly, the effect of light on the transcriptome represented only half of the DEGs when compared with PM2.5 or co-exposure to both PM2.5 and light at night. Although the magnitude, directionality, and tissue-specific changes were distinct (liver and BAT) for PM2.5 and light, a degree of correlation was also noted, suggesting possible similarities between the two exposures in causing CR disruption.

The relationship between CR disruption and metabolic abnormalities (like glucose intolerance, hyperglycemia, and hyperinsulinemia) are well documented (Bedrosian et al., 2016; Gooley, 2016; Krishnaiah et al., 2017; Stenvers et al., 2019). Indeed, CR alterations in metabolism may represent a common denominator for the development of a wide variety of NCDs including cancer and metabolic and cardiovascular disease (Bass and Lazar, 2016; Cmko et al., 2019; Hernandez-Rosas et al., 2020). Recent studies demonstrate that as much as 50% of mouse liver metabolites are under circadian control (Cho et al., 2012; Krishnaiah et al., 2017). Disruption of CR genes has been noted to cause widespread alterations in acetylation and methylation, and conversely, alterations in acetylation and methylation patterns profoundly affect metabolic homeostasis (Kupers et al., 2019; Lombardi et al., 2019; Xia et al., 2015). DNA methylation or phosphorylation of epigenetic modifier proteins has been shown to accompany metabolic stress in mice and humans (Fiedler and Shaw, 2018; Kupers et al., 2019; Liu et al., 2019; Ma et al., 2019). We utilized high-throughput RNA-seq combined with ATAC-seq correlation analysis to interpret aberrantly expressed circadian and metabolic targets in PM2.5 exposed mice. PM2.5 produced a distinct transcriptional signature compared with LL exposure. There did not appear to be any additive or synergistic effects of LL in addition to PM2.5. The expression studies using timed qPCR analysis in liver also demonstrated similarities with the unbiased RNA-seq data in that Per2 mesor and amplitude increased significantly but mesor and amplitudes of the other core clock genes (Bmal1, Clock, Per1, and Cry1) were decreased significantly. Expression of Bmal1 and Cry2 was phase advanced in PM2.5-exposed mice. A striking feature of RNA-seq expression data in liver in response to PM2.5 was the downregulation of core components of the Bmal1/Npas2 pathways and the upregulation of the negative feedback regulators: Per1, Per2, Cry1, and Cry2. Despite the observed similarities, the observed differences between differential gene expression profile and cycling analysis of individual core clock genes may be due to the timing differences (multiple time points from ZT0 to ZT24) of tissues harvested for timed PCR analysis, compared with one specific time (ZT02) for harvesting tissues for RNA-seq analysis. In addition, four of the thirteen genes associated with negative regulation of core clock genes, not measured during cycling analysis, were significantly upregulated by PM2.5 (Ciart, Id3, Bhlhe41, and Relb). In particular, Circadian Associated Repressor of Transcription (Ciart) or CHRONO (Computationally highlighted repressor of the network oscillator) transcript was highly upregulated in liver by PM2.5 with prior studies demonstrating that it represses the transcriptional activity of the Clock/Bmal1 heterodimer by abrogating the interaction of Clock/Bmal1 with the transcriptional coactivator Crebbp (Anafi et al., 2014; Annayev et al., 2014; Hatanaka and Takumi, 2017).

Circadian oscillations are subject to multiple layers of control. Casein kinase I proteins (CSNK1D and CSNK1E) and F box and leucine-rich repeat proteins like FBXL3 effect the nuclear accumulation and/or stability of clock components, respectively (Busino et al., 2007). Evidence also highlights the importance of epigenetic modification of histone residues (e.g., HDAC3, p300) and DNA methylation histone modifiers in modulating these feedback loops (Asher and Schibler, 2011; Busino et al., 2007). DNA acetylation and methylation are by far the most frequently evaluated epigenetic mechanism (Liu et al., 2015; Rider and Carlsten, 2019). A growing body of evidence implicates that long- and short-term exposures to ambient PM2.5 are associated with altered histone acetylation and DNA methylation of genes related to inflammation and cytokines, which results in perturbation of circulating cytokines, and fasting blood glucose (Bind et al., 2014; Chen et al., 2016; Li et al., 2018; Liu et al., 2015). Epigenetic programming in response to environmental exposure may be viewed as a critical and necessary buffer against adverse health response through widespread regulation of gene expression and chromosome integrity (Padmanabhan and Billaud, 2017). Chromatin remodeling may be particularly important with respect to environmental exposures and may help buffer and regulate gene expression (Padmanabhan and Billaud, 2017). Important changes in chromatin dynamics were noted with PM2.5, including changes in promoter and enhancer “openness.”
E-Box spanning (±500 bp) motifs with PM2.5 were enriched in binding proteins, indicating occupancy of E-box binding proteins Bmal1/Clock. This was accompanied by differential downregulation of HDACs 2, 3, and 4 transcripts with PM2.5 exposure. To identify the HAT responsible for PM2.5 specific acetylation of chromatin, ChIP-qPCR for p300, pCAF and polymerase II in two circadian targets (Per 1 and 2) were performed. Our data demonstrate that p300 is the candidate HAT and Per1 and Per2 were transcriptionally active indicated by the presence of Polymerase II. Thus, increased acetylation could provide an explanation for the metabolic effects of PM2.5 exposure. Notably, in a small clinical study (in four individuals, two of whom were exposed to high and two to low PM2.5), peripheral blood monocytes among highly exposed individuals showed markedly altered global histone 3 lysine 27 acetylation (H3K27ac, known to be an activation histone modification marker) among highly exposed individuals (Liu et al., 2015). Among differentially modified H3K27ac loci, 1,080 loci were induced in the group with high PM2.5, whereas 158 loci were suppressed. The two subjects exposed to high PM2.5 tended to have higher number of peaks. H3K27ac peaks overlapped in promoter and enhancer regions, consistent with a role of H3K27ac as a promoter and enhancer marker. Both the TSS and enhancer peaks were higher in the individuals with high PM2.5 exposure compared with low-exposed individuals (Liu et al., 2015). CHRONO, which was highly upregulated in liver by PM2.5 in our studies, not only represses the transcriptional activity of the Clock/Bmal1 heterodimer but has also been shown to repress histone acetyltransferase (HAT) activity of the Clock/Bmal1 heterodimer, reducing histone acetylation of its target genes (Anafi et al., 2014; Anayev et al., 2014; Hatanaka and Takumi, 2017). The mammalian E3 ubiquitin ligase complexes have been shown to specifically regulate the stability of Per and Cry proteins. FBXL3, a component of the SKP1-CUL1-F-box-protein (SCF) E3 ubiquitin ligase complex, has been reported to target Cry1 for ubiquitination and an additional molecular component of the negative feedback loop that generates circadian rhythmicity (Busino et al., 2007; Siepka et al., 2007). Loss of FBXL3 activity can thus lead to Cry stabilization owing to decreased ubiquitination resulting in downregulation of Bmal1. In our study, Usp2, another E3 deubiquitinating ligase enzyme, was also highly upregulated in the liver by PM2.5. This may represent an additional explanation for the downregulation of the Bmal1 and Npas2 that we observed in our study.

Limitations of the Study
We recognize that our data have several important limitations that warrant further investigation including characterization of sexual dimorphism in response to air pollution. In a related study, we showed that females are resistant to PM2.5 metabolic effects suggesting that these mechanisms may indeed be relevant (Rajagopalan et al., 2020). Moreover, although food intake is an important synchronizing cue for the clocks of various tissues with essential metabolic roles in peripheral tissues, light is the dominant environmental cue for the suprachiasmatic nucleus master clock that synchronizes the phases of all the other molecular clocks in the body. In the absence of light (the primary zeitgeber), feeding is therefore an ineffective zeitgeber for the SCN. However, feeding has been shown to be a potent zeitgeber for the peripheral circadian rhythm regardless of opposing cues from the light-entrained SCN clock (Pickel and Sung, 2020). The primary goal of our study, therefore, was to explore the interaction between light and air pollution. Even though the mice were not completely restricted for food access during the resting phase (day time), during 6 h of the FA/PM2.5 exposure 5 days a week, the mice were unable to access food. However, it will be interesting to determine whether the effects of PM2.5 on the liver or BAT circadian rhythms would be abolished with restricted diet in the future. Furthermore, inclusion of methylation analysis of CR genes and their targets and creation of comprehensive epi-genomic maps for air pollution PM2.5 exposures are clearly warranted. Additionally, these findings should prompt further investigations into the importance of central versus peripheral CR disruption in mediating the effects of air pollution. In summary, we observed that PM2.5 induces hyperinsulinemia and BAT dysfunction and results in altered metabolism and alterations in circadian rhythm genes. These findings suggest a previously unrecognized role of PM2.5 in promoting CR disruption and metabolic dysfunction through epigenetic regulation of circadian targets. Well-designed human studies are needed to evaluate the clinical relevance of these pollution-induced alterations on circadian rhythms and health overall.
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| Circadian gene | MESOR    | p Value | Amplitude | p Value | Acrophase | p Value | Cycling p Value |
|----------------|----------|---------|-----------|---------|-----------|---------|-----------------|
| Bmal1         |          |         |           |         |           |         |                 |
| LD-FA         | 0.4751475| 0.4781546| 23.210186 | 0.00515*|
| LD-PM_0.5     | 0.2235200| 0.2572473| 20.901409 | 0.006553919*|
| LL-FA         | 0.3860750| 0.2654871| 19.966965 | 0.004202695*|
| LL-PM_0.5     | 0.3524100| 0.2345565| 19.997475 | 0.99582386|
| Clock         |          |         |           |         |           |         |                 |
| LD-FA         | 0.4711575| 0.3936382| 22.370064 | 0.04056*|
| LD-PM_0.5     | 0.3396225| 0.1591120| 17.386595 | 0.047086262*|
| LL-FA         | 0.3607225| 0.1072335| 21.179567 | 0.173476699|
| LL-PM_0.5     | 0.3544100| 0.1770454| 11.621043 | 0.143700422|
| Per1          |          |         |           |         |           |         |                 |
| LD-FA         | 4.4971700| 4.6587779| 12.093866 | 0.21697*|
| LD-PM_0.5     | 3.0142900| 2.6414670| 12.923761 | 0.230095655|
| LL-FA         | 4.1983250| 4.6550357| 11.921178 | 0.694543869|
| LL-PM_0.5     | 4.697975 | 5.1760636| 10.791905 | 0.097955216|
| Per2          |          |         |           |         |           |         |                 |
| LD-FA         | 2.6156725| 2.4929648| 12.415633 | 0.04938*|
| LD-PM_0.5     | 4.0376350| 4.6612373| 12.352367 | 0.927492226|
| LL-FA         | 3.3550250| 3.8039926| 12.069062 | 0.582640553|
| LL-PM_0.5     | 3.5968670| 2.9362332| 11.920924 | 0.821233943|
| Cry1          |          |         |           |         |           |         |                 |
| LD-FA         | 0.6518600| 0.5872745| 19.723241 | 0.00709*|
| LD-PM_0.5     | 0.4621892| 0.1964905| 20.152340 | 0.70249206|
| LL-FA         | 0.4934350| 0.05141261| 18.386989 | 0.094875546|
| LL-PM_0.5     | 0.5822700| 0.19829811| 15.154233 | 0.521417173|
| Cry2          |          |         |           |         |           |         |                 |
| LD-FA         | 1.3202800| 0.4781722| 13.018262 | 0.03312*|
| LD-PM_0.5     | 1.2762175| 0.621142695| 8.3980884 | 0.046945202*|
| LL-FA         | 1.0841250| 0.3007884| 10.277379 | 0.03742488|
| LL-PM_0.5     | 1.1878725| 0.3606526| 8.199144 | 0.244466881|

Table S1. Cosinor analysis of circadian genes in liver, Related to Figure 2
### Supplementary Table 2

**Table S2. Cosinor analysis of circadian genes in BAT, Related to Figure 2**

| Circadian gene | MESOR     | p Value | Amplitude | p Value | Acrophase | p Value | Cycling p Value |
|----------------|-----------|---------|-----------|---------|-----------|---------|-----------------|
| Bmal1          |           |         |           |         |           |         |                 |
| LD-FA          | 0.5821500 | 0.685124|           |         | 21.530693| 0.00651*|                 |
| LD-PM          | 0.3036200 | 0.002594268 | 0.3031707 | 0.0051023 | 0.2258070 | 0.242813991 | 0.03124* |
| LL-FA          | 0.4267900 | 0.03637945 | 0.3665980 | 0.01068447 | 0.1838526 | 0.090485872 | 0.03124* |
| LL-PM          | 0.2787175 | 0.037792743 | 0.2130650 | 0.02826240 | 0.22717388 | 0.205676050 | 0.02201 |
| Clock          |           |         |           |         |           |         |                 |
| LD-FA          | 0.9066000 | 0.1871267 |           |         | 21.297622 | 0.04230*|                 |
| LD-PM          | 0.7694100 | 0.03966405 | 0.4503129 | 0.61776922 | 16.818536 | 0.11492991 | 0.07101 |
| LL-FA          | 0.8268100 | 0.30756090 | 0.3312360 | 0.73352477 | 7.6363178 | 0.046405087b | 0.08610 |
| LL-PM          | 0.7634305 | 0.828205913 | 0.4418717 | 0.34588122 | 13.517189 | 0.438437759 | 0.05307 |
| Per1           |           |         |           |         |           |         |                 |
| LD-FA          | 3.2319550 | 2.8540918 |           |         | 10.970798 | 0.18724 |                 |
| LD-PM          | 5.4244900 | 0.00918428 | 6.465521 | 0.01193468 | 10.657929 | 0.47365096 | 0.09304 |
| LL-FA          | 4.7732250 | 0.026183497 | 4.5341405 | 0.12478281 | 10.675168 | 0.63273473 | 0.16354 |
| LL-PM          | 6.9362990 | 0.031107038 | 7.1969239 | 0.08483440 | 9.7262170 | 0.17157247 | 0.00335* |
| Per2           |           |         |           |         |           |         |                 |
| LD-FA          | 5.5862900 | 6.0155655 |           |         | 15.056741 | 0.04731* |                 |
| LD-PM          | 3.8727700 | 0.229019036 | 3.794755 | 0.31544190 | 14.184400 | 0.39336551 | 0.19858 |
| LL-FA          | 7.9235450 | 0.197350379 | 6.2111323 | 0.91310225 | 10.555950 | 1.403476-05b | 0.05859 |
| LL-PM          | 4.9585725 | 0.043436820 | 3.9118945 | 0.06504908 | 11.835099 | 0.41703179 | 0.06571 |
| Cry1           |           |         |           |         |           |         |                 |
| LD-FA          | 1.5162775 | 1.4510653 |           |         | 19.372830 | 0.03471* |                 |
| LD-PM          | 0.6540700 | 0.002628390 | 0.6520268 | 0.010979775 | 18.309051 | 0.53225982 | 0.04143* |
| LL-FA          | 1.0085300 | 0.58046850 | 0.8333420 | 0.02969989b | 18.918508 | 0.59020020 | 0.17864 |
| LL-PM          | 0.7305675 | 0.04801920 | 0.5920773 | 0.12806524 | 19.765730 | 0.23628169 | 0.03133* |
| Cry2           |           |         |           |         |           |         |                 |
| LD-FA          | 2.6129025 | 2.7754180 |           |         | 17.406901 | 0.06550 |                 |
| LD-PM          | 1.4265425 | 0.016264978 | 1.0171637 | 0.005339486 | 16.856182 | 0.785826030 | 0.35483 |
| LL-FA          | 2.2101400 | 0.320025399 | 1.4079303 | 0.030142022 | 14.389582 | 0.0770234520 | 0.42168 |
| LL-PM          | 1.5261500 | 0.12790305 | 1.1280335 | 0.322136881 | 12.755406 | 0.3315054490 | 0.16734 |
### Supplementary Table 3

| Primer       | Forward                      | Reverse                          |
|--------------|------------------------------|----------------------------------|
| Clock        | 5'-GAGGTGCCTCTTCAGCAGTC-3'   | 5'-TGTGACATGCCTGTGGGAAT-3'       |
| Bmal1        | 5'-AAGTGCAAAGGCTTCAGT-3'     | 5'-GGTGGCCAGCTTTTCAATA-3'        |
| Per1         | 5'-CCAGGATGGTGGTCTCTT-3'     | 5'-TTTCTGGGTGAGTCTCTTG-3'        |
| Per2         | 5'-ATTGGGAGCACAAGATCGAAG-3'  | 5'-CAGTAGCCGGTGATTTT-3'          |
| Cry1         | 5'-TTCACTGCTACTGCCCCCTG-3'   | 5'-TTTTCAGGGAAGCCTCTTA-3'        |
| Cry2         | 5'-ATGTGTTCCAAAGCTGCTT-3'    | 5'-CCTCCTTGCCATCTCTACA-3'        |
| ACC          | 5'-GGATGACAGGCTTSCAGCTAT-3'  | 5'-TTTGTGCAATAGGGAACGTAAGTCG-3'  |
| PDK1         | 5'-TCCTGTCACACGCCAATAAG-3'   | 5'-CCACGGAAACATTAGGAGTG-3'       |
| PDK4         | 5'-GAGGATTACTGACCAGCCTTCTTA-3' | 5'-TTTGAGGGAATTGTCACCAC-3'      |
| PEPCK        | 5'-CCCTTGTCTATGAGACCCCTCA-3' | 5'-GGGAGAAGTTGTCAGGAAAG-3'      |
| PPARα        | 5'-ACACTGCAAGAGGATGCGAG-3'   | 5'-AGGCATCTACCACCATGCTCCATAA-3' |
| PPARγ        | 5'-AGCTGACCCAATGTTGGTCTGATTA-3' | 5'-GGAGATGCAAGTTCTACTTTGATCG-3' |
| CPT1         | 5'-CTGCTGATGTTAGATGGTCTGAAC-3' | 5'-GCCCAGAAATGCTCTGCGTTTA-3'   |
| PGC1a        | 5'-AGCCGTGACACACTGACAACAGA-3' | 5'-GCTGCAATGTTCTGAGTGCTAAG-3' |
| UCP1         | 5'-GGCATTCAGAGGCAAATCAGCT-3' | 5'-CAATGAACACTGCCACACCTC-3'     |
| PRDM16       | 5'-CCACCGAGGAGGACTTCACC-3'   | 5'-GGAGGACTTCTCGTAGCTCGAA-3'    |
| HDAC1        | 5'-AGTCTCTTACTACTACAGAGCCG-3' | 5'-TGAGCAGCAAATTGTGAGTCT-3'    |
| HDAC2        | 5'-GCCTAGCTAGTCAAGAGGCCGCC-3' | 5'-GGCTTCTAGGGTACCCCTGCGC-3'   |
| HDAC3        | 5'-CACAAGACCCCTGATGCTCTT-3'  | 5'-GCAGTCCAGGATACCAATTACT-3'    |
| HDAC4        | 5'-TGAGAGACGGAGCACGACCCC-3'  | 5'-TGGAGAGCTGGGACCCAGGC-3'      |
| DNMT1        | 5'-CTCTAGGCTCCAGGTCAGAGGAA-3' | 5'-TCTCTCTCTCTCTCGAGCCCTCA-3'  |
| DNMT3A       | 5'-GGCAAATTGTTGCTTGTGGATGACA-3' | 5'-CCTGGTGGGAATGACACTGAGAAGA-3' |
| GAPDH        | 5'-AACGACCCCTTCTATGGC-3'     | 5'-TCCACGACACACTGACGAC-3'       |
| RPL13A       | 5'-GGAGAAACCGGAAAGGAAAAGG-3' | 5'-GAGTCCGGTGGCTTGGAGG-3'       |
| B2M          | 5'-TGGTGCTTGGCTCTACGTGAC-3'  | 5'-TATGGTGGGCTCCATCTCT-3'       |

**Table S3. Mouse primers used for Circadian Rhythm and Metabolic Study, Related to Figure 2, Figure 5 and Fig S5 and Fig S6**
Transparent Methods

Exposure of Animals to Ambient PM$_{2.5}$

Laboratory mice were exposed to concentrated ambient PM$_{2.5}$ or filtered air (FA) using a Versatile Aerosol Concentration Enrichment System (VACES) whose laboratory and field characterization have been previously described in detail (Chen, 2003) (Maciejczyk and Chen, 2005; Sun et al., 2009). VACES allows the concentration of ambient particulates in the atmosphere in Cleveland, Ohio, USA, allowing chronic inhalational exposure of mice in chambers to concentrated ambient particulate matter <2.5 microns (CAP) in diameter. Briefly, the sampled ambient aerosol from VACES located in metropolitan Cleveland is drawn inside a saturator and mixed with ultrapure deionized water vapor to achieve saturation, following which it passes through a cooling section that induces condensational growth of the particles to super-micrometer size via supersaturation. The grown particles are then concentrated by virtual impaction. VACES employs three virtual impactors in parallel, achieving an overall enrichment factor of 10-20x, depending on ambient concentration levels. The particles themselves are analyzed after collection on Teflon filters using XRF (X-ray fluorescence, a non-destructive analytical technique) analysis to determine the elemental composition of deposited PM$_{2.5}$. The elemental composition during exposure for this experiment is depicted in Supplemental Figure 2. For the initial discovery study, three-week-old C57BL/6J male mice were purchased from the Jackson Laboratories (Bar Harbor, ME), and were equilibrated for 1 week prior to experimental enrollment. Weight matched mice were then divided into two groups and exposed to either filtered air (FA) and/or concentrated PM$_{2.5}$ at nominal $10 \times (80-100 \mu g/m^3)$ ambient concentrations 6 hours per day, 5 days per week in standard light-dark cycle (12 h day light/12 h dark) (LD) with concomitant *ad libitum* access to standard chow diet for 14 weeks. For the validation study, three-week-old C57BL/6J male mice were equilibrated for 1
week prior to experimental enrollment and divided into four groups; (1) LD-FA (12h day light/12h dark and received filtered air daily 6h/day/5 days in a week). (2) LD-PM$_{2.5}$ (12h day light/12h dark and received concentrated PM$_{2.5}$ air daily 6h/day/5 days in a week). (3) LL-FA (12h day light/12h dim light and received filtered air daily 6h/day/5 days in a week) and (4) LL-PM$_{2.5}$ (12h day light/12h dim light and received concentrated PM$_{2.5}$ air daily 6h/day/5 days in a week) with concomitant *ad libitum* access to standard chow diet for 30 weeks. The control (FA) mice in the experiment were exposed to an identical protocol with the exception of a high-efficiency particulate-air (HEPA) filter positioned in the inlet valve position to remove all of the PM$_{2.5}$ in the filtered air stream. All the animal experiments were approved by the Case Western Reserve University IACUC committee and carried out under the institutional guidelines for ethical animal use.

**Glucose and Insulin Tolerance Test**

Basal blood glucose was measured after 12h of fasting using a handheld glucometer (Contour). Mice were given an intraperitoneal bolus of glucose (glucose tolerance test) or insulin (insulin tolerance test) at a concentration of 2 mg/kg or 0.75 IU/kg body weight, respectively, and blood glucose was measured at 20, 40, 60, 90 and 120 minutes thereafter.

**Blood Glucose, Plasma Insulin**

Retro-orbital blood was collected under isoflurane anesthesia after 12 hours of fasting. Whole-blood glucose was determined by using the glucometer (Contour) with glucose test strips as described by the manufacturer. Plasma insulin was determined by using a mouse insulin ELISA kit with mouse insulin as a standard (Alpco, Salem, NH03079). The homeostatic model assessment of insulin resistance (HOMA-IR) was calculated using the equation [(Glucose × Insulin)/405].
Urine and Plasma Corticosteroid Assay

Catecholamine levels such as epinephrine, nor-epinephrine and dopamine (3-CAT ELISA assay kit, Rocky Mountain Diagnostic Inc., Colorado Springs, CO 80903, USA) and total corticosterone level (Life Technology Corporation, Frederick, MD, USA) were measured according to the manufacturer instructions. Briefly, urine from different groups of mice were collected at ZT2, ZT6, ZT10, ZT14, ZT18, and ZT22 time points and stored at -80°C or used for catecholamine and total corticosterone measurement. For plasma total corticosterone levels, blood collected at ZT2 and ZT14 was used for this assay.

In vivo Glucose Uptake Measured by Positron Emission Tomography

[18F] Fluorodeoxyglucose (FDG) was purchased from PETNET solution (Cleveland, USA) and a cyclotron (Siemens20–30 gb). After an 8 h fast mice were injected with insulin (0.75 U/kg) diluted in 0.9% physiological saline and 5 min later received an intravenous administration of FDG (200-300µCi). After injection, the mice were maintained under conscious conditions and warmed using a heating pad. Before PET imaging, a CT scout view was taken to ensure mice were placed in the co-scan field of view (FOV) where the highest image resolution and sensitivity are achieved. Once the static acquisition was done, a CT acquisition scan was performed for attenuation correction. At 30 min small-animal positron emission tomography (uPET/CT, Siemens Medical solution Inc, TN 37932, USA) and micro-computed tomography (CT) (uPET/CT: Inveon, Siemens Medical solution Inc, TN 37932, USA) imaging were performed using an acquisition time of 15-30 min for PET at Case Center for Imaging Research (CCIR). Quantitative image analysis of the uptake of $^{18}$F-FDG in different organs was performed using Carimas II software. This program allows the regions of interest (ROI) to be extrapolated from the reconstructed uPET image frames, allowing the quantification of the SUV (standard uptake value) in a specific region. Based on the PET and
CT co-registered images, brain, liver, heart, muscle, WAT and BAT were then defined as (ROI) and FDG tissue uptake calculated using the mean value of standard uptake values (SUV).

**Body Composition and Indirect Calorimetry**

*In vivo* body composition analysis of lean mass and fat mass from conscious, immobilized mice was performed by the Case Center for Imaging Research (CCIR). The data and images were collected as described previously (Johnson et al., 2012) by using Bruker Biospec 7T small animal MRI scanner (Bruker Biospin, Billerica, MA). For indirect *in vivo* metabolic analyses, 20 weeks of FA/PM$_{2.5}$-exposed mice were acclimated to the apparatus for 24 hours before data collection commenced, after which energy expenditure was measured using a computer-controlled indirect calorimetry system (Oxymax Comprehensive Lab Animal Monitoring System, Columbus Instruments, Columbus, OH), run by the MMPC (Mouse Metabolic Phenotyping Core) at Case Western Reserve University (CWRU). For each animal, O$_2$ consumption and CO$_2$ production were measured for 1 min at 10-min intervals. Respiratory Quotient (RQ) was calculated as the ratio of CO$_2$ production to O$_2$ consumption. Energy expenditure was calculated using the Weir equation with normalization to body weight. Light and dark cycle energy expenditure was determined using the average of all data points per 12-h light/dark cycle of 2 consecutive days, and these, in turn, were averaged to obtain total 24-h energy expenditure. Data acquisition and instrument control were coordinated by MetaScreen and raw data was processed using ExpeData with an analysis script documenting all aspects of data transformation.

**Quantitative Real-Time RT-PCR (qPCR) Analysis**

Total RNA was extracted from liver and brown fat using Trizol® Reagent (Life Technologies, Grand Island, NY). cDNA was synthesized using Transcriptor First Strand cDNA synthesis kit (Roche Applied Science, Indianapolis, IN) according to the manufacturer’s protocol. The
amplification of target genes was used by a LightCycler® 480 SYBR Green I Master kit (Roche Applied Science, Indianapolis, IN). Gene expression was measured by quantitative real-time PCR performed on a LightCycler® 480 real-time PCR System (Roche Applied Science, Indianapolis, IN). The sequences of real-time PCR primers used in this study are shown in Supplementary Table 3. Fold changes of mRNA levels were determined using the ΔΔCt method and normalized to internal control GAPDH, RPL13 and B2M.

**RNA-Sequencing**

The extracted RNA was quantified by NanoDrop (Thermo Fisher Scientific, MA) and the quality was assessed using a 2100 Bioanalyzer (Agilent Technologies, CA). The Agilent Bioanalyzer is a microfluidics platform used for sizing, quantification, and quality control for RNA (and DNA/proteins) and provides an “RNA Integrity Number” (RIN), which quantifies the fragmentation of the RNA sample. The RNA samples were selected for sequencing if RIN value was more than 6.5. On average, 500-1,000 mg of RNA samples were used for library preparation and double-stranded cDNA generation. We utilized the NEBNext® Ultra RNA Library Prep Kit (New England BioLabs, Inc, Ipswich, MA) for liver tissues and a TrueSeq RNA Library Prep Kit (Illumina, San Diego, CA) to generate strand-specific libraries for all other mentioned issues. The library was amplified by 15-cycle according to the manufacturer protocol. After PCR primers removal with Agencourt AMPure PCR purification kit (Beckman Coulter, CA), the sequencing library was quantified on TapeStation (TapeStation Instrument). The prepared library was sequenced by HiSeq series sequencer including HiSeq4000, HiSeqX (Illumina, San Diego, CA). The raw BCL files were converted into FastQ files using CASAVA 1.8.2 (CASAVA).
**Transcriptome Analysis**

A total of 500 million reads were used, with an average of 50 million reads per sample. We built an index sequence for STAR using the Gencode M13 reference feature that includes protein-coding genes as well as non-coding genes. In total, 50,600 genes and 124,031 transcripts including isoforms were identified. Prior to sequence alignment, we applied trimgalore (version 0.4.3) with cut adapt package (version 1.12) (Martin, 2011) for removing any unnecessary genomic fragments (e.g. adapter dimers) and low quality nucleotide sequences from the raw reads. We mapped raw sequencing reads to the mouse reference genome (mm10) using STAR aligner 7, and calculated the raw count using feature Counts package (Risso et al., 2014). Finally, we extracted gene level transcripts (N=50,600) and transcript level isoforms (N=124,031) using the feature Counts. To test reproducibility and examine outlier samples, we conducted PCA analysis and MDR block analysis, as well as pair-wise comparative analysis showing the correlation scores in a matrix format (Fig. S1). We excluded extreme outlier samples before conducting differentially expressed gene analysis. All datasets are deposited under GEO accession number (GSE145566) and are accessible to the scientific community.

**Differentially Expressed Genes (DEGs)**

We used protein coding genes and long non-coding RNA from Gencode M13 (Freeze date Oct 2016). For transcriptome analysis, we were primarily interested in assaying gene-level expression (protein-coding genes). We used Rsub read and feature counts to generate a gene-by-sample matrix of reading counts that was analyzed using edgeR after removing unwanted variation (RUVg) (Risso et al., 2014). The output of this analysis is a set of genomic regions that are significantly different between the experimental groups. For transcript level expression analysis, we also utilized the alignment free mapping method in Salmon to quantify the number of transcripts and
transcript per million (TPM). We compared gene-level DEGs and transcript level DEGs and summarized the results in Supplementary Table 4. Due to the small number of biological replicates (N=2), we utilized the limma based edgeR method to determine differentially expressed transcripts or isoforms; cutoff: log2FC > 0.7 for liver and adipose samples (log CPM>0.7, FDR < 0.05). We used a low threshold in fold change (low-fold change DEGs: log2FC between 0.7 and 1.0) due to the potentially small effect size of environmental exposure on epigenome or transcription, resulting in only small variations in the transcriptome. We performed GO and Pathway analysis using DEGs and control genes. We used R Package Top GO 9 to generate the GO and GSEA to generate KEGG/Reactome pathways. In addition, we performed IPA (Ingenuity Systems Inc., Redwood City, CA) to check for enriched pathways from DEGs and search for upstream regulators (TF, enzyme, receptors). To validate our findings Transfac, and HOMER analysis 10 were performed to confirm upstream regulators from the DEGs list.

**Open Chromatin Signatures from Liver Samples using ATAC-seq**

Livers from 14-week-exposed male mice were harvested and the left lobe of liver was pulverized. Using same Freezer Mill (6775 Freezer/Mill® Cryogenic Grinder) that was used in RNA-seq library prep, 20-30 mg of frozen liver powder was used for prepare ATAC-seq library. The OMNI ATAC-seq protocol (Corces et al., 2017) was adopted for isolating nuclei and applying transposase reaction. The library was purified using two-sided SPRI beads selection (100-500bp fragment size). We utilized Hi-Seq system to sequence the libraries. Due to the limitation of the original protocol, we have relatively high background noise (compare to the advanced OMNI ATAC-seq protocol) (Martin, 2011) and less number of reads under the predicted peaks (open chromatin). Briefly, all reads were trimmed using cut adapt package, and trimmed read (>36bp minimum alignment length) have been mapped against mm10 genome using BWA aligner (Li and Durbin,
The candidate peaks were predicted by MACS peak calling software (Zhang et al., 2008). Parameters used for open chromatin peaks (-g mm -q 0.01 –keep-dup 1000 –no model –shift 0 -extsize 150), fine grain and smaller peaks (-extsize 40). We used predicted open chromatin peaks where at least two biological replicates were reproducible for the downstream analysis using IDR cutoff 0.05. (Q Li, 2011) All the pipeline is freely available via git hub and docker image developed by Bo Zhang lab at WASHU (https://hub.docker.com/r/zhanglab/atac-seq/). Finally, the open chromatin regions were submitted to search potential transcription factor binding sites using HOMER (Heinz et al., 2010) software (mm10 -size 150 -len 11). We collected high-confidence candidate motifs (p-value < 1e-10) using Homer known motif search.

**ChIP-qPCR Assay**

Mice liver were collected as described in the previous section, livers from two mice from each group (LD-FA, LD-PM2.5, LL-FA, LL-PM2.5) were used to prepare chromatin. Briefly, liver tissues (10-15mg) were fixed with 1% formaldehyde at room temperature for 15 min with swirling and quenched with 0.125M glycine for 5 min at room temperature. Cross-linked tissues were lysed in high salt buffer for 15 min in ice and subsequently nuclear lysis with SDS for 10 min in ice. Nuclear lysed extracts were subjected to sonication 30s on and 30s off using Diagenode Pico for 20-30 cycles at 4°C. After sonication DNA fragment size was checked in aliquots of sonicated extract, after protease treatment and reverse crosslinking at 65°C overnight. For each ChIP, 3-5ug of ChIP grade antibodies such as Bmal1 Ab3350, Clock Ab3517, p300 sc48343, pCAFsc8999 and Pol-II Millipore 05-623B were used, blocked with BSA and cross-linked on magnetic protein A/G based on the antibody of origin, at 4°C for 4hr. After sonication, the lysate was checked with desirable DNA fragment size (200-800bp) and incubated with the antibody at 4°C overnight. The ChIP complex was pulled down using a magnetic separator and washed with high sucrose buffer, high
salt buffer, LiCl buffer with protease inhibitor and with a final Tris wash. The immune complex was eluted and reverse cross-linked at 65° overnight, phenolysed and ethanol precipitated. DNA amount was quantified using qubit and the immune precipitate is quantified with no antibody as control using qPCR and desired primer for Per1 and Per2 (Supplementary Table3).

Statistics

Unless otherwise noted, values presented are expressed as means ± SEM. Statistical analyses were performed using student t-test, one- and two-way analysis of variance (ANOVA) using SAS 9.4 statistical programming. Significance was set at P < 0.05. The Cosinor method was used to investigate the presence of a daily 24 h rhythm. The method consists of adjusting a cosine curve to the actual 24 h time series (Cosinor method). The null hypothesis tested was that of zero amplitude, that is, no rhythmicity at the assumed frequency (24 h). A significant periodic fit was considered when the P value was <0.05.
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