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Abstract

In analyzing large scale structures it is necessary to take into account the fine scale heterogeneity for accurate failure prediction. Resolving fine scale features in the numerical model drastically increases the number of degrees of freedom, thus making full fine-scale simulations infeasible, especially in cases where the model needs to be evaluated many times.

In this paper, a methodology for fine scale modeling of large scale structures is proposed, which combines the variational multiscale method, domain decomposition and model order reduction. Addressing applications where the assumption of scale separation does not hold, the influence of the fine scale on the coarse scale is modeled directly by the use of an additive split of the displacement field. Possible coarse and fine scale solutions are exploited for a representative volume element (RVE) to construct local approximation spaces. The local spaces are designed such that local contributions of RVE subdomains can be coupled in a conforming way. Therefore, the resulting global system of equations takes the effect of the fine scale on the coarse scale into account, is sparse and reduced in size compared to the full order model. Several numerical experiments show the accuracy and efficiency of the method.
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1 | INTRODUCTION

Many problems in science and engineering involve multiple scales. With large disparities present in spatial or temporal scales, it is often insufficient to assume a homogeneous material in the analysis of a mechanical structure. For example, the dispersed phases (particles or fibers) in a composite material may lead to fluctuations in the displacement field which cannot be captured by
the phenomenological macroscale model. Therefore, in analyzing large scale structures, it is often necessary to take into account the materials’ fine scale heterogeneity to more accurately model the structure’s behavior. However, capturing the underlying physical phenomena, e.g., the formation of macrocracks, by resolving the fine scales in the numerical model also leads to a significant increase in the computational cost. While parallel computing mitigates this issue, the size of the discrete equation system remains and thus the computational effort of the direct numerical simulation poses a major problem, particularly in applications requiring repeated evaluations of the model.

It is often sufficient to predict macroscopic properties of the multiscale system based on a representative volume element (RVE), i.e. the smallest volume, such that the material with discontinuous structures can be statistically homogeneous and the variation of the macroscopic variables is negligibly small. This way, to consider the small-scale effect on the large scale, resolving the small-scale features in the entire domain is not required. However, this approach rests on the assumption of separation of scales and consequently the existence of an RVE.

The present paper addresses applications where the assumption of separation of scales does not hold. A superposition-based ansatz is used to model the nonlocal influence of the fine scale on the coarse scale directly. Furthermore, by means of model order reduction techniques, the dimension of the discrete system of equations is reduced and the computational cost to solve the discretized problem.

In the context of multiscale methods in computational mechanics, computational homogenization approaches, such as the FE² method (see e.g. [123]) are widely used. The nested solution process, where for each material point on the coarse scale a fine scale boundary value problem based on an RVE is solved to obtain the homogenized macroscopic response, is still a computationally demanding task. Moreover, separation of scales can only be assumed if the macroscopic dimensions are significantly larger than the dimensions of the micro-scale features. Relying on this assumption, an RVE can be defined which must, on average, be typical for the heterogeneous material, but also small in dimension compared to the entire body of the structure. A more precise definition is given by Bishop and Hill and later work by Hill, where the concept of an RVE was introduced under the label unit cube. Furthermore, the existence and size of an RVE is analyzed by Gitman et al. and it is shown that, in the presence of macroscopic cracks emerged from the localization of microdefects, a useful RVE cannot be found.

To reduce the computational cost of numerical methods in many-query contexts involving parameterized partial differential equations (pPDEs), i.e., where the same problem has to be solved for different parameter values many times, or where real-time performance is required, projection-based model order reduction techniques have gained great popularity (see the textbooks for an introduction to the topic). The high dimensional numerical problem (high-fidelity approximation or full order model (FOM)) is replaced by a reduced order model (ROM) of small dimension, which is achieved by the projection of the original system of equations upon a subspace of the solution manifold. A key point is the construction of the reduced basis, which spans the low dimensional subspace, from a set of suitably selected high-fidelity solutions. In (now standard) reduced basis
(RB) methods, the so-called snapshots are selected via the weak greedy algorithm. Another popular method for subspace construction is the proper orthogonal decomposition (POD). Here, the snapshots are gathered column-wise in a matrix and the reduced basis is computed as the left singular vectors associated with the largest singular values of this matrix. For a review, see for example the book by Holmes et al. and the work by Kunisch and Volkwein for applications to partial differential equations. A general challenge with POD is the selection of the snapshots. Usually, the parameter space has to be densely sampled and the resulting reduced basis is not guaranteed to accurately approximate solutions outside the chosen training set. However, neither of the above approaches yield an efficient reduction of nonlinear problems. Due to the repeated evaluation of the weak form over the full domain (e.g. assembly of the stiffness matrix and internal force vector), the reduced system still depends on the high dimension of the FOM. Among others, well-known techniques to address this issue are the Empirical Interpolation Method (EIM) and its discrete variant or the Hyper-Reduction. Moreover, the more recent approaches make use of machine learning methods to construct ROMs for nonlinear problems.

The contributions combine the FE approach with model reduction of the fine scale problem to address the issue of computational complexity.

Regardless of this, in cases where the assumption of separation of scales as the basis of classical homogenization approaches does not hold, full fine scale simulations become inevitable. In this case, however, limitations of the established model order reduction techniques become apparent; examples of such limitations include prohibitively large reduced spaces due to high dimensional parameter spaces or computationally expensive offline phases due to large computational domains.

To alleviate these shortcomings, methods combining multiscale methods, domain decomposition and model order reduction were developed. Approaches of this kind are known as localized model order reduction methods, and an extensive review is given by Buhr et al. The main idea is the construction of local reduced spaces on subdomains, i.e. parts of the global domain, which are then coupled (either in a conforming or non-conforming way) to obtain a global approximation. Local reduced spaces that are optimal in the sense of Kolmogorov can be constructed by solution of a transfer eigenvalue problem, which also uses the concept of oversampling first introduced in the context of the multiscale finite element method (MsFEM). Although the direct computation of the singular values of this transfer operator is computationally very expensive, Buhr and Smetana show for the non-parametric case that the associated transfer operator can be well approximated by random sampling. The authors note that the approach can be extended to the parameter-dependent case in a straightforward manner. In addition, the variational multiscale method (VMM) was introduced as a general “procedure for deriving models and numerical methods capable of dealing with multiscale phenomena ubiquitous in science and engineering”. Its close relation to the MsFEM is discussed in the context of mixed finite element methods. Belonging to the class of superposition-based multiscale methods (see for an overview), it is a natural choice for problems in computational mechanics.
The aim of the present paper is to enable full mesoscale simulations of large scale structures. While this contribution is limited to the linear case, in the long run it is necessary to fully resolve the fine scales in the numerical model to include localization phenomena and nonlinear material behaviour. This necessitates the direct modeling of the nonlocal effect of the fine scale on the coarse scale, which is achieved by an additive split of the displacement field in coarse and fine scale parts, as in the VMM. Both coarse and fine scale parts are approximated by finite elements which automatically introduce a domain decomposition character, with coarse grid cells being equivalent to subdomains. The problem of computational complexity is addressed by the construction of local reduced basis functions for the coarse and fine scale parts. While the coarse scale basis functions are defined a priori, POD is used to construct the basis for the fine scale. For the selection of the snapshots, in view of the extension of the method to the nonlinear case, the solution of the transfer eigenvalue or equivalent oversampling problem with physically meaningful instead of random boundary conditions is proposed. Furthermore, in order to derive practical methods in the framework of the VMM, it is usually necessary to impose additional constraints on the fine scale to eliminate it from the coarse scale equation. In the simplest case, the fine scale part is assumed to vanish on coarse grid cell boundaries. Other, physically more sound ideas leading to a Lagrange type method are discussed by Hund and Ramm.

In this contribution, the fine scale term is further decomposed (see section 3.3), enabling a direct coupling of adjacent subdomains and ensuring continuity of the displacements without requiring the fine scale solution to vanish along the edges of the coarse grid.

The proposed method to model linear elastic heterogeneous structures is described as follows. First, in section 2, the problem setting and formal procedure of the method are described. Section 3 deals with the construction of local approximation spaces. Numerical examples illustrating the performance of the suggested approach are discussed in section 4. The conclusion and an outlook are given in section 5.

2 | PROBLEM SETTING AND MODELING

While the method could be applied to other partial differential equations, only the balance of linear momentum in the static case on a large computational domain \( \Omega_{\text{gl}} \subset \mathbb{R}^d \) (the suffix ‘gl’ stands for global) is considered, with boundary \( \partial \Omega_{\text{gl}} = \Sigma_N \cup \Sigma_D \), where \( \Sigma_N \) and \( \Sigma_D \) denote Neumann and Dirichlet boundaries, respectively, and \( d = 2, 3 \) is the spatial dimension. Without loss of generality, volumetric forces are neglected, and the displacement solution \( u_{\text{gl}} \) is sought such that

\[
-\nabla \cdot \sigma(\nabla u_{\text{gl}}) = 0 \quad \text{in } \Omega_{\text{gl}},
\]

\[
\sigma(\nabla u_{\text{gl}}) \cdot n = \hat{t} \quad \text{on } \Sigma_N,
\]

\[
u_{\text{gl}} = \hat{u} \quad \text{on } \Sigma_D.
\]
Here the Cauchy stress tensor $\sigma$ for one of the $M$ components of the heterogeneous linear elastic material is given by

$$\sigma_m = \lambda_m^1 (\varepsilon(u_m)) \cdot 1 + 2 \lambda_m^2 \varepsilon(u_m), \quad \text{with} \quad m = 1, \ldots, M,$$

where $\lambda_m^1$ and $\lambda_m^2$ are Lamé’s constants. The linear strain operator is denoted by $\varepsilon(v) = \frac{1}{2} \left( \nabla v + \nabla v^T \right)$. Moreover, $n$ is the body’s surface outward normal vector, $\hat{t}$ is the traction given on the Neumann boundary $\Sigma_N$, and $\hat{u}$ is the displacement prescribed on the Dirichlet boundary $\Sigma_D$. Introducing a Hilbert space $V_{gl}$, the weak form for eq. (1) reads:

$$a(u_{gl}, v) = f(v), \quad \forall v \in V_{gl}, \quad (3)$$

where

$$a(w, v) = \sum_{m=1}^{M} \int_{\Omega_{gl}} \lambda_m^1 \text{tr}(\varepsilon(w)) \text{tr}(\varepsilon(v)) + 2 \lambda_m^2 \varepsilon(w) \cdot \varepsilon(v) \, dV \quad (4)$$

and

$$f(v) = \int_{\partial \Omega_{gl}} \hat{t} \cdot v \, dA. \quad (5)$$

Here, $\text{tr}(\bullet)$ denotes the trace of a tensor and ‘$\cdot \cdot$’ stands for the scalar product of two 2nd-order tensors (2-fold contraction as defined in section 2.1.15 of [33]). The energy inner product and energy norm are defined as

$$(w, v)_{V_{gl}} = a(w, v), \quad \forall w, v \in V_{gl}, \quad (6)$$

$$\|v\|_{V_{gl}}^2 = a(v, v), \quad \forall v \in V_{gl}. \quad (7)$$

### 2.1 | Full order model

The direct numerical solution or full order model is defined as the finite element approximation of eq. (3), searching for the solution in a discrete space $V_\delta \subset V_{gl}$ (of high fidelity; suffix $\delta$): find $u_\delta \in V_\delta$, such that

$$a(u_\delta, v) = f(v), \quad \forall v \in V_\delta. \quad (8)$$

The dimension of the discrete space is denoted by $N_\delta = \dim(V_\delta)$, and by equipping $V_\delta$ with a standard finite element basis \{ $\phi_i$ \}_{i=1}^{N_\delta}, the stiffness matrix and right hand side can be written as

$$(A_\delta)_{ij} = a(\phi_j, \phi_i), \quad (f_\delta)_i = f(\phi_i). \quad (9)$$

### 2.2 | Multiscale method

Every material is intrinsically multiscale. In the framework of continuum mechanics, often the assumption of a homogeneous material to solve macroscale problems is sufficient. However, it is only a homogenized approximation of the underlying finer
FIGURE 1 L-shaped panel test specimen and exemplary fine scale structure (RVE).

scales and thus not suitable in loading conditions where the real physical phenomena on the fine scale greatly influence the macroscopic behaviour. Consider for example the propagation of a crack in the test specimen shown in fig. 1 which is only tractable by resolving the fine scale in the numerical model. The macroscopic approximation then needs to be improved by fine scale functions taking into account fluctuations in the displacement field due to the heterogeneous fine scale structure. Note that the discretization of the fine scale structure (RVE) is assumed to be the same throughout the whole mesoscale structure and that it is aimed at a reduction of the fully dissolved RVE subdomain by construction of coarse grid elements which are able to model both scales sufficiently. Following this line of thought, an additive split of the displacement solution

$$u_{gl} = u_c + u_f, \quad V_{gl} = V_c \oplus V_f$$

is introduced, such that

$$a(u_c, v_c) + a(u_f, v_c) = f(v_c) \quad \forall v_c \in V_c, \quad (11)$$
$$a(u_c, v_f) + a(u_f, v_f) = f(v_f) \quad \forall v_f \in V_f. \quad (12)$$

Here \((\star)_c\) denotes the coarse scale part and \((\star)_f\) the fine scale part. The corresponding discrete spaces are associated with coarse scale and fine scale partitions of the domain \(\Omega_{gl}\) as depicted in fig. 2. It is assumed that an RVE for the analyzed heterogeneous material exists and that the global domain can be decomposed into \(N_c\) non-overlapping RVE subdomains denoted by \(\Omega_i, \quad i = 1, 2, \ldots, N_c\). The subdomain boundaries are denoted by \(\Gamma'_e\) with \(e = 1, 2, 3, 4\) referring to the respective bottom, right, top and left
Section 3 deals with the construction of reduced basis functions which yield a good approximation of $u_{gl}$, such that the PDE eq. (1) is locally fulfilled on $\Omega_i$. The proposed approach features a local basis $\{\xi_k\}_{k=1}^{n_c} = \{\varphi_i\}_{i=1}^{n_c} \cup \{\psi_j\}_{j=1}^{n_f}$, with $n$ being the maximum number of basis functions, which has partition of unity property on vertices of the coarse grid and is conforming on subdomain boundaries $\Gamma^i_e$. Here $\varphi_i$ and $\psi_j$ are the $n_c$ coarse scale and $n_f$ fine scale functions, respectively. The reduced basis can be expressed in the standard finite element basis $\phi_j$ associated with the fine grid

$$\xi_k = \sum_{j=1}^{n_c} B_{jk} \phi_j,$$

where the $k$-th column of the matrix $B \in \mathbb{R}^{n_c \times n}$ holds the coefficients of the $k$-th basis function. The local contribution of a subdomain is then given by

$$A_n = B^T A^{\text{loc}}_g B; \quad f_n = B^T f^{\text{loc}}_g,$$

where $A^{\text{loc}}_g \in \mathbb{R}^{n_c \times n_c}$ and $f^{\text{loc}}_g \in \mathbb{R}^{n_c}$ denote the stiffness matrix and external force vector, respectively, of an RVE subdomain. Note that unless body forces are present, $f^{\text{loc}}_g$ is zero in case $\Gamma^i_e \cap \Sigma_N = \emptyset$ or $\bar{i} = \emptyset$ which is the case for most subdomains. Due to the above-mentioned properties of the reduced basis functions, the local contributions $A_n \in \mathbb{R}^{n \times n}$ and $f_n \in \mathbb{R}^n$ can be sorted into global vectors following the usual assembly procedure of a quadrilateral (or hexahedral) finite element, where each node, edge and face (3D) is associated with a fixed number of degrees of freedom (DoFs). The global system of the reduced order
model of size \( N \ll N_\delta \) is then written as
\[
A_N u_N = f_N ,
\] (16)
where \( A_N \in \mathbb{R}^{N \times N} \), \( f_N \in \mathbb{R}^N \) and \( N \) is the number of unknown DoFs in the reduced order model.

3 | CONSTRUCTION OF LOCAL APPROXIMATION SPACES

In this section, the construction of the reduced basis functions for the coarse scale \( \{ \varphi_i \}_{i=1}^{n_c} \) and the reduced basis functions for the fine scale \( \{ \psi_i \}_{i=1}^{n_f} \) is addressed. The proposed offline phase consists of three stages:

1. direct calculation of coarse-scale basis \( \{ \varphi_i \}_{i=1}^{n_c} \),

2. calculation of fine-scale edge basis functions \( \{ \chi^e_i \}_{i=1}^{n_{mpe}} \), where \( n_{mpe} \) denotes the number of modes per (subdomain) edge; via two approaches:
   
   (a) by solving an oversampling problem (leading to an empirical basis),
   
   (b) by constructing hierarchical finite element shape functions (see e.g. chapter 8 in [16]),

3. calculation of subdomain basis functions \( \{ \psi_i \}_{i=1}^{n_f} \) from \( \{ \chi^e_i \}_{i=1}^{n_{mpe}} \).

3.1 | Direct calculation of coarse scale basis

The coarse scale basis is required to form a partition of unity on the subdomain boundary \( \partial \Omega_i \), to enable the assembly procedure described in section 2. Therefore, standard finite element shape functions on the boundary of the subdomain are extended into the interior by solving the variational problem on the RVE subdomain. The coarse scale basis functions are defined as the solution of
\[
a(\varphi, \nu) = 0 , \quad \varphi = N_j \text{ on } \partial \Omega_i , \quad \forall \nu \in \mathbb{V}_j ,
\] (17)
where
\[
a(\varphi, \nu) = \sum_{m=1}^{M} \int_{\Omega_i} \lambda_m^1 \text{tr}(\varepsilon(\varphi)) \text{tr}(\varepsilon(\nu)) + 2 \lambda_m^2 \varepsilon(\varphi) : \varepsilon(\nu) \, dV
\] (18)
and \( N_j \) being the standard Lagrange basis functions. For quadrilateral coarse-grid cells and linear interpolation of the coarse-scale, this yields a coarse-scale basis of size \( n_c = 8 \).
3.2 Calculation of fine scale edge basis functions

As mentioned in the beginning of section 3.2, two different approaches are considered. The fine scale edge basis functions may be defined as \textit{hierarchical} shape functions a priori. In this case, no precomputation is required and one could directly compute the extension of the edge basis into the interior of the subdomain, as described in section 3.3. The construction of the \textit{empirical} fine scale edge basis poses the main challenge in the proposed framework. In order to exploit fine scale solutions of the PDE eq. (1) on any subdomain \( \Omega_i \), we make use of the concept of oversampling. First, the oversampling domain \( \hat{\Omega} \) is defined, such that \( \Omega_i \subseteq \hat{\Omega} \subseteq \Omega_{\Omega_i} \). Furthermore, the distance between the boundary \( \partial \Omega_i \) and \( \Gamma_{\mu} := \partial \hat{\Omega} \setminus \partial \Omega_{\Omega_i} \) is greater than zero, i.e. \( \text{dist}(\Gamma_{\mu}, \partial \Omega_i) \geq \rho > 0 \). Dependent on the configuration for a particular \( \Omega_i \), \( \Gamma_N := \partial \hat{\Omega} \cap \Sigma_N \) or \( \Gamma_D := \partial \hat{\Omega} \cap \Sigma_D \) may be not empty and Neumann or Dirichlet boundary conditions of the global problem need to be considered in the oversampling as well.

The challenge in solving eq. (1) on \( \hat{\Omega} \) lies in the definition of the boundary data on \( \Gamma_{\mu} \) which is used to exploit possible solutions of the PDE on \( \Omega_i \) and therefore can be regarded as a parameter \( \mu \in \mathbb{P} \). Numerically, the maximum size of the parameter space \( \mathbb{P} \) is the number of degrees of freedom on \( \Gamma_{\mu} \). Consider for example \( \hat{\Omega} \) as a \( 3 \times 3 \) block of RVEs with a single aggregate, as shown in fig. 5a. The RVE is discretized with 11 vertices per edge, leading to 120 vertices on \( \Gamma_{\mu} \). For linear triangular elements, this would lead to a parameter space \( \mathbb{P} = \mathbb{R}^{240} \), where a dense uniform sampling as usually done in standard greedy approaches as introduced in [13] is infeasible. For this reason by simply choosing the boundary data as

\[
g(\mu) = \sum_{i=1}^{P} N_i \mu_i ,
\]

the parameter space is reduced to \( \mathbb{P} = \mathbb{R}^P \). The shape functions \( N_i \) are chosen as standard finite element shape functions defined on the oversampling domain \( \hat{\Omega} \), either of Lagrange or ‘serendipity’ (see e.g. chapter 8 in [36]) type. The DoFs in this load parametrization are the components \( \mu_i \in \mathbb{R} \) of the parameter value \( \mu = (\mu_1, \mu_2, \ldots, \mu_p) \). The oversampling problem is then given as

\[
-\nabla \cdot \sigma(\nabla u(\mu)) = 0 \quad \text{in} \quad \hat{\Omega},
\]

\[
\sigma(\nabla u(\mu)) \cdot n = \mathbf{t} \quad \text{on} \quad \Gamma_N ,
\]

\[
u(\mu) = \mathbf{u} \quad \text{on} \quad \Gamma_D ,
\]

\[
u(\mu) = g(\mu) \quad \text{on} \quad \Gamma_{\mu} .
\]

Besides the reduction of the parameter space, the load parametrization eq. (19) also enables including physical states of the structure of interest in the training. The choice of a training set \( \mathbb{P}_\mu \), a finite number of points in \( \mathbb{P} \), is discussed in section 3.4 while for the rest of this subsection it is assumed that a suitable training set exists.

As an example, fig. 3 shows the oversampling domain \( \hat{\Omega} \) for a subdomain of interest \( \Omega_i \) that is entirely inside the structure and the DoFs in the load parametrization for serendipity shape functions, i.e. \( P = 16 \).
For constructing the fine scale edge basis, we proceed as follows. For any parameter \( \mu \in \mathcal{P}_h \), the oversampling problem eq. (20) is solved and the solution is restricted to the domain of interest, which is denoted by \( u(\mu) \big|_{\Omega_i} \). The coarse scale DoFs are the total displacement values at vertices of the coarse grid and the fine scale part is obtained by subtracting the coarse scale part. The fine scale part is further restricted to the solution on the edges \( u_f(\mu) \big|_{\Gamma_e} \). This way, four fine scale edge snapshots are obtained for each parameter value \( \mu \) and gathered in snapshot sets for edges opposite to each other, where a continuous coupling needs to be ensured. For example, a bottom-top-set and a right-left-set is defined for RVEs inside the structure (leading to a delta training set of cardinality \( 2P \); see section 3.4 for its definition), while depending on the configuration, not all edge snapshots are relevant or it is necessary to additionally take snapshots from neighbouring configurations into account. Since the different configurations are problem specific, this is discussed in more detail in section 4.2.

Finally, the edge snapshots are gathered column-wise in a so-called snapshot matrix and POD is applied to compute the fine scale edge basis. It is noted that the POD algorithm used in this paper computes the POD modes via the method of snapshots which is summarized briefly in the paragraph below. The fine scale edge basis is denoted as \( \{ \chi^e_j \}^{n_{\text{mpc}}} \) \( j=1,2,3,4 \) referring to one of the edges of the RVE domain \( \Gamma_e \) and \( n_{\text{mpc}} \) denoting the number of modes per edge. Note that for subdomains inside the structure, the sets \( \{ \chi^1_j \}^{n_{\text{mpc}}} \) (bottom) and \( \{ \chi^3_j \}^{n_{\text{mpc}}} \) (top) and analogously the sets \( \{ \chi^2_j \}^{n_{\text{mpc}}} \) (right) and \( \{ \chi^4_j \}^{n_{\text{mpc}}} \) (left) are identical.

**Proper orthogonal decomposition**

Given a set of \( N_{\text{samples}} \) snapshots \( \{ s_i \}_{i=1}^{N_{\text{samples}}} \) the snapshot matrix \( S \in \mathbb{R}^{N_{\text{samples}} \times N_{\text{samples}}} \) is defined as

\[
S = [s_1, s_2, \ldots, s_{N_{\text{samples}}}] .
\]  

In general the snapshots can be vectors in a Hilbert space \( \mathcal{V} \) with dimension \( S = \dim(\mathcal{V}) \). Next, the correlation matrix \( C \in \mathbb{R}^{N_{\text{samples}} \times N_{\text{samples}}} \) is formed by the Gramian of the set of snapshots

\[
C_{ij} = (s_i, s_j)_{\mathcal{V}} , \quad i, j = 1, 2, \ldots, N_{\text{samples}} .
\]
Then, the eigenvalue decomposition of the correlation matrix, with eigenvalues $\lambda_k$ and eigenvectors $v_k$, $k = 1, 2, \ldots, \min(n_{\text{modes}}, N_{\text{samples}})$, is computed. Depending on the implementation, the number of POD modes $n_{\text{modes}}$ can be specified directly by the user or in terms of a tolerance on the eigenvalues. The $k$-th POD mode $\chi_k$ is finally obtained by

$$
\chi_k = \frac{1}{\sqrt{\lambda_k}} Sv_k.
$$

(23)

### 3.3 Calculation of subdomain basis functions

The final step in constructing the reduced basis for the fine scale part of the displacement solution consists in the extension of the POD edge modes into the RVE domain $\Omega_i$. It is important to note that, by setting the same function on a single edge for adjacent RVEs, continuity between adjacent subdomains is ensured. Furthermore, to enable the standard assembly procedure as in the finite element method, it is necessary to enforce zero boundary conditions on edges $\partial \Omega_i \setminus \Gamma_e^i$ where the POD mode is not prescribed. For each edge $\Gamma_e^i$, with $e = 1, 2, 3, 4$, and each POD mode in the set $\{\chi_j^{e_{\text{mp}}}\}_{j=1}^{n_{\text{mp}}}$, find $\psi_j^e$ such that

$$
a(\psi_j^e, v) = 0, \quad \forall v \in V_i,
$$

with $\psi_j^e = \chi_j^e$ on $\Gamma_e^i$ and $\psi_j^e = 0$ on $\partial \Omega_i \setminus \Gamma_e^i$,}

(24)

where the bilinear form $a(\cdot, \cdot)$ is given by eq. (18). Note that, for example, the sets $\{\chi_j^1\}_{j=1}^{n_{\text{mp}}}$ (bottom) and $\{\chi_j^3\}_{j=1}^{n_{\text{mp}}}$ (top) are identical, while this is not the case for $\{\psi_j^1\}_{j=1}^{n_{\text{mp}}}$ (bottom) and $\{\psi_j^3\}_{j=1}^{n_{\text{mp}}}$ (top). All $n_t = 4n_{\text{mp}}$ solutions of eq. (24) are then gathered in one set of fine scale basis functions

$$
\{\psi_j\}_{j=1}^{n_t} = \{\psi_k^1\}_{k=1}^{n_{\text{mp}}} \cup \{\psi_k^2\}_{k=1}^{n_{\text{mp}}} \cup \{\psi_k^3\}_{k=1}^{n_{\text{mp}}} \cup \{\psi_k^4\}_{k=1}^{n_{\text{mp}}}.
$$

(25)

### 3.4 Training sets

In this section, two different choices for the training set which are studied in the numerical examples (section 4) are discussed. For the first training set (referred to as $\text{delta}$), the parameters $\mu \in P = \mathbb{R}^P$ are chosen as coefficients of the unit vectors $\{e_i : 1 \leq i \leq P\}$ of $\mathbb{R}^P$. This way the DoFs in the load parametrization of the oversampling problem are excited separately and this leads to a training set of size $P$.

The choice for the second training set is related to the particular choice of load parametrization in the oversampling problem, in which it is assumed that the macroscopic response in most applications is well approximated by quadratic polynomials. Another motivation for this choice is the possibility to include physical states that are actually present in the structure of interest (SoI) and hence it is referred to as the SoI training set. To this end, prior to the solution of the oversampling problem, a standard FE problem with homogenized material parameters is solved on the coarse grid. The parameter values of the training set are then given by DoFs local to each coarse grid cell, i.e. quadrilaterals with quadratic shape functions in this case. Thus, the training set is of
the size of the number of coarse grid cells $N_c$ and, in analogy to the different configurations of oversampling problems present in the structure, it is divided into several training sets used to compute the snapshots in each of the oversampling problems. However, this also poses the problem that the training data for subdomains $\Omega_i$, with $\partial \Omega_i \cap \partial \Omega_i \neq \emptyset$, is sparse. This may lead to only a few basis functions and large approximation errors for these particular subdomains. Therefore, in this contribution the approach is limited in the sense that the $Sol$ basis needs to be extended by $delta$ modes.

4 | NUMERICAL EXPERIMENTS

In this section, the performance of the suggested empirical basis for different training sets is studied and compared to the hierarchical basis as a naïve choice for the approximation of the fine scale part. Section 4.1 shows (empirically) the exponential decay of the local projection error for a random testing set within the chosen parametrization (eq. (19)). In the presented block example, the local projection error carries over to the global approximation if the Dirichlet data lies in the span of the reduced basis. In section 4.2 a beam under the state of pure bending is analyzed for varying ratio of the elastic moduli as a measure for the heterogeneity and the empirical basis’ performance is shown to be superior to that of the hierarchical basis for ratios greater than one. The applicability of the method to more complex problems is demonstrated by the example of an L-shaped panel in section 4.3. If not stated otherwise, the material parameters listed in table 1 are used. Triangle elements with quadratic shape functions are used for the fine grid discretization of the RVE types used in the examples. Figure 4 shows the results of the mesh convergence analysis carried out. For different levels of refinement eq. (3) is solved on the RVE domain with boundary data given by eq. (29) and the error relative to a reference solution computed on the finest mesh is measured in the energy norm. The mesh is regarded as converged if the relative error in the energy norm is below one percent which leads to the partitions as shown in fig. 5. In all examples, the global error relative to the full order model (eq. (3)) is computed as follows. The absolute error on subdomain $\Omega_i$ defined as $e_i = (u_{fom})_i - (u_{rom})_i$ is measured in the energy norm as

$$\|e_i\|^2_{V_i} = a(e_i, e_i).$$

(26)

The global absolute error is thus given by the square root of the sum of the local norm squared

$$\|e\|^2_{V_{gl}} = \sqrt{\sum_{i=1}^{N_c} \|e_i\|^2_{V_i}}.$$  

(27)

Analogously, the global relative error is given by

$$\frac{\|e\|^2_{V_{gl}}}{\|u_{fom}\|^2_{V_{gl}}} = \frac{\sqrt{\sum_{i=1}^{N_c} \|e_i\|^2_{V_i}}}{\sqrt{\sum_{i=1}^{N_c} \|(u_{fom})_i\|^2_{V_i}}}.$$  

(28)
FIGURE 4 Relative error in the energy norm against square root of number of degrees of freedom in the mesh convergence analysis.

TABLE 1 Material parameters (taken from table 4 in\textsuperscript{35}).

|                | Mortar matrix | Aggregates |
|----------------|---------------|------------|
| Young’s modulus | $E_m = 30\,000\,\text{MPa}$ | $E_a = 60\,000\,\text{MPa}$ |
| Poisson ratio   | $\nu_m = 0.2$ | $\nu_a = 0.2$ |

All simulations, comprising FOM and ROM, are carried out using a single core (Intel Core i7-10700) and serial implementations. It is noted that, the current implementation is not optimized and the provided numbers regarding computation time serve as a proof of concept rather than a rigorous comparison of the computational performance of both models.
4.1 Block example

In this example, eq. (1) is solved on a global domain $\Omega_{gl} = (0, 5)^2$ with Dirichlet data on the boundary $\Sigma_D := \partial \Omega_{gl}$ given in index notation by

$$u^D_i = a_{ij}x_j + b_{ij}x_j^2, \quad a_{ij}, b_{ij} \in \mathbb{R}. \quad (29)$$

An RVE of type one (fig. 5a) is used and, consequently, the coarse grid is chosen as a structured grid with five cells in each spatial direction. While the performance of the empirical basis is compared to the hierarchical basis, the discretization level of the RVE is controlled via the number of vertices per edge $n_{verts}$. Only a single oversampling problem with $\Gamma_\mu := \partial \Omega$ and the delta training set is considered for the construction of the empirical basis. There is thus the assumption that, in this particular problem, the deformation of any RVE can be well approximated by a single set of empirical basis functions. Note that the additional training due to Dirichlet boundary conditions is not necessary since $u^D_i$ lies in the span of the basis $\{\xi_i\}_{i=1}^n$. The values to be prescribed can be computed by projection and boundary conditions can be applied to the global system of equations after assembly.

First, the maximum projection error over a testing set of size 20 is discussed. The samples are drawn randomly from $\mathbb{P} = [-1, 1]^{16}$ and the snapshots $\{s_j\}_{j=1}^{20}$ are the solutions of the oversampling problem restricted to the inner RVE domain. The maximum projection error

$$\max_j \left\| s_j - \sum_{k=1}^{n} (s_j, \xi_k)_V \xi_k \right\|_{V_i} \quad (30)$$

is (empirically) shown to decay exponentially and faster in the case of the empirical basis compared to the hierarchical basis, see fig. 6 and fig. 7 respectively.
Second, the global relative error with respect to the full order model is shown in figs. 8 and 9 for the empirical basis and hierarchical basis respectively. In both cases, the discretization of the RVE has no effect on the quality of the reduced order model relative to the FOM. However, the maximum number of basis functions per edge is limited by the discretization, as can be observed for \( n_{\text{verts}} = 3 \) and \( n_{\text{verts}} = 5 \).

Furthermore, fig. 10 gives an impression of the solution and where the maximum error is located. In case of the empirical basis (fig. 10b), the maximum error is located at the boundary and edges perpendicular to the boundary. Although this is expected since RVEs on the boundary were not additionally trained, the overall error is still smaller compared to the hierarchical basis (fig. 10c). Here it is noted that, in general, we cannot expect the hierarchical basis to perform very well in the interior, but it is useful and preferred to model Dirichlet boundary conditions alleviating the need for additional training in case of the empirical basis. Consequently, for RVEs on the Dirichlet boundary of the global structure, we propose to use the hierarchical basis on edges \( I_e' \subset \Sigma_D \), while for the remaining edges the empirical basis should be used.

Finally, the reduction in computational cost is illustrated by the number of unknowns in the discrete equation system for both models. The finest discretization \( n_{\text{verts}} = 11 \) results in 76 402 DoFs in the case of the FOM, leading to a solution time of about nine seconds. Using for instance \( n_{\text{mpe}} = 10 \) modes per edge for the fine scale basis leads to 672 DoFs and a solution time of less than one tenth of a second in the case of the ROM.
\[ \max_j \left| s_j - \frac{1}{n} \sum_{k=1}^{n} (s_j, \xi_k) \xi_k \right| \]

**FIGURE 7** Block example: projection error over a random testing set of size 20 in case of the hierarchical basis \(n_{\text{verts}} = 21\) using different inner products.

\[ \|u_{\text{fom}} - u_{\text{rom}}\|_{\text{V}} \]

**FIGURE 8** Block example: relative error in energy norm for the empirical (\(\delta\)) basis.
**FIGURE 9** Block example: relative error in energy norm for the hierarchical basis.

**FIGURE 10** (a) Magnitude of FOM solution, (b) ROM error in case of the empirical basis using 20 modes per edge and (c) ROM error in case of the hierarchical basis using 20 modes per edge in the deformed placement. In all cases a scale factor of 1 is used. In case of the absolute error the domain is scaled by the corresponding ROM solution.
4.2 | Beam example

A beam under the state of pure bending is considered on the domain $\Omega_{gl} = (0, L) \times (0, c)$ as illustrated in fig. 11a. The bending moment $M = 20c^2$ is distributed as $f_x = \frac{240y}{c} - 120$, such that the analytical solution (see 40) in the case of a homogeneous isotropic and linear elastic material is

$$\sigma_{xx} = \frac{240y}{c} - 120, \quad \sigma_{yy} = \tau_{xy} = 0, \quad (31)$$

$$u = \left(\frac{240}{c}xy - 120x\right) \frac{1}{E}, \quad (32)$$

$$v = -\frac{v}{E} \left(\frac{120}{c}y^2 - 120y\right) - \frac{1}{E} \frac{120}{c}x^2. \quad (33)$$

Here, both the support on the left and the loading on the right are modelled by prescribing the analytical solution for the displacement with material parameters $E = E_m$ and $v = v_m$. In this example, the empirical basis (delta training set) is compared to the hierarchical basis for varying ratio $E_a/E_m$ of Young’s moduli of the aggregates and matrix, as summarized in table 2. Furthermore, the empirical basis (delta training set) is compared to the empirical basis (SoI training set) in the case $E_a/E_m = 2$.

The dimensions of the beam $L$ and $c$ are chosen such that the coarse grid consists of $50 \times 5$ RVEs of type two, see fig. 5b. Therefore, the configurations to be considered in the offline phase (see fig. 11b) are categorized as follows. Configuration 1 (gray, referred to as inner) is used to construct the empirical basis for all RVEs in the interior. The configurations 2, 4, 6 & 8 (red, referred to as mixed) are the cases in which one of the edges $I^i_\varepsilon$ of the subdomain of interest $\Omega^i_\varepsilon$ is part of the Neumann as well as the Dirichlet boundary. Accordingly, the configurations 3 & 7 (yellow, referred to as hom Neumann) and 5 & 9 (blue, referred to as Dirichlet) are the cases where $I^i_\varepsilon \subset \Sigma_N$ and $I^i_\varepsilon \subset \Sigma_D$ respectively. Actually, there are more configurations to consider, e.g. in the transition zone between configurations 2 and 9 (or 2 and 3 etc.). To illustrate this, the oversampling domains $\hat{\Omega}_1, \hat{\Omega}_2, \ldots, \hat{\Omega}_5$ with their respective subdomain of interest $\Omega^i_\varepsilon, i = 1, 2, \ldots, 5$ are shown in fig. 12. $\hat{\Omega}_1$ and $\hat{\Omega}_5$ belong to the configurations 2 and 8, respectively and $\hat{\Omega}_3$ is the oversampling domain for configuration 9. However, the configurations $\hat{\Omega}_2$ and $\hat{\Omega}_4$ are not trained additionally since the deformation of the bottom edge of $\Omega_2$ is the same as the deformation of the top edge of $\Omega_1$. Also, the deformation of the top edge of $\Omega_2$ is the same as the deformation of the bottom edge of $\Omega_3$. Thus, for the transition zone it is sufficient to add the snapshots of the top edge of $\Omega_1$ to the bottom-top-snapshot-set in the Dirichlet configuration (number 9). It also follows that the basis generated from this data is to be set for the bottom and top edges of all RVE subdomains in

| basis type       | ratio $E_a/E_m$ |
|------------------|-----------------|
| empirical        | scenario A      |
|                  | scenario B      |
|                  | scenario C      |
| hierarchical     | scenario D      |
|                  | scenario E      |
|                  | scenario F      |
configuration 9 as well as for the top edge of $\Omega_1$ and the bottom edge of $\Omega_5$. For the other transitions, we proceed in the same manner.

Furthermore, the Dirichlet boundary conditions can be realized either by setting the Dirichlet data directly as a basis function or by setting the hierarchical basis for edges $\Gamma^i_e \subset \Sigma_D$. Here, the hierarchical basis is set and the associated boundary values to be prescribed are computed via projection.

For varying ratio $E_a/E_m$ of Young’s moduli for the aggregates and matrix, the global relative error is shown in fig. [13]. In the homogeneous case, i.e. $E_a/E_m = 1$, for the hierarchical basis it amounts to a nested finite element method and for the number of modes per edge $n_{mpe} \geq 2$ the analytical solution can be represented exactly. However, for ratios $E_a/E_m > 1$ the hierarchical basis does not yield a good approximation of the fine scale part of the displacement, whereas the relative error is already below
FIGURE 13 Beam example: relative error in the energy norm against number of modes per edge. The empirical basis (delta training set) and hierarchical basis are compared for varying ratio of Young’s moduli. The different scenarios are summarized in Table 2.

1 · 10^{-3} for the empirical basis (delta training set) using 10 modes per edge. But, as the number of modes per edge is increased the global relative error stagnates. The reason for this is the reduction in the parameter space of the oversampling problem and the chosen delta training set, which leads to even less snapshot data in case of the mixed configurations due to the decreased size of the boundary \( \Gamma^\mu \). Consequently, the maximum error is located at the Neumann boundary of these configurations which is shown in Fig. 15b. Here also the absolute error using the hierarchical basis is shown for comparison (Fig. 15c). Moreover, Fig. 14 shows that despite the limitation in training data due to the mixed configurations, for the interior the error still decreases with increasing number of modes in the case of the delta training set. While the Sol approach yields a more rapid decay of the error, it is limited in terms of number of basis functions due to the similar training data (i.e. deformation states of the quadrilateral elements) in this particular case of pure bending.

In this example, the chosen coarse and fine grid discretizations leads to 3,678,602 DoFs for the FOM and 6,162 DoFs for the ROM when using \( n_{mpe} = 10 \) modes per edge for the fine scale basis. While the FOM takes about three minutes, the ROM is completed in less than a second.
FIGURE 14 Beam example: relative error in the energy norm against number of modes per edge and comparison of the delta and SoI training set for $E_a/E_m = 2$. The integration carried out over only the interior of the coarse grid (inner) is compared to the case where all coarse grid elements are taken into account (all).
FIGURE 15 Magnitude of the displacement solution (a) and absolute error (b, c) in the deformed placement for ratio of Young’s moduli $E_a/E_m = 2$. 

(a) Full order model (scale factor 1).

(b) ROM error for the empirical basis with 20 modes per edge (scaled by ROM solution with factor 1).

(c) ROM error for the hierarchical basis with 20 modes per edge (scaled by ROM solution with factor 1).
4.3 | L-panel example

The third example is an L-shaped panel, see fig. 16a. It features a more complex geometry as well as the point load implemented as a Neumann boundary condition. For simplicity, it is modeled as a linearly varying hat function with maximum value \( t_y = 200 \text{ N/mm}^2 \) distributed over two coarse grid cells, such that the maximum vertical displacement is \( u_y \approx 5.4 \text{ mm} \). Again RVE type two (see fig. 5b) is used leading to the coarse grid and configurations as shown in fig. 16b. The different configurations are encoded by color in the same manner as in the beam example (section 4.2), with the additional configurations 3 and 4 (green, referred to as inhom Neumann) marking inhomogeneous Neumann boundary conditions. To simplify the implementation, any transition zones are ignored in the sense that, for edges between neighbouring configurations the basis functions generated from the interior configuration are set. For example, for both the right edge of the RVE in configuration 9 and the left edge of the RVE in configuration 7, the basis functions of configuration 8 are set. In case of the L-Panel, the delta training set is compared to the Sol training set.

Similar to the beam example, the error decays with increasing number of modes per edge (see fig. 17), up to the point where the maximum number of modes per edge is reached for one of the configurations. Here, this is the case for the inhom Neumann configurations with at most 10 modes per edge. In contrast to the beam example, there is almost no difference between the two training sets. This is mainly due to the fact that the deformation states of the RVEs vary greatly over the whole structure and therefore in this case some type of clustering of the states in the training would be necessary to generate spaces specifically tailored for these states. Moreover, fig. 18 shows the absolute error between the FOM and the ROM for the L-panel. Again large errors are located at the Neumann boundary which limits the maximum number of modes. In addition, the maximum error occurs in the transition zone from the homogeneous Neumann boundary to the interior of the structure near the recessed corner which is known to be the critical area of the structure.

The chosen coarse and fine grid discretizations lead to 4 411 202 DoFs for the FOM and 7 082 DoFs for the ROM when using \( n_{\text{mpe}} = 10 \) modes per edge for the fine scale basis. Using a single core, the FOM takes about three minutes while the ROM is evaluated within three seconds.
FIGURE 16 Schematic representation (a) and different configurations present in the chosen coarse grid (b) of the L-Panel example.
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FIGURE 17 L-Panel example: relative error in the energy norm against number of modes per edge.

FIGURE 18 Magnitude of the displacement solution for FOM (a) and ROM (b), both with a scale factor of 5. The ROM error (c) is shown in case of the empirical basis (*delta* training set) using 10 modes per edge.

5 | CONCLUSION

In this contribution, a methodology to model linear elastic heterogeneous structures is presented. A method combining the variational multiscale method, domain decomposition and model order reduction techniques is developed and applied to model the influence of the fine scale on the coarse scale directly. Herein, local approximation spaces for RVE subdomains are constructed
which allow for a conforming coupling in the framework of standard finite element assembly and hence an easy implementation. The resulting global system of equations is sparse and reduced in size compared to the full order model.

With regard to the online phase a minimum speedup of about 60 was obtained for the presented examples. Moreover, the approach features a reduction in the parameter space of the oversampling problem which greatly reduces the offline cost while yielding an accurate enough approximation of the global solution. The presented basis functions comprise a hierarchical and an empirical basis. While the performance of the empirical basis is generally superior, the realization of Dirichlet boundary conditions which do not lie in the span of the basis does not work well in this approach and thus the use of the hierarchical basis is suggested for the Dirichlet boundary. Furthermore, the chosen parametrization enables to incorporate physical states present in the analyzed structure into the training (SoI training set). In contrast to the delta training set with less physical meaningful parameter values, the decay in the relative error compared to the FOM is more rapid for the SoI basis, as shown in the beam example. However, currently only a single local subdomain space for the interior is constructed which is used throughout the interior of the entire structure. Regarding the L-shaped panel, this lessens the quality of the SoI basis as the training data covering all states present in the structure leads to a modest decay of the error similar to the delta basis. Possibly for a more efficient reduction, one would like to group the training data by means of clustering methods and analogously construct several local spaces, each tailored specifically to the displacement state of the respective cluster, for the interior of the structure.

Nevertheless, means to include physical states and their variation in the training data is thought to be promising in view of the extension of the method to the nonlinear case, which is subject of future work. In contrast to the linear case the choice of the correct amplitudes of the boundary data in the oversampling problem or amplitudes of the edge modes when extending these into the RVE subdomain poses a great challenge. Moreover, regarding the hyper-reduction methods referred to in section 1 usually a second projection subspace for the nonlinear term is needed. Furthermore, the choice of the snapshots for the second subspace — in the context of solid mechanics this is a subspace for the stresses — is not trivial and several approaches exist in the literature. Examples are the use of non-equilibrated snapshots of the Newton iteration or the use of statically inadmissible stress approximations in addition to the equilibrated snapshots.
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