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Abstract

Within the scenario of the potential energy landscape (PEL), a thermodynamic model has been developed to uncover the physics behind the Angell plot. In our model, by separating the barrier distribution in PELs into a Gaussian-like and a power-law form, we obtain a general relationship between the relaxation time and the temperature. The wide range of the experimental data in the Angell plot, as well as the molecular-dynamics data, can be excellently fitted by two characteristic parameters, the effective barrier ($\omega$) and the effective width ($\sigma$) of a Gaussian-like distribution. More importantly, the fitted $\omega$ and $\sigma^2$ for all glasses are found to have a simple linear relationship within a very narrow band, and fragile and strong glasses are well separated in the $\omega$-$\sigma^2$ plot, which indicates that glassy states only appear in a specific region of the PEL.
Introduction

The Angell plot (AP), depicting the $\alpha$-relaxation time ($\tau_\alpha$) as a function of the reciprocal temperature (in units of the glass transition temperature ($T_g$)), is a very important plot in the research field of glasses. The fragility, a key concept of glasses, defined as

$$ m = \left. \frac{d \log(\tau_\alpha)}{d(T_g/T)} \right|_{T=T_g}, $$

can directly be visualized in an AP. Fragility then lets us divide glasses into two classes: strong and fragile. For strong glasses, $\tau_\alpha$ can be roughly fitted by the Arrhenius equation in the range between the melting temperature and $T_g$; while for a fragile glass, $\tau_\alpha$ shows a non-Arrhenius behavior (usually referred to as super-Arrhenius). The most essential scientific significance of the AP may be as a general classifier among various glass-forming materials. For this reason, it is believed that the AP must deeply relate to the intrinsic nature of glasses.

Over past decades, great efforts have been made to look for the physical interpretation of the AP. These studies span from theoretical models to computer simulations. Among them, the potential energy landscape (PEL) provides a first-principles perspective for exploring the physics behind the AP, in which the relation between the statistical properties of PELs and the fragility is thought to be a central issue. The PEL scenario of glasses comes from Goldstein’s seminal paper published a half century ago. Since then, it is generally believed that the PEL is indeed a very useful perspective, which can be used to investigate various glass-related problems. Up to now, some possible connections between the PEL and the AP have been suggested. For existing models, difficulty is met when one tries to unify strong and fragile glasses within the same framework. For example, as a typical PEL-based model, the Gaussian model predicts a quadratic dependence of $\tau_\alpha$ on temperature and the quadratic form well describes both strong and weak fragile glasses. However, if the quadratic form is used to fit typical fragile glasses, a negative average barrier emerges, which is obviously non-physical. Elmatad, Chandler and Garrahan (ECG) have used the quadratic form within a class of kinetically constrained consideration. The ECG model does avoid the non-physical negative barrier, but it encounters other problems.
for strong glasses (see below for details).

In spite of great effort, the physics underlying the AP is not yet well understood, and a unified picture for both strong and fragile glasses is still missing. In this paper, we present a unified PEL model for \( \alpha \)-relaxation in both strong and fragile glasses using two basic facts: the existence of the barrier distribution in the PEL, and the Arrhenius relationship for a single relaxation event. The current model cannot only well establish the quantitative link between PELs and the AP, but also predicts a new general relationship to classify strong and fragile glasses.

**PEL Model**

(1) **Mathematical Derivation**

It is generally recognized that the existence of metabasins (MBs) is a significant feature of PELs for glass-forming liquids.\(^{44, 45}\) A basin is a region of minima in the PEL with similar potential energies. They are thought to be organized into groups, and form MBs, which have been identified in a few molecular dynamics (MD) simulations and experimental studies.\(^{46-48}\) Since the \( \alpha \)-relaxation is related to the transition between MBs,\(^{49, 50}\) we will limit our discussion to the inter-MB relaxation.

Consider a system currently staying in a MB, there are many paths connecting to other MBs as schematically shown in Fig.1. Clearly, the number of paths is closely related to the local configuration entropy. Define a function \( \rho(x) \), which counts the number of paths with the barrier \( x \). Hereafter \( \rho(x) \) is called as the distribution of barriers (DOB). Since the system will try each path with an equal probability, a single jump can be described by the Arrhenius formula, and the average \( \alpha \)-relaxation time \( (\tau_\alpha) \) is

\[
\frac{1}{\tau_\alpha} = \frac{1}{\tau_0} \int \rho(x)e^{-\beta x}dx,
\]

where \( \tau_0 \) and \( \beta \) are the characteristic timescale and reciprocal temperature, respectively.
Figure 1. Upper Panel: Schematic plot of metabasins (MB) and possible relaxation paths. Lower Panel: Possible shapes of the barrier distribution. The total distribution of barriers $\rho(x)$ is divided into two parts: the distribution mainly coming from downhill relaxations $\rho_l(x)$ and from uphill relaxations $\rho_c(x)$. For a given $\rho_c(x)$ (blue solid line), the possible $\rho_l(x)$ for the strong and fragile glass are plotted in green and red, respectively.

For a given path, we label the average potential energy of the initial and final MBs as $E_i$ and $E_f$, respectively. For the uphill relaxation (see Fig. 1), as the difference between $E_i$ and $E_f$ is large, it is a good approximation to write $x \approx E_f - E_i$. With this approximation, the DOB for larger barriers ($\rho_c(x)$) should be $\rho_c(x) \approx \Omega(E_f) \approx \Omega(E_i + x)$, in which $\Omega(E_f)$ corresponds to the number of states with a potential energy of $E_f$. Clearly $k_B \ln (\Omega(E_f))$ is nothing but the configurational entropy at fixed potential energy $E_f$. Because the entropy is an extensive quantity, the leading term of $\Omega(E)$ may have the form, as discussed in many texts, $R_c \left( \frac{x + E_i - E_0}{N} \right)^{B_c N}$, where $R_c$ and $B_c$ are material depended constants, and $N$ is a constant proportional to the number of atoms or volume. $E_0$ is the true ground-state energy of the system (note: not the energy of glass at zero temperature). Finally,
\[ \rho_c(x) = R_c \left( \frac{x + E_i - E_0}{N} \right)^{R_c N} = R_c e^{g(x)}. \]  

(2)

Regarding to Eq. 2, two points should be made. 1) It meets the physical requirement that entropy is an extensive quantity, and entropy will not change with the translation of energy as a whole. A similar consideration, namely the entropy being additive, has been used to analyze possible formulas for the density of states.\(^{52-55}\) 2) Eq. 2 may only include the leading term, which refers to the formula in the thermodynamic limit \((N \to \infty)\). For practical systems, \(g(x)\) may contain other similar power terms, but this does not affect our discussion other than increasing mathematical complexity. The long tail of high energies found in some papers may relate to this kind of distribution.\(^{19,28,56-58}\)

For **downhill relaxations**, the barrier usually does not correlate to the energy of the final states, and will distribute in a narrow region. Physically, downhill DOB should approach zero for both large and small \(x\), which is schematically shown in the lower panel of Fig. 1 (blue or red lines). If \(\rho_t(x)\) is used to describe the DOB of downhill relaxation, the total DOB \(\rho(x) = \rho_t(x) + \rho_c(x)\).

It needs to be stressed that if the barrier \(x\) is smaller or comparable to \(E_f - E_i\), the above approximation for \(\rho_c(x)\) may not be appropriate. Physically, \(\rho_c(x)\) should be zero for \(x\) less than a certain positive value, and may not be a smooth function as is Eq. 2 for small \(x\). Here for mathematical convenience, we still define \(\rho_c(x)\) in the range of \([0: \infty]\), and incorporate the corresponding correction into \(\rho_t(x)\). With this correction, \(\rho_t(x)\) and \(\rho_c(x)\) do not come purely from downhill and uphill relaxation, respectively. However, we still name \(\rho_t(x)\) and \(\rho_c(x)\) as the DOBs for downhill and uphill relaxations, respectively.

In real materials, \(\rho_t(x)\) may contain multiple maxima, in order to keep the form concise, only one dominant maximum is considered. For real systems, we can always write it as the sum of a few functions, each containing a single maximum. The final mathematical form should not change with the number of maxima. Without losing generality, we rewrite \(\rho_t(x)\) as \(R_t e^{-f(x)}\) with \(f(x) \geq 0\). Further, we can express \(f(x)\) as a polynomial, namely, \(f(x) = \sum_{i=0}^{M} a_i x^i\). Based on the above assumptions,
\( \rho_l(x) \) has a single maximum, as does \( f(x) \). Assuming the maximum appears at \( x_0 \), mathematically, there will always exist \( n_M \) and \( n_m \) to make \( A(x - x_0)^{n_M} \geq f(x) \geq a(x - x_0)^{n_m} \) true for any \( x \). For the convenience of mathematical analysis and keeping major physics unchanged, we take the form \( f(x) = B_l(x - \Delta)^n \), where \( B_l, R_l, \Delta, \) and \( n \) are constants larger than zero. By properly choosing the values of \( B_l, R_l, \Delta, \) and \( n \), \( f(x) \) can roughly describe a specific system.

Considering \( \rho(x) = \rho_l(x) + \rho_c(x) \), Eq. 1 becomes

\[
\frac{1}{\tau_\alpha} = \frac{1}{\tau_l} + \frac{1}{\tau_c},
\]

with

\[
\frac{1}{\tau_l} = \frac{1}{\tau_0} \int \rho_l(x) e^{-\beta x} dx = \frac{R_l}{\tau_0} \int e^{-\beta x - f(x)} dx,
\]

and

\[
\frac{1}{\tau_c} = \frac{1}{\tau_0} \int \rho_c(x) e^{-\beta x} dx = \frac{R_c}{\tau_0} \int e^{-\beta x + g(x)} dx.
\]

Both \( e^{-\beta x - f(x)} \) and \( e^{-\beta x + g(x)} \) should be fast-decaying functions of \( x \). Namely it is important only in the vicinity of the maximum of \( -\beta x - f(x) \) and \( -\beta x + g(x) \). After some mathematical deductions (see Supplemental Material for details), we reach the final results,

\[
\frac{1}{\tau_l} \approx \frac{R_l}{\tau_0} \sqrt{\frac{2\pi}{f''(\bar{x})}} e^{-\frac{\Delta}{k_B T}} B_l \left( \frac{1}{n M k_B T} \right)^n, \quad \text{and}
\]

\[
\frac{1}{\tau_c} \approx \frac{R_c}{\tau_0} \sqrt{\frac{2\pi}{|g''(\bar{x})|}} e^{E_i/N} \exp\left( \frac{E_0 + E_i}{k_B T} + B_i \right),
\]

Both \( e^{-\beta x - f(x)} \) and \( e^{-\beta x + g(x)} \) should be fast-decaying functions of \( x \). Namely it is important only in the vicinity of the maximum of \( -\beta x - f(x) \) and \( -\beta x + g(x) \). After some mathematical deductions (see Supplemental Material for details), we reach the final results,

\[
\frac{1}{\tau_l} \approx \frac{R_l}{\tau_0} \sqrt{\frac{2\pi}{f''(\bar{x})}} e^{-\frac{\Delta}{k_B T}} B_l \left( \frac{1}{n M k_B T} \right)^n, \quad \text{and}
\]

\[
\frac{1}{\tau_c} \approx \frac{R_c}{\tau_0} \sqrt{\frac{2\pi}{|g''(\bar{x})|}} e^{E_i/N} \exp\left( \frac{E_0 + E_i}{k_B T} + B_i \right),
\]

In order to further simplify the mathematics, we keep only the first two leading terms, which change fastest with temperature. In Eq. 4 and 5, besides those explicitly containing temperature, \( E_i \) is also a function of temperature, which is the average potential energy in the current MB, similar to the configurational energy (total energy minus vibrational energy).\(^4\) \( E_i \) must be a monotonically increasing function of temperature, because the derivative of energies over temperature is the specific heat. In the temperature range focused on in the current work, quantum effects can be neglected,
and the change of energy with temperature should be very close to linear. \( E_i \) may be approximated as \( \sim \epsilon_0 + \epsilon_1 T + O(T) \) (here \( \epsilon_0 \) and \( \epsilon_1 \) are constants for a given system, \( \epsilon_0 \) is the energy of the glasses at zero temperature). Here \( O(T) \) counts those terms changing slowly with temperature. The last term in the exponential function of Eq. 5, \( B_c N \ln \left( \frac{\beta N}{h \beta} \right) \propto g(\bar{x}) \), is proportional to the configuration entropy, since \( R e^{g(\bar{x})} \) is the number of configurations. The dependence of entropy on temperature is much weaker than that of energy, since \( T \frac{dS}{dT} = \frac{dE}{dT} = C \), the specific heat. For example, the entropy of a binary Lennard-Jones glass is about \( T_0 \), and is similar in other glasses.\(^{60}\)

Considering the above arguments, Eq. 4 and 5 become

\[
\frac{1}{\tau_l} \approx \frac{1}{\bar{\tau}_l} e^{-\frac{\omega_l}{k_BT} \left( \frac{\sigma_l}{k_BT} \right)^{n_l}}, \quad \text{and} \quad \frac{1}{\tau_c} \approx \frac{1}{\bar{\tau}_c} e^{-\frac{\omega_c}{k_BT}}. \tag{6}
\]

As an approximation, here the constants and the part slowly changing with temperature in Eq. 4 and 5 are collected into two new constants, \( \bar{\tau}_l \) and \( \bar{\tau}_c \), respectively. According to our definition, \( \omega_l = \Delta > 0 \), and \( \omega_c = E_0 - \epsilon_0 \) is the difference between the ground-state energy of systems \( E_0 \) and the zero-temperature energy of the glass \( \epsilon_0 \), obviously \( \omega_c \leq 0 \). Then \( \sigma_l = (n-1) \frac{n-1}{n} \frac{n}{n-1} \) measures the effective width of the downhill distribution \( \rho_l \). According to our analysis in the Supplemental Material, \( n_l \) must be less than or equal to 2 due to \( n_l = \frac{n}{n-1} \leq 2 \). \( n_l = 2 \) corresponds to \( \rho_l(x) \) being a Gaussian distribution.

To calculate the total relaxation time \( \tau_\alpha \) determined by Eq. 3, we consider three cases. First, if \( \tau_l \ll \tau_c \), then \( \tau_\alpha \approx \tau_l \). We have

\[
\ln \tau_\alpha \approx \ln \bar{\tau}_l + \frac{\omega_l}{k_BT} + \left( \frac{\sigma_l}{k_BT} \right)^{n_l}. \tag{8.1}
\]

Second, if \( \tau_l \gg \tau_c \), then \( \tau_\alpha \approx \tau_c \), we have

\[
\ln \tau_\alpha \approx \ln \bar{\tau}_c + \frac{\omega_c}{k_BT}. \tag{8.2}
\]

Third, if \( \tau_l \sim \tau_c \), \( \frac{1}{\tau_\alpha} = \frac{1}{\tau_l} + \frac{1}{\tau_c} \approx 2 \frac{1}{\sqrt{\tau_l \sqrt{\tau_c}}} \) we have

\[
\ln \tau_\alpha \approx \ln \bar{\tau}_l + \ln \bar{\tau}_c + \frac{\omega_l}{k_BT} + \left( \frac{\sigma_l}{k_BT} \right)^{n_l} + \frac{\omega_c}{k_BT}. \tag{8.3}
\]
Eq. 8.3, which covers all cases by properly choosing parameters, can be further simplified as

\[
\ln \tau_\alpha \approx \ln \bar{\tau}_0 + \frac{\omega}{k_B T} + \left( \frac{\sigma_i}{k_B T} \right)^n,
\]  

(9)

where the parameters \( \bar{\tau}_0, \omega, \sigma_i \) and \( n \leq 2 \) are material dependent, with \( \omega \) and \( \sigma_i \) representing the effective barrier and the effective width of the DOB, respectively. Since \( n \leq 2 \), the dependence of the logarithm of the relaxation time on the reciprocal temperature cannot be higher than the second power or lower than the first power.

For \( \rho_l(x) \), the Gaussian distribution may be a reasonable assumption, which is also used in previous models.\(^{13,15-17}\) More importantly, some calculations also show the existence of a Gaussian-like distribution.\(^{28, 61-65}\) If \( \rho_l(x) \sim \exp \left[ -\left( \frac{x-\Delta}{2\sigma} \right)^2 \right] \) is a Gaussian distribution with the distribution width \( \sigma \) and the average barrier \( \Delta \geq 0 \), Eq. 9 becomes

\[
\ln \tau_\alpha \approx \ln \bar{\tau}_0 + \frac{\omega}{k_B T} + \left( \frac{\sigma}{k_B T} \right)^2.
\]  

(10)

In this case, from Eq. 8.1 to 8.3, we find \( \Delta \geq \omega \geq E_0 - \varepsilon_0 \). Because of \( E_0 - \varepsilon_0 \leq 0 \), \( \omega \) can be either positive or negative dependent on the relative importance of \( \rho_l(x) \) and \( \rho_c(x) \) (see below for details). And \( \sigma \) is uniquely determined by the distribution width of \( \rho_l(x) \). Accordingly, the fragility becomes

\[
m = \left. \frac{d \log(\tau_\alpha)}{d(T_g/T)} \right|_{T=T_g} = \frac{\omega}{k_B T_g} + 2 \left( \frac{\sigma}{k_B T_g} \right)^2.
\]  

(11)

Eq. 10 and 11 will be used in the following discussions. Hereafter, we call \( \omega \) and \( \sigma \) the effective barrier and the effective width of the Gaussian distribution, respectively.

According to Eq. 11, the fragility can be well interpreted within the PEL perspective. If \( \rho_l(x) \) is a sharp and narrow distribution, i.e., the PEL is flat, the contribution from \( \rho_c(x) \) may be neglected, and a strong glass is expected. In this case, the effective barrier \( \omega \) will be positive. Conversely, if \( \rho_l(x) \) is a very wide and flat distribution, i.e., a rough PEL, \( \rho_c(x) \) begins to play a more and more important role, and the effective barrier \( \omega \) tends to be negative, then a fragile glass is expected. The above correspondence between PEL roughness and fragility has been confirmed in previous simulations.\(^{29, 41, 45, 63}\) The shapes of \( \rho_l(x) \) and \( \rho_c(x) \) for the strong and
fragile glass are sketched in the lower panel of Fig. 1.

A quadratic dependence of $\tau_\alpha$ on temperature, similar to the form of Eq. 10, was discussed in previous papers, e.g., the Gaussian model and ECG model.\textsuperscript{9,13} However, in the Gaussian model $\omega$ refers to the average barrier, which must be positive. By a simple mathematical transformation, the ECG equation $\ln\left(\frac{\tau}{\tau_0}\right) = J^2 \left(\frac{1}{T} - \frac{1}{T_0}\right)^2$ can also be deduced from Eq. 10. However, to obtain the ECG equation, a negative $\omega$ must be assumed. If the Eq. 10 is used to fit the AP, a positive $\omega$ will be obtained for typical strong glasses, while $\omega$ becomes a negative number for typical fragile glasses (see below). Obviously, the ECG equation can only be adopted for fragile glasses. In contrast, the Gaussian model describes strong glasses well, but not for typical fragile glasses. In the present model, $\omega$ can be either negative or positive, and has its own physical meaning.

(2) \textbf{Comparing to molecular dynamics and experimental data}

Tuning the PEL will be the most direct test of the current model. Recently we have proposed a MD method to adjust the PEL.\textsuperscript{66} The advantage of this method is that it only changes the height or distribution of barriers in a PEL, but the number and position of minima in phase space are kept unchanged. Here, this method has been employed to modify the PEL of two nano glasses (Al\textsubscript{43} and Al\textsubscript{46} clusters). The relevant computational details are presented in Supplemental Materials. In this method there is a key parameter ($\varepsilon \leq 0$) with $\varepsilon = 0$ meaning no adjustment, and the lower $\varepsilon$ is, the higher the barrier. It is easy to understand that a higher barrier will result in a broader distribution of $\rho_l(x)$, but have less effect on $\rho_c(x)$.

The self-intermediate scattering function (SISF) provides rich information on structural relaxations, which is shown in Fig. 2 for two selected temperatures. $\tau_\alpha$ is given by the intersection of SISFs and the dashed line ($e^{-1}$). It can be seen that, as the PEL becomes rougher ($\varepsilon$ being lower), the structural relaxation does show a significant slowdown, and such a slowdown is more pronounced at low temperatures. This is easy to understand, because the lower $\varepsilon$ is, the higher barrier is.
Figure 2. Self-intermediate scattering function of Al$_{46}$ at 440K and 540K for different $\varepsilon$. As $\varepsilon$ lowers, the structural relaxation time increases significantly.

The AP of Al$_{43}$ and Al$_{46}$, in the upper panel of Fig. 3, in which $T_g$ is determined according to $\tau_\alpha$, reaches the order of 100 ps. From this figure, one can see that, Al$_{43}$ can be considered a strong glass former at $\varepsilon = 0$, indicated by the Arrhenius relation between $\tau_\alpha$ and temperature. Al$_{46}$ slightly deviates from the Arrhenius relation even at $\varepsilon = 0$, indicating a less strong behavior. With the decrease of $\varepsilon$, the $\tau_\alpha$-temperature curves begin to deviate from the Arrhenius relation, indicating the system tends to be more fragile. This result is actually the most direct support of both our model and previous speculation, namely that the PEL of a fragile glass is “rounder”. Because in our current work, as the PEL is adjusted, only barriers are changed. The $\tau_\alpha$-temperature curves from our MD simulations can be well fitted by Eq. 10, as shown in the upper panel of Fig. 3. Besides our MD data, Eq.10 well describes the $\tau_\alpha$-temperature curves of various glasses perfectly. Here the experimental results are taken from Ref. 67-76. More information for these experimental works can be found in Supplemental Materials. The lower panel of Fig. 3 presents the selected fitted results of the relaxation time by Eq.10, which is almost perfectly fitted (more fitting results are presented in Supplemental...
Figure 3. Upper Panel: the Angell plot of Al$_{43}$ and Al$_{46}$ nano glasses. With the decrease of $\varepsilon$, the $\tau_\alpha$-temperature curves gradually deviate from the Arrhenius form, indicating the trend to be fragile. Lower Panel: The Angell plot for various glasses adopted from experimental work. Lines are the fitting results based on Eq. 10. Both the experimental data and the current molecular dynamics data can be well fitted by Eq. 10.

Table 1. The parameters ($\bar{\tau}_0$, $\omega$, $\sigma$) obtained for nano glasses by fitting MD data with Eq. 10.

| System | $\varepsilon \times 10^{-6}$ | $\ln \bar{\tau}_0$ | $\omega$ (eV) | $\sigma^2 \times 10^{-2}$eV$^2$ |
|--------|--------------------------|---------------------|-------------|-------------------------------|
| Al$_{43}$ | 0                        | -5.65               | 0.42        | 0                             |
|        | -3                       | -5.08               | 0.34        | 0.25                          |
|        | -6                       | -4.60               | 0.27        | 0.51                          |
| Al$_{46}$ | 0                        | -5.91               | 0.38        | 0.36                          |
|        | -2                       | -4.64               | 0.20        | 1.02                          |
|        | -4                       | -2.71               | -0.15       | 2.2                           |
The fitting parameters ($\bar{\tau}_0, \omega, \sigma$) for $\text{Al}_{43}$ and $\text{Al}_{46}$ are listed in Table 1, from which it is seen that our model gives a clear physical description of APs. With decreasing $\varepsilon$, $\omega$ decreases and $\sigma$ increases accordingly. Such a trend is in line with our expectations, since the PEL becomes rougher as $\varepsilon$ decreases. Correspondingly, the system becomes more and more fragile, the effective barrier $\omega$ does not increase but decreases. This indicates that $\rho_c(x)$ begins to play a non-negligible role. At the same time, $\sigma$ grows larger. As discussed above, $\sigma$ is a parameter positively correlated with the effective width of $\rho_c(x)$. The manipulation of the PEL enlarges the difference between barriers, and therefore leads to the increase of $\sigma$. Similar trends between $\omega$ and $\sigma$ are also observed in other glasses (See Table S1 in Supplemental Materials). The above discussion gives us a strong hint that there could be a special relationship between $\omega$ and $\sigma$.

By fitting various glass-forming liquids from polymers, metal alloys and molten salts, and from nano to bulk glasses, we find a simple linear relationship between $\omega$ and $\sigma^2$, as shown in Fig. 4. In this figure, the current MD results for the binary Lennard-Jones system (black open circle) and nano glasses (red open circles) are also included. From this figure, one can see that $\sigma^2$ increases with the decrease of $\omega$. More importantly, $\omega$ and $\sigma^2$ exhibit a linear relationship. All glasses are distributed in a very narrow band, in which fragile and strong glasses locate in the upper left and lower right regions, respectively, in line with our theoretical expectation discussed above.

The narrow-band distribution in Fig. 4 implies that glasses or glass transitions may only occur for a restricted category of PELs, namely within a certain range of $\omega$ and $\sigma^2$. It is not too difficult to argue that far away from this band the glassy state would not exist. Considering two parts that contribute to it, i.e., $\omega_l$ and $\omega_c$, $\omega$ shall has both a maximum and a minimum. On one hand, a large value of $\omega$ corresponds to high local barriers $\omega_l$, which would prevent the system from relaxing towards lower MBs. On the other hand, remember $\omega \geq E_0 - \varepsilon_0$ (the difference between the ground-state energy of systems and the zero-temperature energy of the glass), $\omega$ cannot be infinitely small, otherwise the system would be unstable. In fact, although the glassy state is metastable, it could not have a very high energy compared to the ground state energy. What’s more,
in the $\omega-\sigma^2$ plot, we find another intriguing feature, namely, the typical fragile and strong (or weak fragile) glasses are well separated. Thus we can see that the so-called fragile and strong glasses are really different from the perspective of PELs.

![Figure 4: $\sigma^2$ as a function of $\omega$ for various glasses. $\omega$ and $\sigma^2$ seem to have a simple linear relationship. All glasses are distributed in a narrow band. The purple area marks this band, in which the direction of the arrow shows the trend of fragility from fragile towards strong.](image)

**Conclusion**

We have established a model for $\alpha$-relaxation based on the potential energy landscape perspective. We find that the Angell plot can be well explained as long as the barrier distribution is reasonably described. The key issue in our model is to realize that the total distribution of barriers is in two parts, namely a local Gaussian-like distribution, and an extended power-law distribution. Our model shows that a fragile glass tends to have a wide, Gaussian-like distribution, while a strong glass tends to have a narrow Gaussian-like distribution. By comparing various glass systems, we find that these glasses are distributed in a very narrow band determined by two parameters, the square of the effective width of the Gaussian-like distribution and the effective barrier.

**Acknowledgements:** Project supported by the National Natural Science Foundation of China (Grant No. 12188101,11874148). The computations were supported by ECNU Public Platform for Innovation.
References:
1. Angell, C. A., Formation of glasses from liquids and biopolymers. *Science* 1995, 267 (5206), 1924-1935.
2. Micoulaut, M., Relaxation and physical aging in network glasses: a review. *Rep Prog Phys* 2016, 79 (6), 066504.
3. Sidebottom, D. L., Fifty years of fragility: A view from the cheap seats. *Journal of Non-Crystalline Solids* 2019, 524, 119641.
4. Sastry, S., The relationship between fragility, configurational entropy and the potential energy landscape of glass-forming liquids. *Nature* 2001, 409, 164.
5. Vogel, H., The temperature dependence law of the viscosity of fluids. *Phys. Z.* 1921, 22, 645.
6. Fulcher, G. S., Analysis of recent measurements of the viscosity of glasses. *Journal of the American Ceramic Society* 1925, 8, 339.
7. Tammann, G.; Hesse, G., The dependency of viscosity on temperature in hypothetic liquids. *Z. Anorg. Allg. Chem.* 1926, 156, 245.
8. Adam, G.; Gibbs, J. H., On the temperature dependence of cooperative relaxation properties in glass-forming liquids. *Journal of Chemical Physics* 1965, 43, 139-146.
9. Elmatad, Y. S.; Chandler, D.; Garrahan, J. P., Corresponding States of Structural Glass Formers. II. *J. Phys. Chem. B* 2010, 114, 17113–17119.
10. Mauro, J. C.; Yue, Y.; Ellison, A. J.; Gupta, P. K.; Allan, D. C., Viscosity of glass-forming liquids. *Proceedings of the National Academy of Sciences* 2009, 106, 19780-19784.
11. Pazmiño Betancourt, B. A.; Hanakata, P. Z.; Starr, F. W.; Douglas, J. F., Quantitative relations between cooperative motion, emergent elasticity, and free volume in model glass-forming polymer materials. *Proceedings of the National Academy of Sciences* 2015, 112, 2966-2971.
12. Angell, C. A.; Ngai, K. L.; McKenna, G. B.; McMillan, P. F.; Martin, S. W., Relaxation in glass-forming liquids and amorphous solids. *Journal of Applied Physics* 2000, 88 (6), 3113.
13. Bässler, H., Viscous flow in supercooled liquids analyzed in terms of transport theory for random media with energetic disorder. *Phys. Rev. Lett.* 1987, 58, 767-770.
14. Derlet, P. M.; Maas, R., Linking high- and low-temperature plasticity in bulk metallic glasses II: use of a log-normal barrier energy distribution and a mean-field description of high-temperature plasticity. *Philosophical Magazine* 2014, 94 (24), 2776-2803.
15. Ikeda, M.; Aniya, M., Understanding the Vogel–Fulcher–Tammann law in terms of the bond strength–coordination number fluctuation model. *Journal of Non-Crystalline Solids* 2013, 371-372, 53-57.
16. Ikeda, M.; Aniya, M., Description of the unusual non-Arrhenius viscosity pattern of metallic glass-forming liquids. *Journal of Alloys and Compounds* 2019, 805, 904-908.
17. Vilgis, T. A., Random energies, random coordination numbers, the Vogel-Fulcher law, and non-exponential relaxation. *Journal of Physics: Condensed Matter* 1990, 2, 3667.
18. Lee, C. S.; Lulli, M.; Zhang, L. H.; Deng, H. Y.; Lam, C. H., Fragile Glasses Associated with a Dramatic Drop of Entropy under Supercooling. *Phys Rev Lett* 2020, 125 (26), 265703.
19. Dyre, J. C., Energy master equation: A low-temperature approximation to Bassler's random-walk model. *Phys Rev B Condens Matter* 1995, 51 (18), 12276-12294.
20. Baronchelli, A.; Barrat, A.; Pastor-Satorras, R., Glass transition and random walks on complex energy landscapes. *Physical Review E* 2009, 80, 020102.
21. Rehwald, C.; Heuer, A., How coupled elementary units determine the dynamics of macroscopic
glass-forming systems. Physical Review E 2012, 86, 051504.
22. Fan, Y.; Iwashita, T.; Egami, T., Energy landscape-driven non-equilibrium evolution of inherent structure in disordered material. Nat. Commun. 2017, 8, 15417.
23. Sollich, P., Glassy dynamics on networks: local spectra and return probabilities. Journal of Statistical Mechanics: Theory and Experiment 2019, 093304.
24. Stillinger, F. H., A Topographic View of Supercooled Liquids and Glass Formation. Science 1995, 267 (5206), 1935-1939.
25. Sastry, S.; Debenedetti, P. G.; Stillinger, F. H., Signatures of distinct dynamical regimes in the energy landscape of a glass forming liquid.pdf. Nature 1998, 393, 554-557.
26. Büchner, S.; Heuer, A., Metastable States as a Key to the Dynamics of Supercooled Liquids. Phys. Rev. Lett. 2000, 84, 2168-2171.
27. Middleton, T. F.; Wales, D. J., Dynamics and thermodynamics of supercooled liquids and glasses from a model energy landscape. Physical Review B 2001, 63, 214204.
28. Moreno, A. J.; Buldyrev, S. V.; La Nave, E.; Saika-Voivod, I.; Sciortino, F.; Tartaglia, P.; Zaccarelli, E., Energy Landscape of a Simple Model for Strong Liquids. Phys. Rev. Lett. 2005, 95, 157802.
29. Sakaengwijit, A.; Heuer, A., Dynamics of liquid silica as explained by properties of the potential energy landscape. Physical Review E 2006, 73, 061503.
30. De Souza, V. K.; Wales, D. J., Connectivity in the potential energy landscape for binary Lennard-Jones systems. Journal of Chemical Physics 2009, 130, 194508.
31. Banerjee, S.; Dasgupta, C., Characterization of the dynamics of glass-forming liquids from the properties of the potential energy landscape. Physical Review E 2012, 85, 021501.
32. Parmar, A. D.; Sastry, S., Kinetic and Thermodynamic Fragilities of Square Well Fluids with Tunable Barriers to Bond Breaking. J Phys Chem B 2015, 119 (34), 11243-52.
33. Ruocco, G.; Sciortino, F.; Zamponi, F.; De Michele, C.; Scopigno, T., Landscapes and fragilities. J Chem Phys 2004, 120 (22), 10666-80.
34. Buchenau, U., Energy landscape—a key concept in the dynamics of liquids and glasses. Journal of Physics: Condensed Matter 2003, 15, S955.
35. Denny, R. A.; Reichman, D. R.; Bouchaud, J.-P., Trap Models and Slow Dynamics in Supercooled Liquids. Phys. Rev. Lett. 2003, 90, 025503.
36. Goldstein, M., Viscous liquids and the glass transition: A potential energy barrier picture. Journal of Chemical Physics 1969, 51, 3728-3739.
37. Sciortino, F., Potential energy landscape description of supercooled liquids and glasses. Journal of Statistical Mechanics: Theory and Experiment 2005, 2005, P05015.
38. Heuer, A., Exploring the potential energy landscape of glass-forming systems: From inherent structures via metabasins to macroscopic transport. Journal of Physics: Condensed Matter 2008, 20 (37), 373101.
39. Raza, Z.; Alling, B.; Abrikosov, I. A., Computer simulations of glasses: The potential energy landscape. Journal of Physics: Condensed Matter 2015, 27, 293201.
40. Yip, S., Understanding the viscosity of supercooled liquids and the glass transition through molecular simulations. Molecular Simulation 2016, 42 (16), 1330-1342.
43. Debenedetti, P. G.; Stillinger, F. H., Supercooled liquids and the glass transition. *Nature* **2001**, *410*, 259.
44. Doliwa, B.; Heuer, A., Energy barriers and activated dynamics in a supercooled Lennard-Jones liquid. *Physical Review E* **2003**, *67*, 031506.
45. Doliwa, B.; Heuer, A., What Does the Potential Energy Landscape Tell Us about the Dynamics of Supercooled Liquids and Glasses? *Phys. Rev. Lett.* **2003**, *91*, 235501.
46. Yang, Y.; Chakraborty, B., Connectivity and transition rates. *Physical Review E* **2009**, *80*, 011501.
47. Appignanesi, G. A.; Rodríguez Fris, J. A.; Montani, R. A.; Kob, W., Democratic particle motion for metabasin transitions in simple glass formers. *Phys. Rev. Lett.* **2006**, *96*, 057801.
50. Goldstein, M., Communications: Comparison of activation barriers for the Johari-Goldstein and alpha relaxations and its implications. *Journal of Chemical Physics* **2010**, *132*, 041104.
51. Ma, S. K., *Statistical Mechanics*. World Scientific Publishing: Singapore, 1985.
52. Wales, D. J.; Doye, J. P. K., Stationary points and dynamics in high-dimensional systems. *The Journal of Chemical Physics* **2003**, *119* (23), 12409-12416.
53. Shell, M. S.; Debenedetti, P. G.; Panagiotopoulos, A. Z., Saddles in the Energy Landscape: Extensivity and Thermodynamic Formalism. *Phys. Rev. Lett.* **2004**, *92*, 035506.
54. Berthier, L.; Ozawa, M.; Scalliet, C., Configurational entropy of glass-forming liquids. *J Chem Phys* **2019**, *150* (16), 160902.
entropic effect on β-relaxation in metallic glass: Insights from enhanced atomistic samplings over experimentally relevant timescales. Physical Review B 2020, 102 (17), 174103.

65. Zhang, S.; Liu, C.; Fan, Y.; Yang, Y.; Guan, P., Soft-Mode Parameter as an Indicator for the Activation Energy Spectra in Metallic Glass. J Phys Chem Lett 2020, 11 (7), 2781-2787.

66. Sun, D. Y.; Gong, X. G., Nanocluster glass-formation: a potential energy landscape perspective. New J. Phys. 2020, 22, 103020.

67. Laughlin, W. T.; Uhlmann, D. R., Viscous flow in simple organic liquids. The journal of physical chemistry 1972, 76 (16), 2317-2325.

68. Steffen, W.; Patkowski, A.; Meier, G.; Fischer, E. W., Depolarized dynamic light scattering studies of ortho-terphenyl dynamics above Tg. The Journal of Chemical Physics 1992, 96 (6), 4171-4179.

69. Dixon, P. K.; Wu, L.; Nagel, S. R.; Williams, B. D.; Carini, J. P., Scaling in the relaxation of supercooled liquids. Phys. Rev. Lett. 1990, 65 (9), 1108-1111.

70. Yang, Y.; Nelson, K. A., Impulsive stimulated light scattered from glass-forming liquids. II. Salol relaxation dynamics, nonergodicity parameter, and testing of mode coupling theory. The Journal of Chemical Physics 1995, 103 (18), 7732-7739.

71. Yang, Y.; Nelson, K. A., Impulsive stimulated thermal scattering study of α relaxation dynamics and the Debye–Waller factor anomaly in Ca0.4K0.6(NO3)1.4. The Journal of Chemical Physics 1996, 104 (14), 5429-5436.

72. Stickel, F.; Fischer, E. W.; Richert, R., Dynamics of glass-forming liquids. II. Detailed comparison of dielectric relaxation, dc-conductivity, and viscosity data. The Journal of Chemical Physics 1996, 104 (5), 2043-2055.

73. Richert, R.; Angell, C. A., Dynamics of glass-forming liquids. V. On the link between molecular dynamics and configurational entropy. The Journal of Chemical Physics 1998, 108 (21), 9016-9026.

74. Paluch, M.; Ngai, K. L.; Hensel-Bielowka, S., Pressure and temperature dependences of the relaxation dynamics of cresolphthalein-dimethyl ether: Evidence of contributions from thermodynamics and molecular interactions. The Journal of Chemical Physics 2001, 114 (24), 10872-10883.

75. Sipp, A.; Bottinga, Y.; Richet, P., New high viscosity data for 3D network liquids and new correlations between old parameters. Journal of Non-Crystalline Solids 2001, 288 (1), 166-174.

76. Lunkenheimer, P.; Pardo, L. C.; Köhler, M.; Loidl, A., Broadband dielectric spectroscopy on benzophenone: $\alpha$ relaxation, $\beta$ relaxation, and mode coupling theory. Physical Review E 2008, 77 (3), 031506.
Supplemental Materials to “The Angell Plot from the Potential Energy Landscape Perspective”

D. M. Zhang\textsuperscript{a}, D. Y. Sun\textsuperscript{a,b,c} and X. G. Gong\textsuperscript{b,c}

\textsuperscript{a}Key Laboratory for Computational Physical Sciences (MOE), Institute of Computational Physics, Fudan University, Shanghai 200433, China
\textsuperscript{b}Engineering Research Center for Nanophotonics & Advanced Instrument (MOE), School of Physics and Electronic Science, East China Normal University, 200241 Shanghai, China
\textsuperscript{c}Shanghai Qi Zhi Institution, Shanghai 200030, P. R. China

I. Mathematical deduction for the contribution from $\rho_l(x)$

Considering $f(x) = B_l(x - \Delta)^n \geq 0.0$ and $\rho_l(x) = R_l e^{-f(x)}$, where $B_l$, $R_l$, $\Delta$, and $n$ are constants larger than zero. Defining $F(x) = -\beta x - f(x)$, then $\rho_l(x)e^{-\beta x} = e^{-\beta x - f(x)} = e^{F(x)}$ should be a fast-decayed function of $x$. Namely it is important only in the vicinity of the maximum of $F(x)$. Thus, it is reasonable to replace $F(x)$ by its Taylor expansion,

$$F(x) \approx -\beta \bar{x} - f(\bar{x}) - \frac{1}{2} f''(\bar{x})(x - \bar{x})^2 + O(3).$$

where $\bar{x}$ is determined by $\frac{\partial F}{\partial x}\bigg|_{\bar{x}} = 0$. Then,

$$\frac{1}{\tau_l} = \frac{R_l}{\tau_0} \int e^{-\beta \bar{x} - f(\bar{x}) - \frac{1}{2} f''(\bar{x})(x - \bar{x})^2 + O(3)} \approx \frac{R_l}{\tau_0} \sqrt{\frac{2\pi}{f''(\bar{x})}} e^{-\Delta/k_B T} + \frac{n-1}{2} \beta \frac{B_l}{n B_l}$$

Now taking $f(x) = B_l(x - \Delta)^n$, we have,

$$\bar{x} = \Delta - \left(\frac{\beta}{n B_l}\right)^{\frac{1}{n-1}}$$

$$f''(\bar{x}) = n(n - 1)B_l \left(\frac{\beta}{n B_l}\right)^{\frac{n-2}{n-1}}$$

$$f(\bar{x}) = B_l \left(\frac{\beta}{n B_l}\right)^{\frac{n}{n-1}}$$

After simple mathematical simplification, Eq. SI-1 becomes,

$$\frac{1}{\tau_l} \approx \frac{R_l}{\tau_0} \sqrt{\frac{2\pi}{f''(\bar{x})}} e^{-\frac{\Delta}{k_B T} + (n-1)B_l \left(\frac{1}{n B_l k_B T}\right)^{\frac{n}{n-1}}}$$ (SI- 2)
In order to make \( f(x) \) physically meaningful, two constraints are needed. First, the second derivative of \( f(x) \) \( (f''(\bar{x})) \) must be positive, it requires \( n > 1 \). This, of course, is consistent with that \( \rho(x) \) must decay faster than \( e^{\beta x} \) for larger \( x \). Second, \( f'''(\bar{x}) \) must increase with \( T \), otherwise the fluctuation of \( \tau_i \) will reach the largest at zero temperature, which obviously makes no sense. This condition requires \( n \geq 2 \).

II. Mathematical deduction for the contribution from \( \rho_c(x) \)

Considering \( \rho_c(x) = R_c \left( \frac{x+E_i-E_0}{N} \right)^{B_cN} = R_c e^{g(x)} \) with \( g(x) = B_c N \ln \left( \frac{x+E_i-E_0}{N} \right) \), where \( N, R_c, B_c \) and \( E_0 \) are constants for a given glass, and \( E_i \geq E_0 \).

Defining \( G(x) = -\beta x + g(x) \), then \( \rho_c(x) e^{-\beta x} = e^{-\beta x+g(x)} = e^{g(x)} \) should be a fast-decayed function of \( x \). Namely it is important only in the vicinity of the maximum of \( G(x) \). Thus, it is reasonable to replace \( G(x) \) by its Taylor expansion,

\[
G(x) \equiv -\beta \bar{x} + g(\bar{x}) + \frac{1}{2} g''(\bar{x})(x-\bar{x})^2 + O(3),
\]

where \( \bar{x} \) is determined by \( \frac{\partial G}{\partial x} \bigg|_{\bar{x}} = 0 \), thus

\[
\bar{x} = E_0 - E_i + \frac{B_c N}{\beta}
\]

and

\[
g(\bar{x}) = B_c N \ln \left( \frac{B_c N}{N\beta} \right)
\]

\[
g''(\bar{x}) = -NB_c \left( \frac{B_c N}{\beta} \right)^{-2}
\]

\[
\frac{1}{\tau_c} = \frac{R_c}{\tau_0} \int e^{-\beta \bar{x}+g(\bar{x})+\frac{1}{2}g''(\bar{x})(x-\bar{x})^2+O(3)} \approx \frac{R_c}{\tau_0} \frac{2\pi}{\sqrt{|g''(\bar{x})|}} e^{-\beta \bar{x}+g(\bar{x})}
\]

(SII- 1)

\[
-\beta \bar{x} + g(\bar{x}) = \beta (E_i - E_0) + B_c N + B_c N \ln \left( \frac{B_c N}{N\beta} \right)
\]

Then

\[
\frac{1}{\tau_c} \approx \frac{R_c}{\tau_0} \frac{2\pi}{\sqrt{|g''(\bar{x})|}} e^{\frac{E_i}{kT} + \frac{E_0}{kT} + B_c N + B_c N \ln \left( \frac{B_c N}{N\beta} \right)}
\]

(SII- 2)

To make \( g(x) \) have physical meaning, similar to that for \( g(x) \), two constraints are needed. The second derivative of \( g(x) \) \( (g''(\bar{x})) \) must be negative, and decrease with \( T \), which are automatically satisfied.
III. Computational Methods

The thermodynamics behavior of two aluminum nanoclusters (Al$_{43}$ and Al$_{46}$) were studied, and the empirical potential was adopted to describe the atomic interaction of Al$^{18}$. The constant temperature MD method without any boundary conditions was used in the calculations. At each temperature of interest, a 10ns simulation for initial relaxation is performed, followed by a 6µs simulation. Previous studies had shown that both Al$_{43}$ and Al$_{46}$ have a disordered structure at its ground state, and melt or solidifies with a typical glass-like transition, namely the continuous change in energy and volume$^{19-21}$.

In order to manipulate PELs, the method developed by some of us was used. Here the key points were listed as following: the high-dimensional PELs are the function of the total potential energy of systems (Note: the total potential energy is not the interatomic potential). Suppose $\varphi$ being the total potential energy function, a new total potential energy $\varphi^*$ is defined as,

$$\varphi^* = \begin{cases} \varphi + \varepsilon(\varphi - \varphi_0)^m & \text{for } \varphi \leq \varphi_0 \\ \varphi & \text{for } \varphi > \varphi_0 \end{cases}, \quad (\text{SIII-1})$$

where $\varepsilon$, $\varphi_0$, and $m$ are adjustable parameters. It can be easily demonstrated that, by proper choice of $\varepsilon$, $\varphi_0$, and $m$, the new PEL determined by $\varphi^*$ has the adjustable barriers but the same topologic structure as the one determined by $\varphi$. Namely by adjusting PELs, both the number and position of extreme points in phase space is unchanged, but only the height of barriers or the roughness of PELs is modified, which is a remarkable feature of our method. In current studies, for Al$_{43}$ (Al$_{46}$), $\varphi_0$ and $m$ were -$2.58 \times 43(46)$ eV and 6, respectively. And $\varepsilon$ was chosen in the range of $[-6 \times 10^{-6}, 0]$. Since here $\varepsilon$ is negative, the PEL becomes steeper as $\varepsilon$ is decreased, in other word, the fluctuation of barriers increases.

To obtain the structural relaxation time (the so-called $\alpha$-relaxation time, $\tau_\alpha$), the self-intermediate scattering function (SISF), which reveals a stretched time evolution of structure, is calculated by

$$F_S(q, t) = N^{-1} \sum_{i=1}^N \exp[iq \cdot \{r_i(0) - r_i(t)]\}, \quad (\text{SIII-2})$$

where $N$ is the number of atoms in nanoclusters, $\langle \rangle$ denotes the ensemble average,
and $q$ is the wave vector. In this work, $|q| = q_{\text{max}} = 2.84 \text{Å}^{-1}$, i.e., the position of the main peak in the static structure factor $S(q)^{23, 24}$. From SISF, one can obtain the structural relaxation time $\tau_\alpha$, which is usually defined as $F_s(q, t = \tau_\alpha) = e^{-1}$.

IV. Fitting to MD and Experimental Data

Figure S1. Fitting MD results with Eq. 10.
Figure S2. Fitting experimental results with Eq. 10.

Table 1. The parameters ($\bar{\tau}_0, \omega, \sigma$) obtained by fitting experimental results with Eq. 10

| System | Full name           | $\ln(\tau_0)$ | $\ln(\eta_0)$ | $\omega$ | $\sigma^2(\times 10^{-2})$ |
|--------|---------------------|---------------|----------------|----------|---------------------------|
| GeO    | GeO$_2$             | -7.01         |                | 2.05     | 3.61                      |
| nProp  | n-propanol          | -18.41        | -0.29          | 0.40     |                           |
| DP     | dibutyl-phthalate   | 7.70          | -1.58          | 2.26     |                           |
| KDE    | cresolphthalein-dimethylether | 69.69 | -7.57          | 15.58    |                           |
| Sal    | salol               | 182.48        | -10.56         | 13.68    |                           |
| OTP    | o-terphenyl         | 120.32        | -8.55          | 12.83    |                           |
| PPCA   | propylene carbonate | 61.79         | -3.54          | 3.70     |                           |
| CKN    | Ca-K-NO$_3$         | 46.34         | -6.33          | 14.03    |                           |
| BZP    | benzophenone        | 138.75        | -8.05          | 10.10    |                           |
| POC    | $\alpha$-phenyl-o-cresol | 214.37 | -10.79         | 13.58    |                           |

In many glass formers there exists such a fragile-strong crossover, i.e., at low temperature region, the temperature dependence of structural relaxation time and viscosity shows a non-Arrhenius to Arrhenius crossover, which is thought to be connected to the breakdown of ergodicity. Due to the broken ergodicity, the system no
longer “sees” the complete distribution of barriers, so the relationship does not hold below the crossover temperature, see, for example, fitting results of Al<sub>46</sub>, BZP and CKN.
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