Modelling Large Heaped Fill Stockpiles Using FMS Data
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Abstract: The frequent best practice for managing large low-grade run-of-mine (ROM) stockpiles is to average the entire stockpile to only one grade. Modern ore control and mineral processing procedures need better precision. Low-precision models hinder the ability to create a digital mine-to-mill model and optimize the holistic mining process. Prior to processing, poorly characterized stockpiles are often drilled and sampled, despite there being no geological reason for relationships between samples to exist. Stockpile management is also influenced by reserve accounting and lacks a common operational workflow. This paper provides a review of base and precious metal run-of-mine (ROM) pre-crusher stockpiles in the mining industry, and demonstrates how to build a spatial model of a large long-term stockpile using fleet management system (FMS) data and geostatistical code in Python and R Studio. We demonstrate a framework for modelling a stockpile believed to be readily workable for most modern mines through use of established geostatistical modelling techniques applied to the type of data generated in a FMS. In the method presented, each bench of the stockpile is modeled as its own geological domain. Size of dump loads is assumed to contain the same volume of material and grade values that match those of the grade data tracked in the FMS. Despite the limitations of these inputs, existing interpolation techniques can lead to increased understanding of the grade distribution within stockpiles. Using the framework demonstrated in this paper, engineers and stockpile managers will be able to leverage operational data into valuable insight for empowered decision making and smoother operations.
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1. Introduction

1.1. Objective

As mines are depleted and average global ore grades decline, the desire for an improved working model for stockpile management is likely to grow [1]. Fortunately, digitization efforts have increased throughout the mining industry in recent years, and there is already pressure for mining companies to make use of their new data [2]. Stockpiles are composed of not just valuable material, but also valuable and often misunderstood data, which makes them prime targets for the benefits of digital innovation [3]. This paper provides a review of base and precious metal run-of-mine (ROM) pre-crusher stockpiles in the mining industry, and demonstrates how to build a spatial model of a large long-term stockpile using fleet management system (FMS) data and geostatistical code in Python and R Studio.

1.2. Background

Early base and precious metal mining endeavored to extract the richest ores available. In this scenario, miners would send rich ore directly to milling facilities. With the advent of industrial mining during the 19th century, partly due to Watt and the steam engine [4], mines scaled up into large tonnage operations capable of processing large tonnages of ore. For the first time, low-grade ores could be mined profitably [5]. As a result of these larger mines, the need for stockpiling gradually grew until they were justified to be economically advantageous over the course of a mine life [6–8].
According to Yi [7], the initial work around cut-off grades began in the 1960s and incorporated stockpiles in the 1980s [9]. These works determined that a stockpile will be required for any case in which a mine plans to change cut-off grade over the course of its life. Presently, the stockpiling of ore has become an integral part of mine planning [10,11]. Effective mine planning requires a detailed understanding of the ore deposit. This understanding is then leveraged into a production strategy that considers both the current mining environment as well as predictions of future demand, commodity prices, and other conditions.

Much work has been carried out to determine when base and precious metal mines should stockpile (cut-off grades, net present value (NPV) calculations, rehandle costs, milling costs, production contracts, mine planning, etc.) [1,11–17]. The discipline of managing stockpiles throughout mining operations to maximize the profit gained from their eventual processing is still emerging [18]. Often stockpiles are created as an afterthought or side effect to increased production. Occasionally, they are inherited from previous operators upon the purchase of a mine [19]. In some operations, stockpiles are required to fit into a space confined to a permit area they were not originally intended for.

The use of stockpiles has become paramount to the economic viability of production strategies for several reasons, which include the following:

1. For strategic leverage in labor negotiations [20,21],
2. As a hedge to price changes and market conditions [22],
3. To buffer against production variability [1],
4. As a way to gain additional income after the mining of high-grade ores or at the end of the mine life [11,12],
5. For ore blending purposes to ensure product quality [1,11,13,14], and
6. To counteract geological uncertainty [23].

1.3. Classification of Stockpiles

As is the case with many processes, blending or mixing is a necessary step to ensure optimal product quality. Typically, these blending processes are performed after the primary crusher step. Within mining, pre-crusher stockpiling is often used for its operational simplicity, but it typically lowers the confidence of the ore grade and reduces certainty in feed quality [15]. Pre-crusher stockpiling takes on five forms which are illustrated in Figure 1 [15–17]:

Just as there are operational differences between iron, coal and base and precious metal mining, there are also differences in how these operations stockpile. For example, iron ore is often shipped directly from the mine to the customer. Since the tonnages involved are immense, extensive work has already been carried out to model the way that iron ore should be stockpiled for re-handle [16,17,24,25]. Likewise, due to hazards around coal (loss of energy through oxidation, spontaneous combustion, etc.) and since it is typically directly shipped, there has been much work dedicated to understanding how it behaves during stockpiling [26].

For large-scale base and precious metal mine stockpiles, however, little scientific literature exists to document how to spatially model multivariate distribution of characteristics such as grade, hardness, rock type, and other geochemical properties. Kasmaee et al. [27] demonstrated a method using sampling from the base of stockpiles in conjunction with monthly surveying to create a kriging of an iron ore stockpile in Iran. Morley and Arvidson [28] mention that stockpile modelling typically involves arithmetic weighted averages of grade and tonnage values determined from blast hole samples and survey volume records. They also state that spatial modelling of stockpiles is performed manually using engineering software tools. The disadvantage of these manual models is that they require constant engineering resources which could be spent elsewhere. They are also subject to human error, risk of employee turnover and inconsistencies in their design method. Furthermore, base and precious metal stockpiles are classified as temporary storage [29] and their contents shift over time. Dozers and other heavy equipment frequently displace...
stockpiled material from its original dump location, making it hard to know where material is located within the stockpile.

1. Direct dumping from pit to crusher
2. Random dumping
3. Last in first out (LIFO)
4. First in first out (FIFO)
5. Blended in Blended-out (BIBO)

Figure 1. Five Types of Pre-Crusher Stockpiles (adapted from [15–17]).

Another way of classifying stockpiles is by their construction design. Figure 2 shows the different types of stockpile constructions which are common in mining operations.

Figure 2. Types of Stockpile Fill (adapted from [29]).

According to Carter, solutions for stockpile management are built into roughly a dozen comprehensive mine scheduling software platforms [18]. These software systems integrate
with short-term and small-scale stockpiles, but they do not serve well for large, long-term, truck-dumped stockpiles. Generally, the stockpile modelling software that exists is tailored to conveyor systems for intermediate stockpiles [24,25], but it may be possible to apply some of their concepts to larger stockpiles. Discrete element modelling (DEM) [30] has demonstrated the ability to model material flow of intermediate stockpiles, but remains unproven for large stockpiles where particles are exceedingly numerous and variable.

In addition to modelling, documented technical methods for tracking ROM ore from haul trucks into large stockpiles and onward through downstream processes are perfunctory. Surface base and precious metal mines typically use global positioning systems (GPS) to track haul truck movement and fleet management systems (FMS) to optimize productivity. Afrapoli and Askari-Nasab [31] provide a detailed and current review of FMS technology. FMS systems perform best for tracking material directly dumped from pit to crusher, but lack the capability to track ore once it has been dumped into a stockpile.

Material tracking technology exists, but is rarely used in large stockpiles due to the long duration of time from the placement of the ore to processing. Jansen et al. [32] demonstrated proof of concept case studies involving SmartTag™ radio-frequency identification (RFID) tracer technology for both source-to-product as well as process hold-up ore tracking for the Northparkes mines in Australia. Jurdziak et al. [33] discuss the challenges, propose a workflow and estimate savings of 2.5 million euros for implementing RFID ore tracking at the KGHM Lubin mine in Poland. In addition to RFID, unmanned aerial vehicle (UAV) technology, while promising for its ability to determine stockpile volumes [34,35], is still incipient for the purposes of predicting grade distribution within the stockpile or tracking material movement.

Failing to adequately track and model ore stockpiles results in a loss of data already gained from geological exploration and mine production as illustrated in Figure 3. Such a failure represents not only data and money wasted, but also an opportunity lost in saving additional money during the processing of the stockpiled materials. This is a double lost opportunity for the operator who is probably already operating on relatively thin margins.

Figure 3 illustrates a conceptual loss of data associated with stockpiled material that was previously available from exploration models and operational logs. Moreover, the figure illustrates how information is added about the material at each processing step, including production drill sample analyses, ore control modelling and fleet management system information, until the time of stockpiling. Data from each of these operational
steps potentially add value to the material if appropriately used, but it is also wasted if the material is not tracked into the stockpile.

If a modern mine can be considered as a digital system of production, stockpiles may be thought of as digital bottlenecks, since they output less information into downstream processes than was input into them [36]. According to Kahraman et al. [37], identifying, tracking, and managing bottlenecks will enable significant improvement in mining operations. However, data gaps, such as stockpiles, short circuit the bottleneck tracking capabilities of sites not to mention, automation, mine-to-mill, and other operational improvement initiatives. While missing data can be thrown out to little detriment for estimation purposes (grade, tonnage, amount of explosive needed, etc.), they need to be included for predictive purposes (capital asset performance, maintenance, throughput, mine-to-mill, etc.) [38].

1.4. Reconciliation and Metallurgical Accounting

Despite little documentation on technical modelling methods, literature contains robust discussion on stockpiles as they pertain to reconciliation and metal accounting [32]. After the Sarbanes-Oxley Act of 2002 [39], the requirement for real-time disclosure of financial conditions to stakeholders in the mining business has inspired more systematic approaches to reconciliation and therefore more scrutiny of stockpiles. Macfarlane [40] contends that a full understanding of metal flow is necessary in order for there to be a systematic approach to reconciliation. Random stockpiling without a clearly defined process map can make accounting for tonnage discrepancies futile. Misunderstanding of stockpile characteristics reduces conversion of mineral resource inventory into saleable product. Motivations for stockpile misunderstandings, underappreciation and neglect are numerous, but generally include issues from the following categories [40,41]:

- Sampling accuracy,
- Data recording and material tracking,
- Geological modelling and estimation errors,
- Short-term and intermediary stockpile accounting,
- Mine design and mine planning,
- Grade control,
- Dispatch,
- Survey inconsistencies,
- Interdepartmental communication,
- Mine operations,
- Management,
- Training and turnover of employees, and
- Dilution, natural leaching and other factors.

Ghorbani and Nwalia [41] affirm that mass flow measurement, stream sampling, mass balancing, and data handling and reporting are the four components of metallurgical accounting. Large, long-term stockpiles pose challenges to each of these components. Stockpiles are difficult to measure and sample [28]. They also risk being manipulated for the purposes of balancing the overall deposit metal value, may become orphaned by multiple operational departments and offer low incentives to be accurately recorded or reported on a frequent basis [41,42]. Improvements in technical capacity to model and manage stockpiles will therefore benefit reconciliation and metallurgical accounting. However, these technical improvements must be incorporated into mining workflows for such benefits to be reaped. Fortunately, existing reserve and operational models provide a foundation for the incorporation of a stockpile working model.

1.5. Reserve and Operational Models

The primary method currently used to model stockpile characteristics in mining is averaging the materials stockpiled and reconciling the values against reserve and operational models. Figure 4 illustrates key aspects of reserve and operational models. A reserve model
accounts for the entire life of mining operations and is based primarily on exploration drill holes that are widely spaced apart compared to production drilling. This model is updated biannually and contains more risk and uncertainty than the other models. Short term operational models are a type of hybrid between ore control models and the reserve model and are used for the purposes of planning on a one-to-three-year time horizon. Ore control models are made from additional data obtained by production drilling and contain only the information pertinent to areas of immediate mining within the next week to month for operational purposes. While some details vary in the drillhole spacing and the amount of hybridization between the short-term model, the reserve model and the ore control model, most mining operations follow some version of this established working model.

![Diagram of Reserve and Operational Models]

Figure 4. Reserve and Operational Models.

Unlike the reserve and operational models described previously, to the knowledge of the authors, there is no documented working model for large long-term stockpile characteristic distribution, which poses some issues. First, since stockpiles are not income-generating assets, without a working model that is easily implemented, they typically suffer neglect. Moreover, since many short-term discrepancies in ore reserve accounting can be written-off over time under the guise of environmental degradation [42] of stockpiles at the end of the mine life, the absence of a working model may be a disincentive to dedicate engineering resources to their concurrent management. Ultimately, these practices reduce confidence in the characteristics of stockpiled material and lead to a wasteful duplication of time and energy in drilling, and sampling, when the stockpile is finally set to be processed. Many stockpile working models have been developed manually by mining engineers to meet industry needs. However, there is a knowledge gap between the practical methods developed within industry and scientific documentation.

1.6. Sampling

Many sampling issues have been identified to exist for both stockpiles as well as ore control operational models. In the case of ore control, blast hole sampling from drill collars has undergone intense scrutiny from the sampling community. Engström [43]
provides a recent literature review on this scrutiny and states that blast hole sampling problems include loss of fines (or inaccurate particle size distribution representation), upward/downward contamination, influx of sub-drill material, pile segregation, pile shape irregularities, operator-dependent sampling, too small sample size, frozen (or weathered) blast hole cones and non-equiprobabilistic sampling equipment. Further complications to ore control understanding exist due to material movement after blasting. Thornton [44] states that material moves more than 4 m on average and movements of 10 m are common. Depending on the drill pattern, this movement could equate to a displacement from the initial sample location to up to three sample locations away.

The probability of a misclassification of ore to waste or waste to ore from sampling errors alone is commonly between 5% and 20% for base and precious metal mines [45,46]. In addition, ore loss of 9% to 19% due to blast movement and dilution can be expected [44]. The negative impacts of these issues may become more critical when handling precious metals and FMS data do not typically contain adjustments for them. However, the problem of data accuracy is separate from that of data utilization. If FMS data are used more frequently for modelling, then improvements in data accuracy will be encouraged through data feedback loops. Improvements in sensor technology could lead to increased sampling of mining operations and eventually better account for blast movement, dilution and sampling errors. It is probable that incorporating these more accurate measuring methods may help to improve the precision of the entire approach.

1.7. Current Practice and Scope

Industry sources have revealed that current practice is to take a running average of the material characteristics that are fed into the stockpile over time. These running averages are based on the reconciled survey volumes and grade values of materials and are updated concurrent with reserve and operating models. This process is designed to fulfill legal reporting requirements. Despite there being a large amount of data that are tracked in the FMS, the resulting stockpile block model currently in place is merely one large, homogenized block value containing the rolling average grade.

At this time, it is the understanding of the authors that no documented methodology exists in academic literature for determining the grade distribution of large, low-grade, randomly truck-dumped, pre-crusher stockpiles via FMS data. In such cases, drilling and grab sampling of the stockpile are often performed in order to determine the grade distribution and model the stockpile. These techniques have proven to be erroneous and biased [28]. We therefore present and explore an initial approach believed to be readily workable for most modern mines through use of established geostatistical modelling techniques applied to the type of data generated by FMS. This method is part of an ongoing study into developing an engineering methodology for greater understanding of large ROM truck-dumped stockpiles.

The working model for stockpile management conceived in this paper can attenuate the negative impacts of the present stockpiling scenario. It requires minimal engineering resources, is easy to setup and maintain over a long period of time, makes use of readily available data already existing in most modern mines and yields a high amount of detail. Our method could be used as a stand-alone model, or it could be used to enhance or verify other models. This method is software agnostic and can be integrated with mining software packages, as we will demonstrate.

2. Materials and Methods
2.1. Approach

A data-driven approach was used to develop a working model of the characteristics of the stockpile. This approach combined the knowledge of the mine planners with that of the researchers in a process similar to the one demonstrated by Subramaniyan et al. [47]. For the purposes of this paper, as it is an example of the modelling technique, the exact data presented are not real data but exemplify real data seen by researchers and demon-
strate a hypothetical stockpile created to show the design method. Figure 5 outlines the methodology used.

Figure 5. Research Approach Following a Data-Driven [47] Technique.

As demonstrated in Figure 5, the inputs of the mine planners were used during each step of model development. In Step 1 mine planners shared relevant data with researchers, helped clarify questions about the data itself along with explaining any outliers and also defined the project boundary while researchers explored and cleaned the data. During Step 2 researchers presented some early visualizations of the raw data and prepared the modelling concepts. Mine planners provided feedback and context for the data visualization. Step 3 involved preparing and refining the model in accordance with mine planner requirements. Step 4 consisted of a final analysis and review. Each step provides the opportunity for feedback to prior and subsequent steps in the process for the purposes of tuning the final model.

2.2. Data

For the actual case study, a variety of survey, FMS, geological look-up tables, design files, and drone photogrammetry data were made available to the research team. These data have been kept proprietary and this paper contains only a hypothetical stockpile created in likeness of the real data. The flow of data used for creating the model for the actual case study is shown in Figure 6.
FMS data came from the mines dispatching system, which contained information about trucks, grade IDs (ore control patterns), dumping locations, dump tonnage, and dumping coordinates. Assay table data contained grade values along with other details about the material such as hardness, rock type, concentration of deleterious elements, etc. Assay table data were matched to corresponding grade IDs in the FMS data. These values were interpolated into a block model by the same method demonstrated subsequently in this paper. Survey data consisted of .dxf files from survey pickups. Survey data were used to create the topographical extents of the block model and ensure that blocks were sequenced correctly. Historical surveys were used to verify that interpolated block values existed matched the real time frame.

A hypothetical dataset was made to illustrate the design method in this paper without revealing the proprietary data of the site. Tables 1 and 2 describe this hypothetical dataset, which represents the results of the combined FMS and assay table data shown in Figure 6. These data are statistically similar to the data used at the case study location and are similar to operational data available to most modern mines. The hypothetical example is that of an open pit gold mine, but the methodology could easily be applied to any other base or precious metal mine.

**Table 1. Example FMS and Assay Data Categories.**

| Timestamp | Grade ID | Au g/t | Actual Dumping Location | Dump Coordinate Easting | Dump Coordinate Northing | Dump Tonnage |
|-----------|----------|--------|--------------------------|-------------------------|--------------------------|--------------|
| Date and Time of Dump | Unique Grade Pattern of Material Dumped | Au Grade value in g/t | Name and bench height of dump location polygon | Easting coordinate of dump location | Northing coordinate of dump location | Tonnage of material dumped |

**Table 2. Statistical Characteristics of the Modelling Dataset.**

| Spatial Data | Number of Points | 963 |
|--------------|------------------|-----|
| X min (m)    | X Max (m)        | Y Min (m) | Y Max (m) |
| 5            | 145              | 5    | 150       |

| Grade Data | Grade Unit | Grams per ton (g/t) |
|------------|------------|---------------------|
| Minimum    | 1st Quartile | Mean | Median | 3rd Quartile | Maximum |
| 0.3        | 0.33        | 0.3952  | 0.37   | 0.47         | 0.57    |
As this model is a hypothetical example, survey volumes were designed in Maptek Vulcan for the creation of the stockpile survey data. Maptek Vulcan was chosen only because it was familiar and accessible to both the research team and the mine involved in the study. The model is software agnostic and compatible with any engineering software which uses .dxf file format. Other file formats may also prove compatible with the model in the future. The dimensions of the hypothetical heaped fill stockpile are 150 m × 150 m × 5 m. Figure 7 shows a screenshot of the designed hypothetical stockpile.

![Figure 7. Screenshot of Hypothetical Heaped Fill Stockpile Designed in Maptek Vulcan.](image)

Since the accuracy of each elevation value was limited to the value of the bench level, each bench was modeled as a two-dimensional plane. In the actual case study, each bench was aggregated to create the final block model. For the example shown in this paper, only one bench is demonstrated. While there is some difference in the tonnage values of each truck load in the data, for the purposes of this model, all dump locations were assumed to contain the same amount of material. Only one bench is demonstrated in this paper, but by this method multiple benches can be modeled as independent domains and combined into a block model for an entire stockpile.

### 2.3. Model

The block model was computed using R scripts running on a Python Jupyter Notebook Kernel. This notebook was developed using concepts from Pyrcz [48]. First, the combined values given by the FMS and assay data were imported into a dataframe. Then, the bench height given by the dump location was converted into an elevation or Z value for each of the dump coordinates. A dataframe consisting of the centroid locations for each block in the desired block model extents was then created. Finally, values for the block centroids were interpolated from the initial dataframe and assigned based on the inverse distance weighting (IDW) function from the gstats package in the R programming language to the centroids of the dataframe representing the block model. These centroids were then imported into Maptek Vulcan to demonstrate the capability of the model to be made useable by an engineering team.
The gstats package, developed by Edzer Pebesma [49], in the R programming language performs a number of common geostatistical functions. Pebesma outlines the modelling approach which should be used with gstats which is shown as Figure 8.

![Decision Tree for Default gstats Program Action (from Pebesma [49]).](image)

Inverse distance weighting (IDW) was selected as the modelling method in accordance with Figure 8, in that prediction locations were specified while variograms and base functions were not. Within gstats, the IDW function works the same way as the ordinary kriging function only without a model being passed and instead the inverse distance weighting power is directly specified by the user (β = 2) (see Equation (1)). A global search neighborhood (default parameter) was used for the model, meaning that all data points were used for estimating the value at each location.

IDW is a form of interpolation. Interpolation means to predict an attribute value \( \hat{z} \) from sampled locations \( x_i \) at unsampled sites \( x_0 \) of a given neighborhood [50]. In this case, each of the dump locations along with corresponding grade values (\( \hat{z} \)) were considered as the “sampled locations” (\( x_i \)) and the unsampled sites (\( x_0 \)) were an array of block model centroid values (x and y coordinates within the model space at 15 m \( \times \) 15 m spacings). While the general IDW equation varies slightly [51], for the purposes of the model shown in this paper, the equation used for interpolation is

\[
\hat{z}_{x,y} = \frac{\sum_{i=1}^{n} z_i d_{x,y,i}^{-\beta}}{\sum_{i=1}^{n} d_{x,y,i}^{-\beta}},
\]  

(1)

where \( \hat{z}_{x,y} \) is the centroid point to be estimated, \( n \) is the number of samples, \( z_i \) represents the value of the \( i \)th sample, \( d_{x,y,i} \) is the distance between \( \hat{z}_{x,y} \) and \( z_i \), and \( \beta \) is the user specified weight value.

This paper does not address which geostatistical method is best suited for modelling stockpiles. It is meant to demonstrate that FMS data are capable of being used along with geostatistical methods for greater operational understanding of stockpile characteristics. IDW was selected to show that FMS data are amicable to such methods of interpolation commonly employed in geostatistics. It was also chosen because it runs quickly without requiring additional model parameters as an input, whereas variogram modelling is more
time consuming and does not create a block model as a final product. The discussion section of this paper includes more information on how to further refine the initial model.

3. Results

In a heaped fill stockpiling scenario, dumping occurs in two phases. The first phase is a series of paddock dumps to form the base layer of the stockpile. The second phase involves building an upper layer above an area of the paddock dumps from which a campaign of edge dumps occurs until the bench is completed. Our results are broken down into the scenarios described, being first paddock dumping, second edge dumping and third a look at both in combination.

3.1. Data Visualization

Figure 9 shows an initial visualization of the hypothetical dataset. In Figure 9 each dot represents a single dump of similar volume. The positions of the dots represent the FMS tracked dumping position of the truck at the time of dumping. The dot colors represent the interval of their grade values in accordance with the legend shown.

Figure 9. Visualization of FMS Data.

Visualizing FMS data in this manner allows for the identification of some areas of homogeneity within the stockpile. One area would be the bottom left part of the figure, where many black dots are near each other. It also reveals that most of the stockpile contains areas of mixed values and it is not easily visually interpreted into a workable model.

The data from Figure 9 can be broken down into two types of data for greater understanding and better modelling. Each of the data types refer directly to the dumping process used to create the data. The first type of data is termed base layer or paddock dumping data and refers to instances in the data where the material was dumped as a heap on a roughly flat surface. The second type of data is called upper layer or edge dumping data and refers to situations where material was dumped down an existing stockpile face. Each of these data types were also explored and modeled.
3.2. Base Layer/Paddock Dumping Model

Via preliminary data analysis, FMS data which corresponds to paddock dumps and forms the base layer of a stockpile in a hypothetical scenario are shown in Figure 10. In Figure 10 each dot represents a single dump of similar volume. The positions of the dots represent the FMS tracked dumping position of the truck at the time of dumping. The dot colors represent the interval of their grade values in accordance with the legend shown.

Figure 10. Base Layer Grade Dumps of Example Stockpile Colored by Grade.

As is the case with paddock dumping for the base layer of a stockpile, the rows space evenly and maintain homogeneity along their respective row or column as the material originated from various low-grade areas in the pit of different grade amounts. This scenario occurs at the beginning of each bench of the stockpile or from paddock dumping areas where no upper layer is added. Material dumped this way is only handled by dozers or other heavy equipment in areas around the perimeter of the stockpile. Areas where dumps occurred too close to one another tend to settle into more vacant areas over time.

In the paddock dumping scenario, the area of influence of each truck load is closely related to the dimensions of the haul truck used. Figure 11 illustrates how truck dimensions influence the size and shape of the dumped material.

Figure 11. Volume of Influence of Haul Truck in Paddock Dumping Case.
From Figure 11, the resulting heap of material takes on geometric form similar to that of an elliptical frustum. The height, length and width (H, W, L in Figure 11) of the heap are dependent on the respective height, width and length of the haul truck used. These dimensions may be extended in horizontal directions if the haul truck moves excessively during the dumping of its material, which will also coincide with a reduction in the height of the corresponding heap. The width may also expand beyond the original width of the truck if the truck does not move forward. A movement of less than two meters during dumping is a common occurrence and this movement typically only affects the length of the heap, not the width. Movements occur most frequently when a truck has backed up too close to the neighboring heap before beginning its dumping phase, which acts to smooth out the overall average area of influence of multiple paddock dumps for a given area. At the time of dumping, heaps maintain an approximate 2:1 slope, consistent with that of heaped loaded material. Over time the slope decreases to that of the natural angle of repose of the material.

Figure 10 alone is sufficient to create a working model for a paddock-dumped stockpile without the need of additional modelling. If operators have an approximate understanding of where heaps of given ore values are located, they can easily match those locations to the corresponding heaps during operation. Blending the example shown in Figure 10 can be intuitively performed by processing the stockpile in parallel vertical approaches as needed.

3.3. Upper Layer/Edge Dumping Model

Figure 12 shows hypothetical FMS data for the second phase of heaped fill stockpile construction. Like Figure 10, each dot in Figure 12 represents a single dump of similar volume. The positions of the dots represent their FMS tracked position. The dot colors represent the interval of their grade values in accordance with the legend shown. During this phase, material is dumped on top of the material of the base layer. However, data from the previous layer have been removed to facilitate visualization.

Figure 12. Upper Layer Dumps of an Example Stockpile Colored by Grade.
Figure 12 demonstrates that many dumping locations are clustered together in the initial area where the upper layer of the stockpile is first made (top left of Figure 12). Afterwards, the stockpile is built by edge dumping material from the initial dumping area until it fills the designed volume for the given bench. Dozers and other heavy equipment help to ensure that material is cascaded without clumping, ensure compaction and maintain safety berms during operation. These actions mix the material from its initial dumping location in intractable ways.

While the FMS data in the previous phase could be defined by orderly row and column behavior, within this upper layer, the dumping process is defined by radial progression from an initial cluster point. Variation in the grade distribution is therefore defined by the tendency of the material to be added in sweeping radial movements which correlate with low-grade patterns of various grades in the pit.

Generally, it is assumed that the volume of influence for the haul truck in the upper layer/edge dump case is that of dimensions in width equal to the width of the haul truck, length equal to the horizontal component of the bench slope and variable height which is influenced by width, length and material characteristics. This volume runs perpendicular to the tangent of the dump location and is illustrated in Figure 13.

![Figure 13. Assumed Area of Influence of Haul Truck in Edge Dumping Scenarios.](image)

While the total volume of material is influenced by the capacity of the haul truck, during this phase the shape of the material dumped is mostly influenced by bench height and material characteristics. When edge dumping occurs normally, that is without rehandling from dozers or other equipment, the resulting shape is a streak of material cascaded along the entire face of the stockpile. This cascade of material typically aggregates more at the bottom of the dumping area under normal conditions and less near the top crest of the dump. Depending on the face of the stockpile larger amounts of material may clump at various places along the face. Round and large material may also roll beyond the floor of the bench, especially at higher bench heights. The authors recognize that these are initial assumptions and more discussion on improvement of the model may be found in the discussion section of this paper.

It should be noted that paddock dumping still occurs on top of the dump area during the edge dumping phase. These dumps are usually to patch and level the floor of the dump area, create safety berms or protect light stations. Occasionally, paddock dumping occurs near the edge before subsequentially being pushed over by a dozer. Operator error may cause trucks to misalign with the edge of the dump creating a more turbulent cascade. Such dumping scenarios are extremely difficult to identify from the data alone.

While it does not offer an operational model on its own, Figure 12 still serves as a starting point. Most homogeneity occurs in radial/diagonal left-to-right directions and at the corners. As with Figure 10, optimizing stockpile processing can intuitively follow the observable pattern of homogeneity (bottom left to top right or vice versa). Unlike Figure 10,
operators will have a harder time identifying which area corresponds to which heap shown in the data. This scenario also contains more natural mixing of material due to settling and dozer handling than does the previous scenario.

3.4. Interpolation Model

Unlike Figures 10 and 12, Figure 9 offers no visual foundation for an operational model. The approach considered for such a situation is that of interpolation. Figure 14 shows an example of an interpolated model for the hypothetical stockpile using the inverse distance weighting method described in the method section. In this scenario, the area of influence of each truck load is difficult to determine since material that was dumped first affects the form that material dumped later takes.

![Interpolation by Inverse Distance Weighted Grade (Au g/t)](image)

**Figure 14.** Grade Distribution Map of Combination of Layers.

From the map shown in Figure 14, a block model may be created, since each coordinate is located on the same elevation, the block centroid Z-value is given by the elevation level midway through the bench. The block model shown in Figure 15 is the resulting block model from the interpolation shown in Figure 15 in Maptek Vulcan and bounded by the dimensions of the stockpile shown in Figure 7. To be clear, this block model contains only one block level. In the event that a stockpile contains multiple benches or levels, this same modelling process may be repeated for each level. Because the model was an interpolation, it populated values for every position within the sample space, including the corners where no data were shown. This interpolation is trimmed by the survey volume to create the block model shown in Figure 15.
Figure 15 shows grade values for each $5 \, \text{m} \times 5 \, \text{m} \times 5 \, \text{m}$ block in the example stockpile volume. Grade values are colored in accordance with the legend shown in the top left of the black viewing window of the screenshot. The red box represents the model extent area.

3.5. Analysis

To showcase the variance of the model by region and see how it compares with the data, confidence intervals on the mean values were used on each quadrant of the model area. A summary of the confidence intervals is shown in Table 3. Confidence intervals measure the degree of uncertainty in a dataset. They can take any number of probability limits, but Table 3 shows only 90%, 95% and 99% confidence levels. The greater the confidence interval value, the farther the mean value is from the remainder of the data.

Table 3. Confidence Intervals of Data and Model Areas.

|                | Example Data | IDW Model  |
|----------------|--------------|------------|
|                | All Area     | Bottom Left| Bottom Right| Top Left  | Top Right |
| Confidence Level (90.0%) | 0.004606     | 0.0005712376| 0.005165079| 0.005724806| 0.005109   |
| Confidence Level (95.0%)  | 0.00549      | 0.006809497| 0.006156908| 0.006824275| 0.006090   |
| Confidence Level (99.0%)  | 0.007221     | 0.008958197| 0.008099109| 0.008977509| 0.008011   |

Table 3 shows that for each quadrant and confidence level, the model has a smaller confidence interval value than that of the example data. Confidence interval values for the entire data area are only lower than two of the confidence intervals for the IDW model. These areas are in the bottom left and bottom right areas of the model and only when compared between a 90% confidence level with the data to a 99% confidence level with the...
model. Overall, these lower values demonstrate that the model has less variance than the dataset. The top half of the model also has less variance than the bottom half.

4. Discussion

4.1. Workflow

The controversy in using a method which incorporates FMS data is that it frequently disagrees with the reconciled grade values which are required for financial reporting. FMS data also contain errors and need to be cleaned before modelling can occur smoothly. However, FMS data can be integrated into an automatic modelling process which frees up engineering resources. Using a data-driven approach also acts as a step towards digitization, which will improve after each iteration.

Figure 15 demonstrates that this modelling method may be passed into conventional engineering software and used by mine operations to optimize the processing of the stockpile. Effectively, this makes stockpile processing similar to mining of a large muck pile and subject to the same methods of ore control and mine planning previously established. Engineering software can create an optimized sequence for processing the stockpile which reduces the variability of the feed entering the mill. Block information can be uploaded into modern shovels with tracking technology so that operators can more tightly control processing along expected grade boundaries.

Having knowledge of zones within the stockpile that are trending to higher or lower values could potentially lead the operation to plan the dumping locations of each blast pattern more thoroughly. The added cost of organizing the stockpile in a real-time optimization would need to be weighed against the expected savings in rehandle cost at the time of the processing of the stockpile years in the future. This cost analysis would be tricky to perform since there are many variables to consider and most mines do not know the exact values and tonnages of their low-grade ore to be mined over the course of the entire mine life.

4.2. Data

Some dump coordinates exist outside of survey areas. This may be due to errors in the FMS tracking capability, or some material may be initially dumped outside of the boundary and later moved into it via dozers or other heavy equipment. Since FMS data alone makes it hard to determine the extents of the topography, survey data will always need to be used to create a final trim. There are also issues in variability in the physical location of the GPS coordinate of the haul truck and how that exact position best relates to the centroid of the corresponding dump location. This difference makes an even greater impact in the upper layer or edge dumping case, where the area of influence of the truck is more one-dimensional.

Future data inputs from real-time surveying of stockpiles via UAVs can improve the $z$ values substantially. Drone data can also be used to model the dumping by truck and the movement of material by dozers. Furthermore, drones and additional sensors, along with improved modeling of the spreading behavior can improve the basic assumptions of the model, thus improving understanding the relationships between the data and the model.

Despite including drone data, the ability to track material flow over the entirety of its life in a heap fill stockpile and through processing will likely remain out of reach. However, a generalized model of key components of truck-dumped stockpile material behavior (material flow during dumping and movement by dozers for example) will improve the ability to estimate characteristic distribution within stockpiles. This modelling could further reduce processing downtime and increase throughput during the eventual processing of the stockpile.

4.3. Modelling

Sampling can be used to verify or calibrate the model. If each truck is sampled individually, the average sampling density for the stockpile modelled would be equal to
the haulage capacity of the truck used (100–400 t), which is an improvement in sampling density orders of magnitude above conventional sampling campaigns for heaped filled stockpiles and leach pads (175,000 tons in the case of Winterton) [52]. While modelling will never replace sampling, both problems can be worked interdependently.

In the event that the grade and tonnage values differ substantially from official values given for financial reporting, the block model may be adjusted to represent the grade distribution of the stockpile as weighted by each block in comparison to all others and not strictly on block values given by interpolation of the FMS data. This adjustment to the model could also be completed in an autonomous manner and would involve data which are readily available at the mine.

The demonstration of FMS data incorporated into a stockpile block model in this paper opens the door to additional discussion around optimal stockpile modelling from FMS data. While the characteristic distribution of the material may not follow the inverse distance weighting method presented in this paper, it may be adequately modelled via other geostatistical methods, such as triangulation or nearest neighbors. Variograms, ordinary least squares (OLS) prediction methods, as well as kriging may also prove useful for stockpile modelling. These methods follow the modelling flowchart created by Pebesma [49] and shown as Figure 8.

Further studies and sampling could fine tune the model, such as using discrete element modeling for tracking flow of material for various settling scenarios. Once a model is deemed precise, which accurately accounts for the stockpile characteristics “as is”, more advanced models may account for metal degradation over time, natural leaching, and other environmental factors. These models may apply directly to heap leach operations by indicating target areas for hydrological work that could increase leaching capacity.

4.4. Other Factors

While the stockpile used in this study acts as a strategic form of storage, many of the stockpiles used in mining act as a buffer to ensure continuity of the processing stage. Stockpiles dedicated to maintaining a steady flow of material into the plant are generally beneficial. However, bottlenecks and data loss may affect the intention of keeping control of the flow of material from mine to plant. The short timeframe between stockpiling and processing these types of stockpiles means a different approach for modelling them should be used when compared with long-term stockpiles.

Exposure of stockpiles to dilution, weathering and other elements causes significant changes to their characteristics. These changes amount to degradation, which is more prevalent in long-term stockpiles. Rezakhah and Newman [42] quantify degradation to be between 5 and 10% annually and recognize that literature on the problem of degradation is often seen as isolated from stockpiling or mine planning problems. More robust models of stockpiles from historical FMS data could provide a more granular look into the distribution and rate of degradation which occurs within stockpiles over time.

Base and precious metal stockpiles have much in common, especially if they are made using haul trucks and dozers of the same size. Where base and precious metal stockpiles differ is due to geochemical characteristics of the ore as well as grade distribution differences (nugget effect). Base metals also oxidize quickly, which can affect the geotechnical stability of their stockpiles. These differences should be considered when developing a modelling approach for each of these types of stockpiled materials.

The model demonstrated in this paper takes a simplistic approach to the material in each truck load. In reality each truck load will likely have undergone some degree of pre-crusher blending. Shovels and loaders constantly mix the material and blast movement and dilution cause it to not reflect what is in the FMS data. Stockpiles that act as process buffers may also undergo additional blending both before and after crushing. In either type of stockpile, the effects of blending must be considered when modelling.
5. Conclusions

In conclusion, the type of working method demonstrated in this paper shows how leveraging FMS data and existing interpolation techniques can lead to increased understanding of the grade distribution within stockpiles. Figures 14 and 15 indicate interpolated grade values at each location within the stockpile in a way which is directly incorporable into mining operations. Knowledge of the types of zones illustrated by Figures 14 and 15 could enable miners to optimize the processing of their stockpiles. While this method is merely illustrative, it shows that through a systematic process of validation and modelling improvements, a given mine can use this method to come to a better understanding of the grade distribution within its long-term, low-grade stockpile. The implications of better modelling ROM stockpiles will enhance the overall mine optimization such as mine-to-mill and other continuous improvement initiatives at mines.
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