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Abstract: We investigate Gabor frames on locally compact abelian groups with time-frequency shifts along non-separable, closed subgroups of the phase space. Density theorems in Gabor analysis state necessary conditions for a Gabor system to be a frame or a Riesz basis, formulated only in terms of the index subgroup. In the classical results the subgroup is assumed to be discrete. We prove density theorems for general closed subgroups of the phase space, where the necessary conditions are given in terms of the “size” of the subgroup. From these density results we are able to extend the classical Wexler-Raz biorthogonal relations and the duality principle in Gabor analysis to Gabor systems with time-frequency shifts along non-separable, closed subgroups of the phase space. Even in the euclidean setting, our results are new.

Introduction

Classical harmonic analysis on locally compact abelian (LCA) groups provides a natural framework for many of the topics considered in modern time-frequency analysis. The setup is as follows. Let $(G, \cdot)$ denote a second countable LCA group, and let $(\hat{G}, \cdot)$ denote its dual group, consisting of all characters. One then defines the translation operator $T_\lambda$, $\lambda \in G$, as

$$T_\lambda : L^2(G) \to L^2(G), \quad (T_\lambda f)(x) = f(x\lambda^{-1}), \quad x \in G,$$

and the modulation operator $E_\gamma$, $\gamma \in \hat{G}$, as

$$E_\gamma : L^2(G) \to L^2(G), \quad (E_\gamma f)(x) = \gamma(x)f(x), \quad x \in G.$$

The central objects of this work are so-called regular Gabor systems in $L^2(G)$ with modulation and translation along a closed subgroup $\Delta$ of $G \times \hat{G}$ generated by a window function $g \in L^2(G)$; this is a collection of functions of the following form:

$$\mathcal{G}(g, \Delta) := \{ \pi(\nu)g \}_{\nu \in \Delta}, \quad \text{where} \quad \pi(\nu) := E_\nu T_\lambda \quad \text{for} \quad \nu = (\lambda, \gamma) \in G \times \hat{G}.$$

The tensor product $G \times \hat{G}$ is called the phase-space or the time-frequency plane, and $\pi(\nu)g$ is a time-frequency shift of $g$. 
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We are interested in linear operators of the form
\[ C_{g,\Delta} : L^2(G) \rightarrow L^2(\Delta), \quad C_{g,\Delta} f = \nu \mapsto \langle f, \pi(\nu)g \rangle \]
as well as their left-inverses (if they exist) and their adjoint operators. The \( C_{g,\Delta} \) transform is called an analysis operator, while its adjoint is called synthesis. In the analysis process \( C_{g,\Delta} f \) of a function \( f \in L^2(G) \), we obtain information of the time-frequency content in the function \( f \).

If the operator \( C_{g,\Delta} \) is bounded below and above, we say that \( \mathcal{G}(g,\Delta) \) is a Gabor frame for \( L^2(G) \). In case the two constants from these bounds can be taken to be equal, we say that \( \mathcal{G}(g,\Delta) \) is a tight frame; if they can be taken to be equal to one, \( \mathcal{G}(g,\Delta) \) is said to be a Parseval frame. One can show that the property of being a frame allows for stable reconstruction of any \( f \in L^2(G) \) from its time-frequency information given by \( C_{g,\Delta} f \). In particular, if \( C_{g,\Delta} \) is bounded from below and above, then there exists another function \( h \in L^2(G) \) such that \( C_{h,\Delta} \) is a bounded operator and such that
\[ \langle f_1, f_2 \rangle = \int_{\Delta} C_{g,\Delta} f_1(\nu) \overline{C_{h,\Delta} f_2(\nu)} d\nu \]
for all \( f_1, f_2 \in L^2(G) \), where \( d\nu \) denotes the Haar measure on \( \Delta \). Two such Gabor systems \( \mathcal{G}(g,\Delta) \) and \( \mathcal{G}(h,\Delta) \) are said to be dual Gabor frames. If \( \mathcal{G}(g,\Delta) \) is a frame with \( C_{g,\Delta} \) being surjective, we say that \( \mathcal{G}(g,\Delta) \) is a Riesz family.

In case \( \Delta = G \times \hat{G} \) the analysis operator \( C_{g,\Delta} \) is the well-known short-time Fourier transform, usually written \( \mathcal{V}_g \), which is an isometry for any window function \( g \in L^2(G) \) satisfying \( \|g\| = 1 \). In the language of frame theory, \( \mathcal{G}(g,G \times \hat{G}) \) is said to be a Parseval frame. However, for proper subgroups \( \Delta \subset G \times \hat{G} \) window functions \( g \in L^2(G) \) leading to isometric transforms \( C_{g,\Delta} \), or more generally to Gabor frames \( \mathcal{G}(g,\Delta) \) for \( L^2(G) \), might not exist.

The density theorems in Gabor analysis are such non-existence results formulated only as necessary conditions on the subgroup \( \Delta \) for a Gabor system to be a frame or a Riesz basis. In particular, the subgroup \( \Delta \) needs to possess a certain amount of density. The classical density results are stated for uniform lattices \( \Delta \), i.e., discrete and co-compact subgroups of \( G \times \hat{G} \), where the density is measured by the volume of a fundamental domain of \( \Delta \). For \( \Delta = P\mathbb{Z}^d \), \( P \in \text{GL}_{2d}(\mathbb{R}) \), in \( G \times \hat{G} = \mathbb{R}^{2d} \), this volume is exactly \( |\det P| \). In this work we introduce a generalization of this density measure for non-lattices so, for closed subgroups \( \Delta \) of \( G \times \hat{G} \), we set
\[ d(\Delta) := \mu((G \times \hat{G})/\Delta). \]
If \( \Delta \) is a uniform lattice equipped with the counting measure, then \( d(\Delta) \) is exactly the measure of the fundamental domain. Note that \( d(\Delta) < \infty \) precisely when \( \Delta \) is co-compact, i.e., \( (G \times \hat{G})/\Delta \) is compact. A typical density result says that if \( \Delta \) is a uniform lattice and \( \mathcal{G}(g,\Delta) \) is a frame for \( L^2(G) \), then \( d(\Delta) \leq 1 \). For separable uniform lattices \( \Delta = \Lambda \times \Gamma \subset G \times \hat{G} \) this result was proved by Gröchenig in [20], and for non-separable uniform lattices (in elementary LCA groups) it is a consequence of results by Feichtinger and Kozek [14]. Gröchenig’s proof is elementary using the Poisson summation formula, while the argument for general lattices relies, as is often the case for results on non-separable lattices, on the theory of pseudo differential operators. We will give alternative proofs using only time-frequency analysis techniques. More importantly, we will generalize density results to arbitrary closed subgroups \( \Delta \subset G \times \hat{G} \). We will show that:
(a) If $\mathcal{G}(g, \Delta)$ is a frame for $L^2(G)$, then $d(\Delta) < \infty$.

(b) If $\Delta$ is a discrete subgroup and $\mathcal{G}(g, \Delta)$ is a frame, then $d(\Delta) \leq 1$.

(c) $\{\pi(\nu)g\}_{\nu \in \Delta}$ is a Riesz family for $L^2(G)$ if, and only if, $\Delta$ is a uniform lattice with $d(\Delta) = 1$ and $\{\pi(\nu)g\}_{\nu \in \Delta}$ is a frame for $L^2(G)$.

While (b) might be expected, it is rather surprising that density results can be formulated for non-discrete Gabor systems. This extension relies crucially on the fact that the new measure $d(\Delta)$ contains information on both the subgroup $\Delta$ and its Haar measure. The forward direction in (c) is also somewhat unexpected. The seemingly weak assumption that $\mathcal{G}(g, \Delta)$ is a Riesz family for some closed subgroup $\Delta$ of the phase space has the strong conclusion that $\Delta$ is a uniform lattice and that $d(\Delta) = 1$. Moreover, we will see that in statement (c) it is, in general, not possible to be quantitative, that is, if $\Delta$ is non-discrete and co-compact, it will be possible to construct a frame $\mathcal{G}(g, \Delta)$ regardless of the value of $d(\Delta) < \infty$. This illustrates that the non-discrete case is rather different from the usual Gabor theory for lattices. We will exhibit several of these differences in Sections 5 and 6.

From our generalized density theorems, we are then able to extend the duality theory in Gabor analysis to Gabor systems $\mathcal{G}(g, \Delta)$ with time-frequency shifts along arbitrary closed subgroups $\Delta \subset G \times \hat{G}$. The most fundamental duality principle says that the Gabor system $\mathcal{G}(g, \Delta)$ is a Parseval frame, i.e., the system is associated with an isometric transform $C_{g, \Delta}$, if and only if $\mathcal{G}(d(\Delta)^{-1/2}g, \Delta^\circ)$ is an orthonormal set, where $\Delta^\circ$ denotes the adjoint of $\Delta$.

We will prove two results that can be seen as an extension of this result. Firstly, to dual frames, where one allows for two different window functions $g, h \in L^2(G)$ in the analysis and synthesis transforms; this extension is known as the Wexler-Raz biorthogonality relations. Secondly to non-tight frames; this result is simply known as the duality principle. The Wexler-Raz biorthogonality relations were previously available for non-separable, uniform lattices $\Delta \subset G \times \hat{G}$ on elementary LCA groups $G = \mathbb{R}^n \times \mathbb{T}^d \times \mathbb{Z}^k \times \mathbb{F}_m$ by the work of Feichtinger and Kozek [14], while the duality principle was formulated (without bounds) by Feichtinger and Zimmermann [16] for Gabor systems $\mathcal{G}(g, \Delta)$ in $L^2(\mathbb{R}^n)$ with $\Delta$ being a non-separable, full-rank lattice in $\mathbb{R}^{2n}$. The authors proved in [28] both the Wexler-Raz biorthogonality relations and the duality principle on LCA groups for separable, co-compact subgroups $\Delta = \Lambda \times \Gamma \subset G \times \hat{G}$ using the theory of translation invariant systems; an approach that does not generalize to the non-separable case.

Usually, the density/duality theory for non-separable lattice Gabor systems relies on the theory of pseudo-differential operators and von Neumann algebra techniques. In particular, the results of Feichtinger and Kozek [14] use concepts of function space Gelfand triples and generalized Kohn-Nirenberg symbols. To cite from Gröchenig’s book [21]:

These generalizations [density and duality results for non-separable time-frequency lattices in the euclidean space], however, require a completely different approach that involves the analysis of pseudo-differential operators with periodic symbols.

The present paper provides density and duality theorems for Gabor systems $\mathcal{G}(g, \Delta)$ with time-frequency shifts along (possibly non-separable) closed subgroups $\Delta \subset G \times \hat{G}$ for general second countable LCA groups $G$. In spite of the above comments, we are able to develop the theory solely within the setting of time-frequency analysis. Indeed, our proofs are based on Weil’s formula, the Fourier transform, the short-time Fourier transform, and frame theory.
We mention that duality results in the discrete case have been generalized in other directions; we refer the reader to [1,10,11,22,35] and the references therein. Generalizations of the density theorem also exist; in particular, Ramanathan and Steger [32] obtained density results for $\mathcal{G}(g,\Delta)$ in $L^2(\mathbb{R}^n)$, where $\Delta$ is a discrete set, but not necessarily a subgroup. We refer the reader to the survey paper by Heil [24] for a detailed account of the history and evolution of density results in Gabor analysis. For an introduction to Gabor analysis and frame theory, we refer to [6,21].

The paper is organized as follows: Sections 2 and 3 contain preliminary facts and results on Fourier analysis on LCA groups and frame theory, respectively. Some new results on the non-existence of continuous Riesz families are included in Section 3; these results are important in the proofs of the main results in Sections 5 and 6. In these sections we show density and duality results for Gabor frames $\mathcal{G}(g,\Delta)$, where $\Delta$ is a closed subgroup of the time-frequency domain $G \times \hat{G}$. Appendix A contains results on the Feichtinger algebra $S_0$ that are needed for the proofs in Section 6.

Harmonic analysis on LCA groups

We let $G$ denote a second countable locally compact abelian group. To $G$ we associate its dual group $\hat{G}$ which consists of all characters, i.e., all continuous homomorphisms from $G$ into the torus $T \cong \{ z \in \mathbb{C} : |z| = 1 \}$. Under pointwise multiplication $\hat{G}$ is also a locally compact abelian group. Throughout the paper we use multiplication as group operation in $G$, $\hat{G}$, and $G \times \hat{G}$, and we denote the identity element by $e$. By the Pontryagin duality theorem, the dual group of $\hat{G}$ is isomorphic to $G$ as a topological group, i.e., $\hat{\hat{G}} \cong G$.

We denote the Haar measure on $G$ by $\mu_G$. The (left) Haar measure on any locally compact group is unique up to a positive constant. From $\mu_G$ we define $L^1(G)$ and the Hilbert space $L^2(G)$ over the complex field in the usual way. Since $G$ is assumed to be second countable, these function spaces are separable. We define the Fourier transform of $f \in L^1(G)$ by

$$\mathcal{F}f(\omega) = \hat{f}(\omega) = \int_G f(x) \overline{\omega(x)} \, d\mu_G(x), \quad \omega \in \hat{G}.$$  

If $f \in L^1(G)$, $\hat{f} \in L^1(\hat{G})$, and the measures on $G$ and $\hat{G}$ are normalized so that the Plancherel theorem holds (see [26], (31.1)), then the function $f$ can be recovered from $\hat{f}$ by the inverse Fourier transform

$$f(x) = \mathcal{F}^{-1}\hat{f}(x) = \int_{\hat{G}} \hat{f}(\omega) \omega(x) \, d\mu_{\hat{G}}(\omega), \quad \text{a.e. } x \in G.$$  

If, in addition, $f$ is continuous, the inversion formula holds pointwise. We assume that the measure on a group $\mu_G$ and the measure on its dual group $\mu_{\hat{G}}$ are normalized this way, and we refer to them as dual measures. Under this convention, the Fourier transform $\mathcal{F}$ is an isometric isomorphism between $L^2(G)$ and $L^2(\hat{G})$.

For $\nu = (\lambda, \gamma) \in G \times \hat{G}$, we let $\pi(\nu)$ denote the time-frequency shift operator $E_\gamma T_\lambda$. It is clear that $\pi(\nu)$ is a unitary operator on $L^2(G)$. The commutator relation

$$T_\lambda E_\gamma = \gamma(\lambda) E_\gamma T_\lambda$$  

leads to the following useful identities:

$$\pi(\nu)^* = \overline{\gamma(\lambda)} \pi(\nu^{-1}), \quad (2.1)$$
\[ \pi(\nu_1)\pi(\nu_2) = \frac{\gamma_2}{\gamma_1} \pi(\nu_1 \nu_2), \quad (2.2) \]

\[ \pi(\nu_1)\pi(\nu_2) = \gamma_1(\lambda_2) \gamma_2(\lambda_1) \pi(\nu_2) \pi(\nu_1), \quad (2.3) \]

where \( \nu_i = (\gamma_i, \lambda_i), \ i = 1, 2, \) and \( \pi(\nu)^* \) denotes the adjoint operator of \( \pi(\nu). \)

We let \( \Delta \) denote a closed subgroup of \( G \times \hat{G} \) with measure \( \mu_{\Delta}. \) To ease notation, when the measure is clear from the context, we write \( dv \) in place of \( d\mu_{\Delta}(\nu) \) and likewise for other measures. In our settings Weil’s formula will relate integrable functions over \( G \times \hat{G} \) with integrable functions on the quotient space \( (G \times \hat{G})/\Delta, \) where \( \Delta \) is a closed subgroup of \( G \times \hat{G}. \) Let \( c_{\Delta} : G \times \hat{G} \to (G \times \hat{G})/\Delta, \ c_{\Delta}(\chi) = \chi \Delta \) be the canonical map from \( G \times \hat{G} \) onto \( (G \times \hat{G})/\Delta. \) If \( f \in L^1(G \times \hat{G}), \) then the function \( \hat{\chi} \mapsto \int_{\Delta} \hat{f}(\chi \nu) \, d\nu \) with \( \hat{\chi} = c_{\Delta}(\chi), \) defined almost everywhere on \( (G \times \hat{G})/\Delta, \) is integrable. Furthermore, when two out of the three Haar measures on \( G \times \hat{G}, \) \( \Delta \) and \( (G \times \hat{G})/\Delta \) are given, the third can be normalized in a unique way so that Weil’s formula

\[ \int_{G \times \hat{G}} f(\chi) \, d\chi = \int_{(G \times \hat{G})/\Delta} \int_{\Delta} f(\chi \nu) \, d\nu \, d\hat{\chi} \quad (2.4) \]

holds.

The annihilator group \( \Delta^\perp \) of \( \Delta \subset G \times \hat{G} \) is given by

\[ \Delta^\perp = \left\{ (\beta, \alpha) \in \hat{G} \times G : \gamma(\alpha) \beta(\lambda) = 1 \text{ for all } \nu = (\lambda, \gamma) \in \Delta \right\}. \]

The annihilator is a closed subgroup of \( \hat{G} \times G. \) Moreover,

\[ \hat{\Delta} \cong (G \times \hat{G})/\Delta^\perp \quad \text{and} \quad ((G \times \hat{G})/\Delta)^\perp \cong \Delta^\perp. \]

These relations show that for the closed subgroup \( \Delta \) the quotient \( (G \times \hat{G})/\Delta \) is compact if, and only if, \( \Delta^\perp \) is discrete. Finally, we define the adjoint \( \Delta^0 \) of \( \Delta \subset G \times \hat{G} \) as

\[ \Delta^0 := \{ \mu \in G \times \hat{G} : \pi(\mu) \pi(\nu) = \pi(\nu) \pi(\mu) \ \forall \nu \in \Delta \}. \]

The annihilator and adjoint of a closed subgroup \( \Delta \) are identical up to a change of coordinates. To see this, we introduce the mapping

\[ \Phi : G \times \hat{G} \to \hat{G} \times G, \ \Phi(x, \omega) = (\omega^{-1}, x) \ \text{for} \ (x, \omega) \in G \times \hat{G}. \]

It is clear that \( \Phi \) is a measure preserving, topological group isomorphism. It follows from \( (2.3) \) that \( \Phi(\Delta^0) = \Delta^\perp, \) see also \[14. \]

We will use the following general setup. We assume a Haar measure on \( G. \) On the dual group of any LCA group, we assume the dual measure (such that the Plancherel theorem holds). Furthermore, we assume a Haar measure on the closed subgroup \( \Delta \) of \( G \times \hat{G}. \) By requiring that Weil’s formula \( (2.4) \) holds, there is a uniquely determined measure \( \mu_{(G \times \hat{G})/\Delta} \) on \( (G \times \hat{G})/\Delta. \) From this measure, we define the size of the subgroup \( \Delta \) as

\[ d(\Delta) = \mu_{(G \times \hat{G})/\Delta}((G \times \hat{G})/\Delta). \]

Intuitively, small values of \( d(\Delta) \) suggest that \( \Delta \) is “dense”, while large values of \( d(\Delta) \) suggest that \( \Delta \) is “sparse”.

**Remark 1.** (i) In case \( \Delta \) is co-compact, by the Plancherel identity, we see that the discrete group \( \Delta^\perp \) is equipped with the Haar measure \( d(\Delta)^{-1} \mu_\Delta, \) where \( \mu_\Delta \) is the counting measure. In particular, the canonical choice \( d(\Delta) = 1 \) comes from the probability measure of \( (G \times \hat{G})/\Delta \) or, equivalently, the counting measure on \( \Delta^\perp. \)
(ii) In case \( \Delta \) is a discrete, co-compact subgroup, i.e., a uniform lattice, then \( d(\Delta) \) is closely related to the lattice size of \( \Delta \). Let \( s(\Delta) = \mu_{G \times \hat{G}}(X) \), where \( X \) is a Borel section, also called a fundamental domain, of \( \Delta \) in \( G \times \hat{G} \) \cite{20}. Now, if we equip \( \Delta \) with the counting measure, then \( s(\Delta) = d(\Delta) \). Especially for \( \mathbb{R}^n \), if \( \Delta = P\mathbb{Z}^{2n}, P \in \text{GL}_n(\mathbb{Z}) \), then \( d(\Delta) = |\det(P)| \).

**Lemma 2.1.** Let \( \Delta \) be a closed subgroup of \( G \times \hat{G} \). Then the following holds:

(i) \( d(\Delta) < \infty \) if, and only if, \( \Delta \) is co-compact,
(ii) \( d(\Delta^\perp) < \infty \) if, and only if, \( d(\Delta^0) < \infty \) if, and only if, \( \Delta \) is discrete.

Furthermore, if \( \Delta \) is discrete and co-compact, then

(iii) \( \Delta^\perp \subset \hat{G} \times G \) and \( \Delta^0 \subset G \times \hat{G} \) are discrete and co-compact subgroups,
(iv) \( d(\Delta) d(\Delta^\perp) = 1 \) and \( d(\Delta) d(\Delta^0) = 1 \).

**Proof.** Statement (i) is just a reformulation of the fact that the Haar measure of an LCA group is finite if, and only if, the group is compact. Since \( \Delta^\perp \) is discrete if, and only if \((G \times \hat{G})/\Delta \) is co-compact, statement (ii) follows from (i). Statements (iii) and (iv) for \( \Delta^\perp \) can be found in \cite{20}. The statements for \( \Delta^0 \) follow by the relationship between \( \Delta^0 \) and \( \Delta^\perp \), see also \cite{14} Lemma 7.7.4.

### Frame theory

We need a rather general variant of frames, usually called continuous frames, introduced by Ali, Antoine, and Gazeau \cite{1} and Kaiser \cite{31}.

**Definition 3.1.** Let \( \mathcal{H} \) be a complex Hilbert space, and let \((M, \Sigma_M, \mu_M)\) be a measure space, where \( \Sigma_M \) denotes the \( \sigma \)-algebra and \( \mu_M \) the non-negative measure. A family of vectors \( \{f_k\}_{k \in M} \) in \( \mathcal{H} \) is a frame for \( \mathcal{K} := \bigvee_{k \in M} \{f_k\}_{k \in M} \) with respect to \((M, \Sigma_M, \mu_M)\) if

(a) \( k \mapsto f_k \) is weakly measurable, i.e., for all \( f \in \mathcal{K} \), the mapping \( M \rightarrow \mathbb{C}, k \mapsto \langle f, f_k \rangle \) is measurable, and

(b) there exist constants \( A, B > 0 \) such that

\[
A \|f\|^2 \leq \int_M |\langle f, f_k \rangle|^2 d\mu_M(k) \leq B \|f\|^2 \quad \text{for all } f \in \mathcal{K}. \tag{3.1}
\]

The constants \( A \) and \( B \) are called frame bounds.

A frame \( \{f_k\}_{k \in M} \) is said to be tight if we can choose \( A = B \); if, furthermore, \( A = B = 1 \), then \( \{f_k\}_{k \in M} \) is a Parseval frame. When \( \{f_k\}_{k \in M} \) is a frame for its closed linear span \( \mathcal{K} \), we say that \( \{f_k\}_{k \in M} \) is a basic frame. If \( \mathcal{K} = \mathcal{H} \), we say \( \{f_k\}_{k \in M} \) is total. If \( \{f_k\}_{k \in M} \) is weakly measurable and the upper bound in the inequality \( (3.1) \) holds, then \( \{f_k\}_{k \in M} \) is a Bessel family with constant \( B \).

To a Bessel family \( F := \{f_k\}_{k \in M} \) for \( \mathcal{K} \subset \mathcal{H} \), we associate the analysis operator \( C_F \) given by

\[
C_F : \mathcal{H} \rightarrow L^2(M, \mu_M), \quad f \mapsto (k \mapsto \langle f, f_k \rangle).
\]

The frame condition \[ (3.1) \] simply says that this operator on \( \mathcal{K} \) is bounded below and above by \( \sqrt{A} \) and \( \sqrt{B} \), respectively, hence \( C_F|_{\mathcal{K}} \) is an injective, bounded linear operator with
closed range. The adjoint $D_F$ of $C_F$ is the so-called \emph{synthesis operator}; it is given weakly by

$$D_F : L^2(M, \mu_M) \to \mathcal{H}, \quad c \mapsto \int_M c(k) f_k \, d\mu_M(k).$$

For two Bessel families $F = \{f_k\}_{k \in M}$ and $G = \{g_k\}_{k \in M}$ we define the \emph{mixed frame operator} $S_{F,G} = D_FC_G$. If $F$ is a frame, the \emph{frame operator} $S_F := S_{F,F}$ is a bounded, invertible, self-adjoint and positive operator. The Bessel families $F$ and $G$ are said to be \emph{dual frames} for $\mathcal{H}$ if $S_{F,G} = I_\mathcal{H}$, i.e.,

$$\langle f, g \rangle = \int_M \langle f, g_k \rangle (f, g) \, d\mu_M(k) \quad \text{for all } f, g \in \mathcal{H}. \quad (3.2)$$

In this case we say that the following assignment

$$f = \int_M \langle f, g_k \rangle f_k \, d\mu_M(k) \quad \text{for } f \in \mathcal{H},$$

holds in the weak sense. Dual frames for subspaces $K$ of $\mathcal{H}$ are defined similarly. Two dual frames are indeed frames for $\mathcal{H}$, see, e.g., [27]. On the other hand, given a frame $F = \{f_k\}_{k \in M}$ for $\mathcal{H}$ one can always find at least one dual frame; the canonical choice is $\{S_{F}^{-1} f_k\}_{k \in M}$. The following result is well-known in frame theory.

\textbf{Theorem 3.2.} Let $\mathcal{H}$ be a Hilbert space, and let $A, B > 0$. Then the following statements are equivalent:

(i) $\{f_k\}_{k \in M}$ is a frame for $\mathcal{H}$ with bounds $A$ and $B$;

(ii) $\{f_k\}_{k \in M}$ is a Bessel family in $\mathcal{H}$ with bound $B$ and there exists another Bessel family $\{g_k\}_{k \in M}$ in $\mathcal{H}$ with bound $A^{-1}$ such that $(3.2)$ holds.

Frames as defined in Definition 3.1 are often called \emph{continuous} frames, with the notion \emph{discrete} frames reserved for the case, where $M$ is countable and $\mu_M$ is the counting measure. We will not adapt this terminology. A family of vectors $\{f_k\}_{k \in M}$ will be called \emph{continuous} if $\mu_M$ is non-atomic and \emph{discrete} if $\mu_M$ is purely atomic on $\sigma$-finite subsets. Recall that a set $E \in \Sigma$ of positive measure is an \emph{atom} if for any measurable subset $F$ of $E$ either $\mu_M(F) = 0$ or $\mu_M(E \setminus F) = 0$. A measure is called \emph{purely atomic} if every measurable set of positive measure contains an atom and \emph{non-atomic} if there are no atoms. Every measure can be uniquely decomposed as a sum of a purely atomic and a non-atomic measure in the sense of Johnson [30].

Let us explain our terminology of discrete and continuous frames. For $a \in L^2(M, \mu_M)$ the support $K := \text{supp } a$ is $\sigma$-finite, hence we can write $K = \cup_{i \in I} M_i \cup N$, where each $M_i$ is an atom of finite measure, $I$ is at most countable, and $N$ is an atomless measurable set. Assume first $\mu_M$ is atomic whenever restricted to the subalgebra $\Sigma_K = \{E \cap K : E \in \Sigma\}$, where $K$ is a $\sigma$-finite set. Then $\mu_M(N) = 0$. Since we are interested in $L^2$-functions, we will either tacitly ignore such null sets or simply say we have equality up to sets of measure zero. Functions, or rather equivalence classes of functions, in $L^2(M, \mu_M)$ are constant on every atom of $M$, hence any frame $k \mapsto f_k$ will also be constant on atoms (up to sets of measure zero). Moreover, $a \in L^2(M, \mu_M)$ is of the form $\sum_{i \in I} a_i 1_{M_i}$ for some coefficients $a_i \in \mathbb{C}$. Let $f_i$ denote the value of $k \mapsto f_k$ on $M_i$. Then the synthesis operator on $a \in L^2(M, \mu_M)$ is

$$D_F a = \sum_{i \in I} \mu_M(M_i) a_i f_i \quad \text{for all } f \in \mathcal{H}, \quad (3.3)$$
which is indeed a discrete representation. Assume, on the other hand, that \( \mu_M \) is non-atomic on each \( \sigma \)-finite subset \( K \) of \( M \). In the decomposition \( K = \bigcup_{i \in I} M_i \cup N \), we now have \( K = N \) since \( K \) is atomless. We can write \( K = \bigcup_{i \in I} K_i \), where \( K_i \) is of finite measure. Then, by a classical result of Sierpinski [37, Lemma 52.0], the measure \( \mu_M \) takes a continuum of values \([0, \mu_M(K_i)]\) on the measurable subsets of \( K_i \), which justifies the name continuous frame.

If \( F = \{ f_k \}_{k \in M} \) is a basic frame with bounds \( A \) and \( B \) and if \( C_F \) has dense range, then \( C_F \mid_K \) is invertible on all of \( L^2(M, \mu_M) \), and we say that \( \{ f_k \}_{k \in M} \) is a basic Riesz family with bounds \( A \) and \( B \). Equivalently, one can define basic Riesz families with bounds \( A \) and \( B \) as families of vectors \( F = \{ f_k \}_{k \in M} \) for which \( D_F \) defined on simple, integrable functions is bounded below and above by \( \sqrt{A} \) and \( \sqrt{B} \), respectively, i.e.,

\[
A \|a\|_{L^2(M)}^2 \leq \left\| \int_M a(k) f_k \, d\mu_M(k) \right\|^2 \leq B \|a\|_{L^2(M)}^2
\]

for all simple functions \( a \) on \( M \) with finite support. If \( M \) is countable and equipped with the counting measure, a basic Riesz family is simply a Riesz basis for its closed linear span, also called a Riesz sequence.

Our notion of discrete frames might appear overly technical compared to the usual definition (i.e., \( M \) countable and \( \mu_M \) the counting measure). However, it allows us to classify the following two pathological “continuous” examples as discrete frames.

**Example 1.** Consider the following two examples with a “continuous” index set \( M = \mathbb{R} \):

(a) Let \( \mathcal{H} = l^2(\mathbb{Z}) \), let \( \{ e_k \}_{k \in \mathbb{Z}} \) be its standard orthonormal basis, and equip \( M = \mathbb{R} \) with a purely atomic measure, whose atoms are the intervals \([n, n + 1)\), \( n \in \mathbb{Z} \), each with measure 1. Define \( \{ f_k \}_{k \in M} \subset \mathcal{H} \) by \( f_k = e_{\lfloor k \rfloor} \), \( k \in \mathbb{R} \).

(b) Let \( \mathcal{H} = L^2([0, 1]) \), and let \( M = \mathbb{R} \). Fix \( a \in \mathbb{R} \) and define \( \mu_M = \sum_{n \in \mathbb{Z}} \delta_{n+a} \), where \( \delta_x \) denotes the Dirac measure at \( x \in \mathbb{R} \). Define \( \{ f_k \}_{k \in M} \subset \mathcal{H} \) by \( f_k(x) = e^{2\pi ikx} \).

It is not difficult to show that both in case (a) and (b) the family \( \{ f_k \}_{k \in M} \) is a Parseval frame; it is even a Riesz family. Since the measure in both cases is purely atomic, the frame \( \{ f_k \}_{k \in M} \) is said to be discrete.

There has recently been some interest in the study of (continuous) Riesz families [2], [36], also called Riesz-type frames in [18]. Example 1(b) is a concrete version of [2, Proposition 3.7]. The following result shows, however, that this concept brings little new to the well-studied subject of (discrete) Riesz sequences. To be more concise, Proposition 3.3 shows that norm bounded, basic Riesz families necessarily are discrete.

**Proposition 3.3.** Let \((M, \Sigma, \mu_M)\) be a measure space. Suppose that \( \{ f_k \}_{k \in M} \) is a basic Riesz family in \( \mathcal{H} \) that is essentially norm bounded, i.e., \( C := \sup_{k \in M} \| f_k \| < \infty \). Then \( \{ f_k \}_{k \in M} \) is a discrete family. Furthermore, it holds that

\[
\inf_{E \in \Sigma_0} \mu_M(E) > 0, \quad \text{where} \quad \Sigma_0 = \{ E \in \Sigma : \mu_M(E) > 0 \}.
\]  

**Proof.** Let \( a \) be an integrable simple function on \( M \). From the computation

\[
\left\| \int_M a(k) f_k \, dm(k) \right\| \leq \int_M |a(k)| \| f_k \| \, dm(k) \leq C \int_M |a(k)| \, dm(k),
\]
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we see that the lower Riesz bound implies
\[ \sqrt{A} \|a\|_{L^2(M)} \leq C \|a\|_{L^1(M)}. \]
For \( a = 1_E \) with \( E \in \Sigma \) and \( 0 < \mu_M(E) < \infty \), this in turn implies that
\[ \sqrt{A} \mu_M(E)^{1/2} \leq C \mu_M(E), \]
and hence \( \mu_M(E) \geq A/C^2 \). This shows the furthermore-part.

Let \( K = \bigcup_{i \in I} K_i \) be any \( \sigma \)-finite set, where each \( K_i \) is of finite measure. We need to show that \( \mu_M \) restricted to the subalgebra \( \Sigma_K = \{E \cap K : E \in \Sigma\} \) is purely atomic. Suppose on the contrary that it is not. Then there is an atomless set \( N \) of positive measure in \( \Sigma_K \). For some \( i_0 \in I \) the intersection \( N \cap K_{i_0} \) has positive measure. Clearly, \( N_0 := N \cap K_{i_0} \) is also atomless, hence we can split this set into two sets of positive measure. The smallest in measure of these two sets, say \( N_1 \), is of measure \( \mu_M(N_1) \leq \mu_M(N_0)/2 \). Continuing this way we obtain sets of arbitrarily small measure, contradicting (3.4).

From (3.4) we see that for norm-bounded Riesz families, the atoms \( M_i \) in the representation (3.3) are bounded from below in measure. Hence, even if we consider the sum in (3.3) as a Riemann type sum, there is a bound to any refinement.

If we assume that \( M \) is a Hausdorff topological group and that \( \mu_M \) satisfies certain weak regularity assumptions, e.g., \( M \) being a locally compact group with the usual left Haar measure, then the existence of a norm-bounded Riesz family forces the group \( M \) to be discrete.

**Proposition 3.4.** Let \( M \) be a Hausdorff topological group with a left Haar measure \( \mu_M \) (as defined by Fremlin [17, Def. 441D]). If \( \{f_k\}_{k \in M} \) is a norm bounded basic Riesz family, then \( M \) is a discrete group.

**Proof.** From Proposition 443O in [17] we know that \( \mu_M \) is not non-atomic if and only if there is the discrete topology on \( M \). However, by Proposition 3.3 the measure \( \mu_M \) is clearly not non-atomic, thus the result follows.

We end this section with a Riesz family variant of Theorem 3.2.

**Theorem 3.5 ([28]).** Let \( \mathcal{H} \) be a Hilbert space, let \( A, B > 0 \), and let \( M \) be a countable index set equipped with the counting measure. Then the following statements are equivalent:

(i) \( \{f_k\}_{k \in M} \) is a basic Riesz family (i.e., a Riesz sequence) in \( \mathcal{H} \) with bounds \( A \) and \( B \);

(ii) \( \{f_k\}_{k \in M} \) is a Bessel family \( \mathcal{H} \) with bound \( B \) and there exists a Bessel family \( \{g_k\}_{k \in M} \) in \( \mathcal{H} \) with bound \( A^{-1} \) such that \( \langle f_k, g_\ell \rangle = \delta_{k,\ell}, k, \ell \in M \).

**Gabor systems**

The Gabor system \( \mathcal{G}(g, \Delta) = \{\pi(\nu)g\}_{\nu \in \Delta} \) is regular when \( \Delta \) is a closed subgroup of \( G \times \hat{G} \). If \( \Delta \) is not a subgroup, e.g., merely a set of points, the Gabor system is irregular. If \( \Delta = \Lambda \times \Gamma \) for closed subgroups \( \Lambda \subset G \) and \( \Gamma \subset \hat{G} \), we say that \( \mathcal{G}(g, \Delta) = \{E,T_\lambda g\}_{\lambda \in \Lambda, \gamma \in \Gamma} \) is a separable Gabor system. If \( \Delta \) is not assumed to have this form, \( \mathcal{G}(g, \Delta) \) is non-separable. In this work we shall consider non-separable, regular Gabor systems.
The analysis, synthesis, and the (mixed) frame operator for Gabor Bessel systems are defined as in Section 3. In particular, the (mixed) frame operator for two Gabor Bessel systems generated by the functions \( g, h \in L^2(G) \) takes the form

\[
S_{g,h} : L^2(G) \rightarrow L^2(G), \quad S_{g,h} = \int_\Delta \langle \cdot, \pi(\nu)g \rangle \pi(\nu)h \, d\nu.
\]

If \( g = h \), we recover the frame operator \( S_g = S_{g,g} \), also simply denoted by \( S \).

It is straightforward to show that the frame operator commutes with time-frequency shifts with respect to the group \( \Delta \).

**Lemma 4.1.** Let \( g, h \in L^2(G) \), \( \Delta \subset G \times \hat{G} \), and let \( \mathcal{G}(g, \Delta) \) and \( \mathcal{G}(h, \Delta) \) be Bessel systems. If \( \Delta \) is a closed subgroup of \( G \times \hat{G} \), then the following holds:

(i) \( S_{g,h} \pi(\nu) = \pi(\nu)S_{g,h} \) for all \( \nu \in \Delta \),

(ii) If \( \{ \pi(\nu)g \}_{\nu \in \Delta} \) is a frame, then

\[
S^{-1} \pi(\nu) = \pi(\nu)S^{-1} \text{ and } S^{-1/2} \pi(\nu) = \pi(\nu)S^{-1/2} \quad \text{ for all } \nu \in \Delta.
\]

**Remark 2.** Lemma 4.1 implies that the canonical dual frame of a Gabor frame again is a Gabor system \( \mathcal{G}(S^{-1}g, \Delta) \) and that the Gabor system \( \mathcal{G}(S^{-1/2}g, \Delta) \) is a Parseval frame. In particular, if \( \mathcal{G}(g, \Delta) \) is a Riesz basis, then \( \mathcal{G}(S^{-1/2}g, \Delta) \) is an orthonormal basis.

We are interested in those pairs \( (g, \Delta) \subset (L^2(G), G \times \hat{G}) \) for which \( \mathcal{G}(g, \Delta) \) is a Gabor frame for \( L^2(G) \), that is, closed subgroups \( \Delta \subset G \times \hat{G} \) and window functions \( g \in L^2(G) \) for which there exists constants \( 0 < A \leq B < \infty \) such that

\[
A \|f\|^2 \leq \int_\Delta |\langle f, \pi(\nu)g \rangle|^2 \, d\nu \leq B \|f\|^2
\]

for all \( f \in L^2(G) \).

We will need the following well-known Plancherel theorem for the short-time Fourier transform \( \mathcal{V}_g := C_{g,G \times \hat{G}} \):

**Lemma 4.2** ([20]). For \( f, f_1, f_2, g, h \in L^2(G) \) the following assertions are true:

(i) \( \mathcal{V}_g f \in L^2(G \times \hat{G}) \) and \( \|\mathcal{V}_g f\|_{L^2(G \times \hat{G})}^2 = \int_{G \times \hat{G}} |\langle f, \pi(\nu)g \rangle|^2 \, d\nu = \|g\|^2 \|f\|^2 \),

(ii)

\[
\int_{G \times \hat{G}} |\langle f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, f_2 \rangle| \, d\nu \leq \|f_1\| \|f_2\| \|g\| \|h\| < \infty, \quad (4.1)
\]

(iii)

\[
\int_{G \times \hat{G}} \langle f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, f_2 \rangle \, d\nu = \langle f_1, f_2 \rangle \langle h, g \rangle. \quad (4.2)
\]

**Proof.** Statements (i) and (iii) can be found in [20]. The inequality (4.1) follows directly from the following computation:

\[
\int_{G \times \hat{G}} |\langle f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, f_2 \rangle| \, d\nu \leq \left( \int_{G \times \hat{G}} |\langle f_1, \pi(\nu)g \rangle|^2 \, d\nu \right)^{1/2} \left( \int_{G \times \hat{G}} |\langle f_2, \pi(\nu)h \rangle|^2 \, d\nu \right)^{1/2} = \|f_1\| \|f_2\| \|g\| \|h\|.
\]

}\)
Lemma 4.2 shows that for any non-zero function \( g \in L^2(G) \) the system \( \mathcal{G}(g, G \times \hat{G}) \) is a tight frame with bound \( A = \|g\|^2 \). More generally, if \( \langle g, h \rangle \neq 0 \), then \( \mathcal{G}(g, G \times \hat{G}) \) and \( \mathcal{G}(h, G \times \hat{G}) \) are dual frames, and we have a (weak) reproducing formula:

\[
f = \frac{1}{\langle h, g \rangle} \int_{G \times \hat{G}} \langle f, \pi(\nu) g \rangle \pi(\nu) h \, d\nu \quad \text{for all } f \in L^2(G).
\]

**Three key lemmas**

In this subsection we prove three observations that will be important in the subsequent sections.

**Lemma 4.3.** Let \( \chi = (x, \omega) \in (G \times \hat{G}) \) and \( \mu = (\alpha, \beta) \in \Delta^0 \subset G \times \hat{G} \). If \( \Delta \) is a closed subgroup of \( G \times \hat{G} \), then the equality

\[
\langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle = \int_{(G \times \hat{G})/\Delta} \omega(\alpha) \beta(x) \int_{\Delta} \langle \pi(\chi)^* f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, \pi(\chi)^* f_2 \rangle \, d\nu \, d\chi
\]

holds for all \( f_1, f_2, g, h \in L^2(G) \).

**Proof.** If \( \mu \in \Delta^0 \), then by Lemma 4.2(iii) we have that, for \( f_1, f_2, g, h \in L^2(G) \),

\[
\langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle = \int_{G \times \hat{G}} \langle \pi(\mu) f_1, \pi(\nu) \pi(\mu) g \rangle \langle \pi(\nu) h, f_2 \rangle \, d\chi.
\]

By Weil’s formula for the closed subgroup \( \Delta \), the above equality becomes

\[
\langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle = \int_{(G \times \hat{G})/\Delta} \int_{\Delta} \langle \pi(\mu) f_1, \pi(\nu) \pi(\mu) g \rangle \langle \pi(\nu) h, f_2 \rangle \, d\nu \, d\chi.
\]

For \( \chi = (x, \omega) \in G \times \hat{G} \) and \( \mu = (\alpha, \beta) \in \Delta^0 \subset G \times \hat{G} \) we have

\[
\langle \pi(\mu) f_1, \pi(\nu) \pi(\mu) g \rangle \langle \pi(\nu) h, f_2 \rangle = \omega(\alpha) \beta(x) \langle \pi(\chi)^* f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, \pi(\chi)^* f_2 \rangle,
\]

which follows from (2.2), (2.3), and \( \pi(\nu) \pi(\mu) = \pi(\mu) \pi(\nu) \) for \( \nu \in \Delta, \mu \in \Delta^0 \). This completes the proof. \( \square \)

**Lemma 4.4.** Let \( \Delta \) be a closed, co-compact subgroup of \( G \times \hat{G} \), and let \( g, h \in L^2(G) \). If \( \mathcal{G}(g, \Delta) \) and \( \mathcal{G}(h, \Delta) \) are dual frames, then

\[
\langle h, \pi(\mu) g \rangle = d(\Delta) \delta_{\mu,e} \quad \text{for all } \mu \in \Delta^0.
\]

**Proof.** Let \( \mu = (\alpha, \beta) \in \Delta^0 \) and take \( f \in L^2(G) \). By Lemma 4.3 we have that

\[
\langle h, \pi(\mu) g \rangle \langle \pi(\mu) f, f \rangle = \int_{(G \times \hat{G})/\Delta} \omega(\alpha) \beta(x) \int_{\Delta} \langle \pi(\chi)^* f, \pi(\nu) g \rangle \langle \pi(\nu) h, \pi(\chi)^* f \rangle \, d\nu \, d\chi.
\]

Since \( \{\pi(\nu) g\}_{\nu \in \Delta} \) and \( \{\pi(\nu) h\}_{\nu \in \Delta} \) are dual frames by assumption, this equation simplifies to

\[
\langle h, \pi(\mu) g \rangle \langle \pi(\mu) f, f \rangle = \int_{(G \times \hat{G})/\Delta} \omega(\alpha) \beta(x) \langle \pi(\chi)^* f, \pi(\chi)^* f \rangle \, d\chi = \int_{(G \times \hat{G})/\Delta} \omega(\alpha) \beta(x) \, d\hat{\chi}(f, f).
\]
The function $\chi \mapsto \mu(\chi) := \overline{\omega(\alpha)}\beta(x)$ is continuous on the compact domain $(G \times \hat{G})/\Delta$, and it satisfies $\mu(\chi_1\chi_2) = \mu(\chi_1)\mu(\chi_2)$. Therefore, [25] Lemma 23.19 implies that, for all $f \in L^2(G)$,
\[
\langle h, \pi(\mu)g \rangle \langle \pi(\mu)f, f \rangle = \begin{cases} \text{d}(\Delta) \langle f, f \rangle & \text{if } \mu = e, \\ 0 & \text{if } \mu \neq e. \end{cases}
\]
It follows that $\langle h, \pi(\mu)g \rangle = \text{d}(\Delta)\delta_{\mu,e}$ for $\mu \in \Delta^\circ$.

**Lemma 4.5.** Let $\Delta$ be a closed subgroup of $G \times \hat{G}$, and let $f_1, f_2, g, h \in L^2(G)$. If $\mathcal{G}(g, \Delta)$ and $\mathcal{G}(h, \Delta)$ are Bessel systems with Bessel bounds $B_g$ and $B_h$, respectively, then for fixed $f_1$ and $f_2$, the mapping
\[
\varphi : G \times \hat{G} \to \mathbb{C}, \quad \chi \mapsto \int_{\Delta} \langle \pi(\chi)^* f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, \pi(\chi)^* f_2 \rangle \, d\nu
\]
is continuous, constant on cosets of $\Delta$ (i.e., $\Delta$-periodic), and $\varphi(\chi) \leq B_g^{1/2}B_h^{1/2}\|f_1\|\|f_2\|$ for all $\chi \in G \times \hat{G}$. Furthermore, the generators $g$ and $h$ satisfy: $|\langle h, g \rangle| \leq \text{d}(\Delta)B_g^{1/2}B_h^{1/2}$.

**Proof.** By the Cauchy-Schwarz inequality, we see that
\[
\int_{\Delta} |\langle \pi(\chi)^* f_1, \pi(\nu)g \rangle |^2 \langle \pi(\nu)h, \pi(\chi)^* f_2 \rangle \, d\nu d\hat{\chi}
\leq \left( \int_{\Delta} |\langle \pi(\chi)^* f_1, \pi(\nu)g \rangle |^2 \, d\nu \right)^{1/2} \left( \int_{\Delta} |\langle \pi(\nu)h, \pi(\chi)^* f_2 \rangle |^2 \, d\nu \right)^{1/2}
\leq B_g^{1/2}B_h^{1/2}\|f_1\|\|f_2\|.
\]
This computation shows that $\varphi$ is well-defined and bounded. The continuity of $\varphi$ can be shown using the Bessel property of $\mathcal{G}(g, \Delta)$ and $\mathcal{G}(h, \Delta)$ and the strong continuity of $\nu \mapsto \pi(\nu)$. The fact that the mapping $\varphi$ is $\Delta$-periodic is easily verified. We have only left to prove the furthermore-part. By Lemma 4.2, the mapping $\chi \mapsto \langle f_1, \pi(\chi)g \rangle \langle \pi(\chi)h, f_2 \rangle$ lies in $L^1(G \times \hat{G})$. We can therefore apply Weil’s formula for the subgroup $\Delta$ to find that
\[
\int_{G \times \hat{G}} \langle f_1, \pi(\chi)g \rangle \langle \pi(\chi)h, f_2 \rangle \, d\chi = \int_{(G \times \hat{G})/\Delta} \int_{\Delta} \langle f_1, \pi(\chi)g \rangle \langle \pi(\chi)h, f_2 \rangle \, d\nu d\hat{\chi}.
\]
For any $\chi = (x, \omega) \in G \times \hat{G}$ and $\nu = (\lambda, \gamma) \in G \times \hat{G}$ we have, by (2.2),
\[
\langle f_1, \pi(\chi)g \rangle \langle \pi(\nu)h, f_2 \rangle = \langle \pi(\chi)^* f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, \pi(\chi)^* f_2 \rangle.
\]
With this, equation (4.4) becomes
\[
\int_{G \times \hat{G}} \langle f_1, \pi(\chi)g \rangle \langle \pi(\chi)h, f_2 \rangle \, d\chi = \int_{(G \times \hat{G})/\Delta} \int_{\Delta} \langle \pi(\chi)^* f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, \pi(\chi)^* f_2 \rangle \, d\nu d\hat{\chi}.
\]
Lemma 4.2 together with (4.3) and (4.5), yields
\[
|\langle f_1, f_2 \rangle \langle h, g \rangle| = \left| \int_{G \times \hat{G}} \langle f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, f_2 \rangle \, d\nu \right|
\leq \int_{(G \times \hat{G})/\Delta} \int_{\Delta} |\langle \pi(\chi)^* f_1, \pi(\nu)g \rangle \langle \pi(\nu)h, \pi(\chi)^* f_2 \rangle | \, d\nu d\hat{\chi}
\leq \int_{(G \times \hat{G})/\Delta} B_g^{1/2}B_h^{1/2}\|f_1\|\|f_2\| \, d\hat{\chi}.
\]
The bound on $|\langle h, g \rangle|$ now follows from taking $f_1 = f_2$. 

\[\square\]
Density results

Our first density result shows that co-compactness of \( \Delta \subset G \times \hat{G} \) is a necessary condition for the frame property of a Gabor system \( \mathcal{G}(g, \Delta) \).

**Theorem 5.1.** Let \( \Delta \) be a closed subgroup of \( G \times \hat{G} \), and let \( g \in L^2(G) \). If \( \mathcal{G}(g, \Delta) \) is a frame for \( L^2(G) \) with bounds \( 0 < A \leq B < \infty \), then the following holds:

(i) the quotient group \( (G \times \hat{G})/\Delta \) is compact, i.e., \( d(\Delta) < \infty \),

(ii) \( A \| f \|^2 \leq \int_{\Delta} |\langle f, \pi(\nu)g \rangle|^2 \, d\check{\chi} \leq B \| f \|^2 \) for all \( f \in L^2(G) \).

**Proof.** By Lemma 4.2, the mapping \( \chi \mapsto |\langle f, \pi(\chi)g \rangle|^2 \) lies in \( L^1(G \times \hat{G}) \). Weil’s formula for the subgroup \( \Delta \) then gives

\[
\int_{G \times \hat{G}} |\langle f, \pi(\chi)g \rangle|^2 \, d\hat{\chi} = \int_{(G \times \hat{G})/\Delta} \int_{\Delta} |\langle f, \pi(\nu)g \rangle|^2 \, d\nu \, d\check{\chi}
\]

\[
= \int_{(G \times \hat{G})/\Delta} \int_{\Delta} |\langle \pi(\chi)^* f, \pi(\nu)g \rangle|^2 \, d\nu \, d\check{\chi},
\]

where \( |\langle f, \pi(\nu)g \rangle| = |\langle \pi(\chi)^* f, \pi(\nu)g \rangle| \) follows from (2.2). The frame assumption of \( \{\pi(\nu)g\}_{\nu \in \Delta} \) states that

\[
A \| f \|^2 \leq \int_{\Delta} |\langle f, \pi(\nu)g \rangle|^2 \, d\nu \leq B \| f \|^2 \quad \text{for all } f \in L^2(G).
\]

Integrating the lower frame inequality for \( \pi(\chi)^* f \) over \( (G \times \hat{G})/\Delta \) yields the following:

\[
A \| f \|^2 \int_{(G \times \hat{G})/\Delta} \, d\check{\chi} = A \int_{(G \times \hat{G})/\Delta} \| \pi(\chi)^* f \|^2 \, d\check{\chi} \leq \int_{(G \times \hat{G})/\Delta} \int_{\Delta} |\langle \pi(\chi)^* f, \pi(\nu)g \rangle|^2 \, d\nu \, d\check{\chi}.
\]

By Lemma 4.2(i) and (5.1), the term on the far right equals \( \| f \|^2 \| g \|^2 \). We conclude that

\[
A \int_{(G \times \hat{G})/\Delta} \, d\check{\chi} \leq \| g \|^2 < \infty.
\]

The measure of the quotient group \( (G \times \hat{G})/\Delta \) is finite if, and only if \( (G \times \hat{G})/\Delta \) is compact. This proves (i) and the lower inequality in (ii). To get the upper bound in (ii), we look at the upper frame inequality and proceed as above to find:

\[
\| g \|^2 \| f \|^2 = \int_{G \times \hat{G}} |\langle f, \pi(\nu)g \rangle|^2 \, d\nu \leq B \| f \|^2 \int_{(G \times \hat{G})/\Delta} \, d\check{\chi}.
\]

The assertions of Theorem 5.1 are not true in general if we assume that \( \mathcal{G}(g, \Delta) \) is a basic frame, i.e., a frame for its closed linear span, instead of assuming that \( \mathcal{G}(g, \Delta) \) is a total frame. Density results for basic frames in the case of lattice Gabor systems in \( L^2(\mathbb{R}^n) \) have recently been obtained in [19]; we will not consider such extensions here.

Let us consider some implications of the density result in Theorem 5.1 for a couple of specific locally compact abelian groups. The first result shows an extreme behavior for the \( p \)-adic numbers. From Lemma 4.2, we know that for the short-time Fourier transform any nonzero window will generate a Gabor frames. However, for the \( p \)-adic numbers no other time-frequency subgroup will have a frame generator.
Corollary 5.2. For a prime number $p$, consider the $p$-adic numbers $\mathbb{Q}_p$. Let $\Delta$ be a closed subgroup of $\mathbb{Q}_p \times \hat{\mathbb{Q}}_p$. If $\mathcal{G}(g, \Delta)$ is a frame for some $g \in L^2(\mathbb{Q}_p)$, then $\Delta = \mathbb{Q}_p \times \hat{\mathbb{Q}}_p$.

Proof. The result follows from Theorem 5.1 together with the fact that the only co-compact subgroup of $\mathbb{Q}_p \times \hat{\mathbb{Q}}_p$ is the entire group itself.

Corollary 5.3. Let $g \in L^2(\mathbb{R}^n)$. If the system $\mathcal{G}(g, \Delta)$ is a regular Gabor frame for $L^2(\mathbb{R}^n)$, then the closed subgroup $\Delta$ is of the form $A(\mathbb{Z}^k \times \mathbb{R}^{2n-k})$ for some $A \in \text{GL}_\mathbb{R}(2n)$ and $0 \leq k \leq 2n$.

Proof. Any closed subgroup $\Delta$ of $\mathbb{R}^{2n}$ is isomorphic to $\{0\}^\ell \times \mathbb{Z}^k \times \mathbb{R}^{2n-k-\ell}$ for $0 \leq k + \ell \leq 2n$. The subgroup $\{0\}^\ell \times \mathbb{Z}^k \times \mathbb{R}^{2n-k-\ell}$ is co-compact exactly when $\ell = 0$. Hence, by Theorem 5.1, the subgroup $\Delta$ is of the form $A(\mathbb{Z}^k \times \mathbb{R}^{2n-k})$ for some $A \in \text{GL}_\mathbb{R}(2n)$ and $0 \leq k \leq 2n$.

The next results relate the norm of a Gabor frame generator to the subgroup size $d(\Delta)$.

Corollary 5.4. Let $\Delta$ be a closed subgroup of $G \times \hat{G}$, and let $g \in L^2(G)$. If $\mathcal{G}(g, \Delta)$ is a tight frame with bound $A$, then $\mathcal{G}(g, \Delta^0)$ is an orthogonal system with $\|g\|^2 = d(\Delta)A$.

Proof. The canonical dual frame of $\mathcal{G}(g, \Delta)$ is $\mathcal{G}(\frac{1}{A}g, \Delta)$. From Theorem 5.1 we know that $\Delta$ is co-compact and $\|g\|^2 = d(\Delta)$. By Lemma 4.4 it follows that $\mathcal{G}(g, \Delta)$ is an orthogonal system with $\langle \frac{1}{A}g, g \rangle = d(\Delta)$.

Corollary 5.5. Let $\Delta$ be a closed subgroup of $G \times \hat{G}$, and let $g \in L^2(G)$. If $\mathcal{G}(g, \Delta)$ is a frame, then $\|S^{-1/2}g\|^2 = d(\Delta)$.

Proof. Lemma 4.3 and Remark 2 show that $\mathcal{G}(S^{-1/2}g, \Delta)$ is a Parseval frame. The result now follows from Corollary 5.4.

If we in addition to co-compactness in Theorem 5.1 assume that $\Delta$ is discrete, i.e., a uniform lattice, we have a quantitative density theorem.

Theorem 5.6. Let $\Delta$ be a discrete subgroup of $G \times \hat{G}$ equipped with the counting measure, and let $g \in L^2(G)$. If $\mathcal{G}(g, \Delta)$ is a frame for $L^2(G)$, then $\Delta$ is a uniform lattice with $d(\Delta) \leq 1$.

Proof. By Theorem 5.1 it follows that $\Delta$ is a uniform lattice. From Corollary 5.5 we have that $\|S^{-1/2}g\|^2 = d(\Delta)$. Taking $f = S^{-1/2}g$ in the upper frame inequality for $\mathcal{G}(S^{-1/2}g, \Delta)$ yields, using that $\Delta$ is discrete, that $\|S^{-1/2}g\|^2 \leq 1$. We conclude that $d(\Delta) \leq 1$.

In Theorem 5.6 the assumption that $\Delta$ is discrete is essential for the bound $d(\Delta) \leq 1$. Indeed, in Example 2 in Section 6.5 we will show that in $L^2(\mathbb{R}^n)$ for $\Delta \subset \mathbb{R}^{2n}$ separable and co-compact, but non-discrete, it will always be possible to construct a frame $\mathcal{G}(g, \Delta)$ regardless of the value of $d(\Delta)$. The construction relies on the duality principle, which is why the example is relegated to Section 6.5.

Theorem 5.7. Let $\Delta$ be a closed subgroup of $G \times \hat{G}$, and let $g \in L^2(G)$. Then $\mathcal{G}(g, \Delta)$ is a total Riesz family for $L^2(G)$ if, and only if, $\Delta$ is a uniform lattice, $d(\Delta) = 1$, and $\mathcal{G}(g, \Delta)$ is a frame.
Proof. Assume that $\mathcal{G}(g, \Delta)$ is a total Riesz family. By Proposition 3.4 and Theorem 5.1, the subgroup $\Delta$ is discrete and co-compact. Hence, $\mathcal{G}(g, \Delta)$ is a Riesz basis, and $\mathcal{G}(S^{-1/2}g, \Delta)$ is therefore an orthonormal basis for $L^2(G)$, see Remark 2. It follows that $\|S^{-1/2}g\|^2 = 1$. Furthermore, by Corollary 5.5 we have that $\|S^{-1/2}g\|^2 = d(\Delta)$. Hence $d(\Delta) = 1$.

For the converse implication note that $\mathcal{G}(g, \Delta)$ is a uniform lattice. The fact that $\mathcal{G}(g, \Delta)$ is a uniform lattice of $G$ implies that $\mathcal{G}(g, \Delta)$ is a Riesz basis. Alternatively, we can arrive at this conclusion as follows. Again by isometry of the time-frequency shifts we see that $\mathcal{G}(g, \Delta)$ is a Riesz basis for $L^2(G)$. Here, we tacitly used Lemma 4.1.

Owing to Theorem 5.6 discrete Gabor frames $\mathcal{G}(g, \Delta)$, for which $d(\Delta) = 1$, are called critically sampled. Let us for a moment consider critically sampled separable Gabor systems that are systems of the form $\mathcal{G}(g, \Lambda \times \Lambda^\perp) = \{E_{\gamma}T_{\lambda}g\}_{\lambda \in \Lambda, \gamma \in \Lambda^\perp}$ for some closed subgroup $\Lambda$ of $G$. The following density result is a slightly stronger variant of Theorem 5.7 for the special case of separable critical sampling.

**Corollary 5.8.** Let $\Lambda$ be a closed subgroup of $G$, and let $g \in L^2(G)$. If $\{E_{\gamma}T_{\lambda}g\}_{\lambda \in \Lambda, \gamma \in \Lambda^\perp}$ is a frame for $L^2(G)$, then $\Lambda$ is a uniform lattice of $G$ and $\{E_{\gamma}T_{\lambda}g\}_{\lambda \in \Lambda, \gamma \in \Lambda^\perp}$ is a Riesz basis.

**Proof.** By Theorem 5.1 the quotient group $(G \times \hat{G})/(\Lambda \times \Lambda^\perp) \cong (G/\Lambda \times \hat{G}/\Lambda^\perp)$ has to be compact. This only happens if both $G/\Lambda$ and $\hat{G}/\Lambda^\perp$ are compact. Hence $\Lambda$ is a co-compact subgroup of $G$ and $\hat{G}/\Lambda^\perp \cong \hat{\Lambda}$ is compact in $\hat{G}$. The latter conclusion implies that $\Lambda$ is discrete. Thus $\Lambda$ is a uniform lattice. The fact that $\{E_{\gamma}T_{\lambda}g\}_{\lambda \in \Lambda, \gamma \in \Lambda^\perp}$ is a Riesz basis now follows from Theorem 6.7.

From Corollary 5.8 we see that if there are no uniform lattices in $G$, then there do not exist any separable, critically sampled Gabor frames for $L^2(G)$. For the Prüfer $p$-group $G = \mathbb{Z}(p^\infty)$ the only uniform lattice is the Prüfer $p$-group itself, therefore there is only one type of critically sampled Gabor system, namely $\{T_{\lambda}g\}_{\lambda \in \mathbb{Z}(p^\infty)}$.

**Corollary 5.9.** Let $g \in L^2(G)$.

(i) If $\{T_{\lambda}g\}_{\lambda \in \mathbb{G}}$ is a frame for $L^2(G)$, then $G$ is discrete.

(ii) If $\{E_{\gamma}g\}_{\gamma \in \mathbb{G}}$ is a frame for $L^2(G)$, then $G$ is compact.

Let us end this section with commenting on yet another difference between discrete and non-discrete Gabor systems. For a full-rank lattice $\Delta$ in $\mathbb{R}^n$, Bekka [3] proved (using von Neumann algebra techniques) that there exists $g \in L^2(\mathbb{R}^n)$ so that $\mathcal{G}(g, \Delta)$ is a frame if, and only if, there exists $g \in L^2(\mathbb{R}^n)$ so that $\mathcal{G}(g, \Delta)$ is total, i.e., the linear span of the functions in $\mathcal{G}(g, \Delta)$ is dense in $L^2(\mathbb{R}^n)$. This equivalence is not true for non-discrete Gabor systems, e.g., take $\Delta = \mathbb{R}^n \times \{0\}^n$. Then $\{\pi(\nu)g\}_{\nu \in \Delta} = \{T_{\lambda}g\}_{\lambda \in \mathbb{R}^n}$, and it follows from Corollary 5.9 that no $g \in L^2(\mathbb{R})$ can generate a Gabor frame since $\mathbb{R}^n$ is not discrete, see also [7]. However, for any function $g$ such that $\hat{g}(\omega) \neq 0$ for a.e. $\omega \in \mathbb{R}^n$, we see that

$$0 = \langle T_{\lambda}g, f \rangle = \langle E_{-\lambda}g, \hat{f} \rangle = F^{-1}(\hat{g}\hat{f})(-\lambda) \quad \text{for all } \lambda \in \mathbb{R}$$
implies that \( f = 0 \), hence \( \{ T_\lambda g \}_{\lambda \in \mathbb{R}^n} \) is total. This argument obviously also works for \( \Delta = G \times \{ 0 \} \subset G \times \hat{G} \). In general, co-compactness of \( \Delta \subset G \times \hat{G} \) is not necessary for \( \mathcal{F}(g, \Delta) \) to be total.

**Duality results**

To simplify the formulation of the duality result and to avoid working with infinite subgroup sizes, we introduce the following variant of \( d(\Delta) \):

\[
\tilde{d}(\Delta) = \begin{cases} 
\frac{d(\Delta)}{\mu(\Delta)} = \int_{(G \times \hat{G})/\Delta} 1 \, d\hat{\chi} & \text{if } (G \times \hat{G})/\Delta \text{ is compact}, \\
1 & \text{otherwise}.
\end{cases}
\]

The precise value of \( \tilde{d}(\Delta) \) for non-co-compact subgroups \( \Delta \) is not important as we just need that \( \tilde{d}(\Delta) \) is finite for all closed subgroups.

**The Wexler-Raz biorthogonality relations**

**Theorem 6.1.** Let \( \Delta \) be a closed subgroup of \( G \times \hat{G} \), and let \( g, h \in L^2(G) \). Suppose that \( \mathcal{F}(g, \Delta) \) and \( \mathcal{F}(h, \Delta) \) are Bessel systems. Then the following statements are equivalent:

(i) \( \mathcal{F}(g, \Delta) \) and \( \mathcal{F}(h, \Delta) \) are dual frames,

(ii) \( \langle h, \pi(\mu)g \rangle = \tilde{d}(\Delta) \delta_{\mu,e} \) for all \( \mu \in \Delta^\circ \).

If either and hence both of the assertions hold, then \( (G \times \hat{G})/\Delta \) is compact.

**Proof.** Assume that \( \mathcal{F}(g, \Delta) \) and \( \mathcal{F}(h, \Delta) \) are dual frames for \( L^2(G) \). By Theorem 5.1, this implies that \( \Delta \) is co-compact. It follows by Lemma 4.4 that

\[
\langle h, \pi(\mu)g \rangle = \tilde{d}(\Delta) \delta_{\mu,e} \quad \text{for all } \mu \in \Delta^\circ.
\]

Assume now that \( \langle h, \pi(\mu)g \rangle = \tilde{d}(\Delta) \delta_{\mu,e} \) for \( \mu \in \Delta^\circ \). Suppose \( \Delta \) is not co-compact. Then the cardinality of \( \Delta^\circ \) is uncountable. However, this contradicts the assumption that \( h \) and \( \pi(\mu)g \) are biorthogonal for each \( \mu \in \Delta^\circ \) since \( L^2(G) \) is separable. Thus, the subgroup \( \Delta \) is co-compact. By Lemma 4.3 we have

\[
d(\Delta) \delta_{\mu,e}(\pi(\mu)f_1, f_2) = \int_{(G \times \hat{G})/\Delta} \overline{\omega(\alpha)} \beta(x) \varphi(\chi) d\hat{\chi},
\]

(6.1)

where \( \varphi(\chi) = \int_{\Delta} \langle \pi(\chi)^* f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, \pi(\chi)^* f_2 \rangle \, d\nu \) and \( f_1, f_2 \in L^2(G) \) are arbitrary. By Lemma 4.5 the mapping \( \varphi \) is a bounded function on the compact domain \( (G \times \hat{G})/\Delta \). It therefore has a Fourier series indexed by the dual group of \( (G \times \hat{G})/\Delta \), which is topologically isomorphic to the discrete group \( \Delta^\circ \). The right hand side of equation (6.1) are the Fourier coefficients of \( \varphi \). Indeed, by assumption, all but one are identically zero. We thus have the Fourier series expansion

\[
\varphi(\chi) = d(\Delta)^{-1} \sum_{\mu \in \Delta^\circ} d(\Delta) \delta_{\mu,e}(\pi(\mu)f_1, f_2) = \langle f_1, f_2 \rangle,
\]

(6.2)

which holds for almost all \( \chi \in G \times \hat{G} \). Moreover, by Lemma 4.5 the function \( \varphi \) is continuous. Hence, equality (6.2) holds pointwise; in particular, for \( \chi = e \), it yields

\[
\varphi(e) = \int_{\Delta} \langle f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, f_2 \rangle \, d\nu = \langle f_1, f_2 \rangle.
\]

Thus \( \{ \pi(\nu)g \}_{\nu \in \Delta} \) and \( \{ \pi(\nu)h \}_{\nu \in \Delta} \) are dual frames for \( L^2(G) \). \( \square \)
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The Janssen representation

For any closed subgroup \( \Delta \) in \( G \times \hat{G} \), Lemma 4.3 states that the Fourier transform of the \( \Delta \)-periodic function

\[
\varphi : G \times \hat{G} \to \mathbb{C}, \; \chi \mapsto \int_\Delta \langle \pi(\chi)^* f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, \pi(\chi)^* f_2 \rangle \, d\nu
\]

is given by

\[
\hat{\varphi}(\mu) = \langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle, \quad \mu \in \Delta^0.
\]

Indeed, \( \varphi \in L^1((G \times \hat{G})/\Delta) \) since

\[
\int_{(G \times \hat{G})/\Delta} \left| \int_\Delta \langle \pi(\chi)^* f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, \pi(\chi)^* f_2 \rangle \, d\nu \right| \, d\chi \leq \| f_1 \| \| f_2 \| \| g \| \| h \|.
\]

Using the Fourier inversion formula, we then recover the fundamental identity in Gabor analysis (6.4) for Gabor systems in \( L^2(G) \) by Rieffel [33].

**Theorem 6.2.** Let \( \Delta \) be any closed subgroup of \( G \times \hat{G} \), and define \( \varphi \in L^1((G \times \hat{G})/\Delta) \) as above. If \( \hat{\varphi} \in L^1(\Delta^\circ) \), then for almost all \( \chi = (x, \omega) \in G \times \hat{G} \):

\[
\int_\Delta \langle \pi(\chi)^* f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, \pi(\chi)^* f_2 \rangle \, d\nu = \int_{\Delta^\circ} \omega(\alpha) \beta(\bar{x}) \langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle \, d\mu,
\]

where \( \mu = (\alpha, \beta) \in \Delta^0 \). If, furthermore, \( \varphi \) is continuous, then the inversion formula (6.3) holds pointwise, and for \( \chi = (e_G, e_{\hat{G}}) \) we find that

\[
\int_\Delta \langle f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, f_2 \rangle \, d\nu = \int_{\Delta^\circ} \langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle \, d\mu.
\]

**Corollary 6.3.** Let \( \Delta \) be a closed subgroup of \( G \times \hat{G} \), and let \( g, h \in L^2(G) \). Suppose that \( \mathcal{G}(g, \Delta) \) and \( \mathcal{G}(h, \Delta) \) are Bessel systems. If the functions \( g, h \) and \( f_1, f_2 \in L^2(G) \) satisfy

\[
\int_{\Delta^\circ} |\langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle| \, d\mu < \infty,
\]

then

\[
\langle S_{g,h} f_1, f_2 \rangle = \int_\Delta \langle f_1, \pi(\nu) g \rangle \langle \pi(\nu) h, f_2 \rangle \, d\nu = \int_{\Delta^\circ} \langle h, \pi(\mu) g \rangle \langle \pi(\mu) f_1, f_2 \rangle \, d\mu.
\]

**Proof.** The Bessel assumption, Lemma 4.3 and (6.5) ensure that the conclusion (6.4) of Theorem 6.2 holds. \( \square \)

In [15] the authors determine sufficient conditions on the functions \( g, h, f_1, f_2 \) under which (6.4) holds. In particular, we mention that (6.4) holds if \( g, h \in L^2(G) \) and \( f_1, f_2 \) belong to the Feichtinger algebra \( S_0(G) \), cf. [15] and Theorem A.4 and Corollary A.5 in the appendix.

Assume that \( \Delta \) is a closed, co-compact subgroup of \( G \times \hat{G} \). The measure on \( \Delta^\circ \) in the right hand side of (6.6) is then given by \( d(\Delta)^{-1} \sum_{\mu \in \Delta^\circ} \). The pair \((g, \Delta)\) satisfies condition A if \( \sum_{\mu \in \Delta^\circ} |\langle g, \pi(\mu) g \rangle| < \infty \). Now, if the Gabor system \( \{\pi(\nu) g\}_{\nu \in \Delta} \) is a Bessel family and condition A holds, then (6.6) yields the Janssen representation of the frame operator:

\[
S_g = d(\Delta)^{-1} \sum_{\mu \in \Delta^\circ} \langle g, \pi(\mu) g \rangle \pi(\mu)
\]

with absolute convergence in the (uniform) operator norm. It follows from Proposition A.3 and the comments preceding Corollary A.5 that any \( g \in S_0(G) \) satisfies condition A. The mixed frame operator \( S_{g,h}, g, h \in L^2(G) \), has a similar Janssen representation.
The duality principle

In this section we prove an extended version of the duality theorem for Gabor frames. The original result on separable lattice Gabor systems on $L^2(\mathbb{R}^d)$ goes back to Daubechies, Landau and Landau [9], Janssen [29], and Ron and Shen [34]. Our proof is inspired by one direction of Janssen’s proof; the important fact is that Janssen’s computations carry over from the setting of discrete, separable Gabor systems in $L^2(\mathbb{R})$ to regular, non-separable Gabor systems in $L^2(G)$. From this idea, we prove that for any closed subgroup $\Delta$ in $G \times \hat{G}$ the Gabor system $\{\pi(\nu)g\}_{\nu \in \Delta}$ is a Bessel system with bound $B$, if, and only if, $\{\pi(\mu)g\}_{\mu \in \Delta^0}$ is a Bessel system with bound $B$. We remind the reader that a Gabor system is a Bessel system with bound $B$ with respect to the measure on the associated time-frequency subgroup. In case $\Delta$ is co-compact, the measure on $\Delta^0$ is $d(\Delta)^{-1} \sum_{\mu \in \Delta^0}$; see Remark [1] and the Bessel duality principle in Theorem [6.4] states that for $g \in L^2(G)$ and $B > 0$ we have:

$$\int_\Delta |\langle f, \pi(\nu)g \rangle|^2 d\nu \leq B \|f\|^2$$

if, and only if

$$\sum_{\mu \in \Delta^0} |\langle f, \pi(\mu)g \rangle|^2 \leq d(\Delta)B \|f\|^2$$

for all $f \in L^2(G)$. When $\Delta$ is a full-rank lattice in $\mathbb{R}^{2n}$, the Bessel duality result is well-known, and the result is stated in [16, Proposition 3.5.10], albeit without bounds. Note, however, that the Bessel duality principle is true for any closed subgroup of $G \times \hat{G}$ and that neither co-compactness nor discreteness is needed. The generalized duality principle will then follow from the Bessel duality principle and the Wexler-Raz biorthogonality relations using general frame theory.

**Theorem 6.4.** Let $\Delta$ be a closed subgroup of $G \times \hat{G}$, and let $g \in L^2(G)$. Then $\mathcal{G}(g, \Delta)$ is a Bessel system with bound $B$ if, and only if, $\mathcal{G}(g, \Delta^0)$ is a Bessel system with bound $B$.

**Proof.** By symmetry of the Bessel duality principle, we only have to prove one of the two implications. We assume that $g \in L^2(G)$ and that $\{\pi(\nu)g\}_{\nu \in \Delta}$ is a Bessel system with bound $B$. In other words, we assume that the analysis operator $C_{g,\Delta} : L^2(G) \to L^2(\Delta)$ is bounded with operator bound $\sqrt{B}$. Therefore, its adjoint, the synthesis operator $D_{g,\Delta}$ given weakly by

$$\langle D_{g,\Delta}a, h \rangle = \int_\Delta a(\nu)\langle \pi(\nu)g, h \rangle d\nu$$

for all $h \in L^2(G)$

is also bounded by $\sqrt{B}$:

$$\|D_{g,\Delta}\varphi\|^2_{L^2(G)} \leq B \|\varphi\|^2_{L^2(\Delta)}$$ for all $\varphi \in L^2(\Delta)$. (6.7)

For each $\chi \in G \times \hat{G}$, we define $\varphi(\nu) = \langle \pi(\chi)h, \pi(\nu)f \rangle$, $\nu \in \Delta$, where $f, h \in S_0(G)$, normalized so that $\|h\|_{L^2(G)} = 1$. It follows from Proposition [A.3], together with the comments preceding Corollary [A.5] that $\varphi \in S_0(\Delta)$.

By a change of variables and using the properties of the time-frequency shift operator we find that

$$\|D_{g,\Delta}\varphi\|^2_{L^2(G)} = \langle D_{g,\Delta}\varphi, D_{g,\Delta}\varphi \rangle = \int_\Delta \varphi(\nu)\int_\Delta \langle \pi(\nu)g, \pi(\nu')g \rangle \overline{\varphi(\nu')} d\nu' d\nu$$

$$= \int_\Delta \varphi(\nu)\int_\Delta \langle \pi(\nu)g, \pi(\nu')g \rangle \overline{\langle \pi(\nu')f, \pi(\nu)h \rangle} d\nu' d\nu$$

18 of 28
Integrating over the quotient our choice of where we have also used (2.1), (2.2), and a change of variables from and further by Weil’s formula we find that we arrive at

\[ \int Bessel system with bound \]

\[ f \]

is similar to the proof of the duality principle for separable, co-compact subgroups in [28].

Note that the order of integration can be interchanged by Fubini’s theorem since \( \varphi \in S_0(\Delta) \subset L^1(\Delta) \).

Since \( f \) and \( h \) belong to \( S_0(G) \) and \( g \in L^2(G) \), the fundamental identity in Gabor analysis [6.4] holds (see the comments following Corollary 6.3). Hence,

\[ \|D_{g,\Delta} \varphi \|^2_{L^2(\mathbb{G})} = \int_\Delta \varphi(\nu) \int_{\Delta^o} \langle f, \pi(\mu)g \rangle \langle \pi(\nu)\pi(\nu')h, f \rangle \, d\mu \, d\nu. \quad (6.8) \]

For the adjoint system \( \{ \pi(\mu)g \}_{\mu \in \Delta^o} \) it follows from Corollary A.5 that the frame operator \( S_{g,\Delta^o} \) is well-defined on the subspace \( S_0(G) \) of \( L^2(\mathbb{G}) \). Thus, since \( f \in S_0(G) \), we have by definition that

\[ \langle S_{g,\Delta^o}f, \pi(\nu)^*\pi(\chi)h \rangle = \int_{\Delta^o} \langle f, \pi(\mu)g \rangle \langle \pi(\nu)\pi(\nu') \pi(\chi)h, f \rangle \, d\mu. \]

Hence, we can continue (6.8):

\[ \|D_{g,\Delta} \varphi \|^2_{L^2(\mathbb{G})} = \int_\Delta \varphi(\nu) \int_{\Delta^o} \langle f, \pi(\nu)\pi(\nu')h \rangle \langle \pi(\nu)^*\pi(\chi)h, f \rangle \, d\nu \]

\[ = \int_\Delta \langle S_{g,\Delta^o}f, \pi(\nu')h \rangle \langle \pi(\nu)^*\pi(\chi)h, f \rangle \, d\nu \]

where we have also used (2.1), (2.2), and a change of variables from \( \nu^{-1} \) to \( \nu \). Thus, with our choice of \( \varphi \), the inequality (6.7) becomes

\[ \int_\Delta \langle S_{g,\Delta^o}f, \pi(\nu')h \rangle \langle \pi(\nu)^*\pi(\chi)h, f \rangle \, d\nu \leq B \int_\Delta |\langle \pi(\nu')h, f \rangle|^2 \, d\nu. \]

Integrating over the quotient \( (G \times \hat{G})/\Delta \) yields that

\[ \int_{(G \times \hat{G})/\Delta} \langle S_{g,\Delta^o}f, \pi(\nu')h \rangle \langle \pi(\nu)^*\pi(\chi)h, f \rangle \, d\nu \, d\hat{\chi} \leq B \int_{(G \times \hat{G})/\Delta} |\langle \pi(\nu')h, f \rangle|^2 \, d\nu \, d\hat{\chi}, \]

and further by Weil’s formula we find that

\[ \int_{G \times \hat{G}} \langle S_{g,\Delta^o}f, \pi(\chi)h \rangle \langle \pi(\nu')h, f \rangle \, d\chi \leq B \int_{G \times \hat{G}} |\langle \pi(\chi)h, f \rangle|^2 \, d\chi. \]

Using the orthogonality relations of the short-time Fourier transform in Lemma 4.2 iii), we arrive at

\[ \int_{\Delta^o} |\langle f, \pi(\mu)g \rangle|^2 \, d\mu = \langle S_{g,\Delta^o}f, f \rangle \leq B \|f\|^2 \]

for any \( f \in S_0(G) \). Since \( S_0(G) \) is dense in \( L^2(G) \), we conclude that \( \{ \pi(\mu)g \}_{\mu \in \Delta^o} \) is a Bessel system with bound \( B \). \( \square \)

The duality principle can now be proven using general frame theory; the proof strategy is similar to the proof of the duality principle for separable, co-compact subgroups in [28].
Theorem 6.5. Let $\Delta$ be a closed subgroup of $G \times \hat{G}$ and let $g \in L^2(G)$. Then the following statements are equivalent:

(i) $\mathcal{G}(g, \Delta)$ is a Gabor frame with bounds $A$ and $B$,

(ii) $\mathcal{G}(g, \Delta^0)$ is a basic Riesz family with bounds $\tilde{d}(\Delta) A$ and $\tilde{d}(\Delta) B$.

If either and hence both of the assertions hold, then $(G \times \hat{G})/\Delta$ is compact.

Proof. Suppose either (i) or (ii) holds. Then by Theorem 5.1 and Proposition 3.4 the group $(G \times \hat{G})/\Delta$ is compact, and equivalently $\Delta^0$ is discrete. Assume now that (i) holds. Then $\{\pi(\nu)g\}_{\nu \in \Delta}$ has the canonical dual frame $\{\pi(\nu)S^{-1}g\}_{\nu \in \Delta}$ with frame bounds $B^{-1}$ and $A^{-1}$. Therefore in particular $\{\pi(\nu)g\}_{\nu \in \Delta}$ and $\{\pi(\nu)S^{-1}g\}_{\nu \in \Delta}$ are Bessel systems with bounds $B$ and $A^{-1}$, respectively. By Theorem 6.4 then also $\{\pi(\nu)(d(\Delta))^{-1/2}g\}_{\nu \in \Delta^0}$ and $\{\pi(\nu)(d(\Delta))^{-1/2}S^{-1}g\}_{\nu \in \Delta^0}$ are Bessel systems with respect to the counting measure on $\Delta^0$ with bound $B$ and $A^{-1}$, respectively. By Theorem 6.1 we also have that the duality of the frames $\{\pi(\nu)g\}_{\nu \in \Delta}$ and $\{\pi(\nu)S^{-1}g\}_{\nu \in \Delta}$ imply that $\{\pi(\nu)(d(\Delta))^{-1/2}g\}_{\nu \in \Delta^0}$ and $\{\pi(\nu)(d(\Delta))^{-1/2}S^{-1}g\}_{\nu \in \Delta^0}$ are bi-orthogonal. By Theorem 3.5 it now follows that $\{\pi(\nu)(d(\Delta))^{-1/2}g\}_{\nu \in \Delta^0}$ is a basic Riesz family with bounds $A$ and $B$. The converse implication is similar to Theorem 6.2 instead of Theorem 3.5 is used.

Let us comment on a difference between the Bessel duality and the duality principle. We have proven both results for any closed subgroup $\Delta$ of $G \times \hat{G}$. However, for non-co-compact subgroups, the duality principle is vacuously true, in the sense that Theorem 5.1 and Proposition 3.4 imply that both statements in Theorem 6.5 are false. This is not so for the Bessel duality. In fact, Corollary 6.5 shows that for any closed subgroup $\Delta$ in $G \times \hat{G}$ any function $g$ in the Feichtinger algebra $S_0(G)$ will generate a Bessel system $\mathcal{G}(g, \Delta)$. It is thus the additional lower frame inequality and lower Riesz family condition that restrict the interesting (non-empty) statements of Theorem 6.5 to the case where $(G \times \hat{G})/\Delta$ is compact. It is, however, remarkable that both of the assumptions limit the admissible subgroups $\Delta$ to exactly those that have a compact quotient $(G \times \hat{G})/\Delta$. A similar comment holds for the Wexler-Raz biorthogonality relations in Theorem 6.1.

Corollary 6.6. Let $\Delta$ be a closed subgroup of $G \times \hat{G}$, and let $g \in L^2(G)$. Then $\mathcal{G}(g, \Delta)$ is a tight frame with bound $A$ if, and only if, $\mathcal{G}(g, \Delta^0)$ is an orthogonal system with $\|g\|^2 = d(\Delta)A$.

Proof. One implication follows by Corollary 5.4. For the other note that an orthogonal system $\{\pi(\nu)g\}_{\nu \in \Delta^0}$ with $\|g\|^2 = d(\Delta)A$ is a basic Riesz family, where both bounds are $d(\Delta)A$. By Theorem 6.5 the Gabor system $\{\pi(\nu)g\}_{\nu \in \Delta}$ is a tight frame with bound $A$.

We are now ready to show existence of tight Gabor frames in $L^2(\mathbb{R}^n)$ for very “sparse”, but non-discrete, subgroups $\Delta$; here we mean sparse (or thin) in the sense that $d(\Delta)$ can be arbitrarily large. On the other hand, if $\Delta$ is discrete, we saw in Theorem 5.6 that $d(\Delta) \leq 1$ is necessary for the existence of Gabor frames.

Example 2. Let $G = \mathbb{R}^n$ and let $\Delta = \Lambda \times \Gamma$, where $\Lambda$ and $\Gamma$ are closed, compact subgroups of $\mathbb{R}^n$. Then $\Gamma = P(Z^r \times \mathbb{R}^{n-r})$ and $\Lambda = Q(Z^s \times \mathbb{R}^{n-s})$ for some $P, Q \in \text{GL}_\mathbb{R}(n)$ and $0 \leq r, s \leq n$. If we consider $P$ and $Q$ as $n \times n$ matrices and the columns of $P$ and $Q$ as vectors in $\mathbb{R}^n$, we can take the last $n-r$ and the last $n-s$ columns of $P$ and $Q$, respectively, to be orthonormal vectors. We then equip $\Gamma^\perp = (P^T)^{-1}(Z^r \times \{0\}^{n-r})$ and $\Lambda^\perp = (Q^T)^{-1}(Z^s \times \{0\}^{n-s})$ with the counting measure times $|\det P|^{-1}$ and $|\det Q|^{-1}$,
respectively. It follows that \( d(\Delta) = |\det (PQ)| \). We split the construction of tight Gabor frames \( \{E_\gamma T_\lambda g\}_{\lambda \in \Lambda, \gamma \in \Gamma} \) in three cases:

(a) \( r < n \), any \( P, Q \in \text{GL}_R(n) \),

(b) \( s < n \), any \( P, Q \in \text{GL}_R(n) \),

(c) \( r = n \) and \( s = n \), and \( d(\Delta) = |\det (PQ)| \leq 1 \) for \( P, Q \in \text{GL}_R(n) \).

Case (a) and (b) correspond to non-discrete subgroups, while case (c) is the well-known setup of discrete Gabor systems.

(a) Applying the dilation operator \( D_{Q^{-1}} \), defined on \( L^2(\mathbb{R}^n) \) by \( D_{A}f(x) = \det A^{1/2}f(Ax) \), to the functions in \( \{E_\gamma T_\lambda g\}_{\lambda \in \Omega(\mathbb{Z}^r \times \mathbb{R}^{n-r}), \gamma \in \mathcal{P}(\mathbb{Z}^r \times \mathbb{R}^{n-r})} \) we obtain:

\[
\{E_\gamma T_\lambda \tilde{g}\}_{\lambda \in \mathbb{Z}^r \times \mathbb{R}^{n-r}, \gamma \in \mathcal{P}(\mathbb{Z}^r \times \mathbb{R}^{n-r})}, \quad \text{with } \tilde{g} := D_{Q^{-1}}g.
\]

The adjoint Gabor system is

\[
\{E_\beta T_{\alpha} \tilde{g}\}_{\alpha \in A([0,1]^{n-r}) \times \mathbb{Z}^r \times \{0\}^{n-r}}, \quad (6.9)
\]

where \( A = ((QP)^T)^{-1} \). We will choose \( \tilde{g} \) so that this adjoint system is an orthonormal system. By Corollary 6.6, the Gabor system \( \{E_\gamma T_\lambda g\}_{\lambda \in \Lambda, \gamma \in \Gamma} \) generated by \( g = D_{Q}\tilde{g} \) will then be a Parseval frame for \( L^2(\mathbb{R}^n) \).

Obviously, the system \( \{E_\beta [0,1]^n\}_{\beta \in \mathbb{Z}^r \times \{0\}^{n-r}} \) is orthonormal. We consider the columns of \( A \) as vectors in \( \mathbb{R}^n \) and redefine the last \( n - r \) columns of \( A \) to be an orthonormal basis of the orthogonal complement of the first \( r \) columns of \( A \). For each \( z \in \mathbb{Z}^r \) define

\[
K_z = [0, 1]^n \cap A([z, z + 1]^r \times \mathbb{R}^{n-r}).
\]

Let \( Z = \{z \in \mathbb{Z}^r : K_z \neq \emptyset \} \); as usual, our set relations should be understood only up to sets of measure zero. Since \( Z \) is finite and the subspace \( A(\mathbb{R}^r \times \{0\}^{n-r}) \) of co-dimension \( n - r > 0 \), we can find points \( \{y_z \in \mathbb{Z}^n : z \in Z\} \) that satisfy

\[
(K_z + y_z) \cap (K_{z'} + y_{z'} + \alpha) = \emptyset \quad \forall \alpha \in A(\mathbb{Z}^r \times \{0\}^{n-r}) \setminus \{0\}^n \quad (6.10)
\]

for all \( z, z' \in Z \). The choice of \( y_z \) is illustrated in Figure 1. Define \( \tilde{g} \in L^2(\mathbb{R}) \) by

\[
\tilde{g} = \sum_{z \in Z} 1_{K_z + y_z}.
\]

By \( \mathbb{Z}^n \)-periodicity of \( e^{2\pi i \beta x} \) for \( \beta \in \mathbb{Z}^n \) and the fact that \( y_z \in \mathbb{Z}^n \), we see that \( \{E_\beta \tilde{g}\}_{\beta \in \mathbb{Z}^n \times \{0\}^{n-n}} \) is an orthonormal set. By (6.10), the translates \( T_\alpha \tilde{g} \) and \( T_{\alpha'} \tilde{g} \) have disjoint support for \( \alpha, \alpha' \in A(\mathbb{Z}^r \times \{0\}^{n-r}) \) whenever \( \alpha \neq \alpha' \). Combining these two facts, we see that the adjoint Gabor system (6.9) is orthonormal. As a conclusion we have that tight Gabor frames \( \{E_\gamma T_\lambda g\}_{\lambda \in \Lambda, \gamma \in \Gamma} \) exist for any value of \( d(\Delta) = |\det (PQ)| > 0 \) with generators \( g \) having compact support.

(b) An application of the Fourier transform switches the role of \( \Lambda \) and \( \Gamma \). Hence, we can construct a tight Gabor frame generator \( g \) in the frequency domain by directly referring to case (a). This approach, however, leads to bandlimited generators. If compactly supported generators are desired, slight modifications of the procedure in (a) are necessary.
Figure 1: An example for $n = 2, r = 1$ showing the choice of the integer vectors $y_z$ in (6.10). The dots show $A(Z \times \{0\})$, where $A = [a_1 \ a_2]$ is a $2 \times 2$ matrix, and the column vector $a_1$ is illustrated as a geometric vector on the plot, and $a_2$ is orthogonal to $a_1$. Then $Z = \{0, 1, 2\}$, and we can take $y_0 = (-1, 1), y_1 = (0, 0), y_2 = (1, -1)$. With this choice the set $\bigcup_{z \in Z} (K_z + y_z)$, and its translates along the “dots” $A(Z \times \{0\}) \setminus \{(0, 0)\}$ are disjoint.

(c) When $r = n$ and $s = n$, both $\Lambda = P\mathbb{Z}^n$ and $\Gamma = Q\mathbb{Z}^n$ are full-rank lattice in $\mathbb{R}^n$, and we equip these discrete subgroups with the counting measure. Under this setup, Han and Wang [23] proved that $d(\Delta) = |\det (PQ)| \leq 1$ is equivalent with the existence of a tight Gabor frames $\{E_\gamma T_{\lambda}g\}_{\lambda \in \Lambda, \gamma \in \Gamma}$. Their proof is constructive and the constructed Gabor window $g$ is, as above, a characteristic function of a given set. However, in this case the set might be unbounded, in which case the generator will not have compact support.

For uniform lattices $\Delta$ in $G \times \hat{G}$ it follows from the duality principle in Theorem 6.5 applied to the density result in Theorem 5.6 that $\mathcal{H}(g, \Delta)$ being a (basic) Riesz family implies that $d(\Delta) \geq 1$. For non-discrete Gabor systems this conclusion is false, in fact, by the duality principle, Example 2 shows that $d(\Delta)$ can take any value in $\mathbb{R}_+$. 

**The Feichtinger algebra $S_0$**

For functions $f, g \in L^1(G)$ involution and convolution are defined by

$$f^\dagger(x) = \overline{f(x^{-1})} \quad \text{and} \quad (f * g)(x) = \int_G f(s)g(xs^{-1}) \, ds,$$
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respectively. The function space $S_0$ is a Fourier-invariant Banach space that is dense in $L^2$ and whose members are continuous and integrable functions. It can be defined as follows.

**Definition A.1.** For an LCA group $G$ we define

$$S_0(G) = \left\{ f \in L^1(G) : \int_G \| E_\omega f * f^\dag \|_{L^1} \, d\omega < \infty \right\}.$$  

We endow $S_0(G)$ with the norm $\| f \|_{S_0,g} := \| \mathcal{V}_g f \|_{L^1(G \times \hat{G})}$ for a fixed $g \in S_0(G)$.

The space $S_0(G)$ is a Banach algebra under convolution and pointwise multiplication, also known as the Feichtinger algebra \[12\]. It is a special instance of both a modulation space and a Wiener amalgam space, namely, $M^1$ and $W(FL^1, L^1)$. Note that, for $f, g \in S_0(G)$,

$$\int_G \| E_\omega f * g^\dag \|_{L^1(G)} \, d\omega = \int_G \| \mathcal{F}(f \cdot \hat{T}_x g) \|_{L^1(\hat{G})} \, dx = \| \mathcal{V}_g f \|_{L^1(G \times \hat{G})},$$

where we have used that

$$\mathcal{V}_g f(x, \omega) = \mathcal{F}(f \cdot \hat{T}_x g)(\omega), \quad (x, \omega) \in G \times \hat{G}, \quad (A.1)$$

for all $f, g \in L^2(G)$.

For the proof of Theorem 6.4 we need the following two properties of $S_0$:

- The product of two short-time Fourier transforms of $L^2$-functions with windows in $S_0(G)$ is a function in $S_0(G \times \hat{G})$ (Theorem A.4).
- For any window $g \in L^2(G)$ and any closed subgroup $\Delta$ of $G \times \hat{G}$, the frame operator

$$S_{g,\Delta} : L^2(G) \to L^2(G), \quad S_{g,\Delta} f = \int_\Delta |\langle f, \pi(\nu) g \rangle|^2 \, d\nu$$

with domain $D(S_{g,\Delta}) = S_0(G) \subset L^2(G)$ is well-defined (Corollary A.5).

The aim of this appendix is to give a proof of these statements. The material presented here is known for the lattice case in $L^2(\mathbb{R}^n)$ \[8,15,16,21\], and the generalization to $L^2(G)$ is routine using standard harmonic analysis. We have included the proofs for completeness. Along the way, we obtain a direct proof of the Hölder inequalities for certain Wiener amalgam spaces.

We need the following further properties of short-time Fourier transform.

**Lemma A.2.** Let $g, g_i, f, f_i \in L^2(G)$, $i = 1, 2$ and $x, \alpha \in G$ and $\omega, \beta \in \hat{G}$. Then the short-time Fourier transform

$$\mathcal{V}_g : L^2(G) \to L^2(G \times \hat{G}), \quad \mathcal{V}_g f(x, \omega) = \langle f, E_\omega T_x g \rangle$$

satisfies the following relations:

(a) $\mathcal{V}_g E_{\beta T_\alpha} f = \beta(\alpha) E_{(e_G, \alpha^{-1}) T_{(\alpha, \beta)}} \mathcal{V}_g f$, where $e_G$ denotes the identity element in $\hat{G}$,

(b) $\mathcal{V}_{E_{\beta T_\alpha} g} E_{\beta T_\alpha} f = \beta(x) \omega(\alpha) \mathcal{V}_g f$,

(c) $\mathcal{F}(\mathcal{V}_{\beta f_1} \cdot \mathcal{V}_{\beta f_2})((\beta, \alpha)) = \langle f_1, E_{\beta T_{\alpha^{-1}} g_2} \rangle \langle E_{\beta T_{\alpha^{-1}} g_2}, g_1 \rangle$, where $\mathcal{F}$ is the Fourier transform on $G \times \hat{G}$.
Proof. Assertion (a) follows from:

\[ (V_\omega E_\beta T_\alpha f)(x, \omega) = \langle E_\beta T_\alpha f, E_\omega x g \rangle = \langle f, T_{\alpha^{-1}} E_\omega x^{-1} T_x g \rangle = \overline{\omega(\alpha)} \beta(\alpha) \langle f, E_{\omega \beta^{-1}} T_{x^{-1}} g \rangle = \overline{\omega(\alpha)} \beta(\alpha) V_\omega f \]

Assertion (b) follows by similar manipulations, using the unitarity of \( E_\beta T_\alpha \):

\[ V_{E_\beta T_\alpha} E_\beta T_\alpha f(x, \omega) = \langle E_\beta T_\alpha f, E_\omega x E_\beta T_\alpha g \rangle = \beta(\alpha) \overline{\omega(\alpha)} \langle E_\beta T_\alpha f, E_\beta T_\alpha E_\omega x T_x g \rangle = \beta(\alpha) \overline{\omega(\alpha)} V_\omega f(x, \omega). \]

For (c) we do the following:

\[ \mathcal{F}(V_{g_1} f_1 \cdot V_{g_2} f_2)(\beta, \alpha) = \int_{G \times \hat{G}} V_{g_1} f_1(x, \omega) \cdot V_{g_2} f_2(x, \omega) \beta(x) \overline{\omega(\alpha)} d(x, \omega) \]

\[ \| f_1 \|_{L^2}^2 \| g_2 \|_{S_0,G_2}^{-2} \| f \|_{S_0,g_1} \leq \| f \|_{S_0,g_1} \leq \| g_2 \|_{L^2} \| g_2 \|_{S_0,g_1} \| f \|_{S_0,g_2}. \]

As a consequence, a function \( f \in L^2(G) \) belongs to \( S_0(G) \) if, and only if, \( V_\omega f \in L^1(G \times \hat{G}) \) for any and thus all \( g \in S_0(G) \).

**Proposition A.3.** If \( f, g \in S_0(G) \), then \( V_\omega f \in S_0(G \times \hat{G}) \) and

\[ \| V_\omega f \|_{S_0,\omega} = \| f \|_{S_0,\omega} \| g \|_{S_0,\omega}. \]

**Proof.** Let \( f, g \in S_0(G) \). By the argument preceding the proposition, we have that \( V_\omega f \in L^1(G \times \hat{G}) \). Using Lemma A.2, we find:

\[ \int_{G \times \hat{G}} \int_{G \times \hat{G}} |\langle V_\omega f, E_{(\beta,\alpha)} T_{x,\omega} g \rangle| d(\beta, \alpha) d(x, \omega) \]

\[ \int_{G \times \hat{G}} \int_{G \times \hat{G}} |\langle V_\omega f, E_{(\beta,\alpha)} g \rangle| d(\beta, \alpha) d(x, \omega) \]

\[ \| f \|_{L^2}^2 \| g \|_{S_0,G_2}^{-2} \| f \|_{S_0,g_1} \leq \| f \|_{S_0,g_1} \leq \| g_2 \|_{L^2} \| g_2 \|_{S_0,g_1} \| f \|_{S_0,g_2}. \]
Theorem A.4. Let \( f_i \in L^2(G) \) and \( g_i \in S_0(G), \ i = 1, 2 \). Then the mapping
\[
\varphi : G \times \hat{G} \to \mathbb{C}, \ (x, \omega) \mapsto (V_{g_1} f_1 \cdot \overline{V_{g_2} f_2}) (x, \omega)
\]
belongs to \( S_0(G \times \hat{G}) \).

Proof. It is clear that \( \varphi \in L^1(G \times \hat{G}) \). Now, let \( g_0 \in S_0(G) \) and define \( \varphi_0 := V_{g_0} g_0 \). By Proposition A.3 the function \( \varphi_0 \in S_0(G \times \hat{G}) \), and thus \( \varphi_0^2 \in S_0(G \times \hat{G}) \). To finish the proof, it suffices to show that \( \| \varphi \|_{S_0, \varphi_0^2} = \| V_{\varphi_0^2} \varphi \|_{L^1(G \times \hat{G})} < \infty \). We show this in two steps.

Step 1: Using the definition of the short-time Fourier transform and (A.1) we find that
\[
\| V_{\varphi_0^2} \varphi \|_{L^1} = \int_{G \times \hat{G}} \int_{G \times \hat{G}} |(\varphi, E(\beta, \alpha) T_{(x,\omega)} \varphi_0^2)| \, d(\beta, \alpha) \, d(x, \omega)
\]
\[
= \int_{G \times \hat{G}} \int_{G \times \hat{G}} |F(V_{g_1} f_1 \cdot V_{g_2} f_2 : T_{(x,\omega)} \varphi_0^2)(\beta, \alpha)| \, d(\beta, \alpha) \, d(x, \omega)
\]
\[
= \int_{G \times \hat{G}} \| F(V_{g_1} f_1 T_{(x,\omega)} \varphi_0) \ast F(V_{g_2} f_2 T_{(x,\omega)} \varphi_0) \|_{L_1(\hat{G} \times G)} \, d(x, \omega)
\]
\[
\leq \int_{G \times \hat{G}} \| F(V_{g_1} f_1 T_{(x,\omega)} \varphi_0) \|_{L_1(\hat{G} \times G)} \| F(V_{g_2} f_2 T_{(x,\omega)} \varphi_0) \|_{L_1(\hat{G} \times G)} \, d(x, \omega)
\]
\[
\leq \left( \int_{G \times \hat{G}} \| F(V_{g_1} f_1 T_{(x,\omega)} \varphi_0) \|_{L_1}^2 \, d(x, \omega) \right)^{1/2} \left( \int_{G \times \hat{G}} \| F(V_{g_2} f_2 T_{(x,\omega)} \varphi_0) \|_{L_1}^2 \, d(x, \omega) \right)^{1/2}
\]
(A.2)

Step 2: We now show that both factors in (A.2) are finite. Consider the first of the factors. By use of Lemma A.2 we find the following:
\[
\int_{G \times \hat{G}} \| F(V_{g_1} f_1 T_{(x,\omega)} V_{g_0} g_0) \|_{L_1}^2 \, d(x, \omega)
\]
\[
= \int \int_{G \times \hat{G}} \left( \int_{G \times \hat{G}} |F(V_{g_1} f_1 V_{g_0} E_{(\omega)} T_{(x,\omega)} g_0)(\beta, \alpha)| \, d(\beta, \alpha) \right)^2 \, d(x, \omega)
\]
\[
= \int \int_{G \times \hat{G}} \left( \int_{G \times \hat{G}} |f_1 E_\alpha T_{\omega} g_0 \langle E_\beta T_{\omega} g_0 \rangle (\beta, \alpha)| \, d(\beta, \alpha) \right)^2 \, d(x, \omega)
\]
(A.3)

By use of the short-time Fourier transform, expansion of the square term and a change of variables \( \alpha \to \alpha^{-1} x \) we rewrite (A.3) to yield the following:
\[
\int_{G \times \hat{G}} \| F(V_{g_1} f_1 T_{(x,\omega)} V_{g_0} g_0) \|_{L_1}^2 \, d(x, \omega)
\]
\[
= \int \int \int |V_{g_0} f_1(x, \alpha, \beta)| |V_{g_0} f_1(x, \alpha, \omega \beta)| \, d(\alpha, \beta) \, d(x, \omega)
\]
\[
\leq \int |V_{g_0} g_1(\alpha, \beta)| \left( \int |V_{g_0} f_1(x, \alpha, \beta)| \, d(x, \omega) \right) \, d(\alpha, \beta)
\]
\[
\leq \int \int \int |V_{g_0} f_1(x, \alpha, \beta)| \, d(x, \omega) \, d(\alpha, \beta)
\]
\[
\leq \| V_{g_0} g_1 \|_{L_2}^2 \| V_{g_0} f_1 \|_{L_2}^2 = \| g_1 \|_{S_0 \times G_0}^2 \| g_0 \|_{L_2}^2 \| f_1 \|_{L_2}^2,
\]
where all integrals are over \( G \times \hat{G} \). The bound for the other term in (A.2) is obtained similarly. Combining steps 1 and 2 yields that
\[
\| \varphi \|_{S_0, \varphi_0^2} = \| V_{\varphi_0^2} \varphi \|_{L^1} \leq \| g_0 \|_{L_2}^2 \| g_1 \|_{S_0 \times G_0} \| g_2 \|_{S_0 \times G_0} \| f_1 \|_{L_2} \| f_2 \|_{L_2},
\]
where \( \varphi_0 = V_{g_0} g_0, \ g_0 \in S_0(G) \).
Step 1 in the proof of Theorem A.4 shows that
\[ \| f \cdot g \|_{W(F_{L^1,L^1})} \leq \| f \|_{W(F_{L^1,L^2})} \cdot \| g \|_{W(F_{L^1,L^2})}. \]

Using the Hölder inequality rather than the Cauchy-Schwarz inequality in (A.2) yields a Hölder inequality for Wiener amalgam spaces:
\[ \| f \cdot g \|_{W(F_{L^1,L^1})} \leq \| f \|_{W(F_{L^1,L^p})} \cdot \| g \|_{W(F_{L^1,L^q})}, \]
for \( f \in W(F_{L^1,L^p}) \) and \( g \in W(F_{L^1,L^q}) \). In the special case of \( G = \mathbb{R}^n \) the inequality (A.4) plays an important role in [8,15]. On the other hand, (A.4) holds for more general Wiener amalgam spaces [13].

From [12, Theorem 7] we have the following important property of \( S_0 \). For any closed subgroup \( H \) of \( G \) the restriction mapping \( R_H : S_0(G) \to S_0(H), \quad R_H f(x) = f(x), \quad x \in H \)
is onto and bounded.

**Corollary A.5.** Let \( \Delta \) be a closed subgroup of \( G \times \hat{G} \). If \( g \in S_0(G) \), then there exists a constant \( K > 0 \) (which only depends on \( \Delta \)) such that
\[ \int_{\Delta} |\langle f, \pi(\nu)g \rangle|^2 \, d\nu \leq K \| g \|_{S_0}^2 \| f \|_{L^2}^2 \| g \|_{L^2}^2 \quad \text{for all } f \in L^2(G). \]

**Proof.** From Theorem A.4 we have that the mapping
\[ \varphi : G \times \hat{G} \to \mathbb{C}, \quad (x,\omega) \mapsto |\langle f, E_\omega T_x g \rangle|^2 \]
belongs to \( S_0(G \times \hat{G}) \) for any \( f \in L^2(G) \). By the comment preceding Corollary A.5 we have that for a closed subgroup \( \Delta \) of \( G \times \hat{G} \), the mapping \( \nu \mapsto |\langle f, \pi(\nu)g \rangle|^2 \) also belongs to \( S_0(\Delta) \). Hence, it belongs, in particular, to \( L^1(\Delta) \). Therefore
\[ \int_{\Delta} |\langle f, \pi(\nu)g \rangle|^2 \, d\nu = \left\| \langle f, \pi(\cdot)g \rangle \right\|_{L^1(\Delta)} \leq C \| R_\Delta \varphi \|_{S_0} \leq C \| R_\Delta \|_{op} \| \varphi \|_{S_0}. \]
The result now follows by the proof of Theorem A.4.

Corollary A.5 shows that the frame operator \( S_g \) with \( g \in S_0(G) \) is well-defined and bounded on \( L^2(G) \). However, it also shows, and this is what we used in Section 6.4 that the operator \( S_g, g \in L^2(G) \), is well-defined when the domain is restricted to the subspace \( S_0(G) \) of \( L^2(G) \). We refer to [16] for further results of this nature for \( G = \mathbb{R}^n \).
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