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Abstract—Research on connected and automated vehicles (CAVs) has received considerable attention from both industry and academia in recent years. The advances in reinforcement learning have led to substantial progress in controlling a single CAV. However, in mixed autonomy involving both CAVs and human-driving vehicles, it remains a critical challenge to encourage cooperation among CAVs to better regulate human-driving traffic flow and improve the efficiency of the whole transportation system. In this paper, we address the CAV cooperation problem in mixed autonomy by incorporating Connected Automated Vehicle Graph (CAVG) into multi-agent reinforcement learning (MARL) to model the mutual interplay among CAVs. In the proposed framework, CAV cooperation is first learned using graph convolutional networks with attention mechanism. We conduct extensive experiments based on the car-following and unsignalized intersection settings in flow. We also evaluate our method on the merging scenarios — an open road network with a varying number of agents — to demonstrate the generalization ability. Experimental results show that the proposed MARL-CAVG framework outperforms state-of-the-art baselines for CAV control in improving the efficiency and safety of mixed autonomy transportation system.
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I. INTRODUCTION

TRAFFIC system is unstable in nature due to the inherent randomness in human-driving behavior [1]. Shockwaves and stop-and-go have become a primary safety concern and the main driver for traffic accident. As a promising solution to improve the efficiency of transportation systems, connected and automated vehicles (CAVs) have received increasing attention from both industry and academia. One major benefit of CAVs is that the randomness in driving behavior can be significantly reduced; thus, the whole system can be better managed by control algorithms with minimum reaction time. Theoretically, having a fully autonomous fleet will substantially enhance the capacity and efficiency of urban transportation systems. However, before reaching full autonomy, it is inevitable that both CAVs and human-driving vehicles co-exist and interact with each other. In such a mixed-autonomy system, how to design and optimize CAV behavior becomes critical to the development and implementation of future autonomous driving.

With recent advances in artificial intelligence, reinforcement learning (RL) has become an efficient tool to solve diverse, intelligent control tasks. In particular, RL fits various tasks in autonomous driving, and the field has been greatly advanced thanks to recent development in RL (e.g., flight control [2], Go games [3]). In particular, RL fits various tasks in autonomous driving, and the field has been greatly advanced thanks to recent development in RL (e.g., flight control [2], Go games [3]). However, despite these advances, many research challenges remain in promoting CAV cooperation in mixed autonomy. First, as CAVs have different characteristics compared to human-driving agents (e.g., reaction time and action generation process), it becomes challenging to navigate them in such an extremely dynamic and complicated driving environment. Second, in a mixed-autonomy system, it remains unclear how to encourage automated vehicle agents to cooperate to maximize the total expected returns of the whole system. Finally, how to effectively guarantee both safety and efficiency in policy generation is also an urgent research question in a multi-agent automated driving setting.

In this work, we try to address the above challenges by incorporating graph neural networks into a multi-agent reinforcement learning framework to better encourage cooperation. In doing so, we integrate information obtained from each CAV into a graph structure—Connected and Automated Vehicle Graph (CAVG), in which the learned latent features are exploited to enhance cooperation among multiple agents. Our main contributions are:

• To the best of our knowledge, this work is the first to use the graph attention networks to capture mutual interplay among CAVs in the navigation setting, which is beneficial for cooperative control.
• We propose a dynamic adjacency matrix scheme in the decision-making framework to account for both speed and position information, extract valuable information from surrounding neighbors.
• We conduct extensive experiments with diverse levels of complexity. We compare the proposed MARL-CAVG model with several state-of-the-art baselines for model evaluation. Our MARL-CAVG model can better balance between safety and efficiency in mixed-autonomy system.

The rest of the paper is organized as follows. Section II summarizes the related literature, in particular recent developments in RL. Section III introduces the proposed MARL-CAVG model for CAV control. Extensive experiments based on simulated scenarios are presented in Section IV.
concluding remarks and future research directions.

II. RELATED WORK

Most existing studies in the field of automated vehicles control and motion planning have been focusing on maximizing the efficiency for an individual agent (i.e., ego driving), which formulates automated motion planning as an optimization problem and then solves it with rule-based models (see, e.g., [6], [7]). However, such methods may fail in many real-world scenarios due to the complex interactions among agents. To address the limitation, recent developments for automated driving have been shifted from rule-based methods to reinforcement learning-based models, which are more flexible, efficient, and demonstrate superior generalization power. Meanwhile, integration of micro-traffic simulator such as SUMO [8] with deep reinforcement learning library enables easy implementation of different traffic control tasks, e.g., lane change, ramp merge, and intersection [5, 9]. Despite the promising results, existing reinforcement learning-based approaches still mainly focus on the control of a single-agent in a static or fully observed setting. As a result, these methods are still limited to non-shared policy generation rather than exploring multi-agent shared policy and cooperation under mixed autonomy.

Real-world automated driving problems often involve multiple agents in a dynamic and partially observed environment. An emerging question is how to promote cooperation among agents instead of relying on ego/selfish-driving. Shalev-Shwartz et al. [10] introduce a hierarchical temporal abstraction with a gating mechanism that significantly reduces the variance of the gradient estimation in multi-agent automated driving environment. Furthermore, Palanisamy [11] uses Partially Observable Markov Games (POSG) to formulate the connected automated driving problems which can be trained in both centralized and decentralized framework. Wang et al. [12] develop the cooperative lane change system by considering the overall traffic efficiency instead of the travel efficiency of an individual vehicle, which can lead to a more harmonious and efficient traffic system rather than competition. However, it remains unknown how to better utilize the information of surrounding agents to encourage the cooperation and make the driving behavior more efficient.

Recent research progress on graph information sharing has brought new and promising perspectives to the multi-agent reinforcement learning problems [13]. Iqbal and Sha [14] propose to use multi-head attention mechanism to enable effective and scalable learning in complex multi-agent environments. However, this framework does not consider parameter sharing among neighbors, which may make it hard to train and implement into the CAV setting. Agarwal et al. [15] propose to create a shared agent-entity graph and introduced curriculum learning to increase transferability. Jiang et al. [16] propose the graph convolutional reinforcement learning approach for multi-agent to learn cooperative strategies. However, for a highly dynamic environment, such as the automated driving setting, both vehicles in close-range and vehicles with high relative speed to the ego vehicle should be considered. Previous studies have not fully utilized both position and speed information from surrounding agents, which hinders the feasibility of real-world implementation of CAV.

III. METHODOLOGY

A. CAV Control Framework

In this paper, we consider the CAV control framework presented in Fig. 6. Following the study of [17], we model $N$ CAVs as $N$ homogeneous agents in a mixed-autonomy traffic network to achieve better generalization ability. Their decision procedures can be divided into three stages: (1) in the beginning of each decision, the agent $c_i, i = 1, ..., N$ will first have a local observation and identify their current state $s_i^t$ at time step $t$; (2) then each agent will manage to locate and sense their neighbors; (3) once the agents acquire both information from themselves and their neighbors, they will decide whether to accelerate/decelerate accordingly.

![Fig. 1. CAV control framework. The blue vehicles represent the CAVs while the black vehicles represent the human-driving vehicles. The color maps stand for the Gaussian speed field of each CAV. The red dotted line stands for the scan scale which is the local observation range of each agent.](image)

We first illustrate in detail how the reinforcement learning framework can be utilized in the CAV control problem. Formally, the task in such a mixed-autonomy transportation system can be defined in the setting of multi-agent reinforcement learning (MARL) with the following components:

- **Agent**: In the simulation, we mainly consider two types of agents: a) human-driving agents whose acceleration or deceleration decisions are determined based on car-following model (i.e., intelligent driver model [18]); b) CAV agents which are controlled by a deep reinforcement learning framework.
- **State**: We assume each CAV agent $c_i, i = 1, ..., N$ has local observations $o_i$. Specifically, $o_i$ consists of two types of feature: the first is speed and position of $c_i$, which is used to characterize its dynamic in the system; the second is the relative speed and position of $c_i$ with its following CAV agent and leading CAV agents, which can be regarded as local information from other CAV agents. Note that different setting of relative
information will be further illustrated and analyzed in experimental studies. Moreover, we consider each agent $c_i$ can communicate with other CAV agents, therefore the overall state observation of the $i$-th CAV is denoted by $S_i = \{o_i^1, ..., o_i^m\}, i = 1, ..., N$, where $m$ is the maximum number of neighboring CAV agents which $c_i$ can sense. In this way each CAV agent can develop more cooperative policy by incorporating information from neighbors before making control decision.

- **Action**: Action $a_i, i = 1, ..., N$ is the speed adjustment of CAV agents. It is bounded by the maximum allowable acceleration $a_{acc}$ and allowable deceleration $a_{dec}$ (i.e., $a_i \in [a_{dec}, a_{acc}], a_{dec} < 0, a_{acc} > 0$).

- **Reward function**: We define specific reward functions for different simulation scenarios.
  
  For the ring scenario and the figure eight scenarios, we define the reward function to encourage high average speeds from all vehicles in the network and penalize accelerations/decelerations by the CAVs. The rewards for ring and eight scenario are defined as:
  
  $$r_i = -w_v \times (\bar{v}_T - \bar{v}) + w_a \times (\bar{a} - \bar{a}),$$  
  
  where $w_v$, $w_a$ stand for the weight parameters for average velocity and average acceleration which are predefined as 2 and 4 respectively. Note that $\bar{v}_T$ is the target velocity and $\bar{a}$ is the threshold of the acceleration.

  For the merge scenario, reward function encourages the consistency between the system-level speed and desired speed, while slightly penalizing short headways among CAVs [5]:
  
  $$r_i^t = -w_v \times (\bar{v}_T - \bar{v}) + w_h \times (\min(\bar{h} - t_{min}, 0), 0),$$  
  
  where $w_v$ and $w_h$ denotes the weight parameters for average velocity $\bar{v}$ and average headway $\bar{h}$ which are predefined as 1 and 0.1 respectively. In addition, there is a smallest acceptable time headway $t_{min}$, which is defined as 1 in this study.

- **Termination**: An episode is terminated if the time horizon is reached or a collision happens.

### B. Multi-agent Cooperation Within Mixed-autonomy System

In most previous literature (e.g., in [9], [4]), each CAV maintains its own policy in the environment. This is not efficient for controlling a group of CAVs in mixed-autonomy transportation environment due to training complexity. Therefore, we introduce the shared policy into our control framework. In this way, we can not only exploit experience from different CAVs as they encounter different situation, but also develop a common sense to efficiently navigate these vehicles in the mixed-autonomy system.

To better capture neighboring information, we establish a graph attention based multi-agent reinforcement learning architecture as shown in Fig. 2. Specifically, CAVs learn their policies with PPO as the basic optimization scheme to handle continuous action space. The overall architecture is based on the actor-critic algorithm [19] as shown in Fig. 2.

In this study, we design and integrate several techniques to encourage cooperation to promote safety and efficiency in dynamic traffic flow:

1) **Capture Mutual Interplay among CAVs**: In connected and automated driving scenarios, the environment is extremely dynamic because agents keep moving and their relationships among neighbors change quickly. This characteristic makes it very difficult for agents to learn to cooperate with each other.

As shown in Fig. 6, after observing the local state, the CAVs will integrate information from their neighbors to develop a more comprehensive awareness of the current traffic dynamic. Firstly, unlike previous approaches (e.g., [16], [20]), we build the adjacency matrix based on Gaussian speed field using Gaussian process regression (GPR) model [21]. Compared to only using relative position or velocity information, the advantage of using GPR is to capture the spatial and temporal interactions among surround agents and adaptable to the dynamic changing environment. The standard exponential kernel function is computed as:

$$K(x_i, x_j) = A \cdot \exp \left( -\frac{(x_i - x_j)^2}{2\sigma^2} \right),$$

where $A$ is an amplitude constant. $x_i$ represents the position of the ego vehicle and $x_j$ represents the position of the surrounding $j^{th}$ vehicle. And $\sigma$ is length scale constant controlling how the correlations are decaying with respect to the distance. A small $\sigma$ indicates fast decay rate, which imposes less correlation on two points that are far away. In our research, we fixed the length scale as 4 meters as suggested by [21].

Furthermore, we can dynamically construct the feature representation in the adjacency matrix at time step $t$, the posterior distribution of the relative velocity $\Delta V(x_i, x_j)$ between the $i$-th CAV agent and its surrounding vehicle $j$ at position $x_i$ can be used to model the interaction relationship among vehicles [21]. These elements are defined as follows:

$$M_t(i, j) = K(x_i, x_j)K(x_i, x_j)^{-1}\Delta V(x_i, x_j), dist(x_i, x_j) \leq SC_i,$$
We incorporate the location information (i.e., $K(x_i, x_j)$) and velocity difference (i.e., $\Delta V(x_i, x_j)$) of every two agents in the suggested adjacency matrix. Intuitively, the $i$-th CAV agent will be more sensitive to a closer surrounding vehicle with higher relative speed than a more distant one with lower relative speed (see Fig. 1).

Intuitively, the observation and extracted features of each agent are integrated through graph convolution based on the weighted adjacency matrix $M_i$:

$$h^k_i = f \left( \text{concat} \left[ M_i H^{k-1}, D_i^{-1} M_i H^{k-1} \right] W_i \right), \quad (5)$$

where $f$ is the activation function, $D$ is the degree matrix and $h^k_i$ denotes extracted feature by agent $i$ at the $k$-th layer, which depends on the current adjacency matrix $M_i$ as well as the feature of its neighbors extracted from previous layer $H^{k-1} = [h^k_1, ..., h^k_N]$. Moreover, an attention module is added to capture the impact of the surrounding agents. The neighbors are selected within the scan scale $SC_i$ for each CAV individually. Considering $N_i$ neighbors of ego CAV $i$, the attention based feature selection on neighboring CAV $j$ can be computed as:

$$q_i = f_{\text{query}} \left( h_i * W_{\text{query}} \right), \quad (6)$$

$$k_j = f_{\text{key}} \left( h_j * W_{\text{key}} \right), \quad j \in N_i \quad (7)$$

$$v_j = f_{\text{value}} \left( h_j * W_{\text{value}} \right), \quad j \in N_i \quad (8)$$

$$\phi_{ij} = \text{softmax} \left( \frac{q_i * k_j^T}{\sum_{l \in N_i} q_i * k_l^T} \right), \quad (9)$$

$$h'_i = \sum_{j \in N_i} \phi_{ij} * v_j, \quad (10)$$

Note that we omit the layer index here for simplicity. $N_i$ denotes the set of agent $i$ as well as its selected neighbors. We use $f_{\text{query}}$ and $f_{\text{key}}$ to encode input features as query-key pairs, then we implement softmax on dot-product between query and key vectors, with which we can quantify the attention score $\phi_{ij}$ of agent $i$ on neighboring agent $j$ [22]. Based on the value $v_j$ and $\phi_{ij}$, new feature vector $h'_i$ for agent $i$ based on its neighbors can be derived by Eq. 10. With this attention scheme, a CAV agent can further utilize information from neighboring CAVs selectively, and thus the framework can promote more effective cooperation.

2) Continuous Action Generation via Proximal Policy Optimization: In a typical reinforcement learning problem, an agent takes action $a \in A$ based on the current state $S$ and acquires the reward $R$. Unlike previous tasks based on DQN (e.g., in Go games [3]), the CAVs need to generate continuous action space for smooth and efficient control strategy. Therefore, we use Proximal Policy Optimization (PPO) [23] for CAVs to handle continuous action space. We design the critic network as a graph convolutional neural network parameterized by $\phi$. Notably, the output of critic network at each time step $t$ is state value estimation $V_t$ (i.e., short for $V(S_t, M_t)$), it will be further used for advantage estimation to train the actor network.

The update of gradient for critic is based on Temporal-Difference (TD) learning [19], which can be formulated as:

$$\nabla_{\phi} L(\phi) = \nabla_{\phi} E \left[ \sum_{n=1}^{N} (r^n_t + \hat{V}(S_{t+1}, M_t) - \hat{V}(S_t, M_t))^2 \right]. \quad (11)$$

The policy $\pi_t$ (i.e., short for $\pi(a_i | S, M_t)$) can be modelled as a distribution (i.e., Gaussian distribution for continuous control) and also parameterized through the graph convolutional network with parameters $\theta$. Therefore at given time step $t$, the policy gradient can be derived with the advantage $A^i_t, i = 1, ..., N$ from critic:

$$\nabla_{\theta} J(\theta) = \nabla_{\theta} E_{\pi_{\text{old}}} \left[ \sum_{i=1}^{N} \min \left( r^i_t(\theta) A^i_t, \text{clip} \left( r^i_t(\theta), 1 - \epsilon, 1 + \epsilon \right) A^i_t \right) \right], \quad (12)$$

where the likelihood ratio $r^i_t(\theta) = \frac{\pi_{\text{old}}(a_i | S_t, M_t)}{\pi_t(a_i | S_t, M_t)}$, and this is done by defining the policy loss function to be the minimum between the standard surrogate loss and an $\epsilon$ clipped parameter. It should be pointed out that, for model simplicity, the adjacency matrices are kept the same for the next state value prediction. This assumption makes sense since the variation is limited between two consecutive state observations, especially when the experiment is studied in fine granularity (i.e., simulation resolution is less than 1 s). In addition, we perform on-policy roll-out to collect the experience (i.e., $\{o_t, a_t, r_t\}$) and the advantage estimation for agent $i$ at time step $T$ is calculated as: $A^i_t = \sum_T \gamma^t r^i_t - \hat{V}(S_t, M_t)$. The overall training algorithm is summarized in Algorithm 1. Note that we adopt the centralized training and decentralized execution framework. We assume that each automated vehicle will have a centralized platform (e.g., cloud platform) which can share information among automated vehicles. And each automated vehicle will have its own control strategy based on local observation during execution.

IV. EXPERIMENTS

A. Experiments Setup

We conduct experiments in Flow\(^1\), an open-source project that supports mixed-autonomy control. Our algorithm is evaluated based on benchmark car-following [17], intersection and merge [24] as shown in Fig. 3, which are common intelligent traffic control scenarios. In the simulation, horizon represents the number of steps per roll-outs, and each time step is 0.1s.

- Car-following control. This is a common scenario in the highway without bottleneck. To simplify the training process, we consider a ring-shape network with single lane which is shown in Fig. 3-(a). In the initial condition, all the vehicles are uniformly distributed on the circular

\(^1\)https://github.com/flow-project
We run 100 episodes with a collection of the average results of Algorithm 1 Training algorithm for CAVs control based on traffic simulation

Set time horizon $T$ steps for each simulation, set scan scale $SC$ for all the agents.
Initialize memory buffer $B = \emptyset$, batch size as $b$.
Initialize parameters $\phi$, $\theta$ for critic and actor networks.

for each episode do
  for $t = 1$ to $T$ do
    Obtain local state observation $o_i$, $i = 1, \ldots, N$ and global observation $S = \{o_1, \ldots, o_N\}$.
    for CAV $i = 1, \ldots, N$ do
      Obtain adjacency matrix $M_i$ based on given scan scale $SC$.
      Sample action $a_i$ from $\pi^{old}(S, M_i | \theta)$ to control CAV $i$.
    end for
    Obtain next local state observation $o'_i$, $i = 1, \ldots, N$ and global observation $S' = \{o'_1, \ldots, o'_N\}$ as well as the reward signal $r_i$ for each CAV $i$.
    $B \leftarrow B \cup (o_i, o'_i, r_i, M_i)_{i=1}^N$
    if $|B| \% b = 0$ then
      Fetch experience from $M$ and perform roll-out.
      Update $\phi$ based on Eq. 11
      Update $\theta$ based on Eq. 12
      $B = \emptyset$
    end if
    if collision happens then
      Break
    end if
  end for
end for

road with the same initial speed. Experimental results in [25] show that the system is very unstable, even a tiny fluctuation can grow, and eventually breaks up the homogeneous movement, resulting in a traffic jam.

- **Intersection control.** This is a common urban traffic scenario. In this case, CAV control can help improve the overall efficiency of urban transportation systems. We consider a simple intersection with a figure-eight shape network with one or two circular tracks. (see Fig. 3-(b)).

- **Merge.** This scenario is common in highway networks. Vehicles move from the on-ramp create backwards propagating stop-and-go waves. As a result, perturbations will propagate upstream from the merge point and reduce the throughput of vehicles in the network. For the merge scenario, total number of vehicles is considered as the number of vehicles per hour coming into the highway lane. See Fig. 3-(c) for the implemented merge scenario.

### B. Algorithms Setup

We compare our MARL-CAVG method with several state-of-the-art baselines, including not only reinforcement learning frameworks (single-agent and multi-agent) but also car-following models from traffic flow theory. For all experiments, we run 100 episodes with a collection of the average results of 10 random seeds. The explanations for selecting these baselines are given as follows.

**Intelligent driver model (IDM):**

- Intelligent driver model (IDM) [18] is a commonly used adaptive cruise control method for vehicles that automatically adjusts the acceleration based on distance and velocity information to maintain a safe distance from the leading vehicle. IDM is commonly used to model human-driving behavior in traffic simulators. (e.g., [4, 9]). We consider to add 0.2 random noise on the action to model the uncertainty of human-driving behavior.

**Single-agent methods:**

- Deep Deterministic Policy Gradient (DDPG) [26]: DDPG is a deterministic version of model-free RL algorithm to deal with continuous action space. CAV agent can reliably learn the optimal policy with continuous actions. We construct a single-agent training framework based on DDPG method, which is similar to [27].

- Proximal Policy Optimization (PPO) [23]: PPO is a gradient-based RL algorithm to deal with continuous action space. Unlike DDPG, PPO is an on-policy algorithm.

**Multi-agent methods:**

- Multi-agent Deep Deterministic Policy Gradient (MADDPG) [28]: This is a widely used multi-agent framework with centralized critic and decentralized actor. This is a baseline model which does not specifically consider information from neighbors with graph attention mechanism.

- Multi-agent Proximal Policy Optimization (MAPPO): This framework is developed based on the single-agent version of PPO. Unlike in single-agent PPO, different agents will have a shared policy in MAPPO.

### C. Performance Comparison

We conduct several experiments in these three networks, the simulation recordings can be found here 2.

**Evaluation in Car-Following Control.** Fig. 4 shows the training performance of different methods in the car-following control scenario. As we can see, the MARL-CAVG method outperforms other methods with a large margin. We can see from Table I that MARL-CAVG achieves the second highest velocity and the smallest acceleration, which makes it achieve highest return in this scenario. It indicates that our model can better mitigate the shock-wave during the car following control.

---

2Simulation:https://youtu.be/86LNKyyqZPQ.
Fig. 3. Road network structures. To be specific, we consider several variants of simulation scenarios to test the performance of our model. Firstly, for ring network, it’s a standard car-following evaluation scenario which is common in the real world. Secondly, for the figure eight network, it’s a more challenging scenario compared to the ring network since it has an intersection. Thirdly, for merge network, which is an open-looped network. As a result, it can be used to test the robustness of our method in a dynamic changing environment.

![Ring network](image1)  ![Figure eight network](image2)  ![Merge network](image3)

**TABLE I**

| Methods  | Velocity (m/s) | Acc (0.1 m²/s) | Return    |
|----------|----------------|----------------|-----------|
| IDM      | 2.754          | 3.318          | 424.12    |
| DDPG     | 3.134 (±0.148) | 2.718(±0.378)  | -70.063(±70.506) |
| PPO      | 3.165 (±0.145) | 3.129 (±0.369) | -676.959(±65.046) |
| MADDPG   | 3.270 (±0.148) | 2.121 (±0.366) | 779.140(±29.178) |
| MAPPO    | 3.379 (±0.142) | 2.782 (±0.325) | 776.225(±20.121) |
| MARL-CAVG | 3.391 (±0.092) | 0.835 (±0.171) | 2593.99(±51.820) |

**Evaluation in Intersection Control.** Secondly, in the **eight** scenario, the objective is to balance the safety and efficiency in the figure eight network. To be specific, with the introduction of lane change behaviors or increasing target speed, the average speed within the network will increase and therefore the possibility for collisions at the intersection will be higher. As shown in Fig. 5, we find that MARL-CAVG method can achieve better performance when considers the aforementioned changes. It can achieve better control performance, maintaining a good balance between safety and efficiency. From **Table II**, we can find that although MARL-CAVG does not achieve the highest velocity, it has the smallest acceleration in this scenario. This demonstrates that our model can learn to sacrifice the speed but achieve higher safety to achieve the optimal trade-off, which is beneficial to get the highest cumulative return.

![Figure eight network](image4)

**TABLE II**

| Methods  | Velocity (m/s) | Acc (0.1 m²/s) | Return    |
|----------|----------------|----------------|-----------|
| IDM      | 4.531          | 9.205          | 500.87    |
| DDPG     | 4.325(±2.091)  | 8.619(±3.191)  | 379.061(±46.852) |
| PPO      | 4.064(±2.415)  | 8.812(±4.090)  | 357.946(±64.509) |
| MADDPG   | 4.879(±1.231)  | 6.192(±2.213)  | 618.641(±32.796) |
| MAPPO    | 4.875(±1.312)  | 6.819 (±2.131) | 619.89(±24.139) |
| MARL-CAVG | 4.265(±1.913)  | 3.123(±1.139)  | 669.119(±28.895) |

**Evaluation in Merge Control** In the **merge** scenario, the
number of controlled and uncontrolled vehicles varies with time due to the inflow and outflow. MARL-CAVG method treats it through a limited multi-agent setting, transforming a tremendous state space using graph attention mechanism to handle the varying feature vector size. In this case, we can also find that our model outperforms the baselines in most evaluation indicators.

![Fig. 6. Learning curves in merge network. We use 600 horizon, we consider the penetration rate as 0.25, i.e., 25% of the vehicles are autonomous vehicles, the number of lane is 1, the target speed is 30km/h.](image)

**TABLE III**

| Methods   | Velocity (m/s) | Acc (0.1 m²/s) | Return          |
|-----------|----------------|----------------|-----------------|
| IDM       | 2.881          | 6.386          | 339.24          |
| DDPG      | 4.512±1.021    | 3.87±1.013     | 318.327±18.149  |
| PPO       | 4.663±2.183    | 3.88±1.216     | 321.415±15.291  |
| MADDPG    | 4.718±1.132    | 4.123±1.516    | 325.659±12.261  |
| MAPPO     | 4.723±1.912    | 3.298±1.158    | 365.732±12.261  |
| MARL-CAVG | 4.719±1.294    | 2.213±1.391    | 398.220±9.5703  |

### D. Further discussion

1) **Visualization of Control Performance:** To evaluate the control performance, we select the ring network as an example and plot space-time diagram and velocity figures with the trained policy after 200 episodes. The number of head in attention module is 8. We test each method with 200 time steps and a target speed of 20km/h, then record the average speed for all the vehicles in the current road network.

From the result in Fig. 7, we can see that after automation turns on, the velocity will become stable. Furthermore, our model can reach the highest speed compared to other baselines.

![Fig. 7. Velocity performance in ring network. The red curve stands for the control performance with all human driving vehicles which is unstable. After automation turned on, the flow becomes stable.](image)

To visualize the impact of shock-wave, we further compare the space-time diagram performance in the ring network before and after the automation is turned on. We can see from Fig. 8-(a) that the velocity fluctuates sharply. With automation turned on, the velocity becomes smooth, and the average velocity increases, as shown in Fig. 8-(a).

These findings can demonstrate that while all the models can learn to regulate the traffic, the MARL-CAVG model can achieve the overall best performance.

2) **Evaluation of different penetration rates:** The penetration rate is a critical parameter that can affect the model’s performance. To evaluate the performance of our model under different penetration rates, we select the typical ring scenario to make the comparison. We select the typical multi-agent RL approach (MADDPG) and single-agent RL approach (DDPG) as the baselines. As shown in Fig. 9, we can see that with the increase of penetration rates, the return of both the single-agent and multi-agent approaches first increases then decreases. The reason is that with more automated vehicles in the road network, there is a larger control policy space to explore, which hinders the training efficiency. Owing to the parameter sharing and
graph attention within a certain scan scale, the MARL-CAVG can efficiently handle the increased number of controlled agents, and therefore achieve increasing return and the best overall performance.

Fig. 9. Evaluation of returns under different penetration rates (PRs) in ring scenario. We fix the parameter of experiment in Section IV-D1 and only change different PRs.

3) Evaluation of different target speeds: In real-world scenarios, different roads have different speed limits. Under some advanced freeway management frameworks, the speed limits can change over time [29]. In our study, we train the agents with a fixed target speed (20 km/h). It is curious to explore whether the agents can generalize to the scenarios with different speed limits (e.g., whether agents trained on urban roads generalizable to freeways). In this study, we fix the penetration rate as 0.4, and try with different target speeds, then evaluate different methods’ performance. We set the target speed 20km/h during training and calculate the percentage(%) of reward increase for each method based on their 20km/h baseline. As shown in Fig. 10, we can find that for each method, the increase of target velocity leads to increase of collected reward. However, when the target velocity is too high (e.g., 120km/h), then the agent’s performance will decrease. Our model achieves the best return given the highest target velocity. This demonstrates that our model is more generalizable to scenarios with different speed limits.

4) Evaluation of different architectures: For different architectures of the model, we first evaluate the effects of the range of scan scales on model performance. The results are shown in Figure 11. From the results, we can find that if we slightly enlarge the scan scale, the performance will be better because it can include more neighboring information. However, further increase of scan scale will decrease the model’s performance because more redundant information will make learning becomes harder.

Furthermore, we evaluate the performance in terms of different information used to build the adjacency matrix. We consider only speed information, position information, and both speed and position information as given in Equation 4. The different information considered are as follows:

Only consider relative position information:

\[ m_i = x_i - x_j, \]  \hspace{1cm} (13)

where \( x_i \) and \( x_j \) are the position of the \( i \)-th agent and its surrounding \( j \)-th agent.

Only consider velocity information:

\[ m_i = \frac{v_T}{v_i(v_j - v_i) + \epsilon}, \]  \hspace{1cm} (14)

where \( v_i \) and \( v_j \) are the velocity of \( i \)-th agent and its surrounding \( j \)-th agent, \( v_T \) is the target speed, and \( \epsilon \) is a small positive number to keep it from divided by 0.

Fig. 10. Evaluation of percentage increase of returns under different target speeds in ring scenario. We fix the parameter of experiment in Section IV-D1 and only change different target speeds. We select the 20km/h as the baseline for each method and try with different target speeds.

Fig. 11. Evaluation of returns under different scan scales(SCs) in ring scenario. We fix the parameter of experiment in Section IV-D1 and only change different SCs.
The philosophy of designing these information representations is, if two vehicles are running slowly on the road and are far away from each other, their correlation should be weak so that the measure should be larger. On the contrary, if a vehicle is running fast along with a slow vehicle and they are very closed, then they are more likely to be affected by each other, either because of the safety or efficiency consideration. Therefore, the measure will be smaller, and priority will be higher.

### Table IV

| Adjacency index | position | velocity | both |
|-----------------|----------|----------|------|
| Returns         | 2490.99  | 2601.87  | 2710.32 |

We fixed the penetration rate as 0.4, target speed as 30km/h. As shown in Table IV, speed information is more important than position information. Integrating both position and velocity information through velocity field can achieve the best overall performance.

5) Evaluation of attention module: To evaluate the effectiveness of the attention setting, we conduct experiments with/without the attention module and a different number of heads in the attention module. In the experiment, the penetration rate is 0.4; the target speed is 30km/h.

### Table V

| Heads | Returns         |
|-------|-----------------|
| 0     | 2423.19 (+39.193) |
| 2     | 2515.89 (+48.131) |
| 4     | 2566.23 (+43.123) |
| 6     | 2586.23 (+41.641) |
| 8     | 2624.20 (+41.213) |
| 10    | 2516.10 (+39.142) |

From Table V, we can find that without attention module, the performance of the model decreases a lot. With the increase of attention heads, it will increase model’s performance, while too many heads (heads ≥ 10) will decrease the performance.

V. CONCLUSIONS AND DISCUSSION

In this paper, we propose a graph convolutional reinforcement learning approach for CAV control by encouraging cooperation for efficient traffic control in mixed autonomy.

We conduct extensive experiments based on different road networks and demonstrate the superior performance of our proposed MARL-CAVG method over both reinforcement learning and existing traffic flow simulation baselines. There are two major findings worth noting. First, we find that multi-agent training with the shared policy can achieve much better performance than those single-agent training strategies. Second, efficient communication strategies, such as the graph attention on surrounding neighbors proposed in this paper, can significantly enhance the cooperation among agents, which improves both efficiency and safety of the system. Overall, our method can achieve the best performance under different road networks, target speeds, penetration rates. Our findings provide valuable insights into the design of the connected and automated driving system.

There are several directions for future research and improvements. In particular, as multi-agent training is quite unstable, a small change in the environment setting will result in a large return shift. Thus, it is critical to explore how to better stabilize the training in dynamic settings. In the future, we will also try to develop sim-to-real transfer learning [30] for mixed-autonomy control and implement our approach in real mobile robot vehicles.
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