Beyond sequencing: machine learning algorithms extract biology hidden in Nanopore signal data
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Nanopore sequencing provides signal data corresponding to the nucleotide motifs sequenced. Through machine learning-based methods, these signals are translated into long-read sequences that overcome the read size limit of short-read sequencing. However, analyzing the raw nanopore signal data provides many more opportunities beyond just sequencing genomes and transcriptomes: algorithms that use machine learning approaches to extract biological information from these signals allow the detection of DNA and RNA modifications, the estimation of poly(A) tail length, and the prediction of RNA secondary structures. In this review, we discuss how developments in machine learning methodologies contributed to more accurate basecalling and lower error rates, and how these methods enable new biological discoveries. We argue that direct nanopore sequencing of DNA and RNA provides a new dimensionality for genomics experiments and highlight challenges and future directions for computational approaches to extract the additional information provided by nanopore signal data.

**Highlights**
- Nanopore sequencing accuracy has increased to 98.3% as new-generation base callers replace early generation hidden Markov model basecalling algorithms with neural network algorithms.
- Machine learning methods can classify sequences in real-time, allowing targeted sequencing with nanopore’s ReadUntil feature.
- Machine learning and statistical testing tools can detect DNA modifications by analyzing ion current signals from nanopore direct DNA sequencing.
- Nanopore direct RNA sequencing profiles RNAs with their modification retained, which influences the ion current signals emitted from the nanopore.
- Machine learning and statistical testing tools analyze ion current signals from direct RNA sequencing, enabling RNA modification detection, RNA secondary structure prediction, and poly(A) tail length estimation.

**Nanopore sequencing – more than just sequences**
High-throughput short-read sequencing has played a pivotal role in broadening our understanding of biology. Short-read sequencing technologies have advanced the understanding of genetic diversity [1,2], provided insights into transcriptomes and cell profiles in healthy populations [3,4], and helped deciphering disease biology [5–8]. On top of the nucleotide sequences are epigenetic modifications that influence gene expression [9] and epitranscriptomic (see Glossary) modifications that impact RNA processing, stability, and translation efficiency [10]. By coupling high-throughput sequencing with wet lab techniques, approaches such as MeRIP (methylated RNA immunoprecipitation)-seq [11], miCLIP (m6A individual-nucleotide-resolution cross-linking and immunoprecipitation)-seq [12], and bisulfite sequencing [13] allow the profiling of DNA and RNA modifications [14]. Although short-read sequencing on DNA and RNA are easily scalable strategies, the profiling of epigenetic and epitranscriptomic modifications involves highly specialized protocols.

Oxford Nanopore Technologies (ONT) provides a sequencing method (nanopore sequencing) that allows the profiling of genome and epigenome, or transcriptome and epitranscriptome with a single assay [15,16]. Nanopore sequencing generates long reads as each DNA or RNA molecule directly translocates through a nanopore. As the nucleic acids move through the nanopores in different nucleotide combinations, the changes in electrical current are measured (Figure 1A). This measured signal not only enables the determination of sequence bases, but also the detection of DNA and RNA modifications, and the prediction of poly(A) tail length and RNA secondary structures through computational methodologies developed for these purposes.
Because of the complex nature of the nanopore raw ion current signal, computational methods that use approaches from machine learning have been key to extracting the additional layers of information. In this review, we will provide an overview of computational approaches that facilitate the analysis of nanopore signal data with a GitHub page of the tools described. We will highlight the different machine learning concepts that advanced basecalling, illustrate how they are applied for targeted sequencing, and introduce supervised and unsupervised approaches for identifying DNA and RNA modifications, RNA secondary structure prediction, and poly(A) tail length estimation. Finally, we provide an outlook into the future directions that should further enable the discovery of complex biological information from nanopore signal analysis with computational methods.

**Associating signal with sequence**

**Basecalling: from signals to nucleotides**

Basecalling is the process that translates raw ion current signal data from nanopore sequencing to a sequence of bases (Figure 1B). The signal data correspond to the measured ion current changes from one nucleotide sequence of five (RNA) or six (DNA) bases (k-mer) to another during the translocation of a nucleic acid molecule through the pore. The noisy nature of the ion current signal makes determining the associating k-mers based solely on the signal data difficult as many of the k-mers share similar ranges of ion current signal values, which is especially true with the presence of homopolymers [17]. Early generation basecallers employ an error-prone and time-consuming segmentation process, which divides raw data series into k-mer-corresponding signal segments and translates these signal segments into k-mers [18]. These basecallers generate reads with an accuracy of 85% or lower [1]. Since then, improvements in basecallers have been a major driver to increase nanopore sequencing accuracy, achieving over 98.3% of correctly identified bases [1].

**Hidden Markov model-based basecallers**

The first basecallers including ONT’s cloud-based Metrichor [19], an offline alternative of Metrichor, utilize the hidden Markov model (HMM) for decoding the signal data. Assuming a nucleic acid moves through a pore one nucleotide at a time, these HMM-based basecallers treat the ion current signals as a chain of observable events while the k-mers as states within the HMM [20]. As the first nucleotides of each state overlap with the last nucleotides of the previous state, joint probabilities of a sequence of nucleotides can be calculated, and the path with the maximum total joint probability represents the final predicted sequence [20] (Figure 2A). To improve the accuracy of the predicted sequence, the basecalling algorithm PoreSeq introduces artificial mutations to the sequence and replaces short regions of the original best sequences with the same regions of the mutated sequence having a higher probability [21].

**Recurrent neural network-based basecallers**

As HMM basecallers predict sequences based on the short-range dependencies of one k-mer to its next, they may overlook the long-range dependencies in nanopore sequencing. Furthermore, using a nucleotide sequence model that inaccurately describes the expected current values of the k-mers can cause basecalling biases with HMM basecallers [22]. To overcome these constraints, ONT’s Albacore (prior version 2.0.1) [2] and nanonet [4], and the open-source software DeepNano [22] and BasecRAWller [23] use a recurrent neural network (RNN) framework for basecalling. A unidirectional RNN takes in information from the ion current input vector and the previous

**Figure 1. Workflow of nanopore sequencing signal analysis and its applications.** (A) Ion current over time for a nucleic acid sequenced with nanopore. (B) The basecalling process translates the ion current signal to sequences. (C) The segmentation process aligns the raw ion current signal to a reference sequence. (D–G) The applications of nanopore ion current signal analysis include the detection of (D) DNA or (E) RNA modifications, (F) the estimation of poly(A) tail length, and (G) the prediction of RNA secondary structure.

**Glossary**

- **Epitranscriptomics**: the study of RNA modifications and their associated biological functions.
- **Multiple instance learning**: a supervised learning approach for problems with weak knowledge about the labels of the training samples, where a model is trained with labels assigned to bags containing multiple instances.
- **Recurrent neural network (RNN)**: a type of artificial neural network that utilizes a data’s sequential patterns from either the previous state (unidirectional) or both the previous and future states (bidirectional) to predict the next likely output.
- **Temporal convolutional network**: a type of CNN that allows parallel processing and uses causal convolutions, where the output at each time point is based on elements from previous time points and the final output sequence has the same length as the input sequence.
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hidden state to calculate the current hidden state and the associated probability distribution of bases [22] (Figure 2B). Albacore, nanonet, and DeepNano use a bidirectional RNN, which incorporates information from previous and future states of the ion current input vector to improve prediction accuracy [22] (Figure 2C). Still, bidirectional RNNs are time consuming; therefore, BasecRAWller, with the aim to achieve real-time basecalling, uses two unidirectional RNNs to both segment and basecall the sequence in a streaming fashion, resulting in overall faster run time [23].

Segmentation-free basecallers
These early basecallers depend on the segmentation process to define boundaries of segments based on a sharp change in signals (Figure 1). Segmentation can be error prone due to the varying translocation speed and the noisy signal [18]. To address this, segmentation-free basecallers have been developed, such as ONT’s Albacore version 2.0.1v and the open-source software Chiron [18]. To eliminate the segmentation step, Chiron combines a convolutional neural network (CNN) for extracting signal features and an RNN for predicting nucleotide probability. Then, it implements a connectionist temporal classification (CTC) decoder to select the base with the highest probability at each position (Figure 2D) and does many-to-one mapping to finalize the complete sequence [18].

Basecallers using convolutional networks and CTC
Although Chiron’s segmentation-free approach outperforms the segmentation-dependent methods, the RNN framework’s reliance on results from previous time points results in long running time. To speed up basecalling, Causalcall allows parallel processing by inputting segmented ion current measurements as a matrix into a temporal convolutional network, which models the ion current signal and calculates the nucleotide base occurrence probability at each time point. It uses a CTC decoder to output the base sequence with the highest probability for each fixed-size signal input and overlaps the base sequences to finalize the complete sequence [24]. The combination of a CNN and a CTC decoder is also used in ONT’s research basecaller Bonito [21], which has achieved an unprecedentedly high basecalling accuracy of 98.3%, making the accuracy of nanopore sequencing comparable to that of next-generation sequencing [21].

Real-time mapping – selecting which reads to sequence
Nanopore sequencing has a unique ReadUntil feature that can eject reads in real time, and thereby free up the pore for sequencing specific reads of interest. To determine whether a read is a target in real time, ReadUntil requires rapid read classification based on as few nucleotides as possible from the reads. The ReadUntil feature can increase the sequencing depth for specific genomic regions, which enables targeted sequencing for applications such as sequencing-based diagnosis or novel microbial genome discovery from metagenomic samples [25,26].

Approaches that enable utilizing the ReadUntil feature includes Readfish [25], UNCALLLED [26], and SquiggleNet [27]. The Readfish pipeline translates raw signals to nucleotide sequences in real time with guppy, aligns sequences to the reference, and then decides whether to eject the reads from the pores [25]. Similar success in real-time mapping is seen with the UNCALLLED
algorithm [26]. UNCALLED first converts signals into events (k-mers) with an HMM and then searches through the reference genome for matches that are consistent with the event-matched k-mers. After clustering consistent reads and reference coordinates, UNCALLED filters out false positives and reports the best-supported location [26]. Using a neural-network framework, SquiggleNet uses a CNN and makes classification using a model that was learned on the reference training data [27]. These approaches have allowed the ReadUntil feature to classify target sequences in real-time.

The application of these methods can be used effectively for targeted sequencing of microbial genomes and human cancer genes [25,26], leading to an enrichment of the sequence of interest without the requirement for additional experiments.

Segmentation: aligning raw signals to reference genomic bases
Along with the basecalled sequences, downstream analyses of direct DNA and RNA sequencing also require reference sequence-aligned raw signals as inputs (Figure 1C). Segmentation describes the process that performs this raw signal-to-reference sequence alignment. Two methods for performing segmentation are tombo’s resquiggle [28] and nanopolish’s eventalign [29]. Tombo’s resquiggle first identifies event boundaries based on large shifts of signal level as these are associated with a change in the nucleotide that occupies the nanopore. Tombo then assigns these signal events to their corresponding reference sequences using a dynamic time warping algorithm. Nanopolish’s eventalign assigns ion current signals to the reference sequence using an adaptive banded alignment that identifies the most likely sequence associated with the signal for each read. By aligning raw signals to a reference sequence, both tombo’s resquiggle and nanopolish’s eventalign allow the extraction of biological information from direct DNA and RNA sequencing with the nanopore signal data for downstream analyses.

Analyzing signals from direct DNA sequencing
Analyzing reference genome-aligned signals from direct DNA sequencing enables the extraction of biological information such as DNA modifications and/or chromatin accessibility (Figure 1D). The most common DNA modifications include N4-cytosine (4mC), 5-methylcytosine (5mC), 5-hydroxymethylcytosine (5hmC), and N6-methyladenine (6mA) [28–37], which are known to regulate transcription and alter biological processes, with some of them also likely to have clinical relevance [35]. The detection of the GpC modification can also allow the profiling of chromatin accessibility [33]. Through analyzing direct DNA sequencing signals with supervised machine learning methods or statistical methods that do not rely on training data, computational tools can discover novel DNA modifications and infer chromatin accessibility in a high-throughput manner (Table 1).

Supervised learning methods for detecting specific DNA modifications and chromatin accessibility
To detect specific DNA modifications, supervised learning-based modification detection tools can be trained using data sets of experimentally validated modification sites (labeled data). Labels for modified cytosines, including the GpC modifications used for inferring chromatin accessibility [33], can be obtained through bisulfite sequencing [16,31–33] while m6A labels can be obtained from artificially methylated nucleotides with methyltransferases [16] or orthogonal PacBio sequencing of naturally existing modifications [34,36].

Supervised learning methods for DNA modification identification include nanopolish, signalAlign, mCaller, DeepSignals, and tombo’s detect_modifications module’s alternative model mode [28] (Table 1). Nanopolish uses an HMM for detecting 5mC and has since expanded the model to detect endogenous CpG methylation and exogenous GpC methylation, where the detected GpC
methylation serves as a label for inferring chromatin accessibility in nanopool’s nanoNOMe extension [31,33]. Also utilizing an HMM, signalAlign expands modification detection to 5mC, 5hmC, and 6mA [16]. Both mCaller and DeepSignal use a neural network framework for modification detection, where mCaller detects 6mA with a neural network binary classifier [34] while DeepSignal constructs features from signals and sequences and uses a deep learning neural network classifier for methylation detection [32]. Using a statistical testing framework, tombo (alternative model mode) detects modifications based on the signal difference between a sample and the expected signal values of specific modified nucleotides, namely, 5mC and 6mA, provided by tombo [28]x.

Computational analysis of nanopore signal data allowed epigenetic profiling of Drosophila genome [37], human tandem repeat regions [38], human transposons [39], and the complete telomere-to-telomere assembly of the human X chromosome [40], extending the study of DNA modifications into regions otherwise not accessible by short-read sequencing.

Table 1. Overview of computational methods used for analyzing direct DNA and RNA sequencing data (a comprehensive list of nanopore analysis tools is available online).

| Application                        | Tool                               | Data     | Type/modification analysis                     | Refs  |
|------------------------------------|------------------------------------|----------|------------------------------------------------|-------|
| Infer chromatin accessibility      | nanoNOMe (nanopolish extension)    | DNA      | CpG, GpC methylation                           | [33]  |
| Detect DNA modification            | nanopolish call-methylation        | DNA      | 5mC                                            | [31]  |
| SignalAlign                        | DNA                                | 5mC, 5hmC, 6mA |                                               | [16]  |
| mCaller                            | DNA                                | 6mA      |                                                | [34]  |
| DeepSignals                        | DNA                                | 6mA      |                                                | [32]  |
| NanoMod                            | DNA                                | De novo DNA modification detection     | [30]  |
| Detect RNA modification            | toombo detect_modifications        | DNA/RNA  | Alternate base detection                       | [28]  |
| MINES                              | RNA                                | m^{6}A   |                                                | [42]  |
| EpINano                            | RNA                                | m^{6}A   |                                                | [43]  |
| Nanom6A                            | RNA                                | m^{6}A   |                                                | [44]  |
| m6anet                             | RNA                                | m^{6}A   |                                                | [45]  |
| nano-ID                            | RNA                                | 5′-EU    |                                                | [46]  |
| nanoRMS                            | RNA                                | Ψ, Nm, and comparative RNA modification detection | [47]  |
| Yanocomp                           | RNA                                | Comparative RNA modification detection | [48]  |
| DiffEr                             | RNA                                | Comparative RNA modification detection | [x]   |
| ELIGOS                             | RNA                                | Comparative RNA modification detection | [49]  |
| nanoDoc                            | RNA                                | Comparative RNA modification detection | [50]  |
| nanocompare                        | RNA                                | Comparative RNA modification detection | [51]  |
| DRUMMER                            | RNA                                | Comparative RNA modification detection | [52]  |
| xPore                              | RNA                                | Differential RNA modification rate analysis | [53]  |
| Predict RNA 2° structure           | nanoSHAPE                          | RNA      | RNA structure (Nm, 2′-O-acetyl)                | [54]  |
| PORE-cupine                        | RNA                                | RNA structure (NAI-N3)                 | [55]  |
| Estimate poly(A) tail length       | nanopolish polya                  | RNA      | PolyA tails                                    | [56]  |
| tailfindr                          | RNA                                | PolyA tails                                | [56,57]|

*OPEN ACCESS*
Comparative and unsupervised learning methods for detecting DNA modifications

Comparative and unsupervised learning-based DNA modification detection tools can identify modified genomic positions by comparing naturally and/or artificially methylated DNAs with their unmethylated counterparts. These tools include toombo’s detect_modifications module’s de novo and sample compare modes [28]* and NanoMod [30]. Tombo (de novo and sample compare modes) detects modifications by statistically testing the signal difference between a sample and the expected unmethylated distribution in de novo mode or between samples from two groups in sample compare mode [28]*. NanoMod takes $P$ values of neighboring positions into account as a modified base may affect signals emitted by its neighbors [30]. Despite not being able to specify the modification detected, these statistical testing tools can provide insights when supervised methods cannot be applied [28,30]*. NanoMod has been applied to detect various artificial thymine modifications even in the absence of training data [41].

Analyzing signal data from direct RNA sequencing

Direct RNA sequencing sequences RNAs with their modifications retained, which influence the ion current signals emitted from the nanopores. Analyzing these direct RNA sequencing signals with machine learning- and statistical testing-based tools allows rapid detection of naturally existing RNA modifications (Figure 1E), known to affect human diseases such as cancer [58], and artificial RNA modifications from chemical probing for RNA secondary structure prediction (Figure 1F), providing insights into RNA structure-influenced gene regulation [55]. Furthermore, as nanopore RNA sequencing overcomes the next-generation sequencing’s short read length limitation (Figure 1G), poly(A) tail length can now be estimated at the isoform level, allowing a better understanding of how poly(A) tails affect gene expression [56,57] (Table 1).

Detecting naturally existing RNA modifications

To date, more than 168 post-transcriptional RNA modifications have been identified, and most of these identified modifications are on tRNAs and rRNAs [59,60]. The development of high-throughput assays to profiling RNA modifications has increased the number of modifications identified on mRNAs and noncoding RNAs, with some being disease related [58]. Utilizing direct RNA sequencing, RNA modification detection no longer requires laborious and bias-prone wet lab assays and has reached a high level of efficiency and accuracy.

Supervised learning methods for detecting specific RNA modifications

Starting with the most abundant mRNA modification, current supervised learning-based RNA modification detection tools have trained their models with data sets containing m$^{6}$A labels. These m$^{6}$A-labeled data sets can be obtained through wet lab assays such as m6ACE-seq and CLIP-seq [42,61] or artificially methylating adenosines with methyltransferases [43]. Such supervised methods include MINES [42], EpiNano [43], Nanom6A [44], and m6anet [45]. As m$^{6}$A is preferentially found in DRACH/RRACH motifs [12], MINES uses this aspect by modeling m$^{6}$A sites using a random forest classifier for each of the DRACH motifs using CLIP-seq-identified m$^{6}$A sites as positive samples [42]. Similarly, EpiNano and Nanom6A limit their analyses to RRACH motifs to increase specificity [43,44]. EpiNano trains a support vector machine that predicts candidate m$^{6}$A sites from basecalling errors that are presumably caused by the presence of m$^{6}$A [43] while Nanom6A trains an eXtreme Gradient Boosting (XGBoost) model with the raw signal features [44]. Predicting the probability of a site being modified with m$^{6}$A, m6anet employs a multiple instance learning framework and takes the entire differentially labeled reads into account [45].

Direct RNA-seq methods allow the discovery of specific RNA modifications beyond m$^{6}$A, including 5-methylcytosine, 5-ethynyluridine (5-EU), pseudouridine (Ψ), and 2’ O-methyl (Nm)* [46,47].
Tombo (alternative model mode) extended its 5-methylcytosine detection functionality, originally for DNA, to RNA\textsuperscript{x}. nano-ID trained a neural network for 5-EU detection \cite{46}. nanoRMS single mode uses basecalling errors to predicts the stoichiometries of Ψ and Nm \cite{47}.

Tombo’s detect_modifications module’s alternative model mode has contributed to the investigation of the coronavirus modification landscape \cite{62–64} while EpiNano has successfully profiled the landscape of m\textsuperscript{6}A in polyadenylated nuclear RNAs \cite{65} and unpolyadenylated plant circular RNAs \cite{66}. Furthermore, the basecalling error features used in EpiNano and nanoRMS can be applied in detecting pseudouridine and inosine \cite{47,67}, illustrating some of the applications of machine learning-based tools in specific RNA modification profiling and their potential to expand the scope of RNA modifications that can be detected.

Comparative and unsupervised learning methods for detecting RNA modifications

Comparative and unsupervised learning-based tools can detect multiple kinds of modifications by comparing unmodified and modified samples. These tools include tombo (\textit{de novo} and sample compare modes) \cite{28}, DRUMMER \cite{52}, nanocompore \cite{51}, xPore \cite{53}, Yanocomp \cite{48}, DiffErr\textsuperscript{X}, nanoDoc \cite{50}, ELIGOS \cite{49}, and nanoRMS paired mode \cite{47}. Tombo (\textit{de novo} and sample compare modes) can perform on both DNA and RNA inputs\textsuperscript{xii}. Specifically developed for RNA modification detection, DRUMMER, nanocompore, xPore, Yanocomp, DiffErr\textsuperscript{X}, and nanoDoc model the distributions of the unmodified and modified samples and statistically test whether the ion current signal distributions of the two samples differ significantly \cite{48,50,51,53,68}. Instead of comparing the differences in ion current distribution, ELIGOS and nanoRMS paired mode compare the error profiles of ONT signals between modified and unmodified samples \cite{47,49}. Other than the ion current signal features, the dwell time parameter, the period of the nucleic acid in the pore, is used in nanocompore, nanoRMS, and nanoSHAPE, where the latter aims to detect 2′-O-methylation (Nm), which is prevalent in the 5′ cap region of mRNA \cite{47,51,54}. Unlike the other methods, xPore can analyze differential RNA modifications from samples without an unmodified control. xPore infers the modification rate in each sample, thereby providing an estimate of the modification stoichiometry and enabling the quantitative comparison of RNA modifications from nanopore signal data \cite{53}. Although most of these tools cannot specify the modification types, they can detect modified positions spanning various kinds of modifications. These tools have contributed to RNA modification discovery in multiple contexts. They include transcriptome-wide m\textsuperscript{6}A identification in human cell lines and clinical samples \cite{53}, coronavirus modification landscape investigation \cite{64}, and pseudouridine detection at known sites \cite{47,51}.

Detecting artificial RNA modifications for RNA secondary structures prediction

RNA folds into secondary and tertiary structures, serving as a mechanism for gene regulation \cite{69}. RNA structure profiling has been done by adding artificial RNA modifications to the secondary structures with chemical reagents. Mutational profiling of the mutations induced by the chemically added modifications during next-generation sequencing library preparation can then provide insights into RNA structures \cite{70,71}. To make this approach compatible with nanopore direct RNA sequencing, these reagents can be adopted to insert computationally detectable RNA modifications \cite{54,55}. Structural probing for the nanopore platform include nanoSHAPE \cite{54} and PORE-cupine \cite{55}. nanoSHAPE’s structural probing reagent introduces a smaller 2′-O-acetyl adduct, which can be detected through statistical testing of ion current signals and dwell time between modified and unmodified control samples \cite{54}. PORE-cupine structural probes RNAs with a SHAPE-like reagent, where the modifications are detected by a one-class support vector machine trained using unmodified samples \cite{55}. nanoSHAPE and
PORE-cupine are consistent with the SHAPE-MaP predictions. However, by combining structural probing with long reads these approaches facilitate the analysis of individual isoforms [55], demonstrating the ability of using direct RNA sequencing for high-throughput high-resolution RNA secondary structure profiling.

**Estimating poly(A) tail length**

During RNA processing, a poly(A) tail is added to an mRNA and influences the mature mRNA’s nuclear export, stability, and translation efficiency [72,73]. Short-read transcriptome-wide poly(A) tail length estimation imposes a size limit and PCR biases [74]. While long reads overcome the size limitation, they are particularly error prone in homopolymer regions that make poly(A) tail length estimation challenging [75]. Hence, tools including nanopolish’s polya [56] and tailindr [57] utilize the translocation rate of a poly(A) tail for estimating its length [56,57]. Nanopolish’s polya estimates poly(A) tail lengths with the estimated translocation rates while signals are being segmented [56]. With an alternative approach, tailindr refines the boundaries of the poly(A) tail defined, based on the ONT adaptor location, and normalizes the boundaries with a read-specific nucleotide translocation rate [57]. Poly(A) tail lengths estimated by either nanopolish’s polya or tailindr are consistent with the expected poly(A) tail lengths from the control data sets used for method validation [56,57], and the measurement of isoform-level poly(A) tail length distribution has been applied to infer noncanonical poly(A) polymerase regulation [76].

**Concluding remarks**

By analyzing nanopore sequencing signals with machine learning algorithms, computational methods can reveal biological information such as poly(A) tail length and DNA or RNA modifications. Furthermore, advances in the computational methods for basecalling nanopore reads have achieved comparable accuracy to short-read sequencing, reaching 98.3%.

While further improvements in the accuracy of computational methods are expected to be achieved, the increase in throughput and broader adaptation open new challenges as well (see Outstanding questions). Supervised learning algorithms rely on accurate training data, yet the influence of the training data on their performance has not yet been comprehensively evaluated. The species, nucleotide composition, or the process that generates training data can influence the accuracy, and systematic benchmark data sets will be essential to fully evaluate this aspect [77]. Besides improvements in accuracy, improvements in data handling will become central as the raw data are multifold larger than those obtained from short read data. Methods that improve compression of fast5 files and more space-efficient alternative file types for storing raw nanopore data are currently being developed [78,79], and graphics processing unit acceleration is used routinely [80]. However, further improvements to reduce file sizes, standardizing file formats, and compute and memory-efficient algorithms will greatly reduce the barrier for larger-scale applications and adaptation.

Improvements in accuracy and more efficient data handling and processing, combined with the availability of larger data sets and systematic benchmarking studies, will facilitate the broad use of nanopore signal data analysis to extract the many diverse features of nucleic acids beyond their sequence. With additional studies that highlight the biological insights that can be obtained, such computational methods will be one of the key factors to make nanopore sequencing ion current signal data analysis a routine task in genomics.
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