ON EIGENVALUES OF THE SUM OF TWO RANDOM PROJECTIONS

V. KARGIN

Abstract
We study the behavior of eigenvalues of matrix $P_N + Q_N$ where $P_N$ and $Q_N$ are two $N$-by-$N$ random orthogonal projections. We relate the joint eigenvalue distribution of this matrix to the Jacobi matrix ensemble and establish the universal behavior of eigenvalues for large $N$. The limiting local behavior of eigenvalues is governed by the sine kernel in the bulk and by either the Bessel or the Airy kernel at the edge depending on parameters. We also study an exceptional case when the local behavior of eigenvalues of $P_N + Q_N$ is not universal in the usual sense.

1. INTRODUCTION AND NOTATION.

Let $A$ and $B$ be two complex Hermitian matrices, perhaps random, and consider matrix $X = A + UBU^*$ where $U$ is a uniformly-distributed unitary matrix. What can be said about the distribution of eigenvalues of $X$ if the size of the matrices is large? Especially, what can be said about the properties of this distribution on the local scale?

It is known that if $B$ is a random matrix with Gaussian entries, then the eigenvalues of $A + B$ can be described as a determinantal process (Brezin-Hikami [3]). Moreover, if in addition $A$ is a Wigner matrix (that is, a Hermitian matrix with independent upper-diagonal entries) and if the entries of $A$ and $B$ are comparable in size, then the local properties of matrix $A + UBU^*$ are the same as if this matrix were from GUE, Gaussian Unitary Ensemble, (Johansson [13]). On the other hand if $B$ is a multiple of the identity matrix then the eigenvalues of $A + UBU^*$ are obviously simply the shifted eigenvalues of the matrix $A$.

The main question at stake here is that of the universality of the eigenvalue distribution of $A + UBU^*$. The universality hypothesis claims that for a large class of matrices the local correlations of eigenvalues should approach certain specific functions when the size of matrices grows. The choice of these functions should depend on the overall symmetry properties of matrices such as whether they are complex Hermitian or real symmetric, and on the properties of the global limit density of eigenvalues. Roughly speaking, if the global density is positive and smooth at a point $x$, then the limit local behavior at $x$ should be described by the determinantal point process with the sine kernel. If the global density has a square root singularity...
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at \( x \), then the local behavior around this point should be described by the determinantal point process with the Airy kernel, and so on.

The universality hypothesis originated in pioneering works of Dyson and Mehta. (See, for example, the discussion in [16].) It was verified in various particular cases in [19], [20], [2], [6]. Very recently, universality was proved for the important cases of Wigner matrices and beta ensembles. See [7], [22] and a review in [8].

Now suppose that \( A \) and \( B \) are different from a multiple of the identity matrix. Is it true that the behavior of eigenvalues of the matrix \( A + UBU^* \) is universal?

The goal of this paper is to investigate this question in the case when \( A \) and \( B \) are random orthogonal projections, which we will denote \( P \) and \( Q \). That is, \( P \) and \( Q \) are Hermitian (or real symmetric) matrices such that \( P^2 = P \) and \( Q^2 = Q \). We will assume that the matrices \( P \) and \( Q \) are \( N \)-by-\( N \), and their ranks are \( p \) and \( q \) respectively. We will always consider orthogonal projections in this paper so we omit the adjective orthogonal.

We will call a projection matrix \( P \) a random Hermitian (or real symmetric) projection if its entries are complex (or real) random variables and their joint distribution is invariant with respect to unitary (or real orthogonal) conjugations.

In a summary, our main finding is that in most situations the behavior of eigenvalues of \( P + Q \) for large \( N \) is universal in the sense that it is similar to the behavior of the eigenvalues of classical matrix ensembles. The exceptional case is the local behavior of eigenvalues of \( P + Q \) near \( x = 1 \) when the ranks of \( P \) and \( Q \) are both approximately \( N/2 \), and we discuss this case below.

The reason why the eigenvalue distribution of \( P + Q \) is easier to analyze than that of the general case \( A + B \) is that there is a relation of this distribution to the distribution of the Jacobi ensemble of random points. We formulate this relation in a slightly greater generality.

**Theorem 1.1.** Suppose \( P \) is a random Hermitian (or real symmetric) projection of rank \( p \), and \( Q \) is an independent Hermitian (or real symmetric) random projection of rank \( q \), \( p \leq q \). Assume \( p + q \leq N \) and \( \theta \neq 0 \). Then with probability 1, \( P + \theta Q \) has \( a = q - p \) eigenvalues \( \theta \) and \( b = N - p - q \) eigenvalues 0. The density of the absolutely continuous part of the eigenvalue distribution of \( P + \theta Q \) is induced by a transformation of the following densities:

(i)

\[
f^{(2)}(x_1, \ldots, x_p) = c_2 \prod_{1 \leq i < j \leq p} |x_i - x_j|^2 \prod_{i=1}^{p} x_i^a (1 - x_i)^b, \quad x_i \in [0, 1],
\]

in the Hermitian case, and

(ii)

\[
f^{(1)}(x_1, \ldots, x_p) = c_1 \prod_{1 \leq i < j \leq p} |x_i - x_j| \prod_{i=1}^{q} x_i^{a'} (1 - x_i)^{b'}, \quad x_i \in [0, 1].
\]
in the real symmetric case, with \( a' = (a - 1)/2 \) and \( b' = (b - 1)/2 \).

The transformation is two-fold and given by the formula

\[
\lambda_i = \frac{1}{2} \left( 1 + \theta \pm \sqrt{(1 - \theta)^2 + 4\theta t_i} \right).
\]

This theorem allows us to reduce the study of spectral properties of \( P + Q \) to the study of the corresponding Jacobi ensembles. In particular, consider a sequence of matrices \( P_N, Q_N \) with increasing size \( N \). We use notation \( p_N, q_N \) to denote their ranks.

**Corollary 1.2.** Let \( \mathcal{N}(I) \) denote the number of eigenvalues of the Hermitian matrix \( P_N + Q_N \) in an interval \( I \). Assume that \( p_N/N \to p > 0 \) and \( q_N/N \to q \geq p \) as \( N \to \infty \), and suppose that \( p + q \leq 1 \). If \( I \subset (0,1) \) or \( I \subset (1,2) \) and \( I \) has positive length, then \( \text{Var} (\mathcal{N}(I)) \sim \pi^{-2} \log N \) for large \( N \). Moreover, the normalized random variable

\[
\frac{\mathcal{N}(I) - \mathbb{E}\mathcal{N}(I)}{\sqrt{\text{Var} (\mathcal{N}(I))}}
\]

converges to a standard Gaussian random variable.

Note: The symbol \( \subset \) denotes proper inclusion. A similar result holds for real symmetric matrices \( P_N + Q_N \) with a different value of the limit variance.

**Proof of Corollary:** Let for definiteness \( J = (\alpha, \beta) \subset (0,1) \) and \( I = (1 + \alpha^2, 1 + \beta^2) \subset (1,2) \). Then \( \mathcal{N}(I) = \mathcal{N}'(J) \), where \( \mathcal{N}'(J) \) denote the number of points from ensemble (1) in interval \( J \). This ensemble is determinantal, hence we can apply the theorem due to Costin, Lebowitz, and Soshnikov (5) and (21) and conclude that

\[
\frac{\mathcal{N}'(J) - \mathbb{E}\mathcal{N}'(J)}{\sqrt{\text{Var} (\mathcal{N}'(J))}}
\]

converges to a standard Gaussian random variable, provided that \( \text{Var} (\mathcal{N}'(J)) \) grows to infinity.

Under the assumption that \( p_N/N \to p > 0 \) and \( q_N/N \to q \geq p \) as \( N \to \infty \), and that \( p + q \leq 1 \), it is known that the limit kernel for the corresponding Jacobi ensemble (1) is the sine kernel. See, for example, [4] or [1]. Hence the calculation of the variance can be done similar to the calculation of variance in the case of the Gaussian Unitary Ensemble (see calculations in [11] and related formula (16.1.3) and Appendix A.38 in [16]). This calculation results in the variance asymptotically equal to \( \pi^{-2} \log N \) for large \( N \). \( \square \)

Similarly, the other properties of eigenvalues of the Hermitian matrix \( P_N + Q_N \) in the interval \( J \) are analogous to the properties of the points from the Jacobi ensemble for the simple reason that the transformation \( \lambda \to (\lambda - 1)^2 \) is locally linear on this interval. In particular, in the limit these properties can be described by the sine kernel.

For the behavior at the edge of the support, the results are also similar to the case of the classical ensembles and this behavior can be described by either the Bessel kernel (if \( p+q = 1 \)) or the Airy kernel (if \( p + q < 1 \)). The theorem below gives details for the case \( p + q < 1 \).
Theorem 1.3. Let $P_N$ and $Q_N$ be two random projections in $\mathbb{C}^N$ with ranks $p_N$ and $q_N$ respectively. Assume that $\lim_{N\to\infty} \frac{p_N}{N} = p$ and $\lim_{N\to\infty} \frac{q_N}{N} = q$, and suppose that $p+q < 1$. Let $\lambda_{(1)}$ denotes the largest eigenvalue of $P_N + Q_N$ which is not equal to $2$ and let

$$\mu = \sqrt{q(1-p)} + \sqrt{p(1-q)}.$$

Then there exists $\sigma > 0$ such that for every $u$

$$\mathbb{P} \left\{ \frac{\lambda_{(1)} - \mu}{\sigma N^{-2/3}} \leq u \right\} \to F_2(u),$$

where $F_2(u)$ is the Tracy-Widom distribution function for the edge of the Gaussian unitary ensemble.

This theorem directly follows from recent results about the distribution of the largest eigenvalue in the Jacobi ensemble with changing parameters. A similar result holds for real symmetric projections except that $\sigma$ is different and the probability converges to $F_1(u)$ instead of $F_2(u)$.

The only unusual situation occurs at $x = 1$ when this point belongs to the support of the absolutely continuous part of the limit eigenvalue distribution, which occurs when $p = q = 1/2$. We will analyze this special situation in the following theorem.

Let $J_a(z)$ denote the Bessel function with index $a$.

Theorem 1.4. Let $P_N$ and $Q_N$ be two random projections in $\mathbb{C}^N$ with ranks $p_N$ and $q_N$ respectively. Assume that $q_N - p_N = a \geq 0$, and $N - p_N - q_N = b \geq 0$. Let $s_N = t / (\sqrt{2} p_N)\), where $t > 0$. Then the expected number of eigenvalues of $P + Q$ in the interval $I_N = [1, 1 + s_N]$ is

$$\mathbb{E}N(I_N) = \int_0^t x \left( J_a(x)^2 - J_{a+1}(x) J_{a-1}(x) \right) dx + o(1)$$

for large $N$.

By using the power series for the Bessel functions,

$$J_a(z) = \sum_{m=0}^{\infty} \frac{(-1)^m (z/2)^{2m+a}}{m!(m+a)!},$$

we obtain the following corollary.

Corollary 1.5. For large $N$,

$$\mathbb{E}N(I_N) \sim \frac{2}{(a+1)!^2} \left( \frac{t}{2} \right)^{2a+2} + R(t),$$

where $R(t)$ is a differentiable function such that $\lim_{t \to 0} R(t)/t^{2a+4}$ exists and finite.

(Here the asymptotic equivalence $\sim$ is understood relative to increase in $N$.) For example, if $a = 0$, then $\mathbb{E}N(I_N) \sim t^2/2 + R(t)$ where $\lim_{t \to 0} R(t)/t^4 < \infty$. 

In order to appreciate the significance of this corollary, note that under assumptions of Theorem 1.4 the eigenvalue distribution of $P_N + Q_N$ weakly converges (in probability) to a fixed probability distribution which is absolutely continuous on $(0, 2)$ and has the density

$$f(\lambda) = \frac{1}{\pi} \frac{1}{\sqrt{\lambda(2 - \lambda)}}$$

This can be shown either by using a relation of this ensemble with free probability theory (see [18]) or by computing the limit distribution for the corresponding Jacobi ensemble.

In particular, the limiting density is not zero at $\lambda = 0$ and does not depend on $a$ or $b$. Hence we can see that the expected number of eigenvalues in the interval $I_N$ cannot be estimated as $N \times \text{length of } I_N \times \text{density} + \text{terms of smaller order}$, which would result in a term of the order $ct$ with $c > 0$. For the ensemble $P_N + Q_N$, the expected number of eigenvalues in $I_N$ is about $t^2/2$ and significantly smaller than this estimate.

Thus, the local behavior near $x = 1$ differs strongly from the local behavior of the GUE eigenvalues. In the case of GUE, a similarly scaled limit gives $E_N(I_N) \sim \rho(x) t$ where $\rho(x)$ is the density of the semicircle law. Hence, the result in Corollary 1.5 is in contradiction with the heuristic that the local behavior of eigenvalues of an Hermitian ensemble is similar to that of GUE eigenvalues provided that the limit eigenvalue density is non-zero and smooth at a given point. (For example, at the beginning of Section 6.3.3 on p. 113 of [15], it is stated that “In the context of Hermitian matrix models, the universality may be stated as the fact that the global eigenvalue regime determines the local eigenvalue regime.”)

A possible intuitive explanation of this phenomenon is the additional symmetry of the model. This symmetry forces eigenvalues either land exactly on $x = 1$, or come in pairs located symmetrically around $x = 1$. In both cases the repulsion between eigenvalues ensures that for small $t$ the interval $(0, t/2p_N)$ has fewer eigenvalues than the density function predicts.

Another interesting feature of the result in Theorem 1.4 is that the limit does not depend on $b$, that is, on the excess of the dimension $N$ of the ambient space over the total rank of $P$ and $Q$. The only provision is that $b$ stays constant as $N$ grows.

Hence the local behavior of eigenvalues near $x = 1$ exhibits universality with respect to parameter $b$ but not with respect to parameter $a$. The difference between ranks of $P$ and $Q$ does matter for the limiting local behavior of eigenvalues near $x = 1$ despite the fact that it does not influence the global limiting distribution.

For the case of real symmetric matrices we have an analogous result.

**Theorem 1.6.** Let $P_N$ and $Q_N$ be two random projections in $\mathbb{R}^N$ with ranks $p_N$ and $q_N$ respectively. Assume that $q_N - p_N = a \geq 0$, and $N - p_N - q_N = b \geq 0$. Let $s_N = t/(\sqrt{2}p_N)$, where $t > 0$. Then for large $N$ the expected number of eigenvalues of $P + Q$ in the interval
\(I_N = [1, 1 + s_N]\) is
\[
\mathbb{E}N(I_N) = \int_0^t x \left(J_{a'+1}(x)^2 - J_{a'+2}(x) J_{a'}(x)\right) dx \\
+ \int_0^t J_{a'+1}(x) \left(\int_0^x J_{a'+1}(u) du - 1\right) dx + o(1),
\]
where \(a' = (a - 1)/2\).

By using the power series expansion for the Bessel functions we obtain the following consequence.

**Corollary 1.7.** For large \(N\),
\[
\mathbb{E}N(I_N) \sim \frac{1}{(a + 3) 2^{a+1} \Gamma\left(\frac{a+1}{2}\right)} t^{\frac{a+3}{2}} + R(t).
\]
where \(R(t)\) is a differentiable function such that \(\lim_{t \to 0} \frac{R(t)}{t^{(a+7)/2}}\) exists and finite.

For example for \(a = 0\), \(\mathbb{E}N(I_N) \sim 1/ \left(3\sqrt{\pi/2}\right) t^{3/2} + R(t)\), where \(\lim_{t \to 0} \frac{R(t)}{t^{7/2}} < \infty\).

The rest of the paper organized as follows: we prove Theorem 1.1 in Section 3 after proving some results about the relation of eigenvalues of \(P + Q\) and of \(PQP\) in Section 2. Section 4 is about the (universal) edge behavior of eigenvalues. Section 5 proves Theorems 1.4 and 1.6 about the exceptional case when the behavior of eigenvalues is not universal. And Section 6 concludes.

## 2. Relation of Eigenvalues of \(P+Q\) and \(PQP\)

**Lemma 2.1.** Let \(P\) and \(Q\) be orthogonal projections and assume that \(\text{Range} P \cap \text{Range} Q = 0\). Let \(t_i \geq 0\) be an eigenvalue of operator \(PQP\). Then,
\[
\lambda_i = \frac{1}{2} \left(1 + \theta \pm \sqrt{(1 - \theta)^2 + 4\theta t_i}\right)
\]
are eigenvalues of \(P + \theta Q\).

**Proof:** Let \(u_i\) be an eigenvector of \(PQP\) with eigenvalue \(t_i\) and define \(v_i := Qu_i\). Then, we have
\[
QPu_i = v_i, \quad \text{and} \quad Pv_i = t_i u_i.
\]
Clearly, \(u_i \in \text{Range} P\), \(v_i \in \text{Range} Q\). Hence, \(Pu_i = u_i\) and \(Qv_i = v_i\).

Define
\[
\alpha_i = \frac{1}{2t_i} \left(-1 + \theta \pm \sqrt{(1 - \theta)^2 + 4\theta t_i}\right).
\]
Then,
\[
(P + \theta Q)(u_i + \alpha_i v_i) = u_i + \alpha_i t_i u_i + \theta v_i + \alpha_i v_i = (1 + \alpha_i t_i) \left(u_i + \frac{\theta (1 + \alpha_i)}{\alpha_i (1 + \alpha_i t_i)} \alpha_i v_i\right) = \lambda_i (u_i + \alpha_i v_i).
\]
Note that $u_i + \alpha_i v_i \neq 0$ by the assumption that $\text{Range}P \cap \text{Range}Q = 0$. Hence $\lambda_i$ is an eigenvalue of $(P + \theta Q)$.

**Lemma 2.2.** Suppose $P$ is a random projection of rank $p$, and $Q$ is a projection of rank $q$, $p \leq q$. Assume $p + q \leq N$ and $\theta \neq 0$. Then, with probability $1$, the matrix $P + \theta Q$ has $2p$ distinct eigenvalues

$$\lambda_i^\pm = \frac{1}{2} \left( 1 + \theta \pm \sqrt{(1-\theta)^2 + 4\theta t_i} \right)$$

where $t_1, \ldots, t_p$ are non-zero eigenvalues of operator $PQP$, $t_i \in (0, 1)$. In addition, with probability $1$, $P$ has $q - p$ eigenvalues $\theta$ and $N - p - q$ eigenvalues $0$.

**Proof:** Let $[L]$ denote the dimension of linear space $L$. Then, by using the fact that with probability $1$, the range and kernel spaces of $P$ and $Q$ are in general position relative to each other, we can calculate:

$$[\text{Ker}P \cap \text{Ker}Q] = N - p - q,$$
$$[\text{Range}P \cap \text{Range}Q] = (p + q - N)_+ = 0,$$
$$[\text{Ker}P \cap \text{Range}Q] = (N - p + q - N)_+ = q - p,$$
$$[\text{Range}P \cap \text{Ker}Q] = (p + N - q - N)_+ = 0,$$
$$[\text{Ker}QP] = [\text{Range}P \cap \text{Ker}Q] + [\text{Ker}P],$$
$$= N - p,$$
$$[\text{RangeQP}] = N - [\text{Ker}QP] = p,$$

which implies that $QP$ has $p$ positive singular values, and therefore $PQP$ has $p$ positive eigenvalues. In addition, (4) implies that all singular values of $QP$ are smaller than 1.

Therefore, by previous lemma $Q + P$ has at least $2p$ eigenvalues (possibly counting with multiplicities) that are distinct from 0 and $\theta$.

With probability 1 the singular values of $QP$ in the interval $(0, 1)$ are distinct. Indeed, the set $\mathcal{X}$ of $P$ such that $PQP$ has a multiple eigenvalue $t$ with $t \in (0, 1)$ is characterised by an algebraic condition and therefore it is algebraically closed. The set of all $P$ is algebraically irreducible. Hence $\mathcal{X}$ is either coincide with the set of all $P$ or has a smaller dimension than the set of all $P$ and therefore has measure zero. It is possible to construct an example such that all eigenvalues in the interval $(0, 1)$ are distinct. Therefore the measure of $\mathcal{X}$ is zero.

Therefore, the corresponding eigenvalues of $Q + P$ are distinct with probability 1.

In addition $[\text{Ker}P \cap \text{Ker}Q]$ is an eigenspace of $Q + P$ with dimension $N - p - q$, and eigenvalue $0$, and $[\text{Ker}P \cap \text{Range}Q]$ is an eigenspace of $Q + P$ with dimension $q - p$ and eigenvalue $\theta$. By counting multiplicities we conclude that we found all eigenvalues. □

3. Relation of eigenvalues of $P+Q$ and the Jacobi ensemble

By using known results about the eigenvalues of $PQP$, we are able to prove Theorem 1.1. (These eigenvalues have been studied in [4] in connection with free probability.)
Proof of Theorem 1.1: By a change of coordinates we can assume without loss of generality that $Q$ is a diagonal matrix that has $Q_{ii} = 1$ for $i \leq q$ and $Q_{ii} = 0$ for $i > q$.

We will further assume that $P$ is a projection on the span of $p$ independent random vectors $v_1, \ldots, v_p$. The components of a vector $v_i$ are independent standard Gaussian variables (real in the symmetric case and complex in the Hermitian case). If $X$ is an $N$-by-$p$ matrix with columns $v_1, \ldots, v_p$, then we can write:

$$X = \begin{bmatrix} A \\ B \end{bmatrix},$$

where $A$ is a $q$-by-$p$ matrix and $B$ is a $(N - q)$-by-$p$ matrix. After orthonormalization, we get

$$Y = \begin{bmatrix} A \\ B \end{bmatrix} \left( A' A + B' B \right)^{-1/2},$$

and the projection on the span of $v_1, \ldots, v_p$ is

$$P = YY'.$$

Formula (10) implies that the non-zero $q$-by-$q$ block of $QPQ$ equals $A \left( A' A + B' B \right)^{-1} A'$. Hence, the non-zero eigenvalues of $PQP$ correspond to non-zero eigenvalues of a $p$-by-$p$ matrix $M = \left( A' A + B' B \right)^{-1} A' A$. It is known that the joint distribution of eigenvalues of $M$ follows the law of the so-called Jacobi ensemble with parameters $(p, N - q, q)$. (See Section 3.6 and 7.2.5 of [10] for more information about the Jacobi ensemble.) Namely, the density for the complex case is

$$f^{(2)}(x_1, \ldots, x_p) = c_2 \prod_{1 \leq i < j \leq p} |x_i - x_j|^2 \prod_{i=1}^{p} x_i^{a_2} (1 - x_i)^{b_2}, \ x_i \in [0, 1],$$

where $a_2 = q - p$ and $b_2 = N - p - q$ (see Section 8 in [12]).

The density for the real case is

$$f^{(1)}(x_1, \ldots, x_p) = c_1 \prod_{1 \leq i < j \leq p} |x_i - x_j| \prod_{i=1}^{q} x_i^{a_1} (1 - x_i)^{b_1}, \ x_i \in [0, 1].$$

where $a_1 = (q - p - 1)/2$ and $b_1 = (N - q - p - 1)/2$. (see Muirhead, Thm 3.3.4). This completes the proof. □

4. Eigenvalues at the edge

In the first step of this section we establish the limit of the eigenvalue distribution on the global scale. In particular we identify the support of the limit distribution. Then we study the behavior of the eigenvalues at the edge by using the connection between eigenvalues of $P_N + Q_N$ and the Jacobi ensemble. We rely on known results about the edge behavior of eigenvalues from the Jacobi ensemble. As an aside, we derive the limit global density for the Jacobi ensemble with variable parameters.
We abuse notation a bit and denote \( \lim_{N \to \infty} \frac{p_N}{N} \) by \( p \) and \( \lim_{N \to \infty} \frac{q_N}{N} \) by \( q \). That is, in this section \( p \) and \( q \) denote the limits of fractional ranks of matrices \( P_N \) and \( Q_N \). We also use the notation

\[
a : = q - p \equiv \lim_{N \to \infty} \frac{a_N}{N},
\]

\[
b : = 1 - p - q \equiv \lim_{N \to \infty} \frac{b_N}{N}, \quad \text{and}
\]

\[
c : = p(1 - q) + q(1 - p) \equiv (1 + a^2 - b^2)/2.
\]

Let \( \lambda_i \) be ordered eigenvalues of \( P_N + Q_N \), counted with multiplicity. Let

\[
\mu_N := \frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_i};
\]

that is, \( \mu_N \) is the eigenvalue distribution of \( P_N + Q_N \).

**Proposition 4.1.** With probability 1 the eigenvalue distribution of \( P_N + Q_N \) weakly converges to a probability measure \( \mu \). The absolutely continuous part of this measure is supported on \( I_1 \cup I_2 \), where \( I_1 = 1 + I, I_2 = 1 - I \), and

\[
I = \left[ \sqrt{q(1-p)} - \sqrt{p(1-q)} \right, \sqrt{q(1-p)} + \sqrt{p(1-q)} \right].
\]

The density of this part is given by

\[
\rho(x) = \frac{1}{\pi} \frac{\sqrt{-a^2 + 2c(x-1)^2 - (x-1)^4}}{x(x-1)(x-2)}.
\]

In addition, \( \mu \) has an atom with weight \( |a| \) at \( x = 1 \). If \( b > 0 \) then \( \mu \) has an atom with weight \( b \) at \( x = 0 \); and if \( b < 0 \) then \( \mu \) has an atom with weight \(-b\) at \( x = 2 \).

**Proof:** This result is a particular case of a theorem in [18], with the limit distribution computed by using the standard techniques from free probability. \( \square \)

As a consequence, we can write down the limit level distribution for the Jacobi ensemble with a changing weight function. (This limit level distribution is known and goes back to the research of Wachter in [23]. However, we obtain it by using free probability calculations and this seems to be new.)

Let

\[
f^{(2)}(x_1, \ldots, x_N) = c_2 \prod_{1 \leq i < j \leq N} |x_i - x_j|^2 \prod_{i=1}^{N} x_i^{s_N} (1 - x_i)^{t_N}, \quad x_i \in [0, 1],
\]

Recall that the level density of this distribution is simply the marginal distribution:

\[
p_N^{(2)}(x; s_N, t_N) = \int f^{(2)}(x, x_2, \ldots, x_N) \, dx_2 \ldots dx_N.
\]
Proposition 4.2. Let $p^{(2)}_N (x; s_N, t_N)$ is the level density of the Hermitian Jacobi ensemble with parameters $s_N$ and $t_N$. Assume that $s_N/N \to s \geq 0$ and $t_N/N \to t \geq 0$ as $N \to \infty$. Define:

\begin{align*}
a &:= \frac{s}{2 + t + s}, \\
c &:= \frac{1}{2} \left(1 + \frac{s^2 - t^2}{(2 + t + s)^2}\right), \text{ and} \\
d &:= \frac{1}{(2 + t + s)^2} \sqrt{(1 + s) (1 + t) (1 + t + s)}.
\end{align*}

Then the level density $p^{(2)}_N (x; s_N, t_N)$ converges to the limit $p^{(2)} (x; s, t)$ which is supported on the interval

$I = [c - d, c + d].$

Its density is

\begin{equation*}
\rho^{(2)}(x) = \frac{2 + t + s \sqrt{-a^2 + 2cx - x^2}}{2\pi x(x - 1)}.
\end{equation*}

Proof: We use the correspondence between the Jacobi ensemble and the eigenvalues of the sum of random projections $P_N + Q_N$ established in Theorem 1.1 For this we use projectios $P_N$ and $Q_N$ with ranks $p_N$ and $q_N$ and make sure that $p_N/N$ and $q_N/N$ approach $p$ and $q$, which are defined as follows:

\begin{align*}
p &:= \frac{1}{2 + t + s} \quad \text{and} \quad q := \frac{1 + s}{2 + t + s}.
\end{align*}

By using Theorem 1.1 it is easy to check that the limit eigenvalue density of this matrix ensemble must coincide with the limit level density of the Jacobi ensemble. Then, the conclusion of the theorem follows from Proposition 4.1.

Now let us find out what is the edge behavior of eigenvalues of $P_N + Q_N$. The edge behavior of the Jacobi ensemble with variable parameters was analysed in [4] and [14]. (The case with the fixed parameters was studied in [9] and [17].) In particular, Johnstone found that the distribution of the largest eigenvalue is concentrated near a point $x$, which he defines as follows.

Let \begin{equation*}
\cos \phi = \frac{t - s}{2 + t + s} \quad \text{and} \quad \cos \gamma = \frac{t + s}{2 + t + s}.
\end{equation*}

Then,

\begin{equation*}
x = \frac{1 - \cos (\phi + \gamma)}{2}.
\end{equation*}

(We change Johnstone’s notations a bit to adjust them to our situation since we consider the Jacobi ensemble on $[0, 1]$ instead of $[-1, 1]$. In addition, we omitted some terms of order $O(N^{-1})$ which are important for statistical applications but irrelevant from the asymptotic point of view.)

An easy verification shows that $x$ coincides with the upper bound of the limiting distribution support which we derived in Proposition 4.2 that is, $x = c + d$. 

Johnstone proved the following result (see Theorem 3 in [14] and a related result in Theorem 4.15 of [4]):

**Theorem 4.3** (Johnstone). Assume that \( t > 0 \) and let \( x_{(1)} \) denote the largest point from \( N \) points sampled according to distribution (11). Let \( s_N/N \to s \geq 0 \) and \( t_N/N \to t \geq 0 \) as \( N \to \infty \). Then, there exists \( \sigma > 0 \), such that for every \( u \),

\[
P \left\{ \frac{\tanh^{-1} (x_{(1)}) - \tanh^{-1} (x)}{\sigma N^{-2/3}} \leq u \right\} \to F_2(u),
\]

where \( F_2(u) \) is the Tracy-Widom distribution function for the edge of the Gaussian unitary ensemble.

Johnstone gives an explicit expression for \( \sigma \) and an explicit bound for the error in this convergence result. He uses a slightly different definition of \( x \) which improves the second order convergence properties. Also note that while the inverse hyperbolic tangent improves the convergence properties for relatively small \( N \), it is irrelevant from the asymptotic point of view. A similar theorem was proved by Johnstone for the real symmetric Jacobi ensemble, with a different \( \sigma \) and \( F_1(u) \) instead of \( F_2(u) \).

**Proof of Theorem 1.3** This result follows immediately from Theorems 1.1 and 4.3. \( \square \)

5. **Eigenvalues of \( P+Q \) near \( x=1 \)**

**5.1. Hermitian case.** The density

\[
f(x_1, \ldots, x_n) = c \prod_{1 \leq i < j \leq n} |x_i - x_j|^2 \prod_{i=1}^{n} x_i^a (1 - x_i)^b, \quad x_i \in [0, 1]
\]

(12)
can be written as a determinant:

\[
f(x_1, \ldots, x_n) = \frac{1}{N!} \det (K_n(x_i, x_j))_{i,j=1 \ldots n} ;
\]

\[
K_n(x, y) = \sum_{k=0}^{n-1} Q_k(x) Q_k(y) = c_n \frac{Q_n(x) Q_{n-1}(y) - Q_{n-1}(x) Q_n(y)}{x - y},
\]

where \( Q_k(x) \) are orthonormal polynomials with respect to the weight \( x^a (1 - x)^b \) on the interval \([0, 1]\) and \( c_n \) is an appropriate constant.

**Lemma 5.1.** We have

\[
\lim_{n \to \infty} \frac{1}{2n^2} K_n \left( \frac{t^2}{2n^2}, \frac{t^2}{2n^2} \right) = \frac{1}{2} \left( J_a(t)^2 - J_{a+1}(t) J_{a-1}(t) \right),
\]

where \( J_a(t) \) denote the Bessel function of index \( a \).
Proof: This is a consequence of a remark in Section 7.2.5 and Proposition 7.2.1 in [10]. □

Proof of Theorem 1.4 By using the relation between the eigenvalues of $P_N + Q_N$ and of the Jacobi ensemble, we have $\mathbb{E}N'(I_N) = \mathbb{E}N'(J_N)$, where $\mathbb{E}N'(J_N)$ is the expected number of eigenvalues of the Jacobi ensemble in the interval $J_N = [0, t_0^2/(2p_N^2)]$. Hence, by using Lemma 5.1, we can write:

$$\mathbb{E}N'(I_N) = \int_0^{t_0^2/(2p_N^2)} K_{PN}(x, x) \, dx = \int_0^{t_0} \frac{t}{p_N} K_{\mathcal{P}} \left( \frac{t^2}{2p_N^2}, \frac{t^2}{2p_N^2} \right) \, dt = \int_0^{t_0} t \left( J_a(t)^2 - J_{a+1}(t) J_{a-1}(t) \right) \, dt + o(1).$$

□

5.2. Real symmetric case. In the real symmetric case the density of eigenvalue distribution and all correlation functions (i.e., the marginals of this density) can be written using quaternion determinants:

$$f(x_1, \ldots, x_n) = \frac{1}{N!} Q \det (K_n(x_i, x_j))_{i,j=1\ldots n},$$

where $K_n(x_i, x_j)$ is a quaternion function. The matrix representation of this quaternion is

$$K_n(x, y) = \begin{pmatrix}
S_n(x, y) & \tilde{I}_n(x, y) \\
D_n(x, y) & S_n(y, x)
\end{pmatrix},$$

where

$$D_n(x, y) = \frac{\partial}{\partial x} S_n(x, y),$$
$$\tilde{I}_n(x, y) = -\int_x^y S_n(x, z) \, dz + \frac{1}{2} \text{sgn}(y - x),$$

and $S_n(x, y)$ can be defined in terms of skew-orthogonal or orthogonal polynomials. (See Propositions 6.3.2, 6.3.3, and 6.4.3 in [10].)

The expected number of eigenvalues in an interval $I$ for the Jacobi ensemble can be computed as

$$\int_I S_{PN}(x, x) \, dx.$$

The scaling limit for $S_n(x, y)$ at the edge of the spectrum is given in Section 7.9.1 of [10]. We change the formula a bit since we use interval $[0, 1]$ instead of $[-1, 1]$

$$\lim_{n \to \infty} \frac{1}{2n^2} S_n \left( \frac{x^2}{2n^2}, \frac{y^2}{2n^2} \right) = S_{\text{hard}}(x^2, y^2) = \frac{x}{y} K_{\text{hard}}(x, y)_{a \to a+1} + \frac{J_{a+1}(y)}{2y} \left( 1 - \int_0^x J_{a+1}(v) \, dv \right),$$

where

$$K_{\text{hard}}(x^2, y^2) = \frac{x J_{a+1}(x) J_a(y) - y J_{a+1}(y) J_a(x)}{(x^2 - y^2)}.$$
In particular,
\[
S^{hard}(x^2, x^2) = \frac{1}{2} \left( J_{a+1} \left( x^{1/2} \right)^2 - J_{a+2} (x) J_{a} (x) \right) + \frac{J_{a+1} (x)}{2x} \left( 1 - \int_0^x J_{a+1} (v) \, dv \right).
\]

Hence, we can write
\[
\mathbb{E} N(I_N) = \int_0^{t^2/(2p_N^2)} S_{p_N} (x, x) \, dx
= \int_0^{t^2} \frac{t}{p_N^2} S_{p_N} \left( \frac{t^2}{2p_N^2}, \frac{t^2}{2p_N^2} \right) \, dt
= \int_0^{t^2} t \left( J_{a+1} (t)^2 - J_{a+2} (t) J_{a} (t) \right) \, dt
+ \int_0^{t} J_{a+1} (t) \left( 1 - \int_0^t J_{a+1} (v) \, dv \right) \, dt + o(1).
\]

\[
\square
\]

6. Conclusion

We showed that the local behavior of eigenvalues of the sum of two random orthogonal projections satisfy the universality paradigm in general, with a single exception. The exception can perhaps be explained by an additional symmetry present in the model.

This evidence give some support to the conjecture that the local behavior of eigenvalues of the sum of two non-scalar large random matrices is universal.

References

[1] Jinho Baik, Alexei Borodin, Percy Deift, and Toufic Suidan. A model for the bus system in Cuernavaca (Mexico). Journal of Physics A: Mathematical and General, 39:8965–8975, 2006.
[2] Pavel Bleher and Alexander Its. Semiclassical asymptotics of orthogonal polynomials, Riemann-Hilbert problem, and universality in the matrix model. Annals of Mathematics, 150:185–266, 1999.
[3] E. Brezin and S. Hikami. Extension of level-spacing universality. Physical Review E, 56:264–269, 1997.
[4] Benoit Collins. Product of random projections, Jacobi ensembles and universality problems arising from free probability. Probability Theory and Related Fields, 133:315–344, 2005.
[5] Ovidiu Costin and Joel L. Lebowitz. Gaussian fluctuations in random matrices. Physical Review Letters, 75:69–72, 1995.
[6] P. Deift, T. Kriecherbauer, K. T-R. McLaughlin, S. Venakides, and X. Zhou. Uniform asymptotics for polynomials orthogonal with respect to varying exponential weights and applications to universality questions in random matrix theory. Communications in pure and applied mathematics, 52:1335–1425, 1999.
[7] L. Erdos, B. Schlein, and H.-T. Yau. Universality of random matrices and local relaxation flow. Inventiones Mathematicae, 185:75–119, 2011.
[8] L. Erdos and H.-T. Yau. Universality of local spectral statistics of random matrices. [arXiv:1106.4986] 2011.
[9] P. J. Forrester. The spectrum edge of random matrix ensembles. Nuclear Physics B, 402:709–728, 1993.
[10] P. J. Forrester. Log-gases and random matrices. Princeton University Press, 2010.
[11] Jonas Gustavsson. Gaussian fluctuations of eigenvalues in the GUE. Annales de l’Institut Henri Poincare (B) Probability and Statistics, 41:151–178, 2005.
[12] Alan T. James. Distribution of matrix variates and latent roots derived from normal samples. Annals of Mathematical Statistics, 35:475–501, 1964.
[13] Kurt Johansson. Universality of the local spacing distribution in certain ensembles of Hermitian Wigner matrices. *Communications in Mathematical Physics*, 215:683–705, 2001.

[14] Iain M. Johnstone. Multivariate analysis and Jacobi ensembles: Largest eigenvalue, Tracy-Widom limits and rates of convergence. *Annals of Statistics*, 36:2638–2716, 2008.

[15] A. B. J. Kuijlaars. Universality. In Philippe Di Francesco Gernot Akemann, Jinho Baik, editor, *The Oxford Handbook of Random Matrix Theory*, pages 103–134. Oxford University Press, 2011. [arXiv:1103.5922](https://arxiv.org/abs/1103.5922)

[16] Madan Lal Mehta. *Random Matrices*. Elsevier Academic Press, third edition, 2004.

[17] Taro Nagao and Peter J. Forrester. Asymptotic correlations at the spectrum edge of random matrices. *Nuclear Physics B*, 435:401–420, 1995.

[18] L. Pastur and V. Vasilchuk. On the law of addition of random matrices. *Communications in Mathematical Physics*, 214:249–286, 2000. [arXiv:math-ph/0003043](https://arxiv.org/abs/math-ph/0003043)

[19] Alexander Soshnikov. Universality at the edge of the spectrum in Wigner random matrices. *Communications in Mathematical Physics*, 207:697–733, 1999.

[20] Alexander Soshnikov. A note on the universality of the distribution of largest eigenvalues in certain sample covariance matrices. *Journal of Statistical Physics*, 108:1033–1056, 2002.

[21] Alexander B. Soshnikov. Gaussian fluctuation for the number of particles in Airy, Bessel, sine, and other determinantal random point fields. *Journal of Statistical Physics*, 100:491–522, 2000.

[22] T. Tao and V. Vu. Random matrices: universality of the local eigenvalue statistics. *Acta Mathematica*, 206:127–204, 2011.

[23] Kenneth W. Wachter. The limiting empirical measure of multiple discriminant ratios. *Annals of Statistics*, 8:937–957, 1980.