Information Needs and Visual Attention during Urban, Highly Automated Driving—An Investigation of Potential Influencing Factors
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Abstract: During highly automated driving, the passenger is allowed to conduct non-driving related activities (NDRA) and no longer has to act as a fallback at the functional limits of the driving automation system. Previous research has shown that at lower levels of automation, passengers still wish to be informed about automated vehicle behavior to a certain extent. Due to the aim of the introduction of urban automated driving, which is characterized by high complexity, we investigated the information needs and visual attention of the passenger during urban, highly automated driving. Additionally, there was an investigation into the influence of the experience of automated driving and of NDRAs on these results. Forty participants took part in a driving simulator study. As well as the information presented on the human–machine interface (system status, navigation information, speed and speed limit), participants requested information about maneuvers, reasons for maneuvers, environmental settings and additional navigation data. Visual attention was significantly affected by the NDRA, while the experience of automated driving had no effect. Experience and NDRA showed no significant effect on the need for information. Differences in information needs seem to be due to the requirements of the individual passenger, rather than the investigated factors.
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1. Introduction

Highly automated driving is advantageous compared to lower automation levels, since the driver becomes a passenger and no longer has to act as a fallback level at function limits [1]. As a result, safety-critical take-over scenarios [2], which occur in conditionally automated driving, may be avoidable. In highly automated driving mode, the passenger no longer has to perform any driving, monitoring or hedging tasks, which leads to a large number of possible non-driving related activities (NDRAs), ranging from passengers using smartphones to sleeping. NDRAs are thus regarded as one of the greatest benefits of automated driving [3]. However, previous publications have shown that the driver does not want to be completely excluded from the driving process in automated driving [4,5]. Therefore, the identification of desired driving-related information is indispensable to allow adequate human–machine interface (HMI) design. So far, studies investigating information needs have focused on highways as the operational design domain (ODD), and automation levels 1–3. However, urban areas are more complex than highways, due to a high number of static and dynamic objects [6], vulnerable road users [7], the diversity of road users and a high information density [8], which could lead to an increased need for information. Furthermore, participants in urban areas seem to have less trust in automated vehicles (AV) than on highways or rural roads [9]. Trust is known to be affected by
the information given via the automated system [10]. Since previous research has mostly neglected this type of information need and the factors influencing such needs with regard to urban, highly automated driving, this work aims to close this research gap. In the context of this study, it will be investigated as to which information is needed in urban, highly automated driving, and how this is influenced by possible factors which could be taken into account in future HMI design.

1.1. Information Needs in Automated Driving

In manual driving, the focus is on driving-task-related information, whereas in automated driving, the focus is on information for system monitoring [11]. Moreover, not all drivers are immediately willing to hand over their safety to an AV [3]. The functional scope of an AV might not be obvious to a driver, and therefore vehicle maneuvers can lead to discomfort or a feeling of being at risk if those maneuvers are not communicated in advance by the system. This results in an increased need of the driver for information; e.g., upcoming maneuver or confidence level of the driving automation system [12]. So far, research has focused on partially automated and conditionally automated driving. During partially automated driving, the driver must continuously monitor the vehicle, while in conditionally automated driving mode the driver temporarily becomes a passenger and is allowed to conduct NDRAs. Only in the case of a request to intervene must the passenger reassume control of the driving task, in which case the passenger is given a sufficient time budget. Functionally, highly automated driving is very similar to conditionally automated driving, with the difference being that the driver does not necessarily have to take over the driving task, because the AV itself can conduct a minimal risk maneuver. As safety-critical takeover scenarios can thus be avoided, it is questionable whether information could be transferred completely from conditionally to highly automated driving [1].

For continuous monitoring during partially automated driving, information on system status, and on current and planned maneuvers should be communicated [13–15]. A study by [13], for example, showed that participants performing this monitoring task require information on driving maneuvers, system weaknesses, environmental information, driving maneuver announcements, the current driving maneuver, general vehicle information, direction information, current speed, navigation data and system status within the HMI concept. Reference [11] investigated the need for information for manual, partially automated and conditionally automated driving using the focus group method and a driving simulation study. The results for conditionally automated driving show that information on system status, current and planned maneuvers and objects detected in the environment were considered most important. According to [11], the current system status, system reliability, navigation data, current and planned maneuvers, current speed, speed limits and upcoming critical scenarios should be presented regardless of the automation level. Another study examined the information needs of truck drivers in conditionally automated driving [16]. Information on system status, system reliability, current and future maneuvers and environmental information were considered relevant. Reference [17] investigated what information passengers expected from highly and fully automated driving. Vehicle intentions related to hazardous scenarios, upcoming vehicle maneuvers, speed limits in speed restricted areas, whether it is safe to proceed, hazard detection and the ability to override or confirm vehicle actions in hazardous/uncertain scenarios were considered relevant. However, these information needs were not quantified and differentiated according to the level of automation. References [4,11,13,16,18] report a degree of certainty (uncertainty information) with which the automation can cope with the current scenario as relevant. Additionally, it has been reported that the remaining automated travel distance/time is important [11,19–21]. These information requirements have already been incorporated into the HMI design for partially and conditionally automated driving in numerous studies (e.g., [12,14,22–24]).
1.2. Potential Influencing Factors

1.2.1. Experience

Online surveys showed a high variance in the population in terms of interest in and knowledge of automated driving [25]. Therefore, passengers of an AV must be at the center of development to create confidence for the passenger and adaption to the human mental model [25]. Mental models are considered the cognitive-emotional representation of a system. They describe the idea people have of the system and of its functionalities, and can thus serve as a basis for human interaction with the technical system. The mental model is based on experiences of the system [4,26]. While investigating a collision warning system, reference [27] found that an experience had an influence on handling and trust-building. A driving simulation study by [11] showed that, due to the mental model, the need for information could depend on experience and individual trust. Users may need less information the longer they use the AV [11]. Reference [28] reported that early users without experience needed to be persuaded of the error-free system functionalities by having information displayed. This helps the driver to understand that the system is operating safely and responsibly. In [5], participants reported needing less information after a period of familiarization than they did when first using the AV.

1.2.2. NDRAs

The possibility of engaging in a NDRA was found to be one of the most valued benefits of AVs [3]. Studies by [29,30] have shown that passengers driving in automated mode watch videos, observe the traffic environment, use smartphones, read, write, talk to passengers or sleep. Because resources for visual input are limited, there is a significant interference between two activities that use the same resource, which could lead to lower performance in tasks using the same resource in a parallel manner. Therefore, particular NDRAs, such as watching videos, in which visual cognitive binding occurs, result in a reduced perceptibility of vehicle behavior, since information can no longer be perceived directly from continuous monitoring, which in turn could influence the need for information. Reference [11] stated that the decreasing need for information shows a contrary trend to the demand for NDRA. For example, reference [11] found differences in information needs between partially and conditionally automated driving. This could be due to the occupants’ different responsibilities according to the level of automation or to the use of an NDRA during conditionally automated driving compared to no NDRA during partially automated driving. A further result showed that when performing an NDRA during conditionally automated driving, the control glances on the instrument cluster decreased and thus less information is received from this interface [11].

2. Objectives

Previous studies have already investigated information needs during automated driving. However, these studies mainly used automation levels 1–3 in a highway ODD. In contrast, this study examines how highly automated driving (SAE level 4) [1] affects information needs when the driver is no longer required to control functional limits of the vehicle. Furthermore, we defined urban areas to be the ODD. These are characterized by a high degree of complexity, which we expected to influence the needs for information. The identified potential factors influencing the need for information led to the following research questions (RQ1 and RQ2). Since, according to [16], the driving scenario can have an influence on the need for information, various scenarios were selected in order not to distort the results by a single scenario. The different driving scenarios led to an additional explorative research question (RQ3).

- **RQ1**: How do experience and NDRAs influence visual attention?
- **RQ2**: How do experience and NDRAs influence information needs?
- **RQ3 (Explorative)**: What information do passengers need in different driving scenarios in highly automated urban driving, if there are no functional limits?
3. Methods

3.1. Sample

Forty participants took part in this experiment, 16 of whom were classified as having experience in the field of automated driving (experience). Mean (M) age of the experienced group was 26.5 years (SD = 2.2 years), and that of the inexperienced group was 27.6 years (SD = 1.2 years). The experienced group consisted of 12 (75%) men and four (25%) women, while the inexperienced group consisted of 17 (71%) men and seven (29%) women. Table 1 gives an overview of characteristic differences for the experienced and inexperienced drivers with regard to automated driving.

Table 1. Number of participations in driving simulator studies concerning automated driving, knowledge about automated driving and opinion on automated driving, by experience group.

|                      | Experienced Drivers | InexperiencedDrivers |
|----------------------|---------------------|----------------------|
| Number of participations | Total 122          | 17                   |
| Knowledge            | M 4.69              | 3.04                 |
| [5-Likert scale: From non at all (1) to very good (5)] | SD 0.46             | 1.20                 |
| Opinion              | M 4.38              | 3.75                 |
| [5-Likert scale: From negative (1) to positive (5)] | SD 0.78             | 1.01                 |

3.2. Experimental Design and Measures

We used a $2 \times 2 \times 7$ factorial design for this experiment. Experience in the field of automated driving (experience) and NDRAs (with or without) were the between-subject factors, whilst driving scenario (scenario) was a within-subject factor (see Table 2). Participants working in the field of research and development of automated driving were classified as having experience. The professional background was used for classification, as this influences the level of knowledge and experience with studies on automated driving, and thus the mental model [26]. Half of the participants who were classified as experienced or non-experienced received an NDRA. Each participant experienced all seven urban driving scenarios during the highly automated drive. Several scenarios were investigated in order not to distort the results by a single scenario because of the potential influence of the scenario on the need for information [16].

Table 2. Experimental design, with the between- and within-subject factors used.

| Type of Subject Factors | Between | Experienced | Inexperienced |
|-------------------------|---------|-------------|---------------|
| Between                 | NDRA    | No NDRA     | NDRA          |
| Within                  | S1–S7   | S1–S7       | S1–S7         |

Subjective data were collected using questionnaires. Questionnaires used a mix of closed and open questions. The completion of each driving scenario was followed by an intermediate survey. Participants rated the information presented in the HMI on a 7-point Likert scale (ranging from “not important at all” to “very important”) for the actual scenario. In the second part of the intermediate survey, participants had the option of adding any information they would have liked for this specific scenario.

We used eye-tracking to obtain objective data based on the gaze behavior to investigate whether the information needs were also manifested in the gaze and associated scanning behavior. Gaze behavior was operationalized by calculating the area of interest (AOI) attention ratio, which was defined as the percentage of time participants spent looking at an AOI while driving in highly automated mode [31]. The instrument cluster and the windshield were considered AOs (see Figure 1).
The experiment was carried out in the static driving simulator of the Chair of Ergonomics at the Technical University of Munich [32]. The simulator consisted of a BMW E64 vehicle mock-up. Three connected screens provided a 180° front view and three additional screens provided a view of the rear and side mirrors. SILAB 5.1 of the Würzburg Institute for Traffic Sciences GmbH, having a refresh rate of 60 Hz, served as driving simulation software [33]. The highly automated driving function must be activated via a button on the steering wheel. The automated driving system could be overridden anytime by pressing the same button or by activating the brake or accelerator. An additional sound system provided vehicle and environmental sounds. Three stationary cameras with an infrared light source of the remote eye-tracking system SmartEye were installed in the vehicle interior and recorded data at a frequency of 60 Hz [34].

3.3.2. Human–Machine Interface Design

In this study, a basic HMI was used to avoid confronting the participants with a flood of information. This should not have influenced the participants in terms of them listing additional information they might have desired. Information content displayed on the HMI was selected on basis of the literature cited in Section 1.1. It comprised the system status for the automation (on/off), navigation information, the current speed of the vehicle and the current speed limit. Several publications (see Section 1.1) also mention that a degree of certainty with which the automation can cope with the current scenario should be displayed. However, since this study addresses highly automated driving and the driver does not have to serve as a fallback [1], the authors consider this information to be unnecessary for the use-cases investigated in this study. The remaining automated travel time was also omitted from the HMI. Since there were no requests to intervene, the remaining time would have informed the participants about the length of the driving scenario—something we wanted to avoid. The four selected pieces of information were presented to the passenger on a freely programmable instrument cluster. A blue icon on the instrument cluster (taken from [6]) displayed the active automation system status, as did a blue LED strip at the bottom of the windshield (see Figure 2). References [14,35–38] suggest displaying the system status additionally using a LED strip. The color blue can be perceived very well peripherally [39] and has been used in previous studies for indicating conditionally or highly automated driving [37,40,41].

Figure 1. (a) Static driving simulator of the Chair of Ergonomics [32]; (b) driver’s cockpit with the defined areas of interest (AOIs) instrument cluster (1) and windshield (2) marked orange.
3.3.3. Experimental Track

After one minute of manual driving, the highly automated driving system became available for a 14 min automated drive. In these 14 min of automated driving, the participants passed through seven different urban driving scenarios characteristic of city traffic. According to the pilot scenarios in the project @CITY [42], these scenarios consisted of intersections, bottlenecks on urban roads, other vehicles and vulnerable road users being encountered and upper speed limits of 30 or 50 km/h. The passenger was not required to take control of the vehicle during the automated drive. The participants experienced the scenarios in permutated order to avoid sequential effects in the results of the survey on information needs. In all scenarios, system status, current speed and current speed limit were displayed in the HMI. Navigation information was displayed in all scenarios except Scenarios 3 and 5 (green arrow in Figure 2b), since there were no road junctions within the scenario or following the scenario. A detailed overview of the seven scenarios is shown in Table 3.

Table 3. Overview of the presented automated driving scenarios.

| Description                                           | Sketch of Planned Maneuver | SILAB Birds-Eye-View |
|-------------------------------------------------------|----------------------------|----------------------|
| S1: Navigating intersection with traffic light and turning left | ![Sketch of Planned Maneuver](image1.png) | ![SILAB Birds-Eye-View](image2.png) |
| S2: Navigating intersection with traffic light and driving straight on | ![Sketch of Planned Maneuver](image3.png) | ![SILAB Birds-Eye-View](image4.png) |
| Description                                      | Sketch of Planned Maneuver | SILAB Birds-Eye-View |
|-------------------------------------------------|----------------------------|----------------------|
| S3: Cyclist ahead, turning left                  | ![Sketch](image1.png)     | ![Image](image2.png) |
| S4: Passing static bottleneck due to roadworks   | ![Sketch](image3.png)     | ![Image](image4.png) |
| S5: Passing a dynamic bottleneck due to a broken-down vehicle | ![Sketch](image5.png)     | ![Image](image6.png) |
| S6: Following a vehicle in front                 | ![Sketch](image7.png)     | ![Image](image8.png) |
| S7: Speed reduction due to entering a 30 km/h zone | ![Sketch](image9.png)     | ![Image](image10.png) |

Table 3. Cont.
3.3.4. Non-Driving Related Activity

By way of an NDRA, half of the participants were offered the option of watching a movie on a 9.6 inch tablet mounted in front of the central information display, as this is a frequently requested and performed NDRA during automated driving [29,30]. This cognitive, visual NDRA has already been used in previous studies [43–45]. This NDRA has the advantages of being easy to interrupt and being able to be carried out successfully with little practice. Therefore, it can be assumed that differences in the cognitive visual binding due to learning effects can be reduced by choosing this NDRA.

3.4. Procedure

The total duration of the experiment was 60 min. After welcoming the participants, they had to read and sign a declaration of consent and safety instructions. Subsequently, the participants received information about the experimental procedure and filled out a demographic questionnaire. Participants then entered the driving simulator and adjusted the seat, side mirrors, rear mirror and steering wheel. Participants then received instructions on the driving automation system and its capabilities; the HMI concept; and if used, the NDRA. After clarifying any queries, a seven-minute familiarization drive was started, consisting of a manual and an automated driving phase. After the familiarization drive, the SmartEye eye-tracking system was calibrated. During the experimental drive, the driving simulation was interrupted after each driving scenario. The simulation environment was frozen in order to carry out the survey on information needs. This methodology has been shown not to affect normal behavior of the participants during the study, but at the same time the results are not limited by human memory [46].

4. Results

4.1. Statistical Analysis

Eye-tracking data were analyzed using the Mann–Whitney test for the main effects—experience and NDRA—due to the violation of the normality distribution and equality of variances. These assumptions were checked by applying the Shapiro–Wilk test and Levene’s test. The ordinal data concerning the rating of the presented information were also analyzed for differences between the factors experience and NDRA using the Mann–Whitney test. A significance level of \( \alpha = 0.05 \) was initially applied. When differences of one factor were analyzed by multiple comparison (AOIs: instrument cluster and windshield; presented information: system status, navigation information, speed and speed limit) a Bonferroni–Holm correction [47] was applied. The adjusted significance levels \( \alpha_{\text{Holm}} \) are reported as part of the test statistic. We classified the effect sizes by interpreting the Pearson \( r \) correlation using Cohen’s benchmark [48]. The explorative results of additional requested information in the intermediate survey were clustered according to information categories based on Section 1.1 and compared descriptively. Data preparation was done using MATLAB and MS Excel. JASP was used for the statistical analysis.

4.2. Eye-Tracking Data

In the analysis of the eye-tracking data, only the AOIs instrument cluster and windshield were considered. The predefined AOI tablet (NDRA group) was not considered due to a data availability of less than 70% for this AOI, which would have led to the exclusion of participants [31].

The statistical analysis of the attention ratio on the instrument cluster (\( U = 181.0, p = 0.774, \alpha_{\text{Holm}} = 0.025 \)) and windshield (\( U = 193.0, p = 0.989, \alpha_{\text{Holm}} = 0.05 \)) revealed no significant difference between the experienced and inexperienced group. Participants who were offered an NDRA spent significantly less time looking at the windshield compared to participants with no NDRA (\( U = 384.0, p < 0.001, r = 0.92, \alpha_{\text{Holm}} = 0.025 \)). Nevertheless, NDRA had no significant effect on the attention ratio on the instrument cluster (\( U = 258.0, p = 0.121, \alpha_{\text{Holm}} = 0.05 \)). Table 4 shows the mean value
and standard deviation of the attention ratio on the AOIs instrument cluster and windshield for the between-subject factors experience and NDRA.

Table 4. Attention ratio on the AOIs instrument cluster and windshield with respect to experience and NDRA.

| Between-Subject Factor | n    | Instrument Cluster | Windshield          |
|------------------------|------|--------------------|---------------------|
|                        |      | M (SD)             | M (SD)              |
| Experienced            | 16   | 6.6% (4.0%)        | 54.8% (29.0%)       |
| Inexperienced          | 24   | 6.2% (3.8%)        | 53.6% (26.2%)       |
| NRDA                   | 20   | 5.6% (4.0%)        | 31.8% (18.2%)       |
| No NDRA                | 20   | 7.1% (3.6%)        | 76.3% (11.0%)       |

Results of the attention ratio for the within-subject factor scenario are given in Table 5. On a descriptive level, the attention ratio on the instrument cluster and the attention ratio on the windshield show differences for the different scenarios. For example, the participants spent only 5.5% in Scenario S7 compared to 7.1% in Scenario S2 of the visual attention rate on the instrument cluster. In Scenarios S3 and S4, participants spent 57.5% and 57.3% of the visual attention rate on the windshield, while in Scenario S1 it was only 50.7%.

Table 5. Attention ratio on the AOIs instrument cluster and windshield with respect to scenario.

| Within-Subject Factor | N   | Instrument Cluster | Windshield |
|-----------------------|-----|--------------------|------------|
|                       |     | M (SD)             | M (SD)     |
| Scenario 1            | 40  | 6.9% (4.4%)        | 50.7% (28.7%) |
| Scenario 2            | 40  | 7.1% (4.8%)        | 53.4% (28.8%) |
| Scenario 3            | 40  | 5.7% (4.8%)        | 57.5% (27.0%) |
| Scenario 4            | 40  | 6.0% (4.4%)        | 57.3% (28.9%) |
| Scenario 5            | 40  | 7.0% (5.6%)        | 53.1% (26.9%) |
| Scenario 6            | 40  | 6.3% (5.0%)        | 51.1% (27.3%) |
| Scenario 7            | 40  | 5.5% (4.4%)        | 55.4% (30.0%) |

4.3. Subjective Data

Scenario S7 was excluded from the analysis of the rating of the presented information categories system status, navigation information, speed and speed limit. Most participants did not perceive this as the current scenario and related their rating to a maneuver before this scenario. This could be assumed on the basis of the additional information requested and the follow-up talk. In the experimental drive, navigation information was presented for the Scenarios S1, S2, S4 and S6. Therefore, no rating of the navigation information exists for Scenarios S3 and S5.

Table 6 presents the median (Mdn) of the rated information for the between-subject factors experience and NDRA. The rating of the information system status (U = 124.5, p = 0.062, αHolm = 0.0125), navigation information (U = 211.0, p = 0.609, αHolm = 0.0125), current speed (U = 260.0, p = 0.062, αHolm = 0.0125) and speed limit (U = 260.0, p = 0.062, αHolm = 0.0125) showed no significant difference between experienced and inexperienced participants. Nevertheless, there is a descriptive tendency for inexperienced participants to rate navigation information, speed and speed limit as more important than experienced participants, while experienced participants rate the system status as more important. The factor NDRA revealed no significant difference for the pieces of information system status (U = 179.5, p = 0.585, αHolm = 0.0125), navigation information (U = 244.0, p = 0.238, αHolm = 0.0125), current speed (U = 244.0, p = 0.239, αHolm = 0.0125) and speed limit (U = 243.0, p = 0.250, αHolm = 0.0125).
Table 6. Subjective rating of the presented information system status, navigation information, current speed and speed limit for the between-subject factors experience and NDRA.

| Between-Subject Factor | n  | System Status | Navigation Information | Current Speed | Speed Limit |
|------------------------|----|---------------|------------------------|--------------|------------|
|                        |    | Mdn           | Mdn                    | Mdn          | Mdn        |
| Experienced            | 16 | 6.00          | 4.75                   | 3.50         | 2.00       |
| Inexperienced          | 24 | 4.00          | 5.00                   | 6.00         | 3.75       |
| NRDA                   | 20 | 5.25          | 4.25                   | 4.25         | 3.00       |
| No NDRA                | 20 | 4.00          | 5.50                   | 5.75         | 4.25       |

The results of the rated information categories system status, navigation information, current speed and speed limit for the within-subject factor scenario are shown in Table 7. The information rating shows differences for the scenarios comparing the median values of the information categories system status ($\Delta_{\text{max Mdn}} = 1$), navigation information ($\Delta_{\text{max Mdn}} = 2$), current speed ($\Delta_{\text{max Mdn}} = 1$) and speed limit ($\Delta_{\text{max Mdn}} = 1$). Considering the subjective ratings on a descriptive level, it seems that system status is most important and that speed limit is the least important over all scenarios, if one considers the value of the median.

Table 7. Subjective rating of the presented information categories system status, navigation information, current speed and speed limit for the within-subject factor scenario.

| Within-Subject Factor | N  | System Status | Navigation Information | Current Speed | Speed Limit |
|-----------------------|----|---------------|------------------------|--------------|------------|
|                       |    | Mdn           | Mdn                    | Mdn          | Mdn        |
| Scenario 1            | 40 | 6             | 6                      | 4            | 3          |
| Scenario 2            | 40 | 5             | 5                      | 5            | 4          |
| Scenario 3            | 40 | 5.5           | -                      | 5            | 3          |
| Scenario 4            | 40 | 5             | 4                      | 5            | 4          |
| Scenario 5            | 40 | 5             | -                      | 4.5          | 3          |
| Scenario 6            | 40 | 5             | 5                      | 5            | 4          |

Furthermore, the rating of the information categories system status (interquartile differences: 3–4), navigation information (interquartile differences: 3–3.25), current speed (interquartile differences: 3–5) and speed limit (interquartile differences: 2.25–4) show high interquartile differences for each scenario.

The additional requested information was thematically clustered. The results were the information categories maneuver, maneuver reason, environmental information and navigation data. Six requests were for no information, and could not be assigned to an information category (e.g., warnings should be communicated auditorily). The difference between the information categories “maneuver reason” and “environmental information” is as follows: As soon as environmental information, such as another vehicle, has a direct influence on the maneuver, it is classified in the maneuver reason category. In Scenario S4, for example, it was mentioned as maneuver information that information should be provided about the planned lane change to the left. The detected roadworks in the vehicle’s lane were requested as maneuver reason information. The information about current traffic signs was included as environmental information. No navigation data was requested in this scenario. Independent of the scenario, a digital map of the intersections was named as the main navigation data. Three participants also indicated in the navigation data that they would like to be informed about the distance or time until arrival. Figure 3 shows the results of the additional requested information for the defined information categories, depending on the driving scenario. In total, participants requested 103 pieces of information on maneuvers, 43 on maneuver reasons, 20 pieces of environmental information and eleven pieces of navigation data information. The number of pieces of requested information showed differences depending on the scenario.
5. Discussion

5.1. Visual Attention

Participants with and without experience showed no significant difference in visual attention. Therefore, they used the information provided on the instrument cluster and observed the environment via the windshield to the same extent. Participants who were distracted by NDRA also showed the same visual attention to the instrument cluster as those without this distraction, and hence, requested the same amount of information. It could be argued that, if participants considered information important, they retrieved it from the instrument cluster, regardless of the NDRA. This is contradictory to [11], which revealed less control glances when performing a NDRA. In [11], however, the NDRA was a cloze test, which has a lower interruptibility compared to the videos used in our study, because the audio of the video is perceptible even if your eyes are not on the tablet. Furthermore, in [11] control glances were glances on the instrument cluster and on the mirrors which could lead to different results.
The visual distraction of the NDRA resulted in a reduced visual attention on the windshield. It can therefore be assumed that the group of participants without an NDRA watched the traffic and the surroundings more closely and were less distracted without an NDRA. However, in this case it cannot be ruled out that mind-wandering occurred for the participants without the NDRA, and they created a new NDRA by thinking about things without situational reference. On a descriptive level, visual attention seems also to be influenced by the individual scenarios. This could be due to the information density and complexity of the scenarios. Differences regarding attention ratio on the AOI instrument cluster could result from the presented information which could help to better understand the behavior of the AV; e.g., navigation information in Scenarios S1 and S2 (see Section 5.2).

5.2. Need for Information

There was no significant difference concerning the rating of information available on the HMI between participants who conducted NDRA and those who did not. Participants who were visually distracted by the NDRA wanted to have the same amount of information provided on the instrument cluster. The NDRA selected in this experiment could be interrupted very easily. Therefore, it cannot be excluded that the information needs of other NDRA may change, and this phenomenon requires a separate investigation on the need for information. Moreover, experience showed no significant influence on the need for information. Contrary to what [11] assumed, the need for information did not decrease with more experience. However, there was a descriptive tendency that experienced participants rated the system status higher than the other driving related information on the HMI, while inexperienced participants rated navigation and speed information higher than the system status. This may be due to the mental models of the participants. Thus, inexperienced participants know about this information from their own vehicle, while information on system availability and its relevance is hardly known. Experienced participants were classified according to their professional context and expert status. Despite the high number of driving simulation studies on automated driving in this group compared to the inexperienced group, this cannot necessarily be equated with regular use of automated driving. For example, the number of simulated automated drives made directly in the last month was not recorded. It is therefore possible that the influence of experience on the need for information only occurs in the sense of long-term effects, by getting used to the functionalities over the course of four weeks or longer [49]. Another explanation could be that experts are not the same as laypersons with experience. Reference [11] assumed that participants needed more information in the beginning of using AVs due to a lack of trust in these systems. After experiencing a system and its reliability for a while, trust could increase, and consequently, information needs regarding transparency might decrease. As experts in this study were mostly researchers, they might have known what kind of information is considered important in scientific literature. Therefore, they do not desire less information as they have their experience from studies and not from frequent, ordinary usage. Future research should investigate whether information needs decrease after laypersons experience the same system multiple times.

The scenarios seem to influence the rating of the information and the additional information added by the participants. Thus, the interpretation of the presented information should in future be scenario-specific (see also [16]). Since the Scenario S7 was not perceived by most of the participants and was therefore not evaluated, it can be concluded that the need for information in this scenario was very low. When evaluating the information displayed, the system status was classified as important information across all scenarios. This confirms the results from the literature (Section 1.1). The navigation information and current speed were also rated as important. The navigation information became most important in S1, where at a complex intersection the turning maneuver could be predicted better by the navigation information. The evaluation of speed information showed this measure lost most relevance in case of scenarios resulting in low speed leading up to a short standstill (S1 and S5). Speed restrictions were considered to be the least important information on the HMI in low speed scenarios (S1, S3, S5). In addition, the rating of all information showed high interquartile differences.
across all scenarios. While no influence for the subject factors experience and NDRA was found, it can be argued that the individual passengers exhibit great differences in information requirements. Consequently, that cannot be attributed to the manipulated factors and adaptive approaches to HMI design that meet these interindividual requirements might be indicated.

With regard to the additional information added by the participants, the information category maneuver reason was mentioned most frequently across all scenarios. This corresponds to the findings outlined in Section 1.1. According to [10], it is important for the driver to understand how decisions of an automated system are made, which may lead to increased trust, which in turn may improve adoption of AVs [50]. Although passengers did not have to monitor the driving automation system and to take over control of the vehicle, participants often asked for information about the maneuver. It should be emphasized that, especially in scenarios when there were several options available, regarding how the vehicle would act in the future, e.g., S1, S3 and S5 (turning left with oncoming traffic, following a cyclist and passing a bottleneck), an increased need for the maneuver information was expressed. With regard to the additional environmental information required, it is noticeable that a high number of mentions in this information category came up in Scenario S4. This could be explained by the presence of two lanes, and therefore an overview of the environment was important for the automated lane change to the left (e.g., lane free/occupied). In Scenario S6, a higher number of pieces of navigation data was required. This could be due to the fact that there was a large intersection after the action of following the front vehicle. Therefore, participants wanted to have an overview of this intersection. In the context of the navigation data, a display of the remaining automated travel time/distance was mentioned only three times, and, in contrast to the literature [11,19–21], had only a subordinate role. On the one hand, this may be due to the fact that there were no interruptions due to requests to intervene, and, on the other hand, no free NDRAs were offered which might have required better planning via the remaining time. As assumed by the authors, the degree of certainty with which the automation can cope with the current scenario seems not to be relevant when no request to intervene occurs, since this type of information was not reported by the participants. With regard to the design of the questionnaire, participants without experience stated that they lacked creativity in the open question. In contrast to the experienced group, the inexperienced group also exhibited this, as shown by the lower number of additional pieces of information desired.

5.3. Further Limitations

The generalization of the results could be limited due to the following aspects. Although we used a high-fidelity driving simulator that ensured a high level of immersion, it cannot be excluded that the participants showed different gaze behavior and need for information than they would have in a naturalistic automated driving experiment. The sample in this study was not representative due to a low average age and a low proportion of women. This limits the transferability of the results to the overall population. We expected the sample to be more open-minded to technical applications regarding automated driving due to high proportion of participants studying or working at the Technical University of Munich. In the future, influences on the attention ratio and the need for information in the context of automated driving should be assessed with a more diverse sample. The small sample size of 40 participants with two between-subject factors could have resulted in significant effects not being identified. For a more accurate assessment, a larger sample would be necessary in the future.

6. Conclusions

The results of this study showed no influence of the factor experience on visual attention. In contrast, the visual attention regarding the AOI windshield was influenced by the factor NDRA, while no influence from the factor experience on the attention ratio regarding the AOI instrument cluster was found. Since experience or engagement in NDRA had no influence on the need for information regarding the rated information in the HMI, information about the system status, navigation information,
speed and speed limit should be displayed in the HMI regardless of the experience or engagement in NDRA of the passenger. In contrast, there is potential to present this information adapted to the automated driving scenario. Depending on the scenario, further information on the planned and current maneuvers and the reasons for them, and environmental information and additional navigation data should be provided in the HMI of a vehicle that has the capability to drive highly automated in urban areas. Based on these results, individually adaptable HMIs should be tested to allow adaptation to inter-individual differences of the passengers. In particular, the high density of information in urban areas could result in a flood of information in the individual scenarios. In future studies, it should therefore be investigated how this amount of information can be communicated to the passengers without notifying them too often or in a distracting way, since this may be perceived as annoying due to the NDRA being interrupted [12].
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