The criticality hypothesis states that neural activity is posed at or near the critical point of a second order phase transition \[1, 2\]. Theoretical support for this hypothesis is found in the information processing benefits that result from operating near the critical point, such as increased dynamic range, capacity for information transmission, and information capacity \[3–5\]. At the critical point, the repertoire of possible states is maximized, together with the susceptibility and correlation length \[6–8\]. In combination, these properties result in highly differentiated dynamics, yet also integrated and reactive, as considered necessary to support higher cognitive function and conscious awareness \[9, 10\].

Although criticality presents distinct signatures, establishing it from neural activity recordings remains challenging \[11\]. Experiments using an ample variety of recording techniques have found evidence of scale-free neural activity avalanches, a landmark feature of self-organized criticality \[12–17\]. However, it is difficult to demonstrate power law relationships with a limited amount of noisy data; moreover, there are other mechanisms consistent with scale-free behavior besides criticality \[18\]. Other possible signatures of criticality are based on branching ratios \[19\], spatio-temporal correlations \[6, 7\], and the response to external perturbations \[20\]. While these alternative metrics have been explored with success, establishing a single unified criterion for the presence of criticality in neural systems remains an open problem.

In contrast to experimental data, criticality can be rigorously demonstrated in mathematical models of physical systems, including some models used to represent neural activity, such as those based on self-organized criticality \[12\]. Even in models lacking neurobiological realism, the universality of dynamics near criticality could ensure the statistical similarity between real and simulated activity \[1, 2\]. We explored this idea by implementing a model known to exhibit a second order phase transition (Greenberg-Hastings cellular automata) \[6\] coupled with the anatomical connectome, obtained using diffusion spectrum imaging (DSI) \[21\]. We trained a deep neural network to output the probability of the model operating at the sub- and supercritical regimes, which allowed us to correctly identify the critical point as the crossing point between both probabilities. Next, we showed that the probabilities obtained from the neural network applied to empirical functional magnetic resonance imaging (fMRI) data presented high correlation with the power-law exponents of avalanche distributions obtained from the same data across different brain states (wakefulness and all stages of the human non-rapid eye movement [NREM] sleep cycle). Thus, we showed that the proximity to critical dynamics can be estimated from multivariate experimental data by means of a machine learning algorithm trained using simulations of a conceptual model of brain activity exhibiting criticality.

**Brain activity model.**— We consider the Greenberg-Hastings model of excitable dynamics. The possible states and transition rules are shown in Fig. 1. An inactive node \( n_i \) can become active spontaneously with a small probability \( (10^{-3}) \), or if sum of the connection weights with its neighbouring active nodes is larger than a threshold, \( \sum_{j} a_{ij} W_{ij} > T \) where \( a_{ij} = 1 \) if \( n_j \) is active and 0 otherwise. After becoming active, a node transition towards refractory in the next time step. For each time step, refractory node has a probability of \( 10^{-1} \) of returning to the inactive state. The model consists of 998 nodes connected according to the matrix \( W_{ij} \) shown in Fig. 1b, obtained using DSI by Hagmann et al \[21\]. The output of the model is a time series of binary (1 if active, 0 otherwise) vectors, representing the temporal evolution of the activations (Fig. 1c).

Learning the phase transition. — We implemented a fully connected deep neural network with an architecture illustrated in Fig. 1. The input layer received the configuration of active nodes at each time step. This was followed by two hidden layers with 100 and 10 units, respectively, both with sigmoid activation functions, and by two softmax units in the output layer. The network was trained using L2 regularization with parameter equal to 0.01. To avoid overfitting, the connection between the hidden layers had a dropout rate of 0.5.

This network was trained using examples simulated with the model using different \( T \) values. Without sponta-
The crossing of both plots at $P \approx 0.05$ indicates the critical point, matching the expected value of $T_c \approx 0.05$.

To train the network, we simulated the model with $T$ ranging from 0.01 to 0.1 with step 0.001, starting from a configuration with 100 randomly active nodes and discarding the first 300 time steps to avoid transitory effects. For each $T$ value we simulated 1000 independent realizations, using 60% of these to train the network and 40% as a holdout set for evaluation. The network was trained to predict the phase, with $y_1, y_2$ the target value of the two output units and $y = \arg \max_i y_i$ (the values of the two output units). As shown in previous work [15, 23], this distribution follows a power law $p(s) \propto s^{-\alpha}$, with $\alpha \approx 2$ (Fisher exponent [24]). We performed this analysis for fMRI data of 18 subjects during wakefulness (W) and all stages of the human sleep cycle (N1, N2 and N3, in increasing order of sleep depth). The complementary cumulative distribution functions (CCDF) for W, N1-N3 are shown in the left upper panel of Fig. 3. For the human fMRI data, power law scaling is apparent for cluster sizes smaller than $\approx 10^5$. The right upper panel of Fig.
The scaling parameter $\alpha$ was estimated from the cumulative density function using a maximum-likelihood estimator which excluded values below a lower bound (estimated independently for each fit) [25]. As shown in the left lower panel of Fig. 3, the estimated $\alpha$ are in the range 1.8 - 2.1 (except for an outlier). There was a significant effect of stage (W, N1-N3) on $\alpha$ as determined using a Kruskal-Wallis test (p<0.05), and $\alpha$ was significantly lower for N2 compared to W (p<0.05, Wilcoxon signed-rank test, Bonferroni corrected). The right lower panel shows the goodness of fit, obtained by computing the Kolmogorov-Smirnov distance ($D_{KS}$) between the empirical data and the best maximum likelihood fit. A Kruskal-Wallis test showed a significant effect between states (p<0.05), and the comparison between wakefulness (W) and sleep stages (N1-N3) determined significantly higher $D_{KS}$ values for N2 compared to W (p<0.05, Wilcoxon signed-rank test, Bonferroni corrected).

These changes suggested a progressive change in scale-free dynamics from wakefulness to N2 sleep, and a restoration during N3 sleep. The data was fitted equally well ($D_{KS} > 0.005$) using a log-normal, $P(s) \propto \frac{1}{\sigma \sqrt{2\pi}} \exp \left[ -\frac{(\ln(s)-\mu)^2}{2 \sigma^2} \right]$, and a power law distribution with exponential cutoff, $P(s) \propto s^{-\alpha} e^{-\beta s}$; however, the resulting parameters were consistent with an asymptotic limit where the distributions approach a power law ($\sigma >> 1$ for the log-normal, in which case $\alpha \approx 1 - \frac{1}{\sigma^2}$, and $\beta >> 1$ for the power law with exponential cutoff). Finally, log-likelihood ratios were only marginally (<3) in favour of log-normal and power law with exponential cutoff, which are both models of higher complexity than the power law.

Whether these results are indicative of a shift away from the critical point is more difficult to establish, given that scale-free dynamics is not an unambiguous signature of criticality [18]. To further address this possibility, we turn to the comparison with the Greenberg-Hastings model using machine learning.

**Correlation between exponents and predicted probabilities.**—We propose to use the neural network trained with the Greenberg-Hastings models to address this issue. We extracted the fMRI time series at the 998 locations defined by the parcellation in the DSI connectome of Fig. 1, and binarized following the same criterion as before (threshold at +1 S.D.). This resulted in a sequence of binary vectors with 998 entries, which could be used as input to the neural network trained with similar data obtained simulating the model. Thus, for each time step of each subject and each sleep stage, the neural network provided an estimate of the probability of supercritical dynamics ($P$, with $P = 0.5$ indicating proximity to the critical point). After averaging these values across all time points, a single $P$ value was obtained per subject and sleep stage. These values are summarized in the violin plots provided in Fig. 4 (left). Again, we observed a significant effect of the stage (W, N1-N3) on $P$ (Kruskal-Wallis test) and a significant different in $P$ between W and N2 sleep (Wilcoxon signed-rank test, Bonferroni corrected). Overall, the predicted $P$ values were indicative of subcritical dynamics, with N2 sleep being the most subcritical state.

We conclude by showing that the changes in $\alpha$ (Fig. 3 lower left) could be explained by differences in the proximity to critical dynamics, according to the output of the neural network trained using the Greenberg-Hastings model. As shown in Fig. 4 (right), the $\alpha$ values estimated as the power law exponents of the cluster size distributions were highly correlated with $P$, the probability that the configuration corresponds to the supercritical phase ($R=0.81, p=1.3e-17$). We also show in figure inset a significant but lower negative correlation ($R=-0.47, p=3.5e-5$) between $P$ probabilities and Kolmogorov-Smirnov dis-
on empirical data, whereby simulations provide the in-
strategy to identify the phases of physical systems based
sistance ($D_{KS}$).

Discussion.— Recent studies have shown that super-
vised and unsupervised machine learning algorithms are capable of learning phase transitions in a variety of phys-
ical systems [26-29]. Although phase transitions can be
identified by a number of well understood signatures
(typically associated with the appearance of scale-free
distributions), none of these signatures are used directly
as features to train the machine learning algorithms; in-
stead, the information required to sort the phases of
the system is inferred from the multivariate data. Here,
we show that a neural network was not only capable of
learning the phase transition in the Greenberg-Hastings
model, but also reproduced changes in scaling parameters ($\alpha$) and goodness-of-fit statistics ($D_{KS}$) of power law fits
when exposed to the full configuration vectors of the sys-
tem. Consistently with previous reports [14-20], these
changes are indicative of slightly subcritical dynamics,
which are furthered in the progression from wakefulness
to N2 sleep and restored during N3 sleep. This process
could reflect the need to shift away from criticality until
deep sleep is consolidated.

Synthetic data is considered valuable in machine learn-
ing problems where the number of training samples is
scarce and data augmentation is required [31-32]. We
showed that simulated data alone can be used to train a
model capable of predicting the proximity to the critical
point in real empirical data, as suggested by the corre-
lation with the changes in $\alpha$. This suggests a general
strategy to identify the phases of physical systems based
on empirical data, whereby simulations provide the in-
formation to represent these phases in the parameters of
a deep neural network, which is then used to furnish
predictions based on empirical data. Importantly, the
model we explored is not based on a realistic formulation
of neural activity (although it incorporates realistic con-
nectivity), suggesting that universal aspects of dynamics
near a phase transition suffice to train the network. It is
also important to note that our results do not constitute
proof of changes in the proximity to critical dynamics;
however, the output of the neural network can be taken
as an additional signature to assess this possibility, which
is not directly based on features such as $\alpha$ or $D_{KS}$ but
learned from the integral dynamics of the model.

Specific applications of our development include the
use of computational models to train algorithms capable
of estimating levels of consciousness from brain imaging
recordings, a problem of clinical relevance given the in-
creasing number of patients who survive critical brain
injury and enter a state of preserved vigilance, but with
sporadic or inconsistent signs of conscious awareness [33].
For further validation we propose the application to phys-
ical systems theoretically known to undergo phase transi-
tions that can be either controlled by the experimenter or
inferred from multiple sources of high-quality empirical
data.
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