Abstract. The original Hegselmann-Krause (HK) model is composed of a finite number of agents characterized by their opinion, a number in $[0, 1]$. An agent updates its opinion via taking the average opinion of its neighbors whose opinion differs by at most $\epsilon$ for $\epsilon > 0$ a confidence bound. An agent is absolutely stubborn if it does not change its opinion while update, and absolutely open-minded if its update is the average opinion of its neighbors. There are two types of HK models—the synchronous HK model and the asynchronous HK model. The paper is about a variant of the HK dynamics, called the mixed model, where each agent can choose its degree of stubbornness and mix its opinion with the average opinion of its neighbors at all times. The mixed model reduces to the synchronous HK model if all agents are absolutely open-minded all the time, and the asynchronous HK model if only one uniformly randomly selected agent is absolutely open-minded and the others are absolutely stubborn at all times. In [1], we discuss the mixed model deterministically. Point out some properties of the synchronous HK model, such as finite-time convergence, do not hold for the mixed model. In this topic, we study the mixed model nondeterministically. List some properties of the asynchronous model which do not hold for the mixed model. Then, study circumstances under which the asymptotic stability holds.

1. Introduction

The original Hegselmann-Krause (HK) model involves a finite number of agents characterized by their opinion, a number in $[0, 1]$. Agent $i$ updates its opinion $x_i$ via taking the average opinion of its neighbors whose opinion differs by at most $\epsilon$ from $x_i$, for $\epsilon > 0$ a confidence bound. There are two types of HK models—the synchronous HK model and the asynchronous HK model. For the synchronous HK model, all agents update their opinion at each time step, whereas for the asynchronous HK model, only one agent chosen uniformly at random updates its opinion at each time step. The mixed model in [1] is a variant of the HK model. For the mixed model, each agent can choose its degree of stubbornness and mix its opinion with the average opinion of its neighbors at each update. Let $[n] = \{1, 2, \ldots, n\}$. The mixed model is as follows:

$$x_i(t + 1) = \alpha_i(t)x_i(t) + \frac{1 - \alpha_i(t)}{|N_i(t)|} \sum_{j \in N_i(t)} x_j(t)$$

where

$x_i(t) =$ opinion of agent $i$ at time $t$,

$N_i(t) = \{j \in [n] : \|x_i(t) - x_j(t)\| \leq \epsilon\}$ is the neighborhood of agent $i$ at time $t$,

$\alpha_i(t) \in [0, 1]$ is the degree of stubbornness of agent $i$.
for all $i \in [n]$ and $t \in \mathbb{N}$. Written in matrix form,
\[
x(t+1) = (\text{diag}(\alpha(t)) + (I - \text{diag}(\alpha(t)))A(t))x(t)
\]
where
\[
x(t) = (x_1(t), \ldots, x_n(t))' = \text{transpose of } (x_1(t), \ldots, x_n(t)),
\]
\[
\alpha(t) = (\alpha_1(t), \ldots, \alpha_n(t))' = \text{transpose of } (\alpha_1(t), \ldots, \alpha_n(t)),
\]
\[
A_{ij}(t) = 1\{j \in N_i(t)\}/|N_i(t)|.
\]
In particular, (1) reduces to
- the synchronous HK model if $\alpha(t) = 0$ for all $t \geq 0$, and
- the asynchronous HK model if $\alpha(t) = (1\{k \neq i(t)\})_{k=1}^n$ for all $t \geq 0$ and for some uniformly randomly selected $i(t) \in [n]$.

Say agent $i$ at time $t$ is
- absolutely stubborn if $\alpha_i(t) = 1$,
- not absolutely stubborn, or open-minded if $\alpha_i(t) < 1$, and
- absolutely open-minded if $\alpha_i(t) = 0$.

In [1], we study the mixed model deterministically and point out some properties of the synchronous HK model, such as finite-time convergence, do not hold for the mixed model. Here, we assume that
\[
U_t = \{i \in [n] : \alpha_i(t) < 1\} \text{ for all } t \geq 0
\]
are independent and identically distributed random variables with a support $S \subset \mathcal{P}([n])$ containing a partition of $[n]$, say $\{K_i\}_{i=1}^n$, where $\mathcal{P}([n])$ is the power set of $[n]$. Let $(\Omega, \mathcal{F}, P)$ be a probability space for $\mathcal{F} \subset \mathcal{P}(\Omega)$ a $\sigma$-algebra and $P$ a probability measure. Observe that the asynchronous HK model is a particular case where the support $S = \{\{i\}\}_{i=1}^n$ is also a partition of $[n]$ and $U_t$ are uniform random variables on $S$, denoted by $U_t = \text{uniform } (S)$, for all $t \geq 0$.

**Definition 1.** A profile at time $t$ is an undirected graph $\mathcal{G}(t)$ with the vertex set and edge set
\[
\mathcal{V}(t) = [n] \text{ and } \mathcal{E}(t) = \{ij : i \neq j \text{ and } \|x_i(t) - x_j(t)\| \leq \epsilon\}.
\]

**Definition 2.** A profile $\mathcal{G}(t)$ is $\delta$-trivial if any two of its vertices are at a distance of at most $\delta$ apart.

Denote almost surely by a.s., which may be omitted for simplicity. The theorems and corollary in [1] can be interpreted nondeterministically as follows.

**Theorem 1 ([1]).** Let
\[
\beta_t := \max_{i,j \in [n], \alpha_i(t) \geq \alpha_j(t)} \left(\alpha_i(t) - \frac{\alpha_i(t) - \alpha_j(t)}{n}\right).
\]
Assume that $\limsup_{t \to \infty} \beta_t < 1$ a.s. and that $\mathcal{G}(t)$ is $\epsilon$-trivial a.s.. Then,
\[
\lim_{t \to \infty} \max_{i,j \in [n]} \|x_i(t) - x_j(t)\| = 0 \text{ a.s.}
\]
For an $\epsilon$-trivial profile, agents need not play open-minded all the time. As long as there are infinitely many $\beta_t$ having an upper bound less than 1, eventually can a consensus be achieved. Given an $\epsilon$-trivial profile of the synchronous HK model, it is clear that a consensus can be achieved at the next time step. Observe that $\limsup_{t \to \infty} \beta_t < 1$ automatically holds for the asynchronous HK model; therefore a consensus can be achieved eventually given an $\epsilon$-trivial profile.
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**Theorem 2** ([1]). Define $d_i^\delta = \max_{j \in N_i(t)} \| x_i(t) - x_j(t) \|$. If
\[
\sum_{t=0}^\infty (1 - \alpha_i(t)) \left( 1 - \frac{1}{|N_i(t)|} \right) d_i^\delta < \infty \text{ a.s., then } x_i(t) \to x_i \in \mathbb{R}^d \text{ as } t \to \infty \text{ a.s..}
\]

It is difficult to track the dynamics trajectories. Nevertheless, $\alpha_i$ is controllable and $(1 - \frac{1}{|N_i(t)|})d_i^\delta$ is bounded. Therefore, the assumption of Theorem 2 holds as long as $\sum_{t=0}^\infty (1 - \alpha_i(t)) < \infty$. Namely, an agent can achieve its opinion limit without considering the others.

**Theorem 3** ([1]). Assume that $\lim sup_{t \to \infty} \max_{i \in [n]} \alpha_i(t) < 1$ a.s. Then, for any $\delta > 0$, every component of a profile is $\delta$-trivial in finite time a.s., i.e.,
\[
\tau_\delta := \inf \{ t \geq 0 : \text{ every component of } \mathcal{G}(t) \text{ is } \delta\text{-trivial} \} < \infty \text{ a.s.}
\]

All components of a profile is $\delta$-trivial in finite time as long as all agents are open-minded infinitely many times and their degree of stubbornness has an upper bound less than 1.

**Corollary 1** ([1]). Assume that $\sup_{t \in \mathbb{N}} \max_{i \in [n]} \alpha_i(t) < 1$ a.s. Then, $\tau_\delta$ is bounded from above a.s.. Also, letting $\hat{\tau}_m = \tau_{\epsilon/m}$ for $m \geq 4$, there is no interactions between any two components of $\mathcal{G}(t)$ at the next time step for some $M \geq 4$ and for all $t \geq \hat{\tau}_M$ a.s., i.e.,

\[
\mathcal{G}(t) = \mathcal{G}(\hat{\tau}_M) \text{ for some } M \geq 4 \text{ and for all } t \geq \hat{\tau}_M \text{ a.s.}
\]

In particular, $x$ in (1) is asymptotically stable a.s.. All components of a profile are $\delta$-trivial by some finite time given that all agents are open-minded and their degree of stubbornness has an upper bound less than 1 all the time.

2. Main Results

For Theorems 1, 3 and Corollary 1, the assumptions involve the whole agents. However, the following results, such as asymptotic stability, hold without considering the absolutely stubborn who can vary over time. In particular, the following results can interpret the asynchronous HK model.

**Theorem 4.** Assume that $0 \leq \lim sup_{t \to \infty} \sup \{ \alpha_i(t) : i \in [n] \text{ and } \alpha_i(t) < 1 \} < \gamma < 1$ for some $\gamma$ constant a.s.. Then, for any $\delta > 0$, all components of a profile are $\delta$-trivial in finite time a.s., i.e.,
\[
\tau_\delta := \inf \{ t \geq 0 : \text{ all components of } \mathcal{G}(t) \text{ is } \delta\text{-trivial} \} < \infty \text{ a.s.}
\]

All components of a profile are $\delta$-trivial in finite time given that there are open-minded agents infinitely many times and their degree of stubbornness has a constant upper bound less than 1.

**Corollary 2.** Assume that $0 \leq \sup \{ \alpha_i(t) : i \in [n] \text{ and } \alpha_i(t) < 1 \} \leq \gamma < 1$ for some $\gamma$ constant a.s.. Then, $E(\tau_\delta)$ is bounded from above. Also, letting $\hat{\tau}_m = \tau_{\epsilon/m}$ for $m \geq 4$, there is no interactions between any two components of $\mathcal{G}(t)$ at the next time step for some $M \geq 4$ and for all $t \geq \hat{\tau}_M$ a.s., i.e.,

\[
\mathcal{G}(t) = \mathcal{G}(\hat{\tau}_M) \text{ for some } M \geq 4 \text{ and for all } t \geq \hat{\tau}_M \text{ a.s.}
\]

In particular, $x$ in (1) is asymptotically stable a.s.. The expected number of time steps until all components of a profile is $\delta$-trivial is bounded from above. It turns out that for nondeterministic mixed model, still can the results, such as asymptotic stability, hold without considering the absolutely stubborn.
3. THE MIXED MODEL

Definition 3. The termination time of $n$ agents, $T_n$, is the maximum number of iterations in [1] by reaching a steady state over all initial profiles, i.e.,
$$T_n = \inf \{ t \geq 0 : x(t) = x(s) \text{ for all } s \geq t \}.$$ 

Definition 4. A merging time is a time $t$ that two agents with different opinions at time $t - 1$ have the same opinion at time $t$, i.e.,
$$x_i(t) = x_j(t) \text{ and } x_i(t - 1) \neq x_j(t - 1) \text{ for some } i, j \in \mathbb{N}.$$ 

Definition 5. The convex hull generated by $v_1, v_2, \ldots, v_n \in \mathbb{R}^d$ is the smallest convex set containing $v_1, v_2, \ldots, v_n$, i.e.,
$$C(\{v_1, v_2, \ldots, v_n\}) = \{ v : v = \sum_{i=1}^{n} \lambda_i v_i \text{ where } (\lambda_i)_{i=1}^{n} \text{ is stochastic} \}.$$ 

Definition 6. For $\delta > 0$, $x(t)$ in [1] is a $\delta$-equilibrium if there is a partition
$$\{G_1, G_2, \ldots, G_m\} \text{ of the set } \{x_1(t), x_2(t), \ldots, x_n(t)\}$$ such that the following two conditions hold:
$$\text{dist}(C(G_i), C(G_j)) > \epsilon \text{ for all } i \neq j \text{ and } \text{diam}(C(G_i)) \leq \delta \text{ for all } i \in [m].$$ [1] lists three properties distinct from the synchronous HK model.

1. The termination time is not finite.
2. Agents merging at time $t$ may depart at time $t + 1$. In particular, $\mathcal{M}(t)$ $\epsilon$-trivial may not imply that $x(t+1)$ in [1] is a steady state.
3. A $\delta$-equilibrium may not exist for all $0 < \delta \leq \epsilon$.

The following are properties differing from the asynchronous HK model.

Property 1. Merging can exist.

Example 1. Consider $x_1(0) = 0$, $x_2(0) = \epsilon$, $\alpha_1(0) = 0$ and $\alpha_2(0) = 0$. Then, $x_1$ and $x_2$ merge at time $t = 1$.

Property 2. A $\delta$-equilibrium may not exist for all $0 < \delta \leq \epsilon$.

Example 2. See Example 3 in [1].

Lemma 1 ([1]). Let $Z(t) = \sum_{i,j \in [n]} \|x_i(t) - x_j(t)\|^2 + \epsilon^2$. Then, $Z$ is nonincreasing with respect to $t$. In particular,
$$Z(t) - Z(t+1) \geq 4 \sum_{i=1}^{n} \left( 1 + |N_i(t)| \frac{\alpha_i(t)}{1 - \alpha_i(t)} \mathbb{1}\{\alpha_i(t) < 1\} \right) \|x_i(t) - x_i(t+1)\|^2.$$ 

Definition 7. A symmetric matrix $M$ is called a generalized Laplacian of a graph $G = (V, E)$ if for $x, y \in V$, the following two conditions hold:
$$M_{xy} = 0 \text{ for } x \neq y \text{ and } xy \notin E \quad \text{and} \quad M_{xy} < 0 \text{ for } x \neq y \text{ and } xy \in E.$$ 

Let $d_G(x)$ = degree of $x$ in $G$, let $V(G)$ = vertex set of $G$, and let $E(G)$ = edge set of $G$. Then, the Laplacian of $G$ is defined as $\mathcal{L} = D_G - A_G$ where
$$D_G = \text{diag}(d_G(x)_{x \in V(G)}) \quad \text{and} \quad A_G = \text{the adjacency matrix}.$$ 

In particular, $(A_G)_{xy} = \mathbb{1}\{xy \in E(G)\}$ when the graph $G$ is simple.

Observe that there is no restrictions on the diagonal entries of the matrix $M$. Moreover, the Laplacian of $G$ is a generalized Laplacian.
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**Proof of Theorem 3** By the assumption, there is \((t_k)_{k \geq 1} \subset \mathbb{N}\) strictly increasing such that \(\max\{\alpha_i(t_k) : i \in [n]\} \text{ and } \alpha_i(t_k) < 1\) \(\text{ for some } \gamma < \gamma_1 < 1\) constant and for all \(k \geq 1\). For all \(m \geq 1\),

\[
n^2 \epsilon^2 > Z(0) \geq Z(0) - Z(m) = \sum_{t=0}^{m-1} [Z(t) - Z(t+1)].
\]

Letting \(m \to \infty\) and applying Lemma [1],

\[
n^2 \epsilon^2 \geq \sum_{t \geq 0} [Z(t) - Z(t+1)] \geq 4 \sum_{t \geq 0} \sum_{i \in [n], \alpha_i(t) < 1} \|x_i(t) - x_i(t+1)\|^2.
\]

Set \(\tau = \tau_5\). Assume by contradiction that \(\tau = \infty\) on some \(E \in \mathcal{F}\) with \(P(E) > 0\). Taking expectation on both sides on \(E\), denoted by \(E_E\),

\[
n^2 \epsilon^2 \geq 4 \sum_{t \geq 0} \sum_{i=1}^{s} E_E \left( \sum_{i \in [n], \alpha_i(t) < 1} \|x_i(t) - x_i(t+1)\|^2 \left| U_i = K_j \right. \right) P(U_i = K_j)
\]

\[
= 4 \sum_{t \geq 0} \sum_{i=1}^{s} P(U_i = K_j) E_E \left( \sum_{i \in K_j} \|x_i(t) - x_i(t+1)\|^2 \right)
\]

\[
\geq 4 \min_{j \in [s]} P(U_0 = K_j) \sum_{t \geq 0} E_E \left( \sum_{i=1}^{n} \sum_{i \in K_j} \|x_i(t) - x_i(t+1)\|^2 \right)
\]

\[
= 4 \min_{j \in [s]} P(U_0 = K_j) \sum_{t \geq 0} E_E \left( \sum_{i=1}^{n} \|x_i(t) - x_i(t+1)\|^2 \right)
\]

\[
> 4 \min_{j \in [s]} P(U_0 = K_j) \sum_{t \geq 0} E_E \left( \frac{2\delta^2 (1 - \max_{\epsilon \in [n]} \alpha_i(t))^2}{n^8} \right) \tag{+}
\]

\[
\geq 4 \min_{j \in [s]} P(U_0 = K_j) E_E \left( \sum_{k \geq 1} \frac{2\delta^2 (1 - \gamma_1)^2}{n^8} \right)
\]

\[
\geq 4 \min_{j \in [s]} P(U_0 = K_j) \sum_{k \geq 1} E_E \left( \frac{2\delta^2 (1 - \gamma_1)^2}{n^8} \right) = \infty, \text{ a contradiction,}
\]

where \(\tag{+}\) refers to the proof of Theorem 3 in [1]. Therefore, \(\tau\) is finite.

**Proof of Corollary 2** Since the assumption of Corollary 2 meets that of Theorem 3 \(\tau\) is finite a.s.. Setting \(m = \tau\) in [2] and applying Lemma [1],

\[
n^2 \epsilon^2 \geq \sum_{t=0}^{\tau-1} [Z(t) - Z(t+1)] \geq 4 \sum_{t=0}^{\tau-1} \sum_{i \in [n], \alpha_i(t) < 1} \|x_i(t) - x_i(t+1)\|^2.
\]

Similarly as [2],

\[
n^2 \epsilon^2 > 4 \min_{j \in [s]} P(U_0 = K_j) E \left( \sum_{t=0}^{\tau-1} \frac{2\delta^2 (1 - \max_{\epsilon \in [n]} \alpha_i(t))^2}{n^8} \right)
\]

\[
\geq 4 \min_{j \in [s]} P(U_0 = K_j) E \left( \frac{2\delta^2 (1 - \gamma_1)^2}{n^8} \right)
\]



therefore

\[
E(\tau) < \frac{n^{10}}{8(1 - \gamma_1)^2 \min_{j \in [s]} P(U_0 = K_j)} \left( \frac{\delta^2}{\delta} \right).
\]

Hence, \(E(\tau)\) is bounded from above.
To show the asymptotic stability of \( x \), first observe that \( \hat{\tau}_m \) is finite and non-decreasing with respect to \( m \). For all \( 0 < \delta \leq \epsilon/4 \) and \( t \geq 0 \), the following conditions are equivalent given that every component of \( \mathcal{G}(t) \) is \( \delta \)-trivial:

1. Some component of \( \mathcal{G}(t+1) \) is \( \delta \)-nontrivial.
2. Some components of \( \mathcal{G}(t) \) interact at time \( t+1 \).
3. Some component of \( \mathcal{G}(t+1) \) is \( \epsilon/2 \)-nontrivial.

It is clear that \( 1 \Rightarrow 2 \) and \( 3 \Rightarrow 1 \) therefore we show \( 2 \Rightarrow 3 \).

**Proof of \( 2 \Rightarrow 3 \)** Let the convex hull of a component \( G \) be

\[
Cv(G) = C(\{x_j : j \in V(G)\}).
\]

The fact that some components of \( \mathcal{G}(t) \) interact at time \( t+1 \) implies that there exist

\[
i, j \in [n] \quad \text{with} \quad ij \in \mathcal{E}(t+1), \quad i \in V(G_i) \quad \text{and} \quad j \in V(G_j)
\]

for some distinct components \( G_i \) and \( G_j \) of \( \mathcal{G}(t) \). Therefore,

\[
x_i(t+1) \in Cv(G_i) \quad \text{and} \quad x_j(t+1) \in Cv(G_j).
\]

Hence,

\[
\epsilon < \|x_i(t) - x_j(t)\| \leq \|x_i(t) - x_i(t+1)\| + \|x_i(t+1) - x_j(t+1)\| + \|x_j(t+1) - x_j(t)\| \leq \delta + \|x_i(t+1) - x_j(t+1)\| + \delta = \|x_i(t+1) - x_j(t+1)\| + 2\delta.
\]

This implies that

\[
\|x_i(t+1) - x_j(t+1)\| > \epsilon - 2\delta \geq \epsilon - 2 \cdot 2 \cdot \frac{\epsilon}{4} = \frac{\epsilon}{2}
\]

for all \( 0 < \delta \leq \frac{\epsilon}{4} \), so the component of \( \mathcal{G}(t+1) \) containing \( ij \) is \( \epsilon/2 \)-nontrivial. \( \square \)

Let

\[
A_m = \{t \in [\hat{\tau}_m, \hat{\tau}_{m+1}) : \text{some component of } \mathcal{G}(t) \text{ is } \epsilon/m\text{-nontrivial}\}
\]

and \( t_m = \inf A_m \).

Claim: the set \( \mathcal{A} := \{t_k : A_k \neq \emptyset\} \) is finite a.s.

For \( t_m \in \mathcal{A} \), since some component of \( \mathcal{G}(t_m) \) is \( \epsilon/m \)-nontrivial and all components of \( \mathcal{G}(t_m-1) \) are \( \epsilon/m \)-trivial, by \( 1 \Rightarrow 3 \) some component of \( \mathcal{G}(t_m) \) is \( \epsilon/2 \)-nontrivial. Similarly as \( 1 \), we get

\[
n^2 \epsilon^2 \geq 4 \min_{j \in [s]} P(U_0 = K_j) \left( \sum_{t \in \mathcal{A}} \frac{2(\epsilon/2)^2(1 - \max_{i \in [n]} \alpha_i(t))^2}{n^8} \right)
\]

\[
\geq 4 \min_{j \in [s]} P(U_0 = K_j) \left( \sum_{t \in \mathcal{A}} \frac{2(\epsilon/2)^2(1 - \gamma)^2}{n^8} \right)
\]

\[
= E(\mathcal{A}) \frac{2\epsilon^2(1 - \gamma)^2}{n^8} \min_{j \in [s]} P(U_0 = K_j),
\]

from which it follows that

\[
E(\mathcal{A}) \leq \frac{n^{10}}{2(1 - \gamma)^2 \min_{j \in [s]} P(U_0 = K_j)}.
\]

Hence, the set \( \mathcal{A} \) is finite a.s.. By the fact that \( \mathcal{A} \) is finite and that \( 2 \Rightarrow 1 \) there is no interactions between any two components of \( \mathcal{G}(s) \) at the next time step for some \( M \geq 4 \) and for all \( s \geq \hat{\tau}_M \). Hence, all components of \( \mathcal{G}(\hat{\tau}_M) \) are independent systems. Therefore, \( x \) in \( 1 \) is asymptotically stable. \( \square \)
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Note that Corollary 2 particularly verifies that the asymptotic stability holds for the asynchronous HK model. Theorem 5 in [2] states that the expected number of steps until all agents in the asynchronous HK model reach a $\delta$-equilibrium is bounded from above. Therefore, asymptotic stability holds for the asynchronous HK model. In fact, a $\delta$-equilibrium is not necessary for asymptotic stability. Since the assumption of Theorem 3 automatically holds for the asynchronous HK model, there is no interactions between any two components of $G(t)$ at the next time step for some $M \geq 4$ and for all $t \geq \hat{\tau}_M$ a.s.; therefore asymptotic stability holds. Also, the assumption of Corollary 2 automatically holds for the asynchronous HK model; therefore $E(\hat{\tau}_M)$ is bounded from above.

4. CONCLUSION

The mixed model covers both the synchronous HK model and the asynchronous HK model. Each agent can decide its degree of stubbornness and mix its opinion with the average opinion of its neighbors at all times. Compared to the HK dynamics in which an agent is either absolutely stubborn or absolutely open-minded, agents for the mixed model are more flexible and closer to reality, making it harder to attain asymptotic stability. We elaborate in [1] that the synchronous HK model is in fact a particular case of the deterministic mixed model. In this theme, we illustrate that the asynchronous model is in fact a particular case of the nondeterministic mixed model. Furthermore, under some circumstances the asymptotic stability can hold without considering the absolutely stubborn for the nondeterministic mixed model.
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