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Abstract

In this paper motivated from subspace coding we introduce subspace-metric codes and subset-metric codes. These are coordinate-position independent pseudometrics and suitable for the folded codes. The half-Singleton upper bounds for linear subspace-metric codes and linear subset-metric codes are proved. Subspace distances and subset distances of codes are natural lower bounds for insdel distances of codes, and then can be used to lower bound the insertion-deletion error-correcting capabilities of codes. Our subspace-metric codes or subset-metric codes can be used to construct explicit well-structured insertion-deletion codes directly. $k$-deletion correcting codes with rate approaching 1 can be constructed from subspace codes. By analysing the subset distances of folded codes from evaluation codes of linear mappings, we prove that they have high subset distances and then are explicit good insertion-deletion codes.

1 Introduction

For a vector $a \in \mathbb{F}_q^n$, the Hamming weight $wt(a)$ of $a$ is the number of non-zero coordinate positions. The Hamming distance $d_H(a, b)$ between two vectors $a$ and $b$ is defined to be the Hamming weight of $a - b$. For a code $C \subset \mathbb{F}_q^n$ of dimension $k$, its Hamming distance $d_H$ is the minimum of Hamming distances $d_H(a, b)$ between any two different codewords $a$ and $b$ in $C$. The famous Singleton bound $|C| \leq q^{n - d_H + 1}$ is the basic upper bound
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for error-correcting codes.

The insdel distance \(d_{\text{insdel}}(a, b)\) between two vectors \(a\) and \(b\) in \(F_q^n\) is the number of insertions and deletions which are needed to transform \(a\) into \(b\). Actually it was proved in \([31]\) that

\[
d_{\text{insdel}}(a, b) = 2(n - l),
\]

where \(l\) is the length of the longest common subsequence or substring of \(a\) and \(b\). For two strings \(a \in F_q^n\) and \(b \in F_q^m\) of different lengths the insdel distance can be defined similarly by \(d_{\text{insdel}}(a, b) = m + n - 2l\) where \(l\) is the length of the longest common substring of \(a\) and \(b\). This insdel distance \(d_{\text{insdel}}\) is indeed a metric on \(F_q^n\). It is clear

\[
d_{\text{insdel}}(a, b) \leq 2d_H(a, b)
\]

since \(l \geq n - d_H(a, b)\) is valid for arbitrary two different vectors \(a\) and \(b\) in \(F_q^n\). The insdel distance of a code \(C \subset F_q^n\) is the minimum of the insdel distances of two different codewords in this code. Hence the Singleton upper bound

\[
|C| \leq q^{n - \frac{d_{\text{insdel}}}{2} + 1}
\]

follows from the Singleton bound for codes in the Hamming metric directly, see \([31]\). The relative insdel distance is defined as \(\delta = \frac{d_{\text{insdel}}}{2n}\) since \(d_{\text{insdel}}\) takes non-negative integers up to \(2n\). From the Singleton bound \(|C| \leq q^{n - \frac{d_{\text{insdel}}}{2} + 1}\) it follows immediately

\[
R + \delta \leq 1.
\]

For insertion-deletion codes the ordering of coordinate positions strongly affects the insdel distances of codes.

It has been a long-standing difficult problem to deal efficiently with synchronization errors, i.e., insertion and deletion errors, see \([47, 50, 62, 49, 1, 15, 18, 61, 43, 57, 4, 24, 58, 59, 4, 19, 51, 29]\). For the recent breakthroughs and constructions we refer to \([31, 32, 33, 10, 12, 24, 58, 60, 46, 10, 28, 14]\) and a nice latest survey \([36]\). We refer to \([57, 27, 31, 12]\) for asymptotic results about the rate-distance tradeoff of insertion-deletion codes. The asymptotic half-Singleton bound for linear insertion-deletion codes was proved in Section 5 in \([12]\). It can be restated as

\[
d_{\text{insdel}} \leq \max\{2(n - 2k + 2), 2\}
\]
for the insdel distance of a linear $[n, k]_q$ insertion and deletion code, see [8]. This half-Singleton bound for linear insertion-deletion codes can be generalized to the strong half-Singleton bound based on the generalized Hamming weights

$$d_{\text{insdel}} \leq 2(d_r - 2r + 2),$$

where $d_1, \ldots, d_k$ are generalized Hamming weights, we refer to [8].

The problem to construct explicit $k$-deletion correcting codes of rate approaching 1 as length grows had been unsettled for a long time. The Varshamov-Tenengolts code

$$\mathbf{VT} = \{ c : \sum_{i=1}^n i c_i \equiv 0 \mod (n+1) \}$$

was proposed in [62] and generalized in [39] by the Fibonacci weights and further generalized to number-theoretic codes in [53]. There are very few known systemic construction of explicit insertion-deletion codes for various lengths, cardinalities and insdel distances. Most insertion-deletion codes in [27, 31, 32, 36, 14] have been only given algorithmically. They are not explicit codes, though sometimes these nice insertion-deletion codes can be constructed from highly efficient polynomial time algorithms. On the other hand $k$-deletion correcting codes with optimal redundancies developed in [62, 64, 39, 43, 1, 24, 58, 59, 29] have been explicitly given. From both theoretical and practical motivations systemic constructions of explicit good well-structured insertion-deletion codes are necessary and important. A direct method to obtain explicit insertion-deletion code is the position-indexing Hamming error-correcting codes. As showed in this paper from subspace-metric and subset metric codes introduced in this paper, many explicit near-optimal subspace-metric and subset-metric, then insertion-deletion codes can be constructed directly and systemically.

Subspace subcodes are the subcodes of codes over $\mathbb{F}_{q^n}$ consisting of codewords with coordinates in a fixed $\mathbb{F}_q$ linear subspace of $\mathbb{F}_{q^n}$. It was first considered in [37] for Reed-Solomon codes, as codes over smaller alphabets. It was showed that these subspace subcodes of Reed-Solomon codes have quite nice coding parameters. Then the generalized subspace subcodes was considered in [3]. In this paper we introduce the subspace-metric and the subset-metric on $\mathbb{F}_{q^n}$ which measures the distances of subspaces spanned by coordinates of codewords, and the distances of the subsets consisting of coordinates of codewords. These are pseudometrics satisfying the following property.
1) \(d(x, y) \geq 0;\)
2) \(d(x, y) = d(y, x);\)
3) \(d(x, z) \leq d(x, y) + d(y, z).\)

However it is possible that \(d(x, y) = 0\) for some different elements \(x\) and \(y.\) These two pseudometrics are coordinate-position independent.

Folded codes was introduced in [26] to achieve the list-decoding capacity. These codes have nice list-decoding properties. For a code \(C\) in \(F_q^{rs},\) the folded code with the parameter \(s\) is the code \(\text{Folded}(C) \subset F_q^{rs}\) consisting of \((c_1, \ldots, c_r),\) where \(c = (c_1, \ldots, c_{rs}) \in C,\) and \(c_i = (c_{(i-1)s+1}, \ldots, c_{is})\) for \(i = 1, 2, \ldots, r.\) The subspace-metric and subset-metric are suitable measures for folded codes. We will prove that folded codes from some evaluation codes of linear mappings have relative high subset distances. Then they have relative high insertion-deletion error-correcting capabilities.

Subspace-metric and subset-metric are on the one hand lower bounds for the insdel metric, on the other hand have their own interests. Comparing with the rank-metric subspace-metric can be considered as coordinate position independent version of rank-metric. For example if there exist two codewords of the shapes \((c_1, \ldots, c_n)\) and \((c_2, \ldots, c_n, c_1)\) of a code \(C \subset F_q^n,\) the subspace distance of this code is zero, on the other hand the rank distance might be large. Hence it is not unnatural to introduce subspace-metric and subset-metric, which are coordinate position independent pseudometrics, as metrics between rank-metric and insdel metric. It seems hopeful that these two pseudometrics have other applications besides lower bounding insdel distances.

## 2 Subspace-metric and subset-metric codes

For two vectors \(x = (x_1, \ldots, x_m) \in F_q^n\) and \(y = (y_1, \ldots, y_m) \in F_q^n,\) let \(S_x = \langle x_1, \ldots, x_m \rangle\) and \(S_y = \langle y_1, \ldots, y_m \rangle\) be the two \(F_q\) linear subspaces in \(F_q^n = F_q^n\) spanned by \(x_1, \ldots, x_m,\) and \(y_1, \ldots, y_m.\) The subspace distance between these two vectors is

\[
\text{d}_S(x, y) = \dim(S_x + S_y) - \dim(S_x \cap S_y)
\]

The subset distance between these two vectors is

\[
\text{d}_{\text{subset}}(x, y) = |\{x_1, \ldots, x_m\}| + |\{y_1, \ldots, y_m\}| - 2|\{x_1, \ldots, x_m\} \cap \{y_1, \ldots, y_m\}|.
\]
It can be verified
\[
d_S(x, y) \leq d_{\text{subset}}(x, y) \leq d_{\text{insdel}}(x, y) \leq 2d_H(x, y),
\]
we refer to Section 3.

**Lemma 2.1.** We have \(d_S(x, z) \leq d_S(x, y) + d_S(y, z)\) and \(d_{\text{subset}}(x, z) \leq d_{\text{subset}}(x, y) + d_{\text{subset}}(y, z)\).

Then the subspace distance and subset distance are indeed pseudometrics on \(F_q^m\). For a code \(C \subset F_q^m\) the minimum subspace distance and minimum subset distance are the minimum subspace distance and minimum subset distances between its codewords,

\[
d_S(C) = \min_{x \neq y}\{d_S(x, y) : x, y \in C\},
\]
\[
d_{\text{subset}}(C) = \min_{x \neq y}\{d_{\text{subset}}(x, y) : x, y \in C\}.
\]

Then \(d_S(C) \leq d_{\text{subset}}(C) \leq 2d_H(C)\) from Theorem 3.1. When a subspace-metric or subset metric code \(C\) is linear, then \(d_S(C) \leq d_H(C)\) and \(d_{\text{subset}}(C) \leq d_H(C)\).

Because of their property of being pseudometric, in the case that the linear span \(< x_1, \ldots, x_m > = F_q^n\) is the whole space \(F_q^n\) for many codewords \(x \in C\), the minimum subspace distance of this code would be trivial. Hence we introduce the following \(r\)-th subspace distance between two vectors in \(F_q^m\) where \(m\) is a positive integer which is divisible by \(r\). It is clear these \(r\)-th subspace distance and the \(r\)-th subset distance are just the subspace distance and the subset distance of the folded code introduced in [26].

Let \(m = rg\) where \(r\) and \(g\) are positive integers. For a vector \(x = (x_1, \ldots, x_g) \in F_q^g\) set \(x_1 = (x_1, \ldots, x_r), \ldots, x_g = (x_{(g-1)r+1}, \ldots, x_{gr})\). For two vectors \(x\) and \(y\) in \(F_q^g\). Set
\[
S_{r,x} = < x_1, \ldots, x_g >
\]
and
\[
S_{r,y} = < y_1, \ldots, y_g >
\]
be the two \(F_q\) linear subspaces in \(F_q^m = F_q^{nr}\) spanned by \(g\) vectors \(x_1, \ldots, x_g\) and \(g\) vectors \(y_1, \ldots, y_g\) in \(F_q^{nr}\). The \(r\)-th subspace distance between these two vectors \(x\) and \(y\) is
\[
d_{r,S}(x, y) = \dim(S_{r,x} + S_{r,y}) - \dim(S_{r,x} \cap S_{r,y})
\]
The $r$-th subset distance between $x$ and $y$ is

$$d_{r,\text{subset}}(x, y) = |\{x_1, \ldots, x_g\}| + |\{y_1, \ldots, y_g\}| - 2|\{x_1, \ldots, x_g\} \cap \{y_1, \ldots, y_g\}|.$$  

It can be verified that $d_{r,S}$ and $d_{r,\text{subset}}$ are also pseudometrics on $F_{q^n}^{gr}$.

The minimum $r$-th subspace distance $d_{r,S}(C)$ and the $r$-th subset distance of a code $C \subseteq F_{q^n}^{gr}$ are defined to be the minimum of all $r$-th subspace distances and all $r$-th subset distances of two different codewords in the code $C$,

$$d_{r,S}(C) = \min_{x \neq y} \{d_{r,S}(x, y) : x, y \in C\},$$

$$d_{r,\text{subset}}(C) = \min_{x \neq y} \{d_{r,\text{subset}}(x, y) : x, y \in C\}.$$

If $r$ is not a factor of $m$ we can define the $r$-th subspace distance and $r$-th subset distance by padding some coordinates. The detail is omitted.

From the obvious fact $d_{r,S}(C) \leq d_{\text{subset}}(C) \leq 2d_H(C)$ we have the following Singleton bound for subspace-metric codes over $F_q$,

$$|C| \leq q^n - \frac{d_{r,S}}{2} + 1,$$

$$|C| \leq q^n - \frac{d_{\text{subset}}}{2} + 1.$$  

The half-Singleton bounds in Theorem 3.2 for linear subspace-metric codes and linear subset-metric codes are similar to the half-Singleton bound for linear insertion-deletion codes, see [12, 8].

We consider the following trivial examples of linear subspace-metric codes. Let $C = F_{q^n}^m$, this is a $m$ dimension linear $[m, m]_{q^n}$ code with the trivial subspace distance $d = 0$. Then we consider the linear $[mr, m]_{q^n}$ repetition-code $C = \{(x, \ldots, x) : x \in F_{q^n}^m\}$. Its 1st subspace distance is 0. Its $r$-th subspace distance is 2. Concatenation codes from subspace-metric codes have a lower bound on their $r$-th subspace distances from the subspace distances of their outer codes.

It is obvious that the subspace-metric is different to the rank-metric in [23, 64] and the sum-metric in [52]. These metrics are coordinate-position dependent and can not be used to lower bound the insdel distances of codes. In general it is difficult to give linear subspace-metric or subset-metric codes with high subspace distances. In this paper we give a highly non-trivial lower
bound for the subset distances of the folded codes from evaluation codes of linear mappings.

3 Lower bounds and the half-Singleton bounds

How to lower bound the insdel distances of codes is a very challenging problem, since the accurate positions of the common substring of two codewords are different. In this paper motivated from subspace coding we introduce subspace-metric and subset-metric codes. These two pseudometrics are coordinate-position independent. Subspace-metric is different to the rank-metric and has its own interest. Then the half-Singleton bounds for the linear subspace-metric and linear subset-metric codes are proved. The subspace distance and the subset distance are natural lower bounds for the insdel distances. Then codes with high subspace distances or high subset distances have high insertion-deletion error-correcting capabilities. From explicitly constructed subspace codes we can get many explicit good subspace-metric and subset-metric codes, then explicit good insertion-deletion codes.

The following Theorem 3.1 gives a way to lower bound the insdel distances from the subspace distances and the subset distances.

**Theorem 3.1 (lower bounds).** Let \( C \) be a code in \( \mathbb{F}_q^m \). Then we have

\[
d_{\text{insdel}}(C) \geq \min_{x \neq y} \{d_{\text{subset}}(x, y)\} \geq \min_{x \neq y} \{d_S(x, y)\}.
\]

**Proof.** We prove the lower bound on the insdel distance from the 1st subspace distance. For two different codewords \( x \) and \( y \) in \( C \), there are at least

\[
\dim(S_x) - \dim(S_x \cap S_y)
\]
coordinates in the set \( \{x_1, \ldots, x_m\} \) not in the intersection \( \{x_1, \ldots, x_m\} \cap \{y_1, \ldots, y_m\} \). Similarly there are at least

\[
\dim(S_y) - \dim(S_x \cap S_y)
\]
coordinates in the set \( \{y_1, \ldots, y_m\} \) not in the intersection \( \{x_1, \ldots, x_m\} \cap \{y_1, \ldots, y_m\} \). Then there are at least

\[
\dim(S_x) + \dim(S_x) - 2 \dim(S_x \cap S_y)
\]
different coordinates in the set \( \{x_1, \ldots, x_m\} \) and \( \{y_1, \ldots, y_m\} \). The case of \( r \)-th subspace distance lower bound can be proved similarly.

For two different codewords \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbb{F}_q^n \) and \( \mathbf{y} = (y_1, \ldots, y_n) \in \mathbb{F}_q^n \). Let \( \{x_i, \ldots, x_{i_t}\} \) be the set \( \{x_1, \ldots, x_n\} - \{x_1, \ldots, x_n\} \cap \{y_1, \ldots, y_n\} \) and \( \{y_j, \ldots, y_{j_h}\} \) be the set \( \{y_1, \ldots, y_n\} - \{x_1, \ldots, x_n\} \cap \{y_1, \ldots, y_n\} \). Set \( S_1 \) the linear subspace in \( \mathbb{F}_q^m = \mathbb{F}_q^n \) spanned by coordinates in \( \{x_1, \ldots, x_t\} \) and \( S_2 \) the linear subspace in \( \mathbb{F}_q^m = \mathbb{F}_q^n \) spanned by coordinates in \( \{y_1, \ldots, y_t\} \). Then \( d_S(\mathbf{x}, \mathbf{y}) \leq \dim(S_1) + \dim(S_2) - \dim(S_1 \cap S_2) \leq d_{\text{subset}}(\mathbf{x}, \mathbf{y}) = |\{x_1, \ldots, x_t\}| + |\{y_1, \ldots, y_{j_h}\}| \). The conclusion is proved.

We give the half-Singleton bounds for linear subspace-metric and linear subset-metric codes.

**Theorem 3.2.** Let \( \mathbf{C} \subset \mathbb{F}_q^n \) be a linear \([n, k]_q\) code with the minimum subspace distance \( d_S(\mathbf{C}) \) and the minimum subset distance \( d_{\text{subset}}(\mathbf{C}) \). If the rate of this code is bigger than \( \frac{1}{2} \), that is, \( k > \frac{n}{2} \), then

\[
d_S(\mathbf{C}) = d_{\text{subset}}(\mathbf{C}) = 0.
\]

Moreover we have

\[
d_S(\mathbf{C}) \leq d_{\text{subset}}(\mathbf{C}) \leq \max\{2(n - 2k + 2), 2\}.
\]

Based on the generalized Hamming weights we have

\[
d_S(\mathbf{C}) \leq d_{\text{subset}}(\mathbf{C}) \leq \min_{1 \leq r \leq k} \{d_r(\mathbf{C}) - 2r + 2\},
\]

where \( d_1(\mathbf{C}), d_2(\mathbf{C}), \ldots, d_k(\mathbf{C}) \) are the generalized Hamming weights of this code \( \mathbf{C} \).

**Proof.** We prove the following claim. If \( k > \frac{n}{2} \), then there exists a non-zero codeword \( \mathbf{x} = (x_1, \ldots, x_n) \in \mathbf{C} \) such that \( \mathbf{y} = (x_2, x_3, \ldots, x_n, x_1) \) is also a codeword in \( \mathbf{C} \). Let \( \mathbf{H} \) be the \((n - k) \times n\) parity-check matrix of this code \( \mathbf{C} \) with \( n \) columns \( \mathbf{h}_1, \ldots, \mathbf{h}_n \). We form two new matrices as follows. One is the \((n - k) \times n\) matrix \( \mathbf{H}' = (\mathbf{h}_2, \mathbf{h}_3, \ldots, \mathbf{h}_n, \mathbf{h}_1) \). Another is the \(2(n - k) \times n\) matrix \( \mathbf{H}'' \) by concatenation corresponding columns in \( \mathbf{H} \) and \( \mathbf{H}' \), that is, the \( n \) columns in \( \mathbf{H}'' \) are \( n \) vectors

\[
(\mathbf{h}_1, \mathbf{h}_2)^\tau, (\mathbf{h}_2, \mathbf{h}_3)^\tau, \ldots, (\mathbf{h}_{n-1}, \mathbf{h}_n)^\tau, (\mathbf{h}_n, \mathbf{h}_1)^\tau
\]
in $\mathbb{F}_q^{2(n-k)}$. Since $2(n-k) < n$, there is a non-zero solution of the equation

$$H'' \cdot x^\tau = 0.$$ 

Then $d_S(x, y) = d_{\text{subset}}(x, y) = 0$. Hence $d_S(C) = d_{\text{subset}}(C) = 0$. The second conclusion follows from Theorem 3.1 and the half-Singleton bound for the insdel distance in [12] [8]. The conclusion is proved.

4 Subspace codes

Subspace codes have been studied extensively since the paper [44] of R. Kötter and F. R. Kschischang. It was proposed to correct errors and erasures in network transmissions of information. A set $C$ of $M$ subspaces of the dimension $k \in T$ in $\mathbb{F}_q^n$, where $T$ is a subset of $\{1, 2, \ldots, n-1\}$, is called an $(n, M, d, T)_q$ subspace code if $d_S(U, V) = \dim U + \dim V - 2 \dim(U \cap V) \geq d$ is satisfied for any two different subspaces $U, V$ in $C$. The main problem of the subspace coding is to determine the maximal possible size $A_q(n, d, T)$ of such a code for given parameters $n, d, T, q$. When $T$ is the whole set $\{1, 2, \ldots, n\}$, we write $A_q(n, d)$ for the maximal possible size of the set of subspaces in $\mathbb{F}_q^n$ such that the subspace distances between any different subspaces in this set are at least $d$. Let $\binom{n}{k}_q = \prod_{i=0}^{k-1} \frac{q^{n-i} - 1}{q^{k-i} - 1}$ be the $q$-ary Gauss coefficient, which is the number of $k$-dimensional subspaces in $\mathbb{F}_q^n$. It is clear

$$A_q(n, d, T) \leq \Sigma_{k \in T} \binom{n}{k}_q$$

and

$$A_q(n, d) \leq \Sigma_{k=1}^{n-1} \binom{n}{k}_q.$$ 

When $T = \{k\}$ contains only one dimension this is a constant dimension subspace code, otherwise it is called a mixed dimension subspace code. There have been some upper and lower bounds for $A_q(n, d, k)$. We refer to papers [22] [20] [21] [63] [7] and the nice webpage [38] for latest constructions and papers. We refer to the nice surveys [40] and the webpage [38].
4.1 Rank-metric codes

Rank-metric codes have been widely used in the constructions of large constant dimension subspace codes. The rank-metric on the space $\mathbb{M}_{m \times n}(\mathbb{F}_q)$ of size $m \times n$ matrices over $\mathbb{F}_q$ is defined by the rank of matrices, i.e., $d_r(A, B) = \text{rank}(A - B)$. The minimum rank-distance of a code $M \subseteq \mathbb{M}_{m \times n}(\mathbb{F}_q)$ is defined as

$$d_r(M) = \min_{A \neq B} \{d_r(A, B) : A \in M, B \in M\}$$

For a code $M$ in $\mathbb{M}_{m \times n}(\mathbb{F}_q)$ with the minimum rank distance $d_r(M) \geq d$, it is well-known that the number of codewords in $M$ is upper bounded by $q^{\max(m,n)(\min\{m,n\}-d+1)}$, see [23]. A code attaining this bound is called a maximum rank-distance (MRD) code.

The Gabidulin code $Q_{q,n,t}$ consisting of $\mathbb{F}_q$ linear mappings on $\mathbb{F}_q^n \cong \mathbb{F}_{q^n}$ defined by $q$-polynomials $a_0x + a_1x^q + \cdots + a_tx^{q^t}$, where $a_0, \ldots, a_t \in \mathbb{F}_{q^n}$ are arbitrary elements in $\mathbb{F}_{q^n}$, is an MRD code, see [23]. The rank-distance of $Q_{q,n,t}$ is $n - t$ since there are at most $q^t$ roots in $\mathbb{F}_{q^n}$ for each such $q$-polynomial. There are $q^{n(t+1)}$ such $q$-polynomials in $Q_{q,n,t}$. Let $h$ be a non-negative integer and $\phi : \mathbb{F}_{q^k} \rightarrow \mathbb{F}_{q^{k+h}}$ be a $q$-linear embedding. Then

$$a_t\phi(x^{q^t}) + a_t-1\phi(x^{q^{t-1}}) + \cdots + a_1\phi(x^q) + a_0\phi(x)$$

is a $q$-linear mapping from $\mathbb{F}_{q^k}$ to $\mathbb{F}_{q^{k+h}}$, where $a_i \in \mathbb{F}_{q^{k+h}}$ for $i = 0, 1, \ldots, t$. We denote the set of all such mappings as $Q_{q,k \times (k+h),t}$. It is clear that the dimension of the kernel of any such mapping is at most $t$. Then $Q_{q,k \times (k+h),t} \subseteq \mathbb{M}_{k \times (k+h)}(\mathbb{F}_q)$ is an MRD code with rank distance $k - t$ and $q^{(k+h)(t+1)}$ elements. These MRD codes have been used widely in previous constructions of constant dimension subspace codes, see [20, 21, 40].

4.2 Lifted rank-metric code

Let $n$ and $m$ be two positive integers satisfying $m \geq n$. For any given rank-metric code $M$ with the cardinality $M$ in $\mathbb{M}_{n \times m}(\mathbb{F}_q)$ with the rank distance $d$, we have an $(n + m, M, 2d, n)_q$ constant dimension subspace code consisting of $M$ subspaces of dimension $n$ in $\mathbb{F}_q^{n+m}$ spanned by the rows of $(I_n, A)$, where $A$ is an element in $M$. Here $I_n$ is the $n \times n$ identity matrix. Let $U_A$ be the subspace spanned by rows in $(I_n, A)$. The intersection $U_A \cap U_B$ is the set $\{(\alpha, \alpha A) = (\beta, \beta B) : \alpha(A - B) = 0, \alpha \in \mathbb{F}_q^n\}$. Thus $\dim(U_A \cap U_B) \leq n - d$. The subspace distance of this constant dimension subspace code is at least
A constant dimension subspace code constructed as above is called a lifted rank-metric code. When $M$ is a MRD (maximal rank distance) code we have the following result. Suppose that $n \leq m$ then

$$A_q(n + m, 2d, n) \geq q^{m(n-d+1)}.$$ 

The corresponding $q^{m(n-d+1)}$ subspaces of dimensions $n$ in $\mathbb{F}_q^{n+m}$ are spanned by rows in $(I_n, A)$ where $A$ is from all elements in the Gabudilin code of linearized $q$-polynomials of the form $\sum_{i=0}^{n-d} a_i \phi(x^{q^i})$ where $a_i \in \mathbb{F}_{q^m}$.

## 5 Explicit subspace-metric codes from subspace codes

Explicit good subspace-metric codes can be constructed from subspace codes naturally. From the lower bound $d_{\text{insdel}} \geq d_S$, then explicit good insertion-deletion codes can be constructed from these subspace-metric codes.

**Theorem 5.1.** Let $C$ be a constant or mixed dimension subspace code of subspaces in $\mathbb{F}_q^n$ with the cardinality $M$ and the subspace distance $d$, then for any length $l \geq \max_{L \in C} \dim(L)$, we have a length $l$ subspace-metric code $\text{Span}(C)$ over $\mathbb{F}_{q^n}$ with the subspace distance $d_S$ satisfying $d_S \geq d$ and the cardinality $M$.

**Proof.** The construction of span code $\text{Span}(C)$ from the subspace code $C$ is as follows. For any subspace $L \in C$, we take $l$ vectors $c_1(L), \ldots, c_l(L)$ from $L$, $c_i(L) \in L \subset \mathbb{F}_q^n = \mathbb{F}_{q^n}$, such that $c_1(L), \ldots, c_l(L)$ span $L$ as a linear subspace of $\mathbb{F}_q^n$. Then we have one codeword $c(L) = (c_1(L), \ldots, c_l(L))$ in $\text{Span}(C)$ from each codeword $L$ in $C$.

For two different codewords $L_1$ and $L_2$ in the subspace codes $C$, suppose the longest common subsequence of $c(L_1)$ and $c(L_2)$ has length $\mu$, then we have

$$\dim(L_1) - \dim(L_1 \cap L_2) \leq l - \mu,$$
$$\dim(L_2) - \dim(L_1 \cap L_2) \leq l - \mu,$$

since the coordinates in $c(L_1)$ and $c(L_2)$ span the whole subspace $L_1$ and $L_2$. Hence we have

$$d_{\text{subset}}(\text{Span}(C)) = 2(l-\mu) \geq \dim(L_1) + \dim(L_2) - 2 \dim(L_1 \cap L_2) \geq d_S(C).$$
Theorem 5.2. Let \( C \) be a constant dimension subspace code of \( k \)-dimensional subspaces in \( F_q^n \) with the cardinality \( M \) and the subspace distance \( 2k - 2t \), then for any length \( t + 1 \leq l \leq k \), we have a length \( l \) subspace-metric code \( \text{Span}(C) \) over \( F_q^n \) with the subspace distance \( d_S \geq 2(l - t) \) and the cardinality \( M \).

**Proof.** For each \( k \)-dimensional subspace \( L \) in \( C \), we take \( l \) linearly independent vectors \((c_1(L), \ldots, c_l(L)) \in F_q^l\) in \( L \). Then any two such different codewords in the insertion-deletion code \( \text{Span}(C) \) have at most \( t \) common vectors since they are in two different subspaces in \( C \). The conclusion follows directly.

Corollary 5.1. If there is an explicit \((n, M, d, k)_q\) constant dimension subspace code, then for any positive integer \( l \) satisfying \( q^{k - \frac{d}{2}} < l \leq q^k \), we have an explicit insertion-deletion code over \( F_q^n \) with the length \( l \), insdel distance \( 2(l - q^{k - \frac{d}{2}}) \) and the the cardinality \( M \).

**Proof.** We take all vectors in each \( k \)-dimensional subspace, then the explicit insertion-deletion code is constructed.

Theorem 5.3. Let \( C \) be a constant dimension subspace code of \( k \)-dimensional subspaces in \( F_q^n \) with the cardinality \( M \) and the subspace distance \( d \), then we have a length \( kn \) insertion-deletion code \( \text{Insdel}(C) \) over \( F_q \) with insdel distance \( d \) and the cardinality \( M \).

**Proof.** We take \( k \) linearly independent vectors \((c_1(L), \ldots, c_k(L)) \in F_q^k\) in \( L \) for each \( k \)-dimensional subspace \( L \) in \( C \). Fixed a basis of \( F_q^n \) over \( F_q \) and \( \text{exp}(x) \) is the expansion with respect to this basis for \( x \in F_q^n \). Then this vector \((c_1(L), \ldots, c_k(L)) \in F_q^k\) is considered as a vector \((\text{exp}(c_1(L)), \ldots, \text{exp}(c_k(L))) \in F_q^{kn}\) as a codeword in the insertion-deletion code \( \text{Insdel}(C) \subset F_q^{nk} \). Suppose any given two such different codewords \((\text{exp}(c_1(L)), \ldots, \text{exp}(c_k(L)))\) and \((\text{exp}(c_1(L')), \ldots, \text{exp}(c_k(L'))))\) in \( \text{Insdel}(C) \) have a length \( T \) common subsequence, then \( nk - T \geq \frac{d}{2} \). Otherwise be deleting \( nk - T < \frac{d}{2} \) basis vectors of \( L \) and \( L' \), the remaining basis vectors of \( L \) and \( L' \) have to be the same. This is a contradiction to the fact \( d_S(L.L') \geq d \). The conclusion follows directly.

From Theorem 5.1, Theorem 5.2, Corollary 5.1 and Theorem 5.3 many good explicit insertion-deletion codes can be constructed via the known good
In this section we give several explicit subspace-metric codes with their cardinalities close to the Singleton bound.

**Theorem 5.4.** From the lifted MRD constant dimension subspace \( (2n, q^{n(t+1)}, 2(n-t), n) \) code \( C \) we have a length \( n \) subspace-metric code \( \text{Span}(C) \) over \( F_{q^{2n}} \) with the relative subspace distance \( \delta \) and the rate \( 1 - \frac{1}{2} \).

**Proof.** From Theorem 5.1 we have a length \( n \) subspace-metric code over \( F_{q^{2n}} \) with the subspace distance \( 2(n-t) \) and the cardinality \( q^{n(t+1)} \) directly. Then the conclusion follows.

Actually from the results in [63, 7] new \( n \)-dimensional subspaces can be added to the above lifted MRD subspace codes preserving the subspace distances \( 2(n-t) \). For example we have the following result. From Theorem 5.1 further results about larger subspace-metric codes can be obtained by the constant dimension subspace codes in [63, 7].

**Corollary 5.2.** Let \( t \) be a positive integer satisfying \( t \geq n^2 \). We have a length \( n \) subspace-metric code over \( F_{q^{2n}} \) with the subspace distance \( 2(n-t) \) and the cardinality

\[
q^{n(t+1)} + \sum_{i=n-t}^{t} \text{rank}_i(Q_{q,n,t}).
\]

Without the condition \( t \geq n^2 \) we have a length \( n \) subspace-metric code over \( F_{q^{2n}} \) with the subspace distance \( 2(n-t) \) and the cardinality \( q^{n(t+1)} \).

**Corollary 5.3.** Let \( t \) be a positive integer satisfying \( t \geq n^2 \) and \( s \) be an arbitrary positive integer. Then a length \( n \) subspace-metric code over the large field \( F_{q^{(s+1)n}} \) with the subspace distance \( 2(n-t) \) and the cardinality \( \sum_{j=0}^{s} q^{(s-j)n(t+1)} (\sum_{i=t}^{n-t} \text{rank}_i(Q_{q,n,t}))^j \) can be constructed from the insdel-subspace coding connection. Without the condition \( t \geq n^2 \) we have a length \( n \) subspace-metric code over \( F_{q^{(s+1)n}} \) with the subspace distance \( 2(n-t) \) and the cardinality \( q^{sn(t+1)} \).

Then from Theorem 3.1 we have an insertion-deletion code over \( F_{q^{(s+1)n}} \) with the relative insdel distance \( 1 - \delta \) and the rate \( \frac{s}{s+1} \) for any given positive real number \( \delta < 1 \). When \( s \) goes to the infinity this is a near-Singleton bound insertion-deletion code over very large fields. The Singleton bound

subspace codes in [38].
of an insertion-deletion code in $\mathbb{F}_{q^{(s+1)n}}^n$ with the insdel distance $2(n-t)$ is $q^{(s+1)n(t+1)}$.

Actually the subspace-metric code in Theorem 5.4 can be better. The key point is as follows. We will use not only $n$ linearly independent vectors in each $n$-dimensional subspace in a constant dimension subspace code, more codewords in each subspace in this constant dimension subspace code will be added to this subspace-metric code.

The $n$ linear independent vectors in each subspace of an $(2n, q^{n(t+1)}, 2(n-t), n)_q$ lifted MRD constant dimension subspace code can be taken from $n$ rows in the $n \times 2n$ matrix $(I_n, A)$ where $A$ takes all codewords from the Gabidulin rank-metric code of rank distance $n-t$. Here we take more $n$ linear independent rows of the $n \times 2n$ matrix $(G, GA)$ where $G$ is an $n \times n$ non-singular matrix and $A$ takes all codewords from the Gabidulin rank-metric code of rank-distance $n-t$. If $A$ and $B$ are different codewords in the Gabidulin rank-metric code of the rank distance $n-t$, it is clear the subspace distance between $n$ rows of $(G_1, G_1A)$ and $(G_2, G_2B)$ is at least $2(n-t)$ because they span different $n$-dimensional subspaces in this $(2n, q^{n(t+1)}, 2(n-t), n)_q$ lifted MRD constant dimension subspace code. Then the key point is that how many non-singular $n \times n$ matrices $G$ can be taken such that the subspace distance between $n$ rows of $(G_1, G_1A)$ and $(G_2, G_2A)$ is at least $2(n-t)$. Here we require that there are at most $t$ common rows for any two given non-singular $n \times n$ matrices $G_1$ and $G_2$. Then it follows that there are at most $t$ common rows of the two $n \times 2n$ matrices $(G_1, G_1A)$ and $(G_2, G_2A)$.

One construction is as follows. We set $G$ as the following form.

$$
\begin{pmatrix}
I_n & H_1 \\
0 & H_2
\end{pmatrix}
$$

where $H_1$ is a $\frac{n}{2} \times \frac{n}{2}$ matrix and $H_2$ is a non-singular $\frac{n}{2} \times \frac{n}{2}$ matrix.

Let $t$ be a positive integer satisfying $t \geq \frac{n}{2}$. We take $H_2$ as the multiplication of elements in $\mathbb{F}_{q^{\frac{n}{2}}}$, hence we have to divide $(\frac{n}{2})^2$ elements such that the corresponding $\frac{n}{2} \times \frac{n}{2}$ matrices have no common row. Actually for fixed basis of $\mathbb{F}_{q^{\frac{n}{2}}}$, $e_1, \ldots, e_{\frac{n}{2}}$, we have $xe_i = ye_j$ for some different indices in $\{1, \ldots, \frac{n}{2}\}$ if the corresponding matrices of $x$ and $y$ have a common row.
Hence there are $q^{n^2-\frac{n}{2}}$ possibilities for such $H_2$. On the other hand we can take $H_1$ in a Gabidulin code $\mathbb{Q}_{q^{\frac{n^2}{2}-\frac{n}{2}}}$, there are $q^{\frac{2}{n^2}\left(t+1-\frac{n}{2}\right)}$ possibilities for such $H_1$. This process can be continued. We have the following result.

**Theorem 5.5.** Let $t$ be a positive integer satisfying $t \geq \frac{n}{2}$. We have an explicit length $n$ subspace-metric code over $\mathbb{F}_{q^2}$ with the subspace distance $2(n-t)$ and the cardinality $q^{\frac{n^2}{2}\left(t+1-\frac{n}{2}\right)-\frac{n^2}{4}} + 4\left(q^{\frac{n}{2}^2-1}\right)$.

Notice that the Singleton bound for a length $n$ subspace-metric code with the insdel distance $2(n-t)$ is $q^{n\left(t+1\right)}$.

We refer the Levenshtein bound to [48, 43]. It asserts that $N(n, q, d) = \max\{|C| \subset \mathbb{F}_q^n : d_{\text{insdel}} > 2d\}$ satisfies

$$N(n, q, 1) \leq \lfloor \frac{q^{n-1} + (n-2)q^{n-2} + q}{n} \rfloor.$$ 

This upper bound was improved to the upper bound

$$N(4, q, 1) \leq \frac{q^2(q+1)}{4}$$

in the case $n = 4$ and $q$ even in [43]. Some explicit length 4 insdel codes over general alphabets attaining this bound was constructed in [43]. An improvement on the Levenshtein upper bound was given in a recent paper [2]. From the result in the previous section and the lower bound on the subspace codes in [22, 42] there exists a subspace-metric code over $\mathbb{F}_{q^u}$ with the length $u << n$, the subspace distance 4 and the size at least $q^{2n-3n+3u}$. Then there exists an 1-deletion correcting code over $\mathbb{F}_{q^u}$ with the insdel distance 4 and the size at least $q^{2n-3n+3u}$. The Levenshtein upper bound claims that the maximal possible size of 1-deletion correcting code is $\lfloor \frac{q^{n-\frac{u}{2}+(u-2)q^{n-u-2n+4}}}{u} \rfloor$. It is clear 1-deletion correcting code from subspace coding has the size close to the Levenshtein upper bound.

6 Explicit subspace-metric codes from orbit cyclic subspace codes

A linear subspace $V$ over $\mathbb{F}_q$ in $\mathbb{F}_{q^n} = \mathbb{F}_{q^m}$ is a Sidon space if for $a, b, c, d \in V$ satisfying $ab = cd$, then $\{aF_q, bF_q\} = \{cF_q, dF_q\}$. For each positive integer
Let $k$ and $n$ be two positive integers satisfying $k < \frac{n}{2}$. Then an explicit one dimension linear subspace-metric code $\text{Span}(C)$ over $F_q^n$ with the length $k$ and the subspace distance $d_S(\text{Span}(C)) = 2k - 2$ can be given directly from the above orbit cyclic constant dimension subspace code $C$.

**Proof.** From the construction in Theorem 6.1 the $\text{Span}(C)$ has codeword of the form $xc(L)$ for the Sidon space $L$. Then by adding one zero codewords we get the one dimension linear subspace-metric code.

The insdel distance of a one-dimension linear insertion-deletion code is close to the half-Singleton bound $d_{\text{insdel}} = 2k - 2 \leq 2(k - 2 + 2) = 2k$.

**Corollary 6.1** Let $k$ and $n$ be two positive integers satisfying $k < \frac{n}{2}$, we have an explicit $n$ dimension linear insertion-deletion code over $F_q$ with the length $kn$ and insdel distance $2k - 2$.

**Proof** The proof is similar to the proof of Theorem 5.3.
7  $k$-deletion correcting codes with rate approaching 1

For a fixed positive integer $k$, let $L_k(n)$ be the largest size of length $n$ binary codes correcting $k$-deletions, that is, $L_k(n) = \max \{|C| \subset F_2^n : d_{\text{insdel}}(C) > 2k\}$, it was proved in [48]

$$\frac{2^k(k!)^22^n}{n^{2k}} \leq L_k(n) \leq \frac{k!2^n}{n^k}.$$

The Varshamov-Tenengolts code can correct one deletion with the optimal redundancy $\log(n+1)$. The problem to construct explicit $k$-deletion correcting codes of rate approaching 1 as length grows had been unsettled for a long time. There have been continuous efforts in [39, 53, 4, 24, 58, 59, 29] to construct length $n \to \infty$ binary codes correcting $k$-deletions with optimal redundancies and the above long-standing problem was finally solved. From Theorem 5.3 for given positive integer $k$ we can give a family of explicit $k$-deletion correcting codes with rate approaching 1 immediately. This shows that our insdel-subspace-coding connection is a powerful method to give near-optimal insertion-deletion codes.

**Theorem 7.1.** Let $k$ be a fixed positive integer. $k$-deletion correcting code family with rate approaching to 1 can be constructed from constant subspace codes directly.

**Proof.** We consider the case $k = 2$ and $d_{\text{insdel}} \geq 6$. Then $(n, M, 6, u)_2$ constant dimension subspace codes can be used to construct a length $un$ binary code correcting $2$-deletions with the cardinality $M$ from Theorem 5.3. We will take $u << n$, then from the lifted MRS code we have $M \geq 2^{(n-u)(u-6+1)} = 2^{nu-u^2-5n+5u}$. Hence the rate

$$R \geq \frac{nu - 5n - u^2 + 5u}{nu} = 1 - \frac{5}{u} - \frac{u}{n} + \frac{5}{n}.$$  

Then when $n$, $u$ and $\frac{n}{u}$ grow to the infinity, we have a family of binary $2$-deletion correcting codes with rate approaching 1. Similarly for fixed $k$ we have a family of length $un$ $k$-deletion correcting codes with the rate

$$R \geq 1 - \frac{u}{n} - \frac{2k + 1}{u} + \frac{2k + 1}{n}.$$  

When $n$, $u$ and $\frac{n}{u}$ grow to the infinity, we have a family of binary $k$-deletion correcting codes with rate approaching 1. Since lifted MRD constant dimension subspace codes are explicitly given, our binary $k$-deletion codes are
explicit codes.

8 Subset distance of the folded codes from evaluation codes of linear mappings

The folded code was introduced in [26] for the purpose of achieving list-decoding capacity. The folded codes are natural subset-metric codes and then insertion-deletion codes, as showed in the following example.

We consider the evaluation codes of all linear mappings $f : \mathbb{F}_q^n \rightarrow \mathbb{F}_q$, on the set of some points $X = (p_1, \ldots, p_n)$, $p_1, p_2, \ldots, p_n \in \mathbb{F}_q^n$, may be repeated. This set $X$ will be determined as follows.

Let $e_1, \ldots, e_n$ be linear independent elements in $\mathbb{F}_q^n = \mathbb{F}_q^n$ over $\mathbb{F}_q$. For one such linear function, $(f(e_1), \ldots, f(e_n))$ is an element in $\mathbb{F}_q^n$. The element $(f(xe_1), \ldots, f(xe_n)) \in \mathbb{F}_q^n$ can be represented as the multiplication $x(\Sigma_{i=1}^n f(e_i)e_i)$ of two elements $x$ and $\Sigma_{i=1}^n f(e_i)e_i$. Actually if $x \cdot e_i = x_1 e_1 + \cdots + x_n e_n \in \mathbb{F}_q^n$, $x_{ij} \in \mathbb{F}_q$, then $f(x \cdot e_i) = x_{i1} f(e_1) + \cdots + x_{ni} f(e_n)$.

For another linear function

$$g : \mathbb{F}_q^n \rightarrow \mathbb{F}_q,$$

we can represent $g$ as $g(z) = f(y \cdot x)$ for any $z \in \mathbb{F}_q^n$, with a fixed non-zero element $y \in \mathbb{F}_q^n$. For a subset $D \subset \mathbb{F}_q^n$, the point set $X$ is the set of all points in $(x \cdot e_1, \ldots, x \cdot e_n)$ for all nonzero elements $x \in D$. This is the evaluation code $C$ depending on the subset $D \subset \mathbb{F}_q^n$ with the cardinality $|D| = D$. We will analysis the subset distance of the folded code $Folded(C)$ of this code $C$ with the parameter $n$, that is, the codewords in $Folded(C)$ is of the form $(c_1, \ldots, c_D)$, where $c_i = (f(x_i e_1), \ldots, f(x_i e_n)) = x_i (\Sigma_{j=1}^n f(e_j)e_j)$, where

$$D = \{x_1, \ldots, x_D\}.$$

For another linear function $g(z) = f(y \cdot z)$, then the codewords is of the form $(yx_1(\Sigma_{j=1}^n f(e_j)e_j), \ldots, yx_D(\Sigma_{j=1}^n f(e_j)e_j))$.

We define

$$m(D) = \max\{|y \cdot D \cap D| : y \in \mathbb{F}_q^n\}.$$
Then we have the following result.

**Theorem 8.1.** The subset distance of the folded code Folded(C) is $D - m(D)$.

**Proof.** The conclusion follows from the representation of codewords in the folded code Folded(C).

A subset $D \subseteq F_{2^n}^*$ of the cardinality $k$ is called an $(2^n - 1, k, \lambda)$-difference set if for every non-identity element $y \in F_{2^n}^*$, we have

$$|y \cdot D \cap D| = \lambda,$$

we refer to Chapter 4 of [17]. From Theorem 8.1 for such a difference set we have an folded code with length $k$ and the subset distance $k - \lambda$. It is well-known there is the Singer difference sets with the parameter $(2^n - 1, 2^{n-1} - 1, 2^{n-2} - 1)$ for $n \geq 3$, we refer to page 97 in [17]. Then we have a folded code of length $2^{n-1} - 1$ and the subset distance $2^{n-2}$. The size of this folded code is $2^{n-2}$. Hence we have an insertion-deletion code over $F_{2^n}$ of length $2^{n-1} - 1$, the cardinality $2^{n-2}$ and the insdel distance at least $2^{n-2}$.

**Corollary 8.1.** Let $n$ be a positive integer satisfying $n \geq 3$. Based on the Singer classical difference set in the multiplicative Abelian group $F_{2^n}^*$, we have an explicit folded code over $F_{2^n}$ with the length $2^{n-1} - 1$, the cardinality $2^{n-2}$ and the subset distance $2^{n-2}$ from the evaluation codes of linear mappings.

9 Encoding and decoding

In our above insertion-deletion codes constructed from subspace codes, only lifted MRD codes and some well-constructed constant subspace codes are used. Hence the encoding and decoding are direct from the encoding and decoding of the corresponding Gabidulin codes and are both highly efficient. On the other hand most explicit constant dimension subspace codes given in [35] are explicitly constructed from several block combining of lifted MRD codes. Hence most subspace-metric codes or insertion-deletion codes constructed in Theorem 5.1, Theorem 5.2, Theorem 5.3, Theorem 6.1 and Corollary 6.1 have highly efficient encoding and decoding.
10 Conclusion

In this paper we introduce the subspace-metric codes and subset-metric codes. We show that subspace distance and subset distance are natural lower bounds for the insdel distance and prove the half-Singleton bounds for the subspace distances and subset distances of linear codes. From subspace-metric and subset-metric codes well-structured explicit good insertion-deletion codes correcting synchronization errors can be constructed directly. Explicit near-Singleton bound subspace-metric codes over large fields are constructed. Insertion-deletion codes from subspace codes are close to the Levenshtein upper bound for 1-deletion correcting codes over general finite field. $k$-deletion correcting codes with rate approaching 1 can be constructed from subspace codes. The one-dimension linear subspace-metric codes are given explicitly from the orbit cyclic subspace code. This lead to a high dimension linear insertion-deletion code with a natural lower bound on its insdel distance. The highly nontrivial lower bound for the subset distances of some folded codes is proved. Further construction of explicit synchronization strings from subspace coding will be presented in [9].
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