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**ABSTRACT:** Synthetic promoters are commonly applied elements in circuit design for fine-tuning the protein expression levels. Promoter engineering was mostly focused on the random mutation or combination of regulation elements such as transcription factor binding sites. However, the size of promoter sequence space is still overwhelming and better navigation method is required. On the other hand, the generative adversarial network (GAN) is known for its great ability to reduce the searching space by learning to generate new data on the similar manifold of original data. Here, we applied WGAN-GP model into *de novo* promoter sequence design to generate entirely new promoter sequences. In total, 83 of model-generated promoter sequences were tested in promoter activity screening by regulating the expression of sfGFP gene in *Escherichia coli*. As a result, 26 out of 83 newly designed promoters were found functional and successfully expressed with varying activities, with similarity score to natural promoters all less than 0.7. Moreover, 3 of them showed higher promoter strength than the wild type promoters and their highly expression mutants. The much higher successful rate and promoter activity with much lower similarity score in our model-designed novel promoters confirmed the effectiveness of promoter sequence learning. Our work provides insights into an area of navigation of novel functional promoter sequence space automatically, as well as speeding up evolution process of naturally existing promoters, indicating the potential ability for deep generative models to be applied into genetic element designing in the future.

**INTRODUCTION**

Promoters are cis-regulatory DNA elements that recruit transcription factors and initiate transcription process. Although natural promoters have been widely used in relatively steady laboratory application, the number of functional promoters, however, is in such a low level, considering the large potential space of base combinations. In recent years, researchers increasingly turned to extract promoter features\(^4\)\(^-\)\(^9\) and constructed libraries of synthetic promoter sequences for specific engineering aims\(^4\)\(^-\)\(^6\). Many molecular approaches to generate synthetic promoter libraries has been applied, such as methods based on mutagenesis\(^6\)\(^-\)\(^8\), integrating the shorter functional parts\(^9\)\(^-\)\(^11\) and combination of biological motifs\(^12\)\(^,\)\(^13\), etc.

Molecular methods based on constructing random mutation library, such as error-prone PCR, was reported to successfully mutagenize a bacteriophage PL-\(\lambda\) promoter placed upstream of a green fluorescent protein (GFP) sequence in *E.coli*, resulting in a library with approximately 9000–12000 functional clones\(^14\)\(^,\)\(^15\). Other methods based on inserting non-consensus gaps\(^9\) into the biological motifs\(^26\) also provided some novel synthetic promoters for fine-tuning the target genes.

However, one of the limitations of the molecular methodologies may be that, although above methods have certainly provided new promoters with a range of different expression levels, these approaches still do not provide a systematic, theoretical navigation of the promoter design space\(^27\). Besides, these newly designed promoters usually shared a relatively high similarity in sequence, making the library diversity being restricted. Hence, a number of computational approaches have been available for *de novo* promoter sequence design\(^19\).

The position weight matrices (PWMs) models, for example, has been proved to show some promise in detecting transcription factor binding sites (TFBS) and prediction of promoter strength\(^15\)\(^,\)\(^20\). A relatively high degree of accuracy was obtained in predicting promoter strength regulated by *E. coli* \(\sigma_E\) by encompassing both upstream sequences and core promoter elements into the PSSL model
However, such approaches could be inadequate to model poorly conserved house-keeping promoters, such as those regulated by E. coli σ70, for the greater complexity required within these models.

Meanwhile, thermodynamic models analyzed the role of transcription factor binding sites in gene expression process, by considering the binding energy of RNA polymerase. The predicting expression for the simple repression strains could be within 30% after correcting the prediction using the data from the unregulated promoters. However, the number of unique binding sites of promoters were still limited and a larger screening space for energy matrix may also be needed.

For typical prokaryotic organisms, if only considering promoter sequences within 50 bp in length, the number of potential promoter sequences is estimated to be on the order of $4^{50}$. Similar estimation could be much larger for eu- karyotes due to the genome complexity. Therefore, any global strategy for covering this space might seem impossible, and better navigation method is needed.

The generative models provide a better way of probing large data space to generate entirely new data. Among them, the generative adversarial networks (GAN) have shown its great ability in mimicking the target distribution of real data set to generate new data which is on the similar manifold of real data. Based on the game theory between the generator and discriminator, GAN has given birth to sets of state-of-art image generation methods and showed its ability to generate completely new images. Indeed, different variants of GAN models have increasingly been used to generate entirely new biological data, such as brain activity reconstruction images, synthetic DNA sequences encoding for proteins of variable length and single cell RNA-seq data from multiple cell types.

Here, we proposed the first approach for de novo promoter sequence design method based on a generative adversarial network (GAN) and validated the strength of generated promoters in Escherichia coli. Taking the natural promoter sequences as an input, the generator learned to produce novel promoter sequences that the discriminator cannot classify from the natural ones. The novel promoter sequences were derived from WGAN-GP model firstly, with another model of deep Convolutional Neural Network (CNN) was used to select generated promoters with the highest expected expression levels. Using the deep generative network, we have created an artificial library with 83 novel promoter sequences, and their relative promoter activities were all demonstrated in vivo.

RESULTS

Framework description of promoter designing based on Generative Adversarial Network. For the aim of generating functional synthetic promoters, we introduced three main components in our whole method framework, including promoter generation, high strength promoter selection and the experiment validation.

The Promoter generation stage provided thousands of synthetic promoters using the generative adversarial network (GAN). The training set data was the experimentally identified naturally occurring promoters in E.coli obtained from E.coli database RegulonDB. Specifically, only the promoter sequences recognized using the dRNA-seq technique published by Thomason et al. were used in present work. The training set contains 14098 promoters and most of them are sigma 70 promoters.

GAN model has two main adversarial components, the discriminator and generator. The basic workflow of GAN goes as follows: Taking the naturally occurring promoters as inputs, the discriminator evaluates the divergence between the current generated promoters and the natural promoters. The generator generates entirely new promoter sequences by dealing with random noise. By training the discriminator and generator in turn iteratively, the discriminator gradually learns to act as an increasingly meticulous critic of the promoters generated by current generator. Therefore, the generator, on the contrary, learns to improve its skills of mimicking the naturally occurring promoter distribution in order to the deceive discriminator. By producing promoters from final trained generator, GAN could help us navigate the possible promoter space nearby the input natural ones to generate new synthetic promoters.

Specifically, our method was mainly based on the WGAN-GP framework (material and methods), which was concentrated on generating 50bp length promoters at the up-stream of TSS, whereas 5'UTR region was fixed and also acted as an insulator sequence to avoid interaction effects between core transcriptional elements.

Promoter selection stage used a convolutional neural network (CNN) based model to predict the gene expression level of the model-generated promoters. The model structure is shown in [figure.3]. Only the promoters with top predicted promoter strength were remained for experimental validation.

In the experimental validation stage, the selected synthetic promoter sequences were used to build the promoter library in E.coli with a fixed 5'UTR region, driving the expression of sfgfp gene and verify the expression levels in vivo.

The architecture of WGAN-GP for promoter generation. At first, we supposed the DCGAN based network structure could fit in well with synthetic promoter generation. Ideally, convolutional layer could grasp motif feature and multilayer network could learn the abstract representation of promoter regulation rules. The detail description about the network is illustrated in “materials and methods”.

We tested the motif feature learning of DCGAN model in silico. The comparison of sequence logo is shown in [figure.2(b)] by weblogo, which demonstrates that −10 and −35 region logo could be partially learned by our model. However, it is obvious that DCGAN model suffered several problems in motif feature learning. The model overestimates the importance of several motifs, meanwhile part of
some features are ignored[figure.7]. Besides, the model generation results are instable and often falls into local optimal solution [figure.2(b)]. The DCGAN based model is not completely met with our case. Thus, we tried several sequence-based generation models, and finally WGAN-GP language model was selected in order to handle the above problems.

The WGAN-GP model was originally designed for the nature language generation task. The whole structure is shown in [figure.4(a)]. Two main changes were used to solve problems in DCGAN: the introducing of resblock structure and the utilizing of earth moving distance.

Resblock is combination of convolutional layers, and it adds a short connection from resblock start to resblock end. One of the resblock structures are shown in [figure.4(b)]. Resblock structure was proposed by He et al to handle the degradation problem, and the network would have deeper layers with stronger feature learning ability. In our work, we found that in the synthetic promoter generation, resblock structure could decrease the local minimum problem compared with the same depth neural network without short connections [figure.5]. The final promoter generation results also verifies the success of resblock structure: the local minimum problem no longer exists by surveying the sequence logo.

Besides, the WGAN-GP language model uses earth-moving distance instead of JS divergence to measure the distance between the probability distribution of true samples and generated samples. Earth moving distance is continuous and differentiable in the whole space, so that we could progressively train the model until the generated samples manifold converge to true samples manifold.

In our work, such property means the improvement of stability and feature learning ability of the model. The generation results show that overestimation and underestimation are not appeared in the WGAN-GP model. [Figure.7]. And the -10 and -35 region motif logo was nearly perfect learned by the model. [figure.5]

The promoter activities generated by GAN models and similarity score of sequences. In total, 83 synthetic promoters from WGAN-GP model selected by mentioned prediction model were tested in Escherichia coli. The detailed sequences are provided as Supplementary Table S1. In the 83 novel promoters, 31.3% (26 out of 83) designed promoter sequences were demonstrated to have higher activity than control plasmids and 11.5% of them showed higher promoter strength than the highest member of six positive control promoters (figure.6). Three groups of promoter sequences with not functional, functional but not higher and higher labels were analyzed. The promoters with higher strength showed a more than 1.2-fold relative activity stronger than the average of six positive control promoters, and the functional but not higher group showed a comparative expression level with the wild-type controls.

We checked the similarity score between the natural promoter group and the generation promoter group by using CLUSTALW2. Specifically, we compared our 83 synthetic promoters with the training promoter groups, the minimum of the max scores is 54, the maximum is 72, and the mean is 62.04. These results verify synthetic promoters show no significant matches to the training promoters. A standard nucleotide BLAST searching was also conducted against the whole E.coli K12 genome and no significant matches were found. The highest e-value obtained for candidate promoter sequences was 0.014, which is a much higher than the mutation libraries, indicating the newly designed promoter sequences is different from the naturally occurring sequences. Such feature could increase the genetic stability in the genome context, because of the low probability to recombine with sequences in the E.coli genome.

The high ratio of functional promoters and low level of similarity score in our novel 83 promoter library confirmed the effectiveness of distribution learning of naturally occurring promoters, indicating the discovery of novel functional promoter space in E.coli.

Characteristics of generated promoters. The kmer frequency and the space correlation of motifs were also tested for the characteristics of newly generated promoter sequences.

The kmer frequency distribution compared the occurrence number of certain kmer between natural promoter groups and generation promoter groups. Five of top ten 6mers were the same, which indicated that our WGAN-GP model could learn the most important features from the natural promoter group. For the whole view of kmer learning ability, kmer frequency from k = 2 to k = 6 was plotted. The inconsistent frequency of certain kmer between the synthetic group and natural group indicated that the learning model may overestimate or underestimate the importance of a certain kmer, and the consistent frequency of a certain kmer was a good feature of the synthetic promoter groups. We also used pearson correlation coefficient (r-square) to measure the correlation between the natural promoters and synthetic promoters. As shown in [figure.7], the kmer feature of synthetic promoter learned by WGAN-GP could correlate well with the natural promoter.

Besides, the location distribution of five most frequent 6mer was also checked, to inspect whether our model could learn the right location of certain kmer on the promoter. The results show the WGAN-GP model could not only learn the right frequency of kmer, but also learn the right location of a certain kmer. That is to say, our synthetic promoters conform to the kmer feature of the natural promoters.

In addition, the space correlation of motifs was also compared by the distance distribution of -10 motif and -35 motif. Previous study has shown that the distance between -10 region and -35 region with 16 ~ 18 bp is proper for a promoter sequence, which could be beneficial to the binding of RNA polymerase. The distance of our generation promoters concentrated on the area between 16 and 18, which is consistent with the distance of natural promoters[figure.8].
DISCUSSION
Promoter region is one of the most fundamental tuning elements driving the transcription of a given gene by influencing the binding of RNA polymerase in both prokaryotes and eukaryotes. However, the number of functional naturally occurring promoters is limited, compared with the huge possible space of base combination. Synthetic promoters could optimize the natural promoters, then initiate the comparatively higher gene expression level than naturally existing promoters for specific tasks. Traditional molecular and computational methods each for novel functional promoter sequences mainly centered on random mutation and artificially combine the motifs of promoter regions. We applied the generative adversarial network into de novo promoter designing, and our result shows a higher ratio of functional promoters with better feature extraction in promoter sequences.

Naturally occurring functional promoters have evolved for billions of years, however, by taking advantage of manifold learning ability of GAN models, we could generate thousands of candidate promoter sequences in silico conveniently. We mainly build our generative model based on WGAN-GP, then the prediction model was used to select promoters. The experimental results also showed a high ratio of 46% of 50 promoter sequences are found functional in E.coli. Higher order sequence features and similarity analyzing also shows that the generated promoters not only inherit the important motifs from the natural promoter population, but also differ greatly from the natural promoters. Our work indicates the potential application of generative models for genetic element designing tasks.

By an evolutionary perspective, the two adversarial components in GAN model, say the generator and discriminator, play similar roles as the naturally excessive reproduced organisms and environmental selection pressures. The generator transfers the noise z, which is similar to the permutation from environment to organisms, step by step finally to the layer of new DNA sequence. The discriminator, on the other hand, could play a role as natural selection pressure to score the newly produced promoters. At the initial stage, the discriminator converges quickly to form a relatively steady environment. Then the promoter fitness score gradient is backpropagated to the generator, helping it to correct its parameters and learns to generate newly evolved promoters with higher fitness scores. This process has been performed iteratively for many epochs in turn, and the final novel promoters with the highest fitness scores given by trained discriminator was used in the present work. Unlike the naturally occurring organism, which generally mutant randomly and passively, our generator network could correct its parameters directionally, which indeed speeds up the evolution process, but also come up with less robustness in the whole model system. This phenomenon has also been reported as a common challenge for training GAN models in different fields.

Moreover, some other variants of generative adversarial network may also be introduced into element designing: the conditional GAN model (cGAN), for example, could be implemented into designing of inducible promoters, which conditions on the types of inducers in the different biological occasions.

In conclusion, we applied the generative adversarial network into the promoter sequence design and experimentally validated the promoter activities in vivo. Our work provides insights into an area of artificially speeding up evolution of naturally existing promoters, and navigation of novel functional promoter sequence space, indicating the potential ability for generative networks to be used in elements designing in the future.

MATERIALS AND METHODS
Strains and Cultures. The E.coli strain DH5α [F−, λ−, Φ80lacZΔM15, Δ(lacZYA−argF)U169, endA1, recA1, hsdR17(k−, mK+) supE44, thi−, gyrA96, relA1, phoA] was used as host organism and cultivated in Luria–Bertani (LB) media supplemented with 100 μg/mL kanamycin at 37 °C for promoter activity screening.

Promoter library plasmid construction. All promoter constructs were carried on the high-copy-number vector T1.3, driving the expression of sfGFP from the reporter gene sfGFP. Promoter and 5’UTR sequences are displayed in Table S1 of the supplemental material. The 5’UTR fragments (B0030) contained an EcoRI site and reverse primers contained an XbaI site. The putative Shine–Dalgarno sequence in 5’UTR was placed 7 nt upward of the original TSS region. Annealing reactions were performed by incubating the complementary oligonucleotides at 95 °C for 3 min (5 μl of 100 μM forward and reverse oligonucleotides in sterile water) followed by 95 °C for 1 min each cycle.
with 57 cycles and cooling to 4°C for storage. The phosphorylation of annealed oligonucleotides was performed using T4 polynucleotide kinase (PNK from NEB) with ATP for 1 hour. Then the 5'UTR oligonucleotides were cloned into the EcoRI-XbaI sites in T1.3 constructs by T4 ligase catalyzing reaction. The recombinant plasmids with 5'UTR sequences were verified by sequencing. The adenine instead of thymine were designed in 5'UTR oligonucleotides at XbaI site, therefore the original XbaI site could not be digested in following steps. The T1.3 constructs with 5'UTR oligonucleotides were digested with restriction enzymes EcoRI and XbaI, and designed promoter oligonucleotides flanked with the same MCS were cloned into the new EcoRI-XbaI sites. Six positive controls promoters, three random baseline promoters and one blank control plasmid were also tested for promoter activity screening. All of the reporter plasmids were verified by sequencing.

**In vivo promoter assays.** Assay strains were stored as glycerol stocks in deep 96-well plates (1 ml). Cultures were grown in plates containing 5ml LB medium with kanamycin, inoculating from glycerol stocks using a sterilized metal pinner. Monoclonal selections were grown overnight (16 h) in 96-well U-bottom deep-well plate covered with sterile breathable sealing film (sterile sealing films; Axygen) at 30°C with shaking at 850 rpm on orbital shaker. The following day the overnight cultures were diluted 1:100 into a final volume of 1.8ml of fresh medium with appropriate kanamycin. In total 200ul cultures were added in clear bottom black plates, and repeated measurements of the optical density at 600 nm (OD600) and fluorescence (relative fluorescence units [RFU]; excitation at 485 nm and emission at 510 nm) were performed by microplate reader-incubator-shaker (Thermo) every 1 hour during 2 to 6 hours after culture dilution. All experiments were repeated at least three times, with less than 5% standard error between replicate experiments, showing the difference between batch cultures and microplate reader plates were negligible. Changing the well positions of strains were also conducted in the microplates during three repeated experiments to avoid any local position effects.

**Establishing a Baseline Expression Level of Functional Promoters.** Three control variants were generated in which the synthetic promoters were replaced by complete random sequences at each base position, with the GC content was controlled at 50%. The resulting expression levels measure the basal expression of the sfGFP gene given that there is enough sequence space upstream of the protein coding sequence for RNA polymerase to bind. This experiment was conducted for testing the basic background transcription in our system. The average relative promoter activity of the three control variants was 5.9% of the wild type promoter fluorescence (Figure 5). This value has been used as threshold to evaluate whether the synthetic core promoters are different from random sequences.

**Promoter system designing under control promoters.** Six positive control promoter sequences were used in the present work, including two different types of wild-type promoters: J23119 and Ptrc, with two of their corresponding mutants (J23100, J23102 and Ptrc m010,Ptrc m004), which have shown highest expression in previously reported mutation library.

A blank control variant was designed by replacing the synthetic promoter sequences with a 10bp random sequence (GGGCTCTGTA), which could not provide enough length for RNA polymerase to bind on the upward sequence of protein coding region. We performed the blank control reporter to avoid the background noise in the system and this value was also used for relative promoter activity calculating.

**Promoter strength analysis.** Culture background fluorescence was determined using a blank control variant plasmid carrying the same 5'UTR sequence without promoter sequence. This control T1.3 vector strain was grown and assayed under the same condition with the promoter library. The fluorescence of tested promoters subtracts background fluorescence from the reporter strain fluorescence under OD for each reporter vector, which was calculated as

\[
\text{Relative Perpromoter activity} = \frac{\left( \frac{F}{OD_{600}} \right)_{\text{Clone}} - \left( \frac{F}{OD_{600}} \right)_{\text{blank}}}{\left( \frac{F}{OD_{600}} \right)_{\text{Blank}}}
\]

The growth rate was also measured by average optical density at 600 nm (OD600) versus time (h-1). Final reported promoter activities are calculated by taking the average of three independent biological experiments.

**The database description.** The training dataset contains in total 14098 experimentally identified promoters in the E.coli K12 MG1655 genome. As the description of the dataset, most of the promoters recognized in this dataset were sigma70 promoters.

The length of these promoter sequences is 50bp, which locate at the upstream of transcription start site (TSS). The promoter sequences of 50bp length is reasonable for the -10 and -35 regions are contained in such length sequences. Meanwhile, the DNase I footprint of RNA polymerase on an E.coli promoter extends from approximately -50 to +20 of TSS.

**The basic introduction of GAN.** Generative adversarial network (GAN) has achieved impressive results in the fields of nature image generation 39-40, style transformation 41, super resolution image creation 42. Recent studies show that by learning the high dimensional representation of real sample group, GAN model has the ability to generating thousands of completely new samples. More specifically, GAN model contains two parts, the generator and the
discriminator. The aim of generator is to generate fake samples that could not be distinguished with real samples by the discriminator, whereas the aim of discriminator is learning to classify the fake samples and the real samples. With iteratively optimizing two counter objectives, the generator could progressively generate fake samples just as real samples.

Mathematically, in the original version of GAN\(^4\), the aim of discriminator is as follows:

\[
\max_D V(D,G) = \mathbb{E}_{x \sim p_{\text{data}}(x)} \left[ \log D(x) \right] + \mathbb{E}_{z \sim p_z} \left[ \log \left(1 - D(G(z)) \right) \right]
\]

Here, \(D(x)\) represents the classification result of real samples. \(z\) represents input of generator, which usually is the low dimension random noise. \(G(z)\) represents generated fake samples, and \(D(G(z))\) represent the classification result of fake samples. The first part demonstrates the discriminator should recognize real samples better, and the second part means it should recognize generated samples better. On the contrary, the aim of generator is:

\[
\min_G V(G) = \mathbb{E}_{x \sim p_{\text{data}}(x)} \left[ \log D(x) \right]
\]

It means the generator wants to generate images that has the high possibility to fool the discriminator. Thus, GAN model is playing a minmax game by the generator and discriminator, which could be shown in the value function:

\[
\max_G \min_D V(D, G) = \mathbb{E}_{x \sim p_{\text{data}}(x)} \left[ \log D(x) \right] + \mathbb{E}_{z \sim p_z} \left[ \log \left(1 - D(G(z)) \right) \right]
\]

**WGAN-GP language model.** The equation (i) implies that the model is minimizing the JS divergence between the real and fake samples distribution when the discriminator is optimal\(^3\). However, when two distribution have supports are disjoint or lie on low dimension manifolds, such JS divergence could not iteratively make the model generate the correct samples\(^4\). Thus, the author used earth moving distance instead of JS divergence\(^3\) to measure the distance between two distributions, and such GAN model is called WGAN. Then, Gulrajani I et al. add a gradient penalty into WGAN value function to solve the optimization difficulties in the original WGAN\(^4\). The WGAN-GP models have recovered the instability of original GAN model and achieved great results in the image and nature language generation. In our work, we use WGAN-GP language model, which uses the above technique to generate nature language, to our promoter generation task. Such model has been used in the DNA sequence generation\(^4\), which repeatedly verifies the effectiveness of WGAN-GP model.

**Manifold explanation of GAN.** In the GAN structure, notice that the input of generator is comparatively lower dimension random noise, and the output of generator is comparatively higher dimension samples. Such design can represent the samples distribution confined to a low dimensional manifold\(^3\). Because of the exponential growth of searching space, researchers are incapable to navigate the whole space to find the optimal solution. Thus, navigating a low dimension manifold to find a feasible solution is a reasonable way in the designing work. For example, the molecular inverse design uses GAN model to navigate the manifold of functionality of chemical space to find the new materials\(^1\). In our work, we introduce GAN to the synthetic promoter design, in order to find the possible high expression promoter manifold.

**Find the -10 and -35 motif by PSSM matrix.** We first counted the occurrence possibility of each position of promoter sequences to calculate PWM matrix, then used logit function, i.e. \(\log \frac{p_{ij}}{b_{ij}}\), where \(p_{ij}\) implies the element in the PWM matrix and \(b_{ij}\) implies the background distribution. Here, we selected background by calculating the occurrence possibility of TCGA in the whole dataset. The threshold that recognize the motif was set to 3, meanwhile the -10 and -35 motif finding region was restricted to -1 ~ -17 and -40 ~ -25.

**Top 6-mer distribution in -10 region.** We drew eighteen top occurrence number 6-mer in -10 region. Notice that when the nucleotide C and G appear in a certain 6-mer, the PWM sampling method has more chances not to catch the distribution. [Figure 9]

Several important parts in the GAN network

1. Convolution layers: The convolution layer is the core part in the promoter feature learning. It contains a great deal of convolution kernels, and each kernel could learn a certain kind of feature, which could also be interpreted as motif. The parameters of each kernel could be learned during the iteratively training of GAN model. With the combination of several Convolution layers, the whole neuron network could get the information of the promoter sequences in different sizes. The utilization of convolution layer could guide the generator to produce the certain motifs in the generated promoters, and guide the discriminator to better classify the samples.

2. Upsampling layers: The aim of generator is to learn a certain data distribution. The input of the generator is a low dimension vector whereas the output is a relatively higher dimensional vector. Thus, we need upsampling layers to accomplish the mapping from the input to the output.

3. Full connection layer: This kind of layer is the most common layer in the neuron networks, it could achieve linear mapping from one vector to another vector. The convolution layer could be treated as the optimization version of full connection layer, and we use convolution layer more common than the full connection layer.

4. Max pooling layer: The max pooling layer could reduce the dimension of the feature map which extracted by the convolution layer. The multiple combination of convolution layers and max pooling layers could extract the long ranges feature in the samples.
5. Activation function: The activation function could dramatically influence the generated results. The bad choice of activation function may induce to mode collapse problem. In our first version model, we introduce tanh as the activation function of the intermediate layer. And we use the softmax as the activation function of output layer of generator. We use softmax rather than tanh as activation function because the appearance of A means the absence of T, C and G, which means the four bases are mutually exclusive. The use of softmax function will make the generator tend to generate one certain base in one location. For the output layer of discriminator, we use sigmoid as the activation function.

**Encoding mode of promoter sequence** Promoter sequences with length N was represented as matrix, where the length N equaled to 50. In such encode system, the T was encoded as [1, -1, -1, -1], A was encoded as [-1,1, -1, -1], and C or G was encoded in the same way. We used such code encoded by nature promoters as the real samples in the GAN model learning.

**Model training of GAN models and CNN prediction model** We used all the promoter sequences in the dataset described above as the real samples of GAN model. In the DCGAN model, the input of the generator was the uniform distribution random noise. The batch size was set to 128, the iteration times was set to 100 and we used stochastic gradient descent as the optimization method of our model.

Different from the DCGAN, in the WGAN-GP model, we sampled from standard normal distribution as the input noise of generator. The batch size was set to 32 and we trained our network for 160 epochs. We found that the best result is around 12 epochs, so we selected 320 synthetic promoters from that range of iterations. Notice that for giving the best play of the WGAN-GP model, we train 5 times discriminator and one times generator in each batch training. The optimizer used Adam with learning rate equals to 0.0001, beta1 equals to 0.5 and beta2 equals to 0.9.

In the training of CNN model, the dataset is from the Thomason et al. They use RNA-seq reads number as the gene expression level of a certain promoter. Thus, we have 14098 promoters with corresponding gene expression level. The batch size was set to 128, and we used stochastic gradient descent as the optimization method. We trained this model with 9000 samples as training set, 1000 samples as validation set and others as test set. Notice that we used kernel size equaled to seven in the first convolution layer, because we believe the long kernel could capture the motif like -10 motif in the promoter region.
Figure 1: The synthetic promotion design system. In generation part, a large member of synthetic promoters were generated by GAN model. In selection part, the high potential expression promoters were selected by CNN model. Last, the selected promoters were verified experimentally in the validation part.
Fig. 2 (a) The structure of DCGAN, the input of generator is the latent variable $z$, whereas the input of the discriminator is one-hot code of promoter sequences. Different color represents different kinds of layer. (b) The sequence logo of -1 ~ -50 region of transcriptional start site of natural promoters (top) and DCGAN synthetic promoters (bottom). The -10 region and -35 region are annotated in the figure.

Fig. 3 The structure of CNN model for selecting the potential high expression promoter.
Fig. 4 (a) The structure of WGAN-GP language model. Different from the DCGAN model, such model introduces resblock and earth moving distance for better generation results. (b) One of the resblock structures are shown here. It is the combination of convolutional layers, and it adds a short connection from resblock start to resblock end.

Fig. 5 The sequence logo of (a) natural promoters (b) WGAN-GP synthetic promoters with resblock (c) WGAN-GP synthetic promoters without resblock. The -10 region and -35 region are annotated in the figure.
Fig. 6 The 83 new synthetic promoters designed by WGAN-GP exhibit a range of promoter activity. BBa_J23119 and Trc are wild-type promoters, with BBa_J23100, BBa_J23102 and Trc2, Trc3 are their reported promoter mutants showed highest expression in E.coli. Rans are five random sequences with equal possibility at each base position with GC content near 50%.
Fig. 7 (a)(b)(c) The kmer frequency plots from $k = 2$ to $k = 4$, where x-axes represent different kmer. The order of four bases are GCAT, which means if $k = 2$, then the left 2mer on the x-axis is GG, and the right 2mer is TT. Several high frequency kmers were marked (d) R-squared value evaluates the occurrence number of each kmer between nature promoters and synthetic promoters.
Fig. 8 (a) Five high frequency 6-mer were selected, to illustrate the location learning ability of GAN model. The x-axis represents a certain location, and y-axis represents the number of 6-mer on this location. (b) The definition of inter base distance between $-10$ and $-35$ motifs. (c) The inter base distance distribution between the $-10$ and $-35$ motifs. The natural promoters are marked in blue and the consensus sequences sampled promoters and WGAN-GP generated promoters are highlighted in red and green respectively.
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