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ABSTRACT

The end-to-end (E2E) automatic speech recognition (ASR) systems are often required to operate in reverberant conditions, where the long-term sub-band envelopes of the speech are temporally smeared. In this paper, we develop a feature enhancement approach using a neural model operating on sub-band temporal envelopes. The temporal envelopes are modeled using the framework of frequency domain linear prediction (FDLP). The neural enhancement model proposed in this paper performs an envelope gain based enhancement of temporal envelopes. The model architecture consists of a combination of convolutional and long short term memory (LSTM) neural network layers. Further, the envelope dereverberation, feature extraction and acoustic modeling using transformer based E2E ASR can all be jointly optimized for the speech recognition task. We perform E2E speech recognition experiments on the REVERB challenge dataset as well as on the VOiCES dataset. In these experiments, the proposed joint modeling approach yields significant improvements compared to the baseline E2E ASR system (average relative improvements of 21% on the REVERB challenge dataset and about 10% on the VOiCES dataset).

Index Terms: End-to-End automatic speech recognition, frequency domain linear prediction (FDLP), dereverberation, Joint modeling.

1. INTRODUCTION

In the present era of smart speakers, virtual assistants, and human-machine speech interfaces, the approach of end-to-end (E2E) automatic speech recognition (ASR) finds wide spread application due to the elegance in processing, computational simplicity and edge deployment possibilities. Most of these speech applications require functioning in far-field reverberant environments. The far-field recording condition smears the speech signal [1], adversely impacting the ASR performance [2], with performance degradation of up to 70% [3].

A common approach in multi-channel recording conditions is to use a weighted and delayed combination of the multiple channels using beamforming [4]. The current state-of-art approaches to beamforming use a neural mask estimator [5, 6]. The speech and noise mask estimations are used to derive the power spectral density of the source and interfering signals [7]. Further, a weighted prediction error (WPE) [8] based dereverberation is used along with beamforming. In spite of these approaches to suppress far-field effects, the temporal smearing of sub-band envelopes, causes performance degradation in ASR systems [9].

Our previous work [10, 11] explored the use of dereverberation of sub-band envelopes for hybrid speech recognition systems. The sub-band envelopes are extracted using the autoregressive modeling framework of frequency domain linear prediction [12, 13]. The deep neural enhancement model is trained to predict an envelope gain, which is multiplied with the sub-band envelopes of the reverberant speech for dereverberation.

In this paper, we extend the prior works for far-field E2E ASR systems, where a joint learning of enhancement model and the E2E ASR model is proposed. We explore the boundary equilibrium generative adversarial networks (BEGAN) based loss function [14] in the envelope dereverberation model. In various E2E ASR experiments performed on the REVERB challenge dataset [15] as well as the VOiCES dataset [16], we show that the proposed approach improves over the state-of-art E2E ASR systems based on log-mel features with generalized (GEV) beamforming. Further, we illustrate that the proposed approach yields the best published results on the REVERB challenge dataset.

2. LITERATURE REVIEW

The neural approaches to speech enhancement have witnessed considerable advances in the last decade [17]. In early efforts, Maas et. al [18] proposed a recurrent model to map the noisy features to the clean features. Santos et. al proposed a context aware recurrent neural network [19] for enhancing speech spectrogram. The mapping in the time domain signal is investigated in Pandey et. al [20], where the loss is computed in the frequency domain loss. Recently, end-to-end models with attention based modeling have also been explored on the REVERB challenge dataset [21] [22]. Previously, we had proposed a convolutional neural network model to perform dereverberation of speech [10, 11]. In the current work, we extend this prior work for E2E transformer based ASR system.

3. PROPOSED APPROACH

3.1. Signal model

The speech data recorded by a far-field microphone is modeled as,

\[ r(n) = x(n) * h(n), \]

where \( x(n) \), \( h(n) \) and \( r(n) \) are the source speech signal, the room impulse response function and the far-field speech respectively. The
room response function can be further expanded as \( h(n) = h_c(n) + h_l(n) \), where \( h_c(n) \) and \( h_l(n) \) represent the early and late reflection components.

Let \( x_q(n) \), \( h_q(n) \) and \( r_q(n) \) denote the sub-band clean speech, room-response and the reverberant speech respectively for the \( q^{th} \) sub-band. The sub-band envelopes of far-field speech \( m_{rq}(n) \), extracted using frequency domain linear prediction (FDLP) \([23,1]\), can be approximated as, \([10]\)

\[
m_{rq}(n) \approx \frac{1}{2} m_{xq}(n) * m_{hq}(n) \quad (2)
\]

where, \( m_{xq}(n) \), \( m_{hq}(n) \) denote the sub-band envelope of the clean source signal and the room impulse response function respectively. Given this envelope convolution model, we can further split the far-field speech envelope into early and late reflection components.

\[
m_{rq}(n) = m_{rqe}(n) + m_{rql}(n) \quad (3)
\]

where \( m_{rqe}(n) \) and \( m_{rql}(n) \) denote the sub-band envelopes of early and late reflection parts.

### 3.2. Envelope Dereverberation and E2E ASR

In this section, we describe the proposed approach to envelope dereverberation (Figure 1).

#### 3.2.1. Envelope dereverberation model

As seen in Eq. (3), the FDLP envelope of reverberant speech can be written as the sum of the direct component (early reflection) and those with the late reflection. The envelope dereverberation model tries to subtract the late reflection components \( m_{rql}(n) \) from reverberant sub-band temporal envelope \( m_{rqe}(n) \). Similar to the popular Wiener filtering technique for dealing with additive noise in speech \([24]\), the dereverberation task is posed as an envelope gain estimation problem. The sub-band envelope residual (targets for the neural model) is the log-difference of the sub-band envelope for the direct components and the sub-band envelope of the reverberant sub-band signal. The neural model is trained with reverberant sub-band envelopes (log \( m_{rqe}(n) \)) as input and model outputs the gain (in the log domain this is log \( \frac{m_{rqe}(n)}{m_{rql}(n)} \)), which when multiplied with the reverberant envelopes (additive in log domain), generates the estimate of source signal envelope (log \( \hat{m}_{xq}(n) \)).

Figure 4 shows the block schematic of the proposed envelope dereverberation model. For training the dereverberation model, we use the FDLP envelope of the close talking microphone to compute the target residual envelope. Thus, the model behaves like a residual network for dereverberation.

The model developed in Section 3.2 is applicable only for envelopes extracted from long analysis windows (greater than the T60 of room impulse response). Further, the neural model also predicts the envelope residual of all sub-bands jointly to effectively utilize the sub-band correlations that exist in speech. For training the neural dereverberation model, the FDLP sub-band envelopes, corresponding to 2 sec. non-overlapping segments of both the reverberant speech and clean speech are extracted. With a 2 sec. segment of FDLP envelopes, sampled at 400 Hz, and a mel decomposition of 36 bands, the input representation to the neural dereverberation model is of dimension \( 800 \times 36 \).

The target signal for the dereverberation model in Figure 1 is the log-difference between the envelope of the close talking (clean) FDLP envelopes and those of the reverberant speech. The final architecture of the neural model is based on convolutional long short term memory (CLSTM) networks (Figure 1). The input 2-D data of sub-band envelopes are fed to a set of convolutional layers (two layers having 32 filters each with kernels of size \( 41 \times 5 \) followed by two layers of 64 filters with size \( 21 \times 3 \)). The CNN layers do not have pooling and include zero padding to preserve the input size. The output of the CNN layers are input to 3 layers of LSTM cells with 1024, 1024, and 36 units respectively. The last layer size is matched with that of the target signal (log-difference). The training criteria is based on the mean square error between the target and predicted model output. The model is trained with stochastic gradient descent using Adam optimizer. We also experiment with the learning of the model with boundary equilibrium generative adversarial network (BEGAN) loss \([14]\). The BEGAN \([14]\) is an energy based GAN. The model attempts to match the distribution of loss function using an auto-encoder (AE) architecture. The model uses the equilibrium of AE loss using the hyper-parameter \( \gamma \in [0, 1] \), termed as the diversity ratio. We use the BEGAN discriminator to introduce the adversarial setting in the training process.

The predicted sub-band envelope from the dereverberation model \( \hat{m}_{xq}(n) \) for each band is integrated in short Hamming shaped windows of size 25 ms with a shift of 10 ms \([1]\). A log compression is applied to limit the dynamic range of values. The integrated sub-band envelopes are input to the ASR as 2-D time frequency features of the audio signal. It is noteworthy that the feature extraction steps (Hamming window based integration and log compression) can be represented as fixed neural layers consisting of a 1-D CNN layer. Hence, the entire set of steps, starting from FDLP envelope extraction to the E2E ASR transcript generation, can be...
realized using differentiable neural operations.\(^1\)

3.2.2. **E2E ASR framework**

We use the ESPNet toolkit\(^{[25]}\) to perform all the end-to-end speech recognition experiments, with the Pytorch backend\(^{[26]}\). We experimented with two end to end model architectures, (i) VGG based model and (ii) transformer architecture\(^{[27]}\). The first E2E model architecture uses 3-layer VGG-BLSTM based encoder with 1024 units, and 1-layer of decoder with 1024 units. In the transformer architecture, the encoder used is a 12-layer transformer network with 2048 units in the projection layer. The encoder-decoder attention is used where the decoder network is a 6-layer transformer architecture with 2048 units in the projection layer. During training, a combination of multiple cost functions is used\(^{[27]}\) which consists of connectionist temporal cost (CTC) loss and the attention based cross entropy (CE) loss. The CTC-weight is fixed at 0.3 and during decoding the beam-size is fixed at 10. The model is trained for several epochs till the loss function saturates on the validation data, with the patience factor of 2 epochs for REVERB dataset and 3 epochs for VOiCES dataset.

A recurrent neural network based language model (RNN-LM) with 1 layer of 1000 LSTM cells is employed. The stochastic gradient descent (SGD) optimizer with a batch of 32 is used to train the model. The language model is incorporated in the end-to-end system and we have augmented the training data with clean Wall Street Journal (WSJ) data.

3.2.3. **Joint learning**

The joint learning of the envelope dereverberation module and the E2E ASR architecture is achieved by constructing the single neural model (as shown in Figure\(^{[1]}\)). Given the deep structure consisting of convolutions, LSTMs and transformer based layers, we initialize the modules with isolated training of each component. Specifically, the envelope dereverberation model is trained using MSE+BEGAN loss and the E2E architecture is separately trained on the acoustic features from the envelope dereverberation model. The final model is jointly optimized using the E2E ASR loss function (combined CTC and CE loss). The audio signal is divided into non overlapping segments of 2 sec. length and passed through the envelope dereverberation model. The feature vectors for the 2 sec audio chunk are passed through the E2E architecture to predict the acoustic model targets.

### 4. EXPERIMENTS AND RESULTS

For all the models, we use WPE enhancement\(^{[8]}\) along with unsupervised generalized eigen value (GEV) beamforming\(^{[2]}. The baseline features are the filter-bank energy features (denoted as BF-FBANK). Since VOiCES is a single channel dataset, we use only the WPE enhancement. The FBANK features are 36 band log-mel spectrogram with frequency range from 200 Hz to 6500 Hz (similar to the sub-band decomposition in the FDLP feature extraction).

#### 4.1. REVERB Challenge ASR

The REVERB challenge dataset\(^{[15]}\) for ASR consists of 8 channel recordings with real and simulated reverberation conditions. The simulated data is comprised of reverberant utterances (from the WSJCAM0 corpus\(^{[28]}\) obtained by artificially convolving clean WSJCAM0 recordings with the measured room impulse responses (RIRs) and adding noise at an SNR of 20 dB. The simulated data has six different reverberation conditions. The real data, which is comprised of utterances from the MC-WSJ-AV corpus\(^{[29]}\), consists of utterances spoken by human speakers in a noisy reverberant room. The training set consists of 7861 utterances from the clean WSJCAM0 training data convolved with 24 measured RIRs.

The first experiments report the performance of the two E2E architectures explored in this paper. We experiment with baseline features (BF-FBANK) and the FDLP features without dereverberation for these experiments. These results are reported in Table\(^2\). The transformer based E2E architecture shows significant improvements over the VGG based model. The rest of the experiments reported in the paper use the transformer architecture for the E2E model training. Further, the BF-FDLP results are observed to perform consistently better than the BF-FBANK baseline (average absolute improvements of 2.5% on the development set and about 2.1% on the evaluation set). These improvements may be attributed to the advantages of autoregressive modeling of sub-band envelopes, where the signal peaks are given more prominence.\(^{[1]}\)

The next set of experiments report the performance for various envelope dereverberation model architectures. In these experiments, we perform a separate dereverberation and speech recognition E2E
model training. Table 1 shows the results for the different models that are used to perform the envelope dereverberation. The 2 CNN+transformer model employs two CNN layers with 32 filters each with the kernel size of 41 × 5, and four layers of transformer encoder architecture with 8 attention heads. The 4 CNN+transformer model, uses the same transformer architecture, and the same initial two layers of CNN with the only difference being two additional CNN layers. Here, the 2 additional layers of CNN contain 64 filters each and with kernel size of 21 × 3. In the model defined as linear+transformer, we use the same transformer configuration, but use a simple linear layer to project the feature matrix, which is passed through the transformer. Further, the architecture with 4 CNN and 2 LSTM layers gave the best performance (similar to the previous findings on hybrid ASR model [40]).

The last two rows of Table 1 highlight the performance with regularized loss function (MSE + BEGAN loss). As seen here, the regularization with 0.1 parameter for BEGAN loss results in the best performance reported in this Table. In particular, on the real evaluation data, the model trained with MSE and BEGAN loss improves over the MSE alone training. We observe a 27% relative improvement in the development and evaluation dataset compared to the baseline BF-FBANK (Table 2).

The results using the joint learning of the dereverberation network and the E2E ASR model are reported in Table 3. The joint training model is initialized using the dereverberation model and the E2E model trained separately. In these experiments, we use the dereverberation network with 4 CNN layers and 2 LSTM layers, termed as CLSTM network. The proposed joint training of the model yields average absolute improvements of 4.6% and 4.1% on the development and evaluation set respectively over the baseline system. The improvement in real condition is more than those observed in the simulated data. The joint model, initialized with the dereverberation model trained with BEGAN loss regularization, improved over the one without the BEGAN loss regularization, in the development data. However, this did not show consistent improvement in the evaluation data.

For the joint model initialized with the MSE loss based CLSTM dereverberation network, we observe average relative improvements of 36% on the development set and about 39% on the evaluation set, compared to the BF-FBANK baseline. The joint training is also shown to improve over the set up of having separate networks for dereverberation and E2E ASR. These results show that the joint learning of the two modules and the application of autoregressive modelling of sub-band envelopes can yield considerable benefits for E2E ASR. The comparison of the results from prior works reported on the REVERB challenge is given in Table 4. The table includes results from end-to-end ASR systems [21, 22, 29] as well as the joint enhancement and ASR modelling work reported in [31]. To the best of our knowledge, the results from the proposed algorithm achieves the best average performance on the REVERB challenge evaluation dataset (relative improvements of 15% over the recent work by Fujita et. al. [30]).

4.2. VOICES ASR

The training set of the VOiCES corpus [16] consists of 80-hour subset of the clean LibriSpeech corpus. The training set has close talking microphone recordings from 427 speakers recorded in clean environments. The development and evaluation set consists of 19 hours and 20 hours of far-field microphone recordings from diverse room dimensions, environment and noise conditions. There are no common speakers between the training set and the development set or the evaluation set. The significant mismatch the training set and development/evaluation set allows the testing of the robustness of the trained models. We have used the same transformer based E2E ASR system that was developed for the REVERB challenge dataset. Further, the current experiments do not perform any data augmentation in the ASR model training.

The WER results for VOiCES corpus is given in Table 5. As seen, the FDLP features show better WER compared to the FBANK features. This is improved with the dereverberation of the FDLP envelopes, achieved using the CLSTM network. The same architecture of the dereverberation network used in the REVERB dataset is also explored for the VOiCES dataset. In this case, the dereverberation network was trained with simulated reverberation.

The best results reported in Table 5 is for the model with joint learning of the dereverberation network and the E2E model. For training the joint E2E model, we initialize the weights of encoder and decoder with weights of CLSTM E2E model, and then train the joint model for 5 epochs. The final WER shows an average relative WER improvement of 11.2% in development set and 9.3% on the evaluation set over the baseline FBANK system.

5. SUMMARY

In this paper, we propose a feature enhancement model for E2E ASR systems using frequency domain linear prediction based sub-band envelopes. Using the joint learning of the neural dereverberation approach and the E2E ASR model, we perform several speech recognition experiments on the REVERB challenge dataset as well as on the VOiCES dataset. These results shows that the proposed approach improves over the state of art E2E ASR systems based on log mel features. Further, ablation studies show the justification for the choice of the dereverberation network architecture and the choice of loss functions in training the models.
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