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Weakly interacting massive particles are a widely well-probed dark matter candidate by the dark matter direct detection experiments. Theoretically, there are a large number of ultraviolet completed models that consist of a weakly interacting massive particle dark matter. The variety of models makes the comparison with the direct detection data complicated and often non-trivial. To overcome this, in the non-relativistic limit, the effective theory was developed in the literature which works very well to significantly reduce the complexity of dark matter-nucleon interactions and to better study the nuclear response functions. In the effective theory framework for a spin-1/2 dark matter, we combine three independent likelihood functions from the latest PandaX, LUX, and XENON1T data, and give a joint limit on each effective coupling. The astrophysical uncertainties of the dark matter distribution are also included in the likelihood. We further discuss the isospin violating cases of the interactions. Finally, for both dimension-five and dimension-six effective theories above the electroweak scale, we give updated limits of the new physics mass scales.
The search for particle dark matter (DM) is one of the most important topics in both particle physics and astrophysics. Yet, no clear evidence appears in direct, indirect, or collider searches of the weakly interacting massive particles (WIMPs), which are the most intriguing DM candidates as motivated by the thermal production of DM and its relic density. Instead, several stringent limits have been reported, which pushes the WIMP mass heavier or the interaction between the DM and standard model (SM) particles weaker. Among those experiments, the direct detection ones have made rapidly improved limits on probing the interaction between DM and the quark sector of SM. Such a limit from xenon-type detectors has been improved by more than one order of magnitude in recent years, from XENON100 with 34 kg target \[1\], LUX with 250 kg \[2\], PandaX with 500 kg \[3\], and finally to a ton-scale detector XENON1T \[4\]. For a WIMP mass \(m_\chi \sim 30\) GeV, the latest XENON1T experiment sets upper limits on the spin-independent WIMP-nucleon cross section to \(\sim 10^{-46}\) cm\(^2\), which is only two orders of magnitude higher than the neutrino floor.

These stringent limits constrain DM models severely. For some well-motivated DM models, the parameter space has significantly shrunk or the survival region needs to be fine-tuned, such as the blind-spot region for the neutralino DM in the supersymmetric models, (see e.g. Ref. \[5–7\] for the current status of the blind-spot region and Ref. \[8, 9\] for the latest comprehensive global study). On the other hand, the effective theory approach begins to catch more attention, such as the spin-1 mediator models including the Anapole, magnetic dipole, and electric dipole DM. The DM dipole interaction with the SM photon can be generated by a new mediator that is kinetically mixed with the SM photon. Such a mechanism can give rise to a velocity-dependent cross section \[10\]. In such a velocity-dependent framework, the published experimental limits for spin-independent and spin-dependent WIMP-nucleon cross section cannot be applied directly. Although there are many more WIMP candidate ultraviolet (UV) completed models than the given examples here, some of them may result in similar phenomena in direct detection experiments at low energies. Therefore, a model-independent limit from these experiments will be very useful to link the WIMP models with the direct detection experiments.
Regardless of the model complexity, the DM direct detection is to search for recoil events due to the WIMP scattering off nuclei inside the detector. Because of the very small momentum transfer $q \sim O(\text{MeV})$ (for WIMPs) compared with mediator masses, such an interaction can be expressed using the effective field theory (EFT) whose heavier mediators can be integrated out and only a new physical scale $\Lambda$ and the information of spin and initial velocity are left. The low-energy EFT of DM has been extensively studied (e.g., see [11–22]). To study the EFT in a model independent framework, with possibly the spin and velocity dependence, a classification of 14 operators based on the spin and velocity of DM and target nuclei has been widely adopted in literature [23–38]. The interaction between the DM and nuclei is generally expressed by their response functions [23, 25]. Any UV completed model can then be described with a combination of these 14 model-independent operators. This framework has also been adopted in studying the DM captured inside the Sun [40–44].

In this work, we update the current limits on the EFT operators of DM from the most recent PandaX, LUX, and XENON1T results, adopting similar methodology as that of Ref. [25]. Comparing with previous EFT works, we have the following three main improvements. Firstly, we reconstruct three likelihoods of PandaX, LUX, and XENON1T with proper consideration of the astrophysical uncertainties. Secondly, using the reconstructed likelihood functions, we obtain combined limits on the DM mass and coupling parameters for the 14 operators as given in Ref. [25]. For a more generic purpose, we also discuss the situation of the relativistic Lagrangian which can consist of more than one operator in the non-relativistic (NR) limit. We then discuss the isospin conserving (ISC) and isospin violating (ISV) scenarios. The ratios of maximum cancellation for ISV at the event rate level are computed. Finally, we show the updated lower bounds of new physics energy scale (or mediator mass) $\Lambda$ for dimension-five and dimension-six DM effective theories above electroweak symmetry breaking scale. The code and the likelihoods of experiments will be incorporated in the LikeDM tool [45]. An alternative package GAMBIT [46] also solves the similar problems.

This paper is organized as follows. In Sec. II we briefly introduce the theory of DM direct detection in terms of effective operators. In Sec. III we describe the experimental results of PandaX, LUX, and XENON1T, and their likelihood functions, including a detailed discussion of our treatment of the DM astrophysical parameters. In Sec. IV we present the

---

1 The original study of operator analysis was Ref. [39], which was not in the context of DM.
| $O_1$ | $1 \chi I_N$ | $O_9 = i S_\chi \cdot \left( S_N \times \frac{q}{m_N} \right)$ |
| $O_3$ | $i S_N \cdot \left( \frac{q}{m_N} \times v^\perp \right)$ | $O_{10} = i S_N \cdot \frac{q}{m_N}$ |
| $O_4$ | $S_\chi \cdot S_N$ | $O_{11} = i S_\chi \cdot \frac{q}{m_N}$ |
| $O_5$ | $i S_\chi \cdot \left( \frac{q}{m_N} \times v^\perp \right)$ | $O_{12} = S_\chi \cdot \left( S_N \times v^\perp \right)$ |
| $O_6$ | $\left( S_\chi \cdot \frac{q}{m_N} \right) \left( S_N \cdot \frac{q}{m_N} \right)$ | $O_{13} = i \left( S_\chi \cdot v^\perp \right) \left( S_N \cdot \frac{q}{m_N} \right)$ |
| $O_7$ | $S_N \cdot v^\perp$ | $O_{14} = i \left( S_\chi \cdot \frac{q}{m_N} \right) \left( S_N \cdot v^\perp \right)$ |
| $O_8$ | $S_\chi \cdot v^\perp$ | $O_{15} = - \left( S_\chi \cdot \frac{q}{m_N} \right) \left[ \left( S_N \times v^\perp \right) \cdot \frac{q}{m_N} \right]$ |

**TABLE I:** Non-relativistic quantum mechanical operators defining the general effective theory of one-body DM-nucleon interactions. Taken from Ref. [25].

results of our scans. We summarize our findings in Sec. V.

**II. DM DIRECT DETECTION THEORY**

When the Earth sweeps through the local halo together with the sun, the DM from local halo may hit the underground target nuclei via the DM-nucleus scattering. The DM direct detection is designed to detect the nuclear recoil energy due to such an interaction. Unfortunately, no firm detection of such interactions has been reported in present leading xenon-target experiments, such as PandaX-II [3], LUX [2], and XENON1T [4]. Usually the null result is interpreted as an upper limit on the cross section of the DM-nucleon interaction, and presented separately on the spin-independent and spin-dependent components. To date, the most stringent limit on the spin-independent cross section $\sigma_{SI}^{SI}$ comes from the XENON1T experiment [4].

Generally the exclusion limits by the experiment groups are based on simplified assumptions and cannot be used directly for a number of interactions. For example, a possible enhancement at small momentum transfer for the velocity dependent scattering cross section is usually not properly investigated in the standard spin-independent or spin-dependent approach by the experimental groups. To study the constraints on a variety of different operators, we adopted the particle model independent method developed in Refs. [24, 25]. The non-relativistic quantum mechanical operators are listed in the Table II The operators $O_1$ to $O_{11}$ are associated with interactions of spin-0 or spin-1 mediators, while the rest are
not. Because the operators in Table I are the mass dimension six operators, it is convenient to introduce some mass-scale parameters into the coefficients to make them dimensionless. Hence, by including the physical scale $\Lambda$ and expanding the isospin index of coefficients, one can rewrite the operator as

$$\left[ \frac{c^p_i}{\Lambda^2} \frac{1 + \tau_3}{2} + \frac{c^n_i}{\Lambda^2} \frac{1 - \tau_3}{2} \right] O_i,$$

where $\tau_3$ is the 3rd Pauli matrix and $i$ runs from 1 to 15 for different operators with $O_2$ omitted. Following the convention in the code DMFormFactor [25], we set $\Lambda$ to be the Higgs vacuum expectation value $\Lambda = 246$ GeV. The new coefficients $c^p_i$ and $c^n_i$ are treated as input parameters, and the relations $c^p_i = c^n_i$ and $c^p_i \neq c^n_i$ correspond to ISC and ISV scenarios, respectively.

In the limits of small recoil energy and slow DM velocity, one can expand all possible effective interactions with the following four three-vectors in the non-relativistic limit,

$$S_\chi, S_N, i\frac{q}{m_N}, v^\perp,$$

where $S_\chi$ and $S_N$ are spins of the DM and nucleon, the vector $q$ is the transfer momentum, and $v^\perp$ is the velocity that is perpendicular to the momentum transfer $q$. The velocity $v^\perp$ is defined as $v^\perp = v + q/(2\mu_{\chi N})$ where $\mu_{\chi N}$ is the dark matter-nucleon reduced mass. In classical limits, these four three-vectors describe the states before and after a scattering. Generally speaking, if the operators are nucleon spin-dependent, the vector $S_N$ appears in the operators whose cross sections are not coherently enhanced by a factor of target atom number square as the nucleon spin-independent case. Regarding the velocity dependent operators, they may come from the anapole or dipole interaction. For example, in Ref. [38], it is shown that the anapole interaction $\bar{\chi}\gamma_5\chi$ depends on $q^2$; the magnetic dipole interaction $\bar{\chi}\sigma^{\mu\nu}\chi$ depends on $q^4$ and $(qv^\perp)^2 ((v^\perp/q)^2)$ for the case of mediator mass heavier (lighter) than the momentum transfer; the electric dipole interaction $\bar{\chi}\sigma^{\mu\nu}\gamma_5\chi$ depends on $q^2 (q^{-2})$ for the case of mediator mass heavier (lighter) than the momentum transfer.

Following the conventions of Ref. [32], we write the differential event rate of scattering between DM and the target nucleus *per unit detector mass* as a function of the recoil energy $Q$ as

$$\frac{d\mathcal{R}}{dQ} = \sum_T \xi_T \rho_0 m_T \int_{v > v_{\text{min}}(Q)} v f(\vec{v} + \vec{v}_e) \frac{d\sigma}{dQ} dv,$$
where \( m_\chi \) and \( m_T \) are the DM and target masses. The parameter \( \xi_T \) is defined as

\[
\xi_T = \frac{\eta_T m_T}{\sum_T \eta_T m_T},
\]

(4)

where \( \eta_T \) can be found in the website \(^2\). The differential cross section is

\[
\frac{d\sigma}{dQ} = \frac{m_T}{2\pi v^2} (|\mathcal{M}_{NR}|^2)_{\text{spins}},
\]

(5)

and the averaged amplitude can be written as

\[
\langle |\mathcal{M}_{NR}|^2 \rangle_{\text{spins}} = \frac{4\pi}{2J + 1} \sum_{\tau,\tau' = \{p,n\}} \left[ \sum_{k = \{M,\Sigma',\Sigma''\}} R_k^{\tau\tau'} \left( \frac{v_T^{\perp 2}}{m_N^2}, \frac{q^2}{m_N^2} \right) W_k^{\tau\tau'}(y) \right. \\
+ \left. \frac{q^2}{m_N^2} \sum_{k = \{\Phi',\Phi''M,\Phi',\Delta,\Delta\Sigma'\}} R_k^{\tau\tau'} \left( \frac{v_T^{\perp 2}}{m_N^2}, \frac{q^2}{m_N^2} \right) W_k^{\tau\tau'}(y) \right].
\]

(6)

The amplitude includes the nuclear response functions \( W_k^{\tau\tau'}(y) \) and the DM response functions \( R_k^{\tau\tau'} \), which were described in Ref. \([25]\). The indices \( \tau \) and \( \tau' \) run over proton \( p \) and neutron \( n \). We also briefly describe them in Appendix \( \ref{app:response} \). The symbols \( M, \Delta, \Sigma', \Sigma'', \Phi' \), and \( \Phi'' \) indicate the type of response function. Note that the dimension of the averaged amplitude is mass\(^{-4} \). One shall not confuse the transfer momentum \( q \) in Eq. (6) with the recoil energy \( Q \) in Eq. (5). These two quantities are related by \( q^2 = 2m_T Q \).

In the astrophysics part, the DM velocity distribution function \( f(\vec{v} + \vec{v}_e) \) can be described by the Maxwell-Boltzmann distribution \([47]\), or directly extracted from \( N \)-body simulation \([48]\). The Earth’s velocity in the galactic rest frame, \( \vec{v}_e \), is added in order to translate the reference frame from the galactic rest frame to the Earth rest frame. In this work, we adopt the soft-truncated Maxwell-Boltzmann distribution \([49]\). The local density \( \rho_0 \) indicates the DM mass density near the Sun. We analytically integrate the velocity distribution over the solid angle and present the result in Appendix \( \ref{app:velocity} \). The minimum DM velocity can be written as a function of recoil energy, assuming that the scattering between DM and nucleus is elastic

\[
v_{\text{min}}(Q) = \sqrt{\frac{Q m_T}{2 M_r^2}},
\]

(7)

\(^2\)https://www.webelements.com/xenon/
where $M_r$ is the reduced mass.

Finally, the efficiency of the dark matter detector $\epsilon(Q)$ needs to be included in the calculation. The total event rate is then

$$\mathcal{R} = \int_{0}^{\infty} \epsilon(Q) \frac{d\mathcal{R}}{dQ} dQ.$$  

(8)

We will see in the following section that the event rate $\mathcal{R}$ is the best model independent quantity in our likelihood functions.

### III. EXPERIMENTAL DATA AND LIKELIHOOD FUNCTION

#### A. PandaX-II experiment

The PandaX-II is a half-ton xenon dual-phase detector at the China Jinping underground Laboratory. The PandaX collaboration has published results based on their Run 8 (19.1 live days) and Run 9 (79.6 live days) data with exposure of 5845 kg-day and 27155 kg-day, respectively. For the Run 8, the total observed event number after all the cuts is 2 and the expected background event number is $2.4 \pm 0.8$. For the Run 9, the observed event number is 1 with an expected background event number of $2.4 \pm 0.7$. The 90% confidence level (CL) upper limit on the $(m_\chi, \sigma_p^{SI})$ panel has been shown in Fig. 5 of Ref. [3]. Usually, the 90% CL limit in the experimental results of the DM direct detection, is computed with the two-tail convention, which corresponds to the 95% CL limit in the one-tail convention. We will adopt the one-tail convention in the analysis.

Based on the data of PandaX-II, one can simply build the likelihood function as

$$\mathcal{L}_{\text{PandaX}} \propto \prod_{i=\text{run8,run9}} \max_{b'_i} \frac{\exp[-(s_i + b'_i)](s_i + b'_i)^{o_i}}{o_i!} \exp\left[-\frac{(b'_i - b_i)^2}{2\delta b^2_i}\right],$$

(9)

where $b_8 = b_9 = 2.4$, $\delta b_8 = 0.8$, $\delta b_9 = 0.7$, $o_8 = 2$, $o_9 = 1$. Here $s_i = \mathcal{E}_i \mathcal{R}_{\text{PandaX}}$ is the theoretically predicted number of events, where $\mathcal{E}_8 = 5845$ kg-day, $\mathcal{E}_9 = 27155$ kg-day, and $\mathcal{R}_{\text{PandaX}}$ is computed via Eq. (8). The nuisance parameter $b'_i$ is introduced for the running of pseudo-experiments. From Eq. (9), a DM model-independent likelihood function can be obtained for the PandaX experiment. Based on this pure statistical likelihood function with the $CL_b$ method (see Appendix [C]), the 95% CL upper limit on the event rate $\mathcal{R}_{\text{PandaX}}$ is $7.11 \times 10^{-5}$ per kg-day.
Due to the complexity of the experimental performance one usually cannot exactly reproduce the $\sigma_{\text{SI},95\%}^p$ line given in Ref. [3]. Therefore, we introduce an additional correction factor $f(m_\chi)$ to account for this discrepancy,

$$f(m_\chi) \equiv \frac{s_{95}^{\exp}(m_\chi)}{s_{95}^{\text{stat}}} \quad (10)$$

where $s_{95}^{\exp}(m_\chi)$ is the event number inferred from the experimental limits, the $\sigma_{\text{SI},95\%}^p$ line from Ref. [3], and $s_{95}^{\text{stat}}$ is the 95% CL limit computed via our likelihood analysis. The default values for astrophysical parameters, quoted by Ref. [3], are $v_0 = 220 \text{ km/s}$, $\rho_0 = 0.3 \text{ GeV/cm}^3$, and $v_{\text{esc}} = 544 \text{ km/s}$. $s_{95}^{\text{stat}}$ is computed by Eq. (9), which is DM model independent. Taking into account the correction factor $f(m_\chi)$, we have

$$s_i(m_\chi, \mathcal{R}) = \frac{\mathcal{R} \mathcal{E}_i}{f(m_\chi)} \quad (11)$$

which is then used to compute the likelihood function by Eq. (9), instead of $s_i = \mathcal{R} \mathcal{E}_i$ as done previously. With this correction factor included in the likelihood function, we are able to reproduce the PandaX results. Thus, in our analysis, the total likelihood of PandaX-II, $\mathcal{L}_{\text{PandaX}}$, is a function of both $\mathcal{R}$ and $m_\chi$.

### B. LUX experiment

The LUX experiment is also a dual-phase xenon (250 kg) time projection chamber. Combining two data sets WS2013 and WS2014-16, the LUX has a similar exposure ($3.35 \times 10^4 \text{ kg-day}$) to that of the PandaX, and gives comparable but slightly stronger limits (perhaps due to a different analysis method$^3$), on the DM-nucleon cross section. The LUX experiment did not report the total observed and expected events after cuts, which makes the construction of the likelihood function much more difficult. We construct a different likelihood function here than that in the PandaX case. By assuming that null signal has been

---

$^3$ The PandaX collaboration adopted the boosted-decision-tree (BDT) method to optimize the rejection of the nuclear recoil background, while the LUX group did not use the BDT. Furthermore, a time-dependent mapping between the true recoil position and the observed S2 coordinate is required to interpret the LUX data.
detected, we build the total likelihood function of LUX as

\[
\ln L_{\text{LUX}} = \sum_{i=\text{WS2013, WS2014-16}} \ln L_i(m_\chi, R),
\]

\[
-2 \ln L_i(m_\chi, R) = \left[ \frac{s_i(R)}{s_{i,95}(m_\chi)/1.64} \right]^2,
\]

where \(s_{i,95}(m_\chi)\) is the number of events computed from the 95% CL limit curve in Ref. [2]. Here, the 95% CL is equivalent to 1.64\(\sigma\) far from the central value in 1-dimensional Gaussian likelihood. One has to bear in mind that the theoretical prediction of the event number \(s_i\) depends on the specific particle model of DM, because the efficiencies of WS2013 and WS2014-16 are different and it is hard to compute the likelihood in advance with a particle model-independent quantity. Hence, for the purpose of a particle model-independent study, we employ two independent \(R\) variables and two likelihood functions. Since the result of \(\sigma_{SI,p,95\%}\) of Ref. [2] has been used in the likelihood Eq. (12), we do not need to consider the correction factor \(f(m_\chi)\) as in the PandaX likelihood.

C. XENON1T Experiment

The XENON1T [4] is the first ton-scale xenon-type detector. With a fiducial mass of \(\sim 1042\) kg and a running of 34.2 live days, the XENON1T data give the currently most stringent limit on the spin-independent cross section between DM and nucleon. Like PandaX and LUX, the XENON1T is also a dual-phase detector, and all the setups of the PandaX likelihood can be directly applied for XENON1T, with only the replacement of \(o = 1\) and \(b = 0.36^{+0.11}_{-0.07}\) [4]. A piecewise function is used to incorporate both the positive and the negative background uncertainties. The efficiency can be found in Fig. 1 of Ref. [4]. Similarly, a correction factor \(f(m_\chi)\), which is different from the one of PandaX, is needed to compensate the discrepancy between the official Xenon1T limit and our analysis.

One has to bear in mind that both XENON1T and PandaX groups used the unbinned likelihood analysis. On the contrary, our likelihood is a binned method which relies on the event number. In the binned method, all the information of each event are folded which makes our constraints weaker. Hence, our likelihood is more conservative than the actual ones by XENON1T and PandaX data.
D. Combined Likelihood

Before combining three experimental data sets, it is necessary to consider the shared systematical uncertainties which may be multiply counted. Since LUX, PandaX, and XENON1T are three independent experiments, the systematical uncertainties from instrumentation are expected to be independent. However, the astrophysical uncertainties of the DM distribution should be the same. They should only be considered once in the likelihood calculation.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{combined_likelihood.png}
\caption{Left panel: upper limits of the event rate $R$ as a function of $m_\chi$ at 95\% (solid) and 99\% (dashed) CL, for PandaX (black), LUX (blue), and XENON1T (green). Right panel: the 95\% CL upper limits of $\sigma_{SI}^p$ for PandaX, LUX, XENON1T, and the combination of these three experiments. Here, we adopted exactly the same astrophysical setup as used in the experimental computation, the soft-truncated Maxwell-Boltzmann distribution with $v_0 = 220 \text{ km/s}$, $\rho_0 = 0.3 \text{ GeV/cm}^3$, and $v_{\text{esc}} = 544 \text{ km/s}$.}
\end{figure}

The combined likelihood can be simply written as the product of likelihoods of the three experiments, PandaX-II run8+run9, LUX WS2013+WS2014-16, and XENON1T. In the left panel of Fig. 1, we show the upper limits of $R$ at the 95\% (solid) and 99\% (dashed) CL for PandaX, LUX, and XENON1T. In all the mass region, the XENON1T limits are

\footnote{Note that the run10 data\cite{51} was published one week after our paper appeared in the arxiv. We also update the result in the appendix\cite{D} but the new combined limit is only slightly improved.}
### Table II: The DM astrophysical nuisance parameters given in Ref. [52] which considers the rotation curve of the Milky Way within ~100 kpc.

| Parameter          | Value       |
|-------------------|-------------|
| $\rho_0$ (GeV cm$^{-3}$) | 0.32 ± 0.02 |
| $v_0$ (km s$^{-1}$)    | 240.0 ± 6.0 |
| $v_{\text{esc}}$ (km s$^{-1}$) | 541.3$^{+16.6}_{-12.2}$ |

lower than the other two experiments. The capabilities of PandaX and LUX in constraining the DM-nucleon cross section are similar with each other, with slightly different sensitive mass regions. By comparing between the 95% CL (solid) and 99% CL (dashed) lines, we find that the PandaX has larger gap between the two lines than LUX, which can explain why LUX can constrain the parameter space more stringent than PandaX, although their exposure is comparable. In the right panel of Fig. 1, we give the 95% CL upper limits of the spin-independent cross section based on individual likelihood and the combined one. Our combined constraint improves by a factor of ~1.3 compared with the XENON1T result.

#### E. DM astrophysical nuisance parameters

As aforementioned, the astrophysical uncertainties have to be properly considered, particularly for the operators where the cross section is velocity dependent. The DM velocity can be simply described by a soft truncated Maxwell-Boltzmann distribution (see Eq. (B4)). The parameters of the velocity distribution, the DM local velocity, the escape velocity, and the local density can be determined by the kinematics of stars or gas in the Milky Way [52]. Such methods are, however, subject to systematic uncertainties of the DM halo profile. See Ref. [53] for a compilation of the results on the local density measurements by different methods and/or data sets.

In this work we adopt the velocity parameters derived in Ref. [52], which employed an updated precise measurement of the rotation curve using the LAMOST data to determine the DM halo properties. In Table II, we list the parameter values and their 1σ uncertainties of the local DM density, the local DM velocity, and the escape velocity given in Ref. [52]. Unlike GAMBIT DDCalc [54] whose nuisance distribution of DM local density is log-normal, we adopt normal distribution. The uncertainties of the local velocity and escape velocity...
will be included in the likelihood calculation, via a profile likelihood approach.

Note that the integration of the DM velocity distribution over the solid angle is computationally heavy; we thus provide three analytical formulae valid in different velocity regions in Appendix B. The local DM density affects the normalization of the event rate. We also quote the results given in Ref. [53], i.e., $0.20 - 0.56$ GeV cm$^{-3}$, which is indicated by a band in the plots of our final results.

**IV. NUMERICAL RESULTS**

In this section, the combined limits from the PandaX, LUX and XENON1T are presented on (i) the non-relativistic operator coefficients, (ii) the relativistic effective operator couplings, and (iii) the high energy EFT energy scale $\Lambda$. We only focus on the DM masses between 5 GeV and 1 TeV. Note that our likelihood functions are particle model independent but only the spin-1/2 DM is considered in this work as illustration. For DM with different spins, the limits can be different.

We present the limits at the 95% CL with the $CL_b$ hypothesis, namely $-2\Delta \ln \mathcal{L} = -2(\ln \mathcal{L} - \ln \mathcal{L}_0) = 2.71$. Here $\mathcal{L}_0$ is the likelihood without DM signal (background only hypothesis), and $\mathcal{L}$ is the corresponding likelihood for given DM model parameters. $\mathcal{L}_0$ is slightly smaller than the global maximal likelihood in the background-and-DM hypothesis, due to a less-than-1$\sigma$ excess for the XENON1T data. The choice of the background-only hypothesis instead of the global maximum $\mathcal{L}$ as reference makes our results more conservative.

The astrophysical parameters, including the local velocity and escape velocity, are treated as nuisance parameters following Gaussian distributions with parameters given in Table II. As we have discussed above, a larger uncertainty band of the local density measurements [53] is adopted to account for possible systematic uncertainties.

In many ISV studies [55–66], the ISV coupling ratio for maximum cancellation between the DM-proton contribution and the DM-neutron contribution is defined at the amplitude level. Unlike such traditional definitions, we define our ISV coupling ratio for maximum cancellation at the event rate level, in which we take the experimental efficiencies and the DM velocity distribution into account. This new definition shall be more generic. As a comparison, the ISC scenario ($c_n = c_p$) is also presented.
A. Non-relativistic operators

In Fig. 2, the 95% upper limits for the operators that consist of only two basis three-vectors given in Eq. (2) are presented, including $O_1$, $O_4$, $O_7$, $O_8$, $O_{10}$, and $O_{11}$. The red solid lines are for the ISC scenario and blue dashed lines are for the ISV scenario. For convenience, we also label the response type by using the notations $M$, $\Delta$, $\Sigma'$, $\Sigma''$, $\Phi'$, and $\Phi''$, which refer to the DM current by vector charge, vector transverse magnetic, axial transverse electric, axial longitudinal, vector transverse electric, and vector longitudinal operators, respectively [25].

Among the operators shown on Fig. 2, only $O_1$ and $O_4$ are DM velocity independent operators, which correspond to the traditional spin-independent and spin-dependent interactions, respectively. The constraints on the spin-independent cross section ($O_1$) are stronger than the spin-dependent cross section ($O_4$), well known from previous xenon-type experiments. The limits for the nucleon spin dependent operators ($O_7$ and $O_{10}$) are always weaker than the DM spin dependent operators ($O_8$ and $O_{11}$). It can be seen from Eq. (6) and Eq. (A1) that the operators $O_1$, $O_8$ and $O_{11}$ are vector charge current interactions, and the operators $O_4$, $O_7$, and $O_{10}$ are the axial current interactions.

Fig. 3 shows the constraints on operators that consist of three 3-vectors, including $O_3$, $O_5$, $O_9$ and $O_{12}$. In contrast to Fig. 2, the limits for nucleon spin dependent operator ($O_3$, upper left panel of Fig. 3) are stronger than the DM spin dependent one ($O_5$, upper right panel). This is because that the contribution of the nuclear response function $\Phi''$ is larger than $M$, since $\Phi''$ possess not only the scalar contribution but also the quasicoherent one [24, 25]. For a similar reason, the limits for $O_{12}$ is two orders of magnitude stronger than that of $O_9$, since the operator $O_{12}$ also has the quasicoherent contribution from $\Phi''$.

The results for the rest four operators, $O_6$, $O_{13}$, $O_{14}$, and $O_{15}$, are shown in Fig. 4. Except $O_{15}$ which includes 5 basis vectors, the operators $O_6$, $O_{13}$, and $O_{14}$ have 4 basis vectors combined. The ISC limits are similar for $O_6$ and $O_{13}$, while the ISV limits differ by about one order of magnitude for these two operators. Even though $O_{14}$ has similar structure as $O_6$ and $O_{13}$, it behaves differently. As pointed out in Ref. [25], the structure $S_N \cdot v^\perp$, where the DM couples to nucleon via the axial charge, can have a vanishing intrinsic velocity contribution so that it leads to standard spin-dependent operators. In addition, for the 5-vector combination $O_{15}$, we found that the difference between ISC and ISV are the
FIG. 2: The combined 95% CL upper limits for non-relativistic operator coefficients of $O_1$, $O_4$, $O_7$, $O_8$, $O_{10}$, and $O_{11}$. The red solid lines and blue dashed lines are for the ISC and ISV scenarios, respectively. The color bands demonstrate the uncertainties of the local DM density measurements. 

Finally, we want to discuss the ISV coupling ratio for maximum cancellation. In order to study the interference between the $\chi$-$n$ and $\chi$-$p$ amplitudes, we introduce an interference parameter $N_{np}$ and rewrite the total event number in a matrix form, as

$$N(c^n_i, c^p_i) = \begin{pmatrix} c^n_i \\ c^p_i \end{pmatrix} \begin{pmatrix} N_{nn} & N_{np} \\ N_{np} & N_{pp} \end{pmatrix} \begin{pmatrix} c^n_i \\ c^p_i \end{pmatrix},$$

(13)

where $N_{nn}$ is the predicted event number with $c^n_i = 1$ and $c^p_i = 0$, and $N_{pp}$ is the one with $c^n_i = 0$ and $c^p_i = 1$. The interference $N_{np}$ can be easily obtained from the numerical
FIG. 4: Same as Fig. 2 but for operators $O_6$, $O_{13}$, $O_{14}$ and $O_{15}$.

computation. Applying the minimum condition for the variable $c^n_i/c^p_i$, the minimum value of $N$ (maximum cancellation) is located at

$$\frac{c^n_i}{c^p_i} = -\frac{N_{np}}{N_{nn}}.$$  \hspace{1cm} (14)

Such a coupling ratio is determined at the event level, which can slightly vary for different targets, cut efficiencies, and DM velocity distributions. In Fig. 5 we present the predicted ratio of the coefficient $c^n_{13}$ to $c^p_{13}$ by the minimum condition (blue dashed line), compared with the maximum cancellation at the 95% CL (red solid line) from Fig. 4. The difference between these two is very small, suggesting that the value $-N_{np}/N_{nn}$ gives an excellent
FIG. 5: The predicted ratio of the coefficient $c_{13}^n$ to $c_{13}^p$ by the minimum condition (blue dashed line) and the maximum cancellation at the 95% CL (red line).

estimate of the ISV coupling ratio. One may note that the ratio becomes a constant of 0.225 for $O_{13}$ if the DM mass is much heavier than 100 GeV.

FIG. 6: The ratios the coefficients $c_{i}^n$ to $c_{i}^p$ for the other 13 operators except $O_{13}$.

Fig. 6 shows the ratios $c_{i}^n/c_{i}^p$ for the other 13 operators except $O_{13}$. We can find that
such ratios for all the operators approach constant at high $m_\chi$ regions. The ISV coupling ratio $c_i^n/c_i^p$ is between $-0.82$ to $-0.62$ for the operators shown in the left panel of Fig. 6 and between $-0.043$ to $-0.015$ for the operators shown in the right panel. From Eq. (14), we can see that the sign of $c_i^n/c_i^p$ for the maximum cancellation is always determined by the interference term $N_{np}$. Interestingly, except for the operator $O_{13}$ where the interference is negative, the interference of all the other operators is positive so that $c_i^n$ and $c_i^p$ have opposite signs for maximum ISV cancellations.

B. Relativistic effective Lagrangians

![Graph showing the 95% CL upper limits of the ISC (red solid) and ISV (blue dashed) cases for the coupling $d_{12}^\nu$. The color bands demonstrate the uncertainties of the local DM density measurements [53]. Right panel: the maximum cancellation ratio as a function of $m_\chi$ for $L_{12}$.]

FIG. 7: Left panel: the 95% CL upper limits of the ISC (red solid) and ISV (blue dashed) cases for the coupling $d_{12}^\nu$. The color bands demonstrate the uncertainties of the local DM density measurements [53]. Right panel: the maximum cancellation ratio as a function of $m_\chi$ for $L_{12}$.

In previous sections, we have mentioned that all the four-point effective Lagrangians can be expanded by the NR effective operators shown in Table I. In fact, many relativistic Lagrangians correspond to one operator in the non-relativistic limit with a simple relationship (see Table 1 of Ref. [25]). For example, the ratio of $d_3$ (the coupling of the interaction $i\bar{\chi}\gamma_5\chi\bar{N}N$) to $c_{11}$ (the coefficient of the operator $i\mathbf{S}_\chi \cdot \frac{\mathbf{a}}{m_N}$) is $-m_\chi/m_N$. Again here we use the notation following Ref. [25]. However, for some relativistic Lagrangian $L_i$ the expansions
FIG. 8: The 95% CL upper limits of all other couplings in Eq. (15) except $d_{12}$. 
of operators are not so trivial and may contain several operators, such as

\[ d_6 \cdot \bar{\chi} \gamma^\mu \chi \bar{\chi} i\sigma_{\mu\alpha} \frac{q^\alpha}{\Lambda} N \rightarrow d_6 \cdot \left[ \frac{q^2}{2m_N \Lambda} \mathcal{O}_1 - \frac{2m_N}{\Lambda} \mathcal{O}_3 + \frac{2m^2_N}{m_N} \left( \frac{q^2}{m_N^2} \mathcal{O}_4 - \mathcal{O}_6 \right) \right], \]

\[ d_7 \cdot \bar{\chi} \gamma^\mu \chi \bar{\chi} \gamma_5 N \rightarrow d_7 \cdot \left[ -2\mathcal{O}_7 + \frac{2m_N}{m_N} \mathcal{O}_9 \right], \]

\[ d_9 \cdot \bar{\chi} i\sigma^{\mu\nu} \frac{q_\nu}{\Lambda} \chi \bar{\chi} \gamma_\mu N \rightarrow d_9 \cdot \left[ -\frac{q^2}{2m_N \Lambda} \mathcal{O}_1 + \frac{2m_N}{\Lambda} \mathcal{O}_5 - \frac{2m_N}{\Lambda} \left( \frac{q^2}{m_N^2} \mathcal{O}_4 - \mathcal{O}_6 \right) \right], \]

\[ d_{10} \cdot \bar{\chi} i\sigma^{\mu\nu} \frac{q_\nu}{\Lambda} \chi \bar{\chi} i\sigma_{\mu\alpha} \frac{q^\alpha}{\Lambda} N \rightarrow d_{10} \cdot \left[ \frac{4q^2}{\Lambda^2} \mathcal{O}_4 - \frac{4m^2_N}{\Lambda^2} \mathcal{O}_6 \right], \]

\[ d_{12} \cdot i\bar{\chi} i\sigma^{\mu\nu} \frac{q_\nu}{\Lambda} \chi \bar{\chi} i\sigma_{\mu\alpha} \frac{q^\alpha}{\Lambda} \gamma_5 N \rightarrow d_{12} \cdot \left[ -\frac{m_N}{m_N^2 \Lambda^2} \mathcal{O}_{10} - \frac{q^2}{\Lambda^2} \mathcal{O}_{12} - \frac{4m^2_N}{\Lambda^2} \mathcal{O}_{15} \right], \]

\[ d_{13} \cdot \bar{\chi} \gamma^\mu \gamma_5 \chi \bar{\chi} \gamma_\mu N \rightarrow d_{13} \cdot \left[ 2\mathcal{O}_8 + 2\mathcal{O}_9 \right], \]

\[ d_{18} \cdot i\bar{\chi} i\sigma^{\mu\nu} \frac{q_\nu}{\Lambda} \gamma_5 \chi \bar{\chi} i\sigma_{\mu\alpha} \frac{q^\alpha}{\Lambda} N \rightarrow d_{18} \cdot \left[ \frac{q^2}{\Lambda^2} \mathcal{O}_{11} + \frac{4m^2_N}{\Lambda^2} \mathcal{O}_{15} \right]. \]  \tag{15}

Here we omitted the energy scale \( \Lambda \) in front of the interactions. It will be included in the computation as we did for the case of non-relativistic operators.

The effective Lagrangians \( \mathcal{L}_9 \) and \( \mathcal{L}_{10} \) represent the magnetic dipole interaction with proton and neutron, respectively. The electric dipole moment interaction with proton is part of \( \mathcal{L}_{18} \), and the Anapole interaction can be presented by \( \mathcal{L}_{13} \). For more explicit expressions of the Anapole and electromagnetic moments in the effective theory, one can refer to Ref. [67].

To reuse the code developed for effective operators, we can use the relationship presented in Eq. (15). Taking \( \mathcal{L}_{13} \) as an example, if one sets its coupling as \( d_{13} \), the coefficients of effective operators for the event rate computation are \( c_8 = 2d_{13} \), \( c_9 = 2d_{13} \), and the other coefficients are zero.

In the left panel of Fig. 7, we present the upper limits on coupling \( d_{12}^p \) for the ISC (red solid) and ISV (blue dashed) scenarios. For the ISV scenario for all Lagrangians in Eq. (15), only the Lagrangian \( \mathcal{L}_{12} \) has a positive maximum cancellation ratio. Therefore we show its results separately from the others. The maximum cancellation ratio of neutron to proton couplings for \( \mathcal{L}_{12} \) as a function of \( m_\chi \) is shown in the right panel.

The limits on the couplings for other Lagrangians are shown in Fig. 8, and the maximum cancellation ratios of neutron to proton couplings are summarized in Fig. 9.
FIG. 9: The neutron to proton coupling ratios at the maximum cancellation for the effective Lagrangians ($i = 6, 7, 9, 10, 13, 18$).

C. High energy scale theory

The new physics models beyond the standard model often appear at higher energy scale (i.e. greater than $Z$ boson mass), while the non-relativistic operators apply at the low energy scale. The match between these two scales may not be trivial. For example, the long-distance corrections due to DM scattering with a pion exchanged between two nucleons can generate a coupling $c_{p,n}$ proportional to $q^{-2}$, which would significantly change the results \cite{36, 67}. In this subsection, we adopt the Mathematica package DirectDM \cite{36, 37} to calculate the relationship between the non-relativistic operators and the dimension-five and dimension-six effective DM-quark interactions. All contributions of quarks whose mass is less than $Z$ boson are included.

Using similar conventions with that of Ref. \cite{36}, we consider two dimension-five effective interactions,

$$Q_1^{(5)} = \frac{e}{8\pi^2\Lambda}(\bar{\chi}\sigma^{\mu\nu}\chi)F_{\mu\nu}, \quad Q_2^{(5)} = \frac{e}{8\pi^2\Lambda}(\bar{\chi}\sigma^{\mu\nu}i\gamma_5\chi)F_{\mu\nu}, \quad (16)$$

where $F_{\mu\nu}$ is the electromagnetic field strength tensor, and $\Lambda$ is the new physics energy scale. The CP even operator $Q_1^{(5)}$ and the CP odd operator $Q_2^{(5)}$ represent the magnetic dipole and

\footnote{We thank F. Bishara, J. Brod, B. Grinstein and J. Zupan for providing us the DirectDM code \cite{36, 37}.}
FIG. 10: The 95% CL lower limits of the energy scale $\Lambda$ for dimension-five (left) and dimension-six (right) DM-quark interactions. The color bands demonstrate the uncertainties of the local DM density measurements [53].

the electric dipole interactions, respectively. Because protons and neutrons couple to the electromagnetic field differently, and there is no electric dipole interaction between DM and neutrons, the isospin is not conserved in these dimension-five interactions. The interaction $Q_1^{(5)}$ can be expanded by operators with DM-proton coefficients $c_p^1, c_p^4, c_p^5, c_p^6$ and DM-neutron coefficients $c_n^4, c_n^6$, in which three coefficients $c_p^5, c_p^6, c_n^6$ are proportional to the inverse square of transfer momentum, $q^{-2}$. However, the interaction $Q_2^{(5)}$ can only be expanded by operator $O_{11}$ with the DM-proton coefficient $c_p^{11}$ which is also proportional to $q^{-2}$. See Appendix A of Ref. [36] for the exact relations.

In addition, we consider four dimension-six effective interactions between DM and quarks ($q$)

$$Q_{1,q}^{(6)} = \frac{(\bar{\chi} \gamma_\mu \chi)(\bar{q} \gamma^\mu q)}{\Lambda^2}, \quad Q_{2,q}^{(6)} = \frac{(\bar{\chi} \gamma_\mu \gamma_5 \chi)(\bar{q} \gamma^\mu q)}{\Lambda^2},$$

$$Q_{3,q}^{(6)} = \frac{(\bar{\chi} \gamma_\mu \chi)(\bar{q} \gamma^\mu \gamma_5 q)}{\Lambda^2}, \quad Q_{4,q}^{(6)} = \frac{(\bar{\chi} \gamma_\mu \gamma_5 \chi)(\bar{q} \gamma^\mu \gamma_5 q)}{\Lambda^2}. \quad (17)$$

For the sake of simplicity, we only consider the scenario where all the DM-quark couplings are unified. Therefore, isospin is conserved under such a simple assumption.

Compared with dimension-five interactions, the mappings from these four interactions to the low energy DM-nucleon coefficients do not depend on the transfer momentum. The
interaction $Q^{(6)}_{1,q}$ only relates to $c^{p,n}_1$. In addition to $c^{p,n}_1$, $Q^{(6)}_{2,q}$ contains two more coefficients $c^{p,n}_8$ and $c^{p,n}_9$. The interaction $Q^{(6)}_{3,q}$ has one more relevant coefficient $c^{p,n}_7$ added to that of $Q^{(6)}_{2,q}$, and the interaction $Q^{(6)}_{4,q}$ has one additional relevant coefficient $c^{p,n}_4$ added to that of $Q^{(6)}_{3,q}$.

In Fig. 10, we present the 95\% lower limits on $\Lambda$ for dimension-five interactions (left) and dimension-six interactions (right). It is shown that the constraints on the electric dipole interaction $Q^{(5)}_2$ are stronger than that of the magnetic dipole interaction $Q^{(5)}_1$. The dominant operators among the six operators in $Q^{(5)}_1$ NR expansion do not depend on $q^2$; $Q^{(5)}_2$ only relates to $O_{11}$ which is inversely proportional to $q^2$. In the right panel of Fig. 10, the interaction $Q^{(6)}_{4,q}$ has a significant positive contribution from $O_4$ which makes the energy scale of $Q^{(6)}_{4,q}$ larger than that of $Q^{(6)}_{3,q}$.

\section{V. SUMMARY}

As the first time to consider a combined analysis of three most recent and powerful experimental data sets from PandaX, LUX, and XENON1T, we have approximately reconstructed their likelihood in terms of event rates and reported a new combined limit based on a spin-1/2 DM. To consider the possible impact of astrophysical uncertainties from the DM local velocity, escape velocity, and local density, we introduce these parameters as nuisance parameters in our likelihood.

In the low energy effective operator framework, we apply our combined likelihood for each effective operator and derive their 95\% CL upper limits on the plane $(m_\chi, c^{p}_i)$ for the ISC and ISV (with maximum cancellations) scenarios. As expected, our combined limits of the effective operators are more stringent than previous studies \cite{32, 67}. In addition to the low energy effective operator framework, we also study the high energy effective Lagrangians which can usually be expressed as the combination of several operators. The 95\% CL limits (upper or lower) on the $(m_\chi, d^{p}_i)$ and $(m_\chi, \Lambda)$ planes are presented with several representative high energy effective Lagrangians.

The inclusion of the uncertainties of the DM velocity distribution and the escape velocity of the solar location leads to $\lesssim 5\%$ uncertainties for the velocity independent operators and $\lesssim 7.5\%$ for the velocity dependent operators. The maximum uncertainties appear around $m_\chi \lesssim 10\text{ GeV}$ whose recoil energies fall into the small efficiency region. However,
such astrophysical parameters depend on the data sets and modeling of the luminous matter distribution, as well as the prior assumption of the DM density profile, which may be subject to additional systematic uncertainties. Therefore we quote a relatively large band of the local DM density measured by different analyses [53] to show a potential uncertainty range of our results.

For the xenon target detectors, we report new ISV coupling ratios $c_n^i/c_p^i$ for the maximum cancellation between the contributions of DM-proton and DM-neutron couplings. Firstly, we find that the ratio is not a constant with respect to the DM mass. However, as long as the DM mass is heavy, the ratio asymptotically approaches a constant. Secondly, only the operator $O_{13}$ has a positive ratio, and the rest operators have negative ratios for the maximum cancellation. Finally, the well-known number of $c_n^i/c_p^i = -0.7$ only agrees with the operators $O_{i=1,3,5,8,11,12,15}$. For the high energy effective Lagrangian cases, only the transfer momentum dependent operators can have a large ratio change with respect to the DM mass. The ratios are between their compositions of lower energy operators. In this paper, we only studied one-nucleon contributions. If the two-nucleon correlations would be included, the result of ISV case can be changed [61, 68].

Lastly, we would like to suggest the future experiments to publish their limits of event rates $R$ together with the spin-independent and spin-dependent cross sections. There are two advantages to present the limits on the plane $(m_\chi, R)$. Firstly, this can help theorists to go beyond the neutralino-like benchmark scenario which is only relevant to operators $O_1$ and $O_4$. As performed by the SuperCDMS collaboration [30] and XENON collaboration [31], the EFT operators can provide a more general framework to explore the DM-nuclear interaction. With the likelihood information of $R$, one can simply obtain the experimental limits for their interested operators. Secondly, it also helps to unfold the astrophysical uncertainties. The systematic uncertainties for the next generation DM direct detection detectors will be more important because the statistical precision can be much improved for the future ton-scale detectors and more kinematic information can be obtained for example in the DM directional detection experiments.
Appendix A: DM response function

Following the definition of Ref. \[25\], we use the notations \( M, \Delta, \Sigma', \Sigma'', \bar{\Phi}', \) and \( \Phi'' \) to represent the DM currents by the vector charge, vector transverse magnetic, axial transverse electric, axial longitudinal, vector transverse electric, and vector longitudinal operators, respectively. In the DM response functions, one needs also to consider two interference terms, \( \Phi''M \) and \( \Delta \Sigma' \). There are eight possible DM response functions:

\[
\begin{align*}
R^\tau_{M'}(v_T^\tau, \frac{q^2}{m_N^2}) &= c_\tau c_1 + \frac{j_\Delta(j_\Delta + 1)}{3} \left[ \frac{q^2}{m_N^2} v_T^\tau c_5^\tau c_5^\tau + v_T^\tau c_8^\tau c_8^\tau + \frac{q^2}{m_N^2} c_1^\tau c_1^\tau \right] \\
R^{\tau\phi'}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= \frac{q^2}{4m_N^2} c_3^\tau c_3^\tau + \frac{j_\Delta(j_\Delta + 1)}{12} \left( c_1^\tau - \frac{q^2}{m_N^2} c_1^\tau \right) \left( c_1^\tau - \frac{q^2}{m_N^2} c_1^\tau \right) \\
R^{\tau\phi''}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= c_3^\tau c_3^\tau + \frac{j_\Delta(j_\Delta + 1)}{3} \left( c_1^\tau - \frac{q^2}{m_N^2} c_1^\tau \right) c_1^\tau \\
R^{\tau\phi''}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= \frac{q^2}{4m_N^2} c_1^\tau c_1^\tau + \frac{j_\Delta(j_\Delta + 1)}{12} \left[ c_3^\tau c_3^\tau + \frac{q^2}{m_N^2} c_3^\tau c_3^\tau \right] \\
R^{\tau\phi''}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= \frac{q^2}{4m_N^2} c_1^\tau c_1^\tau + \frac{j_\Delta(j_\Delta + 1)}{12} \left[ c_3^\tau c_3^\tau + \frac{q^2}{m_N^2} c_3^\tau c_3^\tau \right] \\
R^{\tau\phi''}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= \frac{1}{8} \left[ \frac{q^2}{m_N^2} v_T^\tau c_3^\tau c_3^\tau + v_T^\tau c_7^\tau c_7^\tau \right] + \frac{j_\Delta(j_\Delta + 1)}{12} \left[ c_3^\tau c_3^\tau + \frac{q^2}{m_N^2} c_3^\tau c_3^\tau \right] \\
R^{\tau\phi''}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= \frac{q^2}{m_N^2} c_9^\tau c_9^\tau + \frac{v_T^\tau}{2} \left( c_1^\tau - \frac{q^2}{m_N^2} c_1^\tau \right) \left( c_1^\tau - \frac{q^2}{m_N^2} c_1^\tau \right) + \frac{q^2}{2m_N^2} v_T^\tau c_4^\tau c_4^\tau \\
R^{\tau\phi''}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= \frac{j_\Delta(j_\Delta + 1)}{3} \left[ \frac{q^2}{m_N^2} c_5^\tau c_5^\tau + c_5^\tau c_5^\tau \right] \\
R^{\tau\phi''}_{\phi''}(v_T^\tau, \frac{q^2}{m_N^2}) &= \frac{j_\Delta(j_\Delta + 1)}{3} \left[ c_5^\tau c_4^\tau - c_3^\tau c_3^\tau \right].
\end{align*}
\]

(A1)

Appendix B: Integration of the DM velocity distribution over solid angle

From the differential event rate Eq. \( (3) \), one can compute the solid angle integration part first, namely

\[
\int_{v>v_{\text{min}}(Q)} v^3 dv \int_0^{2\pi} d\phi \int_0^\pi \frac{d\sigma}{dQ} f(\vec{v} + \vec{u}_e) \sin \theta d\theta,
\]

(B1)

where \( \phi \) and \( \theta \) are the azimuthal angle and polar angle in the Earth frame. Because \( \frac{d\sigma}{dQ} \) does not depend on \( \theta \) and \( \phi \), we can rewrite Eq. \( (B1) \) as

\[
\int_{v>v_{\text{min}}(Q)} v^3 \frac{d\sigma}{dQ} \times I(\vec{v} + \vec{u}_e) dv,
\]

(B2)
where
\[ I(\vec{v} + \vec{v}_e) \equiv \int_0^{2\pi} d\varphi \int_0^\pi f(\vec{v} + \vec{v}_e) \sin \theta d\theta. \] (B3)

We adopt the soft truncated Maxwell-Boltzmann distribution of \( f \):
\[ f(\vec{v} + \vec{v}_e) = \frac{\left( e^{-\left(\frac{(\vec{v} + \vec{v}_e)^2}{v_0^2} - e^{-\frac{v^2_{esc}}{v_0^2}}\right)}\Theta\left(v^2_{esc} - (\vec{v} + \vec{v}_e)^2\right)\right)}{\pi^{3/2}v_0^3 \times \text{Norm}}, \] (B4)

where \( \Theta(x) \) is the step function, and “Norm” is the normalization factor
\[ \text{erf} \left( \frac{v_{esc}}{v_0} \right) - \left[ \frac{4}{3\sqrt{\pi}} \left( \frac{v_{esc}}{v_0} \right)^3 + \frac{2v_{esc}}{\sqrt{\pi}v_0} \right] \exp \left( -\frac{v^2_{esc}}{v_0^2} \right). \]

In the above formulae, \( v_0, v_e \) and \( v_{esc} \) are all in the Galactic center (GC) frame.

The relationship between the DM velocity \( \vec{v} + \vec{v}_e \) in the GC frame and the velocity magnitude \( v \) in the Earth frame is
\[ \vec{v} + \vec{v}_e = (v \sin \theta \cos \varphi, v \sin \theta \sin \varphi, v \cos \theta + v_e). \]

Note that we set \( \vec{v}_z \) to be parallel to \( \vec{v}_e \). Hence, the integration of angle \( \varphi \) in Eq. (B3) can be done prior to \( \theta \), which gives a prefactor \( 2\pi \). Finally, we can integrate \( I(\vec{v} + \vec{v}_e) \) over the angle \( \theta \) in terms of variables \( a = v_{esc}/v_0, b = v_e/v_0, \) and \( x = v/v_0 \). We find that \( I(\vec{v} + \vec{v}_e) \) has 3 types of solutions, depending on the relationships between \( a, b \) and \( x \).

1. Region \( x + b < a \) or \( v + v_e < v_{esc} \):
\[ I = \frac{e^{-(x+b)^2}}{xbv_0^3} \left[ 3e^{a^2} \left( e^{4xb} - 1 \right) - 12xe^{(x+b)^2} \right], \]
\[ \frac{3\sqrt{\pi}e^{a^2} \text{erf} (a) - 6a - 4a^3} \]

2. Region \( (x + b > a, |x - b| < a) \) or \( (v + v_e > v_{esc}, |v - v_e| < v_{esc}) \):
\[ I = \frac{3}{xbv_0^3} \left[ e^{a^2-(x-b)^2} + (x - b)^2 - a^2 - 1 \right] \]
\[ \frac{3\sqrt{\pi}e^{a^2} \text{erf} (a) - 6a - 4a^3} \]

3. Region \( |x - b| > a \) or \( |v - v_e| > v_{esc} \):
\[ I = 0. \]
Appendix C: Confidence limits

To determine the exclusion limits, a confidence level ($CL$) is usually used, defined as

$$1 - CL = \int_{\chi^2_c}^{\infty} L(\chi^2) d\chi^2,$$  \hspace{1cm} \text{(C1)}

where the desired $CL$ value is the integral likelihood for the range $0 < \chi^2 < \chi^2_c$. If the likelihood $L$ is Gaussian distribution ($\propto \exp(-\chi^2/2)$), then we can simply obtain $\chi^2_c = 2.71$ at $CL = 0.95$ (one sided confidence limit). Using such a definition, conventionally we can describe the consistency of the data with the background-only hypothesis $CL_b$ and the signal-plus-background hypothesis $CL_{s+b}$.

However, in many real cases one can introduce nuisance parameters and model parameters to the likelihood function as systematic uncertainties which makes it difficult to find $CL_b$ and $CL_{s+b}$ by integrating the multi-dimensional parameter space in Eq. (C1). Therefore, it is convenient to introduce a test-statistic $\chi^2(s, b) = -2 \ln L(s, b)$ to numerically pin down the confidence level for two hypotheses of background-only and signal-plus-background.

In the $m_\chi - R$ plane, we divide $m_\chi$ into various bins. For each $m_\chi$ bin, the $\chi^2$ varies as a function of $R$. Then, we solve the following equation

$$\Delta \chi^2 = \chi^2(m_\chi, R) - \chi^2_{\min}(m_\chi, R = 0) = 2.71,$$  \hspace{1cm} \text{(C2)}

to get a value of $R_{95}$ corresponding to the 95% upper limits based on the $CL_b$ method. Repeating the process for different $m_\chi$ bins, we can get a curve on the $m_\chi - R_{95}$ plane corresponding to the 95% exclusion limit.

Regarding to $CL_{s+b}$ method, the same procedure as described above can be performed, but solving a different equation

$$\Delta \chi^2 = \chi^2(m_\chi, R) - \chi^2_{\min}(m_\chi, R) = 2.71$$  \hspace{1cm} \text{(C3)}

to get the $R_{95}$ limits.

Since we are using the null hypothesis (background only), we adopt the $CL_b$ method to evaluate the limits. It is worthy mentioning that our limits will be hence slightly weaker than the $CL_{s+b}$ method.
FIG. 11: Left panel: the 95% CL upper limits of $\sigma_p^{SI}$ for new combined likelihood (red solid line) and old combined likelihood (blue dashed line). Right panel: the 95% CL upper limits of $c_p^i$ for $O_1$ and $O_4$ (ISC). In both panels, the solid lines are for the old combined likelihood but dash lines are the new one.

Appendix D: Limit including PandaX run10 data

In this appendix, we will show the update limit including the latest PandaX run9′+run10 data [51]. For the new Run9′, the total observed event number after all the cuts is 1 and the expected background event number is $3.2 \pm 0.9$. For the Run10, there is none observed event number but the expected background event number is $1.8 \pm 0.5$. With the updated exposure $E_9 = 26180.44$ kg-day and $E_{10} = 27871.65$ kg-day, we replace the old PandaX likelihood (run8+run9) to new one (run9′+run10) in the Fig. [II] One can see that the improvement is around 20% in the spin independent cross section but it is not significant in the ($m_\chi$, $c_p^i$) plane.
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