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ABSTRACT An intelligent driver assistance system is developed in this study, which is able to remind the drivers to turn on the head lights or wipers through situation recognition method when driving at night or on rainy days. Furthermore, the object detection results from multiple perspective views are integrated, and the surrounding object detection results are produced for collision avoidance. The system is able to alarm the drivers based on the lightweight deep learning model and the distance estimation method when surrounding vehicles are too close. Experimental results show that the proposed methods and the chosen lightweight model in our proposed system obtain reliable performance and sufficient computational efficiency under limited computing resource. In conclude, our proposed system obtains high probability to be adopted for the development of advanced driver assistance systems (ADAS). The proposed system can not only assist the driver in determining the vision ahead, but also provide an instant overview of the vehicle’s surrounding conditions to enhance driving safety.

INDEX TERMS Advanced driver assistance systems, distance estimation method, lightweight deep learning model, situation recognition method, vehicle detection method.

I. INTRODUCTION

Due to the rapid economic development, people gradually have the ability to own their own cars and begin to pay attention to their personal convenience, therefore, the number of private transports has increase. Apart from the traffic congestion, traffic accidents happen more frequently. According to the statistics of the Ministry of Transport of Taiwan government, the average annual number of traffic accidents was approximately 300,000, including nearly 1,600 deaths and about 400,000 persons injured in the past five years, moreover, a research shows that about 77% of the accidents are cause by the drivers themselves [1]. Based on the above statistical reports, this study will propose an intelligent driver assistance system which is able to assist drivers to perceive the traffic objects surrounding the host car, to turn on the head lights or wipers, and achieve collision prevention, which reduce the occurrence of accidents and improve traffic safety.

Considerable researches about safety improvement have been published in various countries, and major car manufacturers around the world have also displayed Advanced Driver Assistance System (ADAS) on their cars, which shows that the ADAS system is a major developing trend and has become an important system related to active safety. The ADAS has been developed for a period of time, the computing units have greatly increased and the price of environmental detection sensors has decreased with the advancement of technology, which driven the performance of auxiliary systems to be improved while the costs gradually being decreased. Currently, most ADAS systems use cameras and radars to sense the environment, and each has its own advantages and disadvantages, so most complete ADAS systems use both sensors to complement each other to build a complete environment around the vehicle.
Since careless driving behavior is an important factor in causing traffic incidents, the main goal of driving assistance systems is to efficiently and rapidly warn the drivers before possible collisions through object detections. The traffic object detection techniques can roughly be divided into two categories. One category is the Depth sensor based systems, these methods adopted depth sensor information for object detection, such as the radar and light detection and ranging (LIDAR). The methods can obtain accurate object distances for rapid driver warning, however, the costs of such depth sensors are relatively expensive compared to the optical camera systems [2]. The other category is the Camera based systems, these methods detect objects from the grabbed image sequences based on the machine learning techniques, and the consumer high-resolution cameras are relatively low-cost and more popular in the ADAS markets [3].

Therefore, the proposed system adopted the color features obtained by the optical camera for object detection. The proposed system can accurately and computationally effectively recognize the traffic objects surrounding the host vehicle by the cameras.

For example, in 2001, researchers in [4] developed the use of the Haar-Like fast object features and made use of integrated images to speed up the cascade classifier features during detection phase in order to filter out areas of non-target objects quickly. In 2005, researchers in [5] proposed a brand-new feature, the Histogram of Oriented Gradients (HOG). This feature cut the object into several small cells to calculate the edge characteristics of the object and the histogram of its direction in each small cell and weight. After combining these cells with their own weights, the object can be detected. In 2019, researchers developed the use of the lane change warning system to improve the ADAS based on self-learning of the individual driving characteristics [6].

Methods mentioned above detect objects based on images, however, they are all using machine learning technology with supervised learning method in the artificial intelligence to detect objects. Machine learning allows computers to learn a set of skills from the data by itself and gradually improve the performance [7].

Artificial intelligence is now a popular topic which is closely related to many research and industrial areas. Generally, the artificial intelligence refers to the science and engineering technology for creating intelligent machines, especially computer program. Computers, robots controlled by the computers and software created by this technic are able to think similarly to humans with higher speed and stronger power. These techniques include supervised learning and unsupervised learning [8].

The Supervised learning requires manually filtered features, which is more prone to human bias or errors [9], therefore, this study used deep learning in machine learning. Deep learning models have the ability of self-learning, which means it can achieve the recognition effect without providing specific data set of training. FIGURE 1 is a schematic diagram of the neural network architecture. The Deep learning networks is the concept extended from neural networks. The training data are adopted into the convolutional neural network training to obtain the best classification model.

A famous example of deep learning applications is AlphaGo [11] which is developed by Google. AlphaGo is an AI Go software based on deep learning. The AlphaGo’s learning technology used the deep neural networks (DNN) that imitates the biological nervous system. Therefore, the DNN techniques are then widely applied in the field of artificial intelligence, including the perception issues in ADAS.

FIGURE 2 is the diagram of the single neuron operation of similar neural network. The diagram of single neuron operation of similar neural network...
II. RELATED WORKS

This study is developed based on the deep learning techniques by using the deep convolution structure in the MobileNet [13] convolutional neural network to build a lightweight convolutional neural network. The classical convolutional neural network is the detection and classification algorithm of the RCNN [14] proposed by scholars. The RCNN series techniques can detect and classify objects without inputting the entire picture, therefore, it is broadly used on the newly developed object detection algorithms. This subsection will introduce the methods of object detection and classification developed based on the convolutional neural networks.

A. RCNN SERIOUS

In 2014, a research proposed the RCNN architecture [14], the architecture diagram is shown as FIGURE 3. First, the picture is divided into many small regions to extract frames with the selective search [15] in the RCNN. Next, the features are extracted and passed to the SVM [16] classifier by the convolutional network. Last, the SVM classifier determines whether the classification is correct and the regression corrects the position of the candidate frame.

As mentioned above, it is the relatively simple by using RCNN, but it also has two disadvantages. 1). It uses selective search [15] to divide the picture into many small areas. The extraction of the candidate frames is performed by using CPU, but it still consumes a lot of efficacy. 2). When the candidate frame is applied for the convolutional calculation, it uses the amount of complex calculations which increases the computational complexity.

The Fast-RCNN improves the problem of the RCNN training and the prediction speed. FIGURE 4 shows the architecture diagram of the Fast-RCNN. The Fast-RCNN is modified with the RCNN architecture diagram and added a ROI pooling layer to the last convolutional layer. The multi-task in the loss function is applied to make the training and testing of the neural network easier and more convenient. Although the Fast-RCNN improves the training and prediction problems of the RCNN, the selective search is still applied to extract candidate frames, which is the same as the RCNN, that consumes most of efficacy and causes slow detection speed. Therefore, there is a Faster-RCNN.

In 2014, the research shows that the Faster-RCNN architecture has proposed [18]. The candidate frame extraction and consumption of computational performs are applied to solve the problem of the traditional Fast-RCNN and the RCNN. The Faster-RCNN integrates the extracts candidate frames into the network architecture, the architecture diagram of the Faster-RCNN is shown in FIGURE 5. The Faster-RCNN network architecture has more region proposal network layers than the traditional Fast-RCNN and the RCNN. The RPN layer is to classify, regress, and sort the retrieved candidate frames, then performs the ROI Pooling on the candidate frame. The region proposal network layer can implement an End-to-End convolutional network target detection model which can quickly extract high quality candidate frames. The Region proposal network not only speeds up the target detection speed, but also improves the target detection performance.

B. SINGLE SHOT MULTIBOX DETECTOR (SSD)

The Single Shot MultiBox Detector (SSD) is an object detection method proposed in 2016 [19]. The backbone of the SSD
is VGG-16 [20]. FIGURE 6 is the architecture diagram of VGG-16. By removing the FC8 of the connected layers, the SSD converts the FC6 and FC7 into convolutional layers, and adds some convolutional layers with decreasing resolution.

The architecture diagram of SSD is shown in FIGURE 7 [19]. The SSD removes the generation of traditional candidate boxes and uses the anchor box. The steps are as follow, 1. It generates the feature maps of different sizes in the image. 2. It uses a $3 \times 3$ convolution to process default box for each feature map. 3. It uses the IOU coefficient to predict the default box to match the anchor box in the training process.

C. YOU ONLY LOOK ONCE (YOLO)
The YOLO [21] was developed in 2016, it is a regression method based on deep learning which can predict multiple prediction candidate boxes and categories of convolutional neural networks at one time. It also can realize the end-to-end convolutional network target detection model. The biggest advantage of YOLO [21] is its fast calculation speed, it focuses on the entire image during the training and use phases, so it has better results for background detection, and its background error detection rate is half lower than the Fast R-CNN. The YOLOv2 [22] was developed in 2017, it [22] has made many improvements from the YOLO [21] which significantly improved the mAP and the computational speed. The YOLOv2 [22] used the batch normalization, high resolution classifier, convolutional with Anchor boxes, and dimension clusters to improve the mAP. The YOLOv3 [23] was developed in 2018, it [23] also made improvements in all parts of the YOLO [21]. The YOLOv3 [23] applies the Darknet as the backbone network, which has faster output frame rate than other object detection methods. The YOLOV4 [24] was developed in 2020, it made improvements in all parts of YOLOv3 [23] to ensure the speed while greatly improves the detection accuracy of the model, and reduces the hardware requirements. The YOLOV4 [23] uses the CSP-Darknet53 [24] as the backbone, the SPP [26] and the PAN [27] as the neck, and the YOLOv3 [23] as the head. In addition, the YOLOV4 [24] modified the state-of-the-art methods and make them more efficient and suitable for single GPU training.

D. LIGHTWEIGHT DEEP LEARNING MODEL
The requirements for accuracy and category are getting higher and higher with the development of technology. Not only the number of the network layer but also the memory and time requirements has increased, therefore, there are mainly two ways to train the lightweight deep learning model. The first way is to compress the pre-training network model and the second is training light weight network models directly. For example, the MobileNet [13] and the MobileNetV2 [28] apply the depth wise convolution in the training lightweight network model. As mentioned above, this study applied the lightweight deep learning model for vehicle detection.

III. PROPOSED SYSTEM
In this section, we are going to describe our proposed system, including system architecture, light weight object detection model, object distance estimation method, and situation recognition method.

A. SYSTEM ARCHITECTURE
Our proposed intelligent driving assistance system includes two functionalities, collision alarm and driver reminding service. The collision alarm was implemented based on the lightweight deep learning model and the distance estimation method; the driver reminding service was implemented...
through the situation recognition method. The architecture of our proposed system is shown as FIGURE 8. As the image sequences captured from cameras continuously, the system will process immediately and feedback to the driver. The processing details of the system functionality will be illustrated in the following sub-sections.

**B. LIGHTWEIGHT OBJECT DETECTION MODEL**

Since the driver assistance systems are usually required to be implemented on the in-car embedded platforms with limited computing resources, this study adopted lightweight deep learning based object detection method based on the MobileNet framework.

The MobileNetV2 [28] is implemented based on the following techniques: inverted residual, the linear bottlenecks, and the depth wise separable convolutions, which balances accuracy, model parameters and computational time. As shown in FIGURE 9, the adopted lightweight object detection model integrate the concepts of MobileNetV2 [28] with the SSD [19] to propose a lightweight convolutional neural network. The descriptions of the MobileNetV2[28] techniques are as follows:

Inverted residuals: When the image was input into the model, it makes the feature map larger by applying $1 \times 1$ convolution, then it uses the depth wise convolution for the convolution calculation and makes the feature map smaller by applying $1 \times 1$ convolution.

Linear bottlenecks: Because the linear bottlenecks has better result than nonlinear bottlenecks after using the depth wise convolution, it applied the ReLU6.

Depth wise separable convolution: FIGURE 10 is the architecture diagram of the depth wise separable convolution. There are two parts in the depth wise separable convolution which are the depth wise convolution and the pointwise convolution. The computational cost of convolutional neural networks can be reduced through the depth wise separable convolution.

The diagram of the depth wise convolutional is shown as FIGURE 11. First, if there are M channels, it creates a $Dk \times Dk \times 1$ filter for each channel of the input layer, then the convolution is performed on all data in the layer.

The diagram of pointwise convolutional is shown as FIGURE 12. The pointwise convolutional is very similar to the normal conventional convolution, but the difference is that the size of the convolution kernel is $1 \times 1 \times M$ which is the depth of the pervious layer. Therefore, the convolution performs a weighted combination of the depth direction filter and previous map to generate a new feature map. The amount of the Feature maps should be the same as the Filters.

**C. OBJECT DISTANCE ESTIMATION METHOD**

Based on the inference result of the lightweight object detection model, we can obtain the vehicles position in the image 2D coordinate system, represented as $(u, v)$. In this subsection, we will talk about how we project the positions from the image 2D coordinate system to real world distance.

![FIGURE 9. Architecture diagram of model in this study.](image9)

![FIGURE 10. The architecture diagram of depth wise separable convolution.](image10)

![FIGURE 11. The diagram of depth wise convolutional.](image11)

![FIGURE 12. The diagram of pointwise convolution.](image12)

![FIGURE 13. The relation between the HDR camera and objects.](image13)
FIGURE 13 shows the relation between the HDR camera and objects. There are three plane coordinates which are \((X, Y, Z)\), \((x, y, z)\) and \((u, v)\) in the position of \(S\), \(C\) and \(P\). \((u, v)\) is the coordinate in the video. Point \(P\) is the center point of the object image that represents by \((u_0, v_0)\) in FIGURE 13. Point \(S\) is the position of the vehicle and point \(C\) is the position of the camera.

\(v_h\) represents the position of the horizon in the driving image, which can be calculated by formula (1).

\[
v_h = v_0 - \alpha \tan \theta \quad (1)
\]

For formula (2), \(t_{pu}\) is the actual horizontal length of each pixel in the video; \(t_{pv}\) is the actual vertical length of each pixel in the video.

\[
\alpha = \frac{f}{t_{pv}} \approx \frac{f}{t_{pu}} \quad (2)
\]

The plane coordinate system \((u, v)\) of point \(P\) is converted into the three-dimensional space coordinate system \((x, y, z)\) at the position of point \(C\) by formula (3). The \(\alpha \frac{x}{z}\) and \(\alpha \frac{y}{z}\) are the offset.

\[
\begin{align*}
\alpha &= \frac{u = u_0 + \alpha \frac{x}{z}}{\frac{v = v_0 + \alpha \frac{y}{z}}{}} \\
(3)
\end{align*}
\]

Substituting formula (1) into formula (3) becomes the following formula (4).

\[
\frac{v - v_h}{\alpha} = \frac{v}{z} + \tan \theta \quad (4)
\]

Then convert formula (4) from \((x, y, z)\) coordinate system to \((X, Y, Z)\) coordinate system, where \(H\) is the distance from point \(C\) to point \(S\) in FIGURE 13. The following formula (5) is obtained.

\[
\frac{v - v_h}{\alpha} = \frac{Y + H}{Z} + \tan \theta \quad (5)
\]

Now let \((X, Y, Z) = (X, -d \sin \theta, d \cos \theta)\), substituting it into formula (5) and simplifying to get formula (6).

\[
\frac{v - v_h}{\alpha} = \frac{H}{d \cos \theta} \quad (6)
\]

\(d\) is the real distance between \(P\) and the camera. The actual distance \(d\) can be estimated by formula (7).

\[
d = \begin{cases} 
\frac{\lambda}{(v - v_h)} & \text{if } v < v_h \\
\infty & \text{if } v < v_h, \end{cases} \quad \text{where } \lambda = \frac{H \alpha}{\cos \theta} \quad (7)
\]

Then substitute the two point \(v_1, v_2\) in the \((u_0, v_0)\) coordinate system into formula (5) and subtract them to correction formula (8) to find \(\lambda\).

\[
\lambda = \frac{d_1 - d_2}{1} \quad (8)
\]

Finally, formula (9) can be used to find the distance.

\[
d_1 - d_2 = \lambda \left(\frac{1}{v_1 - v_h} - \frac{1}{v_2 - v_h}\right) \quad (9)
\]

FIGURE 14 is the schematic diagram of the image distance estimation. The correction formula (8) and the actual distance between two points in the driving video is adopted to find \(\lambda\). In Taiwan, the lane line segment is four meters long and six meters apart. Points \(v_1\) and \(v_2\) are the length of the two lanes plus a distance. Once we obtain the actual distance between the two points in real world (14 meters), \(\lambda\) and \(v_h\) are able to be obtained, they can be applied in formula (7) to estimate the distance between the vehicle and the objects.

After estimating the distance between vehicles from formula (9), if the distance between the front and the back vehicles is less than 10 meters, formula (10) will then be applied to obtain the distance variation between \(t\) and \(t - 1\). Our method will warn the driver that a car is approaching when \(\delta d'\) is negative. FIGURE 15 shows an example of warning an approaching vehicle. From the image above, we can see that the distance was 8m, and it became 7.2m in the next time unit, which made the color of alarm sign turn into red.

\[
\delta d' = d' - d'^{-1} \quad (10)
\]

**D. SITUATION RECOGNITION METHOD**

In this study, the proposed system not only raises the alarm when a vehicle approaches, but also reminds the drivers to turn on the headlights or wipers as the situation needed. Such function was implemented through the sky and weather situation recognition method, the implementation details will be described as following. FIGURE 16 is the flowchart of the sky and weather situation recognition method.

Improved from our previous research [29], we come up with a more robust method. In this method, five situations are defined which are raining in daytime, cloudy, sunny, night,
and raining in nighttime. Raining in daytime, cloudy, and sunny are group into “daytime” while night and raining in nighttime are group into “nighttime”. The current situation will first be roughly classified into “daytime” or “nighttime” through loose light condition, next, the specific situations will be determined through strict light condition and raindrop detection results. As the situation is determined, the drivers will perceive the reminding from the system asking to do actions according to current situations such as turn on the head lights, wipers, or fog lamps.

A front-view image from image sequences will be captured first, the sample image is shown as the left side of FIGURE 17, an ROI will be located and converted from RGB color space into HSV color space to get the fixed pixel of brightness form. Suppose we cut the image into 6 parts evenly, the ROI in our proposed method was defined as the top center part of the image, the captured image is shown as the right side of FIGURE 17.

The ROI part of the image will first be determined as “daytime” or “nighttime” through the loose light threshold, the threshold was defined as 90 in our research.

If the ROI part passes the threshold, it will be determined as “daytime”, then a strict light condition will be applied to decide if it is sunny or not, the strict light condition $T_l$ was defined as 200 in our research. If the condition is not determined as sunny, the raindrop detection method will be applied to obtain the raindrop amount, if the number of raindrops is larger than the defined threshold, the condition will be determined as raining in daytime, otherwise it will be determined as cloudy, the raindrop amount threshold $T_{rd,d}$ in our research was defined as 100.

If the ROI part does not pass the threshold, it will be determined as “nighttime”, the raindrop detection method will then be directly applied to obtain the raindrop amount. Although in the “daytime”, we defined 100 as the condition for deciding it was raining or not, in the “nighttime”, we defined 20 as the raining condition threshold $T_{rd,n}$. One of the reasons why we decreased the raining condition threshold is that the raindrops at nighttime is more difficult to be detected, as a result, it might be actually more raindrops than we observed, which indicates that it rains heavier than we know. Another reason is that more serious accidents happens in the nighttime rather than the daytime, especially in rainy days, therefore, the reminder of the wipers is more important during nighttime. The thresholds defined in this method were observed from the collected 19,798 images, including 13,488 daytime images and 6,310 nighttime images, which can be trusted that the conditions can make reliable decisions.

The raindrop detection, which adopted in our research for rainy determination, was implemented through AdaBoost classifier [30]. We collected raindrop sample images on the front window of the vehicles, extracted the Haar-like features of it, and trained a classifier through features from the sample images. The detection result of our proposed method is shown as FIGURE 18, each purple circle represents a detected raindrop, from the result, it is obvious that the raindrops were detected successfully.

FIGURE 19 is a diagram of day and night. The left side of the image is the diagram of the day and the diagram of the night is at the right side. Day or night scene is determined and shown on the upper right corner.
IV. EXPERIMENTS

In this section, we are going to illustrate the details of the experiments of our proposed system. First, the way how we collect and label the data will be explained, the data processing and augmentation for generating more reliable training samples will also be mentioned. Next, the evaluation indicators and their calculation will be noted. Finally, the comparison and the evaluation of model size, object detection performance, distance estimation performance, and situation recognition performance will be shown.

A. EXPERIMENTAL ENVIRONMENT

The experimental environments of this study applied NVIDIA GeForce GTX1080Ti graphics card as the training model. The experiments were conducted on PC and NVIDIA Jetson TX2 embedded platform. The programming language of the system proposed in the experiment is Python2 and the framework of deep learning is the Caffe framework using C/C++ language. The specifications of the desktop training platform for the lightweight CNN models are shown in TABLE 1, and the trained models are implemented on both desktop PC and NVIDIA JETSON TX2.

TABLE 2 shows the specifications of NVIDIA Jetson TX2. NVIDIA Jetson TX2 is a compact and energy saving embedded computing platform. It is suitable for applications that require high computing performance in a low energy environment.

NVIDIA Jetson TX2 is an embedded device with limited GPU computational resources, thus we applied this platform in the performance evaluation during testing process.

The training samples of this study were self-labeled from the sequences recorded from the cameras mounted on four different directions, for recording the vehicles and pedestrians in the front, behind, left, and right of the car in Taiwan driving environments under different situations with the car speed between 40 to 50 kilometers per hour.

We came up with a sample labeling rule, if the objects are occluded but their major parts and the appearance are still recognizable, those objects should be labeled; otherwise, if the objects are nearly blocked or covered by other objects, those objects should not be labeled. If the object is too small that it becomes blurry when we resize it to the model’s input image size, those samples will be determined as bad data and should be filtered before model training. FIGURE 20 is an example of the data with bad quality.
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FIGURE 21 shows an example of better quality data which is a clearer image with bigger vehicle samples. The training data were collected through LabelImg [31], the feature boxes and classes are able to be label respectively, shown as FIGURE 22.

After collecting the training data, we applied the data augmentation methods to increase the amount of the data for training a more robust model, the methods are shown as following.

1. Rotation: The images are rotated randomly.
2. Flip: The images are flipped horizontally or vertically.
3. Zoom: The images are zoomed in or zoomed out in equal proportions.
4. Shift: The images are changed by applying a random method to specify the range and step length of the shift, and move in the horizontal or vertical direction.
5. Scale: The images are enlarged or reduced according to the specified scale.
6. Contrast: In the HSV color space of the image, it changes the saturation and the brightness, maintains the hue, and performs exponential calculations on the components of each pixel to increase the brightness change.
7. Noise: The salt and pepper noise and Gaussian noise are added to the image.
B. EVALUATION INDICATORS

The confusion matrix and mean average precision (mAP) were adopted for the detection and recognition evaluation indicator of this study. The mAP is a popular evaluation metric for object detection. The localization determines the location of an instance and classification shows the target class.

There are four parameters in the confusion matrix: true positive (TP), which indicates that both actual situation and detection results are positive samples; true negative (TN), which indicates that both actual situation and detection results are negative samples; false positive (FP), which indicates that the actual situation is a negative sample but the detection result is a positive sample; and false negative (FN), which indicates that the actual situation is a positive sample but is detected as a negative sample. In formula (11), accuracy is the ratio of the correct detection of all samples. In formula (12), precision is the ratio of positive samples of events in all detected positive samples. In formula (13), recall is the ratio of the detected positive samples in the positive samples of all events.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{11}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{12}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{13}
\]

C. EXPERIMENTAL ANALYSIS

In this subsection, we have done the comparison of our adopted deep learning model and the other object detection models; furthermore, the performance evaluation of each function module in our system were completed. In addition, the visualization results were provided, shown as FIGURE 23 with the information included, the distance of the vehicles were measured in meters and the situation result only appears in front-view images.

1) OBJECT DETECTION MODEL SIZE COMPARISON

TABLE 3 shows the model size comparative results between different object detection models. We can see that the sizes of the models based on MobileNet framework are all smaller than the others, which are more suitable for the implementations of hardware with limited computing resources, such as embedded platforms and mobile devices.

2) OBJECT DETECTION PERFORMANCE COMPARISON ON PC AND EMBEDDED PLATFORM

TABLE 4 shows the comparative results of different CNN models’ mAPs, and the corresponding computational efficiency implemented on the desktop PC with and without GPU computational resources, respectively. All the models have been trained until converged, we can found that it is a trade of between accuracy and computational efficiency. As the object detection accuracy will affect the performance of the overall system significantly, MobileNetV2-SSD[28], which obtain the highest mAP (60.72) among the lightweight deep learning model had chosen as the object detection model for the proposed system. TABLE 5 shows the parameters of the related comparison method, including batch sizes, optimizers, weight decay and base learning rates.

3) OBJECT DETECTION RESULTS ON DIFFERENT VIEWPOINTS

Refers to the conclusion in the above subsection, we chose MobileNetV2-SSD [28] as our object detection model in
our proposed intelligent driving assistance system. TABLE 6 shows the object detection performance of our proposed system on the desktop PC platform with GPU. The objects appear in front of or behind the host car are more than those in the left and right, as a result, the detection time for the images captured from the front and rear sides will be slightly longer than those captured from the left and right sides. As the shape appearances of the objects appear on left and right sides might be more complicated, the detection accuracy rate is lower than those from the front and rear sides.

FIGURE 24 demonstrates the detection results and the corresponding FPS of our proposed system on the desktop PC platform with GPU computing resources in daytime. The snapshots in FIGURE 24 show the vehicle object detection results of the host car from different viewpoints, FIGURE 24(A) shows the result from the front, the weather is cloudy, FIGURE 24(B) shows the result from the back, FIGURE 24(C) shows the result from the left, and FIGURE 24 (D) shows the result from the right. We can see that the proposed system can achieve the computational efficiency with an average of 47 frames per second (FPS) on the desktop PC with GPU computing resources.

FIGURE 25 demonstrates the detection results and the corresponding FPS of our proposed system implemented on the desktop PC with GPU computing resources in night time. FIGURE 25(A) shows the result from the front, FIGURE 25(B) shows the result from the back, FIGURE 25(C) shows the result from the left, and FIGURE 25 (D) shows the result from the right.

TABLE 6. Object detection performance on NVIDIA jetson TX2.

| Viewpoints  | Total | Hit | Recall | Precision | Accuracy | FPS |
|-------------|-------|-----|--------|-----------|----------|-----|
| Front side  | 20107 | 19912 | 99.0%  | 99.0%     | 99.0%    | 47  |
| Rear side   | 20135 | 19900 | 98.8%  | 98.8%     | 98.8%    | 48  |
| Left side   | 4213  | 3925  | 93.2%  | 93.2%     | 93.0%    | 46  |
| Right side  | 4288  | 4129  | 96.3%  | 96.2%     | 96.2%    | 46  |

FIGURE 26 shows the detection results of our proposed system implemented on the JETSON TX2 embedded platform with limited GPU computing resources. The traffic objects detection accuracies of four surrounding viewpoints of the host car is higher than 90% in the desktop PC with GPU resources and NVIDIA Jetson TX2 embedded
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platform. The network model trained by the experiment in this study is only 12.8MB. The adopted lightweight CNN models can be implemented on the embedded and mobile devices with limited GPU resources in the driving safety assistance system and the accuracy rate can still achieve satisfactory results and computational efficiency. Therefore, the adopted lightweight deep learning model can be applied on the embedded systems for practical and consumer car safety systems.

4) DISTANCE ESTIMATION PERFORMANCE EVALUATION
TABLE 8 shows the experimental results of the proposed distance estimation method in our proposed system. We can see that the proposed method can provide detection accuracy on different viewpoints, including the front side, rear side, left side, and right side.

FIGURE 25. The results of object detection and FPS on the PC at night.

TABLE 8. Distance estimation evaluation results.

| Viewpoints   | Total Hit | Precision | Accuracy |
|--------------|-----------|-----------|----------|
| Front side   | 163       | 140       | 85.8%    | 85.9%    |
| Rear side    | 142       | 125       | 88.0%    | 88.0%    |
| Left side    | 113       | 90        | 79.6%    | 79.6%    |
| Right side   | 106       | 85        | 80.2%    | 80.2%    |

FIGURE 26. The results of the detection on Jetson TX2 in daytime.

FIGURE 27. The results of the detection at night on Jetson TX2.

FIGURE 28. The results of the approaching vehicle warnings.

FIGURE 29. Sample results of the proposed situation recognition method.

FIGURE 30. The results of the approaching vehicle warnings.
5) **SITUATION RECOGNITION PERFORMANCE EVALUATION**

TABLE 9 shows the experimental results of the proposed situation recognition method in our proposed system. We can see that the proposed method can provide satisfactory recognition accuracy in different situations for assisting the drivers to perceive the situations of driving environments.

As mentioned above, the total average recognition accuracy rate for the situations is about 83.60%. Among all weather situations, nighttime achieves the best accuracy rate, in the contrary, cloudy has the lowest accuracy rate. Although cloudy has a relatively low accuracy, it still reaches 80%. FIGURE 29 shows the results of the detection in different situations, including the sample results in sunny day, cloudy day, rainy day, rainy night, and nighttime, respectively.

V. CONCLUSION

The functionalities of our proposed system include collision alarm and driver reminding service. The collision alarm is implemented through lightweight CNN model and distance estimation method; the driver reminding service is implemented through situation recognition method. Refer to the experiment results, the proposed methods and the adopted model obtain sufficient computational efficiency and performance, especially the adopted CNN model size was smaller enough, which obtain higher probability to be inference through limited computing resource embedded system.

In conclude, we proposed a computational efficient solution of driver assistance systems that can be implemented on the consumer embedded platforms for ADAS.
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