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Abstract

The study of pattern-forming instabilities in reaction-diffusion systems on growing or otherwise time-dependent domains arises in a variety of settings, including applications in developmental biology and experimental chemistry. Analyzing such instabilities is complicated, as there is a strong dependence of any spatially homogeneous base states on time, and the resulting structure of the linearized perturbations used to determine the onset of instability is inherently non-autonomous. We obtain general conditions for the onset and structure of diffusion driven instabilities in reaction-diffusion systems on domains which evolve in time, in terms of the time-evolution of the Laplace-Beltrami spectrum for the domain and functions which specify the domain evolution. Our results give sufficient conditions for diffusive instabilities phrased in terms of differential inequalities which are both versatile and straightforward to implement, despite the generality of the studied problem. These conditions generalize a large number of results known in the literature, such as the algebraic inequalities commonly used as sufficient criterion for the Turing instability on static domains, and approximate asymptotic results valid for specific types of growth, or specific domains. We demonstrate our general Turing conditions on a variety of domains with different evolution laws, and in particular show how insight can be gained even when the domain changes rapidly in time, or when the homogeneous state is oscillatory, such as in the case of Turing-Hopf instabilities.
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1 Introduction

Since Turing first proposed reaction–diffusion systems as a model for pattern formation [84] much work has been done to understand the theoretical, as well as chemical and biological aspects of this mechanism [2, 50]. Many authors have elucidated the importance of domain size and shape on the formation of patterns, and the impact of geometry on the kinds of admissible patterns
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that can arise due to a Turing instability [58, 74]. While Turing’s original reaction–diffusion theory postulated the existence of a pre-pattern before growth occurs, in the past few decades biological and theoretical evidence has suggested that growth of the patterning field itself influences the pattern forming potential of a system, and modulates the emergent patterns [7, 12, 45, 49, 57, 64]. Since reaction–diffusion systems are more difficult to analyze on growing domains, pattern formation has been typically considered on different–sized static domains to simulate very slow growth [87]. This requires the reaction and diffusion of the chemical species to occur on a much faster timescale than the growth [36, 45], and to be independent of the growth, although this assumption is certainly not valid for all systems in biology and chemistry.

There have been a variety of studies connecting growth and pattern formation in reaction-diffusion systems. Uniform and isotropic domain growth in one-dimensional reaction–diffusion systems in slow and fast growth regimes was considered in [17], and frequency-doubling of the emergent Turing patterns was demonstrated. This frequency-doubling was discussed in the context of biological patterning problems, specifically with the aim to help resolve the (lack of) robustness of pattern formation in reaction-diffusion systems [2, 4]. More recently, it was shown that such frequency-doubling can depend somewhat sensitively on the kind of growth rates involved, even in a 1-D domain growing isotropically [56]. Turing and Turing-Hopf instabilities of the FitzHugh-Nagumo system in an exponentially and isotropically growing square were studied in [10], and this work suggested that anisotropy and curvature are important considerations for extending their analysis. Such instabilities were also studied on isotropically growing spherical and toroidal domains [69]. A general formulation of reaction–diffusion theory on isotropically evolving one and two-dimensional manifolds was attempted in [62], with motivation from biological settings where growth and curvature both play a role in organism development. Corrections to the classical conditions for Turing instabilities in the case of slow isotropic growth were derived in [48], while [29] considered a type of quasi-asymptotic stability, although large deviations from an approximately homogeneous state at finite time were not considered. In contrast, [36] considered domain growth based on Lyapunov stability, which captures large deviations from the reference state at finite time before growth saturates, thereby capturing some of the history dependence inherent in the growth dynamics. The study of [36] was able to relax a number of restrictive assumptions made in [29, 48], although the results were obtained for fairly specific special cases. Beyond computing linear instability criterion, [13] analytically explored how patterns change and evolve under growth by exploiting the framework of amplitude equations. While analytical results on mode competition and selection can be valuable, these are often extremely limited as they only apply near the bifurcation boundary in the parameter space, and they become computationally intractable in many cases of interest [43]. While systems with time-dependent diffusion coefficients have been studied via asymptotic and Floquet-theoretic methods [52], such results break down for domain evolution due to the dynamic nature of the base state.

Most of the above models of reaction–diffusion systems on growing domains only analyzed the case of isotropic (or apical) growth, which is unable to recapitulate the full range of complex biological structures found in developing organisms [14, 61, 77, 85]. Investigating arbitrary anisotropic growth in the context of biological patterning is a natural extension to reaction–diffusion theories of pattern formation, and has been considered in biomechanical models of growth across a range of tissues and organisms [11, 8, 53, 68]. Additionally, contraction and other complex tissue movements have been observed in embryogenesis, suggesting the need to further generalize models of growth and domain restructuring over time beyond monotonically increasing domains [1, 60, 83, 91].
influence of non–uniform domain growth on one–dimensional reaction–diffusion systems, including apical or boundary growth, was considered in [15], while [65] studied concentration-dependent growth of a scalar reaction-diffusion equation on a time–dependent manifold. Anisotropic growth, consisting of independent dilations of an underlying manifold in each orthogonal Euclidean coordinate, was recently studied in [42]. Some experimental models of reaction–diffusion processes on growing domains (using, for instance, photosensitive reactions) have been explored, although these typically involve apical or otherwise spatially-dependent forms of growth [55].

Difficulties arise when the local rate of volume expansion or contraction depends on the spatial coordinates (or more generally, the morphogen concentrations themselves), which induces an advection term from mass conservation of the respective chemical species. Such systems are exceptionally difficult to analyze due to spatial heterogeneity in diffusion and advection, in addition to their non-autonomous nature. Still, as we shall later discuss, some forms of anisotropic growth permit volume expansion or contraction which is global, depending only on time and not on the spatial coordinates. It is this class of growing domains for which we provide a general method to compute the instability of a spatially homogeneous equilibrium. This generalizes much of the above literature, and provides a way to compute time-dependent instability criterion for a large class of growth functions for reaction–diffusion systems posed on arbitrary smooth, compact, simply connected manifolds.

The remainder of this paper is organized as follows. In Sec. 2 we outline the derivation of a general reaction-diffusion model on time-evolving domains. We give the precise mathematical formulation of component-wise dilational growth considered throughout the paper, and outline the general spectral problem. We also discuss several difficulties in the analysis of such systems, necessitating the need for new approaches from those often employed in the literature. In Sec. 3 we present the main theoretical results for systems of two reaction-diffusion equations on evolving domains. After first obtaining a general instability result for second order ODE, we derive instability criterion which generalize the Turing conditions for diffusive instabilities to the non-autonomous case. We also discuss various reductions of these conditions, highlighting that they collapse to the standard Turing conditions on static domains in the appropriate limits. In Sec. 4 we provide numerical simulations of reaction diffusion systems on growing domains in one, two, and three spatial dimensions. We generalize several examples from the literature without restriction to asymptotic regimes, and consider novel classes of domain evolution which have not yet been considered. In addition to growing domains, our approach allows us to consider domains which evolve yet preserve area or volume, which has seemingly not been considered previously. We discuss and summarize our findings in Sec. 5.

2 General model and diffusive instability framework

2.1 Reaction-diffusion systems on evolving domains

We consider a manifold $\Omega(t) \subseteq \mathbb{R}^N$ which grows in a dilational manner along each Euclidean coordinate axis. We also assume that the domain $\Omega(t)$ is compact, simply connected, smooth, and Riemannian, in order to ensure that the spectrum of the Laplace-Beltrami operator is discrete and non-negative for all time. Concentrations on manifolds with boundary will be subject to Neumann data at the boundary. We shall restrict our attention to growth for which the time evolution of $\Omega(t)$ results in spatially homogeneous volume expansion or contraction, and shall make this statement
more precise later. The case of locally varying volume expansion or contraction results in strongly non-uniform growth which we do not consider.

Let \( \Omega(t) \) be a volume element of the manifold, such that \( \Omega(t) \subset \Omega(t) \). Let \( u(X,t), u : \Omega(t) \times [0,\infty) \rightarrow \mathbb{R}^n \) be a concentration function defined on the manifold \( \Omega(t) \). Here \( u \) may describe the concentration of \( n \geq 2 \) chemical species, or morphogens, on the manifold \( \Omega(t) \), though other interpretations such as cells or genetic circuits use the same mathematical formulations [39]. We assume that \( u \) is \( C^1([0,\infty)) \) in time and \( C^2(\Omega(t)) \) in the spatial coordinates. We note that formalizing this space of functions is easier to do after mapping back to a static domain, which we will also do for analytic and numerical convenience shortly.

The conservation of mass equation reads

\[
\frac{d}{dt} \int_{\Omega(t)} u \, d\Omega = \int_{\Omega(t)} (-\nabla \cdot j + f(u)) \, d\Omega ,
\]

where \( j \) denotes the fluxes of concentrations \( u, f \in C^1(\mathbb{R}^n) \) is the function denoting the reaction kinetics, and \( d\Omega \) is the local volume element on the manifold. Using Reynold’s transport theorem on the left hand side of Eq. (1), we have

\[
\frac{d}{dt} \int_{\Omega(t)} u \, d\Omega = \int_{\Omega(t)} \left( \frac{\partial u}{\partial t} + \nabla_{\Omega(t)} \cdot (Qu) \right) \, d\Omega ,
\]

where \( Q \) is the local velocity vector field generated by changes in the manifold \( \Omega(t) \). We denote \( \nabla_{\Omega(t)} \cdot \) as the divergence operator on \( \Omega(t) \) and \( \nabla_{\Omega(t)}^2 \) to be the Laplace–Beltrami operator on \( \Omega(t) \).

By applying Eq. (2) to Eq. (1) and using Fick’s law of diffusion, we have the reaction–diffusion–advection system

\[
\frac{\partial u}{\partial t} + \nabla_{\Omega(t)} \cdot (Qu) = D \nabla_{\Omega(t)}^2 u + f(u).
\]

Here \( D = \text{diag}(d_1, \ldots, d_n) \) is the matrix of diffusion parameters. The term \( \nabla_{\Omega(t)} \cdot (Qu) \) can be written as \( Q \cdot \nabla_{\Omega(t)} u + u \cdot \nabla_{\Omega(t)} Q \). We note that the term \( Q \cdot \nabla_{\Omega(t)} u \) corresponds to advection due to local growth of the manifold, whereas the \( u \cdot \nabla_{\Omega(t)} Q \) term corresponds to dilution of the concentrations \( u \) due to local volume changes. If \( \Omega(t) \) is a manifold with boundary \( \partial \Omega(t) \), we assume no flux conditions \( \frac{\partial u}{\partial n} = 0 \) for \( X \in \partial \Omega(t) \).

### 2.2 Domain evolution as dilations in each orthogonal direction

We consider the case where the evolution of the manifold is such that volume expansion or contraction does not vary locally, in other words such that \( \nabla_{\Omega(t)} \cdot Q \) depends strictly on time, never on spatial coordinates. Other kinds of growth, such as apical growth or anisotropic growth of surfaces, may result in spatially dependent volume expansion [42], and while interesting, we do not consider this manner of growth.

Consider moving coordinates \( X \) written as

\[
X = (r_1(t)\chi_1(x), \ldots, r_N(t)\chi_N(x)),
\]

for stationary coordinates \( x = (x_1, \ldots, x_N) \in \Omega^* = \Omega(t = 0) \). In addition to covering all cases of general dilational growth (where the dilation may be different along each coordinate), this assumption will ensure that the metric tensor for these coordinates, \( G \), will have the property that
det \( G \) is multiplicatively separable in time and space. Here each coordinate again has independent dilution function \( r_j(t) \), though each \( X_j \) depends possibly on multiple stationary coordinates. When \( r_j(t) = r(t) \) for all \( j = 1, \ldots, N \), we have isotropic evolution of the manifold \( \Omega(t) \). When at least two \( r_j(t) \)'s differ, then we have anisotropic evolution which is still dilational in the individual orthogonal Cartesian directions.

In order to remove the advection term induced by the growing manifold, \( \nabla_{\Omega(t)} \cdot (Qu) \), we apply a change of variables to a moving coordinate system. As the space and time variables in \( X \) are separable, and noting \( \nabla_{\Omega(t)} \cdot (Qu) = (\nabla_{\Omega(t)} \cdot Q)u + Q \cdot (\nabla_{\Omega(t)} u) \), the change of variable will contribute a term \( -Q \cdot (\nabla_{\Omega(t)} u) \), canceling the latter term. After the coordinate change, we will have a contributing advection term of the form \( (\nabla_{\Omega(t)} \cdot Q)u \). We find \[42\]

\[
\nabla_{\Omega(t)} \cdot Q = \frac{\partial}{\partial t} \left( \log \left( |\det G|^{\frac{1}{2}} \right) \right).
\]

From \[5\], we see that the manner of growth for which volume expansion or contraction is spatially homogeneous is equivalent to considering a coordinate chart such that the time derivative of \( \log(|\det G|) \) is independent of space, i.e. a coordinate chart for which \( \det G \) is multiplicatively separable in space and time variables. Considering only such moving coordinates \[4\], we then have that \[3\] becomes \[42\]

\[
\frac{\partial u}{\partial t} = \frac{D}{|\det G|^{\frac{1}{2}}} \sum_{i,j=1}^{N} \frac{\partial}{\partial x_i} \left( |\det G|^{\frac{1}{2}} G^{-1}_{ij} \frac{\partial u}{\partial x_j} \right) - \frac{\partial}{\partial t} \left( \log \left( |\det G|^{\frac{1}{2}} \right) \right) u + f(u).
\]

The Laplace-Beltrami operator on the fixed reference manifold \( \Omega^* \) is time-dependent, as the coordinates \[4\] depend explicitly on time.

### 2.3 General linear instability analysis

We now consider diffusion-driven instabilities arising from systems of the form \[6\]. Consider first the eigenvalue problem

\[
\nabla_{\Omega(t)}^2 \Psi = -\rho \Psi,
\]

which is held subject to \( \frac{\partial \Psi}{\partial n} = 0 \) for \( X \in \partial \Omega(t) \) when \( \Omega(t) \) has boundary. From the assumptions made earlier on \( \Omega(t) \), for any fixed time \( t \geq 0 \), we have that a non-negative spectrum \( \rho_k(t) \) exists, where \( 0 = \rho_0(t) < \rho_1(t) \leq \rho_2(t) \leq \cdots \to \infty \). As the growth functions are assumed smooth, and \( \Omega(t) \) is assumed a simply connected Riemannian manifold with smooth boundary for all \( t \geq 0 \), then we shall assume that \( \Omega(t) \) is such that the spectrum can be continued as a smooth function of time, with \( \rho_k(t) > 0 \) for all \( k \geq 1 \). For our purposes, we assume any given \( \Omega(t) \) permits such a construction, as we are concerned with dynamics on a prescribed \( \Omega(t) \). We denote the corresponding eigenfunctions by \( \Psi_k(X) \). Constructing such eigenvalues and eigenfunctions can be very difficult, and although our results only require existence rather than explicit construction, we will give examples later for domains where such constructions can be carried out.

If we carry out the change of coordinates \[4\], and note that the stationary form of each eigenfunction is

\[
\psi_k(x) = \Psi_k \left( \frac{X_1}{r_1(t)}, \ldots, \frac{X_N}{r_N(t)} \right) = \Psi_k (\chi_1(x), \ldots, \chi_N(x)),
\]

[5]
the eigenvalue problem \((1)\) is put into the form
\[
\frac{1}{|\det G|^{1/2}} \sum_{i,j=1}^{N} \frac{\partial}{\partial x_i} \left( |\det G|^{1/2} G_{ij}^{-1} \frac{\partial \psi_k(x)}{\partial x_j} \right) = -\rho_k(t) \psi_k(x). \tag{9}
\]

In the special case where domain evolution is isotropic, that is \(r_1(t) = \cdots = r_N(t) = r(t)\), the Laplace-Beltrami operator simplifies so that we have
\[
\frac{1}{r(t)^2} \nabla^2_{\Omega(0)} \psi_k(x) = -\frac{\rho_k(0)}{r(t)^2} \psi_k(x),
\]
and hence \(\rho_k(t) = \frac{\rho_k(0)}{r(t)^2}\). This is of course not true in general, and for more complicated growth finding \(\rho_k(t)\) can be involved. However, under growth of the form \((4)\), each eigenfunction is stationary, and each eigenvalue is a function of time as smooth as the dilations \(r_i(t)\), granting existence of the \(\rho_k(t)\).

From the form of growth assumed, we have that volume expansion is not dependent on space, so we can write
\[
\frac{\dot{\mu}(t)}{\mu(t)} = \frac{\partial}{\partial t} \left( \log \left( |\det G|^{1/2} \right) \right) \tag{10}
\]
for some function \(\mu(t)\). As \(|\det G| = |G_1(t)G_2(x)|\), then \(\mu(t) = |G_1(t)|^{1/2}\).

A spatially uniform solution to \((6)\), \(u(x,t) = U(t)\), is governed by the equation
\[
\frac{dU}{dt} = -\frac{\dot{\mu}(t)}{\mu(t)} U + f(U), \quad U(0) = U^*, \tag{11}
\]
where we choose \(U^*\) to satisfy \(f(U^*) = 0\). We choose this initial condition so that the dynamics will initially agree with those of a time-independent steady state in the absence of growth. In this way, if there is no growth (or, more generally, when there is no net volume expansion or contraction so that \(\dot{\mu} \equiv 0\) for all \(t \geq 0\), then the exact solution to \((11)\) is \(U(t) \equiv U^*\), which is what is assumed when deriving the standard Turing conditions on a static domain. Therefore, \((11)\) generalizes the static uniform base state to account for dilution due to growth.

We consider a perturbation of this spatially homogeneous solution in order to determine its stability. Although the solution to \((11)\) may tend to a steady state, this is not required, and for many examples will not occur. We choose a general spatial perturbation of the form
\[
u(x,t) = U(t) + \epsilon \frac{\psi_k(x)}{\mu(t)} V_k(t), \tag{12}
\]
where \(\psi_k(x)\) is the \(k\)th scaled eigenfunction in \((6)\) with corresponding Laplace-Beltrami eigenvalue \(\rho_k(t)\). For each \(k = 1, 2, \ldots, \) we then linearize problem
\[
\frac{dV_k}{dt} = -\rho_k(t) DV_k + J(U)V_k, \tag{13}
\]
which is an ODE for the unknown function \(V_k(t)\), the long-time asymptotic behavior of which determines the stability or instability of the perturbation \((12)\). The matrix \(J(U)\) denotes the (in general, time-dependent) Jacobian matrix corresponding to the linearization of \(f\) at \(u = U(t)\).

Equation \((13)\) results in a solution \(V_k(t)\), and we say that a perturbation \((12)\) is asymptotically stable for a given \(k \in \mathbb{N}\) provided \(\mu(t)^{-1}|V_k(t)| \to 0\) as \(t \to \infty\). We say that the perturbation \((12)\) is asymptotically unstable for a given \(k \in \mathbb{N}\) provided \(\mu(t)^{-1}|V_k(t)| \to \infty\) as \(t \to \infty\). If \(V_k(t)\) satisfies neither of these, then we might say that the perturbation is neutrally stable or
unstable, depending upon the context. This is akin to the classical Turing perturbation for which $V_k(t) = C \exp(\lambda(k)t)$, where $C \in \mathbb{R}^N$ is a constant vector, and $\lambda(k) \in \mathbb{C}$, in which case the perturbation is stable if $\text{Re}(\lambda(k)) < 0$ and unstable if $\text{Re}(\lambda(k)) > 0$. We will also discuss conditions for transient stability or instability, wherein a perturbation may decay or grow for some set of time, as often this is sufficient to generate a pattern in the fully nonlinear setting. As we shall see, transient instabilities play a much larger role in evolving domains than any asymptotic stability criterion.

2.4 Difficulties arising in the study of such systems

The study of the asymptotic stability of systems of the form (13) is made difficult for a number of reasons, which we now outline.

The base states governed by (11) depend on the global rate of volume expansion or contraction, and hence are time-varying. Therefore, we expand and linearize the reaction-diffusion system about a spatially uniform yet temporally varying base state, resulting in a non-autonomous Jacobian matrix. This non-autonomy is in addition to the non-autonomy due to the spectrum of the evolving domain, hence the systems for the linearization $V_k(t)$ given in (13) are non-autonomous in all components rather than just in diagonal components. As the Jacobian $J$ depends on the specific form of the nonlinear reaction kinetics $f$, non-autonomous entries in $J$ may be non-monotone, even for monotone growth functions. Compared to their autonomous counterparts, there is very little general theory for the dynamics of such systems.

We note that many works in this area (see, for instance, [47]) will attempt to overcome this complication by assuming a time-independent steady state solution of the ODE system governing the reaction kinetics in the presence of growth. This would be equivalent to obtaining a fixed point of the right hand side of (11), i.e., to finding an algebraic solution $\mathbf{U}^*$ of the algebraic equation $\dot{\mathbf{U}}(t) = f(\mathbf{U})$. There are two problems with this, one regarding feasibility and one more philosophical. Regarding feasibility, a time-independent steady state $\mathbf{U}^*$ exists only if $\frac{\dot{\mu}(t)}{\mu(t)}$ or $\sum_{j=1}^{N} \frac{\dot{r}_j(t)}{r_j(t)}$ are identically equal to a constant for all time, which is restrictive of the kinds of growth considered. One exception is to consider a state which is identically zero, provided that the reaction kinetics $f$ permit this. For a zero state, the volume expansion or contraction will still permit a zero state. Of course, this is then fairly restrictive on the form of the reaction kinetics, particularly in light of the fact that for many physical or biological systems, loss of stability of the positive state is most useful for applications. Unlike what is done in the static-domain case, shifting an equilibrium to the zero state would influence the dynamics due to the dilution term, as (13) would then no longer be a homogeneous system.

In order to remedy this, one may be tempted to instead consider the limit $t \to \infty$, for which taking either of these quantities to be constant (at least in the case of growth no more rapid than exponential) is seemingly more sensible. This leads to the second, more philosophical, problem. If one is interested in understanding how both growth and diffusion interact to induce the Turing instability and resulting pattern formation, then as pointed out in [36], history of the domain growth must factor into the Turing conditions in some manner. If one neglects growth in the base state, then one is arriving at the final spatially uniform state after growth has occurred and effectively obtaining Turing conditions for the final configuration of the problem domain. Depending on the properties of the growth function, mass conservation may result in drastic changes in the spatially
uniform state over time, and the changes will become more drastic with an increased number of spatial dimensions. As such, we maintain this dependence on growth in the base states despite the added mathematical difficulties and complications. We shall later show that there is indeed one natural scenario for which the base state can be assumed time-independent, corresponding to domains which evolve in such a way that preserves volume and hence mass.

Regarding a second difficulty, we remark that eigenvalues are not the appropriate criterion to employ for determining the long-time dynamics of such non-autonomous systems \cite{33, 48, 54}. Signing the real part of eigenvalues of an appropriate Jacobian matrix is the standard approach for determining the stability of an autonomous ODE system, and is the approach commonly used to deduce conditions for the Turing instability. For non-autonomous systems of the form $\dot{Y} = A(t)Y$, this approach is neither informative nor appropriate. For sake of demonstration, \cite{89} provide an example of a time-dependent matrix $A(t)$ with strictly negative eigenvalues admitting a solution which grows without bound as $t \to \infty$, while \cite{92} give an example of $A(t)$ with one positive eigenvalue that results in bounded solutions. These two counterexamples demonstrate that eigenvalues are predictive of neither stability nor instability of non-autonomous ODE systems. Furthermore, employing time-dependent eigenvalues is perhaps more dubious, and we avoid making use of eigenvalues in this manner.

A final difficulty, which is more prominent in non-autonomous systems, is the transient growth and hence the limitation in the correspondence between the asymptotic stability of the linearized system and the actual long-time evolution. In the simpler autonomous case (a static domain) it can be shown that the significance of this transient effect is limited only to a fine parameter tuning (at the fringe of the classical Turing space) \cite{35}. However, in non-autonomous systems these transient effects can become more frequent, dependent on the wavenumber and initial conditions. In particular, it was shown that for (exponential) growth with a characteristic time-scale comparable to the characteristic time-scale of reaction kinetics, all wavenumbers above certain threshold grow in initial times yielding a breakdown of the continuum description in finite time \cite{36}.

3 Diffusion-driven instability for systems of two equations

The long-time behavior of generic non-autonomous systems such as \cite{13} are too complicated to consider in full generality (as even in the autonomous case, one would appeal to the Routh-Hurwitz stability criterion \cite{71}). In what follows, we restrict our attention to the $n = 2$ case, as this is the standard case considered in the literature for activator-inhibitor Turing systems. Still, if one is concerned with particular reaction kinetics with $n \geq 3$, then \cite{13} can be solved numerically. In all of these results, a dot over a quantity denotes a time derivative, two dots over a quantity denote the second time derivative.

3.1 Preliminary results

We establish some growth bounds on general second order non-autonomous ODE of the form

$$\ddot{Y} + F(t)\dot{Y} + G(t)Y = 0.$$  \hspace{1cm} (14)

There have been a variety of results for second-order non-autonomous ODE systems \cite{25, 28, 32, 33}. Due to the breakdown of oscillating solutions, determining conditions for stability can be quite involved and can depend strongly on the properties of non-autonomous terms. On the other hand,
obtaining conditions which are sufficient for instability can be viewed as somewhat easier. We begin with a result which gives sufficient conditions for a solution \( Y(t) \) to (14) to grow on an arbitrary time interval, which we shall denote \( I \subseteq [0, \infty) \). In particular we can choose \( I \) unbounded to satisfy \( |Y(t)| \to \infty \) as \( t \to \infty \) at a prescribed rate of growth, or \( I \) bounded to only denote regions of transient instability. While such results will be sufficient rather than necessary for instability, as we shall later see, these results will provide the most natural generalization of the standard algebraic Turing instability conditions.

**Theorem 3.1.** Let \( \Phi \in C^2(\mathbb{R}) \) such that \( \Phi(t) > 0 \) for all \( t \in I \). Consider the ODE (14) and suppose that

\[
G(t) = -\frac{\dot{\Phi}}{\Phi} - \frac{\Phi}{\dot{\Phi}} F(t), \quad t \in I.
\]  

(15)

Then, (14) has a fundamental solution \( Y(t) \) with \( |Y(t)| \geq \Phi(t) \) for all \( t \in I \).

**Proof.** We begin with the case where equality holds in the bound (15). For this case, one may verify that \( \Phi(t) \) is in the fundamental solution set of (13) and hence for general initial data (13) has a solution satisfying \( |Y(t)| = \Phi(t) \) for any \( t \in I \).

Next, consider \( G(t) = -\frac{\dot{\Phi}}{\Phi} - \frac{\Phi}{\dot{\Phi}} F(t) - H(t) \) for some \( H(t) \geq 0 \) for all \( t \in I \). Then, (14) takes the form

\[
\dot{Y} + F(t)Y - \left( \frac{\ddot{\Phi}}{\Phi} + \frac{\dot{\Phi}}{\Phi} F(t) + H(t) \right) Y = 0.
\]

(16)

There are two fundamental solutions to this equation, and any solution will be a linear combination of these.

We choose initial data \( Y(t_0) = \Phi(t_0) \) and \( \dot{Y}(t_0) = \dot{\Phi}(t_0) \), and make the change of variable \( Y(t) = Y(t_0) \exp \left( \int_{t_0}^t Z(s) \, ds \right) \), which puts (16) into the form of the Riccati equation

\[
\dot{Z} = -Z^2 - F(t)Z + \frac{\ddot{\Phi}}{\Phi} + \frac{\dot{\Phi}}{\Phi} F(t) + H(t).
\]

(17)

Note that \( Z(t_0) = \dot{\Phi}(t_0)/\Phi(t_0) \), so we have

\[
\dot{Z} = -Z^2 - F(t)Z + \frac{\ddot{\Phi}}{\Phi} + \frac{\dot{\Phi}}{\Phi} F(t) + H(t) \geq Z^2 - F(t)Z + \frac{\ddot{\Phi}}{\Phi} + \frac{\dot{\Phi}}{\Phi} F(t) = \dot{Z}_1,
\]

(18)

where we define \( Z_1(t) \) as a function satisfying

\[
\dot{Z}_1 = -Z_1^2 - F(t)Z_1 + \frac{\ddot{\Phi}}{\Phi} + \frac{\dot{\Phi}}{\Phi} F(t)
\]

(19)

with initial data \( Z_1(t_0) = \dot{\Phi}(t_0)/\Phi(t_0) \). One may verify that the exact solution reads \( Z_1(t) = \dot{\Phi}(t)/\Phi(t) \). Now, by differential inequality (18) and since \( Z(t_0) = Z_1(t_0) \), we have \( Z(t) \geq Z_1(t) \) for all \( t \in I \). Integration and exponentiation preserve this ordering, and yield

\[
Y(t) = Y(t_0) \exp \left( \int_{t_0}^t Z_1(s) \, ds \right) \geq Y(t_0) \exp \left( \int_{t_0}^t Z_1(s) \, ds \right) = \Phi(t),
\]

(20)

since \( Y(t_0) \exp \left( \int_{t_0}^t Z_1(s) \, ds \right) = Y(t_0) \exp \left( \int_{t_0}^t \frac{\Phi(s)}{\Phi(s)} \, ds \right) = \Phi(t) \). Then, for this choice of initial data, \( |Y(t)| \geq \Phi(t) \) for all \( t \in I \). This completes the proof. 

\[\square\]
We note that these inequalities for $G(t)$ are all sufficient conditions for the prescribed time interval including large-time asymptotic behavior if $I$ is unbounded. There may be specific problems for which these conditions are not necessary. Classifying such dynamics would involve an advanced study of oscillation theory, and we do not address this here, as our goal is to show that these kinds of sufficient conditions are consistent with the standard Turing conditions for static domains. In linear stability theory, one is often interested in the onset of exponential growth of a small perturbation, and for this case we have the following corollary:

**Corollary 3.1.** Consider $\Phi(t) = \mu(t) \exp(\delta t)$ for some $\delta > 0$ (where we scale with $\mu(t)$ since the factor of $\mu(t)^{-1}$ in (12) will moderate any instability). From Theorem 3.1 we have

$$G(t) \leq -\frac{\ddot{\mu}}{\mu} - 2\delta \frac{\dot{\mu}}{\mu} - \delta^2 - \left( \frac{\dot{\mu}}{\mu} + \delta \right) F(t). \quad (21)$$

Taking $\delta \to 0^+$, and strict inequality, we recover the weakest bound for exponential growth during $t \in I$,

$$G(t) < -\frac{\ddot{\mu}}{\mu} - \frac{\dot{\mu}}{\mu} F(t), \quad \text{for all } t \in I. \quad (22)$$

### 3.2 Instability conditions for two chemical species on evolving domains

Due to the time variability of the base state and the actual growth, the nature of our stability result will be time dependent (rather than for $t \to \infty$ as is true of the classical Turing conditions), with modes losing and perhaps gaining stability over time. This is exactly along the lines of the history dependence observed in [36]. We shall then phrase the result in terms of a time interval over which the instability is observed. This interval becomes unbounded if the mode remains unstable as $t \to \infty$. Throughout the time interval on which an instability arises, given by $I_k$ for each $\rho_k(t)$, we shall require $J_{12} \neq 0$ for all $t \in I_k$. Otherwise, the equation for the first chemical species would decouple from the second, and either (i) the reaction kinetics would grow without bound for $J_{11} > 0$ or (ii) the perturbation (12) can never give instability for $J_{11} < 0$ for any arbitrary spatial perturbation, and hence pattern formation would be impossible. Hence, $J_{12} \neq 0$ is a reasonable assumption. Likewise, we shall assume $J_{21} \neq 0$. We shall now apply the results of Theorem 3.1 and Corollary 3.1 to obtain conditions on the instability of spatial perturbations of the form (12).

**Theorem 3.2.** Consider the evolution of a compact, simply connected, smooth Riemannian manifold $\Omega(t) \subset \mathbb{R}^N$ as in (4), with Laplace-Beltrami operator spectrum $\rho_k(t) \in C^1(I_k)$ where $I_k \subseteq (0, \infty)$, such that volume expansion or contraction $\mu(t) \in C^2(I_k)$ given in (10) is independent of space. Assume that $J \in C^1(I_k)$ is the time-dependent Jacobian matrix of $f$ evaluated at the spatially homogeneous solution $U(t)$ to (11), with $J_{12}, J_{21} \neq 0$ on $I_k$. For $n = 2$ species, $U(t)$ is linearly unstable under a perturbation of the form (12) corresponding to $\rho_k(t)$ for $t \in I_k$, provided that the inequality

$$\det(J) - (d_2 J_{11} + d_1 J_{22}) \rho_k + d_1 d_2 \rho_k^2$$

$$< -\frac{\ddot{\mu}}{\mu} - \frac{\dot{\mu}}{\mu} \left( (d_1 + d_2) \rho_k - \text{tr}(J) \right)$$

$$+ \max \left\{ \frac{\ddot{\mu}}{\mu} J_{12} - J_{12} \frac{d}{dt} \left( \frac{d_1 \rho_k - J_{11}}{J_{12}} \right), \frac{\dot{\mu}}{J_{21}} J_{21} - J_{21} \frac{d}{dt} \left( \frac{d_2 \rho_k - J_{22}}{J_{21}} \right) \right\}$$

$$\quad (23)$$
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holds for all $t \in T_k$.

Proof. For $n = 2$ species, and for each $k = 0, 1, 2, \ldots$, \[13\] reads

\[
\begin{align*}
\frac{dV_1}{dt} &= -d_1 \rho_k(t)V_1 + J_{11}V_1 + J_{12}V_2, \quad (24) \\
\frac{dV_2}{dt} &= -d_2 \rho_k(t)V_2 + J_{21}V_1 + J_{22}V_2. \quad (25)
\end{align*}
\]

Recall that $J = J(U)$, where $U(t)$ is given by \[11\], hence the components of $J$ are in general time-dependent.

We start with $V_1(t)$. Since $J_{12} \neq 0$ for $t \in T_k$, we isolate (24) for $V_2(t)$, and use it in (25) to obtain a single second order ODE for $V_1(t)$, finding

\[
\begin{align*}
\frac{d^2V_1}{dt^2} + \left\{ (d_1 + d_2) \rho_k - \frac{J_{12}}{J_{12}} \right\} \frac{dV_1}{dt} + \left\{ \det(J) - (d_2J_{11} + d_1J_{22}) \rho_k + d_1d_2\rho_k^2 + J_{12} \frac{d}{dt} \left( \frac{d_1 \rho_k - J_{11}}{J_{12}} \right) \right\} V_1 &= 0. \quad (26)
\end{align*}
\]

Applying (22) of Corollary 3.1 to (26), we arrive at the sufficient condition

\[
\begin{align*}
\det(J) - (d_2J_{11} + d_1J_{22}) \rho_k + d_1d_2\rho_k^2 < \frac{\ddot{\mu}}{\mu} - \frac{\dot{\mu}}{\mu} \left( (d_1 + d_2) \rho_k - \frac{J_{12}}{J_{12}} \right) - J_{12} \frac{d}{dt} \left( \frac{d_1 \rho_k - J_{11}}{J_{12}} \right), \quad (27)
\end{align*}
\]

which implies exponential growth of the $u_1$ component of the perturbation (12). We perform similar calculations using $J_{21} \neq 0$ for $t \in T_k$, in order to obtain a second order ODE for $V_2(t)$. Applying (22) of Corollary 3.1 to this ODE, we arrive at the sufficient condition

\[
\begin{align*}
\det(J) - (d_2J_{11} + d_1J_{22}) \rho_k + d_1d_2\rho_k^2 < \frac{\ddot{\mu}}{\mu} - \frac{\dot{\mu}}{\mu} \left( (d_1 + d_2) \rho_k - \frac{J_{21}}{J_{21}} \right) - J_{21} \frac{d}{dt} \left( \frac{d_2 \rho_k - J_{22}}{J_{21}} \right), \quad (28)
\end{align*}
\]

which implies exponential growth of the $u_2$ component of the perturbation (12).

As we only require one of (27) or (28) to hold for instability, we take the inequality corresponding to the more extreme inequality in (27) or (28), resulting in the appearance of a max function in (23).

These are the conditions for the system \[6\] to exhibit an instability corresponding to the $k$th spatial mode for $t \in T_k$. In practice we shall consider $T_k$ to be the largest interval on which the hypotheses of Theorem 3.2 hold, though for transient or sporadic growth periods there may be distinct intervals. These generalize the standard Turing conditions to corresponding conditions on a smoothly time-evolving manifold, though we remark that we do not yet incorporate a generalization of the standard stability of the homogeneous equilibrium in the absence of diffusion. Akin to what is done for classical Turing conditions, one may choose to group all modes which are unstable at time $t$, and the natural definition for this set will be: $\mathcal{K}_t = \{ k \in \mathbb{N} | \{ t \} \cap T_k \neq \emptyset \}$. Similar generalizations
hold when dealing with multi-indices. For higher-dimensional domains with spectra indexed like \( \rho_{k_1,...,k_t} \), we define \( \mathcal{J}_{k_1,...,k_t} \) and \( \mathcal{K}_t \) accordingly.

If \( \rho_k(t) \to 0 \) as \( t \to \infty \), as is true for unbounded growth, any diffusive components drop out of the inequality [23]. Therefore, there is no diffusion driven patterning on domains undergoing unbounded growth for asymptotically large time. Any spatial patterning under such growth must therefore occur due to transient dynamics. This is quite distinct from the static, bounded domain case, where diffusive instabilities retain their dominance in the large-time limit. On the other hand, therefore occur due to transient dynamics. This is quite distinct from the static, bounded domain of the inequality (23). Therefore, there is no diffusion driven patterning on domains undergoing unbounded growth.

In agreement with classical Turing conditions on static domains, distinct diffusion parameters are required for diffusive instabilities. To better see this, we transform the perturbation \( \mathbf{V}_k \) in (13) by \( \mathbf{V}_k = \exp(-P_k(t)D) \mathbf{A} \) where \( P_k(t) = \int_0^t \rho_k(s) \, ds \), giving \( \hat{\mathbf{A}} = \exp(P_k(t)D)J(\mathbf{U}) \exp(-P_k(t)D) \mathbf{A} \). In the case where all diffusion coefficients are equal, \( D = d_1 \mathcal{I}_t \), hence \( \exp(P_k(t)D) = e^{d_1 P_k(t) \mathcal{I}_t} \), and we have \( \hat{\mathbf{A}} = J(\mathbf{U}) \mathbf{A} \). Then, \( \mathbf{V}_k = \exp(-P_k(t)D) \mathbf{A} = e^{-d_1 P_k(t)} \mathbf{A} \), where \( \mathbf{A} \) depends on reaction kinetics at the base state through \( J(\mathbf{U}) \). As \( d_1 > 0 \) and \( P_k(t) > 0 \), the contribution of diffusion is stabilizing, with any instability arising only from a combination of growth (through the \( \mu(t) \) term in (13)) and reaction kinetics, precluding spatial patterning due to diffusive instabilities.

4 Applications to specific domain geometries and evolution functions

We illustrate the analytical instability conditions given in Theorem 3.2 by considering various case studies consisting of specific growth functions and domain geometries, some of which extend studies in the literature, and others of which have seemingly never been considered due to their complexity in the face of existing methods. We note that the conditions given in Theorem 3.2 is sufficient for an instability to grow over a specified time interval, but it does not suggest at what rate this growth occurs, nor if the time period is sufficient to observe a heterogeneity forming in a simulation of the full system. Hence checking such time-dependent instability conditions must be done carefully.

We consider the Schnakenberg, or activator-depleted, reaction kinetics as a very simple example which is used extensively in the literature [26, 72]. The kinetics and homogeneous equilibria at \( t = t_0 \) read

\[
\mathbf{f}(u_1, u_2) = \left( \frac{a - u_1 + u_1^2 u_2}{b - u_1^2 u_2} \right), \quad \mathbf{U}^* = \left( \frac{a + b}{b/(a + b)^2} \right),
\]

where \( a, b \) will be taken as non-negative real parameters. We will also consider the FitzHugh-Nagumo kinetics to demonstrate the applicability of our results to an oscillatory base state (giving rise to Hopf and Turing-Hopf bifurcations) [21, 31, 59]. The kinetics and homogeneous equilibria at \( t = t_0 \) read

\[
\mathbf{f}(u_1, u_2) = \left( \frac{c(u_1 - u_1^3/3 + u_2 - i_0)}{a - u_1 - u_2} \right), \quad \mathbf{U}^* = \left( \frac{U^*_1}{a - U^*_1} \right),
\]

where \( a, b, c \) and \( i_0 \) are taken as non-negative constants, and \( U^*_1 \) will be the root of \( c(U^*_1 - U^*_1^3/3 - \)
\[(a - U^*_i) - i_0) = 0.\] For the parameters we will use, this equation will have a unique real root, and so the system will have a unique steady state solution.

We simulate with the kinetics using the finite element solver COMSOL, version 5.3, with which we discretize the manifolds using second-order triangular finite elements. We used Matlab to compute the evolution of the homogeneous state, and to generate \(I_k\) according to Theorem 3.2. We verified simulations in various static domain cases (1-D intervals, 2-D spheres) using the Matlab package Chebfun [82], in addition to convergence checks in spatial and time discretizations. We also performed simulations of the 1-D and rectangular examples using a standard method of lines finite difference scheme and the Matlab function ‘ode45’, to be certain that we were accurately capturing the solutions of the system. In all simulations, we used a relative tolerance of \(10^{-5}\), and fixed an initial time step of \(10^{-6}\) (but let the solver increase the time step freely as the solution evolved). In 1-D we used 10\(^4\) finite elements, and for higher-dimensional simulations used at least \(10^4\) elements, though this varied for each geometry. Some restrictions were used on the maximum allowalbe time step to prevent behaviors such as the loss of modes in the initial perturbations. Convergence in time was checked by restricting the maximum time step, and convergence in space was determined via computing solutions across varied numbers of finite elements, and comparing the norm of solutions over time and space.

We emphasize that in the cases of fast or non-monotonic domain growth, extreme care is needed due to the non-autonomous nature of the spatial operator. We note that one advantage of this choice of finite element software, as well as the restriction to dilational growth, is that it allows for simple implementations of growing manifolds where the growth is directed in particular directions in the ambient space. This is because the Laplace-Beltrami operator on a surface of dimension \(N\) can be constructed from the Laplace operator in the ambient space \(\mathbb{R}^{N+1}\), so that dilation of a particular coordinate in \(\mathbb{R}^{N+1}\) allows a natural construction of the Laplace-Beltrami operator on the surface. We note that there exist many other choices for numerical methods for such problems [5, 46].

Initial data is taken to be of the form \(u(0, x) = (I + \zeta(x))U^*\), where \(I\) is the identity matrix and \(\zeta = \text{diag}(\zeta_1, \zeta_2)\) are normally distributed perturbations which are independent across space and for each morphogen. Specifically, for each \(x \in \Omega^*\) and \(i = 1, 2\), we take \(\zeta_i(x) \sim \mathcal{N}(0, 10^{-1})\). We have also considered smaller initial perturbations for each case, and note that whether or not a pattern persists despite transient periods of growth and decay is highly dependent on the size of the perturbation. For this reason, we use this reasonably large perturbation for all simulations, as the finite-time effects we study are intrinsically linked to observing growth of finite perturbations. For each geometry we show simulations using the same realization of the initial data throughout, though for a given size of perturbation (the variance of \(\zeta\)), we observe qualitatively similar dynamics for different realizations.

We consider two relevant sets to help visualize our instability criterion. We will consider these sets as functions of time. The first is a generalization of a time-dependent \textit{generalized Turing space} which is the set of all parameters for which Theorem 3.2 predicts an instability for some \(k \geq 0\). Here we will consider as an example the non-negative parameters \((a, b) \in \mathbb{R}^2_+\) for the kinetics given by (29), but of course generalizing these definitions is straightforward. We then define such a space, for a given time \(t\) as: \(\mathcal{T}_t = \{(a, b) \in \mathbb{R}^2_+ \mid \cup_{k \geq 0} (\{t\} \cap I_k) \neq \emptyset\}\). Of course one can generalize \(\mathcal{T}_t\) to a set of times, say \(S([t_1, t_2]) = \cup_{t_1 \leq t \leq t_2} \mathcal{T}_t\), rather than the singleton time, but for our purposes we prefer to think of these as sets parameterized by time. We separately plot the space corresponding to homogeneous instabilities, which are times \(t \in \mathcal{I}_0\), so that one may consider Turing spaces which
exclude these points. Similarly, for fixed parameters, we may be interested in plotting an analogue of the classical dispersion relation which says which wavenumbers $k$ are excited as a function of time $t$. We again define this dispersion set to be: $K_t = \{ k \in \mathbb{N} | t \cap I_k \neq \emptyset \}$.

We will compare these time-dependent sets to the quasi-static Turing space and dispersion relations. These are given by ignoring the non-autonomous nature of the system, and treating the domain length as a parameter in the classical static Turing conditions. We note that such quasi-static conditions are not formally valid, and we will demonstrate cases where they do seem to capture the qualitative behaviour of the system, and cases where they fail.

Finally, we again reiterate that the instability criterion given by Theorem 3.2 only tells us if the $k$th mode is growing or not at some time, but not directly the growth rate (or which mode is growing fastest). These factors, in addition to nonlinearities, are necessary to determine conditions for whether or not a pattern fully develops. Nevertheless, we have exhaustively explored this condition numerically and confirmed that patterns typically develop if the parameter set is within the Turing space for a sufficiently long time, or equivalently that at least one mode remains unstable for a sufficient period.

4.1 Isotropic evolution of a line segment

The simplest and most commonly studied example in the literature is a uniformly growing line segment. We define $\Omega(t) \subset \mathbb{R}$ by $\Omega(t) = [0, r(t)]$. The moving coordinate is $X = r(t)x$, for $x \in [0, 1]$, and we find $p_k(t) = \frac{\pi^2 k^2}{r(t)^2}$ and $\mu(t) = r(t)$. We will use this simple geometric setting to explore various Turing spaces and dispersion relations for a variety of growth functions $r(t)$, to demonstrate how the instability regions change, particularly away from the well-studied case of slow growth. Our main aim is to show that the instability criterion in Theorem 3.2 can effectively capture instabilities in this time-dependent setting, and how it differs radically from either quasi-static approaches \cite{88}, or the small corrections due to slow growth previously reported in the literature \cite{36, 48}.

A specific form of growth which is somewhat popular in the literature is exponential growth, which takes the form $r(t) = r(0) \exp(st)$, $s > 0$. A reason for this popularity is that such an assumption allows for the volume expansion term to take the form $\frac{\partial \mu}{\partial t} = Ns$, a constant, which greatly simplifies the dynamics of the spatially uniform system. Exponential isotropic growth of surfaces in $\mathbb{R}^3$ was extensively studied in \cite{81}, albeit under the assumption of a time-independent base state for (11).

We choose parameters of the kinetics (29) and an initial domain of size $r(0) = 10$ for which the system would be on the boundary of the Turing space for a static domain, only admitting a single unstable wavenumber $k = 1$. We then simulate (6) until the domain has grown to $r(t_f) = 30r(0)$. We show our results in Fig. 1. In each row, we plot solutions to the uniform base state $U$ from Equation (11) in the first column, the PDE solution $u_1$ in the second column, and the dispersion set $K_t$ in the third column, with each row demonstrating an increasing growth rate. We observe that the dynamics of the uniform base state plays a substantial role in determining both $K_t$, and consequently the evolution of the pattern. As exponential growth leads to an autonomous planar system, we can show that the decaying oscillations in Fig. 1(b)i are due to a stable spiral, and that the oscillations in Fig. 1(c)i are due to a Hopf bifurcation which has created a stable limit cycle. These decaying and persistent oscillations have an impact on the timescale over which a pattern can emerge, and we only see the onset of a pattern near the end of the simulation time in Fig. 1(c)ii. The fastest growth rate results in a uniform base state which grows far from the
Figure 1: Plots corresponding to the kinetics \([29]\) with parameters \(a = 0\), \(b = 1.1\), \(d_1 = 1\), and \(d_2 = 10\). The domain is taken to grow as \(r(t) = 10 \exp(st)\) for growth rates \(s = 0.01, 0.04, 0.05\), and 0.1 in rows (a)-(d) respectively. In all simulations we take the final time such that the domain has grown to 30 times its initial size. In column (i) we plot solutions of the homogeneous state solution of (11) over time, with \(U_1\) given by the dark line and \(U_2\) by the dashed line. In column (ii) we show plots of the PDE solution \(u_1\) over space and time. In column (iii) we plot the dispersion set \(\mathcal{K}_t\) in black.
Figure 2: Turing spaces $\mathcal{T}_t$ corresponding to the kinetic parameters in (29) with parameters $d_1 = 1$, and $d_2 = 10$. The domain is taken to grow exponentially like $r(t) = 10 \exp(0.01t)$, and the Turing spaces are computed at $t = 0, 10, 20$ in columns (i)-(iii), respectively. A parameter set which has an unstable mode in $k = 1, \ldots, 200$ at time $t$ is given in yellow (light), a point for which $t \in \mathcal{T}_0$ is in teal (medium), and all other points are colored blue (dark) which indicates stability of the homogeneous state.

original kinetic equilibrium, and pattern formation is no longer possible. As the set of unstable wavenumbers grows exponentially, there is a hysteresis effect such that if a perturbation has not left the base state sufficiently early on, then a pattern cannot form, whereas a developed pattern persists. Finally we remark that the quasi-static Turing space is identical to that shown in Figure 1(a)iii, and due to the choice of the growth, is independent of the growth rate. Hence the qualitative differences in the third column are all manifestations of the non-autonomous nature of the growth.

Next we consider Turing spaces, $\mathcal{T}_t$, at different instances in time, in Fig. 2. The first column shows the initial Turing space, which is equivalent to the quasi-static space obtained by just incorporating the growth rate into the kinetics [48], and specifically (i) is essentially equivalent to the static Turing space without growth. As expected, we observe little change from a small kinetic addition at $t = 0$, but for larger times we see previously-unstable regions become stable, and regions become unstable to homogeneous perturbations, as well as new regions become unstable as the Turing space expands around the edges. Such observations are in line with the results of [36], though we remark that these spaces are not equivalent due to accounting for discrete wavenumbers, and not using the assumption of slow growth, since our approach does not require such an assumption.

We consider linear growth in Fig. 3 with increasing growth rates in each subsequent row. Other than similar transient effects to before, the final modes observed are approximately the same in each case except as the growth rate surpasses $s = 0.16$. Slightly beyond this point, by $s = 0.165$, the steady state of the uniform base states is no longer obtained asymptotically, instead we see in Fig. 3(c)i that $U_1$ tends toward 0, and $U_2$ diverges to infinity. We remark that this destabilization of the uniform base state’s long-time behavior can be observed in both the dispersion sets and space-time plots. In Fig. 3(b)ii,iii, we see sharp oscillations with increasing amplitudes before a pattern is allowed to form, suggesting a kind of excitability inherent in the transient dynamics. The concentration of $u_2$ increases in time uniformly as the domain expands. This phenomenon is inherently non-autonomous, and depends strongly on the initial condition; for other choices of $U(0)$ we observe different behaviors.

There are a wide variety of more complex kinds of domain evolution one could consider, especially if we allow expansion and contraction rather than growth. As a simple example of this, we
Figure 3: Plots corresponding to the kinetics (29) with parameters $a = 0$, $b = 1.1$, $d_1 = 1$, and $d_2 = 10$. The domain is taken to grow as $r(t) = 10(1 + st)$ for growth rates $s = 0.01, 0.16, \text{ and } 0.165$ in rows (a)-(c), respectively. In all simulations we take the final time such that the domain has grown to 30 times its initial size. In column (i) we plot solutions of the homogeneous state solution of (11) over time, with $U_1$ given by the dark line and $U_2$ by the dashed line. In column (ii) we show plots of the PDE solution $u_1$ over space and time. In column (iii) we plot the dispersion set $K_t$ in black.
Figure 4: Plots corresponding to the kinetics (29) with parameters $a = 0$, $b = 1.1$, $d_1 = 1$, and $d_2 = 10$. The domain is taken to evolve as $r(t) = 30(1 + (2/3)\sin(4\pi t/t_f))$ for different final times (and hence growth rates) $t_f = 10^4, 10^3,$ and $10^2$ in rows (a)-(c) respectively. In column (i) we plot solutions of the homogeneous state solution of (11) over time, with $U_1$ given by the dark line and $U_2$ by the dashed line. In column (ii) we show plots of $u_1$ over space and time. In column (iii) we plot the dispersion set $K_t$ in black.
consider periodic growth and contraction given by a sinusoidal function in Fig. 4. Again, the set $K_t$ in the slow case (a)iii is identical to the quasi-static approximation, and the observed modes follow this reasonably well. While the dispersion set only has extremely small changes in (b)iii, we see that the base states in this case slowly oscillate in (b)i, and that the pattern disappears during the height of contractions in (b)ii, only to reappear later. In the case of more rapid oscillations, the uniform base states oscillate irregularly, and spatial pattern formation is only intermittent (see $t \in [25, 40]$) and fails to persist.

For all cases considered, we have noticed that the dispersion sets $K_t$ have shown good agreement which what was observed in the direct PDE simulations for each case.

### 4.2 Isotropic evolution of an excitable medium

We now consider the reaction kinetics (30) with parameters corresponding to the Turing (but not Turing–Hopf) space for a static domain (see [69] for bifurcation diagrams). We consider linear and step wise growth functions to demonstrate the impact that an excitable system has on pattern formation. Theorem 3.2 is also useful in determining when spatial modes can destabilize a homogeneous but oscillating base state on a static domain, such as that which occurs generically when the kinetics have undergone a Hopf bifurcation. We remark that linear analysis is insufficient to completely characterize instabilities which involve both unstable Turing modes and Hopf instabilities, and generally the behavior can depend on the initial perturbation in addition to the parameters. Nevertheless, we demonstrate here that Theorem 3.2 can give some insight into when these Hopf modes can occur, which is a prerequisite to both purely oscillatory or spatiotemporal dynamics involving the competition of modes from both kinds of instabilities. Additionally we demonstrate how the solution to Equation (11) precisely determines the possibility of oscillatory dynamics.

In Fig. 5 we consider the linear growth case. For very small growth rates we recover the quasi-static dispersion relation (not shown), but as the growth rate is increased we observe transient oscillations as the base state slowly spirals back to its steady state value (Fig. 5(a)). As the growth rate is increased further, the initial disturbance from the kinetic steady state leads to a sustained oscillation (Fig. 5(b)i), which persists even when the growth is no longer substantially influencing the dynamics. The oscillatory base state leads to a dispersion set which is no longer a simply connected set, such that modes oscillate between growing for some time and decaying for others, which prevents the formation of spatial patterns. This occurs because even without growth, the base state dynamics are excitable such that both a stable steady state and a stable limit cycle coexist for these parameters, and growth provides the necessary perturbation to transition between the two attracting sets.

Similarly, in Fig. 6 we observe that a short but rapid domain expansion can induce the same type of multistability. If the increase in the size of the domain is sufficiently slow, a connected dispersion set is recovered. In fact, the quasi-static approach would always generate such a continuous set, as it cannot account for the possibility of an oscillatory base state. While stepwise growth is less simple to analyze than that of linear or exponential growth, it has physiological significance in a number of organisms which exhibit pulsatile growth spurts between periods of slow or stagnant growth during development [6, 23] and we model it by a rapid smooth expansion.

### 4.3 Isotropic evolution of domains in more than one dimension

We next give examples of domains which evolve in more than one spatial dimension.
Figure 5: Plots corresponding to the kinetics \[ \frac{30}{} \] with parameters \( a = 0.6, b = 0.99, c = 1.02, \)
\( i_0 = 0.6, d_1 = 1, \) and \( d_2 = 1.7. \) The domain is taken to grow as \( r(t) = 10(1 + st) \) up to a final size 
\( r(t_f) = 200 \) for (a) \( s = 0.002 \) and (b) \( 0.02. \) In column (i) we plot solutions of the homogeneous state solution of \[ \frac{11}{} \] over time, with \( U_1 \) given by the dark line and \( U_2 \) by the dashed line. In column (ii) we show plots of the PDE solution \( u_1 \) over space and time. In column (iii) we plot the dispersion set \( \mathcal{K}_t \) in black.

Figure 6: Plots corresponding to the kinetics \[ \frac{30}{} \] with parameters \( a = 0.6, b = 0.99, c = 1.02, \)
\( i_0 = 0.6, d_1 = 1, \) and \( d_2 = 1.7. \) The domain is taken to grow as \( r(t) = 10(2 + \tanh(s(t - t_f/2))) \) with 
\( t_f = 10^3 \) for (a) \( s = 0.01, \) (b) \( s = 0.2. \) In column (i) we plot solutions of the homogeneous state solution of \[ \frac{11}{} \] over time, with \( U_1 \) given by the dark line and \( U_2 \) by the dashed line. In column (ii) we show plots of \( u_1 \) over space and time. In column (iii) we plot the dispersion set \( \mathcal{K}_t \) in black.
Figure 7: Plots of $u_1$ corresponding to the kinetics (29) with parameters $a = 0$, $b = 1.1$, $d_1 = 1$, and $d_2 = 10$ on a linearly isotropically growing disk with $r(t) = 4(1 + st)$ for (a) $s = 0.001$ and (b) $0.069$. We take $t = 0.5t_f$ and $t = t_f$ in (i,ii), with dispersion plots $K_t$ shown in (iii). For each case, we take $t_f$ so that the domain has grown to 20 times its initial size. For the dispersion plots, we order the $\tilde{j}_{\ell,k}$ by magnitude and plot dispersion sets in this order, where $|K|$ denotes the index of this ordering.

4.3.1 Isotropic evolution of a circular disk in $\mathbb{R}^2$

Turing conditions for reaction-diffusion systems on a static disk were recently obtained in [70], and taking growth and volume expansion terms to zero we recover their conditions as a special case. Numerical simulations and experimental results for a specific application of Lengyel-Epstein reaction kinetics on a growing disk were given in [63], although external forcing on the reaction-diffusion model was employed. More recent experiments in a radially expanding domain have been performed which show a crucial mode selection phenomenon induced by the speed of the growth [40].

We consider $X = (r(t)x_1 \cos(2\pi x_2), r(t)x_1 \sin(2\pi x_2))$, $x_1, x_2 \in [0,1]$, for the isotropic evolution of a circular disk. Given Neumann data on the circle $|X| = r(t)$, we have $\rho_{\ell,k}(t) = \frac{\tilde{j}_{\ell,k}}{r(t)^{\ell+1}}$, where $\tilde{j}_{\ell,k}$ denotes the $k$th positive root of the derivative of the Bessel function of the first kind $J_{\ell}(x)$, $\ell = 0, 1, 2, \ldots$, and $\mu(t) = r(t)^2$. We show simulations on a growing disk in Fig. 7. We see that for slower growth rates, the successive instabilities lead to symmetric patterning, though as the growth rate is increased unstable modes lead to less-robust patterning, with additional irregularity in the pattern structure. This is analogous to the one-dimensional case where robustness is only attained for certain growth rates [16, 86]. For larger growth rates, there is no Turing pattern and $u_2$ grows uniformly while $u_1$ decays to zero everywhere. We note that due to the difference in $\mu(t)$ in the setting of a two-dimensional manifold, the specific value at which this instability in
Figure 8: Plots of $u_1$ corresponding to the kinetics \((29)\) with parameters $a = 0$, $b = 1.1$, $d_1 = 1$, and $d_2 = 10$ on an isotropically growing equilateral triangle with $r(t) = 8(1 + st)$ for (a) $s = 0.01$ (b) $0.069$. In all simulations we take the final time such that the domain has grown to 20 times its initial size. Figures are shown at times (i) $t = 0.5 t_f$ and (ii) $t = t_f$. We use the notation $|K|$ to denote a sequential numbering of these ordered states by magnitude.

the base state occurs is different from the one-dimensional setting shown in Fig. 3. Regarding the dispersion plots, we select a suitably large subset of them and then sort the resulting eigenvalues $\tilde{\jmath}_{t,k}$ by magnitude to obtain a one-dimensional dispersion set analogous to those shown in the previous section. As anticipated, we observe broadly similar curves for different growth rates, though the faster rate admits transient oscillations when the domain is small, as seen earlier for one-dimensional cases.

4.3.2 Isotropic evolution of an equilateral triangle

We found no studies of Turing patterns on equilateral triangles (static or growing), yet this is an example for which our results can be easily applied. Consider an equilateral triangle defined by $\Omega(t) = \{(r(t)x_1, r(t)x_2) \mid 0 \leq x_1 \leq 1, 0 \leq x_2 \leq \sqrt{3}x_1, x_2 \leq \sqrt{3}(1 - x_1)\}$, with $r(0) = 1$. Due to self-similarity of this domain, growth of a single face is equivalent to growth of all three faces, with the domain remaining an equilateral triangle for all $t \geq 0$. The spectrum for $\Omega(0)$ is given by

$$\rho_{k_1,k_2}(0) = \frac{16\pi^2}{9} (k_1^2 + k_1 k_2 + k_2^2),$$

for $(k_1, k_2) \in \mathbb{N}^2$. We consider linear isotropic growth in Fig. 8. We observe a more ordered formation of stripes in the case of slower growth, whereas spots and disordered connections appear for faster growth. We note that the quasi-static dispersion sets are identical to Fig. 3(a)iii, but the inset in Fig. 8(b)iii demonstrates the impact of a faster growth rate.

We also demonstrate the time dependence of sets $K_t$ for more than one index in Fig. 9, where we compare results for the disk and triangle. We observe an increasing band of unstable wavenumbers
Figure 9: Plots of unstable modes over both indices, corresponding to dispersion curves for (a) a disk (similar to the dynamics of Fig. 7) and (b) an equilateral triangle (similar to the dynamics of Fig. 8), both with linear growth rate $s = 0.01$. The different shaded regions are unstable modes for times $t = 300, 850, 1900$, with lighter grays corresponding to earlier times. These results correspond to the dispersion sets $K_{300}$, $K_{850}$, and $K_{1900}$, respectively.

emanating from the origin. Although dispersion sets $K_t$ agree between both domains in a qualitative sense, we see that the unstable modes in the triangular case are not bounded by lines as in the case of the disk, but instead by circular arcs, due to the form of the Laplace-Beltrami eigenvalues for each respective domain.

### 4.3.3 Isotropic evolution of a sphere $S^N \subset \mathbb{R}^{N+1}$

There have been various pattern formation studies on static 2-spheres [11, 41, 66, 88]. An exponentially growing 2-sphere was considered [27], although their analysis was quasi-static, thereby ignoring the role of transients in the dynamics of [11]. Similar assumptions were made in [80]. Numerical simulations of pattern formation on growing 2-spheres, as well as anisotropic growth of 2-spheres into ellipsoids, were obtained in [42].

The unit $N$-sphere $S^N \subset \mathbb{R}^{N+1}$ has spectrum $\rho_{k}(0) = k(k + N - 1)$, $k = 0, 1, 2, \ldots$, hence $\rho_{k}(t) = \frac{k(k + N - 1)}{r(t)^2}$ and $\mu(t) = r(t)^N$. These eigenvalues will have increasingly large multiplicity corresponding to different eigenfunctions on $S^N$. We first obtain solutions on $S^2$ in Fig. 10 for different rates of linear growth. The unstable modes are qualitatively the same as in Fig. 3 up to a rescaling due to domain size. This suggests that the difference in volume expansion in this case does not have a substantial effect on these dispersion sets. In order to better understand the role of volume expansion, in Fig. 11 we compare dispersion sets for spheres of different dimension undergoing linear growth. The spectrum for each is similar, yet due to differences in the volume expansion term, we find that the dispersion sets collapse for large enough $N$, since for such cases volume expansion is far more rapid, resulting in more rapid dilution of the spatially homogeneous state which prevents spatial patterning. Hence, there are indeed differences in patterning due to volume expansion, yet depending on the growth function selected, these differences may manifest only for large $N$. 
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Figure 10: Plots of $u_1$ corresponding to the kinetics [29] with parameters $a = 0$, $b = 1.1$, $d_1 = 1$, and $d_2 = 10$ on an isotropically growing 2-sphere at different points in time. The domain is taken to grow with $r(t) = 2(1 + st)$ for (a) $s = 0.001$, (b) $0.069$. In all simulations we take the final time such that the domain has grown to $r(t_f) = 80$; figures are shown at (i) $t = 0.5t_f$, $t = t_f$. Respective dispersion sets $K_t$ are shown in (iii).

Figure 11: Dispersion sets $K_t$ for dynamics corresponding to the kinetics in Fig. [10] on isotropically growing spheres $S^N$ with (a) $N = 2$, (b) $N = 4$, (c) $N = 6$. We consider an isotropic linear growth $r(t) = 3(1 + st)$ with rate parameter $s = 0.02$, and allow growth until $t_f = 450$, as which point the final radius is $r(t_f) = 30$. Although the radius change is the same, the rate of volume expansion is considerably faster as the dimension increases.
4.4 Domain evolution with area or volume conservation

Much literature on evolving domains considers strict growth or expansion of the domain \((\mu(t) > 0)\). However, there are a variety of situations for which area or volume should be preserved while the underlying domain evolves such as in the buckling of intestinal crypts during development [21], and cell shape changes [31, 79] or stationary shapes of vesicles [73]. For such a case, \(\mu(t) \equiv 0\), and \(\|\) admits a constant exact solution \(U(t) \equiv U^*\), akin to what is considered in the Turing conditions for static domains. For this case, \(J\) is a constant matrix, and conditions from Theorem 3.2 reduce to 

\[
\det(J) - (d_1 J_{22} + d_2 J_{11}) \rho_k + d_1 d_2 \rho_k^2 < \max \{-d_1 \rho_k, -d_2 \rho_k\}.
\]

This inequality is close to the static domain Turing condition, modified to account for the time dependence of the spectral parameter \(\rho_k(t)\). We are unaware of any studies on volume-conserving domain evolution presently considered in the literature, and so give two examples.

4.4.1 Area conserving evolution of a rectangular domain

Regarding asymmetric growth of a rectangular domain, Turing patterning when growth in only one direction with the other direction held fixed was considered in [55]. Consider the evolution of a domain according to the coordinates \(X = (r_1(t) x_1, r_2(t) x_2)\), \(x_1, x_2 \in [0, 1]\), where \(r_1(t) r_2(t) = A\), and consider \(r_1(0) = A_1\) and \(r_2(0) = A_2\) (with \(A_1 A_2 = A\)), along with \((r_1(t_j), r_2(t_j)) = (A_1 R^{-1}, A_2 R)\) for some constant \(R > 0\). The domain is then described by \(\Omega(t) = [0, r_1(t)] \times [0, r_2(t)]\) with \(\Omega(0) = [0, A_1] \times [0, A_2]\), \(\Omega(t_f) = [0, A_1 R^{-1}] \times [0, A_2 R]\), and \(|\Omega(t)| = A\) for all \(t \geq 0\), so this manner of growth does indeed preserve area. The spectrum is \(\rho_{k_1, k_2}(t) = \frac{\pi^2 k_1^2}{r_1(t)^2} + \frac{\pi^2 k_2^2}{r_2(t)^2}\), \(k_1, k_2 \in \mathbb{N}\), which is an example were the spectrum is not necessarily monotone in time.

We consider the evolution of such a domain in Fig. 12, showing both slow and fast linear evolution of the domain. For both cases, we find that the thinner rectangular domains admit solutions with more spots than when the rectangle passes through a transient square configuration. The final configuration in both cases similarly admits modes only in the \(x\) direction, as one might expect from a quasi-static analysis of thin domains. The faster evolution leads to more disordered structures, as it is further from a true quasi-static picture, and the nonlinear reaction kinetics are unable to stabilize ordered spatial patterns in these transient time periods. We also plot dispersion structures, as it is further from a true quasi-static picture, and the nonlinear reaction kinetics are expected from a quasi-static analysis of thin domains. For this case, \(J\) is a constant matrix, and conditions from Theorem 3.2 reduce to 

\[
\det(J) - (d_1 J_{22} + d_2 J_{11}) \rho_k + d_1 d_2 \rho_k^2 < \max \{-d_1 \rho_k, -d_2 \rho_k\}.
\]

We are unaware of any studies on volume-conserving domain evolution presently considered in the literature, and so give two examples.

4.4.2 Volume conserving evolution of a solid cylinder

Three-dimensional Turing patterns have been explored in many systems and geometries, though a complete categorization of such structures and criterion for when they emerge does not yet exist as far as we are aware [9, 18, 44, 76]. This is in contrast to the theory in two-dimensions, for which a reasonable classification of patterns exists, at least on rectangular domains [22, 75]. Such emergent structures have even been observed to be suitable for a variety of applications, such as the design of water filters [78]. Pattern formation on growing cylindrical domains is of strong relevance to plant growth [51]. Simulations and experimental observations of various Turing patterns in static cylindrical domains were shown in [3], and it was shown that three-dimensional Turing patterns
Figure 12: Plots of $u_1$ corresponding to the kinetics (29) with parameters $a = 0$, $b = 1.1$, $d_1 = 1$, and $d_2 = 15$ on a rectangular domain with $r_1(t) = 4(1 + st)$ and $r_2(t) = 100/(1 + st)$ for (a) $s = 0.001$, (b) $s = 0.1$. The final time $t_f$ is selected so that $r_1(t_f) = 100$, $r_2(t_f) = 4$. We give plots at $t = 0.0625t_f, 0.1667t_f, 0.375t_f, t_f$ in (i)-(iv), respectively. In (c) we plot dispersion sets $K_t$ at fixed times, with (c)i corresponding to the dynamics in (a), and (c)ii corresponding to the dynamics in (b). In particular, we plot $K_0$ (corresponding to integer pairs $(k_1, k_2)$ bounded by yellow curves), $K_{0.1667t_f}$ (bounded by teal curves), and $K_{t_f}$ (bounded by purple curves).
exhibit an extraordinarily richer set of patterns than in one or two dimensions. Finally we remark that [31] compared linear analysis and simulations on quasi-static cylinders and spheres to argue that the flattening of cells can have an impact on mitosis, and specifically during cytokinesis when cell shape changes regularly occur.

Consider coordinates \( \mathbf{X} = (r_1(t) x_1 \cos(2\pi x_2), r_1(t) x_1 \sin(2\pi x_2), r_2(t) x_3) \), where \( x_1, x_2, x_3 \in [0, 1] \), which defines a cylindrical domain \( \Omega(t) \). Choose \( r_1(0) = V_1, r_2(0) = V_2 \) such that \( V_1^2 V_2 = V \), and \( (r_1(t_f), r_2(t_f)) = (V_1 R^{-1}, V_2 R^2) \) for some constant \( R > 0 \). Then \( \Omega(t) = D(r_1(t)) \times [0, r_2(t)] \), where \( D(r_1(t)) \) denotes a disk of radius \( r_1(t) \) centered at the origin, with \( \Omega(0) = D(V_1) \times [0, V_2] \) and \( \Omega(t_f) = D(V_1 R^{-1}) \times [0, V_2 R^2] \). We have that \( |\Omega(t)| = \pi r_1(t)^2 r_2(t) = \pi V_1^2 V_2 = \pi V \) for all \( t \geq 0 \), hence volume is conserved. The spectrum of the Laplace-Beltrami operator over this domain will take the form \( \rho_{\ell,k,m}(t) = \frac{j_{\ell,k}^2}{r_1(t)^2} + \frac{m^2}{r_2(t)^2} \), for \( \ell, k, m \in \mathbb{N} \).

We show simulations of such evolving cylinders in Fig. 13 where we threshold the solutions to focus on the regions of high \( u_1 \) concentration. For this choice of parameters, the typical three-dimensional Turing structures are arrangements of spheres of high activator concentration, with partial spheres on the boundary. We see these spheres form quickly, and their number and placement change during slow growth. Eventually these structures flatten into quasi-two-dimensional cylinders near the end of the simulation shown in (a). In contrast, the structures in (b) do not have time to organize into spheres as the domain evolves more rapidly, and so we see multiple regions coalescing and mixing. The flattening and distortion of three-dimensional structures was discussed in [31], but the influence of rapid domain evolution was neglected, and it is clear that it plays a role in the emergent structures for such a domain. Dispersion sets are shown for each case in Fig. 13(c), and as in Fig. 12(c), we observe that modes of similar magnitudes are excited throughout the simulation times, but that modes corresponding to the vertical and radial directions are excited at different times. Note that rapid growth can especially influence transient mode selection (consider \( \mathcal{K}_0 \)), and hence depending on the nonlinearities involved, the final patterned state.

### 5 Discussion

We have reviewed and generalized much of the contemporary work studying diffusion-driven instabilities in reaction-diffusion systems on growing domains. Our extensions include properly accounting for the non-autonomous nature of the base state of the system which is perturbed, allowing for general dilational evolution of the domain (of which a special case is the more commonly studied isotropic growth), and deriving a differential inequality (involving model parameters and the Laplace-Beltrami spectrum) to determine if a specific mode becomes unstable during a given time frame. Theorem 3.2 is a natural generalization of the Turing conditions on a static domain, yet explicitly accounts for the history-dependence due to the non-autonomous nature of the problem [36], and allows for arbitrary growth functions without the need to rely on slow growth or other simplifying assumptions.

To summarize, the instability conditions given in Theorem 3.2 take the form

\[
\text{reaction kinetic terms} - (d_1 J_{22} + d_2 J_{11}) \rho_k + d_1 d_2 \rho_k^2 < \text{domain evolution terms}.
\]

Here “reaction kinetic terms” include terms resulting from the dynamics of (11), which have been linearized (including terms involving the Jacobian matrix \( J(U(t)) \)), while “domain evolution terms” involve terms which are specific to the manner of domain growth, such as terms involving the time
Figure 13: Plots of $u_1$ corresponding to the kinetics (29) with parameters $a = 0$, $b = 1.1$, $d_1 = 1$, and $d_2 = 50$ on a domain which is taken to evolve with radius as $r_1(t) = 7.5\sqrt{1 + st}$ and height $r_2(t) = 60/(1 + st)$ with (a) $s = 0.001$, (b) $s = 0.1$. The final time $t_f$ is selected so that $r_1(t_f) = 30$, $r_2(t_f) = 3.75$. Panels in (a,b) are shown at times $t = 0.013335t_f, 0.2t_f, 0.8t_f, t_f$ in (i)-(iv), respectively. In (c) we plot dispersion sets $K_t$ at fixed times, with (c)i corresponding to the dynamics in (a), and (c)ii corresponding to the dynamics in (b). In particular, we plot $K_0$ (corresponding to integer pairs $(|K|, m)$ bounded by yellow curves), $K_{0.2t_f}$ (bounded by teal curves), and $K_{0.8t_f}$ (bounded by purple curves). We use the notation $|K|$ to denote a sequential numbering of the eigenvalues $j_{\ell,k}$ ordered by magnitude.
derivatives of $\mu(t)$ and $\rho_k(t)$. If the instability is diffusion driven, then for the $k = 0$ mode $\rho_k(t) \equiv 0$, we should have

$$\text{reaction kinetic terms} > \text{domain evolution terms}. \quad (32)$$

If (32) does not hold, then there is some homogeneous instability not due to diffusion. If (32) holds, while (31) holds for a particular index $k = k^* > 0$ and a particular interval $I_{k^*}$, then the spatial perturbation (12) corresponding to this particular $k^*$ induces an instability for $t \in I_{k^*}$. When the domain is static, the domain evolution terms vanish, and we are left with instability conditions of the form

$$\text{reaction kinetic terms} - (d_1J_{22} + d_2J_{11}) \rho_k + d_1d_2\rho_k^2 < 0, \quad (33)$$

while the $k = 0$ mode (32) is stable when reaction kinetic terms are positive, which is just the classical Turing condition on a static domain. Therefore, the conditions given in Theorem 3.2 is a fairly natural generalization of the classical Turing conditions. Hence, although we have made few assumptions, and have avoided both asymptotic approximations of growth functions or assuming a constant base state, within our general framework we have captured the spirit of the original Turing conditions. In the limit of no growth, our results recover the Turing conditions for a static domain in a completely natural manner, without further effort or appeal to simplifications. Similarly, instability conditions for particular kinds of slow growth known in the literature (such as slow exponential growth), as well as quasi-static approximations for the slow growth regime, fall out of our results in the relevant limits.

Due to the time-dependent nature of growth terms and of the Laplace-Beltrami spectra, we have phrased our results in terms of instabilities present over a given time interval, rather than as $t \to \infty$ like in the classical Turing instability. This more general approach allows for the understanding of transient instabilities. This is a useful generalization, as in practice Turing patterns are selected in finite time, with patterns then remaining static once formed. As such, there is an interplay between the rate of growth of the domain and the rate at which this mode selection occurs. Hence, pattern formation will rely strongly on when certain modes result in instability on the timescale of the reaction kinetics, rather than simply if such modes ever induce instability at any arbitrary time. In contrast to the standard Turing theory for static domains, we conjecture that it may be the time duration for which a mode remains unstable that matters more than the degree or magnitude of instability at any instantaneous time (which is often considered by comparing the real part of eigenvalues in the static case in the limit $t \to \infty$). Of course, one would need nonlinear theory to address such issues (which is beyond the scope of the present paper), and even then, resolution is likely only on a case-by-case basis for given reaction kinetics, growth functions, and spatial patterns.

Our numerical examples illustrate both the power of our analytical results (the dispersion sets obtained from Theorem 3.2 match the PDE simulations very well), and the large variety of phenomena one can expect when studying such problems. We remark that we intentionally only considered a small fraction of the parameter spaces for only two kinds of reaction kinetics, and already have observed behaviours which are qualitatively distinct from what has been commonly observed in related Turing systems in the past. In particular, we note that our main choice of the Schnackenberg kinetics [29] gives a relatively simple Jacobian, and a base state with an uncomplicated evolution equation. More complicated reaction kinetics can likely lead to many new phenomena due to the complexity of non-autonomous phase spaces. Our results will immediately apply in such cases, providing insight into spatial instabilities around even a time-dependent base state, as shown for
instance in Sec. 4.2.

Similarly, we have only considered a handful of growth functions and domain geometries, but unlike many results in the literature, the instability conditions in Theorem 3.2 applies so long as one can compute derivatives of the growth functions and the time-dependent Laplace-Beltrami spectrum of the domain. We have used the case of volume-preserving evolution to show that even when the base state is static, domain evolution can substantially change the unstable modes observed, along with the qualitative behavior of spatial patterns altogether (cf. Sec. 4.4). Hence, changes in the structure of a domain are sufficient to modify the linear stability properties, as well as the patterns formed, even if the area or volume of the domain is fixed. Indeed, these examples show some of the largest discrepancies between quasi-static or asymptotically large-time approaches common in the literature (which tend to work best when evolution is slow and monotone) and pattern selection which actually occurs at transient timescales, as seen in the strong time dependence of not only the extent but also the shape of the dispersion sets $\mathcal{K}_t$ shown in Figs. 12, 13.

The framework developed in this paper may also be applied to problems with time-dependent reaction kinetics, on either growing or static domains. In particular, temporal oscillations have been employed in photosensitive reactions to control Turing patterns, and in some cases eliminate them [20, 30, 90]. Spatiotemporal forcing has also been used to mimic domain growth in such systems [40, 55, 56, 67]. As our approach allows for non-autonomous Jacobian matrices, such applications will naturally benefit from our approach.

We also mention that many other contemporary problems in a range of fields consist of systems on time-evolving domains [37, 38]. While a general theory of such systems does not exist, understanding the impact of growth for reaction-diffusion systems can provide an important example for these larger classes of systems. In fact, we anticipate that the results presented here can be readily generalized to other settings. Pursuant to such applications, we remark that it is possible to generalize Theorem 3.2 to account for sub-exponential growth rates of instabilities. Indeed, Theorem 3.1 is valid for general $\Phi(t)$ which grow without bound, and choosing $\Phi(t) \sim \mu(t)t^\delta$, $\delta > 0$, or $\Phi(t) \sim \mu(t)\log t$, rather than $\Phi(t) \sim \mu(t)e^{\delta t}$ one would obtain a weaker bound on the instability conditions granted by Theorem 3.2. While this would allow for a more thorough analysis of the boundary of diffusive instabilities in the Turing case, for other applications such weaker growth bounds may prove more fundamentally useful in resolving interesting dynamics.
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