Abstract—Recent developments in advanced driving assistance systems (ADAS) that rely on some level of autonomy have led the automobile industry and research community to investigate the impact they might have on driving performance. However, most of the research performed so far is based on simulated environments. In this study we investigated the behavior of drivers in a vehicle with automated driving system (ADS) capabilities in a real life driving scenario. We analyzed their response to a take over request (TOR) at two different driving speeds while being engaged in non-driving-related tasks (NDRT). Results from the performed experiments showed that driver reaction time to a TOR, gaze behavior and self-reported trust in automation were affected by the type of NDRT being concurrently performed and driver reaction time and gaze behavior additionally depended on the driving or vehicle speed at the time of TOR.

I. INTRODUCTION

Vehicles that are able to perform the Driving Dynamic Task (DDT) with certain automation are already available on the market. The introduction of these automated functions in vehicles is promising as the absence of human intervention in the control of vehicles will increase road safety [1]. However, automation in a vehicular environment represents a complex problem, as it might lead to a reduction in driver situational awareness [2], [3] and make it necessary to monitor driver behavior in case manual control needs to reinstated [4].

In this context, the introduction of driving monitoring systems (DMS) allows automated driving systems (ADS) to estimate driver status and behavior and convey the information according to the physical and mental state of the driver. Automated systems are not yet able to respond to all situations that may occur on the road [5], [6]. Conditional automation (SAE level 3) is the first level where ADS is capable of performing the entire driving dynamic task, allowing users to perform non-driving related tasks (NDRT). When the system exceeds its operational design domain (ODD) or there is an emergency situation, the vehicle issues a take over request (TOR) indicating to the drivers that they must take control of the vehicle. In certain situations, this transition can be complex, as the driver might be engaged in other tasks and / or not paying attention to the road. In these cases, the drivers must be aware of the road situation to be able to safely take back the control of the vehicle.

This situational awareness decreases, as previously mentioned, if the drivers are involved in NDRT, as multiple tasks compete for the driver’s attention and augment the cognitive workload [7], [8]. The use of smartphones has dramatically increased in the last years, representing a major cause of road accidents. Currently, smartphones are designed to maximize the amount of attention that users devote to them. Even if their use while driving is banned in most countries, they continue to be used, and the introduction of vehicles equipped with conditional automation or level 3 will promote their use. Therefore, it is crucial to evaluate the consequences.

In this work we examined the impact of automation on driver behavior, specifically analyzing the effect of driving/vehicle speed and NDRT on the drivers ability to regain control of a vehicle controlled by an ADS. To this end we defined speed and NDRT as the independent variables that we modified to measure the dependent variables, which were related to reaction time and gaze behavior. We additionally investigated the level of confidence and trust in the automation. To this end we formulated the following null and alternative hypotheses for the cases below:

A. Impact of secondary tasks (NDRT) on driver gaze behavior

• H0: Secondary tasks do not have any effect on the amount of time the driver directs their gaze away from the road.
• H1: Secondary tasks increase the amount of time the driver directs their gaze away from the road.

B. Relationship between driving speed and driver gaze behavior

• H0: The driving speed does not have any effect on the amount of time the driver directs their gaze away from the road.
• H1: Increased driving speed decreases the amount of time the driver directs their gaze away from the road.

C. Effect of the secondary task (NDRT) on driver reaction time

• H0: Secondary tasks (NDRT) do not have any effect on driver reaction time.
• H1: Secondary tasks (NDRT) increase driver reaction time.

D. Effect of the vehicle speed on driver reaction time
• H0: Vehicle’s speed do not have any effect on driver reaction time.
• H1: Vehicle’s speed affects driver reaction time.

E. Influence of driving speed on self-reported trust in the automation
• H0: Vehicle speed does not affect driver self-reported trust in the automation when performing a secondary task and in the baseline condition.
• H1: When performing NDRT or in the baseline condition, driver self-reported trust in the automation decreases as vehicle speed increases.

F. Influence of performed tasks on self-reported trust in the automation
• H0: Performing NDRT does not affect driver self-reported trust in the automation.
• H1: When performing NDRT, driver self-reported trust in the automation decreases.

The remainder of the paper is organized as follows: the next section explains related studies in the field; section II details the field test setup; section IV presents the method used to acquire and process the data collected; sections V and VI present and interpret the obtained results respectively; the final section discusses and concludes the present study.

II. RELATED WORK

The factors that influence drivers during TOR situations have been studied throughout the years in several works. For example, external factors such as a high traffic density of surrounding vehicles lead to a proportional increase in lateral acceleration and decrease in time to collision [9], [10], [11], [12], [13].

As previously mentioned, a TOR is triggered when the road conditions do not allow for the automation to work as expected because the automated system has exceeded its ODD. This is the case, for example, in curvy roads driven at high speed [14]. Several studies have investigated driver reactions in this scenario, the work in [15] showing that the road features affect the driver’s level of visual attention and trust in the automation. Additional research indicated that the existence of curves increased lateral acceleration and reaction time to respond to a TOR [16]. Furthermore, the authors in [17] argued that drivers tend to make abrupt deceleration maneuvers after regaining the control of the vehicle when entering a curve.

In line with this, the relationship between urgency, road geometry and driver reaction time after a TOR has also been a subject of research in the last years, for example in the work in [18], which shows that the reaction time to a TOR increased when urgency cues were conveyed in a curvy scenario.

Another important factor that affects the process of regaining control of the vehicle is the performance of NDRT [15], [13], [19], [20], [21]. Furthermore, tasks that involve a high cognitive load [13] increase driver reaction time to a TOR compared to low cognitive load tasks.

This was shown to be the case in the simulated environment study [22], where an estimated 7 seconds was necessary to take over control of the vehicle. Other studies that reported the take over reaction time (TOrt) in different scenarios showed that TOrt stayed fairly consistent, between 2 and 3.5 seconds [23]. However, experiments performed under real driving conditions showed that drivers needed less than one second to take back the control of the vehicle, this time varying depending on the road conditions and tasks performed [15].

How to promote trust in autonomous vehicles has also been the topic of research in a variety of works [4], [24]. In this context, acceptance of the technology depends on whether the mental models of users and systems match [25], [26]. Furthermore, [27], [28], [29] indicated that trust in automation increased when information regarding the environment or warning cues regarding system failures were conveyed. Related to this, a higher automatism of vehicles might lead to a reduction in driver situational awareness as a consequence of the hypovigilance [30] that results from overtrusting the systems [31].

Even though the most convenient way of transferring control from ADS-based vehicles to the driver has been widely addressed in the literature, most of the existing results have been obtained from experiments in virtual environments. Studies that assess driver response to TOR in real road scenarios are very scarce. In this work we build on the research presented in [15], in which experiments were conducted in a real life driving scenario and thereby contribute to the scientific community by investigating the impact of automation on driver behavior under several speed and NDRT conditions that have not been previously considered in real driving conditions.

III. FIELD TEST DESCRIPTION

A. Participants

Our sample consisted of 14 participants with an average age of 27.06 (SD = 10.15) and who did not have previous experience with ADS. The participants in the experiments were recruited among employees from the ÖAMTC Driving Technology Centre in Marchtrenk, Upper Austria and Teesdorf, Low Austria, from the Johannes Kepler University in Linz and the University of Applied Sciences Technikum Wien in Vienna.

B. Apparatus and experiment scenario

The experiments were performed using a Toyota RAV4 2020 that was equipped with several sensors for monitoring the environment and / or the driver as well as external and internal cameras (Figure [1]). We equipped the vehicle with an Openpilot system that was connected to the car...
through the OBD-II. Openpilot is an open source semi-ADS designed by the company Comma.ai. It is installed in a device called Comma Two and provides vehicles with automated features such as ACC, lane keeping and lane change [32]. Using a controller area network (CAN) database written by the company, the device is able to control the vehicle’s actuators through the vehicle’s ADASs. In this way, the system requires only a road lane and a target speed to drive, without the driver being required to steer the vehicle or control it through the acceleration and / or brake pedals.

The experiments were conducted at the Austrian Automobile, Motorcycle and Touring Club (ÖAMTC) Driving Technology Centre in Marchtrenk and Teesdorf, in Upper and Lower Austria, respectively. To perform the experiments described in this work we used tracks with the same characteristics in both locations that consisted of a straight 645 meter stretch of road. For safety reasons, no other vehicle was on the road. Additionally, a supervisor in the passenger seat monitored the functioning of the vehicle’s systems and controlled the vehicle if the driver did not respond to a triggered TOR. This was necessary to guarantee safety as a TOR corresponded in many cases to a vehicle operation outside its ODD.

The NDRT (also referred to in this work as “secondary tasks”) were performed using a 6.4 inch display Samsung S10 mobile phone that the participants held while performing the tasks (Figure 2). To this end, we implemented one application in Unity to produce the tasks on the Samsung. Furthermore, the participants were fitted with a pair of VPS19 eye tracking glasses that were developed and sponsored by the company Viewpoint system GmbH [33], and which allowed the assessment of the driver’s visual point of fixation.

C. Non- driving-related secondary tasks

The conducted experiments involved the following conditions and tasks to provide cognitive load and manual/visual occupation. The order of the tasks and speed scenarios was alternated for each driver to avoid bias. The duration of the tasks during the automation was the same for all the participants when they were asked to regain the control of the vehicle.

- **Baseline**: ADS was engaged without a secondary task being performed.
- **Visual**: The tasks consisted of performing the Stroop Color and Word Test (SCWT) [34]. In this task the screen of the mobile phone displayed a color name in text of a different color (e.g the word “red” was written in yellow text). The participant needed to speak out loud the color in which the word was written.
- **Manual**: To replicate a real life situation in which drivers search for items in a bag, participants had to retrieve three M8x8 screws that were inside a bag filled with chocolate balls of 1 cm radius.
- **Visual and Manual**: Participants were required to write a given text backwards on the mobile phone provided.

D. Experimental setup and procedure

The experiment consisted of driving a car in the described scenario. The vehicle was initially stopped. After being activated, OpenPilot initiated driving and the system performed the complete DDT. When the given speeds that had been previously defined (30 and 50 km/h in each round) were reached, the participants in the experiment performed the three secondary tasks described in the previous subsection until the system issued a TOR that demanded situation awareness and a positive control of the vehicle.

The TOR occurred 30 seconds after the OpenPilot was engaged and consisted of an auditory signal issued by an additional mobile phone. Prior to the tests, the participants were provided with a pair of eye tracking glasses, which they had to calibrate following the instructions of the supervisor. Before starting each experiment the participants were instructed how to activate and deactivate the OpenPilot system. Releasing the brake pedal and pressing the set button in the steering wheel engaged the OpenPilot system. OpenPilot was disengaged by putting the hands on the steering wheel since control of the vehicle was required when the TOR was issued. Alternatively it could also be disengaged by pressing the gas or brake pedal. This setup was chosen to replicate the
same conditions (baseline and tasks condition duration) for all the participants and guarantee a repeatable experiment.

A training session without a secondary task was performed before the test so that the participants could get accustomed to the vehicle’s system. During the driving experiment, each participant drove a total time of 30 minutes during which the three different tasks were performed, without break between segments. At the end, each participant completed a post-task questionnaire to collect subjective data regarding the experiment.

IV. Data Collection and Evaluation

In order to test the hypotheses defined in section I, we focused on the time that drivers needed to take back control of the vehicle, gaze behavior and self-reported trust in the automation at different speeds and depending on the secondary tasks performed.

A. Data acquisition

To measure the impact of automation on driver behavior, we first acquired the corresponding data through the following means: internal camera, cross framework that combined the Robot Operating System (ROS) and Openpilot for the reaction time and eye tracking using Viewpointsystem’s own framework. In addition, through a post task questionnaire with a Likert scale from 0 to 5 (5 being the highest score) we collected data regarding the level of trust on the automation depending on the tasks performed and vehicle velocity. Additional questions related to demographic information and a field to enter comments completed the survey. From this data we determined the following dependent variables:

- **Frequency of eyes from task to road (Fr):** Defined as the frequency that drivers looked from the secondary task to the road or number of switches.
- **Point of visual fixation (PF):** Defined as the exact point at which the drivers were looking to perform the secondary task.
- **Average time of eyes on road (AVR):** Defined as the average time that drivers were looking at the road.
- **Average time of eyes on task (AVT):** Defined as the average time that the drivers were looking to perform the secondary task.
- **Reaction time (RT):** Defined as the time required for the participant to take control of the vehicle, starting from the moment in which a TOR was triggered.
- **Self-reported trust (ST):** Defined as the perceived level of trust in the automation.

B. Data processing

To process the data for future analysis, we first performed a synchronization process between the data obtained by OpenPilot and the sensors installed on the vehicle that were controlled by the ROS framework. For the synchronization, initially a ROS node was programmed to translate the data recorded by OpenPilot that were transmitted through the Cereal library developed by comma.ai. Cereal is a messaging specification for robotics systems, which uses the ZeroMQ messaging library as Back-End. The implemented ROS node then accessed the messages sent by OpenPilot and bundled them, allowing them to be sent by ROS topics as predefined messages that were then synchronized based on their timestamp. In order to synchronize the data obtained from the eye tracking glasses and the ROS data, the information from the glasses was first extracted using a specific software of the company that made it possible to obtain a video as well as processed information per frame. Using the data frequency and start timestamp a new timestamp was generated for each frame. Finally, a node was created to send the extracted videos with the relevant information and the generated timestamps that were synchronized with the sensor data.

After the data synchronization, the reaction time was obtained through a node that was in charge of extracting the elapsed time between the frame when the TOR was issued and the frame in which OpenPilot was disengaged by the driver. For this, the node took into account the allocated time of 30 seconds for the task performance and the status of the vehicle and system obtained by OpenPilot.

The gaze was obtained by extracting the timestamp at which the visual point of fixation was located in the field of vision of the road and the time at which the visual point of fixation moved between the field of vision required to perform the task and the road. For this purpose, a ROS node was used to manually mark the frames with the participant’s visual focus and was able to extract and subtract the timestamps of each frame.

C. Statistical Analysis

To determine whether a statistically significant relationship existed between the dependent variables and the independent variables of secondary tasks and the vehicle speed, we performed a One Way ANOVA with a Bonferroni multiple post-hoc comparison. We additionally conducted a non-parametric Wilcoxon signed-rank test for dependent samples (as data were obtained from repeated measurements) to investigate statistical significant results regarding the effect of the performed tasks and vehicle velocity on the self-reported trust in the automation. We finally analyzed the effect of speed on each secondary task by performing an Student T-test.

V. Results

The results from the performed analyses at speeds of 30 and 50 km/h regarding frequency of eyes from task to road (Fr), average time of eyes on road (AVR), average time of eyes on task (AVT) and reaction times (RT) are depicted in Figure 3. Table III reports the results regarding the ANOVA analysis at each of the 2 velocities considered. Table III presents the statistical significance obtained through post-hoc multiple comparisons to determine whether the different population means were different after applying the Bonferroni correction. Table III presents the statistical relationship between the dependent variables and speed for each secondary task. Finally, Table IV reports the analysis...
Fig. 3. Visualization of the results at the studied speeds: (a) frequency of eyes from task to road (Fr); (b) reaction time (RT); (c) average time of eyes on task (AVT) and (d) average time of eyes on road (AVR).

Fig. 4. Visualization of the frequency distribution of each dependent variable and the baseline and secondary tasks progress at each velocity, showing (e) the dependent variable Fr; (f) RT; (g) AVT and (h) AVR.

TABLE I: ANOVA analysis results regarding frequency of eyes from task to road (Fr), average time of eyes on road (AVR), average time of eyes on task (AVT), reaction times (RT) and perceived trust (ST).

| Metric          | 30 km/h | 50 km/h | F(41)     | p       | F(41)     | p       |
|-----------------|---------|---------|-----------|---------|-----------|---------|
| Fr              | 13.523  | < .001*** | 23.467  | < .001*** |
| AVT             | 0.287   | 0.752   | 1.280    | 0.289   |
| AVR             | 14.462  | < .001*** | 14.462  | < .001*** |
| RT              | 0.289   | 0.752   | 1.280    | 0.289   |
| ST              | 1.350   | 0.273   | 1.790    | 0.167   |

The multiple comparison (Table II) showed that at 30 km/h there were statistically significant differences when comparing the following secondary tasks: manual (0.050 Hz) and visual (0.246 Hz); and manual vs visual-manual.

At 50 km/h statistically significant differences were found between the secondary tasks manual (0.050 Hz) and visual (0.340 Hz); and manual vs visual-manual.

Statistically significant differences additionally occurred when comparing the velocities in the visual task (0.243 Hz at 30 km/h vs 0.340 Hz at 50 km/h) and the visual-manual task (0.190 Hz at 30 km/h vs 0.233 Hz at 50 km/h). No significant statistical differences for the variable manual task were found (Table III).

B. Average time of eyes on road

The results from the ANOVA analysis (Table I) showed that statistically significant differences existed between the average time that drivers were looking at the road and the performed tasks.

As shown in Table I at 30 km/h, the secondary tasks in which statistically significant differences could be ap-
TABLE II: Statistical analysis results from the multiple post-hoc comparison after applying the Bonferroni correction, regarding frequency of eyes from task to road (Fr), average time of eyes on road (AVR), average time of eyes on task (AVT) and reaction times (RT). From top to bottom the tables show: the mean and standard values and the comparison of the secondary tasks at the velocities 30 and 50 km, respectively.

| Metric | Baseline | Visual task | Visual-Manual task |
|--------|----------|-------------|--------------------|
|        | 30 km/h  | 50 km/h     | 30 km/h            |
|        | SD       | M           | SD                 |
| Fr     | 1.050    | 6.177        | 0.340              |
|        | 0.025    | 0.362        | 0.189              |
| ART    | 15.565   | 12.891       | 11.230             |
|        | 0.866    | 0.247        | 0.161              |
| RT     | 0.820    | 0.407        | 1.381              |

30 km/h, Bonferroni-corrected p values (α = 0.05)

| Metric | Baseline vs visual task | Baseline vs manual task | Baseline vs visual-manual task | visual vs manual secondary task | visual vs visual-manual secondary task | manual vs visual task | manual vs visual-manual task |
|--------|-------------------------|-------------------------|--------------------------------|--------------------------------|---------------------------------------|-----------------------|-----------------------------|
|        | Fr                      | M diff.                 | M diff.                        | M diff.                        | M diff.                               | M diff.               | M diff.                     |
|        | -                       | -                       | -                              | -                              | -                                     | -                     | -                           |
| ART    | 0.000***                | 0.000**                 | 0.000***                       | 0.000***                       | 0.000***                              | 0.000***              | 0.000***                    |
| RT     | -0.411                  | -0.586                  | -0.74                           | -0.174                         | 0.346                                  | -0.362                | -0.088                      |

50 km/h, Bonferroni-corrected p values (α = 0.05)

| Metric | Baseline vs visual task | Baseline vs manual task | Baseline vs visual-manual task | visual vs manual secondary task | visual vs visual-manual secondary task | manual vs visual task | manual vs visual-manual task |
|--------|-------------------------|-------------------------|--------------------------------|--------------------------------|---------------------------------------|-----------------------|-----------------------------|
|        | Fr                      | M diff.                 | M diff.                        | M diff.                        | M diff.                               | M diff.               | M diff.                     |
|        | -                       | -                       | -                              | -                              | -                                     | -                     | -                           |
| ART    | 0.000***                | 0.000***                | 0.000***                       | 0.000***                       | 0.000***                              | 0.000***              | 0.000***                    |
| RT     | -2.006                  | -0.370                  | 0.000***                       | -0.350                         | 0.059                                  | -0.208                | 0.035**                     |

In Table II, at 30 km/h there were statistically significant differences between the baseline (15.6 s) vs visual (0.8 s), baseline vs visual-manual (0.7 s), manual (12.5 s) vs visual, and manual vs visual-manual at 50 km/h. At 50 km/h the same secondary tasks were found to have statistically significant differences: baseline (15.8 s) vs visual (1.1 s), baseline vs visual-manual (0.9 s), manual (11.7 s) vs visual, and manual vs visual-manual. Comparing the eyes on road average time based on vehicle speed (velocity), statistically significant differences were assessed/found for the visual and visual-manual tasks. No significant statistical differences for the variable manual task were found.

C. Average time of eyes on task

At 30 km/h and 50 km/h no significant statistical differences for the secondary tasks were found.

Results from comparing the different velocities (see Table III) showed a statistically significant difference in the visual task (4.3 s at 30 km/h vs 2.0 s at 50 km/h).

D. Reaction time

The results reported in Table I showed that statistically significant differences existed between the average reaction time to respond to a TOR and the performed tasks.

In Table I at 30 km/h there were statistically significant differences between the groups baseline condition and visual, manual and visual-manual secondary tasks, with the reaction time in the baseline scenario without secondary tasks being the fastest at 0.820 seconds (Table III). Significant statistical differences were also found in the visual (1.23 s) and the visual-manual (1.59 s) secondary task variables. There were no significant statistical differences for the other variables.

The analysis of the reaction times at 50 km/h showed significant statistical differences between the visual (1.3 s) and the manual (1.38 s) secondary tasks and between the visual and the visual-manual (1.35 s) secondary tasks. There were no significant statistical differences for the other variables visual-manual and manual.

Finally, comparing the reaction time for each secondary task at 30 vs 50 km/h respectively (Table III), results showed statistically significant differences in the baseline condition (0.82 s compared to 0.76 s), visual task (1.23 s vs 1.13 s) and visual-manual task (1.59 vs 1.35 s). There were no significant statistical differences for the variable manual task.

E. Self-reported trust in the automated driving system

As detailed in Table IV the analysis of the self-reported values regarding trust in the automated system at 30 km/h and 50 km/h showed that there were no statistically significant differences between the levels reported and the vehicle velocity.

However, the differences between baseline and the visual, manual and visual-manual tasks at the higher speed were statistically significant.

TABLE III: Results regarding the differences from the comparisons of both velocities

| Metric | Baseline | Visual task | Manual task | visual-manual task |
|--------|----------|-------------|-------------|--------------------|
|        | t(13)    | p           | t(13)       | p                   |
| Fr     | -        | -2.755      | 0.016*      | -0.000             |
| ART    | -0.165   | 0.371       | -4.303      | 0.000***           |
| RT     | 2.391    | 0.033*      | 2.351       | 0.035*             |
TABLE IV: Statistical analysis results regarding perceived trust (ST). From top to bottom the tables show: the mean and standard values and the comparison of the secondary tasks at the velocities 30 and 50 km.

| Metric            | Baseline | Manual task | Visual task | Visual-Manual task |
|-------------------|----------|-------------|-------------|--------------------|
| ST                | M        | SD          | M           | SD                 |
| **30 km/h**       |          |             |             |                    |
| 1.099             | 1.971    | 1.071       | 0.194       | 0.026              |
| **50 km/h**       |          |             |             |                    |
| 1.415             | 2.153    | 1.453       | 0.384       | 0.358              |

| Metric            | Baseline vs visual task | Baseline vs manual task | Visual vs manual secondary task | Visual vs visual-manual task | Manual vs visual-manual task |
|-------------------|-------------------------|-------------------------|---------------------------------|------------------------------|-----------------------------|
| Z                 | p                       | Z                       | p                               | p                            |                              |
| **30 km/h, Wilcoxon (z = 0.05)** |           |                          |                                |                              |                              |
| ST                | -1.841                  | 0.066                   | -0.816                          | 0.414                        | 2.121                        |
| **50 km/h, Wilcoxon (z = 0.05)** |                          |                          |                                 |                              |                              |
| ST                | -2.232                  | 0.026                   | 2.000                           | 0.046*                       | 2.264                        |

VI. SUMMARY OF FINDINGS AND DISCUSSION

In most cases, participants spent more time looking at the road when performing the baseline and manual task (retrieve screws from a bag) than the visual task (SCWT test). It seems that the sense of touch was sufficient to distinguish the objects.

Similarly, participants spent more time with their gaze directed at the task during the purely visual task than during the visual-manual task (write a given text backwards). This behavior could be due to the ability of the SCWT test to demand more attentional resources.

The increase in the vehicle velocity augmented the total time and frequency looking at the road, a lower driving speed resulting in drivers spending more time looking at their phones.

The high standard deviation that resulted from the average time of eyes on task and eyes on the road indicates the broader range of the values when performing some tasks. As a consequence, the amount of time that drivers looked at the road depended on the task performed and the speed of the vehicle. Therefore we reject the null hypotheses defined in [I-A] and section [I-B] and accept the respective alternative hypotheses H1.

Results showed that the reaction time to respond to a TOR was faster when no secondary tasks were performed. In the case of NDRT tasks, the SCWT test (speaking aloud a text based on a visual task) resulted in the shortest reaction time for vehicle take over. Even if the task involved a high cognitive load that is normally related to an increase of driver reaction time, the visual nature of the task made it possible to take the steering wheel quickly.

The reaction time was also shorter at a higher speed. This could be due to a increased risk-perception at a higher velocity, that was reflected in being the participants more attentive to the road when the vehicle was faster.

Therefore, as both the vehicle speed and the secondary task performed affected driver behavior, we reject the null hypothesis defined in [I-C] and [I-D] and accept the alternative hypotheses H1 in both cases.

Vehicle velocity did not have an effect on the level of trust and confidence in the automated system. Therefore, we accept the null hypothesis defined in [I-E].

However drivers reported to be more trustful in the correct functioning of the ADS when they were not performing any other task at a higher vehicle velocity. Therefore, we reject the null hypothesis defined in [I-E] and accept the alternative hypothesis H1.

The short duration of segments of automated driving was necessary due to the number of conditions investigated. Therefore, even if some participants might have expected the take over request to be triggered, this applied to all of them, being the results of the experiments in this study comparable.

An external cue in the environment that triggered the TOR did not exist. While performing the secondary tasks before the TOR was activated, the driving time was the same for everyone, ensuring the experiment’s reliability.

VII. CONCLUSION AND FUTURE WORK

In this work we examined the impact of automation on driver behavior and analyzed the effect of vehicle speed and NDRT on the driver’s ability to regain control of a vehicle controlled by an ADS. To this end, we defined vehicle speed and NDRT as the independent variables that we modified to measure the dependent variables that related to reaction time and gaze behavior. We additionally investigated the level of confidence and trust in the automation.

We conclude that both vehicle/driving speed and type of secondary task affect driver behavior and, consequently, road safety as well as user trust in the automation.

Future work will address extended scenarios with a variety of road geometry and obstacles ahead as well as external cues to trigger the TOR. We aim to explore additional velocities and will compare the findings with simulated scenarios.
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