Skew and implied leverage effect: smile dynamics revisited
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We revisit the “Smile Dynamics” problem, which consists in relating the implied leverage (i.e. the correlation of the at-the-money volatility with the returns of the underlying) and the skew of the option smile. The ratio between these two quantities, called “Skew-Stickiness Ratio” (SSR) by Bergomi [1], saturates to the value 2 for linear models in the limit of small maturities, and converges to 1 for long maturities. We show that for more general, non-linear models (such as the asymmetric GARCH model), Bergomi’s result must be modified, and can be larger than 2 for small maturities. The discrepancy comes from the fact that the volatility skew is, in general, different from the skewness of the underlying. We compare our theory with empirical results, using data both from option markets and from the underlying price series, for the S&P500 and the DAX. We find, among other things, that although both the implied leverage and the skew appear to be too strong on option markets, their ratio is well explained by the theory. We observe that the SSR indeed becomes larger than 2 for small maturities, signalling the presence of non-linear effects.

I. INTRODUCTION

Among the best known “stylized facts” about option smiles are a) their skew, i.e. the fact that downstrike volatilities are generally higher than upstrike volatilities, reflecting the anticipated negative skewness of market moves and b) the “implied leverage effect”, i.e. the tendency of at-the-money volatilities to increase when the underlying market goes down. A huge amount of effort has been devoted to building a theoretical framework that accounts quantitatively for these features (see e.g. [2–5]). Simple “rules of thumb” are used by market makers in order to relate these two effects. One of them is the “sticky strike” rule, which assumes that the implied volatility of an option only depends on its strike $K$.

Assuming the smile to be locally linear around the money, one defines:

$$\sigma_{BS,T}(K) \approx \sigma_{ATM,T} \left[1 + \text{Skew}_T \mathcal{M}\right], \quad \text{where} \quad \mathcal{M} = \frac{\ln(K/S)}{\sigma_{ATM,T} \sqrt{T}} \ll 1,$$

(I.1)

and $\sigma_{ATM,T} = \sigma_{BS,T}(K = S)$ is the “at-the-money” implied volatility, $T$ the maturity, $\mathcal{M}$ is the rescaled moneyness, assumed to be small, and $\text{Skew}_T$ is the relative slope of the smile, that we will call throughout the “skew”. Assuming “sticky strike” as defined above therefore immediately leads to the following relation between the change of $\sigma_{ATM,T}$ and the skew:

$$\delta \sigma_{BS,T}(K) = 0 = \delta \sigma_{ATM,T} + \text{Skew}_T \frac{\delta S}{S \sqrt{T}} \rightarrow \delta \sigma_{ATM,T} = -\text{Skew}_T \frac{\delta S}{S \sqrt{T}}.$$  

(I.2)

More generally, L. Bergomi [1] proposed to introduce the (maturity dependent) Skew-Stickiness Ratio (SSR) $R_T$ defined as:

$$\delta \sigma_{ATM,T} := -R_T \text{Skew}_T \frac{\delta S}{S \sqrt{T}},$$

(I.3)

with $R_T \equiv 1$ if the above “sticky strike” rule holds, and $R_T \equiv 0$ for the so-called “sticky delta” rule, where the volatility only depends on the moneyness (and is thus trivially constant at the
money, for \( M = 0 \). The definition of \( R_T \) in (I.3) should be understood in the sense of a standard regression of \( \delta \sigma_{\text{ATM}, T} \) against \( \delta S/S \).

Can these rules be given some theoretical foundation, and what value of \( R_T \) should one expect? Recently, Bergomi [1] and Ciliberti-Bouchaud-Potters [6, 7] independently and using a slightly different framework, proposed a theory for \( R_T \) and compared the results with empirical data. Bergomi assumes a general linear model for the forward volatility dynamics and expands to lowest order in vol-of-vol, whereas Ciliberti et al. use a cumulant expansion for the smile. The two results coincide and provide the following expression for the SSR \([7]:\)

\[
R_T = \frac{\sum_{\ell=1}^{T} g_L(\ell)}{\sum_{\ell=1}^{T} (1 - \frac{\ell}{T}) g_L(\ell)},
\]

where \( g_L(\ell) \) is the so-called leverage correlation function of the underlying price process \([4, 6, 11]:\)

\[
g_L(\ell) = \frac{E[(r_i - E[r_i])(r_{i+\ell} - E[r_{i+\ell}])^2]}{\sigma^2},
\]

where \( r_i \) is the (log) return at time \( i \) and \( \sigma^2 = E[(r_i - E[r_i])^2] \) the average square volatility of the process. It is interesting to give an explicit expression for \( R_T \) in the case where \( g_L(\ell) \) is a simple exponential function \( -A \exp(-\ell/\tau) \) with a relaxation time \( \tau \). This shape is actually not a bad approximation for major stock indices, with \( A \sim 0.2 \) and \( \tau \sim 30 - 50 \) days \([6]\). The SSR then takes the following form:

\[
R_T \approx \frac{T(1 - e^{-T/\tau})}{T - \tau(1 - e^{-T/\tau})}, \quad (\tau \gg 1),
\]

which displays the following limits: \( R_T \approx 2 \) \((1 \ll T \ll \tau)\) and \( R_T \approx 1 + \tau/T \) \((T \gg \tau)\). As shown in Bergomi \([1]\), these limiting values are in fact independent of \( g_L(\ell) \), provided it decays fast enough for large \( \ell \). Note however that for \( \tau = 50 \) days and \( T = 250 \) days \((1 \text{ year of trading})\), \( R_T \approx 1.25 \) is still substantially larger than unity.

These results are interesting, but the framework within which they were obtained turns out to be restrictive, for several reasons. First, as shown in \([8]\), the cumulant expansion for the smile (and hence the theoretical approximation for the skew \( \text{Skew}_T \)) is very inaccurate in practice. An alternative, general smile formula, without any assumption on the underlying model (except the existence of all moments of order \( \leq 2 \) for the returns) was derived in \([8]\). One of the salient features of this new formula is that the coefficients of the quadratic expansion involve low moments of the return distribution which do not necessarily coincide with the coefficients given by a standard cumulant expansion. Second, the class of linear models considered by Bergomi \([1]\) and Bergomi & Guyon \([9]\) cannot handle the strong, non-linear leverage effect that seems to characterize stock index returns. The main purpose of this paper is to show that one can derive analytically the skew term of the expansion within a large class of non linear Gaussian models. We specialize our general results to the case of the totally assymetric GARCH model, which is believed to provide a good description of the (non-linear) leverage effect of stock indices. We finally compare our theoretical results with empirical data and comment on the remaining discrepancies.

II. MAIN THEORETICAL RESULTS

A. The framework

Similarly to \([3]\), we choose to model the full forward variance curve \( \{v_i^{i+\ell}\}_{\ell \geq 0} \) directly. This approach is general and flexible as it does not assume any shape for the instantaneous forward variance curve; in particular, one can either choose to calibrate the model on the market forward variance curve (using the options market) or assume some form for the forward variance curve using either historical data or an underlying variance model. We introduce a sequence \( \{\epsilon_i\}_{i \in \mathbb{Z}} \) of i.i.d.
standardized, centred Gaussian variables and an arbitrary function \( f \) that satisfies \( E[f(\epsilon_i)] = 0 \). Let \( \mathcal{F}_i = \sigma \{ \epsilon_j ; \ j \leq i \} \) be the relevant filtration. We adopt the following framework for the (log) price \( S_t \):

\[
r_i := \ln \frac{S_t}{S_{t-1}} = \sigma_i \epsilon_i - \frac{\sigma_i^2}{2} t_i^{i+\ell} - v_{i+\ell} = \nu \lambda_i^{i+\ell} (\{v_u^i\}_u \geq i) f(\epsilon_i)
\]

(II.1)

where \( v_{i+\ell} = E [\sigma_{i+\ell}^2 | \mathcal{F}_{i-1}] \) is the forward variance (with \( \sigma_i^2 \equiv v_i^1 \)), \( \nu \) is an expansion parameter (the vol of vol) and the set of \( \lambda_i^{i+\ell} (\{v_u^i\}_u \geq i \) are arbitrary functions that describe the coupling of the variance curve with the current residual return \( \epsilon_i \), that may themselves depend on the current forward variance curve \( \{v_u^i\} \geq i \). The initial \( (t = 0) \) variance curve is \( v_{i+}^1 \), \( j \geq 1 \), and the total expected variance up to maturity is \( V_T = \sum_{j=1}^{T} v_{j+}^1 \). In the linear case, i.e. \( f(x) = x \), we recover (in a discrete setting) the framework of Bergomi & Guyon [9]. In the sequel, we will restrict to a first order expansion in \( \nu \) as we focus in this paper on the skew term in the smile expansion (I.1).

Within this approximation, the functions \( \lambda_i^{i+\ell} \) are functions of the initial (deterministic) curve \( v_{i+}^1 \). We will make this dependence implicit, as this lightens the notations.

Note that since the \( \epsilon_i \) are i.i.d Gaussian variables with \( E[f(\epsilon_i)] = 0 \), one deduces the following equality (at order 1 in \( \nu \), that relates \( \lambda_i^{i+\ell} \) to the leverage correlation function:

\[
E[(r_i - E[r_i])(r_{i+\ell} - E[r_{i+\ell}])^2] = \nu \sqrt{v_{i}^{1} \lambda_i^{i+\ell}} E[f'(\epsilon_i)].
\]

(II.2)

### B. The smile formula

We get the following smile formula at order 1 in \( \nu \) (see proof in the appendix):

\[
\sigma_{BS,T} = \sqrt{\frac{V_T}{T}} + \frac{\nu}{2 \sqrt{V_T T}} \sum_{i=2}^{T} \sum_{j=1}^{i-1} \lambda_{ij} E \left[ f \left( \sqrt{\frac{v_{i}^{1}}{V_T}} \left( \ln \left( \frac{K}{S} \right) + \frac{V_T}{2} \right) + Y_j \right) \right]
\]

(II.3)

where \( Y_j \) a centered gaussian variable of variance \( E[Y_j^2] = 1 - v_{i}^{1} / V_T \).

We therefore get the following smile expansion at order 1 in \( \nu \) and in the modified rescaled moneyness \( \mathcal{M} := (\ln(K/S) + \frac{V_T}{2}) / \sigma_{ATM,T} \sqrt{T} \):

\[
\sigma_{BS,T} = \sigma_{ATM,T} \left[ 1 + \text{Skew}_T \mathcal{M} \right], \quad \sigma_{ATM,T} \equiv \sqrt{\frac{V_T}{T}},
\]

(II.4)

where the skew is given by the general expression

\[
\text{Skew}_T = \frac{\nu}{2 V_T^{3/2}} \sum_{i=2}^{T} \sum_{j=1}^{i-1} \sqrt{v_{i}^{1} \lambda_{ij}} E[f'(Y_j)]
\]

(II.5)

Note that our method in fact enables one to derive a smile formula to quadratic order in \( \mathcal{M} \) and to second order in \( \nu \). For the sake of simplicity, we do not write the corresponding (cumbersome) expressions here. However, in the linear case \( f(x) = x \), we recover exactly the formulae of Bergomi-Guyon [9] established in a continuous setting, by working on a time step \( \delta t \) and then taking the limit as \( \delta t \rightarrow 0 \).

### C. Skew and Skewness

Recall that using a standard cumulant expansion one derives the following smile formula ([2, 4, 10]):

\[
\sigma_{BS} = \sigma_{ATM,T} \left[ 1 + \frac{S_{T}}{6} \mathcal{M} \right], \quad \sigma_{ATM,T} \equiv \sqrt{\frac{V_T}{T}},
\]

(II.6)
where $S_T$ is the skewness of $\ln(S_T/S)$ (with $S := S_0$), i.e. the return between now and maturity. Within the present framework, the skewness at order 1 in $\nu$ can be computed as:

$$
\frac{S_T}{6} = \frac{\nu}{2V_T^{3/2}} \left( \sum_{i=2}^{T} \sum_{j=1}^{i-1} \sqrt{v_i^j \lambda_j^i} \right) E[f'(\epsilon)],
$$

(II.7)

which is close to, but different from, the formula above for the skew $\text{Skew}_T$. However, for a linear model where $f'(x) \equiv 1$, the two formulas exactly coincide. To first order in $\nu$, the skewness of the returns and the skew of the smile are therefore identical for a general linear model:

$$
f(x) \equiv x \rightarrow \text{Skew}_T \equiv \frac{S_T}{6}.
$$

(II.8)

D. The implied leverage coefficient and the SSR

One can also readily compute the implied leverage within our general non-linear model. The difference between tomorrow’s volatility and today’s volatility for ATM options of maturity $T$ is given by:

$$
\frac{1}{T} \delta V_T = \frac{1}{T} \left[ \sum_{j=2}^{T+1} v_j^2 - \sum_{j=1}^{T} v_j^1 \right] = \frac{1}{T} (v_1^{T+1} - v_1^{1}) + \frac{\nu f'(\epsilon_1)}{T} \left[ \sum_{j=2}^{T+1} \lambda_j^1 \right]
$$

(II.9)

Using $\delta V_T = 2T \sigma_{\text{ATM},T} \delta \sigma_{\text{ATM},T}$, $E[(r_1 - E[r_1])f(\epsilon_1)] \equiv \sigma_1 E[f'(\epsilon_1)]$ and integration by parts for the Gaussian variable $\epsilon_1$, we finally deduce a formula for the implied leverage $\gamma_T$, i.e. the correlation between the return and the change of implied ATM volatility as:

$$
\gamma_T := \frac{E[\delta \sigma_{\text{ATM},T} \cdot (r_1 - E[r_1])]}{E[(r_1 - E[r_1])^2]} = \frac{\nu E[f'(\epsilon_1)]}{2\sqrt{T} \sigma_1 V_T} \left[ \sum_{j=2}^{T+1} \lambda_j^1 \right].
$$

(II.10)

where we have used $E(\epsilon_1) = 0$. Here, we have neglected any drift effect, which is reasonable for option pricing in a risk neutral framework.

The average SSR is defined, consistently with Eq. (I.3), as:

$$
R_T := \frac{\gamma_T \sqrt{T}}{\text{Skew}_T}.
$$

(II.11)

In a linear model where skew and skewness are identical (up to a factor 6), the final expression for the SSR is therefore given by:

$$
\hat{R}_T \bigg|_{\text{lin.}} = \frac{V_T}{\sigma_1} \frac{\sum_{j=2}^{T+1} \lambda_j^1}{\sum_{i=2}^{T} \sum_{j=1}^{i-1} \sqrt{v_i^j \lambda_j^i}},
$$

(II.12)

which is precisely Bergomi’s result in a discrete time setting [1]. Note that for a flat forward variance curve and for a time-translation invariant model, one has $v_1^1 \equiv \sigma_1^2$, $V_T = T v_1^1$, and $\lambda_j^i \propto g_L(j - i)$ where $g_L$ is the leverage correlation function introduced above. In this case, one recovers exactly Eq. (I.4) above.

However, in the general case, $R_T$ is not given by the above expression, but is corrected by a factor that accounts for the difference between the skew and the skewness:

$$
R_T = \hat{R}_T \bigg|_{\text{lin.}} \times \frac{S_T/6}{\text{Skew}_T}.
$$

(II.13)
We will study below this correction factor, both within the asymmetric GARCH model and using empirical data.

Note finally that using Eq. (II.2), the implied leverage can alternatively be re-written in terms of the leverage correlation function as:

$$\gamma_T = \frac{1}{2} \frac{1}{\sigma^4} \left[ \sum_{j=2}^{T+1} E[(r_1 - E[r_1])(r_j - E[r_j])^2] \right], \tag{II.14}$$

or, for a flat forward variance curve:

$$\gamma_T = \frac{1}{2T} \frac{1}{\sigma^3} \left[ \sum_{j=2}^{T+1} E[(r_1 - E[r_1])(r_j - E[r_j])^2] \right], \tag{II.15}$$

In fact, expressions (II.14) and (II.15) for $\gamma_T$ are quite general and valid in a much more general setting than the one we consider here; indeed, they do not rely on any modelling assumption for the returns $r_i$.

### III. THE ASYMMETRIC GARCH MODEL

In order to give some flesh to the above formulae in the context of an empirically relevant, non-linear model for price changes, we consider the following so-called fully asymmetric GARCH model:

$$r_i = \sigma_i \epsilon_i - \frac{\sigma^2}{2} \sigma_{i+1}^2 = v_0^2 + \rho (\sigma^2 - v_0^2) + \nu \sigma_i^2 \left( \epsilon_i^2 1_{\epsilon_i < 0} - \frac{1}{2} \right) \tag{III.1}$$

where $(\epsilon_i)_{i \in \mathbb{Z}}$ are as above i.i.d. standard Gaussian random variables. In the notation above, one has $f(x) = x^2 1_{x < 0} - \frac{1}{2}$.

We set $\sigma^2 = v_0^2 (1 + X_1)$, so that the above is equivalent to the following recursion

$$X_{i+1} = \rho X_i + \nu (1 + X_i)(\epsilon_i^2 1_{\epsilon_i < 0} - \frac{1}{2}) \tag{III.2}$$

By iterating the above expression, we get the following exact expression for $\sigma^2_i (i \geq 2)$:

$$\sigma^2_i = v_0^2 (1 + \rho^{i-1} X_1) + \nu \sum_{j=1}^{i-1} \rho^{i-1-j} \sigma^2_j \left( \epsilon^2 1_{\epsilon_i < 0} - \frac{1}{2} \right) \tag{III.3}$$

Therefore, to first order in $\nu$, we get, for arbitrary $j$ and $i$ with $j - i \geq 1$:

$$\sigma^2_j = v_0^2 (1 + \rho^{j-1} X_1) + \nu v_0^2 \sum_{k=1}^{j-1} \rho^{j-1-k} (1 + \rho^{k-i} X_i) \left( \epsilon^2 1_{\epsilon_i < 0} - \frac{1}{2} \right) \tag{III.4}$$

which leads to the following expression for the forward variance curve [? ]

$$v_{i+1} = E[\sigma^2_{i+1} | X_i] = v_0^2 (1 + \rho^{j-1} X_i) \tag{III.5}$$

To first order in $\nu$, we also obtain:

$$v_{i+1} - v_i = \nu v_0^2 \rho^{j-i-1} (1 + X_i) \left( \epsilon^2 1_{\epsilon_i < 0} - \frac{1}{2} \right)$$

$$= \frac{\nu}{\rho} (v_0^2 (\rho^{j-i} - 1) + v_i^2) \left( \epsilon^2 1_{\epsilon_i < 0} - \frac{1}{2} \right)$$
Therefore, we finally obtain for the $\lambda_j^i$ (which indeed explicitly depend on the forward rate):

$$\lambda_j^i = \frac{1}{\rho} (v_0^2 (\rho^{-i} - 1) + v_i^j) \quad \text{(III.6)}$$

Finally, since $f'(x) = 2x$ for $x < 0$, we get the following expression for the skew and the skewness $\text{Skew}_T$:

$$\text{Skew}_T = -\sqrt{\frac{2}{\pi} \frac{1}{2^3 V_T^{3/2}}} \sum_{j=2}^{T} \sum_{i=1}^{j-1} \sqrt{v_i^j} \lambda_j^i \sqrt{1 - \frac{v_i^j}{V_T}}$$

and

$$\frac{S_T}{6} = -\sqrt{\frac{2}{\pi} \frac{1}{2^3 V_T^{3/2}}} \sum_{j=2}^{T} \sum_{i=1}^{j-1} \sqrt{v_i^j} \lambda_j^i$$

Here, the variance $V_T$ is given by:

$$V_T = \sum_{i=1}^{T} v_i^2 = v_0^2 \left( T + \frac{1}{\rho} \chi_1 \right)$$

therefore leading to the following skewness/skew ratio:

$$\frac{S_T/6}{\text{Skew}_T} = -\frac{\sum_{j=2}^{T} \sum_{i=1}^{j-1} \sqrt{1 + \rho^{-i-1} \chi_1 (\rho^{-i-1} + \rho^{-2} \chi_1)} \sqrt{1 - \frac{v_i^j}{V_T}}}{\sum_{j=2}^{T} \sum_{i=1}^{j-1} \sqrt{1 + \rho^{-i-1} \chi_1 (\rho^{-i-1} + \rho^{-2} \chi_1)} \sqrt{1 - \frac{1 + \rho^{-i-1} \chi_1}{T + \frac{1 - \rho}{1 - \rho} \chi_1}}} \quad \text{(III.7)}$$

This expression drastically simplifies when the initial volatility is equal to the average volatility, i.e. $\chi_1 = 0$. In this case, one simply obtains:

$$\frac{S_T/6}{\text{Skew}_T} = \sqrt{\frac{T}{T - 1}} \quad \text{(III.8)}$$

which is equal to $\sqrt{2}$ for $T = 2$ and tends to unity when $T \to \infty$. We see clearly that in this model, the skew is systematically smaller than its third cumulant estimate, i.e. the skewness. Dividing by the skewness instead of the skew therefore leads to an underestimate of the "true" SSR. Finally, the implied leverage is given by:

$$\gamma_T \approx -\frac{\nu \sqrt{1 + \chi_1}}{\sqrt{2\pi} \sqrt{T(T + \frac{1 - \rho}{1 - \rho} \chi_1)}} \frac{1 - \rho^T}{1 - \rho}. \quad \text{(III.9)}$$

### IV. DATA ANALYSIS: SKEW, SKEWNESS AND SSR

The central result of our paper is given by Eqs. (II.12, II.13), that relates Bergomi’s Skew-Stickiness Ratio (SSR) $R_T$ to empirically measurable quantities. The three questions we want to address here are:
1. How well does our central result Eq. (II.13) account for the SSR of index option markets?

2. How strong is the correction factor \( S_T / 6 \text{Skew}_T \), induced by non-linear effects?

3. How well are these features reproduced by the (non-linear) asymmetric GARCH model investigated in the above section?

In order to discuss these issues, we need data both from the option markets and from the underlying contract. We have focused on two markets, S&P 500 index and DAX, for which we have full information on both the underlying and on the option smiles for various maturities. Our data set runs from 2000 to 2013 for the S&P 500 and from 2002 to 2013 for the DAX.

We extract from the data various statistical quantities.

1. From the *detrended* historical returns \( \tilde{r}_i \) of the underlying index, we measure:

- The leverage correlation function \( g_L(\ell) \), obtained as a time average of the ratio \( \tilde{r}_i \tilde{r}_{i+\ell}^2 / \sigma_i^3 \), where \( \sigma_i^2 \) is a 20 day exponential moving average (EMA) of the past squared returns.

- A low moment estimator of the skewness of the distribution of returns over \( T \) days, defined as:

\[
\beta_T = \sqrt{\frac{\pi}{2}} \left[ 1 - 2P(\tilde{r}_T > 0) \right],
\]

where \( \tilde{r}_T \) is the *detrended* T-day return and \( P(\tilde{r}_T > 0) \) is the probability that \( \tilde{r}_T \) is positive. We determined the local drift using an EMA filter with timescale \( T = 1000 \) days.

It turns out that the skew of the smile, \( \text{Skew}_T \), should be on average equal to \( \beta_T \) for fairly priced options [8]. Moreover, the standard skewness of the returns, \( \text{S}_T \), can be obtained from the leverage correlation function as [4]

\[
\text{S}_T = \frac{\zeta_1}{\sqrt{T}} + \frac{3}{\sqrt{T}} \sum_{\ell=1}^{T} \left( 1 - \frac{\ell}{T} \right) g_L(\ell)
\]

where \( \zeta_1 \) is the skewness of daily returns.

2. From option prices we extract the volatility smile for different moneyness and maturities, which allows us to measure:

- The skew of the smile \( \text{Skew}_T \), defined from Eq. (I.1), that we average over the whole time period, for a set of fixed maturities.

- The implied leverage coefficient \( \gamma_T \), measured as the regression coefficient of the changes of ATM implied vol on the returns of the underlying.

- Finally, Bergomi’s SSR is obtained as the time-averaged local SS Ratio, measured as:

\[
\hat{R}_T(t; M) = M \sum_{i=t-M}^{t} \left( \sigma_{\text{ATM},T}(i+1) - \sigma_{\text{ATM},T}(i) \right) \times \tilde{r}_i \\
\text{Skew}_T(i) \times \sum_{i=t-M}^{t} \tilde{r}_i^2
\]

where \( M = 50 \) is the size of the moving average window. Our empirical estimate of the SSR is then obtained as:

\[
R_T = \langle \hat{R}_T(t; M) \rangle_t,
\]

where the brackets indicate a sliding average over \( t \).
In order to compare $\gamma_T$ and $R_T$ with theoretical estimates, we furthermore assume that the underlying process is time-translation invariant and that the forward variance is flat on average, which allows us to obtain $\gamma_T$ from Eq. (II.15) [7]:

$$\gamma_{T}^{th.} \approx \frac{1}{2T} \sum_{\ell=1}^{T} g_L(\ell). \tag{IV.5}$$

Our results are summarized in three figures, each showing data for the S&P 500 (left) and DAX (right).

- In Fig. 1-a,b, we show as a function of the maturity $T$ the unconditional skew $\text{Skew}_T$ and unconditional implied leverage $\gamma_T$, both extracted from option data, which we compare with their theoretical estimates, $\beta_T$ and $\gamma_{T}^{th.}$, obtained using the historical returns of the underlying. We conclude that (a) the options skews on the S&P index are stronger than predicted by the low moment skew estimator $\beta_T$, but match very well for the DAX; (b) the implied leverage $\gamma_T$ of S&P options is well estimated for short maturities, but systematically too strong for larger maturities, as observed in [7]. For the DAX, on the other hand, the implied leverage $\gamma_T$ appears to be too weak for short maturities and too strong for large maturities.

- In Fig. 2-a,b, we show Bergomi’s SSR $R_T$ as a function of maturity, together with our theoretical estimate $R_{T}^{th.} = \gamma_{T}^{th.} \sqrt{T}/\beta_T$, based either on the historical returns (using Eq. IV.5) or on the predictions based on the asymmetric GARCH model, itself calibrated on historical returns [?]. We find that the overall agreement is quite good, in particular with the predictions of the asymmetric GARCH model which are less noisy than the direct estimate based on historical returns. Therefore, although both the implied leverage $\gamma_T$ and the skew seem to be too strong on option markets, their ratio is about right! Still, observe that $R_T$ clearly becomes larger than the asymptotic Bergomi value 2 for small maturities. This is due to the correction factor $(S_T/6)/\text{Skew}_T > 1$ that appears in Eq. (II.13), to which we turn next.

- In Fig 3-a,b, we now plot the expected value of the correction factor $(S_T/6)/\text{Skew}_T$ as a function of maturity, again using either a direct estimate based on Eqs. (IV.1), (IV.2), or on the prediction of the asymmetric GARCH model with empirically calibrated parameters. We see that in the case of the S&P 500 the value of this ratio is overall not very well captured by the GARCH model, which underestimates this ratio, as already noticed in [8]. One of the known weaknesses of the GARCH model is that it fails to capture the long-range memory of the volatility process. This might explain part of the discrepancy seen here. In the case of the DAX, the ratio is much closer to unity (except for small maturities where it is below 1), suggesting that non-linear effects are weaker in this case.

V. CONCLUSION

In this paper, we have revisited the problem of the dynamics of smiles, as envisaged in [1, 6, 7], which consists in relating the “implied leverage” (i.e. the correlation of the at-the-money volatility with the returns of the underlying) and the skew of the option smile. As noticed by Bergomi [1], the ratio between these two quantities, dubbed the “Skew-Stickiness Ratio” (SSR), saturates to 2 for linear models in the limit of small maturities, and converges to 1 for long maturities, the latter value corresponding to the well-known “Sticky Strike” rule-of-thumb used by market makers. We have shown that for more general, non-linear models (such as the asymmetric GARCH model), Bergomi’s result must be modified, and can become larger than 2 for small maturities. The discrepancy comes from the fact that the volatility skew is, in general, different from the skewness of the underlying, at variance with the prediction of either a cumulant expansion or a vol-of-vol expansion for linear models. The correct skew is rather given by a low-moment estimate...
FIG. 1: Comparison between theoretical prediction of the unconditional values of $\text{Skew}_T$ and of $\gamma_T$, and their estimation based on option data. The left panel shows the result for S&P 500 whereas the right panel is for DAX.

FIG. 2: Comparison between the real SSR estimated with option data as $\gamma_T \sqrt{T} / \text{Skew}_T$ and the theoretical prediction based on historical data, $\gamma_T^h \sqrt{T} / \beta_T$. The left panel shows the result for S&P 500 whereas the right panel is for DAX.

FIG. 3: Comparison between $(S_T/6)/\text{Skew}_T$ estimated with S&P 500 data and the prediction of GARCH model for S&P 500 (left panel) and DAX (right panel).
of asymmetry, namely the difference between the probability of negative returns and the probability of positive returns (multiplied by \(\sqrt{\pi/2}\)). We compared our theory with empirical results, using data both from option markets and from the underlying price series, for the S&P500 and the DAX. We found, among other things, that although both the implied leverage \(\gamma_T\) and the skew \(\text{Skew}_T\) appear to be too strong on option markets (in particular for the S&P500), their ratio is well explained by the theory. We observed that the SSR clearly becomes larger than 2 for small maturities. The asymmetric GARCH model, calibrated on historical data, explains well the values of the SSR, but fails to reproduce accurately the different measures of skewness, in particular for the S&P 500. The inadequacy of the asymmetric GARCH model to account for all the properties of options smiles was also emphasized in [8].

It would also be quite interesting to extend our study to establish analogous relations between the curvature of the smiles and measures of kurtosis [8], and test them on data as well.

We thank S. Ciliberti and L. De Leo for interesting discussions on these topics.

VI. APPENDIX: PROOFS

A. Smile formula

We prove here the smile formula. By differentiating (II.1), we get the following decomposition at order 1 in \(\nu\):

\[ v_i^1 = v_1^1 + \nu \xi_i^{1,1} \]  

(VI.1)

where \(v_i^1\) is the forward curve at time 0 and \(\xi_i^{1,1}\) is given by the following expression \((i \geq 2)\):

\[ \xi_i^{1,1} = \sum_{j=1}^{i-1} \lambda_j f(\epsilon_j) \]  

(VI.2)

Therefore, we get the following at order 1 in \(\nu\):

\[ \sigma_i = \sqrt{v_1^1 + \frac{\nu}{2\sqrt{v_1^1}} \xi_i^{1,1}} \]  

(VI.3)

We set the following:

\[ V_T := \sum_{i=1}^{T} v_i^1, \quad N = \sum_{i=1}^{T} \sqrt{v_1^1} \epsilon_i - \frac{1}{2} \sum_{i=1}^{T} v_i^1 \]  

(VI.4)

and:

\[ \tilde{N} = \frac{1}{2} \sum_{i=2}^{T} \frac{\xi_i^{1,1}}{\sqrt{v_1^1}} \epsilon_i - \frac{1}{2} \sum_{i=2}^{T} \xi_i^{1,1} \]  

(VI.5)

Therefore, we have \(\ln S_T = N + \nu \tilde{N}\). We introduce the function:

\[ F(\nu) = E [(S^e_0 \epsilon^{N+\nu \tilde{N}} - K)_+] \]  

(VI.6)

Note that we get the following expression for the derivative:

\[ F'(0) = SE \left[ \tilde{N} e^{N} 1_{N > \ln \frac{K}{S}} \right] \]  

(VI.7)
We get the following:

\[
SE \left[ \tilde{N}e^{N_1 N > \ln \frac{S}{V}} \right] = \frac{S}{2} \sum_{i=2}^{T} \frac{1}{\sqrt{v_i}} E \left[ \xi_{i}^{1} e^{N_1 N > \ln \frac{S}{V}} \right] - \frac{S}{2} \sum_{i=2}^{T} E \left[ \xi_{i}^{1} e^{N_1 N > \ln \frac{S}{V}} \right]
\]

\[
= \frac{K}{2} \sum_{i=2}^{T} E \left[ \xi_{i}^{1} \left| N = \ln \frac{K}{S} \right. \right] \frac{e^{-\left(\ln \frac{K}{S} + V_{T}/2\right)/2V_{T}}}{\sqrt{2\pi V_{T}}}
\]

\[
= \frac{K}{2} \sum_{i=2}^{T} \sum_{j=1}^{i-1} \lambda_{j} E \left[ f(\epsilon_{j}) \left| N = \ln \frac{K}{S} \right. \right] \frac{e^{-\left(\ln \frac{K}{S} + V_{T}/2\right)/2V_{T}}}{\sqrt{2\pi V_{T}}}
\]

Now, recall that we have the decomposition \( \epsilon_{j} = \sqrt{v_{j}/V_{T}}(N + V_{T}/2) + Y_{j} \) and thus we get:

\[
SE \left[ \tilde{N}e^{N_1 N > \ln \frac{S}{V}} \right] = \frac{K}{2} \sum_{i=2}^{T} \sum_{j=1}^{i-1} \lambda_{j} E \left[ f\left(\sqrt{v_{j}/V_{T}}(\ln \frac{K}{S} + V_{T}/2) + Y_{j}\right) \right] \frac{e^{-\left(\ln \frac{K}{S} + V_{T}/2\right)/2V_{T}}}{\sqrt{2\pi V_{T}}} \tag{VI.8}
\]

Now, by using the vega (VI.12) below, we get:

\[
\delta V_{T} = \nu \sum_{i=2}^{T} \sum_{j=1}^{i-1} \lambda_{j} E \left[ f\left(\sqrt{v_{j}/V_{T}}(\ln \frac{K}{S} + V_{T}/2) + Y_{j}\right) \right] \tag{VI.9}
\]

Since \( \delta \sigma_{ATM,T} = \frac{\delta V_{T}}{2\sqrt{V_{T}}} \), we get the smile formula.

B. Skewness

We get the following for the skewness \( S_{T} \) at order 1 in \( \nu \):

\[
S_{T} = \frac{1}{6} \frac{\sum_{i=2}^{T} \sum_{j=1}^{i-1} E[(r_{j} - E[r_{j}])\xi_{i}^{1}]}{V_{T}^{3/2}}
\]

\[
= \frac{\nu}{2} \frac{\sum_{i=2}^{T} \sum_{j=1}^{i-1} \sqrt{v_{j}} E[\xi_{i}^{1}]}{V_{T}^{3/2}}
\]

\[
= \frac{\nu}{2} \frac{\sum_{i=2}^{T} \sum_{j=1}^{i-1} \sqrt{v_{j}} \lambda_{j}}{V_{T}^{3/2}} E[f'(\epsilon)]
\]

C. Greeks

Lemma VI.1 (Greeks). If we set \( v = V_{T} \) and:

\[
BS(S,v) = SN \left( \frac{\ln(S/K) + 1/2v}{\sqrt{v}} \right) - KN \left( \frac{\ln(S/K) - 1/2v}{\sqrt{v}} \right) \tag{VI.10}
\]
we get the following expression for the derivatives:

\[ \frac{\partial BS(S, v)}{\partial S} = N \left( \ln \left( \frac{S}{K} \right) + \frac{1}{2} v \right), \]  
(VI.11)

\[ \frac{\partial BS(S, v)}{\partial v} = \frac{S}{2\sqrt{v}} N' \left( \ln \left( \frac{S}{K} \right) + \frac{1}{2} v \right) = \frac{S}{2\sqrt{2\pi \sqrt{v}}} e^{- \frac{(\ln(S/K) + \frac{1}{2} v)^2}{2v}}, \]  
(VI.12)

and

\[ \frac{\partial^2 BS(S, v)}{\partial v^2} = -\frac{S}{4\sqrt{2\pi v^{3/2}}} e^{- \frac{(\ln(S/K) + \frac{1}{2} v)^2}{2v}} + \frac{S}{4\sqrt{2\pi v^{5/2}}} ((\ln S/K)^2 - v^2/4) e^{- \frac{(\ln(S/K) + \frac{1}{2} v)^2}{2v}}, \]  
(VI.13)

Finally,

\[ \frac{\partial^2 BS(S, v)}{\partial S \partial v} = \left( \frac{1}{4\sqrt{v}} - \frac{\ln(S/K)}{2v^{3/2}} \right) \frac{1}{\sqrt{2\pi}} e^{- \frac{(\ln(S/K) + \frac{1}{2} v)^2}{2v}}. \]  
(VI.14)
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