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Abstract

Maximum diversity aims at selecting a diverse set of high-quality objects from a collection, which is a fundamental problem and has a wide range of applications, e.g., in Web search. Diversity under a uniform or partition matroid constraint naturally describes useful cardinality or budget requirements, and admits simple approximation algorithms [5]. When applied to clustered data, however, popular algorithms such as picking objects iteratively and performing local search lose their approximation guarantees towards maximum intra-cluster diversity because they fail to optimize the objective in a global manner. We propose an algorithm that greedily adds a pair of objects instead of a singleton, and which attains a constant approximation factor over clustered data. We further extend the algorithm to the case of monotone and submodular quality function, and under a partition matroid constraint. We also devise a technique to make our algorithm scalable, and on the way we obtain a modification that gives better solutions in practice while maintaining the approximation guarantee in theory. Our algorithm achieves excellent performance, compared to strong baselines in a mix of synthetic and real-world datasets.

1 Introduction

The dispersion problem aims at selecting a diverse set of objects from a collection. The problem has been studied extensively for different notions of dispersion and different settings. In their seminal work, Ravi et al. [17] studied the problem of selecting a subset of objects in a metric space so as to maximize some dispersion criterion, such as the minimum distance among all pairs of selected objects (MAXMIN or remote edge), and the sum of all pairwise distances (MAXSUM or remote clique), and provided algorithms with constant-factor approximation guarantees. Stronger theoretical guarantees have been established later for the metric case [11, 4], while a polynomial-time approximation scheme is possible for negative-type distances [14].

The diversification problem is an extension of the dispersion problem that aims to maximize not only the pairwise distances of the selected objects, but also quality (or relevance in information retrieval) over those selected objects, via a weighted sum of both. The problem has important applications in databases, operations research, and information retrieval. Gollapudi and Sharma [8] showed that if the quality function is modular, the diversification problem can be recasted as a dispersion problem. Borodin et al. [5] further extend the diversification problem to permit a submodular quality function, which is common in real-life applications. Furthermore, they generalized the diversification setting to allow for an arbitrary matroid constraint. The algorithms proposed by Borodin et al. rely on a greedy strategy that selects one object at a time, as well as a local-search strategy.

The aforementioned works, however, assume that the objects to be selected come from a single collection. On the other hand, in many cases, the collection of objects is split into a number of potentially-overlapping clusters. Consider the following example on analyzing communities of different political leaning in the Twitter network. Users from different communities discussing a topic may use the same hashtags, thus, inducing an overlapping clustering on the set of hashtags. We want to design a description functionality for each community, which creates descriptors by selecting a subset of hashtags used by users in each community. We are naturally interested in selecting a high-quality and diverse subset of hashtags, and at the same time, increasing exposure of different hashtags as much as possible, i.e., a hashtag will not be repeatedly selected.

In this paper we focus on the problem of maximizing diversity over data that form overlapping clusters, which models the setting discussed in the previous example. In more detail, we maximize the sum of dispersion within each selected set. The setting can be seen as applying MAXSUM diversification to each cluster separately under a global partition matroid constraint. Similar to Borodin et al., we assume that distances between our objects are measured by a metric, while the quality function is monotone non-decreasing and submod-
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ular. To the best of our knowledge, Abbassi et al. [1] are the only work that covers diversity maximization over clustered data, but they focus on global dispersion, which is a sum of intra- and inter-cluster dispersion and may cause undesirable consequences in many applications. For example, in the above example, the presence of inter-cluster dispersion prevents one community from selecting hashtags similar to the one taken by the other community, and leads to incomplete summarization of communities.

Our first observation is that in the presence of overlapping clusters, the approximation algorithms of Borodin et al. [5], (that is, the greedy and the local search) have unbounded approximation ratios. We then proceed to propose algorithms with provable approximation guarantees. Our key finding is that it is beneficial to greedily add pairs of objects in the solution, instead of singleton objects. This idea is inspired by the work of Hassin et al. [11].

Additionally, we propose a modification of our algorithm, which improves scalability, and also enables additional flexibility. The modified algorithm allows to obtain better solutions in practice while maintaining the approximation guarantee in theory.

We summarize our contributions as follows.

- To the best of our knowledge, this is the first work to study the problem of intra-cluster diversity maximization in the presence of overlapping clusters.
- We propose a greedy algorithm that provides a constant-factor approximation guarantee for the problem we study, while other popular heuristics are shown to have an unbounded approximation ratio. We further extend the analysis to the case of monotone and submodular quality function, and under a partition matroid constraint.
- We show how to make our algorithm scalable, and on the way we obtain a modification that gives better solutions in practice while maintaining the approximation guarantee in theory.
- Our algorithm achieves excellent performance, compared to strong baselines in a mix of synthetic and real-world datasets.

The rest of the paper is organized as follows. We first discuss related work in Section 2. Then a formal definition for the problem is formulated in Section 3, followed by theoretical analysis in Sections 4 and 5, with and without a quality function, respectively. A modification is introduced in Section 6 to cope with large-scale data. We evaluate our algorithms on both synthetic and real-world datasets in Section 7. Finally, we conclude in Section 8.

For lack of space, the proofs of most of our technical results, and some additional experiments are included in the supplementary material. The case of partition matroid constraint is also discussed in the supplementary.

2 Related work

Maximum dispersion has been studied since the seminal work of Ravi et al. [17]. Gollapudi and Sharma [8] incorporate a secondary quality objective into the dispersion framework. Borodin et al. [5] further extend the diversification to submodular quality functions. Abbassi et al. [1] study global dispersion under a partition matroid constraint over clustered data, whereas we study a sum of intra-cluster dispersion.

Most of existing work on maximum dispersion, including those mentioned above, adopts a greedy strategy of adding iteratively a single element or local-search strategy. One exception is the work of Cevallos et al. [14], who apply convex quadratic programming with a negative-type distance function. Another work [3] solves a similar SUM-MIN problem using an LP relaxation. Our algorithm is inspired by the work of Hassin et al. [11], who utilize maximum matching for multi-subset selections and a more efficient greedy algorithm on disjoint edges for the case of a single subset.

In web search, the importance of providing users a list of documents that are not only relevant to their queries but also diverse has been noticed early on. Carbonell et al. [6] propose a greedy algorithm with respect to Maximal Marginal Relevance (MMR) to reduce the redundancy among returned documents. Zhai et al. [21] invent two novel distances for documents, and evaluate diversity using coverage on subtopics. Agrawal et al. [2] incorporate an existing taxonomy of topics and develop a probabilistic model whose goal is to cover every intention of a query, where the probabilities of documents covering an intention are considered independent, determined by their relevance to the query and their topic distributions. Zhang et al. [22] form an affinity graph of documents, where the most informative document given by PageRank is selected at each iteration, and then its neighbors are immediately removed to avoid redundancy. Radlinski et al. [10] assume users with different interpretations of a same query click diverse documents, leading to the idea of optimizing a ranking of documents using only user clickthrough data such that the probability of users not clicking any document on the list is minimized. Compared to these approaches, diversification provides a solid theoretical framework, which can be applied to many different settings, once an appropriate object representation and distance metric are defined.

Other related work includes the team-formation problem [13], where they ask to select team members
who bear a small communication cost, formulated as a Steiner tree or diameter. Esfandiari et al. [7] have a different focus, partitioning students into different groups to encourage peer learning, so as to optimize some special affinity structure such as a star in each group.

Scalability of dispersion algorithms becomes an essential concern as the data size increases. Distributed algorithms have been invented to tackle computational complexity for dispersion problems [20]. However, little work focuses on scalability of dispersion algorithms in a clustering setting.

3 Notation and problem definition

In this section we formally define the intra-cluster dispersion problem, which is the focus of our paper.

We start with a ground set $U = \{u_1, \ldots, u_n\}$, and a distance metric $d: U \times U \to \mathbb{R}_+$ defined over $U$. In some cases a quality function $Q: 2^U \to \mathbb{R}$ is available, which evaluates the quality of subsets of $U$ according to some desirable property.

In addition we assume that we are given as input a clustering $\mathcal{C} = \{C_1, \ldots, C_k\}$ over the ground set $U$, which may contain overlapping clusters. Finally, we are given cardinality upper bounds $b_1, \ldots, b_k$, one for each cluster of $\mathcal{C}$, i.e., $b_j$ is a cardinality upper bound for cluster $C_j$, for $j = 1, \ldots, k$.

The objective of the intra-cluster dispersion problem is to pick pairwise disjoint sets $S = \{S_1, \ldots, S_k\}$, with $S_j \subseteq C_j$ and $|S_j| \leq b_j$, for $j = 1, \ldots, k$, so as to maximize the dispersion function

$$D(S) = \sum_{j=1}^{k} d(S_j),$$

where $d(S_j) = \sum_{u,v \in S_j} d(u,v)$ is the sum of all pairwise distances of the elements $S_j$ picked from cluster $C_j$.

When a quality function $Q$ is available, it can be incorporated in the intra-cluster dispersion problem by asking to maximize the objective function

$$D_Q(S) = Q(S) + \lambda D(S),$$

where $\lambda$ is a user-defined parameter that is used to provide a trade-off between quality and dispersion. Equation (3.2) is often used to formulate the diversification problems [8], where we typically want to select high-quality sets (as measured by $Q$) which are also diverse (as measured by $D$).

We refer to the problems of maximizing Equations (3.1) and (3.2) by $k$-MaxSum and $k$-MaxSum-Q, respectively. In the case of a single cluster, we refer to them as 1-MaxSum and 1-MaxSum-Q, respectively.

An interesting generalization of the intra-cluster dispersion problem is when in addition to the clustering set $\mathcal{C} = \{C_1, \ldots, C_k\}$ we are also given a partition $\mathcal{P} = \{P_1, \ldots, P_m\}$, the goal remains unchanged with an additional requirement of selecting at most one element from each set in the partition $\mathcal{P}$. Without loss of generality, we can assume that each element forms its own partition, resulting in the constraint of the sets in $\mathcal{S}$ being disjoint. However, our methods generalize to a general partition matroid constraint by removing a whole set of the partition when we select a single element from it. A detailed elaboration can be found in Section 5.

Finally, recall that a set function $Q: 2^U \to \mathbb{R}$ is monotone non-decreasing if $Q(B) \geq Q(A)$, for all $A \subseteq B \subseteq U$. The function $Q$ is submodular if it satisfies the “diminishing returns” property, that is, for all $A, B \subseteq U$ with $A \subseteq B$ and for all $u \in U \setminus B$, it holds that $Q(A \cup \{u\}) - Q(A) \geq Q(B \cup \{u\}) - Q(B)$. A set function $Q$ is supermodular if $-Q$ is submodular, and it is modular if it is both submodular and supermodular.

Complexity. The $k$-MaxSum and $k$-MaxSum-Q problems studied in this paper extend the max-sum diversification problem [5], which aims at maximizing the objective (3.2) in a single cluster. The max-sum diversification is proven to be NP-hard [9]. As a consequence, the problems $k$-MaxSum and $k$-MaxSum-Q are NP-hard, as they generalize the max-sum diversification problem in the case that clusters are available. Thus, our objective is to develop approximation algorithms with provable guarantees.

4 Maximizing dispersion

We start our discussion about limitations of existing algorithms for the $k$-MaxSum and $k$-MaxSum-Q problems (i.e., maximizing Equation (3.1) and Equation (3.2), respectively), and proceed to the proposed algorithm for the $k$-MaxSum problem. The case of $k$-MaxSum-Q is discussed in Section 5.

For the 1-MaxSum-Q problem, which is a special case of the $k$-MaxSum-Q problem when no clustering is available, the greedy algorithm is a natural choice. The greedy adds elements into $S$ iteratively, each time selecting the element that yields the maximal gain in a slightly modified version of the objective function (3.2) of Borodin et al. [7] showed that if the quality function $Q$ is submodular, the greedy algorithm achieves a factor-2 approximation guarantee.

A natural extension of the greedy algorithm for the $k$-MaxSum-Q problem is the following: iterate over the clusters $C_1, \ldots, C_k$, and for each cluster $C_j$, form the set $S_j$ by iteratively adding $b_j$ elements into $S_j$ from $C_j$; each time add the element that yields the maximal gain for the objective function (3.2). We refer to this simple algorithm as Greedy.
Another powerful technique in combinatorial optimization is local search: start by a feasible solution and perform incremental changes until the objective cannot be improved. For the k-MAXSUM-Q problem, an intuitive way to apply the local-search strategy is by element swapping, which is finding a cluster for which it is possible to swap an element in the current solution and improve the objective. We call this algorithm LS-INTRA. When the objective is replaced with global dispersion, we call it LS-GLOBAL.

Our first result is to show that for the k-MAXSUM and k-MAXSUM-Q problems the algorithms Greedy and LS-INTRA do not have a bounded approximation factor. This is in contrast to the approximation guarantee of Greedy for the 1-MAXSUM problem.

Lemma 1. The approximation factor of algorithms Greedy and LS-INTRA is unbounded.

Proof. We prove this argument by the example shown in Figure 1, which shows 4 overlapping clusters. The horizontal distance of the three clusters on the left can be arbitrarily large. If Greedy considers the cluster on the right before any of the clusters of the left, the approximation ratio can be arbitrarily large. For the LS-INTRA algorithm, a selection containing any overlapping element can be a feasible initial selection for the right cluster, leading again to an arbitrarily large approximation ratio.

From the proof of Lemma 1 it is worth noting that the performance of the two approaches, Greedy and LS-INTRA, depends on the order of processing the data clusters, and the initial solution, respectively. Notice that the dependence of Greedy on the order of processing the clusters is unavoidable, as the first element of each cluster that gets added to the solution contributes nothing to the objective function.

Proposed method. We now introduce our proposed method for the k-MAXSUM problem. The main idea is to overcome the drawback of Greedy and its dependence on cluster ordering. We can achieve this by finding a pair of elements, which both belong to the same cluster, and add them both to the solution. After adding a pair of elements to a set $S_j$, the corresponding budget $b_j$ is reduced by 2. A desirable feature of our algorithm, is that at each step we can select the pair of elements with the maximal contribution to some intuitive measure; the order of processing clusters is now determined completely by the algorithm, and it is not arbitrary. Pseudocode of our algorithm, which we call GreedyPairs, is shown in Algorithm 1.

Algorithm 1. GreedyPairs

Input: Ground set $U$, clustering $C = \{C_1, \ldots, C_k\}$, upper bounds $b_1, \ldots, b_k$.

Output: Intra-cluster dispersion set $S = \{S_1, \ldots, S_k\}$.

1: for $j = 1, \ldots, k$ do
2: $S_j \leftarrow \emptyset$; $b_j' \leftarrow 2 \lfloor \frac{b_j}{2} \rfloor$
3: while (exists $j$ such that $|S_j| < b_j'$) do
4: $R \leftarrow \{j \in [k] \text{ s.t. } |S_j| < b_j'\}$
5: Select a pair $p = \{u, v\}$ over clusters in $R$ whose both elements $u$ and $v$ belong in some cluster $C_j$ and $(b_j - 1) d(p)$ is maximized
6: $S_j \leftarrow S_j \cup \{u, v\}$
7: $U \leftarrow U \setminus \{u, v\}$
8: for $j = 1, \ldots, k$ do
9: if $(b_j$ is odd) then
10: Add an arbitrary element $v \in C_j$ into $S_j$
11: Return $S_1, \ldots, S_k$

Our first result is to demonstrate the relative power of greedily adding pairs of elements, instead of individual elements. In particular, in contrast to Lemma 1 where we showed that Greedy has an unbounded approximation ratio, GreedyPairs offers a provable constant-factor approximation.

Theorem 2. Algorithm GreedyPairs is 6-approximation for k-MAXSUM problem.

Proof. Let $S^*$ be an optimal solution to an instance of the k-MAXSUM problem, and let $S$ be the solution computed by GreedyPairs. Let $S_j^*$ be the subset of the optimal solution in cluster $C_j$, so that $S^* = \bigcup_{j=1}^k S_j^*$, and similarly $S = \bigcup_{j=1}^k S_j$. Let $S_j^*$ be the intersection of $S_j^*$ with the elements of the solution $S$ other than $S_j$, i.e., $S_j^* = S_j^* \cap (S \setminus S_j)$.

If $S_j^* = \emptyset$, then GreedyPairs can be analyzed separately for each cluster $C_j$, as by Hassin et al. [11], and get $d(S_j) \geq \frac{1}{2}d(S_j^*)$, obtaining a 2-approximation.

If $S_j^* \neq \emptyset$, then $d(S_j) \geq \frac{1}{2}d(S_j^* \setminus S_j)$ still holds. Additionally, we have to bound the remaining part
d(S^*_j) - d(S^*_j \setminus S^*_j). By the definition of distance d over set of elements, we have d(S^*_j) - d(S^*_j \setminus S^*_j) \leq 2 \sum_{v \in S^*_j} d(v, S^*_j). Consider now an element v \in S^*_j and let \{u, v\} be the selected pair of elements in S. Then d(v, S^*_j) \leq (b_j - 1) d(\{u, v\}) and further d(v, S^*_j) \leq d(\{u, v\}) + \sum_{w \in (S \setminus \{u, v\})} d(u, w) + d(v, w). Summing over all elements v \in S^*_j and all clusters we get \sum_{j=1}^k \sum_{v \in S^*_j} d(v, S^*_j) \leq 2 \sum_{j=1}^k d(S^*_j) = 2 D(S), because each element v is unique in S*, and can be mapped to some pair in S. On the other hand, each pair of elements is mapped at most twice. We can conclude, mapped to some pair in v\lem. 

We now turn our attention to the proof. We define a mapping \( \phi(\{u, v\})^{(S^*)^{-1}} = Q(\{u, v\})^{(S^*)^{-1}} + \lambda 2(b_j - 1)d(u, v), \)

where \( b_j = 2[b_j/2] \) and \( Q(\{u, v\})^{(S^*)^{-1}} = Q(S^* \cup \{u, v\}) - Q(S^*), \) is the marginal gain to the quality function Q from adding the pair \{u, v\} into the current solution \( S^* \). In our analysis we will make the mild assumption that the budgets \( b_j \) are even. We propose a simple heuristic to deal with the case that some budget \( b_j \) is odd, but the approximation guarantee becomes slightly weaker.

Before we introduce our main theorem, we show the performance of the algorithm for a single cluster. The proof is deferred to the Supplementary manuscript.

**Lemma 4.** The GreedyPairs algorithm with greedy rule \( \phi(\{u, v\})^{(S^*)^{-1}} \) gives a 4-approximation (or \( 4 \min \{k+1, 2\} \)-approximation if \( b \) is odd) for the 1-MAXSUM-Q problem.

Notice that in the case of a single cluster, the Greedy algorithm is superior giving a 2-approximation \( [9] \). However, when many clusters are present, the approximation ratio of Greedy becomes unbounded (Lemma [1]), while GreedyPairs maintains a constant-factor approximation guarantee, as we show next.

**Theorem 5.** The GreedyPairs algorithm with greedy rule \( [5.3] \) gives a 6-approximation for the \( k\)-MAXSUM-Q problem, when all \( b_j \) are even.

**Proof.** We denote the optimal solution as \( S^* = \cup_{j=1}^k S_j^* \), and the solution found by GreedyPairs as \( S = \cup_{j=1}^k S_j \). Also, let \( \{p_i\} \) be the set of pairs of elements selected by GreedyPairs. As in the proof of Theorem [2] we define \( S_j^* = S_j^* \cap (S \setminus S_j) \). If \( S_j^* = \emptyset \) for every cluster \( C_j \), then by Lemma [4] each set \( S_j \) is 4-approximation with respect to \( S_j^* \). Hence \( S \) is 4-approximation.

Thus, we proceed to analyze the case that \( S_j^* \neq \emptyset \) for some \( j \). For each set \( S_j^* \) we consider a maximum matching \( \{p_{ji}\} \). We define a mapping \( \pi \) from \( \{p_{ji}\} \) to \( \{p_i\} \), as follows:

- if \( p_{ji} \cap p_i \neq \emptyset \) for some \( i \) and cluster \( j \) is not saturated before the \( i \)-th iteration, then \( \pi(p_{ji}) = p_i \), where the smallest \( i \) is chosen;
- otherwise \( p_{ji} \) is mapped to some infrequently mapped pair \( p_i \) of \( S_j \).

The key point of mapping \( \pi \) is that each optimal pair \( p_{ji}^{*} \) that falls into the second requirement has to be mapped to some selected pair \( p_i \) within cluster \( j \), because pairs in other clusters can not be guaranteed to be better than \( p_{ji} \), as they may be selected simply because cluster \( j \) is saturated, i.e., a selected pair is greedy only among unsaturated clusters in its iteration. Notice that due to such a requirement, each pair \( p_i \) can be the image of at most three pairs \( p_{ji}^{*} \), two from the two pairs that intersect with \( p_i \) and one from some pair that does not intersect with \( p_i \) but is in the same cluster as \( p_i \). As each pair \( p_i \) achieves the best marginal gain at the time it is selected, we obtain the following inequality: \( \phi(p_i)(S^*) \geq \phi(p_{ji}^{*})(S^*) \geq \phi(p_{ji}^{*})(S) \). The second inequality above is due to submodularity.

Assume that a total of \( B \) elements are selected from all clusters. We have \( \sum_{j=1}^{B/2} \phi(p_i)(S^*) \geq \sum_{j=1}^{k} \sum_{i=1}^{b_j/2} \phi(p_{ji}^{*})(S) = \sum_{j=1}^{k} \sum_{i=1}^{b_j/2} Q(S \cup p_{ji}^{*}) - Q(S) + \lambda 2(b_j - 1)d(p_{ji}^{*}) \geq Q(S \cup S^*) \geq Q(S^*) \geq Q(S) + \sum_{j=1}^{k} \sum_{i=1}^{b_j/2} 2(b_j - 1)d(p_{ji}^{*}) \), where the last inequality uses the monotonicity of \( Q \). Putting together that
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3 \sum_{i=1}^{B/2} \phi_{p_i}(S^{i-1}) = 3Q(S) + \lambda \sum_{i=1}^{B/2} 6(b(\xi(p_i) - 1))d(p_i) \]
where \(\xi \) maps a pair \( p_i \) to its cluster number, the inequalities \(2(b_j - 1) \sum_{i=1}^{b_j/2} d(p_i \prime) \geq d(S_j) \) (by the virtue of \( \{p_i \prime\} \) being a maximum matching) and \( d(S_j) \geq b_j \sum_{i=1}^{b_j/2} d(\tilde{p}_j) \) (by triangular inequality), where \( \{\tilde{p}_j\} \) can be an arbitrary set of disjoint pairs in \( S_j \), we eventually have \( 6Q(S) \geq 4Q(S) + \lambda \sum_{i=1}^{B/2} 6(\xi(p_i) - 1))d(p_i) \geq Q(S^*) + \sum_{j=1}^k \sum_{i=1}^{b_j/2} \lambda(2(b_j - 1)d(p_j \prime) \geq D_Q(S^*). \)

As modular functions is a subset of submodular functions, Remark 3 applies, and thus, our bound for GreedyPairs is tight.

When some \( b_j \) is odd, we run the algorithm to select \( 2[b_j/2] \) elements for each cluster, and then we remove an element in each cluster with an odd \( b_j \) that contributes the least with respect to some measure. A guarantee of \((6 \min\{b_{m+1}/2, 2\})\)-approximation can be proved, where \( b_m \) is the smallest odd \( b_j \). We defer details to the Supplementary manuscript.

### 6 Scalable algorithms

As the data size increases, a vanilla implementation of our methods may be impractical. In this section we examine the scalability of our algorithm, and discuss extensions to improve its efficiency. We focus on scaling up the algorithm on a single machine; we are not after parallel or distributed implementations, which are of independent interest, but beyond the scope of this paper. We first inspect the time complexity of the three methods we have presented.

| Method       | Time complexity |
|--------------|-----------------|
| Greedy       | \(O(kb_M^2n)\)  |
| LS-Intra     | \(O(\frac{1}{2}kb_M^2n)\) |
| GreedyPairs  | \(O(kb_M^2n^2)\) |

Recall that \(n\) is the number of elements in \(U\), \(k\) is the number of clusters in \(C\), and \(b_M\) is the maximum budget over all \(b_j\). The accuracy parameter \(\varepsilon\) controls the termination of the LS-Intra algorithm.

In a practical scenario we expect \(n\) to be much larger than \(k\) and \(b_M\), thus, we are interested in optimizing time complexity with respect to \(n\). From the above table we can see that Greedy and LS-Intra are both linear in \(n\), though the latter is slower in practice due to the need for convergence. The quadratic complexity of GreedyPairs is due to the need of finding the furthest pair of elements, which we also refer to as diameter. To cope with the quadratic complexity, we borrow a well-known 2-approximation algorithm for finding the diameter in a metric space. Hereinafter, we use the terms “pair” and “edge” interchangeably.

**Lemma 6.** Picking an element \(x\) arbitrarily, and the element \(y\) that is the furthest from \(x\), gives a 2-approximation to the problem of finding the diameter of a set of elements in a metric space.

**Proof.** If optimal diameter is \((u, v)\), then \(d(u, v) \leq d(u, x) + d(x, v) \leq 2d(x, y)\).

The idea behind Lemma 6 can be used not only to improve the running time but also to provide additional flexibility in adding elements to our solution, and obtaining solutions of higher quality in practice.

In particular, for the case of maximizing dispersion in a single cluster (problem 1-MAXSUM), if \(S^i\) is the set of currently-selected elements, in the next iteration we can select the first element \(x\) to be the one that maximizes \(d(x, S^i)\). For the second element \(y\), instead of selecting the one that is the furthest from \(x\) (as Lemma 6 dictates), we have observed that, in practice, it is better to find an element \(y\) that balances its distance between \(x\) and \(S^i\), via a hyper-parameter \(\alpha \in [0, 1]\). In particular, if \(y^*\) is the furthest element from \(x\), we find \(y\) such that \(d(x, y) \geq \alpha d(x, y^*)\) and \(d(y, S^i)\) is maximized. We refer to this version of GreedyPairs as GreedyPairs\(_\alpha\).

GreedyPairs\(_\alpha=1\) is the approximate version of GreedyPairs, which selects the diameter using the 2-approximation method of Lemma 6; GreedyPairs\(_\alpha=0\) degenerates into Greedy. For intermediate values of \(\alpha\), GreedyPairs\(_\alpha\) combines the best of both worlds: the theoretical properties of GreedyPairs and the empirical effectiveness of Greedy.

**Lemma 7.** The GreedyPairs\(_\alpha\) algorithm with \(0 < \alpha \leq 1\), is a \((4/\alpha)\)-approximation for the 1-MAXSUM problem.

**Proof.** This argument can be proved by induction, as in the work of Hassin et al. [11]. Details in the Supplementary manuscript.

The case of maximizing dispersion for multiple clusters (problem k-MAXSUM) is similar. In each iteration, we select a furthest pair in each unsaturated cluster, and add to the solution the best pair out of these candidates.

**Theorem 8.** The GreedyPairs\(_\alpha\) algorithm with \(0 < \alpha \leq 1\), is a \((12/\alpha)\)-approximation for the k-MAXSUM problem.
\textbf{Proof.} The proof is similar to that in Theorem 2. We defer it to the Supplementary manuscript.

The situation is more complicated when a quality function \( Q \) is involved. As before we focus on monotone non-decreasing and submodular functions. First notice that evaluating Equation (5.3) has quadratic complexity, as we need to optimize quality as well, so we need another fast heuristic. We use \( \hat{p}^i \) to represent a 2-approximation diameter, and \( p \) for an exact one. In this case, we select the first endpoint \( x \) that maximizes \( Q_x(S^{i-1}) \) in the \( i \)-th iteration, and then search for the best pair \( \hat{p}^i_x \) with respect to \( \phi_{p^i_x}(S^{i-1}) \). Note that this pair is not necessarily the maximum-distance pair \( \hat{p}^i \max \) that includes \( x \). As a result: \( 2\phi_{p^i_x}(S^{i-1}) \geq 2\phi_{p^i \max \} x}(S^{i-1}) \geq \phi_p(S^{i-1}) \). Similarly, we can still apply the same trick to look for a first endpoint \( x' \) of quality at least \( Q_x(S^{i-1}) \) and a second endpoint \( y' \) that gains an additional value at least \( \alpha(\phi_{p^i_x}(S^{i-1}) - Q_x(S^{i-1})) \).

Hence, \( 2\phi(x', y')(S^{i-1}) \geq 2\phi_{p^i \max \} x', y'}(S^{i-1}) \geq \phi_p(S^{i-1}) \). We can show the following.

\textbf{Lemma 9.} The \textbf{GreedyPairs} algorithm with \( 0 < \alpha \leq 1 \) and a greedy rule in Equation (5.3) is \( (6/\alpha) \)-approximation for the 1-MAXSUM-Q problem when \( b \) is even.

\textbf{Proof.} The proof is similar to Theorem 5, we leave details in the Supplementary manuscript.

With multiple clusters, the selection scheme is the same as its modular counterpart, but with a different objective, that is, we select a best pair as in Lemma 9 within each unsaturated cluster and pick the final best one among them.

\textbf{Theorem 10.} The \textbf{GreedyPairs} algorithm with \( 0 < \alpha \leq 1 \) and a greedy rule in Equation (5.3) is \( (12/\alpha) \)-approximation for the \( k \)-MAXSUM-Q problem when \( b_j \) is all even.

\textbf{Proof.} The proof is similar to that for one single cluster. Details in the Supplementary manuscript.

When some \( b_j \) is odd, we can apply the same technique as in Section 5 and the approximation ratio increases only by a multiplicative factor of \( \min\{b_m^{-2}, \frac{3}{4}\} \), where \( b_m \) is the smallest odd \( b_j \).

7 Experiments

We evaluate our methods using six datasets, two synthetic, and four real-world data, to examine their ability to obtain a selection of both good quality and diversity. We use two of the real-world datasets to evaluate dispersion alone, and the other two to evaluate dispersion combined with a submodular quality function. All baselines are used in the comparison with small datasets, and only the scalable ones are applied to large datasets. The list of all the algorithms we evaluated, and their abbreviations, is the following: GreedyPairs\( _\alpha \) (GP) - the proposed algorithm; Greedy (GV), LS-GLOBAL (LSG), LS-Intra (LSI), MaxCover (MC), and Random (RN). Unlike our algorithm GreedyPairs\( _\alpha \), all baselines optimize the objective locally, so we will run them multiple times with input clusters in different order. We run our algorithm with several different \( \alpha \) as well. min/avg/max of multiple runs are reported. We also investigate the sensitivity of GreedyPairs\( _\alpha \) to its hyperparameter \( \alpha \).

\textbf{Results on synthetic datasets.} The first dataset is a set of random vectors, each assigned to a fixed number of clusters randomly. The second one tries to mimic structure of coherent clusters in real data by creating Normally-distributed random vectors around predefined center vectors, one for each cluster (aka prototypes). In order to generate overlapping clusters, we also assign a vector to its closest prototype.

We first investigate sensitivity of GreedyPairs\( _\alpha \) to its hyperparameter. In both of the synthetic datasets, random and prototype, a larger \( \alpha \), i.e., trying to find a diameter almost as good as the approximated one, is likely to have better performance than smaller ones. Since our algorithm GreedyPairs\( _\alpha \) draws closer to Greedy with a smaller \( \alpha \), this phenomenon also reflects the effectiveness of GreedyPairs\( _\alpha \). For more detailed results we refer to the Supplementary material, Table S.3.

In the small synthetic datasets shown in Table 1, GreedyPairs\( _\alpha \) outperforms all baselines in the random dataset, and unsurprisingly, Random has the worst performance. LS-GLOBAL also performs poorly as it is optimizing a different objective, global dispersion. More interesting results are observed in the prototype dataset. When the number of selected elements is small, GreedyPairs\( _\alpha \) surpasses all others. However, when the number of selected points becomes extremely large, a random initialization for LS-Intra and LS-GLOBAL obtains the best result as it does not favor any elements, while other algorithms have a preference for overlapping elements, causing some clusters to not be able to select enough elements. Interestingly, Random performs equally well in this case, indicating the lack of structure in these problem instances.

It is worth noting that GreedyPairs\( _\alpha \) is quite robust to such extreme cases as it select best pairs globally. The performance remains similar with data of a larger scale. Detailed results are deferred to the supplementary material, Table S.4. Similarly, validation on
the linear-time scalability of GreedyPairs$_{\alpha}$ is shown in the supplementary material, Figure S2.

**Results on real-world data: Topical document aggregation.** In order to create overlapping topics, we employ LDA [12] on two document datasets, 2797 documents from five topics in 20NewsGroups dataset and 18713 blogs, one for each blogger [18], and assign each document to the topics to which estimated probability is larger than a threshold. Note that Cosine distance is computed between Word2Vec vectors of documents, which is a metric for normalized vectors. We observe that GreedyPairs$_{\alpha}$ surpasses the strong baseline Greedy in various data settings, showing a superior ability to select diverse documents. Due to space limitation, the results are shown in the supplementary material, Table S5.

**Results on real-world data: Descriptors for scholar communities and movie categories.** Upon the scholar collaboration network provided by Aminer [19], we run K-clique community detection algorithm [13] to discover dense and overlapping scholar communities. In this dataset, each scholar is associated with a set of keywords, representing their main research interests. To be more specific, there are 544 communities formed by 6529 scholars and 23827 keywords. Our goal is to select a small number of keywords for each community in the hope of fully characterizing it, in a way that the keywords cover as many scholars in its community as possible and they each represent distinct concepts. In more detail, the quality of a set of keywords is defined by the cardinality of their coverage over all scholars, and Jaccard distance is applied between different keywords. The reason we quantify the quality by global coverage instead of intra-cluster coverage is that the quality function is not submodular with the latter formulation. A simple technique to avoid selecting a keyword that has large global coverage from a cluster on which it has small coverage is by preprocessing, i.e., removing a keyword from clusters it covers weakly.

Another dataset we adopt is Movielens [10], consisting 27278 movies, each falling into several of 20 categories and described by many short comments from different users. We extract adjectives from comments to represent user emotions or opinions. Our goal is to describe each category by diverse user opinions. We formulate quality of an adjective as the number of movies it describes, and distance between two adjectives as their Cosine distance in Word2Vec embedding space.

In order to evaluate our methods both for quality and dispersion, we compare GreedyPairs$_{\alpha}$ with two baselines, Greedy and MaxCover, the latter of which is specialized for quality. We vary two model parameters, the number of selected elements ($b$) and the bi-objectives trade-off ($\lambda$), with the increase of which, dispersion plays a more important role in the combined objective. Besides, due to the large number of clusters, we will not run Greedy multiple times with input clusters of different order. Accordingly, we also fix the hyperparameter of GreedyPairs$_{\alpha}$ at $\alpha = 0.95$.

The result is shown in Table 2 where GreedyPairs$_{\alpha}$ consistently achieves the best performance with respect to a combined objective under different model parameters. Though it can be expected that GreedyPairs$_{\alpha}$ will achieve a good compromise between these two objectives, the result turns out to be even better, as GreedyPairs$_{\alpha}$ obtains the best quality and the best dispersion simultaneously until model parameters distort the balance between the two objectives too much. The reason for this is that, MAXCOVER fails to select enough elements in highly overlapping clusters, while GreedyPairs$_{\alpha}$ manages to do so, in other words, maintaining a balance among different clusters.

A use case for scholar communities is shown in the supplementary material in Table S6.

8 Conclusion

We propose a provable algorithm for intra-cluster dispersion and diversification problems, for which popular heuristics fail to achieve any guarantee. For the diversification version, the theoretical guarantee is achieved when the quality function is modular and submodular, thus, accommodating a wide range of real-life applications. Our algorithm selects pairs of elements greedily. To achieve a desirable linear-time complexity, the algorithm incorporates an approximate diameter computation, which also permits additional flexibility in choosing diverse pairs of endpoints. In the empirical study on both synthetic and real-world datasets, our algorithm exhibits a superior ability to maximize dispersion and quality while maintaining balance among clusters.

Potential future directions include extensions to other quality functions and other notions of dispersion.
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Appendices

A Proofs

A.1 Proof for Remark 3

Proof. We present a tight example: Consider an instance with \( q + 1 \) clusters. The first \( q \) clusters have two hubs \( v_{j1} \) and \( v_{j2} \), \( j = 1, \ldots, q \), and other elements, which we denote by \( C'_j \). Distances are \( d(v, u) = \epsilon \), for all \( v, u \in C'_j \), \( d(v_{j1}, v) = d(v_{j2}, v) = 2 \), for all \( v \in C'_j \), and \( d(v_{j1}, v_{j2}) = 2 + \epsilon \), where \( \epsilon > 0 \) is infinitesimal. The last cluster \( C_{q+1} \) has \( 4q \) elements, \( 2q \) of which form an equidistant clique \( K_{2q} \) with distance 2, and the other \( 2q \) form a perfect matching \( M_{2q} \), where each matching edge is formed by two hubs in one of previous \( q \) clusters (thus, the clusters overlap). All other pairs of elements in \( C_{q+1} \) have distance \( 1 + \epsilon \). Notice that \( d \) is indeed a metric.

We consider the \( k \)-MAXSUM problem with \( b_j = 2q \), for all \( j = 1, \ldots, q + 1 \). An optimal solution will include the 2 hubs for each of the first \( q \) clusters, and the \( K_{2q} \) clique in cluster \( C_{q+1} \). Instead, GREEDYPairs will pick \( M_{2q} \) for cluster \( C_{q+1} \), and no-hub elements in the first \( q \) clusters. As \( q \) increases, the ratio between the two solutions becomes:

\[
\frac{d(S^{*})}{d(S)} = \frac{d(K_{2q}) + \sum_{j=1}^{q} d(S'_j)}{d(M_{2q}) + \sum_{j=1}^{q} d(S_j)}
\]

\[
= \frac{2q(2q - 1)/2 + q((2 + \epsilon) + 2(2q - 2))}{q(2 + \epsilon) + (2q(2q - 2)/2)(1 + \epsilon) + q2q(2q - 1)\epsilon/2}
\]

\[
= \frac{12q - 8 + \epsilon}{2q + (q + 1)(2q - 1)\epsilon} \approx 6.
\]

A.2 Proof for Lemma 4

Proof. When \( b \) is even, the proof is similar to that in Theorem 5, where we find a maximal matching \( \{p_i^{e_i}\} \) in the optimal \( S^* \), and assign each pair of it to a selected pair \( p_i \). By a same mapping, we can obtain the following inequality:

\[
\phi_{p_i}(S^{i-1}) \geq \phi_{p_i^{e_i}}(S^{i-1}) \geq \phi_{p_i^{e_i}}(S)
\]

Since each \( p_i \) is mapped at most twice.

\[
2 \cdot \frac{b/2}{\sum_{i=1}^{b/2}} \phi_{p_i}(S^{i-1}) \geq \sum_{i=1}^{b/2} \phi_{p_i^{e_i}}(S)
\]

\[
3Q(S) + 4\lambda(b-1) \sum_{i=1}^{b/2} d(p_i) \geq Q(S^*) + 2\lambda(b-1) \sum_{i=1}^{b/2} d(p_i^{e_i})
\]

\[
4d_Q(S^*) \geq d_Q(S^*)
\]

Now we go back to handle the case when \( b \) is odd. First of all, in a trivial case when \( b = 1 \), we simply pick one element that has maximum quality and the solution is optimal. Otherwise, we run the algorithm to select \( b + 1 \) elements, and then we remove the element that contributes the least with respect to a new measure. Let elements in \( S^{b+1} \) be ordered arbitrarily as \( v_1, \ldots, v_{b+1} \), and \( S^i \) refers to as the set of first \( i \) elements. A new measure for each element is given as:

\[
\psi(v_i) = Q(v_i, (S^i \setminus v_i)) + \lambda d(v_i, S^{b+1} \setminus v_i)
\]

It is easy to see that:

\[
d_Q(S^{b+1}) = \sum_{i=1}^{b+1} \psi(v_i)
\]

Say that the \( l \)-th element has the least value with respect to \( \psi(\cdot) \), which means \( \psi(v_i) \leq \frac{1}{b+1}d_Q(S^{b+1}) \). We denote \( S = S^{b+1} \setminus v_i \), and we have,

\[
\frac{b-1}{b+1}d_Q(S^{b+1}) \leq -\lambda d(v_i, S^{b+1} \setminus v_i) + \sum_{i \in [b+1], i \neq l} \psi(v_i)
\]

\[
= \sum_{i \in [b+1], i \neq l} Q(v_i, (S^i \setminus v_i)) + \lambda d(v_i, S \setminus v_i)
\]

\[
\leq Q(S) + \sum_{i \in [b+1], i \neq l} \lambda d(v_i, S \setminus v_i) = d_Q(S)
\]

Therefore

\[
4\frac{b+1}{b-1}d_Q(S) \geq 4d_Q(S^{b+1}) \geq d_Q(S^{b+1}) \geq d_Q(S^*)
\]

A.3 Proof for Theorem 5 with odd \( b_j \)

Proof. Similar to that in Lemma 4, we run the algorithm to select \( b_j' \) elements where \( b_j' = \lceil b_j/2 \rceil \), and then we remove an element in each cluster with an odd \( b_j \) that contributes the least with respect to a similar measure as in Lemma 4. Let \( B' = \sum_{j \in [m]} b_j' \), and elements in \( S^{B'} \) be ordered arbitrarily as \( v_1, \ldots, v_{B'} \), and \( S^i \) refers to as the set of first \( i \) elements. The measure for each element is given as:

\[
\psi(v_i) = Q(v_i, (S^i \setminus v_i)) + \lambda d(v_i, S^{B'} \setminus v_i)
\]

Where \( \xi(\cdot) \) maps an selected element to its cluster number. It is easy to see that

\[
D_Q(S^{B'}) = \sum_{i=1}^{B'} \psi(v_i)
\]

Now we remove an element \( v_{ji} \) in each cluster with an odd \( b_j \) that has the least value with respect to \( \psi(\cdot) \).
within that cluster. We denote $S_j = S_j' \setminus v_{j\ell}$ and $S = \sum_{j \in [m]} S_j$. By similar derivation as in Lemma \ref{lem:approximation-factor-2} we obtain
\[
\frac{b_m - 1}{b_m + 1} D_Q(S') \leq D_Q(S)
\]
where $b_m$ is the smallest odd $b_j$. Therefore
\[
6 \frac{b_m + 1}{b_m - 1} d_Q(S) \geq 6 d_Q(S') \geq d_Q(S^*)
\]
if there exists $b_m = 1$, then the multiplicative factor becomes $\frac{b_m + 1}{b_m - 1}$ instead of $\frac{b_m + 1}{b_m - 1}$, because in the cluster $b_j = 1$, we do not need to care about dispersion as it is zero. Basically the reason we have a form like $\frac{b_m + 1}{b_m - 1}$ is because when we remove one element from $b_j + 1$ elements, we need to reduce the objective value by $1/(b_j + 1)$ for quality and half dispersion removed, and by another $1/(b_j + 1)$ for the other half dispersion. Now the latter part is no longer needed. \hfill \qed

\section{A.4 Proof for Lemma \ref{lem:approximation-factor-3}}

\textit{Proof.} This argument can be proved by induction, as in the work of Hassin et al. \cite{Hassin05}. The statement is trivially true when $b = 1, 2$ and also true when $b = 3$ by triangular inequality. For a larger $b$, we set aside the first selected pair $p_1$, and the approximation factor of $S \setminus p_1$ still holds for $b - 2$ in the universal set $U \setminus p_1$. Adding back $p_1$, dispersion increases by at least $(b - 1)d(p')$ where $p'$ is the diameter, while the optimal solution with two arbitrary elements removed increases by at most $(4b - 6)d(p')$ by adding them back. \hfill \qed

\section{A.5 Proof for Theorem \ref{thm:approximation-factor-2}}

Instead of directly proving Theorem \ref{thm:approximation-factor-2}, we observe an enhanced 10-approximation version, while the proof for Theorem \ref{thm:approximation-factor-2} is nearly identical.

In the enhanced version, in each iteration for adding a new pair, We select a first element $x$ from unsaturated clusters, and then choose a second element $y$ that is furthest from $x$ among all unsaturated clusters $x$ belongs to. The reason for this is that we can ensure the pair selected is optimal for $x$ among all unsaturated clusters. Since $x$ may not cover all unsaturated clusters, we will keep selecting another first element from uncovered unsaturated clusters and repeat the same procedure, until every unsaturated cluster is covered. At the end we choose the best pair among these candidates, each associated with a first element.

\textit{Proof.} The proof is similar to that in Theorem \ref{thm:approximation-factor-2}. If $S_j^* = \emptyset$ for every cluster $j$, then $d(S_j^*) \leq 4d(\hat{S}_j)$, leading to $d(S^*) \leq 4d(\hat{S})$.

Otherwise, $d(S_j) \geq \frac{1}{4} d(S_j^* \setminus \hat{S}_j^*)$ still holds. We bound the remaining part in the same way.

\[
d(S_j^*) - d(S_j^* \setminus \hat{S}_j^*) \leq 2 \sum_{v \in S_j} d(v, S_j^*)
\]

Consider now an element $v \in \hat{S}_j^*$ and let $\{u, v\}$ and $\{v, w\}$ be two possible selected pairs in $S$, the latter selecting $v$ as its first endpoint. Then

\[
d(v, S_j^*) \leq (b_j - 1) 2d(\{u, v\})
\]
\[
d(v, S_j^*) \leq (b_j - 1) 2d(\{v, w\})
\]

That is to say, while each selected pair may be mapped to by at most two elements in $\cup_{j=1}^k S_j^*$, it only needs three instead of four copies to handle them. Summing over all $S_j^*$ we get

\[
\sum_{j=1}^k \sum_{v \in S_j^*} d(v, S_j^*) \leq 3 \sum_{j=1}^k d(S_j) = 3D(S),
\]

We can conclude,

\[
10 D(S) \geq \sum_{j=1}^k d(S_j^* \setminus \hat{S}_j^*) + 2 \sum_{j=1}^k \sum_{v \in S_j^*} d(v, S_j^*) \geq D(S^*).
\]

\section{A.6 Proof for Lemma \ref{lem:approximation-factor-4}}

\textit{Proof.} Same as Theorem \ref{thm:approximation-factor-2}, we prove this argument by finding a same mapping between a maximum matching $\{p^*\}$ in the optimal solution with selected pairs $\{\hat{p}\}$. With such a mapping, it is easy to see that for each $\hat{p}_i$,

- If $\hat{p}_i \cap p_{i'}^* = \emptyset$ or $\hat{p}_i$ is mapped to by only one $p_{i'}^*$, $2\phi_{\hat{p}_i}(\hat{S}^{i-1}) \geq \phi_{p_{i'}^*}(\hat{S}^{i'-1})$.
- If $\hat{p}_i$ is mapped to two $p_{i'}^*, p_{i''}^*$, $3\phi_{\hat{p}_i}(\hat{S}^{i-1}) \geq \phi_{p_{i'}^*}(\hat{S}^{i'-1}) + \phi_{p_{i''}^*}(\hat{S}^{i''-1})$. This holds because one of $p_{i'}^*, p_{i''}^*$ must contain the first endpoint of $\hat{p}_i$ and have a value less than $\phi_{\hat{p}_i}(\hat{S}^{i-1})$.

Therefore we have

\[
3 \sum_{i=1}^{b/2} \phi_{\hat{p}_i}(\hat{S}^{i-1}) \geq \sum_{i'=1}^{b/2} \phi_{p_{i'}^*}(\hat{S})
\]
\[
= \sum_{i'=1}^{b/2} Q(\hat{S} \cup p_{i'}^*) - Q(\hat{S}) + 2\lambda(b - 1)d(p_{i'}^*)
\]
\[
\geq Q(\hat{S} \cup S^*) - Q(\hat{S}) + \sum_{i'=1}^{b/2} 2\lambda(b - 1)d(p_{i'}^*)
\]
\[
\geq D_Q(S^*) - Q(\hat{S})
\]
Finally,

$$3Q(\hat{S}) + \lambda \sum_{i=1}^{b/2} 6(b - 1)d(\hat{p}_i) \geq D_Q(S^*) - Q(\hat{S})$$

$$6D_Q(\hat{S}) \geq D_Q(S^*)$$

A.7 Proof for Theorem 10

Same as Theorem 8, there exists an enhanced version. The enhanced selection scheme is the same as its modular counterpart, but with a different objective.

Proof. The proof is a combination of Theorem 8 and Lemma 9. Following the same logic, we start from

$$\sum_{i=1}^{B/2} \phi_{\hat{p}_i}(\hat{S}^i) \geq \sum_{j=1}^{k} \sum_{i'=1}^{b_j/2} \phi_{p^*_i}(\hat{S})$$

that eventually leads to

$$10D_Q(\hat{S}) \geq D_Q(S^*)$$

B A general partition matroid constraint

We mention in Section 3 that our methods generalize to a general partition matroid constraint by removing a whole set of the partition when we select a single element from it. Now we elaborate on this.

Obviously, this operation will give a valid solution, since we are not allowed to take more than one element from a partition. As for theoretical guarantees, a central idea among the proofs for our algorithm is finding a mapping between pairs \{p*\} in the optimal solution and pairs \{p\} selected by our algorithm such that each p is better than the p* mapped to it due to the greedy nature. The same logic applies to a general partition matroid constraint except for the definition of intersection between p* and p. Under a general constraint, a new definition is needed: a pair p* is said to intersect with p as long as one of their elements falls into a common partition. Therefore, all of our analysis generalize smoothly to a general partition matroid constraint.

Figure 2: Linear scalability of the GREEDYPAIRS$\alpha$ algorithm on the random dataset with 10 clusters, a fixed $b$ and $\alpha = 0.95$. 
Table 3: Sensitivity of GREEDYPAIRS$_\alpha$ to the hyperparameter $\alpha$

| Dataset | n  | b  | $\alpha=0.1$ | $\alpha=0.3$ | $\alpha=0.5$ | $\alpha=0.7$ | $\alpha=0.95$ |
|---------|----|----|--------------|--------------|--------------|--------------|--------------|
| random  | 1000 | 10 | 0.996        | 0.994        | 0.995        |              |              |
| random  | 1000 | 100| 0.997        | 0.973        | 0.962        | 0.962        |              |
| random  | 100000 | 10 | 0.994        | 0.991        | 0.997        | 0.997        |              |
| random  | 100000 | 100| 0.998        | 0.998        | 1.0          | 0.998        | 0.999        |
| proto   | 1000 | 10 | 0.992        | 0.995        | 0.998        | 0.998        | 1.0          |
| proto   | 1000 | 100| 0.948        | 0.998        | 0.994        | 0.987        | 1.0          |
| proto   | 10000 | 10 | 0.990        | 0.996        | 0.993        | 1.0          | 0.996        |
| proto   | 10000 | 100| 0.999        | 0.999        | 1.0          | 1.0          | 1.0          |

Table 4: Performance for large synthetic datasets ($n = 100000$, 10 clusters) where $dim$ stands for dimension.

| Dataset | b  | dim | GPmin | GPavg | GPmax | GVmin | GVavg | GVmax | RN     |
|---------|----|-----|-------|-------|-------|-------|-------|-------|--------|
| random  | 10 | 2   | 0.980 | 0.992 | 1.0   | 0.983 | 0.987 | 0.993 | 0.576  |
| random  | 10 | 10  | 0.987 | 0.995 | 1.0   | 0.985 | 0.989 | 0.994 | 0.678  |
| random  | 100| 2   | 0.998 | 0.999 | 1.0   | 0.997 | 0.998 | 0.998 | 0.629  |
| random  | 100| 10  | 0.999 | 1.000 | 1.0   | 0.998 | 0.998 | 0.998 | 0.745  |
| proto   | 10 | 2   | 0.985 | 0.993 | 1.0   | 0.986 | 0.988 | 0.990 | 0.170  |
| proto   | 10 | 10  | 0.989 | 0.994 | 1.0   | 0.985 | 0.990 | 0.996 | 0.549  |
| proto   | 100| 2   | 0.999 | 0.999 | 1.0   | 0.995 | 0.997 | 0.997 | 0.225  |
| proto   | 100| 10  | 0.999 | 0.999 | 1.0   | 0.997 | 0.998 | 0.998 | 0.600  |

Table 5: Performance on documents aggregations, where $th$ stands for the topic probability threshold.

| Dataset | b  | m  | th  | GPmin | GPavg | GPmax | GVmin | GVavg | GVmax | RN     |
|---------|----|----|-----|-------|-------|-------|-------|-------|-------|--------|
| 20news  | 10 | 5  | 0.15| 0.970 | 0.985 | 1.0   | 0.967 | 0.977 | 0.990 | 0.543  |
| 20news  | 10 | 5  | 0.25| 0.987 | 0.996 | 1.0   | 0.976 | 0.981 | 0.991 | 0.525  |
| 20news  | 30 | 5  | 0.15| 0.988 | 0.993 | 1.0   | 0.986 | 0.989 | 0.991 | 0.574  |
| 20news  | 30 | 5  | 0.25| 0.997 | 0.998 | 1.0   | 0.991 | 0.995 | 0.998 | 0.559  |
| blog    | 10 | 8  | 0.15| 0.997 | 0.999 | 1.0   | 0.988 | 0.992 | 0.995 | 0.442  |
| blog    | 10 | 8  | 0.25| 0.988 | 0.995 | 1.0   | 0.988 | 0.991 | 0.997 | 0.433  |
| blog    | 30 | 8  | 0.15| 0.998 | 0.999 | 1.0   | 0.996 | 0.997 | 0.998 | 0.465  |
| blog    | 30 | 8  | 0.25| 0.999 | 0.999 | 1.0   | 0.995 | 0.997 | 0.998 | 0.440  |
Table 6: A use case for descriptors of seven data mining communities.

| Community | Description |
|-----------|-------------|
| C1        | database management system r |
|           | previous paper |
|           | xml data model |
|           | shared data |
|           | relational model |
|           | database system |
| C2        | data compression |
|           | big data |
|           | bandwidth |
|           | efficient data restructuring |
|           | aggregating data access |
|           | data point |
| C3        | data store |
|           | data processing |
|           | data instance |
|           | health data |
|           | large system |
|           | database machine |
| C4        | semantic data |
|           | content management middleware |
|           | spatial data |
|           | census data |
|           | information granularity |
|           | associates data output |
| C5        | 2-dimensional data visualization |
|           | archival data |
|           | high dimensional data |
|           | complex scientific data |
|           | italian workshop |
|           | data distribution |
| C6        | data element |
|           | sequence data |
|           | structured data |
|           | data node |
|           | data cube |
|           | game engine |
| C7        | feature model |
|           | data warehousing |
|           | complex object |
|           | temporal database management system |
|           | abstract data type |
|           | historical database |