Time irreversibility of a time series gives statistical information about the nature of the underlying process such as the presence of nonlinear correlations. Although this concept has been mainly used in physics to determine how much a given process is far from thermodynamic equilibrium, it has been adapted and implemented in other disciplines to study the time irreversibility of a wide range of different phenomena, such as for instance, the heart beat time series, DNA sequences, financial time series of assets, or even pieces of classical music. The problem of determining whether or not a series time irreversible is not a trivial task due to the finite duration of the measurements (or the time series). Furthermore, in many cases such time series might be of random duration. The DNA coding sequences, music scores and even heart beat time series are some examples of this situation. In this case, estimating the degree of irreversibility requires a different approach from the standard tools already developed. Here we propose a method that profits of the random duration of the time-series when we have access to a sample set of different-length time series.

I. INTRODUCTION

Real life measurements of certain variables results in time-series of finite duration. When there are no restrictions in the number of sample date being acquired the time series collected can have the same length and these can be used to perform statistical analysis without worrying about the statistical errors in each time-series. This is because the error is proportional to the inverse of the square root of sample size. However, time series collected from a certain process are not always of the same length, and even might be of random duration. This is the case, for example, of DNA coding sequences, since the genes coding for proteins have different lengths. Another examples of this situation is the case of symbolic time series coming from musical pieces, the heart beat time series, or any other biological signal whose measurements might be abruptly interrupted by uncontrolled external or internal influences. It is clear that the statistical errors in these cases are different due to randomness in the duration of the series and even this phenomenon might cause a bias if the estimator is dependent on the length of the time-series as in the case of the recurrence-time statistics.

In this work we are mainly interested in determine the degree of irreversibility of a process by analyzing a sample set of random-length time series, i.e. finite-time realizations of random duration of the corresponding process. This is made through the use of the recurrence-time statistics and in particular of the matching-time estimator for entropy rate. This estimator has been less studied in practical applications and in this work we show that it is a suitable tool for analyzing this class of inhomogeneous time series. To estimate the entropy rate and reversed entropy rate (i.e., the relative entropy of the process with respect to the invariant measure of the change process) we assume that the matching-time obtained from every time series is normally distributed, i.e., we assume the validity of the central limit theorem for finite, but sufficiently large, time series. This hypothesis allows us to implement the maximum likelihood method to obtain an estimator for a sample set of random-length time series. Thereafter it is possible to determine the degree of irreversibility of the process by comparing the entropy rate and the reversed entropy rate estimated by this approach.

This work is organized as follows. In Sec. I we resume the statistical properties of the matching-time estimator for entropy rate, such as the central limit theorem which was proved in Ref. 12. In this section we also introduce the maximum likelihood estimator for the entropy rate when considering as sample set of random length time series. In Sec. III we test
the proposed estimator in two different scenarios: in the case in which the symbolic sequences generated from a reversible Markov chain and from an irreversible Markov chain. In both cases we obtain symbolic sequences of finite random duration using a given distribution of lengths. In Sec. IV we implement the proposed estimator to determine the degree of irreversibility of coding DNA sequences of human genome, in which every gene is seen as a symbolic time series of random duration. Finally in Sec. V we summarize the main results of our study as well as the main conclusions of this work.

II. MATCHING-TIME ESTIMATORS FOR ENTROPY RATE AND ENTROPY PRODUCTION RATE

A. Matching times

Let $X := \{X_n : n \in \mathbb{N}\}$ be a discrete-valued stationary ergodic process generated by the law $\mathbb{P}$, whose realizations are infinite sequences of symbols taken from a finite set $A$, i.e., the set of all possible realizations is a subset of $A^\mathbb{N}$. Here we denote by $x = (x_0x_1x_2x_3 \ldots)$ an infinite realization of the process $X$. Let $\ell$ be a positive integer, we denote by $x_0^{\ell-1}$ the string of the first $\ell$ symbols of the realization $x$. A finite string $a := a_1a_2a_3 \ldots a_j$ comprised of $\ell$ symbols will be called either $\ell$-word or $\ell$-block. We say that the $\ell$-word $a$ “occurs” at the $k$th site of the trajectory $x$, if $x_k^{k+\ell-1} = a$.

The entropy rate $h$ of the process $X$ (also called Kolmogorov-Sinai entropy or KS entropy) is defined as rate at which the entropy of $n$-blocks grows with $n \in \mathbb{N}$.\footnote{\[ h := \lim_{n \to \infty} \frac{1}{n} \sum_{x_0^n} \mathbb{P}(X_0^{n-1} = x_0^{n-1}) \log(\mathbb{P}(X_0^{n-1} = x_0^{n-1})) \].} \label{eq:A.1}

Analogously, the reversed entropy rate $h_R$ of the process $X$ is defined as\footnote{\[ h_R := \lim_{n \to \infty} \frac{1}{n} \sum_{x_0^n} \mathbb{P}(X_0^{n-1} = x_0^{n-1}) \log(\mathbb{P}(X_0^{n-1} = x_0^{n-1})) \].} \label{eq:A.2}

The entropy production rate $e_p$ of the process $X$ quantifies the degree of irreversibility of the process $X$ and is defined as\footnote{\[ e_p := \lim_{n \to \infty} \frac{1}{n} \sum_{x_0^n} \mathbb{P}(X_0^{n-1} = x_0^{n-1}) \log \left( \frac{\mathbb{P}(X_0^{n-1} = x_0^{n-1})}{\mathbb{P}(X_0^{n-1} = x_0^{n-1})} \right) \].} \label{eq:A.3}

According to Ref. 5 the entropy production rate can be obtained as the difference between the reversed entropy rate and the entropy rate, $e_p = h_R - h$, for Markov processes and for more general systems.\footnote{This fact allows to state that the difference between the reversed entropy rate and entropy rate, $h_R - h$, can be used as an irreversibility index in systems in which the entropy production rate cannot be obtained directly from the observed time-series. Now we proceed to state the corresponding estimators for $h$ and $h_R$ based on the so-called matching times.} Given a finite realization $x := x_0x_1x_2 \ldots x_t$ up to time $t$ of the process $X$, the matching time $L_{\ell}^+$ is defined as the shortest $\ell$ such that the $\ell$-word $x_0^{\ell-1}$ does not reappears in $x$. Specifically we have that

\[ L_{\ell}^+(x) := \min \{ \ell : x_0^{\ell-1} \neq x_j^{\ell-1} \, \forall j = 1,2, \ldots, t-\ell+1 \} \] \label{eq:A.4}

Analogously we define the reversed matching time $L_{\ell}^-$ as the shortest $\ell$ such that the time-reversed $\ell$-word $x_0^{\ell-1}$ does not appears in $x$, i.e.,

\[ L_{\ell}^-(x) := \min \{ \ell : x_0^{\ell-1} \neq x_j^{\ell-1}, j = 1,2, \ldots, t-\ell+1 \} \] \label{eq:A.5}

According to Kontoyiannis\footnote{According to Kontoyiannis, $L_{\ell}^+$ satisfy a law of large numbers, in the sense that $L_{\ell}^+/\log(t)$ converges $\mathbb{P}$ almost surely to $1/h$ for $t \to \infty$, where $h$ is the entropy rate of the process $X$. Analogously the reversed matching times converge $\mathbb{P}$ almost surely to the reversed entropy rate, i.e., $L_{\ell}^-/\log(t) \to 1/h_R$ for $t \to \infty$. In a similar way, these estimators for the entropy rate and reversed entropy rate also satisfy a central limit theorem in the following form,}

\[ \sqrt{h^3 \log(t)} \left( \frac{L_{\ell}^+}{\log(t)} - \frac{1}{h} \right) \to \mathcal{N}(0,1), \] \label{eq:A.6}

\[ \sqrt{h^3 \log(t)} \left( \frac{L_{\ell}^-}{\log(t)} - \frac{1}{h_R} \right) \to \mathcal{N}(0,1), \] \label{eq:A.7}

in distribution as $t \to \infty$. Here $\sigma$ and $\sigma_R$ are a constants depending on the process (see Ref. 12 for details) and in this case can be interpreted as parameters to be estimated related to the statistical error due to the finiteness of the size of the sample sequence.

Next, we introduce the random variables $X_+^t$ and $X_-^t$ as follows

\[ X_+^t := \frac{L_{\ell}^+}{\log(t)}, \] \label{eq:A.8}

\[ X_-^t := \frac{L_{\ell}^-}{\log(t)}, \] \label{eq:A.9}

whose realizations can be interpreted as observation of an approximation to the inverse entropy rate and reversed entropy rate, respectively, for a time series of finite length $t$. Notice that both $X_+^t$ and $X_-^t$ satisfies the central limit theorem, as we stated in Eqs. (6) and (7), which allows us to assume that the distribution of $X_+^t$ and $X_-^t$ is normal for finite, but sufficiently large, $t$. This assumption implies that the probability distribution function of $X_+^t$, which we denote by $f_+(s)$, and the probability distribution function of $X_-^t$, denoted by $f_-(s)$, can be approximated by the normal distribution as follows,

\[ f_+(x) = \frac{1}{\sqrt{2\pi\rho_+^2}} \exp \left( -\frac{(x-1/h)^2}{2\rho_+^2} \right), \] \label{eq:A.10}

\[ f_-(x) = \frac{1}{\sqrt{2\pi\rho_-^2}} \exp \left( -\frac{(x-1/h_R)^2}{2\rho_-^2} \right), \] \label{eq:A.11}
respectively, for \( t \gg 1 \). Here \( \rho_R^2 \) and \( \rho_L^2 \) are the variance of \( X^+_i \) and \( X^-_i \) respectively, which depend on the length of sample sequence \( t \). Explicitly \( \rho_R^2 \) and \( \rho_L^2 \) are defined as

\[
\rho_R^2 := \frac{\sigma_R^2}{h_R^3 \log(t)}, \quad \rho_L^2 := \frac{\sigma_L^2}{h_L^3 \log(t)}. \tag{13}
\]

Under this assumption, it is clear that the mean and variance of \( X^+_i \) are given by

\[
\mathbb{E}[X^+_i] = \frac{1}{h}, \quad \text{Var}(X^+_i) = \rho_R^2. \tag{14}
\]

Analogously we also have that

\[
\mathbb{E}[X^-_i] = \frac{1}{h_R}, \quad \text{Var}(X^-_i) = \rho_L^2. \tag{15}
\]

### B. Estimation procedure

Now let us state the problem we are facing. We will assume that we have a set \( \mathcal{W} := \{ x_i : |x_i| = t_i, 1 \leq i \leq m \} \) of \( m \) finite sample sequences (finite-time observations of the process \( \mathcal{X} \)). The sample sequences are assumed to have different lengths \( t_i \) and we wish to estimate the entropy rate and the reversed entropy rate. It is reasonable to assume that the sequence lengths \( t_i \) are independent realizations of certain random variable whose distribution is denoted by \( g(t) \). The collection of all the sequence lengths \( t_i \) will be denoted by \( \mathcal{T} \), i.e.,

\[
\mathcal{T} := \{ t_i : 1 \leq i \leq m \}. \tag{16}
\]

It is clear that each sequence in \( \mathcal{W} \) gives us a sample of the matching time and a sample of the reversed matching time by applying Eq. (4) and Eq. (5) respectively. We denote by

\[
\mathcal{L}^+ := \{ \ell^+_i = L^+_i(x_i) : x_i \in \mathcal{W}, 1 \leq i \leq m \}, \tag{17}
\]

the set of all resulting matching times by applying Eq. (4) to each word in \( \mathcal{W} \). Analogously we denote by

\[
\mathcal{L}^- := \{ \ell^-_i = L^-_i(x_i) : x_i \in \mathcal{W}, 1 \leq i \leq m \}, \tag{18}
\]

the set of all reversed matching times obtained by applying Eq. (5) to each word in \( \mathcal{W} \).

The sample sets of matching times, \( \mathcal{L}^+ \) and \( \mathcal{L}^- \), give in turn inhomogeneous sample sets of entropy rate and reversed entropy rate as follows,

\[
\mathcal{R}^+ := \{ \ell_i^+ := \frac{\ell_i}{\log(t_i)} : \ell_i \in \mathcal{L}^+, 1 \leq i \leq m \} \tag{19}
\]

\[
\mathcal{R}^- := \{ \ell_i^- := \frac{\ell_i}{\log(t_i)} : \ell_i \in \mathcal{L}^-, 1 \leq i \leq m \} \tag{20}
\]

We say that these sample sets are inhomogeneous in the sense that the collected samples comes from different distributions, since the distribution itself depends on \( t \), the length of the time series. In other words, we can think of \( \mathcal{R}^+ \) and \( \mathcal{R}^- \) as a sets of realizations of random variables that are independent but not identically distributed, contrary to what is commonly assumed in statistics. Despite these sample sets are made up of realizations of different distributions, such distributions depend parametrically on the entropy rate and reversed entropy rate respectively, as it can be appreciated in Eqs. (10) and (11). This fact allows us to implement some estimators for \( h \) and \( h_R \). In Appendix A, we show that the maximum likelihood estimators for these quantities are given by,

\[
\hat{h} = \frac{1}{m} \sum_{j=1}^{m} \log(t_j),
\]

\[
\hat{h}_R = \frac{1}{m} \sum_{j=1}^{m} \ell_j^R.
\]

where \( \ell_j^+ \) and \( \ell_j^- \) are sample matching times from \( \mathcal{L}^+ \) and \( \mathcal{L}^- \) respectively. We should stress the fact that these estimations do not depend on the specific distribution of the sequence length \( t_i \), as we proved in Appendix A. This allows us to apply our formulas in several possible scenarios in which the sequence lengths are randomly distributed.

The parameters \( \sigma^2 \) and \( \sigma_R^2 \) can also be estimated and these quantities allow to obtain the estimated error in the estimation due to the finiteness of the sample sequences. In Appendix A, we also show that,

\[
\hat{\sigma}^2 = \hat{h} (\hat{h}^+ - \hat{a}^+),
\]

\[
\hat{\sigma}_R^2 = \hat{h}_R (\hat{h}_R^+ - \hat{a}^+),
\]

where the sample functions \( \hat{a}^+ \) and \( \hat{a}^- \) are defined as

\[
\hat{a}^+ := \frac{1}{m} \sum_{i=1}^{m} \ell_i^+, \tag{25}
\]

\[
\hat{a}^- := \frac{1}{m} \sum_{i=1}^{m} \ell_i^-, \tag{26}
\]

Once we have an expression for \( \hat{\sigma}^2 \) and \( \hat{\sigma}_R^2 \), the errors in the estimation due to the finiteness of the sample sequence can be obtained from the central limit theorem through equations (6) and (7). In Appendix A, we show that the average errors due to the finiteness of the sample sequences are given by,

\[
\hat{\varepsilon} = \frac{\hat{\sigma}^2}{h} \frac{1}{m} \sum_{i=1}^{m} \frac{1}{\log(t_i)}, \tag{27}
\]

\[
\hat{\varepsilon}_R = \frac{\hat{\sigma}_R^2}{h_R} \frac{1}{m} \sum_{i=1}^{m} \frac{1}{\log(t_i)}. \tag{28}
\]

These expressions for \( \hat{\varepsilon} \) and \( \hat{\varepsilon}_R \) allow us evaluate how large is the error due to the fact that the limit \( t \to \infty \) has not been reached and due to the fact the sample sequences are inhomogeneous in their length.

### III. NUMERICAL EXPERIMENTS

In this section we will perform numerical simulations in order to test the proposed procedure to obtain estimation for the
entropy rate and the reversed entropy rate and consequently, an estimation for the entropy production rate. We consider the case of a three-states Markov chain which, depending on a parameter, can be reversible or irreversible, thus allowing to test the estimator in both situations.

A. Markov chain model

To test the estimator for entropy rate we use a three-states Markov chain that is a minimal model of an irreversible stochastic model. Actually, depending on a parameter, the chain can be reversible or irreversible, thus allowing to test the estimator in both situations, showing that our method allows to estimate the entropy rate. Consequently, we can use the estimator as an index of irreversibility to apply in real situations.

Let \( \{X_t \in S : t \in \mathbb{N}\} \) be a discrete-time stochastic process with state space \( S := \{1, 2, 3\} \). We define the process as a three state Markov chain by introducing the stochastic matrix \( M : S \times S \rightarrow [0,1] \subset \mathbb{R} \), defined as

\[
M = \begin{pmatrix}
0 & p & 1-p \\
1-p & 0 & p \\
p & 1-p & 0
\end{pmatrix},
\]

where \( p \) is a parameter such that \( p \in [0,1] \). It is easy to see that this matrix is doubly stochastic and therefore the invariant distribution \( \pi = \pi M \) is given by \( \pi = (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}) \). Moreover, it is easy to compute the entropy rate and the time-reversed entropy rate, which are given by

\[
h(q) = -q \log(q) - (1-q) \log(1-q),
\]

\[
h^R(q) = -(1-q) \log(q) - q \log(1-q).
\]

Additionally, the corresponding entropy production rate is given by

\[
e_p(q) = (2q-1) \log\left(\frac{q}{1-q}\right).
\]

It is clear from the above formulas that the chain is reversible only for the case \( p = 1/2 \). Otherwise, the process is irreversible with a degree of irreversibility increasing as \( p \) deviates from \( p = 1/2 \).

B. Entropy estimation tests for fixed length time series

The first test we implement consists in obtaining \( m \) realizations of the process of fixed (non random) length \( t \). This numerical experiment is designed to test how accurate is the convergence of the entropy rate through the matching time estimator without considering the randomness in the length of the time series. For the first numerical experiment we simulate the above defined Markov chain for \( p = 0.5 \). In this case we expect that the entropy rate and the reversed entropy rate be equal, thus obtaining a vanishing entropy production rate.

Then we simulate trajectories (time-series) of several lengths, ranging from \( t = 500 \) time steps up to \( t = 10^6 \) time steps. For each fixed length \( t \) we obtain \( m = 10^4 \) different realizations of the process and for every realization we compute the corresponding matching-time and reversed matching-time. This procedure gives us a sample set of \( m = 10^4 \) realizations of matching-times and a set of \( m = 10^4 \) realizations of reversed matching-times. These sample sets are then used to obtain the corresponding estimations of the entropy rate and the reversed entropy rate. In Fig. 1 we show the behavior of the estimated entropy rate and reversed entropy rate as a function of the length of the series. We can observe that the error for short sequences (i.e., for \( t \sim 10^3 \) or below) is approximately of the same order of magnitude as for large sequences \((t \sim 10^6)\). This means that the matching-time estimator for entropy rate has some stability in its accuracy when the length of the time series changes up to three order of magnitude, making it feasible the entropy estimations for time series of random length varying from moderately short lengths (around \( 10^3 \) time steps) up to large lengths without worrying about the introduction of large errors for considering small length time series. This effect is more evident when looking at the estimation of the entropy production rate. For \( p = 0.5 \) the Markov chain is reversible and the corresponding entropy production rate is zero. In Fig. 1 we display the behavior of the estimated entropy production rate as a function of the size of the series \( t \). We should notice that in this case the convergence is fast, since the estimated entropy production rate goes to zero (in the average) for time series lengths of the order of \( 10^3 \) time steps. This property makes the matching-time estimator adequate to test the irreversibility of a series even for moderately

![Fig. 1. Estimates of entropy rate and entropy production rate for a reversible Markov chain. (a) Using \( m = 10^4 \) realizations of fixed length \( t \) we estimate the entropy rate and the reversed entropy rate using the matching-time estimators given in Eqs. (21) and (21) (solid and dashed lines respectively). The red line stands for the exact value of the entropy rate. We can observe that the error in the estimation for small \( t \) (less that \( 10^3 \) time steps) is of the same order of magnitude as for large \( t \) (for \( 10^6 \) time steps). (b) We should notice that the entropy production rate can be accurately predicted for moderately small \( t \). In this case, due to reversibility, the entropy rate and the reversed entropy rate are the same and therefore the entropy production rate is zero.](https://example.com/fig1.png)
short length time series.

The second test we implement consists in estimating the entropy rate and reversed entropy rate for time series coming from an irreversible Markov chain. For this case we use the three-states Markov chain model introduced above for \( p = 0.60 \). As in the case \( p = 0.50 \) we perform the estimation of entropy rate without considering the randomness in the length of the time series. We simulate trajectories of several lengths, ranging from \( t = 500 \) to \( t = 10^6 \) time steps. For each fixed length \( t \) we obtain \( m = 10^4 \) different realizations of the process and for every realization we compute the corresponding matching-time and reversed matching-time. These sample sets are then used to obtain the corresponding estimations of the entropy rate and the reversed entropy rate through the matching-times as described in Sec. II B In Fig. 2a, we show the behavior of the estimated entropy rate and reversed entropy rate as a function of the length of the series. As in the case \( p = 0.50 \), for the case \( p = 0.60 \) we see that the error for short sequences (for \( t \sim 10^3 \)) is approximately of the same order of magnitude as for large sequences (\( t \sim 10^6 \)), implying that the accuracy of the estimations is stable as we move from short to large lengths. In Fig. 2b, we show the behavior of the estimated entropy production rate as a function of the series length \( t \). We can see that the accuracy of \( \hat{\epsilon}_p \) also maintains within the same order of magnitude as we increase the series length from moderately short (\( t \sim 10^3 \)) to large (\( t \sim 10^6 \)). According to these numerical test, it seem that the entropy rate estimator based on matching-times are adequate for testing irreversibility for random length time-series.

C. Entropy estimation tests for random length time series

The next numerical experiment is designed to test the estimators for \( h \) and \( h_R \) given in Eqs. (21) and (21), but now considering random length time series. To this end we propose a model distribution to generate the random length time series of the three-states Markov chain. The model we use to generate random lengths is a discrete Gamma distribution, whose probability function \( g(t) \), for \( t \in \mathbb{N} \) is defined as

\[
g(t) = G(t) - G(t-1),
\]

where \( G(x) \) is the (cumulative) distribution function of a (continuous) random variable with Gamma distribution,

\[
G(x) := \int_x^\infty \frac{\lambda^k x^{k-1} e^{-\lambda x}}{\Gamma(k)}
\]

This model was chosen because it reproduce the main statistical features of the length distribution of real coding sequences of human genome (see Sec. IV below). Based on observations of real genomic sequences we choose the parameter \( k = 1 \) and \( \lambda = 1/1921 \), the latter being the inverse of the mean length coding sequences of human genome. In Fig. 3 we show the histogram of \( m = 10^4 \) realization of random length using this model. As we will see below, this histogram mimics the main qualitative behavior of the histogram of the random lengths coming from coding sequences of the human DNA.

Next we generate the random length time series. First we generate a random length \( t \) using the Gamma model distribution. Then, we start to generate the time series by simulating the Markov chain and stopping the process after \( t \) time steps.
It is worth mentioning that we implemented an additional condition on $t$. Actually we limited the value of $t$ to lie in the interval $10^3 \leq t \leq 1.5 \times 10^4$. This condition is imposed to avoid $t$ values too short, in order to have a better control of the error, which is according to the tests implemented in Sec. III B.

We then use this procedure to generate $m = 10^4$ time series using the above described Markov chain for several values of the parameter $p$, ranging from $p = 0.01$ to $p = 0.99$. Next, for every fixed $p$ we use the entropy estimators (21) and (21) to estimate $h$ and $h_R$. In Fig. 4 we show the estimations of the entropy rate (Fig. 4a) and the reversed entropy rate (Fig. 4b) using this procedure (open circles) compared with their exact counterparts (solid black lines) using the corresponding formulas given in Eqs. (30) and (31). In order to analyze the performance of these estimations based on random length time series we also display entropy rate (open squares in Fig. 4a) and the reversed entropy rate (open squares in Fig. 4b) estimations using fixed-length time series as it was done in Sec. III B. The length used to obtain the corresponding entropy estimations was $t = 10^6$ time steps. It is important to stress that for random-length estimations we used time series whose length lie in the interval $10^3 \leq t \leq 1.5 \times 10^4$. Notice that despite the large difference in the lengths of the time series used for the estimations (a difference of around two orders of magnitude), we have that the accuracy of the random-length estimations is comparable to the one of the fixed-length estimations. Moreover, as we can appreciate from Fig. 4, these estimations are both comparable with the corresponding exact entropy rates. This allows us to state that the proposed estimators based on matching-times seem to be adequate to implement it in real scenarios in which the time series are moderately short and random.

IV. TESTING IRREVERSIBILITY OF DNA SEQUENCES

Next we turn out to the problem of determining if the coding sequences of human DNA is reversible or not and if this irreversibility (if any) is comparable to the degree of irreversibility of the whole human genome. It is important to remark the statistical properties of DNA has been previously studied from several points of view, and in particular the irreversible character of human genome has been analyzed in Refs. 7 and 8. It is clear that understanding this characteristic might give us a deeper understanding of the physics of DNA, such as protein diffusion along the DNA. It is among other phenomena.

In Refs. 7 and 8 it was found that the entropy production rate estimated from human genome (including coding and non-coding sequences) was around $e_p \approx 0.07$, a value which is significantly non-zero. These studies reveal that real genomic sequences might be indeed irreversible, however still remains open the question if the coding part of the genome has a degree of irreversibility larger or lower that the whole genome. In order to shed some light on this question we analyzed the
irreversibility of the coding part of the human genome with the technique introduced in this work. To do this, we obtained the coding sequences of all the chromosomes of *Homo sapiens* from the GenBank database.

First we should stress the fact that the coding sequences of human genome have different lengths which can be considered as random. The corresponding empirical distribution can be appreciated in Fig. 5 where we display the frequency histogram as a function of the length of the sequence in basepairs (bp). It is clear that the most frequent length we found in the sample set of coding sequences is of the order of $10^3$ bp. It is clear that the most frequent length we found in the sample set of coding sequences is of the order of $10^3$ bp. Actually, the mean length $\bar{t}$ of the coding sequences is $\bar{t}$ = 1970 bp. For our analysis we discard the sequences whose length is lower than $t_{\text{min}} = 10^3$ bp. The latter was done to avoid errors due to short sequences since we need that the sequences be large enough to satisfy the central limit theorem. Taking into account only sequences larger than $10^3$ bp coming from all the chromosomes, we analyzed 80671 coding sequences with a mean length 3360 bp. In Fig. 6a we show the mean length $\bar{t}$ of the coding sequences from every chromosome. In Fig. 6b we observe the number of coding sequences contained in every chromosome. We can see that there are chromosomes with a low number of coding sequences such as the chromosomes 13, 21 and Y. This fact might introduce statistical errors in estimations. Despite this fact, the entropy estimations even for these chromosomes gives estimations consistent with the estimations from the rest of chromosomes.

Next we proceed to estimate the entropy rate and the reversed entropy rate for every chromosome separately. In Fig. 7a we can see the estimations of $h$ (black bars) and $h_R$ (red bars) for every human chromosome. We should see that the reversed entropy rate is significantly larger than the entropy rate thus allowing us to see that there is certain irreversibility of the coding sequences. In Fig. 7b we display the estimated entropy production rate ($e_p$ = $h_R - h$) for every chromosome. We can see that the entropy production rate is around 0.2 and actually the mean $\bar{e}_p$ we obtain from these data is $e_p \approx 0.1928$ In Table II we resume the values of the estimations of entropy rate and entropy production rate for both coding and non-coding sequences of *Homo sapiens*. The values for non-coding sequences was obtained from Refs. 7 and 8.

We clearly see that the estimated entropy production rate for coding sequences that we obtained here is larger than twice the entropy production rate reported for the analyzed sequences of *Homo sapiens* which include both coding and non-coding. Since the non-coding sequences in *Homo sapiens* is around the 98% of the whole genome we can say that the estimations reported in Refs. 7 and 8 are representative of the non-coding genomic material. Therefore, our results allow to state that the degree of irreversibility of coding sequences is significantly larger than the non-coding material. This would mean that the non-coding part of the genome might possibly underwent several processes that lead to lose its irreversibility, such as random mutations or any other process (or thermodynamic force) that drives the non-coding genetic material to the equilibrium in the sense of reversibility.
TABLE I. Entropy rate and entropy production rate for coding and non-coding DNA of Homo sapiens.

|                | coding  | non-coding |
|----------------|---------|------------|
| \( \hat{h} \)  | 1.3334  | 1.277\(^a\) |
| \( h_R \)       | 1.5262  | 1.352\(^a\) |
| \( \hat{\varepsilon}_p \) | 0.1928  | 0.075\(^b\) |
| STD(\(\varepsilon_p\))/\(\varepsilon_p\) | 0.1442\(^c\) | - |

\(^a\) From Ref. 7. The corresponding value reported in Ref. 8 is \(\varepsilon_p \approx 0.077\).

\(^b\) The standard deviation of \(\varepsilon_p\) is computed with respect to the estimated values from the chromosomes. It represents the mean deviation of the entropy production rate from one chromosome to another.

\(^c\) From Ref. 8. The value for \(\hat{\varepsilon}_p\) is approximately the same. This fact suggests that the irreversibility character of the coding sequences might be result of an evolutive process that lead the coding sequences to its current degree of irreversibility. Moreover, other studies revealed that the non-coding part of the human genome has a degree of irreversibility that is lower than the one we report here for the coding sequences. This would mean that the non-coding part of the genome, might underwent some process that lead it to lower its degree of irreversibility in the course of evolution, i.e., the non-coding part of the genome might possibly be under the influence of some thermodynamic force that drives the sequences to the equilibrium in the sense of irreversibility. Clearly, understanding the origin of irreversibility of real genomes require a much more deeper statistical analysis from the point of view of genome evolution.

V. CONCLUSIONS

We have introduced the maximum likelihood estimator of entropy rate based on the recurrence properties of the system. In particular we made use of the so-called matching times which gives an estimator for the inverse entropy rate. According to the central limit theorem, this estimator converges to the normal distribution if it is appropriately normalized. We used this fact to obtain a maximum likelihood estimator when we have time series of several size i.e., when we have a sample set of time series of random duration. We showed through numerical simulations that the proposed estimator gives accurate enough estimations of entropy rate and reversed entropy rate in the case of Markov state space for moderately short time series (of around \(t^3\) time steps). Once we tested the estimator using time series of random length obtained from both, a reversible and an irreversible Markov chain, we proceed to implement our method to determine the degree of irreversibility of coding sequences of human genome. We observed that the coding sequences of Homo sapiens have an entropy production rate \(\hat{\varepsilon}_p = 0.1928\). Interestingly we saw that this value for \(\hat{\varepsilon}_p\) does not deviates too much from one chromosome to another, i.e., the degree of irreversibility of all the coding part of all the chromosomes of the human genome is approximately the same. This fact suggest that the irreversibility character of the coding sequences might be result of a evolutive process that lead the coding sequences to its current degree of irreversibility. Moreover, other studies revealed that the non-coding part of the human genome has a degree of irreversibility that is lower than the one we report here for the coding sequences. This would mean that the non-coding part of the genome, might underwent some process that lead it to lower its degree of irreversibility in the course of evolution, i.e., the non-coding part of the genome might possibly be under the influence of some thermodynamic force that drives the sequences to the equilibrium in the sense of irreversibility. Clearly, understanding the origin of irreversibility of real genomes require a much more deeper statistical analysis from the point of view of genome evolution.
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Appendix A: Maximum Likelihood estimator for inhomogeneous samples.

Let us start by assuming that we have a normal random variable \(X\) whose distribution depends on a value \(t\). We assume this parameter \(t\) is a realization of a random variable \(T\) whose distribution is denoted by \(g(t, \theta)\), where \(\theta\) is a (unknown) parameter to be estimated. In terms of \(t\), the mean and variance of \(X\) are given by

\[
E[X] = \frac{1}{h}, \tag{A1}
\]

\[
\text{Var}(X) = \frac{\sigma^2}{h^3 \log(t)}, \tag{A2}
\]

and the corresponding probability density function of \(X\) can be written as,

\[
f(x; h, \sigma, t) := \frac{h^3 \log(t)}{\sqrt{2\pi \sigma^2}} \exp \left( -\frac{(x - \frac{1}{h})^2 h^3 \log(t)}{2\sigma^2} \right). \tag{A3}
\]

Since the parameter \(t\) is a realization of the random variable \(T\), it is clear that \(f(x; h, \sigma, t)\) is the conditioned distribution of \(X\) given \(T\). Therefore, assuming that \(T\) is independent, it is clear that the joint probability density function \(f_{X,Y}(x,y)\) of \((X,T)\) is given by

\[
f_{X,Y}(x,y) = f(x; h, \sigma, t)g(t, \theta). \tag{A4}
\]

where the variables \(h, \sigma^2, \) and \(\theta\) are parameters to be estimated from a given sample.

Next we consider a sample set \(\mathcal{S}\) of realizations of \((X,T)\) as follows,

\[
\mathcal{S} := \{ (x_i, t_i) : 1 \leq i \leq m \}, \tag{A5}
\]

which will be used to estimate \(h, \sigma^2, \) and \(\theta\) by means of the maximum likelihood method.

Once we have stated the joint density function of \((X,T)\), the likelihood function for the sample set \(\mathcal{S}\) can be written as follows,

\[
L(h, \sigma^2; \mathcal{S}) = \prod_{i=1}^{m} f(x_i; h, \sigma, t_i)g(t_i, \theta) \Delta x. \tag{A6}
\]

The log-likelihood function is therefore given by

\[
\log L = \sum_{i=1}^{m} \left[ -\frac{(x_i - \frac{1}{h})^2 h^3 \log(t_i)}{2\sigma^2} + \frac{1}{2} \log \left( \frac{h^3 \log(t_i)}{\sigma^2} \right) \right] + \log (g(t_i, \theta)) + \log \left( \frac{\Delta x}{\sqrt{2\pi}} \right). \tag{A7}
\]
After some calculations it is easy to see that the first derivative of \( \log L \) with respect to \( h, \sigma^2 \) and \( \theta \) can be expressed as,

\[
\frac{\partial \log L}{\partial h} = \frac{3}{2} \sum_{i=1}^{m} \left( x_i - \frac{1}{h} \right)^2 h^3 \log(t_i) \frac{m}{\sigma^2} \frac{h \log(t_i)}{\sum_{i=1}^{m} \left( x_i - \frac{1}{h} \right) h \log(t_i)} + \frac{3}{2} m \frac{h}{h^3}
\]

which implies that \( \hat{\theta} - \hat{b} = 0 \), thus obtaining the maximum likelihood estimation \( \hat{h} \) for the parameter \( h \),

\[
\hat{h} = \hat{a} + \frac{1}{m} \sum_{i=1}^{m} \log(t_i).
\]

Recalling that \( x_i \) is actually defined as \( x_i = \ell / \log(t_i) \), we can see that \( h \) can alternatively be written as

\[
\hat{h} = \frac{1}{m} \sum_{i=1}^{m} \log(t_i),
\]

which was the formula anticipated in Eqs. (21) and (22).

Now, to maximize the log-likelihood function we equate to zero the above partial derivatives. Solving these equations will give us the maximum likelihood estimations for every parameter. Then we obtain,

\[
\frac{m\sigma^2}{h} = \sum_{i=1}^{m} \left( x_i - \frac{1}{h} \right)^2 h^3 \log(t_i) + \sum_{i=1}^{m} \left( x_i - \frac{1}{h} \right) h \log(t_i),
\]

\[
\frac{m\sigma^2}{h} = \sum_{i=1}^{m} \left( x_i - \frac{1}{h} \right) h^3 \log(t_i),
\]

\[
0 = \sum_{i=1}^{m} \frac{\partial \log g(t_i; \theta)}{\partial \theta}.
\]

Notice that the last equation involves uniquely the parameter \( \theta \). This means that the maximum likelihood estimation for \( \theta \) can be obtained separately from the problem of estimating \( h \) and \( \sigma^2 \). This was actually expected due to the fact that \( T \) is an independent random variable and therefore the parameters of the model can be estimated without the information about the realizations \( x_i \). The latter means that the distribution of random duration of the time series can be estimated independently of the estimations of any other property of the series, which in the present case is entropy rate and the entropy production rate of the process.

For the sake of clearness we introduce the following shorthand notations

\[
\hat{a} := \frac{1}{m} \sum_{i=1}^{m} x_i \log(t_i),
\]

\[
\hat{b} := \frac{1}{m} \sum_{i=1}^{m} \log(t_i),
\]

\[
\hat{\xi} := \frac{1}{m} \sum_{i=1}^{m} \log(t_i) \left( x_i - \frac{1}{h} \right)^2.
\]

In terms of \( \hat{a}, \hat{b}, \) and \( \hat{\xi} \) we can rewrite Eqs. (A11) and (A12) as

\[
\frac{\sigma^2}{h} = h^2 \hat{\xi} + \frac{2}{3} (\hat{a} - \hat{b}),
\]

\[
\sigma^2 = h^3 \hat{\xi},
\]

Next, from Eq. (A18) we see that \( \hat{\xi} = \sigma^2 / h^3 \), which can be substituted into Eq. (A17) to obtain,

\[
\frac{\sigma^2}{h} = \frac{\sigma^2}{h} + \frac{2}{3} (\hat{a} - \hat{b}),
\]

which implies that \( \hat{\theta} - \hat{b} = 0 \), thus obtaining the maximum likelihood estimation \( \hat{h} \) for the parameter \( h \),

\[
\hat{h} = \hat{a} + \frac{1}{m} \sum_{i=1}^{m} \log(t_i).
\]

Recalling that \( x_i \) is actually defined as \( x_i = \ell / \log(t_i) \), we can see that \( h \) can alternatively be written as

\[
\hat{h} = \frac{1}{m} \sum_{i=1}^{m} \log(t_i),
\]

which was the formula anticipated in Eqs. (21) and (22).

Now, once we have an estimation for \( h \) and \( \sigma^2 \), we can obtain an estimation for \( \sigma^2 \) through the expression (A18). In order to obtain a simplified formula for this parameter, let us perform some calculation. First notice that \( \hat{\xi} \) defined in eq. (A16) can be written as,

\[
\hat{\xi} = \frac{1}{m} \sum_{i=1}^{m} \log(t_i) \left( x_i^2 - 2x_i \frac{1}{h} + \frac{1}{h^2} \right) = \frac{1}{m} \sum_{i=1}^{m} x_i^2 \log(t_i) - \frac{2}{h} \sum_{i=1}^{m} x_i \log(t_i) + \frac{1}{h^2} \sum_{i=1}^{m} \log(t_i) = \hat{c} - \frac{2\hat{a}}{h} + \frac{\hat{b}}{h^2},
\]

where we defined \( \hat{c} \) as

\[
\hat{c} := \frac{1}{m} \sum_{i=1}^{m} x_i^2 \log(t_i).
\]

Thus, in terms of the sample functions \( \hat{a}, \hat{b}, \) and \( \hat{c} \) we have that an estimation for the parameters \( \sigma^2 \) can be written as

\[
\hat{\sigma}^2 = \hat{h}^3 \hat{c} - 2\hat{h}^2 \hat{a} + \hat{h} \hat{b}.
\]

We can simplify the above expression if we recall that \( \hat{h} = \hat{b} / \hat{a} \). Further calculations allow us to write

\[
\hat{\sigma}^2 = \hat{h}^2 (\hat{h} \hat{c} - \hat{a}).
\]

It is clear that the parameter \( \sigma \) is associated to the statistical error of \( X \) and therefore it would be involved in the error associated to the estimation of \( h \). Actually we will not obtain the exact expression of the standard deviation of the estimator \( \hat{h} \) but we will make an approximation that will allow us to know the error due to the finiteness of the sample sequences \( \{ t_i \} \). Since \( \sigma / \sqrt{h^3 \log(t)} \) is an approximation to the error of the inverse entropy rate, it is clear that

\[
\frac{1}{h} \approx \frac{1}{h} \pm \frac{\sigma}{\sqrt{h^3 \log(t)}}.
\]

Taking the inverse of the above equality we obtain

\[
h \approx \left( \frac{1}{h} \pm \frac{\sigma}{\sqrt{h^3 \log(t)}} \right)^{-1}.
\]
thus, assuming that $\sigma/\sqrt{h log(t)}$ is small, we can expand the right-hand side of the above equation up to first order. Then we obtain

$$h \approx \hat{h} \pm \frac{\hat{\sigma}}{\sqrt{h log(t)}}. \quad \text{(A28)}$$

Finally, since $t$ is a random variable we average the squared error over all the sequence length of the sample, thus obtaining that

$$\hat{e}^2 = \frac{\hat{\sigma}^2}{h} \frac{1}{m} \sum_{i=1}^{m} \frac{1}{log(t_i)}. \quad \text{(A29)}$$

This last expression allows to see that our estimator is consistent with the central limit theorem in the sense that error vanishes if we made $t_i$ tend to infinity. Otherwise, for finite $t$ the error remains finite no matter how many samples we use, i.e., no matter how long is $m$. The latter, as we can see, is a consequence of the fact that there is an intrinsic error due to the finiteness of $t$.
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