Intron exon boundary junctions in human genome have in-built unique structural and energetic signals
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ABSTRACT

Precise identification of correct exon–intron boundaries is a prerequisite to analyze the location and structure of genes. The existing framework for genomic signals, delineating exon and introns in a genomic segment, seems insufficient, predominantly due to poor sequence consensus as well as limitations of training on available experimental data sets. We present here a novel concept for characterizing exon–intron boundaries in genomic segments on the basis of structural and energetic properties. We analyzed boundary junctions on both sides of all the exons (3 28 368) of protein coding genes from human genome (GENCODE database) using 28 structural and three energy parameters. Study of sequence conservation at these sites shows very poor consensus. It is observed that DNA adopts a unique structural and energy state at the boundary junctions. Also, signals are somewhat different for housekeeping and tissue specific genes. Clustering of 31 parameters into four derived vectors gives some additional insights into the physical mechanisms involved in this biological process. Sites of structural and energy signals correlate well to the positions playing important roles in pre-mRNA splicing.

INTRODUCTION

Discovery of eukaryotic genes as discontinuous structures, with protein-coding segments or exons disrupted by non-protein coding segments or introns, was one of the most unanticipated findings in molecular biology (1), whose mystery is yet to be solved fully. In fact, identification of genes with correct exon–intron architecture is one of the hardest problems in eukaryotic genome annotation. The key signals used for this purpose are the splice-site (SS) sensors which conventionally include a G–T sequence signal at the 5′SS (+1/+2 position at the 5′ end of intron) and A–G sequence signal at the 3′SS (last two positions at the 3′ end of intron). There exists a plethora of sequence variations at these sites, considering that thousands of different sequences act as naturally occurring splice sites in the human transcriptome (2), along with many variably located cryptic SSs (3). This greatly reduces the accuracy and fidelity of SS sequence signals for the identification of precise exon–intron boundaries, and the situation becomes more challenging in the wake of alternative splicing happening so prevalently in eukaryotes (4). The exact locations of the exon–intron boundaries are crucial not only for defining the encoded amino acid sequence but also for understanding the molecular mechanism underlying the regulation of premRNA splicing, which is fundamental to understand gene expression and is of great medical relevance as at least 15% of human genetic disorders and many diseases are caused by aberrant pre-mRNA splicing (5).

Over the years, computational methods have emerged as a major force in fast and accurate characterization of genes/genomic segments. Some algorithms have been developed which determine a splice site based on a score calculated by measuring its concordance to matrices built using large collections of splice sites (6–9). Earlier gene prediction tools like Genscan, Genomescan combine exon–intron and splice signal models with similarity to known protein sequences in an integrated mode for gene predictions (10–12). Some other important tools like Genewise, Genomewise (13), Augustus (14), Fraggene (15), GeneParser (16), GeneID (17) are ab initio gene prediction tools which have been developed using various programming models (Dynamic or Hidden Markov Model) on sequence information for functional signals including splice sites. These methods have been developed on huge training data and performance is high for a species/organism but for a naïve
of pre-mRNA as well as splicing of upstream intron, or, are they offering some platform to physically/mechanistically link the RNA polymerase II and spliceosome? Before going any further in this direction, it became imperative that the structural and energetic behavior of exon–intron boundaries be investigated. Since these signals do not manifest directly in the sequence itself, previous studies pertaining to sequence analysis of exon–intron boundaries (6–17) do not offer information regarding the structure and energy signals of boundary junctions.

Over the years, some very remarkable methods have become available for the analysis of nucleic acids structure (26–33). During the last 15 years, we have also made some significant efforts to understand the DNA language in terms of its energetics and structure (47–55). For the present study, we proceeded by downloading all the exons (3 28 368) from protein coding genes of human genome from GENCODE database and obtained the genomic coordinates of exon–start and exon–end position. Using these genomic coordinates, two boundary sequences datasets were prepared: Dataset I and Dataset II, each having 3 28 368 sequences of length 401 nucleotides (detail in method section). These boundary sequences were subjected to structural and energetic characterization using 28 structural and three energy parameters. To obtain numeric values of conformational parameters for the unique di-nucleotides steps, we downloaded the crystals structures of B-DNA from Nucleic Acids Database (NDB) (55) and applied the Curves+ webserver (31) on these structures for the same. In-house programs were used for calculating the energy parameters (53). Here, we report that these parameters provide unique structural and energetic signatures at SS junctions and the information for these signatures is in-built in their sequences. Our results offer a whole new paradigm for understanding pre-mRNA splicing which can go a long way in understanding regulation of eukaryotic gene expression.

MATERIALS AND METHODS

Boundary sequence dataset

Genome annotation file of human genome was downloaded from GENCODE database and from this, all the exons (3 28 368) from protein coding genes were extracted, and for each exon–exon-start and exon-end genomic coordinates were taken out. Using these genomic coordinates, two datasets for boundary sequences were prepared: Dataset I and Dataset II. Dataset I was prepared by extracting 401 nucleotides, spanning 200 nucleotides upstream and downstream, with respect to the exon end position, taking it as ‘0’; these sequences, each of length 401 nucleotides, represent exon sequence from −200 to 0 and intron sequence from +1 to +200. Likewise, Dataset II was prepared with respect to exon start position (the sequences here represent intron sequence from −200 to −1 and exon sequences from 0 to +200). In this way, each dataset has 3 28 368 sequences, of length 401 nucleotides each. As control dataset (Dataset III), we extracted 30 140 sequences of length 401 nucleotides from the middle of exons, which are >1000 nucleotides long (www.scfbio-iitd.res.in/chemgenome/intron_exon).
Parameters for characterization of genomic sequences

We have used 28 structural and three energetic parameters. The structural parameters include—nine backbone (Alpha, Beta, Gamma, Delta, Epsilon, Zeta, Chi, Phase and Amplitude), eight inter-BP (Shift, Slide, Rise, Tilt, Roll, Twist, H-Rise and H-Twist), six intra-BP (Shear, Stretch, Stagger, Buckle, Propel and Opening) and five BP-axis (X Displacement, Y Displacement, Inclination, Tip and Axis-Bend) parameters. The values of these parameters were calculated by applying Curves+ webserver (44) on 74 B-DNA crystal structures obtained from NDB database (Supplementary Table S1.1) (55). After calculating values for all the parameters for each B-DNA structure, all occurrences of unique 10 di-nucleotide steps in the 5’ to 3’ direction were considered for each parameter and the average of all the occurrences were calculated. Proper methods were used for the statistical analysis of angular values (56–58).

The energy parameters include—hydrogen bond energy, stacking energy and solvation energy. The values for these three energy parameters for the unique 10 di-nucleotide steps was done as reported in our previous work (53).

The numeric values, of all the 30 parameters, for the unique di-nucleotides steps, obtained above are provided in supplementary Table S1.2. All the numeric conversions of the present study were made according to this table.

Obtaining the structural and energy numeric profile of each sequence

The calculated di-nucleotide values for each parameter (from Supplementary Table S1.2) were used for getting numeric profile of each sequence of all the three datasets by performing moving average calculation on a sliding window of 25 bp covering 24 di-nucleotide steps (the first element of the moving average is obtained by taking the average of the initial first 24 di-nucleotide steps then the window is shifted forward, excluding the first number and including the next set of 24 di-nucleotide steps) (selection of the 25-bp window size was based on initial screening of sample data with window sizes of 15, 20, 25 and 30). The same exercise was performed independently on all the selected sequences for all the 31 parameters. In this way, 31 numeric profiles were obtained for each of the 3 28 368 sequences, for both the datasets: Dataset I and Dataset II. Likewise, all sequences of Dataset III (CDSs) were also subjected to numeric profile generation; 31 numeric profiles were generated for each sequence. [The term ‘Profile’ here is used for the unique set of numeric values for each nucleotide position (from –200 to +200, through 0) along the length of the sequence.]

Data is available in raw csv format as supplementary file 2.

Normalization of values

To bring all the parameters on the same scale, the values were made dimensionless using normalization. The values were normalized between 0 and 1 by subtracting the minimum value of the profile from each value and then by dividing the value with the range of the profile (i.e. max – min).

Error analysis of data

The standard error of the mean at each position from –200 to +200 for all the parameters was calculated by dividing standard deviation of values at that position divided by square root of total number of observations. The standard error along with mean value is presented in Supplementary Figure S1.1a–e and S1.2a–e as shaded error bars.

Profile plotting of sequences

The plotting was performed using MATLAB software.

Examining the observations on individual sequences

To examine the generality of observations on individual sequences of Datasets I and II, following methodology was used.

For sequences of both datasets, for each parameter, a vector of 61 residues in length (spanning –30 to +30 through 0) was taken and was named as junction vector. To generate the CDS vector (as control, for comparison), for every position in the junction vector, a relative position towards the exon region was mapped at 150 residues away from it. For Dataset I (exon from –200 to 0 and intron from +1 to +200) the control vector was upstream of junction vector while for Dataset II (intron from –200 to +1 and exon from 0 to +200) control vector was downstream of junction vector. Then for every pair of junction vector and corresponding CDS vectors, the area enclosed by them was calculated. Logic is that, those pairs of junctions and CDS vectors where area enclosed by them is small (<2 standard deviations from the mean) will be indistinguishable, whereas vice versa is true for pairs having area greater than this value. Thus, sequences which qualified the threshold criteria of (mean – 2 × standard deviations) for the area calculated, were selected as having significant junction signals and those not meeting the threshold criteria were considered as sequences not having the signal. Formulas for calculation of area under the curve and optimization process of threshold values are given in supplementary methodology S1.1a, b and Supplementary Figures S1.3–S1.4.

Signals in housekeeping genes and tissue specific genes

In order to compare the signals, at splice junctions, of housekeeping genes with those of tissue specific genes, we obtained the complete list of 53 exons from 11 housekeeping genes (59) and 141 exons from 11 tissue specific genes (top 6 brain specific and top 5 liver specific genes) (60). With respect to the exon start and end position in each case, 200 nucleotides were extracted from each side from the corresponding genomic sequence, as explained earlier, to prepare two datasets for both housekeeping genes (Dataset_HK I and Dataset_HK II) and tissue specific genes (Dataset_TS I and Dataset_TS II). Plotting was done as explained earlier.

Clustering the data into sets of few plots

To simplify the data to facilitate a better interpretation, the data of 31 plots for both the Datasets were clustered into a set of a few plots. Data were sorted out by the value near
RESULTS AND DISCUSSIONS

Numeric profiles of 31 parameters (28 structural and 3 energy) were obtained for pooled sequences of each dataset: Dataset I (3 28 368 sequences), Dataset II (3 28 368 sequences) and Dataset III (30 140 sequences) (each sequence of length 401 nucleotides). For this, for each parameter, numeric profiles of all the individual sequences belonging to a particular dataset were superimposed and average over all numeric sequences for each position was calculated. In this way, for each dataset, we obtained 31 average numeric profiles and these average profiles were then used for the plotting purpose, with abscissa showing nucleotide position and ordinate representing the numeric value of that parameter (Supplementary Figures S1.1–S1.2a–e, parameter-wise plot for the three datasets (Datasets I, II and III), showing the error bars too). To evaluate all the parameters on single scale, values were normalized and all the 31 normalized parameters were plotted together on this new scale, for the three datasets-Datasets I, II and III. (Figure 1).

It is clear from Figure 1 that for all the 31 parameters, a unique pattern is observed from −50th to +25th position, which is quite distinct from the corresponding upstream and downstream regions, indicating a considerable change in DNA structural and energetic properties at these locations. Figure 1a represents the signal obtained for Dataset I (exon sequence from −200 to 0 and intron sequence from +1 to +200), showing the parameter profile as we move from exon to intron while Figure 1B represents the profile of Dataset II (intron sequence from −200 to −1 and exon sequence from 0 to +200) as sequence transitions from intron to exon. It is quite notable that though change in values of each parameter starts happening from around −50th position, the pattern of change is quite unique for each parameter for both the datasets; for some parameters, values increase initially followed by sudden decrease and the reverse for others. On the other hand, the plots of CDSs (Dataset III), as shown in Figure 1C, come as straight lines, with no changes occurring anywhere across the entire length of sequence (parameter wise value is given in Supplementary File S2). This clearly suggests that DNA undergoes a distinct change in its structure and energy as it transitions from exon to intron and vice versa while no such change occurs across the length of CDS.

Since Figure 1 is an average plot of all the sequences of a particular dataset, it becomes imperative to know the generality of this observations across the individual sequences. Using the methodology as explained in method section, it was observed that for both the datasets, the signal for each parameter, at positions ‘−30 to +30’ was observed in >95% of the sequences (detailed results are available in Supplementary Table S1.3 and S1.4). A distribution plot of area calculated for every pair of junction vector and CDS vector (3 28 368) is not feasible, with such a large data. The observation of structural and energy signals on such a large percentage of data led us to investigate the situation at sequence level too. We wanted to know whether at these positions (i.e. −30 to +30) some consensus exists at sequence level or not. For this, sequences within each dataset (Dataset I and Dataset II) were aligned from −30 to +30 positions and consensus was observed using WebLogo3 software (61) (Figure 2).

It is very clear from Figure 2 that for both the datasets, some consensus is observed only at positions ‘from −5/4 to +6/7’, whereas for rest of the positions, there is no consensus. The results are clearly indicating towards the universality of structure and energy signals compared to sequence signals for splice site identification. The presently available methods (6–17) for splice site predictions are predominantly based on sequence information for various functional regions at and near to the acceptor and donor splice site. However, since the present study does not offer the designing of a method/algorith for splice site prediction (though it is the eventual target of our study), rather represents the first stage only (dealing with the identification and characterization of structure and energy signals at splice sites), a comparison with the existing methods for prediction is not possible at this stage.

When signals at splice junctions were compared for housekeeping versus tissue specific genes, comparatively sharper and distinct signals were observed for housekeeping genes (Figure 3A and C) than tissue specific genes (Figure 3B and D) (Figure 3).

Further, for both types of genes, signals were sharper when sequences move from intron to exon (Figure 3C and D) compared to exon to intron (Figure 3A and B). This observation can lead to some deeper insights into the role of in-built designs of genes in gene expression, though it is difficult to comment further on this issue with the present set of observations. Further studies are needed to give clear insights on this aspect.

We attempted to understand our findings in the light of existing mechanisms for pre-mRNA splicing. Two unique spliceosomes coexist in most eukaryotes. We preferred the most common mechanism involving U2-dependent spliceosome, ignoring the one with less abundant U12-dependent spliceosome which is present in only a subset of eukaryotes (62).

There are many cis-acting elements present on both sides of splice junctions which play important role in spliceosome assembly and splicing (Figure 4A). These include branch site (BS), polypyridine tract (PYT), exonic and intronic splicing enhancers (ESEs and ISEs) or silencers (ESSs and ISSs). The BS is typically located 18–40 nucleotides upstream from the 5’SS while PYT is present variably between
Figure 1. Average profiles for 31 parameters, obtained by plotting the normalized values, for (A) Dataset I (3 283 688 sequences, showing transition from exon to intron as first half of the sequence, i.e. −200 to 0 is exon sequence while second half, i.e. from +1 to +200 is intron sequence), (B) Dataset II (3 283 688 sequences showing transition from intron to exon) and (C) Dataset III (30 140 coding sequences). The average profile for a given parameter was obtained by superimposing numeric profiles of all the individual sequences belonging to a particular dataset and calculating the average over all numeric sequences for each position. The ordinate represents the normalized values while the abscissa shows the nucleotide position.

Figure 2. Sequence consensus, as observed using WebLogo software, at positions ‘−30 to +30’ of 3 283 688 sequences, within each dataset, (A) Dataset I and (B) Dataset II.
Figure 3. Average profiles obtained for sequences of housekeeping (HK) and tissue specific (TS) genes: (A) Dataset_HK_I (53 sequences of length 201 nucleotides, exon sequence from −100 to 0 and intron from +1 to +100), (B) Dataset_TS_I (141 sequences of 201 nucleotides length, exon sequence from −100 to 0 and intron from +1 to +100), (C) Dataset_HK_II (53 sequences of length 201 nucleotides, intron sequence from −100 to −1 and exon sequence from 0 to +100), (D) Dataset_TS_II (141 sequences length 201 nucleotides, intron sequence from −100 to −1 and exon sequence from 0 to +100).

BS and 3’S’SS. Location and sequence of silencers and enhancers is highly variable.

To correlate these important sequence positions to the corresponding state of DNA structure and energy, we put a simplified structure and energy parameter plot (involving 26 parameters only) just below it (as Figure 4B–E) (details in method section). Further, to gain some insights into the underlying correlations/anti-correlations among these 26 parameters, position specific correlation coefficients were calculated for the positions from −25 to −35, for both the datasets (Supplementary File S3) and corresponding heat plots were also generated (Supplementary Figure S1.5). For Dataset I, all the pairs exhibited strong correlations/anti-correlations; correlation coefficients values ranged from 0.911 (between Tilt and Rise) to 1 (for the pairs of Propel-Inclination, Beta-Inclination, Propel-Stagger, Beta-Propel, Zeta-Phase, Gamma-Inclination, H-bond energy-Inclination, X-Disp-Inclination, Tip-Ax-bend) while anti-correlation coefficient values were observed in the range of −0.634 (between Rise-Slide) to −1 (for the pairs of Gamma-X-Disp., Amplitude-Shift, Slide-Gamma, Slide-Epsilon, Beta-H-rise, Gamma-Zeta, Zeta-Phase). Such an observation opens up gates for understanding many underlying mechanisms governing DNA structure as well as the purpose behind the changes in various structural parameters at the intron-exon boundary junctions, definitely calling for more research for further clarity. Some changes corroborated well with the established facts like—the negative coupling of two pairs of dihedral angles: epsilon-zeta (epsilon increased while zeta decreased) (63) and alpha–gamma (alpha decreased while gamma increased (64), which are associated with change of DNA structure from canonical to non-canonical state.

Spliceosome assembly occurs by the ordered interaction of the splicesomal snRNPs (small nuclear ribonucleic proteins) and numerous other splicing factors (SF) (65–66). In the first step, the 5’S’SS is recognized by U1 snRNP, the BS by SF1, and the PYT by U2AF65 (SF). The BS and PYT show poor sequence consensus while for the −3 to +6 region of the 5’ SS, >9000 sequence variants have been recently
Figure 4. Pictorial representation of a genomic fragment (5′ to 3′) showing positions of two splice sites: 5′ SS (from exon to intron, first two positions of intron are generally occupied by GT), and 3′ SS (from intron to exon, with last two positions of intron generally having AG sequence). The last 50 nucleotides of intron have two important cis-acting elements: Branch-point (BS), generally located 18–40 nucleotide upstream of 3′ SS and polypyrimidine tract (PYT) between BS and 3′ SS (A). Normalized values of 13 parameters showing increase near −25th nucleotide near 5′ SS in Dataset 1 (B) and Dataset 2 (C). Normalized values of 13 parameters showing decrease near −25th nucleotide near 3′ SS in Dataset 1 (D) and Dataset 2 (E). Position-wise frequency of four bases for a region of −25 to +25 with respect to each splice site for both datasets: Dataset 1 (F) and Dataset 2 (G).
recorded (67). Our effort to find the nucleotide frequency at individual positions, from −25 to +25 with respect to each splice site, also revealed no significant consensus frequencies for these positions (Figure 4F and G) (Position wise frequency data is given in Supplementary File S4). What then drives the initial identification of these three important sites? Figure 4B–E indicate towards a unique structural and energetic state of DNA at these positions which might act as the identification signal for these sites. In recent times, many studies have emerged which show that DNA structural and energetic properties greatly aid the targeting and functionality of DNA-binding proteins in a wide variety of ways (24,68).

In the second step of spliceosome assembly, the U2 snRNP joins BS by replacing SF1 (forms the A complex), followed by subsequent joining of the U4/U6.U5 tri-snRNP (the B complex); extensive structural rearrangements occur at this stage to activate the spliceosome. After the rearrangements (where U1 and U4 snRNP leave the assembly), the U6 snRNP directly interacts with 5′SS and U5 snRNP directly interacts with 3′SS. Since U6 and U5 are linked, being part of tri-snRNPs, it brings 5′SS and 3′SS in a juxtaposed orientation (activated B complex). It is followed by first trans-esterification reaction at 5′SS, resulting in formation of C complex where second catalytic reaction occurs at 3′SS, resulting in release of intron and ligation of exon ends. In the light of the results obtained in the present study, it can be speculated that exact pattern of structural and energy changes occurring at both ends of intron (Figures 1 and 4) might have some role to bring the two ends of intron in juxtaposed orientation; more studies are definitely needed to corroborate the fact.

The above results, undoubtedly, affirm the active role of DNA structure and energetics at the SS junctions, though from the present study it is difficult to interpret the exact nature of their role. On further contemplation, a surge of queries emerges. What type of structure and energy state DNA adopts at SS junctions? Why is the DNA undergoing such changes at SS junctions when it is not directly interacting with spliceosome? How RNA polymerase II responds to this change in template? Does splicing of pre-mRNA at SSs is affected/stimulated by structure and energy states of corresponding sites at template DNA, if yes then how? Numerous evidences do exist for post-transcriptional mechanisms of pre-mRNA splicing, but the role of DNA template-based changes is unclear. Attempts to answer above questions would reveal fundamentally new insights into the regulation of gene expression. We plan to address some of these questions in near future and anticipate that many new dimensions would be added by the scientific community involved in similar work.

CONCLUSION

Structural and energy analysis of 6 56 736 genomic sequences, pertaining to exon–intron boundary sites (3 28 368 sequences of each type—exon to intron and vice versa) clearly points to the existence of physico-chemical fingerprints for these locations, irrespective of whether consensuses exist at sequence level or not. Identification of precise splice sites in eukaryotic genes/genome annotation has remained a big challenge till date because of poor sequence consensus at these sites. Using the observations of present study, we hope to develop an efficient algorithm/method for splice site prediction. Existence of physico-chemical fingerprints conveying the functional destiny of DNA sequences has earlier been used for identification of many elements, like promoters, operator/regulators as well as for different classes of RNAs, in genome/genomic segments by many scientific groups.

SUPPLEMENTARY DATA

Supplementary Data are available at NAR Online.

FUNDING

Department of Biotechnology, Ministry of Science and Technology, Government of India. Funding for open access charge: IIT, New Delhi.

Conflict of interest statement. None declared.

REFERENCES

1. Sharp,P.A. (1994) Split genes and RNA splicing. Cell, 77, 805–815.
2. Roca,X. and Krainer,A.R. (2009) Recognition of atypical 5′ splice sites by shifted base-pairing to U1 snRNA. Nat. Struct. Mol. Biol., 16, 176–182.
3. Roca,X., Sachidanandam,R. and Krainer,A.R. (2003) Intrinsic differences between authentic and cryptic 5′ splice sites. Nucleic Acids Res., 31, 6321–6333.
4. Liu,Y., González-Porta,M., Santos,S., Brazma,A., Marioni,J.C., Aebersold,R., Venkitaraman,A.R. and Wickramasinghe,V.O. (2017) Impact of alternative splicing on the human proteome. Cell Rep., 20, 1229–1241.
5. Anna,A. and Monika,G. (2018) Splicing mutations in human genetic disorders: examples, detection, and confirmation. J. Appl. Genet., 59, 253–268.
6. Senapathy,P., Shapiro,M.B. and Harris,N.L. (1990) Splice junctions, branch point sites, and exons: sequence statistics, identification, and applications to genome project. Methods Enzymol., 183, 252–278.
7. Brunak,S., Engelbrecht,J. and Knudsen,S. (1991) Prediction of human mRNA donor and acceptor sites from the DNA sequence. J. Mol. Biol., 220, 40–65.
8. Yeo,G. and Burge,C.B. (2004) Maximum entropy modeling of short sequence motifs with applications to RNA splicing signals. J. Comput. Biol., 11, 377–394.
9. Sahashi,K., Masuda,A., Matsuura,T., Shinmi,J., Zhang,Z., Takeshima,Y., Matsuo,M., Sobue,G. and Ohno,K. (2007) In vitro and in silico analysis reveals an efficient algorithm to predict the splicing consequences of mutations at the 5′ splice sites. Nucleic Acids Res., 35, 5995–6003.
10. Burge,C. and Karlin,S. (1997) Prediction of complete gene structures in human genomic DNA. J. Mol. Biol., 268, 78–94.
11. Burge,C.B. (1998) Chapter 8 - Modeling dependencies in pre-mRNA splicing signals. New Comp. Biochem., 32, 129–164.
12. Yeh,R.F., Lim,L.P. and Burge,C.B. (2001) Computational inference of homologous gene structures in the human genome. Genome Res., 11, 803–816.
13. Birney,E., Clamp,M. and Durbin,R. (2004) Genewise and genomewise. Genome Res., 14, 988–995.
14. Stanke,M. and Morgenstern,B. (2005) AUGUSTUS: a web server for gene prediction in eukaryotes that allows user-defined constraints. Nucleic Acids Res., 33, W465–W467.
15. Salamov,A.A. and Solovyev,V.V. (2000) Ab initio gene finding in Drosophila genomic DNA. Genome Res., 10, 516–522.
16. Snyder,E.E. and Stormo,G.D. (1993) Identification of coding regions in genomic DNA sequences: an application of dynamic programming and neural networks. Nucleic Acids Res., 21, 607–613.
17. Guigó,R., Knudsen,S., Drake,N. and Smith,T. (1992) Prediction of gene structure. J. Mol. Biol., 226, 141–157.
63. Temiz, N.A., Donohue, D.E., Bacolla, A., Luke, B.T. and Collins, J.R. (2012) The role of methylation in the intrinsic dynamics of B- and Z-DNA. PLoS One, 7, e35558.

64. Várnai, P., Djuranovic, D., Lavery, R. and Hartmann, B. (2002) Alpha/gamma transitions in the B-DNA backbone. Nucleic Acids Res., 30, 5398–5406.

65. Matlin, A.J. and Moore, M.J. (2007) Spliceosome assembly and composition. Adv. Exp. Med. Biol., 623, 14–35.

66. Staley, J.P. and Woolford, J.L. Jr (2009) Assembly of ribosomes and spliceosomes: complex ribonucleoprotein machines. Curr. Opin. Cell Biol., 21, 109–118.

67. Roca, X., Akerman, M., Gaus, H., Berdeja, A., Bennett, C.F. and Krainer, A.R. (2012) Widespread recognition of 5′ splice sites by noncanonical base-pairing to U1 snRNA involving bulged nucleotides. Genes Dev., 26, 1098–1109.

68. Kumar, A. and Bansal, M. (2017) Unveiling DNA structural features of promoters associated with various types of TSSs in prokaryotic transcriptomes and their role in gene expression. DNA Res., 24, 25–35.