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Artificial neural network model for cost optimization in a dual-source multi-destination outbound system
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Abstract: Cost optimization is one of the most important issues in distribution operations of any manufacturing system. Most real life problems are non-deterministic polynomial-time hard, and solving such problems are quite challenging. Managing Dual Source multi-destination Inventory system is extensively more difficult than managing a single source multi-destination inventory structure. Undesirably, most managers rely on traditional method while making allocation decision. There is need for efficient and robust computational algorithm. This study emphasizes the importance of creative algorithm, artificial neural network (ANN) in decision-making. ANN model was applied to a double-source multi-destination system in a paint manufacturing company. The accuracy of the model was evaluated using mean square error and correlation coefficient ($\bar{r}$ values for actual and predicted standards. ANN Feed-Forward Back-Propagation learning with sigmoid transfer function [3–10–1–1] was considered using 74% of available data for training and 26% for testing and validation.
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PUBLIC INTEREST STATEMENT

The major challenge managers’ face in industries today is how to reliably meet customers’ requirements at a minimum cost. The rule of thumb approach used by companies may not guarantee optimal distribution result. Scientific approach using creative algorithms could improve the quality of decisions in a complex distribution problem. In this study, we developed artificial neural network (ANN) model for effective product distribution in a dual-source multi-destination system for a paint manufacturing company in Nigeria. We incorporated two input non-deterministic parameters, product demand and unit cost of shipment. The ANN model was used to generate series of iterations and training continuously with many weighted input parameters until a fairly minimum error was obtained and a good solution attained. In conclusion, the non-deterministic models offered better solutions compared to the company deterministic model. Approximately 17% of the company distribution cost was saved using ANN approach.
The result showed that the proposed method (ANN) outperforms the classical method in use. Approximately 17% of the current operational cost was saved using the soft computing technique.
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1. Introduction

Transhipment of goods in manufacturing settings is a crucial task especially in developing nations. Huge amount of money are spent daily on distribution of raw materials to factories or distribution of finished products to various depots or locations. It becomes necessary to develop models and algorithms as well as plans that are suitable for effective product distribution at optimal cost. Solving transhipment problems is much more difficult than transportation model because transhipment allows flow through intermediate points. This is particularly so if the input are stochastic or fuzzy. Unfortunately, managers rely on local heuristics while making allocation decision. Rule of thumb strategies may not guarantee optimal solution. The major challenge manufacturers’ face in industries today is how to consistently meet customers’ requirements and demands at an optimal cost with the ability to effectively compete in the market. These require the optimization of production processes and the distribution operations. Optimization problems arise in various disciplines such as engineering design, manufacturing system, oil and gas sector, bottling company etc. Thus, in view of the practical effectiveness of optimization problems there is a need for efficient and robust computational algorithms which can unravel these problems arising in different fields.

Transhipment model has gained popularity in different areas of application and has been used extensively in engineering like automobile, equipment supply and so on (Özdemir, Yücesan, & Herer, 2013). Hmiden, Said, and Ghédira (2013) developed transhipment plan to determine uncertain and approximate replenishment quantity. Managing inventory by developing transhipment model reduces inventory cost and increases customers’ satisfaction (Cannella & Ciancimino, 2010). Transhipment problems and inventory management can be better solved using heuristic techniques (Azmi & Harold, 2013).

ANN model has also been employed in different areas like: the analysis and prediction of concentration of air pollutant (Ding, Zhang, & Leung, 2016); electrical load forecasting (Singh, Singh, & Tripathy, 2016); organization of task during data mining (Naik, Nayak, Behera, & Abraham, 2016); supply chain problems (Tavana, Fallahpour, Di Caprio, & Santos-Arteaga, 2016); traffic data quality (Li, 2015; Li & Chen, 2016; Nayak, Naik, & Behera, 2016); forecasting oil prices (Mostafa & El-Masry, 2016) and cost optimization in bottling and paint company in Nigeria (Okwu, 2017). Available work in ANN gave a better solution compared to the classical perception models. In Nigeria, the application of ANN model for optimal transhipment cost in a dual or multiple-source to multi-destination system had rarely been studied. Hence, in this study cost optimization in a dual source multi-destination system, using data-set obtained from a Paint Manufacturing Company in Nigeria was studied using artificial neural network (ANN) technique with the goal of minimizing overall cost of distribution in the entire chain system.

2. ANN modelling procedures

2.1. Mathematical model of a neuron and data parameterization

The architecture of ANN is shown in Figure 1 with strength of connection of the neuron, bias and activation function. The architecture of the neuron has a close resemblance with facility distribution structure from source to destination. Where the interconnection of the neuron represent the route
from sources to destinations, information flow from external environment into the neuron represent product flow from source to destinations and the summing junction represent the transhipment point. The system under consideration is a dual-source to 15 destinations system. The following mathematical notations and definition of terms were adopted in this study:

**Notation and definition of terms**

| Inputs | Description |
|--------|-------------|
| $W$    | Weight or strength of connection |
| $W_{k1}$ | Weight or strength of connection from neuron 1 to $k$ |
| $W_{k2}$ | Weight or strength of connection from neuron 2 to $k$ |
| $W_{k3}$ | Weight or strength of connection from neuron 3 to $k$ |
| $W_{kn}$ | Connection weight from neuron $n$ to neuron $k$ |
| $X_{1}$ | Input from 1 to neuron $k$ |
| $X_{2}$ | Input from 2 to neuron $k$ |
| $X_{n}$ | Input from $n$ to neuron $k$ |
| $j$ | Index identifying the number of inputs |
| $n$ | Index identifying destinations |
| $k$ | Index identifying processing elements |
| $U_k$ | Linear combiner output due to input signal/Sum of the total neuron |
| $V_k$ | Linear combiner with bias to support input signal |
| $Y_k$ | Total output |
| $W_{kj}$ | Weight or strength of connection from neuron $j$ to $k$ |
| $W_{k1,1}$ | Cost input signal from destination 1 to Source 1 |
| $W_{k1,2}$ | Cost input signal from destination 2 to Source 1 |
| $W_{ky,z}$ | Cost input signal from destination $y$ to Source $z$ |
| $X_{kj}$ | Demand input signal from Depot $j$ to source $k$ |
| $X_{k1,1}$ | Demand input signal from destination 1 to Source 1 |
| $X_{k2,2}$ | Demand input signal from destination 2 to Source 1 |
| $X_{ky,z}$ | Demand input signal from destination $y$ to Source $z$ |
| $Y_{\text{pred}}$ | Predicted value of the neural network model |
| $Y_{\text{exp}}$ | Experimental value of the neural network model |
From Figure 1, to attain the total sum of the neuron $U_i$; it is important to linearly combine all the inputs, multiplied by the appropriate weights of connecting neurons so that in mathematical form, a neuron $U_i$ can be expressed in Equation (1) as:

$$U_k = \sum_{j=1}^{n} x_j w_{kj}$$  \hspace{1cm} (1)

Introducing an adder, an activation junction and bias ($b_k$), as an external parameter of artificial neuron to the system, then the combined input ($V_k$) can be expressed in Equation (2) as:

$$V_k = U_k + b_k$$  \hspace{1cm} (2)

Substituting the value of $U_k$ in Equation (1) into Equation (2), we have,

$$V_k = \sum_{j=1}^{n} x_j w_{kj} + b_k$$  \hspace{1cm} (3)

Defining the threshold function as a sigmoid function, then the total output can be expressed in Equation (4) as:

$$Y_k = S_y F_n(V_k)$$  \hspace{1cm} (4)

$S_y F_n$ is substituted with activation function expressed in Equation (5) as:

$$Y_k = \phi(\cdot)V_k$$  \hspace{1cm} (5)

Substituting the value of ($V_k$) in Equation (3) transforms the total output as expressed in Equation (6).

$$Y_k = \phi(\cdot) \sum_{j=1}^{n} x_j w_{kj} + b_k$$  \hspace{1cm} (6)

From Equation (1), developing an equation for linear combiner output due to input signal at source 1, we have,

$$U_{1k} = \sum_{j=1}^{15} x_j w_{kj}$$  \hspace{1cm} (7)

Developing an equation for linear combiner output due to input signal at source 2, we obtained,

$$U_{2k} = \sum_{j=1}^{13} x_j w_{kj}$$  \hspace{1cm} (8)

From Equation (2), linear combiner with bias to support input signal at source 1 is:

$$V_{1k} = U_{1k} + b_k$$  \hspace{1cm} (9)

Linear combiner with bias to support input signal at source 2 is:

$$V_{2k} = U_{2k} + b_k$$  \hspace{1cm} (10)

Total linear combiner with bias to support input signal at source 1 and 2:

$$V_k = U_{1k} + U_{2k} + b_k$$  \hspace{1cm} (11)
3. Materials and methods

3.1. Research design
This research study is designed to show how the total cost of product distribution in a complex system of source(s) and destinations can be optimized. This is achieved by designing a transhipment model for a two sources multi-destination system. A well-known Paint company in Nigeria with two sources and 15 distribution hubs constitute the population of the study.

3.2. Method of data collection and models employed
Data sourcing was actualized by direct interaction with strategic and operational staff at the paint manufacturing company as well as interaction with customers at destination points. Information as regards product demand and unit cost of product distribution were obtained from the system records. The use of questionnaire method to obtain information from respondents was also employed. A 69 monthly data, for a period of January 2011–September 2016 was collated and transhipment model for product delivery was developed. Data sets obtained from the company was trained, tested and validated with ANN model developed in Equations (1)–(14), using MATLAB R2013a software for easy computation. The structural connection of the neuron with bias and activation function is demonstrated in Figure 1. The accuracy of ANN model was evaluated using mean square error (MSE) and correlation coefficient $R$ values for actual and predicted. The equation for MSE and $R$-value is shown in Equations (15) and (16). An ANN Feed-Forward Back-Propagation learning with sigmoid transfer function \([3–10–1–1]\) was considered using 74% of the data for training and 26% for testing and validation. See Figure 2. The interactions and movement of products in the system was identified and modelled as shown in the frame work of Figure 3.

\[ V_k = \sum_{j=1}^{15} x_jw_{kj} + \sum_{j=1}^{15} x_jw_{kj} \]  

(12)

Total output at source 1:

\[ Y_{1k} = \varphi(\cdot) \sum_{j=1}^{15} x_jw_{kj} + b_{1k} \]  

(13)

Total output at source 2:

\[ Y_{2k} = \varphi(\cdot) \sum_{j=1}^{15} x_jw_{kj} + b_{2k} \]  

(14)
The periodic availability of products from the two sources is presented in Table 1. Figure 3, denotes the system architecture for dual source and fifteen destination points. Figure 4, summarizes the periodic demand and cost of distribution of product from the two Sources to the 15 destination hubs. Also the periodic supply of products and total cost of supply from sources to destinations is plotted in Figure 5. The performance of the solution developed is analysed using mean square error and regression analysis. A two-layer feed-forward network with sigmoid hidden neurons and linear output neurons was used. The network was trained with back propagation algorithm. This was achieved by positioning the cost and demand as input variables of \( w \) and \( x \) and the output as the product availability, \( Y \).

### 3.3. ANN training

In this research, a rough iteration was performed followed by series of iterations. In neural network programming, it is necessary to train the network for accurate value. The accurate value is a function of Mean Square Error (MSE) and Correlation Coefficient \( R \) value. The goal of this research is to minimize these errors. This was achieved by running series of iterations and training continuously with many weighted input parameters until minimal error is obtained (Figure 6).

\[
\text{PMSE} = \frac{1}{n} \sum_{m=1}^{n} \left( y_{\text{exp},m} - y_{\text{pred},m} \right)^2 \quad (15)
\]

\[
R = \left( \frac{\sum_{m=1}^{n} \left( y_{\text{pred},m} - y_{\text{exp}} \right) \left( y_{\text{exp},m} - y_{\exp} \right)}{\sqrt{\sum_{m=1}^{n} \left( y_{\text{pred},m} - y_{\text{exp}} \right)^2 \sum_{m=1}^{n} \left( y_{\text{exp},m} - y_{\exp} \right)^2}} \right) \quad (16)
\]

The periodic availability of products from the two sources is presented in Table 1. Figure 3, denotes the system architecture for dual source and fifteen destination points. Figure 4, summarizes the periodic demand and cost of distribution of product from the two Sources to the 15 destination hubs. Also the periodic supply of products and total cost of supply from sources to destinations is plotted in Figure 5. The performance of the solution developed is analysed using mean square error and regression analysis. A two-layer feed-forward network with sigmoid hidden neurons and linear output neurons was used. The network was trained with back propagation algorithm. This was achieved by positioning the cost and demand as input variables of \( w \) and \( x \) and the output as the product availability, \( Y \).
Figure 4. Periodic demand of products and cost of distribution of product from the two sources to destinations.

Figure 5. Periodic supply of product and total cost of supply from sources to destinations.

Figure 6. Total cost of supply from sources to destinations (total cost = 833,050 Naira).

Table 2. Performance value for ANN modelling (first iteration)

| First iteration result | Samples (%) | MSE       | R         |
|------------------------|-------------|-----------|-----------|
| Training               | 74          | 279,814   | 0.9883    |
| Validation             | 13          | 199,741   | 1.0000    |
| Testing                | 13          | 334,362   | 1.0000    |
4. Results and discussions

The result obtained for MSE and R-values of the data-set with 15 samples, from the first iteration is shown in Table 2 and Figure 7. At the first iteration, 11 representing 74% samples out of 15 were selected for training, four samples representing 26% for validation and testing. With the expected aim of minimizing error and obtaining a better output solution, there is need for continuous iteration or refining of weighted parameters. The straight lines (Figure 7) represent the linear relationships between the output and the target data used in this study. The correlation coefficient $R$ between the actual and the predicted values are: 0.9883 for training, 1.000 for validation, 1.000 for testing and 0.79487 overall performance. The high coefficients of correlation (training, validation and testing) obtained demonstrate high prediction accuracy of this network. It was observed that the ANN predictions are very good. The target shows a moderate performance of the network.

Table 3 shows the MSE and $R$-values of the data-set with 15 samples. Here, 74% samples were selected for training, 26% for validation and testing. The result of the iteration is analysed in Figure 8. The correlation coefficients $R$ between the actual and the predicted values are found to be 0.4768 (training), 1.000 (validation), $\sim$1.000 (testing) and 0.41513 (performance). Hence, the ANN

| First iteration result | Samples (%) | MSE    | $R$    |
|------------------------|------------|--------|--------|
| Training               | 74         | 37,043 | 0.4768 |
| Validation             | 13         | 76,392 | 1.0000 |
| Testing                | 13         | 37,356 | $\sim$0.9999 |

Table 3. Performance value for ANN modelling (second iteration)
predictions for training are moderate, the prediction for validation and testing is good and the general performance of the network is moderately acceptable.

Also, Table 4 shows the MSE and R-value of the data-set with 15 samples of which 74% samples were selected for training, 26% for validation and testing. The performance value for the third iteration gave a satisfactory result since the MSE value for training and validation are very low compared to the MSE values of the first and second iterations. Again, the R-value obtained is close to unity. Figure 8 depicts the linear relationships between the target and the output observed for the training, validation, testing and the performance of the distribution network. The correlation coefficients of 1.000 (training), 1.000 (validation), −1.000 (testing) and 0.8103 (performance) have been obtained for the distribution network. Hence, the ANN predictions for training and validation are perfect; the prediction for testing is poor. However, results demonstrate substantial agreement between the target and output for this network. Fifty iterations were performed in order to determine the optimal solution. It was observed that the tenth run gave the best solution with minimal MSE value of 0.48 (Table 4 and Figure 9).

| First iteration result | Samples (%) | MSE     | R       |
|------------------------|-------------|---------|---------|
| Training               | 74          | 0.48175 | 0.9999  |
| Validation             | 13          | 4.63535 | 0.9999  |
| Testing                | 13          | 26.6359 | −1.0000 |
Table 5 summarizes the MSE and R-values for ten iterations. The first, second, third, fourth, fifth and sixth iterations of MSE values for training, validation and testing is high. The seventh, eighth, ninth and tenth iteration showed reduction in MSE-value value of: 456, 444, 113 and 0.482, respectively. Also, the R-value for training and validation is close to unity (0.99). The best solution is found at the tenth iteration.

Table 5. Summary of MSE and R-values for ten out of fifty iterations performed

| Iteration | MSE value | | | R-value | | | |
|-----------|-----------|----------------|----------------|----------------|----------------|----------------|
|           | Training  | Validation     | Testing        | Training       | Validation     | Testing        |
| 1         | 29,781    | 19,974         | 33,436         | 0.99           | 1              | 1              |
| 2         | 37,043    | 76,392         | 37,356         | 0.48           | 1              | -1             |
| 3         | 38,998    | 64,465         | 27,554         | 0.8            | 1              | 1              |
| 4         | 37,990    | 11,113         | 10,087         | 8.34           | 1              | 0.99           |
| 5         | 55,308    | 553,740        | 17,747         | 0.97           | 1              | 1              |
| 6         | 29,589    | 40,228         | 35,318         | -0.19          | 1              | 1              |
| 7         | 456       | 3,938,911      | 35,060,152     | 0.99           | 0              | 0              |
| 8         | 444       | 155,08979      | 182,68925      | 0.99           | 0.99           | -1             |
| 9         | 113       | 2,475,461      | 300,74843      | 0.99           | 0.99           | -1             |
| 10        | 0.482     | 4.6354         | 2.6359772      | 0.99           | 0.99           | 1              |

Table 5 summarizes the MSE and R-values for ten iterations. The first, second, third, fourth, fifth and sixth iterations of MSE values for training, validation and testing is high. The seventh, eighth, ninth and tenth iteration showed reduction in MSE-value value of: 456, 444, 113 and 0.482, respectively. Also, the R-value for training and validation is close to unity (0.99). The best solution is found at the tenth iteration.
The ANN final result for product allocation was presented in Table 6. From Figure 6, the company spent a total of 833,050 Naira (2,380 USD) using the classical approach in product distribution. However, from Table 6 and Figure 10 the overall cost of 692,100 Naira (1,978 USD) was obtained, which represent distribution cost reduction of 140,950 Naira (403 USD) or approximately 17% using ANN approach.

| D | CS1 | CS2 | d  | A S1 | A S2 | C T1 | C T2 |
|---|-----|-----|----|------|------|------|------|
| 1 | 6   | 4   | 4,000 | 0   | 4,000 | 0   | 16,000 |
| 2 | 8   | 7   | 500  | 0   | 500  | 0   | 3,500  |
| 3 | 7   | 5   | 6,000 | 0   | 6,000 | 0   | 30,000 |
| 4 | 12  | 8   | 4,500 | 4,500 | 0     | 54,000 | 0     |
| 5 | 10  | 15  | 4,000 | 4,000 | 0     | 40,000 | 0     |
| 6 | 20  | 14  | 6,000 | 2,500 | 3,500 | 50,000 | 49,000 |
| 7 | 18  | 5   | 5,000 | 0   | 5,000 | 0   | 25,000 |
| 8 | 16  | 7   | 6,500 | 0   | 6,500 | 0   | 45,500 |
| 9 | 13  | 9   | 3,700 | 3,700 | 0     | 48,100 | 0     |
| 10 | 9  | 12  | 4,900 | 4,900 | 0     | 44,100 | 0     |
| 11 | 11 | 7   | 8,700 | 8,700 | 0     | 95,700 | 0     |
| 12 | 10 | 4   | 7,500 | 0   | 7,500 | 0   | 30,000 |
| 13 | 19 | 5   | 2,000 | 0   | 2,000 | 0   | 10,000 |
| 14 | 17 | 12  | 5,600 | 5,600 | 0     | 95,200 | 0     |
| 15 | 8  | 14  | 7,000 | 7,000 | 0     | 56,000 | 0     |

Total quantity supplied to destinations: 40,900 35,000 N483,100 N209,000

Optimal cost of supply = N692,100

Notation: D = Depot; CS1 = Unit Cost from Source 1 to Destination; CS2 = Unit Cost from Source 2 to Destination; d = demand at destinations; A S1 = Allocation of products to source 1; A S2 = Allocation of products to source 2; C T1 = Total cost required to distribute products to Source 1; C T2 = Total cost required to distribute products to Source 2.
5. Conclusion
The article has introduced the application of ANN model in cost optimization of a dual-source multi-destination system. The model developed in this research is effective. It provided a simple, transparent solution system to a dual-source multi-destination problem. The technique also has the advantage of manipulating any set of deterministic and stochastic data. From the general analysis, an illustration of the performance of the proposed algorithm has been demonstrated in a multi-echelon system for cost reduction. The distribution of products from two manufacturing plants to fifteen available depots were optimized using ANN modelling approach. It was observed that the company spent a total of 833,050 Naira (2,380 USD) using the company’s classical method. Application of ANN technique resulted to overall cost reduction of 692,100 Naira (1,978 USD). The result showed that the proposed method (ANN) outperforms the classical method. Approximately 17% of current operational cost was saved using ANN approach. Therefore, the application of the proposed ANN method is cost effective and efficient. This study has shown the limitations of the Rule of Thumb and Classical techniques in product distribution. However, in this work comparative analysis of different optimization algorithms/tools was not done. It is recommended that further research be conducted using other creative algorithms and possibly compare the solutions obtained with ANN model.
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