Confidence as a noisy decision reliability estimate
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Decisions vary in difficulty. Humans know this and typically report more confidence in easy than in difficult decisions. However, confidence reports do not perfectly track decision accuracy, but also reflect response biases and difficulty misjudgments. To isolate the quality of confidence reports, we developed a model of the decision-making process underlying choice-confidence data. In this model, confidence reflects a subject's estimate of the reliability of their decision. The quality of this estimate is limited by the subject’s uncertainty about the uncertainty of the variable that informs their decision (“meta-uncertainty”). This model provides an accurate account of choice-confidence data across a broad range of perceptual and cognitive tasks, revealing that meta-uncertainty varies across subjects, is stable over time, generalizes across some domains, and can be manipulated experimentally. The model offers a parsimonious explanation for the computational processes that underlie and constrain the sense of confidence.

Humans are aware of the fallibility of perception and cognition. When we experience a high degree of confidence in a perceptual or cognitive decision, that decision is more likely to be correct than when we feel less confident1 . This “metacognitive” ability helps us to learn from mistakes2 , to plan future actions3 , and to optimize group decision-making4 . There is a long-standing interest in the mental operations underlying our sense of confidence5–7 , and the rapidly expanding field of metacognition seeks to understand how metacognitive ability varies across domains8 , individuals9 , clinical states10 , and development11 .

Quantifying a subject’s ability to introspect about the correctness of a decision is a challenging problem12–14 . There exists no generally agreed-upon method15 . Even in the simplest decision-making tasks, several distinct factors influence a subject’s confidence reports. Consider a subject jointly reporting a binary decision about a sensory stimulus (belongs to “Category A” vs “Category B”) and their confidence in this decision. Confidence reports will reflect the subject’s ability to discriminate between both stimulus categories — the higher this ability, the higher the reported confidence16 . They will also reflect the subject’s response bias (e.g., a large willingness to declare “high confidence” in their decisions)17–19 . Yet, neither of these factors characterizes the subject’s metacognitive ability13 .

Here, we introduce a new method to quantify metacognitive ability on the basis of choice-confidence data. We propose that confidence reflects a subject’s estimate of the reliability of their decision20 , expressed in units of signal-to-noise ratio. This estimate results from a computation involving the uncertainty of the decision variable that informed the subject’s choice21 . It follows that metacognitive ability is determined by the subject’s knowledge about this uncertainty, or lack thereof (i.e., uncertainty about uncertainty, hereafter termed “meta-uncertainty”). The more certain a subject is about the uncertainty of the decision variable, the lower their meta-uncertainty, and the better they are able to assess the reliability of a decision. We leverage modern computational techniques to formalize this hypothesis in a two-stage process model that is rooted in traditional signal detection theory22 and that can be fit to choice-confidence data (the “CASANDRE” or “Confidence AS A Noisy Decision Reliability Estimate” model). The model predicts a systematic dependency of confidence on choice consistency20 and naturally separates metacognitive ability from discrimination ability and response bias.

We found that this model provides an excellent account of choice-confidence data reported in a large set of previously published studies23–28 . Our analysis suggests that meta-uncertainty provides a better metric for metacognitive ability than the non-process-model based alternatives that currently prevail in the literature13,15 . Specifically, meta-uncertainty has higher test-retest reliability, is less affected by discrimination ability and response bias, and has higher cross-domain generalizability. We show that our method differentiates experimental manipulations that affect meta-uncertainty from those that do not. Together, these results illuminate the mental operations that give rise to our sense of confidence, and they suggest that metacognitive ability is fundamentally limited by subjects’ uncertainty about the reliability of their decisions.

Results

In simple decision-making tasks, human confidence reports lawfully reflect choice consistency20 . Consider two example subjects who performed a two-alternative forced choice (2-AFC) categorization task in which they judged on every trial whether a visual stimulus belonged to category A or B, and additionally reported their confidence in this decision using a four-point rating scale. Categories were characterized by distributions of stimulus orientation that were predominantly smaller (A) or larger (B) than zero degrees. Stimuli varied in orientation and contrast (Fig. 1a). Because the category distributions overlap, errors are
A monotonically increasing relation between confidence reports and choice consistency implies that subjects can assess the reliability of their decisions. However, whether their ability to do so is excellent or poor cannot be deduced from empirical measurements alone. One possibility is that subjects accurately assess decision reliability on every single trial. This would indicate excellent metacognitive ability. Alternatively, the confidence-consistency relationship may only become evident across
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**Figure 1** A two-stage process model of decision confidence accounts for the relation between confidence reports and choice consistency. (a) Experimental design employed by ref.26. (b) Top: Proportion of “Category B” choices is plotted against stimulus orientation, split out by stimulus contrast (green vs yellow), for two example subjects (left vs right). Bottom: Same for mean confidence level. Symbols summarize observed choice behavior, the dotted line illustrates the theoretical optimum, and the full lines show the fit of the CASANDRE model. Symbol size is proportional to the number of trials. All conditions are shown in Supplementary Fig. 1. (c) Observed and predicted confidence-consistency relationship for two example subjects. (d) Observed and predicted choice-confidence data for an example subject performing a visuo-haptic two-interval forced choice (2-IFC) categorization task (see Arbuzova and Filevich in the Confidence Database23). (e) Schematic of the hierarchical decision-making process underlying choice-confidence data in the CASANDRE model.
many repeated measurements due to a high degree of variability in confidence reports. This would be indicative of limited metacognitive ability. Of course, given the variability of the primary choice behavior, some variability in confidence reports is expected, even for flawless introspection. How much exactly? And what might be the origin of excess variance? Answering these questions requires a quantitative model that provides an analogy for the mental operations that underlie a subject’s primary decisions and confidence reports. In the following section, we develop such a process model.

**A two-stage process model of decision-making**

Assume that a subject solves a binary decision-making task by comparing a noisy, one-dimensional decision variable, \( V_d \), to a fixed criterion, \( C_d \) (Fig. 1e, top). For some tasks, it is convenient to think of this decision variable as representing a direct estimate of a stimulus feature (e.g., orientation for the task shown in Fig. 1a). For other tasks, it is more appropriate to think of it as representing the accumulated evidence that favors one response alternative over the other (e.g., “Have I heard this song before?”). Regardless of the interpretation of the decision variable, the process model specified by these assumptions has proven very useful in the study of perception and cognition. It readily explains why repeated presentations of the same stimulus often elicit variable choices. In doing so, it clarifies how choices reflect a subject’s underlying ability to solve the task as well as their response bias.

We expand this framework with an analogous second processing stage that informs the subject’s confidence report. Assume that the subject is presented with a set of stimuli that elicit the same level of cross-trial variability in the decision variable. The smaller the overlap of the stimulus-specific decision variable distribution with the decision criterion, the “stronger” the associated stimulus is, and the more consistent choices will be. On any given trial, the distance between the decision variable and the decision criterion provides an instantaneously available proxy for stimulus strength, and hence for choice reliability.

However, in many tasks, the decision variable’s dispersion, \( \sigma_d \), will vary across conditions, resulting in different amounts of stimulus “uncertainty” (the larger \( \sigma_d \), the greater this uncertainty). To be a useful proxy for choice reliability, the stimulus strength estimate must therefore be normalized by this factor. This operation yields a unitless, positive-valued variable, \( V_c \), which represents the subject’s confidence in the decision:

\[
V_c = \frac{|V_d - C_d|}{\sigma_d}
\]

where \( V_d \) is the decision variable, \( C_d \) the decision criterion, and \( \sigma_d \) the subject’s estimate of \( \sigma_d \). We assume that the subject is unsure about the exact level of stimulus uncertainty. Repeated trials will thus not only elicit different values of the decision variable, but will also elicit different estimates of stimulus uncertainty. Specifically, we assume that \( \sigma_d \) is on average correct (i.e., its mean value equals \( \sigma_d \)), but varies from trial-to-trial with standard deviation \( \sigma_m \), resulting in “meta-uncertainty” (the larger \( \sigma_m \), the greater this meta-uncertainty). As we shall see, variability in the decision variable is the critical model component that limits stimulus discriminability, while variability in the uncertainty estimate similarly limits metacognitive ability. Finally, comparing the confidence variable with a fixed criterion, \( C_c \), yields a confidence report (Fig. 1e, bottom).

To fit this model to data, the form of the noise distributions must be specified. A common choice for the first stage noise is the normal distribution. This choice is principled, as the normal distribution is the maximum entropy distribution for real-valued signals with a specified mean and variance. It is also convenient, as it results in fairly simple data-analysis recipes. The second stage noise describes variability of a positive-valued signal (\( \sigma_d \) cannot be smaller than zero by definition). A suitable maximum entropy distribution for such a variable is the log-normal distribution. Under these assumptions, the confidence variable is a probability distribution constructed as the distribution of the ratio of a normally and log-normally distributed variable. There exists no closed form description of this ratio distribution, ruling out simple data-analysis recipes. However, we can leverage modern computational tools to quickly compute the confidence variable’s probability density function by describing it as a mixture of Gaussian distributions (see Methods). This mathematical street-fighting maneuver enables us to fit this two-stage process model to choice data (Fig. 1b-d, full lines). Before doing so, we first derive a set of basic model predictions.

**Deriving model predictions**

To gain a deeper understanding of the impact of the different model components on confidence reports, we investigated the model’s behavior in a continuous 2-AFC discrimination task with binary confidence report options (“confident” or “not confident”). We assumed the decision variable’s mean value to be stimulus-dependent (in this simulation, it is identical to the true stimulus value). All other model components were varied independently of the stimulus (see Methods). Altering the first-stage decision criterion (Fig. 2a, top left, orange vs grey line) affects the confidence variable distribution by shifting its mode and, in the presence of meta-uncertainty, its spread and skew (Fig. 2a, bottom left, purple vs grey distribution). At the level of ob-
servables, this manipulation results in a horizontal shift of the “psychometric function” that characterizes how choices depend on stimulus value (Fig. 2a, top right). This shift is accompanied by an identical shift of the “confidence function” that characterizes how confidence reports depend on stimulus value (Fig. 2a, bottom right). Effects of this kind have been documented for human\textsuperscript{20,36,37} and animal\textsuperscript{38,39} subjects. Altering the level of first stage noise (Fig. 2b, top left, orange vs grey distribution) affects the confidence variable distribution by changing its mode and, in the presence of meta-uncertainty, its spread and skew (Fig. 2b, bottom left, purple vs grey distribution). At the level of choice behavior, this manipulation changes the slope of the psychometric function (Fig. 2b, top right) as well as the overall fraction of “confident” reports (Fig. 2b, bottom right). In contrast, the parameters that control the model’s second stage operations do not affect the primary decision behavior but only the confidence reports. Specifically, changing the confidence criterion (Fig. 2c, bottom left, purple vs grey lines) mainly impacts the confidence function by shifting it vertically (Fig. 2c, bottom right). Changing the level of meta-uncertainty alters the confidence variable distribution’s mode, variance, and skew (Fig. 2d, bottom left, purple vs grey distribution), resulting in a complex pattern of changes in the confidence function (Fig. 2d, bottom right).

What does it mean to say that someone has good or bad self-knowledge? The CASANDRE model provides a principled answer that is at once intuitive and revealing. Everything held equal, increasing meta-uncertainty makes the confidence variable distribution more heavy-tailed (Fig. 2d, bottom left). This in turn leads to an increase in the fraction of “confident” reports for weak stimuli, but has the opposite effect for strong stimuli (Fig. 2d, bottom right). As a consequence, the dynamic range of the confidence-consistency relation decreases (Fig. 2e). However, these effects are not balanced. In particular, when meta-uncertainty is high, there is a dramatic increase in “confident” reports for the most difficult conditions (Fig. 2e, full black line). This increase does not reflect an actual change in task performance (Fig. 2d, top right). Rather, the association between confidence and choice consistency has weakened. This can be appreciated by inspecting the psychometric function split out by confidence report. When meta-uncertainty is low, “confident” decisions tend to be much more reliable than “not confident” decisions (Fig. 2f, left, green vs red). As meta-uncertainty increases, this distinction weakens and eventually disappears (Fig. 2f, middle-right). In sum, under the CASANDRE model, a lack of self-knowledge means having a limited capacity to distinguish reliable from unreliable decisions (note that this is not the same as distinguishing correct from incorrect decisions)\textsuperscript{20}. This is a practical and useful insight. However, the magnitude of the effects shown in Fig. 2e,f depends on the other model components as well (e.g., Fig. 2g). These components will rarely be constant across tasks, individuals, or the life-span. Determining the level of meta-uncertainty therefore requires directly fitting the model to data. Finally, note that whenever we report values for \( \sigma_m \), we use the coefficient of variation (\( \sigma_m/\sigma_d \)), as this ratio is identifiable under the model (the absolute level of meta-uncertainty is not).

Connecting the model to data

We seek to quantify a subject’s ability to introspect about the reliability of a decision in simple decision-making tasks. Our method consists of interpreting human choice-confidence data through the lens of a principled two-stage process model of decision-making. This undertaking may fail to yield meaningful results for two reasons. First, it is not a given that conventional experiments provide the appropriate set of measurements to identify the parameters that control the model’s behavior. This is a statistical estimation issue. Second, it remains to be seen whether the CASANDRE model provides a useful analog for the mental operations that underlie human choice-confidence data. After all, \textit{all} models are wrong, and only \textit{some} are useful\textsuperscript{40}. This is a fundamental issue. To address these concerns, we investigated the performance of our method in synthetic best-case scenarios and in real benchmarking experiments.

What kind of measurements are required to obtain robust and reliable estimates of the model’s parameters? We used the model to generate synthetic data sets for five model subjects performing a continuous 2-AFC discrimination task with binary confidence report options (see Methods). The model subjects only differed in their level of meta-uncertainty, which ranged from negligible to considerable (Fig. 3a, colored lines). Empirical studies of confidence employ a variety of experimental designs. Two key aspects that differ widely across studies are the number of trials per subject and the number of unique conditions. To investigate the consequences of these design choices, we simulated data for each model subject using experimental designs that varied in the number of trials (100 vs 1,000) and in the number of conditions (2 vs 20; Fig. 3a, top). Figure 3b summarizes an example synthetic experiment. The model parameters (\( \sigma_d, C_d, \sigma_m, C_c \)) specify the relation between stimulus value and the probability of each response option (“Category A – confident”, “Category A – not confident”, “Category B – not confident”, and “Category B – confident”; Fig. 3b, left). We used these probabilities to simulate a synthetic data set of 1,000 trials distributed across 20 conditions (Fig. 3b, middle). We then identified the set of parameter values that best describes these data using a maximum likelihood estimation method (Fig. 3b, right). We repeated this procedure 100 times for each simulated experiment.

Our method yields robust estimates of meta-uncertainty: for all model subjects and all experimental designs, the median estimate closely approximates the ground truth value (Fig. 3c, symbols). The reliability of these estimates is much higher when they are based on 1,000 instead of 100 trials (Fig. 3c, error bars in right vs left column). The reliability also tends to be higher
Figure 2 Impact of the different model components on primary choice behavior and confidence reports. (a) Top left: illustration of the decision criterion (orange line) and the decision variable distribution elicited by repeated presentations of the same stimulus (orange distribution). Bottom left: the associated confidence variable distribution (purple distribution). \( V_c \) is a positive-valued variable. As plotting convention, we reserve negative values for “Category A” choices, and positive values for “Category B” choices. The confidence criterion (purple line) therefore shows up twice in this graph. Top right: the resulting psychometric function over a range of stimulus values (orange line). The filled symbol corresponds to the condition depicted on the left hand side. Bottom right: same for the resulting confidence function. All panels: the grey dotted line illustrates how the model predictions change when the decision criterion is altered. The open symbol corresponds to the condition depicted on the left hand side. (b) Increasing the level of stimulus uncertainty affects both primary decisions and confidence reports. (c) Lowering the confidence criterion yields more “confident” reports at all stimulus values. (d) Increasing meta-uncertainty increases the fraction of “confident” reports for weak stimuli, but has the opposite effect for strong stimuli. (e) The confidence-consistency relation for two levels of meta-uncertainty. (f) The psychometric function, split out by confidence report (“confident” in green vs “not confident” in red), for three levels of meta-uncertainty. (g) The confidence-consistency relation under a liberal vs a conservative confidence criterion.
Figure 3 Model recovery analysis. (a) We simulated choice-confidence data for five model subjects who differed in their level of meta-uncertainty (colored lines) using experimental designs that varied in the number of trials (100 vs 1,000) and in the number of conditions (2 vs 20, grey and black symbols). (b) An example synthetic experiment and model-based analysis. (c) The median estimate of meta-uncertainty is plotted against the ground truth value for four experimental designs. Error bars illustrate the interquartile range (IQR) computed from 100 simulated data sets.

for experimental designs that involve 20 rather than 2 conditions, but this effect is more subtle (Fig. 3c, error bars in bottom vs top row). We conclude that the CASANDRE model typically can be identified in conventional experimental designs. In addition, we wish to underscore that the above procedure exploits the benefits conferred by a generative model. These benefits are not limited to studying model recovery. Our procedure can be leveraged to pursue other important goals as well (e.g., it can be used to optimize experimental design in light of a hypothesized effect size, or to conduct an absolute goodness-of-fit test to decide on the right level of model complexity, as parametric bootstrap method to derive confidence intervals on a model-based estimate, or as a tool to investigate optimal policies in incentivized confidence reporting tasks).

**Meta-uncertainty: construct reliability and validity**

What is a useful model? In our view, useful models afford insight into mental operations and their neural substrate beyond what can be learned from direct observations. Here, this means that meta-uncertainty ought to capture an aspect of confidence reporting behavior that is a stable property of the subject and that limits their metacognitive ability. To test these general notions, we analyzed data from several previously published studies suitably designed to illuminate the properties of meta-uncertainty as a psychological construct.

The most straightforward form of stability is repeatability. If we were to measure a subject’s meta-uncertainty on two different occasions using the same experimental paradigm, we should obtain similar estimates. Navajas et al. (2017) conducted a perceptual confidence experiment in which 14 subjects performed the same task twice with approximately one month in between test sessions. We used the CASANDRE model to analyze their data (see Methods and Supplementary Fig. 2). Measured and predicted choice-confidence data were strongly correlated, indicating that the model describes the data well (condition-specific proportion correct choices: Spearman’s rank correlation coefficient $r = 0.96, P < 0.001$; condition-specific mean confidence level: $r = 0.99, P < 0.001$). Critically, we found meta-uncertainty estimates to be strongly correlated across both sessions as well ($r = 0.78, P = 0.002$; Fig. 4a). This suggests that meta-uncertainty measures a stable characteristic of human confidence reporting behavior.

Under the CASANDRE model, meta-uncertainty provides a measure of metacognitive ability, not of response bias. To investigate whether this idealized pattern holds true in human choice-confidence data, we analyzed data from 43 sessions where subjects either performed a perceptual or a cognitive confidence task. They reported their confidence in a binary decision using a six-point rating scale. We artificially biased these confidence reports by mapping them onto a liberal and a conservative 4-point rating scale (see Methods). This manipulation resulted in a mean confidence level of 2.89 and 2.43 – a substantial difference in light of the standard deviation (the effect size, expressed as Cohen’s $d$, is 3.16). We then used the model to analyze both perturbed versions of the data (see Methods). Meta-uncertainty estimates were strongly correlated ($r = 0.84, P < 0.001$; Fig. 4b), though note that they were on average higher for the conservatively biased version of the data (mean increase: 47%, median increase: 0%, $P = 0.002$, Wilcoxon signed rank test). This suggests that meta-uncertainty is largely, but not fully, independent of subjects’ response bias.

We wondered whether meta-uncertainty depends on the absolute level of stimulus uncertainty. We analyzed data from 43 sessions where subjects either performed a perceptual or cognitive confidence task. In both tasks, stimulus uncertainty was manipulated by varying the variance of the category distributions over four levels. We used the CASANDRE model to...
analyze these data and estimated meta-uncertainty separately for the two lowest and the two highest levels of stimulus variance (see Methods). The former conditions resulted in a much higher task performance than the latter (average proportion correct decisions: 87% vs 70%). According to the model, the corresponding underlying levels of stimulus uncertainty, $\sigma_d$, averaged 2.61 and 8.71. While increasing stimulus variance tripled stimulus uncertainty, meta-uncertainty estimates did not change much (median change: –14.76%, $P = 0.004$, Wilcoxon signed rank test). Moreover, meta-uncertainty estimates were strongly correlated across both sets of conditions ($r = 0.70, P < 0.001$; Fig. 4c). This suggests that meta-uncertainty is largely, but not fully, independent of the absolute level of stimulus uncertainty.

Whether metacognitive ability is domain-specific or domain-general is a debated question. We analyzed data from 20 subjects who performed a perceptual and cognitive confidence task. Both tasks had the same experimental design. Stimulus categories were either defined by the average orientation of a series of rapidly presented gratings, or by the average value of a series of rapidly presented numbers. Subjects’ performance level was correlated across both tasks (condition-specific proportion correct choices: $r = 0.69, P < 0.001$), and so were their reported confidence levels, albeit to a lesser degree ($r = 0.53, P < 0.001$). We used the CASANDRE model to analyze both data-sets (see Methods). Meta-uncertainty estimates were strongly correlated ($r = 0.64, P = 0.003$; Fig. 4d). Thus, meta-uncertainty appears to capture an aspect of confidence-reporting behavior that generalizes across at least some domains.

Finally, we asked which experimental manipulations might affect meta-uncertainty. We reasoned that meta-uncertainty will be minimal in tasks that involve a single level of stimulus uncertainty. To appreciate our logic, consider the factors that make these tasks difficult. If there were no stimulus variation, the primary decision would be trivially easy. The subject could even learn to solve the task without taking the stimulus into consideration (the correct response is always the same). The primary decision only becomes difficult if the task involves multiple confusable stimulus conditions. Likewise, in the absence of uncertainty-variation, the distance between the decision variable and the decision criterion provides a direct proxy for choice consistency. There is no need to take uncertainty into account (the correct normalizing factor is always the same). Confidence judgments only become difficult if the task involves multiple confusable uncertainty levels (example shown in Fig. 1a, right). In such tasks, meaningful confidence judgments require the incorporation of trial-specific uncertainty estimates (see equation 1). We expect these estimates to become more variable as the number of uncertainty levels grows. This, in turn, will manifest as an increase in meta-uncertainty. To test this hypothesis, we used the CASANDRE model to analyze five confidence experiments that varied in the number of uncertainty levels (see Methods). These experiments utilized different stimuli and employed different experimental designs. Yet, as expected, meta-uncertainty appears to grow lawfully with the number of uncertainty levels (Fig. 4e).

**Comparison with other metrics for metacognitive ability**

Our method to analyze choice-confidence data is built on the hypothesis that metacognitive ability is solely determined by meta-uncertainty. It is natural to ask how this metric of metacognitive ability relates to currently employed alternatives. We
approach this question in two ways. First, by investigating this relationship in silico whilst using the CASANDRE model as a generative model of choice-confidence reports. And second, by comparing performance of these different candidate-metrics on a set of real benchmarking experiments (the tests shown in Fig. 4a-d).

One historically popular approach to quantify metacognitive ability consists of measuring the trial-by-trial correlation between choice accuracy and the confidence report (this metric is sometimes termed “phi”) \(12\). From the vantage point of the CASANDRE model, this approach is sensible given that meta-uncertainty shapes the association between confidence and consistency (Fig. 2e). Its simplicity is appealing. However, the other model components also affect the confidence-consistency relationship (Fig. 2g), thereby limiting phi’s usefulness as metric of meta-uncertainty.\(^{12,13}\) Consider an analysis of the choice-confidence reports of five model subjects who differed in their level of meta-uncertainty. We additionally varied the other model components in a step-wise fashion and computed phi for each simulated experiment. This analysis revealed a complex interdependence of the effects of the different model components on phi (Fig. 5a, top).

An alternative method to quantify metacognitive ability that has gained popularity in recent years seeks to estimate how well confidence judgements distinguish correct from incorrect decisions. This estimate is expressed in signal-to-noise units and often termed “meta-\(d′\)”. The ratio of meta-\(d′\) and stimulus discrimination ability (\(d′\)) theoretically provides a measure of metacognitive efficiency and is often considered the quantity of interest. Under the CASANDRE model, meta-uncertainty governs the capacity to distinguish decisions that are more likely to be correct from decisions that are less likely to be correct (Fig. 2f). However, the other model components will also affect the exact level of discrimination between correct and incorrect choices. As a result, the meta-\(d′/d′\) metric does not provide a direct measurement of meta-uncertainty, but instead reflects a complex mixture of model components (Fig. 5a, bottom).

Now consider the relationship between these metrics and meta-uncertainty for the three experiments performed by Navajas et al. (2017). Meta-uncertainty and phi are well correlated (\(r = -0.60, P < 0.001\), Spearman correlation, Fig. 5b, top). But two other model components are also correlated with phi: stimulus uncertainty (\(r = -0.59, P < 0.001\)) and the confidence criterion (\(r = -0.24, P = 0.028\)). Likewise, meta-uncertainty and meta-\(d′/d′\) are well correlated (\(r = -0.52, P < 0.001\)). But the confidence criterion is also correlated with meta-\(d′/d′\) (\(r = -0.29, P = 0.008\)). To identify the relative importance of the different model components, we decomposed the variance of both metrics using the averaging-over-orderings technique (see Methods).\(^{47,48}\) For phi, the dominant model component is stimulus uncertainty (explained variance: 27%), followed by meta-uncertainty (22%). For meta-\(d′/d′\), the dominant model component is meta-uncertainty (24%). In other words, for both metrics, about three quarters of the variance arises from factors other than meta-uncertainty (Fig. 5c).

Our analysis suggest that phi and meta-\(d′/d′\) do not isolate the factors that limit metacognitive ability but instead measure a complex mixture of factors underlying choice-confidence data. We wondered how the performance of these mixtures in benchmarking experiments compares to that of meta-uncertainty. We computed phi and meta-\(d′/d′\) for the data sets shown in Fig. 4a-d. For each test, we first asked whether the manipulation induced a systematic change in the range of the different metrics. This was generally not the case. Change, expressed in units of standard deviation, tended to be small for all three metrics (Fig. 5d, top). The most extreme shift was observed for phi in the uncertainty-dependence test (median: -0.69, \(P < 0.001\), Wilcoxon signed rank test), followed by meta-\(d′/d′\) in the test-retest experiment (median: -0.30, \(P = 0.808\)). We then asked for each test whether the different metrics were correlated across both test conditions. Correlations ranged from moderate to high levels, with only one test failing to reach statistical significance (domain generality of meta-\(d′/d′\): \(r = 0.44, P = 0.056\)). Overall, meta-uncertainty compared favorably to both alternative metrics. The mean correlation value across the four tests was 0.74 for meta-uncertainty, 0.67 for phi, and 0.52 for meta-\(d′/d′\) (all correlations are shown in Fig. 5d, bottom).

**Intriguing stimulus, task, and state manipulations**

We have argued that confidence reflects a subject’s estimate of stimulus strength, normalized by their estimate of stimulus uncertainty. This notion is challenged by experimental manipulations that change confidence reporting behavior without directly altering the stimulus’ signal-to-noise ratio.\(^{24,26,27,49–52}\) Such effects may expose fundamental shortcomings of our hypothesis. Alternatively, these effects may result from underlying changes in the decision-making process commensurate with our proposal. The CASANDRE model provides a useful vehicle to investigate this latter option. In this final section, we analyze data from three previously published studies which kept the stimulus’ signal-to-noise ratio constant, but manipulated a crucial aspect of the stimulus, the task, or the subject.

Zylberberg et al. (2016) conducted a perceptual confidence study in which three human subjects judged the direction of motion of dynamic random dot kinematograms – a stochastic motion stimulus.\(^{24}\) Stimuli varied in signal-to-noise ratio (“motion strength”) and in the volatility of this statistic (low vs high). This latter manipulation introduces a second layer of stochasticity. When volatility was high, subjects performed slightly worse, yet they were more confident in their decisions (Fig. 6a). Why is this so? In a sense, volatility crystallizes the concept of meta-uncertainty in stimulus-space. It does not alter the average
signal-to-noise ratio of the stimulus, but solely controls its variability within a trial. We therefore expect that higher levels of volatility will yield more variable estimates of stimulus uncertainty, and thus will manifest as an increase in meta-uncertainty. To test this hypothesis, we used the CASANDRE model to analyze these data and estimated parameters separately for the low and high volatility conditions (see Methods and and Supplementary Fig. 3). When stimulus volatility was high, the dynamic range of every subject’s confidence-consistency relation was reduced (Fig. 6b, red vs green). This shift was well captured by and high volatility conditions (see Methods and and Supplementary Fig. 3). When stimulus volatility was high, the dynamic range of every subject’s confidence-consistency relation was reduced (Fig. 6b, red vs green). This shift was well captured by

**Figure 5** Comparing meta-uncertainty with two existing metrics for metacognitive ability. (a) We simulated choice-confidence data for a set of model observers who differed in their level of meta-uncertainty (colored lines) and additionally varied the decision criterion (left), the level of stimulus uncertainty (middle), and the confidence criterion (right). We computed phi (top) and meta- \( d' / d' \) (bottom) for each simulated experiment. (b) Phi (top) and meta- \( d' / d' \) (bottom) plotted against meta-uncertainty estimates for three confidence experiments. Each symbol summarizes data from a single session. (c) Wedges indicate the proportion of variance in phi (left) and meta- \( d' / d' \) (right) explained by each model component. (d) Comparison of the performance of three metrics of metacognitive ability in four bench-marking tests. Error bars illustrate the interquartile range (IQR) across subjects.

Adler and Ma (2018) conducted a perceptual confidence study in which subjects classified oriented visual stimuli in two different 2-AFC categorization tasks (task 1 and 2). In task 1, categories were characterized by two distributions of stimulus orientation that had a different mean but identical spread. In task 2, both categories had the same mean but differed in their spread. Stimuli varied in orientation and contrast. Subjects performed worse in task 2 (average proportion correct: 66.4% in task 1 vs 62.6% in task 2), yet claimed to be slightly more confident in their decisions (median change: +2.61% in task 2, \( P = 0.005 \), Wilcoxon signed rank test; Fig. 6c). Why might this be so? The experimental manipulation does not alter the stimulus or the subject’s attentional state in a specific manner. A change in stimulus sensitivity therefore seems improbable. By the same logic, we see no reason to expect a change in meta-uncertainty. However, task 2 is designed to invite the subject to adjust their primary decision criteria in a contrast-specific manner. Moreover, there was no incentive for the subjects to adopt the same set of confidence criteria in both tasks. We therefore hypothesized that changes in decision and confidence criteria accounted for the change in confidence reports. We used the CASANDRE model to analyze these data and estimated parameters separately for both tasks. Stimulus sensitivity did not differ much across both tasks (median change: +2.92% in task 2, \( P = 0.011 \), Wilcoxon signed rank test; \( r = 0.96 \); Fig. 6d, left). Meta-uncertainty was estimated to be somewhat higher in task 2 than in task 1 (median: +26.3%, \( P = 0.033 \); \( r = 0.34 \); Fig. 6d, middle). Consistent with previous analyses of these data, we also found that the decision criteria changed with stimulus contrast in task 2, but not in task 1 (not shown). However, the most notable effect was that subjects adopted much more liberal confidence criteria in task 2 than in task 1 (median: -48.7%, \( P < 0.001 \); \( r = 0.80 \); Fig. 6d, right). In conclusion, we suggest that this specific task structure manipulation changes confidence reporting behavior because it invites different response biases.
Figure 6 Model-based analysis of three confidence studies. (a) Zylberberg et al. (2016) found that stimulus volatility increases confidence in a perceptual decision. (b) The confidence-consistency relationship for three subjects, measured using low vs high stimulus volatility. (c) Adler and Ma (2018) showed that task structure can change confidence in a perceptual decision. (d) Cross-task comparison of stimulus sensitivity, meta-uncertainty, and confidence criteria. (e) Denison et al. (2018) showed that cue validity affects confidence in a perceptual decision. (f) Comparison of stimulus sensitivity, meta-uncertainty, and confidence criteria for the valid and invalid cue condition.
Denison et al. (2018) conducted a perceptual confidence study in which subjects classified oriented visual stimuli while their spatial attention was either directed towards or away from the stimulus location (“valid cue” vs “invalid cue”) \(^{27}\). Subjects performed better when their attention was directed towards the stimulus location, and their confidence reports reflected this (Fig. 6e). As such, this finding is consistent with our confidence-computation hypothesis, as attention is known to reduce perceptual uncertainty \(^{54–56}\). However, we wondered whether attention might also affect meta-uncertainty. To address this question, we used the CASANDRE model to analyze these data and estimated parameters separately for the valid and invalid cue conditions (see Methods). When the cue was valid, stimulus sensitivity was much higher (median change: +227\%, \(P < 0.001; \ r = 0.59\); Fig. 6f, left). However, cue validity did not alter meta-uncertainty (median change: +29.6\%, \(P = 0.339; \ r = 0.66\); Fig. 6f, middle), nor did it change confidence criteria (median change: +0.9\%, \(P = 0.629; \ r = 0.80\); Fig. 6f, right).

Consistent with previous analyses of these data \(^{27}\), we also found that the decision criteria changed with cue validity (not shown). Together, these results suggest that endogenous spatial attention manipulations primarily change confidence reporting behavior because they impact perceptual uncertainty \(^{57}\).

**Discussion**

It has long been known that humans and other animals can meaningfully introspect about the quality of their decisions and actions \(^{5–7,31,58}\). Quantifying this ability has remained a significant challenge, even for simple binary decision-making tasks \(^{12,13,15,35,41,42}\). The core problem is that observable choice-confidence data reflect metacognitive ability as well as task difficulty and response bias. To overcome this problem, we introduced a metric that is anchored in an explicit hypothesis about the decision-making process that underlies behavioral reports. Our method is based on likening choice-confidence data to the outcome of an abstract mathematical process in which confidence reflects a subject’s noisy estimate of their choice reliability, expressed in signal-to-noise units. This framework allowed us to specify the effects of factors that limit metacognitive ability and to summarize this loss in a single, interpretable parameter: meta-uncertainty. We showed that this process model (which we term the CASANDRE model) can explain the effects of stimulus strength and stimulus reliability on confidence reports and that meta-uncertainty can be estimated from conventional experimental designs. We found that a subject’s level of meta-uncertainty is stable over time and across at least some domains. Meta-uncertainty can be manipulated experimentally: it is higher in tasks that involve more levels of stimulus reliability across trials and more volatile stimuli within trials. Meta-uncertainty appears to be mostly independent of task difficulty, task structure, response bias, and attentional state. Currently employed metrics for metacognitive ability are poor proxies for meta-uncertainty. Thus the CASANDRE model represents a notable advance toward realizing crucial medium and long-term goals in the field of metacognition \(^{59}\).

The mental operations underlying confidence in a decision have long intrigued psychologists. Some authors have proposed that decision outcome and confidence both arise from a single stimulus strength estimation process \(^{31,60–62}\). Such models can explain the effects of stimulus strength, but not of stimulus reliability. Others have argued in favor of a dual process in which decision outcome and confidence are based on different stimulus strength estimates \(^{51,63,64,65}\). This may be the appropriate framework for cases in which subjects acquire additional task-relevant information after reporting their choice \(^{65–67}\); (also see ref. \(^{68}\) for a reevaluation of some evidence for dual processes). For all other cases, it appears overly complex. Instead, we have modeled confidence judgements as arising from a hierarchical process \(^{69}\). The first stage determines the choice, the second stage determines confidence. Key to our proposal is that assessing the reliability of a decision requires the use of additional information (stimulus uncertainty) \(^{70}\) that in most tasks has no relevance for the choice as such. This is a plausible suggestion, as subjects can incorporate a stimulus uncertainty estimate into their decision-making when required to do so \(^{26,53,70,71}\). Additionally, there is considerable evidence that neural activity in sensory areas of the brain conveys information about stimulus features as well as the uncertainty of those features \(^{72–78}\). An important future direction will be to investigate how the precision of neural uncertainty representation informs confidence and meta-uncertainty.

The CASANDRE model provides a static description of the outcome of a hierarchical decision-making process. However, making a decision requires time. The more difficult the decision, the more time it requires \(^{79,80}\). For this reason, some authors have suggested that decision time directly informs confidence \(^{30,66}\). This proposal enjoys strong empirical support \(^{24,38,50,81}\). It is related to our proposed confidence computation, provided that the decision variable results from a mechanism that resembles bounded evidence accumulation \(^{7}\). For these mechanisms, time to reach the bound reflects the drift rate of a drift diffusion process. Drift rate is governed by stimulus strength, normalized by stimulus uncertainty and thus matches our confidence computation. Moreover, just like our second stage involves an additional factor to reflect on the quality of the decision (the uncertainty estimate), time measurements are not inherent to bounded accumulation. Finally, note that neural and behavioral time measurements are noisy \(^{82–84}\). This noisiness provides the natural dynamic analogue for meta-uncertainty in our static model. How it affects confidence reporting behavior in the diffusion-to-bound framework has not yet been studied. It remains to be seen whether choice outcome, reaction time, and metacognitive ability can all be modeled simultaneously.
Our work offers a new perspective on the mechanism underlying decision confidence. In doing so, it raises several new questions. For example, one may question the generality of the observation that stimulus strength and stimulus reliability solely impact confidence reports through their effect on choice consistency (Fig. 2b-d). This phenomenon provides the direct motivation for our proposed confidence computation, yet only a few existing studies provide a strong test for its existence. Likewise, one would be justified in questioning our knowledge of the statistical nature of meta-uncertainty. Recall that we model confidence as a noisy estimate of stimulus strength, normalized by a noisy estimate of stimulus uncertainty. It follows that the confidence variable is a ratio distribution. This class of distributions is notoriously difficult to work with. Ratio distributions rarely have closed form descriptions and are often “pathological” in the sense that their mean, variance, and other statistical moments are undefined. To circumvent this problem, we exploited the property that the family of normal distributions is closed under linear transformations. This makes it possible to describe the confidence variable distribution as a mixture of Gaussian distributions (see Methods). We used an inverted log-normal as mixing variable. However, our approach is not limited to the log-normal. Natural alternatives are the Gamma and Weibull distribution. We have not explored whether the form of the second-stage noise distribution meaningfully impacts the model behavior. This is certainly possible. If so, it would be important to know which candidate best describes behavioral confidence data.

The usefulness of process models far exceeds our current application. When coupled to an explicit goal such as maximizing choice accuracy, process models can be leveraged to derive the optimal task-strategy. The resulting predictions offer a critical point of reference for human behavior. This approach has revealed that humans improve the quality of uncertain decisions by accumulating evidence over time, by combining information acquired through different sensory modalities, and by exploiting knowledge of statistical regularities in the environment. Might the same hold true for uncertain confidence judgments? Stated more generally: Does our brain attempt to maximize the precision of our sense of confidence? This is a fundamental question that is ripe to be addressed. Doing so will require experiments that manipulate meta-uncertainty and incentivize the confidence reporting strategy (e.g.,). The process model we have developed provides a vehicle to derive the reward-maximizing strategy and to evaluate whether human meta-uncertainty changes as expected for theoretically ideal introspection.

**Methods**

**Modeling: Hierarchical decision-making process**

We model choice-confidence data in binary decision-making tasks as arising from a hierarchical process. The first stage follows conventional signal detection theory applications and describes the primary decision as resulting from the comparison of a one-dimensional decision variable, $V_d$, with a fixed criterion, $C_d$. The decision variable is subject to zero-mean Gaussian noise and hence follows a normal distribution with mean $\mu_d$ and standard deviation $\sigma_d$. The decision variable is converted into a signed confidence variable, $V_c'$, by taking the difference of $V_d$ and $C_d$, and dividing this difference by $\hat{\sigma}_d$, the subject’s estimate of $\sigma_d$. The family of normal distributions is closed under linear transformations. This means that, if $\hat{\sigma}_d$ were a constant, $V_c'$ would also follow a normal distribution with mean $\mu_c' = (\mu_d - C_d)/\hat{\sigma}_d$ and standard deviation $\sigma_c' = \sigma_d/\hat{\sigma}_d$. The confidence report results from the comparison of the confidence variable with a single fixed criterion, $C_c$ (or with a set of criteria if the confidence scale has more than two levels). It follows that the probability of a “confident” judgement given a “Category A” decision is given by $P(C = 1|D = 0) = \Phi(-C_c)$, where $\Phi(.)$ is the cumulative normal distribution with mean $\mu_c'$ and standard deviation $\sigma_c'$. By the same logic, $P(C = 0|D = 0) = \Phi(0) - \Phi(-C_c)$, $P(C = 0|D = 1) = \Phi(C_c) - \Phi(0)$, and $P(C = 1|D = 1) = 1 - \Phi(C_c)$. Key to the CASANDRE model is that $\hat{\sigma}_d$ is not a constant, but a random variable that follows a log-normal distribution with mean $\sigma_d$ and standard deviation $\sigma_m$. Consequently, the signed confidence variable is a mixture of normal distributions, with mixing weights determined by $\sigma_m$. To obtain the probability of each response option under this mixture, we sample $\hat{\sigma}_d$ in steps of constant cumulative density (using the Matlab function ‘loginv’), compute the probability of each response option under each sample’s resulting normal distribution (using the Matlab function ‘normpdf’), and average these probabilities across all samples. We found that this procedure yields stable probability estimates once the number of samples exceeds 25 (i.e., sampling the log-normal distribution in steps no greater than 4%). For all applications in this paper, we used 100 samples, thus sampling $\hat{\sigma}_d$ at a cumulative density of 0.5%, 1.5%, 2.5%,.., and 99.5%.

**Modeling: Parameterization, simulations, and fitting**

We analyzed data from a large set of previously published studies that employed different task designs. The simplest designs involve the combination of a 2-AFC categorization decision and a binary confidence report (i.e. the model simulations shown in Fig. 2 and 3). Under the CASANDRE model, the predicted probability of each response option is fully specified by five parameters: the mean of the decision variable ($\mu_d$), the standard deviation of the decision variable ($\sigma_d$), the decision criterion ($C_d$), the level of meta-uncertainty ($\sigma_m$), and the confidence criterion ($C_c$). It is not possible to estimate each of these parameters...
for every unique experimental condition. To make the model identifiable, we generally assume that \( \mu_d \) is identical to the true stimulus value, that \( \sigma_d \) is constant for a given level of stimulus reliability, and that \( C_d, \sigma_m, \) and \( C_c \) are constant across multiple conditions. Figure 2 shows how each of the parameters affects the model’s behavior. Finally, when fitting data, we use one additional parameter, \( \lambda \), to account for stimulus-independent lapses, which we assume to be uniformly distributed across all response options. We fit the model on a subject-by-subject basis. For each subject, we compute the log-likelihood of a given set of model parameters across all choice-confidence reports and use an iterative procedure to identify the most likely set of parameter values (specifically, the interior point algorithm used by the Matlab function ‘fmincon’). Figure 3b shows an example model fit to a synthetic data set whereby we used 5 free parameters (\( \lambda, \sigma_d, C_d, \sigma_m, \) and \( C_c \)) to capture data across 20 experimental conditions.

Some studies used a task design that combined a 2-AFC categorization decision with a multi-level confidence rating scale (i.e., ref. 25,26,28). To model these data, we used the same approach as described above but we used multiple confidence criteria (one less than the number of confidence levels). We modeled the data from ref. 28 using seven free parameters: \( \lambda, \sigma_d, C_d, \sigma_m, \) and \( C_c \) (4-point confidence rating scale, thus three in total) (see Fig. 4e). We modeled some data from ref. 26 (task 1) using seventeen free parameters: \( \lambda, \sigma_d \) (one per contrast level, six in total), \( C_d \) (one per contrast level, six in total), \( \sigma_m \), and \( C_c \) (4-point confidence rating scale, thus three in total). Example fits are shown in Fig. 1b,c and in Supplementary Fig. 1 (also see Fig. 4e, task 1). We modeled the data from ref. 25 using twelve free parameters: \( \lambda, \sigma_d \) (one per stimulus variance level, four in total), \( C_d, \sigma_m, \) and \( C_c \) (6-point confidence rating scale, thus five in total). Example fits are shown in Supplementary Fig. 2 (also see Fig. 4 and Fig. 5b-d).

Some studies used a task design in which the 2-AFC categorization decision pertained to two category distributions with the same mean but different spread (i.e., ref. 26,27). To model these data, we assumed that the primary decision results from a comparison of the decision variable with two decision criteria, and that the confidence estimate is based on the distance between the decision variable and the nearest decision criterion. We modeled some data from ref. 26 (task 2) using twenty-three free parameters: \( \lambda, \sigma_d \) (one per contrast level, six in total), \( C_d \) (two per contrast level, twelve in total), \( \sigma_m \), and \( C_c \) (4-point confidence rating scale, thus three in total). See Fig. 4e, task 2. Example fits are shown in Supplementary Fig. 4. We modeled data from ref. 27 using sixteen free parameters: \( \lambda, \sigma_d \) (one per attention level, three in total), \( C_d \) (two per attention level, six in total), \( \sigma_m \) (one per attention level, three in total), and \( C_c \) (4-point confidence rating scale, thus three in total). See Fig. 4e.

For some data sets, it was evident that subjects’ confidence criteria depended on the primary decision. This asymmetry can for example arise when the motor response used to communicate the confidence report differs depending on the primary decision (e.g., ref. 24,26,27). To model such data, we used two sets of confidence criteria: one for each decision-outcome. For the sake of consistency, we used this approach for all analyses documented in Fig. 6. Visually, asymmetric confidence criteria manifest as an asymmetric confidence-consistency relation (e.g., Fig. 6a, obs 3; also see example fits shown in Supplementary Fig. 3 and 4).

Some studies used a task design that combined a 2-IFC categorization decision with a confidence report (i.e., Arbuzova and Filevich, unpublished but available in the Confidence Database 23). In these tasks, a subject is shown two stimulus intervals and judges which interval contained the “signal” stimulus. To model such data, we assume that the decision is based on a comparison of the evidence provided by each stimulus interval. The one-dimensional decision variable, \( V_d \), reflects the outcome of this comparison, which we model as a difference operation 22. The difference of two Gaussian distributions is itself a Gaussian with mean equal to the difference of the means and standard deviation equal to the square root of the sum of the variances. Everything else is the same as for the 2-AFC task. When different from zero, \( C_d \) now reflects an interval bias (e.g., a preference for “interval 1” choices). See example fit in Fig. 1d.

Datasets
We obtained most experimental data from the Confidence Database 23 (available at: https://osf.io/s46pr/). Additional experimental data from Navajas et al. (2017) were provided by an author 25. Given that the CASANDRE model yields more reliable parameter estimates for longer experiments with more stimulus conditions (Fig. 3), we restricted our analyses to experiments which involved several hundred trials per subject and multiple levels of stimulus strength and/or stimulus reliability. The majority of subjects we analyzed came from two studies 25,28, but we applied the CASANDRE model to data from four additional studies with fewer subjects to demonstrate the breadth of possible applications 23,24,27,28. All detailed experimental designs and procedures are available in the original publications or in abbreviated form in the Confidence Database. We briefly describe each data set below.

We analyzed data from all 3 experiments in ref. 26. All subjects in experiments 1 and 2 performed both task 1 (discriminating categories of orientation distributions with different means but the same standard deviation; their “Task A”) and task 2 (discriminating categories of orientation distributions with the same mean but different standard deviations; their “Task B”). Since
stimulus orientations were drawn from a continuous distribution, to plot the data we grouped nearby orientations into 9 bins with similar numbers of trials. Data and model fits from two example subjects performing task 1 in experiment 1 are shown in Fig. 1b-c and Supplementary Fig. 1. Fitted parameters from all 19 subjects who performed experiments 1 and 2 are included in Fig. 4e (task 1) and Fig. 6d. Subjects in experiment 3 performed only task 2. Data and model fits from an example subject performing task 2 in experiment 3 are shown in Supplementary Fig. 4. Fitted parameters from all 34 subjects who performed task 2 in experiments 1, 2, and 3 are included in Fig. 4e (task 2).

We analyzed data from all 3 experiments in ref. 25. 30 subjects performed experiment 1. 14 of those 30 subjects returned about a month after their first session to perform the same task again as experiment 2. Finally, 20 subjects performed experiment 3, participating in a perceptual (experiment 3A) and cognitive (experiment 3B) task in two different sessions. We analyzed each of these 84 different experimental sessions independently. Data and model fits from an example subject are shown in Supplementary Fig. 2. Fitted parameters and alternative metacognitive metrics from all 14 subjects who performed both experiments 1 and 2 are included in Fig. 4a and Fig. 5d (Test-retest stability). Fitted parameters and alternative metacognitive metrics from all 20 subjects who performed experiment 3 are included in Fig. 4d and Fig. 5d (Domain generality). Fitted parameters from 30 subjects performing experiment 1 are included in Fig. 4e, and fitted parameters from all 84 sessions are included in Fig. 5b. Further analyses using these data to test the independence of meta-uncertainty from confidence bias and uncertainty are explained in the next section.

We analyzed unpublished data from Arbuzova and Filevich (available in the Confidence Database under the name Arbuzova_unpub_1) 25. This experiment demonstrates the generalization of the CASANDRE model to a visuomotor estimation task as well as 2-IFC experimental designs. Data and model fits from a representative subject are shown in Fig. 1d. Fitted parameters from all 25 subjects from ref. 28 are included in Fig. 4e. We analyzed data from 12 subjects performing a version of task 2 in ref. 26 with an added attention manipulation from ref. 27. To get the single estimate of meta-uncertainty included in Fig. 4e for each subject, we averaged the values estimated from all three attention conditions, as these were not significantly different (Fig. 6f). To obtain the parameter estimates shown in Fig. 6f, the model was fit independently to the valid and invalid cue conditions, with only the lapse rate shared across conditions.

We analyzed data from 3 subjects from ref. 24. Here, subjects reported their confidence on a continuous scale through the end point of a saccadic eye movement directed toward an elongated target (encoded as a value between 0 and 1). We transformed these data to a binary confidence report by categorizing all saccade end points above the mid point of the target (0.5) as high confidence, and all saccade end points below the mid point as low confidence. Confidence data and model fits from all 3 subjects are shown in Fig. 6b, and data and model fits for an example subject are shown in Supplementary Fig. 3.

Construct validity analyses
To test the independence between confidence bias and measures of metacognitive ability, we manipulated the confidence reporting behavior of subjects across all sessions from ref. 25 (following an analysis developed by ref. 41). In these experiments, confidence reports were measured using a six-point rating scale. We remapped responses into a four point rating scale using two different grouping rules (one conservative, one liberal). The conservative mapping is [1|2 3 4|5|6], the liberal mapping is [1|2|3 4 5|6]. To limit the model comparison to the second stage of the decision making process, the lapse rate, stimulus sensitivity, and perceptual criterion were shared across both model variants. Only the meta-uncertainty and confidence criteria differed across both model variants. To obtain adequately constrained and stable model fits to these manipulated data, we only included a session in the analysis if at least 10 responses were recorded at the highest level of the confidence scale. This reduced a total of 84 sessions to 43, shown in Fig. 4b.

To test the independence between stimulus uncertainty and measures of metacognitive ability, we split experimental data from each session in half 25. We estimated meta-uncertainty independently for the two easiest and the two hardest stimulus conditions. To limit the model comparison to the question of whether meta-uncertainty is independent of stimulus reliability, all other model parameters were fixed across conditions. For consistency with the criterion analysis, we applied the same inclusion criteria, yielding data from 34 sessions included in Fig. 4c.

Calculating alternative metacognitive metrics
We probed the relation between meta-uncertainty and two alternative metrics of meta-cognitive ability under the CASANDRE model. We used two distinct procedures for this. First, to obtain estimates of "meta-\(d'\)", we used the CASANDRE model to specify the probability of each response option in a 2-AFC discrimination task with binary confidence report options for an experiment that included two stimulus conditions. We calculated meta-\(d'\) following 46. Briefly, we searched for the level of sensory noise and the confidence criterion that best explained the distribution of confidence reports conditioned on the primary
choice, assuming a normally distributed confidence variable. The ratio of the ground truth sensory noise level and this estimate is plotted in the bottom panels of Fig. 5a. Second, to obtain the expected value of phi, we simulated 200,000 trials in an experiment that included 20 levels of stimulus strength. We then calculated the Pearson correlation between the resulting choice accuracy and confidence vectors (Fig 5a, top panels).

We also computed these alternative metrics for each session from ref. 25 (see Fig. 5b-d). As is conventional, we estimated $d'$ for each stimulus condition from the observed hit and false alarm rates. 22 To obtain estimates of “meta-$d'$”, we searched for the decision criterion, the set of confidence criteria, and the level of sensory noise that best explained the choice-conditioned data, assuming a normally distributed confidence variable. To obtain a single meta-$d'/d'$ estimate per session, we computed the arithmetic mean across the four stimulus conditions. We computed phi for each session by calculating the Pearson correlation between choice accuracy and raw confidence report (see Fig. 5b-d)

To compute the proportion of variance in each alternative metric across 84 sessions 25 explained by different components of the CASANDRE model, we used the averaging-over-orderings technique 47,48. We used multiple linear regression to obtain the variance in a metric explained by the CASANDRE model. Then, for each model parameter we compute the difference in explained variance when the parameter is included and when it is not. The resulting estimates of explained variance for each parameter are plotted in Fig. 5c.
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**Supplementary information**

**Adler and Ma (2018), task 1**

Figure 1b,c shows data from two subjects who performed a perceptual 2-AFC categorization task and additionally reported their confidence using a four-point rating scale. Data were collected by Adler and Ma (2018). Supplementary Figure 1a,b illustrates model fits by plotting the psychometric function (top row) and accompanying confidence function (bottom row) for each stimulus contrast (columns). Subjects completed 2,160 trials each. To model these data, we used one lapse rate parameter (obs 1-6: 5%; obs 1-9: 0.5%), one contrast-specific sensitivity parameter (obs 1-6: 0.21, 0.15, 0.14, 0.11, 0.07, and 0.06; obs 1-9: 0.55, 0.42, 0.36, 0.24, 0.16, and 0.10), one contrast-specific decision criterion parameter (obs 1-6: 0.62, 0.55, 0.00, 1.49, 0.45, and 1.28 degrees; obs 1-9: 0.03, -0.08, -0.32, 0.05, -0.35, and -1.33 degrees), one meta-uncertainty parameter (obs 1-6: 0.21; obs 1-9: 0.51), and three confidence criterion parameters (obs 1-6: 0.02, 0.40, and 1.92; obs 1-9: 1.42, 3.30, and 10.99). The log-probability of the data under the model was –3,462.1 for obs 1-6, and –2,654.0 for obs 1-9.

**Supplementary Figure 1** Model fits for two example subjects from Adler and Ma (2018). Both subjects judged whether a stimulus belonged to category A or B. Category A stimuli typically had an orientation smaller than zero, while category B stimuli typically had an orientation larger than zero. Stimuli varied in orientation and contrast. (a) Top: Proportion of “Category B” choices is plotted against stimulus orientation, split out by stimulus contrast (columns, contrast decreases from left to right), for one example subject. Bottom: Same for mean confidence level. Symbols summarize observed choice behavior, the dotted line illustrates the theoretical optimum, and the full lines show the fit of a two-stage process model of decision-making. Symbol size is proportional to the number of trials. (b) Same for a different example subject.
Navajas et al. (2017), experiment 1

Figure 4a-d shows an analysis of data from subjects who performed either a perceptual or cognitive 2-AFC categorization task and additionally reported their confidence using a six-point rating scale. Data were collected by Navajas et al. (2017). Supplementary Figure 2 illustrates the model fit for an example subject by plotting the data in the format used in the original publication. Proportion correct and confidence level are plotted against stimulus variance. The confidence reports are split out by decision accuracy. The experiment consisted of 400 trials. To model these data, we used one lapse rate parameter (0%), one stimulus variance-specific sensitivity parameter (0.67, 0.53, 0.33, and 0.19), one decision criterion parameter (~0.59 degrees), one meta-uncertainty parameter (0.10), and five confidence criterion parameters (0.35, 1.19, 1.64, 2.29, and 3.36). The log-probability of the data under the model was –733.50.

Supplementary Figure 2 Model fit for an example subject from Navajas et al. (2017). The subject judged whether the mean orientation of a sequence of 30 rapidly presented Gabor stimuli was tilted right or left. Left: Stimulus sequences were sampled from distributions with different orientation variance. Middle: Proportion correct choices is plotted against stimulus variance for an example subject. Right: Mean confidence level is plotted against stimulus variance, split out by decision accuracy. Symbols summarize observed choice behavior, the full line shows the fit of a two-stage process model of decision-making.
Zylberberg et al. (2016), confidence experiment

Figure 6a shows an analysis of data from subjects who performed a perceptual 2-AFC categorization task and additionally reported their confidence using a continuous rating scale. Data were collected by Zylberberg et al. (2016). Supplementary Figure 3 illustrates the model fit for an example subject. Note that we binarized the continuous confidence ratings. Proportion “rightward” choices and confidence level are plotted against motion coherence, split out by stimulus volatility. The subject completed 2,104 trials. To model these data, we used one lapse rate parameter (0.64%), one stimulus volatility-specific sensitivity parameter (7.09 and 7.22), one stimulus volatility-specific decision criterion parameter (-0.03 and -0.02 % coherence), one stimulus volatility-specific meta-uncertainty parameter (0.46 and 0.76), one stimulus volatility-specific confidence criterion parameter for leftward choices (1.35 and 1.17), and one stimulus volatility-specific confidence criterion parameter for rightward choices (1.44 and 1.46). The log-probability of the data under the model was −2,055.9.

Supplementary Figure 3 Model fit for an example subject from Zylberberg et al. (2016). The subject judged whether a random dot motion stimulus moved leftward or rightward. Stimuli differed in their volatility. Top: Proportion “rightward” choices is plotted against motion coherence, split out by stimulus volatility (left vs right column), for an example subject. Bottom: Same for mean confidence level. Symbols summarize observed choice behavior, the dotted line illustrates the theoretical optimum, and the full line shows the fit of a two-stage process model of decision-making.
Adler and Ma (2018), task 2

Figure 6b shows an analysis of data from subjects who performed two perceptual 2-AFC categorization tasks and additionally reported their confidence using a four-point rating scale. Data were collected by Adler and Ma (2018). Supplementary Figure 4 illustrates model fits for task 2 by plotting the psychometric function (top row) and accompanying confidence function (bottom row) for each stimulus contrast (columns). The subject completed 3,240 trials. To model these data, we used one lapse rate parameter (2.17%), one contrast-specific sensitivity parameter (0.68, 0.55, 0.46, 0.28, 0.20, and 0.07), one contrast-specific low decision criterion parameter (-4.05, -4.27, -4.35, -5.21, -7.30, and -11.34 degrees), one contrast-specific high decision criterion parameter (3.62, 3.76, 4.26, 5.36, 5.38, and 9.66 degrees), one meta-uncertainty parameter (0.69), three confidence criterion parameters for “Category A” choices (0.69, 1.15, and 1.89), and three confidence criterion parameters for “Category B” choices (0.65, 1.78, and 4.53). The log-probability of the data under the model was –4,842.5.

Supplementary Figure 4 Model fits for an example subject from Adler and Ma (2018). The subject judged whether a stimulus belonged to category A or B. Category A stimuli were drawn from a distribution with small orientation spread, category B stimuli were drawn from a distribution with large orientation spread. Stimuli varied in orientation and contrast. Top: Proportion of “Category B” choices is plotted against stimulus orientation, split out by stimulus contrast (columns, contrast decreases from left to right), for one example subject. Bottom: Same for mean confidence level. Symbols summarize observed choice behavior, the full lines show the fit of a two-stage process model of decision-making.