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Abstract—In this paper, we consider an OFDM radio link corrupted by oscillator phase noise in the receiver, namely the problem of estimating and compensating for the impairment. To lessen the computational burden and delay incurred onto the receiver, we estimate phase noise using only scattered pilot subcarriers, i.e., no tentative symbol decisions are used in obtaining and improving the phase noise estimate. In particular, the phase noise estimation problem is posed as an unconstrained optimization problem whose minimizer suffers from the so-called amplitude and phase estimation error. These errors arise due to receiver noise, estimation from limited scattered pilot subcarriers and estimation using a dimensionality reduction model. It is empirically shown that, at high signal-to-noise-ratios, the phase estimation error is small. To reduce the amplitude estimation error, we restrict the minimizer to be drawn from the so-called phase noise geometry set when minimizing the cost function. The resulting optimization problem is a nonconvex program. However, using the S-procedure for quadratic equalities, we show that the optimal solution can be obtained by solving the convex dual problem. We also consider a less complex heuristic scheme that achieves the same objective of restricting the minimizer to the phase noise geometry set. Through simulations, we demonstrate improved coded bit-error-rate and phase noise estimation error performance when enforcing the phase noise geometry. For example, at high signal-to-noise-ratios, the probability density function of the phase noise estimation error exhibits thinner tails which results in lower bit-error-rate.
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I. INTRODUCTION

In this paper, we focus on the phase noise problem in orthogonal frequency division multiplexing (OFDM) which falls in the category of RF-impairments. It is well known that the OFDM waveform is sensitive to RF-impairments which also include power amplifier non-linearities, IQ-imbalance and jitter noise [1]. Phase noise refers to random fluctuations in the phase of the carrier signal that is used for transmission and reception of the baseband information-bearing signal. It arises due to imperfections in the local oscillators that generate the carrier signals. These imperfections exist, simply, due to the inherent physical nature of these devices but, however, it can be controlled by judicious choice of oscillator design [2].

In the area of performance analysis, plethora of studies demonstrate a performance drop for an OFDM system corrupted by phase noise [3]–[8]. The performance metrics typically used are: signal-to-noise-plus-interference-ratio (SINR), bit-error-rate (BER) and channel capacity. The trade-off is typically between the OFDM subcarrier spacing and 3-dB bandwidth of oscillator power spectral density (PSD) which in turn can be related to the oscillator topology and circuit parameters [9]. A small ratio of subcarrier spacing and 3-dB PSD bandwidth results in lower SINR, lower capacity and higher BER. These performance studies were indeed extended to include other kinds of RF-impairments which are mainly IQ-imbalance, power amplifier non-linearities and jitter noise [10]. Numerous algorithms are available that remove phase noise from the received OFDM signal. These methods typically require knowledge of the channel. Some of the state-of-the-art methods on channel estimation in the presence of phase noise can be found in [11]–[16].

The phase noise estimation algorithms can be broadly classified into three types: decision-feedback-based schemes also known as decision-directed algorithms [14], [16]–[21]; pilot-based schemes that use the scattered pilot structure provided in LTE [12], [22], [23]; and, finally, blind estimation schemes [24], [25]. Decision-feedback schemes estimate phase noise using tentative decisions on the transmitted symbols. Using the obtained estimate, phase noise is removed and new decisions on the transmitted symbols are taken which are again used to refine the phase noise estimate. The process is iterated over a certain number of times, thus, resulting in a feedback loop. Because of this iteration procedure, these schemes can impose a significant computational burden onto the receiver. The primary goal in blind estimation schemes is to jointly estimate phase noise and transmitted symbols. These approaches typically use Bayesian filtering methods to jointly estimate the desired parameters [26]. For example, in [25], variational-inference is used, while Monte-Carlo methods are used in [24]. These methods, although statistically optimal, are computationally intensive and may not be suitable in delay-sensitive wireless systems.

Pilot-based schemes that utilize scattered pilot subcarriers are a computationally attractive alternative to decision-feedback and blind estimation schemes. There exists plethora of work...
where, using scattered pilot subcarriers, only the common phase error (CPE) is estimated while the higher-order frequency components of phase noise, also known by inter-carrier-interference (ICI), are assumed to be small and, hence, not estimated [27]–[29]. It is well known that, for satisfactory performance, the ICI must also be estimated. To the best of our knowledge, [12], [22] and [23] are the only available works that, using only scattered pilot subcarriers, estimate both CPE and ICI terms. One of the goals of this paper is to contribute towards scattered pilot-based phase noise estimation schemes that estimate both CPE and ICI with high degree of accuracy.

In this paper, for phase noise estimation, we use two new aspects of phase noise that have been recently discovered: the first is the so-called phase noise spectral geometry; and second is a new dimensionality reduction model that preserves this geometry when moving from lower to higher dimensional spaces. These two aspects of phase noise were originally proposed in [17], however, used in developing a decision-feedback phase noise estimation scheme which has high complexity. We build upon these ideas to develop a novel scattered pilot-based estimation scheme without any decision feedback loop. We show in this work that utilizing the phase noise spectral geometry in conjunction with this new dimensionality reduction model improves the estimation performance and, hence, the BER.

The main contributions of this paper are as follows:

- As our starting point, we use the least-squares (LS) approach of [23] to estimate the desired phase noise spectral vector using scattered pilot subcarriers. We show that the minimizer of the resulting unconstrained optimization problem suffers from amplitude and phase estimation errors which arises due to receiver noise, estimation from limited scattered pilot subcarriers and estimation using a dimensionality reduction model. We empirically show that, at high SNRs, the phase estimation error is small and the critical factor is the amplitude estimation error.

- To eliminate the amplitude estimation error, we impose the phase noise geometry as constraints when minimizing our cost function. The resulting optimization problem is a non-convex program, and we show using the so-called S-procedure that the optimization problem can be solved equivalently using the convex dual problem. We also present a heuristic scheme with reduced computational complexity that achieves the same objective of enforcing the estimate to satisfy the phase noise geometry.

- We provide conditions for the S-procedure to be lossless for generic quadratic equalities. In [17], the authors present the S-procedure for quadratic equalities specific to their problem. In this paper, we build upon the ideas presented in [17] and generalize the S-procedure for generic quadratic equalities. We use the S-procedure to prove optimality of our proposed optimization problem.

The paper is structured as follows: In Section II, we present the OFDM system model impaired by phase noise. This shall serve as the foundation for the rest of the paper. Section III covers two particular aspects: The first aspect summarizes the findings of [17] which are the phase noise spectral geometry and the phase noise geometry-based dimensionality reduction model. The second aspect dwells on the topic of S-procedure for generic quadratic equalities. We use the S-procedure in later sections to prove optimality of the proposed phase noise optimization problem. Section IV presents the proposed scattered pilot-based phase noise estimation schemes. Specifically, two new schemes are proposed with the first being the optimal scheme while the second scheme is heuristic in nature, however, with reduced computational complexity. In Section V, we present numerical results of these schemes.

II. SYSTEM MODEL

In an OFDM system, an information symbol vector, denoted by $s = [s_0 \ s_1 \ldots \ s_{N_c-1}]^T$, is transmitted using $N_c$ orthogonal subcarriers [30]. These subcarriers pass through a frequency-selective channel whose discrete-time impulse response is denoted by $h[n]$. At the receiver side, the signal gets corrupted by the receiver additive noise and phase noise. Assuming sufficient timing synchronization, the received symbol vector is given by

$$r = VHs + n,$$  

where $H$ is a diagonal matrix composed of elements $\{H_k\}_{k=0}^{N_c-1}$ which are the discrete Fourier transform (DFT) of $h[n]$, i.e.,

$$H_k = \sum_{n=0}^{N_c-1} h[n] e^{-j(2\pi kn)/N_c}, \ k = 0, 1, \ldots, N_c - 1. \quad (2)$$

The vector $n$ denotes the additive receiver noise which is Gaussian with diagonal covariance matrix whose diagonal values are equal to $\sigma_n^2$. The effect of phase noise is represented by the unitary matrix $V$ which is row-wise circulant with the first row vector being $\delta^T$ which denotes Hermitian transpose of the column vector $\delta$. The elements of $\delta$ are given by

$$\delta_k = \sum_{n=0}^{N_c-1} \frac{e^{-j\theta[n]}}{N_c} e^{-j(2\pi kn)/N_c}, \ k = 0, 1, \ldots, N_c - 1. \quad (3)$$

where $\theta[n]$ is the receiver phase noise. In this paper, we refer to $\delta$ as the phase noise spectral vector.

Ideally, in the absence of phase noise (i.e., when $\theta[n] = 0$) and after using (3), we have $\delta = [1, 0, \ldots, 0]^T$ and, hence, $V = I_{N_c}$, where $I_{N_c}$ denotes the $N_c \times N_c$ identity matrix. Equation (1), thus, reduces to $r = HS + n$ which is the standard OFDM system model with no phase noise. In practice, phase noise is always present which renders $V$ to constitute non-zero off-diagonal elements.

III. BACKGROUND: PHASE NOISE SPECTRAL GEOMETRY, DIMENSIONALITY REDUCTION AND S-PROCEDURE

In this section, we dwell on three particular topics which shall be used in later sections to develop phase noise estimation schemes. In Section III-A, we present the geometry of $\delta$, while in Section III-B, we present a new dimensionality reduction model that takes into account this geometrical aspect of $\delta$. Finally, in Section III-C, we present the S-procedure for quadratic equalities which shall be used to prove optimality of one of our phase noise estimation schemes. The results in Sections III-A and III-B were originally derived in [17] and, hence, we summarize the
main points. The S-procedure for quadratic equalities in Section III-C is a generalization of the approach used in [17] which was limited to quadratic equations specific to their application.

A. Geometry of \( \delta \)

From (3), we see that \( \delta_c \) is the DFT of \( \frac{e^{j\gamma l}}{N} \) which has constant-magnitude time-domain samples. Intuitively, we could represent \( \delta \) as a \( \delta \times \hat{\delta} \) matrix. The vector with 

\[
\delta^T \mathbf{P}_l \delta = \Lambda_l, \; l = 0, 1 \ldots, N_c - 1,
\]

where \( \Lambda_l \) is the Kronecker delta function, i.e., \( \Lambda_l = 1 \) and \( \Lambda_l = 0, \; l = 1, 2, \ldots, N_c - 1 \). The matrix \( \mathbf{P}_l = (\mathbf{I}_l)^t \) is a permutation matrix defined by the \( N_c \times N_c \) matrix \( \mathbf{P}_l \). The first column of \( \mathbf{P}_l \) is given by the \( N_c \times 1 \) vector \( [0, 1, 0, \ldots, 0]^T \) and the \( j \)-th column is obtained by circularly shifting the vector \( j - 1 \) times to the bottom. For \( l = 0 \), we get the unit-norm property, where \( \mathbf{P}_0 = \mathbf{I}_{N_c} \).

Equation (1) provides the relation between \( r \) and \( s \) for any OFDM symbol. For different OFDM symbols, we obtain different realizations of the channel matrix \( \mathbf{H} \), \( \mathbf{V} \) and \( \mathbf{n} \). Thus, although \( \mathbf{V} \) or \( \delta \) vary from one OFDM symbol to another, from (4), we see that \( \delta \) is always drawn from a particular set. This is useful from an estimation point of view because we now know where to look for \( \delta \).

B. Dimensionality Reduction

The effect of phase noise can be compensated straightforwardly if we have knowledge of \( \delta \). We can then form the matrix \( \mathbf{V} \) and perform \( \mathbf{V}^T r = \mathbf{H} s + \mathbf{V}^T \mathbf{n} \) to remove phase noise (we use the fact that \( \mathbf{V}^T \mathbf{V} = \mathbf{I}_{N_c} \)). Thus, the critical task of estimation is to obtain this knowledge as accurately as possible using which phase noise can be compensated.

1) The Conventional Model: From the point of view of estimation, estimating the entire vector \( \delta \) may not be feasible since the dimensionality of \( \delta \), equal to \( N_c \), can be large. For example, in LTE, \( N_c > 100 \), and it can be as large as \( 2048 \). In practice, system specifications enforce stringent requirements on oscillator performance which effectively result in tolerable and slow-varying phase noise processes. This has the effect of larger concentration of power in the low frequency components represented by the top and bottom components of \( \delta \), while the high frequency terms represented by the middle components of \( \delta \) constitute only a small fraction of total power. We can, thus, model \( \delta \) as follows:

\[
\delta = \begin{pmatrix}
\mathbf{I}_{m \times m} \\
\mathbf{0}_{N_c-(m+k) \times m} \\
\mathbf{0}_{k \times m}
\end{pmatrix}
\begin{pmatrix}
\mathbf{0}_{k \times k} \\
\mathbf{I}_{k \times k}
\end{pmatrix}
\gamma = \mathbf{L} \gamma,
\]

where \( \mathbf{0} \) is the matrix of zeros of appropriate dimensions. The matrix \( \mathbf{L} \) is of dimension \( N_c \times N_c \), \( N = m + k \), and \( \gamma \) comprises of the \( N \) low-frequency components. Thus, rather than estimating \( \delta \), we estimate the smaller \( N \)-dimensional vector \( \gamma \) and then use (5) to finally obtain our estimate of \( \delta \). Note that from (5), we set the high-frequency components to zero. The model in (5) is commonly used in the literature related to phase noise estimation. We shall also refer to \( \mathbf{L} \) as low frequency transformation matrix or LFT. It is useful and practical especially when the phase noise process is slow-varying. Unfortunately, the model of (5) does not guarantee that \( \delta \) obtained from (5) will satisfy (4).

2) The Geometry-Preserving Model: In [17], a new model relating \( \delta \) and \( \gamma \) is proposed. This is given as follows: The vector \( \delta \) acquires its properties from a smaller dimensional phase noise spectral vector \( \gamma \) that satisfies the \( N \)-dimensional equivalent of (4), i.e.,

\[
\gamma^T \hat{\mathbf{P}}_l \gamma = \hat{\Lambda}_l, \; l = 0, 1 \ldots, N_c - 1,
\]

where \( \hat{\mathbf{P}}_l \) and \( \hat{\Lambda}_l \) are the \( N \)-dimensional equivalents of \( \mathbf{P}_l \) and \( \Lambda_l \), respectively. The vectors \( \delta \) and \( \gamma \) are linearly related as

\[
\delta = \mathbf{T} \gamma,
\]

where the \( N_c \times N_c \) matrix \( \mathbf{T} \) is of the form

\[
\mathbf{T} = \mathbf{F}\mathbf{T}\mathbf{F}^\dagger,
\]

where the respective \( \mathbf{F} \) and \( \mathbf{F}^\dagger \) are the \( N \times N_c \) and \( N_c \times N \) DFT matrices and the columns \( t_i \) of the \( N_c \times N \) matrix \( \mathbf{T} \) must satisfy, for all \( l = 1, 2, \ldots, N_c - 1 \),

\[
\mathbf{T}^t \mathbf{T} = \mathbf{I}, \; \mathbf{t}_i^t \mathbf{D}_j \mathbf{t}_j = 0 \; \text{for} \; i \neq j, \; \sum_{i=0}^{N_c-1} \mathbf{t}_i^t \mathbf{D}_i \mathbf{t}_i = 0,
\]

where the diagonal \( \mathbf{D}_i = \mathbf{F}^\dagger \mathbf{P}_l \mathbf{F} \). In comparison with the conventional model of (5), the geometrical model imposes restrictions on \( \gamma \) and the transformation matrix \( \mathbf{T} \). The role of \( \mathbf{T} \) is to preserve the phase noise geometry when moving from lower to higher dimensional spaces. Because of the geometry preserving nature of \( \mathbf{T} \), we shall refer to it as the phase noise geometry preserving transformation or PPT. In reality, many possible choices of PPT exists and in the following paragraph, we provide one such example that we shall later use.

a) Piecewise Constant PPT (PC-PPT): The transformation \( \delta = \mathbf{F}\mathbf{T}\mathbf{F}^\dagger \gamma \) can be interpreted as follows: \( \mathbf{F}\mathbf{F}^\dagger \gamma \) is a \( N \)-dimensional time-domain vector which is interpolated (by \( \mathbf{T} \)) to a higher dimensional vector and then transformed to the Fourier domain. Such an interpretation is valid for phase noise since, in general, it is a low-pass process. One of the simplest interpolators is to simply repeat the elements of the time-domain vector, i.e.,

\[
\mathbf{T}_{pc} = \sqrt{\frac{N_c}{N}} \begin{pmatrix}
1 \frac{N_c}{N} & 0 & \cdots & 0 \\
0 & 1 \frac{N_c}{N} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 1 \frac{N_c}{N}
\end{pmatrix},
\]

where \( 1 \frac{N_c}{N} \) is an \( \frac{N_c}{N} \times 1 \) vector of ones and \( \mathbf{0} \) is the vector with elements equal to zero. We assume without loss of generality that \( N \) is even. It can be easily verified that \( \mathbf{T}_{pc} \) satisfies the conditions of (9) and, hence, \( \mathbf{T}_{pc} = \mathbf{F}\mathbf{T}_{pc}\mathbf{F}^\dagger \) is a PPT.
C. S-Procedure for Quadratic Equalities

The S-procedure is a method of replacing a set of quadratic inequalities or equalities with a linear matrix inequality (LMI). It is typically used when solving primal and dual optimization problems [31]. In this paper, we concern ourselves with only quadratic equalities. A good overview of the topic for quadratic inequalities can be found in [32].

Consider the following quadratic forms:

\[ q_l(x) = x^T \begin{pmatrix} A_l & d_l \\ d_l^T & c_l \end{pmatrix} x, \ l = 0, 1, \ldots, L - 1, \]  (11)

where \( x \in \mathbb{C}^{N+1} \). Define the sets:

\[ Q = \left\{ (q_0(x), q_1(x), \ldots, q_{L-1}(x))^T : x \in \mathbb{C}^{N+1} \right\}, \]  (12)

\[ N = \left\{ (g, 0_{L-1}^T)^T : g < 0 \right\}, \]  (13)

where \( 0_{L-1} \) is a \( L - 1 \times 1 \) vector of zeros. Now consider the following two statements:

- S1: \( q_l(x) \geq 0 \) whenever \( q_l(x) = 0 \) for all \( l > 0 \). This is equivalent to \( Q \cap N = \emptyset \), where \( \cap \) denotes intersection and \( \emptyset \) denotes the empty set.
- S2: There exists constants \( \rho_l, l = 1, 2, \ldots, L - 1 \) such that

\[ \tilde{A} = \begin{pmatrix} A_0 + \sum_{i=1}^{L-1} \rho_i A_l \\ d_0 + \sum_{i=1}^{L-1} \rho_i d_l \\ c_0 + \sum_{i=1}^{L-1} \rho_i c_l \end{pmatrix} \succeq 0. \]  (14)

We say that the S-procedure is lossless if the statements S1 and S2 are equivalent, i.e., S1 implies S2 and S2 implies S1. We now have the following Lemma:

**Lemma 1:** S2 always implies S1.

**Proof:** S2 implies that, for all \( x \in \mathbb{C}^{N+1} \), \( x^T \tilde{A} x \geq 0 \) and after using the expression of \( \tilde{A} \),

\[ q_0(x) + \sum_{l=1}^{L-1} \rho_l q_l(x) \geq 0 \]  (15)

\[ \rho^T y \geq 0, \text{ for } y \in Q, \]  (16)

where \( \rho = [1, \rho_1, \rho_2, \ldots, \rho_{L-1}]^T \). For such a \( \rho \), we also have

\[ \rho^T y = g < 0, \text{ for } y \in N, \]  (17)

which results from the definition of \( N \). Thus, from (17) and (16), we see that \( Q \cap N = \emptyset \) which is equivalent to S1.

Unfortunately, S1 does not necessarily imply S2, and only depending upon the type of the set \( Q \) it may imply S2. By imposing a certain type of structure on \( Q \), the implication of S1 to S2 can be achieved. The following regularity condition imposes such a structure on \( Q \). First, define the set

\[ \tilde{Q} = \left\{ (q(x)) = (q_0(x), q_1(x), \ldots, q_{L-1}(x))^T : x \in \mathbb{C}^{N+1} \right\}. \]  (18)

We form a matrix

\[ Q = [q(x_1) \ q(x_2) \ q(x_3) \ldots q(x_M)], \]  (19)

for some \( \{x_i\}_{i=1}^M \).

**Regularity condition 1:** There exists vectors \( \{x_i\}_{i=1}^M \neq 0 \), where \( M > L - 1 \), and constants \( \{p_i\}_{i=1}^M > 0 \) such that

\[ \text{rank}(Q) = L - 1, \]  (20)

\[ \sum_{i=1}^{M} p_i q(x_i) = 0. \]  (21)

**Remark 1:** The regularity condition implies that there does not exist any hyperplane passing through the origin such that all points \( \{q(x_i)\}_{i=1}^M \) lie on one side of the hyperplane. This is seen as follows: For any non-zero \( \tilde{a} \in \mathbb{R}^{L-1} \), taking the inner product w.r.t. \( \tilde{a} \) on both sides of (21), we have \( \sum_{i=1}^{M} p_i (\tilde{a}^T q(x_i)) = 0 \) which implies that \( \tilde{a}^T q(x_i) \geq 0 \) or \( \tilde{a}^T q(x_i) \leq 0 \) for all \( i = 1, 2, \ldots, M \). The special case of \( \tilde{a}^T q(x_i) = 0 \) for all \( i = 1, 2, \ldots, M \) implies \( \text{rank}(Q) < L - 1 \) which contradicts with (20). Hence, for any non-zero \( \tilde{a} \), we must have

\[ \tilde{a}^T q(x_i) < 0, \tilde{a}^T q(x_j) > 0 \text{ for some } i, j, i \neq j. \]  (22)

**Remark 2:** The regularity condition also implies that the conic hull of \( Q \) is equal to \( \mathbb{R}^{L-1} \). This follows from Remark 1.

We now have the following theorem on the losslessness of the S-procedure:

**Theorem 1:** Assume \( \tilde{Q} \) satisfies the regularity condition. Let \( \text{cov}(Q) \) denote the convex hull of \( Q \). If \( Q \cap N = \emptyset \) implies \( \text{cov}(Q) \cap N = \emptyset \) then the S-procedure is lossless.

**Proof:** First, we note that \( Q \cap N = \emptyset \) implies the sets are disjoint. Also, the sets \( N \) are \( \text{cov}(Q) \) are convex sets. Thus, if \( Q \cap N = \emptyset \) implies \( \text{cov}(Q) \cap N = \emptyset \) then there exists a hyperplane passing through the origin that separates \( \text{cov}(Q) \) and \( N \) [31], [33], i.e., there exists constants \( a_l \) such that

\[ a^T y \leq 0, \ y \in N, \]  (23)

\[ a^T y \geq 0, \ y \in \text{cov}(Q), \]  (24)

where \( a = [a_0, a_1, \ldots, a_{L-1}]^T \). From (23) and definition of \( N \), we must have \( a_0 \geq 0 \). Now \( a_0 = 0 \) is impossible because of the regularity condition assumption. This is seen as follows: First, define the vector \( \tilde{a} \) with components as \( [a_i]_{i=1}^{L-1} \). Assume \( a_0 = 0 \) is true. Then at points \( \{q_0(x_i) q(x_i)^T\} \in \text{cov}(Q) \) with \( \{x_i\}_{i=1}^M \) as defined in the regularity condition, (24) becomes

\[ \tilde{a}^T q(x_i) \geq 0, \text{ for all } i = 1, 2, \ldots, M. \]  (25)

Equation (25) contradicts with (22) of Remark 1 which is satisfied because of the regularity condition assumption. Hence, \( a_0 > 0 \) is necessary. Hence, for all \( x \in \mathbb{C}^{N+1} \), (24) implies

\[ q_0(x) + \sum_{i=1}^{L-1} a_i q_i(x) \geq 0. \]  (26)

Writing \( \rho_l = \frac{a_l}{a_0} \), and after substituting the expressions of \( q_i(x) \) we obtain (14), i.e., S1 implies S2. After using Lemma 1, we have S1 equivalent to S2.
IV. Phase Noise Estimation Schemes

In this section, we present scattered pilot-based phase noise estimation schemes that take into account the phase noise spectral geometry. In [23], the authors estimate $e^{-j\theta[n]}$ from scattered pilots using the LS approach. We can equivalently apply the same approach in the frequency domain for estimation of $\delta$. Through error analysis, we show that the derived LS estimator suffers from amplitude and phase estimation errors. We improve the scheme by enforcing the phase noise geometry as constraints when minimizing the LS cost function.

A. Unconstrained LS (ULS) Estimation of [23]

From (1), the desired quantity is the term $Hs$, where $H$ is the true channel matrix. What we know are the following:

- An estimate of $H$ denoted by $\hat{H}$, and a subset of elements of $s$, which are the scattered pilot-subcarriers denoted by the $K \times 1$ vector $s_p$. The channel estimate $\hat{H} = H + E_{ch}$, where $E_{ch}$ is the channel estimation error. Thus, we have knowledge of $w_p = \hat{H}_p s_p$,  

$$w_p = \hat{H} s_p,$$  (27)

where the $K \times K$ diagonal matrix $\hat{H}_p = KHK^\dagger$ contains as elements the diagonal values of $H$ corresponding to the pilot-subcarrier indices. This selection of diagonal values from $H$ is performed using the $K \times N_c$ matrix $K$, where its rows are orthogonal and given by the unit-vectors $e_j^T = [0, \ldots, 0, 1, 0, \ldots, 0], j \in \{1, 2, \ldots, N_c\}$. The choice of $e_j$ determines the pilot-subcarrier indices used.

Let $V$ denote our estimate of the $V$ in (1). Since $V$ is unitary circulant with row vector $\delta^\dagger$, we also assume $V$ to be unitary and row-wise circulant with the row vector $\delta^\dagger$, where $\delta$ denotes our estimate of $\delta$. Then the value (or estimate) of $w_p$ that is observed from $r$ of (1) is given by

$$w_p = KV^\dagger r = KR\delta,$$  (28)

where $R$ is column-wise circulant with first column vector $r$. The $j$-th column of $R$ is obtained by circularly shifting $r, j - 1$ times to the bottom. In the above equation, we have rewritten $V^\dagger r$ as $R\delta$ since $V^\dagger$ is unitary circulant with $\delta$. The vector $\delta$ can now be estimated by minimizing the LS error between $w_p$ and the known $w_p$ of (27) which is given by

$$J(\delta) = ||KR\delta - w_p||^2_2.$$  (29)

The minimizer to (29) is not unique since the number of unknowns equal to $N_c$ is greater than the number of equations equal to $K$. A unique solution can be obtained by reducing the dimensionality of $\delta$. To do so, we use the dimensionality reduction model of Section III-B, where we model $\delta$ as

$$\delta = T\hat{\gamma},$$  (30)

where $T$ is a $N_c \times N$ known transformation matrix with $N$ orthogonal basis vectors and $\hat{\gamma}$ is the unknown $N \times 1$ vector with $N \ll N_c$. To see the relation between (30) and our desired $\delta$, let us represent $\delta$ using a basis set $B$ as follows

$$\delta = B\alpha = T\gamma + U\beta,$$  (31)

where $N_c \times N_c$ matrix $B = [T \ U]$ with $U$ of dimension $N_c \times N_c - N$ and $T$, as defined below (30), are disjoint subspaces with respect to each other. The $N_c \times 1$ vector $\alpha = [\gamma^T \ \beta^T]^T$ with $\gamma$ and $\beta$ of dimension $N \times 1$ and $N_c - N \times 1$, respectively. The first term in (31) represents that part of $\delta$ that lies in the subspace spanned by the columns of $T$, while $U\beta$ represents the part that lies in the subspace spanned by columns of $U$. Comparing (31) with (30), we see that using (30), we only estimate the first term in (31), where $\gamma$ represents our estimate of $\gamma$. The second term in (31) is not estimated using the model in (30). The estimator in (30) is a good estimate when most of the power of $\delta$ is in the subspace spanned by the basis vectors of $T$. For example, for slow-varying phase noise processes, most of the power of $\delta$ is in its top and bottom components which is captured using the basis set of the matrix $L$ of (5). Thus, setting $T = L$ of (5) ensures that most of the power of $\delta$ is in the first term of (31). Another example is setting $T = T_{pc}$ of (10) which also spans a subspace that captures slow-varying signals.

Substituting (30) in (29), we have

$$J(\hat{\gamma}) = ||KR^\dagger \gamma - w_p||^2_2,$$  (32)

$$= \hat{\gamma}^T M\hat{\gamma} - \hat{\gamma}^T b - b^T \hat{\gamma} + b^T b,$$  (33)

where $M = T^T R^T K^T R K T^\dagger$ and $b = T^T R^T K^\dagger w_p$. The minimizer to the above cost function is given by

$$\hat{\gamma} = M^{-1}b,$$  (34)

and, after using (30), the LS estimate of $\delta$ is given by

$$\hat{\delta}_{ls} = TM^{-1}b.$$  (35)

We now briefly comment on the effect of channel estimation error on the LS phase noise estimate. Using (27) in $b$ and the expressions for $H_p$ and $H$, (35) is expanded as

$$\hat{\delta}_{ls} = \hat{\delta}_{ls} + e_{ch},$$  (36)

where $\hat{\delta}_{ls} = TM^{-1}T^T R^T K^T KH K^\dagger s_p$, represents the LS phase noise estimate with perfect channel knowledge, while the second term $e_{ch} = TM^{-1}T^T R^T K^T KE_{ch} K^\dagger s_p$, represents the error arising due to the channel estimation error. Thus, we see that an accurate LS phase noise estimate requires an accurate channel estimate. Numerous and efficient channel estimation algorithms are available in the general literature which ensure that $e_{ch}$ is small. We refer the reader to [11]–[16] for some of the state-of-the-art methods on channel estimation. In this paper, we use the channel estimator of [12]. To see how well the channel estimator of [12] performs, in Fig. 1, we plot the average ratio of the power of $e_{ch}$ and power of $\hat{\delta}_{ls}$ as a function of SNR. As can be seen from the figure, the power of $e_{ch}$ is very small compared to $\hat{\delta}_{ls}$ even at low SNRs, thereby, ensuring that $\hat{\delta}_{ls}$ is very close to its ideal value of $\delta_{ls}$.

1) Error Analysis: In this subsection, we shall see the how the LS estimate of (35) is affected by: dimensionality reduction represented by $T$; limited scattered-pilot knowledge represented by $K$; and by receiver noise which is embedded in $R$. The overall effect is introduction of amplitude and phase estimation errors in the LS estimate.
First, we observe that the circulant matrix $\mathbf{R}$ is given by

$$
\mathbf{R} = \mathbf{F} \text{diag} \left( \mathbf{F}^\dagger \mathbf{x} \right) \mathbf{F}^\dagger,
$$

(37)

where $\text{diag}(\mathbf{x})$ is a diagonal matrix with elements of the vector $\mathbf{x}$ as diagonal values. In (37), we substitute (1) and use $\mathbf{V} = \mathbf{F}e_0 \mathbf{F}^\dagger$ to arrive at (38). The diagonal values of the diagonal matrix $\mathbf{E}_0$ are $e^{i\theta[i]}$, $i = 1, \ldots, \mathcal{N}_c - 1$. We denote as $\mathbf{E}_w = \text{diag} \left( \mathbf{F}^\dagger \mathbf{w} \right)$, $\mathbf{E}_n = \text{diag} \left( \mathbf{F}^\dagger \mathbf{n} \right)$ and $\mathbf{E}_{\text{shirt}} = \mathbf{I}_{\mathcal{N}_c} + \mathbf{E}_w^{-1} \mathbf{E}_n^{-1}$ which captures in some sense the SNR. Using (41) in the expressions for $\mathbf{M}$ and $\mathbf{b}$ while making use of the representation of $\mathbf{T}$ in (8), we can re-write (35) as

$$
\hat{\mathbf{d}}_{\text{ls}} = \mathbf{F}^\dagger \left( \mathbf{T}^\dagger \mathbf{E}_w \mathbf{E}_{\text{shirt}}^\dagger \mathbf{E}_n \mathbf{E}_w \mathbf{T} \right)^{-1} \mathbf{T}^\dagger \mathbf{E}_w \mathbf{E}_{\text{shirt}}^\dagger \mathbf{E}_n \mathbf{F}^\dagger \mathbf{K} \mathbf{K}^\dagger \mathbf{w}_p,
$$

(42)

where the projection matrix $\mathbf{P}_r = \mathbf{E}_r \mathbf{F}^\dagger \mathbf{K} \mathbf{K}^\dagger \mathbf{E}_0$. Writing as $\mathbf{E}_0 = \text{diag}(\mathbf{F}^\dagger \mathbf{K} \mathbf{K}^\dagger \mathbf{w}_p)$ in (42) and using the fact that the diagonal values of $\mathbf{E}_0$ take the form $e^{-i\theta[i]}$, we finally obtain

$$
\hat{\mathbf{d}}_{\text{ls}} = \mathbf{F} \mathbf{C}^\dagger \delta,
$$

(43)

where the $\mathcal{N}_c \times \mathcal{N}_c$ matrix $\mathbf{C}$ is given by

$$
\mathbf{C} = \mathbf{T} \left( \mathbf{T}^\dagger \mathbf{E}_w \mathbf{E}_{\text{shirt}}^\dagger \mathbf{P}_r \mathbf{E}_{\text{shirt}} \mathbf{E}_n \mathbf{E}_w \mathbf{T} \right)^{-1} \mathbf{T}^\dagger \mathbf{E}_w \mathbf{E}_{\text{shirt}}^\dagger \mathbf{E}_n \mathbf{F}^\dagger \mathbf{P}_r.
$$

(44)

In the ideal case, we would like $\mathbf{C} = \mathbf{I}_{\mathcal{N}_c}$, which would render complete knowledge of $\delta$. However, the following reasons prevent $\mathbf{C}$ from being the identity matrix:

- Effect of dimensionality reduction: When $\mathcal{N} < \mathcal{N}_c$ we have, in general, rank($\mathbf{T}$) = rank($\tilde{\mathbf{T}}$) = $\mathcal{N}$. Thus, when $\mathcal{N} < \mathcal{K}$ and for any choice of $\mathbf{K}$, $\mathbf{E}_w$ and $\mathbf{E}_{\text{shirt}}$, we have that rank($\mathbf{C}$) = $\mathcal{N}$.
- Effect of receiver noise: This is captured by $\mathbf{E}_{\text{shirt}}$. For example, in the case when $\mathcal{N} = \mathcal{N}_c$ and $\mathbf{K} = \mathbf{I}_{\mathcal{N}_c}$, we have $\mathbf{P}_r = \mathbf{I}_{\mathcal{N}_c}$, $\mathbf{E}_w = \mathbf{E}_w$ and (43) reduces to

$$
\tilde{\delta}_{\text{ls}} = \mathbf{F} \mathbf{E}_{\text{shirt}}^{-1} \mathbf{F}^\dagger \delta.
$$

(45)

From the expression of $\mathbf{E}_{\text{shirt}}$, we observe that in the presence of receiver noise, in general, $\mathbf{E}_{\text{shirt}}^{-1} \neq \mathbf{I}_{\mathcal{N}_c}$.

- Effect of scattered-pilots: The quantity $\mathbf{K}$ denotes the number of scattered-pilot subcarriers. The LS estimation of the $\mathcal{N} \times 1$ vector $\gamma$ using $\mathcal{K}$ scattered-pilot subcarriers imposes the inequality $\mathcal{N} \leq \mathcal{K} < \mathcal{N}_c$. This results in rank($\mathbf{C}$) = $\mathcal{N}$.

The non-identity nature of $\mathbf{C}$ introduces amplitude and phase estimation errors which is seen as follows: Let $c_{ij}$ denote the $(i, j)$th element of $\mathbf{C}$ and $\hat{x}_i = \mathbf{F}^\dagger \tilde{\delta}_{\text{ls}}$. We then have

$$
\hat{x}_i = \frac{e^{i\theta[i]}}{\mathcal{N}_c} \left( \sum_{j=0}^{\mathcal{N}_c-1} c_{ij} e^{i(\theta[i]-\theta[j])} \right),
$$

(46)

where $c_{ij} = |\sum_{j=0}^{\mathcal{N}_c-1} c_{ij} e^{i(\theta[i]-\theta[j])}|$ and $\omega[i] = \arg(\sum_{j=0}^{\mathcal{N}_c-1} c_{ij} e^{i(\theta[i]-\theta[j])})$ is the phase estimation error. The amplitude estimation error is given by $\varepsilon[i] = 1 - |c_{ii}|$ since ideally $c_{ii} = 1$. The total estimation error is given by

$$
\sum_{i=0}^{\mathcal{N}_c-1} |\hat{x}_i - e^{i\theta[i]}/\mathcal{N}_c|^2 = \frac{1}{\mathcal{N}_c^2} \left[ \sum_{i=0}^{\mathcal{N}_c-1} (\varepsilon[i])^2 + 2 \varepsilon[i] (1 - \cos(\omega[i])) ight].
$$

(47)

From (47), we see that the estimation error is more sensitive to $\varepsilon[i]$ than $\omega[i]$. This is because it varies quadratically with $\varepsilon[i]$ and, hence, can grow unbounded, while the variation with $\omega[i]$ is bounded because of the limited range of the cosine function. The estimation error is minimum at the values $\varepsilon[i] = 0$ (implies $c_{ii} = 1$) and $\omega[i] = 0$. Thus, assuming $\omega[i]$ to be small, one way of improving the estimation error is to ensure $c_{ii} = 1$ which results in $\varepsilon[i] = 0$. For example, we can normalize the samples of $\hat{x}_i$ [4] which ensures that $c_{ii} = 1$. However, this is not the only approach and in the next section, we present an optimal way of ensuring $c_{ii} = 1$. This approach of improving the estimation error works well only when $\omega[i]$ is small. We show empirically that, at high SNRs, this is indeed the case. Fig. 2 shows the empirical probability density function (PDF) of $\omega$ at SNR values of 30-dB, 20-dB and 10-dB. At 30-dB SNR, we see that, for any choice of $\mathbf{T}$, the PDF is highly concentrated around the value of zero. However, as the SNR value is lowered, the PDF of $\omega$ is broadened and spread towards higher values, thereby, increasing the overall estimation error. In conclusion,
a phase noise estimation strategy that ensures \( \kappa[i] = 1 \), while assuming a small \( \omega[i] \), will be effective mainly at high SNRs.

2) Computational Complexity: We now briefly discuss the complexity in implementing (35). The major effort is the matrix inversion operation of (34) which, in general, requires \( O(N^3) \) operations, where \( M \) is of size \( N \times N \). Thus, the total complexity is \( N^3 + N_cN \), where the matrix multiplication in (35) requires \( N_cN \) operations.

B. Geometry-Constrained LS (GLS) Estimation

In this section, we present an estimation scheme that eliminates the amplitude estimation error introduced by the matrix \( C \). To do so, we utilize the geometrical model of Section III-B2. We first require that we choose \( T \) to be a PPT. We then enforce (6) as constraints when minimizing \( J(\hat{\gamma}) \). After obtaining an optimal estimate of \( \gamma \), our estimate of \( \delta \), i.e., \( \hat{\delta} = T\hat{\gamma} \) also satisfies (4) (since \( T \) is a PPT), thereby eliminating the amplitude estimation error. The optimization problem in terms of \( \hat{\gamma} \) is given by

\[
\begin{align*}
(\mathcal{P}) : & \quad \text{Minimize} \quad J(\hat{\gamma}) \\
\text{s.t.} & \quad \hat{\gamma}^\dagger \hat{\gamma} = 1, \quad \hat{\gamma}^\dagger \tilde{P}_{l}^R \hat{\gamma} = 0, \quad \hat{\gamma}^\dagger \tilde{P}_{l}^I \hat{\gamma} = 0, \\
& \quad l = 1, 2, \ldots, \frac{N - 1}{2},
\end{align*}
\]

(48)

where \( \tilde{P}_{l}^R \) and \( \tilde{P}_{l}^I \) are given by

\[
\tilde{P}_{l}^R = \frac{P_l + \tilde{P}_l^I}{2}, \quad \tilde{P}_{l}^I = \frac{j(\tilde{P}_l^I - \tilde{P}_l^R)}{2}.
\]

(49)

In (48), we have imposed (6) as constraints, however, for \( l > 0 \), we have elaborated the equations in terms of its real and imaginary parts, i.e., imposing \( \hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma} = 0 \), for \( l > 0 \), is equivalent to imposing both \( \text{Real}(\hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma}) = 0 \) and \( \text{Imag}(\hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma}) = 0 \), where \( \text{Real}(x) \) and \( \text{Imag}(x) \) denote real and imaginary parts of the complex number \( x \). This is done so because \( \hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma} \), for \( l > 0 \), is a complex function since the eigenvalues of \( \tilde{P}_l \) are complex valued and take the form \( \{e^{j2\pi nl/N}\}_{n=0}^{N-1} \). Thus, the constraint \( \hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma} = 0 \) can equivalently be expressed by imposing its real and imaginary parts to be zero. The real and imaginary parts of \( \hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma} \) are obtained by noting that \( \tilde{P}_l = \tilde{P}_l^R + j\tilde{P}_l^I \), where \( \tilde{P}_l^R \) and \( \tilde{P}_l^I \) are defined in (49). Thus,

\[
\hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma} = \hat{\gamma}^\dagger \tilde{P}_l^R \hat{\gamma} + j(\hat{\gamma}^\dagger \tilde{P}_l^I \hat{\gamma}).
\]

(50)

To avoid confusion, let us point out that \( \tilde{P}_l^R \) and \( \tilde{P}_l^I \) are actually not the real and imaginary parts of \( \tilde{P}_l \) but, rather, it is their quadratic forms that are the real and imaginary parts of the quadratic form of \( \tilde{P}_l \) as seen in (50). The matrices \( \tilde{P}_l^R \) and \( \tilde{P}_l^I \) are Hermitian with respective eigenvalues of \( \{\cos((2n+l)/N)\}_{n=0}^{N-1} \) and \( \{\sin((2n+l)/N)\}_{n=0}^{N-1} \). We also point to the reader that only half the number of constraints are enforced in (48). This is because

\[
\hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma} = 0 \implies \left(\hat{\gamma}^\dagger \tilde{P}_l \hat{\gamma}\right)^\dagger = 0 \implies \hat{\gamma}^\dagger \tilde{P}_{N-l} \hat{\gamma} = 0,
\]

where we used the fact that \( \tilde{P}_l^R = \tilde{P}_{N-l} \). The implication also works in the opposite direction. In (48), we assume that \( N \) is odd without any loss in generality.

The optimization problem \( (\mathcal{P}) \) is typically referred to as the primal problem. From (48), we observe that the constraints are non-convex in nature. For example, the unit-norm constraint \( \hat{\gamma}^\dagger \hat{\gamma} = 1 \) describes, mathematically, an \( N \)-dimensional sphere, and such an object is a non-convex set. The remaining constraints are also non-convex because the matrices in (49) constitute both positive and negative eigenvalues. The eigenvalues of \( \tilde{P}_l \) are \( \{e^{j2\pi nl/N}\}_{n=0}^{N-1} \) and, hence, the eigenvalues of \( \tilde{P}_l^R \) and \( \tilde{P}_l^I \) are \( \{\cos((2n+l)/N)\}_{n=0}^{N-1} \) and \( \{\sin((2n+l)/N)\}_{n=0}^{N-1} \), respectively. This non-convexity of the constraints renders \( (\mathcal{P}) \) to be a non-convex program. Most algorithms used in solving non-convex programs yield local optimal solutions.

1) The Convex Dual Problem: A suboptimal solution can be obtained by solving the so-called dual problem to \( (\mathcal{P}) \). It can be easily derived and is given by [31]

\[
(\mathcal{D}) : \quad \text{Maximize} \quad \tau \\
\text{s.t.} \quad M + \lambda I_N + \sum_{l=1}^{\frac{N-1}{2}} \alpha_l \tilde{P}_l^R + \beta_l \tilde{P}_l^I \geq 0,
\]

(51)

where \( \lambda, \alpha_l \) and \( \beta_l \) are the variables to optimize. In general, the dual problem yields an optimal value different from that of the primal problem (in fact, it is never greater). The dual problem is always a convex program which have the property that every local optimal solution is also a global solution. This property eases the search process for algorithms and, in fact, numerous and efficient algorithms exist that solve convex programs in polynomial time. In certain situations, the dual problem can yield the same optimal value as the primal problem, i.e., a difficult non-convex program can be equivalently solved using an easier convex dual program.

Let \( \tau^*, \lambda^*, \alpha_l^* \) and \( \beta_l^* \) be the minimizer to \( (\mathcal{D}) \). We obtain our suboptimal estimate of \( \gamma \) by solving the Karush-Kuhn-Tucker
(KKT) necessary condition for local optimality of \((P)\) which is given by
\[
\begin{align*}
\left( M + \lambda^s \mathbf{I}_N + \sum_{l=1}^{N+1} \alpha_l^s \mathbf{P}^R_l + \beta_l^s \mathbf{P}^I_l \right) \hat{\gamma}_{\text{gls}} &= b \tag{52}
\end{align*}
\]
which equivalently is expressed as
\[
\begin{align*}
\text{Maximize } \tau \\
\text{s.t. } J(\hat{\gamma}) &\geq \tau, \text{ for all } \hat{\gamma} \text{ satisfying } s_l(\hat{\gamma}) = 0, \tag{59} \\
\text{s.t. } s_0(\hat{\gamma}) &\geq 0, \text{ for all } \hat{\gamma} \text{ satisfying } s_l(\hat{\gamma}) = 0, \tag{60} \\
\text{s.t. } \Pi \cap \mathcal{N} = \emptyset, \tag{61}
\end{align*}
\]
where \(l = 1, \ldots, L - 1\) and the constraint \(J(\hat{\gamma}) \geq \tau\) in (59) is equivalent to \(s_0(\hat{\gamma}) \geq 0\) in (60). We obtain the final constraint after observing that the condition \(s_0(\hat{\gamma}) \geq 0, s_l(\hat{\gamma}) = 0, l = 1, \ldots, L - 1\) is equivalent to (61), where \(\mathcal{N}\) is defined in (13). From Remark 3, we have that \(\Pi\) is a subset of \(Q\). Thus, \(Q \cap \mathcal{N} = \emptyset\) is a sufficient condition for \(\Pi \cap \mathcal{N} = \emptyset\). We, thus, replace the constraint in (61) to obtain
\[
\begin{align*}
\text{Maximize } \tau, \text{ s.t. } Q \cap \mathcal{N} = \emptyset. \tag{62}
\end{align*}
\]
If conditions in Theorem 1 are satisfied then, after using (54) and (55), \(Q \cap \mathcal{N} = \emptyset\) is equivalent to the LMI in (51) and, hence, the optimization problem in (62) is nothing but the dual problem of (51). Thus, we see that solving the original primal problem is the same as solving the dual problem and, hence, \(d^* = p^*\) implying strong duality. In the following proposition, we show \(Q\) indeed satisfies the conditions in Theorem 1.
\[
\text{Proposition 1: } Q \text{ satisfies the conditions of Theorem 1.} \tag{63}
\]
\[
\text{Proof: See Appendix A.} \tag{64}
\]
3) Computational Complexity: We now discuss the complexity in obtaining \(\hat{\gamma}_{\text{gls}}\) of (53). The estimator requires \(\tau^*, \lambda^*, \alpha_l^*\) and \(\beta_l^*\) which are obtained by solving the SDP of (51). SDPs are typically solved using interior-point algorithms, and in [34, Ch. 11], the complexity of such methods are discussed. Applying the complexity analysis to the SDP in (51), the resulting complexity is \(O(N^{4.5})\). Thus, the overall complexity to obtain \(\hat{\delta}_{\text{gls}} = T\hat{\gamma}_{\text{gls}}\) is \(N^{4.5} + N_c N\).

C. Normalization-Based LS (NLS) Estimation

One drawback with the GLS scheme is that its complexity is \(O(N^{4.5})\) can be high depending upon the value of \(N\). A computationally attractive alternative to the GLS scheme can be obtained by choosing \(T\) to be a PPT and exploiting the time-domain equivalent of (6).

We require that \(\hat{\gamma}\) satisfy (6) whose equivalent time-domain manifestation is given by
\[
|x[i]| = \frac{1}{N}, i = 0, 1, \ldots, N - 1, \tag{66}
\]
where \(x = \hat{F}^\dagger \hat{\gamma}\) and \(|c|\) denotes absolute value of the complex number \(c\). Thus, given an estimate of \(\hat{\gamma}\), for example, the LS estimate in (34), we normalize its time-domain samples to have constant magnitude and transform back to the frequency-domain to obtain a refined estimate of \(\gamma\). The overall estimation procedure is shown in Table I, where two possible approaches are used depending upon if \(T\) is chosen as a PPT or not. The normalization is performed by the diagonal \(N \times N\) matrix \(X_N\) when \(T\) is chosen as a PPT and diagonal \(N_c \times N_c\) matrix \(X_{N_c}\) when \(T\) is chosen otherwise. The diagonal values of the normalization
In Step 1 of Table I, we obtain the LS estimate which, in general, requires $N^3$ number of operations. We then transform the LS estimate to the time-domain and normalize the samples to have constant-magnitude. When $T$ is chosen as a PPT, it suffices to only perform normalization in the $N$-dimensional space. This is because after normalization, $\tilde{x}_{nls}$ (Step 3) satisfies (63) and, hence, $\hat{\gamma}_{nls}$ (Step 4) satisfies (6). Thus, $\hat{\delta}_{nls} = T \hat{\gamma}_{nls}$ also satisfies the phase noise geometry in the $N_c$-dimensional space when $T$ is a PPT. The added number of computations is mainly $2N \log(N)$ which correspond to the two $N$-point DFT operations for moving between time and frequency domain. However, when $T$ is not a PPT, even after normalization, there is no guarantee that $\hat{\delta}_{nls}$ will satisfy the phase noise geometry. To ensure that it does satisfy when $T$ is not a PPT, the normalization must be done in the $N_c$-dimensional space as shown in right half of Table I. This comes at the cost of higher complexity which is $2N_c$-point DFT operations.

**V. NUMERICAL RESULTS**

We now present numerical results of the proposed phase noise estimation schemes and compare them with some of the state-of-the-art scattered pilot-based phase noise estimation schemes. In particular, we compare our proposed GLS and NLS scheme with the ULS scheme of [23] and the CPE-based interpolation schemes of [12] and [22].

The system parameters set for the simulations are as follows: The number of subcarriers $N_c = 512$; subcarrier spacing $f_{\text{sub}} = 15$ kHz; bandwidth is 7.7 MHz. The percentage of scattered pilot subcarriers is set to 8% and symbol constellation is 16-QAM. The channel is Rayleigh fading with four exponentially decaying taps, and coherence bandwidth is set to 800 kHz. We use a 1/2-rate convolutional encoder [133, 171] with constraint length of 7. For decoding, we use a soft-decision Viterbi decoder of decoding depth equal to five times the constraint length. Phase noise process used in the simulations is the Wiener process which models well free-running oscillators. We denote $f_{3dB}$ as the phase noise 3-dB bandwidth, and the quantity $\varrho = f_{3dB}/f_{\text{sub}}$ is a measure of how fast or slow phase noise varies within an OFDM symbol. A low value of $\varrho$ indicates a slow-varying process and a larger value implies a fast-varying one.

The phase noise estimation schemes of this paper require knowledge of the channel. This knowledge is acquired by estimating the channel. In this paper, we use the channel estimator of [12] which is computationally attractive compared to other schemes and at the same time takes into account the effect of phase noise during the estimation process.

**A. CPE-Based Interpolation Scheme (CIS) of [12] and [22]**

We now briefly summarize the interpolation schemes of [12] and [22]. The goal is to develop a non-iterative scheme for phase noise estimation for data OFDM symbols. Such a phase noise estimate is obtained as follows: The CPE of the current and next OFDM symbol are estimated using scattered pilot subcarriers. The average value of phase noise in the current and next OFDM symbol is then obtained by taking the angle of the obtained CPE estimates. The mean phase noise values are then interpolated to obtain the entire phase noise realization between the mid-points of the current and next OFDM symbols. A linear interpolator is used in both [12] and [22]. In fact, it is shown in [12] that for slow-varying phase noise processes, the optimal interpolator, in
terms of minimum mean square error, is the linear interpolator. However, for moderate or fast-varying processes, we can expect inferior performance which is verified by the numerical results.

The CIS schemes are simple and computationally very attractive. For example, from [12], we see that the number of operations required is approximately of the order $K + N_c + N_{cp}$, where $K$ is the number of scattered-pilot symbols and $N_{cp}$ is the cyclic prefix length. Table II compares the complexity of the CIS scheme with the proposed phase noise estimation schemes. As seen from the table, CIS is the most computationally simplest scheme, however, as we shall see, it has very poor performance.

### B. Discussion

Fig. 3 shows coded BER performance of the proposed phase noise estimation schemes. The ideal performance that can be
achieved is shown by the triangle-marker dashed curve which corresponds to the case of zero phase noise. The squared-marker curve represents the case where only CPE compensation is performed. As seen from the figure, the best performance is achieved by the GLS scheme and is close to the ideal performance. It also outperforms the CIS schemes of [12] and [22] as expected. The GLS scheme constraints the LS estimator to adhere to the phase noise geometry. As seen in the figure, the ULS scheme, which is the unconstrained LS estimator, has an inferior performance compared to its constrained GLS counterpart. The NLS scheme is a suboptimal solution that also achieves the same objective of delivering an estimate that satisfies the phase noise geometry. As expected, the NLS scheme has a better performance compared to ULS.

The BER performance of the phase noise estimation schemes can be explained by examining the PDF of $\|\hat{\delta} - \delta\|^2$, where $\hat{\delta}$ is our estimate of the true value of $\delta$. In Fig. 4(a) and (b), we plot the empirical PDF of $\|\hat{\delta} - \delta\|^2$ for SNR of 30-dB and 10-dB, respectively. From Fig. 4(a), we see that the GLS scheme exhibits thinner tails in the PDF compared to all other schemes. The thicker tails seen, for example, in the ULS scheme results in a higher BER as verified in Fig. 3 at SNR equal to 30-dB. In Fig. 4(b), at the lower SNR of 10-dB, for all schemes, we see that the PDF of the phase noise estimation error is spread over a large range of values, thereby, resulting in a much higher BER.

A moderate value of $\varrho = 0.02$ was used in the simulation results shown in Figs. 3 and 4. It is of practical interest to see how well the proposed algorithms perform over the practical range of values of $\varrho$. This is demonstrated in Fig. 5, where we plot the BER as a function of $\varrho$. A small value of $\varrho$ indicates a slow-varying phase noise process in comparison with the OFDM symbol duration and vice-versa. As expected and verified in the figure, the BER, in general, increases with $\varrho$. The best performance is obtained by the GLS scheme, however, for low values of $\varrho$, the CIS scheme is as good as the GLS scheme. However, as the value of $\varrho$ increases, CIS performs the poorest. This is easily seen since the CIS scheme obtains the entire phase noise realization using a linear interpolator. As the value of $\varrho$ increases, the phase noise realization is more fast-varying in nature, and a simple linear interpolator does a poor job of approximation. A similar behavior is seen in Fig. 6, where we plot the mean-square-error (MSE) of $\hat{\gamma}$, i.e., $E[\|\hat{\gamma} - \gamma\|^2]$ as a function of $\varrho$.

We now compare the effect of the transformation matrix $T$ on the proposed phase noise estimation schemes. Fig. 7 shows the average coded-BER for the ULS and NLS schemes with $T$ set to $T_{pc}$ of (10) and with $T = L$ of (5). From the figure, we see that for $T$ equal to PPT, the ULS and NLS schemes yield a lower average BER compared to the case when $T$ is set as LFT, especially at high SNRs. We can again explain this behavior by examining the PDF of $\|\hat{\delta} - \delta\|^2$ which is shown in Fig. 8(a), where SNR is set to 30-dB. From the figure, we see that when $T$ is equal to the LFT of (5), the empirical PDF, of both ULS and NLS, exhibits thicker tails compared to the curves $T$ equal to PPT. Also plotted in the figure is the GLS scheme. Note that for GLS $T$ is set to $T_{pc}$ of (10). These thicker tails eventually cause higher BER as observed in Fig. 7 at SNR equal to 30-dB. Fig. 8(b) shows the empirical PDF at SNR equal to 10-dB. As can be seen, for any choice of $T$, the ULS and NLS exhibit similar behavior especially at the tails of the PDF. Thus, we can expect similar BER as evidenced in Fig. 7 at SNR of 10-dB.

The effect of the transformation matrix $T$ can also be visualized by looking at the estimated phase noise realization.
We illustrate this effect, for example, using the ULS scheme. Fig. 9(a) and (b) show, respectively, the estimated phase noise realization when T is set as a LFT and a PPT. For comparison, we also plot the estimated phase noise realization using the CIS scheme. From Fig. 9(a), we observe that the LFT matrix L of (5) allows only for smooth approximation of the true phase noise realization. This is because the model in (5) estimates N low-frequency components. For example, in the figure, N = 8 which implies eight low-frequency components are estimated. On the other hand, in Fig. 9(b), we observe that when T is set to the PPT of (10), a piece-wise approximation of the phase noise realization is obtained. This effect arises because the interpolation matrix in (10) is a piece-wise constant interpolator. In both the figures, we observe that, using the CIS scheme, the estimated phase noise realization is a linear approximation of the true phase noise realization. As seen in the figure, for the set value of \( \varrho = 0.02 \) which results in a moderately-varying phase noise process, the linear approximation is a poor estimate.

VI. CONCLUSION

This paper presents scattered pilot-based phase noise estimation schemes for an OFDM radio link corrupted by phase noise. Pilot-based estimation schemes are attractive for delay sensitive wireless systems when compared to decision-feedback schemes which can incur significant computational load and, hence, delay onto the receiver. This paper builds upon earlier work wherein, using the least-squares principle, phase noise is estimated from scattered pilot subcarriers. It is shown that such an estimator suffers from amplitude and phase estimation errors which arises due to receiver noise, estimation from limited scattered pilot subcarriers and estimation using a dimensionality reduction model. We empirically show that the phase estimation error is small and the critical factor is the amplitude estimation error. To eliminate the amplitude estimation error, the least-squares estimate is enforced to satisfy the so-called phase noise spectral geometry.

Numerical results demonstrate superior bit-error-rate and phase noise estimation error performance for the estimator that abides by this geometry.

APPENDIX A

PROOF OF PROPOSITION 1

The proof follows on similar lines as in [17]. From Theorem 1, we need to prove the following:

P1. The set \( \mathcal{Q} \) satisfies the regularity conditions, i.e., its conic hull spans the entire \( \mathcal{R}^{L-1} \), where \( L = N + 1 \).

P2. \( \mathcal{Q} \cap \mathcal{N} = \emptyset \) implies \( \text{cov} (\mathcal{Q}) \cap \mathcal{N} = \emptyset \).

We begin with P1.

A. Proof of P1

The set \( \mathcal{Q} \) is described by the quadratic forms of (54) and (55), i.e.,

\[
q_i(x) = x^T \begin{bmatrix} I_N & 0 \\ 0 & -1 \end{bmatrix} x, \quad q_l(x) = x^T \begin{bmatrix} W_l & 0 \\ 0 & 0 \end{bmatrix} x, \quad (66)
\]

where \( W_l = \hat{P}^R_{l-I}, l = 2, 3, \ldots, \frac{N+1}{2} \) and \( W_l = \hat{P}^I_{l-N+1}, l = \frac{N+1}{2} + 1, \frac{N+1}{2} + 2, \ldots, N \). Let \( \{\tilde{f}_i\}_{i=1}^N \) denote column vectors of the \( N \times N \) DFT matrix \( \hat{F} \). First, we note that the permutation matrix \( \hat{P}_l \) is circulant and, hence, diagonalizable by \( \hat{F} \). The eigenvalues of \( \hat{P}_l \) are given by \( \{e^{j\frac{2\pi n l}{N}}\}_{n=0}^{N-1} \) and, thus, the eigenvalues of \( \hat{P}^R_l \) and \( \hat{P}^I_l \) are \( \{\cos(\frac{2\pi n l}{N})\}_{n=0}^{N-1} \) and \( \{\sin(\frac{2\pi n l}{N})\}_{n=0}^{N-1} \), respectively. We are now ready to prove the regularity condition.

Choose \( x_i = [\tilde{f}_i^T, 0]^T, i = 1, 2, \ldots, N \) and \( x_{N+1} = [0^T, \sqrt{N}]^T \), i.e., we choose \( M = N + 1 \) points. We note that \( M > L - 1 \) since \( L = N + 1 \). Making use of the eigenvalues of \( \hat{P}^R_l \) and \( \hat{P}^I_l \), the points \( q(x_i) \) and, hence, the matrix

Fig. 9. Comparison of the estimated phase noise realization with the actual phase noise realization. The value of \( N = 8 \) and \( \varrho = 0.02 \) with 30-dB SNR.
Q of (19) is given by
\[
Q = \begin{pmatrix}
1 & 1 & 1 & \cdots & 1 & -N \\
1 & \cos\left(\frac{2\pi}{N}\right) & \cos\left(\frac{4\pi}{N}\right) & \cdots & \cos\left(\frac{2(N-1)\pi}{N}\right) & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \sin\left(\frac{2\pi}{N}\right) & \sin\left(\frac{4\pi}{N}\right) & \cdots & \sin\left(\frac{2(N-1)\pi}{N}\right) & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & \sin\left(\frac{2\pi}{N}\right) & \sin\left(\frac{4\pi}{N}\right) & \cdots & \sin\left(\frac{2(N-1)\pi}{N}\right) & 0 \\
\end{pmatrix}
\]
(67)

From (67), we note that \( \text{rank}(Q) = N \) since the rows form an orthogonal basis. Choose constants \( \{p_i\}_{i=1}^M = 1 \). Then \( \sum_{i=1}^{M=N+1} p_i q(x_i) = 0 \) since the elements of each row sum to a value of zero. This completes the proof.

**B. Proof of P2**

The set \( Q \) is defined in (12) and described by the quadratic forms \( q_l(x), l = 0, 1, \ldots, N, \) where \( q_l(x), l > 0 \) is given in (66). The quadratic form \( q_l(x) \) takes the form
\[
q_0(x) = x^T \begin{pmatrix} M & b \\ b^T & -1 \end{pmatrix} x.
\]
(68)

Consider the set
\[
Q_N = \left\{ q_0(x), q_1(x), \ldots, q_N(x) \right\}^T : ||x||_2 = 1, x \in \mathbb{C}^{N+1} \}
\]
(69)

It is related to \( Q \) by (37), (38)
\[
Q = \{ty \mid t \geq 0, y \in Q_N \}
\]
(70)

Let \( \text{cov}(Q_N) \) denote the convex hull of \( Q_N \). We define
\[
\text{con}(Q) = \left\{ ty \mid t \geq 0, y \in \text{cov}(Q_N) \right\}
\]
(71)

First, we observe that \( Q \subseteq \text{con}(Q) \). Secondly, \( Q \) is a convex set since it is defined in terms of the convex set \( \text{cov}(Q_N) \). We, thus, have
\[
\text{cov}(Q) \subseteq \text{con}(Q),
\]
(72)

since \( \text{cov}(Q) \) is the convex hull of \( Q \) and by definition is the smallest convex set enclosing \( Q \). With these facts in place, we have the following relations:

**R1.** \( Q \cap N = \emptyset \equiv Q_N \cap N = \emptyset \).

**R2.** \( \text{cov}(Q_N) \cap N = \emptyset \Rightarrow \text{con}(Q) \cap N = \emptyset \Rightarrow \text{cov}(Q) \cap N = \emptyset \),

where \( \equiv \) denotes equivalence and \( \Rightarrow \) denotes implication. The equivalence in R1 follows from (69) and (70). The implication in R2 follows from (71). We, thus, see that if \( Q_N \cap N = \emptyset \Rightarrow \text{cov}(Q_N) \cap N = \emptyset \) then, after combining R1 and R2, we have the required result. We now show that this is indeed the case.

**Remark 4:** For unit-norm \( x \), \( q_l(x) = 0 \) only at \( x = \begin{pmatrix} \sqrt{0.5x^T} \sqrt{0.5}z \end{pmatrix}^T \), where \( ||x||_2 = 1 \) and \( |z| = 1 \).

**Proposition 2:** For unit-norm \( x \), \( q_l(x) = 0 \) for all \( l > 1 \) at \( x = \begin{pmatrix} \sqrt{0.5x^T} \sqrt{0.5}z \end{pmatrix}^T, x = F \Sigma \tilde{v}, \tilde{v}^T \tilde{v} = 1, |z| = 1 \),

where \( \tilde{v}_i = \frac{1}{\sqrt{N}}, a \geq 0, b \geq 0, a + b = 1 \) and \( \Sigma \) can be any unitary-diagonal matrix.

**Proof:** Write \( x = \begin{pmatrix} \sqrt{2x^T} \sqrt{b}z \end{pmatrix}^T \). Since \( x \) should be of unit-norm, we have \( ||\tilde{x}||_2 = 1, a \geq 0, b \geq 0, a + b = 1 \) and \( |z| = 1 \). Using (66), the condition \( q_l(x) = 0, l > 1 \) results in
\[
\tilde{x}^T W_1 \tilde{x} = 0 \Rightarrow \tilde{x}^T FDF_2^{1/2} \tilde{x} = 0 \Rightarrow y^T D_1 y = d_1^2 v = 0,
\]
where \( y = \tilde{F}^T \tilde{x} \) with components denoted by \( y_i \), and \( v = \begin{pmatrix} \|y_1\| \|y_2\| \cdots \|y_{N-1}\| \end{pmatrix}^T \). In the above equation, we used the fact that \( W_1 \) is diagonalizable with the DFT matrix whose eigenvalues are contained in the diagonal matrix \( D_1 \) and in the vector \( d_1 \). Combining above equation for all \( l \geq 2 \), we get
\[
\begin{pmatrix}
1 & \cos\left(\frac{2\pi}{N}\right) & \cdots & \cos\left(\frac{2(N-1)\pi}{N}\right) \\
\vdots & \vdots & \ddots & \vdots \\
1 & \cos\left(\frac{2(N-1)\pi}{N}\right) & \cdots & \cos\left(\frac{2(N-1)\pi}{N}\right) \\
0 & \sin\left(\frac{2\pi}{N}\right) & \cdots & \sin\left(\frac{2(N-1)\pi}{N}\right) \\
\vdots & \vdots & \ddots & \vdots \\
0 & \sin\left(\frac{2(N-1)\pi}{N}\right) & \cdots & \sin\left(\frac{2(N-1)\pi}{N}\right) \\
\end{pmatrix} v = 0,
\]
(74)
where we require that \( v \succeq 0 \) and \( ||v||_1 = 1 \) because \( ||\tilde{x}||_2 = 1 \). It can be easily seen that the above matrix has a non-zero null space of rank equal to one. The vector describing this space (and satisfying \( v \succeq 0, ||v||_1 = 1 \)) is given by
\[
v = \frac{1}{N} 1,
\]
(75)
where \( 1 \) denotes \( N \)-dimensional vector of ones. Define \( \bar{v} \) as the vector with elements \( \bar{v}_i = \sqrt{N} \). Thus, at \( \bar{x} = \bar{F} \Sigma \bar{v} \), where \( \Sigma \) can be any unitary-diagonal matrix, \( \bar{x}^T W_1 \bar{x} = 0 \), for all \( l \geq 2 \).

**Proposition 3:** For any \( a \geq 0 \) and \( b \geq 0 \), such that \( a > b \) and \( a + b = 1 \), we have
\[
\inf_{\bar{x}} \left( \bar{x}^T A \bar{x} + 2\text{Real}(\bar{x}^T c) \right) \leq \\
\inf_{\bar{x}} \left( \bar{x}^T A \bar{x} + \sqrt{\frac{b}{a}} 2\text{Real}(\bar{x}^T c) \right),
\]
(76)
where \( A > 0 \), \( c \) is any complex vector and the infimum is taken over all \( \bar{x} \) satisfying (73).

**Proof:** First, we note there exists an \( \bar{x} \) satisfying (73) such that \( \text{Real}(\bar{x}^T c) \leq 0 \). For example, from (73), the components of the row vector \( \bar{v}^T \Sigma \bar{f} \) take the form \( e^{j\phi_1} \), where \( e^{j\phi_1} \) are the diagonal values of diagonal \( \Sigma \) matrix. Since \( \Sigma \) can be any unitary-diagonal matrix, set \( \phi_1 = \angle (\bar{F}^T c)_i - \pi \), where \( \angle x \) denotes angle of the complex number \( x \). Thus, \( \text{Real}(\bar{V}^T \Sigma \bar{F}^T c) = -||\bar{F}^T c|| \leq 0 \). Thus, we have
\[
\inf_{\bar{x}} \left( \bar{x}^T A \bar{x} + 2\text{Real}(\bar{x}^T c) \right) = \eta - \epsilon
\]
(77)
\[
\inf_{\bar{x}} \left( \bar{x}^T A \bar{x} + \sqrt{\frac{b}{a}} 2\text{Real}(\bar{x}^T c) \right) = \eta - \sqrt{\frac{b}{a}} \epsilon,
\]
(78)
where $\epsilon \geq 0$ and $\eta$ is the minimum eigenvalue of $A$. The result now follows since $a > b$. ■

Let $\text{con } (Q_N)$ denote the conic hull of $Q_N$. We now have the following proposition:

**Proposition 4:** Let $\tau \leq \inf \left( \mathbf{x}' \mathbf{M} \mathbf{x} + 2\text{Re} \left( \mathbf{x}' \mathbf{b} \right) \right)$. The point $[0, 1, 0 \ldots 0]^T \notin \text{con } (Q_N)$.

**Proof:** If $[0, 1, 0 \ldots 0]^T \in \text{con } (Q_N)$ then there must exist $[0, 0, \ldots 0]^T \in Q_N$ for some $t > 0$ [37]. We show that this is impossible. From Proposition 2, we have $q_0(x) = 0, l > 1$ for $x$ of (73). At such an $x$, $q_1(x) = a - b$ and, since we require $[0, t, 0 \ldots 0]^T \in (Q_N)$ for $t > 0$, we require $a > b$. Now, the quadratic form $q_0(x)$ of (68), for $x$ of (73), takes the form

$$q_0(x) = a \left( \mathbf{x}' \mathbf{M} \mathbf{x} + \sqrt{\frac{b}{a}} \text{Re} \left( \mathbf{x}' \mathbf{b} \right) \right) - b \tau > 0,$$  

(79)

where the inequality results after applying Proposition 3 and the assumption that $\tau \leq \inf \left( \mathbf{x}' \mathbf{M} \mathbf{x} + 2\text{Re} \left( \mathbf{x}' \mathbf{b} \right) \right)$. Using (79), we see that $[0, t, 0 \ldots 0]^T \notin Q_N$ for $t > 0$. ■

The proof of P2 is now complete with the following proposition and after combining the relations R1 and R2.

**Proposition 5:** $Q_N \cap N = \emptyset \Rightarrow \text{cov } (Q_N) \cap N = \emptyset$.

**Proof:** The condition $Q_N \cap N = \emptyset$ implies $q_0(x) \geq 0$ and $q_1(x) = 0, l \geq 1$. From Remark 4 and Proposition 2, we have $q_1(x) = 0$ for $l \geq 1$ only at $x = \sqrt{0.5\mathbf{x}'\mathbf{M}^{-1}\mathbf{x}}$, where $x$ and $z$ satisfy (73). At such an $x$, $q_0(x) \geq 0$ implies

$$0.5 \left( \mathbf{x}' \mathbf{M} \mathbf{x} + 2\text{Re} \left( \mathbf{x}' \mathbf{b} \right) \right) - \tau \geq 0,$$  

(80)

$$\Rightarrow \tau \leq \mathbf{x}' \mathbf{M} \mathbf{x} + 2\text{Re} \left( \mathbf{x}' \mathbf{b} \right),$$  

(81)

$$\Rightarrow \tau \leq \inf \left( \mathbf{x}' \mathbf{M} \mathbf{x} + 2\text{Re} \left( \mathbf{x}' \mathbf{b} \right) \right),$$  

(82)

where the infimum is taken over all values of $\mathbf{x}$ and $z$ satisfying (73). Thus, after using Proposition 4, we have that $[0, 1, 0 \ldots 0]^T \notin \text{con } (Q_N)$. This implies that the origin is boundary point of $\text{con } (Q_N)$. A necessary and sufficient condition for origin to be a boundary point is existence of a point that does not belong to $\text{con } (Q_N)$ [37]. Thus, $Q_N \cap N = \emptyset \Rightarrow \text{con } (Q_N) \cap N = \emptyset \Rightarrow \text{cov } (Q_N) \cap N = \emptyset$. ■
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