Error mitigation in variational quantum eigensolvers using probabilistic machine learning
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Quantum-classical hybrid schemes based on variational quantum eigensolvers (VQEs) may transform our ability of simulating materials and molecules already within the next few years. However, one of the main obstacles to overcome in order to achieve practical near-term quantum advantage is to improve our ability of mitigating the “noise effects”, characteristic of the current generation of quantum processing units (QPUs). To this end, here we design a method based on probabilistic machine learning, which allows us to mitigate the noise by imbuing within the computation prior (data independent) information about the variational landscape. We perform benchmark calculations of a 4-qubit impurity model using the IBM open-source framework for quantum computing Qiskit, showing that our method improves dramatically the accuracy of the VQE outputs. Finally, we show that applying our method makes quantum-embedding simulations of the Hubbard model with a VQE impurity solver considerably more reliable.

I. INTRODUCTION

Quantum computers have the potential of boosting dramatically our ability of simulating quantum-mechanical systems. Computational chemistry is believed to be one of the most promising fields that will benefit significantly from the noisy intermediate-scale quantum technologies within the next few years [1–6]. As the number of qubits required for representing the active degrees of freedom of molecules of limited size is relatively small. Furthermore, the quantum embedding (QE) methods [7, 8] may allow us to benefit from quantum devices also for simulating large systems (both molecules and periodic materials), by treating with QPUs only the most active fraction of degrees of freedom, while treating the other modes (at the mean-field level) on classical devices [9–12]. A cardinal obstacle to realizing this ambitious program is that, even if several effective error-mitigation methodologies have been already developed and implemented [13, 15], the data produced by quantum devices are not yet sufficiently reliable. In this work we propose a method to tackle this problem, which is complementary to the existing approaches and may improve substantially the accuracy obtained in applications of VQE frameworks [16,19].

All error-mitigation techniques proposed so far focus on improving the computation of expectation values with respect to a parametrized quantum circuit, at a single point in parameter space [13, 15, 20, 27]. For example, the zero-noise extrapolation technique measures an observable at a single parameter point for a set of equivalent circuits with different noise strengths, followed by a fitting with analytical functions such as polynomials and extrapolates expectation value to zero-noise limit [13, 14, 20, 22, 23]. Probabilistic error cancellation and randomized compiling approaches convert the expectation value with respect to a parametrized circuit at a single point to a sum of estimations with equivalent random circuits, which effectively tailor the coherent noise to stochastic error [15, 20, 21, 24]. Rather than mitigating the error of the VQE measurements for each individual variational state, as in the methods mentioned above, here we propose a complementary approach, based on the idea of mitigating the error for the whole variational landscape simultaneously (exploiting the underlying correlations between the VQEs outputs for different variational parameters). Specifically, using a probabilistic machine learning method based on “Gaussian process regression (GPR),” rooted in Bayesian statistics, we imbue within the computation: (i) our prior knowledge about general (data independent) features of the variational landscape and (ii) the expectation value of the desired observable for variational parameters corresponding to limiting cases, where the calculations can be done exactly on a classical computer, at a negligible computational cost. This approach can be applied in combination with any of the error-mitigation techniques mentioned above, improving considerably the accuracy of VQE calculations.

The manuscript is structured as follows. In Secs. I1 and I4 we present our error-mitigation formalism from a general perspective; in Sec. I5 we show benchmark calculations of a Fermionic impurity model using our method the IBM quantum-computing framework...
II. GENERAL FEATURES OF THE VARIATIONAL LANDSCAPE

Let us consider a generic Hamiltonian $\hat{H}$ and a variational space $\{|\Psi(\theta)\rangle\}$, where the components of $\theta = (\theta^1, \ldots, \theta^L)$ are real numbers parametrizing the trial quantum states. Our goal is to determine:

$$\hat{\theta} = \arg\min_{\theta} E(\theta), \quad (1)$$

$$E(\theta) = \langle \phi(\theta) | \hat{H} | \phi(\theta) \rangle, \quad (2)$$

Within the VQE frameworks, the state $|\phi(\theta)\rangle$ is prepared utilizing parametrized quantum gates, and $E(\theta)$ is estimated from a series of quantum measurements for each $\theta$. However, the outputs of real available intermediate-scale quantum devices are affected by spurious effects such as decoherence and hardware imperfections, resulting in both random and systematic noise.

The key idea at the basis of our method for mitigating the noise in VQE frameworks is to exploit the fact that the variational landscape satisfies exact properties that are known beforehand. A trivial example is that $E(\theta)$ is generally a smooth function. Furthermore, depending on the specific variational ansatz, a wealth of additional information is available. Here we illustrate this point focusing on a generic ansatz represented as follows:

$$|\phi(\theta)\rangle = \hat{U}(\theta)|\phi_0\rangle, \quad (3)$$

where $|\phi_0\rangle$ is a single-particle state (e.g., the Hartree-Fock solution of $\hat{H}$) and $\hat{U}(\theta)$ is a unitary transformation represented as follows:

$$\hat{U}(\theta) = \prod_{i=1}^{d} \prod_{l=1}^{M_i} e^{\hat{G}_{ilm} \theta^l}, \quad (4)$$

where $\theta^l$ are variational parameters, the generators $\hat{G}_{ilm}$ are Pauli strings expressed in the Hartree-Fock basis, $d$ is the number of variational parameters and $M_i$ is the number of Pauli strings for each variational parameter. Note that a Pauli string is defined as a generic tensor product of Pauli operators $\hat{P} = \otimes_i \hat{P}_i$, where $\hat{P}_i \in \{I, X^i, Y^i, Z^i\}$, $i$ is a generic site label, $X^i$, $Y^i$ and $Z^i$ are the corresponding local Pauli operators and $I$ is the identity.

A first observation is that, for the variational ansatz above, Eq. (3) is known exactly when $\theta^l = 0 \forall l$, as in this case the variational state reduces to the Hartree-Fock solution. Furthermore, Eq. (4) can be evaluated exactly (at a negligible cost) for all transformations $\hat{U}(\theta)$ involving only single Pauli rotation gates. This can be readily understood by noticing that, in qubit representation, such states are represented as: $|\phi(\theta)\rangle = \otimes_i \hat{U}_i(\theta_i)|\phi_0\rangle$, where $|\phi_0\rangle = \otimes_i |s_i\rangle$, $|s_i\rangle$ are eigenstates of $Z_i$ with eigenvalues $s_i \in \{0, 1\}$ and $\hat{U}_i(\theta_i)$ are single-qubit unitary transformations. Therefore, by expressing $\hat{H}$ as a weighted sum of Pauli strings $\hat{P}_h = \otimes_i \hat{P}_{hl}$:

$$\hat{H} = \sum_h w_h \hat{P}_h \quad (5)$$

the expectation value of the Hamiltonian can be calculated as follows:

$$\langle \phi(\theta) | \hat{H} | \phi(\theta) \rangle = \sum_h w_h \langle \phi(\theta) | \hat{P}_h | \phi(\theta) \rangle, \quad (6)$$

where:

$$\langle \phi(\theta) | \hat{P}_h | \phi(\theta) \rangle = \prod_i \langle s_i | \hat{U}_i(\theta_i) \hat{P}_{hi} \hat{U}_i(\theta_i) | s_i \rangle. \quad (7)$$

Another important observation is that, as pointed out in Ref. [33], since $G_{lm}^2 = I \forall l, m$ we have:

$$e^{i\hat{G}_{lm} \theta^l} = \cos(\theta^l) I + i \sin(\theta^l) \hat{G}_{lm}. \quad (8)$$

Therefore, the variational energy [Eq. (2)] can be expanded in the following form:

$$E(\theta) = \sum_{s=1}^{S} \xi_s T_s(\theta), \quad (9)$$

where $S = \prod_{l=1}^{d} (2M_l + 1)$ and $T_s(\theta)$ are known analytical functions, while the coefficients $\xi_s$ depend on the specific operator $\hat{H}$. Since $S$ grows exponentially as a function of $d$, the number of terms in Eq. (9) can be managed more effectively when the number of variational parameters is smaller. Nevertheless, this equation poses valuable non-trivial constraints on the form of the variational landscape, for all values of $d$ and $M_i$.

III. GPR-BASED ERROR MITIGATION

Our approach consists in using the GPR framework for imbuing within the solution our prior knowledge about global properties of the variational landscape $E(\theta)$ (such as the information mentioned above). As we are going to show, since such information correlates the data with each other, it can mitigate substantially the error arising from individual QPU measurements.

A. The GPR framework

We formulate the problem assuming that our prior information about $\tilde{E}(\theta)$ is not necessarily deterministic, but probabilistic. In particular, we assume that, based on our prior expectations (before to make any measurement), $E(\theta)$ can be any function sampled from a probability distribution $P[E]$ (called prior). Following the GPR
framework, we will also assume that \( P[\mathcal{E}] \) is Gaussian-distributed. Our specific choice of \( P[\mathcal{E}] \) will be explained below in Sec. 3.B.

Let us assume to have evaluated the variational energy on QPUs for a finite set of variational parameters \( \{ \theta_\alpha \} \), obtaining the following measurements:

\[
D = \{ (\theta_\alpha, \mathcal{E}_\alpha) \mid \alpha = 1, \ldots, n \} .
\] (10)

Within our context of application, it will be essential to take into account that the evaluation of the data is non-deterministic, as this is intrinsically true also for quantum-mechanical measurements performed on fault-free machines. Here we are going to model such uncertainty in terms of the following probability distribution:

\[
P[D|\mathcal{E}] \propto \exp \{ -U_D[\mathcal{E}] \} \tag{11}
\]

\[
U_D[\mathcal{E}] = \sum_{\alpha=1}^{n} \frac{1}{2\sigma^2(\theta_\alpha)} (\mathcal{E}(\theta_\alpha) - \mathcal{E}_\alpha)^2 ,
\] (12)

representing a Gaussian noise for \( \mathcal{E}_\alpha \), with respect to the (unknown) underlying respective values \( \mathcal{E}(\theta_\alpha) \). Note that we have allowed the different data \( \mathcal{E}_\alpha \) to have different uncertainties \( \sigma(\theta_\alpha) \) (which, in the GPR related literature, is referred to as “heteroscedastic GPR”). This will be particularly important for us, as some of our data will be generated with the QPU, while other data — corresponding to limiting cases, where the variational energy is known exactly — will be determined exactly.

From the Bayes rule, given the data \( D \) (see Eq. (10)) and a prior probability \( P[\mathcal{E}] \), the “posterior” conditional probability for the function \( \mathcal{E} \) is the following:

\[
P[\mathcal{E}|D] \propto P[\mathcal{E}] \exp \{ -U_D[\mathcal{E}] \} ,
\] (13)

which represents the probability distribution for the function \( \mathcal{E} \) to learn, given a data set \( D \). Remarkably, since both \( P[\mathcal{E}] \) and \( P[D|\mathcal{E}] \), are Gaussian, the following quantities can be calculated exactly:

\[
\langle \mathcal{E}(\theta) \rangle = \int \mathcal{D}[\mathcal{E}] P[\mathcal{E}|D] \mathcal{E}(\theta) \tag{14}
\]

\[
\Sigma^2(\theta) = \int \mathcal{D}[\mathcal{E}] P[\mathcal{E}|D] \left( \mathcal{E}^2(\theta) - \langle \mathcal{E}(\theta) \rangle^2 \right) , \tag{15}
\]

where \( \mathcal{D}[\mathcal{E}] \) is the functional-integral measure, Eq. (14) represents our prediction for \( \mathcal{E} \) at \( \theta \) and Eq. (15) allows us to estimate the expected uncertainty.

Below we are going to derive explicitly Eqs. (14) and (15) for our specific application of GPR as an error-mitigation method.

### B. Parametric prior

In the present work we will focus on the case discussed in Sec. 1, where it is known that \( \mathcal{E}(\theta) \) can be expressed as in Eq. (9). We formalize this information by introducing the following prior:

\[
P[\mathcal{E}] \propto \prod_r d\xi_r \exp \left\{ \frac{1}{2p} \int d\theta \left( \xi(\theta) - \sum_s \xi_s T_s(\theta) \right)^2 \right\} \times \exp \left\{ -\frac{t}{2} \int d\theta \mathcal{E}^2(\theta) \right\} , \tag{16}
\]

where:

\[
d\theta = \prod_{t=1}^d d\theta_t ,
\] (17)

\( d \) is the number of variational parameters and \( \eta \to 0 \). The parameter \( t \) encodes our prior information concerning the range of the variational energy, as the second factor in Eq. (16) vanishes exponentially for \( \mathcal{E}(\theta) \gg t^{1/2} \).

### C. Parametric GPR formalism

Our goal is to calculate the “moments” of the energy function with respect to the posterior probability, i.e.:

\[
\langle \mathcal{E}^p(\theta) \rangle = \int \mathcal{D}[\mathcal{E}] P[\mathcal{E}|D] \mathcal{E}^p(\theta) , \tag{18}
\]

for an arbitrary integer power \( p \), where \( \mathcal{D}[\mathcal{E}] \) is a “functional-integral measure”, whose precise mathematical meaning is the following. We start by considering:

\[
\mathcal{D}[\mathcal{E}] = \prod_{\theta \in M_\ell} d\mathcal{E}(\theta) , \tag{19}
\]

where the parameters \( \bar{\theta} \) are distributed on a uniform mesh \( M_\ell \) within the domain of \( \mathcal{E} \), with spacing \( \epsilon \). Furthermore, the integrals appearing in the exponents of Eq. (16) have to be interpreted as discrete summations, i.e.:

\[
P[\mathcal{E}] \propto \prod_r d\xi_r \prod_{\theta \in M_\ell} \delta(\mathcal{E}(\theta) - \sum_s \xi_s T_s(\theta)) \times \exp \left\{ -\frac{t}{2} \sum_{\theta \in M_\ell} \epsilon^d \mathcal{E}^2(\theta) \right\} , \tag{20}
\]

where we have already taken the limit for \( \eta \to 0 \). Subsequently, we will evaluate the resulting integral [Eq. (18)] in the “continuum limit,” i.e., for \( \epsilon \to 0 \).

Let us partition the mesh \( M_\ell \) as follows:

\[
M_\ell = \{ \theta \} \cup \{ \theta_\alpha \mid \alpha = 1, \ldots, n \} \cup M_\ell' , \tag{21}
\]

where \( \theta \) is the parameter appearing in Eq. (18) (which is generally called “test point”), \( \{ \theta_\alpha \mid \alpha = 1, \ldots, n \} \) are the so-called “training data points”, see Eq. (22), while \( \{ \theta' \in M_\ell' \} \) are the other points of the mesh. With these definitions, Eq. (18) can be expressed as follows:

\[
\langle \mathcal{E}^p(\theta) \rangle \propto \prod_r d\xi_r \left( \sum_s \xi_s T_s(\theta) \right)^p
\]

where 

\[
\frac{1}{2p} \int d\theta \left( \xi(\theta) - \sum_s \xi_s T_s(\theta) \right)^2
\]

and 

\[
\exp \left\{ -\frac{t}{2} \int d\theta \mathcal{E}^2(\theta) \right\}
\]

are the two factors in the integrand.
\[ \times \exp \left\{ -\frac{t}{2} \sum_{\theta_a} \xi_t T_s(\theta)^2 \right\} \]
\[ \times \exp \left\{ -\frac{t}{2} \sum_{\theta_a} \epsilon_t \sum_{s} \xi_t T_s(\theta_a)^2 \right\} \]
\[ \times \exp \left\{ -\frac{n}{2} \sum_{\alpha}^{1} \frac{1}{2\sigma^2(\theta_\alpha)} \left( \sum_{s} \xi_t T_s(\theta_\alpha) - \xi_{\alpha} \right)^2 \right\} \]
\[ \times \exp \left\{ -\frac{t}{2} \sum_{\theta' \in M_E} \epsilon_t \sum_{s} \xi_t T_s(\theta')^2 \right\} . \] (22)

Since the training data set is finite, the summations at the exponents of the second, third and fifth factors of Eq. (22) simplify as follows for \( \epsilon \to 0 \):

\[ \langle E^p(\theta) \rangle = \int \prod_r d\xi_r P[\xi|D] \left( \sum_s \xi_s T_s(\theta) \right)^p , \] (23)

where:

\[ P[\xi|D] \propto \exp \left\{ -\frac{n}{2} \sum_{\alpha}^{1} \frac{1}{2\sigma^2(\theta_\alpha)} \left( \sum_{s} \xi_t T_s(\theta_\alpha) - \xi_{\alpha} \right)^2 \right\} \]
\[ \times \exp \left\{ -\frac{t}{2} \int d\theta \left( \sum_{s} \xi_t T_s(\theta) \right)^2 \right\} . \] (24)

In fact, the discrete summation of the fifth factor of Eq. (22) contains all points of the mesh \( M_E \), except for a finite subset (the training data points \{ \theta_\alpha \} and the test point \( \theta \)), whose contribution becomes irrelevant in the continuum limit.

The probability distribution [Eq. (24)] is a Gaussian function of \( \xi \), which can be represented as follows:

\[ P[\xi|D] \propto \exp \left\{ -\sum_{s}^{1} \frac{1}{2} A_{ss'} \xi_s \xi_{s'} + \sum_s J_s \xi_s \right\} , \] (25)

where the coefficients \( A_{ss'} \) and \( J_s \) depend on the training data, the “hyper parameter” \( t \) and the following integrals:

\[ M_{ss'} = \int d\theta T_s(\theta) T_{s'}(\theta) \] (26)

(which can generally be evaluated analytically).

The corresponding expectation value for \( E(\theta) \), see Eq. (14), is given by the following equation:

\[ \langle E(\theta) \rangle = \sum_s \xi_s T_s(\theta) , \] (27)

where:

\[ \xi_s = \int \prod_r d\xi_r P[\xi|D] \xi_s = \sum_{s'} A_{ss'}^{-1} J_{s'} . \] (28)

Instead, the corresponding variance, see Eq. (15), is given by:

\[ \Sigma^2(\theta) = \sum_{ss'} \left( A_{ss'}^{-1} - \xi_s \xi_{s'} \right) T_s(\theta) T_{s'}(\theta) , \] (29)

where we used that:

\[ \int \prod_r d\xi_r P[\xi|D] \xi_s \xi_{s'} = A_{ss'}^{-1} . \] (30)

D. Simplified formalism without energy cutoff

Imbuing our knowledge about the parameter \( t \) within the prior would presumably contribute to reducing the number of necessary training data (i.e., the number of necessary QPU evaluations). However, for simplicity, in the present work we will not exploit such information, i.e., we will take the limit for \( t \to 0^+ \) (as if no bound to \( E(\theta) \) was available a priori).

Within this working hypotheses, the coefficients \( A_{ss'} \) and \( J_s \) are the following:

\[ A_{ss'} = \sum_{\alpha}^{1} \frac{1}{\sigma^2(\theta_\alpha)} T_s(\theta_\alpha) T_{s'}(\theta_\alpha) \] (31)
\[ J_s = \sum_{\alpha}^{1} \frac{1}{\sigma^2(\theta_\alpha)} f_s T_s(\theta_\alpha) . \] (32)

Note that, Eqs. (31) and (32), which were derived here from a probabilistic perspective (for the special case \( t \to 0^+ \)), coincide with the result obtained based on the so-called “generalized least-square method” for \( \xi_s \) (see Eq. (28)).

It shall be noted that in this section we assumed that the data \( D \) are Gaussian-distributed around the underlying exact function, see Eq. (12). While this is rigorously justified for fault-free devices (because of the central limit theorem), this is not the case for real QPUs. On the other hand, since Eq. (6) is a non-trivial condition correlating \( E(\theta) \) over its entire domain, we shall expect that enforcing it can contribute to mitigate the spurious sources of systematic noise present in real quantum devices—as we are going to show explicitly in Sec. IV.

IV. ENERGY MINIMIZATION AND EVALUATION OF OBSERVABLES

In this work, the problems of evaluating the variational landscape and calculating its minimum will be decoupled as follows:

- Use the available prior information and the data produced by QPUs for evaluating the expected variational landscape, see Eq. (27).
- Perform the minimization of \( \langle E(\theta) \rangle \), whose explicit analytical form is provided by Eq. (27), on a classical computer.
This allows us to evaluate the optimal variational parameters $\theta$ and the corresponding energy $E(\theta)$.

We point out that the method outlined above, which is based on the idea of learning the entire variational landscape before to perform the energy minimization, is not the only possibility. For example, in another context [34], molecular structures (whose atomic positions are local minima of the electronic energy) have been obtained using minimization of GPR representations updated on the fly. This suggests that Eqs. (27) and (29) could be applied to our problem in a similar fashion. Alternative approaches such as this, or classic Bayesian-optimization methods, will be investigated and tested in future work.

Let us now consider the problem of evaluating the expectation value of a generic observable $\hat{O}$ with respect to our approximation $|\phi(\theta)\rangle$ to the ground state of $\hat{H}$. Rather than performing repeated measurements of $\hat{O}$ with respect to $|\phi(\theta)\rangle$, we will perform measurements on a series of different variational parameters:

$$D_{\theta} = \{ |\theta_{\alpha}, O_{\alpha}\rangle | \alpha = 1, \ldots, n \},$$

and apply the same procedure used above, for estimating the function:

$$O(\theta) = \langle \phi(\theta) | \hat{O} | \phi(\theta) \rangle.$$  

In fact, all steps described above for $\hat{H}$ remain applicable for any observable $\hat{O}$. Once the expansion coefficient characterizing $O(\theta)$ are calculated with this procedure, the ground-state expectation value of $\hat{O}$ is estimated by evaluating Eq. (34) at $\theta$.

In the next section we will benchmark the methodology proposed above on a 4-qubit impurity-model Hamiltonian.

V. BENCHMARK CALCULATIONS OF A 4-QUBIT IMPURITY MODEL

Let us consider a 4-qubit Fermionic Hamiltonian represented as follows:

$$\hat{H}_{\text{emb}} = \frac{U}{2} (\hat{n}_c - 1)^2 + D \sum_{\sigma = \uparrow, \downarrow} (c_{\sigma}^\dagger d_{\sigma} + d_{\sigma}^\dagger c_{\sigma})$$

$$+ \lambda \sum_{\sigma = \uparrow, \downarrow} d_{\sigma}d_{\sigma}^\dagger,$$  

(35)

where $c_{\sigma}^\dagger$ and $c_{\sigma}$ are the creation and annihilation operators of the so-called “impurity degrees of freedom”, $d_{\sigma}^\dagger$ and $d_{\sigma}$ are the creation and annihilation operators of the so-called “bath degrees of freedom”, $\sigma \in \{ \uparrow, \downarrow \}$ is the spin label, $\hat{n}_c = \sum_{\sigma} c_{\sigma}^\dagger c_{\sigma}$, $U$ is the Hubbard-repulsion parameter for the impurity degrees of freedom, while $\lambda$ and $D$ are the coupling constants characterizing the bath of the impurity model and its coupling to the impurity, respectively. From now on we will refer to Eq. (35) as “embedding Hamiltonian” (EH). This terminology will be clarified in Sec. (VI), where we will explain that a broad class of QE methods require to calculate recursively the ground-state of Eq. (35), for different EH parameters $\lambda$ and $D$.

In this section we will benchmark our error-mitigation method for estimating the ground state $|\Phi(D, \lambda, \theta)\rangle$ of $\hat{H}_{\text{emb}}$ within the subspace generated by states with 2 electrons (i.e., half of the maximum possible occupation within the EH space). The QPU data will be generated using the IBM open-source framework for quantum computing Qiskit [28], which provides methods for manipulating quantum programs on real quantum computers, as well as on classical QPU simulators. Real QPU calculations were made using the IBM Quantum Experience [35] which serves as a interface for submitting and running jobs on IBM QPUs.

A. Qubit representation of the EH

As in Ref. [11], we transform the EH (see Eq. (35)) into the so-called “parity mapping” [36], leading to the following qubit representation:

$$|\phi(\theta)\rangle = e^{\frac{i}{2} \theta_1 Y_2} e^{\frac{i}{2} \theta_2 Y_1} e^{\frac{i}{2} \theta_3 Y_1} e^{\frac{i}{2} \theta_4 Y_2} |\phi_0\rangle,$$  

(37)

where $\theta = (\theta_1, \theta_2)$, with each angle in the range of $[-\pi, \pi]$ and $|\phi_0\rangle$ is the spin-restricted Hartree-Fock ground-state solution of $\hat{H}_{\text{emb}}$. The angles for the single-qubit rotations are set to be equal because of spin rotational symmetry.

Using the procedure described in Sec. [11] it can be readily shown that the variational energy $E(\theta)$ can be expressed as a linear combination of 25 trigonometric functions:

$$E(\theta) = \sum_{i=0}^{4} \sum_{j=0}^{4} \xi_{ij} \cos \left( \frac{\theta_1}{2} \right)^i \sin \left( \frac{\theta_1}{2} \right)^{4-i} \times \cos \left( \frac{\theta_2}{2} \right)^j \sin \left( \frac{\theta_2}{2} \right)^{4-j}.$$  

(38)

Note that here we use for convenience a composite index $s = (i, j)$ to label the coefficients $\xi_s$. 

B. The VQE ansatz

To calculate the spin-singlet ground state of the EH we use the unitary coupled cluster ansatz with single and double excitations (UCCSD) [37–39]:

$$|\phi(\theta)\rangle = e^{\frac{i}{2} \theta_1 Y_2} e^{\frac{i}{2} \theta_2 Y_1} e^{\frac{i}{2} \theta_3 Y_1} e^{\frac{i}{2} \theta_4 Y_2} |\phi_0\rangle,$$  

(37)

where $\theta = (\theta_1, \theta_2)$, with each angle in the range of $[-\pi, \pi]$ and $|\phi_0\rangle$ is the spin-restricted Hartree-Fock ground-state solution of $\hat{H}_{\text{emb}}$. The angles for the single-qubit rotations are set to be equal because of spin rotational symmetry.

Note that Eq. (37) is a special case of Eqs. (3) and (4). Using the procedure described in Sec. [11] it can be readily shown that the variational energy $E(\theta)$ can be expressed as a linear combination of 25 trigonometric functions:
Figure 1. Benchmark calculations of the EH performed on the IBM 5 qubit QPU ibmq_quito. Total energy $E$, impurity double-occupancy $\langle \hat{n}_c \hat{n}_c \rangle$ and components of the single-particle density matrix $\sum_\sigma \langle c_{\sigma \uparrow}^\dagger c_{\sigma \uparrow} \rangle$, $\sum_\sigma \langle d_{\sigma \uparrow}^\dagger d_{\sigma \uparrow} \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.

C. Parametric GPR Optimization

As explained in Sec. IV in the present work we decouple the problems of learning the energy landscape and calculating the optimal variational parameters. To determine the coefficients $\bar{\xi}_s$ we generate data on the following mesh of variational parameters:

$$T = \left\{ \left( \frac{\pi}{5} a, \frac{\pi}{5} b \right) \mid a, b \in \{ -5, -4, \cdots , 4 \} \right\} .$$

Note that the number of points $\theta_\alpha \in T$ (Eq. (39)) is 100, which exceeds the number of trigonometric functions necessary for expanding the variational landscape (that is 25, as explained in Sec. V B). This allows us to learn the whole variational landscape from data at once.

For the 10 data points in $T$ such that $b = 0$, the variational energy can be determined on a classical computer at a negligible computational cost, with uncertainty $\sigma_\alpha = 0$ (see Eqs. (11) and (12)). In fact, as explained in Sec. III $\theta = 0$ corresponds to the Hartree-Fock solution, while the other 9 points in $T$ with $b = 0$ correspond to single-qubit rotations.

The other 90 training data points were generated by averaging the energy over $N = 4096$ QPU measurements (shots). On fault-free machines the corresponding uncertainty could be assumed to be given by the following equation:

$$\sigma^2_\alpha = \frac{1}{N} \sum_{\nu} \left( E_{\alpha \nu} - E_\alpha \right)^2 .$$

Instead, on real QPUs, we consider $\sigma_\alpha$ as a machine-dependent parameter, which depends mainly on details such as hardware imperfections.
Figure 2. Benchmark calculations of the EH performed with the Qiskit QASM simulator with noise model and coupling map extracted from the IBM machine ibmq_qquito. Total energy $E$, impurity double-occupancy $\langle \hat{n}_c^\uparrow \hat{n}_c^\downarrow \rangle$ and components of the single-particle density matrix $\sum_\sigma \langle c^{\dagger}_\sigma d_\sigma \rangle, \sum_\sigma \langle d^{\dagger}_\sigma d_\sigma \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.

As explained in Sec. [IV], once the coefficients of the variational landscape are estimated from the data, using Eq. (27), the corresponding analytical approximation to $E(\theta)$ can be minimized on a classical computer, and all of the desired observables can be evaluated.

We point out that, besides enforcing that the variational landscape satisfies exactly the mathematical form discussed in Sec. [V B], the training data points with $\theta_2 = 0$ act as boundary conditions, enforcing a-priori that the GPR variational landscape learned from QPU measurements is exact for these variational parameters. The resulting error mitigation will be assessed below with numerical experiments, both on simulators and actual quantum devices.

D. Numerical tests on real machines and simulators

In this subsection we show ground-state calculations of the EH for the total energy $E$, the impurity double-occupancy $\langle \hat{n}_c^\uparrow \hat{n}_c^\downarrow \rangle$ and the components of the single-particle density matrix $\sum_\sigma \langle c^{\dagger}_\sigma d_\sigma \rangle, \sum_\sigma \langle d^{\dagger}_\sigma d_\sigma \rangle$. In all of our calculations we have set $2D$ as energy unit and assumed that $\sigma_0/D = 0.2$.

The calculations shown in Fig. 1 were obtained using data produced by the IBM 5 qubit QPU ibmq_quito, while the calculations performed in Fig. 2 were generated using the Qiskit QASM simulator with noise model and coupling map extracted from the IBM machine ibmq_quito. For both the simulator and real device calculations, complete measurement calibration to mitigate readout errors...
was applied on all individual measurements, as implemented in Qiskit [28].

To benchmark the performance of our parametric GPR method, we compare the results obtained with the procedure described above in Sec. VI C with the exact solution, as well as with: (i) the standard COBYLA optimizer [40] and (ii) the sequential 1-dimensional optimizer, recently proposed in Ref. [53]. Both sequential optimizers underwent 20 optimization iterations. Note that each iteration in COBYLA requires a single energy evaluation. Instead, each iteration for the 1-dimensional optimizer requires to perform 2 1-dimensional fits (one for each variational parameter), which costs 8 energy evaluations for our variational ansatz. Therefore, in total, our calculations with COBYLA used 20 energy evaluations for each EH, while our calculations with the 1-dimensional optimizer used 160 energy evaluations. As explained above, our parametric GPR calculations were performed using 90 energy evaluations for learning the variational landscape of each EH, while the variational optimization was performed subsequently, on a classical computer.

Both for the simulations performed on the real quantum device (Fig. 1) and for the simulations performed with the simulator (Fig. 2), the results obtained using the parametric GPR method are considerably closer to the exact solution (Fig. 2), the results obtained using the parametric GPR method are considerably closer to the exact solution, as expected, since as at $U = 0$ the Hartree-Fock solution, which is imbued exactly within our variational landscape, is exact.

Additional numerical experiments are provided in the Appendix, confirming that our error-mitigation method is effective also for different values of the parameter $\lambda$, as well as using different quantum devices.

VI. APPLICATION AS A RISB IMPURITY SOLVER

A very promising route for achieving near-term quantum advantage is to use QE theoretical frameworks [7,8], treating with a VQE only the most active fraction of degrees of freedom, while treating the other modes at the mean-field level [9,11], on classical devices.

Well-known examples of QE schemes are dynamical mean field theory (DMFT) [11,12], the multi-orbital Gutzwiller approximation (GA) [13,46], the recently-developed ghost Gutzwiller approximation (g-GA) [47], the rotationally invariant slave boson theory (RISB) [29,31] and density matrix embedding theory [48].

Here we focus on a QE method called rotationally invariant slave boson theory (RISB) [29,31], which is equivalent to the Gutzwiller approximation [47,48] at the mean-field level. As shown in Ref. [46], the algorithmic structure of this framework consists in solving self-consistency equations involving the ground-state calculation of relatively-small auxiliary systems called “embedding Hamiltonians” (EH) —which is a task where a quantum computer with tens of qubits could potentially surpass the classical algorithms currently available [11,12]. In particular, this opens the possibility of implementing quantum-classical hybrid approaches, exploiting VQEs for solving the EH [11] and classical computers for solving the quantum-embedding self-consistency equations.

A. GA theory of the single-band Hubbard model

Here we utilize the general formulation of the GA derived in Refs. [31,40]. For completeness, here we summarize the GA equations for the special case of the periodic single-band Hubbard model, that we will consider in Sec. VI C for our benchmark calculations:

$$H = \sum_{i,j=1}^{N} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \sum_{i} \left( \frac{U}{2}(\hat{n}_i - 1)^2 - \mu \hat{n}_i \right) ,$$

(41)

where $\hat{n}_i = c_{i\sigma}^\dagger c_{i\sigma}$, $\hat{n}_i = \hat{n}_{\uparrow} + \hat{n}_{\downarrow}$, $\mu$ is the chemical potential and $N$ is the total number of lattice sites. Furthermore, we will focus exclusively on the “normal phase,” i.e., we will assume that no symmetry is spontaneously broken. The GA solution of Eq. (41) is obtained by calculating the saddle point of the following Lagrange function [31,46]:

$$L_n(R, \lambda, D, \lambda^*, \mu) = 2 \int d\rho(\epsilon)(R^2 \epsilon + \lambda - \mu) + 2n\epsilon n + \langle \Phi(D, \lambda^*, U) | \hat{H}_{emb}(D, \lambda^*, U) | \Phi(D, \lambda^*, U) \rangle + 2(\lambda + \lambda^*)n + 4D \mathbb{R}[n(1-n)]^2,$$

(42)

where:

$$\rho(\epsilon) = N^{-1} \sum_{k=1}^{2n} \delta(\epsilon - \epsilon_k),$$

(43)

$\epsilon_k$ are the eigenvalues of $\hat{t}$, $2n$ is the total number of electrons per site, $\hat{H}_{emb}$ is the EH defined in Eq. (45) and $| \Phi(D, \lambda^*, U) \rangle$ is the corresponding ground state, within the subspace generated by states with 2 electrons (i.e., half of the maximum possible occupation within the EH space).

Below we use the half-bandwidth of $\rho(\epsilon)$ as energy unit and assume a semicircular density of states (corresponding to a Bethe lattice with infinite coordination number):

$$\rho(\epsilon) = \frac{2}{\pi} \sqrt{1 - \epsilon^2}.$$

(44)

The physical observables can be expressed in terms of the saddle-point GA variational parameters. In particular, at the saddle point, $L_n$ reduces to the system’s ground-state total energy per site, while the parameters $R, \lambda$ determine the GA approximation to the self-energy:

$$\Sigma(\omega) = -\omega \frac{1 - Z}{Z} + \frac{\lambda}{Z},$$

(45)

and $Z = R^2$ is the so-called quasi-particle weight.
Figure 3. Self-consistent GA benchmark calculations of the for the single-band Hubbard model: quasi-particle weight (left panels) and the double occupancy (right panels). The solution obtained using exact diagonalization as impurity solver is compared with the Qiskit QASM simulator with noise model and coupling map extracted from the IBM machine ibmq_bogota, using 2 different methods: the 1D optimizer (bottom panels) and our parametric-GPR optimizer (top panels).

B. Algorithmic structure

The saddle-point equations for Eq. \ref{eq:42} are the following:

\begin{align*}
\int d\epsilon \rho(\epsilon) f(\epsilon + \lambda - \mu) &= n \quad \text{(46)} \\
\mathcal{D}[n(1-n)]^{\frac{1}{2}} &= \mathcal{R} \int d\epsilon \rho(\epsilon) \epsilon f(\epsilon + \lambda - \mu) \quad \text{(47)} \\
2\mathcal{D}\mathcal{R}[n(1-n)]^{\frac{1}{2}} \left( \frac{1}{2} - n \right) + \lambda + \lambda^c &= 0 \quad \text{(48)} \\
\mathcal{F}^{(1)} &= f_1(\mathcal{D}, \lambda^c, U) - \mathcal{R}[n(1-n)]^{\frac{1}{2}} = 0 \quad \text{(49)} \\
\mathcal{F}^{(2)} &= f_2(\mathcal{D}, \lambda^c, U) - n = 0 \quad \text{(50)}
\end{align*}

where:

\begin{align*}
f_1 &= \langle \Phi(\mathcal{D}, \lambda^c, U) | \frac{1}{2} \sum \sigma c_{\sigma}^d c_{\sigma} | \Phi(\mathcal{D}, \lambda^c, U) \rangle \quad \text{(51)} \\
f_2 &= \langle \Phi(\mathcal{D}, \lambda^c, U) | \frac{1}{2} \sum \sigma d_{\sigma}^d d_{\sigma} | \Phi(\mathcal{D}, \lambda^c, U) \rangle \quad \text{(52)}
\end{align*}

Using Eqs. \ref{eq:46}--\ref{eq:48} one can readily compute \( \mathcal{D} \) and \( \lambda^c \) as a function of \( \mathcal{R} \) and \( \lambda \). Therefore, the saddle-point equations can be tackled by solving Eqs. \ref{eq:49}--\ref{eq:50}, which is ultimately a root problem for \( \mathcal{F} = (\mathcal{F}^{(1)}, \mathcal{F}^{(2)}) \), as a function of \( X = (\mathcal{R}, \lambda) \).

In summary, the GA algorithmic structure consists in calculating recursively the ground state of the EH and evaluating the corresponding components of the so-called single-particle density matrix, i.e., Eqs. \ref{eq:51} and \ref{eq:52}. 
Below we present numerical simulations of the Hubbard model performed using QPU simulators for this task.

C. Numerical tests of VQE as EH solver

In this subsection we benchmark our method as an impurity solver, for performing GA calculations of the single-orbital Hubbard model, within the algorithmic structure outlined above (Sec. VI A). For this purpose, due to limited QPU resources, we use only the Qiskit QASM simulator, with noise model and coupling map extracted from the IBM machine ibmq_bogota. Based on the QPU calculations performed in Sec. VI D we expect that using real machines would yield similar results.

In Fig. 3 we calculate the quasi-particle weight $Z$ and the double occupancy $\langle n_{i\uparrow} n_{i\downarrow} \rangle$, comparing our parametric GPR with the sequential 1-dimensional optimizer. The COBYLA optimizer could not be used, as the numerical stability of this approach proved to be insufficient for achieving numerical convergence of the GA self-consistency conditions.

Our results confirm that the parametric GPR method mitigates substantially the noise. Consistent with the benchmark calculations of Figs. 1 and 2, the improvement in accuracy is systematic, and it is particularly evident for small values of $U$. As pointed out in Sec. VI D this is thanks to the fact that the $U = 0$ the Hartree-Fock solution is imbeded exactly within the GPR framework, and our prior information concerning the parametric form of the variational landscape correlates with each other the GPR evaluations at different variational parameters.

Alternative ways of exploiting our error-mitigation method within QE frameworks, such as generating training data within the machine-learning approach recently proposed in Ref. [49], will be tested in future work.

VII. CONCLUSIONS

We derived a method (rooted on probabilistic machine learning) for mitigating the error in variational quantum eigensolvers, which we call “parametric GPR”. Rather than mitigating the error of the VQE measurements for each individual variational state, as in the methods mentioned in the introduction, our approach is based on the idea of exploiting the underlying correlations between the VQEs outputs for different variational parameters. We performed benchmark calculations both on real IBM devices and using noise-model simulators, showing that our method mitigates substantially the noise. In particular, we performed GA calculations of the single-band Hubbard model, using a variational quantum eigensolver as “impurity solver”. We found that our methodology allows us to solve the GA self-consistency conditions more effectively than other approaches, providing more reliable results. Our method will be applicable to all QE framework with an algorithmic structure similar to the GA, such as the recently-developed “ghost Gutzwiller approximation” and density matrix embedding theory. Our approach may contribute to speed up the advent of quantum advantage for simulations of large molecules and periodic materials, capitalizing more effectively on the potential of QPU already in the near future. In particular, we believe that our method will prove useful for unlocking access to cluster calculations with very large impurities, allowing us to describe dynamical-correlation effects beyond the reach of classical impurity solvers. Particularly relevant here is that, interestingly, there has been significant recent efforts into developing quantum GPR algorithms. This further supports that probabilistic machine learning and QPUs together in the near-term may allow quantum computations to enter previously uncharted territory, paving the way to simulations of large molecules and materials with near-term quantum devices.
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Appendix: Additional benchmark calculations of the EH for different values of $\lambda^c$

Figure 4. Benchmark calculations of the EH performed on the IBM 5 qubit QPU *ibmq_quito*. Total energy $\mathcal{E}$, impurity double-occupancy $\langle \hat{n}_c^\uparrow \hat{n}_c^\downarrow \rangle$ and components of the single-particle density matrix $\sum_\sigma \langle c_\sigma^\dagger d_\sigma \rangle$, $\sum_\sigma \langle d_\sigma^\dagger d_\sigma \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.
Figure 5. Benchmark calculations of the EH performed with the Qiskit QASM simulator with noise model and coupling map extracted from the IBM machine `ibmq_quito`. Total energy $E$, impurity double-occupancy $\langle \hat{n}_{c\uparrow}\hat{n}_{c\downarrow} \rangle$ and components of the single-particle density matrix $\sum_\sigma \langle c^\dagger_\sigma d_\sigma \rangle$, $\sum_\sigma \langle d^\dagger_\sigma d_\sigma \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.
Figure 6. Benchmark calculations of the EH performed on the IBM 5 qubit QPU *ibmq_bogota*. Total energy $E$, impurity double-occupancy $\langle \hat{n}_{c\uparrow}\hat{n}_{c\downarrow} \rangle$ and components of the single-particle density matrix $\sum_{\sigma} \langle c_{\sigma}\dagger c_{\sigma} d_{\sigma} \rangle$, $\sum_{\sigma} \langle d_{\sigma}\dagger d_{\sigma} \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.
Figure 7. Benchmark calculations of the EH performed with the Qiskit QASM simulator with noise model and coupling map extracted from the IBM machine *ibmq_bogota*. Total energy $E$, impurity double-occupancy $\langle \hat{n}_{c\uparrow} \hat{n}_{c\downarrow} \rangle$ and components of the single-particle density matrix $\sum_{\sigma} \langle c_{\sigma}^\dagger c_{\sigma} \rangle$, $\sum_{\sigma} \langle d_{\sigma}^\dagger d_{\sigma} \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.
Figure 8. Benchmark calculations of the EH performed on the IBM 5 qubit QPU ibmq_lima. Total energy $\mathcal{E}$, impurity double-occupancy $\langle \hat{n}_{c_{\uparrow}}\hat{n}_{c_{\downarrow}} \rangle$ and components of the single-particle density matrix $\sum_{\sigma} \langle c_{\sigma}^\dagger d_{\sigma} \rangle$, $\sum_{\sigma} \langle d_{\sigma}^\dagger d_{\sigma} \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.
Figure 9. Benchmark calculations of the EH performed with the Qiskit QASM simulator with noise model and coupling map extracted from the IBM machine *ibmq_lima*. Total energy $\mathcal{E}$, impurity double-occupancy $\langle \hat{n}_{c\uparrow}\hat{n}_{c\downarrow}\rangle$ and components of the single-particle density matrix $\sum_{\sigma} \langle \hat{c}^{\dagger}_{\sigma}\hat{d}_{\sigma}\rangle$, $\sum_{\sigma} \langle \hat{d}^{\dagger}_{\sigma}\hat{d}_{\sigma}\rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.
Figure 10. Benchmark calculations of the EH performed on the IBM 5 qubit QPU `ibmq_belem`. Total energy $\mathcal{E}$, impurity double-occupancy $\langle \hat{n}_{c\uparrow} \hat{n}_{c\downarrow} \rangle$ and components of the single-particle density matrix $\sum_\sigma \langle c_{\sigma}^\dagger d_{\sigma} \rangle$, $\sum_\sigma \langle d_{\sigma}^\dagger d_{\sigma} \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.
Figure 11. Benchmark calculations of the EH performed with the Qiskit QASM simulator with noise model and coupling map extracted from the IBM machine *ibmq_belem*. Total energy $E$, impurity double-occupancy $\langle \hat{n}_c \hat{n}_c \rangle$ and components of the single-particle density matrix $\sum_\sigma \langle c^\dagger_\sigma d_\sigma \rangle, \sum_\sigma \langle d^\dagger_\sigma d_\sigma \rangle$. The exact values are compared with the VQE outputs produced using 3 different methods: (i) the COBYLA optimizer, (ii) the 1D optimizer and (iii) our parametric-GPR optimizer.