 Explicit, time-reversible and symplectic integrator for Hamiltonians in isotropic uniformly curved geometries
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The kinetic term of the $N$-body Hamiltonian system defined on the surface of the sphere is non-separable. As a result, standard explicit symplectic integrators are inapplicable. We exploit an underlying hierarchy in the structure of the kinetic term to construct an explicit time-reversible symplectic scheme of second order. We use iterative applications of the method to construct a fourth order scheme and demonstrate its efficiency.

INTRODUCTION

Most Hamiltonian systems cannot be solved analytically and their long time dynamics are thus commonly studied using numerical schemes that approximate the solutions of Hamilton’s equations. Symplectic methods conserve the symplectic structure of the evolution equations and are therefore considered particularly suited and stable for numerically integrating autonomous Hamiltonian systems [1–4]. Simulating the long time dynamics of such systems requires not only stability and accuracy, but also efficiency, thus favoring explicit symplectic methods.

Explicit symplectic methods are abundant for separable Hamiltonians where the kinetic term depends solely on the momenta and the potential term depends solely on the position coordinates. Such kinetic terms are typical for Hamiltonians defined on isotropic and uniform curved geometries (see SM). While the lack of full separability prevents the naive implementation of standard splitting techniques, e.g. [5], the hierarchical structure of the kinetic terms guides the design of a numerical scheme with the desired features along similar lines. To see this, let us start by examining Hamilton’s equations:

$$\frac{d\mathbf{z}(t)}{dt} = \{\mathbf{z}, H(\mathbf{z})\} = \dot{D}_H \mathbf{z},$$

where the curly braces represent the Poisson bracket, given by

$$\{\mathbf{z}, H(\mathbf{z})\} = \sum_{i=1}^{2} \left[ \frac{\partial \mathbf{z}}{\partial q_i} \frac{\partial H(\mathbf{z})}{\partial p_i} - \frac{\partial \mathbf{z}}{\partial p_i} \frac{\partial H(\mathbf{z})}{\partial q_i} \right].$$

In eq. (2), the differential operator $\dot{D}_H$ is defined as $\dot{D}_H f = \{f, H(\mathbf{z})\}$, with $f$ an arbitrary function. Rewriting Hamilton’s equations in operator form allows the introduction of a formal solution to the equations of motion [5–15], namely

$$\mathbf{z}(\tau) = e^{\tau \dot{D}_H} \mathbf{z}(0).$$

From a computational stand point, the solution in eq. (4) is often impractical. Its implementation requires knowing the form of the flow map $e^{\tau \dot{D}_H}$, and therefore, requires knowing exactly how to solve the equations of motion. It, nevertheless, motivates the use of Yoshida’s method [5] in the construction of an approximate scheme for the flow map $e^{\tau \dot{D}_H}$. Recall that $H$ is given by the sum of three terms. As a consequence, the operator $\dot{D}_H$ also allows for a similar splitting, $\dot{D}_H = \dot{D}_{H_1} + \dot{D}_{H_2} + \dot{D}_{H_3}$ resulting in $e^{\tau \dot{D}_H} = e^{\tau (\dot{D}_{H_1} + \dot{D}_{H_2} + \dot{D}_{H_3})}$. We can thus aim at approximating the exact flow map $e^{\tau \dot{D}_H}$ as the successive concatenation of the individual flow maps $e^{\tau \Lambda_i \dot{D}_{H_i}}$.

CONSTRUCTING AN EXPLICIT SYMPLECTIC AND TIME-REVERSIBLE METHOD

The goal of the present section is to construct an explicit, symplectic, and time-reversible scheme that approximates the exact flow map of a Hamiltonian with the following structure:

$$H(\mathbf{z}) = H_1(p_0) + H_2(\theta, p_\varphi) + H_3(\theta, \varphi),$$

with $\mathbf{z} = (q, p)^T = (\theta, \varphi, p_\theta, p_\varphi)^T$. The Hamiltonian $H(\mathbf{z})$ admits the splitting into the sum of several terms, but it is nonetheless non-separable. The non-separability arises due to the kinetic term $H_2(\theta, p_\varphi)$, which prevents the complete splitting between terms that only depend on the position coordinates, and those that solely depend on the momentum coordinates. Such kinetic terms are typical for Hamiltonians defined on isotropic and uniform curved geometries (see SM). While the lack of full separability prevents the naive implementation of standard splitting techniques, e.g. [5], the hierarchical structure of the kinetic terms guides the design of a numerical scheme with the desired features along similar lines. To see this, let us start by examining Hamilton’s equations:

$$\frac{d\mathbf{z}(t)}{dt} = \{\mathbf{z}, H(\mathbf{z})\} = \dot{D}_H \mathbf{z},$$

where the curly braces represent the Poisson bracket, given by

$$\{\mathbf{z}, H(\mathbf{z})\} = \sum_{i=1}^{2} \left[ \frac{\partial \mathbf{z}}{\partial q_i} \frac{\partial H(\mathbf{z})}{\partial p_i} - \frac{\partial \mathbf{z}}{\partial p_i} \frac{\partial H(\mathbf{z})}{\partial q_i} \right].$$

In eq. (2), the differential operator $\dot{D}_H$ is defined as $\dot{D}_H f = \{f, H(\mathbf{z})\}$, with $f$ an arbitrary function. Rewriting Hamilton’s equations in operator form allows the introduction of a formal solution to the equations of motion [5–15], namely

$$\mathbf{z}(\tau) = e^{\tau \dot{D}_H} \mathbf{z}(0).$$

From a computational stand point, the solution in eq. (4) is often impractical. Its implementation requires knowing the form of the flow map $e^{\tau \dot{D}_H}$, and therefore, requires knowing exactly how to solve the equations of motion. It, nevertheless, motivates the use of Yoshida’s method [5] in the construction of an approximate scheme for the flow map $e^{\tau \dot{D}_H}$. Recall that $H$ is given by the sum of three terms. As a consequence, the operator $\dot{D}_H$ also allows for a similar splitting, $\dot{D}_H = \dot{D}_{H_1} + \dot{D}_{H_2} + \dot{D}_{H_3}$ resulting in $e^{\tau \dot{D}_H} = e^{\tau (\dot{D}_{H_1} + \dot{D}_{H_2} + \dot{D}_{H_3})}$. We can thus aim at approximating the exact flow map $e^{\tau \dot{D}_H}$ as the successive concatenation of the individual flow maps $e^{\tau \Lambda_i \dot{D}_{H_i}}$. 


with the number of concatenations \( k \) and the value of the set of coefficients \( \lambda_j = \{c_j, d_j, f_j\} \) determining the order of the integrator, \( n \):

\[
e^{\tau(\hat{D}_H_1 + \hat{D}_H_2 + \hat{D}_H_3)} = \prod_{j=1}^{k} e^{c_j \hat{D}_H_1 + d_j \hat{D}_H_2 + \tau f_j \hat{D}_H_3} + \mathcal{O}(\tau^{n+1}).
\]

Whenever the individual Hamiltonian terms \( H_i \) are integrable, each flow map \( e^{\tau \hat{D}_H_i} \) is known exactly, and the method above can automatically be interpreted as the composition of symplectic maps, giving rise to a final method that is also symplectic \([7, 14]\). In what follows, we show how to use Yoshida’s framework to build explicit, symplectic and time-reversible methods of second and forth order.

A second order method is constructed from eq. (6) by setting \( k = 3, c_1 = d_1 = d_2 = c_3 = \frac{1}{2}, f_1 = 1 \) and \( c_2 = f_2 = d_3 = f_3 = 0 \),

\[
e^{\tau(\hat{D}_H_1 + \hat{D}_H_2 + \hat{D}_H_3)} = e^{\tilde{\tilde{X}} \hat{D}_H_1} e^{\tilde{\tilde{Y}} \hat{D}_H_2} e^{\tilde{\tilde{T}} \hat{D}_H_3} + \mathcal{O}(\tau^3).
\]

To better understand the origins of eq. (6), we label \( \tilde{X} = \frac{1}{2} \hat{D}_H_2, \tilde{Y} = \frac{1}{2} \hat{D}_H_3, \) and \( \tilde{T} = \tau \hat{D}_H_3 \), which allows the right hand side of eq. (5) to be expressed as the product \( e^{\tilde{Y}} e^{\tilde{X}} e^{\tilde{T}} \). This product can be further simplified to \( e^{\tilde{Z}} e^{\tilde{T}} \), by setting \( e^{\tilde{Z}} = e^{\tilde{Y}} e^{\tilde{X}} \) and \( e^{\tilde{T}} = e^{\tilde{U}} e^{\tilde{Z}} = e^{\tilde{U}} e^{\tilde{X}} e^{\tilde{Y}} \). We are then left with solving the equation \( e^{\tilde{Z}} e^{\tilde{T}} = e^{\tilde{W}} \), which immediately suggests the use of the Baker-Campbell-Hausdorff (BCH) formula to obtain a solution for \( \tilde{W} \). Given that the operators \( \tilde{X}, \tilde{Y} \) and \( \tilde{T} \) are proportional to \( \tau \), we only need to take the terms in the BCH formula that involve at most the product of two operators. Therefore, up to the desired accuracy, we get the following solution for \( \tilde{W} \):

\[
\tilde{W} = \tilde{Z} + \tilde{T} + \frac{1}{2} [\tilde{Z}, \tilde{T}] + \mathcal{O}(\tau^3)
\]

\[
= 2\tilde{X} + 2\tilde{Y} + \tilde{T} + \mathcal{O}(\tau^3).
\]

All the commutators arising from the term \([\tilde{Z}, \tilde{T}]\) cancel each other exactly, and the next contributions stemming from the BCH formula are already of the order \( \tau^3 \). We, thus, arrive at eq. (6). For this result to be useful, nonetheless, we need to be able to write down the individual flow maps \( e^{\tau \hat{D}_H_i} \). We consider these to be given by the elementary one-step Euler method \([7]\):

\[
e^{\tau\hat{D}_H_i} z^{(j)} = z^{(j+1)} = z^{(j)} + \tau \hat{D}_H_i z^{(j)},
\]

with the action of the operator \( \hat{D}_H_i \) as given in eq. (5). By acting successively with the individual flow maps \( e^{\tau \hat{D}_H_i} \) on \( z^{(j)} \), as described in eq. (6), we obtain the following integrator:

\[
\begin{align*}
\theta^{(j+\frac{1}{2})} &= \theta^{(j)} + \frac{\tau}{2} \frac{\partial H_1}{\partial p_\theta} (\phi^{(j)}) \\
\varphi^{(j+\frac{1}{2})} &= \varphi^{(j)} + \frac{\tau}{2} \frac{\partial H_2}{\partial \varphi} (\theta^{(j+\frac{1}{2})}, \varphi^{(j+\frac{1}{2})}) \\
p_\varphi^{(j+1)} &= p_\varphi^{(j)} - \tau \frac{\partial H_3}{\partial \varphi} (\theta^{(j+\frac{1}{2})}, \varphi^{(j+\frac{1}{2})}) + \frac{1}{2} \frac{\partial^2 H_2}{\partial \theta \partial \varphi} (\theta^{(j+\frac{1}{2})}, \varphi^{(j+\frac{1}{2})}) \\
p_\theta^{(j+1)} &= p_\theta^{(j)} - \tau \frac{\partial H_3}{\partial \theta} (\theta^{(j+\frac{1}{2})}, \varphi^{(j+\frac{1}{2})}) + \frac{1}{2} \frac{\partial^2 H_2}{\partial \varphi \partial \theta} (\theta^{(j+\frac{1}{2})}, \varphi^{(j+\frac{1}{2})}) \end{align*}
\]

It then follows that the proposed numerical integrator, when executed in the order of instructions listed in eq. (6), is entirely composed from explicit steps. This greatly simplifies its numerical implementation.

We may write the integrator in eq. (6) in a more compact form, namely as the set of instructions

\[
\begin{align*}
z^{(j+\frac{1}{2})} &= z^{(j)} + \frac{\tau}{2} J \nabla z H (\alpha^{(j+\frac{1}{2})}, \beta^{(j)}) \\
z^{(j+1)} &= z^{(n+\frac{1}{2})} + \frac{\tau}{2} J \nabla z H (\alpha^{(j+\frac{1}{2})}, \beta^{(j+1)})
\end{align*}
\]

where \( J \) is the canonical structure matrix, given by \( J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), with \( 0 \) representing a \( 2 \times 2 \) matrix filled with zeros, and \( 1 \) the \( 2 \times 2 \) identity matrix. Although the more compact notation used in eq. (10) hides the fact that integrator can be made explicit, it allows us to deduce the symplectic and time-reversible properties of the method. Written in the compact notation of eq. (10), the method proposed in eq. (6) can be identified with the generalised Störmer-Verlet/leapfrog method, which is known to be a second order symplectic and time-reversible method \([7, 8, 10]\). Concatenating three such steps with appropriately chosen time differences, namely

\[
\hat{\tau}_1 = \frac{\tau}{2 - 2^{1/3}}, \quad \hat{\tau}_2 = -\frac{21/3}{2 - 2^{1/3}}, \quad \hat{\tau}_3 = \frac{\tau}{2 - 2^{1/3}},
\]

results in a fourth order integration scheme advancing the system by the time step \( \tau \) \([5]\).
FIG. 1: Comparison of the numerical integration schemes: Simulating the time evolution of the Hamiltonian in equation 11 for special symmetrical initial conditions. The exact solution, given in the SM, displays a closed trajectory whose projection onto the XY plane yields a 6-petaled shape. The schemes compared are: A commercially available explicit Runge-Kutta (4,5) [17, 18] (first column), an implicit symplectic midpoint second order scheme (second column) [19], and the 2\textsuperscript{nd} and 4\textsuperscript{th} order symplectic explicit spherical integrator (SESI) introduced in this work (third and fourth columns, respectively). (a),(b),(c),(d) - Depict the projection of the trajectory of one of the masses on the XY plane. The results of the numerical integrators shown in (green and blue) dots overlaid by the exact solution, plotted in a continuous (black) line. The shading (color) of the dots vary with time from dark (green) to light (blue). (e),(f),(g),(h) - Display energy deviation, where $\Delta E \equiv E - E_0$. (i),(j),(j),(k) - Present the numerical angular momentum drift on $x,y,z$ axes, in blue, red, and yellow respectively.

**COMPARISON OF NUMERICAL CODE**

To benchmark our integrator, we simulate the following Hamiltonian

$$
H = \sum_i \frac{1}{2m} \left( \dot{p}_{i,\theta}^2 + \left( \frac{p_{i,\phi}}{\sin (\theta_i)} \right)^2 \right) - \sum_{i,j} \sqrt{1 - \left( \frac{2 \sin \left( \frac{L_{ij}}{\sqrt{3}} \right)}{\sqrt{3}} \right)^2} \cdot \cos (\theta_0) \cdot \frac{2 \sin \left( \frac{L_{ij}}{2 \sqrt{3}} \right)}{\sqrt{3}},
$$

which allows an explicit solution (See SM for details). By fine tuning the initial conditions we obtain a closed trajectory in real space, which enables an easier visualization of the deviations from the exact solution in long time trajectories. Figure 1 shows the comparison of the Symplectic Explicit Spherical Integrator (SESI) derived here for both second order and fourth order schemes, with the implicit midpoint symplectic second order scheme [19] (see SM for details), as well as with a commercially available explicit Runge-Kutta (RK) method based on the Dormand-Prince (4,5) pair [17, 18]. We observe that both the 2\textsuperscript{nd} and the 4\textsuperscript{th} order SESI schemes demonstrate a bounded error in energy, while the non symplectic RK(4,5) displays an unbounded error in energy that grows with time. The error in angular momentum is unbounded, yet better in the symplectic integrators than the RK(4,5). Moreover, we observe that the 4\textsuperscript{th} order symplectic integrator conserves the closed shape of the solution better than the other solvers, for the given time window. The run time of the implicit symplectic solver was two orders of magnitude longer than the comparable 2\textsuperscript{nd} order SESI.

**DISCUSSION**

Efficient and reliable long time numerical integration of Hamiltonian systems favor explicit symplectic schemes. The kinetic term in many-body Hamiltonians in uniformly curved space is non-separable, precluding the usage of existing explicit symplectic methods. We exploit
the geometric hierarchy in the structure of the kinetic term on the surface of the sphere, to produce an explicit symplectic scheme. We note that while the resulting integrator is symplectic and energy deviations remain bounded, other conserved quantities arising from the symmetry of the metric, such as the angular momentum, are not identically conserved.

These results may be generalized to higher dimensions as well as additional Hamiltonians with a certain structure. The metrics of all uniformly curved spaces of N-dimensions share a similar hierarchy to the one we exploited above; namely that the kinetic term for each of the masses can be written as the sum of N terms $K_i$, where each $K_i$ depends on $p_i$ and on the preceding coordinates $q_1, q_2, \ldots, q_{i-1}$:

$$K = \sum_{i=1}^{N} K_i(q_1, q_2, \ldots, q_{i-1}, p_i).$$

Whenever the non-separable kinetic term displays this form, we can utilize a similar maneuver to the one employed in this work to produce an explicit symplectic scheme as expressed in equation (10): Advancing the $i^{th}$ coordinate, $q_i$, from time $t$ to time $t + \tau/2$ is performed using the knowledge of $q_{<i}$ at time $t + \tau/2$, and of $p_i$ at time $t$. Due to the hierarchical structure described above, this could be carried out explicitly. Advancing the corresponding momenta to time $t + \tau/2$ can then be carried out explicitly as they too depend only on the momenta at time $t$ and on the already calculated coordinates at time $t + \tau/2$. To obtain time-reversibility we next perform the mirrored version of the above step: We note that the hierarchy above implies that $\partial H/\partial q_i$ may only depend on momenta terms $p_k$ such that $i < k$. Thus, starting with the momenta of largest index, we may successively advance the momenta from time $t + \tau/2$ to time $t + \tau$ using the knowledge of the coordinates at time $t + \tau/2$ and the already calculated momenta at time $t + \tau$. We conclude by advancing the coordinates from time $t + \tau/2$ to time $t + \tau$ by using the coordinates at time $t + \tau/2$ and the already calculated momenta at time $t + \tau$. We thus obtain an explicit, time-reversible, symplectic, integration-scheme. The resulting second order scheme may be improved to yield higher even orders using standard procedures [5].
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Supplementary Material:
Explicit, time-reversible and symplectic integrator for Hamiltonians in isotropic uniformly curved geometries

ORDER OF THE INTEGRATOR

For the purpose of verifying the order of the integration scheme we run the simulation to a fixed final time \( t = 10 \) using different time steps \( \Delta t \), and examine the difference between the value of the final position \( x(t = 10) \) for the different time steps. Figure 2 shows the difference in the final position \( x(t = 10) \) between two runs with nearby time steps, as a function of the time step magnitude indicating that the SESI 2 and SESI 4 schemes are indeed second and fourth order respectively.

\[ \Delta \]

**FIG. 2:** Numerical schemes convergence rate. \( \bar{x}_\Delta \equiv (\theta(t = 10), \phi(t = 10), p_\theta(t = 10), p_\phi(t = 10)) \) calculated using a time step of \( \Delta \). Filled dots correspond to SESI 2; hollow diamonds correspond to SESI 4.

FINDING AN EXPLICIT SOLUTION

To benchmark our numerical schemes’ accuracy we seek to find a potential that will allow an explicit analytic solution. We seek this solution as a highly symmetric quasi-one-dimensional solution for a specially designed interaction.

We start by considering the three mass system on the sphere. Each of the masses position is given by

\[ r_i = (\sin(\theta_i) \cos(\phi_i), \sin(\theta_i) \sin(\phi_i), \cos(\theta_i)) \]

We assume the sought solution is associated with the three fold symmetry for the problem, i.e.

\[ \theta_i = \theta, \quad \phi_1 = \phi, \quad \phi_2 = \phi + 2\pi/3, \quad \phi_3 = \phi + 4\pi/3. \]

The geodesic (or any other) distance between every two particles becomes in this highly symmetric case only a function of \( \theta \). The real space distance simply measures \( \sqrt{3} \sin(\theta) \). The kinetic terms are proportional to \( \dot{\theta}^2 + \sin(\theta)^2 \dot{\phi}^2 \). The Lagrangian of the system thus reduces (after dividing by the constant \( 3m/2R^2 \)):

\[ L = \dot{\theta}^2 + \sin(\theta)^2 \dot{\phi}^2 - V(\theta). \]

The conserved angular momentum of the system is given by

\[ L = \sin(\theta)^2 \dot{\phi}. \]

The Euler Lagrange equation thus yields

\[ 2\sin(\theta)^{-2} \cot(\theta) L^2 - V'(\theta) - 2\ddot{\theta} = 0, \]
which could be multiplied by $\dot{\theta}$ and explicitly integrated to give
\[ V(\theta) + L^2 \cot(\theta)^2 + \dot{\theta}^2 = c_1. \]
We may now identify the system’s conserved energy and rewrite the equation as
\[ V(\theta) + L^2(\sin(\theta)^{-2} - 1) + \dot{\theta}^2 = c_1 = E_0 - L^2. \]
Setting $\psi = \cos(\theta)$ we have
\[ \dot{\psi}^2 = E_0 - L^2 - E_0 \psi^2 - U(\psi) \]
where $U(\psi) = U(\cos(\theta)) = V(\theta) \sin(\theta)^2$. We are thus required to integrate
\[ \int \frac{d\psi}{\sqrt{E_0 - L^2 - E_0 \psi^2 - U(\psi)}} = t. \]
What remains is to choose $V(\theta)$ and the corresponding $U(\psi)$ to render the equations solvable. One very convenient choice for the interactions reads
\[ V(\theta) = (\cos(\theta) - \cos(\theta_0))^2 / \sin(\theta)^2. \]
While this potential diverges near the origin, it gives a nice parabolic behavior in the vicinity of $\theta_0$, which is where we make use of it. Moreover, this potential yields $U(\psi) = (\psi - \psi_0)^2$. It is now straightforward to explicitly calculate the full time evolution for $\psi$:
\[ \psi = \frac{\psi_0}{1 + E_0} + \sqrt{\frac{E_0 - L^2 - E_0 \psi_0^2}{1 + E_0}} \frac{\sin(\sqrt{1 + E_0})}{\sin(\sqrt{1 + E_0})}. \]
Writing the three dimensional distance between every two masses as $L^{3D} = \sqrt{3}R\sin(\theta)$ and its relation to the corresponding geodesic distance on the sphere through
\[ L^2 = 2R \arcsin(L^{3D}/2R), \]
yields the potential in the form (11).

**SIMULATION DETAILS**

We set $\theta_0 = \frac{\pi}{4}$. In order to get a closed shape trajectory in real space, we choose $p_\theta = \frac{1}{4}$ and $p_\phi = 0.1727174029854043$ such that $\int_0^{\frac{2\pi}{6}} \dot{\psi} dt = \frac{2\pi}{6}$. The integration time step is $\tau = 0.1$ and the total integration time is $t = 800 = 8000\tau$.

The implicit midpoint symplectic second order integration scheme is [19]
\[
\begin{align*}
    p_{n+\frac{1}{2}} &= p_n - \frac{\tau}{2} \frac{\partial H}{\partial q} \left( q_{n+\frac{1}{2}} , p_{n+\frac{1}{2}} \right) \\
    q_{n+\frac{1}{2}} &= q_n + \frac{\tau}{2} \frac{\partial H}{\partial p} \left( q_{n+\frac{1}{2}} , p_{n+\frac{1}{2}} \right) \\
    q_{n+1} &= q_{n+\frac{1}{2}} + \frac{\tau}{2} \frac{\partial H}{\partial p} \left( q_{n+\frac{1}{2}} , p_{n+\frac{1}{2}} \right) \\
    p_{n+1} &= p_{n+\frac{1}{2}} - \frac{\tau}{2} \frac{\partial H}{\partial q} \left( q_{n+\frac{1}{2}} , p_{n+\frac{1}{2}} \right)
\end{align*}
\] (12)