Quantum error mitigation is expected to play a crucial role in the practical applications of quantum machines for the foreseeable future. Thus it is important to put the numerous quantum error mitigation schemes proposed under a coherent framework that can highlight their underlying connections while providing guidance for their practical performance. In this article, we construct a general framework named linear quantum error mitigation that includes most of the state-of-the-art quantum error mitigation schemes. Within the framework, quantum error mitigation can be effectively viewed as extracting the error-mitigated state out of the noisy state, which introduces a new metric called extraction rate for indicating the cost-effectiveness of a given mitigation scheme. Using the framework, we have derived and compared the extraction rate, improvement in the fidelity and sampling overhead across various mitigation schemes under practical assumptions. The structure, insights and intuitions provided by the framework can serve as a basis for the further developments of new schemes.

I. INTRODUCTION

Noise in quantum computing devices has always been the key bottleneck for their practical implementation. Quantum error correction (QEC) [1] paves the way towards fault-tolerant computation, however the qubit overhead required for their full implementation might still be decades away. Quantum error mitigation (QEM) provides a near-term alternative, in which we will probe the effects of errors on our target circuit and use post-processing to mitigate their damages [2]. Quantum error mitigation has been successfully implemented in many experiments [3–7], and is expected to be a key component for practical quantum applications from the noisy intermediate-scale quantum (NISQ) era that we are entering now, all the way up to the moment right before we have full QEC fault-tolerance [8, 9] in which error is no longer a bottleneck.

Numerous QEM schemes have been proposed in recent years with examples like probabilistic error cancellation [10, 11], zero-noise extrapolation [10–13], subspace expansion [14], symmetry verification [15–17] and purification-based methods [18–21]. However, these methods are mostly studied in a separate manner and it is hard to understand and compare them in a single coherent framework.

More recently, there are attempts to combine some subsets of QEM techniques to better understand their connections [13, 22–24]. In particular, Ref. [25, 26] attempt to derive general performance bounds for QEM, which is useful for understanding the fundamental limitations of QEM schemes. However, such bounds can be hard to calculate in practice for realistic noise models, and they might not be tight in practical settings as shown in numerical simulations [26]. Hence, such bounds might be too opaque to provide physical intuitions and insights about the practical performance of QEM.

In this article, we are going to introduce a framework called linear quantum error mitigation which will encompass most of the state-of-the-art QEM methods. It will allow us to gain intuition about their underlying mechanism and give us the relevant metric to quantify their performance. In Sec. II, we are first going to introduce the general idea of QEM. Then we are going to introduce the framework of linear QEM in Sec. III. By making assumptions about the state and the noise that are relevant to most practical settings, we can analytically derive the performance of different QEM methods in Secs. V and VI and compare and combine them in Sec. VII. We will end with a conclusion in Sec. IX and discuss the possible future directions.

II. QUANTUM ERROR MITIGATION

We are given a circuit, called the primary circuit, whose noiseless output has the expectation value \( \text{Tr}(O\rho_0) \), where \( \rho_0 \) is the ideal noiseless state from the primary circuit and \( O \) is our observable of interests. In many practical applications, the ideal state \( \rho_0 \) is a pure state and we will assume this is the case throughout this article, though many of our arguments later are also applicable to a mixed ideal state. Suppose we can estimate the target value \( \text{Tr}(O\rho_0) \) using some estimator \( \hat{O} \), then the expected deviation of the estimator from the target value is given by its mean square error, which can be further decomposed into the bias and the variance of the estimator:

\[
\text{MSE}[\hat{O}] = E[(\hat{O} - \text{Tr}(O\rho_0))^2] = \text{Bias}[\hat{O}]^2 + \text{Var}[\hat{O}]
\]
then its mean square error is given by:
\[
\text{MSE} = E[\hat{O}^2] - E[\hat{O}]^2.
\]

In this article, when we say bias, we often refer to the absolute value of the bias. The meaning should be obvious from the context.

In practice, we will have a noisy primary circuit of the noise level \( \lambda \) (the exact definition is in Sec. IV) and the corresponding sample mean after \( N_{\text{cir}} \) circuit runs is denoted as \( \bar{O}_{\rho_0} \). If we naively use this noisy sample mean \( \bar{O}_{\rho_0} \) to estimate our target expectation value \( \text{Tr}(O_{\rho_0}) \), then its mean square error is given by:
\[
\text{MSE}(\bar{O}_{\rho_0}) = \left( \frac{\text{Tr}(O_{\rho_0}) - \text{Tr}(O_{\rho_0})}{N_{\text{cir}}} \right)^2 + \frac{\text{Tr}(O_{\rho_0}^2) - \text{Tr}(O_{\rho_0})^2}{N_{\text{cir}}}.
\]

The error contribution from the variance, which is called shot noise, can be reduced by increasing the number of circuit runs (shots). Still, the bias limits the eventual precision of our results, even with an infinite number of circuit runs.

With the same amount of circuit runs \( N_{\text{cir}} \) allowed, we hope to reduce the bias in the estimator by constructing an error-mitigated estimator \( \bar{O}_{\rho_0} \):
\[
\text{Bias}(\bar{O}_{\rho_0}) \leq \text{Bias}(\bar{O}_{\rho_0}).
\]

Unlike before in which we simply take the sample mean of the outcome of different circuit runs for \( \bar{O}_{\rho_0} \), now for \( \bar{O}_{\rho_0} \) we need to post-process the measurement outcome in a more complex way to extract and amplify the useful signal buried in the noise. Such amplifications will naturally increase the variance of the estimator:
\[
\text{Var}(\bar{O}_{\rho_0}) \geq \text{Var}(\bar{O}_{\rho_0}).
\]

We can define the effective ‘single-shot’ error-mitigated estimator \( \hat{O}_{\rho_0} \) whose mean with \( N_{\text{cir}} \) samples is simply \( \hat{O}_{\rho_0} \). Thus it will satisfy \( \text{Bias}(\hat{O}_{\rho_0}) = \text{Bias}(\bar{O}_{\rho_0}) \) and \( \text{Var}(\hat{O}_{\rho_0}) = N_{\text{cir}} \text{Var}(\bar{O}_{\rho_0}) \). Hence, it will have a smaller bias and larger variance compared to the single-shot estimator directly from the noisy primary circuit:
\[
\text{Bias}(\hat{O}_{\rho_0}) \leq \text{Bias}(\hat{O}_{\rho_0}), \quad \text{Var}(\hat{O}_{\rho_0}) \geq \text{Var}(\hat{O}_{\rho_0}).
\]

The sampling overhead of a given quantum error mitigation scheme is defined as:
\[
C_{\text{em}} = \frac{\text{Var}(\hat{O}_{\rho_0})}{N_{\text{cir}}} = \frac{\text{Var}(\hat{O}_{\rho_0})}{\text{Var}(\bar{O}_{\rho_0})}\]

which is simply the factor of increase in the number of circuit runs needed for the error-mitigated estimator to reach the same precision (shot noise level) as the unmitigated estimator.

The construction of an error-mitigated estimator can be largely decoupled into two parts:

- **Response measurement**: measures how the observable responds to the change of some given noise components in the circuit.
- **Noise calibration**: measures the strength of some given noise components in the circuit.

Combining both steps will tell us how the noise in our primary circuit would damage our observable and thus enable us to construct an estimator with these damages removed.

### III. Linear Quantum Error Mitigation

We will now introduce the framework of linear quantum error mitigation, which uses estimators that are linear in terms of the observable of interest \( O \). It includes most of the mainstream QEM methods as we will discuss later.

We can always write a linear estimator \( \hat{O}_{\rho_0} \) into the form
\[
\hat{O}_{\rho_0} = \text{Tr}(O_{\rho_0}^m)
\]

where \( \rho_0 \) is the estimator for some operator \( \rho_0 \). In most of the QEM methods, to ensure the normalisation of the estimator \( \hat{O}_{\rho_0} \), \( \rho_0 \) will have unit trace \( \text{Tr}(\rho_0) = 1 \) and is often (or very close to) a density operator. In these cases, QEM can be viewed as trying to extract an error-mitigated state \( \rho_0 \) from the original noisy state \( \rho_\lambda \).

A reduction in the bias of the error-mitigated estimator \( \hat{O}_{\rho_0} \) over the unmitigated estimator \( O_{\rho_0} \) can usually be indicated by an increase in the fidelity (against the ideal state \( \rho_0 \)) of the error-mitigated state \( \rho_0 \) over the unmitigated state \( \rho_\lambda \). In the special case that our observable is \( O = \rho_0 \), then the infidelities of \( \rho_\lambda \) and \( \rho_0 \) are exactly the biases of \( O_{\rho_0} \) and \( O_{\rho_\lambda} \). Using fidelity measure as an indicator for estimation bias has also been proven to be effective via numerical simulations in some QEM schemes [17–19]. Hence, here we will use the factor of fidelity boost going from the unmitigated state to the error-mitigated state as the indicator for the bias reduction achieved by the QEM method:
\[
B^{\text{em}} = \frac{\text{Tr}(\rho_0 \rho_0)}{\text{Tr}(\rho_0 \rho_\lambda)}.
\]

We will simply call \( B^{\text{em}} \) the fidelity boost.

To see how we extract \( \rho_0 \) out of \( \rho_\lambda \), we can write the unmitigated noisy state \( \rho_\lambda \) as a probabilistic mixture of the error-mitigated component \( \rho_0 \) and the erroneous component \( \rho_{\text{err}} \):
\[
\rho_\lambda = \rho_{\text{em}} \rho_0 + (1 - \rho_{\text{em}}) \rho_{\text{err}},
\]

where by definition we have \( \text{Tr}(\rho_{\text{err}}) = 1 \). Here \( \rho_{\text{em}} \) is chosen such that the erroneous component \( \rho_{\text{err}} = (\rho_\lambda - \rho_{\text{em}} \rho_0) / (1 - \rho_{\text{em}}) \) is orthogonal to the ideal state.
state: the error-mitigated components as the effective output \( \rho \) is similar to the unmitigated state \( i \) the circuits by modifying the primary circuit. The output of \( \text{Tr}(\rho_0 \rho_{\text{em}}) = 0 \). Here \( p_{\text{em}} \) being the amount of the error-mitigated state contained in our noisy state will represent the amount of useful signal that we can extract. Taking the fidelity against \( \rho_0 \) for both sides of Eq. (3) and compared to Eq. (2), we see that the fidelity boost is simply given by:

\[
B_{\text{em}} = p_{\text{em}}^{-1} = \frac{\text{Tr}(\rho_0 \rho_{\text{em}})}{\text{Tr}(\rho_0 \rho_\lambda)}.
\]

Our definitions ensure that \( B_{\text{em}} \geq 1 \) as long as \( 0 \leq p_{\text{em}} \leq 1 \).

As mentioned, a key step in QEM is response measurement. We can probe the response of the expectation value of the observable \( O \) towards different error components by constructing different response measurement circuits by modifying the primary circuit. The output of the \( i \)th response measurement circuit can be written as \( \text{Tr}(O \sigma_{\text{rsp},i}) \) where \( \sigma_{\text{rsp},i} \) is the effective output ‘state’ that is similar to the unmitigated state \( \rho_\lambda \) but with a modified erroneous component. Note that \( \sigma_{\text{rsp},i} \) is not necessarily a density operator, i.e. it may not be physical. The output ‘states’ of the full set of response measurement circuits (including the primary circuit) is denoted as \( \vec{\sigma}_{\text{rsp}} \). If we take a probabilistic mixture of these circuits according to some probability distribution \( \vec{p}_{\text{rsp}} \), then the effective output ‘state’ is simply \( \vec{p}_{\text{rsp}} \cdot \vec{\sigma}_{\text{rsp}} \). By choosing an appropriate distribution \( \vec{p}_{\text{rsp}} \), we can cancel out the erroneous components \( \rho_{\text{err}} \) in Eq. (3) and extract part of the error-mitigated components as the effective output state:

\[
q_{\text{em}} \rho_{\text{em}} = \vec{p}_{\text{rsp}} \cdot \vec{\sigma}_{\text{rsp}} \quad (5)
\]

where \( 0 \leq q_{\text{em}} \leq p_{\text{em}} \). The measurement outcome of this ensemble of response measurement circuits is denoted as \( \hat{O}_{\text{rsp}} \) and its expectation value is simply

\[
E[\hat{O}_{\text{rsp}}] = \text{Tr}(O \vec{p}_{\text{rsp}} \cdot \vec{\sigma}_{\text{rsp}}) = \text{Tr}(O q_{\text{em}} \rho_{\text{em}}) = q_{\text{em}} E[\hat{O}_{\text{em}}].
\]

Hence, the error-mitigated expectation value \( E[\hat{O}_{\text{em}}] \) can be obtained from the error-mitigated estimator:

\[
\hat{O}_{\text{em}} = q_{\text{em}}^{-1} \hat{O}_{\text{rsp}}.
\]

Correspondingly, we have:

\[
\text{Var}[\hat{O}_{\text{em}}] = q_{\text{em}}^{-2} \text{Var}[\hat{O}_{\text{rsp}}].
\]

We would expect \( \text{Var}[\hat{O}_{\text{em}}] \sim \text{Var}[\hat{O}_{\rho_\lambda}] \) since the ensemble of calibration circuits that output \( \hat{O}_{\text{rsp}} \) are variants of the primary circuit that output \( \hat{O}_{\rho_\lambda} \). Hence, we have:

\[
\text{Var}[\hat{O}_{\text{em}}] \sim q_{\text{em}}^{-2} \text{Var}[\hat{O}_{\rho_\lambda}],
\]

which corresponds to a sampling overhead of

\[
C_{\text{em}} = \frac{\text{Var}[\hat{O}_{\text{em}}]}{\text{Var}[\hat{O}_{\rho_\lambda}]} \sim q_{\text{em}}^{-2} \geq p_{\text{em}}^{-2} = B_{\text{em}}^2.
\]

Using the definition in Eq. (1). We can also derive a similar result using Hoeffding’s inequality as shown in Appendix A.

We can define the extraction rate

\[
r_{\text{em}} = \frac{q_{\text{em}}}{p_{\text{em}}} \sim \frac{B_{\text{em}}}{\sqrt{C_{\text{em}}}},
\]

which is the fraction of error-mitigated state \( \rho_{\text{em}} \), out of all that contained in the unmitigated state \( \rho_\lambda \), that has been successfully extracted via our QEM technique. It is also the fidelity boost we achieve per unit of the square root of the sampling overhead. Hence, the extraction rate can be used as an indicator of the ‘cost-effectiveness’ of the QEM method.

In summary, for linear QEM methods, once we know the expression for the error-mitigated state \( \rho_{\text{em}} \), we can obtain its fidelity boost \( (p_{\text{em}})^{-1} \) using Eq. (4) which serve as an indicator for the reduction in bias, and we can also obtain the lower bound on its sampling overhead \( (p_{\text{em}})^{-2} \) using Eq. (9). The exact sampling overhead \( (q_{\text{em}})^{-2} \) can be obtained by studying the exact procedure we use to extract the error-mitigated state \( \rho_{\text{em}} \), which is simply Eq. (5). The cost-effectiveness of the QEM method can be indicated using the extraction rate in Eq. (10).

Instead of obtaining the error-mitigated result through the method above, if we have some way to post-select our circuit runs such that the effective output of the circuit is \( \rho_{\text{em}} \), then the sampling overhead of such method is simply the inverse of the post-selection rate \( C_{\text{em}} = q_{\text{em}}^{-1} \), instead of \( q_{\text{em}}^{-2} \) as outlined above. This is the case for direct symmetry verification [15, 16].

We have not discussed how \( \vec{p}_{\text{rsp}} \) and \( q_{\text{em}} \) are obtained and the corresponding sampling overheads. This relies on the other key step in QEM, noise calibration, which will be discussed in detail in Sec. VIII. By combining the results from noise calibration and response measurement, we can understand how the calibrated noise components in the circuit affect the output observable and thus construct an estimator unaffected by these error components. A linear error-mitigated estimator is constructed from a linear combination of response measurement circuits with the weighting \( \vec{p}_{\text{rsp}} \) and/or the normalisation factor \( q_{\text{em}} \) given by noise calibration.

**IV. FAULTS IN THE CIRCUIT**

From Eqs. (4) and (9), we see that the fidelities of the error-mitigated state and the unmitigated state are deeply related to the performance of the QEM method. In this section, we will study the distributions of faults in the circuit, which can then be used to estimate fidelities and analytically deduce the performance of the different QEM techniques under some practical assumptions.

Let us assume there are \( M \) locations in the circuit where an error can occur. When a given location fails, it means the error associated with that location has occurred, and we call it a fault in the circuit. Assuming the
error probability at every location is \( p \), the circuit fault rate, which is the average number of faults occurring in each circuit run, is simply \( \lambda = Mp \). Note that the circuit fault rate \( \lambda \) can be greater than 1. If \( \lambda \) is too big, then there will be many faults in each circuit run such that the circuit would be too noisy to extract any useful information out of it. On the other hand, when the circuit fault rate is very low \( \lambda \ll 1 \), it would mean that our circuit runs almost perfectly, and no measures need to be taken to counter the noise in the circuit. For practical NISQ application, it is more realistic to assume that we have a finite circuit fault rate \( \lambda \sim 1 \) and the size of the circuit needed is beyond dozens of gates: \( M \gg 1 \). Under such an assumption, for Markovian noise, the probability that exactly \( \ell \) faults occur in a given circuit run can be approximated from a binomial distribution to a Poisson distribution:

\[
P[|L| = \ell] = e^{-\lambda} \frac{\lambda^{\ell}}{\ell!}.
\]

Here \( L \) is the set of faults that occur in a given circuit run, which is called a fault path. Using Le Cam’s theorem, the Poisson fault distribution here will also apply to the case in which different locations have different error rates, with \( \lambda \) being the circuit fault rate that is the sum of the error rates of all locations. Note that fault locations need not be local in space, thus it is possible for our model to account for spatially correlated errors.

The noisy output state we have can be written as:

\[
\rho_{\lambda} = \sum_{\ell=0}^{\infty} P[|L| = \ell] \rho_{|L|=\ell} = e^{-\lambda} \sum_{\ell=0}^{\infty} \frac{\lambda^{\ell}}{\ell!} \rho_{|L|=\ell}
\]

where \( \rho_{|L|=\ell} \) is the average output state when there are \( \ell \) faults in the circuit. Note that \( \rho_{|L|=0} = \rho_0 \).

We can think of \( \rho_{|L|=\ell} \) as the erroneous state whose error is the uniform incoherent mixture of all \( \ell \)th order faults. If we make the simple assumption that such an incoherent mixture of faults will send the state to an orthogonal erroneous state, we have

\[
\rho_0 \rho_{|L|=\ell} = \rho_{|L|=\ell} \rho_0 = 0 \quad \forall \ell \neq 0.
\]

In this way, using Eq. (12), the fidelity of the noisy output state is simply the probability that no faults have occurred:

\[
\text{Tr}(\rho_0 \rho_{\lambda}) = P[|L| = 0] = e^{-\lambda}.
\]

In practice for a given circuit, the fraction of fault paths that are benign is usually small, and thus this is usually a good order-of-magnitude estimate for the fidelity even if our assumption of ‘orthogonal’ errors does not hold. Hence, we see that the fidelity of the circuit decays exponentially against the circuit fault rate. This is also the reason why QEM is mainly limited by the overall circuit fault rate instead of the local gate error rate, unlike QEC.

V. GATE ERROR MITIGATION

Here we will talk about QEM schemes that make use of information about the gate errors (faults) in the circuit. This can be either in the case of probabilistic error cancellation or simply the overall circuit fault rate (determined by the gate error rate) in the case of zero-noise extrapolation.

A. Probabilistic Error Cancellation

To illustrate the concepts of probabilistic error cancellation [10], let us first look at a simple example. If the ideal state \( \rho_0 \) undergoes phase noise with probability \( p \) and turn into the noisy state \( \rho_p \), we have

\[
\rho_p = (1 - p) \rho_0 + p Z \rho_0 Z
\]

where \( Z \) is the dephasing channel. We can rewrite this as:

\[
\rho_0 = (1 + \alpha) \rho_p - \alpha Z \rho_p Z
\]

with \( \alpha = \frac{p}{1 - 2p} \). In this equation, we have effectively ‘inverted’ the dephasing channel by taking the linear sum of the original noisy state \( \rho_p \) and the noisy state with an additional \( Z \) gate \( Z \rho_p Z \). We can perform a similar ‘inversion’ to a different error channel by taking a linear combination of states with different gates added. This will work even if the gates we add are noisy, as long as these gates can form a basis for representing the error channels [10, 11].

Generalising the above arguments, we can ‘invert’ the error channels at different fault locations in the primary circuit by taking the linear sum of a set of circuits with different gate additions at different fault locations. The output states of this set of circuits are denoted as \( \rho_{\text{resp}} \). By taking their linear sum and ‘inverting’ all the error channels, we will obtain the ideal state as our error-mitigated state:

\[
\rho_{\text{em}} = \rho_0 = \vec{\alpha} \cdot \rho_{\text{resp}}.
\]

Note that the coefficients \( \vec{\alpha} \) are calculated using our knowledge of the forms of the error channels in the circuit [10, 11].

Using Eqs. (4) and (14), the fidelity boost of probabilistic error cancellation is simply

\[
B_{\text{em}} = p_{\text{em}}^{-1} = \text{Tr}(\rho_0 \rho_{\lambda})^{-1} = e^\lambda,
\]

To obtain the sampling overhead, we can rewrite Eq. (15) as

\[
1 = \frac{1}{A} \sum_i |\alpha_i|^2 \text{sgn}(\alpha_i) \rho_{\text{resp}, i}
\]

with \( A = \sum_i |\alpha_i|^2 \).

Comparing Eq. (17) to Eq. (5), we see that in the case of probabilistic error cancellation, we can construct a set of response measurement circuits that can directly measure \( \text{sgn}(\alpha_i) \text{Tr}(\rho_{\text{resp}, i}) \) for all \( i \), which can
be viewed as circuits with the effective output ‘states’ $\sigma_{\text{sp},i} = \text{sgn}(\alpha_i) \rho_{\text{sp},i}$. We will perform these circuits according to the probability distribution $\rho_{\text{sp},i} = \frac{|\alpha_i|}{A}$, which will yield a resultant output ‘state’ $q_{em} \rho_{em}$ that is a fraction of the error-mitigated state (note that $\rho_{em} = \rho_0$) with

$$q_{em} = \frac{1}{A}.$$  

Using the fault distribution in Sec. IV and using arguments in Ref. [11, 13], we can obtain $A = \sum_{i} |\alpha_i| \sim e^{2\lambda}$. Hence, using Eq. (9), the sampling overhead for probabilistic error cancellation is

$$C_{em} \sim q_{em}^{-2} = A^{-2} \sim e^{4\lambda}. \quad (18)$$

Using Eq. (10), the extraction rate for probabilistic error cancellation is:

$$r_{em} = \frac{q_{em}}{\rho_{em}} = e^{-\lambda}.$$  

Instead of removing all the noise, we can instead try to suppress the noise only partially to the circuit fault rate $\lambda_{em}$ [13]. Assuming we are reducing the noise levels to various degree at different fault locations without changing the form of the errors, we have $\text{Tr}(\rho_0 \rho_{em}) = e^{-\lambda_{em}}$ and using arguments in Ref. [13], we see that we have the same expressions as before but with the circuit fault rate $\lambda$ replaced by the reduction in the circuit fault rate $\lambda - \lambda_{em}$:

$$B_{em} = e^{\lambda - \lambda_{em}},$$

$$C_{em} \sim e^{4(\lambda - \lambda_{em})},$$

$$r_{em} = e^{- (\lambda - \lambda_{em}).}$$

### B. Zero-noise Extrapolation

In zero-noise extrapolation, we will view the noisy expectation value $\text{Tr}(O\rho_{\lambda})$ as a function of the circuit fault rate $\lambda$. Suppose the smallest circuit fault rate we can achieve is $\lambda$, and we can obtain the noisy expectation values $\text{Tr}(O\rho_{\lambda})$ at different boosted error rates $\lambda_i$ with $\lambda_i \geq \lambda$, we can then try to estimate the zero-noise expectation value $\text{Tr}(O\rho_0)$ by fitting a function to these data points. We will assume we have probed at $n$ different circuit fault rates $\{\lambda_1, \cdots, \lambda_n\}$, with $\lambda_i > \lambda_{i-1}$ and $\lambda_1 = \lambda$. If the maximum circuit fault rate $\lambda_n$ is small, then we can apply Richardson extrapolation as discussed in Ref. [10] with the error-mitigated expectation value given by:

$$\text{Tr}(O\rho_{em}) = \sum_{i=1}^{n} \gamma_i \text{Tr}(O\rho_{\lambda_i}) = \text{Tr}(O\rho_0) + \mathcal{O}(\lambda^n) \quad (19)$$

where

$$\gamma_i = \prod_{k=1, k \neq i}^{n} \frac{\lambda_k}{\lambda_k - \lambda_i}, \quad \sum_{i=1}^{n} \gamma_i = 1.$$  

We can see that leading order bias is suppressed to $\mathcal{O}(\lambda^n)$, but it is hard to obtain an analytical expression for the fidelity boost.

To illustrate the performance of extrapolation-type techniques, in this section we will study another extrapolation strategy called analytical extrapolation, for which we can analytically derive its fidelity boost and sampling overhead. It can be viewed as performing Richardson extrapolation for the function $\text{Tr}(O\rho_{\lambda})$ and its error-mitigated expectation value is given by:

$$\text{Tr}(O\rho_{em}) = \frac{1}{A} \sum_{i=1}^{n} \alpha_i \text{Tr}(O\rho_{\lambda_i}) \quad (20)$$

where

$$\alpha_i = \gamma_i e^{\lambda_i}, \quad A = \sum_{i=1}^{n} \alpha_i = \sum_{i=1}^{n} \gamma_i e^{\lambda_i}.$$  

Here $A$ is the normalising factor to ensure we have $\text{Tr}(\rho_{em}) = 1$ with $O = I$. Note that $A$ is simply the Richardson zero-noise estimator for the function $e^{\lambda}$, hence it is simply here to remove the approximation error caused by the extra $e^{\lambda}$ factor in the function we fit.

Eq. (20) can be viewed as obtaining the expectation value for the error-mitigated state

$$\rho_{em} = \frac{1}{A} \sum_{i=1}^{n} \alpha_i \rho_{\lambda_i}. \quad (21)$$

Using Eq. (12) and arguments in Appendix B1, we see that the state can be written as:

$$\rho_{em} = \frac{1}{A} \left( \rho_0 + \sum_{\ell=0}^{\infty} c_{\ell}(\bar{\lambda}) \frac{\lambda^\ell}{\ell!} \rho_{|\lambda| = \ell} \right) \quad (22)$$

with $c_{\ell}(\bar{\lambda}) = \sum_{i=1}^{n} \gamma_i (\lambda_i / \lambda)^\ell$, i.e. our extrapolation removes all the fault paths with less than $n$ faults.

Using the assumption in Eq. (13), we can obtain the fidelity of the error-mitigated state to be:

$$\text{Tr}(\rho_0 \rho_{em}) = A^{-1}. \quad (23)$$

Now using Eqs. (4) and (14), we can obtain the fidelity boost using analytical extrapolation to be

$$B_{em} = \frac{1}{A} \sum_{i=1}^{n} \gamma_i e^{\lambda_i}, \quad \frac{\text{Tr}(O\rho_{em})}{\text{Tr}(O\rho_{\lambda})} = \frac{e^{\lambda}}{A} = \frac{e^{\lambda}}{\sum_{i=1}^{n} \gamma_i e^{\lambda_i}}. \quad (24)$$

Note that in order to have a fidelity boost $B_{em}$ larger than 1, we need to have $A \leq e^\lambda$, which implies none of the $|\gamma_i|$ and $\lambda_i$ can be too big. This in turn means that we cannot have the gap between probed error rates $|\lambda_i - \lambda_j|$ tends to zero or infinity for any $i$ and $j$, giving us restrictions on the set of error rates we can probe.

To obtain the sampling overhead of analytical extrapolation, we can rewrite Eq. (21) as

$$\frac{A}{A_{\text{abs}}} \rho_{em} = \sum_{i=1}^{n} \frac{|\alpha_i|}{A_{\text{abs}}} \text{sgn}(\alpha_i) \rho_{\lambda_i} \quad (25)$$
with \( A_{\text{abs}} = \sum_j |\alpha_j|^2 = \sum_j |\gamma_j| e^{\lambda_j} \).

Comparing Eq. (25) to Eq. (5), we see that in the case of analytical extrapolation, we can construct a set of response measurement circuits that can directly measure \( \text{sgn}(\alpha_i) \text{Tr}(O \rho_{\lambda_i}) \) for all \( i \), which can be viewed as circuits with the effective output ‘states’ \( \sigma_{\text{resp},i} = \text{sgn}(\alpha_i) \rho_{\lambda_i} \). We will perform these circuits according to the probability distribution \( p_{\text{resp},i} = |\alpha_i|/A_{\text{abs}} \), which will yield a resultant output ‘state’ \( \rho_{\text{em}} \rho_{\text{em}} \) that is a fraction of the error-mitigated state with

\[
q_{\text{em}} = \frac{A}{A_{\text{abs}}}.
\]

Hence, using Eq. (9), the sampling cost for analytical extrapolation is

\[
C_{\text{em}} \sim q_{\text{em}}^{-2} = \frac{A_{\text{abs}}^2}{A^2} = \left( \frac{\sum_j |\gamma_j| e^{\lambda_j}}{\sum_j |\gamma_j| e^{\lambda_j}} \right)^2.
\]  

Using Eq. (10), the extraction rate for analytical extrapolation is:

\[
r_{\text{em}} = \frac{q_{\text{em}}}{p_{\text{em}}} = \frac{e^{\lambda}}{A_{\text{abs}}}.
\]

From Appendix B 3, we see that for the simple case of \( \lambda_n = n\lambda \), we have:

\[
B_{\text{em}} = \frac{e^{\lambda}}{A} = \frac{e^{\lambda}}{(e^{\lambda} - 1)^n + 1},
\]

\[
C_{\text{em}} \sim \left( \frac{A_{\text{abs}}}{A} \right)^2 = \left( \frac{(e^{\lambda} + 1)^n - 1}{(e^{\lambda} - 1)^n + 1} \right)^2
\]

\[
r_{\text{em}} = \frac{e^{\lambda}}{A_{\text{abs}}} = \frac{e^{\lambda}}{(e^{\lambda} + 1)^n - 1}.
\]

VI. STATE ERROR MITIGATION

Instead of mitigating the damages of noise in a generic gate-based manner, ideally we would want to mitigate the damages of noise inflicted on our particular state. It is hard to characterise such damages since we do not have the full description of our state. Thus instead we turn to the known constraints of the states, which are usually given by the underlying physical problem we try to solve. Here we will look at three types of constraints placed on our state: constraints on the target observable of the state, symmetry constraints and purity constraints.

A. Subspace Expansion

In subspace expansion, we are given a set of expansion basis \( \tilde{G} \) whose linear combination according to the probability distribution \( \tilde{w} \) will give us the expansion operator:

\[
\Gamma_{\tilde{w}} = \tilde{w} \cdot \tilde{G}.
\]

In subspace expansion, we will identify a probability distribution \( \tilde{w} \) such that the subspace-expanded state

\[
\rho_{\text{em}} = \frac{\Gamma_{\tilde{w}} \rho_{\lambda} \Gamma_{\tilde{w}} \rho_{\lambda}}{\text{Tr} \left( \Gamma_{\tilde{w}} \rho_{\lambda} \Gamma_{\tilde{w}} \rho_{\lambda} \right)}
\]

will be the error-mitigated state that can produce results with less estimation bias. By changing \( \tilde{w} \), the state \( \rho_{\text{em}} \) is moving within a subspace and thus the name subspace expansion. In the original proposal [14], we are trying to find the ground state energy. Thus the optimal \( \tilde{w} \) is found by minimising the energy within the subspace. This in a sense can be viewed as a constraint that our resultant state must have the minimal energy as given by the problem we try to solve. Of course, if we are targeting other observables, then our constraint and optimisation strategy will also change accordingly.

The fidelity boost achieved can be obtained using Eq. (4):

\[
B_{\text{em}} = \frac{1}{p_{\text{em}}} = \frac{\text{Tr}(\rho_0 \rho_{\text{em}})}{\text{Tr}(\rho_0 \rho_{\lambda})} = \frac{\text{Tr}(\Gamma_{\tilde{w}} \rho_0 \Gamma_{\tilde{w}} \rho_{\lambda})}{\text{Tr}(\rho_0 \rho_{\lambda}) \text{Tr}(\Gamma_{\tilde{w}} \Gamma_{\tilde{w}} \rho_{\lambda})}
\]

Using Eq. (28), we can rewrite Eq. (29) as:

\[
\text{Tr} \left( \Gamma_{\tilde{w}} \Gamma_{\tilde{w}} \rho_{\lambda} \right) \rho_{\text{em}} = \sum_{j,k} w_j w_k G_j \rho_{\lambda} G_k^\dagger.
\]

We can construct a set of response measurement circuits that can directly measure \( \text{Tr}(G_k^\dagger OG_j \rho_{\lambda}) = \text{Tr}(\tilde{G}_j \rho_{\lambda} G_k^\dagger) \) for all \( j, k \), which essentially output the effective ‘states’ \( \sigma_{\text{resp},(j,k)} = G_j \rho_{\lambda} G_k^\dagger \). The R.H.S. of Eq. (31) is simply an ensemble of such states following the probability distribution \( p_{\text{resp},(j,k)} = w_j w_k \). For the L.H.S. of Eq. (31), by comparing to Eq. (5), we see that this is simply a fraction of the error-mitigated state \( q_{\text{em}} \rho_{\text{em}} \) with

\[
q_{\text{em}} = \text{Tr} \left( \Gamma_{\tilde{w}} \Gamma_{\tilde{w}} \rho_{\lambda} \right).
\]

Hence, using Eq. (9), the sampling cost for subspace expansion is

\[
C_{\text{em}} \sim q_{\text{em}}^{-2} = \text{Tr} \left( \Gamma_{\tilde{w}} \Gamma_{\tilde{w}} \rho_{\lambda} \right)^{-2}.
\]

Using Eq. (10), the extraction rate for subspace expansion is:

\[
r_{\text{em}} = \frac{q_{\text{em}}}{p_{\text{em}}} = \frac{\text{Tr}(\Gamma_{\tilde{w}} \rho_0 \Gamma_{\tilde{w}} \rho_{\lambda})}{\text{Tr}(\rho_0 \rho_{\lambda})}.
\]
B. Symmetry Verification

In symmetry verification, we know that the ideal output state \( \rho_0 \) is ‘stabilised’ by a group of symmetry operators \( S \):

\[
S\rho_0 = \rho_0 S \quad \forall S \in S
\]

Hence, the ideal state lives within the symmetry subspace defined by the projection operator:

\[
\Pi_S = \frac{1}{|S|} \sum_{S \in S} S.
\]

We can try to remove the noise in the noisy state \( \rho_\lambda \) that violates the symmetry condition in Eq. (35) by projecting the noisy state back into the symmetry subspace:

\[
\rho_{em} = \frac{\Pi_S \rho_\lambda \Pi_S}{\Tr(\Pi_S \rho_\lambda)}.
\]

Here we have used the fact that the projection operator \( \Pi_S \) is Hermitian and idempotent. Compared to Eq. (29), we see that this is simply subspace expansion with the set of expansion basis \( \mathcal{G} \) being the set of symmetry operators \( S \), and the expansion probability distribution \( \bar{w} \) is uniform.

Using Eqs. (30), (33) and (34) with \( \Gamma_{\Pi} = \Gamma_{\Pi} = \Pi_S \) and \( \Pi_S \rho_\lambda = \rho_0 \Pi_S = \rho_\lambda \), we can obtain the fidelity boost, sampling cost and extraction rate of symmetry verification to be:

\[
B_{em} = p_{em}^{-1} = \frac{\Tr(\Pi_S \rho_\lambda)^{-1}}{\Tr(\Pi_S \rho_\lambda)} \quad (38)
\]

\[
C_{em} \approx q_{em}^{-2} = \frac{\Tr(\Pi_S \rho_\lambda)^{-2}}{\Tr(\Pi_S \rho_\lambda)} \quad (39)
\]

\[
r_{em} = \frac{q_{em}}{p_{em}} = 1. \quad (40)
\]

From the extraction rate, we see that \( q_{em} = p_{em} \), i.e. all error-mitigated components (components with the right symmetry) can be effectively extracted via symmetry verification.

We can gain more insights by considering the case of Pauli symmetry and we have a circuit consisting of symmetry-preserving components with faults only occurring in between them. For any given symmetry, we will assume any fault in the circuit will either commute or anti-commute with it, which means that the fault will be undetectable (commute) or detectable (anti-commute) for that particular symmetry. Denoting the fraction of faults detectable by the symmetry \( S \) as \( f_S \) (a given fault can be detectable by multiple symmetries), then following the fault distribution in Sec. IV and arguments in Ref. [17], we can obtain:

\[
\Tr(\Pi_S \rho_\lambda) = \frac{1}{|S|} \sum_{S \in S} e^{-2f_S \lambda}
\]

i.e. it is the function \( e^{-2f_S \lambda} \) averaged over all symmetry operators. Note that \( I \) is always one of the symmetry operators and it can detect zero fraction of faults \( f_I = 0 \).

Using Jensen’s inequality, we have:

\[
\Tr(\Pi_S \rho_\lambda) \geq e^{-2f_S \lambda}
\]

where

\[
f_S = \frac{1}{|S|} \sum_{S \in S} f_S
\]

is the average fraction of faults that are detectable by our group of symmetry.

Using Eq. (38), the fidelity boost for symmetry verification is:

\[
B_{em} = p_{em}^{-1} = |S| \left( \sum_{S \in S} e^{-2f_S \lambda} \right)^{-1} \leq e^{2f_S \lambda}
\]

and the sampling overhead using Eqs. (39) and (40) is simply:

\[
C_{em} = q_{em}^{-2} = p_{em}^{-2} = |S|^2 \left( \sum_{S \in S} e^{-2f_S \lambda} \right)^{-2} \leq e^{4f_S \lambda}.
\]

C. Purification-based Methods

In purification-based QEM [18, 19], by knowing our ideal state \( \rho_0 \) is a pure state and it is the dominant eigenvector within the noisy state \( \rho_\lambda \), we can amplify the ideal state component by constructing the purified state

\[
\rho_{em} = \frac{\rho_\lambda^{\Pi}}{\Tr(\rho_\lambda^{\Pi})}. \quad (41)
\]

If the dominant eigenvector is not exactly the ideal state, it will lead to a coherent mismatch which will bound the performance achieved using purification-based methods, but this is usually not the bottleneck in practical applications [27]. Assuming that the ideal state is the dominant eigenvector, we can decompose the noisy state into

\[
\rho_\lambda = \Tr(\rho_0 \lambda) \rho_0 + (1 - \Tr(\rho_0 \lambda)) \rho_e
\]

with \( \rho_e \) being the noisy component. Note that we have \( \rho_e \rho_0 = \rho_0 \rho_e = 0 \).

Using Eqs. (41) and (42), we can write the error-mitigated state in purification-based QEM as:

\[
\rho_{em} = \frac{\rho_\lambda^{\Pi}}{\Tr(\rho_\lambda^{\Pi})} = \frac{\rho_0 + \left( \Tr(\rho_0 \lambda)^{-1} - 1 \right) \rho_e^n}{1 + \left( \Tr(\rho_0 \lambda)^{-1} - 1 \right)^n \Tr(\rho_e^n)}.
\]

Then using Eq. (4), we can obtain the fidelity boost of purification-based QEM:

\[
B_{em} = p_{em}^{-1} = \frac{\Tr(\rho_0 \rho_{em})}{\Tr(\rho_0 \lambda)} = \frac{\Tr(\rho_0 \lambda)^{-1}}{1 + \left( \Tr(\rho_0 \lambda)^{-1} - 1 \right)^n \Tr(\rho_e^n)} \geq \frac{\Tr(\rho_0 \lambda)^{-1}}{1 + \left( \Tr(\rho_0 \lambda)^{-1} - 1 \right)^n}.
\]

(43)
where we have used $\text{Tr}(\rho^n) \leq 1$.

To obtain the sampling overhead of purification-based QEM, we can rewrite Eq. (41) as

$$\text{Tr}(\rho^n) \rho_{\text{em}} = \rho^n. \quad (44)$$

In Ref. [18, 19], we see that we can measure $\text{Tr}(O\rho^n)$ using $n$ copies of the noisy machines by measuring the derangement operator $D$ among the copies and the observable $O$ on the first copy:

$$\text{Tr}(O\rho^n) = \text{Tr}(O_1 D\rho^n). \quad (45)$$

This will be called multi-copy purification and it can be viewed as a response measurement circuit with the effective output `states' $\rho^n$. In fact, this is the only response measurement circuit we need to extract a fraction of the error-mitigated state $q_{\text{em}}\rho_{\text{em}}$ with

$$q_{\text{em}} = \text{Tr}(\rho^n) = \text{Tr}(\rho_0 \rho_\lambda)^n \left[1 + \left(\text{Tr}(\rho_0 \rho_\lambda)^{-1} - 1\right)^n \text{Tr}(\rho^n)\right].$$

Hence, using Eq. (9), the sampling cost for multi-copy purification is

$$C_{\text{em}} \sim q_{\text{em}}^{-2} = \frac{\text{Tr}(\rho_0 \rho_\lambda)^{-2n}}{\left[1 + \left(\text{Tr}(\rho_0 \rho_\lambda)^{-1} - 1\right)^n \text{Tr}(\rho^n)\right]^2} \geq \frac{\text{Tr}(\rho_0 \rho_\lambda)^{-2n}}{\left[1 + \left(\text{Tr}(\rho_0 \rho_\lambda)^{-1} - 1\right)^n\right]^2} \quad (46)$$

where we have also used $\text{Tr}(\rho^n) \leq 1$.

Using Eq. (10), the extraction rate for multi-copy purification is:

$$r_{\text{em}} = \frac{q_{\text{em}}}{p_{\text{em}}} = \text{Tr}(\rho_0 \rho_\lambda)^{n-1}. \quad (47)$$

Our model of fault distribution in Sec. IV will not lead to any coherent mismatch. Using this model, we have $\text{Tr}(\rho_0 \rho_\lambda) = e^{-\lambda}$, which gives:

$$B_{\text{em}} = \frac{p_{\text{em}}^{-1}}{1 + (e^{\lambda} - 1)^n \text{Tr}(\rho^n)} = \frac{e^{\lambda}}{1 + (e^{\lambda} - 1)^n \text{Tr}(\rho^n)},$$

$$C_{\text{em}} \sim q_{\text{em}}^{-2} = \frac{e^{2n\lambda}}{(1 + (e^{\lambda} - 1)^n \text{Tr}(\rho^n))^2},$$

$$r_{\text{em}} = \frac{q_{\text{em}}}{p_{\text{em}}} = e^{-(n-1)\lambda}. \quad (48)$$

VII. DISCUSSION

A. Comparison

We have summarised the fidelity boost, sampling overhead and extraction rate for different QEM methods in Table I.

First we realise that symmetry verification has the highest extraction rate achievable at 1, i.e. it can extract all components of the error-mitigated (symmetry-verified) state out of the noisy state, so it is in a sense the most cost-effective. However, for a given problem and qubit encoding, the set of symmetry is fixed, and we can only achieve a fixed level of fidelity boost. On the other hand, by changing the remaining circuit fault rate $\lambda_{\text{em}}$ in probabilistic error cancellation, the number of data points $n$ in analytical extrapolation and the number of copies $n$ in multi-copy purification, we can achieve a fidelity boost up to full error removal as shown in Table I. Thus symmetry verification, though very cost-effective, is often not enough to be the only QEM scheme to be employed in practical NISQ applications since the amount of noise it can remove is limited. Of course, we can try to circumvent this by employing qubit encodings that have more inherent symmetries [28–30], but this will come with a larger qubit overhead and the complexity of the gates will also likely to increase such that the overall errors might actually increase.

Probabilistic error cancellation can achieve the second-highest extraction rate:

$$e^{-(\lambda - \lambda_{\text{em}})} \geq e^{-(n-1)\lambda} \geq \frac{e^{\lambda}}{(e^{\lambda} + 1)^n - 1} \quad \forall n \geq 1. \quad (49)$$

Thus, it should be our preferred method to tackle the noise that symmetry verification cannot remove. The optimality of probabilistic error cancellation is also found in Ref. [26]. However, applying probabilistic error cancellation to any fault location would require a complete description of the error channel at that location, which can be costly to calibrate and is often not available in practice or not known to high enough precision.

Looking at analytical extrapolation and multi-copy purification, we realise that using the same number of data points as the number of copies $n$, multi-copy purification can achieve a higher fidelity boost:

$$\frac{e^{\lambda}}{1 + (e^{\lambda} - 1)^n \text{Tr}(\rho^n)} \geq \frac{e^{\lambda}}{1 + (e^{\lambda} - 1)^n},$$

where we have used $\text{Tr}(\rho^n) \leq 1$. Using the right-hand side of Eq. (48), we see that both methods can achieve a fidelity boost of $B_{\text{em}} \geq 1$ as long as $e^{-\lambda} \geq 1/2 \Rightarrow \lambda \lesssim 0.7$. This is to ensure that the ideal state $\rho_0$ will be the dominant component in the unmitigated state $\rho_n$ with $e^{-\lambda} \geq 1/2$ in Eq. (42). In practice, the noisy component $\rho_n$ in Eq. (42) is usually far from pure and thus $\text{Tr}(\rho^n)$ is expected to be small, allowing multi-copy purification to perform better than the lower bound in Eq. (48), and is able to work beyond the circuit fault rate of $\lambda \sim 0.7$. As shown in Eq. (47), multi-copy extrapolation can also achieve a higher extraction rate than analytical extrapolation given the same $n$, and thus is more cost-effective.

However, this is not to say that purification-based methods will outperform all extrapolation methods. For example, we have not talked about extrapolations that
have more data points than free parameters [11, 13] since they do not fit in the linear QEM framework. We also have not taken into account the noise due to the additional circuit structure required for measuring the derangement operator in purification-based methods. Furthermore, when we have \( n \) copies of the machines, instead of running one round of multi-copy purification, we can run \( n \) rounds of other QEM methods in parallel. Of course, one may try to trade the number of copies with circuit depth by using state verification purification [20, 21, 31]. However, using circuits that are twice the depth of the primary circuit means that the time required to run one round of them, we can run two rounds of most of the other QEM schemes. Hence, a more illustrative metric for the total overhead of implementing a given QEM scheme might be the product of sampling overhead, qubit overhead and circuit runtime overhead.

### B. Combination

Since our framework views the process of QEM as extracting the error-erminated state out of the original noisy state, it is natural to think that we can apply such extractions in sequence using different QEM methods. In such a way, we are essentially concatenating different QEM methods. The fidelity boost, sampling overhead and extraction rate of such multi-stage combined QEM will simply be the product of the fidelity boosts, sampling overheads and extraction rates achieved at individual stages. Note that implementing one QEM method on top of another is not always possible as we will see later.

Since state error mitigation is implemented by making additional measurements on the output state, it would still work even if we are applying them to the effective output state coming out of a QEM scheme. Hence, we can directly apply state error mitigation on top of other QEM schemes. The expectation value of applying multi-copy purification and symmetry verification on top of the error-erminated state \( \rho_{em} \) is

\[ \frac{\text{Tr}(O (\Pi_{S} \rho_{em})^n)}{\text{Tr}((\Pi_{S} \rho_{em})^n)} \]  

where we have assumed that our observable \( O \) commute with the set of symmetries \( S \), which is usually the case in practice.

Using Eqs. (5), (36) and (45), the numerator in Eq. (49) can be rewritten as:

\[ \text{Tr} \left( O_1 D (\Pi_{S} \rho_{em})^{\otimes n} \right) = \text{Tr} \left( O_1 D \left( \sum_{j=1}^{\|S\|} \sum_{k=1}^{K} p_{\text{rsp},k} \sigma_{\text{rsp},k} \right)^{\otimes n} \right) \]

where \( K \) is the size of the set of response measurement circuits for the error-erminated state \( \rho_{em} \). It can be rewritten as

\[ \text{Tr} \left( O_1 D (\Pi_{S} \rho_{em})^{\otimes n} \right) = \frac{1}{q_{em}} \sum_{j,k} p_{j,k} \text{Tr}(O_1 S_j D \sigma_{\bar{k}}) \]

where

\[ S_j = \bigotimes_{m=1}^{n} S_{j,m}, \quad p_{j,k} = \prod_{m=1}^{n} p_{\text{rsp},k_m}, \quad \sigma_{\bar{k}} = \bigotimes_{k=1}^{n} \sigma_{\text{rsp},k_m} \]

\[ j \in \{1,2,\ldots,|S|\}^{\otimes n}, \quad \bar{k} \in \{1,2,\ldots,K\}^{\otimes n}. \]

Hence, to apply multi-copy purification and symmetry verification on top of the error-erminated state, we will run the response measurement circuits that produce the

| Gate Error Mitigation | State Error Mitigation |
|-----------------------|------------------------|
| **Key Quantities**    | **Set of symmetries: S;** |
|                      | **Fraction of errors detectable by S ∈ S: f_S** |
|                      | **Number of device copies: n** |
| Fidelity boost \( B_{em} \) | \( e^{\lambda - \lambda_{em}} \) |
| Sampling overhead \( C_{em} \) | \( e^{4(\lambda - \lambda_{em})} \) |
| Extraction rate \( r_{em} \) | \( e^{-(\lambda - \lambda_{em})} \) |
|                      | \( e^\lambda \) |
|                      | \( 1 \) |
|                      | \( e^{-(n-1)\lambda} \) |

**TABLE I.** Summary of fidelity boost, sampling overhead and extraction rate for different QEM methods. The unmitigated circuit fault rate is \( \lambda \).
output ‘state’ $\sigma_\text{E}$ with the probability $p_\text{E}$. Then we will measure the derangement operator $D$ and a randomly chosen symmetry operator $S_\text{f}$, along with the observable of interests $O$ on the first copy. The denominator in Eq. (49) is obtained in the same way discussed above but with observable $I$ instead of $O$. Note that applying only multi-copy purification corresponds to the case of $S = \{I\}$ and applying only symmetry verification corresponds to the case of $n = 1$.

On the other hand, if we want to apply gate error mitigation on top of other QEM schemes, we must know how the other QEM schemes have affected our knowledge about the gate errors, which cannot always be done and would require more elaborate analysis (an example is in Ref. [13]).

VIII. NOISE CALIBRATION

As discussed in Sec. III, we have not discussed how the value of $\rho_{\text{em}}$ and $q_{\text{em}}$ are obtained and their corresponding sampling overheads.

In gate error mitigation, we see that $\rho_{\text{em}}$ and $q_{\text{em}}$ are given by our knowledge about the gate noise, which is obtained through standard gate noise calibration techniques [32]. These calibrations of gate noise can usually be performed during the device calibration stage. Thus the corresponding sampling overhead need not be counted towards the implementation cost of any specific computation tasks.

In state error mitigation, we see that $\rho_{\text{em}}$ is known beforehand in the case of symmetry verification (uniform) and purification-based method (has just one response measurement circuit). However in these methods, $q_{\text{em}}$ is unknown and can be obtained by measuring $I$ in place of $O$ in response measurement in Eq. (6). Thus only additional measurements (sometimes post-processing) are needed for estimating $q_{\text{em}}$. No additional circuit runs are needed. The fact that $q_{\text{em}}$ is obtained through estimation instead of being exactly known will not affect our order-of-magnitude sampling overhead estimate in Eq. (9) as shown in Appendix C.

In the case of subspace expansion, $\rho_{\text{em}}$ is obtained by solving the generalised eigenvalue problem for a matrix equation, with the entries in the matrices obtained by evaluating the subspace-expanded expectation value of $O$ and $I$ for different $\rho_{\text{em}}$. The overall sampling overhead, including evaluating the matrix elements, will depend on the expansion basis we choose, the problem we try to solve, etc., and cannot be analytically derived for the general case.

Another class of methods to find the optimal $\rho_{\text{em}}$ for a given QEM method is learning-based methods [7, 22, 24, 33–35]. In these methods, we use a series of classically simulable circuits (e.g. Clifford circuits or free-fermion circuits) that are close to our primary circuits as the reference circuits whose ideal expectation values can be exactly calculated. We can identify the optimal $\rho_{\text{em}}$ that can best mitigate the noise for the reference circuits through optimisation, and assume that the same optimal $\rho_{\text{em}}$ will be applicable to our primary circuit. The optimal $\rho_{\text{em}}$ is obtained through some optimisation algorithm and within each optimisation step we need to obtain the noisy expectation values of the reference circuits on real devices. The overall sampling overhead that includes the optimisation process has not yet been analytically derived. Note that noise calibration using reference circuits enables us to probe the strength of only the noise components that are damaging to our observable of interests instead of all noise components.

IX. CONCLUSION

In this article, we have decoupled the process of QEM into noise calibration and response measurement which enable us to systematically categorise different QEM methods as shown in Fig. 2. Then we introduced the framework of linear QEM, within which QEM can be viewed as extracting an error-mitigated state $\rho_{\text{em}}$ out of the noisy state $\rho_\lambda$ as shown in Fig. 1. The error-mitigated state $\rho_{\text{em}}$ is the linear combination of the output ‘state’ from a set of response measurement circuits, and their weightings are obtained through noise calibration. The amount of $\rho_{\text{em}}$ contained within the unmitigated state $\rho_\lambda$, denoted as $q_{\text{em}}$, will determine the amount of fidelity boost achieved by the QEM method over the unmitigated state. The amount of error-mitigated state that we can successfully extract via our QEM method, denoted as $q_{\text{em}}$, will determine the sampling overhead of the method. The fraction of error-mitigated state that is successfully extracted $q_{\text{em}}/p_{\text{em}}$, which we call extraction rate, is the ratio between the fidelity boost and square root of sampling overhead. Thus, it serves as an indicator of the cost-effectiveness of a given QEM method.

Under the practical assumptions of Markovian noise and orthogonal errors (Eq. (13)), we have explicitly derived the fidelity boost, sampling cost and extraction rate of various QEM schemes. We found that symmetry verification can achieve the highest extraction rate possible of 1, but the amount of noise it can remove is fixed and thus cannot be the only strategy that we employed in practice. The rest of the QEM schemes can remove a
range of errors up to all errors in the circuit. Probabilistic error cancellation has the highest extraction rate among them, but the full noise characterisation required is often not fully available in practice. Comparing analytical extrapolation against multi-copy purification, we found that multi-copy purification has a higher fidelity boost and a higher extraction rate, when the number of copies is the same as the number of data points in analytical extrapolation. However, this does not mean that multi-copy purification is always preferred since it will require more copies of quantum devices, which can be used to run experiments in parallel in the other schemes.

We see that sampling overhead is not the only resource cost that matters. A more illustrative metric for the total overhead could be the product of sampling overhead, qubit overhead and circuit runtime overhead. Qubit overhead is an essential component for symmetry verification. Since symmetry verification can be viewed as a quantum error detection (QED) code [36], we may be able to connect the concepts in QEM to QED through our framework if we can understand the role of qubit overhead better, which in turn might connect to concepts in QEC. Such connections would be an exciting direction to explore. It is worth remembering that we have shown symmetry verification and more generally QED can extract all error-mitigated components contained in the noisy state (an extraction rate of 1).

We have not talked about the extrapolation strategies with more data points than the number of parameters we try to fit [11, 13]. They will be an example of non-linear QEM estimators, within which we cannot view the process of quantum error mitigation as obtaining some error-mitigated quantum state anymore. They can only be viewed as performing post-processing directly on the measurement outputs instead of the underlying states. As we are no longer dealing with a quantum state, fidelity is not a relevant metric for non-linear estimators. Hence, one can further look into how to predict the performance of non-linear estimators analytically.

Throughout this article, we have made a series of practical assumptions like pure ideal state, Markovian errors and orthogonal errors. Most of our arguments and order-of-magnitude estimates of various metrics will still be valid even if these assumptions are not entirely fulfilled. However, if we are looking at a situation far from these settings, further generalisation of our framework will be needed. This can also involve developing other metrics under our framework or merging some of the arguments in Ref. [26] into our framework.
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Appendix A: Obtaining Sampling Overhead using Hoeffding’s inequality

Here we define the range of a random variable $\hat{X}$ to be the difference between its maximal and minimal possible values, and we denote it as $R[\hat{X}]$. Since $O_{\text{rsp}}$ is often obtained through measuring products of $O$ and operators that commute with $O$ and have eigenvalues bounded between ±1 (which include $O$ itself), we know that $R[O_{\text{rsp}}] \sim R[O_P]$.

Hoeffding’s inequality states that to estimate $E[\hat{X}]$ to $\epsilon$-precision with $1 - \delta$ probability, the number of samples we need is given by:

$$N_{\text{cir}}(\hat{X}) = \frac{\ln(2/\delta)}{2\epsilon^2} R[\hat{X}]^2.$$

Hence, for the additional number of circuit runs we need to estimate $O_{\text{em}}$ to the same precision as $O_P$ is given by:

$$C_{\text{em}} = \frac{N_{\text{cir}}(O_{\text{em}})}{N_{\text{cir}}(O_P)} = \frac{R[O_{\text{em}}]^2}{R[O_P]^2} = \frac{2}{\epsilon_{\text{em}}} R[O_{\text{em}}] R[O_P] \sim 2^{-1} \epsilon_{\text{em}}.$$

where we have used Eq. (7).

Appendix B: Analytical Extrapolation

1. Error-mitigated State for Analytical Extrapolation

Using Eqs. (12) and (21) the error-mitigated state of analytical extrapolation using $n$ data points can be rewritten as:

$$\rho_{\text{em}} = \frac{1}{A} \sum_{\ell=0}^{\infty} c_\ell(\vec{\lambda}) \frac{\lambda^\ell}{\ell!} \rho_{|\lambda| = \ell} \quad (B1)$$

where

$$c_\ell(\vec{\lambda}) = \sum_{i=1}^{n} \gamma_i \left( \frac{\lambda_i}{\lambda} \right)^\ell. \quad (B2)$$

Using Holder’s inequality, we have

$$c_\ell(\vec{\lambda}) \leq \left( \frac{\lambda_n}{\lambda} \right)^\ell \sum_{i=1}^{n} |\gamma_i|. \quad (B2)$$

Thus we have

$$\rho_{\text{em}} \leq \frac{1}{A} \sum_{\ell=0}^{\infty} \left( \sum_{i=1}^{n} |\gamma_i| \right) \frac{\lambda^\ell}{\ell!} \rho_{|\lambda| = \ell}. \quad (B2)$$

which means that the sum in Eq. (B1) will converge as long as $\lambda_n$ and $\{|\gamma_i|\}$ are finite, which implies $|\lambda_i - \lambda_j|$ does not tends to zero or infinity for any $i, j$.

From Eq. (B2), we have $c_0(\vec{\lambda}) = 1$ and $c_{\ell}(\vec{\lambda}) = 0$ for $1 \leq \ell < n$ using the property of Lagrange polynomial. Thus, we have

$$\rho_{\text{em}} \leq \frac{1}{A} \left( \rho_0 + \sum_{\ell=n}^{\infty} c_{\ell}(\vec{\lambda}) \frac{\lambda^\ell}{\ell!} \rho_{|\lambda| = \ell} \right). \quad (B3)$$
FIG. 2. A diagram showing different categories of QEM methods and the structure within them.

2. Odd Number of Data Points

Recall that

\[ A = \sum_{j=1}^{n} \gamma_j e^{\lambda_j}, \quad \sum_{j=1}^{n} \gamma_j = 1. \]

Since \( \gamma_j = \prod_{k \neq j} \frac{\lambda_k}{\lambda_k - \lambda_j} \), \( \gamma_j \) will be negative when there is an odd number of \( \lambda_k \) smaller than \( \lambda_j \) and will be positive otherwise. Since we have \( \lambda_{j+1} > \lambda_j \) \( \forall j \), \( \gamma_j \) is positive for odd \( j \) and negative for even \( j \). Hence, we have:

\[
1 = \sum_{j=1}^{n} \gamma_j = \begin{cases} \sum_{k=0}^{n/2} |\gamma_{2k+1}| - |\gamma_{2k+2}| & \text{even } n \\ |\gamma_1| + \sum_{k=1}^{(n+1)/2} |\gamma_{2k+1}| - |\gamma_{2k}| & \text{odd } n \end{cases}
\]

Now look at

\[
A = \sum_{j=1}^{n} \gamma_j e^{\lambda_j}
\]

\[
= \begin{cases} \sum_{k=0}^{n/2} |\gamma_{2k+1}| e^{\lambda_{2k+1}} - |\gamma_{2k+2}| e^{\lambda_{2k+2}} & \text{even } n \\ |\gamma_1| + \sum_{k=1}^{(n+1)/2} |\gamma_{2k+1}| e^{\lambda_{2k+1}} - |\gamma_{2k}| e^{\lambda_{2k}} & \text{odd } n \end{cases}
\]

Since \( \lambda_{2k+1} < \lambda_{2k+2} \), we have

\[
e^{\lambda_{2k+1}} < e^{\lambda_{2k+2}}
\]

\[
|\gamma_{2k+1}| e^{\lambda_{2k+1}} - |\gamma_{2k+2}| e^{\lambda_{2k+2}} < |\gamma_{2k+1}| - |\gamma_{2k+2}|
\]

\[
A < \sum_{j=1}^{n} \gamma_j = 1 \quad \text{for even } n.
\]

Similarly, using \( \lambda_{2k+1} > \lambda_{2k} \) we have

\[
A > \sum_{j=1}^{n} \gamma_j = 1 \quad \text{for odd } n.
\]

From Eq. (23), we see that the error-mitigated fidelity \( \text{Tr}(\rho_0 \rho_{em}) = A^{-1} \), thus we must have \( A \geq 1 \) otherwise our framework does not apply anymore. This means that analytical extrapolation will only be applicable with odd number of data point (odd \( n \)). Hence, throughout this article, we will assume we have odd number of data point (odd \( n \)).
3. Equal-gap Analytical Extrapolation

Suppose we are probing at error rates with a fixed gap \( \beta \) and we further assume that the starting error rate \( \lambda \) is an integer multiple of \( \beta \), we then have

\[
\lambda_m = \lambda + (m - 1)\beta = (m_0 + m - 1)\beta
\]

We can then try to obtain an expression for the coefficient in Richardson extrapolation:

\[
\gamma_j = \prod_{k \neq j} \frac{\lambda_k}{\lambda_k - \lambda_j} = \prod_{k \neq j} \frac{m_0 + k - 1}{k - j} = \frac{n + (m_0 - 1)}{n - j} \times \cdots \times \frac{(j + 1) + (m_0 - 1)}{(j + 1) - j} \times \cdots \times \frac{1 + (m_0 - 1)}{1 - j}
\]

\[
= (-1)^{j-1} \frac{(n + m_0 - 1)!}{(j + m_0 - 1)(n - j)!j!(n - j)!}
\]

\[
= (-1)^{j-1} \frac{j}{j + m_0 - 1} \left( \frac{n + m_0 - 1}{n} \right) \frac{n}{n - 1} \left( \frac{n - 1}{j - 1} \right)
\]

Hence, we have

\[
A = \sum_{j=1}^{n} \gamma_j e^\lambda_j \tag{B4}
\]

\[
= \left( \frac{n + m_0 - 1}{n} \right) e^{m_0 \beta} \sum_{j=1}^{n} \frac{j}{j + m_0 - 1} \left( \frac{n}{j} \right) (-e^\beta)^{j-1}
\]

\[
= \left( \frac{n + m_0 - 2}{n - 1} \right) e^{m_0 \beta} \sum_{j=1}^{n} \frac{n + m_0 - 1}{j + m_0 - 1} \frac{n - 1}{j - 1} (-e^\beta)^{j-1}
\]

\[
A_{abs} = \sum_{j=1}^{n} |\gamma_j| e^{\lambda_j} \tag{B5}
\]

\[
= \left( \frac{n + m_0 - 1}{n} \right) e^{m_0 \beta} \sum_{j=1}^{n} \frac{j}{j + m_0 - 1} \left( \frac{n}{j} \right) e^{(j-1)\beta}
\]

\[
= \left( \frac{n + m_0 - 2}{n - 1} \right) e^{m_0 \beta} \sum_{j=1}^{n} \frac{n + m_0 - 1}{j + m_0 - 1} \frac{n - 1}{j - 1} e^{(j-1)\beta}
\]

Using Eq. (B5), we can obtain a general lower bound for \( A_{abs} \):

\[
A_{abs} \geq \left( \frac{n + m_0 - 2}{n - 1} \right) e^{m_0 \beta} \sum_{j=1}^{n} \left( \frac{n - 1}{j - 1} \right) e^{(j-1)\beta}
\]

\[
= \left( \frac{n + m_0 - 2}{n - 1} \right) e^{m_0 \beta} (1 + e^\beta)^{n-1}
\]

This can give a general upper bound on the extraction rate using Eq. (27):

\[
r_{em} = \frac{e^\lambda}{A_{abs}} \leq \left( \frac{n + m_0 - 2}{n - 1} \right)^{-1} (1 + e^{\lambda/m_0})^{1-n}
\]

At the practical value of \( \lambda \sim 1 \) and \( n \sim 3 \), we can explicitly calculate the extraction rate \( r_{em} \) and see that it peaks at \( m_0 \sim 1 \). Hence, here we will look at the case in which \( m_0 = 1 \), which means that \( \lambda = \beta \) and \( \lambda_n = n\lambda \).

In this way we have:

\[
A = -\sum_{j=1}^{n} \binom{n}{j} (-e^\beta)^{j} = 1 - (1 - e^\lambda)^n
\]

\[
A_{abs} = \sum_{j=1}^{n} \binom{n}{j} e^{j\beta} = (1 + e^\lambda)^n - 1
\]

From Appendix B2, we know that we are only interested in odd \( n \). Since \( 1 - e^\lambda \leq 0 \), we have

\[
A = (e^\lambda - 1)^n + 1.
\]

Using Eqs. (24), (26) and (27), we can obtain the fidelity boost, sampling overhead and the extraction rate to be:

\[
B_{em} = \frac{e^\lambda}{A} = \frac{e^\lambda}{(e^\lambda - 1)^n + 1}
\]

\[
C_{em} \sim \left( \frac{A_{abs}}{A} \right)^2 = \left( \frac{(e^\lambda + 1)^n - 1}{(e^\lambda - 1)^n + 1} \right)^2
\]

\[
r_{em} = \frac{e^\lambda}{A_{abs}} = \frac{e^\lambda}{(e^\lambda + 1)^n - 1}
\]

Appendix C: State Error Mitigation Sampling Overhead

In post-processing symmetry verification [15, 16] and multi-copy purification [18, 19], we need to measure two observables at the end of the noisy primary circuit using Fig. 3, whose measurement outcomes corresponds to the random variables \( O \) and \( \Gamma \), respectively. In this way, we can write the expectation value of the error-mitigated estimator as

\[
E[\hat{O}_{em}] = \frac{E[\hat{O}]}{E[\Gamma]}.
\]

In the \( i \)th circuit run, we will perform measurements to obtain \( O_{\lambda,i} \) and \( \Gamma_i \). After \( N_{cir} \) circuit runs, we can esti-
mate $E[\hat{O}_\text{em}]$ through the estimator:

$$\overline{O}_\text{em} = \frac{\sum_{i=1}^{N_{\text{cir}}} \hat{O}_{\lambda,i} \hat{\Gamma}_i}{\sum_{i=1}^{N_{\text{cir}}} \hat{\Gamma}_i} = \frac{\overline{\Gamma}}{\overline{\Gamma}}. \quad (C2)$$

Note that we have

$$\text{Cov}[\overline{O}_\text{em}, \overline{\Gamma}] = \frac{\sum_{i,j} \text{Cov}[\hat{O}_{\lambda,i} \hat{\Gamma}_i, \hat{\Gamma}_j]}{N_{\text{cir}}} = \frac{\text{Cov}[\hat{\Gamma}, \hat{\Gamma}]}{N_{\text{cir}}}.$$  

Here we have used the fact that the measurements from different circuit runs are uncorrelated $\text{Cov}[\hat{O}_{\lambda,i} \hat{\Gamma}_i, \hat{\Gamma}_j] = 0 \quad \forall i \neq j$.

Hence, the variance of $\overline{O}_\text{em}$ is approximately

$$\text{Var}[\overline{O}_\text{em}] = \frac{\text{Var}[\overline{\Gamma}] - 2E[\overline{O}_\text{em}] \text{Cov}[\overline{O}_\text{em}, \overline{\Gamma}] + E[\overline{O}_\text{em}]^2 \text{Var}[\overline{\Gamma}]}{E[\overline{\Gamma}]^2}$$

$$= \frac{\text{Var}[\overline{\Gamma}] - 2E[\overline{O}_\text{em}] \text{Cov}[\overline{\Gamma}, \overline{\Gamma}] + E[\overline{O}_\text{em}]^2 \text{Var}[\overline{\Gamma}]}{N_{\text{cir}}E[\overline{\Gamma}]^2}$$

Assuming our observable $\overline{O}$ is Pauli, which is the case for most of the practical settings. This means that $\overline{O} = \pm 1$ and thus $\overline{O}^2 = 1$. Hence, we have:

$$\text{Var}[\overline{\Gamma}] = E[(\overline{\Gamma})^2] - E[\overline{\Gamma}]^2 = E[\overline{\Gamma}^2] - E[\overline{O}_{\text{em}}]^2 E[\overline{\Gamma}]^2$$
$$\text{Var}[\overline{\Gamma}] = E[\overline{\Gamma}^2] - E[\overline{\Gamma}]^2$$
$$\text{Cov}[\overline{\Gamma}, \overline{\Gamma}] = E[\overline{\Gamma}^2] - E[\overline{\Gamma}] E[\overline{\Gamma}] = E[\overline{\Gamma}^2] - E[\overline{O}_{\text{em}}] E[\overline{\Gamma}]$$

Substituting into Eq. (C3), we have

$$\text{Var}[\overline{O}_\text{em}] = \frac{1}{N_{\text{cir}}E[\overline{\Gamma}]^2} \left[ E[\overline{\Gamma}^2] - E[\overline{O}_\text{em}]^2 E[\overline{\Gamma}]^2 \right.$$

$$- 2E[\overline{O}_\text{em}] E[\overline{\Gamma}]^2 + 2E[\overline{O}_\text{em}]^2 E[\overline{\Gamma}]^2$$

$$+ E[\overline{O}_\text{em}]^2 E[\overline{\Gamma}]^2 - E[\overline{O}_\text{em}]^2 E[\overline{\Gamma}]^2 \right]$$

$$= \frac{E[\overline{\Gamma}^2] - 2E[\overline{O}_\text{em}] E[\overline{\Gamma}]^2 + E[\overline{O}_\text{em}]^2 E[\overline{\Gamma}]^2}{N_{\text{cir}}E[\overline{\Gamma}]^2} \quad (C4)$$

Since $\overline{\Gamma}$ is obtained through a Pauli measurement as shown in Fig. 3, we have $\overline{\Gamma} = \pm 1$ and we have $\overline{\Gamma}^2 = 1$. Hence, Eq. (C4) becomes:

$$\text{Var}[\overline{O}_\text{em}] = \frac{1 - 2E[\overline{O}_\text{em}] E[\overline{\Gamma}] + E[\overline{O}_\text{em}]^2}{N_{\text{cir}}E[\overline{\Gamma}]^2}$$

$$\sim \frac{1 - E[\overline{O}_{\rho\lambda}]^2}{E[\overline{\Gamma}]^2}$$

where we have assume $E[\overline{O}_\text{em}] \sim E[\overline{\Gamma}] \sim \overline{O}_{\rho\lambda}$. Hence, the sampling overhead is:

$$C_{\text{em}} = \frac{\text{Var}[\overline{O}_\text{em}]}{\text{Var}[\overline{\Gamma}]} \sim E[\overline{\Gamma}]^{-2}$$

which is what we have in Eqs. (39) and (46).

1. **Direct Symmetry Verification**

In the case of direct symmetry verification, $\overline{\Gamma}$ will be the measurement outcome of the projection operator $\Pi_S$ instead of a Pauli operator. Hence $\overline{\Gamma} = 0, 1$ and we have $\overline{\Gamma}^2 = \overline{\Gamma}$. Hence, Eq. (C4) becomes:

$$\text{Var}[\overline{O}_\text{em}] = \frac{E[\overline{\Gamma}] - 2E[\overline{O}_\text{em}] E[\overline{\Gamma}] + E[\overline{O}_\text{em}]^2 E[\overline{\Gamma}]}{N_{\text{cir}}E[\overline{\Gamma}]^2}$$

$$= \frac{1 - E[\overline{O}_\text{em}]^2}{N_{\text{cir}}E[\overline{\Gamma}]^2}$$

$$\sim \frac{1 - E[\overline{O}_{\rho\lambda}]^2}{E[\overline{\Gamma}]^2} = \text{Var}[\overline{O}_{\rho\lambda}]$$

where we have use $E[\overline{O}_\text{em}] \sim E[\overline{O}_{\rho\lambda}]$. Hence, the sampling overhead is:

$$C_{\text{em}} = \frac{\text{Var}[\overline{O}_\text{em}]}{\text{Var}[\overline{\Gamma}]} \sim E[\overline{\Gamma}]^{-1}.$$
