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ABSTRACT

The current generation of stellar isochrone models exhibits non-negligible discrepancies due to variations in the input physics. The success of each model is determined by how well it fits the observations, and this paper aims to disentangle contributions from the various physical inputs. New deep, wide-field optical and near-infrared photometry (UBVRIJHKs) of the cluster M35 is presented, against which several isochrone systems are compared: Padova, PARSEC, Dartmouth, and Y2. Two different atmosphere models are applied to each isochrone: ATLAS9 and BT-Settl. For any isochrone set and atmosphere model, observed data are accurately reproduced for all stars more massive than 0.7 M⊙. For stars less massive than 0.7 M⊙, Padova and PARSEC isochrones consistently produce higher temperatures than observed. Dartmouth and Y2 isochrones with BT-Settl atmospheres reproduce optical data accurately; however, they appear too blue in IR colors. It is speculated that molecular contributions to stellar spectra in the near-infrared may not be fully explored, and that future study may reconcile these differences.
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1. INTRODUCTION

Besides white dwarf cooling, the main sequence is perhaps the most well-understood part of stellar evolution. However, current generation stellar structure models show significant discrepancies along parts of the main sequence due to the adoption of different input physics. The usefulness of a model depends on how well it fits the data, the most common method being comparing stellar isochrones to observed star cluster color–magnitude diagrams (CMDs). While the common method of comparing results from different models to observed data gives an excellent first estimate, the aim of this work is to disentangle contributions from various physical inputs into the models. Ideally, the tests would compare multiple different stellar isochrones to a series of open clusters, allowing a determination of which underlying physical parameters lead to an accurate fit.

This process begins by testing isochrone models against the open cluster M35. M35 provides a good starting point for the analysis due to its young age of 178 Myr (Dias et al. 2002), as all stars in the cluster have had time to settle onto the main sequence, but not enough time for many to evolve off of it. M35 will allow probing of how well various isochrone models work for main sequence stars over a large mass range, from 0.3–3.0 M⊙.

2. OBSERVATIONAL DATA

To provide a comprehensive test of the isochrone models to M35, accurate multi-wavelength photometry is required. We present new photometry for M35 in both the optical and infrared, used in this analysis.

2.1. UBVRI Photometry

M35 is a well-studied cluster, having been observed in the optical many times before. The first CCD photometry of the cluster was published by Sung & Bessell (1999), and more recently several other studies (von Hippel et al. 2002; Kalirai et al. 2003; Sarrazine et al. 2000) have published deep photometry on the cluster. Previous WIYN Open Cluster Survey (WOCS) photometry work (von Hippel et al. 2002) published BVI on a 20′5 × 20′5 field of view around the cluster, while Kalirai et al. (2003), using the CFH12K mosaic camera (Cuillandre et al. 2001), published BV photometry on a 42′ × 28′ area.

Using the KPNO 0.9 m MOSAIC camera (Sawyer et al. 2010), a 59′ × 59′ field of view has been observed in UBVRI, increasing both the spatial and wavelength coverage beyond previous studies.

M35 images, observed over two nights in 2000 February, were taken in two sequences: short and long, allowing for the photometry of both the brightest and faintest stars in the cluster. Short exposures consisted of four images per filter with exposure lengths of 25 s, 8 s, 5 s, 3 s, and 5 s in UBVRI, respectively. Long exposures were also sets of 4 images per filter, but 10 times the exposure length of the shorter set: 250 s, 80 s, 50 s, 30 s, 50 s.

Photometry was completed using the DAOPHOT II and ALLSTAR programs (Stetson 1987). A detection threshold of 3σ was used, and initially 1000 stars were chosen to compute a point-spread function (PSF) for the frame. Stars were removed from the PSF list that fell within four FWHM from another detected source, ensuring the PSF was not contaminated by crowded stars. Next, stars that were near bad or saturated pixels were removed. Lastly, stars whose PSF χ2 fit values were more than 2σ above the mean were removed. After these removals, 400–600 “clean” stars remained, from which a PSF was determined. The PSF was allowed to vary quadratically across the frame.

The instrumental magnitudes from DAOPHOT were matched to previously calibrated UBVRI observations of M35 (Sarrazine et al. 2000). Using between 200 and 1000 stars, depending upon...
filter, transformation equations were determined of the form

\[ u = U + a_U + b_U \times (U - B), \]
\[ b = B + a_B + b_B \times (B - V), \]
\[ v = V + a_V + b_V \times (B - V), \]
\[ r = R + a_R + b_R \times (V - R), \]
\[ i = I + a_I + b_I \times (R - I). \]

Here, lowercase letters represent instrumental magnitudes, while capital letters represent calibration magnitudes. The MOSAIC instrument contains a 8 k × 8 k pixel camera, comprised of eight 2 k × 4 k detector chips. Transformation coefficients in these equations were found to vary between each of the eight chips. Transformation coefficients for all filters and chips are listed in Table 1. Calibrating photometry in \( U \) was only available for the middle four chips (chips 2, 3, 6, and 7). \( U \)-band photometry in the outlying chips was removed from the data set.

In constructing the transformation, equations for calibrating colors were also derived. In doing so, it was discovered that for most chips there were no noticeable trends due to color. In chip 1, however, there appeared to be an effect related to the \( R \)-band filter, where a large scatter was observed in the residuals, as seen in Figure 1. This scatter also appeared in the comparison of the \( R - I \) color term, and was partially corrected out with another transformation equation:

\[ (r - i) = a_{RI} + b_{RI} \times (R - I). \]

This color correction was only applied to the long exposure set of chip 1, as there was much less of an effect in the shorter exposures.

After transformation, the photometry was combined for all images. Stars detected in multiple images had their magnitudes combined via an error-weighted average.

2.2. JHK\(_5\) Near-IR Photometry

Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006) near-IR photometry is available over the entire sky, providing \( JHK\(_5\) \) magnitudes for stars in M35. Isochrone comparisons using deep optical and 2MASS data were published in previous WOCS work (Grocholski & Sarajedini 2003). While providing insight on differences between isochrone systems in optical bands, IR comparisons were limited to fairly bright stars. Low-mass members of the cluster are important in the cluster’s dynamical evolution, and accurately determining their parameters is critical for stellar structure models. To fully compare isochrones in the IR, deeper photometry was necessary.

Observations of M35 were taken using the NEWFIRM instrument (Hoffman et al. 2004) on the Kitt Peak 4 m Telescope in 2008 February. The NEWFIRM camera is a grid of four 2 k × 2 k IR detectors, creating a 4 k × 4 k image. All observations were taken in “4Q” mode, aligning the cluster within each of these four NEWFIRM detectors, allowing for more spatial coverage than a single NEWFIRM field of view. Together, the images cover a 44′ × 44′ area around the cluster. To minimize errors in flat-fielding and negate cosmetic defects within the detectors, the telescope was dithered between exposures on each pointing. An effective integration time of 600 s in \( J \) and \( H \), and 900 s in \( K\(_5\) \) were taken for each pointing.

All images were reduced through the NEWFIRM pipeline (Swaters et al. 2009). After reduction, images were stacked into a master frame for each filter. Photometry on these frames were carried out using DAOPHOT II and ALLSTAR. Initially, 2000 stars were chosen to determine a PSF for the frame, and the list was trimmed using the same process as the MOSAIC data: crowded stars (less than four FWHM from another source), saturated stars, stars near bad pixels, and those with \( \chi^2 \) values...
more than 2σ above the mean were removed. After cleaning, between 700 and 900 uncrowded stars per frame were used to compute a PSF, which was allowed to vary quadratically.

2MASS data were used to tie the instrumental magnitudes to the standard system. Only 2MASS point sources with the highest photometric quality (“AAA”) were used in the reference catalog. Matching more than 2500 2MASS stars in each filter to the DAO PHOT instrumental magnitudes, transformations to the standard system were determined as

\[
j = J - (2.400 \pm 0.003) - (0.0987 \pm 0.005) \times (J - K_S), \quad (7)
\]

\[
h = H - (2.297 \pm 0.002) - (0.2956 \pm 0.012) \times (H - K_S), \quad (8)
\]

\[
k = K_S - (3.030 \pm 0.005) + (0.093 \pm 0.007) \times (J - K_S). \quad (9)
\]

As before, lowercase letters are instrumental magnitudes, while capital letters are standard 2MASS magnitudes. A plot of residuals from this transformation is shown in Figure 2.

### 2.3. Merged Data Set

With 600 s or more of exposure time on a 4 m telescope, stars with \( J < 13 \) are saturated in the NEW FIRM images. In the final data set, the MOSAIC and NEW FIRM photometry was merged with all “AAA” quality 2MASS point sources to form a complete picture of the cluster in the optical and near-IR. The merged data set is shown in Table 2; CMDs and spatial diagrams for this data set are shown in Figure 3.

All images of M35 also cover the nearby cluster, NGC 2158. To reduce contamination, stars within close proximity (10') to NGC 2158 were removed. Even with the trimming of NGC 2158, a large amount of field contamination still remains due to M35’s low galactic latitude. To limit this contamination, CMDs of M35 analyzed in this paper will be limited to stars within 20' of the cluster center.

### 3. STELLAR STRUCTURE MODELS

In this work, four isochrone systems are considered: Dartmouth (Dotter et al. 2007), Y² (Yi et al. 2001), Padova (Girardi et al. 2002), and PARSEC (Bressan et al. 2012). Each model incorporates different physical assumptions (i.e., equation of state (EOS), radiative, and conductive opacities), treatment of physical processes (i.e., convective transport, stellar atmospheres), and physical parameters (i.e., solar metallicity, initial He abundance, heavy-element mixture), all of which alter the resulting isochrone shape. Values for the input physics considered in this work are listed in Table 3. Before comparing the isochrones to the observed data, some of the values in Table 3 can be standardized in order to simplify the final comparison.

#### 3.1. Age

One of the main differences between isochrone systems used in this work is the range of available ages. M35 has a published age of 178 Myr (Dias et al. 2002), for which isochrones are available in the Padova and PARSEC systems. The nearest age in Y² is 200 Myr, while the youngest possible isochrone available for Dartmouth is 250 Myr. This work is interested in how the models treat main sequence stars, so this age difference is negligible; most stars on the main sequence will not have shifted in this 72 Myr span, given that all stars have finished their pre-main sequence evolution.

#### 3.2. Metallicity

Many isochrone systems come pre-packaged in rough metallicity grids. For the isochrones to accurately match observed data, all must be interpolated to the metallicity of M35. Using previous WOCS work in Barrado y Navascués et al. (2001), the metallicity of M35 is [Fe/H] = −0.21, which was measured using high-resolution spectroscopy of nine bright stars within the cluster. Interpolated Padova and PARSEC (v.1.1) isochrones were accessed from the Web via the interactive CMD 2.5 interface.⁵ Y² isochrones include a FORTRAN routine that interpolates to a specified metallicity. Dartmouth isochrones utilize a similar interpolation Web interface⁶ as Padova and PARSEC; however, it is only available for ages >1 Gyr, unsuitable for M35. Instead, another method must be employed for the Dartmouth isochrones.

---

⁵ http://stev.oapd.inaf.it/cgi-bin/cmd

⁶ http://stellar.dartmouth.edu/%7Emodels/webtools.html
Figure 2. Left: residuals between instrumental NEWFIRM magnitudes and 2MASS. Right: NEWFIRM magnitude vs. uncertainty for all four pointings on M35.

Figure 3. CMDs and spatial plots for each of the new data sets. (a) Visual CMD of MOSAIC data set. (b) Near-IR CMD of NEWFIRM data set. Gray points are “AAA” quality 2MASS magnitudes. (c) Spatial plots of MOSAIC detections. A small area around NGC 2158 has been removed, denoted by gray points. (d) Spatial plot of NEWFIRM detections. Removed area around NGC 2158 denoted by gray points. M35 is located in the center of the spatial plots.

Table 2
Combined Data Set Photometry

| R.A.  | Decl. | U    | σ_U  | B    | σ_B  | V    | σ_V  | R    | σ_R  | I    | σ_I  | J    | σ_J  | J - Ks | σ_Ks | H    | σ_H  | Ks   | σ_Ks |
|-------|-------|------|------|------|------|------|------|------|------|------|------|------|------|-------|------|------|------|------|------|
| 91.88346 | 24.43455 | 99.999 | 9.999 | 19.878 | 0.045 | 18.873 | 0.037 | 18.268 | 0.033 | 17.688 | 0.032 | 16.744 | 0.018 | 16.425 | 0.021 | 16.134 | 0.021 |
| 92.34281 | 24.43458 | 99.999 | 9.999 | 19.543 | 0.045 | 18.669 | 0.034 | 18.051 | 0.028 | 17.446 | 0.026 | 16.555 | 0.018 | 16.100 | 0.010 | 15.904 | 0.012 |
| 92.56734 | 24.43462 | 99.999 | 9.999 | 19.590 | 0.041 | 18.605 | 0.033 | 18.027 | 0.027 | 17.377 | 0.027 | 16.517 | 0.016 | 16.073 | 0.010 | 15.909 | 0.014 |
| 92.43966 | 24.43469 | 16.700 | 0.075 | 16.422 | 0.022 | 15.845 | 0.019 | 15.503 | 0.018 | 15.099 | 0.020 | 14.490 | 0.017 | 14.275 | 0.010 | 14.084 | 0.007 |
| 92.30543 | 24.43478 | 18.854 | 0.093 | 18.678 | 0.030 | 17.831 | 0.025 | 17.273 | 0.023 | 16.715 | 0.024 | 15.953 | 0.021 | 15.585 | 0.007 | 15.443 | 0.009 |

(This table is available in its entirety in machine-readable and Virtual Observatory (VO) forms in the online journal. A portion is shown here for guidance regarding its form and content.)
Table 3
Differences in Input Physics Between Stellar Structure Models Used in This Work

| Model       | Temperature | Log $T$ | Mass | Equation of State | Atmosphere Models |
|-------------|-------------|---------|------|-------------------|-------------------|
| Dartmouth   | $M > 0.8 M_\odot$: Ideal Gas + Debye Huckel | $M < 0.7 M_\odot$: FreeEOS $^f$ | PHOENIX $^g$ | Lejeune et al. (1998) |
| Y$^2$       | $T < 4.5$: OPAL96 $^a$ | $T > 4.1$: OPAL96 $^a$ | OPAL $^e$ | ATLAS9 $^h$ |
| Padova      | $T < 4.3$: Ferguson et al. (2005) | $T < 3.8$: AF94 $^c$ | $T > 4.1$: OPAL93 $^b$ | ATLAS9 (modified) |
| PARSEC      | $T < 4.0$: AF94 $^c$ | $T > 4.2$: OPAL96 $^a$ | $T < 4.1$: AESOPUS $^i$ | |

Notes. $^a$ Iglesias & Rogers (1996). $^b$ Iglesias & Rogers (1993). $^c$ Alexander & Ferguson (1994). $^d$ Marigo & Aringer (2009). $^e$ Rogers et al. (1996). $^f$ Irwin (2004). $^g$ Ferguson et al. (2005). $^h$ Castelli & Kurucz (2003).

Figure 4. Left: interpolation onto a common mass grid for the [Fe/H] = +0.07 Dartmouth isochrone. The black dots are the original isochrone grid points, and the gray dots are the interpolated points in steps of 0.01 $M_\odot$. Right: interpolation in [Fe/H] of Dartmouth isochrones to the M35 metallicity. The isochrones in gray are the three closest grid points used to create the interpolated isochrone. Note that interpolated isochrones only exist along the main sequence. All isochrones are for an age of 250 Myr.

Starting with the Dartmouth system’s pre-packaged metallicity grid, each isochrone is interpolated in mass, using a common spacing of 0.01 $M_\odot$. For each star in the new isochrone, stellar parameters (log $g$, $L$, $T$) and magnitudes are cubically interpolated to the new mass value. This interpolation only works along the main sequence, where mass increases monotonically. This work is interested in how the isochrone treats the main sequence, and there is little evolution off of the main sequence in a young cluster like M35, so the loss of giants from the isochrone is acceptable. Once all isochrones are on a common mass grid, stellar parameters and magnitudes are quadratically interpolated in metallicity, using the nearest three isochrones in the grid to the desired [Fe/H]. For M35, [Fe/H] = −0.50, +0.07, +0.21 isochrones were used to interpolate the [Fe/H] = −0.21 isochrone. Figure 4 shows the results of each of the interpolation steps.

3.3. Atmosphere Models

Stars with similar internal parameters (log $g$, $T$), but different color–temperature relations may look highly discrepant on a cluster CMD. Atmosphere models are standardized across all isochrone systems, allowing for a comparison of internal structure physics against observed data. Two atmosphere models are applied to the isochrones in this work: ATLAS9 (Castelli & Kurucz 2003), and BT-Settl (Allard et al. 2012).

ATLAS9 colors and bolometric corrections were downloaded from a pre-computed grid available online. BT-Settl synthetic magnitudes, computed using the PHOENIX atmosphere code, were available for several solar abundances online. BT-Settl atmospheres, using solar abundances from Asplund et al. (2009), were used in this work, differing from the ATLAS9 solar metallicity values of Grevesse & Sauval (1998). The BT-Settl atmospheres carefully treat molecular absorption lines for cool stars, where ATLAS9 atmospheres are more incomplete.

Using the computed log $g$ and $T_{\text{eff}}$ of each star in the isochrone, new magnitudes are computed using each of the atmosphere grids. ATLAS9 atmospheres are only available for temperatures greater than 3500 K. Stars in the Dartmouth and Y$^2$ systems below this temperature were removed in the ATLAS9 isochrone.

4. ANALYSIS

A comparison of the final isochrones to the observed data is shown in Figure 5. There is little difference between the models for stars more massive than 0.7 $M_\odot$ ($V \sim 17$, $J \sim 15$ in M35), and all models match closely to data in this regime. For low-mass stars, the isochrones begin to separate on the CMD. Unfortunately, our $UBVR_1$ data is not deep enough to reach most of this region. Instead, the $BV$ photometry of Kalirai et al. (2003) is used. A zoomed-in CMD of the low-mass regions of interest are shown in Figure 6.

Several conclusions about the input physics to the isochrone models can be made by comparison to the observed data.

4.1. High-mass Stars

Each system employs vastly different physical assumptions for higher-mass stars ($M > 0.7 M_\odot$): for example, Dartmouth’s EOS model is a simple ideal gas, with a correction for coulomb interaction, while FreeEOS (used by PARSEC) handles ionization, degeneracy pressure, and relativistic electron gas, yet the results end up being nearly identical. The lack of difference is due to the fact that stars with masses larger than 0.7 $M_\odot$ have sufficiently low density that the addition of non-ideal effects in the EOS does not produce appreciable shifts in the stellar model. Main sequence stellar parameters are insensitive to nearly all input parameters for main sequence stars with masses between 0.7 and 3.0 $M_\odot$. 

7. http://wwwuser.oat.ts.astro.it/castelli/colors.html 
8. http://philip.ex-lyon.fr/Grids/BT-Settl/
Figure 5. Comparison of the four isochrone systems and two atmosphere models used in this study. The gray dots are the observed magnitudes from MOSAIC, NEWFIRM, and 2MASS data described in Section 2. Blue: 250 Myr Dartmouth isochrone. Red: 178 Myr Padova isochrone. Purple: 178 Myr PARSEC isochrone. Green: 200 Myr Y$^2$ isochrone. All isochrones assume a distance of 870 pc, $E(B - V) = 0.22$, and [Fe/H] = −0.21. The dashed lines indicate the position of the 0.7 $M_\odot$ model.

4.2. MHD Equation of State

In the low-mass regime ($M < 0.7\ M_\odot$), the Mihalas et al. (1990) EOS code (often referred to as MHD) begins to break down. Comparing Y$^2$ and Padova isochrones for low mass, there are many similarities in input physics, yet the resulting stellar parameters are quite different. The opacity codes and solar composition values are the same for both systems, and the solar metallicity and He abundances are very similar, yet the Padova isochrones predict much hotter temperatures than those from Y$^2$. The only difference between the two systems is the EOS code.

Y$^2$'s OPAL EOS (Rogers et al. 1996) produces cooler low-mass stars, matching observation better than Padova. Padova isochrones’ discrepant fits are not surprising, as the MHD EOS has been shown to produce inaccurate results even in the Sun (Dziembowski et al. 1992). The Padova set’s results will all be affected due to the inaccurate EOS code.

4.3. PARSEC Isochrones

While the Padova isochrones’ inconsistent temperatures can be explained by the MHD EOS, their successor, the PARSEC system, predicts even hotter temperatures than those from Padova. These high temperatures produce colors which are the furthest from the observed main sequence of any of the sets examined in this work.

PARSEC’s inconsistencies are not as easily explained as Padova’s, using only the M35 data. There are many differences between PARSEC and the other systems, with PARSEC also being the only system with a different choice of solar metallicity. Comparing PARSEC isochrones to observations of clusters with different metallicity values will help determine whether the deviations are due to the metallicity adjustments, or any of the other differences in the PARSEC system.

4.4. Atmospheres

The switch from ATLAS9 to BT-Settl atmosphere models produces small but noticeable shifts in stellar magnitudes. Isochrones using the ATLAS9 atmosphere model are slightly offset from the observed main sequence, appearing too red above $V \sim 18$ and too blue below, as shown in Figure 6. Deviations from the observed main sequence are much smaller for the BT-Settl isochrones, with the Dartmouth and Y$^2$ isochrones matching closely to observation down to their faint limits, $V \sim 19$ and $V \sim 22$, respectively. The careful treatment of molecular lines in the BT-Settl atmospheres appears to enhance isochrone fits in the optical.

In the infrared, all isochrone and atmosphere combinations produce $J - K_S$ colors which are bluer than observed, as well as
Figure 6. Zoomed-in CMDs of the low-mass portion of the main sequence. The $J - K_s$ data is from this work and the $B - V$ data is from Kalirai et al. (2003). The black curves are hand drawn empirical ridgelines. The dashed lines indicate the position of the 0.7 $M_\odot$ model.

$J$ magnitudes which are fainter than the observed main sequence. The treatment of molecular lines in the BT-Settl atmospheres yield accurate results in the optical, but may be incomplete in the IR. Further study of low-mass stellar atmospheres in the IR may reconcile this difference.

5. SUMMARY AND FUTURE WORK

Several conclusions can be drawn from comparisons of theoretical isochrones to new photometry on the cluster M35.

1. Theoretical magnitudes of stars with masses greater than 0.7 $M_\odot$ are insensitive to nearly all physical inputs. All isochrone and atmosphere systems produce accurate fits to the CMD for higher mass stars.

2. Low-mass stars ($M < 0.7 M_\odot$) in the Padova system are hotter than observed. This is due to the inaccurate MHD EOS.

3. The careful treatment of molecular absorption lines in the BT-Settl atmosphere models yield better fits to the optical CMDs than ATLAS9, especially when applied to the Dartmouth or Y2 systems.

4. All combinations of isochrone systems and atmosphere models yield bluer IR colors than observed data for stars with masses less than 0.7 $M_\odot$. BT-Settl atmospheres may lack the necessary molecular absorption information in the IR.

While this comparison has yielded several important insights into how various input physics alter the fit of an isochrone, only so much can be determined from a single cluster. A future paper will compare these same isochrone systems to open clusters of varying ages and metallicities in order to further improve these conclusions.
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