ON STRONGLY PRIMARY MONOIDS, WITH A FOCUS ON PUISEUX MONOIDS
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Abstract. Primary and strongly primary monoids and domains play a central role in the ideal and factorization theory of commutative monoids and domains. It is well-known that primary monoids satisfying the ascending chain condition on divisorial ideals (e.g., numerical monoids) are strongly primary; and the multiplicative monoid of non-zero elements of a one-dimensional local domain is primary and it is strongly primary if the domain is Noetherian. In the present paper, we focus on the study of additive submonoids of the non-negative rationals, called Puiseux monoids. It is easy to see that Puiseux monoids are primary monoids, and we provide conditions ensuring that they are strongly primary. Then we study local and global tameness of strongly primary Puiseux monoids; most notably, we establish an algebraic characterization of when a Puiseux monoid is globally tame. Moreover, we obtain a result on the structure of sets of lengths of all locally tame strongly primary monoids.

1. Introduction

A (commutative and cancellative) monoid \( H \) is primary if it is not a group and if for each two non-invertible elements \( a, b \in H \) there is \( n \in \mathbb{N} \) such that \( b^n \in aH \). Furthermore, \( H \) is strongly primary if for each non-invertible element \( a \in H \) there is \( n \in \mathbb{N} \) such that \( m^n \subset aH \), where \( m \) is the non-empty set of non-invertible elements of \( H \). A domain \( R \) is (strongly) primary if its multiplicative monoid of non-zero elements is (strongly) primary. Thus, a domain is primary if and only if it is one-dimensional and local. Every primary Mori monoid is strongly primary, which implies that numerical monoids and one-dimensional local Mori domains are strongly primary. If \( R \) is a weakly-Krull Mori domain, then its localizations at height-one prime ideals are strongly primary, whence its monoid of \((v\text{-invertible divisorial})\) ideals is a coproduct of strongly primary monoids. So we see that (strongly) primary monoids play a central role in the ideal and factorization theory of commutative monoids and domains.

The goal of the present paper is twofold. In Section 3 we concentrate on Puiseux monoids, that is, additive submonoids of the non-negative rationals. These are primary monoids generalizing numerical monoids, and have attracted quite a lot of attention in recent literature, also in relation to the study of semigroup algebras (e.g., [13, 38]). In Subsections 3.1 and 3.2, we inquire into the algebraic properties of Puiseux monoids, with a focus on conductors and conditions enforcing strong primariness. Then we investigate the arithmetic properties of strongly primary Puiseux monoids, with emphasis on local and global tameness. To recall these concepts, let \( H \) be an atomic monoid. The local tame degree \( t(H, u) \) (of an atom \( u \)) is the smallest \( N \in \mathbb{N}_0 \cup \{\infty\} \) such that, in any given factorization of a multiple \( a \in uH \) of \( u \), at most \( N \) atoms have to be replaced by at most \( N \) new atoms to obtain a factorization of \( a \) that contains \( u \). The global tame degree \( t(H) \) is the supremum of the local tame degrees over all atoms, and we say that \( H \) is globally tame if \( t(H) < \infty \). We provide a characterization of global tameness (Theorem 3.9), and we carefully work out the similarities and differences between the arithmetic of strongly primary Puiseux monoids on one side and the arithmetic of strongly primary domains and finitely primary monoids on the
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other side. Theorem 3.12 shows that the cardinality of the class consisting of strongly primary Puiseux monoids that are either globally tame or locally but not globally tame is at least as large as the cardinality of the class consisting of additive subgroups of the rationals.

In Section 4 we study the arithmetic of locally tame strongly primary monoids, with a focus on their sets of lengths. There are Puiseux monoids having every finite set of lengths. In contrast to this, sets of lengths of locally tame strongly primary monoids are well structured. Our main result on sets of lengths is Theorem 4.1. Beyond that we provide the first example of a primary BF-monoid having irrational elasticity (Example 4.3).

2. Background on primary monoids

2.1. General Notation. We denote by \( \mathbb{P}, \mathbb{N}, \mathbb{N}_0, \mathbb{Z}, \mathbb{Q}, \) and \( \mathbb{R} \) the set of prime numbers, positive integers, non-negative integers, integers, rational numbers, and real numbers, respectively. For \( a, b \in \mathbb{R} \cup \{ \pm \infty \} \), we let \([a, b]\) denote the discrete interval \( \{ x \in \mathbb{Z} : a \leq x \leq b \} \), and we let \([a, b], [a, b), (a, b), (a, b], a, b \in \mathbb{R}\) denote the usual real intervals.

Let \( G \) be an abelian group, and take \( A, B \subset G \). Then \( A + B = \{ a + b : a \in A, b \in B \} \) denotes the sumset and \( A - B = \{ a - b : a \in A, b \in B \} \) denotes the difference set of \( A \) and \( B \). In addition, for \( k \in \mathbb{N} \), we let \( kA = A + \cdots + A \) and \( k \cdot A = \{ ka : a \in A \} \) denote the \( k \)-fold sumset of \( A \) and the dilation of \( A \) by \( k \), respectively. For a non-empty subset \( L \subset \mathbb{N} \), we call \( \rho(L) = \sup L / \min L \) the elasticity of \( L \) and we set \( \rho(\{0\}) = 1 \).

2.2. Monoids. Throughout this paper, the term ‘monoid’ refers to a commutative cancellative semigroup with identity element while the term ‘domain’ refers to a commutative ring with identity and without non-zero zero divisors. In the present section and in Section 4, we use multiplicative notation because some of the main examples we have in mind stem from ring theory (note that the multiplicative subset \( R^* = R \setminus \{0\} \) of a domain \( R \) is a monoid). Only in Section 3, where we study additive submonoids of the non-negative rationals, we use additive notation. We briefly recall some ideal-theoretic and arithmetic concepts in the context of monoids.

Let \( H \) be a monoid. Then \( H^\times \) denotes the group of invertible elements, \( H_{\text{red}} = H / H^\times \) the associated reduced monoid, and \( q(H) \) the quotient group of \( H \). We define

- \( H' = \{ x \in q(H) : \text{there exists some } N \in \mathbb{N} \text{ such that } x^n \in H \text{ for all } n \geq N \} \),
- \( \tilde{H} = \{ x \in q(H) : \text{there exists some } N \in \mathbb{N} \text{ such that } x^N \in H \} \), and
- \( \hat{H} = \{ x \in q(H) : \text{there exists } c \in H \text{ such that } cx^n \in H \text{ for all } n \in \mathbb{N} \} \).

and we call \( H' \) the seminormal closure, \( \tilde{H} \) the root closure, and \( \hat{H} \) the complete integral closure of \( H \), respectively. Then we have

\[
H \subset H' \subset \tilde{H} \subset \hat{H} \subset q(H),
\]

where all inclusions can be strict. We say that \( H \) is \textit{seminormal} if \( H = H' \), \textit{root-closed} if \( H = \tilde{H} \), and \textit{completely integrally closed} if \( H = \hat{H} \). Note that \( H' \) is seminormal, \( \tilde{H} \) is root-closed, but \( \hat{H} \) may not be completely integrally closed ([28, Theorem 3]). However, if the conductor \( (H : \hat{H}) = \{ x \in q(H) : x\hat{H} \subset H \} \) is non-empty, then \( \hat{H} \) is completely integrally closed. The monoid \( H \) is said to be

- \textit{v-Noetherian} (or a Mori monoid) if it satisfies the ascending chain condition on divisorial ideals,
- a \textit{Krull monoid} if it is a completely integrally closed Mori monoid,
- a \textit{valuation monoid} if for all \( a, b \in H \) either \( a \mid b \) or \( b \mid a \),
- \textit{primary} if \( H \neq H^\times \) and for all \( a, b \in H \setminus H^\times \) there exists \( n \in \mathbb{N} \) such that \( b^n \in aH \), and
- \textit{strongly primary} if \( H \neq H^\times \) and for each \( a \in H \setminus H^\times \) there exists \( n \in \mathbb{N} \) such that \((H \setminus H^\times)^n \subset aH \).

We let \( \mathcal{M}(a) \) denote the smallest \( n \in \mathbb{N} \) having this property, and we set

\[
\mathcal{M}(H) = \sup \{ \mathcal{M}(u) : u \in A(H) \}.
\]
2.4. If \( H \) is primary, then it follows from [23, Proposition 1] and [34, Lemma 2.5] that

\[
H' = \hat{H} \quad \text{and} \quad H^x = \hat{H}^x \cap H = \hat{H}^x \cap H.
\]

Further, we use that a valuation monoid \( H \) is completely integrally closed if and only if either \( H = H^x \) or \( H \) is primary ([36, Chapter 16.3]). For a set \( P \), we denote by \( F(P) \) the free commutative monoid with basis \( P \). Every element \( a \in F(P) \) can be written uniquely in the form

\[
a = \prod_{p \in P} p^{v_p(a)},
\]

where \( v_p(a) \in \mathbb{N}_0 \) is the \( p \)-adic valuation of \( a \), and we call \( |a| = \sum_{p \in P} v_p(a) \) the length of \( a \).

2.3. Arithmetic of monoids. We proceed to gather the arithmetic concepts needed in the sequel. For details and proofs we refer to [26, Chapter 1]. We denote by \( Z(H) = F(A(H_{\text{red}})) \) the factorization monoid of \( H \) and let \( \pi: Z(H) \to H_{\text{red}} \) be the factorization homomorphism. For an element \( a \in H \),

- \( Z(a) = \pi^{-1}(aH^x) \) is the set of factorizations of \( a \),
- \( L(a) = \{ |z| : z \in Z(a) \} \subseteq \mathbb{N}_0 \) is the set of lengths of \( a \), and
- \( \mathcal{L}(H) = \{ L(a) : a \in H \} \) is the system of sets of lengths of \( H \).

Note that \( L(a) = \{ 0 \} \) if and only if \( a \in H^x \), and that \( 1 \in L(a) \) if and only if \( a \in A(H) \). We say that \( H \) is

- atomic if \( Z(a) = \emptyset \) for every \( a \in H \),
- a BF-monoid if \( L(a) \) is finite and non-empty for every \( a \in H \), and
- an FF-monoid if \( Z(a) \) is finite and non-empty for every \( a \in H \).

Our focus in this section and in Section 3 is on (local and global) tameness. In Section 4 we show that locally tame strongly primary monoids share a variety of further arithmetic finiteness properties. For the remainder of this subsection, suppose that \( H \) is an atomic monoid. To introduce the concept of tameness, we first need a distance function. Consider two factorizations \( z, z' \in Z(a) \), say

\[
z = u_1 \cdot \ldots \cdot u_\ell v_1 \cdot \ldots \cdot v_m \quad \text{and} \quad z' = u_1' \cdot \ldots \cdot u_\ell' w_1 \cdot \ldots \cdot w_n,
\]

where \( \ell, m, n \in \mathbb{N}_0 \) and all \( u_i, v_j, w_k \) are in \( A(H_{\text{red}}) \) with \( \{ v_1, \ldots, v_m \} \cap \{ w_1, \ldots, w_n \} = \emptyset \). Then we call \( d(z, z') = \max\{m, n\} \in \mathbb{N}_0 \) the distance between \( z \) and \( z' \). For an atom \( u \in A(H_{\text{red}}) \), the local tame degree \( t(H, u) \in \mathbb{N}_0 \) is the smallest \( N \in \mathbb{N}_0 \cup \{ \infty \} \) with the following property:

\[
\text{If } Z(a) \cap uZ(H) \neq \emptyset \text{ and } z \in Z(a), \text{ then there exists } z' \in Z(a) \cap uZ(H) \text{ such that } d(z, z') \leq N.
\]

We say that \( H \) is

- locally tame if \( t(H, u) < \infty \) for all \( u \in A(H_{\text{red}}) \), and
- (globally) tame if the tame degree \( t(H) = \sup\{ t(H, u) : u \in A(H_{\text{red}}) \} \) is finite.

If \( u \) is a prime, then every factorization of a multiple \( a \in uH \) of \( u \) contains \( u \), whence \( t(H, u) = 0 \). The atomic monoid \( H \) is factorial if and only if all its atoms are prime, whence \( H \) is factorial if and only if \( t(H) = 0 \). If \( u \) is not a prime, then \( t(H, u) \in \mathbb{N}_0 \) is the smallest \( N \in \mathbb{N}_0 \cup \{ \infty \} \) with the following property:

\[
\text{If } m \in \mathbb{N} \text{ and } v_1, \ldots, v_m \in A(H) \text{ are such that } u | v_1 \cdot \ldots \cdot v_m, \text{ but } u \text{ divides no proper subproduct of } v_1 \cdot \ldots \cdot v_m, \text{ then there exist } \ell \in \mathbb{N} \text{ and } u_2, \ldots, u_\ell \in A(H) \text{ such that } v_1 \cdot \ldots \cdot v_m = uu_2 \cdot \ldots \cdot u_\ell \text{ and } \max\{\ell, m\} \leq N \text{ (in other words, } \max\{1 + \min L(u^{-1}v_1 \cdot \ldots \cdot v_m), m\} \leq N\).
\]

The property of being tame is studied via the invariant

\[
\Lambda(H) = \sup\{ \min L(a) : a \in H \} \in \mathbb{N}_0 \cup \{ \infty \}
\]

and via the local elasticities \( \rho_k(H) \) for \( k \in \mathbb{N} \). To recall their definition, let us fix \( k \in \mathbb{N} \). Then \( \rho_k(H) = k \) if \( H = H^x \), and

\[
\rho_k(H) = \sup\{ \sup L : L \in \mathcal{L}(H) \text{ with } k \in L \} \in \mathbb{N}_{\geq k} \cup \{ \infty \} \text{ otherwise.}
\]
As a result, it is not hard to verify that
\begin{equation}
\rho(H) := \sup\{\rho(L) : L \in \mathcal{L}(H)\} = \lim_{k \to \infty} \frac{\rho_k(H)}{k}.
\end{equation}
We call \(\rho(H)\) the elasticity of \(H\), and we say that \(H\) has accepted elasticity if there is \(L \in \mathcal{L}(H)\) such that \(\rho(L) = \rho(H)\). If \(H\) is not factorial, then (by \([26, \text{Theorem 1.6.6}]\))
\begin{equation}
\max\{2, \rho(H)\} \leq t(H).
\end{equation}
For an atom \(u \in \mathcal{A}(H)\), let \(\tau(H, u)\) be the smallest \(N \in \mathbb{N}_0 \cup \{\infty\}\) with the following property:
\begin{itemize}
\item If \(m \in \mathbb{N}\) and \(v_1, \ldots, v_m \in \mathcal{A}(H)\) such that \(u\) divides the product \(v_1 \cdots v_m\) but no proper subproduct, then \(\min L(u^{-1}v_1 \cdots v_m) \leq N\).
\end{itemize}
If \(H\) is strongly primary, then
\begin{align*}
\min L(u^{-1}v_1 \cdots v_m) & \leq \Lambda(H), \quad m < \mathcal{M}(u), \quad \text{and} \\
\min L(u^{-1}v_1 \cdots v_m) & \leq \max L(u^{-1}v_1 \cdots v_m) \leq \max L(v_1 \cdots v_m) \leq \rho_{\mathcal{M}(u)-1}(H).
\end{align*}
Thus, we have the following lemma.

**Basic Lemma 2.1.** Let \(H\) be a strongly primary monoid.

1. Then
   \begin{equation}
   H \text{ is locally tame if and only if } \tau(H, u) < \infty \text{ for all } u \in \mathcal{A}(H).
   \end{equation}
2. If
   \begin{equation}
   \text{either } \Lambda(H) < \infty \text{ or } \rho_k(H) < \infty \text{ for all } k \in \mathbb{N},
   \end{equation}
   then \(H\) is locally tame.

2.4. **Strongly primary monoids.** Whereas primary monoids need not be atomic (e.g., \((\mathbb{Q}_{\geq 0}, +)\) is primary but not atomic), strongly primary monoids satisfy the stronger condition of being BF-monoids.

**Lemma 2.2.** Let \(H\) be a monoid with non-empty maximal ideal \(\mathfrak{m} = H \setminus H^\times\). Then the following statements are equivalent.

\(a\) \(H\) is strongly primary.
\(b\) \(H\) is a BF-monoid and for all \(u \in \mathcal{A}(H)\) there is \(n \in \mathbb{N}\) such that \(\mathfrak{m}^n \subset uH\).
\(c\) \(H\) is primary and there exist \(a \in \mathfrak{m}\) and \(n \in \mathbb{N}\) such that \(\mathfrak{m}^n \subset aH\).

**Proof.**
\(a \Rightarrow (b)\) If \(a \in H \setminus H^\times\) and \(a = u_1 \cdots u_k\) with \(k, u_1, \ldots, u_k \in H \setminus H^\times\), then \(k \leq \mathcal{M}(a)\).

Thus, \(a\) can be written as a product of atoms, and \(\sup L(a) \leq \mathcal{M}(a)\).

\(b \Rightarrow (c)\) It is obvious.

\(c \Rightarrow (a)\) For every \(b \in \mathfrak{m}\) there is \(m \in \mathbb{N}\) such that \(a^m \subset bH\), whence \(\mathfrak{m}^{mn} \subset a^mH \subset bH\). \(\square\)

Thus, strongly primary monoids are primary BF-monoids. However, there are seminormal primary BF-monoids and primary FF-monoids that are not strongly primary (see \([29, \text{Example 4.7}]\) and \(\text{Example 3.5}\), respectively). \(\text{Example 3.5}\) provides (primary) Puiseux monoids that are BF but not strongly primary.

To discuss examples of strongly primary monoids, let us first mention that all primary Mori monoids \((30, \text{Lemma 3.1})\) are strongly primary. Moreover, saturated submonoids of primary monoids, strongly primary monoids, primary Mori monoids are respectively primary, strongly primary, and primary Mori, unless they are groups \((26, \text{Proposition 2.4.4 and Theorem 2.7.3})\). Main examples of strongly primary monoids stem from ring theory. Let \(R\) be a domain. Then its multiplicative monoid \(R^*\) of non-zero elements is primary if and only if \(R\) is one-dimensional and local. If \(R\) is a one-dimensional local Mori domain, then \(R^*\) is a primary Mori monoid and, therefore, strongly primary. If \(R^*\) is strongly primary, then it follows from \([34, \text{Theorems 3.8 and 3.9}]\) that
\begin{equation}
\text{either } \Lambda(R^*) < \infty \text{ or } \rho_k(R^*) < \infty \text{ for all } k \in \mathbb{N},
\end{equation}
whence $R^*$ is locally tame by (2.6), and we have the following characterization.

**Theorem 2.3** (Characterization of global tameness for strongly primary domains). [34, Theorems 3.8 and 3.9] For a strongly primary domain, the following statements are equivalent.

(a) $R^*$ is globally tame.
(b) $\rho(R^*) < \infty$.
(c) $\rho_k(R^*) < \infty$ for all $k \in \mathbb{N}$.
(d) $\Lambda(R^*) = \infty$.

Finitely primary monoids are the best investigated class of strongly primary monoids. We recall the definition. A monoid $H$ is said to be finitely primary (of rank $s \in \mathbb{N}$ and exponent $\alpha \in \mathbb{N}$) if $H$ is a submonoid of a factorial monoid $F = F^\times \times F(\{p_1, \ldots, p_s\})$ satisfying

$$H \setminus H^\times \subset p_1 \cdots p_s F \quad \text{and} \quad (p_1 \cdots p_s)^\alpha F \subset H.$$ 

If this holds, then $H^\times = F^\times \cap H$, $\tilde{H} = F$, and $(H: \tilde{H}) \neq \emptyset$ (note that finitely primary monoids need not be Mori; see [47]). If $H$ is finitely primary (with $H \subset F$ as above), then it follows from [26, Theorem 3.1.5] that

(2.8) either $\Lambda(H) < \infty$ or $\rho_k(H) < \infty$ for all $k \in \mathbb{N}$,

whence $H$ is locally tame by (2.6), and we have the following characterization.

**Theorem 2.4** (Characterization of global tameness for finitely primary monoids). [26, Theorems 2.9.2 and 3.1.5] For a finitely primary monoid $H$, the following statements are equivalent.

(a) $H$ is globally tame.
(b) $\rho(H) < \infty$.
(c) $\rho_k(H) < \infty$ for all $k \in \mathbb{N}$.
(d) $\Lambda(H) = \infty$.
(e) $s = 1$.

It is clear that an additive submonoid $H$ of $(\mathbb{N}_0^+, +)$, with $H \setminus \{0\} \subset \mathbb{N}^s$ and $(f, \ldots, f) + \mathbb{N}_0^s \subset H$ for some $f \in \mathbb{N}$, is finitely primary of rank $s$. An additive submonoid $H$ of $(\mathbb{N}_0^+, +)$ with finite complement $\mathbb{N}_0 \setminus H$ is called a *numerical monoid*. Numerical monoids are finitely generated and finitely primary of rank one, so they are strongly primary. Finitely primary monoids occur naturally in ring theory ([26, Proposition 2.10.7]) and in module theory ([3, Theorems 5.1 and 5.3]). If $H \subset F$ is finitely primary (with all notation as above), then

$$\nu(H) = \{(n_1, \ldots, n_s) \in \mathbb{N}_0^s : \varepsilon p_1^{n_1} \cdots p_s^{n_s} \in H \text{ for some } \varepsilon \in F^\times \} \subset (\mathbb{N}_0^+, +)$$

is called the *value semigroup* of $H$. Clearly, $\nu(H)$ is finitely primary again. Value semigroups play a crucial role in the study of one-dimensional local domains (see, e.g., [6, 7]).

The next lemma offers a further (but less straightforward) sufficient condition for local tameness. As the second part of the lemma indicates, such a condition ensures the local tameness of the seminormalization of any strongly primary monoid whose complete integral closure is Krull.

**Lemma 2.5.** Let $H$ be a strongly primary monoid.

1. If $(H: \tilde{H}) \neq \emptyset$, then $H$ is locally tame.
2. If $\tilde{H}$ is Krull, then $H'$ is a locally tame primary Mori monoid with $\tilde{H}' = \tilde{H}$ and $(H': \tilde{H}) \neq \emptyset$.

**Proof.** 1. This part follows from [34, Theorem 3.9].

2. Suppose that $\tilde{H}$ is Krull. Since $\tilde{H}$ is completely integrally closed, it follows that $\tilde{H}' = \tilde{H}$. The monoid $H'$ is seminormal, and it is primary by [46, Theorem 15.4] (we use that $H' = \tilde{H}$ by (2.2)). Since the conductor of a seminormal primary monoid is non-empty by [27, Proposition 4.8], we infer that $(H': \tilde{H}) \neq \emptyset$. Since $H'$ is primary and $\tilde{H}$ is Krull, $H'$ is Mori by [54, Theorem 4.1]. Thus, $H'$ is strongly primary with non-empty conductor and hence it is locally tame by part 1. \(\square\)
If \( H \) is strongly primary, then \( \hat{H} \) is completely integrally closed, and so is \( \hat{H} \) provided that \( (H : \hat{H}) \neq 0 \). If \( H \) is a primary Mori monoid with \( (H : \hat{H}) \neq 0 \), then \( \hat{H} \) is Krull. However, in general, the complete integral closure of a primary Mori monoid (note even of a primary Mori domain) may not be Mori ([51, Example 9]) or completely integrally closed (for a survey see [5, Section 7]). The assumptions made in Lemma 2.5 are most natural for strongly primary monoids stemming from ring theory, whose properties are however in stark contrast to the analogous properties of strongly primary Puiseux monoids (as we will see in Theorem 3.3).

We end this subsection with a characterization of global tameness, and for this we need to introduce the \( \omega(H, \cdot) \) invariants. For an atomic monoid \( H \) and an atom \( u \in \mathcal{A}(H) \), let \( \omega(H, u) \) be the smallest \( N \in \mathbb{N}_0 \cup \{\infty\} \) with the following property:

If \( k \in \mathbb{N} \) and \( a_1, \ldots, a_k \in H \) (it is equivalent to assume that \( a_1, \ldots, a_k \in \mathcal{A}(H) \)) with \( u | a_1 \cdots a_k \), then there is a subset \( \Omega \subset [1, k] \) such that

\[
|\Omega| \leq N \quad \text{and} \quad u \mid \prod_{\lambda \in \Omega} a_\lambda .
\]

We set \( \omega(H) = \sup\{\omega(H, u) : u \in \mathcal{A}(H)\} \in \mathbb{N} \cup \{\infty\} \).

**Lemma 2.6.** Let \( H \) be a strongly primary monoid. Then the following statements are equivalent.

(a) \( H \) is globally tame.
(b) \( \bigcap_{u \in \mathcal{A}(H)} uH \neq \emptyset \).
(c) \( \mathcal{M}(H) < \infty \).

**Proof.** Parts (a) and (b) are equivalent by [34, Theorem 3.8]. Next we show that (c) implies (a). By definition, we obtain that \( \omega(H, u) \leq \mathcal{M}(u) \) for all \( u \in \mathcal{A}(H) \), whence \( \omega(H) \leq \mathcal{M}(H) \). Since \( t(H) \leq \omega(H)^2 \) by [31, Proposition 3.5], part (a) holds. To show that (b) implies (c) we choose an element \( f \) in the given intersection. If \( u \in \mathcal{A}(H) \), then \( (H \setminus H^+)\mathcal{M}(f) \subset fh \subset uH \). As a result, \( \mathcal{M}(u) \leq \mathcal{M}(f) \) for all \( u \in \mathcal{A}(H) \), which implies that \( \mathcal{M}(H) \leq \mathcal{M}(f) \).

\( \square \)

### 3. Strongly primary Puiseux monoids

In this section we focus on the study of submonoids of \( (\mathbb{Q}_{\geq 0}, +) \), here called Puiseux monoids. This gives rise to an entirely new class of strongly primary monoids with arithmetic properties that stand in stark contrast to those of primary domains (as outlined in Subsection 2.2.4). The main results in this section are Theorems 3.3, 3.9, and 3.12. In particular, Theorem 3.3 characterizes numerical monoids as the only Puiseux monoids that are both finitely and strongly primary, and as the only Puiseux monoids that are both strongly primary and primary Mori with non-empty conductor.

#### 3.1. Algebraic closures and conductor of Puiseux monoids

First, we introduce some useful notation. If \( x \in \mathbb{Q} \), then the unique integers \( a \) and \( b \) such that \( b \geq 1 \), \( x = a/b \), and gcd\( (a, b) = 1 \) are denoted by \( n(x) \) and \( d(x) \), and called the numerator and the denominator of \( x \), respectively. For each \( X \subset \mathbb{Q} \), we set \( n(X) = \{n(x) : x \in X\} \) and \( d(X) = \{d(x) : x \in X\} \). Moreover, we set \( X^\bullet = X \setminus \{0\} \) and let \( \langle X \rangle \) denote the submonoid of \( (\mathbb{Q}, +) \) generated by \( X \).

Let \( H \) be a Puiseux monoid that is nontrivial (i.e., \( H \neq \{0\} \)). As \( H \cap \mathbb{N} \) is non-empty, for \( x, y \in H \) satisfying that \( y \in x + H \) we write \( x \mid_H y \) instead of \( x \mid y \) to avoid conflicts with the standard notation of division in the multiplicative monoid \( \mathbb{N} \).

Let \( H \) be a nontrivial Puiseux monoid. For any \( x, y \in H^\bullet \), it follows that \( n(x)d(y)y = n(y)d(x)x \in x + H \). Hence \( H \) is primary, and \( H^\bullet \) is its maximal ideal.

**Proposition 3.1.** Let \( H \) be a nontrivial Puiseux monoid, and set \( n = \gcd(n(H)) \). Then the following statements hold.

1. \( H' = \hat{H} = \hat{H} = q(H) \cap \mathbb{Q}_{\geq 0} = n \cdot \langle 1/d : d \in \mathcal{D}(H^\bullet) \rangle \).
2. \( H \) is a valuation monoid if and only if \( H \) is seminormal.
3. \( \hat{H} \) is a valuation monoid.

Proof. 1. The first equality follows from (2.2) and the fact that Puiseux monoids are primary. Clearly, we have \( H' \subset \hat{H} \subset q(H) \cap \mathbb{Q}_{\geq 0} \). In order to show that \( q(H) \cap \mathbb{Q}_{\geq 0} \subset n \cdot (1/d : d \in d(H^*)) \), we choose an element \( z = y - x \in q(H) \cap \mathbb{Q}_{\geq 0} \) with \( x, y \in H \). Then \( d(z) \) divides \( \text{lcm}(d(x), d(y)) \), and a straightforward calculation shows that \( d(H^*) \) is closed under taking positive divisors and least common multiples. Hence \( d(z) \in d(H^*) \) and

\[
z = \frac{n(z)}{d(z)} \in n \cdot (1/d : d \in d(H^*)).
\]

To verify that \( n \cdot (1/d : d \in d(H^*)) \subset H' \), take \( k \in \mathbb{N} \) and \( q_1, \ldots, q_k \in H^* \), and then consider

\[
x = n \left( \frac{m_1}{d(q_1)} + \cdots + \frac{m_k}{d(q_k)} \right) \in n \cdot (1/d : d \in d(H^*)),
\]

where \( m_1, \ldots, m_k \in \mathbb{N} \). For each \( i \in [1, k] \), the fact that \( n(q_i)(\frac{m_i}{d(q_i)}n) = m_inq_i \in H \) implies that \( \frac{m_i}{d(q_i)}n \in \hat{H} \). Thus, \( x \in \hat{H} = H' \) by (2.2).

2. It is well known that every valuation monoid is seminormal. Conversely, suppose that \( H \) is seminormal. Then it follows from the previous part that \( H = q(H) \cap \mathbb{Q}_{\geq 0} \). Thus, \( y - x \in q(H) \cap \mathbb{Q}_{\geq 0} = H \) for all \( x, y \in H \) with \( x \leq y \). Hence \( H \) is a valuation monoid.

3. This is an immediate consequence of parts 1 and 2. \( \square \)

With this in hand, we can give an explicit description of the conductor of a Puiseux monoid. We assume that 0 is the supremum of the empty set.

Proposition 3.2. Let \( H \) be a Puiseux monoid with conductor \( \mathfrak{f} = (H : \hat{H}) \), and set \( \sigma = \sup(\hat{H} \setminus H) \). Then

\[
\mathfrak{f} = \begin{cases} 
\emptyset & \text{if } \sigma = \infty, \\
H_{\geq \sigma} & \text{if } \sigma < \infty.
\end{cases}
\]

In particular, if \( H = \hat{H} \), then \( \mathfrak{f} = H_{\geq 0} = H \).

Proof. Clearly, \( H = \hat{H} \) implies that \( (H : \hat{H}) = H = H_{\geq 0} \). Suppose \( H \neq \hat{H} \) and note that \( (H : \hat{H}) \subset H \). We distinguish two cases.

Case 1: \( \sigma = \infty \). Take \( x \in \hat{H} \). Since \( \hat{H} \setminus H \) is unbounded, there exists \( x' \in \hat{H} \setminus H \) such that \( x' > x \). Then taking \( y = x' - x \in \hat{H} \), one can see that \( x + y = x' \notin H \). As a result, \( x \notin (H : \hat{H}) \). Thus, one obtains that \( \mathfrak{f} = \emptyset \).

Case 2: \( \sigma < \infty \). Proceeding as we did in the previous paragraph, we can argue that \( \hat{H}_{< \sigma} \) and \( (H : \hat{H}) \) are disjoint, which implies that \( (H : \hat{H}) \subset H_{\geq \sigma} \). To show the reverse inclusion, take \( x \in H_{\geq \sigma} \). If \( \sigma \notin H \), then \( x > \sigma \) and so \( x + \hat{H} \subset (\hat{H} + \hat{H})_{> \sigma} \subset H_{> \sigma} = H_{\geq \sigma} \subset H \). So \( x \in (H : \hat{H}) \) provided that \( \sigma \notin H \). If \( \sigma \in H \), then \( \hat{H}_{\geq \sigma} = H_{\geq \sigma} \) and so \( x + \hat{H} \subset (\hat{H} + \hat{H})_{\geq \sigma} \subset H_{\geq \sigma} \subset H \). Therefore \( x \in (H : \hat{H}) \) also when \( \sigma \in H \). Hence \( H_{\geq \sigma} \subset (H : \hat{H}) \), yielding \( \mathfrak{f} = H_{\geq \sigma} \). \( \square \)

3.2. Strongly primary Puiseux monoids. We start with a result demonstrating how exceptional strongly primary Puiseux monoids are inside the class of all strongly primary monoids.

Theorem 3.3. Let \( H \) be a strongly primary Puiseux monoid.

1. The following statements are equivalent.
   (a) \( H \) is finitely generated.
   (b) \( H \) is isomorphic to a numerical monoid.
   (c) \( H \) is Mori with \( (H : \hat{H}) \neq \emptyset \).
(d) $H$ is finitely primary.
(e) $\hat{H}$ is Krull.
(f) $\hat{H}$ is atomic.
(g) $\hat{H}$ is strongly primary.
(h) $\hat{H} \cong (\mathbb{N}_0,+)$.

2. The set $A_p = \{u \in A(H) : d(u) \}$ is finite and non-empty only for finitely many $p \in \mathbb{P}$. In particular, $H$ is isomorphic to a Puiseux monoid $H^*$ with the additional property that, for every $p \in \mathbb{P}$, the set $A_p = \{u \in A(H^*) : d(u) \}$ is either empty or infinite.

Proof. (a) $\iff$ (b) It follows from [40, Proposition 3.2].
(b) $\Rightarrow$ (c) Finitely generated monoids are Mori with non-empty conductor by [26, Theorem 2.7.13].
(c) $\Rightarrow$ (e) The complete integral closure of a Mori monoid with non-empty conductor is Krull by [26, Theorem 2.3.5], and Krull monoids are atomic.
(f) $\Rightarrow$ (h) Atomic valuation monoids are discrete valuation monoids by [46, Theorem 16.4], whence $\hat{H} \cong (\mathbb{N}_0,+)$.
(h) $\Rightarrow$ (a) Since $\hat{H} = H' = \hat{H}$ by Proposition 3.1.1, it follows that $\hat{H}$ is finitely generated. Thus, $H$ is finitely generated by [25, Proposition 6.1].
(i) $\Rightarrow$ (g) $\Rightarrow$ (f) Both implications are obvious.
(b) $\Rightarrow$ (d) $\Rightarrow$ (e) Clearly, every numerical monoid is finitely primary. The complete integral closure of a finitely primary monoid is factorial and hence Krull ([26, Theorem 2.9.2]).

2. Assume to the contrary that the set $\mathcal{P} = \{p \in \mathbb{P} : 1 \leq |A_p| \leq \infty \}$ is infinite. Accordingly, let $(p_k)_{k \geq 1}$ be the unique enumeration of $\mathcal{P}$ with $p_1 < p_2 < \cdots$, and for every $p \in \mathcal{P}$ set $t_p = \prod_{u \in A_p} d(u)$. We recursively construct a strictly increasing sequence $(\kappa_n)_{n \geq 1}$ of positive integers, as follows. We start with $\kappa_1 = 1$. Then, for each $n \in \mathbb{N}$, we let

$$\mathcal{P}_n = \{p \in \mathcal{P} : p \mid t_{p_1} \cdots t_{p_n}\},$$

and we let $\kappa_{n+1}$ be the smallest integer $k > \kappa_n$ such that $p_k$ does not divide $a_n = \prod_{p \in \mathcal{P}_n} t_p$.

Now, take $m,n \in \mathbb{N}$ with $m < n$. We claim that

$$\{p \in \mathcal{P} : p \mid \gcd(d(u),d(v)) \} = \emptyset$$

for every $u \in A_{p_m}$ and $v \in A_{p_n}$. If not, there exists $p \in \mathcal{P}$ such that $p \mid d(u)$ and $p \mid d(v)$ for some $u \in A_{p_m}$ and $v \in A_{p_n}$. Then $v \in A_{p_n}$, and this in turn implies that $p_{k_n} \mid t_p$, because $p_{k_n} \mid d(v)$. On the other hand, $p \in \mathcal{P}_{n-1}$, since $p \mid t_{k_n}$ and $k_n \leq \kappa_{n-1}$ (by the fact that $m < n$ and the sequence $(\kappa_n)_{n \geq 1}$ is strictly increasing). As a result, we conclude that $p_{k_n} \mid a_{n-1}$, contradicting that $p_{k_n}$ is not a prime divisor of $a_{n-1}$ by construction.

Building on these premises, we choose some $q \in H \cap \mathbb{N}$ and set $u_n = \min A_{p_n}$ for each $n \in \mathbb{N}$. Since $H$ is strongly primary, there exists $m \in \mathbb{N}$ such that $mH^* \subset q + H$. In particular,

$$u_1 + \cdots + u_m \in q + H.$$

Because $H$ is atomic, there exist $s \in \mathbb{N}$, $v_1, \ldots, v_s \in A(H)$, and $\alpha_1, \ldots, \alpha_s \in \mathbb{N}_0$ with

$$\sum_{i=1}^{m} u_i = q + \sum_{i=1}^{s} \alpha_i v_i.$$

From (3.1), there is no prime $p \in \mathcal{P}$ dividing $d(u_i)$ for some $i,j \in \mathbb{N}$ with $i \neq j$. Therefore we see that, for every $i \in [1,m]$, there is an index $r_i \in [1,s]$ such that $\alpha_{r_i} \neq 0$ and $p_{k_{r_i}} \mid d(v_{r_i})$; otherwise the $p_{k_{r_i}}$-valuation of the left-hand side of (3.2) would be different from the one of the right-hand side.

On the other hand, it also follows from (3.1) that there is no atom $v \in A(H)$ such that $p_{k_{i}} \mid d(v)$ and $p_{k_{j}} \mid d(v)$ for some $i,j \in \mathbb{N}$ with $i \neq j$. Consequently, it is clear that $r_i \neq r_j$ for all $i,j \in [1,m]$ with $i \neq j$.
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Then using that \( u_n = \min A_{p^m} \) for every \( n \in \mathbb{N} \), we obtain
\[
\sum_{i=1}^{m} u_i \geq q + \sum_{i=1}^{m} a_i v_r_i \geq q + \sum_{i=1}^{m} v_r_i > \sum_{i=1}^{m} u_i,
\]
a contradiction. Thus, the set \( P = \{ p \in P : 1 \leq |A_p| < \infty \} \) is finite. Therefore \( q = \prod_{p \in P} \prod_{a \in A_p} d(u) \in \mathbb{N} \), and so \( H \) is isomorphic to the Puiseux monoid \( H^* = q \cdot H \), which has the required property. \( \square \)

We proceed to offer various characterizations of strongly primary Puiseux monoids with non-empty conductor.

**Theorem 3.4.** Let \( H \) be a nontrivial Puiseux monoid. Each of the first three statements below implies its successor. Moreover, if \( (H : \hat{H}) \neq \emptyset \), then all four statements are equivalent.

(a) \( H \) is strongly primary.
(b) \( 0 \) is not a limit point of \( H^* \).
(c) \( H \) is a BF-monoid.
(d) \( H \) satisfies the ACCP (ascending chain condition on principal ideals).

**Proof.** (a) \( \Rightarrow \) (b) Take \( x \in H^* \). Since \( H \) is strongly primary, there exists \( m \in \mathbb{N} \) such that \( mH^* \subset x + H \). This implies that \( \inf H^* \geq x/m > 0 \), and hence \( 0 \) is not a limit point of \( H^* \).

(b) \( \Rightarrow \) (c) It follows from [39, Proposition 4.5].

(c) \( \Rightarrow \) (d) It follows from [26, Corollary 1.3.3].

For the rest of the proof, suppose that \( (H : \hat{H}) \neq \emptyset \).

(d) \( \Rightarrow \) (b) Suppose, by way of contradiction, that \( 0 \) is a limit point of \( H^* \). Since \( H \) satisfies the ACCP, it is atomic. Then there exists a sequence of atoms \( (u_i)_{i \geq 1} \) such that \( u_i < 1/2^i \) for every \( i \in \mathbb{N} \). Then the series \( \sum_{n=1}^{\infty} u_n \) converges to a limit \( \ell \in [0,1] \) and, as a consequence, \( s_i := \sum_{n=1}^{i} u_n \in H \cap [0,1] \) for every \( i \in \mathbb{N} \). Since \( (H : \hat{H}) \neq \emptyset \), Proposition 3.2 guarantees that \( \hat{H} \setminus H \) is bounded. Take \( x \in H^* \) such that \( x > 1 + \sup \hat{H} \setminus H \). It follows from Proposition 3.1.1 that \( x - s_i \in \hat{H} \) for every \( i \in \mathbb{N} \). As \( (H : \hat{H}) \neq \emptyset \) and \( x - s_i > \sup \hat{H} \setminus H \) for each \( i \in \mathbb{N} \), Proposition 3.2 ensures that \( x - s_i \in H \) for each \( i \in \mathbb{N} \). Consider the sequence of principal ideals \( (x - s_i + H)_{i \geq 1} \) of \( H \). Since \( x - s_i = x - s_{i+1} + (s_{i+1} - s_i) = (x - s_{i+1}) + u_{i+1} \) for every \( i \in \mathbb{N} \), the sequence \( (x - s_i + H)_{i \geq 1} \) is an ascending chain of principal ideals. Because each \( u_i \) is positive, the chain of ideals \( (x - s_i + H)_{i \geq 1} \) does not stabilize. However, this contradicts that \( H \) satisfies the ACCP.

(b) \( \Rightarrow \) (a) Take \( \varepsilon \in (0,1] \). As \( (H : \hat{H}) \neq \emptyset \), Proposition 3.2 implies that \( \sigma = \sup \hat{H} \setminus H < \infty \). Take \( a \in H^* \), and set \( n = \lceil \varepsilon^{-1}(a + \sigma) \rceil \). We claim that the \( n \)-fold sumset \( nH^* \) is contained in \( a + H \). Indeed, if \( x_1, \ldots, x_n \in H^* \), then \( x = x_1 + \cdots + x_n > n\sigma \geq a + \sigma \). Now Proposition 3.1.1 guarantees that \( x - a \in (H^* \cap Q_{> \sigma} = \hat{H} \setminus H_{> \sigma} = H_{> \sigma} \). As a result, \( x \in a + H_{> \sigma} \subset a + H \). \( \square \)

Without the non-empty-conductor condition, none of the last three statements in Theorem 3.4 implies its predecessor, as the following example indicates.

**Example 3.5.**

(d) \( \not\Rightarrow \) (c) The monoid \( H = \langle 1/p : p \in \mathbb{P} \rangle \) satisfies the ACCP by [38, Theorem 5.2], and it is not hard to verify that \( A(H) = \{ 1/p : p \in \mathbb{P} \} \), but it is not a BF-monoid because \( p \in L(1) \) for every \( p \in \mathbb{P} \).

(c) \( \not\Rightarrow \) (b) Let \( (p_i)_{i \geq 1} \) and \( (q_i)_{i \geq 1} \) be two strictly increasing sequences consisting of primes such that \( q_i > p_i^2 \) for every \( i \in \mathbb{N} \). Set \( H = \langle p_i/q_i : i \in \mathbb{N} \rangle \). It follows from [44, Corollary 5.6] that \( H \) is atomic, and one can easily check that \( A(H) = \{ p_i/q_i : i \in \mathbb{N} \} \). To argue that \( H \) is a BF-monoid, take \( x \in H^* \) and note that since both sequences \( (p_i)_{i \geq 1} \) and \( (q_i)_{i \geq 1} \) are strictly increasing, there exists \( N \in \mathbb{N} \) such that \( q_i \nmid d(x) \) and \( p_i > x \) for every \( i \geq N \). As a result, if \( z \in Z(x) \), then none of the atoms in \( \{ p_i/q_i : i \geq N \} \) can appear in \( z \). Therefore \( |L(z)| \leq |Z(x)| < \infty \). Hence \( H \) is a BF-monoid. However, \( q_i > p_i^2 \) for every \( i \in \mathbb{N} \) implies that \( 0 \) is a limit point of \( H^* \).
(b) \( \not\in \) (a) For \( r \in \mathbb{Q}_{>1} \setminus \mathbb{N} \), consider the Puiseux monoid \( H = \langle r^i : i \in \mathbb{N}_0 \rangle \). It follows from [39, Theorem 5.6] that \( H \) is an FF-monoid and, therefore, atomic. In addition, it follows from [44, Theorem 6.2] that \( A(H) = \langle r^i : i \in \mathbb{N}_0 \rangle \). Suppose, by way of contradiction, that \( H \) is strongly primary. Then there exists \( n \in \mathbb{N} \) such that \( nH^* \subset 1 + H \). Consider the element \( x = r + r^2 + \cdots + r^n \in nH^* \). Now [11, Lemma 3.2] guarantees that \( |Z(x)| = 1 \). Thus, \( 1 \sub H x \), which contradicts that \( nH^* \subset 1 + H \). Hence \( H \) is not strongly primary even though 0 is not a limit point of \( H^* \).

**Remark 3.6.** In [42], the second author defines a monoid \( H \) to be “strongly primary” if it is a reduced primary BF-monoid for which there exist \( n \in \mathbb{N} \) and a finite subset \( S \) of \( H^* \) with \( \{nh : h \in H^* \} \subset S + H \). This definition is not equivalent to the definition of strongly primary monoid used in this paper, which is the most standard in the literature. The definition we use here is indeed stronger than that one used in [42]. For instance, we have just verified in the last paragraph of Example 3.5 that for every \( r \in \mathbb{Q}_{>1} \setminus \mathbb{N} \) the Puiseux monoid \( H = \langle r^i : i \in \mathbb{N}_0 \rangle \) is not strongly primary, even though \( H \) is strongly primary with respect to the definition used in [42] (see [42, Proposition 5.6]).

Although being a BF-monoid and satisfying the ACCP are equivalent conditions for a Puiseux monoid with non-empty conductor, there are BF-monoids in this class that are not FF-monoids as well as atomic monoids with non-empty conductors which do not belong to this class. The next example illustrates this observation.

**Example 3.7.** First, consider the Puiseux monoid \( H = \{0\} \cup \mathbb{Q}_{>1} \). It follows from Proposition 3.2 that \( (H : \hat{H}) \neq \emptyset \). In addition, Theorem 3.4 guarantees that \( H \) is a BF-monoid. Note that \( A(H) = H \cap [1, 2] \). Now observe that for all \( x \in H \cap [2, 3] \) the expression \( (1 + 1/n) + (x - 1 - 1/n) \) is a length-2 factorization in \( Z(x) \) for every integer \( n > \frac{1}{2} \). This implies that \( |Z(x)| = \infty \) for all \( x \in H_{>2} \) and, therefore, \( H \) is not an FF-monoid.

Now consider the Puiseux monoid \( H = \langle 1/p : p \in \mathbb{P} \rangle \cup \mathbb{Q}_{>1} \). Since the monoid \( (1/p : p \in \mathbb{P}) \) is atomic by [44, Theorem 5.5], it is not hard to check that \( H \) is also atomic. It follows from Proposition 3.2 that \( (H : \hat{H}) \neq \emptyset \). Because 0 is a limit point of \( H^* \), Theorem 3.4 ensures that \( H \) is neither strongly primary nor a monoid satisfying the ACCP.

### 3.3. Characterization of global tameness for strongly primary Puiseux monoids

Before proceeding to characterize strongly primary Puiseux monoids that are globally tame, let us collect the following lemma.

**Lemma 3.8.** Let \( H \) be a strongly primary Puiseux monoid. Then \( \rho(H) = \sup A(H)/\inf A(H) \). In particular, \( H \) has accepted elasticity if and only if the supremum and the infimum of \( A(H) \) are attained, and \( \rho(H) = 1 \) if and only if \( H \cong (\mathbb{N}_0, +) \).

**Proof.** As \( H \) is strongly primary, 0 is not a limit point of \( H^* \) and, therefore, the formula for \( \rho(H) \) follows from [45, Theorem 3.2]. This implies the statement on accepted elasticity. If \( \rho(H) = 1 \), then \( \sup A(H) = \inf A(H) \), which means that \( |A(H)| = 1 \). In this case, \( H \) is isomorphic to \( (\mathbb{N}_0, +) \). Conversely, if \( H \cong (\mathbb{N}_0, +) \), then \( H \) is factorial and \( \rho(H) = 1 \). 

The following characterization of strongly primary globally tame Puiseux monoids should be compared with the corresponding results for finitely primary monoids (Theorem 2.4) and for strongly primary domains (Theorem 2.3). For these classes of strongly primary monoids, global tameness is equivalent to the finiteness of the elasticity. We should also notice that this equivalence holds true for wide classes of Noetherian domains [50, Theorems 6.2 and 7.2] but not for all Krull monoids [24, Proposition 4.1 and Theorem 4.2]. However, neither for finitely primary monoids nor for strongly primary domains, the non-emptiness of the conductor implies global tameness. Conversely, it is easy to see that a globally tame monoid might have empty conductor. Indeed, consider a finitely generated monoid \( H_0 \) that is not Krull.
Then $H_0$ is globally tame and $\langle H_0 : H_0 \rangle \neq \emptyset$. As a consequence, the monoid $H := \prod_{i \geq 1} H_i$, where $H_i = H_0$ for all $i \in \mathbb{N}$, is globally tame with $t(H) = t(H_0)$ and $\langle H : H \rangle = \emptyset$.

**Theorem 3.9.** Let $H$ be a strongly primary Puiseux monoid.

1. The following statements are equivalent.
   1. $H$ is globally tame.
   2. $\rho(H) < \infty$.
   3. $\langle H : H \rangle \neq \emptyset$.
   
   If these statements hold, then $\Lambda(H) = \infty$.

2. If $\Lambda(H) < \infty$, then $H$ is locally tame but not globally tame.

**Proof.** 1. (a) $\Rightarrow$ (b) This holds true for all atomic monoids (see (2.4)).

(b) $\Rightarrow$ (c) Because $H$ has finite elasticity, Lemma 3.8 guarantees that $\mathcal{A}(H)$ is bounded. Now take $\alpha = \sup \mathcal{A}(H)$ and fix $u \in \mathcal{A}(H)$. As $H$ is strongly primary, $\mathcal{M}(u)H^* \subset u + H$. Consider the set

$$S := \{ q \in q(H) : q \notin H \text{ and } q \geq \mathcal{M}(u)\alpha \}.$$ 

We claim that $S$ is the empty set. To prove this, take $q \in q(H)$ satisfying that $q \geq \mathcal{M}(u)\alpha$, and then write $q = x - y$ for some $x, y \in H$ with $x > y > 0$. Since $x + (\mathcal{M}(y) - 1)u \in \mathcal{M}(y)H^* \subset y + H$, one obtains that $x + (\mathcal{M}(y) - 1)u - y \in H$. Consequently,

$$q = x - y = (x + (\mathcal{M}(y) - 1)u - y) - (\mathcal{M}(y) - 1)u \in H - \langle u \rangle,$$

where $\langle u \rangle$ is the cyclic monoid generated by $u$. Now set

$$n_0 := \min \{ n \in \mathbb{N} : q = x - nu \text{ for some } x \in H \},$$

and $x_0 := q + n_0u$ (i.e., $q = x_0 - n_0u$). Suppose by contradiction that $n_0 > 0$. Take $m \in \mathbb{N}$ and $u_1, \ldots, u_m \in \mathcal{A}(H)$ such that $x_0 = u_1 + \cdots + u_m$. Notice that

$$m\alpha \geq m \max \{ u_i : i \in [1, m] \} \geq x_0 > q \geq \mathcal{M}(u)\alpha.$$ 

Therefore $m > \mathcal{M}(u)$ and so

$$x_0 = u_1 + \cdots + u_{\mathcal{M}(u)-1} + \sum_{i=\mathcal{M}(u)}^m u_i \in \mathcal{M}(u)H^* \subset u + H.$$

So one can write $q = x_0' - (n_0 - 1)u$, where $x_0' = x_0 - u \in H$. However, this contradicts the minimality of $n_0$. As a result, $n_0 = 0$ and so $q = x_0 \in H$. This implies that $S$ is the empty set, as desired. Then $\hat{H} \setminus H \subset q(H) \setminus H \subset Q_{\leq \mathcal{M}(u)\alpha}$. Hence $\sup(\hat{H} \setminus H) < \infty$, and $\langle H : H \rangle \neq \emptyset$ by Proposition 3.2.

(c) $\Rightarrow$ (a) If $\langle H : H \rangle \neq \emptyset$, then $H$ is globally tame if and only if $\hat{H}$ is a primary valuation monoid by [34, Theorem 3.8]. Hence the assertion follows from Proposition 3.1.3.

For the last statement of part 1, assume that (a), (b), and (c) hold. Now suppose for a contradiction that $\Lambda(H) < \infty$. Then $\rho_H(H) = \infty$, whence $\rho_k(H) = \infty$ for all $k \geq \Lambda(H)$. Thus, $\rho(H) = \infty$, which contradicts statement (b).

2. Suppose that $\Lambda(H) < \infty$. Then $H$ is locally tame by (2.6) and it is not globally tame by part 1. □

As mentioned in the proof of Theorem 3.9, every globally tame atomic monoid has finite elasticity and, therefore, the implication (a) $\Rightarrow$ (b) in Theorem 3.9 holds for all atomic Puiseux monoids. On the other hand, it is unknown whether the implication (a) $\Rightarrow$ (c) in the same theorem holds for all atomic Puiseux monoids. However, the strongly primary condition is crucial to establish the rest of the implications, as the following examples illustrates.

**Example 3.10.**

(b) $\neq$ (a) or (c) Consider the Puiseux monoid $H$ generated by the set $\{1\} \cup \{1 + 1/p : p \in \mathbb{P}\}$. One can verify without much effort that $\mathcal{A}(H) = \{1\} \cup \{1 + 1/p : p \in \mathbb{P}\}$ and, therefore, $H$ is atomic. Since
$A(H) \subset [1, 2]$, it follows from Lemma 3.8 that $\rho(H) < \infty$, which is condition (b). To check that $H$ is not globally tame, it suffices to argue that $t(1) = \infty$. For $p \in \mathbb{P}$ consider the length-$p$ factorization $z_p = p(1 + 1/p) \in \mathbb{Z}(1 + p)$. Note that every strict sub-factorization of $z_p$ produces an element of $H$ with unique factorization. This, along with the fact that $1 |_H 1 + p$, shows that $t(1) \geq p$. Hence $t(1) = \infty$, and so $H$ does not satisfy condition (a). As $H$ satisfies (b) but not (a), it follows from Theorem 3.9 that $H$ is not strongly primary (it also follows from Theorem 3.3.2). Since 0 is not a limit point of $H$, Theorem 3.4 guarantees that $(H : \hat{H}) = \emptyset$. Thus, $H$ does not satisfy condition (c).

(c) $\neq [(a) or (b)]$ It is enough to show that (c) $\neq (b)$. To this end, consider the Puiseux monoid $H = \{1/p : p \in \mathbb{P}) \cup \mathbb{Q}_{\geq 1}$ introduced in the second part of Example 3.7. We have already seen that $H$ is an atomic monoid satisfying that $(H : \hat{H}) \neq \emptyset$; that is, $H$ satisfies condition (c). On the other hand, since 0 is a limit point of $H^*$, it follows from [45, Theorem 3.2] that $\rho(H) = \infty$. So $H$ does not satisfy condition (b).

3.4. Explicit construction of strongly primary Puiseux monoids. The next example yields a large family of strongly primary Puiseux monoids depending on countably many parameters that can be conveniently tuned to illustrate a variety of specific phenomena. Moreover, we will need these Puiseux monoids in the proof of Theorem 3.12 and Proposition 3.13.

Example 3.11. Let $(\alpha_i)_{i \geq 1}$ be a sequence of positive real numbers with $\alpha = \inf(\alpha_i : i \in \mathbb{N}) > 0$, and let $(b_i)_{i \geq 1}$ be a sequence of positive integers such that $b_i | b_{i+1}$ for every $i \in \mathbb{N}$. Then, we define

$$H = \bigcup_{i \geq 1} H_i \subset \mathbb{Q}_{\geq 0}, \quad \text{where } H_i = \{0\} \cup (\mathbb{Q}_{\geq \alpha_i} \cap b_i^{-1} \cdot \mathbb{Z}) \subset \mathbb{Q}_{\geq 0}. \quad (3.3)$$

Claim 1. Take $i, j \in \mathbb{N}$ with $i \leq j$. Then the following statements hold.

1. $H_i^* + H_j^* \subset H_j^*$ and $H_i^* - H_j^* \subset b_j^{-1} \cdot \mathbb{Z}$.
2. $H$ is a Puiseux monoid and $q(H) = \bigcup_{i \geq 1} b_i^{-1} \cdot \mathbb{Z}$.

Proof. 1. Pick $x_i \in H_i^*$ and $x_j \in H_j^*$. Then $x_i \geq a_j$, and there exist $a_i, a_j \in \mathbb{N}$ such that $x_i = a_i/b_i$ and $x_j = a_j/b_j$. So, taking into account that $b_i | b_j$, we obtain

$$x_i + x_j \geq a_j \quad \text{and} \quad x_i \pm x_j = \frac{a_ib_j/b_i \pm a_j}{b_j} \in b_j^{-1} \cdot \mathbb{Z}.$$ 

In particular, we see that $x_i + x_j \in H_j^*$. 

2. It follows immediately from part 1 that $H$ is a Puiseux monoid. Also, it is clear that $\bigcup_{i \geq 1} b_i^{-1} \cdot \mathbb{Z}$ is a subgroup of $(\mathbb{Q}, +)$ containing $H$. In addition, Proposition 3.1.1 guarantees that $\bigcup_{i \geq 1} b_i^{-1} \cdot \mathbb{Z}$ is a subgroup of $q(H)$ (note that $\gcd(n(H) = 1$ because $a/b_j$ and $(a+1)/b_1$ for all large $a \in \mathbb{N}$). Hence we are done, since $q(H)$ is the smallest subgroup of $(\mathbb{Q}, +)$ containing $H$.

Claim 2. The following statements hold.

1. $H$ is a BF-monoid and, in particular, an atomic monoid.
2. $H_i \cap A(H) \subset [\alpha_i, 2\alpha_i + 1]$ for every $i \in \mathbb{N}$.
3. $A(H) \subset \bigcup_{i \geq 1} (H_i \cap [\alpha_i, 2\alpha_i + 1])$.

Proof. 1. Since $\inf H^* = \alpha > 0$, it follows from Theorem 3.4 that $H$ is a BF-monoid. In particular, $H$ is atomic.

2. Take $u \in H_i \cap A(H)$. Then $u \geq \alpha_i$ and $u = a/b_i$ for some $a \in \mathbb{N}$. Suppose, by way of contradiction, that $u \geq 2\alpha_i + 1$. In this case, $c \geq 2\alpha_i b_i + 1$, and one can see that

$$2\alpha_i b_i + 1 < b_i \leq \frac{[\alpha_i b_i]}{b_i} = u' \in H_i^* \quad \text{and} \quad \alpha_i = \frac{2\alpha_i b_i + 1 - (\alpha_i b_i + 1)}{b_i} < \frac{c - [\alpha_i b_i]}{b_i} = u - u' \in H_i^*.$$ 

This yields $u = u' + (u - u') \in 2H^*$. Hence $u \notin A(H)$, which is a contradiction.
3. As an immediate consequence of part 2, one obtains that
\[ A(H) = \bigcup_{i \geq 1} (H_i \cap A(H)) \subset \bigcup_{i \geq 1} (H_i \cup [\alpha_i, 2\alpha_i + 1]). \]

\[ \square \]

Claim 3. The monoid \( H \) is strongly primary, and \( M(H) \leq 1 + \sup\{\alpha^{-1}(3\alpha_i + 1) : i \in \mathbb{N} \} \). In addition, the following statements are equivalent.

(a) \( \sup A(H) < \infty \).
(b) \( H \) is globally tame.
(c) \( H \) is strongly primary.
(d) \( \rho(H) < \infty \).
(e) \( \liminf_{i \to \infty} b_i < \infty \) or \( \lim inf \{\alpha_i : i \in \mathbb{N} \} < \infty \).

Proof. In order to show that \( H \) is a strongly primary monoid, it suffices to verify that \( M(u) < \infty \) for every \( u \in A(H) \). By Claim 2.3, there exists \( i_0 \in \mathbb{N} \) such that \( u_0 \in H_{i_0} \cap [\alpha_{i_0}, 2\alpha_{i_0} + 1] \).

Accordingly, set \( n := \lfloor 1 + \alpha^{-1}(3\alpha_{i_0} + 1) \rfloor \). It is clear that \( n \leq 1 + \sup\{\alpha^{-1}(3\alpha_i + 1) : i \in \mathbb{N} \} \). We aim to prove that \( M(u_0) \leq n \). This will imply that \( H \) is strongly primary. Consider \( n \) elements \( u_1, \ldots, u_n \in H^* \), and set \( u = u_1 + \cdots + u_n - u_0 \).

For each \( k \in \lfloor 1, n \rfloor \) take \( i_k \in \mathbb{N} \) such that \( u_k \in H_{i_k} \). We may assume without loss of generality that \( i_1 \geq \cdots \geq i_n \). Then
\[
 u \geq u_1 + (n - 1)\alpha - u_0 \geq u_1 + (3\alpha_{i_0} + 1) - (2\alpha_{i_0} + 1) \geq \alpha_{i_1} + \alpha_{i_0} \geq \alpha_i,
\]
where \( i = \max(i_0, i_1) \). On the other hand, it is immediate from Claim 1.1 that
\[
 u \in H_{i_1}^* + \cdots + H_{i_n}^* - H_{i_0}^* \subset H_{i_1}^* - H_{i_0}^* \subset b_i^{-1} \cdot \mathbb{Z}.
\]
Consequently, \( u \in \mathbb{Q}_{\geq \alpha_i} \cap b_i^{-1} \cdot \mathbb{Z} = H_{i_0}^* \). Consequently, \( u \in \mathbb{Q}_{\geq \alpha_i} \cap b_i^{-1} \cdot \mathbb{Z} = H_{i_0}^* \cap H = \mathbb{H} \).

Let us proceed to show that the given conditions are equivalent.

(a) \( \Leftrightarrow \) (d) Since \( \inf H^* = \alpha > 0 \), it follows from Lemma 3.8 that (a) and (d) are equivalent.
(b) \( \Leftrightarrow \) (c) \( \Leftrightarrow \) (d) As \( H \) is strongly primary, both equivalences follow from Theorem 3.9.

(a) \( \Rightarrow \) (f) Suppose by contradiction that \( \lim_{i \to \infty} b_i = \infty \) and \( \lim inf \{\alpha_i : i \in \mathbb{N} \} = \infty \). Because \( H \) is atomic and \( \{b_i\}_{i \geq 1} \) is an unbounded sequence, \( |A(H)| = \infty \). Fix \( N \in \mathbb{N} \). As \( \lim inf \{\alpha_i : i \in \mathbb{N} \} = \infty \), the set \( J = \{ j \in \mathbb{N} : \alpha_j \leq N \} \) is finite. In addition, \( A(H) \cap H_j \) is finite for every \( j \in J \). Then Claim 2.3, along with \( |A(H)| = \infty \), ensures that \( sup A(H) \geq N \). Hence \( sup A(H) = \infty \), which is a contradiction.

(f) \( \Rightarrow \) (a) We first observe that if \( \lim_{i \to \infty} b_i < \infty \), then \( H \) would be finitely generated, and so \( sup A(H) < \infty \). Therefore, \( H \) is strongly primary, both equivalences follow from Theorem 3.9.

\[ \square \]
So after replacing \((a_i)_{i \geq 1}\) by \((a_{n_i})_{i \geq 1}\) and \((b_i)_{i \geq 1}\) by \((b_{k_i})_{i \geq 1}\), one can assume that \((a_i)_{i \geq 1}\) strictly increases to infinite. In addition, if \(b_j = b_{j+1} = \cdots = b_{j+k}\) for some \(j, k \in \mathbb{N}\), then \(H_j \cup H_{j+1} \cup \cdots \cup H_{j+k} = H_j\).

Thus, one can also assume that the sequence \((b_i)_{i \geq 1}\) is strictly increasing without affecting the fact that \((a_i)_{i \geq 1}\) strictly increases to infinite. As a result, \(A(H) \cap H_i\) is a non-empty finite set for every \(i \in \mathbb{N}\).

We will prove that \(\rho_2(H) = \infty\). Fix \(N \in \mathbb{N}\) and set \(u_0 = \min \mathcal{A}(H) \cap H_1 = \min \mathcal{A}(H)\). Due to the implication \((a) \Rightarrow (f)\) (which has been already established), one obtains that \(A(H)\) is unbounded. Take \(u_n, u_{n+1} \in A(H)\) such that \(d(u_n) = b_n, d(u_{n+1}) = b_{n+1}\), and \(u_n/u_0 > N + 1\). Since \(u_n - u_0 > 0\) and \(d(u_n - u_0) | b_{n+1}\), we find that \(u_{n+1} + (u_n - u_0) \in H\), that is, \(u_0/H u_n + u_{n+1}\). Let \(m\) be the largest multiple of \(u_0\) dividing \(u_n + u_{n+1}\) in \(H\), and write \(u_n + u_{n+1} = mu_0 + x\) for some \(x \in H\). One can readily check that \(d(u_n + u_{n+1} - mu_0) \not| b_n\). So there exists \(u'_{n+1} \in A(H) \cap H_j\) for some \(j \geq n + 1\) such that \(u'_{n+1} | H x\). So \(u_n + u_{n+1} = mu_0 + u'_{n+1} + x'\) for certain \(x' \in H\). The maximality of \(m\) now implies that \(x' = 0\), and then we have \(u_n + u_{n+1} = mu_0 + u'_{n+1}\). Since \(u'_{n+1}\) is an atom satisfying that \(d(u'_{n+1})\) divides \(b_{n+1}\), it follows that \(u'_{n+1} \in A(H) \cap H_{n+1}\).

Hence \(m = \frac{u_n}{u_0} + \frac{u_{n+1} - u'_{n+1}}{u_0} \geq \frac{u_n}{u_0} - 1 > N\).

Notice that \(\{2, m + 1\} \subset L(u_n + u_{n+1})\) because \(u_n + u_{n+1} = mu_0 + u'_{n+1}\). This, along with the fact that \(m > N\), implies that \(\rho_2(H) = \infty\), which contradicts the statement of part \((b)\).

Our next result demonstrates that the cardinality of the class of strongly primary Puiseux monoids that are globally tame or locally but not globally tame (see Theorem 3.9) is at least as large as the cardinality of the class of additive subgroups of the rationals.

**Theorem 3.12.**

1. Every monoid whose quotient group is a rank-one torsion-free group and that is not a group is isomorphic to a Puiseux monoid.

2. For every subgroup \(Q\) of \((\mathbb{Q}, +)\) there is a Puiseux valuation monoid \(V\) such that \(q(V) = Q\).

3. For every nontrivial Puiseux valuation monoid \(V\) there exists a strongly primary monoid \(H\) such that \(\hat{H} = V\) and \((H : \hat{H}) \neq \emptyset\). Under the Continuum Hypothesis, the set of all non-isomorphic strongly primary globally tame Puiseux monoids has, then, the cardinality of the continuum.

4. For every Puiseux valuation monoid \(V\) that is not isomorphic to \((\mathbb{N}_0, +)\), there exists a strongly primary Puiseux monoid \(H\) such that \(\hat{H} = V\), \(\Lambda(H) < \infty\), and \((H : \hat{H}) = \emptyset\). Under the Continuum Hypothesis, the set of all non-isomorphic strongly primary locally but not globally tame Puiseux monoids has, then, the cardinality of the continuum.

**Remark.** If \(V\) is a Puiseux valuation monoid isomorphic to \((\mathbb{N}_0, +)\) and \(H \subset V\) a submonoid with \(\hat{H} = V\), then \(\hat{H} = \hat{H}\) by Proposition 3.1.1 and (2.2), \(H\) is finitely generated because \(\hat{H}\) is finitely generated, and hence \((H : \hat{H}) \neq \emptyset\) by [26, Theorem 2.7.13].

**Proof.** 1. Let \(H\) be an additive monoid whose quotient group \(q(H)\) is a rank-one torsion-free group. Then, by [18, Section 24], the group \(q(H)\) is isomorphic to a subgroup of \((\mathbb{Q}, +)\). Thus, without restriction we may suppose that \(H \subset q(H) \subset \mathbb{Q}\). If \(H \subset \mathbb{Q}_{\geq 0}\) or \(H \subset \mathbb{Q}_{\leq 0}\), then we are done. On the other hand, if \(H\) contains positive and negative rational numbers, then \(H\) is a group by [37, Theorem 2.9].

2. If \(Q\) is an additive subgroup of the rational numbers, then it immediately follows that \(Q \cap \mathbb{Q}_{\geq 0}\) is a valuation monoid with quotient group \(Q\).

3. Let \(V\) be a nontrivial Puiseux valuation monoid. Clearly, \(H = \{0\} \cup \{v \in V : v \geq 1\}\) is a submonoid of \(V\). Since \(v + V \subset H\) for any \(v \in V_{\geq 1}\), it follows that \((H : V) \neq \emptyset\), which implies that \(\hat{H} = V\). By Proposition 3.1.2 we have \(\hat{V} = V\). Since \(0\) is not a limit point of \(H^*\), Theorem 3.4 implies that \(H\) is strongly primary.

To argue the second statement of part 3, let \(c\) denote the cardinality of the continuum and let \(S\) be the set of all strongly primary Puiseux monoids with non-empty conductors (up to isomorphism). Since
every Puiseux monoid is at most countable, $|S| \leq 2^{30} = c$. To check that $|S| \geq c$, take $G$ and $G'$ to be non-isomorphic subgroups of $(\mathbb{Q},+)$. Proposition 3.1 ensures that $V = G \cap \mathbb{Q}_{\geq 0}$ and $V' = G' \cap \mathbb{Q}_{\geq 0}$ are Puiseux valuation monoids. As we have seen before, there exist Puiseux monoids $H$ and $H'$ in $S$ satisfying that $\hat{H} = V$ and $\hat{H}' = V'$. Since $q(H) = G \neq G' = q(H')$, the Puiseux monoids $H$ and $H'$ are not isomorphic. Hence $|S| \geq |S'|$, where $S'$ denotes the set of all subgroups of $(\mathbb{Q},+)$ (up to isomorphism).

It follows from [18, Section 24] that an abelian group is isomorphic to a subgroup $(\mathbb{Q},+)$ if and only if it is a rank-one torsion-free group. Then [19, Corollary 85.2] guarantees that $|S'| = c$. Hence $|S| = c$.

4. Let $V$ be a Puiseux valuation monoid that is not isomorphic to $(\mathbb{N}_0,+)$. From Proposition 3.1 one obtains that $V = q(V) \cap \mathbb{Q}_{\geq 0}$. On the other hand, it follows from [8, Theorem 2] that there exists a sequence $(b_i)_{i \geq 1}$ of positive integers such that $b_i \mid b_{i+1}$ for every $i \in \mathbb{N}$ and $q(V)$ is isomorphic to $\bigcup_{i \geq 1} b_i^{-1} \cdot \mathbb{Z}$. Hence it will suffice to construct a strongly primary Puiseux monoid $H$ with $\hat{H} = \bigcup_{i \geq 1} b_i^{-1} \cdot \mathbb{N}_0$ satisfying that $\Lambda(H) < \infty$ and $(H : \hat{H}) = \emptyset$.

Since $V$ is not isomorphic to $(\mathbb{N}_0,+)$, the sequence $(b_i)_{i \geq 1}$ tends to infinity. Thus, we may assume without restriction that it is strictly increasing with $b_1 \geq 3$. Accordingly, we define, for each $i \in \mathbb{N}$,

$$\alpha_i = i - \frac{1}{b_i} \quad \text{and} \quad H_i = \{0\} \cup (\mathbb{Q}_{\geq 2\alpha_i} \cap b_i^{-1} \cdot \mathbb{Z}).$$

Note that $\inf\{\alpha_i : i \in \mathbb{N}\} = \alpha_1 \geq 2/3 > 0$. Following Example 3.11, we consider the Puiseux monoid $H = \bigcup_{i \geq 1} H_i$. Proposition 3.1.1, along with Claim 1.2 of Example 3.11, ensures that

$$\hat{H} = \bigcup_{i \geq 1} b_i^{-1} \cdot \mathbb{N}_0.$$

Furthermore, it follows from Claim 3 of Example 3.11 that $H$ is strongly primary. It is clear that $\alpha'_i := i + 1/b_i \in \mathcal{A}(H)$ for every $i \in \mathbb{N}$. Then for each $i \in \mathbb{N}$, the equality $2i = \alpha_i + \alpha'_i$ implies that $2 \in \mathcal{L}(2i)$. Thus, $\Lambda(H) < \infty$ by [34, Lemma 3.5.2] and, therefore, $(H : \hat{H}) = \emptyset$ by Theorem 3.9.

As $\Lambda(H) < \infty$, it follows from Theorem 3.9.2 that $H$ is locally tame but not globally tame. Now by mimicking the argument we gave to verify the second statement of part 3, one can verify the second statement of part 4.

As pointed out in (2.7) and (2.8), all strongly primary domains and all finitely primary monoids are locally tame. So far there is precisely one example in the literature of a strongly primary monoid that is not locally tame (it is constructed as a submonoid of a one-dimensional local Noetherian domain, [30, Proposition 3.7 and Example 3.8]). Here we construct a strongly primary Puiseux monoid that is not locally tame. For an additive atomic monoid $H$, for $k \in \mathbb{N}$ and $b \in H$, we set

$$Z_{\min}(k, b) := \left\{ \sum_{i=1}^j a_i \in \mathcal{Z}(H) : j \leq k, \ b \mid H \sum_{i=1}^j a_i, \ b \not\mid H \sum_{i \in I} a_i \text{ for any } I \subset [1,j] \right\}.$$

Then we have

$$(3.4) \quad \tau(b) = \sup_k \sup_z \{ \min \mathcal{L}(\pi(z) - b) : z \in Z_{\min}(k, b) \}.$$ 

**Proposition 3.13.** There exists a strongly primary Puiseux monoid that is not locally tame.

**Proof.** Let $(k_i)_{i \geq 0}$ be a strictly increasing sequence of integers such that $k_0 = 0$ and $k_i > \frac{3}{2} k_{i-1}^2$ for each $i \in \mathbb{N}$. Now consider the Puiseux monoid

$$H := \bigcup_{i \geq 0} H_i, \text{ where } H_i := \langle k_i + \frac{m}{2^i} : m \in \mathbb{N}_0 \rangle.$$

Since $H_i = \{0\} \cup (\mathbb{Q}_{\geq k_i} \cap 2^{-i} \cdot \mathbb{Z})$ for every $i \in \mathbb{N}_0$, the monoid $H$ belongs to the class of Puiseux monoids constructed in Example 3.11. As a result, $H$ is strongly primary. Because the sequence $(k_i)_{i \geq 0}$ is strictly
increasing, \( \{k_i + 1/2^i : i \in \mathbb{N}_0\} \subset \mathcal{A}(H) \) (in particular, \( 1 \in \mathcal{A}(H) \)). As we know by (2.5), arguing that \( H \) is not locally tame amounts to verifying that \( \tau(1) = \infty \). For every \( i \in \mathbb{N} \) consider the length-2 factorization

\[
z_i = 2(k_i + 1/2^i) \in \mathbb{Z}(H).
\]

Observe that

\[
2(k_i + 1/2^i) - 1 = (2k_i - k_{i-1} - 1) + (k_{i-1} + 1/2^{i-1}) \in H \quad \text{for every} \quad i \in \mathbb{N}. 
\]

Therefore \( \pi(z_i) = 1 \), where \( \pi \) is the factorization homomorphism of \( H \). In addition, for every \( i \in \mathbb{N} \) the fact that \( k_i + 1/2^i \in \mathcal{A}(H) \) implies that \( z_i \in \mathbb{Z}(k_i) \) for each \( k \in \mathbb{N} \). Now fix \( n \in \mathbb{N}_2 \), set \( x_n = \pi(z_n) - 1 \), and take \( z'_n \in \mathbb{Z}(x_n) \). Since \( d(x_n) = 2^n - 1 \), the factorization \( z'_n \) must contain an atom whose denominator is at least \( 2^{n-1} \). This, along with the fact that \( x_n < 2k_n < k_N \), implies that the largest atom appearing in \( z'_n \) is of the form \( k_n + m/2^n \). If \( m/2^n \not\in \mathbb{N} \) such that \( 2 \nmid m \).

Let us verify that the largest atom appearing in \( z'_n \) cannot be of the form \( k_n + m/2^n \) for any \( m \in \mathbb{N} \) such that \( 2 \nmid m \). Suppose, by way of contradiction, that this is not the case. Then because \( 2k_n > x_n \), the factorization \( z'_n \) must contain exactly one copy of the atom \( k_n + m/2^n \), and so one can write

\[
2k_n + \frac{1}{2^n} - 1 = k_n + \frac{m}{2^n} + \sum_{i=1}^N u_i,
\]

for some \( N \in \mathbb{N} \) and \( u_1, \ldots, u_N \in \mathcal{A}(H) \) such that \( d(u_i) \leq 2^{n-1} \). Taking 2-adic valuation in both sides of (3.5) one finds that \( 2 \mid m \), which is a contradiction.

Let \( u \) be an atom appearing in \( z'_n \). By the conclusion of the previous paragraph, \( d(u) \leq 2^{n-1} \) and so \( u \in \bigcup_{i=0}^{n-1} \mathcal{A}(H_i) \). From this, one can deduce (as in Claim 2 of Example 3.11) that \( u < 2k_n - 1 \). Then

\[
2k_n + 1/2^n - 1 = x_n \leq |z'_n| (2k_n - 1) + 1, \quad \text{along with} \quad 2k_n \geq 3k_n - 1 + 1,
\]

yields

\[
|z'_n| \geq \frac{2k_n + \frac{1}{2^n} - 1}{2k_n - 1 + 1} > \frac{2k_n - 1}{3k_n - 1} \geq k_n - 1.
\]

As a result, \( \min L(\pi(z_n) - 1) = \min L(x_n) \geq k_n - 1 \). As \( n \) was arbitrarily taken in \( \mathbb{N}_2 \),

\[
\tau(1) \geq \sup \{ \min L(\pi(z) - 1) : z \in \mathbb{Z}(k_i) \}
\]

\[
\sup \{ \min L(\pi(z_n) - 1) : n \in \mathbb{N}_2 \}
\]

\[
\sup \{ \min L(z_n - 1) : n \in \mathbb{N}_2 \} = \infty.
\]

We thus see that \( \tau(1) = \infty \), which implies that \( H \) is not locally tame.

We conclude this section with a couple of main open problems on strongly primary Puiseux monoid.

**Problem 3.14.** 1. Let \( H \) be a BF-monoid. By definition, we have that

\[
\rho(H) < \infty \quad \text{implies} \quad \rho_k(H) < \infty \quad \text{for all} \quad k \in \mathbb{N}.
\]

If \( H \) stems from a strongly primary domain (Theorem 2.3), or is finitely primary (Theorem 2.4), or is a strongly primary Puiseux monoid as given in Example 3.11, then the reverse implication holds. On the other hand, it is easy to see that, for a Krull monoid \( H \), the finiteness of the local elasticities \( \rho_k(H) \) need not imply the finiteness of the elasticity \( \rho(H) \); however, we do not know whether the same can happen when \( H \) is a strongly primary monoid or even a strongly primary Puiseux monoid.

2. Let \( H \) be a strongly primary monoid. By (2.6), \( H \) is locally tame provided that

\[
\Lambda(H) < \infty \quad \text{or} \quad \rho_k(H) < \infty \quad \text{for all} \quad k \in \mathbb{N}.
\]

By Proposition 3.13, there are strongly primary Puiseux monoids that are not locally tame, whence both conditions may fail. Yet, we do not know whether there are any locally tame strongly primary monoids that do not satisfy one of the two properties in (2.6).
4. Sets of lengths of locally tame strongly primary monoids

4.1. Structure theorem for sets of lengths and unions of sets of lengths. We proceed to study sets of lengths and unions of sets of lengths of locally tame strongly primary monoids. In order to do so we first introduce sets of distances and catenary degrees.

Let $H$ be a multiplicatively written BF-monoid. If $\rho(H) > 1$, then there is $a \in H$ with $|L(a)| > 1$, whence the $n$-fold subset $L(a) + \cdots + L(a)$ is contained in $L(a^n)$. This implies that $|L(a^n)| > n$ for every $n \in \mathbb{N}$. For a finite set $L = \{m_1, \ldots, m_k\} \subset \mathbb{Z}$, with $k \in \mathbb{N}_0$ and $m_1 < \cdots < m_k$, we denote by $\Delta(L) = \{m_i - m_{i-1} : i \in [2, k]\} \subset \mathbb{N}$ the set of distances of $L$ and by

$$\Delta(H) = \bigcup_{L \in \mathcal{L}(H)} \Delta(L) \subset \mathbb{N}$$

the set of distances of $H$. By definition, $\Delta(H) = \emptyset$ if and only if $\rho(H) = 1$ and if this holds, then $H$ is said to be half-factorial.

Take $a \in H$ and $N \in \mathbb{N}$. A finite sequence $z_0, \ldots, z_k \in \mathbb{Z}(a)$ is called a (monotone) $N$-chain of factorizations of $a$ if $d(z_{i+1}, z_i) \leq N$ for each $i \in [1, k] \ (\text{and } |z_0| \leq \cdots \leq |z_k|)$ or $|z_0| \geq \cdots \geq |z_k|$). The catenary degree $c(a)$ (resp., the monotone catenary degree $c_{\text{mon}}(a)$) is the smallest $N \in \mathbb{N}_0$ such that each two factorizations $z, z' \in \mathbb{Z}(a)$ can be concatenated by an $N$-chain of factorizations (resp., by a monotone $N$-chain of factorizations). It is easy to see that $c(a) \leq c_{\text{mon}}(a) \leq \max L(a)$. Then

$$c(H) = \sup \{c(a) : a \in H\} \in \mathbb{N}_0 \cup \{\infty\} \quad \text{and} \quad c_{\text{mon}}(H) = \sup \{c_{\text{mon}}(a) : a \in H\} \in \mathbb{N}_0 \cup \{\infty\}$$

are the catenary degree and the monotone catenary degree of $H$, respectively. The monoid $H$ is factorial if and only if $c(H) = 0$. If $H$ is not half-factorial, then it follows from [26, Sections 1.4 and 1.6] that

$$\min \Delta(H) = \gcd \Delta(H), \quad 2 + \sup \Delta(H) \leq c(H) \leq t(H), \quad \text{and} \quad c(H) \leq c_{\text{mon}}(H).$$

For every $k \in \mathbb{N}$, we set $\mathcal{U}_k(H) = \{k\}$ if $H = H^k$ and we set

$$\mathcal{U}_k(H) = \bigcup_{k \in L \in \mathcal{L}(H)} L$$

otherwise. We call $\mathcal{U}_k(H)$ the union of sets of lengths containing $k$. Then

$$\rho_k(H) = \sup \mathcal{U}_k(H), \quad \text{and we set} \quad \lambda_k(H) = \min \mathcal{U}_k(H).$$

The structure of unions of sets of lengths has been studied for a wide range of monoids and domains (see [14, 4, 15, 55] for recent progress).

There are various results showing that given sets occur as sets of lengths in primary BF-monoids. Indeed, let $L \subset \mathbb{N}_{\geq 2}$ be a finite set. Then there are numerical monoid $H$ and an element $a \in H$ such that $L = L(a)$ ([35, Theorem 3.3]). For every sufficiently large $s \in \mathbb{N}$, there are a locally tame primary Mori monoid $H_s \subset (\mathbb{N}_0, +)$ with non-empty conductor and an element $a \in H_s$ such that $L = L(a)$ ([30, Theorem 4.2]). Moreover, there is a Puiseux monoid containing each finite subset of $\mathbb{N}_{\geq 2}$ as a set of lengths ([43, Theorem 3.6]; see also [41, Theorem 4.6]). However, such a Puiseux monoid is not strongly primary (a close inspection of the given construction reveals that the constructed monoid does not satisfy the property described in Theorem 3.3.2). Indeed, such a phenomenon cannot occur in locally tame strongly primary monoids. Their systems of sets of lengths are well structured as described in the next theorem, and we observe that their structure is much simpler than the structure of sets of lengths in non-primary monoids (for an overview see [26, Chapter 4.7]).

Parts of Theorem 4.1 are already known. For example, if $H$ is not only locally but also globally tame, then $\rho_k(H) - \rho_{k-1}(H) \leq 1 + t(H)$ for every $k \geq 2$, whence the unions $\mathcal{U}_k(H)$ have the form given in Theorem 4.1 by [20, Theorems 3.5 and 4.2] (there are locally tame monoids with finite sets of distances whose differences $\rho_k(H) - \rho_{k-1}(H)$ are unbounded and whose unions $\mathcal{U}_k(H)$ do not have that form). Below we offer a fresh approach to these structural results on sets of lengths and their unions. As summarized in Subsection 2.4, we recall that all strongly primary monoids with non-empty conductor (Lemma 2.5),
all finitely primary monoids, and all strongly primary domains are locally tame. For strongly primary Puiseux monoids we refer to Theorems 3.9 and 3.12.

**Theorem 4.1.** Let $H$ be a locally tame strongly primary monoid.

1. We have
   \[ c(H) \leq \min \left\{ 1 + \Lambda(H), \max \{ M(u) - 1, t(H, uH^\infty) \} : u \in A(H) \right\}. \]

   In particular, the set of distances $\Delta(H)$ is finite.

2. Suppose that $\Delta(H) \neq \emptyset$ and set $d = \min \Delta(H)$.
   (a) There exists $M \in \mathbb{N}_0$ such that, for every $a \in H$,
   \[ \left( \min L(a) + d \cdot N_0 \right) \cap [\min L(a) + M, \max L(a) - M] \subset L(a) \cap \min L(a) + d \cdot N_0. \]
   (b) There exists $M' \in \mathbb{N}_0$ such that, for every $k \in \mathbb{N}$,
   \[ \left( \lambda_k(H) + d \cdot N_0 \right) \cap [\lambda_k(H) + M', \rho_k(H) - M'] \subset \mathcal{U}_k(H) \subset \lambda_k(H) + d \cdot N_0. \]

**Proof.** 1. Take $a \in H$. To establish the first upper bound on $c(H)$, it is first to assume that $\Lambda(H) < \infty$ and to prove that $c(a) \leq 1 + \Lambda(H)$. To do so, we verify that every factorization $z \in Z(a)$ has a $(\Lambda(H) + 1)$-chain of factorizations from $z$ to a factorization of length at most $\Lambda(H)$. We proceed by induction on $|z|$. If $|z| \leq \Lambda(H)$, then there is nothing to do. Otherwise, write $z = u_1 \cdots u_k$ for some $k \in \mathbb{N}$ such that $k \geq \Lambda(H) + 1$ and $u_1, \ldots, u_k \in H_{\text{red}}$. Then $u_1 \cdots u_{1+\Lambda(H)}$ has a factorization $x$ of length $|x| \leq \Lambda(H)$. Then $z' = xu_{2+\Lambda(H)} \cdots u_k$ is a factorization of $a$ satisfying that $|z'| < |z|$ and $d(z, z') \leq 1 + \Lambda(H)$. Thus, the assertion follows by the induction hypothesis.

To show the second upper bound on $c(H)$, we choose $u \in A(H)$ and set $N = \max \{ M(u) - 1, t(H, uH^\infty) \}$. We prove that $c(a) \leq N$ for every $a \in H$, and we proceed by induction on max $L(a)$. Take $a \in H$ and $z, z' \in Z(a)$. If max $L(a) \leq N$, then $c(a) \leq \max L(a) \leq N$. Suppose that max $L(a) > N$. Then $a \in (H \setminus H^{\infty})\max L(a) \subset (H \setminus H^{\infty})\mathcal{M}(u) \subset uH$, and hence $a = ub$ for some $b \in H$. By definition of tame degree, there exist factorizations $y = ux$ and $y' = ux'$ in $Z(a) \cap uZ(H)$ such that $d(z, ux) \leq t(H, uH^\infty)$ and $d(z', ux') \leq t(H, uH^\infty)$. Clearly, $x, x' \in Z(b)$. Since max $L(b) < \max L(a)$, the induction hypothesis implies that there are factorizations $x = x_0, x_1, \ldots, x_s = x'$ such that $d(x_{i-1}, x_i) \leq N$ for every $i \in \{1, s\}$. Therefore, $z, uz, uz_1, \ldots, uz_s, z'$ are factorizations of $a$ whose successive distances are bounded by $N$. Hence $c(H) \leq N$. Since $2 + \sup \Delta(H) \leq c(H)$, we obtain that $\Delta(H)$ is finite.

2. By convention, arithmetic progressions can be empty, finite, or infinite. We set $\mathcal{U}_0(H) = \{0\}$ and note that $\mathcal{U}_1(H) = \{1\}$. If $m \in \mathbb{N}_0$, then $\infty = m = \infty$ and $[m, \infty) = \mathbb{N}_{\geq m}$.
   (a) See [26, Theorem 4.3.6].
   (b) Let $M \in \mathbb{N}_0$ be as in part (a). Since $d \in \Delta(H)$, there is $a \in H$ such that $\{m, m + d\} \subset L(a)$ for some $m \in \mathbb{N}$. Then, for every $k \in \mathbb{N}$, the $k$-fold sumset $L(a) + \cdots + L(a)$ is contained in $L(a^k)$, whence $\{km, km + d, \ldots, km + kd\} \subset L(a^k)$. Consequently, there exist $a_0 \in H$ and $k_0 \in L(a_0)$ such that
   \[ (k_0 + d \cdot Z) \cap [k_0 - M, k_0 + M] \subset L(a) \subset \mathcal{U}_{k_0}(H). \]

   For every $k \geq k_0$, it follows that
   \[ (k + d \cdot Z) \cap [k - M, k + M] \subset (k - k_0) + \mathcal{U}_{k_0}(H) \subset \mathcal{U}_{k-k_0}(H) + \mathcal{U}_{k_0}(H) \subset \mathcal{U}_k(H) \subset k + d \cdot Z, \]
   where the last inclusion is obvious when considering that $L \subset k + d \cdot Z$ for all $L \in \mathcal{L}(H)$ containing $k$.

   Now, fix an index $k \geq k_0$ and let $(L_i)_{i \geq 1}$ be a sequence of sets from $\mathcal{L}(H)$ such that $k \in \bigcap_{i \geq 1} L_i$ and $\lim_{i \to \infty} \max L_i = \rho_k(H)$. For each $i \in \mathbb{N}$, part (a) guarantees that
   \[ (k + d \cdot Z) \cap [k + M, \max L_i - M] \subset (k + d \cdot Z) \cap [\min L_i + M, \max L_i - M] \subset L_i \subset \mathcal{U}_k(H). \]

   By the assumptions on the sequence $(L_i)_{i \geq 1}$, this implies at once that
   \[ (k + d \cdot Z) \cap [k + M, \rho_k(H) - M] = \bigcup_{i \geq 1} \left( (k + d \cdot Z) \cap [k + M, \max L_i - M] \right) \subset \mathcal{U}_k(H). \]
Likewise, there exists $L \in \mathcal{L}(H)$ with $\{\lambda_k(H), k\} \subseteq L$. Then we have
\begin{equation}
(k + d \cdot Z) \cap [\lambda_k(H) + M, k - M] \subseteq (k + d \cdot Z) \cap [\lambda_k(H) + M, \max L - M] \subseteq L \subseteq \mathcal{Y}_k(H).
\end{equation}
So, putting all the pieces together and noting that $\lambda_k(H) + d \cdot Z = k + d \cdot Z$, we conclude from (4.2), (4.3), and (4.4) that
\[(\lambda_k(H) + d \cdot N_0) \cap [\lambda_k(H) + M, \rho_k(H) - M] \subseteq \mathcal{Y}_k(H) \subseteq \lambda_k(H) + d \cdot N_0.
\]
With this said, we set
\[\rho^* = \max\{\rho_j(H) : j \in [0, k_0 - 1]\} \text{ and } \rho_j(H) < \infty \text{ and } M' = \max\{M + k_0, \rho^*\}.
\]
Then it is clear from the above that, for every $k \in N_0$,
\[(\lambda_k(H) + d \cdot N_0) \cap [\lambda_k(H) + M', \rho_k(H) - M'] \subseteq \mathcal{Y}_k(H) \subseteq \lambda_k(H) + d \cdot N_0,
\]
which finishes the proof.
\square

As we have seen in Theorem 4.1, being strongly primary and being locally tame are sufficient conditions for a monoid $H$ with non-empty $\Delta(H)$ to have well-structured sets of lengths and unions of sets of lengths. However, there are atomic (Puiseux) monoids with well-structured sets of lengths and unions of sets of lengths that are neither strongly primary nor locally tame. The following example sheds some light upon this observation.

**Example 4.2.** For a non-empty finite subset $B$ of $\mathbb{Q}_{\geq 0}$, consider the Puiseux monoid
\[M_B := \{b^n : b \in B \text{ and } n \in N_0\}.
\]

The monoid $M_B$ is called the **rational multicyclic monoid** over $B$ if it is minimally generated by $B$ in the sense that $M_B \subsetneq M_B$ whenever $B' \subsetneq B$. These Puiseux monoids were recently studied in [53], where special emphasis was put on the structure of their sets of lengths (the case where $|B| = 1$ was previously investigated in [11]). A rational multicyclic monoid over $B$ is said to be **canonical** if $B \cap N = \emptyset$ and $\gcd(d(b_1), d(b_2)) = 1$ for all $b_1, b_2 \in B$ with $b_1 \neq b_2$.

Let $M_B$ be an atomic canonical rational multicyclic monoid. It follows from [53, Theorem 4.9] that the sets of lengths of $M_B$ are unions of finitely many multi-dimensional arithmetic progressions, being arithmetic progressions if $|n(b_1) - d(b_1)| = |n(b_2) - d(b_2)|$ for all $b_1, b_2 \in B$. The special case where $|B| = 1$ was established in [11, Theorem 3.3]. In addition, [53, Proposition 4.11] guarantees the existence of $N \in N$ such that for every sufficiently large $k \in N$, $\mathcal{Y}_k(M_B)$ is an almost arithmetic progression with difference $\min(\Delta(M_B))$ and bound $N$. If $B = \{r\}$, then it follows from [11, Corollary 3.4] that $\Delta(M_B) = \{|n(r) - d(r)|\}$, while it follows from [11, Proposition 4.9] that $\mathcal{Y}_k(M_B)$ is an arithmetic progression with difference $|n(r) - d(r)|$ for every $k \in N$.

Let us verify that $M_B$ is not strongly primary. Suppose towards a contradiction that $nM_B \subset 1 + M_B$ for some $n \in N$. By [53, Remark 4.2], $A(M_B) = \{b^n : b \in B \text{ and } n \in N_0\}$. Consider the element $x = b + b^2 + \cdots + b^n \in nM_B$ for some $b \in B$. It follows from [53, Remark 4.6] that $b + b^2 + \cdots + b^n$ is the only factorization of $x$, which contradicts that $x \in 1 + M_B$. Thus, $M_B$ is not strongly primary.

Finally, we verify that $M_B$ is not locally tame provided that $\max B < 1$. Take $b \in B$, and consider the Puiseux monoid $H := \{b^i : i \in N_0\}$. Since $A(H) = \{b^i : i \in N_0\}$ by [44, Theorem 6.2], it follows that $A(H) \subset A(M_B)$. Because $b < 1$, it follows from [11, Proposition 5.3] that $\omega(H, 1) = \infty$. This, together with the inclusion $A(H) \subset A(M_B)$, guarantees that $\omega(M_B, 1) = \infty$. As a result, [29, Theorem 3.6] ensures that $M_B$ is not a locally tame monoid. A characterization for local/global tameness in the case where $|B| = 1$ can be found in [11, Theorem 5.6].

In the forthcoming subsections we discuss the parameters occurring in the structural description of sets of lengths given in Theorem 4.1.
4.2. Initial and end parts. Let all notations be as in Theorem 4.1. For every positive integer $k$, the set $\mathcal{U}_k(H) \cap [\lambda_k(H), \lambda_k(H) + M']$ (resp., $\mathcal{U}_k(H) \cap [\rho_k(H) - M', \rho_k(H)]$) is called the initial part (resp., the end part) of the set $\mathcal{U}_k(H)$. Similarly, for each $a \in H$ the set $L(a) \cap [\min L(a), \min L(a) + M]$ (resp., $L(a) \cap [\max L(a) - M, \max L(a)]$) is called the initial part (resp., the end part) of the set $L(a)$. In special cases (such as for numerical monoids generated by arithmetic sequences or Puiseux monoids generated by geometric sequences) very explicit descriptions of sets of lengths and their unions are available (in these cases, the initial and end parts are empty; see [1, 9, 11]). Explicit upper bounds for the constant $M$ are given for some one-dimensional local Noetherian domains $R$ with $(R:\hat{R}) = \{0\}$ ([48, Section 4]) and for numerical monoids ([21]). In a variety of settings there are periodicity results for the initial and end parts. For example, if $H$ is a monoid with accepted elasticity (see Subsection 4.3), then the initial and end parts of the sets $\mathcal{U}_k(H)$ repeat periodically ([55, Theorem 1.2]). But this assumption is far from being necessary (see Example 4.3). If $R$ is a one-dimensional local Noetherian domain with non-zero conductor $\mathfrak{f} = (R:\hat{R})$ and finite residue class ring $\hat{R}/\mathfrak{f}$, then $R$ is a C-domain ([26, Theorem 2.11.9]) and, for every $a \in R^\bullet$, the initial and end parts of the sets $L(a^n)$ repeat periodically ([17]).

4.3. The elasticity. As mentioned in Subsection 2.4 (see Theorem 2.4), the elasticity of a finitely primary monoid is finite if and only if the monoid has rank 1. Let $H$ be a finitely primary monoid of rank 1, namely, $H \subset F = F^\times \times F(\{p\})$, and let $v_p : H \to \mathbb{N}_0$ denote the homomorphism onto the value semigroup. Suppose that $v_p(\mathcal{A}(H)) = \{n_1, \ldots, n_s\}$ with $1 \leq n_1 < \cdots < n_s$. Then $\rho(H) = n_s/n_1$, and $\rho(H)$ is accepted provided that $F^\times / H^\times$ is a torsion group. Hence the elasticity of a finitely primary monoid is either rational or infinite (this phenomenon, sometimes called the rational-infinite elasticity property, holds true in larger classes of monoids and domains; see [41, Section 5], [2, Theorem 2.12], and [56, Theorem 1.1]). We should notice that there are examples where the factor group $F^\times / H^\times$ is not a torsion group and the elasticity is not accepted ([36, Lemma 4.1 and Example 4.2]), Lemma 3.8 characterizes the strongly primary Puiseux monoids with accepted elasticity. Example 4.3, on the other hand, provides the first example of an atomic primary monoid with irrational elasticity (the first result in this direction for Dedekind domains was given in [2, Theorem 3.2], while a result in contrast for Krull monoids was given in [24, Theorem 4.2]). In spite of the irrationality of the elasticity, the monoid $H$ in Example 4.3 is strongly primary with non-empty conductor, whence globally tame by Theorem 3.9. In addition, its unions $\mathcal{U}_k(H)$ of sets of lengths are finite intervals for all sufficiently large $k \in \mathbb{N}$.

Example 4.3. Take $\alpha \in \mathbb{R}_{\geq 1} \setminus \mathbb{Q}$, and let $H = \mathbb{N}_0 \cup \mathbb{Q}_{>\alpha} \subset \mathbb{Q}_{\geq 0}$. We set

$$A = \{1\} \cup \{q \in \mathbb{Q} \setminus \mathbb{N} : \alpha < q \leq 1 + \alpha\} \quad \text{and} \quad \bar{\alpha} = \alpha - \lfloor \alpha \rfloor.$$ 

We will often use without further comment that $0 < \bar{\alpha} < 1$ and $1 + \lfloor \alpha \rfloor = \lfloor \bar{\alpha} \rfloor < 1 + \alpha$ (since $\alpha \notin \mathbb{Z}$).

Clearly $H$ is a Puiseux monoid; and by Propositions 3.2 and Theorem 3.4 it is actually a strongly primary Puiseux monoid with non-empty conductor. So we conclude from Theorems 3.9 and part (b) of Theorem 4.1.2, that $H$ is globally tame and the unions $\mathcal{U}_n(H)$ are well structured. We aim to prove that the unions $\mathcal{U}_n(H)$ are in fact intervals for all sufficiently large $n \in \mathbb{N}$.

Claim 4. $\mathcal{A}(H) = A$, $\rho(H) = 1 + \alpha$, $\min \Delta(H) = 1$, and $\{2, \lfloor \alpha \rfloor + 1\} \in \mathcal{L}(H)$. In particular, if $\alpha \geq 2$, then $\lfloor \alpha \rfloor - 1 \in \Delta(H)$.

Proof. If $q \in \mathbb{Q}_{>1+\alpha}$, then $q = (q - 1) + 1 \in H^\times + H^\ast$. This shows that $\mathcal{A}(H) \subset A$. The reverse inclusion is trivial since either $x + y \in \mathbb{N}_{\geq 2}$ or $x + y > 1 + \alpha$ for all $x, y \in H^\ast$. Consequently, we conclude from Lemma 3.8 that $\rho(H) = \sup \mathcal{A}(H)/\inf \mathcal{A}(H) = 1 + \alpha$.

For the rest, observe that $\bar{\alpha}$ is an irrational number between 0 and 1. Accordingly, take $n \in \mathbb{N}_{\geq 3}$ such that $1/n < \min(\bar{\alpha}, 1 - \bar{\alpha})$, and let $\kappa$ be the largest integer for which $\kappa/n < \bar{\alpha}$. Then

$$1 \leq \kappa \leq n - 2 \quad \text{and} \quad \bar{\alpha} < (\kappa + 1)/n < 1,$$
and it follows that $a = [\alpha] + (\kappa + 1)/n$ and $b = 1 + [\alpha] + \kappa/n$ are in $A$ (that is, are atoms of $H$). Indeed, it is clear from (4.5) that both $a$ and $b$ are in $Q \setminus \mathbb{N}$; in addition, we have

$$\alpha = [\alpha] + \bar{\alpha} < [\alpha] + \bar{\alpha} + \frac{1}{n} < 1 + [\alpha] + \frac{1}{n} \leq b < 1 + [\alpha] + \bar{\alpha} = 1 + \alpha.$$  

On the other hand, one checks that $na + (n-1) \cdot 1 = nb$, with the result that $\{n, 2n - 1\} \subseteq L(nb)$ (recall that 1 is also an atom of $H$). So $\Delta(H)$ is non-empty, and we infer from (4.1) that $\min \Delta(H)$ divides $n - 1$. But this is only possible if $\min \Delta(H) = 1$, because $n$ can be any integer $\geq 3$.

Finally, take $\varepsilon \in \mathbb{R}_{>0}$ such that $\bar{\alpha} + 2\varepsilon < 1$ and $2\bar{\alpha} + 2\varepsilon \neq 1$. It is immediate from the above that $\alpha + \varepsilon$ and $\alpha + \bar{\alpha} + 2\varepsilon$ are both atoms of $H$. This yields $\{2, [\alpha] + 1\} \subseteq L(2(\alpha + \varepsilon))$, because

$$2(\alpha + \varepsilon) = (\alpha + \varepsilon) + (\alpha + \varepsilon) = (\alpha + \bar{\alpha} + 2\varepsilon) + [\alpha] + 1.$$  

Moreover, if $2(\alpha + \varepsilon) = u_1 + \cdots + u_n + k$ for some $n \in \mathbb{N}_{\geq 2}$, $u_1, \ldots, u_n \in A \setminus \{1\}$, and $k \in \mathbb{N}$, then $n = 2$ and $k = 0$, or else $u_1 + \cdots + u_n + k > 2\alpha + 1 > 2\alpha + 2\varepsilon$. Consequently, any decomposition of $2(\alpha + \varepsilon)$ into a sum of atoms of $H$ is either of the form $u + v$ with $u, v \in A \setminus \{1\}$ or of the form $u + k$ with $u \in A \setminus \{1\}$ and $k \in \mathbb{N}^+$ (recall that $\alpha > 1$, and note that $2(\alpha + \varepsilon)$ is not an integer since $2\bar{\alpha} + 2\varepsilon \neq 1$); and in the latter case it is easy to check that $k$ is necessarily equal to $[\alpha]$.

So, putting it all together, we find that $L(2(\alpha + \varepsilon)) = \{2, [\alpha] + 1\}$, which finishes the proof. \hfill $\square$

Claim 5. Take $n \in \mathbb{N}$ with $n \geq [2\bar{\alpha}^{-1}]$, and let $\kappa_n = [n\bar{\alpha}]$. Then

$$\rho_n(H) = n[\alpha] + \kappa_n \text{ and } [\rho_n(H) - \kappa_n + 1, \rho_n(H)] \subset \mathcal{U}_n(H).$$  

Proof. Note that $n \geq 3$ and $1 \leq \kappa_n < n$, fix $i \in [0, \kappa_n - 1]$, and set $a_{n,i} = [\alpha] + (\kappa_n - i)/n$. We get from Claim 4 that $a_{n,i}$ is an atom of $H$, because

$$a_{n,i} \in Q \setminus \mathbb{N} \text{ and } \alpha < [\alpha] + \frac{1}{n} \leq a_{n,i} < [\alpha] + \frac{\kappa_n}{n} < [\alpha + \bar{\alpha} + 1 = 1 + \alpha.$$  

Since $na_{n,i} = n[\alpha] + \kappa_n - i \in \mathbb{N}^+$ and 1 is also an atom of $H$, it follows that

$$\{n, n[\alpha] + \kappa_n - i\} \subseteq L(na_{n,i}) \subset \mathcal{U}_n(H).$$  

Then $\rho_n(H) \geq n[\alpha] + \kappa_n$, and we aim to show that this last inequality cannot be strict. For, assume the contrary. Because $\alpha$ is irrational and $\kappa_n = [n\bar{\alpha}]$, we see that $\bar{\alpha} < (\kappa_n + 1)/n$. Consequently, we conclude from Claim 4 and [26, Proposition 1.4.2.3] that

$$1 + \alpha = [\alpha] + \bar{\alpha} < [\alpha] + \frac{\kappa_n + 1}{n} \leq \frac{\rho_n(H)}{n} \leq \rho(H) = 1 + \alpha,$$

which is a contradiction. \hfill $\square$

Claim 6. Let $n$ be an integer with $n \geq [3\bar{\alpha}^{-1}\alpha]^2$. Then there exists a unique pair $(\ell_n, r_n) \in \mathbb{N} \times \mathbb{N}$ such that

$$\ell_n \geq 2, \quad n = \ell_n[\alpha] + r_n, \text{ and } \frac{r_n}{\ell_n} < \bar{\alpha} < \frac{r_n + [\alpha]}{\ell_n - 1}. $$

In addition,

$$\lambda_n(H) = \ell_n \text{ and } [\lambda_n(H), \lambda_n(H) + r_n - 1] \subset \mathcal{U}_n(H) \text{ for every large } n \in \mathbb{N}.$$  

Proof. By the division algorithm, we may write $n = q[\alpha] + r_0$, where $q \in \mathbb{N}$ and $r_0 \in [0, [\alpha] - 1]$. Note that $q \geq [3\bar{\alpha}^{-1}\alpha]$, or else $q[\alpha] + r_0 \leq [3\bar{\alpha}^{-1}\alpha]^2 - 1 < n$. Also, observe that if $n = \ell[\alpha] + r$ for some $\ell, r \in \mathbb{N}_0$, then $q \geq \ell$ and $r = r_0 + (q - \ell)[\alpha] \geq r_0$. Accordingly, consider the function

$$\phi: [0, q - 1] \to \mathbb{Q}_{\geq 0} \text{ determined by } k \mapsto \frac{r_0 + k[\alpha]}{q - k}.$$  

Since $q \geq [3\bar{\alpha}^{-1}\alpha] \geq 4$, the discrete interval $[1, q - 2]$ is non-empty, and a simple calculation shows that

$$\phi(1) = \frac{r_0 + [\alpha]}{q - 1} < \bar{\alpha} < \frac{r_0 + (q - 2)[\alpha]}{2} = \phi(q - 2).$$
Because \( \phi \) is strictly increasing, there exists a unique \( k_\ast \in [1, q - 2] \) such that
\[
\phi(0) = \frac{r_0}{q} < \phi(k_\ast) < \overline{\alpha} \leq \phi(q - 1).
\]
Set \( \ell_n = q - k_\ast \in \mathbb{N}_{\geq 2} \) and \( r_n = r_0 + k_\ast \cdot [\alpha] \in \mathbb{N} \), and note from the above that \((\ell_n, r_n)\) is the unique pair of positive integers with the property that
\[(4.8) \quad \ell_n \geq 2, \quad n = \ell_n [\alpha] + r_n, \quad \text{and} \quad \frac{r_n}{\ell_n} < \frac{\overline{\alpha}}{\ell_n - 1}.
\]
Accordingly, define
\[
b_{n,i} = [\alpha] + \frac{r_n - i}{\ell_n}, \quad \text{for} \ i \in [0, r_n - 1].
\]
Given \( i \in [0, r_n - 1] \), it follows from Claim 4 that \( b_{n,i} \) is an atom of \( H \), because
\[
\alpha < [\alpha] + \frac{1}{\ell_n} \leq b_{n,i} \leq [\alpha] + \frac{r_n}{\ell_n} < [\alpha] + \overline{\alpha} = 1 + \alpha;
\]
in particular, \( b_{n,i} \notin \mathbb{N} \). Moreover, it is clear that \( n = \ell_n b_{n,i} + i \). So recalling that 1 is also an atom of \( H \), we find that \( \{\ell_n + i, n\} \subset L(n) \subset \mathcal{U}_n(H) \). Consequently,
\[
[b_{n,i}, \ell_n + r_n - 1] \subset \mathcal{U}_n(H) \quad \text{and} \quad \lambda_n(H) \leq \ell_n.
\]
It remains to demonstrate that \( \lambda_n(H) \geq \ell_n \). Suppose to the contrary that \( \lambda_n(H) \leq \ell_n - 1 \). Then we infer from (4.8) that
\[
\frac{n}{\ell_n - 1} = [\alpha] + \frac{[\alpha] + r_n}{\ell_n - 1} > [\alpha] + \overline{\alpha} = 1 + \alpha.
\]
But in view of Claim 4 and [20, Lemma 3.3.1], this yields
\[
\frac{1}{1 + \alpha} = \frac{1}{\rho(H)} \leq \frac{\lambda_n(H)}{n} \leq \frac{\ell_n - 1}{n} < \frac{1}{1 + \alpha},
\]
which is a contradiction and finishes the proof. \( \square \)

**Claim 7.** \( \mathcal{U}_n(H) \) is an interval for all but finitely many \( n \in \mathbb{N} \).

**Proof.** Take \( n \in \mathbb{N} \) with \( n \geq [3 \overline{\alpha}^{-1} \alpha]^2 \). Accordingly, let \( \kappa_n \) and \( r_n \) be defined as in Claims 5 and 6. We have already observed that \( H \) is globally tame and strongly primary. Hence it follows from Claim 4 and part (b) of Theorem 4.1.2. that there exists \( M \in \mathbb{N}_0 \) such that \( \mathcal{U}_n(H) \cap [\lambda_k(H) + M, \rho_k(H) - M] \) is an interval for all but finitely many \( n \in \mathbb{N} \). We are left to show that
\[
[\lambda_n(H), \lambda_n(H) + M] \cup [\rho_n(H) - M, \rho_n(H)] \subset \mathcal{U}_n(H) \quad \text{for every} \ n \in \mathbb{N}.
\]
But this is immediate from (4.6) and (4.7) when considering that \( \lim_{n \to \infty} \kappa_n = \lim_{n \to \infty} r_n = \infty \). \( \square \)

4.4. The set of distances. We know only little about the set of distances of locally tame strongly primary monoids. By (4.1), any atomic monoid \( H \) with \( \Delta(H) \neq \emptyset \) satisfies \( \min \Delta(H) = \gcd \Delta(H) \). The standing conjecture is that every finite set \( \Delta \subset \mathbb{N} \) with \( \gcd \Delta = \min \Delta \) is realizable as the set of distances of a numerical monoid, but this has been proved only for two-element sets ([12]). More is known about the possible minima of sets of distances and, as always, the seminormal case is special. Indeed, if \( R \) is a seminormal one-dimensional local Mori domain, then \( R^* \) is seminormal finitely primary and for every seminormal finitely primary monoid \( H \) we have \( \Delta(H) \subset \{1\} \) ([32, Lemmas 3.4 and 3.6]). In that case all sets of lengths and all their unions are intervals. If we drop the seminormality assumption, then every \( d \in \mathbb{N} \) occurs as the minimum of a set of distances. More precisely, for every \( d \geq 2 \) there is a finitely primary monoid \( H \) of rank two with \( \min \Delta(H) = d \) ([26, Example 3.1.9]). If \( H \) is a numerical monoid with \( \mathcal{A}(H) = \{n_1, \ldots, n_s\} \) where \( s \geq 2 \) and \( 1 < n_1 < \cdots < n_s \), then \( \min \Delta(H) = \gcd\{n_i - n_{i-1} : i \in \llbracket 2, s \rrbracket\} \) ([10, Theorem 2.9]).
4.5. The (monotone) catenary degree. By (4.1), we have $2 + \max \Delta(H) \leq c(H) \leq c_{\text{mon}}(H)$. If $H = \langle n_1, n_2 \rangle \subset \langle \mathbb{N}_0, + \rangle$ is a numerical monoid such that $1 < n_1 < n_2$, then $\Delta(H) = \{ n_2 - n_1 \}$ and $c(H) = c_{\text{mon}}(H) = n_2$ ([26, Example 3.1.6]). Thus, the first inequality can be strict. Catenary degrees of numerical monoids have received some attention in the literature. A survey on computational aspects is given in [22]. The finiteness of the monotone catenary degree of numerical monoids was proved in [16, Theorem 3.9]. By [52, Theorem 4.2], every finite subset $C$ of $\mathbb{N}_{\geq 2}$ with $\max C \geq 3$ can be realized as the set of positive catenary degrees of elements of a numerical monoid. Theorem 4.1 shows that the catenary degree of locally tame strongly primary monoids is finite. However, there are finitely primary monoids having infinite monotone catenary degree but, on the other hand, there are conditions on finitely primary monoids enforcing the finiteness of the monotone catenary degree ([16]). Let $R$ be a one-dimensional local Noetherian domain with maximal ideal $m$ and non-zero conductor $(R : \hat{R})$. If the rank $s$ is at most 2 and $|\max(\hat{R})| \leq |R/m| < \infty$, then $R$ is a C-domain and $c_{\text{mon}}(R^*) < \infty$ ([33, Corollary 5.7 and Proposition 5.12]). There are domains $R$ as above with $s = 3$ and $c_{\text{mon}}(R^*) = \infty$ ([49, Examples 6.3 and 6.5]).
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