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Abstract. Kato’s theory on the construction of strongly continuous evolution systems associated with hyperbolic equations is applied to the linear equation describing an age-structured population that is subject to time-dependent diffusion. The evolution system is used to provide conditions for the well-posedness of the corresponding quasilinear equation.

1. Introduction and Main Results

Problems of the form
\[ \partial_t u + \partial_a u = A(u, t, a) u, \quad t \in (0, T], \quad a \in (0, a_m), \]
\[ u(t, 0) = \int_0^{a_m} b(a) u(t, a) da, \quad t \in (0, T], \]
\[ u(0, a) = \phi(a), \quad a \in (0, a_m), \]
(1.1a)
(1.1b)
(1.1c)

arise as an abstract formulation of the evolution of an age- and spatially structured population with density
\[ u = u(t, a) : [0, T] \times [0, a_m) \to \mathbb{E}_0. \]
The age of individuals is denoted by \( a \in [0, a_m) \) with maximal age \( a_m \in (0, \infty) \). The spatial movement of individuals is described by the (usually: differential) operators
\[ A(u, t, a) : E_1 \subset \mathbb{E}_0 \to \mathbb{E}_0 \]
which, in turn, may be influenced by the population itself. We assume that these operators are generators of (analytic) semigroups on the Banach space \( \mathbb{E}_0 \) with domains \( E_1 \). Age-dependent death processes are incorporated into the operators \( A(u, t, a) \). Equation (1.1b) is the birth law with birth rate \( b \), and \( \phi \) in (1.1c) is the initial population. We refer e.g. to [4, 5, 14, 16, 18] and the references therein for more details and concrete examples of age-structured diffusive population models.

Note that (1.1) has a quasilinear structure. Establishing well-posedness results for (1.1) naturally requires a prior investigation of the corresponding linear problem
\[ \partial_t u + \partial_a u = A(t, a) u, \quad t \in (0, T], \quad a \in (0, a_m), \]
\[ u(t, 0) = \int_0^{a_m} b(a) u(t, a) da, \quad t \in (0, T], \]
\[ u(0, a) = \phi(a), \quad a \in (0, a_m), \]
(1.2a)
(1.2b)
(1.2c)
with an operator \( A = A(t, a) \) depending on time \( t \) and possibly age \( a \), but being independent of \( u \). Allowing for a time dependence is essential for the study of quasilinear problems, the solvability of the latter is then a consequence. It is worth pointing out that a simultaneous dependence of
the operator $A$ on both variables $t$ and $a$ induces additional conceptual and technical difficulties making the problem more intricate as we shall see. This may be one of the reasons why there does not seem to be much literature on problem (1.2) (and (1.1)) involving a dependence on both variables $t$ and $a$ in the operator $A = A(t,a)$. Even for the time-independent case $A = A(a)$ there is no broad literature, however, see [9] [10] [11] [12] [13]. A time-dependence was actually included in [10] though rather in the birth process $b$ than in the diffusion part $A$. For the case of an operator $A$ independent of time and age the corresponding literature list is more extensive, see for instance the references in [14] [18].

In this work we shall rely on the results of [17] where it was shown that the solution to (1.2) involving time-independent operators $A = A(a)$ is given by a semigroup on the (biologically natural) phase space $E_0 := L_1(J,E_0)$ (see (1.8) below) with a generator that is fully determinable. Based on this result we shall prove herein that an evolution system can be associated with the time-dependent problem (1.2). This is done by rather direct computations verifying the conditions of Kato’s seminal theory [6] [7] (see also [8]) on evolution equations of hyperbolic type. Moreover, we derive additional regularity properties of the evolution system and provide conditions for the existence of mild solutions to the quasilinear problem (1.1).

Assumptions and Notations. We shall first consider the linear problem (1.2) and list our assumptions for this case. Roughly speaking, we will assume that $A = A(t,a)$ induces for fixed time $t$ a (parabolic) evolution operator with respect to age $a$ satisfying certain properties uniformly with respect to time $t$.

Set $J := [0,a_m]$ if $a_m < \infty$ and $J := [0,\infty)$ if $a_m = \infty$. We let $E_0$ be a real Banach space ordered by a closed convex cone $E_0^\oplus$ and assume that $E_1$ is a dense and continuously embedded subspace of $E_0$. We fix $T > 0$ and assume that there is $\rho > 0$ such that

$$A \in C([0,T], L_\infty(J,L(E_1,E_0))) \cap C^1(J,L(E_1,E_0)) \cap C^2(J,L(E_1,E_0)) \cap C^3(J,L(E_1,E_0)),$$

$$t \in [0,T], \quad (1.3a)$$

where $L(E_1,E_0)$ is the open subset of $L(E_1,E_0)$ consisting of generators of analytic semigroups on $E_0$ with domains $E_1$. Then it follows from [11] Corollary II.4.4.2 that, for every $t \in [0,T]$ fixed, $A(t) \in C^1(J,L(E_1,E_0))$ generates a parabolic evolution operator

$$U_{A(t)} : \{(a,\sigma) : a \in J \cap [0,\infty), 0 \leq \sigma \leq a\} \to L(E_0)$$

on $E_0$ with regularity subspace $E_1$ in the sense of [11] Section II.2. We further assume that there are $M \geq 1$ and $\varpi \in \mathbb{R}$ such that, for fixed $t \in [0,T]$,

$$\|U_{A(t)}(a,\sigma)\|_{L(E_1)} + (a-\sigma)^{\alpha} \|U_{A(t)}(a,\sigma)\|_{L(E_0,E_1)} \leq M e^{\varpi(a-\sigma)}, \quad a \in J \cap [0,\infty), 0 \leq \sigma \leq a, \quad (1.3b)$$

for $\ell = 0,1$ and some $M \geq 1$ (if $a_m < \infty$ so that $J$ is compact, this is automatically satisfied, see [11] Lemma II.5.1.3), and that

$$\text{if } a_m = \infty, \text{ then } \varpi \prec 0 \text{ in } (1.3b). \quad (1.3c)$$

In order to associate with (1.2) an evolution system we shall further impose that the family $(U_{A(t)})_{t \in [0,T]}$ is stable in $E_\ell$ for $\ell \in \{0,1\}$ in the sense that there are $M_\ell \geq 1$ and $\omega_\ell \in \mathbb{R}$ such that

$$\left\| \prod_{j=1}^n U_{A(t_j)}(a_j,\sigma_j) \right\|_{L(E_\ell)} \leq M_\ell \exp \left\{ \omega_\ell \sum_{j=1}^n (a_j - \sigma_j) \right\}, \quad 0 \leq \sigma_j \leq a_j < a_m, \quad (1.4)$$

for any finite sequence $0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq T$ and $n = 1,2,\ldots$. The birth rate $b$ is supposed to satisfy

$$b \in L_\infty(J,L(E_\ell)) \cap L_1(J,L(E_\ell)), \quad \ell \in \{0,0,1\}, \quad (1.5)$$

where $E_\vartheta := (E_0, E_1)_\vartheta$ with parameter $\vartheta \in (0,1)$ is a fixed interpolation space corresponding to an admissible interpolation functor $(\cdot,\cdot)_\vartheta$. Moreover, we assume that

$$b(a)U_{A(t)}(a,0) \in L(E_0) \text{ is strongly positive for } a \text{ in a subset of } J \text{ of positive measure.} \quad (1.6)$$
We set
\[ \|b\|_\ell := \|b\|_{L_\infty(J,L(E_\ell))}, \quad \ell \in \{0, \vartheta, 1\}, \]
and write
\[ A(t, a) := A(t)(a) \in \mathcal{H}(E_1, E_0), \quad a \in J, \quad t \in [0, T], \]
in the following.

Before continuing with the main results some remarks are in order concerning the imposed assumptions.

**Remarks 1.1.** (a) That \( A(t) = A(t, \cdot) \) induces for fixed \( t \in [0, T] \) a parabolic evolution operator \( U_{A(t)} \) on \( E_0 \) with regularity subspace \( E_1 \) in the sense of [1] Section II.2] means in particular that
\[ v(a) := U_{A(t)}(a, \sigma)v^0, \quad a \in [\sigma, a_m), \]
is, for given \( \sigma \in [0, a_m) \) and \( v^0 \in E_0 \), the unique solution
\[ v \in C([\sigma, a_m), E_0) \cap C^1((\sigma, a_m), E_0) \cap C((\sigma, a_m), E_1) \]
to the Cauchy problem
\[ \partial_a v(a) = A(t, a)v(a), \quad a \in (\sigma, a_m), \quad v(\sigma) = v^0. \]
Moreover, given \( w^0 \in E_0 \) and \( f \in E_0 = L_1(J, E_0) \), the mild solution \( w \in C(J, E_0) \) to
\[ \partial_a w(a) = A(t, a)w(a) + f(a), \quad a \in (0, a_m), \quad w(0) = w^0, \]
is given by
\[ w(a) = U_{A(t)}(a, 0)w^0 + \int_0^a U_{A(t)}(a, \sigma)f(\sigma)\,d\sigma, \quad a \in J. \]

(b) The stability assumption [1.4] corresponds to uniform resolvent estimates for the operator \( A \) (see [8, Theorem 5.2.4], [1] Section II.4.2] and reduces to the stability condition introduced in [8, Definition 5.2.1, Theorem 5.2.2] when \( A(t) \) is independent of age \( a \in J \) so that
\[ U_{A(t)}(a, \sigma) = e^{(a-\sigma)A(t)}, \quad 0 \leq \sigma \leq a, \]
is the analytic semigroup generated by \( A(t) \).

(c) For instance, assumption [1.3] is satisfied if \( M = 1 \) in [1.3b]. In particular, it is satisfied if \( A(t) \) is independent of age and generates a contraction semigroup for every \( t \in [0, T] \).

(d) If \( A \in C([0, T], BC^1(J, \mathcal{H}(E_1, E_0))) \) is such that
\[ \|e^{sA(t, a)}\|_{L(E_0)} \leq e^{\omega s}, \quad s \geq 0, \quad (t, a) \in [0, T] \times J, \]
for some \( \omega \in \mathbb{R} \), then [8, Theorem 5.4.8] (and the uniqueness of evolution operators) implies
\[ \|U_{A(t)}(a, \sigma)\|_{L(E_0)} \leq e^{\omega(a-\sigma)}, \quad 0 \leq \sigma \leq a < a_m, \quad t \in [0, T], \]
and hence assumption [1.4] is satisfied for \( \ell = 0 \).

(e) Suppose that \( (Q(t))_{t \in [0, T]} \) is a family of isomorphisms from \( E_1 \) to \( E_0 \) such that
\[ Q(t)A(t, \cdot)Q(t)^{-1} = A(t, \cdot), \quad \|Q(t)\|_{L(E_1, E_0)} + \|Q(t)^{-1}\|_{L(E_0, E_1)} \leq C \]
for every \( t \in [0, T] \) and such that \( Q : [0, T] \to L(E_1, E_0) \) is of bounded variation. If [1.4] is satisfied for \( \ell = 0 \), then it is satisfied also for \( \ell = 1 \). This follows exactly as in [8, Theorem 5.2.4]. For instance, if \( Q \in C^1([0, T], \text{Isom}(E_1, E_0)) \), if \( Q(t) \) commutes with \( A(t, \cdot) \), and if [1.4] is satisfied for \( \ell = 0 \), then [1.4] is satisfied also for \( \ell = 1 \). In particular, analogously to [8, Theorem 5.4.8], if \( A \in C^1([0, T], \mathcal{H}(E_1, E_0)) \) is age-independent and [1.4] is satisfied for \( \ell = 0 \), one may take
Q(t) = \lambda_0 - A(t) for some real \lambda_0 sufficiently large (in the resolvent sets of A(t)) and conclude that (1.3) is satisfied also for \ell = 1.

(f) Assumption (1.6) is required to cite easily the results from [17] on the semigroup associated with time-independent operators A = A(a), see Proposition 1.2 below.

Main Results. As mentioned previously, we first focus on the linear Cauchy problem (1.2). We begin by fixing \( t \in [0, T] \) and considering for \( v = v(s, a) \) the linear problem

\[
\partial_s v + \partial_{a} v = A(t, a)v, \quad s > 0, \quad a \in (0, a_m),
\]

(1.7a)

\[
v(s, 0) = \int_0^{a_m} b(a) v(s, a) \, da, \quad s > 0,
\]

(1.7b)

\[
v(0, a) = \phi(a), \quad a \in (0, a_m).
\]

(1.7c)

In [17] it was shown that the solution to (1.7) is determined by a strongly continuous semigroup \( S_t(a) \) in \( E_0 \), given by

\[
[S_t(a)\phi](a) := \begin{cases} U_{A(t)}(a, a-s) \phi(a-s), & a \in J, \quad 0 \leq s < a, \\ U_{A(t)}(a, a) B^t_\phi(s-a), & a \in J, \quad s \geq a, \end{cases}
\]

(1.8a)

for \( \phi \in E_0 \), where \( B^t_\phi \) is the unique solution to the Volterra equation

\[
B^t_\phi(s) = \int_0^s \chi(a) b(a) U_{A(t)}(a, 0) B^t_\phi(s-a) \, da \\
+ \int_s^{a_m} \chi(a) b(a) U_{A(t)}(a, a-s) \phi(a-s) \, da, \quad s \geq 0,
\]

(1.8b)

with \( \chi \) denoting the characteristic function of the interval \( (0, a_m) \). That is, \( B^t_\phi \) is such that

\[
B^t_\phi(s) = \int_0^{a_m} b(a) [S_t(a)\phi](a) \, da, \quad s \geq 0.
\]

(1.9)

We recall the main properties of the semigroup \( (S_t(s))_{s \geq 0} \) in the next proposition (for more details and further properties regarding regularity, compactness, and asynchronous exponential growth we refer to [17]).

Proposition 1.2. [17] Theorem 1.2, Theorem 1.4] Suppose (1.3), (1.5), and (1.6). Let \( t \in [0, T] \) be fixed. There is

\[
[\phi \mapsto B^t_\phi] \in \mathcal{L}(E_0, C(\mathbb{R}^+, E_0))
\]

(1.10a)

such that \( B^t_\phi = B^t_\phi(s) \) is the unique solution to (1.8b) for \( \phi \in E_0 \). Moreover:

(a) \( (S_t(s))_{s \geq 0} \) defined in (1.8a) is a strongly continuous positive semigroup on \( E_0 \) with

\[
\|S_t(s)\|_{\mathcal{L}(E_0)} \leq M_0 e^{(\pi + \|b\|_0 M_0) s}, \quad t \geq 0.
\]

(b) Let \( \mathcal{A}(t) \) be the infinitesimal generator of the semigroup \( (S_t(s))_{s \geq 0} \). Then \( \psi \in \text{dom}(\mathcal{A}(t)) \) if and only if there exists \( \phi \in E_0 \) such that \( \psi \in C(\mathbb{R}, E_0) \cap E_0 \) is the mild solution to

\[
\partial_s \psi = A(t, a) \psi + \phi(a), \quad a \in J, \quad \psi(0) = \int_0^{a_m} b(a) \psi(a) \, da.
\]

In this case, \( \mathcal{A}(t) \psi = -\phi \).

As a consequence, we can reformulate problem (1.2) as a linear Cauchy problem

\[
u'(t) = \mathcal{A}(t)u(t), \quad t \in [s, T], \quad u(s) = \phi,
\]

(1.11)

in the Banach space \( E_0 \). We aim at constructing an evolution system corresponding to this Cauchy problem. For this purpose we require more information on the (domain of the) generator \( \mathcal{A}(t) \).
When replacing the space $E_0 = L_1(J, E_0)$ by $L_p(J, E_0)$ with $p \in (1, \infty)$ and assuming the operators $A(t, \cdot)$ to have maximal $L_p$-regularity, one can prove (see [13] for details) that the domain $\text{dom}(\mathcal{A}(t))$ is given by

$$\text{dom}(\mathcal{A}(t)) = \left\{ \psi \in L_p(J, E_1) \cap W^1_p(J, E_0) : \psi(0) = \int_0^{a_m} b(a) \psi(a) \, da \right\}.$$ 

In particular, in this case the domain of the generator $\mathcal{A}(t)$ is independent of $t \in [0, T]$ which then allows one to apply directly the special case [3 Theorem 5.4.8] of Kato’s theory on hyperbolic evolution equations in order to deduce the existence of an evolution system in $L_p(J, E_0)$ associated with (1.11) (imposing time-differentiability on $A(t, \cdot)$).

However, in the biologically more relevant framework of $E_0 = L_1(J, E_0)$ and without the maximal regularity assumption on $A(t, \cdot)$, the domains $\text{dom}(\mathcal{A}(t))$ need not be independent of time and the construction of an evolution system becomes more involved. In this regard, we shall prove that

$$\mathcal{Y} := \left\{ \psi \in E_1 \cap W^1(J, E_0) : \psi(0) = \int_0^{a_m} b(a) \psi(a) \, da \right\}$$

with $E_1 := L_1(J, E_1)$ is for every $t \in [0, T]$ a core for $\mathcal{A}(t)$; that is, a dense subspace of $D(\mathcal{A}(t))$ (i.e. the domain $\text{dom}(\mathcal{A}(t))$ endowed with its graph norm), see Lemma 2.1 below. In particular, $\mathcal{Y}$ is dense in $E_0$ and

$$\mathcal{A}(t) \psi = -\partial_t \psi + A(t, \cdot) \psi, \quad \psi \in \mathcal{Y}.$$ 

We shall further prove that $\mathcal{Y}$ is $\mathcal{A}(t)$-admissible for $t \in [0, T]$, i.e. that $\mathcal{Y}$ is an invariant subspace of $\mathcal{S}_p(s)$ (see Lemma 2.2 and the restriction $(\mathcal{S}_p(s))_{s \geq 0}$ of $(\mathcal{S}_p(s))_{s \geq 0}$ to $\mathcal{Y}$ is a strongly continuous semigroup on $\mathcal{Y}$ (see Corollary 2.3). Moreover, relying on (1.4) we prove that the family $(\mathcal{A}(t))_{t \in [0, T]}$ is stable in $E_0$ and in $E_1$ (see Proposition 3.1). Unfortunately, the family $(\mathcal{A}(t))_{t \in [0, T]}$ of the parts of $\mathcal{A}(t)$ in $\mathcal{Y}$ does not seem to be stable in $\mathcal{Y}$ (unless the operators $A = A(t)$ are independent of $a \in J$) so that a significant condition required to apply Kato’s theory is lacking (see condition $(H_2)$ in [3 Theorem 5.3.1]). Yet we shall see that the stability in $E_1$ (and $E_0$) is sufficient to copy Kato’s construction of evolution systems in form of the proof of [3 Theorem 5.3.1] almost verbatim. This relies on the observation that the right-hand side of the identity

$$(\mathcal{A}(t_1) - \mathcal{A}(t_2)) \psi = (A(t_1, \cdot) - A(t_2, \cdot)) \psi, \quad \psi \in \mathcal{Y}, \quad t_1, t_2 \in [0, T],$$

is well-defined even if only $\psi \in E_1$. Our main result then reads:

**Theorem 1.3.** Suppose (1.3), (1.4), (1.5), and (1.6). Then, there is a unique evolution system $(U_{\mathcal{A}}(t, s))_{0 \leq s \leq t \leq T}$ in $E_0$ associated with (1.11) in the sense that $U_{\mathcal{A}}(t, s) \in \mathcal{L}(E_0)$ satisfies

$$U_{\mathcal{A}}(s, s) = I, \quad U_{\mathcal{A}}(t, s) = U_{\mathcal{A}}(t, r)U_{\mathcal{A}}(r, s), \quad 0 \leq s \leq r \leq t \leq T,$$

and

$$(t, s) \mapsto U_{\mathcal{A}}(t, s) \text{ is strongly continuous in } E_0 \text{ on } 0 \leq s \leq t \leq T.$$ 

Moreover,

$$\|U_{\mathcal{A}}(t, s)\|_{\mathcal{L}(E_0)} \leq M_0 e^{(\omega_0 + M_0) b(t-s)}, \quad 0 \leq s \leq t \leq T,$$

$$\frac{\partial^+}{\partial t} U_{\mathcal{A}}(t, s) \phi|_{t=s} = \mathcal{A}(s) \phi, \quad \phi \in \mathcal{Y}, \quad 0 \leq s \leq T,$$

$$\frac{\partial}{\partial s} U_{\mathcal{A}}(t, s) \phi = -U_{\mathcal{A}}(t, s) \mathcal{A}(s) \phi, \quad \phi \in \mathcal{Y}, \quad 0 \leq s \leq t \leq T.$$ 

In addition, given $\alpha \in [0, 1)$ denote by $E_{\alpha} := [E_0, E_1]_{\alpha}$ the complex interpolation space and set $E_{\alpha} := L_1(J, E_{\alpha})$. Then $U_{\mathcal{A}}(t, s) \in \mathcal{L}(E_{\alpha})$ for $0 \leq s \leq t \leq T$ with

$$\|U_{\mathcal{A}}(t, s)\|_{\mathcal{L}(E_{\alpha})} \leq M_0 e^{\alpha(t-s)}, \quad 0 \leq s \leq t \leq T.$$
for some $M_\alpha \geq 1$ (depending on $M_0, M_1$, and $\alpha$) and $\eta := \max\{\omega_0 + M_0\|b\|_0, \omega_1 + M_1\|b\|_1\}$. Moreover,

$$(t,s) \mapsto \mathcal{U}_\alpha(t,s) \text{ is strongly continuous in } \mathbb{E}_\alpha \text{ on } 0 \leq s \leq t \leq T. \quad (1.18)$$

The exponential bound $(1.14)$ implies that the evolution system in $\mathbb{E}_0$ is exponentially stable provided that $\omega_0 + M_0\|b\|_0 < 0$. Also note that the second part of Theorem $(1.3)$ (together with $(1.12)$) entails that $(\mathcal{U}_\alpha(t,s))_{0 \leq s \leq t \leq T}$ is an evolution system in $\mathbb{E}_\alpha$ for every $\alpha \in [0,1)$.

In some cases one may derive additional information the evolution system:

**Corollary 1.4.** Let $a_m < \infty$ and suppose $(1.3), (1.4), (1.5), (1.6)$. Let $p \in (1,\infty)$ and consider $\theta \in [0,1]$. Let $(\cdot,\cdot)_\theta$ be either the complex interpolation functor $[\cdot,\cdot]_\theta$ or the real interpolation functor $(\cdot,\cdot)_{\theta,p}$ and suppose that $E_\theta := (E_0, E_1)_\theta$ is reflexive. Then there are constants $N_0 \geq 1$ and $\xi_0 \in \mathbb{R}$ (depending on $M_t, \omega_t, b$, and $\theta$) such that

$$\|\mathcal{U}_\theta(t,s)\|_{\mathcal{L}(\mathbb{E}_\theta)} \leq N_0 e^{\xi_0(t-s)}, \quad 0 \leq s \leq t \leq T. \quad (1.19)$$

In particular,

$$\|\mathcal{U}_\theta(t,s)\|_{\mathcal{L}(\mathbb{Y},\mathbb{E}_\theta)} \leq N_0 e^{\xi_0(t-s)}, \quad 0 \leq s \leq t \leq T, \quad (1.20)$$

for every $\theta \in [0,1)$, where $\mathbb{E}_\theta = L_1(J, \mathbb{E}_0)$.

**Remark 1.5.** The complex interpolation space $[E_0, E_1]_\theta$ and the real interpolation space $(E_0, E_1)_{\theta,p}$ with $p \in (1,\infty)$ are reflexive if both $E_0$ and $E_1$ are reflexive (e.g. see Corollary 4.5.2, Theorem 3.8.1). For $\theta = 0$ or $\theta = 1$ only $E_0$ respectively $E_1$ need to be reflexive, of course.

Theorem $(1.3)$ implies that one can associate a mild solution with the (non-homegeneous) Cauchy problem

$$u'(t) = A(t)u(t) + f(t), \quad t \in [0,T], \quad u(0) = \phi. \quad (1.21)$$

Indeed, under the assumptions of Theorem $(1.3)$ and given $\phi \in \mathbb{E}_\alpha$ and $f \in L_1((0,T), \mathbb{E}_\alpha)$ for some $\alpha \in (0,1)$, the mild solution $u \in C([0,T], \mathbb{E}_\alpha)$ to $(1.21)$ is

$$u(t) = \mathcal{U}_\alpha(t,0)\phi + \int_0^t \mathcal{U}_\alpha(t,\sigma) f(\sigma), \quad 0 \leq t \leq T. \quad (1.22)$$

Unfortunately, it is not known whether or not the evolution system $\mathcal{U}_\alpha(t,s)$ leaves $\mathbb{Y}$ invariant and is strongly continuous on $\mathbb{Y}$; the only information in this direction stems from $(1.20)$. Thus, a similar result as in Theorem 5.4.3 regarding the existence of regular $\mathbb{Y}$-valued (strong) solutions to $(1.21)$, which would necessarily be given by formula $(1.22)$, may not be available. Nevertheless, Theorem $(1.3)$ is the basis to provide the existence of mild solutions to quasilinear problems as shown next.

**Quasilinear Case.** We may interpret the evolution equation $(1.1)$ as a quasilinear Cauchy problem

$$u'(t) = A(u(t),t)u(t), \quad t \in [0,T], \quad u(0) = \phi, \quad (1.23)$$

in $\mathbb{E}_0$. In order to provide a well-posedness result we consider $\phi \in \mathbb{E}_1$ and let $\mathcal{B} := \mathcal{B}_{\mathbb{E}_0}(\phi, r_0)$ be the closed ball in $\mathbb{E}_0$ centered at $\phi$ with some positive radius $r_0 > 0$. Suppose that

$$A(v) = A(v,\cdot,\cdot) \in C([0,T], L_\infty(J, \mathcal{L}(E_1, E))), \quad v \in \mathcal{B}; \quad (1.24a)$$

and there is $\rho > 0$ with

$$A(v,t,\cdot) \in C^\rho(J, \mathcal{H}(E_1, E)), \quad t \in [0,T], \quad v \in \mathcal{B}. \quad (1.24b)$$

Moreover, assume there is $L > 0$ with

$$\|A(v_1,t,\cdot) - A(v_2,t,\cdot)\|_{L_\infty(J, \mathcal{L}(E_1, E_0))} \leq L \|v_1 - v_2\|_{\mathbb{E}_0}, \quad v_1, v_2 \in \mathcal{B}, \quad t \in [0,T]. \quad (1.24c)$$
Further suppose that for $\ell \in \{0, 1\}$ there are $M_\ell \geq 1$ and $\omega_\ell \in \mathbb{R}$ such that

$$
\left\| \prod_{j=1}^{n} U_{A(v, t_j)}(a_j, \sigma_j) \right\|_{L(E_\ell)} \leq M_\ell \exp \left\{ \omega_\ell \sum_{j=1}^{n} (a_j - \sigma_j) \right\}, \quad 0 \leq \sigma_j \leq a_j < a_m,
$$

(1.24d)

for arbitrary $v_j \in B$ and any finite sequence $0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq T$ and $n = 1, 2, \ldots$. Moreover, $[t \mapsto A(v, t)]$ satisfies (1.3b) with (1.3c) and (1.6) for every $v \in B$.

We can state the following well-posedness result regarding the quasilinear problem (1.23):

**Theorem 1.6.** Suppose (1.5). Let $\phi \in E_1$ and assume (1.24). Then, there are $T_\phi \in (0, T]$ and a unique mild solution $u \in C([0, T_\phi], E_0)$ to the quasilinear problem (1.23) with $u(t) \in B$ for $t \in [0, T_\phi]$, given by

$$
u(t) = U_{A(u)}(t, 0) \phi, \quad t \in [0, T_\phi],
$$

where $(U_{A(u)}(t, s))_{0 \leq s \leq t \leq T_\phi}$ is the unique evolution system generated by $t \mapsto A(u(t), t)$. Moreover, $u \in C([0, T_\phi], E_0)$ for every $\alpha \in [0, 1)$ with $E_\alpha = L_1(J, [E_0, E_1]_\alpha)$.

Based on Corollary 1.4 we may prove a slightly different result:

**Corollary 1.7.** Let $a_m < \infty$ and fix $p \in (1, \infty)$ and $\theta \in [0, 1)$. Let $(\cdot, \cdot)_\theta$ be either the complex interpolation functor $[\cdot, \cdot]_\theta$ or the real interpolation functor $(\cdot, \cdot)_{\theta, p}$ and suppose that $E_\theta := (E_0, E_1)_\theta$ is reflexive. Let $\phi \in E_1 \cap L_p(J, E_0)$. Then Theorem 1.6 remains true if $B$ therein is everywhere replaced by

$$
B_\theta := \left\{ v \in \mathbb{B}_E(\phi, r_0) \cap L_p(J, E_\theta) : \|v\|_{L_p(J, E_\theta)} \leq (N_0 + r_0) \|\phi\|_{L_p(J, E_\theta)} \right\} \subset E_0
$$

for some $r_0 > 0$ and with $N_0$ given in Corollary 1.4.

Note that one may take $\theta = 1$ in Corollary 1.7 (and Corollary 1.4) and that $L_p(J, E_1) \subset E_1$ since $a_m < \infty$.

**Paper Outline.** In Section 2 we prove some auxiliary results. In particular, we show that for fixed $t \in [0, T]$, the restrictions of the semigroups $(S_\theta(s))_{s \geq 0}$, defined in (1.8), to $Y$ respectively to $E_1$ define again strongly continuous semigroups. This then enables us to investigate in Section 3 stability properties of the family of semigroups $(S_\theta(t))_{t \in [0, T]}$ in $E_0$ and $E_1$. Section 4 is dedicated to the proof of Theorem 1.6 where the construction of the evolution system $(U_{A(t)}(s))_{0 \leq s \leq t \leq T}$ in $E_0$ satisfying properties (1.12)-(1.16) follows along the lines of [8, Theorem 5.3.1]. The additional properties in $E_\alpha$ are obtained by interpolation. In Section 5 we give the details for Corollary 1.4. Finally, in Section 6 we consider the quasilinear Cauchy problem (1.23) and provide the proofs of Theorem 1.6 and Corollary 1.4.

Throughout the remainder of this paper we assume (1.3), (1.5), and (1.6) (the stability assumption (1.4) is imposed later in Section 3).

**2. Admissibility Properties**

Recall that $E_1$ is continuously embedded into $E_0$, hence $E_1 = L_1(J, E_1)$ is continuously embedded into $E_0 = L_1(J, E_0)$. We may thus equip the Banach space

$$
\mathcal{Y} = \left\{ \psi \in E_1 \cap W_1^1(J, E_0) : \psi(0) = \int_{0}^{a_m} b(a) \psi(a) \, da \right\}
$$

with the equivalent norm

$$
\|\phi\|_\mathcal{Y} := \|\phi\|_{E_1} + \|\partial_\theta \phi\|_{E_0}, \quad \phi \in \mathcal{Y},
$$

(2.1)

for simplicity. It is also worth pointing out that, with the understanding

$$
(A(t)\psi)(a) := A(t, a)\psi(a), \quad a \in J, \quad t \in [0, T], \quad \psi \in E_1,
$$
In particular, \( \psi \) with \( \psi \) given by \( \psi \). It then follows from Proposition 1.2 and Remark 1.1 (a) that

\[
\|A(t)\psi\|_{E_0} \leq \|A(t, \cdot)\|_{L_\infty(J, \mathcal{L}(E_1, E_0))} \|\psi\|_{E_0}, \quad \psi \in E_1,
\]

for \( t \in [0, T] \), so that we may interpret \( A(t) = A(t, \cdot) \in \mathcal{L}(E_1, E_0) \) with

\[
\|A(t)\|_{\mathcal{L}(E_1, E_0)} \leq \|A(t, \cdot)\|_{L_\infty(J, \mathcal{L}(E_1, E_0))}, \quad t \in [0, T],
\]

in the following. Moreover,

\[
(t \mapsto A(t)) \in C([0, T], \mathcal{L}(E_1, E_0))
\]

according to assumption 1.3a.

**Lemma 2.1.** \( \mathcal{Y} \) is a dense subspace of \( E_0 \) and of \( D(A(t)) \) for \( t \in [0, T] \). Moreover,

\[
A(t)\psi = -\partial_t \psi + A(t, \cdot)\psi, \quad \psi \in \mathcal{Y},
\]

and \( A \in C([0, T], \mathcal{L}(\mathcal{Y}, E_0)) \).

**Proof.** Fix \( t \in [0, T] \). Since \( \psi \in \mathcal{Y} \) implies \( \phi := \partial_t \psi - A(t, \cdot)\psi \in E_0 \), we deduce \( \mathcal{Y} \subset \text{dom}(A(t)) \) and (2.5) from Proposition 1.2. Thus, using (2.3),

\[
\|A(t)\psi\|_{E_0} \leq \|\partial_t \psi\|_{E_0} + \|A(t, \cdot)\|_{L_\infty(J, \mathcal{L}(E_1, E_0))} \|\psi\|_{E_1}, \quad \psi \in \mathcal{Y},
\]

so that \( A(t) \in \mathcal{L}(\mathcal{Y}, E_0) \) and

\[
\|A(t_1) - A(t_2)\|_{\mathcal{L}(\mathcal{Y}, E_0)} \leq \|A(t_1, \cdot) - A(t_2, \cdot)\|_{L_\infty(J, \mathcal{L}(E_1, E_0))}, \quad t_1, t_2 \in [0, T].
\]

Now, (1.3a) entails \( A \in C([0, T], \mathcal{L}(\mathcal{Y}, E_0)) \). To prove that \( \mathcal{Y} \) is dense in \( D(A(t)) \) let \( \psi \in D(A(t)) \) and \( \varepsilon > 0 \) be arbitrary. Choose a real number \( \lambda \) in the resolvent set of \( A(t) \) with \( \lambda > \omega_* \), where \( \omega_* := \max\{\omega_0, \omega_1\} \). Setting \( \phi := (\lambda - A(t))\psi \in E_0 \) there is \( \phi_* \in C_c(J, E_0) \) with

\[
\|\phi_* - \phi\|_{E_0} \leq \frac{\varepsilon}{\|(\lambda - A(t))^{-1}\|_{\mathcal{L}(E_0, D(A(t)))}}.
\]

It then follows from Proposition 1.2 and Remark 1.1 (a) that \( \psi_* := (\lambda - A(t))^{-1}\phi_* \in D(A(t)) \) is given by

\[
\psi_* (a) = e^{-\lambda a} U_A(t)(a, 0) \psi_0 (0) + \int_0^a e^{-\lambda (a - \sigma)} U_A(t)(a, \sigma) \phi_* (\sigma) d\sigma, \quad a \in J,
\]

with

\[
\psi_* (0) = \int_0^a b(a) \psi_* (a) da.
\]

In particular, \( \psi_* (0) \in E_0 \) since, using the regularizing effects 1.3b (and interpolation),

\[
\int_0^a \|b(a) \psi_* (a)\|_{E_0} da \leq \|b\|_\infty \int_0^a e^{-\lambda a} \|U_A(t)(a, 0)\|_{\mathcal{L}(E_0, E_0)} da \|\psi_* (0)\|_{E_0}
\]

\[
+ \|b\|_\infty \int_0^a \|\phi_* (\sigma)\|_{E_0} \int_0^a e^{-\lambda (a - \sigma)} \|U_A(t)(a, \sigma)\|_{\mathcal{L}(E_0)} d\sigma da
\]

\[
\leq c(\theta) \int_0^a a^{-\theta} e^{a (\omega_* - \lambda)} da \|\psi_* (0)\|_{E_0}
\]

\[
+ c(\theta) \int_0^a \|\phi_* (\sigma)\|_{E_0} \int_0^a e^{(a - \sigma) (\omega_* - \lambda)} da d\sigma
\]

where \( c(\theta) \) is a constant depending on \( \theta \).
with finite right-hand side since $\phi_\varepsilon \in C_c(J, E_\vartheta) \subset L^1(J, E_\vartheta)$ and due to $\vartheta \in (0,1)$ and $\lambda > \omega_*$. A similar computation yields then $\psi_\varepsilon \in E_1$ since

\[
\|\psi_\varepsilon\|_{E_1} = \int_0^{a_m} \|\psi_\varepsilon(a)\|_{E_1} \, da \\
\leq \int_0^{a_m} e^{-\lambda a} \|U_{A(t)}(a,0)\|_{L(E_\vartheta, E_1)} \, da \|\psi_\varepsilon(0)\|_{E_\vartheta} \\
+ \int_0^{a_m} \|\phi_\varepsilon(\sigma)\|_{E_\vartheta} \int_0^{a_m} e^{-\lambda(1-\sigma)} \|U_{A(t)}(a,\sigma)\|_{L(E_\vartheta, E_1)} \, da \, d\sigma \\
\leq c(\vartheta) \int_0^{a_m} \|\phi_\varepsilon(\sigma)\|_{E_\vartheta} \int_0^{a_m} (a-\sigma)^{\vartheta-1} e^{(1-\sigma)(\omega_*-\lambda)} \, da \, d\sigma
\]

with finite right-hand side since $\psi_\varepsilon(0) \in E_\vartheta$, $\phi_\varepsilon \in C_c(J, E_\vartheta)$, and due to $\vartheta \in (0,1)$ and $\lambda > \omega_*$. This and (2.3) imply that

\[
\partial_a \psi_\varepsilon = (A(t, \cdot) - \lambda)\psi_\varepsilon + \phi_\varepsilon \in E_0
\]

and hence $\psi_\varepsilon \in \mathcal{Y}$. By construction,

\[
\|\psi_\varepsilon - \psi\|_{L^1(A(t))} \leq \|\lambda - A(t)\|^{-1}_{L(E_\vartheta, D(A(t)))} \|\phi_\varepsilon - \phi\|_{E_0} \leq \varepsilon
\]

which yields the density of $\mathcal{Y}$ in $D(A(t))$. Since the latter is dense in $E_0$ (as the domain of the generator $A(t)$), we also have that $\mathcal{Y}$ is dense in $E_0$.

We next show that $S_\varepsilon(s)$ maps the space $\mathcal{Y}$ into itself for every $s \geq 0$ and $t \in [0,T]$.

**Lemma 2.2.** Let $t \in [0, T]$. Then $E_1$ and $\mathcal{Y}$ are invariant under $S_\varepsilon(s)$ for $s \geq 0$. More precisely, $S_\varepsilon(s)|_{E_1} \in L(E_1)$ and $S_\varepsilon(s)|_{\mathcal{Y}} \in L(\mathcal{Y})$.

**Proof.** Fix $t \in [0, T]$ and recall the definition of $S_\varepsilon$ and $B^\varepsilon_\psi$ from (1.3).

(i) Let $\psi \in E_1$. We claim that then $B^\varepsilon_\psi(s) \in E_1$ for $s \geq 0$. To this end, we use (1.3b) (and interpolation) along with (1.5) to get, for $\tau > 0$ and $s \in [0, \tau]$,

\[
\int_0^s \chi(a) \|b(a)\|_{L(E_\vartheta)} \|U_{A(t)}(a,0)\|_{L(E_\vartheta, E_\vartheta)} \|B^\varepsilon_\psi(s-a)\|_{E_\vartheta} \, da \\
+ \int_s^{a_m} \chi(a) \|b(a)\|_{L(E_\vartheta)} \|U_{A(t)}(a,a-s)\|_{L(E_\vartheta)} \|\psi(a-s)\|_{E_\vartheta} \, da \\
\leq M \|b\|_\sigma \|B^\varepsilon_\psi\|_{C([0,\tau], E_\vartheta)} \int_0^s a^{-\vartheta} e^{c\vartheta a} \, da + \|b\|_\sigma \sup_{0 \leq \sigma \leq a < a_m} \|U_{A(t)}(a,\sigma)\|_{L(E_\vartheta)} \\|\psi\|_{L^1(J, E_\vartheta)}
\]

and deduce from (1.3b) and (1.4) that the right-hand side of this estimate is finite. This, in turn, implies that the right-hand side of (1.8b) belongs to $E_\vartheta$ and hence $B^\varepsilon_\psi(s) \in E_\vartheta$ with $\|B^\varepsilon_\psi(s)\|_{E_\vartheta} \leq c_\tau$ for $s \in [0, \tau]$ and some $c_\tau > 0$. This then similarly yields

\[
\int_0^s \chi(a) \|b(a)\|_{L(E_1)} \|U_{A(t)}(a,0)\|_{L(E_\vartheta, E_1)} \|B^\varepsilon_\psi(s-a)\|_{E_\vartheta} \, da \\
+ \int_s^{a_m} \chi(a) \|b(a)\|_{L(E_1)} \|U_{A(t)}(a,a-s)\|_{L(E_1)} \|\psi(a-s)\|_{E_1} \, da \\
\leq M \|b\|_1 c_\tau \int_0^s a^{-\vartheta} e^{c\vartheta a} \, da + \|b\|_1 \sup_{0 \leq \sigma \leq a < a_m} \|U_{A(t)}(a,\sigma)\|_{L(E_1)} \\|\psi\|_{E_1}
\]
and we conclude analogously as above from (1.8b) that indeed $B^t_\psi(s) \in E_1$ for $s \geq 0$. Based on this we repeat the computation and get
\[
\|B^t_\psi(s)\|_{E_1} \leq \int_0^s \chi(a)\|b(a)\|_{L(E_1)} \|U_{A(t)}(a,0)\|_{L(E_1)} \|B^t_\psi(s-a)\|_{E_1} \, da \\
+ \int_s^a \chi(a)\|b(a)\|_{L(E_1)} \|U_{A(t)}(a,a-s)\|_{L(E_1)} \|\psi(a-s)\|_{E_1} \, da \\
\leq \|b\|_1 \sup_{0 \leq \sigma \leq a < a_m} \|U_{A(t)}(a,\sigma)\|_{L(E_1)} \left(\int_0^s \|B^t_\psi(a)\|_{E_1} \, da + \|\psi\|_{E_1}\right)
\]
for $s \geq 0$ so that (1.3b), (1.3c) and Gronwall’s Inequality imply that
\[
\|B^t_\psi(s)\|_{E_1} \leq \|b\|_1 e^{\|b\|_{1\alpha_1}s} \|\psi\|_{E_1}, \quad s \geq 0,
\]
with
\[
\|b\|_1 = \|b\|_{L_\infty(J, L(E_1))}, \quad \alpha_1 := \sup_{0 \leq \sigma \leq a < a_m} \|U_{A(t)}(a,\sigma)\|_{L(E_1)} < \infty.
\]
This then also entails
\[
S_t(s)\psi \in E_1, \quad s \geq 0, \quad \psi \in E_1,
\]
(2.7)
since similarly
\[
\|S_t(s)\psi\|_{E_1} \leq \int_0^s \|U_{A(t)}(a,0)\|_{L(E_1)} \|B^t_\psi(s-a)\|_{E_1} \, da \\
+ \int_s^a \|U_{A(t)}(a,a-s)\|_{L(E_1)} \|\psi(a-s)\|_{E_1} \, da \\
\leq \alpha_1^2 \|b\|_1 \|\psi\|_{E_1} \int_0^s e^{\|b\|_{1\alpha_1}\sigma} \, d\sigma + \alpha_1 \|\psi\|_{E_1} = \alpha_1 e^{\|b\|_{1\alpha_1}s} \|\psi\|_{E_1}.
\]
(2.8)
In particular, $E_1$ is invariant under $S_t(s)$ for $s \geq 0$ and $S_t(s)|_{E_1} \in L(E_1)$. Recalling (2.2) we also deduce
\[
A(t, \cdot)S_t(s)\psi \in E_0, \quad s \geq 0,
\]
(2.9)
with
\[
\|A(t, \cdot)S_t(s)\psi\|_{E_0} \leq \|A(t, \cdot)\|_{L_\infty(J, L(E_1, E_0))} \alpha_1 e^{\|b\|_{1\alpha_1}s} \|\psi\|_{E_1}, \quad s \geq 0.
\]
(2.10)
(ii) Let now $\psi \in Y$. Then
\[
\psi(0) = \int_0^{a_m} b(a) \psi(a) \, da = B^t_\psi(0), \quad \mathcal{A}(t)\psi = A(t, \cdot)\psi - \partial_a\psi \in E_0.
\]
(2.11)
Hence, differentiating (1.8b) with respect to $s \geq 0$ yields
\[
\partial_s B^t_\psi(s) = \chi(s)b(s)U_{A(t)}(s,0)B^t_\psi(0) + \int_0^s \chi(a) b(a) U_{A(t)}(a,0) \partial_s B^t_\psi(s-a) \, da \\
- \chi(s)b(s)U_{A(t)}(s,0)\psi(0) + \int_s^{a_m} \chi(a) b(a) U_{A(t)}(a,a-s) \left[A(t, \cdot)\psi - \partial_a\psi\right](a-s) \, da \\
= \int_0^s \chi(a) b(a) U_{A(t)}(a,0) \partial_s B^t_\psi(s-a) \, da \\
+ \int_s^{a_m} \chi(a) b(a) U_{A(t)}(a,a-s) \left[\mathcal{A}(t)\psi\right](a-s) \, da.
\]
(2.12)
Therefore, by uniqueness,
\[
\partial_s B^t_\psi(s) = B^t_{\mathcal{A}(t)\psi}(s), \quad s \geq 0.
\]
(2.13)
Note then that the first identity in (2.11) implies \([S_s(t)\psi](s^-) = [S_s(t)\psi](s^+)\) if \(s < a_m\), i.e. there is no jump across the diagonal \(s = a\). Let \(a \in J\). If \(0 \leq s < a\), then
\[
\partial_a [S_s(t)\psi](a) = A(t,a)U_A(t)(a,a-s)\psi(a-s)
- U_A(t)(a,a-s)[A(t,a-s)\psi(a-s) - \partial_a \psi(a-s)]
= A(t,a)[S_s(t)\psi](a) - [S_s(t)(A(t)\psi)](a).
\]
If \(s \geq a\), then, using (2.13),
\[
\partial_a [S_s(t)\psi](a) = A(t,a)U_A(t)(a,0)B^t_\psi(s-a) - U_A(t)(a,0)\partial_a B^t_\psi(s-a)
= A(t,a)U_A(t)(a,0)B^t_\psi(s-a) - U_A(t)(a,0)B^t_{A(t)\psi}(s-a)
= A(t,a)[S_s(t)\psi](a) - [S_s(t)(A(t)\psi)](a).
\]
Gathering the two preceding identities and recalling (2.9) and (2.11) yields
\[
\partial_a [S_s(t)\psi](a) = A(t,\cdot)[S_s(t)\psi] - S_s(t)(A(t)\psi) \in E_0. \tag{2.14}
\]
It now follows from (2.14), (2.10), (1.8a), and (1.9a) that \(S_s(t)\psi \in \mathcal{Y}\). Consequently, \(\mathcal{Y}\) is an invariant subspace of \(S_s(t)\) for \(s \geq 0\) and (2.11), (2.13), and (2.2) imply that \(S_s(t)|_{\mathcal{Y}} \in \mathcal{L}(\mathcal{Y})\).

We now verify that \(\mathcal{Y}\) is \(A(t)-\text{admissible}\) in the sense of [13] Definition 4.5.3] for \(t \in [0, T]\); that is, \(\mathcal{Y}\) is an invariant subspace of \(S_s(t)\) as just shown in Lemma 2.2 and the restriction \((S_s(t)|_{\mathcal{Y}})_{s \geq 0}\) is a strongly continuous semigroup on \(\mathcal{Y}\). Regarding its generator we recall that the part \(A_{\mathcal{Y}}(t)\) of \(A(t)\) in \(\mathcal{Y}\) is defined as
\[
\text{dom}(A_{\mathcal{Y}}(t)) := \{\phi \in \text{dom}(A(t)) \cap \mathcal{Y} ; A(t)\phi \in \mathcal{Y}\}, \quad A_{\mathcal{Y}}(t)\phi := A(t)\phi.
\]
With these notations we have:

**Corollary 2.3.** Let \(t \in [0, T]\). The restriction \((S_s(t)|_{\mathcal{Y}})_{s \geq 0}\) is a strongly continuous semigroup on \(\mathcal{Y}\) with generator \(A_{\mathcal{Y}}(t)\). Moreover, \((S_s(t)|_{E_1})_{s \geq 0}\) is a strongly continuous semigroup on \(E_1\).

**Proof.** (i) It readily follows from Lemma 2.2 and Proposition 1.2 that \((S_s(t)|_{E_1})_{s \geq 0}\) is a semigroup on \(E_1\). For the strong continuity
\[
\|S_s(t)\psi - \psi\|_{E_1} \to 0 \quad \text{as} \quad s \to 0 \tag{2.15}
\]
for \(\psi \in E_1\) we use that
\[
U_A(t) \in C\left(J_\Delta, L^2(E_1)\right), \quad J_\Delta := \{(a, \sigma) \in J \times J ; \sigma \leq a\},
\]
according to [11] Theorem II.4.4.1, Corollary II.4.4.2 and (1.3a), and prove (2.15) analogously to the strong continuity in \(E_0\) as in [13] Theorem 4] (using (1.3) for \(\ell = 1\)).

(ii) It follows from Lemma 2.2 and Proposition 1.2 that \((S_s(t)|_{\mathcal{Y}})_{s \geq 0}\) for \(s \geq 0\) so that we only have to check the strong continuity. To this end, let \(\psi \in \mathcal{Y}\). Then
\[
\|S_s(t)\psi - \psi\|_{\mathcal{Y}} = \|\partial_a S_s(t)\psi - \partial_a \psi\|_{E_0} + \|S_s(t)\psi - \psi\|_{E_1}. \tag{2.16}
\]
For the first term on the right-hand side of (2.16) we use (2.14), (2.11), and (2.2) to get
\[
\|\partial_a S_s(t)\psi - \partial_a \psi\|_{E_0} \leq \|A(t,\cdot)S_s(t)\psi - A(t,\cdot)\psi\|_{E_0} + \|S_s(t)(A(t)\psi) - A(t)\psi\|_{E_0}
\leq \|A(t,\cdot)\|_{L_\infty(J, L^2(E_1, E_0))} \|S_s(t)\psi - \psi\|_{E_1} + \|S_s(t)(A(t)\psi) - A(t)\psi\|_{E_0}. \tag{2.17}
\]
Since the second term on the right-hand side of (2.17) goes to zero as \(s \to 0\) due to the strong continuity of \((S_s(t))_{s \geq 0}\) in \(E_0\), it follows from (2.15), (2.16), and (2.17) that \(S_s(t)\psi \to \psi\) in \(\mathcal{Y}\) as \(s \to 0\).
Combining Corollary 2.3 and Lemma 2.1 we deduce that \( Y \) is dense in \( E_1 \).

**Corollary 2.4.** \( Y \) is dense in \( E_1 \).

**Proof.** Let \( \phi \in E_1 \) be arbitrary. Since \( (S_t(s)|_{E_1})_{s \geq 0} \) is a strongly continuous semigroup on \( E_1 \) by Corollary 2.3 (for fixed \( t \)), we have that

\[
\phi_\tau := \frac{1}{\tau} \int_0^\tau S_t(s) \phi ds \to \phi \quad \text{in} \quad E_1 \quad \text{as} \quad \tau \to 0
\]

with \( \phi_\tau \in D(A(t)) \). The assertion now follows from the density of \( Y \) in \( D(A(t)) \) proven in Lemma 2.1. \( \square \)

3. Stability Properties

A key ingredient in Kato’s construction of an evolution system is the stability of the family of generators \( (A(t))_{t \in [0,T]} \) (see [8, Definition 5.2.1]). We prove this property in \( E_0 \) and in \( E_1 \) which turns out to be sufficient in our particular case. Actually, we shall employ the notation of stability in the equivalent formulation (see [8, Theorem 5.2.2]) of the associated family of semigroups \( (S_t)_{t \in [0,T]} \) as stated in the next proposition.

For the remainder of this paper we also assume (1.4). That is, we impose (1.3), (1.4), (1.5), and (1.6) to hold from now on.

**Proposition 3.1.** The family \( (A(t))_{t \in [0,T]} \) is a stable family in \( E_\ell \) for \( \ell \in \{0,1\} \) with constants \( M_\ell \) and \( \omega_\ell + \|b\|_\ell M_\ell \); that is,

\[
\left\| \prod_{j=1}^n S_{t_j}(s_j) \right\|_{E_\ell} \leq M_\ell \exp \left\{ (\omega_\ell + \|b\|_\ell M_\ell) \sum_{j=1}^n s_j \right\}, \quad s_j \geq 0,
\]

for any finite sequence \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq T \) and \( n = 1,2,\ldots \).

**Proof.** Let \( \phi \in E_\ell \). Observe first from (1.8) that, for \( 0 \leq t_1 \leq t_2 \leq T \), \( s_1, s_2 \geq 0 \), and \( a \in J \),

\[
[S_{t_2}(s_2)S_{t_1}(s_1)\phi](a) = \begin{cases} U_{A(t_1)}(a,a-s_2) [S_{t_1}(s_1)\phi](a-s_2), & s_2 < a, \\ U_{A(t_1)}(a,a) B_{\tau_{t_1}(s_1)}^{t_2} (s_2-a), & a \leq s_2, \end{cases}
\]

\[
= \begin{cases} U_{A(t_2)}(a,a-s_2) U_{A(t_1)}(a-s_2,a-s_2-s_1) \phi(a-s_2-s_1), & s_1+s_2 < a, \\ U_{A(t_2)}(a,a-s_2) U_{A(t_1)}(a-s_2,0) B_{\tau_{t_1}(s_1)}^{t_2} (s_1+s_2-a), & s_2 < a \leq s_1+s_2, \\ U_{A(t_2)}(a,0) B_{\tau_{t_1}(s_1)}^{t_2} \phi(s_2-a), & a \leq s_2. \end{cases}
\]

In fact, for \( n \geq 2, 0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq T \), \( s_j \geq 0 \), and \( a \in J \) one shows inductively the product formula

\[
\prod_{j=1}^n S_{t_j}(s_j) \phi(a) = \begin{cases} \prod_{j=1}^n U_{A(t_j)}(a - \sum_{l=j+1}^n s_l, a - \sum_{l=j}^n s_l) \phi(a - \sum_{l=1}^n s_l), & \sum_{l=1}^n s_l < a, \\ \prod_{j=k}^n U_{A(t_j)}(a - \sum_{l=j+1}^n s_l, (a - \sum_{l=j}^n s_l)) B_{\tau_{t_1}(s_1)}^{t_k} \prod_{l=k+1}^n S_{t_l}(s_l) \phi \left( \sum_{l=k+1}^n s_l - a \right), & \sum_{l=k+1}^n s_l < a \leq \sum_{l=k}^n s_l, \quad k = 1,\ldots,n, \end{cases}
\]

where
with the understanding that here and in the following
\[ \sum_{l=n+1}^{n} s_l := 0, \quad \prod_{i=1}^{0} S_{t_i}(s_i) \phi := \phi. \] (3.2)

We verify (3.1) by induction with respect to \( n \geq 1 \) and establish simultaneously that
\[ \left\| \frac{B^{1}_{\ell}}{\prod_{i=1}^{n-1} S_{t_i}(s_i) \phi}(s) \right\|_{E_\ell} \leq \| b \|_{\ell} M_\ell \exp \left\{ \left( \omega_\ell + \| b \|_{\ell} M_\ell \right) \left( s + \sum_{j=1}^{n-1} s_j \right) \right\} \| \phi \|_{E_\ell}, \quad s \geq 0. \] (3.3)

To start with note from (1.8b), (1.4), and Gronwall’s Inequality (see [17]) or the computation below that
\[ \left\| B^{1}_\phi(s) \right\|_{E_\ell} \leq \| b \|_{\ell} M_\ell e^{(\omega_\ell + \| b \|_{\ell} M_\ell) s} \| \phi \|_{E_\ell}, \quad s \geq 0, \]
and hence
\[ \left\| S_{t_1}(s_1) \right\|_{L(E_\ell)} \leq M_\ell e^{(\omega_\ell + \| b \|_{\ell} M_\ell) s}, \quad s_1 \geq 0. \]
That is, (3.1) and (3.3) hold true for \( n = 1 \). We now continue by induction for \( n \geq 2 \) and suppose (3.1) and (3.3) to be true for \( n - 1 \). To shorten notation set
\[ z(s) := \frac{B^{1}_{\ell}}{\prod_{i=1}^{n-1} S_{t_i}(s_i) \phi}(s), \quad s \geq 0. \]

Then, it follows from (1.8b) and the above product formula for \( \prod_{i=1}^{n-1} S_{t_i}(s_i) \phi \) that
\[
z(s) = \int_{0}^{s} \chi(a) b(a) U_{A(t_n)}(a, 0) z(s - a) \, da \\
+ \int_{s}^{a_m} \chi(a) b(a) U_{A(t_n)}(a, a - s) \prod_{i=1}^{n-1} S_{t_i}(s_i) \phi (a - s) \, da \\
= \int_{0}^{s} \chi(a) b(a) U_{A(t_n)}(a, 0) z(s - a) \, da \\
+ \sum_{k=1}^{n-1} \int_{s + \sum_{l=k+1}^{n-1} s_l}^{s + \sum_{l=k}^{n-1} s_l} \chi(a) b(a) U_{A(t_n)}(a, a - s) \prod_{j=k}^{n-1} U_{A(t_j)}(a - s - \sum_{l=j+1}^{n-1} s_l, a - s - \sum_{l=j}^{n-1} s_l) \left( a - s - \sum_{l=j}^{n-1} s_l \right) \right) \\
\times B^{1}_{\ell} \prod_{i=1}^{k-1} S_{t_i}(s_i) \phi \left( s + \sum_{l=k}^{n-1} s_l - a \right) \, da \\
+ \int_{s + \sum_{l=1}^{n-1} s_l}^{a_m} \chi(a) b(a) U_{A(t_n)}(a, a - s) \prod_{j=1}^{n-1} U_{A(t_j)}(a - s - \sum_{l=j+1}^{n-1} s_l, a - s - \sum_{l=j}^{n-1} s_l) \\
\times \phi(a - s - \sum_{l=1}^{n-1} s_l) \, da.
\]

Taking the norm in \( E_\ell \) and using the stability assumption (1.4) (and recalling convention (3.2)) yields
\[
\| z(s) \|_{E_\ell} \leq \| b \|_{\ell} M_\ell \int_{0}^{s} e^{\omega_\ell a} \| z(s - a) \|_{E_\ell} \, da \\
+ \| b \|_{\ell} M_\ell \sum_{k=1}^{n-1} \int_{s + \sum_{l=k+1}^{n-1} s_l}^{s + \sum_{l=k}^{n-1} s_l} e^{\omega_\ell a} \left\| B^{1}_{\ell} \prod_{i=1}^{k-1} S_{t_i}(s_i) \phi \left( s + \sum_{l=k}^{n-1} s_l - a \right) \right\|_{E_\ell} \, da \\
+ \| b \|_{\ell} M_\ell \exp \left\{ \omega_\ell \left( s + \sum_{j=1}^{n-1} s_j \right) \right\} \int_{s + \sum_{l=1}^{n-1} s_l}^{a_m} \left\| \phi \left( a - s - \sum_{l=1}^{n-1} s_l \right) \right\|_{E_\ell} \, da.
\]
We next invoke (3.3) for \( n - 1 \) to deduce

\[
\|z(s)\|_{E_t} \leq \|b\| \sum_{n=1}^{n-1} \int_{a}^{s} e^{\omega r a} \|z(s-a)\|_{E_t} \, da \\
+ \left( \|b\| \sum_{n=1}^{n-1} \int_{a}^{s} e^{\omega r a} \exp \left\{ (\omega r + \|b\| \sum_{j=1}^{n-1} s_j) \right\} \|\phi\|_{E_t} \right)
\]

Computing further we derive

\[
\|z(s)\|_{E_t} \leq \|b\| \sum_{n=1}^{n-1} \int_{a}^{s} e^{\omega r a} \|z(s-a)\|_{E_t} \, da \\
+ \left( \|b\| \sum_{n=1}^{n-1} \int_{a}^{s} e^{\omega r a} \exp \left\{ (\omega r + \|b\| \sum_{j=1}^{n-1} s_j) \right\} \|\phi\|_{E_t} \right)
\]

Therefore, simplifying the last two terms we get

\[
\|z(s)\|_{E_t} \leq \|b\| \sum_{n=1}^{n-1} \int_{a}^{s} e^{\omega r (s-a)} \|z(a)\|_{E_t} \, da \\
+ \|b\| \sum_{n=1}^{n-1} \int_{a}^{s} e^{\omega r s} \exp \left\{ \left( \omega r + \|b\| \sum_{j=1}^{n-1} s_j \right) \right\} \|\phi\|_{E_t}
\]

for \( s \geq 0 \) and thus infer from Gronwall's Inequality that indeed

\[
\left\| B^{\omega r}_{\sum_{j=1}^{n-1} s_j} \phi(s) \right\|_{E_t} = \|z(s)\|_{E_t} \\
\leq \|b\| \sum_{n=1}^{n-1} \int_{a}^{s} e^{\omega r s} \exp \left\{ \left( \omega r + \|b\| \sum_{j=1}^{n-1} s_j \right) \right\} \|\phi\|_{E_t}
\]
Corollary 3.2. Let \( s \geq 0 \) as claimed in (3.3). Next, we turn to (3.1) still assuming it to be true for \( n - 1 \). The above product formula for \( \prod_{j=1}^{n} S_{t_j}(s_j) \phi \) yields
\[
\left\| \prod_{j=1}^{n} S_{t_j}(s_j) \phi \right\|_{L_p} = \int_{0}^{a_m} \left\| \prod_{j=1}^{n} S_{t_j}(s_j) \phi \right\|_{W^h} \, da \\
\leq \sum_{k=1}^{n} \int_{0}^{a_m} \sum_{l=k}^{n} s_l \left\| \prod_{j=k}^{n} U_{A(t_j)} \left( a - \sum_{l=j+1}^{n} s_l, \left( a - \sum_{l=j}^{n} s_l \right) \right) \right\|_{\mathcal{L}(\mathcal{E}_t)} \\
\times \left\| B_{t_k}^{1-k} \prod_{l=k}^{n} S_{t_l}(s_l) \phi \left( \sum_{l=k}^{n} s_l - a \right) \right\|_{E_t} \, da \\
+ \int_{0}^{a_m} \sum_{l=1}^{n} s_l \left\| \prod_{j=1}^{n} U_{A(t_j)} \left( a - \sum_{l=j+1}^{n} s_l, a - \sum_{l=1}^{n} s_l \right) \right\|_{\mathcal{L}(\mathcal{E}_t)} \left\| \phi \right\|_{E_t} \, da
\]
if \( \sum_{l=1}^{n} s_l < a_m \) (otherwise the last integral vanishes). We now first use (1.4) and then (3.3) to get
\[
\left\| \prod_{j=1}^{n} S_{t_j}(s_j) \phi \right\|_{E_t} \leq M_{t} \sum_{k=1}^{n} \int_{0}^{a_m} e^{\omega t \alpha} \left\| B_{t_k}^{1-k} \prod_{l=k}^{n} S_{t_l}(s_l) \phi \left( \sum_{l=k}^{n} s_l - a \right) \right\|_{E_t} \, da \\
+ M_{t} \exp \left\{ \omega t \sum_{l=1}^{n} s_l \right\} \left\| \phi \right\|_{E_t}
\]
\[
\leq ||b||_t M_{t}^2 \sum_{k=1}^{n} \int_{0}^{a_m} e^{\omega t \alpha} \exp \left\{ \left( \omega t + ||b||_t M_{t} \right) \sum_{i=1}^{n} s_i - a \right\} \, da \left\| \phi \right\|_{E_t}
\]
\[
+ M_{t} \exp \left\{ \omega t \sum_{l=1}^{n} s_l \right\} \left\| \phi \right\|_{E_t}
\]
\[
= ||b||_t M_{t}^2 \exp \left\{ \left( \omega t + ||b||_t M_{t} \right) \sum_{i=1}^{n} s_i \right\} \int_{0}^{a_m} \left\| e^{-||b||_t M_{t} \alpha} \right\|_{E_t} \, da \left\| \phi \right\|_{E_t}
\]
\[
+ M_{t} \exp \left\{ \omega t \sum_{l=1}^{n} s_l \right\} \left\| \phi \right\|_{E_t}
\]
\[
\leq C_{t} \exp \left\{ \left( \omega t + ||b||_t M_{t} \right) \sum_{i=1}^{n} s_i \right\} \left\| \phi \right\|_{E_t}.
\]
This is (3.4) and the proof of Proposition 3.1 is complete.

For the additional information stated in Corollary 1.4 we shall also prove a similar estimate in \( L_p(J, \mathcal{E}_t) \). 

**Corollary 3.2.** Let \( \ell \in \{0, 1\} \). Given \( p \in (1, \infty) \) there are \( N \geq 1 \) and \( \xi \in \mathbb{R} \) (depending on \( M_{t}, \omega t, b, \) and \( p \)) such that
\[
\left\| \prod_{j=1}^{n} S_{t_j}(s_j) \phi \right\|_{L_p(J, \mathcal{E}_t)} \leq N \exp \left\{ \xi \sum_{j=1}^{n} s_j \right\} \max \left\{ \left\| \phi \right\|_{L_p(J, \mathcal{E}_t)}, \left\| \phi \right\|_{\mathcal{E}_t} \right\}, \quad s_j \geq 0, \quad (3.4)
\]
for every \( \phi \in \mathcal{E}_t \cap L_p(J, \mathcal{E}_t) \) and any finite sequence \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq T \) and \( n = 1, 2, \ldots \).
Proof. Let $\phi \in \mathbb{E}_{t} \cap L_{p}(J, \mathbb{E}_{t})$. The product formula for $\prod_{j=1}^{n} S_{t_{j}}(s_{j}) \phi$ entails

$$\left\| \prod_{j=1}^{n} S_{t_{j}}(s_{j}) \phi \right\|_{L_{p}(J, \mathbb{E}_{t})}^{p} = \int_{0}^{a_{m}} \left\| \prod_{j=1}^{n} S_{t_{j}}(s_{j}) \phi \right\|_{\mathbb{E}_{t}}^{p} \, da$$

$$\leq \sum_{k=1}^{n} \int_{\sum_{l=k+1}^{n} s_{l}}^{a_{m}} \left\| \prod_{j=k}^{n} U_{A(t_{j})} \left( a - \sum_{l=j+1}^{n} s_{l}, a - \sum_{l=j}^{n} s_{l} \right) \right\|_{\mathcal{L}(\mathbb{E}_{t})}^{p} \, da \times \left\| B_{\sum_{l=k}^{n} s_{l}}^{a_{m}} \prod_{l=k}^{n} S_{t_{l}}(s_{l}) \phi \left( \sum_{l=k}^{n} s_{l} - a \right) \right\|_{\mathbb{E}_{t}}^{p} \, da$$

$$+ \int_{\sum_{l=1}^{n} s_{l}}^{a_{m}} \left\| \prod_{j=1}^{n} U_{A(t_{j})} \left( a - \sum_{l=j+1}^{n} s_{l}, a - \sum_{l=j}^{n} s_{l} \right) \right\|_{\mathcal{L}(\mathbb{E}_{t})}^{p} \, da \left\| \phi \left( a - \sum_{l=1}^{n} s_{l} \right) \right\|_{\mathbb{E}_{t}}^{p} \, da$$

if $\sum_{l=1}^{n} s_{l} < a_{m}$, otherwise the last integral vanishes. Using (1.4) and (3.3) we get as before

$$\left\| \prod_{j=1}^{n} S_{t_{j}}(s_{j}) \phi \right\|_{L_{p}(J, \mathbb{E}_{t})}^{p} \leq M_{t}^{p} \sum_{k=1}^{n} \int_{\sum_{l=k+1}^{n} s_{l}}^{a_{m}} e^{p \omega_{a}} \left\| B_{\sum_{l=k}^{n} s_{l}}^{a_{m}} \prod_{l=k}^{n} S_{t_{l}}(s_{l}) \phi \left( \sum_{l=k}^{n} s_{l} - a \right) \right\|_{\mathbb{E}_{t}}^{p} \, da$$

$$+ M_{t}^{p} \exp \left( p \omega_{a} \sum_{l=1}^{n} s_{l} \right) \left\| \phi \right\|_{L_{p}(J, \mathbb{E}_{t})}^{p}$$

$$\leq \left\| b \right\|_{L_{p}}^{p} M_{t}^{p} \exp \left\{ p\left( \omega_{a} + \left\| b \right\|_{L_{p}} \sum_{l=1}^{n} s_{l} \right) \right\} \int_{0}^{a_{m}} e^{-p \left\| b \right\|_{L_{p}} \omega_{a}} \, da \left\| \phi \right\|_{L_{p}(J, \mathbb{E}_{t})}^{p}$$

$$+ M_{t}^{p} \exp \left( p \omega_{a} \sum_{l=1}^{n} s_{l} \right) \left\| \phi \right\|_{L_{p}(J, \mathbb{E}_{t})}^{p}$$

$$= \frac{1}{p} \left\| b \right\|_{L_{p}}^{p-1} M_{t}^{2p-1} \exp \left\{ p\left( \omega_{a} + \left\| b \right\|_{L_{p}} \sum_{l=1}^{n} s_{l} \right) \right\} \left\| \phi \right\|_{L_{p}(J, \mathbb{E}_{t})}^{p}$$

$$- \frac{1}{p} \left\| b \right\|_{L_{p}}^{p-1} M_{t}^{2p-1} \exp \left\{ p \omega_{a} \sum_{l=1}^{n} s_{l} \right\} \left\| \phi \right\|_{L_{p}(J, \mathbb{E}_{t})}^{p}$$

This yields the claim. \hfill \Box

4. PROOF OF THEOREM 1.3

Let us recall that we have verified in the previous sections under assumptions (1.3), (1.2), (1.5), and (1.6) that $(A_{t})_{t \in [0,T]}$ is a stable family in $\mathbb{E}_{0}$ and in $\mathbb{E}_{1}$ (see Proposition 3.1), that $\mathbb{Y}$ is $A(t)$-admissible (see Corollary 2.3), and that $A \in C\left(\left[0, \mathbb{Y}, \mathbb{E}_{0}\right]\right)$ (see Lemma 2.1). That is, we have verified all assumptions $(H_{1}) - (H_{3})$ from [5] Theorem 5.3.1] except for the stability of the family $(A_{Y}(t))_{t \in [0,T]}$ in $\mathbb{Y}$ which is fundamental for the construction of the evolution system (and part of assumption $(H_{4})$ in [5] Theorem 5.3.1]). As pointed out in the introduction, $(A_{Y}(t))_{t \in [0,T]}$ need not be stable in $\mathbb{Y}$ in general. Yet, the proof of [5] Theorem 5.3.1] still works in our case almost verbatim, where the assumption on the stability of the family $(A_{Y}(t))_{t \in [0,T]}$ in $\mathbb{Y}$ is replaced by the previously established stability in $\mathbb{E}_{1}$ together with the simple, but crucial, observation from \[2.3\] that

$$(A_{t_{1}} - A_{t_{2}}) \psi = \left( A(t_{1}, \cdot) - A(t_{2}, \cdot) \right) \psi, \quad \psi \in \mathbb{Y}, \quad t_{1}, t_{2} \in [0, T], \quad (4.1)$$
where the right-hand side is meaningful even if only $\psi \in E_1$. For the sake of completeness and since we rely on the construction when proving additional properties later on, we provide the detailed construction of the evolution system but emphasize that it follows very much along the lines of the proof of [8, Theorem 5.3.1].

**Construction of the Evolution System.** Given $n \geq 1$ set $t^n_k := (k/n)T$ for $k = 0, \ldots, n$ and let

$$A_n(t) := A(t^n_k), \quad t^n_k \leq t < t^n_{k+1}, \quad k = 0, \ldots, n - 1, \quad A_n(T) := A(T).$$

Recall the notation $A(t) = A(t, \cdot)$ and set analogously

$$A_n(t) := A(t^n_k), \quad t^n_k \leq t < t^n_{k+1}, \quad k = 0, \ldots, n - 1, \quad A_n(T) := A(T).$$

Since $A \in C([0, T], \mathcal{L}(E_1, E_0))$ by (2.2), this definition yields

$$\|A(t) - A_n(t)\|_{\mathcal{L}(E_1, E_0)} \to 0 \quad \text{as } n \to \infty, \quad \text{uniformly in } t \in [0, T].$$

We then define the family of operators $(U_n(t, s))_{0 \leq s \leq t \leq T}$ in $\mathcal{L}(E_0) \cap \mathcal{L}(E_1)$ by

$$U_n(t, s) := \begin{cases} \mathcal{S}_{t^n_k}^\ell (t - s), & t^n_k \leq s < t < t^n_{k+1}, \\ \mathcal{S}_{t^n_k}^\ell (t - t^n_k) \left[ \prod_{j=1}^{k-1} \mathcal{S}_{t^n_j}^\ell \left( \frac{T}{n} \right) \right] \mathcal{S}_{t^n_k}^\ell (t^n_{k+1} - s), & k > l, \quad t^n_k \leq t < t^n_{k+1}, \\ \mathcal{S}_{t^n_k}^\ell (t^n_l - s), & t^n_l \leq s \leq t^n_{l+1}. \end{cases}$$

Then $(U_n(t, s))_{0 \leq s \leq t \leq T}$ is an evolution system satisfying

$$(U_n(t, s)) = I, \quad U_n(t, s) = U_n(t, r)U_n(r, s), \quad 0 \leq s \leq r \leq t \leq T,$$

and

$$(t, s) \mapsto U_n(t, s) \text{ is strongly continuous in } E_0 \text{ on } 0 \leq s \leq t \leq T.$$

Moreover, it follows from Proposition 3.1 that

$$\|U_n(t, s)\|_{\mathcal{L}(E_1)} \leq M_{\ell e^{(\omega_1 + M_1\|b\|_1)(t-s)}}, \quad 0 \leq s \leq t \leq T, \quad \ell = 0, 1,$$

while Lemma 2.2 ensures

$$U_n(t, s)Y \subset Y, \quad 0 \leq s \leq t \leq T.$$  

Since $Y \subset D(\mathcal{A}(t))$ for $t \in [0, T]$ by Lemma 2.1 the definition of $U_n(t, s)$ shows for $\psi \in Y$ that

$$\frac{\partial}{\partial t} U_n(t, s) \psi = \mathcal{A}_n(t)U_n(t, s) \psi, \quad t \neq t^n_j, \quad j = 0, 1, \ldots, n,$$

$$\frac{\partial}{\partial s} U_n(t, s) \psi = -U_n(t, s)\mathcal{A}_n(s)\psi, \quad s \neq t^n_j, \quad j = 0, 1, \ldots, n.$$  

Fix $\psi \in Y$ and consider $m, n \geq 1$ and $0 \leq s \leq t \leq T$. Then (4.9) and (4.10) imply that the map $r \mapsto U_n(t, r)U_m(r, s) \psi$ is differentiable with respect to $r \in [s, t]$ except for a finite number of values and, together with (4.5), entail that

$$U_n(t, s) \psi - U_m(t, s) \psi = \int_s^t U_n(t, r) \left( \mathcal{A}_n(r) - \mathcal{A}_m(r) \right) U_m(r, s) \psi \, dr = \int_s^t U_n(t, r) \left( \mathcal{A}_n(r) - \mathcal{A}_m(r) \right) U_m(r, s) \psi \, dr,$$

where we employ (4.1) and (4.8) for the second equality. Therefore, setting

$$\eta := \max\{\omega_0 + M_0\|b\|_0, \omega_1 + M_1\|b\|_1\}$$

we infer from (4.11) that
Theorem 5.3.1] again relying on (4.1): Fix \( \psi \) and (1.13) while (4.7) yields (1.14). From (4.5) and (4.6) we see that \( (t, s) = \psi \) and the differentiability of \( S \) so that the differentiability of \( \psi \) follows from (4.3) that \( \psi \) is differentiable from the right at \( t, r \) and \( \psi \) differentiable from the left at \( t, s \) and \( \tau \) that \( \tau \) is dense in \( \mathbb{E}_0 \) \( \mathbb{E}_0 \) and \( \mathbb{E}_0 \) uniformly on \( 0 \leq s \leq t \leq T \) as \( n \to \infty \). Define now

\[
\psi := \lim_{n \to \infty} U_n(t, s) \psi, \quad \psi \in \mathbb{E}_0, \quad 0 \leq s \leq t \leq T.
\]

From (1.13) we see that \( (U_h(t, s))_{0 \leq s \leq t \leq T} \) is an evolution system in \( \mathbb{E}_0 \) satisfying (1.12) and (1.13) while (4.7) yields (1.14).

**Differentiability Properties.** The proof of (1.14) and (1.19) is now exactly the same as in [8, Theorem 5.3.1] again relying on (4.1): Fix \( \psi \) \( \mathcal{Y} \) and \( \mathcal{Y} \) this convergence of \( U_n(t, s) \psi \) together with (4.17) imply that \( U_n(t, s) \psi \) converges in \( \mathbb{E}_0 \) for every \( \psi \in \mathbb{E}_0 \), uniformly on \( 0 \leq s \leq t \leq T \), as \( n \to \infty \). Define now

\[
\psi := \lim_{n \to \infty} U_n(t, s) \psi, \quad \psi \in \mathbb{E}_0, \quad 0 \leq s \leq t \leq T.
\]

From (1.13) we see that \( (U_h(t, s))_{0 \leq s \leq t \leq T} \) is an evolution system in \( \mathbb{E}_0 \) satisfying (1.12) and (1.13) while (4.7) yields (1.14).

Thus, it follows from (4.3) that \( U_n(t, s) \psi \) converges in \( \mathbb{E}_0 \), uniformly on \( 0 \leq s \leq t \leq T \), as \( n \to \infty \). As \( \mathcal{Y} \) is dense in \( \mathbb{E}_0 \) by Lemma 2.1, this convergence of \( U_n(t, s) \psi \) together with (4.17) imply that \( U_n(t, s) \psi \) converges in \( \mathbb{E}_0 \) for every \( \psi \in \mathbb{E}_0 \), uniformly on \( 0 \leq s \leq t \leq T \), as \( n \to \infty \). Define now

\[
\psi := \lim_{n \to \infty} U_n(t, s) \psi, \quad \psi \in \mathbb{E}_0, \quad 0 \leq s \leq t \leq T.
\]

From (1.13) we see that \( (U_h(t, s))_{0 \leq s \leq t \leq T} \) is an evolution system in \( \mathbb{E}_0 \) satisfying (1.12) and (1.13) while (4.7) yields (1.14).

\[
\psi := \lim_{n \to \infty} U_n(t, s) \psi, \quad \psi \in \mathbb{E}_0, \quad 0 \leq s \leq t \leq T.
\]

From (1.13) we see that \( (U_h(t, s))_{0 \leq s \leq t \leq T} \) is an evolution system in \( \mathbb{E}_0 \) satisfying (1.12) and (1.13) while (4.7) yields (1.14).

Thus, it follows from (4.3) that \( U_n(t, s) \psi \) converges in \( \mathbb{E}_0 \), uniformly on \( 0 \leq s \leq t \leq T \), as \( n \to \infty \). As \( \mathcal{Y} \) is dense in \( \mathbb{E}_0 \) by Lemma 2.1, this convergence of \( U_n(t, s) \psi \) together with (4.17) imply that \( U_n(t, s) \psi \) converges in \( \mathbb{E}_0 \) for every \( \psi \in \mathbb{E}_0 \), uniformly on \( 0 \leq s \leq t \leq T \), as \( n \to \infty \). Define now

\[
\psi := \lim_{n \to \infty} U_n(t, s) \psi, \quad \psi \in \mathbb{E}_0, \quad 0 \leq s \leq t \leq T.
\]

From (1.13) we see that \( (U_h(t, s))_{0 \leq s \leq t \leq T} \) is an evolution system in \( \mathbb{E}_0 \) satisfying (1.12) and (1.13) while (4.7) yields (1.14).
If $s < t$, then \(4.17\) and the strong continuity of $U_A(t,s)$ in $\mathbb{E}_0$ yield
\[
\frac{\partial^+}{\partial s} U_A(t,s)\psi = \lim_{h \searrow 0} \frac{1}{h} \left(U_A(t,s+h)\psi - U_A(t,s)\psi\right)
= \lim_{h \searrow 0} U_A(t,s+h) \frac{1}{h} (\psi - U_A(s+h,s)\psi) = -U_A(t,s)A(t)\psi. \tag{4.18}
\]

If $s \leq t$, then \(4.17\) gives
\[
\frac{\partial^-}{\partial s} U_A(t,s)\psi = \lim_{h \searrow 0} \frac{1}{h} \left(U_A(t,s)\psi - U_A(t,s-h)\psi\right)
= \lim_{h \searrow 0} U_A(t,s) \frac{1}{h} (\psi - U_A(s-h,s)\psi) = -U_A(t,s)A(t)\psi. \tag{4.19}
\]
Hence, \(4.18\) - \(4.19\) entail \(4.16\).

**Uniqueness.** Let $(\mathcal{V}(t,s))_{0 \leq s \leq t \leq T}$ be an evolution system in $\mathbb{E}_0$ satisfying \(4.12\) - \(4.16\). Since $\mathcal{V}(t,s)$ satisfies \(4.16\), the construction of $U_n(t,s)$ implies that the map $r \to \mathcal{V}(t,r)U_A(r,s)\psi$ is differentiable except for a finite number of values when $\psi \in \mathcal{Y}$ and
\[
\mathcal{V}(t,s)\psi - U_n(t,s)\psi = \int_s^t \mathcal{V}(t,r) (A(r) - A_n(r)) \quad \text{ U}_n(r,s)\psi \; dr
= \int_s^t \mathcal{V}(t,r) (A(r) - A_n(r)) \quad \text{ U}_n(r,s)\psi \; dr
\]
and hence
\[
\|\mathcal{V}(t,s)\psi - U_n(t,s)\psi\|_{\mathbb{E}_0} \leq M_0 M_1 e^{\eta(t-s)} \|\psi\|_{\mathbb{E}_1} \int_s^t \|A(r) - A_n(r)\|_{\mathcal{L}(\mathbb{E}_1, \mathbb{E}_0)} \; dr
\]
so that, passing to the limit as $n \to \infty$, gives $\mathcal{V}(t,s)\psi = U_A(t,s)\psi$ for every $\psi \in \mathcal{Y}$. Since $\mathcal{Y}$ is dense in $\mathbb{E}_0$, this is true for every $\psi \in \mathbb{E}_0$ and the uniqueness of the evolution system $(U_A(t,s))_{0 \leq s \leq t \leq T}$ follows.

**Strong Continuity in $\mathbb{E}_\alpha$.** Fix $\alpha \in [0,1)$ and recall that $\mathbb{E}_\alpha := L_1(J, E_\alpha)$ with complex interpolation space $E_\alpha := [E_0, E_1]_\alpha$. Let $0 \leq s \leq t \leq T$, $m, n \geq 1$, and consider $\psi \in \mathcal{Y}$. Since $[\mathbb{E}_0, \mathbb{E}_1]_\alpha = \mathbb{E}_\alpha$ according to \[3\] Theorem 5.1.2] we may interpolate the cases $\ell = 0$ and $\ell = 1$ in \(4.17\) to deduce that there is $M_\alpha \geq 1$ (depending on $M_0$, $M_1$, and $\alpha$) with
\[
\|U_n(t,s)\psi\|_{\mathbb{E}_\alpha} \leq M_\alpha e^{\eta(t-s)} \|\psi\|_{\mathbb{E}_\alpha}. \tag{4.20}
\]
Similarly, recalling from \(4.12\) that
\[
\|U_n(t,s)\psi - U_m(t,s)\psi\|_{\mathbb{E}_0} \leq M_0 M_1 e^{\eta(t-s)} \|\psi\|_{\mathbb{E}_1} \int_s^t \|A_n(r) - A_m(r)\|_{\mathcal{L}(\mathbb{E}_1, \mathbb{E}_0)} \; dr
\]
and from \(4.7\) that
\[
\|U_n(t,s)\psi - U_m(t,s)\psi\|_{\mathbb{E}_1} \leq 2 M_1 e^{\eta(t-s)} \|\psi\|_{\mathbb{E}_1}, \tag{4.22}
\]
we may interpolate \(4.21\) and \(4.22\) to get
\[
\|U_n(t,s)\psi - U_m(t,s)\psi\|_{\mathbb{E}_\alpha} \leq M_4 e^{\eta(t-s)} \|\psi\|_{\mathbb{E}_1} \left(\int_s^t \|A_n(r) - A_m(r)\|_{\mathcal{L}(\mathbb{E}_1, \mathbb{E}_0)} \; dr\right)^{-1-\alpha}
\]
for some constant $M_4 \geq 1$. It then follows from \[13\] and \[12\] that $(U_n(t,s)\psi)_{n \geq 1}$ converges in $\mathbb{E}_\alpha$ while \[13\] entails that this limit is necessarily $U_A(t,s)\psi$. Consequently, we deduce from \(4.20\) that
\[
\|U_A(t,s)\psi\|_{\mathbb{E}_\alpha} = \lim_{n \to \infty} \|U_n(t,s)\psi\|_{\mathbb{E}_\alpha} \leq M_\alpha e^{\eta(t-s)} \|\psi\|_{\mathbb{E}_\alpha}. \tag{4.24}
\]
Note that $\mathcal{Y}$ is dense in $E_\alpha$ since $\mathcal{Y}$ is dense in $E_1$ by Corollary [2.4] and since $E_1$ is dense in $E_\alpha$. Thus, (1.23) is true for every $\psi \in E_\alpha$, which proves (1.17).

Finally, since $[E_0, E_{\beta}]_{\alpha/\beta} = E_\alpha$ for $0 < \alpha < \beta$ according to [3, Theorem 5.1.2] and the reiteration theorem for the complex method [3, Theorem 4.6.1], we have

$$\|U(t, s)\psi - U(\tau, \sigma)\psi\|_{E_\alpha} \leq c \|\|U(t, s)\psi - U(\tau, \sigma)\psi\|_{E_{\alpha/\beta}}^{1-\alpha/\beta} \|\|U(t, s)\psi - U(\tau, \sigma)\psi\|_{E_{\beta}}^{\alpha/\beta}$$

for $\psi \in E_1$ so that the strong continuity of $U(t, s)$ in $E_\alpha$ is implied by (1.17), the strong continuity of $U(t, s)$ in $E_0$ from (1.13), and the density of $\mathcal{Y}$ in $E_\alpha$.

This completes the proof of Theorem 1.3. $\square$

5. Proof of Corollary 1.4

Before proving Corollary 1.4 we shall first establish the following embedding of $\mathcal{Y}$ (we do not assume $a_m < \infty$ in Lemma 5.1).

Lemma 5.1. Consider $\sigma \geq 0$, $p \in (1, \infty)$, and $\theta \in [0, 1)$ with $\sigma + \theta < 1/p$. If $E_\theta = (E_0, E_1)_\theta$ is an arbitrary interpolation space, then

$$\mathcal{Y} \hookrightarrow W^\sigma_p (J, E_\theta).$$

Proof. Set $\varepsilon := 1/p - \sigma - \theta > 0$. We then infer from [2, Equation (3.6), Equation (3.1)] (see also [2, Corollary 4.3]) the Besov space embeddings

$$W^1_1(J, E_0) \hookrightarrow B^1_{1,\infty}(J, E_0) \hookrightarrow B^1_{1,1} - \varepsilon (J, E_0) \hookrightarrow B^1_{1,\infty} - \varepsilon (J, E_0) \hookrightarrow B^\sigma_{p,1} (J, E_1)$$

and

$$L_1(J, E_1) \hookrightarrow B^0_{1,\infty}(J, E_1) \hookrightarrow B^{1-\varepsilon}_{1,1}(J, E_1).$$

The definition of $\mathcal{Y}$ and real interpolation of (5.2) and (5.3) yields [2, Theorem 3.1, Corollary 4.3]

$$\mathcal{Y} \hookrightarrow (L_1(J, E_1), W^1_1(J, E_0))_{1-\theta, 1} \hookrightarrow (B^1_{1,\infty} - \varepsilon (J, E_1), B^{1-\varepsilon}_{1,1}(J, E_0))_{1-\theta, 1} \hookrightarrow B^1_{1,1} - \varepsilon (J, E_1, E_0)_{1-\theta, 1}. \quad (5.4)$$

Since $\sigma = 1/p - \theta - \varepsilon < 1 - \theta - \varepsilon$ we deduce from [2, Equation (3.3)] and [2, Corollary 4.3] that

$$B^1_{1,1} - \varepsilon (J, E_1, E_0)_{1-\theta, 1} \hookrightarrow B^\sigma_{p,1} (J, E_1, E_0)_{1-\theta, 1}. \quad (5.5)$$

Observe then from [2, Equation (3.2), Equation (3.5)] and [2, Corollary 4.3] that

$$B^\sigma_{p,1} (J, (E_1, E_0)_{1-\theta, 1}) \hookrightarrow B^\sigma_{p,p} (J, (E_1, E_0)_{1-\theta, 1}) \hookrightarrow W^\sigma_p (J, (E_1, E_0)_{1-\theta, 1}). \quad (5.6)$$

Finally, we gather (5.4)–(5.6) and use that the extremal property of the real interpolation method (see [3, Theorem 3.9.1]) implies the embedding

$$(E_1, E_0)_{1-\theta, 1} = (E_0, E_1)_{\theta, 1} \hookrightarrow (E_0, E_1)_\theta = E_\theta$$

to deduce (5.1). $\square$

Proof of Corollary 1.4. Let now the assumptions of Corollary 1.4 be true. Then, since $a_m < \infty$ and $p \in (1, \infty)$, we have

$$L_p(J, E_\ell) \hookrightarrow L_1(J, E_\ell) = E_\ell, \quad \ell = 0, 1,$$

so that Corollary 5.2 entails that there are $N \geq 1$ and $\xi \in \mathbb{R}$ with

$$\left\| \prod_{j=1}^n S_j \right\|_{L(L_p(J, E_\ell))} \leq N \exp \left\{ \xi \sum_{j=1}^n s_j \right\}, \quad s_j \geq 0,$$
and therefore, interpolating the cases $\ell = 0$ and $\ell = 1$ and recalling that either $\langle \cdot , \cdot \rangle_\theta = [\cdot , [\cdot ]_\theta$ or $\langle \cdot , \cdot \rangle_\theta = [\cdot , \cdot ]_{\theta, p}$ with $\theta \in [0, 1]$, we deduce

$$\left\| \prod_{j=1}^n S_{t_j}(s_j) \right\|_{\mathcal{L}(L_p(J,E_\theta))} \leq N \exp \left\{ \xi \sum_{j=1}^n s_j \right\}, \quad s_j \geq 0,$$

(5.7)

for any finite sequence $0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \leq T$ and $n = 1, 2, \ldots$. Let $\psi \in L_p(J,E_\theta)$. We then infer from (5.7) that the approximation $U_n(t,s)$ in (4.4) satisfies

$$\left\| U_n(t,s)\psi \right\|_{L_p(J,E_\theta)} \leq N e^{\xi(t-s)} \left\| \psi \right\|_{L_p(J,E_\theta)}, \quad n \geq 1, \quad 0 \leq s \leq t \leq T.$$

(5.8)

Thus, the sequence $(U_n(t,s)\psi)_{n \geq 1}$ is bounded in $L_p(J,E_\theta)$ while it converges to $U_\theta(t,s)\psi$ in $E_0$ according to (4.13). Since $L_p(J,E_\theta)$ is reflexive due to $p \in (1, \infty)$ and our assumption that $E_\theta$ is reflexive, there is a subsequence $(U_{n_k}(t,s)\psi)_{k \geq 1}$ that converges weakly in $L_p(J,E_\theta)$ to $U_\theta(t,s)\psi$ by the theorem of Eberlein-Smulian, and hence, invoking (5.8),

$$\left\| U_{n_k}(t,s)\psi \right\|_{L_p(J,E_\theta)} \leq \liminf_{k \to \infty} \left\| U_{n_k}(t,s)\psi \right\|_{L_p(J,E_\theta)} \leq N e^{\xi(t-s)} \left\| \psi \right\|_{L_p(J,E_\theta)}$$

for $\psi \in L_p(J,E_\theta)$. This proves (1.19). As for (1.20) we note that, given $\theta \in [0, 1)$ there is $p \in (1, \infty)$ with $\theta < 1/p$. Then

$$\mathcal{Y} \rightarrow L_p(J,E_\theta) \rightarrow L_1(J,E_\theta) = E_\theta$$

due to Lemma 5.1 and $a_m < \infty$. Hence (1.20) is implied by (1.19). This proves Corollary 1.4. \qed

6. Proof of Theorem 1.6 and Corollary 1.7

The quasilinear situation requires the following result on the continuous dependence of the evolution system on the operator $A$ which is an easy consequence of its construction:

Proposition 6.1. Suppose the two operators $A_1$ and $A_2$ satisfy (1.4), (1.5), (1.6) and denote the corresponding operators from Proposition 1.2 by $A_1$ and $A_2$, respectively. Then, there are constants $R \geq 1$ and $\eta \in \mathbb{R}$ such that

$$\left\| U_{A_1}(t,s) \psi - U_{A_2}(t,s) \psi \right\|_{E_0} \leq R e^{\eta(t-s)} \left\| \psi \right\|_{E_1} \int_s^t \left\| A_1(\tau, \cdot) - A_2(\tau, \cdot) \right\|_{L_\infty(I,E_1,E_0)} d\tau$$

for $0 \leq s \leq t \leq T$ and every $\psi \in E_1$.

Proof. Letting $U^k_n(t,s)$ be the approximation of $U_{A_k}(t,s)$ from (1.2) for $n \geq 1$ and $k = 1, 2$, we proceed as in the proof of Theorem 1.3 by noticing that, given $\psi \in \mathcal{Y}$, the map $\tau \mapsto U^1_n(t,\tau)U^2_n(\tau,s)\psi$ is differentiable with respect to $\tau \in [s,t]$ except for a finite number of values and obtain

$$U^1_n(t,s)\psi - U^2_n(t,s)\psi = \int_s^t U^1_n(t,\tau) \left( A_{1,n}(\tau) - A_{2,n}(\tau) \right) U^2_n(\tau,s)\psi d\tau.$$

This yields

$$\left\| U^1_n(t,s)\psi - U^2_n(t,s)\psi \right\|_{E_0} \leq M_0 M_1 e^{\eta(t-s)} \left\| \psi \right\|_{E_1} \int_s^t \left\| A_{1,n}(\tau) - A_{2,n}(\tau) \right\|_{L_\infty(E_1,E_0)} d\tau.$$

Since $U^k_n(t,s)\psi$ converges to $U_{A_k}(t,s)\psi$ in $E_0$ as $n \to \infty$ according to (1.13) and since $A_{k,n}$ converges to $A_k$ in $C([0,T],L(E_1,E_0))$ as $n \to \infty$ by (1.3), the assertion follows from (2.3) for every $\psi \in \mathcal{Y}$. Since $\mathcal{Y}$ is dense in $E_1$ by Corollary 2.4, the assertion is also true for every $\psi \in E_1$. \qed
Proof of Theorem 1.6. Suppose the assumptions of Theorem 1.6. It then readily follows for a continuous function $u : [0, T_0] \to B$ with $T_0 \in (0, T]$ that $t \mapsto A(u(t), t)$ generates a unique evolution system $(U_{A(u)}(t,s))_{0 \leq s \leq t \leq T_0}$ in the sense of Theorem 1.3. Moreover, invoking Proposition 6.3 and (1.24e) we obtain

\[
\|U_{A(u)}(t,s)\phi - U_{A(v)}(t,s)\phi\|_{E_0} \leq R e^{\eta(t-s)} \|\phi\|_{E_1} \int_s^t \|A(u(\tau), \tau, \cdot) - A(v(\tau), \tau, \cdot)\|_{L_\infty(J,L(E_1, E_0))} \, d\tau
\]

\[
\leq L R e^{\eta(t-s)} \|\phi\|_{E_1} \int_s^t \|u(\tau) - v(\tau)\|_{E_0} \, d\tau
\]

for $0 \leq s \leq t \leq T$ and two continuous functions $u, v : [0, T_0] \to B$. Theorem 1.6 now follows by Banach’s fixed point theorem exactly along the lines of the proof of [8] Theorem 6.4.5 by showing that the mapping

\[
u \mapsto U_{A(u)}(\cdot, 0)\phi
\]

has a unique fixed point in $S := \overline{B}_{C([0,T_0], E_0)}(\phi, r_0)$ provided $T_0 \in (0, T]$ is small enough. Moreover, since $\phi \in E_1 \subset E_\alpha$ for every $\alpha \in [0,1)$ we infer $u \in C([0,T_\phi], E_\alpha)$ from (1.18). This proves Theorem 1.6. \hfill \Box

Proof of Corollary 1.7. Suppose the assumptions of Corollary 1.7. Then $\phi \in E_1 \cap L_p(J, E_\theta)$ and we replace in the previous proof of Theorem 1.6 the set $S$ by

\[
S_0 := \{u \in S : u(t) \in L_p(J, E_\theta), \|u(t)\|_{L_p(J, E_\theta)} \leq (N_0 + r_0)\|\phi\|_{L_p(J, E_\theta)}, \text{ for } t \in [0, T_\phi]\}.
\]

Then $S_0$ is closed in $C([0,T_\phi], E_0)$ since $L_p(J, E_\theta)$ is reflexive under the assumptions of Corollary 1.7. Moreover, using Corollary 1.4

\[
\|U_{A(u)}(t,0)\phi\|_{L_p(J, E_\theta)} \leq N_0 e^{K_\theta T_\theta} \|\phi\|_{L_p(J, E_\theta)} \leq (N_0 + r_0)\|\phi\|_{L_p(J, E_\theta)}, \quad 0 \leq t \leq T_\phi,
\]

for $u \in S_0$ provided $T_\phi \in (0, T]$ is small enough. Now, as in the proof of Theorem 1.6 the mapping (6.1) has a unique fixed point in $S_0$. \hfill \Box
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