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The contraction cost of a tensor network depends on the contraction order. However, the optimal contraction ordering problem is known to be NP-hard. We show that the linear contraction ordering problem for tree tensor networks admits a polynomial-time algorithm, by drawing connections to database join ordering. The result relies on the adjacent sequence interchange property of the contraction cost, which enables a global decision of the contraction order based on local comparisons. Based on that, we specify a modified version of the IKKBZ database join ordering algorithm to find the optimal tree tensor network linear contraction order. Finally, we extend our algorithm as a heuristic to general contraction orders and arbitrary tensor network topologies.

I. INTRODUCTION

Originally developed for use in theoretical physics [1] and in parallel in mathematics [2], tensor networks are nowadays an active interdisciplinary field of research, which led to fruitful interchanges and insights between disciplines [3–9]. From their inception, questions of computational complexity and the feasibility of efficient manipulation of tensor networks played a major role.

In this work, we are concerned with an efficient network contraction algorithm, which can be thought of as a stepwise transformation of a tensor network into a single tensor. A single step consists of contracting two tensors. This step is repeated until only one tensor remains. Although the final result does not depend on the order in which the pairwise tensor contractions are performed, the overall performance is significantly affected. For this reason, one aims to find an optimal contraction order before implementing the actual contraction.

However, finding the optimal order for a generic network of n tensors is an NP-hard problem [10]. Therefore, one must settle for the exponential algorithm for small instances, e.g., n ≤ 20, and hope for good contraction orders via heuristics otherwise, or focus on tensor network classes for which the problem becomes tractable. In this paper, we specify a polynomial-time algorithm for finding the optimal linear contraction order of a tree tensor network.

Prior Work. Pfeifer et al. [11] have devised a graph-theoretic dynamic program for finding optimal contraction sequences, which inherently takes exponential time. More recently, Gray and Kourtis [12] have introduced a novel optimizer based on hypergraph partitioning that has been shown to yield high-quality contraction orders. Another line of research has focused on parallel contraction algorithms for tensor networks representing quantum circuits, introducing two ad-hoc methods that refine the final contraction order, namely dynamic slicing [13] and local optimization [14]. However, to find an initial order, they still rely on heuristics that do not provide an optimality guarantee.

The closest work to ours is the optimal polynomial-time algorithm of Xu et al. [15], which minimizes the time complexity of a tree tensor network contraction in terms of big-O notation. Note that their cost function is only a proxy for the actual cost function C, defined in Eq. (3) below, which sums up all intermediate contraction costs. Our optimal algorithm TensorIKKBZ directly targets C. Recently, Ibrahim et al. [16] have optimized the contraction tree shape of a generic tensor network given a fixed permutation of the tensors via the well-known dynamic program from the matrix-chain multiplication problem [17]. However, they rely on heuristics to find the initial permutation. In contrast, adapting a novel database join ordering technique [18], we propose to use TensorIKKBZ's optimal linear contraction order as a seed for the initial permutation.

We are not the first to point out the similarity between tensor network contraction ordering and database join ordering. The first work we know of is by Khamis et al. [8], which combines several problems from database theory, tensor networks, and probabilistic graphical models under the same umbrella. Later, Dudek et al. [9] reiterated this similarity and provided contraction orders of small maximum rank via tree decompositions. Indeed, tree decompositions are a common tool for optimizing contraction orders: Markov and Shi [19] use them to simulate quantum circuits of T gates, with underlying circuit graph G, in time \( T^{O(1)} \exp(O(tw(G))) \), where \( tw(G) \) is the tree-width of \( G \). (Tree-width is a measure of how tree-like a graph is [20].) However, the cost function they use is slightly different: They define the contraction complexity of a contraction order as the maximum degree of a merged tensor during the contraction. This, however, optimizes only for the size of the largest possible intermediate tensor, ignoring the cumulative contribution of intermediate tensor sizes, which may be larger by a mul-
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ticipative factor of $n - 1$. This is the case for all other prior research that relies on tree decompositions \[21,22\].

**Contribution.** Our main technical result is an optimal algorithm for linear contraction orders of tree tensor networks (Sec. II). We further build upon our optimal algorithm and consider general contraction orders and generic tensor networks as well, for which we provide near-optimal contraction orders (Sec. IV).

II. BACKGROUND

In this work, a tensor is an element of $\mathbb{C}^{n_1 \times \ldots \times n_d}$, where $d$ is called the degree. A tensor network is defined as a set of $n$ tensors, where the tensors are represented as vertices and the legs along which the tensors are to be contracted are represented as edges. Note that some tensors may have open (uncontracted) legs, corresponding to edges with only one endpoint. In Fig. 1 we illustrate a tensor network with three tensors.

Figure 1: A network with three tensors

A. Tensor Contraction

The contraction of $T^{[1]} \in \mathbb{C}^{p_1 \times \ldots \times p_a \times q_1 \times \ldots \times q_b}$ with $T^{[2]} \in \mathbb{C}^{q_1 \times \ldots \times q_c \times r_1 \times \ldots \times r_c}$ gives another tensor $T^{[1,2]} \in \mathbb{C}^{p_1 \times \ldots \times p_a \times r_1 \times \ldots \times r_c}$, defined as

$$T^{[1,2]}_{i_1,\ldots,i_a,k_1,\ldots,k_c} = \sum_{j_1,\ldots,j_b} T^{[1]}_{i_1,\ldots,i_a,j_1,\ldots,j_b} T^{[2]}_{j_1,\ldots,j_b,k_1,\ldots,k_c}.$$  \hspace{1cm} (1)

The tensor contraction cost is then defined as

$$c(T^{[1]}, T^{[2]}) = \prod_{i=1}^{a} p_i \prod_{j=1}^{b} q_j \prod_{k=1}^{c} r_k,$$  \hspace{1cm} (2)

i.e., the product of the sizes of all legs involved in the operation, which is exactly equal to the number of scalar multiplications required for the contraction.\[2\]

B. Contraction Order

While the result of a tensor network contraction is independent of the order in which the individual tensors are contracted, the execution time is highly dependent on the chosen order. There are two types of contraction orders, linear and general, as classified by O’Gorman \[23\]. A linear contraction order can only contract a fixed tensor iteratively with the others, while a general one is allowed to contract the tensors in an arbitrary order. To exemplify their difference, let us consider the network contraction in Fig. 2. There, we contract the tensor $A$ in each step with one of its neighbors. Thus, this is a linear contraction order. In contrast, Fig. 3 shows an example of a general contraction order for the same tensor network.

Due to their flexibility, general orders can provide lower contraction costs as compared to linear orders. However, due to the exponentially larger search space, they are also more difficult to optimize.

C. Contraction Tree

Complementary to contraction orders, contraction trees \[24\] offer an intuitive visualization of the order in which the contractions are performed. Formally, a contraction tree is a rooted binary tree. Its leaves are the tensors of the network, and the internal nodes correspond to the contractions between the tensors represented by the left and right children, respectively.

We depict in Fig. 4 the contraction trees associated with the contraction orders in Fig. 2 and Fig. 3 respectively. For convenience, we refer to a contraction tree associated with a linear/general contraction order as a linear/general contraction tree.

D. Contraction Cost

The contraction cost $C$ of the entire network is the sum of all intermediate contraction costs. This can be recursively defined on the contraction tree as

$$C(T) = \begin{cases} 0, & \text{if } T \text{ is a single tensor} \\ C(T^{[a]}) + C(T^{[b]}) + c(T^{[a]}, T^{[b]}), & \text{if } T = T^{[a]} T^{[b]} \end{cases} \hspace{1cm} (3)$$

Alternatively, it can be explicitly defined as the sum of the contraction costs at each inner node of the contraction tree \[12\]. We prefer the recursive definition because it is easier to handle in the proofs. An example of its calculation for the contraction order shown in Fig. 2 is given in Appendix D.1

III. ALGORITHM

First introduced by Monma and Sidney \[25\] for the problem of scheduling with precedence constraints, and then adapted to database join ordering by Ibaraki and Kameda \[26\] and improved by Krishnamurthy et al. \[27\].
the IKKBZ algorithm\(^3\) operates only on tree queries and returns the optimal linear join tree without relational cross products, assuming that the cost function has the adjacent sequence interchange (ASI) property \(^25\).

The language of database query optimization can be translated into the context of tensor networks (see Sec. V for details). In the following, we show that the cost function used in tensor networks, Eq. (3), does indeed satisfy the ASI property, which allows us to use IKKBZ for tensor network contraction ordering.

### A. Precedence Graph

The main idea of the original algorithm comes from the observation that we are working only with linear orders. In a linear order, we start with a tensor and then sequentially contract it with neighboring tensors (cf. Sec. IIB). Moreover, since we are working with tree-shaped networks, this naturally imposes a precedence relation on the tensors of the network. Therefore, we can consider each tensor as the first element of the solution and thus root the tree in it. The subsequent tensors to be contracted must obey the precedence relation, i.e., a child node must not appear in the contraction order before its parent. An example of a precedence graph of a tree tensor network is depicted in Fig. 5. In that example, the precedence graph enforces that \(T^{[2]} \rightarrow T^{[3]}\) and \(T^{[4]} \rightarrow T^{[5]}\), respectively; similarly for \(T^{[2]} \rightarrow T^{[1]}\) and \(T^{[2]} \rightarrow T^{[5]}\).

To achieve optimality, the algorithm roots the tree in each node, solves the ordering problem for the obtained rooted tree, and chooses the order that leads to the minimum cost.

### B. Adjacent Sequence Interchange Property

For its optimality, the algorithm requires the cost function to satisfy the ASI property, defined in the following:

**Definition 1 (ASI Property \(^25\)).** Let \(A\) and \(B\) be two sequences and \(U\) and \(V\) two non-empty sequences. We say that a cost function \(C\) has the adjacent sequence interchange (ASI) property, if and only if there exists a score function \(\sigma\) such that the following holds:

\[
C(AUVB) \leq C(AVUB) \iff \sigma(U) \leq \sigma(V),
\]

if \(AUVB\) and \(AVUB\) satisfy the precedence constraints imposed by a given precedence graph\(^4\).

---

\(^3\) Its name is derived from the initials of its authors.

\(^4\) The join ordering literature uses the term *rank* instead of *score*. However, to avoid any confusion with the rank of a matrix, we decided to use the term *score* (in the same mathematical sense).
Thus, a cost function $C$ that satisfies the ASI property allows us to use local comparisons based on the score function, i.e., $\sigma(U) \leq \sigma(V)$, to infer comparisons between global costs, i.e., $C(AUVB) \leq C(AVUB)$. The IKKEZ algorithm makes extensive use of score comparisons to find the optimal order.

1. ASI Exemplification

Consider the tree tensor network and one of its precedence graphs (that of $T^{[1]}$ in Fig. 6). Let us (manually) determine which of the following linear contraction orders is better by computing the costs using Eq. (3) (a complete derivation can be found in Appendix D2):

\[
C(T^{[1]}T^{[2]}T^{[4]}T^{[3]}) = pqr + qr + r
\]

\[
C(T^{[1]}T^{[4]}T^{[2]}T^{[3]}) = pq + pr + r.
\]

When comparing both costs, i.e.,

\[
pqr + qr + r \leq pq + pr + r \\
\iff pqr + qr \leq pq + pr \\
\iff pr(q - 1) \leq q(p - r),
\]

we observe that the original inequality reduces to a simpler one that only considers the tensors $T^{[2]}$ and $T^{[4]}$. To see this, assume $q > 1$ and $p > r$, such that the inequality sign is maintained. Then the inequality reduces to $\frac{pr}{p-r} \leq \frac{q}{q-1}$. Indeed, $p$ and $r$ are the sizes of the legs of $T^{[2]}$, while $q$ is the size of the only leg of $T^{[4]}$. Hence, a local comparison is enough to decide whether $T^{[1]}T^{[2]}T^{[4]}T^{[3]}$ is better than $T^{[1]}T^{[4]}T^{[2]}T^{[3]}$.

2. Cost Function Reformulation

Before proving that $C$ has the ASI property, let us simplify the definition of $C$, since we are dealing only with linear orders and tree tensor networks. First, we reformulate the tensor contraction cost given in Eq. (2). To this end, we assign to each tensor $T \in \mathbb{C}^{n_1 \times \ldots \times n_d}$ a size, which is the product of its leg sizes, i.e., $\#T = \prod_{i=1}^d n_i$.

We have

\[
c(T^{[1]}, T^{[2]}) = \prod_{i=1}^a p_i \prod_{j=1}^b q_j \prod_{k=1}^c r_k
\]

\[
= \prod_{i=1}^a p_i \prod_{j=1}^b q_j \prod_{k=1}^c r_k
\]

\[
= \frac{\#T^{[1]} \#T^{[2]}}{\prod_{j=1}^b q_j}.
\]

This reformulation, already presented by Evenbly and Pfeiffer [24, Eq. (4)], is the key ingredient for the connection to database join ordering, as we will see later in Sec. VA.

The ASI property (Def. 1) operates on sequences, which specify the order in which tensors are contracted via a permutation $\pi$, and satisfy the constraints imposed by the precedence graph. In particular, if a sequence contains all tensors, its first tensor, $T^{[\pi_1]}$, is the root of the precedence graph. Moreover, since we deal with tree tensor networks and enforce that no outer products emerge, each contraction takes place over a single leg.

Intuitively, we can recursively compute the contraction cost of $S$ using a split $S = S_1S_2$ of the sequence into two subsequences. In particular, the cost $C(S)$ is independent of the choice of the split, as the order of the tensors in the sequence remains the same (we illustrate this in Appendix D3). This lets us rewrite the definition of $C$ for sequences as follows, where $\emptyset$ denotes the empty sequence:

\[
C(S) = \begin{cases} 
0, & S = \emptyset \\
0, & S = T^{[\pi_i]}, \\
\#T^{[\pi_i]}, & i \neq 1 \\
C(S_1) + \overline{\#T^{[\pi_i]}}, & S = S_1S_2,
\end{cases}
\]

where $T^{[S]}$ is the tensor resulting from the contraction of the tensors in $S$, $\overline{\#T^{[S]}}$ is the size of $T^{[S]}$ without the (single) leg to its parent in the precedence graph, and $|e_{S_1}, S_2|$ is the size of the (single) leg between $T^{[S_1]}$ and $T^{[S_2]}$. Note that in a precedence graph this directed edge will always lead to the first tensor occurring in $S_2$. Thus, when it is clear from the context, we will write $e_{S_2}$ instead of $e_{S_1}, S_2$. With this notation, we can rewrite $\overline{\#T^{[S]}}$ as $\overline{\#T^{[S]}}$, hence we refer to $\overline{\#}$ as the capped size. We exemplify Eq. (5) in Appendix D3.

Before stating the main result, let $S$ be the set of non-empty sequences observing the constraints imposed by the precedence graph, from which we exclude the sequences starting with the root of the precedence graph. This exception is due to the fact that the algorithm itself does not need to compute the scores of these sequences,

\[5\] Sequences and linear orders are the same object.

\[6\] This is reflected in the if-condition on line 9 in Alg. 1.
Theorem 1. \( C \) satisfies the ASI property for the score function \( \sigma: S \rightarrow \mathbb{N}^+ \times \mathbb{Z} \) defined as
\[
\sigma(S) = (C(S), |e_S| - \#T[S]).
\]
In particular, we define “\( \leq \)” in Def. 1 as
\[
\sigma(U) \leq \sigma(V) \iff \sigma_1(U)\sigma_2(V) \leq \sigma_2(U)\sigma_1(V),
\]
where we refer to \( \sigma_1(S) \) and \( \sigma_2(S) \) as the numerator and denominator, respectively, of the symbolic fraction \( \sigma(S) \).

Appendix [A1] contains a proof of the theorem. Additionally, in Appendix [A3] we prove the transitivity of “\( \leq \)”, which is implicitly used by the algorithm to ensure correct sorting.

C. TensorIKKBZ

We adapt the IKKBZ algorithm to tensor networks, which we refer to as TensorIKKBZ. Intuitively, the algorithm maintains the invariant that the tensors are sorted based on the score function, \( \sigma \). However, the precedence constraints must also be observed. This can lead to a contradictory sequence that violates the invariant: the precedence graph requires \( A \rightarrow B \), but \( \sigma(A) \geq \sigma(B) \). To restore the invariant, the algorithm merges \( A \) and \( B \) into a single node. This node is called a compound tensor and comprises all the tensors in \( A \) and \( B \) (which may themselves be compound tensors) in that order. This step is called normalization.

To see why normalization does not preclude optimality, consider the following theorem (see [25, Thm. 2]):

Theorem 2. Let \( \{A, B\} \) be a compound tensor. If \( A \rightarrow B \) and \( \sigma(A) \geq \sigma(B) \), then there exists an optimal sequence in which \( B \) directly follows \( A \).

Appendix [A2] contains a proof of this theorem.

1. Pseudocode

We outline the pseudocode of the TensorIKKBZ algorithm in Alg. 1, which takes the tree tensor network \( T \) as input and outputs the optimal linear contraction order \( S^* \). For each tensor \( T[i] \) it builds the precedence graph \( P_T[i] \) (line 5) and linearizes it (lines 6–12). This is done by repeatedly interleaving subtree linearizations by ascending \( \sigma \)-value and resolving contradictory sequences therein. Once the entire precedence graph has been linearized, its cost is computed and compared to the best one obtained so far (line 13). Finally, the optimal order is returned (the compound tensors are resolved into their constituent tensors in a step known as denormalization).

Before outlining Alg. 2, let us consider an identity for the capped size which will be useful in the algorithm when computing scores of compound tensors. Let \( S_1 \) and \( S_2 \) be two adjacent subsequences. Then, the capped size of \( T[S_1, S_2] \), i.e., the tensor resulting from the contraction between tensors \( T[S_1] \) and \( T[S_2] \), can be computed as
\[
\#T[S_1, S_2] = \#T[S_1] \#T[S_2] / |e_{S_1, S_2} |.
\]

This follows from the fact that the leg represented by the edge \( e_{S_1, S_2} \) does not matter for either the size or the capped size of \( T[S_1, S_2] \).

The normalization step (Alg. 2) requires resolving contradictory sequences within a linearization. This is the only operation where we need to update scores. It receives a tensor \( T \) (which will always be tensor \( T[u] \) from Alg. 1) along with the linearization \( L \) of its subtree, and performs multiple normalization steps until there are no contradictory sequences left. At each iteration, the score \( \sigma(T) \) must be updated: the new numerator \( \sigma_1(T) \) will represent the cost \( C(T) \) after performing the contraction with the tensor \( L_i \), the \( i \)-th (compound) tensor in the linearization. To this end, we use Eq. (5) to calculate the new cost (line 5). For the new denominator \( \sigma_2(T) \), we calculate the capped size of the newly created tensor via Eq. (6) (line 6). Finally, we create the compound tensor which comprises both \( T \) and \( L_i \) and replaces \( T \) in the precedence graph (line 7). An execution of the TensorIKKBZ algorithm is illustrated in Appendix D4.

2. Time Complexity

The first phase, constructing the precedence graph, can be done by depth-first search in linear time [28], starting from the root and routing the edges to the unexplored nodes of the tree. In the second phase, linearization is the most expensive operation: Interleaving \( m \) linearizations of total size \( n - 1 \) runs in \( O(n \log m) \)-time via a min-heap data structure of size \( m \) [17]. In contrast, the normalization operation takes linear time. Since the algorithm repeats the two phases for each of the \( n \) tensors, its total time complexity is \( O(n^2 \log n) \) [20].

Krishnamurthy et al. [27] improved the original IKKBZ algorithm to run in \( O(n^2) \)-time by observing that the linearizations of two adjacent nodes are similar. We can apply the same observation in our context so that TensorIKKBZ runs in \( O(n^2) \)-time as well.

IV. GENERALIZED OPTIMIZATION APPROACHES

In the last section, we identified one of the settings under which we can provide optimal contraction orders. This was the case for tree tensor networks and linear contraction orders. In this section, we aim to close the gap to
## Algorithm 1: TensorIKKBZ

1. **Input:** Tree tensor network \( T = (V, E, c) \)
2. **Output:** Optimal linear contraction order \( S^* \)
3. \( S^* \leftarrow \emptyset \)
4. **for each** \( T^{(i)} \) in \( V \) **do**
5. Build the precedence graph \( P_{T^{(i)}} \) (cf. Sec. IIIA)
6. **while** \( P_{T^{(i)}} \) is not linearized **do**
7. Select \( T^{(u)} \) whose children are linearized
8. Interleave the linearizations of \( T^{(u)} \)'s children (by ascending \( \sigma \)-value)
9. **if** \( T^{(u)} \neq T^{(i)} \) **then**
10. **Call** Normalization (Alg. B) on the obtained linearization of \( T^{(u)} \)
11. **end if**
12. **end while**
13. **if** \( S^* = \emptyset \) or \( \mathcal{C}(P_{T^{(i)}}) < \mathcal{C}(S^*) \) **then**
14. \( S^* \leftarrow P_{T^{(i)}} \)
15. **end if**
16. **end for**
17. return \( S^* \)

## Algorithm 2: TensorIKKBZ: Normalization

1. **Input:** Tensor \( T \), subtree linearization \( \mathcal{L} \)
2. **Output:** Normalized linearization \( \mathcal{L} \)
3. \( i \leftarrow 1 \)
4. **while** \( i \leq |\mathcal{L}| \land \sigma(T) \geq \sigma(\mathcal{L}_i) \) **do**
5. Update the numerator of \( \sigma(T) \): \( \sigma_1(T) \leftarrow \sigma_1(T) + \frac{\mathcal{C}_1}{|\mathcal{L}_i|} \sigma_1(\mathcal{L}_i) \) (cf. Eq. (5))
6. Update the denominator of \( \sigma(T) \): \( \sigma_2(T) \leftarrow |c_T| - \frac{\mathcal{C}_1}{|\mathcal{L}_i|} \mathcal{C}_2 \) (cf. Eq. (6))
7. Fuse \( T \) with \( \mathcal{L}_i \) as a compound tensor
8. \( i \leftarrow i + 1 \)
9. **end while**

### A. Linearized Dynamic Programming

Textbooks introduce dynamic programming with the classical problem of matrix-chain multiplication and its cubic-time solution \( [17] \). Matrices are a special class of tensors. Consequently, this problem is in fact the optimization problem on chain tensor networks. To apply the same algorithm, we need to find a way to transform the tensor network into a chain, i.e., to find an order (permutation) of its tensors. We can then apply the cubic-time dynamic program to optimize the parenthesis of the tensors, which corresponds to the optimal contraction tree respecting the fixed permutation.

This idea was explored by Neumann and Radke [18] in the context of join ordering. The novelty in their work consists in using the linearizations of the IKKBZ algorithm as seeds for the permutation, which guarantees optimality in the regime of linear orders. The technique is called linearized dynamic programming, LinDP for short, and has been shown to yield near-optimal general join orders. We show that LinDP can be used with TensorIKKBZ to provide near-optimal general contraction orders for tree tensor networks.

**Pseudocode.** We outline the pseudocode in Alg. B (see Appendix B for an extended version). In principle, one can apply the dynamic programming step only to the optimal linear order provided by TensorIKKBZ. Note, however, that TensorIKKBZ considers each tensor as the root of the precedence graph anyway. As a consequence, we obtain \( n \) many such linearizations, all of which can be used as initial permutations (line 5). This gives the algorithm more flexibility to find better general contraction orders.

**Time Complexity.** The fact that LinDP considers all TensorIKKBZ linearizations makes it an expensive algorithm. Namely, its time complexity is \( \mathcal{O}(n^4) \), since it runs the cubic-time dynamic program for each tensor separately (line 6). This problem can be alleviated by parallelizing the main for-loop (line 4).

### B. Generic Tensor Networks

While LinDP is also applicable to generic tensor networks, i.e., not necessarily trees, TensorIKKBZ requires as input a tree tensor network. As such, we need a mechanism to transform the input tensor network into
Algorithm 3: LinDP [18], adapted for tensor networks

1: **Input:** Tensor network \( T = (V, E, c) \)
2: **Output:** General contraction tree \( \tau^* \)
3: \( \tau^* \leftarrow \emptyset \)
4: for each \( T[i] \) in \( V \) do
5: \( S \leftarrow \) Linearization of precedence graph \( P_{T[i]} \) cf. TensorIKKBZ (Alg. 1)
6: Call ChainDynamicProgramming\((S)\) to build the optimal contraction tree \( \tau \) respecting the linear order \( S \)
7: if \( \tau^* = \emptyset \) or \( C(\tau) < C(\tau^*) \) then
8: \( \tau^* \leftarrow \tau \)
9: end if
10: end for
11: return \( \tau^* \)

A tree tensor network. A simple solution is to consider a spanning tree of the network. This is a join ordering technique introduced by Krishnamurthy et al. [27] to deal with generic query graphs. In the experiments, we choose the maximum spanning tree. The reason for this heuristic is as follows: In query optimization, the minimum spanning tree is used (this follows from the observation that edges with low join selectivity are much more likely to be selected in the optimal plan). Given the correspondence between tensor contraction and the relational join that we will introduce in the next section, the choice of the maximum spanning tree is a natural adaptation of the original heuristic to tensor networks.

V. QUERY OPTIMIZATION

As pointed out in the introduction, the new results are only possible due to a connection to join ordering, a subfield of database query optimization. Database systems provide a mechanism for storing tables and answering queries through a programming language called SQL (Structured Query Language) [29]. The underlying mathematical foundation is relational algebra, which defines operators on tables (relations) [30].

A. Query Graph

We are only interested in the binary relational operator Join (\( \Join \)), which takes two tables \( A \) and \( B \) as input and outputs another table \( C = A \Join B \). A query contains multiple joins and is therefore graphically represented as a query graph, where the vertices represent the tables and the edges represent the joins between them. The particularities of a query graph are discussed in detail in Appendix C. In the sequel, we only need the notion of join selectivity, defined as

\[
I_{A,B} = \frac{|A \Join B|}{|A||B|},
\]

where \( |\cdot| \) denotes the cardinality of the table, i.e., the number of records in the table. The join selectivity is used as the weight of the join edge between the two corresponding vertices in the query graph. A query graph with four tables along with their cardinalities is shown in Fig. 7. For example, the cardinality of \( R_1 \) is 100 and the join selectivity of \( R_1 \Join R_2 \) in the same query graph is 0.9, i.e., \( |R_1 \Join R_2| = 0.9 \cdot 100 \cdot 20 = 1800 \).

B. Join Ordering

The result of a query consists of a single table that represents the join of all tables present in the query. However, joining the tables in the order specified by the user, e.g., by means of an SQL query [29], can lead to slow execution times. Therefore, the goal of query optimization and especially its subfield, join ordering, is to find or approximate the optimal execution order of the joins.

1. Commonalities with Contraction Ordering

The reader can already notice the similarities between our problem and the one present in join ordering. Indeed, the problems are almost identical: we can interpret a tensor contraction as a relational join. In the case where tables \( A \) and \( B \) do not share a common column, the relational join becomes a relational cross product. This corresponds to the outer tensor product, i.e., there is no common leg to contract the two tensors over. Ideally, one should aim for solutions that can contain outer products,
as this allows more flexibility. However, this comes at the cost of an exponentially larger search space during optimization.

The equivalent of a contraction tree (Sec. IIIC) in query optimization is a join tree, a rooted binary tree with tables as leaf nodes and join operators as inner nodes. The established classes of join trees are left-deep and bushy, illustrated in Fig. 8. As the figure shows, they correspond to linear and general contraction trees, respectively, so we will only present the results in terms of linear and general.

2. New Aspects of Contraction Ordering

There are several differences which, at first sight, impede results in join ordering, notably optimality results, to be applicable to tensor networks:

1) Tensor Contraction Cost. The sizes of the to-be-contracted legs between two tensors do not appear in the later contraction costs in which the contracted tensor is involved. In contrast, in join ordering, the weights of the join edges, which represent join selectivities, are still multiplied by in later join costs. An example is provided in Appendix C.

2) Open Legs. Another particularity of tensor networks is the presence of open legs. Graphically, they are edges with only one endpoint and persist in the tensor network during its contraction. There is no explicit definition of them in the setting of join ordering we are considering, and thus the algorithms are not designed to support them.

The above differences are accounted for in Thm. 1 and the TensorIKKBZ algorithm. A key ingredient has been the reformulation of the tensor contraction cost in Eq. 4, which is similar to the join cardinality in Eq. 7. Indeed, the factor $1/\prod_{j=1}^{n} q_j$ in Eq. 4 can be interpreted as a join selectivity.

VI. BENCHMARKING AND EVALUATION

To demonstrate the advantage of having an optimal algorithm as a starting point for further heuristics, we compare both TensorIKKBZ and LinDP against the recently proposed hyperoptimizer by Gray and Kourtis [12], ctg.Hyper-Par, which uses as subroutine the KaHyPar hypergraph partitioner [31]. It has been shown to achieve competitive contraction costs on the tensor networks of several quantum circuits, including the Google Sycamore quantum circuit [32].

Setting. We benchmark against two classes of tree tensor networks, the Hierarchical Tucker (HT) and the recently proposed Fork-Tensor Product State (FTPS) [33]. Their graphical notations are both illustrated in Appendix E. The leg sizes are randomly chosen between 1 and 256. We also benchmark on the Sycamore circuit for which we need the spanning tree heuristic described in Sec. IVB (experiment results in Appendix E).

In Fig. 9, we plot the contraction cost, C, and the optimization time for their closed counterparts, i.e., without open legs. In the experiments, we let the algorithms fully exploit the potential of parallelization (in our case, 20 physical cores). Moreover, to ensure fairness, we let ctg.Hyper-Par sample contraction orders n times (the default value is 128), since both TensorIKKBZ and LinDP generate n orders as well. Both of our optimizers are implemented in C++ and wrapped to be used directly in opt_einsum [34] and cotengra [12]. Our implementation is publicly available.

Contraction Cost. The first observation is that, for FTPS, while linear contraction orders are more restrictive than general contraction orders, TensorIKKBZ is on par with ctg.Hyper-Par, which outputs general contraction orders. This is because TensorIKKBZ returns the optimal linear contraction order, thus providing robustness.

In addition, LinDP consistently outperforms ctg.Hyper-Par by almost an order of magnitude in both classes since it builds the optimal contraction tree respecting TensorIKKBZ’s linearization. For small instances, it is on par with the exact exponential dynamic programming of opt_einsum, oe.DynamicProgramming.

Optimization Time. Both of our optimizers are faster than ctg.Hyper-Par. This is partly due to the performance of C++, but also to the good time complexity of the algorithms and their parallelization potential.

VII. CONCLUSION

We proved that tree tensor networks admit optimal linear contraction orders in polynomial time. To this end, we provided the TensorIKKBZ algorithm, which is an adaptation of a decades-old algorithm from database join ordering. It requires the cost function to satisfy the adjacent sequence interchange (ASI) property. Thus, we proved that the cost function used in the context of tensor networks does indeed satisfy this property.

8 https://github.com/stoianmihail/Netzwerk
Apart from the optimality result, we have employed TensorIKKBZ in LinDP \cite{18}, a recent join ordering optimizer that outputs the optimal general contraction tree respecting an initial permutation of the tensors. Its advantage over previous work is that it inherits the optimality guarantees of the TensorIKKBZ algorithm. To cover the full optimization spectrum, we argued that selecting the maximum spanning tree is a well-suited heuristic for optimizing generic tensor networks.

**Future Work.** In future work, one should attempt to support hyperedges in TensorIKKBZ, since there are several instances where hyperedges occur in tensor networks, such as in the 70-qubit Bristlecone \cite{35}. While LinDP can easily support hyperedges, TensorIKKBZ is not trivially extensible. The work of Radke and Neumann \cite{36} in join ordering is not directly applicable since hyperedges in tensor networks are not binary. Furthermore, we assumed a naive implementation of tensor contraction which leads to the contraction cost in Eq. \cite{2}. Instead one could consider more efficient implementations, such as Strassen’s algorithm \cite{37}.
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**Figure 9:** Benchmark of the time to find an optimized contraction scheme, and the resulting contraction cost for closed tree tensor networks. In both cases, lower is better.
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|------------------------|---------------------|
| 10                     | 10^4                |
| 20                     | 10^5                |
| 30                     | 10^6                |
| 200                    | 10^7                |
| 400                    | 10^8                |
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in *Datenbanksysteme für Business, Technologie und Web (BTW 2019), 18. Fachtagung des GI-Fachbereichs „Datenbanken und Informationssysteme“ (DBIS), 4.-8. März 2019, Rostock, Germany, Proceedings*, LNI, Vol. P-289, edited by T. Grust, F. Naumann, A. Böhm, W. Lehner, T. Härder, E. Rahm, A. Heuer, M. Klettke, and H. Meyer (Gesellschaft für Informatik, Bonn, 2019) pp. 57–76.

[37] J. Huang, D. A. Matthews, and R. A. van de Geijn, Strassen’s algorithm for tensor contraction, *SIAM J. Sci. Comput.* **40**, C305 (2018)

[38] R. Bellman, On the theory of dynamic programming, *Proc. Natl. Acad. Sci. USA* **38**, 716 (1952)
Appendix A: Proofs

1. Theorem 1

Proof. We recursively expand $\mathcal{C}(AUVB)$ and $\mathcal{C}(AVUB)$ using Eq. (5):

\[ \mathcal{C}(AUVB) \leq \mathcal{C}(AVUB) \]

As both $T^{[AV]}$ and $T^{[AVU]}$ represent the same tensor and both $e_{AV,U,B}$ and $e_{AV,U}$ refer to the same leg, we have

\[ \mathcal{C}(AUV) \leq \mathcal{C}(AVU) \]

\[ \mathcal{C}(A) + \mathcal{T}^{[A]}_{e_{AV,U}} \mathcal{C}(V) \leq \mathcal{C}(AV) + \mathcal{T}^{[AV]}_{e_{AV,U}} \mathcal{C}(U) \]

\[ \mathcal{C}(U) + \mathcal{T}^{[AVU]}_{e_{AV,U}} \mathcal{C}(V) \leq \mathcal{C}(AV) + \mathcal{T}^{[AV]}_{e_{AV,U}} \mathcal{C}(U) \]

Next, since $AUV$ and $AVU$ must both satisfy the constraints of the precedence graph due to Def. 1 there is no edge between $U$ and $V$. This is because the underlying precedence graph is a rooted tree, so we cannot have a directed edge between $U$ and $V$ and between $V$ and $U$ at the same time, otherwise, a cycle would form. This implies that the edge $e_{AV,U}$ is simply the edge $e_{A,V}$. Analogously for $e_{AV,U}$.

As mentioned in Sec. 12.1.2 the edges $e_{AV}$ and $e_{AV}$ are the unique tree edges to $U$ and $V$, and we can denote them instead by $e_{U}$ and $e_{V}$, respectively. Hence, the inequality reduces to one where only functions of $U$ and $V$ are involved. Defining $\sigma(S)$ as $(\mathcal{C}(S),|e| - \mathcal{T}^{[S]})$ completes the proof.

2. Theorem 2

Proof. Since $A \rightarrow B$, any optimal sequence must be of the form $UAVBW$, with $U \neq \emptyset$ (empty sequence). In case $V = \emptyset$, there is nothing more to prove, otherwise we distinguish between the following subcases:

---

9 This condition is necessary due to the definition of $\sigma$. Namely, $\sigma$, used in the sequel to evaluate the $\mathcal{C}(A)$, is not defined on sequences starting with the root of the precedence graph. This relates to the fact that it is not necessary to normalize the linearization of the root of the precedence graph, as explained in Sec. 12.1.2.
Case $A \to V$:

**Case $\sigma(A) \geq \sigma(V)$:** This is not possible, otherwise $V$ would have been previously absorbed in a compound tensor with $A$.

**Case $\sigma(A) < \sigma(V)$:** Since $\sigma(B) \leq \sigma(A)$, by transitivity we have $\sigma(B) < \sigma(V)$. Note that $V \to B$ is not possible, otherwise $V$ would have been previously absorbed in a compound tensor with $B$. Hence $V \not\to B$ and we can exchange $B$ and $V$ without increasing the cost.

Case $A \not\to V$:

**Case $\sigma(A) \geq \sigma(V)$:** We can exchange $V$ and $A$ without increasing the costs.

**Case $\sigma(A) < \sigma(V)$:** Since $\sigma(B) \leq \sigma(A)$, by transitivity we have $\sigma(B) < \sigma(V)$. Since $V \not\to B$, otherwise the tree constraint would be violated, we can exchange $B$ and $V$ without increasing the cost.

\[ \square \]

3. Transitivity of \(\leq\)

**Proof.** Let $f_1 = (a, b)$, $f_2 = (c, d)$, and $f_3 = (e, f)$ be three elements in $\mathbb{N}^+ \times \mathbb{Z}$. We have to prove

$$ (a, b) \leq (c, d) \land (c, d) \leq (e, f) \implies (a, b) \leq (e, f). $$

By the definition of \(\leq\), we are left with proving

$$ af \leq be, $$

which follows from

$$ cf \leq de \iff f \leq \frac{de}{c} \quad \text{and} \quad af \leq \frac{ade}{c} \quad \text{and} \quad af \leq \frac{bce}{c} \iff af \leq be. $$

\[ \square \]

Appendix B: LinDP: Extended Pseudocode

In Sec. IVA we only provided a shortened version of the pseudocode, as the underlying dynamic program is exactly the solution to the well-known matrix-chain multiplication problem [17]. In Alg. 4, its extended version is outlined.

The algorithm aims to find the optimal contraction tree respecting an initial linear order (sequence) $S$ of the tensors. To this end, it exploits Bellman’s optimality condition [38], which states that if a problem $P$ has an optimal solution $S^* := S_1S_2$, then both $S_1$ and $S_2$ are optimal solutions for $P_1$ and $P_2$, respectively, with $P = P_1P_2$. In our context, this means that every contraction subtree of the original contraction tree must be an optimal contraction tree for the tensors it contains.

Once the precedence graph $P_{T[i]}$ of $T[i]$ has been linearized, the key idea is to compute $C(\cdot)$ for all intervals $[i, j]$, $i \leq j$, using Eq. 3. These values are stored in the dynamic programming table $dp$ of size $n \times n$. For the base case in Eq. 3, we initialize $dp[i, i]$ to 0, $\forall i \in [n]$ (line 6). Subsequently, we fix an interval size $s$ and iterate all intervals of that size. Then, by employing Bellman’s optimality principle, we have to guess where the problem $[i, j]$ splits. This is represented by the index $k$, for each of which we compute the cost (cf. Eq. 3) and compare with the current minimum obtained for $[i, j]$ (lines 11-12). If the current $k$ improves the cost, we store it in the table $opt$ (of size $n \times n$) which will be used to reconstruct the contraction tree of optimal cost. Finally, after the cubic-time algorithm has finished, we update the contraction tree $\tau$ in case the cost $dp[1, n]$, the optimal contraction cost for the given linearization, is better. If so, we reconstruct the contraction tree using the table $opt$ (line 20).

Appendix C: Query Graph

A query graph is a visual representation of a query. The tables are represented by the vertices of the graph, while a join between two tables is represented by an edge between the corresponding vertices. To illustrate this construction, consider the SQL query in Fig. 10. Its output is the list of ids of all students who have taken an exam with R. Feynman.
Algorithm 4: LinDP [18] adapted for tensor networks (extended version)

1: \textbf{Input:} Tensor network $T = (V, E, c)$
2: \textbf{Output:} General contraction tree $\tau$
3: \hspace{1em} $\tau^* \leftarrow \emptyset$
4: \hspace{1em} for each $T[i]$ in $V$ do
5: \hspace{2em} $S \leftarrow \text{Linearization of precedence graph } P_{T[i]} \text{ cf. TensorIKKBZ (Alg. 1)}$
6: \hspace{2em} $dp[i, i] = 0, \forall i \in [n]$
7: \hspace{2em} for each $s \in [2, \ldots, n]$ do
8: \hspace{3em} for each $i \in [1, \ldots, n-s+1]$ do
9: \hspace{4em} $j \leftarrow i + s - 1$
10: \hspace{4em} for each $k \in [i, j]$ do
11: \hspace{5em} $c' \leftarrow dp[i, k] + dp[k+1, j] + c(T[S_i, \ldots, S_k], T[S_{k+1}, \ldots, S_j])$
12: \hspace{5em} if $c' < dp[i, j]$ then
13: \hspace{6em} $dp[i, j] = c'$
14: \hspace{6em} $opt[i, j] = k$
15: \hspace{5em} end if
16: \hspace{4em} end for
17: \hspace{3em} end for
18: \hspace{2em} end for
19: if $\tau^* = \emptyset$ or $dp[1, n] < C(\tau^*)$ then
20: \hspace{1em} $\tau^* \leftarrow \text{Reconstruct contraction tree from } opt$
21: \hspace{1em} end if
22: end for
23: return $\tau^*$

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure10.png}
\caption{Example SQL query and its corresponding query graph. The vertices correspond to the tables in the query, while the edges correspond to the joins between them.}
\end{figure}

This is done by two joins: one between the \textit{students} and \textit{exams}, and one between \textit{exams} and \textit{professors}. The vertices of the query graph are thus the three tables \textit{students}, \textit{exams}, and \textit{professors}, respectively, while the two joins are represented as edges between them. The vertex labels correspond to the cardinalities of the tables, while the edge weights correspond to the join selectivities, which we formally introduced in Sec. VB1.

Join selectivities are used to compute the cardinality of sets of relations. Formally, the cardinality of a set $S$ of relations is the product of individual relation cardinalities and the join selectivities associated with the edges between them. For instance, the cardinality of $s \bowtie e$ is equal to $500 \cdot 50 \cdot 0.05 = 1250$, while the cardinality of the entire query $s \bowtie e \bowtie p$ is $500 \cdot 50 \cdot 10 \cdot 0.05 \cdot 0.01 = 125$. In Sec. VB1, we also mentioned the term \textit{cross product}. A cross product can be thought of as a join between two tables that do not share a join edge. For example, there is no join edge between $s$ and $p$, resulting in a cross product; its cardinality is therefore $500 \cdot 10 = 5000$.

Appendix D: Examples

1. Tensor Network Contraction Cost

We exemplify the calculation of $C$ for the linear contraction order in Fig. 2. For simplicity, assume all legs are of size 2. In the first step, the cost is $2 \cdot 2 \cdot 2 = 8$, as there are three legs involved in the operation. Next, the contraction involves all legs, hence the cost equals again 8. Lastly, the cost is $2 \cdot 2$, as there are two legs between the remaining two tensors. Therefore, the contraction cost equals $8 + 8 + 4 = 20$. 
We provide the full derivation for the expressions used in Sec. 3.1.1. Namely, we calculate the costs of $T^{[1]}T^{[2]}T^{[4]}T^{[3]}$ and $T^{[1]}T^{[4]}T^{[2]}T^{[3]}$ using Eq. (3) to recursively decompose the cost until we arrive at contractions between individual tensors, as follows:

\[
\mathcal{C}(T^{[1]}T^{[2]}T^{[4]}T^{[3]}) = \mathcal{C}(T^{[1]}T^{[2]}T^{[4]}) + \mathcal{C}(T^{[3]}) + c(T^{[1,2,4]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}T^{[2]}T^{[4]}) + 0 + c(T^{[1,2,4]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}T^{[2]}) + c(T^{[1,4]} + c(T^{[1,2]}, T^{[4]}) + c(T^{[1,2,4]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}T^{[2]}) + 0 + c(T^{[1,2]}, T^{[4]}) + c(T^{[1,2,4]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}) + c(T^{[1]}, T^{[2]}) + c(T^{[1,2]}, T^{[4]}) + c(T^{[1,2,4]}, T^{[3]})
\]

\[
= 0 + 0 + c(T^{[1]}, T^{[2]}) + c(T^{[1,2]}, T^{[4]}) + c(T^{[1,2,4]}, T^{[3]})
\]

\[
= c(T^{[1]}, T^{[2]}) + c(T^{[1,2]}, T^{[4]}) + c(T^{[1,2,4]}, T^{[3]})
\]

\[
= pq + qr + r
\]

\[
\mathcal{C}(T^{[1]}T^{[4]}T^{[2]}T^{[3]}) = \mathcal{C}(T^{[1]}T^{[4]}T^{[2]}) + \mathcal{C}(T^{[3]}) + c(T^{[1,4,2]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}T^{[4]}T^{[2]}) + 0 + c(T^{[1,4,2]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}T^{[4]}) + c(T^{[2]}) + c(T^{[1,4]}, T^{[2]}) + c(T^{[1,4,2]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}T^{[4]}) + 0 + c(T^{[1,4]}, T^{[2]}) + c(T^{[1,4,2]}, T^{[3]})
\]

\[
= \mathcal{C}(T^{[1]}) + c(T^{[1]}, T^{[4]}) + c(T^{[1,4]}, T^{[2]}) + c(T^{[1,4,2]}, T^{[3]})
\]

\[
= 0 + 0 + c(T^{[1]}, T^{[4]}) + c(T^{[1,4]}, T^{[2]}) + c(T^{[1,4,2]}, T^{[3]})
\]

\[
= c(T^{[1]}, T^{[4]}) + c(T^{[1,4]}, T^{[2]}) + c(T^{[1,4,2]}, T^{[3]})
\]

\[
= pq + pr + r
\]

3. Exemplification of $\mathcal{C}(S)$

We exemplify the computation of $\mathcal{C}(S)$, as specified in the recursive Eq. (3), with the (rooted) tree tensor network depicted in Fig. 11a. Let us first compute the cost of contracting $T^{[2]}$ with $T^{[4]}$, and observe that Eq. (5) corresponds to the actual contraction cost of two tensors. A step-wise computation is illustrated in Fig. 11b. Let us now compute the contraction cost of contracting $T^{[1]}$ with $T^{[2]}$ and then with $T^{[3]}$ using the previously computed $\mathcal{C}(T^{[2]}T^{[1]})$:

\[
\mathcal{C}(T^{[1]}T^{[2]}T^{[3]}) = \mathcal{C}(T^{[1]}) + \frac{\#T^{[1]}}{\#T^{[2]}} \mathcal{C}(T^{[2]}T^{[3]})
\]

\[
= 0 + \frac{pq}{p} (pr + rs)
\]

\[
= pq + qr.
\]
Figure 12: TensorIKKBZ: Run of the algorithm for the precedence graph of $T^{[4]}$. Leg sizes are specified in the original tree tensor network, while the scores are shown as symbolic fractions in the upcoming steps, e.g., $\sigma(T^{[3]}) = \frac{3}{4}$. Contradictory sequences are highlighted when a normalization is due. In the last step, we obtain the optimal linear contraction order for the precedence graph of $T^{[4]}$.

To underscore the fact that the splitting point of the sequence does not matter for the contraction cost, let us consider the split $T^{[1]}T^{[2]}T^{[3]} := (T^{[1]}T^{[2]})(T^{[3]})$ instead of the previous one, namely $T^{[1]}T^{[2]}T^{[3]} := (T^{[1]})(T^{[2]}T^{[3]})$:

$$C(T^{[1]}T^{[2]}T^{[3]}) = C(T^{[1]}T^{[2]}) + \frac{\#T^{[1]}T^{[2]}}{|e_{T^{[3]}}|} C(T^{[3]})$$

$$= C(T^{[1]}) + \frac{\#T^{[1]}}{|e_{T^{[2]}}|} C(T^{[2]}) + \frac{\#T^{[1]}T^{[2]}}{|e_{T^{[3]}}|} \#T^{[3]}$$

$$= 0 + \frac{\#T^{[1]}}{|e_{T^{[2]}}|} \#T^{[2]} + \frac{\#T^{[1]}T^{[2]}}{|e_{T^{[3]}}|} \#T^{[3]}$$

$$= 0 + \frac{pq}{p} \cdot pr + \frac{pq \cdot r}{r \cdot p} \cdot rs$$

$$= apr + qrs.$$

4. TensorIKKBZ: Example

An execution of the algorithm is visualized in Fig. 12. We are considering only the precedence graph of $T^{[4]}$, but the algorithm would have to consider all precedence graphs. In the first phase, the algorithm builds the precedence graph of $T^{[4]}$, which is equivalent to rooting the tree tensor network in $T^{[3]}$. The subtree of $T^{[2]}$ is not yet linearized, thus the algorithm merges the linearizations of $T^{[1]}$ and $T^{[5]}$, which in this case are the nodes themselves, by observing the score monotonicity w.r.t. “≤” (as defined in Thm. 1). After the merge step, a normalization step is required (step 3), since $T^{[2]} \rightarrow T^{[1]}$, but $\sigma(T^{[1]}) \leq \sigma(T^{[2]})$. This creates the compound tensor $T^{[2]}T^{[1]}$ which comprises both $T^{[2]}$ and $T^{[1]}$, in that order. Its score is calculated as described in Alg. 2.

Afterward, we are able to linearize $T^{[4]}$ and, in the final step, denormalize it, i.e., resolve the compound tensors into their constituent tensors. In our case, the compound tensor $T^{[2]}T^{[1]}$ is decomposed into individual tensors, as in step 5. Finally, we obtain the optimal linear contraction order for the precedence graph of $T^{[4]}$. That is, $T^{[4]}$ should be contracted first with $T^{[3]}$, then with $T^{[2]}$, followed by $T^{[1]}$ and $T^{[5]}$. 

\begin{align*}
T^{[1]} & \rightarrow T^{[2]} \\
T^{[3]} & \rightarrow T^{[4]} \\
T^{[5]} & \rightarrow T^{[1]} \\
T^{[2]} & \rightarrow T^{[1]} \\
T^{[1]} & \rightarrow T^{[1]} \\
\end{align*}
Appendix E: Experiments

1. Graphical Notations

In Sec. VI, we benchmarked on the Hierarchical Tucker and the Fork-Tensor Product State (FTPS) [33], both tree tensor networks. Their graphical notations are both illustrated in Fig. 13.

2. Sycamore

The Sycamore architecture is the one used and executed in the quantum supremacy experiment of Arute et al. [32]. In our experiments, we enable local optimization [14] and suffix the optimizers where we have enabled it with “+”. For ctg.Hyper-Par, we use the default value for the number of samples, 128. Note that in this setting, the underlying tensor network is not tree-shaped. Hence, as discussed in Sec. IV.B, we need to choose a spanning tree of the tensor network. In Fig. 14, we plot both the contraction costs and the optimization times.

First, since the underlying tensor network of the Sycamore circuit is a generic one, our algorithms cannot provide any optimality guarantee (but rather only on the minimum spanning tree provided). Second, we observe that for a small number of cycles, namely less than or equal to 14, LinDP is on par with ctg.Hyper-Par. However, as the number of cycles increases, the contraction costs offered by LinDP become less competitive. Moreover, LinDP suffers from its quartic time complexity. Since our main technical result is the TensorIKKBZ algorithm, we leave it as future work to further improve both the contraction costs and optimization times of LinDP in the context of tensor networks.