Dynamic phase diagram of plastically deformed amorphous solids at finite temperature
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The yielding transition that occurs in amorphous solids under athermal quasistatic deformation has been the subject of many theoretical and computational studies. Here, we extend this analysis to include thermal effects at finite shear rate, focusing on how temperature alters avalanches. We derive a nonequilibrium phase diagram capturing how temperature and strain rate effects compete, when avalanches overlap, and whether finite-size effects dominate over temperature effects. The predictions are tested through simulations of an elastoplastic model in two dimensions and in a mean-field approximation. We find a new scaling for temperature-dependent softening in the low-strain rate regime when avalanches do not overlap, and a temperature-dependent Herschel-Bulkley exponent in the high strain rate regime when avalanches do overlap.

I. INTRODUCTION

Amorphous solids are materials that, like fluids, lack long-range order on the constituent particle scale, yet are solid at rest. When deformed slowly, these solids respond, first seemingly elastically and then once a critical stress is achieved, plastically [1,2]. This response can be either brittle, with system spanning shear bands, or ductile, with homogeneous plasticity [2–5]. Ductile plastic flow is “jerky”, with periods of elastic stress-loading punctuated by short bursts of stress-releasing plastic rearrangement dubbed “avalanches”. These avalanches can be decomposed into individual shear-transformations (STs), regions of plastic deformation typically involving a few tens of particles [6–8]. Each ST causes a rearrangement that locally relieves stress, while inducing a long-range a quadrupolar stress-field [8–11] that can trigger further STs in an avalanche. In the flowing state, in absence of flow inhomogeneities, the hallmarks of a dynamical phase transition emerge: avalanches are scale-free, with non-trivial critical exponents [12–20].

Much theoretical attention has been paid to the ductile yielding transition in the athermal and quasistatic (AQS) limit [12,16,19–22]. This limit is appropriate when the plastic ST timescale τ, over which rearrangements occur, is much smaller than the periods of elastic loading (set by the driving rate) and the timescale of thermally triggered STs. When driving rate competes with the timescale of plastic rearrangements, rheological effects begin to alter the phase-transition picture [23–26]. For systems where the constituent particles are large and Brownian motion small (e.g. foams, emulsions, dense suspensions, etc.) thermal effects can be safely neglected [27]. However, for systems with smaller particles or higher temperatures (e.g. metallic glasses close to the glass-transition temperature Tg), thermal effects begin to play a role [2].

Thermal history and preparation can affect whether yielding is brittle or ductile [2,3,28,30]. Specifically in ductile steady-state flow, the competition of thermal and driving-rate timescales changes the rheology as follows: If driving rates γ are increased, so that the loading time between avalanches becomes so short as to be comparable to the duration of the average avalanche ⟨t⟩av, avalanches begin to overlap temporally, as shown for instance in the molecular dynamics study of Karmarkar et al. [31]. These overlapping avalanches destroy the anomalous stress-fluctuations of the AQS yielding transition, and the flow stress Σ rises above the athermal critical stress Σc according to the Herschel-Bulkley law [12,32,33],

\[ \Sigma(T = 0, \dot{\gamma}) = \Sigma_c + A\dot{\gamma}^n, \]  

where n is the Herschel-Bulkley exponent and T = 0 indicates the athermal limit. If eq. (1) is formulated as a critical scaling law: (Σ − Σc)β ∼ γ, then β = 1/n can be viewed as an order parameter exponent, in analogy to static critical phenomena.

In overdamped systems in general, the flow stress decreases with temperature and increases with driving rate. Computational studies of thermal activation effects on the yielding transition have been conducted with molecular dynamics simulations of glass formers [34] and more recently with mesoscale elastoplastic models (EPM) [35–37]. While molecular dynamics simulations simulate each atom (or molecule), EPMs coarse grain to the level of elastic blocks. These blocks fluidize once the local stress exceeds a threshold, whereupon they plastically dissipate the local stress. The advantage of this coarse-graining is that one can simulate for long periods and for large systems, while respecting the underlying symmetries of the yielding transition. Recent EPM studies have mostly focused on the scaling of the flow stress and have proposed that it takes a scaling form (in analogy with the depinning transition [38])

\[ \dot{\gamma} \sim T^\psi f \left( \frac{\Sigma(T, \dot{\gamma}) - \Sigma_c}{T^{1/\alpha}} \right), \]  

where \( \psi = \beta/\alpha \) is the Fisher thermal rounding exponent.
and $\alpha$ is an exponent that characterizes the shape of the energy landscape (see below).

Relatively little work has focused on the interplay between temperature effects and the scaling description for avalanches. Karmakar et al. also showed that, like with higher driving rates, increased temperatures interfere with avalanches, destroying their anomalous scaling with system size [51]. In that work, the stress-fluctuation scales can be worked out by determining the timescales of the system, and identifying when they compete with each other.

Subsequent to that work, there have been significant theoretical developments in the AQS regime, with scaling theories connecting different scale-free aspects of the yielding transition. One useful advance has been the notion of “residual stress” $x = \sigma_{th} - \sigma$, i.e. the stress necessary to trigger an ST with a threshold $\sigma_{th}$ in a particular region of the amorphous solid. The distribution of residual stresses $p(x) \sim x^\beta$ is scale-free in the thermodynamic limit [12], and plays a key role in driving the anomalous stress-fluctuations in these systems. Mesoscale modelling has been particularly helpful in exploring scaling aspects of the yielding transition, as it coarse-grains at the level of STs, and directly exposes $p(x)$ [21].

To that end, in this work we will use a mesoscopic model with Arrhenius activation rule (as in refs. [35–37])

$$\lambda(x) = \frac{1}{\tau} \exp\left(-\frac{x^\alpha}{T}\right),$$

(3)

to describe temperature and rate effects on the critical behaviour of the yielding transition. This choice of activation rule is motivated by an energy landscape picture: local regions regions of the amorphous solid are stable because there is an energy barrier (scaling as $U \sim C x^\alpha$) preventing their rearrangement (with catastrophe theory suggesting $\alpha = 1.5$ [20]). Transition state theory suggests that temperature $T$ causes repeated attempts at crossing these barriers, which succeed at a rate proportional to $\exp(-U(x)/k_B T)$ [10]. In this work, we set $C/k_B = 1$ and the prefactor $\tau^{-1}$ is set so that when $x = 0$ (i.e. no barrier), sites activate on average after $\tau$, thus matching the microscopic timescale for ST rearrangement. We match these two timescales because the exponential prefactor in eq. [3] is the attempt frequency for barrier crossing. In particle scale simulations of model glasses, this attempt frequency is of order the atomic vibrational frequency, $f_{vib} \approx O(1/\tau)$, while the time taken for a plastic rearrangement is of the same order [11].

With the thermal timescale established, we begin by enumerating the other natural timescales in sheared amorphous solids:

- The plastic ST timescale $\tau$ over which atomistic rearrangements occur, i.e. the length of time for which a given ST is fluid and the timescale over which stress is dissipated.
- For a site a distance $x$ from instability, the thermal Arrhenius activation timescale $1/\lambda(x) = \tau \exp(x^\alpha/T)$. In this description, sites with residual stress $x$ have a potential barrier to thermal activation scaling as $U \sim x^\alpha$.
  - For a site a distance $x$ from instability, the mechanical yielding timescale $x/\mu \dot{\gamma}$, with $\mu$ a shear modulus.
  - The average avalanche duration $(t)_{av}$.
  - The average loading time between triggering avalanches $(t_{load})$.

We will use the competition of these timescales to sketch out a phase diagram and predict the scaling in different regimes. Then, using numerical simulations, we will confirm the existence of the different phases and verify the scaling laws present in each phase.

II. THERMALLY ACTIVATED ELASTOPLASTIC MODEL

We use a mesoscale elastoplastic model (EPM), which coarse-grains the amorphous solid to a grid of $L^d$ elastically coupled cells. Each cell $i$ has a yield stress $\sigma_{th,i}$ drawn independently from a Weibull distribution (shape parameter $k = 2$) [12] and an initial stress $\sigma_i = 0$. The system is driven at a fixed strain rate $\dot{\gamma}$ which adds stress uniformly to all sites at a global rate $\dot{\varepsilon} = \mu \dot{\gamma}$. In the following we set $\mu = 1$. Sites fluidize immediately when their residual stress $x = \sigma_{th,i} - |\sigma_i| \leq 0$. Once fluid, sites remain fluid for $2\tau$, before again becoming elastic. Fluid sites dissipate stress as $\dot{\sigma}_i \sim -\sigma_i/\tau$. We use a finite-element solver to propagate stresses from fluidized sites, which automatically produces the anisotropic Eshelby-like stress-fields characteristic of STs. In contrast to the other thermally activated EPMs [35–37], we use a real-space stress-propagator more similar to [17, 44]. In some of our simulations, we follow refs. [16, 45] and shuffle the indices of the sites when applying the “kicks” from the fluidized sites and refer to these simulations as “shuffled-kernel” or mean-field (MF) simulations. There are two features that distinguish our model from the EPMs used in refs. [35, 37]. Firstly, we study the system under constant strain-rate, as is more typical in MD simulations. This makes it challenging to numerically sample the time to failure for sites with $x \approx 1$, but can be accelerated for $\alpha = 1, 2$, to which we restrict our focus in this work. Secondly, our EPM implementation does not use periodic boundary conditions. For details on the acceleration algorithm and implementation details, see Appendix A

III. COMPETITION OF TIMESCALES

Equation [3] implies a characteristic stress scale,

$$x_c = T^{1/\alpha}.$$

(4)
The Arrhenius activation rate is of order $1/\tau$ when $x \leq x_c(T)$. The first two natural timescales to equate are
\[ x_c/\dot{x} = \tau, \]
which sets the mechanical yielding timescale for a site with residual stress $x_c$ to the thermal yielding time for a site at or below $x_c$. This relation defines the orange line
\[ \dot{x}_c(T) \equiv 1/\tau T^{1/\alpha} \]
dividing regions 1 and 5 from 2, 3 and 4 in Fig. I. For simulations above this orange line with $\dot{x} > \dot{x}_c(T)$, thermal effects are minimal, since even sites with $x < x_c$ are driven to mechanical failure at $x = 0$ before thermal activation can occur.

The division between regions 2 and 3 comes from competition between finite-size scaling and the thermal activation of sites. In both regimes, avalanches are scale-free up to a cut-off scale, set by the either temperature or the linear dimension $L$ of the system. The size of an avalanche is defined by the stress dissipated by the avalanche, with $S = L^d \delta \Sigma_{av}$ (approximately the number of yielding sites). In steady state, the average stress dissipated by avalanches must equal the stress loaded between avalanches: $\langle \dot{\Sigma} \rangle_{load} = L^{-d} \langle S \rangle$. Since $\langle \dot{\Sigma} \rangle_{load} / L$ scales with $L$, this produces a non-trivial scaling for the mean avalanche size $\langle S \rangle$. In the athermal case, an avalanche begins when the weakest site (left at $x_{\text{min}}$ by the preceding avalanche) reaches $x = 0$, so in AQS ($\dot{t}_{\text{load}}$), $\dot{x} = \langle x_{\text{min}} \rangle$. If $x$ is independent between sites (which appears to be approximately true), $\langle x_{\text{min}} \rangle$ is entirely determined by the probability density function for $x$, $p(x)$, with $L^{-d} \sim \int_0^{\langle x_{\text{min}} \rangle} p(x')dx'$. However, thermal effects alter the form of $p(x)$ from the power-law form $p(x) \sim x^\theta$ expected in the thermodynamic limit.

Arrhenius activations deplete sites with $x < x_c$ (as can be seen in Appendix III Fig. I) in the thermal regime. If we approximate the density of sites with $x < x_c$ as zero with $p(x) = A x^\theta$ for $x \in (x_c, 1)$ and elsewhere zero and using the relation $L^{-d} \sim \int_0^{\langle x_{\text{min}} \rangle} p(x')dx'$, we obtain:
\[ \langle x_{\text{min}} \rangle \sim \left( \frac{\theta + 1}{A} L^{-d} + x_c^{\theta+1} \right)^{1/(\theta+1)}, \]
which is valid whenever thermal activations occur quickly compared to mechanical yielding (i.e. in regions 2, 3, and 4). Clearly, there is a natural temperature scale when $x_c^{\theta+1} \sim L^{-d}$, i.e. when
\[ T_c \sim L^{-d(\theta+1)}. \]

This is the red line dividing regions 2 & 3. The transition across this line is detailed in section IV A but in essence this phase-line captures whether avalanches are truncated by finite-size or by nonzero temperature.

At high driving rates, the time needed for amorphous solids to plastically dissipate loaded stress becomes longer than the time needed to trigger a new plastic event, which results in a characteristic shear-thinning stress response, typically captured by the Herschel-Bulkley relation (eq. (11)): $\dot{\gamma}^n \sim \Sigma - \Sigma_c$, where $n = 1/\beta$ is the Herschel-Bulkley exponent. This rise in stress above the critical flow stress $\Sigma_c$ occurs whenever the stress dissipation timescale (be it from avalanches, individual STs, or a more generic dissipative mechanism) competes with the loading timescale. In our case, this first occurs when avalanches (the longest dissipative timescale in our system) begin to temporally overlap, i.e. the loading time is comparable to the duration of avalanches.

The next several relations determine the onset of avalanche overlap. We can establish a maximum temperature, $T_N$, for which avalanches in a finite-size system remain discrete by setting the rate of activation for $L^d$ freshly injected sites equal to $1/\tau$:
\[ \tau^{-1} = L^d \varepsilon^{-1/\alpha} e^{-1/\tau T_N}, \]
implies $T_N = 1/\log (L^d)$. This is the blue line dividing regions 3 and 4 in Fig. I. At lower temperatures, avalanche overlap can be assisted by higher driving rates. As before, avalanches can overlap because the loading time between avalanches is comparable to the plastic time i.e.:
\[ \langle t_{\text{load}} \rangle = \tau. \]
TABLE I. A summary of the derived phases and scaling of avalanche size or stress with temperature or system size.

| #  | Name                        | Scalings                                      | Notes                                |
|----|-----------------------------|-----------------------------------------------|--------------------------------------|
| 1  | Athermal quasistatic        | \(\langle S \rangle_{\text{AQS}} \sim L^{\alpha_0/(\theta+1)}\) | Dynamics are as if \(T = 0\) and \(\gamma = 0\) |
| 2  | Finite-size truncated avalanches | \(\langle S \rangle \sim L^{\alpha_0/(\theta+1)} + \mathcal{O}(T^{1/\alpha})\) | Minimal temperature effects.         |
| 3  | Temperature truncated avalanches | \(\langle S \rangle \sim T^{1-\theta/\alpha}\) | Avalanche size is truncated by temperature rather than system size. |
| 4  | Thermal Herschel-Bulkley    | \(\langle \Sigma \rangle = \langle \Sigma_c \rangle + \gamma_{\text{AQS}}\) | Avalanches overlap, temperature effects present. |
| 5  | Athermal Herschel-Bulkley   | \(\langle \Sigma \rangle \sim \gamma_{\text{AQS}}\) | Avalanches overlap, no temperature effects |
| 6  | Simple Fluid                | \(\langle \Sigma \rangle \sim \gamma\)          | Sites yield immediately and independently. |

We first handle the thermally assisted case (i.e. \(\dot{x} < \dot{x}_c(T)\)). Thermal activation occurs when the weakest site reaches \(x_c\), so the loading time is \(\langle t_{\text{load}} \rangle = \langle x_{\text{min}} \rangle - x_c/\dot{x}\). For \(T > T_c(L)\), we can expand eq. (7) to first order in \(L^{-d}\) for \(\langle x_{\text{min}} \rangle\) giving:

\[
\langle t_{\text{load}} \rangle \sim \frac{1}{\dot{x}} \left[ x_c^{-\theta} L^{-d} \right]. \tag{11}
\]

Using \(\langle t_{\text{load}} \rangle = \tau\) and \(x_c = T^{1/\alpha}\) we find:

\[
\dot{x}_{\text{overlap}}(T > T_c(L)) \sim \frac{1}{\tau} L^{-d} T^{-\theta/\alpha}. \tag{12}
\]

This gives the green line dividing region 3 and 4 in Fig. 14. Now for the second case, where \(\dot{x} > \dot{x}_c(T)\), we know that thermal activation should be rare (i.e. mechanical effects dominate). Then, the form of \(p(x)\) is altered to have a size and drift velocity dependent plateau with \(p(x) = p_0\) for \(x < x_p(\dot{x}, L)\) (see Appendix 15, Fig. 16 and associated discussion). If we instead use that \(\langle x_{\text{min}} \rangle\) is in the plateau (an appropriate assumption for large \(L\), we have

\[
\langle x_{\text{min}} \rangle = L^{-d} p_0^{-1} \tag{13}
\]

where \(p_0 = A x_p^\alpha\). Then, equating the loading time and the ST plastic time, we have:

\[
\tau = \frac{\langle x_{\text{min}} \rangle/\dot{x}_{\text{overlap}} \sim \frac{L^{-d}}{\dot{x}_{\text{overlap}} x_p(\dot{x}, L)^\theta}}{\frac{L^{-d}}{\dot{x}_{\text{overlap}} x_p(\dot{x}, L)^\theta}} \tag{14}
\]

which yields the purple line, dividing region 1 and 5. For large \(L\), the onset of the plateau scales as \(x_p \sim \tau \dot{x}\), and we have

\[
\dot{x}_{\text{overlap}}(T < T_{\text{overlap}}) \sim L^{-d/(1+\theta)}. \tag{15}
\]

We have found phase lines (eqs. 14,15) for avalanche overlap on both sides of the thermal activation phase line \(\dot{x}_c\). These phase lines should be continuous across the thermal activation phase line, meeting at a system size dependent temperature \(T_{\text{overlap}}\):

\[
L^{-d/(1+\theta)} \sim L^{-d} T^{-\theta/\alpha}_{\text{overlap}} \implies T_{\text{overlap}} \sim L^{-d/(1+\theta)}. \tag{16}
\]

which we indicate with the purple star in the phase diagram. Crucially, \(T_{\text{overlap}}(L) \sim T_c(L) \sim L^{-d\alpha/(1+\theta)}\), so that the expansion taken in equation 11 is always valid. Transitions across these lines are explored in section IVB.

Despite avalanches being ill-defined in the (a)thermal-HB phase, we will show numerically in section IVB that dynamics are still collective, since the presence of correlations between sites affects the HB exponent \(n\). At sufficiently high temperature or driving however, sites yield essentially immediately, destroying any collective effects. When this occurs, the amorphous solid is said to have “fluidized”. In the fluid phase phase, the stress on any given site \(i\) evolves according to \(\dot{\sigma}_i = -\sigma_i/\tau + \dot{x}\), which tends to \(\sigma_i \to 0\). This implies \(\langle \Sigma \rangle \sim \gamma\), meaning that this phase behaves like a simple Newtonian fluid (hence the name). Fluidization occurs when freshly rejuvenated sites (initially at \(x = 1\)) in the absence of noise yield within a time of order the mechanical yielding timescale \(\tau\). Since sites with \(x < x_c(T) = T^{1/\alpha}\) yield within about \(1\), and it takes time \((1-x_c)/\dot{x}\) for a site initially at \(x = 1\) to reach the thermal absorbing barrier, we say that fluidization occurs whenever \(\tau \dot{x} > 1 - T^{1/\alpha}\). This gives the line separating the (a)thermal HB phases (regions 4 and 5) from the fluid phase 6.

IV. NUMERICAL TESTS OF THE PHASE DIAGRAM

To test our phase diagram and scaling theory, we perform simulations at different stress-loading rates \(\dot{x}\), temperatures \(T\), system sizes \(L\), and with \(\alpha = 1\) and \(\alpha = 2\), as well as for 2d simulations and 2d simulations with a shuffled kernel. These shuffled kernel simulations keep the broad-tailed kick statistics of the 2d simulations, but remove spatial correlations between sites, thus providing a mean-field (MF) realization of the EPM. One consequence of this is that the exponent \(\theta\) changes from \(\theta \approx 0.52\) (in 2d) to \(\theta \approx 0.35\), allowing us to vary \(\theta\) and test scaling relations involving \(\theta\). For convenience of the reader, Fig. 2 presents an overview of the regions of the phase-diagram that were simulated, and indicates the corresponding figures.
A. Avalanche size cutoff

Discrete avalanches exist in regions 1, 2, and 3. In region 1, avalanches do not overlap and thermal activations do not occur, making this the well-studied AQS limit.

We can study the average avalanche size in regions 1-3 by equating the average stress dissipated in avalanches with the average stress load between avalanches. Since avalanche size is defined as $S = L^d \langle \delta \Sigma_{av} \rangle$, we need merely to compute $\langle \delta \Sigma_{av} \rangle = \langle t_{load} \rangle$. In zone 3, where thermal effects are large, we expect: $\langle t_{load} \rangle \sim \frac{1}{x} L^{-d} T^{-\theta/\alpha}$ (eq. 11), so that

$$\langle S \rangle \sim L^d \langle t_{load} \rangle \sim T^{-\theta/\alpha}$$  \hspace{1cm} (17)

(i.e. no system-size dependence of the mean avalanche size). Meanwhile, for $T \ll T_c$ (i.e. $x_1^\theta \ll L^d$), eq. 11 reduces to simply $\langle x_{min} \rangle \sim L^{-d/(\theta+1)}$. For $\langle t_{load} \rangle = \langle x_{min} \rangle - x_c$ with $x_c \ll L^{-d/(1+\theta)}$, we simply have $\langle \delta \Sigma_{av} \rangle = \langle t_{load} \rangle = \langle x_{min} \rangle$. Hence, in the low-temperature limit, $\langle S \rangle_{AQS} \sim L^{d\theta/(\theta+1)}$.

In Fig. 3 we verify this scaling for $\langle S \rangle$ crossing the 1-2 phase line, plotting $\langle S \rangle/(S)_{AQS}$ against $(T/T_c)^{\theta/\alpha}$, which collapses the AQS plateau and gives a high-temperature tail scaling as $\langle S \rangle \sim (L/T_c)^{\theta/\alpha}$. These expressions have no driving rate dependence, and we have verified the crossover and scaling at different driving rates than those show in Fig. 3. We indeed find almost no driving-rate dependence in the avalanche size, except for those simulations close to $T_N$ (orange in Fig. 3), where lower velocities weakly decrease avalanche size due to stress-softerning. For this reason, the highest temperature fall slightly below the $T^{-\theta/\alpha}$ scaling.

Now, assuming a power-law form for the distribution of avalanche sizes $p(S) \sim S^{-\tau} g(S/S_c(T, L))$, truncated at $S_c(T, L)$ by finite-system size or temperature, we have that:

$$\langle S \rangle = \int_0^\infty S^{1-\tau} g(S/S_c) dS = S_c^{\tau-1} \int_0^\infty u^{1-\tau} g(u) du$$  \hspace{1cm} (18)

implying

$$\langle S \rangle \sim S_c^{\tau-1}.$$  \hspace{1cm} (19)

Cropped with $\langle S \rangle \sim T^{-\theta/\alpha}$ this implies $S_c(T) \sim T^{-\theta/(\alpha(2-\tau))}$. Meanwhile, for $T < T_c$, we have the usual AQS regime scaling, $S_c(T) \sim L^{d\theta/(\theta+1)(2-\tau)}$ and consequently the scaling relation $d_f = d/(\theta + 1)(2-\tau)$ [21]. Though this scaling relation works well for the shuffled kernel simulations, we note that for 2d simulations, there are small additional corrections in the AQS limit as described in [10] that we do not account for here. These additional corrections only affect the slow-driving AQS limit, since they depend on the structure of the plateau in Fig. 3 which is destroyed by temperature fluctuations.

Our finding, that there are “anomalous” stress fluctuations (i.e. $\langle \delta \Sigma_{av} \rangle \lesssim L^d = N^{-1}$) below a critical temperature related to the size of the system, and “normal” (i.e. $\langle \Delta \Sigma_{av} \rangle \sim L^d \sim N^{-1}$) fluctuations above this...
temperature, is consistent with the previous results obtained by Karmakar et al. with particle scale simulations [31, 17].

B. Avalanche overlap onset

The onset of Herschel-Bulkley power-law scaling occurs when the timescale of avalanches is comparable to the timescale between loading, and so stress is added to the system faster than avalanches can release it. What happens when avalanches begin to overlap in time? As driving rate is increased, spatially distinct and largely non-interacting avalanches are nucleated faster than older avalanches conclude, as was shown by explicitly measuring the correlation length in athermal molecular dynamics [48]. Although we do not explicitly measure the correlation length or degree of spatial overlap in our system, we anticipate a similar phenomenon takes hold as temperature is increased, with a regime of spatially distinct temporally overlapping avalanches. This phase marks the beginning of HB scaling. At sufficiently high strain-rates, the avalanches begin to increasingly overlap and interact, and it is no longer possible to individualize them as independent collective events.

Because our system is finite, the HB phase still has brief periods of quiescence with no plastic activity. Since we denote an “avalanche” as any period of plasticity bounded by periods of quiescence (of at least 3τ), we will be lumping together spatially distinct, but temporally overlapping avalanches. We can detect the onset of this behaviour and consequently test our derived scaling laws for the onset of temporal avalanche overlap, by considering the ratio of time-scales: \( \langle t_{\text{load}} \rangle / \langle t_{\text{av}} \rangle \). As avalanches temporarily overlap more and more, the durations between avalanches should become exponentially shorter and rarer, as can be seen in Fig. 4. It is clear that there is a temperature dependence in these curves, but also that for low temperatures the results are identical. This is consistent with our phase diagram in Fig. 3, where avalanche overlap starts at fixed \( \dot{x}_{\text{overlap}}(T < T_{\text{overlap}}(L)) \sim L^{-d/(1+\theta)} \) for low temperatures (eq. 12) and at \( \dot{x}_{\text{overlap}}(T > T_{\text{overlap}}(L)) \sim L^{-d}T^{-\theta/\alpha} \) for high temperatures (eq. 15). We can capture both scaling behaviours, and their dependence on system size, with the phenomenological scaling function

\[
\tau \dot{x}_{\text{overlap}}(T, L) \sim L^{-d/(\theta+1)}(1 + (T/T_{\text{overlap}})^{s\theta/\alpha})^{-1/s}
\]

which is characterized by a phenomenological sharpness parameter \( s \) (which we here take to be 2), and for the overlap temperature \( T_{\text{overlap}} = CL^{-d\alpha/(1+\theta)} \), where \( C \) is an arbitrary constant prefactor (eq. 10). We find that \( C \approx 2 \) for \( \alpha = 1 \) and \( C \approx 20 \) for \( \alpha = 2 \) produces an effective collapse for simulations with varying temperature, driving rate, and system size in Fig. 5. This confirms our scaling prediction for the onset of avalanche overlap, in both thermal and athermal regimes, and for the finite-size dependence of \( T_{\text{overlap}}(L) \).

C. Rheology transition across \( \dot{x}_c(T) \)

For strain rates above the avalanche-overlap threshold, the Herschel-Bulkley law \( \dot{\gamma} \sim (|\Sigma| - \Sigma_c(T))^{\alpha} \) is a reasonable fit to our data (cf. Fig. 4). We observe that

![FIG. 4. Degree of avalanche overlap, as measured by the ratio of the waiting time and the average avalanche duration, for \( L = 64 \). Lighter colors are hotter temperatures.](image)

![FIG. 5. Finite-size scaling collapse for the avalanche overlap parameter, for simulations with different temperatures (lighter colors show higher temperatures) and system sizes indicated by marker shape.](image)
at high strain-rates, stress tends towards the athermal value. However simulations above a certain temperature show a decrease in the fitted flow stress and in the rheological exponent \( n \) (Fig. 6). At still higher temperatures \( T > 1 \) the rheological exponent tends to \( n = 1 \) as would be expected for a Newtonian fluid. In general, there are minimal system size effects in \( \langle \Sigma \rangle \).

That the rheological exponent changes with \( n \) should not surprise experimentalists, where temperature-dependent viscosity effects have been seen to alter the rheological exponent \( \beta \). However, since the exponent \( 1/n = \beta \) has been proposed to scale as \( \beta = 1 + z/(d - d_f) \) (relating the flow exponent \( z \) and fractal dimension \( d_f \)) \cite{49}. Naively this would suggest that the avalanche critical exponents would continuously vary with temperature. However, as we show below, this effect can be simply understood as fitting through two exponents operating in different regimes.

To expose this effect, in Fig. 7 we consider the stress-rise above the flow stress \( \Sigma_c(T) \) and divide out the AQS Herschel-Bulkley exponent \( n_{AQS} \). Although the decrease in \( n \) appears gradual in Fig. 6 our data in Fig. 7 shows that the transition is actually sharp: there is a thermal and an athermal \( n \) exponent. Temperature effects seem to approximately halve the observed Herschel-Bulkley exponent \( n \). By studying the stress-rise above \( \Sigma_c(T) \), we find that the athermal value \( n_{AQS} \) dominates when \( \dot{x} > \dot{x}_c \) (cf. Fig. 7). The apparent intermediate values of \( n \) in Fig. 6 are a result of fitting through both regimes. We find the typical 2d AQS value for the Herschel-Bulkley exponent in EPMs \((n \approx 2/3) \) \cite{12}. We note that in experiments, \( n \in [0.4, 1] \) have been reported, and indeed \( n \) can vary systematically in response to temperature \cite{33} or pH \cite{50}.

At very high \( T \), the system melts into a Newtonian fluid and the stress scales simply as \( \langle \Sigma \rangle \sim \tau \cdot \dot{x} \), i.e. \( n = 1 \).

V. THERMALLY TRUNCATED AVALANCHES

We have provided numerical evidence for the existence of different dynamic phases in our phase diagram. Now we seek to clarify the effect of temperature on the well-defined avalanches in region 3 of the phase diagram. There, temperature is high enough to overcome finite-size effects (in contrast to region 2), while remaining low enough that (with sufficiently slow driving) avalanches do not overlap (in contrast to region 4). In this case, as we showed previously, the average avalanche size scales as \( \langle S \rangle \sim T^{-\theta/\alpha} \), and owing to eq. 19 we have that \( S_c \sim T^{-\theta/(\alpha(2 - \tau))} \), with minimal system size dependence.

However, if driving rates are lowered far below the Herschel-Bulkley onset, a thermal softening of the material occurs as even nominally stable sites above \( x_c = T^{1/\alpha} \) can be activated and the mean flow stress \( \langle \Sigma \rangle \) is depressed by temperature (see Fig. 6). At extremely low strain-rates (in our data, with \( \dot{x} \tau \in (10^{-22}, 10^{-8}) \)), there is additional softening below the apparent plateau present in Fig. 6. This softening introduces a stress gap, \( \Delta \Sigma(T, \dot{x}) = \Sigma_{AQS} - \langle \Sigma \rangle(T, \dot{x}) \) (where \( \Sigma_{AQS} \equiv \lim_{\dot{x} \to 0+} \langle \Sigma \rangle(T = 0, \dot{x}) = \Sigma_c(T = 0) \)), which means that, on average, there is less energy available for avalanches to propagate.

The stress gap introduces a power-law scaling in avalanche size cutoff, \( S_c \sim |\Delta \Sigma|^{1/\sigma} \), with a new exponent \( 1/\sigma \). This exponent has been measured in EPM by fixing the stress of the system with \( \Sigma < \Sigma_{AQS} \) and artificially triggering an avalanche by kicking a random site \cite{17} or by measuring avalanches in the approach to steady-state flow \cite{51}. However with the temperature dependent stress-gap entering, \( 1/\sigma \) can probes naturally, by considering the mean-avalanche size for simulations at slow driving, where eq. 19 implies

\[
\langle S \rangle \sim |\Delta \Sigma|^{(\tau - 2)/\sigma}.
\]

Our data in Fig. 8 is consistent with \( 1/\sigma \approx 0.91 \), although data is limited to less than a decade for \( \alpha = 2 \). To the best of our knowledge, this is the first time this exponent has been measured in a strain-controlled simu-
Avalanches can be truncated by either finite-size effects or by the critical point AQS (amorphous quasi-static) (22). The AQS critical point occurs only for $\tau = 3/2$ for mean-field (mf) data and $\tau \approx 1.37$ for 2d data. Dashed lines scaling are set by eq. 21, with indicated fit values of $\sigma$. Lines are $L = 64$, with diamonds indicating results for $L = 256$.

VI. CONCLUSIONS

We have derived a schematic dynamic phase diagram for sheared amorphous at finite temperature by comparing the main timescales of the problem. Using EPM simulations, we have provided numerical evidence for these phase lines, by varying the exponent $\alpha$, and by use of a shuffled-kernel, the exponent $\theta$. The main phase lines dictate whether thermal activation occurs and whether avalanches overlap. Avalanche overlap has strong finite-size effects, while the threshold for thermal effects is size independent. In the infinite system size limit, the strict AQS critical point occurs only for $T = 0$ and $\dot{x} = 0$. Avalanches can be truncated by either finite-size effects or by the critical point.
3. All simulations are both for the shuffled kernel and 2d simulations. For clarity, Table II for exponent used in collapse.

or by temperature, and we have derived appropriate scaling arguments for both cases.

Our simulations complement prior stress-controlled work, and in agreement with that work find that $x_c \sim \Delta \Sigma \sim T^{-\alpha \beta/\alpha}$ (solid lines) and according to the previously proposed scaling $\Delta \Sigma \sim T^{1/\alpha}$ (dashed lines) for both for the shuffled kernel and 2d simulations. For clarity, the dashed lines have been shifted vertically by a factor of 3. All simulations are $L = 64$, and $T \in (10^{-4}, 3 \cdot 10^{-2})$, see Table II for exponent used in collapse.

FIG. 9. The stress-softening effect, collapsed according to our proposed scaling $\Delta \Sigma \sim T^{-\alpha \beta/\alpha}$ (solid lines) and according to the previously proposed scaling $\Delta \Sigma \sim T^{1/\alpha}$ (dashed lines) for both for the shuffled kernel and 2d simulations. For clarity, the dashed lines have been shifted vertically by a factor of 3. All simulations are $L = 64$, and $T \in (10^{-4}, 3 \cdot 10^{-2})$, see Table II for exponent used in collapse.

or by temperature, and we have derived appropriate scaling arguments for both cases.

Our simulations complement prior stress-controlled work, and in agreement with that work find that $x_c \sim \Delta \Sigma \sim |\langle \Sigma \rangle - \Sigma_{AQS}| \sim T^{1/\alpha}$ is the appropriate stress scale when avalanches overlap. When avalanches do not overlap, i.e. before Herschel-Bulkley flow onset in the low-strain rate limit, thermal effects soften the material and introduce a new temperature-dependent stress gap. Using scaling arguments, we have linked that stress gap to the stress dissipated by avalanches, finding $\Delta \Sigma \sim \Sigma_{AQS} - |\Sigma|T^{(\beta \sigma)/(\alpha(2 - \tau))}$. Intriguingly, this brings the AQS $1/\sigma$ exponent, which is normally only exposed by stress-controlled simulations, into the thermal problem. Since we arrived at that scaling using generic scaling arguments, it should also hold in stress-controlled simulations.

One avenue that this work does not touch on is aging and thermal history dependence. We use a fixed Weibull distribution for site yield thresholds $\sigma_{th}$, but the threshold distribution has temperature and history dependence. To what extent this affects critical behaviour beyond the ductile-brittle transition has not been elucidated.

Another aspect that deserves further study is why the thermal Herschel-Bulkley exponent takes the value it does. Can this be linked by appropriate scaling arguments to the other critical exponents, as is done in the athermal case? An accurate space-time exponent $z$ would need to be measured, along with the correlation length exponent $\nu$ (or its thermal equivalent). We predict a decrease in the correlation length throughout regime 3, where temperature effects truncate avalanche propagation. Although we do not attempt to separate temporally overlapping but spatially distinct avalanches, as might be possible for low driving rates, temperatures and for large systems in the HB regime, we expect correlation lengths will continue to decrease with temperature in the HB regime.

An interesting observation is that both the thermal and athermal Herschel-Bulkley exponent differ when the kernel is shuffled and correlations between sites are destroyed. This highlights that, although the correlation length in the thermal regime is likely shorter ranged, collective events are still playing a role. With shuffled kernel simulations, we notice that the flow stress is much lower than in full 2d simulations. This indicates that systems with correlated noise evolve to rather different steady states. Does this in turn produce different types of mechanical noise, beyond just that expected by having line-like plastic events? If so, is it enough to simply plug in the different noise distributions at the mean-field level (in the spirit of [16, 20]), to explain the observed Herschel-Bulkley exponent for the shuffled kernel? In another sense of “mean-field”, however, it seems like the correlations that can build up between sites in low dimension matter. Since dimension seems to matter, then we are presumably below the upper critical dimension, which suggests that not all aspects of the yielding transition are mean-field.
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Appendix A: Implementation Details

1. Loading times

Sites liquefy by thermal activations at rate $\lambda(x)$, or immediately at $x = 0$. To simulate the dynamics of our systems, we essentially need to work out which site $i$ will fail next and at what time $\delta t$ (while correctly accounting for loaded stress $\dot{x}$). Once the next site to liquefy is known, stresses propagated from that site can be worked out using the finite element solver, and stress can be relaxed at the failing site. During the time increment $\delta t$, all sites have their stresses increased by $\dot{x} \cdot \delta t$ and any propagated stresses or relaxations are scaled by a factor of $\sim \exp[-\delta t/\tau]$.

Working out the inter-event period $\delta t$ and site $i$ is relatively trivial for fixed stress simulations between
avalanches, where activations happen at fixed rate \( \lambda(x) \). Since activations are independent Poisson processes, with an exponentially decaying waiting time probability distribution function \( p(t) = \lambda(x) e^{-\lambda(x)t} \) for a system with \( N = L^d \) sites, one could sample \( N \) random numbers \( \{R_i \in [0,1]\} \), and find the next activation time for each site by inverting the cumulative distribution function for the exponentially distributed waiting times, so that each site is assigned a time: \( t_i = \frac{\ln(1-R_i)}{\lambda(x_i)} \). By finding the \( i \) with the smallest \( t_i \), one has found the first site the yield, and the appropriate internal \( \delta t = t_i \). This naive scheme could obviously be improved by using a global rate, \( \lambda = \sum_i \lambda(x_i) \) and selecting a site \( i \) at random with weight \( \lambda(x_i) \), which reduces the problem to requiring only two random numbers, instead of \( N \).

In our system, because \( \sigma_i \) evolves in time between ST events as

\[
\sigma_i(t) = \sigma_{i,0} + \dot{x}t + \sigma_{i,\text{nonlocal}}(1 - e^{-t/\tau}) \tag{A1}
\]

where \( \sigma_{i,\text{nonlocal}} \) are the stresses propagating from liquefied sites to site \( i \), the Poisson rates \( \lambda(x_i) \) are not constant. We follow the “naive” approach, but generalized to inhomogeneous Poisson processes, for each site sampling a random number \( R_i \in [0,1] \), and solving for \( t_i \) as:

\[
R_i = P(t < t_i) = \exp \left[ - \int_0^{t_i} \lambda(x_i(t)) \, dt \right]. \tag{A2}
\]

As before, once we have a \( t_i \) for each site, we pick the lowest \( t_i \) for \( \delta t \) and liquefy site \( i \). In practice, we solve eq. (A2) in two ways: (i) after all \( \sigma_{i,\text{nonlocal}} \) have decayed by \( 25\tau \) and are negligible, \( \sigma_i(t) \) are linear in time, and eq. (A2) can be solved and inverted analytically for \( \alpha = 1 \) and \( \alpha = 2 \); (ii) when \( \sigma_i(t) \) are non-linear, we solve eq. (A2) numerically by constructing and solving a related initial value problem (IVP).

For the analytical case, using \( \lambda(x) = \frac{1}{T} \exp(-x\sigma_0/T) \) we restrict ourselves to \( \alpha = 1 \) and \( \alpha = 2 \). For \( \alpha = 1 \), with \( x(t) = \sigma_{th} - \sigma_0 - \dot{x}t \) (suppressing the \( i \) subscripts for brevity), we have

\[
\int_0^{t_i} \lambda(x(t)) \, dt = \frac{T}{\dot{x}T} e^{-(\sigma_{th}-\sigma_0)/T} \left( e^{t_i \dot{x}/T} - 1 \right).
\]

Since \( R_i = 1 - e^{t_i \dot{x}/T} \lambda(x_i(t)) \), we can solve for \( t_i \) as:

\[
t_i = \frac{\sigma_{th} - \sigma_0}{\dot{x}} + \frac{T}{\dot{x}} \log \left[ e^{-(\sigma_{th}-\sigma_0)/T} + \log(1 - R_i) \frac{T \dot{x}}{\dot{t}} \right],
\]

where we can recognize the first term as the mechanical yielding timescale \( (\sigma_{th}-\sigma_0)/\dot{x} = x/\mu^\gamma \), and the second as a temperature-dependent stochastic correction that can reduce the time to yield. The \( \alpha = 2 \) case is similar, and gives:

\[
t_i = \frac{\sigma_{th} - \sigma_0}{\dot{x}} - \frac{\sqrt{T}}{\dot{x}} \text{erf}^{-1} \left[ \text{erf} \left( \frac{\sigma_{th} - \sigma_0}{\sqrt{T}} \right) + \frac{2 \sqrt{\tau \dot{x}}}{\sqrt{\pi T}} \log(1 - R_i) \right].
\]

These analytical equations are used between avalanches for potentially very long loading periods. This avoids a potentially expensive numerical integration at each site, since a small time-step (comparable to \( \tau \)) is necessary to avoid missing the thermal activation of a site (since a site approaching \( x = x_c = T^{1/\alpha} \) activates on average on a timescale \( \approx \tau \)). In practice, since \( x \equiv \sigma_{th} - |\sigma| \), we also consider the case \( x(t) = \sigma_{th} + \sigma_0 - \dot{x}t \) to catch the (rare) events in which negatively stressed sites yield thermally. Additionally, these equations are prone to numerical under/overflows, so care must be taken when implementing these equations to deal with potential numerical pitfalls.

The numerical description is conceptually simpler, though more computationally expensive. To solve eq. (A2) numerically, consider the obviously related function \( R(t) = \exp \left[ - \int_0^t \lambda(x(t')) \, dt' \right] \), for which \( R(t_i) = R_i \) is our desired solution. \( R(t) \) obeys the following differential equation:

\[
\frac{dR}{dt} = (1 - R(t)) \lambda(x(t)), \tag{A3}
\]

for which the IVP \( R(t = 0) = 0 \) and \( R(t_i) = R_i \) (where \( R_i \) is still randomly drawn from \([0,1]\)) has a unique solution. We use SciPy’s `solve_ivp` routine \([54]\) to integrate these equations for all sites simultaneously — halting when either \( R(t_i) = R_i \) for a site or \( x_i = 0 \) for a site. As in the analytical case, we consider both cases of \( x_i = \sigma_{th} \pm \sigma_i(t) \), allowing for a site to yield because it is stressed too far in either direction. Since the Eshelby-like stress-propagator has both positive and negative kicks, sites frequently fail in either direction during an avalanche (though they are biased to fail in the forward loading direction).

2. Stress Propagator and Shuffled Kernel

When sites liquefy, they reduce their stress and redistribute stresses elsewhere in the system. We use the finite-element method on a regular triangular mesh to determine the stress propagation between sites. Each square site in the system consists of four finite-element triangles terminating in a central vertex. We use first-order Lagrange elements for the displacement field \( \mathbf{u} \) (with simple-shear fixed boundary conditions \( \mathbf{u}(\mathbf{x}, y) \in \partial\Omega = (\gamma \cdot y, 0)^T \)) and zeroth-order discontinuous Galerkin elements to represent the stresses, strains, and plastic strains on the plaquettes. We relate the total strain to the displacement as,

\[
\gamma = \frac{1}{2} \left[ (\nabla \mathbf{u}) + (\nabla \mathbf{u})^T \right] \tag{A4}
\]

and decompose the strain tensor into plastic (stress-free) and elastic parts as:

\[
\gamma = \gamma_{pl} + \gamma_{el}.
\]

The elastic-strain contributes to the tensorial stress as:

\[
\sigma = 2\mu\gamma_{el} + \lambda \text{tr}(\gamma_{el}) \mathbf{I}, \tag{A5}
\]
where, for our simulations, we use $\mu = 1$ and $\lambda = \frac{1}{2}$. The local stress $\sigma_i$ at a site $i$ is the average $\sigma_{xy}$ component of the stress over the square cell. To work out the long-time stress-field from a liquefied site, we increment the plastic strain at that site (equally distributed over all triangles) by the stress at the site. We then solve the elastic equations, and find the stress-increments $\delta\sigma_{ij}$ at all sites in the system. For each site $j$ in the system, we then set $\sigma_{ij}^{\text{nonlocal}} \to \sigma_{ij}^{\text{nonlocal}} + \delta\sigma_{ij}$, so that this stress-increment is applied exponentially over the next several time units $\tau$.

For the shuffled-kernel simulations, we first identify a central site $i$ in the system (e.g. for $L = 32$ at $(x, y) = (15, 15)$). We then apply a nominal plastic strain of magnitude 1, and work out the resulting $\delta\sigma_{ij}$ at all sites. The resulting set of $N - 1$ stress-increments are $\{\delta\sigma_{ij}\}$ then stored for later use, so that the expensive finite-element calculation is not repeated throughout the mean-field simulations. When a site $k$ in the shuffled-kernel simulation fails, all sites receive a stress-increment $\sigma_{ij}^{\text{nonlocal}} \to \sigma_{ij}^{\text{nonlocal}} + \sigma_k \delta\sigma_{ij}$, where the $j'$ are drawn without replacement from $\{1, 2, \ldots i - 1, i + 1, \ldots N\}$. The failing site of course receives the stress-increment $\delta\sigma_{ij} = \sigma_k \delta\sigma_{iij} \approx -\sigma_k$. In this way, the stress increments initially calculated for a central site are shuffled for the non-failing site, and scaled according to the stress at the failing site, and the failing site relaxes in accordance to its stress.

**Appendix B: $p(x)$ form**

For simulations with well-defined avalanches, $p(x)$ can be sampled immediately after each avalanche. The distribution of $p(x)$ then can be used to predict the loading time before the next avalanche. For simulations in with $\dot{x} < \dot{x}_c(T)$, we find that $p(x)$ takes the form of a power-law with an exponential cut-off at $x < x_c = T^{1/\alpha}$, as can be seen in Fig. 10. For simulations with a higher-driving rate however, there is a system-size dependent and velocity dependent plateau (Fig. 10). We expect the velocity dependent plateau to occur at $x \approx \tau \cdot \dot{x}$, while the system-size dependent terminal plateau should scale as $x \sim L^{-d}$ [44, 46]. We approximate the plateau as occurring at $x_p = (\tau \dot{x} + 0.02L^{-2})$, which effectively collapses the plateau onset in Fig. 10.

**Appendix C: Exponents and scaling relations**

When avalanches are well defined, the maximum avalanche size $S_c$ is set by either temperature effects or finite size effects. In the case of finite size effects, the fractal dimension of avalanches enters, with $S_c \sim L^{d_f}$. Our scaling description based on a simple truncated power-law for $p(x)$ finds that $d_f = d/(\theta + 1)(2 - \tau)$ in the athermal limit. When temperature effects are larger than finite-size effects, the maximum avalanche size scales as $S_c(T) \sim T^{-\theta/(\alpha(2 - \tau))}$ or as $S_c \sim (\Delta \Sigma)^{-1/\alpha}$.

**TABLE II.** Numerically observed exponents for the thermal EPM model, with $\pm$ errors representing acceptable fit ranges.

**FIG. 10.** The residual stress distributions of shuffled kernel simulations ($\theta = 0.35$), rescaled by characteristic scales set by temperature, velocity, or finite-size effects. Top: $p(x)$ for simulations with different values of $T$ (brighter colours have higher $T$) and $L = 256$, rescaled by $x_c = T^{1/\alpha}$ for low velocities. Bottom: $p(x)$ for simulations with different values of $v$ (brighter colours have higher strain rate) and $L$ (indicated by symbol), rescaled by $x_p = (\tau \dot{x} + 0.02L^{-2})$.  

| Exponent | Definition | Value (2d) | Value (mf) |
|----------|------------|------------|------------|
| $\gamma$ | $p(S) \sim s^{-\gamma}G(S/S_c)$ | $1.37^{\pm 0.07}$ | $1.5^{\pm 0.05}$ |
| $\sigma$ | $S_c \sim (\Delta \Sigma)^{-1/\alpha}$ | $1.05^{\pm 0.08}$ | $1.1^{\pm 0.06}$ |
| $\theta$ | $p(x) \sim x^\theta$ | $0.52^{\pm 0.05}$ | $0.35^{\pm 0.03}$ |
| $\alpha$ (athermal) | $\Sigma = \Sigma_c + C_g x^\alpha$ | $0.67^{\pm 0.02}$ | $0.8^{\pm 0.02}$ |
| $\alpha$ (thermal) | $\Sigma = \Sigma_c(T) + C_g x^\alpha$ | $0.33^{\pm 0.06}$ | $0.4^{\pm 0.04}$ |
| $\alpha$ (molten) | $\Sigma = \tau \mu x^\alpha$ | $1^{\pm 0.01}$ | $1^{\pm 0.01}$ |
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