Tagged-MRI Sequence to Audio Synthesis via Self Residual Attention Guided Heterogeneous Translator
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Abstract. Understanding the underlying relationship between tongue and oropharyngeal muscle deformation seen in tagged-MRI and intelligible speech plays an important role in advancing speech motor control theories and treatment of speech related-disorders. Because of their heterogeneous representations, however, direct mapping between the two modalities—i.e., two-dimensional (mid-sagittal slice) plus time tagged-MRI sequence and its corresponding one-dimensional waveform—is not straightforward. Instead, we resort to two-dimensional spectrograms as an intermediate representation, which contains both pitch and resonance, from which to develop an end-to-end deep learning framework to translate from a sequence of tagged-MRI to its corresponding audio waveform with limited dataset size. Our framework is based on a novel fully convolutional asymmetry translator with guidance of a self residual attention strategy to specifically exploit the moving muscular structures during speech. In addition, we leverage a pairwise correlation of the samples with the same utterances with a latent space representation disentanglement strategy. Furthermore, we incorporate an adversarial training approach with generative adversarial networks to offer improved realism on our generated spectrograms. Our experimental results, carried out with a total of 63 tagged-MRI sequences alongside speech acoustics, showed that our framework enabled the generation of clear audio waveforms from a sequence of tagged-MRI, surpassing competing methods. Thus, our framework provides the great potential to help better understand the relationship between the two modalities.

1 Introduction

To facilitate our understanding of speech motor control in healthy and disease populations, associating dynamic imaging data with speech audio waveforms is an essential step in identifying the underlying relationship between tongue and oropharyngeal muscle deformation and its corresponding acoustic information [19,20,31]. Naturally, audio data recorded during scanning sessions need to be strictly paired and temporally synced with the dynamic tagged-MRI data to
maintain their underlying relationship. However, when examining such paired data, we often face the following difficulties: 1) recorded audio data may be lost or non-existent from previously established tagged-MRI protocols; 2) audio waveforms may be heavily corrupted from scanner noise or poorly controlled noise-reduction protocols; and 3) time-stamps between tagged-MRI and its audio recording do not match and cannot be easily reconstructed without heavy manual intervention. All of these situations prevent pairing of the two data sources and cause missing, partial, or incomplete audio data. Therefore, recovering audio from imaging data itself becomes a necessary topic to be explored.

Heterogeneous data representations between the low-frame rate image sequence (i.e., two-dimensional (mid-sagittal slice) plus time (2D+t) tagged-MRI sequence) and high-frequency one-dimensional (1D) audio waveform make their translation a challenging task [4,21,18,29,22]. Besides, cross-modality speech models often lose pitch information [1,5]. In contrast, a two-dimensional (2D) mel spectrogram converted from its 1D audio waveform represents the energy distribution of audio signals over the frequency domain along the time axis, which contains both pitch and resonance information of audio signals [1,5,9,8]. Then, mel spectrograms can be converted back into audio waveforms [7]. Accordingly, in this work, we opt to use the 2D mel spectrograms as an intermediate means to bridge the gap between tagged-MRI sequences and audio waveforms. This strategy has been applied to cine-MRI to spectrogram synthesis [19].

As a related development in lip reading, early works have focused on using convolutional neural networks (CNN) and linear predictive coding analysis or line spectrum pairs decomposition [5,23] to achieve the goal. These methods, however, failed to maintain the frequency and periodicity of waveforms. To alleviate this, Lip2AudSpec [1] adopted a recurrent neural network (RNN) for the temporal modeling of CNN features, followed by applying fully connected layers to carry out the synthesis of spectrograms from 2D+t videos. However, it is challenging to train RNNs in general [24,28], thereby likely yielding a suboptimal solution, especially when the network is trained on a limited number of datasets [27]. In addition, the fully connected layers employed in Lip2AudSpec cannot capture spatial and temporal correlations [12], and demand massive to-be-trained parameters [6]. Furthermore, image sequences for audio analysis have a large amount of regions that are redundant or irrelevant for voice generation.

To sidestep these issues, we propose a self residual attention-guided heterogeneous translator to achieve an efficient tagged-MRI sequence to spectrogram synthesis. Specifically, we use an end-to-end asymmetric fully convolutional encoder-decoder translator as our backbone. Without the use of RNN and fully connected layers, our network has $10 \times$ fewer network parameters than Lip2AudSpec [1]. To explicitly exploit the movements of the tongue and vocal cords, the residual of adjacent frames are processed via a self-learned attention network to render the attention masks to guide the information extraction process. With our framework, we are able to largely eliminate the redundant regions in the tagged-MRI sequence, which allows us to bypass an additional delineation effort. Furthermore, an additional optimization constraint in latent space is imposed following
a prior knowledge that part of the feature representation of the same utterance (e.g., “ageese” or “asouk” in this work) are similar to each other. To facilitate the disentanglement of utterance-specific and subject-specific factors in our fully convolutional network, we adopt a tensor slice operation with an information bottleneck to achieve the separation. For pairs with the same utterance, we explicitly enforce their utterance content part as close as possible using the Kullback-Leibler (KL) divergence. Then, the decoder takes into account both the utterance content and the style of the articulation for the spectrogram synthesis. In addition, a generative adversarial network (GAN) loss [26] is added on to yield improved realism on the synthesized spectrograms.

The main contributions of this work can be summarized as follows:

- To our knowledge, this is the first attempt at translating tagged-MRI sequences to audio waveforms.
- We propose a novel self residual attention guided heterogeneous translator to achieve efficient tagged-MRI-to-spectrogram synthesis.
- The utterance and subject factors disentanglement and adversarial training are further explored to improve synthesis performance.

Both quantitative and qualitative evaluation results using a total of 63 participants demonstrate superior performance in synthesis over comparison methods.

2 Methodology

Given a set of training pairs \( \{x_i, y_i\}_{i=1}^N \) with a sequence of tagged-MRI \( x_i \in \mathbb{R}^{H_x \times W_x \times T_x} \) and its corresponding quasi-synchronous audio spectrogram \( y_i \in \mathbb{R}^{H_y \times W_y \times T_y} \).
\( R^{1 \times L} \), we target to learn a parameterized heterogeneous translator \( F : x_i \rightarrow \tilde{y}'_i \) to generate a spectrogram \( \tilde{y}'_i \in \mathbb{R}^{H_s \times W_s} \) from \( x_i \), with the aim to resemble the spectrogram \( y'_i \) of \( y_i \). We denote the height, width and frames of \( x_i \) as \( H_x, W_x \), and \( T_x \), respectively. In addition, \( L \) is the length of the waveform \( y_i \), and \( H_s \times W_s \) indicates the size of the spectrogram. In this work, all of the audio waveforms are converted into mel spectrograms with \( M : y_i \rightarrow y'_i \) as an intermediate means to facilitate the translation. The mel-scale results from the non-linear transformations of a Hz-scale, thereby emphasizing the human voice frequency (e.g., 40 to 1000 Hz) and suppressing the high-frequency instrument noise.

### 2.1 Asymmetric Fully-CNN Translator with Self Residual Attention

In order to achieve the heterogeneous translation, we propose a novel self residual attention guided fully CNN translator with a pairwise disentanglement scheme, as shown in Fig. 1. We note that the generation of temporal sequences usually relies on RNNs, which can be challenging to train [24,28]. In addition, connecting CNNs with RNNs using the fully connected layers is likely to lose the relative spatial and temporal information [12]. Considering the inherent discrepancy between \( x_i \) and \( y'_i \), we equip our \( f \) with an asymmetric encoder-decoder structure. Since the input sequence of tagged-MRI \( x_i \) usually has a fixed number of MR images, e.g., \( T = 26 \), we use the 3D-CNN encoder [13] for fast encoding. Notably, each 3D convolutional layer yields the same dimension in the temporal direction, where the dimension is reduced by half after each 3D MaxPooling operation to adaptively summarize the temporal information. For the decoder, we adopt a 2D-CNN with deconvolutional layers to synthesis \( \tilde{y}'_i \). With the training pair \( \{x_i, y_i\} \), the reconstruction loss can be a crucial supervision signal. We empirically adopt the mean square error (MSE) loss as:

\[
L_{rec} = \|\tilde{y}'_i - y'_i\|^2 = \|F(x_i) - M(y_i)\|^2. \tag{1}
\]

Compared with conventional video analysis, tagged-MRI sequences contain highly redundant and irrelevant information for audio synthesis, since voice generation only involves a small region of interest, including the tongue and vocal cords. To specifically explore the moving muscular structures from tagged-MRI sequences, we explicitly emphasize the moving muscular structures related to speech production with an attention strategy. In particular, we denote the \( t \)-th time frame in each \( x_i \) as \( x_{i:t}, \ t \in \{1, \cdots, T\} \), and calculate the difference between two adjacent frames \( d_{i:t} = |x_{i:t} - x_{i:t-1}| \) for \( t \in \{2, \cdots, T\} \) as the residual frames to indicate the moving regions. Then, each residual frame \( d_{i:t} \in \mathbb{R}^{H_x \times W_x} \) is processed with a self-trained attention network \( A \) to yield the fine-grained corresponding attention mask \( a_{i:t} \in \mathbb{R}^{H_x \times W_x} \) for \( t \in \{2, \cdots, T\} \). Then, the obtained attention mask \( a_{i:t} \) is multiplied by the original tagged-MRI frame \( x_{i:t} \) to generate the attentive frame \( x'_{i:t} = a_{i:t} \odot x_{i:t} \), which allows the network to filter the redundant static parts out. We adopt a conventional 2D encoder-decoder

\[4 \text{ Link: The librosa for audio to mel-spectrogram.}\]
structure as $A$, which is jointly optimized with $F$, by minimizing $L_{\text{rec}}$. Therefore, $A$ is encouraged to adaptively learn to keep the essential information to guarantee synthesis performance, following a self-training fashion. Of note, we do not need an additional attention label to guide the training.

2.2 Pair-wise Disentanglement Training

To exploit prior knowledge of the utterance content similarity in the latent space, an additional constraint is imposed in the latent space. We first disentangle the latent feature as an utterance-specific factor $u_i$ and a subject-specific factor $s_i$. Then, similar to deep metric learning [16], the recorded $x_i$, speaking the same utterance, is encouraged to have similar latent representations as $u_i$. Empirically, although a multi-branch network can be used to split two parts, it could be inefficient for a fully-CNN framework. Instead, therefore, we propose to differentiate the specific channels in the feature representation from the tensor slice operation [12].

For a pair of inputs $\{x_1, x_2\}$ with the same utterance, we explicitly enforce their $\{u_1, u_2\}$ to approximate each other. We opt to measure and minimize their discrepancy using the KL divergence with the reparameterization trick. In practice, we leverage the Gaussian prior and choose a few channels for the feature to denote the mean $\mu_i$ and variance $\sigma_i$, where $\mu_i$ has the same size as $\sigma_i$. We then make use of the reparametrization trick $u_i = \mu_i + \sigma_i \odot \epsilon_i$ to represent $u_i$ with $\mu_i$ and $\sigma_i$, where $\epsilon \in \mathcal{N}(0, I)$ [17]. The detailed KL divergence between $u_1$ and $u_2$ is given by:

$$L_{KL} = -\frac{1}{2} \sum_{m=1}^{M} \left[ 1 + \log \frac{\sigma_{1m}^2}{\sigma_{2m}^2} - \frac{\sigma_{1m}^2}{\sigma_{2m}^2} - \frac{(\mu_{1m} - \mu_{2m})^2}{\sigma_{2m}^2} \right],$$

where $M$ represents the number of channels of the mean or variance ($M=14$ in our implementation). $L_{KL}$ is only applied to the same utterance pairs.

In parallel, $s_i$ is encouraged to inherit the subject-specific factors with an implicit complementary constraint [15,11]. By enforcing the information bottleneck, i.e., compact or low-dimensional latent feature [11], $s_i$ has to incorporate all the necessary complementary content (e.g., subject-specific style of the articulation) other than $u_i$ to achieve accurate reconstruction. Therefore, the generative task in the decoder is essentially taking $s_i$ conditioned on $u_i$, which models an utterance-conditioned spectrogram distribution, following a divide-and-conquer strategy [2,14].

2.3 Adversarial Loss and Overall Training Protocol

To further improve quality in our generated spectrograms, we leverage a GAN module. The discriminator $D$ takes as input both the real mel spectrogram $y_i' = M(y_i)$ the generated mel spectrogram $\tilde{y}_i'$, followed by identifying which

\[5 \text{ Link: Slicing the tensor in PyTorch.}\]
is generated or real. The binary cross-entropy loss of the discriminator can be expressed as:

\[ \mathcal{L}_D = \mathbb{E}_{y_i'} \{ \log(D(y_i')) \} + \mathbb{E}_{\tilde{y}_i'} \{ \log(1 - D(\tilde{y}_i')) \}. \]  

(3)

In contrast, the translator attempts to confuse the discriminator, by yielding realistic spectrograms [17]. Notably, the translator does not involve real spectrograms in \( \log(D(y_i')) \) [26]. Therefore, the translator can be trained, by optimizing the following objective:

\[ \mathcal{L}_{F:D} = \mathbb{E}_{\tilde{y}_i'} \{ -\log(1 - D(\tilde{y}_i')) \}. \]  

(4)

In summary, we jointly optimize the following objectives for the translator, attention network, and discriminator:

\[
\min_{\mathcal{F}} \mathcal{L}_{rec} + \beta \mathcal{L}_{KL} + \lambda \mathcal{L}_{F:D}; \quad \min_{\mathcal{A}} \mathcal{L}_{rec}; \quad \min_{\mathcal{D}} \mathcal{L}_{D},
\]

(5)

where \( \beta \) and \( \lambda \) represent the weighting parameters. Of note, \( \beta = 0 \) for the pairs with the different utterances.

In testing, the translator \( \mathcal{F} \) is used to make inference, as shown in Fig. 1; in addition, the pairwise inputs and the discriminator are not used. Thus, the pairwise framework and additional adversarial training do not affect the inference.
Table 1: Numerical comparisons in testing with leave-one-out evaluation. The best results are bold.

| Methods               | Corr2D for spectrogram ↑ | PESQ for waveform ↑ |
|-----------------------|--------------------------|---------------------|
| Lip2AudSpect [1]      | 0.665±0.014              | 1.235±0.021         |
| Ours                  | **0.813±0.010**          | **1.620±0.017**     |
| Ours w/o Attention    | 0.781±0.012              | 1.517±0.025         |
| Ours w/o Pair-wise Disentangle | 0.798±0.010          | 1.545±0.019         |
| Ours w/o GAN          | 0.808±0.012              | 1.586±0.023         |

speed in implementation. Of note, it is straightforward to convert the spectrograms into waveforms, once we obtain the spectrograms⁶.

3 Experiments and Results

To demonstrate the effectiveness of our framework, a total of 63 pairs of tagged-MRI sequences and audio waveforms were acquired, while a total of 43 participants performed a speech word “asouk,” and a total of 20 participants performed a speech word “ageese,” following a periodic metronome-like sound. A Siemens 3.0T TIM Trio system was used to acquire our data for which we used a 12-channel head coil and a 4-channel neck coil using a segmented gradient echo sequence [10,30]. Imaging parameters are as follows: the field of view was 240mm×240mm on the mid-sagittal slice with a resolution of 1.87mm×1.87mm. Each tagged-MRI sequence had 26 time frames, which was then resized to 128×128. The corresponding audio waveforms had their length varying from 21,832 to 24,175. To augment the datasets, we utilized a sliding window alongside the audio to crop a section with 21,000 time points, generating 100× audio data. Then, we used the Librosa library to convert all of the audio waveforms into mel spectrograms with the size of 64×64. In our evaluation, leave-one-out evaluation is used in a subject-independent manner.

In practice, our encoder took five 3D convolutional layers, followed by the tensor slice and a decoder with four 2D deconvolutional layers. The rectified linear unit (ReLU) was used as an activation unit, while the sigmoid function was utilized to normalize the final output of each pixel. The attention network used a 2D encoder and decoder structure with four convolutional and four symmetric deconvolutional layers, which is followed by the 1×1 convolution with sigmoid unit. We used three convolutional layers and two fully connected layers with a sigmoid output as our discriminator. We separate the latent representation with 128 channels into three parts, i.e., 14 channels for both the mean and variance of the utterance-specific factors, and the remaining 100 channels for the subject-specific factors. Due to space limitations, we provide the detailed network structure in supplementary.

We implemented our framework using PyTorch and trained it on an NVIDIA V100 GPU, which took about 4.5 hours. In testing, the inference took only 0.5s.

⁶ Link: The librosa library for reversing mel-spectrogram to audio.
Fig. 3: (a) Comparison of normalized loss using our framework with or without the self residual attention strategy. Sensitivity analysis of $\beta$ (b) and $\lambda$ (c).

The learning rate was set at $lr_F = 10^{-3}$, $lr_A = 10^{-3}$, and $lr_D = 10^{-4}$ and the momentum was set at 0.5. To balance the involved optimization objectives, we used $\beta = 0.5$ or 0 for the same or different utterance pairs, and set $\lambda = 0.5$.

Fig. 2 shows the qualitative results of our framework with and without the attention strategy and a comparison method. For comparison, we reimplemented Lip2AudSpect [1] suitable to process tagged MRI data. We can see that our generated spectrogram and the recovered corresponding audio waveforms align better with the ground truth than the Lip2AudSpect, which uses a relatively sophisticated CNN-RNN-fully connected structure. We note that the 3D CNN used in Lip2AudSpect has a temporal window size of 5, which can only extract the local temporal correlation. Thus, Lip2AudSpect relies on RNN for long-term temporal modeling, which renders a difficulty in training on a limited number of datasets. To show the effectiveness of our self-attention strategy, we also provide the ablation study in Fig. 2, showing our superior performance over the comparison methods.

For quantitative evaluation, we followed [1] to adopt 2D Pearson’s correlation coefficient (Corr2D) to measure the spectrogram synthesis quality in the frequency domain [3]. In addition, the standard Perceptual Evaluation of Speech Quality (PESQ) was used to measure the quality of generated waveforms in the time domain [25]. The numerical comparisons among our framework, its ablation studies, and Lip2AudSpect [1] are provided in Table 1. The standard deviation was reported by three random trials. Our framework outperformed Lip2AudSpect [1] consistently. In addition, the synthesis performance was improved by the attention strategy, by a large margin. Furthermore, the performances of the pair-wise disentanglement and GAN loss were demonstrated as the ablation studies, showing their effectiveness in our overall network design to yield accurate synthesis results.

In Fig. 3(a), we show that our proposed self residual attention strategy achieves a stable loss decrease, via the information extraction module, without being distracted by the redundant surrounding areas. As shown in Figs. 3(b) and 3(c), the performance is relatively stable for $\beta \in [0.4, 0.6]$ to impose pair-wise disentanglement. In addition, the GAN loss was effective for $\lambda \in [0.4, 0.8]$. 
4 Discussion and Conclusion

In this work, we proposed a novel framework to synthesize spectrograms from tagged-MRI sequences. The audio waveforms can also be obtained from the synthesized spectrograms. In particular, we proposed an efficient fully convolutional asymmetry translator with help of a self residual attention strategy to specifically focus on the moving muscular structures for speech production. Additionally, we used a pairwise correlation of the samples with the same utterances with a latent space representation disentanglement scheme. Furthermore, we incorporated an adversarial training approach with GAN to yield improved results on our generated spectrograms. Our experimental results showed that our framework was able to successfully synthesize spectrograms (and clear waveforms) from tagged-MRI sequences, outperforming the Lipreading based method. Therefore, our framework offered the potential to help clinicians improve treatment strategies for patients with speech-related disorders. In future work, we will investigate the use of full three-dimensional plus time tagged-MRI sequences as well as tracking information from tagged-MRI to achieve spectrogram synthesis.
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