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1 Introduction

Recently, several papers describing the invariants of non-unique factorizations for finitely generated commutative cancellative monoids have appeared in the literature. Many of these papers have a special emphasis on numerical monoids. For example, [8] examined properties related to the elasticity of a numerical monoid. Moreover, the papers [2,5,9–11] all consider properties related to the Delta set (or $\Delta(S)$) of a numerical monoid $S$. In particular, the results of [5] indicate that even if $S$ is 3-generated, then the structure of $\Delta(S)$ may be extremely complex (see for example, [5, Corollary 4.8 and Proposition 4.9]). In this note, we prove some general structure theorems for $\Delta(S)$ when $S$ is a reduced BF-monoid. Recall that $S$ is a reduced BF-monoid if the only unit in $S$ is its identity element, $S$ is commutative and cancellative, and for every $x \in S$ the set of lengths of its possible factorizations is bounded. We note that the reduced assumption is not necessary, since one can always remove the units of $S$ and consider $S_{\text{red}}$ instead of $S$ (see [14] for details). We then apply these results specifically to the case where $S$ is a numerical monoid that requires three generators. This is reasonable, as several papers relating to algebraic properties of 3-generated numerical monoids have recently appeared in the literature (see [21, Chapter 9] and the references therein).

We present our results in three additional sections. In Sect. 2, we prove two structure theorems for the Delta set, and show connection between the elements of $\Delta(S)$ and the Betti elements of $S$. We give explicit formulas for the minimum and maximum of $\Delta(S)$. Thus we are able to determine when $\Delta(S)$ is a singleton. Conclusions are drawn in Sect. 3 in the case where $S$ has a unique minimal presentation. We then apply these results in Sect. 4 to the particular case where $S$ is a 3-generated numerical monoid. We consider the pseudo-symmetric, symmetric, and multiplicity 3 cases. We believe our results are of interest, as they not only improve several results from [5], but they approach these problems in a much different manner using Betti elements.

We open with some notation and definitions. Let $\mathbb{N}_0$ represent the natural numbers including 0. Throughout our work, we assume that all monoids are commutative, cancellative, reduced, atomic, and the set of lengths of the factorizations of every element is bounded. For known results concerning non-unique factorizations in such monoids, the interested reader is directed to the monograph [14]. For such a monoid $S$, there exists a set of atoms, denoted $\mathcal{A}(S)$, such that every $x \in S$ can be written in the form

$$x = c_1n_1 + \cdots + c_tn_t,$$

for some $c_1, \ldots, c_t \in \mathbb{N}_0$, $n_1, \ldots, n_t \in \mathcal{A}(S)$.

We focus on the representations of elements of $S$ in the form (*). Given $x \in S$ with $x \neq 0$, set

$$\mathcal{L}(x) = \left\{ \sum_{a \in \mathcal{A}(S)} c_a \mid x = \sum_{a \in \mathcal{A}(S)} c_an_a, \ c_a \in \mathbb{N} \text{ and } n_a \in \mathcal{A}(S), \text{ for all } a \right\},$$

which is known as the set of lengths of $x$ in $S$. We are assuming that this set of lengths is bounded, and so $\mathcal{L}(x)$ is of the form $\{m_1, m_2, \ldots, m_k\}$ for some positive integers $m_1 < m_2 < \cdots < m_k$. The set

$$\Delta(x) = \{m_i - m_{i-1} \mid 2 \leq i \leq k\}$$

is known as the Delta set of $x$. We globalize the notion of the Delta set by setting

$$\Delta(S) = \bigcup_{x \neq 0 \text{ in } S} \Delta(x).$$

By a fundamental result of Geroldinger [14, Proposition 1.4.4], if $d = \gcd(\Delta(S))$ and $|\Delta(S)| < \infty$, then

$$\{d\} \subseteq \Delta(S) \subseteq \{d, 2d, \ldots, kd\}$$

for some $k \in \mathbb{N}$. The study of Delta sets in the class of arithmetic congruence monoids can be found in [3]. A summary of known results involving properties of Delta sets can be found in [14, Section 6.7].

If $S$ is an additive submonoid of $\mathbb{N}_0$, then $S$ is called a numerical monoid. It follows from elementary number theory that $S$ is finitely generated. If $\{n_1, \ldots, n_k\}$ is a set of generators for $S$, then this is commonly denoted by $S = \langle n_1, \ldots, n_k \rangle$. It also follows using basic techniques that the minimal generating set for $S$ is unique. Unless otherwise noted, when dealing with a numerical monoid written as $S = \langle n_1, \ldots, n_k \rangle$, we assume that $\{n_1, \ldots, n_k\}$ is the minimal generating set for $S$. In a numerical monoid, 0 is the unique unit. A numerical monoid $S = \langle n_1, \ldots, n_k \rangle$ is primitive if $\gcd\{n_1, \ldots, n_k\} = 1$. Clearly every numerical monoid is
isomorphic to a primitive numerical monoid, hence we narrow our study to the primitive case (the interested reader is referred to [21] for more details on numerical monoids).

The following previously known results when $S$ is a numerical monoid were the starting point of our work.

**Theorem 1.1** (1) If $S = (n_1, \ldots, n_k)$ is a primitive numerical monoid, then $\min \Delta(S) = \gcd(n_i - n_{i-1} \mid 2 \leq i \leq k) = \gcd \Delta(S)$ ([5, Proposition 2.9]).

(2) If $S = (n, n + k, \ldots, n + tk)$ where $n > 1$ and $t, k \geq 1$, then $\Delta(S) = \{k\}$ ([5, Proposition 3.9] or [2, Corollary 2.3]).

Moreover, if $S = (n_1, n_2, n_3)$ is primitive and minimally generated, then [11, Theorem 3.1] provides a method for computing $\max \Delta(S)$ in terms of certain relations between the generators $n_1, n_2$ and $n_3$.

### 2 Betti elements and Delta sets

Let $S$ be a BF-monoid, and let $\mathbb{Z}(S) = \mathcal{F}(\mathcal{A}(S))$ the free monoid on the atoms of $S$. The unique monoid map $\pi_S : \mathbb{Z}(S) \to S$ that maps every $a \in \mathcal{A}(S)$ to $a \in S$ is sometimes known as the factorization homomorphism associated to $S$. For every $s \in S$, the set $\mathbb{Z}(s) = \pi_S^{-1}(s)$ is the set of factorizations of $s$.

Let $\sim_S$ be the kernel congruence of $\pi_S$, i.e., $x \sim_S y$ if $\pi_S(x) = \pi_S(y)$, or equivalently, $x$ and $y$ are factorizations of the same element in $S$ ($\sim_S$ is actually a congruence). It follows easily that $S$ is isomorphic to the monoid $\mathbb{Z}(S)/\sim_S$.

For $u = \sum_{a \in \mathcal{A}(S)} u_a a$ and $v = \sum_{a \in \mathcal{A}(S)} v_a a \in \mathbb{Z}(S)$, set $\gcd\{u, v\} = \sum_{a \in \mathcal{A}(S)} \min\{|u_a|, |v_a|\} a$ (this plays the role of the greatest common divisor, but with additive notation).

Given $s \in \mathcal{S}$, we define the following binary relation on $\mathbb{Z}(s)$. For $x, y \in \mathbb{Z}(s)$, $x \mathcal{R} y$ if there exists a chain $x_1, \ldots, x_k \in \mathbb{Z}(s)$ such that

1. $x_1 = x, \ x_k = y$,
2. $\gcd\{x_i, x_{i+1}\} \neq 0, \ i \in [0, \ldots, k - 1]$.

An element $s \in S$ is said to be a Betti element if $\mathbb{Z}(s)$ has more than one $\mathcal{R}$-class (see [12]). Observe that there are finitely many Betti elements in $S$ if $S$ is finitely presented. The set of Betti elements of $S$ will be denoted by $\text{Betti}(S)$. In the finitely generated case, Betti elements are tightly related to the Betti numbers of the minimal free resolution of the semigroup ring $K[S]$, with $K$ a field (see for instance [6]), and the elements used to construct a minimal presentation for $S$ (we will address later).

Given $x = \sum_{a \in \mathcal{A}(S)} x_a a$ a factorization of $n \in S$, set $|x| = \sum_{a \in \mathcal{A}(S)} x_a$. Clearly, if $q(\mathbb{Z}(S))$ is the group generated by $\mathbb{Z}(S)$, we can extend $|\cdot| : q(\mathbb{Z}(S)) \to \mathbb{Z}$, and it is a linear map ($\mathbb{Z}$ denotes the set of integers). With this notation $\mathcal{L}(n) = \{|x| : x \in \mathbb{Z}(n)\}$. Recall that we are assuming that this set has finitely many elements.

The following result states that one can go from one factorization to another of the same element, just using the factorizations of the Betti elements. The idea of the proof is inspired by [20, Proposition 9.3].

**Lemma 2.1** Let $s \in \mathcal{S}$ and $x, y \in \mathbb{Z}(s)$. Then there exists $z_1, \ldots, z_t \in \mathbb{Z}(s)$ such that

- $z_1 = x, \ z_t = y$,
- for all $i \in \{1, \ldots, t - 1\}$, $(z_i, z_{i+1}) = (a_i + c_i, b_i + c_i)$ for some $c_i \in \mathbb{Z}(S)$ and $a_i$ not in the same $\mathcal{R}$-class as $b_i$ (and thus $a_i$ and $b_i$ are factorizations of a Betti element of $S$).

**Proof** If $x$ and $y$ are not in the same $\mathcal{R}$-class, then we are done. So assume that $x$ and $y$ are $\mathcal{R}$ related, and let us proceed by induction on $\max \mathcal{L}(s)$ (if $\max \mathcal{L}(s) = 1$, then $s$ is an atom, and $x = y$). By definition there exists $x_1, \ldots, x_k \in \mathbb{Z}(s)$ such that $x_1 = x, x_k = y$ and $d_i = \gcd\{x_i, x_{i+1}\} \neq 0$ for all $i \in \{1, \ldots, k - 1\}$. Set $u_i = x_i - d_i$ and $v_i = x_{i+1} - d_i$. Notice that $u_i \sim_S v_i$, and if we define $s_i = \pi_S(u_i)$, then $\max \mathcal{L}(s_i) < \max \mathcal{L}(s)$.

If $u_i, v_i$ are in the same $\mathcal{R}$-class, then by the induction hypothesis there exists $z_{i_1}, \ldots, z_{i_{t(i)}}$ such that $z_{i_1} = u_i$, $z_{i_{t(i)}} = v_i$, and $(z_{i_{j}}, z_{i_{j+1}}) = (a_{i_j} + k_j, b_{i_j} + k_j)$ for some $k_j \in \mathbb{Z}(S)$ and $a_{i_j}, b_{i_j}$ in different $\mathcal{R}$-classes. Set $c_{i_j} = d_i + k_j$. If $u_i, v_i$ are in different $\mathcal{R}$-classes, then set $a_{i_j} = u_i, b_{i_j} = v_i$ and $c_{i_j} = d_i$. By putting all these sequences together, we obtain the $z_1, \ldots, z_t$ of the statement. □

**Remark 2.2** The above lemma, and thus the whole paper, can be stated in the more general setting of monoids with the ascending chain condition for principal ideals (see [14, Definition 1.1.3]). This condition is equivalent to saying that every descending divisor sequence is stationary. Observe that $s_i$ “divides” $s_i (s_i \in S)$. Hence, we can repeat the process for $s_i$ and because of the descending divisor sequence condition, this procedure must end after a finite number of steps. Notice that by [14, Proposition 1.1.4] these monoids are always atomic.
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Proposition 2.3 Let $S$ be a BF-monoid and let $s \in S$. For every $x, y \in \mathbb{Z}(s)$, $|x| - |y|$ is of the form

$$\lambda_1 \delta_1 + \cdots + \lambda_t \delta_t,$$

for some integers $\lambda_1, \ldots, \lambda_t$, and $\delta_i = |a_i| - |b_i|$ with $a_i$ and $b_i$ factorizations of a Betti element in different $R$-classes. In particular, every element in $\Delta(S)$ is of this form.

Proof As $x \sim_S y$, by Lemma 2.1, there exists a chain $x_1 = x, \ldots, x_n = y$ with $(x_i, x_{i+1}) = (a_i + c_i, b_i + c_i)$, for some $c_i \in \mathbb{Z}(S)$ and $a_i, b_i$ non-$R$-related factorizations of a Betti element. Thus

$$|x - y| = |x_1 - x_2 + x_2 - \cdots - x_{n-1} + x_{n-1} - x_n| = \sum |a_i - b_i|,$$

and the proof follows easily. \qed

Corollary 2.4 Let $S$ be a BF-monoid. Then

$$\min \Delta(S) = \gcd(|a - b| : a \sim_S b, a, b \text{ in different } R\text{-classes}).$$

Proof Let $d = \min \Delta(S)$ and $d' = \gcd(|a - b| : a \sim_S b, a, b \text{ in different } R\text{-classes}).$ In light of Proposition 2.3, $d = \lambda_1 \delta_1 + \cdots + \lambda_t \delta_t$ for some integers $\lambda_1, \ldots, \lambda_t$ and $\delta_i = |a_i - b_i|$, with $a_i \sim_S b_i$ and in different $R$-classes. Hence, $d'$ divides $d$. By [17, Proposition 16], $d = \gcd(|a - b| : (a, b) \in \mathcal{A}(\sim_S))$, and according to the proof of [17, Proposition 16], if $a \sim_S b$, and $a$ and $b$ are not in the same $R$-class, then $(a, b) \in \mathcal{A}(\sim_S)$. Thus $d$ divides $d'$, and this concludes the proof. \qed

Theorem 2.5 If $S$ is a BF-monoid with $0 < \#\Delta(S) < \infty$, then

$$\max \Delta(S) = \max_{n \in \text{Betti}(S)}(\max \Delta(n)).$$

Proof The inequality $\max_{n \in \text{Betti}(S)}(\max \Delta(n)) \leq \max \Delta(S)$ is clear, so let us focus on the other direction. Assume to the contrary that $\max \Delta(S) > \max \Delta(n)$ for all Betti elements $n$ of $S$. As above, take $x, y$ to be factorizations of an element $s \in S$ so that $|y| - |x| = \max \Delta(S)$, and consequently no other factorization $z$ of $s$ fulfills $|x| < |z| < |y|$. As $x \sim_S y$, let $x_1, \ldots, x_v$ be in $\mathbb{Z}(s)$ such that $x = x_1, x_v = y$ and $(x_i, x_{i+1}) = (a_i + c_i, b_i + c_i)$, with $c_i \in \mathbb{Z}(S)$, and $a_i \sim_S b_i$ and $a_i, b_i$ in different $R$-classes for all $i \in \{1, \ldots, v - 1\}$. Since $|x_i| = |x|$ and $|x_v| = |y|$, and no $|x_i|$ lies between $|x|$ and $|y|$, there exists $i \in \{1, \ldots, v - 1\}$, such that $|x_i| \leq |x| < |y| \leq |x_{i+1}|$. Both $a_i$ and $b_i$ are factorizations of an element $n$ with $\mathbb{Z}(n)$ having more than one $\mathcal{R}$-class. So there is a chain of factorizations, say $z_1, \ldots, z_u$, of $n$ such that $a_i = z_1, \ldots, z_u = b_i$, and $|z_{j+1} - z_j| \leq \max \Delta(n)$, which we are assuming to be smaller than $\max \Delta(S)$. But then $z_j + c_i \sim_S x \sim_S y$ for all $j$, and from the choice of $x$ and $y$, there is no $j$ such that $|x| < |z_j + c_i| < |y|$. Again, we can find $j \in \{1, \ldots, u - 1\}$ such that $|z_j + c_i| \leq |x| < |y| \leq |z_{j+1} + c_i|$. This leads to a contradiction, since $\max \Delta(S) = |y| - |x| \leq |z_{j+1} + c_i| - |z_j + c_i| = |z_{j+1} - z_j| \leq \max \Delta(n) < \max \Delta(S)$. \qed

With this Theorem we get an easy characterization of finitely generated monoids with a singleton set of distances.

Corollary 2.6 The set $\Delta(S) \neq \emptyset$ is a singleton if and only if $\bigcup_{n \in \text{Betti}(S)} \Delta(n)$ is a singleton.

Observe that numerical monoids are never half factorial (the set of lengths of its elements are singletons), hence there is always a minimal relation $(a, b) \in \sigma$ with $|a| \neq |b|$, and so $\Delta(\pi_S(a))$ is not empty.

3 Finitely generated monoids having a unique minimal presentation

Let $S$ be a monoid minimally generated by $\{n_1, \ldots, n_r\}$. Given $\sigma \subseteq \mathbb{Z}(S) \times \mathbb{Z}(S)$, the congruence generated by $\sigma$ is the least congruence containing $\sigma$. If $\sim_S$ is the congruence generated by $\sigma$, then we say that $\sigma$ is a presentation of $S$. Rédei’s theorem (see [18]) precisely states that every finitely generated monoid is finitely presented. A presentation for $S$ is a minimal presentation if none of its proper subsets generates $\sim_S$. In our setting, all minimal presentations have the same cardinality. Next we briefly describe a procedure for finding all minimal presentations for $S$ as presented in [20, Chapter 9].
For every \( s \in S \), define \( \sigma_s \) in the following way.

- If \( Z(s) \) has one \( \mathcal{R} \)-class, then set \( \sigma_s = \emptyset \).
- Otherwise, let \( \mathcal{R}_1, \ldots, \mathcal{R}_k \) be the different \( \mathcal{R} \)-classes of \( Z(s) \). Choose any \( a_i \in \mathcal{R}_i \) for all \( i \in \{1, \ldots, k\} \) and set \( \sigma_s \) to be any set of \( k-1 \) pairs of elements in \( V = \{a_1, \ldots, a_k\} \) so that any two elements in \( V \) are connected by a sequence of pairs in \( \sigma_s \) (or their symmetrics). For instance, we can choose \( \sigma_s = \{(a_1, a_2), \ldots, (a_1, a_k)\} \).

Then \( \sigma = \bigcup_{s \in S} \sigma_s \) is a minimal presentation of \( S \). Moreover, in this way one can construct all minimal presentations for \( S \).

We say that \( S \) has a unique minimal presentation if for any other minimal presentation \( \sigma' \), and any relator \((a, b) \in \sigma'\), then either \((a, b) \in \sigma \) or \((b, a) \in \sigma\) (i.e., \( \sigma \) is unique up to rearrangement of the components of its relators). Monoids having a unique minimal presentation have drawn the attention of many researchers in the last decade (see for instance \([12]\)).

**Corollary 3.1** Assume that \( S \) is uniquely presented with \( \Delta(S) \neq \emptyset \), and that its unique minimal presentation is \( \{(a_1, b_1), \ldots, (a_t, b_t)\} \). If we set \( \delta_i = |a_i| - |b_i| \), then

\[
\min \Delta(S) = \gcd(\delta_1, \ldots, \delta_t) \quad \text{and} \quad \max \Delta(S) = \max \{\delta_1, \ldots, \delta_t\}.
\]

Moreover, \( \Delta(S) \) is a singleton if and only if \( \{0\} \neq \{\delta_1, \ldots, \delta_t\} \subseteq \{0, \gcd(\delta_1, \ldots, \delta_t)\} \).

**Proof** The first equality follows from Corollary 2.4, since every element with more than one \( \mathcal{R} \)-class has only two factorizations, and these occur in the minimal presentation of \( S \).

As a consequence of \([12, \text{Corollaries 5 and 6}]\), every Betti element in \( S \) has just two factorizations (and each is in a different \( \mathcal{R} \)-class). Hence, \( \text{Betti}(S) = \{s_1, \ldots, s_t\} \) and for all \( i \in \{1, \ldots, t\} \), \( Z(s_i) = \{a_i, b_i\} \).

This, in particular, means that \( \Delta(s_i) \subseteq \{\delta_i\} \), for all \( i \), and \( \max \Delta(S) = \max \{\delta_1, \ldots, \delta_t\} \). Clearly, \( \Delta(S) \) is a singleton if and only if \( \{0\} \neq \{\delta_1, \ldots, \delta_t\} \subseteq \{0, \gcd(\delta_1, \ldots, \delta_t)\} \) (notice that by \([22, \text{Proposition 22}]\), not all \( \delta_i \) can be zero).

We now recall the definition of another invariant that is tightly related to \( \max \Delta(S) \). If \( s \in S \), \( z, z' \in Z(s) \), and \( N \) is a non-negative integer, then an \( N \)-chain of factorizations from \( z \) to \( z' \) is a sequence \( z_0, \ldots, z_k \in Z(s) \) such that \( z_0 = z \), \( z_k = z' \) and \( \max\{|z_i - d_i|, |z_{i+1} - d_i|\} \leq N \) for all \( i \), and \( d_i = \gcd(z_i, z_{i+1}) \). The catenary degree of \( S \), \( \mathcal{C}(S) \), is the minimal \( N \in \mathbb{N}_0 \cup \{\infty\} \) such that for any \( s \in S \) and any two factorizations \( z, z' \in Z(s) \), there is an \( N \)-chain from \( z \) to \( z' \). It is well known ([14, Proposition 1.6.3]) that

\[
\sup \Delta(S) + 2 \leq \mathcal{C}(S).
\]

Observe also that if \( S \) is a uniquely presented finitely generated monoid, then as a consequence of \([7, \text{Theorem 3.1}]\)

\[
\mathcal{C}(S) = \max\{|\max\{|a_i|, |b_i|\} : i \in \{1, \ldots, t\}\}.
\]

## 4 Embedding dimension three numerical monoids

Let us recall some basic facts concerning numerical monoids in general. Define

\[
T(S) = \{g \in \mathbb{Z} \setminus S \mid g + S \setminus \{0\} \subseteq S\}.
\]

The cardinality of this set is the type of \( S \). Observe that the largest integer not belonging to \( S \), its Frobenius number denoted by \( F(S) \), is always in \( T(S) \) (recall that we are assuming that \( S \) is primitive, and thus \( \mathbb{N} \setminus S \) is always finite). Numerical monoids of type one are symmetric (or equivalently, the cardinality of \( \mathbb{N} \setminus S \) equals \( \frac{F(S) + 1}{2} \); see \([21]\) for more details), and numerical monoids with \( \mathbb{N} \setminus S = \{F(S), F(S)/2\} \) are called pseudosymmetric. For an element \( n \in S \), define its Apéry set as \( \text{Ap}(S, n) = \{s \in S \mid s - n \not\in S\} \). This set contains exactly \( n \) elements, each being the minimum in its congruence class modulo \( n \).

We now restrict to embedding dimension three numerical monoids. In this setting, minimal presentations either have cardinality two or three, and the shape of these presentations are well known (see for instance \([21, \text{Chapter 9}]\)). Numerical monoids having just a couple of relations are complete intersections (both free and symmetric). We show that the sets of distances can be easily described in this setting.
4.1 Generic case, embedding dimension three

Let $S$ be an embedding dimension three numerical monoid. Assume that $\{n_1 < n_2 < n_3\}$ is its set of minimal generators, and that $S$ is not symmetric. Let $c_i, r_{ij}$ be as in [21, Example 8.23], i.e.,

$$c_i n_i = r_{ij} n_j + r_{ik} n_k,$$

with $\{i, j, k\} = \{1, 2, 3\}$ and $c_i = \min\{k \in \mathbb{N} \setminus \{0\} \mid kn_i \in \langle n_j, n_k \rangle\}$. As $S$ is not symmetric, we have $r_{ij} > 0$ (see [15] or [21, Chapter 9]). Moreover, this presentation is generic in the sense of Peeva and Sturmfels [16], and thus $S$ is uniquely presented. In other words, $r_{ij}$ are unique (see for instance [4, Proposition 5.5]). This, in particular, means that $r_{ij} \leq c_i$ for all $i, j$. Hence, we can copy/paste [21, Lemma 10.19] and obtain that for $\{i, j, k\} = \{1, 2, 3\}$,

$$c_i = r_{ji} + r_{ki}.$$

Hence, we always have that

$$(c_1, -r_{12}, -r_{13}) + (-r_{21}, c_2, -r_{23}) + (-r_{31}, -r_{32}, c_3) = (0, 0, 0).$$

(1)

Observe that

$$(c_1, 0, 0), (0, r_{12}, r_{13}), (0, c_2, 0), (r_{21}, 0, r_{23}), (0, 0, c_3), (r_{31}, r_{32}, 0))$$

is the (unique) minimal presentation of $S$. In our setting, $\delta_1 = |c_i - (r_{ij} + r_{ik})|$ for $\{i, j, k\} = \{1, 2, 3\}$. Thus $\delta_1 = c_1 - r_{12} - r_{13}$ is a positive integer $(c_1 n_1 = r_{12} n_2 + r_{13} n_3 > r_{12} n_1 + r_{13} n_1)$. $\delta_2 = |c_2 - r_{21} - r_{23}| = |\delta_1 - \delta_3|$, and $\delta_3 = r_{31} + r_{32} - c_3 > 0$. Hence, Proposition 2.3 implies that every element in $\Delta(S)$ is of the form

$$\lambda_1 \delta_1 + \lambda_2 \delta_2.$$

We already know from Corollary 3.1 that $\max \Delta(S) = \max \{\delta_1, \delta_2, \delta_3\}$, and as $\delta_2 = |\delta_1 - \delta_3|$, we obtain

$$\max \Delta(S) = \max \{\delta_1, \delta_3\}.$$

Observe that $\Delta(c_1 n_1) = \{\delta_1\}, \Delta(c_3 n_3) = \{\delta_3\}$, and either $\Delta(c_2 n_2) = \emptyset$ (when $\delta_2 = 0$) or $\Delta(c_2 n_2) = \{\delta_2\}$ (if $\delta_2 \neq 0$). Hence, $\Delta(S) = \{d\}$ if and only if $\delta_1 = \delta_3 = d$ and $\delta_2 = 0$, or equivalently, $\delta_2 = 0$. Thus, $\Delta(S)$ is a singleton if and only if $\delta_2 = 0$.

Notice that if $\Delta(S)$ is a singleton, then

$$n_1 = \frac{r_{12}(n_2 - n_1) + r_{13}(n_3 - n_1)}{d}, \quad n_3 = \frac{r_{31}(n_3 - n_1) + r_{32}(n_3 - n_2)}{d}.$$

As we mentioned above, $c(S) = \max\{c_1, r_{12} + r_{13}, c_2, r_{21} + r_{23}, c_3, r_{31} + r_{32}\}$ (and also equal to $t(S)$, the tame degree of $S$, and $\omega(S)$, the $\omega$-primality of $S$; see [4] for details). Since $c_1 > r_{12} + r_{13}$ and $c_3 < r_{31} + r_{32}$, this maximum is $\max\{c_1, c_2, r_{21} + r_{23}, r_{31} + r_{32}\}$. See [1] for a different approach to the computation of the catenary degree of embedding dimension three numerical semigroups.

4.2 Pseudo-symmetric case

This is a subcase of the generic case. According to [21, Proposition 10.13], the minimal generators of $S$ can be arranged so that

$$c_1 n_1 = (c_2 - 1)n_2 + n_3,$$
$$c_2 n_2 = (c_3 - 1)n_3 + n_1,$$
$$c_3 n_3 = (c_1 - 1)n_1 + n_2,$$

and a minimal presentation (actually the unique minimal presentation) of $S$ is

$$\sigma = \{((c_1, 0, 0), (0, c_2 - 1, 1)), ((0, c_2, 0), (1, 0, c_3 - 1)), ((0, 0, c_3), (c_1 - 1, 1, 0))\}.$$

With this we obtain the following.
Theorem 4.1 Let $S = \langle n_1, n_2, n_3 \rangle$ be an embedding dimension three pseudo-symmetric numerical monoid. For every \( \{i, j, k\} = \{1, 2, 3\} \) define \( c_i = \min \{k \in \mathbb{N} \setminus \{0\} \mid kn_i \in \langle n_j, n_k \rangle \} \). Then \[
\max \Delta(S) = \max \{|c_i - c_j| \mid 1 \leq i < j \leq 3\},
\]
and \( \Delta(S) \) is a singleton if and only if \( \{|c_i - c_j| \mid 1 \leq i < j \leq 3\} = \{0, d\} \).

In this setting \( c(S) = \ell(S) = \omega(S) = \max\{c_1, c_2, c_3\} \).

Recall that \( \max \Delta(S)+2 \leq c(S) \) (in our scope the supremum in [14, Theorem 1.6.3] becomes a maximum). Let us see when the equality \( \max \Delta(S)+2 = c(S) \) holds for an embedding dimension three pseudo-symmetric numerical semigroup. Assume that \( c_1 \geq c_2 \geq c_3 \) (the rest of cases are studied analogously). Then \( c(S) = c_1 = \max\{c_1 - c_2, c_1 - c_3, c_2 - c_3\} + 2 \). Hence, \( c_1 \in \{c_1 - c_2 + 2, c_1 - c_3 + 2, c_2 - c_3 + 2\} \).

- Observe that if \( c_1 = c_2 - c_3 + 2 \), then \( c_1 + c_3 = c_2 + 2 \). As \( \min\{c_1, c_2, c_3\} \geq 2 \), since \( \{n_1, n_2, n_3\} \) is a minimal system of generators, we get that \( c_1 + c_3 = c_2 + 2 \) if and only if \( c_1 = c_2; c_3 = 2 \).
- If \( c_1 = c_1 - c_2 + 2 \), then we get \( c_2 = 2 \), which forces \( c_3 \) to be also equal to 2.
- Finally, if \( c_1 = c_1 - c_3 + 2 \), then we obtain \( c_3 = 2 \).

Hence, if \( \max \Delta(S)+2 = c(S) \), then \( c_2 = 2 \). Using [21, Corollary 10.15], we obtain that \( n_1 = c_3(c_2-1)+1 \), \( n_2 = c_1(c_3-1) + 1 \), and \( n_3 = c_2(c_1-1) + 1 \). Thus,
\[
S = \langle 2c_2 - 1, c_1 + c_2(c_1 - 1) + 1 \rangle,
\]
with \( c_1 \geq c_2 \geq 2 \). Notice that if in addition \( c_2 = 2 \), then \( n_1 = 3 \) (these semigroups are studied in the last section). The reader is referred to [13, Corollary 4.3] for other families of monoids for which the equality \( \max \Delta(S)+2 = c(S) \) holds.

4.3 Symmetric case, embedding dimension three

Let \( S \) be an embedding dimension three symmetric numerical monoid (and thus a free and complete intersection). According to [21, Theorem 10.6], \( S = \langle am_1, bm_1 + cm_2 \rangle \), for some non-negative integers \( m_1, m_2, a, b, c \) such that

- \( a \geq 2, b+c \geq 2, \)
- \( \gcd(m_1, m_2) = 1 = \gcd(a, bm_1 + cm_2) \).

A minimal presentation for \( S \) (uniqueness is only granted when \( 0 < b < m_2 \) and \( 0 < c < m_1 \), see [12, Theorem 17]) is
\[
\sigma = \{(0, m_2, 0), (0, m_1, 0), (0, 0, a), (b, c, 0)\}.
\]

Assume without loss of generality that \( m_1 < m_2 \). Hence, \( \delta_1 = m_2 - m_1 > 0 \) and \( \delta_2 = |a - b - c| \).

Notice that the set of factorizations of \( m_1m_2 \) is \( \{(m_2, 0, 0), (0, m_1, 0)\} \) and that if \( r \) and \( s \) are non-negative integers such that \( rm_1 \leq c, (r + 1)m_1 > c, sm_2 \leq b \) and \( (s + 1)m_2 > b \), then the set of factorizations of \( a(bm_1 + cm_2) \) is
\[
\{(0, 0, a), (b - sm_2, c + sm_1, 0), \ldots, (b - m_2, c + m_1, 0), (b, c, 0), (b + m_2, c - m_1, 0), \ldots, (b + rm_2, c - rm_1, 0)\}.
\]

The set of lengths of \( a(bm_1 + bm_2) \) is \( \{a, b + c - s(m_2 - m_1), \ldots, b + c, \ldots, b + c + r(m_2 - m_1)\} \). If \( \Delta(S) = \{d\} \), then \( m_2 - m_1 = d \), and either

- \( a < b + c - sd \) and \( b + c - sd - a = d \) (equivalently, \( a = b + c - (s + 1)d \)), or
- \( a = b + c + kd \) for some \( k \in \{-s, \ldots, r\} \), or
- \( b + c + rd < a \) and \( a - b - c - rd = d \) (equivalently, \( a = b + c + (r + 1)d \)).

Observe that the converse is also true. That is, \( \Delta(S) \) is a singleton if and only if \( m_2 - m_1 = d \) and \( a = b + c + kd \) for some \( k \in \{-s - 1, \ldots, r + 1\} \).

Notice also that if \( b + c - s(m_2 - m_1) < a < m_2 - m_1 \), then \( \max \Delta(S) = b + c - s(m_2 - m_1) - a \), and if \( a - (b + c + r(m_2 - m_1)) > m_2 - m_1 \), \( \max \Delta(S) = a - (b + c + r(m_2 - m_1)) \). And in any other case, \( \max \Delta(S) = m_2 - m_1 \).
4.4 Multiplicity three

Assume that $S$ is minimally generated by $\{3 < n_2 < n_3\}$. As the Apéry set of 3 in $S$ is $\{0, n_2, n_3\}$, by Selmer’s formula (see for instance [21, Proposition 2.10]), we have that

- $F(S) = n_3 - 3$ (the Frobenius number of $S$), and
- $G(S) = \frac{1}{2}(n_2 + n_3) - 1$ (the genus of $S$, i.e., the cardinality of $\mathbb{N} \setminus S$).

Hence, $S$ is of the form $(3, 3G(S) - F(S), F(S) + 3)$ (see [19] for more details).

First we prove that $S$ cannot be symmetric. If $S$ is symmetric, then $G(S) = \frac{F(S) + 1}{2}$ and consequently $n_2 = 3G(S) - F(S) = \frac{1}{2}(F(S) + 1) - F(S) = \frac{1}{2}(F(S) + 3) = \frac{1}{2}n_3$. This contradicts that $(3, n_2, n_3)$ is a minimal system of generators.

As $r_{ij}$ are positive integers, Lemmas 10.19 to 10.23 in [21] hold, and consequently $3 = r_{12}r_{13} + r_{12}r_{23} + r_{13}r_{32}$, forcing $r_{12} = r_{13} = r_{23} = r_{32} = 1$. Hence, $\delta_1 = \frac{n_2 + n_3}{3} - 2$. Moreover, $r_{21} + r_{31} = c_1, r_{12} + r_{32} = c_2, r_{13} + r_{23} = c_3$. This implies that $c_1 = \frac{n_2 + n_3}{3}, c_2 = 2$ and $c_3 = 2$. Hence, $\sigma$ has the following form

$$\sigma = \left\{ \left( \left( \frac{n_2 + n_3}{3}, 0, 0 \right), (0, 2, 0), (a, 0, 1) \right), \left( (0, 0, 2), \left( \frac{n_2 + n_3}{3} - a, 1, 0 \right) \right) \right\}.$$  

Note that $\delta_1 = \frac{n_2 + n_3}{3} - 2 = r_{31} + r_{21} - 2 \geq r_{31} + 1 - 2 = \delta_3$. Then $\delta_2 = |\delta_1 - \delta_3| = \delta_1 - \delta_3$, and $\delta_1 = \delta_2 + \delta_3 \geq \delta_2$. Hence, we get the following.

**Theorem 4.2** Let $S = \langle 3, n_2, n_3 \rangle$ be an embedding dimension three numerical monoid. Then

$$\max \Delta(S) = \frac{n_2 + n_3}{3} - 2.$$  

Notice also that as $S$ has a generic presentation, $c(S) = t(S) = \omega(S) = \max \left\{ \frac{n_2 + n_3}{3}, 2, a + 1, \frac{n_2 + n_3}{3} - a + 1 \right\} = \frac{n_2 + n_3}{3}$. Hence, we can also deduce the above theorem by taking into account that $\max \Delta(S) + 2 = c(S)$ ([14, Theorem 1.6.3]), and $L(n_2 + n_3) = \{2, (n_2 + n_3)/2\}$.

**Theorem 4.3** Let $S = \langle 3, n_2, n_3 \rangle$ be an embedding dimension three numerical monoid. The following are equivalent.

1. $\Delta(S)$ is a singleton.
2. $S = \langle 3, x, 2x - 3 \rangle$ for some integer $x$ greater than three.
3. $G(S) = \frac{F(S) + 2}{2}$.

**Proof** Recall that $\Delta(S)$ is a singleton if and only if $\delta_2 = 0$, which in our case is equivalent to $a + 1 - 2 = 0$. Hence, $\Delta(S)$ is a singleton if and only if $a = 1$. The last condition is equivalent to $2n_2 = 3 + n_3$ (because there are only two factorizations of $2n_2$, say $(0, 2, 0)$ and $(a, 0, 1)$). This proves that (1) and (2) are equivalent. The equivalence between (2) and (3) follows from [19, Theorem 7] (in this setting $F(S) = 2x - 6$).

**Acknowledgements** The authors would like to thank the referees for their suggestions, and A. Geroldinger and A. Philipp for fruitful discussions on the BF condition. P. A. García-Sánchez and D. Llena are supported by the project MTM2010–15595, the research group FQM-343 and FEDER funds. P. A. García-Sánchez is also supported by the project FQM-5849.

**Open Access** This article is distributed under the terms of the Creative Commons Attribution License which permits any use, distribution, and reproduction in any medium, provided the original author(s) and the source are credited.

**References**

1. Aguiló-Gost, F.; García-Sánchez, P.A.: Factoring in embedding dimension three numerical semigroups. Electron. J. Comb. 17 (2010), #R138
2. Amos, J.; Chapman, S.T.; Hine, N.; Paixao, J.: Sets of lengths do not characterize numerical monoids. Integers 7(2007), #A50
3. Baginski, P.; Chapman, S.T.; Schaeffer, G.: On the Delta set of a singular arithmetical congruence monoid. J. Théor. Nombres Bordeaux 20, 45–59 (2008)
4. Blanco, V.; García-Sánchez, P.A.; Geroldinger, A.: Semigroup-theoretical characterizations of arithmetical invariants with applications to numerical monoids and Krull monoids. Illinois J. Math. (2012)
5. Bowles, C.; Chapman, S.T.; Kaplan, N.; Reiser, D.: On Delta sets of numerical monoids. J. Algebra Appl. 5, 1–24 (2006)
6. Campillo, A.; Marijuan, C.: Higher order relations for a numerical semigroup. J. Théor. Nombres Bordeaux 3, 249–260 (1991)
7. Chapman, S.T.; García-Sánchez, P.A.; Llena, D.; Ponomarenko, V.; Rosales, J.C.: The catenary and tame degree in finitely generated commutative cancellative monoids. Manuscripta Math. 120, 253–264 (2006)
8. Chapman, S.T.; Holden, M.; Moore, T.: On full elasticity in atomic monoids and integral domains. Rocky Mountain J. Math. 36, 1437–1455 (2006)
9. Chapman, S.T.; Hoyer, R.; Kaplan, N.: Delta sets of numerical monoids are eventually periodic. Aequationes Math. 77, 273–279 (2009)
10. Chapman, S.T.; Kaplan, N.; Daigle, J.; Hoyer, R.: Delta sets of numerical monoids using non-minimal sets of generators. Commun. Algebra. 38, 2622–2634 (2010)
11. Chapman, S.T.; Kaplan, N.; Lemburg, T.; Niles, A.; Zlogar, C.: Shifts of generators and Delta sets of numerical monoids. J. Commut. Algebra (2012)
12. García-Sánchez, P.A.; Ojeda, I.: Uniquely presented finitely generated commutative monoids. Pac. J. Math. 248, 91–105 (2010)
13. Geroldinger, A.; Grynkiewicz, D.J.; Schmid, W.A.: The catenary degree of Krull monoids I. J. Théor. Nombres Bordeaux (2012)
14. Geroldinger, A.; Halter-Koch, F.: Non-Unique Factorizations. Algebraic, Combinatorial and Analytic Theory. Pure and Applied Mathematics, vol. 278. Chapman & Hall/CRC, London (2006)
15. Herzog, J.: Generators and relations of abelian semigroups and semigroup rings. Manuscripta Math. 3, 175–193 (1970)
16. Peeva, I.; Sturmfels, B.: Generic lattice ideals. J. Am. Math. Soc. 11, 363–373 (1998)
17. Philipp, A.: A characterization of arithmetical invariants by the monoid of relations. Semigroup Forum 81, 424–434 (2010)
18. Rédei, L.: The Theory of Finitely Generated Commutative Semigroups. Pergamon Press, Oxford (1965)
19. Rosales, J.C.: Numerical semigroups with multiplicity three and four. Semigroup Forum 71, 323–331 (2005)
20. Rosales, J.C.; García-Sánchez, P.A.: Finitely Generated Commutative Monoids. Nova Science Publishers Inc. Commack (1999)
21. Rosales, J.C.; García-Sánchez, P.A.: Numerical Semigroups. Developments in Mathematics, vol. 20. Springer, New York (2009)
22. Rosales, J.C.; García-Sánchez, P.A.; García-García, J.I.: Atomic commutative monoids and their elasticity. Semigroup Forum 68, 64–86 (2004)