Physical origin of the expansion of polymer coils in a binary solvent in the vicinity of its demixing critical point
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Critical fluctuations are known to induce a collapse of polymer chains in a mixed solvent upon approaching its liquid-liquid critical point, as originally predicted by Brochard and de Gennes. Recently, we have found that closer to the critical point this collapse is followed by a reswelling of the polymer coils well beyond the original dimensions, a phenomenon not predicted by the theory of Brochard and de Gennes. We submit that upon approaching the critical temperature more closely, the correlation length of the critical fluctuations inside the polymer coils can no longer further increase due to the finite size of the coils, resulting in the appearance of large critical Casimir forces that cause a significant expansion of the polymer coils. Eventually, micro-phase separation inside the coils will appear and the coils will reshrink. This entire process takes place while the bulk solution is still in the one-phase region.

I. INTRODUCTION

Critical fluctuations are known to cause a collapse of polymer chains upon approaching the critical point of a solvent. Specifically, Brochard and de Gennes predicted an initial collapse of the polymer chains followed by a reswelling of the polymer dimensions at the critical point to their original dimension. Support for this collapse and reswelling phenomenon has been provided by a large number of authors from alternative theoretical considerations, computer simulations, and experiments.

Recently, we studied the behavior of dilute polymer chains (polystyrene and poly-butyl methacrylate) of various molecular weights near the liquid-liquid critical point of a binary solvent (nitroethane+isooctane) by dynamic light scattering. The mixture nitroethane+isooctane is special in that the difference between the refractive indices of the two liquid components is exceptionally small, so that the critical opalescence is weak while still measurable. Hence, we have been able to simultaneously observe the Brownian motion of the polymers and the diverging correlation length of the critical fluctuations closer to the critical temperature than previous investigators. To our surprise we found that the polymer coils exhibit a sequence of collapse-reswelling-expansion-reshrinking transitions upon approaching the critical temperature in the macroscopically homogeneous one-phase region of the polymer solution. The experimental results are summarized in Fig. 1 showing the hydrodynamic radius of the polymer coils as a function of the correlation length of the critical fluctuations in the bulk solution, scaled in terms of the hydrodynamic radius of the polymer coils far away from the critical temperature. The polymer coils begin to collapse when , reach a minimum size when , and then expand to a maximum value much larger than the original unperturbed value and finally shrinking again, a phenomenon not predicted by Brochard and de Gennes. In retrospect, the experiments of Grabowski and Mukhopadhyay and of He et al. also showed already a trend of the coils to expand well beyond the unperturbed size when the critical temperature was approached more closely.

The value of the excluded volume controls the dimensions of polymer coils in the critical region. As pointed out by Brochard and de Gennes, the growing correlation length decreases the effective excluded volume since preferential adsorption of the better solvent forms a cloud near the polymer segments. This cloud attracts the neighboring segments and the polymer chain collapses. This collapse causes an increase of the monomer concentration inside the coils. Brochard and de Gennes assume that this increase of monomer concentration moves the system inside the coils away from the critical point, reducing the correlation length of the critical fluctuations, so that the coils reswell to their original size. Alternative theoretical scenarios for a collapse and subsequent reswelling to the original size have been proposed by Vilgis et al., Vasilevskaya et al., and Dua and Cherayil. Particular interesting is the suggestion of Suma et al. that the initial collapse is caused by critical Casimir forces. The idea is that critical Casimir forces may induce long-range attractive interactions between the polymers causing the initial collapse. For instance, critical Casimir forces can be responsible for aggregation in colloids. However, this picture cannot explain the subsequent experimentally reswelling phenomenon that we have observed.

This paper is organized as follows. In Section 2 we explain that upon approaching the critical temperature the solution inside the polymer coils enters the two-phase
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region while the bulk solution is still in the one-phase region. In Section 3 we propose that the experimentally observed expansion phenomenon may be caused by the appearance of critical Casimir forces inside the coils before the system inside the coils enters the two-phase region. Our conclusion is summarized in Section 4.

II. OBSERVED EXPANSION OF THE POLYMER COILS FOLLOWED BY MICROPHASE-SEPARATION

A major problem with the current picture of the reswelling of polymer coils is the assumption of Brochard and de Gennes\(^{\\text{2,7}}\) that an increase of the monomer concentration due to the undisturbed collapse causes the system inside the coil to move away from the critical point in the one-phase region. If the polymer would be equally soluble in both mixture components, the critical temperature would decrease with increasing polymer concentration in the case of a solution with an upper critical point and would increase with increasing polymer concentration in a solution with a lower critical point, thus in both cases shrinking the two-phase domain. However, the appearance of partial demixing in the solvent mixture indicates the presence of a significant difference in the molecular interactions of the mixture components, so that one-component is usually a significantly better solvent for the polymer than the other one. Nitroethane+isooctane has an upper critical temperature. Our experiments have clearly shown that addition of polymer does not decrease the critical temperature as assumed by Brochard and de Gennes, but instead increases the critical temperature, thus increasing the two-phase domain. Specifically, we found that, in the investigated range of polymer concentrations \(c\), the difference between the critical temperature \(T_c(c)\) at polymer concentration \(c\) and the critical temperature \(T_c(0)\) of the pure binary solvent, when scaled by the degree of polymerization \(N\), shows a universal linear dependence on \(c\) with a positive coefficient\(^{\text{17}}\). In fact, addition of polymer causing an increase of the two-phase domain, appears to be a general phenomenon in phase separating polymer solutions\(^{\text{13–16}}\). The increase of the monomer concentration inside the coils, due to the initial collapse, causes the system inside the coils not to move away from its critical temperature as commonly has been assumed, but instead the system inside the coils will move closer to its critical temperature and will enter the two-phase region at a temperature where the bulk solution is still in the macroscopically homogeneous one-phase region.

To elucidate this behavior we show in Fig. 2 schematically the difference \(c_{\text{in}} - c_{\text{in}}^0\) between the actual polymer concentration \(c_{\text{in}}\) inside the coil and the polymer concentration \(c_{\text{in}}^0\) in the undisturbed coil far away from the critical point (blue curve), the difference \(T_c - T_{c,\text{in}}\) between the actual temperature \(T_c\) and the critical temperature \(T_{c,\text{in}}\) inside the coil (red curve), and the reduced hydrodynamic radius \(R_h/R_h^0\) as a function of the reduced correlation length \(\xi/R_h^0\) measured in the bulk solution.

We want to emphasize the difference between the concentration of polymer in the bulk solution and the concentration of polymer monomers inside the coils. In fact, since the solution is very dilute, the bulk polymer concentration is not relevant for the transformations of individual polymer coils. However, the concentration of monomers inside the coil is significantly higher than the concentration in the bulk dilute solution. The concentration in terms of molecular fraction of monomers inside the undisturbed coil, where \(R_h^0 \propto N^{\text{17}}\), can be estimated as \(c_{\text{in}}^0 \approx 1/N^{1/227,28}\). For \(N \approx 10^3 (M \approx 10^5)\), \(c_{\text{in}}^0 \approx 3 \cdot 10^{-2}\). Since \(T_c(c) - T_c(c = 0) \approx c(dT_c/dc)\)\(^{\text{17}}\), the system inside the coil will enter the two-phase region at \(T_c - T_{c,\text{in}}\) \(= c_{\text{in}}(dT_c/dc_{\text{in}}) \approx 0.1^\circ C\) assuming \(dT_{c,\text{in}}/dc_{\text{in}} \approx 0.3^\circ C\). Unlike the critical temporal of bulk polymer solutions where \(dT_c/dc \approx 0.0015 N^0\circ C\), \(dT_{c,\text{in}}/dc_{\text{in}}\) should not depend on the degree of polymerization and is determined
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The collapse of the polymer coil is accompanied by the appearance of critical Casimir forces since the correlation length inside the coil cannot grow beyond the coil size (order of the radius of gyration $R_g \approx (3/2)R_0$). Eventually, these critical Casimir forces become so strong as to cause an expansion of the coils as further discussed in Section 3. The concentration inside the coil decreases, but $T_{c,in}$ is always larger than $T_c$ of the bulk solution, because $c_{in}$ is still significantly higher than the bulk concentration. Finally, the system inside the coil reaches a temperature $T = T_{c,in}$, while the bulk solution has not yet reached its critical temperature $T_c > T_{c,in}$, and the system inside the coil will enter the two-phase region. Then micro-phase separation will occur inside the coil: one micro-phase enriched with nitroethane (good solvent) and the other micro-phase enriched with isooctane (poor solvent). The solution inside the coil will depart from the critical condition and the coil will reshrink to its original size. The experimental results, presented in Fig. 1, have shown that the phenomenon is reversible, i.e., completely reproducible upon either decrease or increase of the temperature of the polymer solution. Our interpretation is supported by a comparison of the temperatures of maximum expansion, $T_{max}$, observed for different degrees of polymerization (as seen in Fig. 3 below). Specifically, it appears that $T_{max}(N) - T_c \propto c_{in} \propto N^{-1/2}$, as we expected, namely, $\sim 0.3^\circ\text{C}$ for PS-25, $0.2^\circ\text{C}$ for PS-50, and $0.1^\circ\text{C}$ for PS-123.

One important issue that needs to be addressed is whether effects of co-solvency could explain the newly observed coil transformation. Indeed, the polymer coil size can be quite different not only in different solvents, but also the coil size can change in a mixed solvent. To address this issue we have performed additional measurements of the coil sizes in pure isooctane and nitroethane, as well as in their mixtures, away from the critical temperature and in the two-phase region.

The hydrodynamic radius $R_h$ and the power-law exponent $m$ in the scaling relation $R_h \propto (M_w)^m$ for the increase of the hydrodynamic radius with increase of the molecular weight for the PS coils at different conditions are shown in Table I. Isooctane cannot dissolve PS and is a poor solvent for PS, while it is relatively close to a theta-solvent for PBMA. Nitroethane seems to be somewhere between a poor-solvent and a theta-solvent for both PS and PBMA. Nevertheless, PS in a mixed solvent is almost ideal and swells better than in the pure liquid components, which is attributed to the effect of co-solvency caused by unfavorable nitroethane-isooctane interactions. The exponent $m$ increases significantly from $m = 0.39$ for the collapsed chain to $m = 0.55$ for the fully expanded chain. Hence, the data in Table I confirm that the effects of shrinking and expansion, which we have observed close to the critical point, are much more significant than the variations in the sizes observed in different solvents, as well as in the mixed solvent away from the critical temperature.

We want also to clarify the relationship between hydrodynamic radius and radius of gyration of polymer chains. For a linear polymer chain, the hydrodynamic radius is proportional to the radius of gyration. The value of $R_g / R_h$ ranges from 1.5 to 1.6 when the solvent changes from a good to a theta solvent. Nitroethane+isooctane
is a better solvent than a theta solvent for polystyrene, so that $R_g/R_b$ is between 1.5 and 1.6 for the polymers in nitroethane–isoctane. The experimental results show that the collapse begins when $\xi \approx R_b$; it is expected that the collapse begins when $\xi \approx 0.6R_g$. This observation is in full agreement with the prediction of Brochard and de Gennes.

### III. ROLE OF CRITICAL CASIMIR FORCES

Long-range critical fluctuations will cause an effective force in confined liquid layers near a critical point as originally predicted by Fisher and de Gennes. The phenomenon has been studied extensively both theoretically and experimentally. Critical Casimir forces can be either attractive or repulsive depending on the boundary conditions, i.e., attractive for a symmetric system (confined between two equally solvophilic or solvophobic boundaries) or repulsive for an asymmetric system (one boundary being solvophilic and the other one being solvophobic).

When a critical fluid is confined between two surfaces with an area $A$ and separated by a distance $L$, the fluid will exert a Casimir force $F$ on the surfaces, given by

$$F = \frac{k_B T A}{L^3} \Theta(L/\xi).$$

where $k_B$ is Boltzmann’s constant, $T$ the temperature, and where $\Theta(L/\xi)$ is a finite-size scaling function. Near the critical temperature $T_c$ the correlation length $\xi$ diverges as

\begin{table}
\centering
\begin{tabular}{lllll}
\hline
 & PS-25 & PS-50 & PS-123 & $m$
\hline
Nitroethane$^1$ & 3.11±0.30 & 4.09±0.40 & 6.15±0.60 & 0.47±0.01
Mixed solvent$^1$ & 3.40±0.35 & 4.54±0.40 & 7.42±0.68 & 0.49±0.01
Lower phase$^2$ & / & / & 6.45±0.60 & /
Collapsed & 2.55±0.28 & 3.40±0.30 & 4.78±0.51 & 0.39±0.01
Expanded & 4.40±0.20 & 6.54±0.20 & 10.6±0.51 & 0.55±0.01
\hline
\end{tabular}
\caption{Hydrodynamic radius ($R_h$/nm) and the power-law exponent $m$ in molecular-weight scaling of polystyrene coils}

$^1$ 50 °C  
$^2$ in the two-phase region at 25 °C; the lower phase contains mainly nitroethane.
\[ \xi = \xi_0 (\Delta T/T_c)^{-\nu} , \]  

(2)

where \( \xi_0 \) is an amplitude of the order of the molecular interaction range and where \( \nu = 0.63 \) is a universal critical exponent. Eq. 1 is valid when \( \xi_0 \ll L \ll \xi^{35} \). One commonly defines a universal critical amplitude \( \Theta = \lim_{y \to 0} \Theta(y) \), whose sign and magnitude, however, depends on the boundary conditions. For the three-dimensional Ising universality class with asymmetric boundary conditions (+), the experimental value is \( \Theta_{+} = +6 \pm 2^{38} \) in agreement with theoretical estimates\(^{39,40} \). As explained in the previous section when the size of the polymer coil begins to decrease, the correlation length \( \xi \) inside the coil can no longer grow because of the finite size of the polymer coil. Correspondingly, the osmotic susceptibility \( \chi \) of the system inside the coil can no longer diverge as explained in our previous publication\(^{17} \). These are exactly the type of boundary effects causing the appearance of critical Casimir forces.

To illustrate the importance of critical Casimir forces in our experimental observation of the expansion of the polymer coils close to the critical point of the polymer solution, we show in Fig. 3 both the hydrodynamic radius \( R_h \) of the various polystyrene samples as well as the correlation length \( \xi \) in the bulk solution as a function of \( T-T_c \), where \( T_c \) is the critical temperature of the bulk solution. We see that at the temperature where \( R_h \) has reached its smallest value, the correlation length \( \xi \) in the bulk solution is already a magnitude larger than the size of the polymer coils. Moreover, as pointed out earlier, \( T-T_c \) inside the polymer coils is even smaller than \( T-T_c \), so that the correlation length \( \xi \) in the thermodynamic limit corresponding to the state of the system inside the coils would even be another magnitude larger than the size of the polymer coils. However, the actual correlation length inside the polymer coils cannot become larger than the size of the polymer coils thus inducing huge critical Casimir pressures. Our experiments show that these critical Casimir forces, arising because the correlation length inside the coils wants to increase, are clearly repulsive, as one would expect intuitively. For a quantitative analysis we need an explicit expression for critical Casimir forces inside a single (spherical) boundary at temperatures, where the corresponding correlation length becomes order of magnitude larger than the size of the spherical particle, which to our knowledge is not currently available. If we naively substitute into Eq. 1, which is an example of an expression for repulsive critical Casimir pressures, \( L \approx R_h \), when \( R_h \) reaches its minimum value (varying from 2.5 nm to 5.0 nm depending on the polymer molecular weight of our polystyrene samples), the critical Casimir pressures would even exceed macroscopic values of the order of 0.1 MPa.

The bottom line is that our experiments have revealed that at the temperatures where finite-size effects on the critical fluctuations (inside the polymer coils) become enormous large, thus inducing huge critical Casimir forces inside the coils, we see a pronounced expansion of the polymer coils.

IV. CONCLUSION

The initial collapse of the polymer coils, predicted by Brochard and de Gennes, will continue not until the system inside the coil is moving away from its critical temperature but until the critical Casimir forces induced by the finite-size effects on the critical fluctuations inside the coils become so large that they cause an expansion of the polymer coils. This expansion will continue till eventually the system inside the coils enters two-phase region where micro-phase will appear, while the bulk solution is still in a homogeneous state.
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