Abstract: Remote sensing (RS) has been an effective tool to monitor agricultural production systems, but for vegetable crops, precision agriculture has received less interest to date. The objective of this study was to test the predictive performance of two types of RS data—crop height information derived from point clouds based on RGB UAV data, and reflectance information from terrestrial hyperspectral imagery—to predict fresh matter yield (FMY) for three vegetable crops (eggplant, tomato, and cabbage). The study was conducted in an experimental layout in Bengaluru, India, at five dates in summer 2017. The prediction accuracy varied strongly depending on the RS dataset used. For all crops, a good predictive performance with cross-validated prediction error < 10% was achieved. The growth stage of the crops had no significant effect on the prediction accuracy, although increasing trends of an underestimation of FMY with later sampling dates for eggplant and tomato were found. The study proves that an estimation of vegetable FMY using RS data is successful throughout the growing season. Different RS datasets were best for biomass prediction of the three vegetables, indicating that multi-sensory data collection should be preferred to single sensor use, as no one sensor system is superior.
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1. Introduction

In the course of increasing urbanization, sustainable use of agricultural resources has become a pressing issue [1]. In developing countries, the population is projected to double by 2050 [2], and the occupation of arable land by cities will more than double. In combination with widespread malnutrition in such countries, especially in southern Asia, sustainable agriculture is necessary in order to increase food production [3]. For decades (e.g., [4,5]), remote sensing (RS) has been an effective tool to monitor agricultural production systems [6,7]. Particularly in countries with several cropping seasons per year, such as India, agricultural systems require multi-temporal RS data for a continuous evaluation of crop state and less ambiguous crop identification [8,9]. While crop identification can help to examine the effects of, for example, urbanization, on the farmers’ decisions to grow certain crops, an evaluation of the crop development, and thus biomass prediction, can enable evaluation of the intensity (i.e., fertilization and irrigation) of the agricultural practice. This information may allow one to manage fields more economically and be more efficient on small and large scales.

Intensive vegetable production, which is increasingly characterized by frequent nitrogen (N) fertilization [10], requires rapid and frequent assessment of crop status [11]. While precision agriculture (PA) for field crops was widely applied for two decades, it has a rather short history in horticulture [12,13]. The smaller field size and planting density, as well as the complex plant architecture, makes PA in
horticulture complex [13]. Various sensor platforms, from terrestrial [14] and airborne [15] to satellite [16], have been used for investigating agro-environmental systems. Recently, unmanned aerial vehicles (UAV) have gained interest as platforms for collecting RS information from agricultural fields [15, 17, 18]. UAVs allow the collection of data from large areas (ranging from a few 100 m² for multi-rotor UAVs to approximately 200 ha for fixed-wing UAVs) in a highly repetitive manner, which makes them more independent from weather conditions than satellite or airborne platforms [19]. Another advantage of the UAV platform is their flexibility to carry various sensor systems, such as RGB cameras [15], multispectral sensors [20], and hyperspectral sensors [21], for monitoring crop parameters.

The availability of different sensor systems enables sensor fusion, i.e., the combination of datasets from two or more sensors with different characteristics [22]. Sensor fusion may allow a more holistic interpretation of the relationship between RS information and crop parameters. For example, the fusion of spectral reflectance information with data from an ultra-sound system showed an increased prediction performance for barley yield [23]. Other studies have shown an increased prediction performance of vegetation parameters, such as leaf area index (LAI) and biomass for various crops, such as maize [24], winter wheat [25], and soybean [20], when spectral and structural information (based on RADAR, LiDAR, or photogrammetric methods) were combined. In vegetable systems with a large structural variability, sensor fusion may improve yield estimations by remote sensing data.

With the development of new sensor systems, the amount of data generated has increased tremendously, creating demand for statistical methods which can handle a large quantity and often redundancy of data. Machine learning (ML) methods represent a group of empirical statistical methods able to handle huge amounts of data and intercorrelation of variables. Additionally, ML methods have frequently been used for modelling crop biomass with RS data (e.g., [15, 20, 23]). Various ML methods have been introduced in the RS community in recent years [26], e.g., partial least squares (PLS) regression [27] and random forest regression (RFR) [28]. Although a large variety of ML approaches are available, none of them consistently outperform the others, thus requiring that multiple methods be tested in order to find the optimal statistical model.

The primary objective of this study was to test the potential of two types of RS data—red-green-blue (RGB) data acquired by a UAV and terrestrial hyperspectral data—to predict the fresh matter yield (FMY) of three vegetable crops (eggplant, tomato, and cabbage). While in a former study [15] based on the same data collection, indirect allometric relationships between canopy height, modelled from 3D RGB UAV data with FMY data were used, in the present study, the derived point cloud information should be directly related to crop biomass. This direct approach should lead to improved FMY models, as the allometric relationship between biomass and canopy height is already suffering from noise and, thus, unexplained variation. Additionally, conversely to the previous study, a sensor data fusion approach with hyperspectral data is tested and evaluated. For establishing the empirical relationship, four different ML approaches were tested (partial least squares, support vector machines, random forest, and gradient boosting trees). The contribution and potential of data from each sensor individually (crop height values from the RGB dataset and spectral information from the hyperspectral dataset) and from both sensors fused together were evaluated. We hypothesized that sensor fusion improves the predictive performance of the models for all crops. Additionally, we expected that one ML approach alone will not deliver the optimal model all the time.

2. Methods

The data for this study were collected on the experimental farms of the University of Agricultural Science (UAS) in Bengaluru, India (12°58′20.79″ N, 77°34′50.31″ E, 920 asl) (Figure 1). The dominant soil types are Kandic Paleustalfs and Dystric Nitisols. The experimental site is characterized by a tropical climate with a distinct monsoon season from June to October. The mean annual temperature is 29.2 °C, with an average precipitation of 923 mm [29].
Figure 1. (a) Position of Bengaluru within India. (b) Design of the experimental layout used in this study. Different grey levels indicate the three investigated crops (white: cabbage, light grey: eggplant, and dark grey: tomato). The pattern indicates the level of nitrogen fertilization (no pattern: low, dotted: medium, and squares: high fertilization). H and S indicate the sampling plots for the destructive biomass samples (S) and the sensor data collection (H). (adjusted from [15]).

2.1. Field Experiment

The field experiment was established in 2016 and had a distinct rainy and dry season crop rotation. In the dry season (January to May), tomato (*Solanum lycopersicum* L.) (cultivar: NS-501), eggplant (*Solanum melongena* L.) (cultivar: Ankur), and cabbage (*Brassica oleracea* L.) (cultivar: Unnati) were grown (Figure 1b) with the use of a drip irrigation system. Twelve main plots (12 × 18 m) were arranged in a split-plot experiment. Each treatment was replicated four times (Figure 1b). Three subplots (6 × 12 m) with three levels of nitrogen (N) fertilizer were randomized within each main plot. A blanket application of phosphorus and potassium (40 kg P ha$^{-1}$ and 20, 24, and 50 kg K ha$^{-1}$ for eggplant, tomato, and cabbage) was given to all plots. Additionally, the mean N rate (50, 46, and 60 kg N ha$^{-1}$ as urea for eggplant, tomato, and cabbage, respectively) reflecting the recommended N dose in the region was applied for the medium dose plots. For the low- and high-dose plots, minus 50% and plus 50% of this dose was given, representing additional intensities typical of the region. Due to inaccuracies during the fertilization (fertilizers were not distributed evenly on the total plot area, but directly applied to individual plants), no nutrient deficiency was noticeable in either treatment. To allow for destructive measurements without disturbing neighboring plants, each subplot was divided equally into a destructive sub-subplot for biomass sampling (S-plot; Figure 1b) and a non-destructive sub-subplot (H-plot) for spectral measurements. The S- and H-plots were 6 × 6 m each. The layout was thus comprised of a total of 36 subplots (3 crops × 3 fertilizer treatments × 4 replicates).

2.2. Biomass Sampling

The total biomass (vegetative parts as well as fruits at later growth stages) was measured at five sampling dates between March and May 2017. Two randomly selected plant individuals were harvested (2 cm above the ground) in each S-plot (Figure 1b). These individuals can be considered...
as representative of the variation in the plot. Considering the number of plants in each plot ($n = 100, 50, 50$ for eggplant, tomato, and cabbage, respectively), two individuals was the compromise of not losing too many plants and reducing disturbances during the growth period. At each sampling date, the biomass ($t \text{ ha}^{-1}$) was measured in the field using a balance. The total number of samples collected for each crop type was $60$ ($5$ sampling dates $\times 3$ fertilizer treatments $\times 4$ replicates).

### 2.3. D UAV Point Cloud Data

At each sampling date, one RGB UAV flight for each plot was conducted using a DJI FC300X camera (focal length of $3.61$ mm) mounted on DJI 3 Professional (DJI, Shenzhen, Guangdong, China). The same grid-wise flight plan was conducted for each plot using autopilot and the software Pix4D Capture (Pix4D SA, Lausanne, Switzerland). About $200$ images ($4000 \times 3000$ pixels) were taken during each flight for each plot, with an $80\%$ forward and side overlap (Figure 2). The flight altitude ranged from $17$ to $24$ m which led to a variation in the mean ground resolution ranging from $6$ to $8$ mm per pixel. For a more detailed description of the flights, see [15]. In total, $60$ flights ($4$ main plots $\times 3$ crops $\times 5$ sampling dates) were conducted. To reduce the effect of different geometries between the camera, sun, and vegetative surface between the flights, the same flight plan and approximately the same time of the day was selected for each sampling date. However, differences due to fluctuating areas of shadow and sun angle variations could not be avoided. As precise point cloud processing requires high spatial position accuracy, four permanent ground control points (GCPs) were measured in each main plot using a differential GPS (Trimble Inc., Sunnyvale, CA, USA) with a spatial accuracy of $\pm 5$ cm. These GCPs were subsequently used for georeferencing, geo-correction, and co-registration of the images. The GCPs were restricted to the corners of the plot due to practical reasons during the field season, in which standard agricultural practices prohibited the use of GCPs within each plot. This sparse GCP density potentially led to a degraded spatial accuracy [30]. Point cloud data were derived from the UAV RGB images using the structure-from-motion algorithm from the software Photoscan Pro (Agisoft LLC, St. Petersburg, Russia). The procedures are comprised of a feature extraction process combined with a bundle adjustment of the images [31,32]. Applying a multi-view stereo matching algorithm, a dense point cloud was generated [33,34]. The detailed procedure for the dense point cloud creation is described in [15]. For each point of the point cloud, the red and green information was used to calculate the Green-Red Vegetation Index (GRVI) (Equation (1)) [5].

$$GRVI = \frac{\text{Green} - \text{Red}}{\text{Green} + \text{Red}}$$  \hspace{1cm} (1)

![Figure 2. Workflow describing the data collection (blue), data preparation (yellow), and data analysis scheme (green).](image)

Following the procedure described in [15], the GRVI was used for differentiating points representing ground and vegetation using a k-means classification. With the resulting ground points, a digital
A digital elevation model (DEM) was created using a Delaunay triangulation with a spatial resolution of 1 m. The DEM was used to normalize the height information for all points classified as vegetation to absolute vegetation height. The average density of the vegetation point clouds for all plots was 955 points m\(^{-2}\). For each plot and sampling date, 13 point cloud metrics were derived from the vegetation point cloud (Table S1). The selection of the metrics was based on the results from [35,36]. In contrast to [15], the minimum crop height parameter was not used for analysis, since the minimum height per plot was always zero after conducting height normalization. The extraction of the point cloud was done using the `lidR` package [37] and the programming language R [38].

2.4. Sampling of Spectral Data

Prior to the biomass sampling, three hyperspectral images were collected in each H-plot using the full-frame hyperspectral camera UHD 185-Firefly (UHD; Cubert GmbH, www.cubert-gmbh.de, Ulm, Germany). Each image was collected above a randomly chosen plant. The distance between the plant and the camera was kept constant at 1.5 m above the mean height of ten randomly selected plant individuals, which were measured for each plot before the sampling, throughout the growing season, to keep the area covered by the image during plant growth constant. The camera measures incoming radiance (radiometric calibration was done by sphereoptics in June 2016) in the spectral range from 450 to 998 nm. However, only the spectral range from 470 to 950 nm was analysed because there was too much noise in the wavelengths between 450 and 470 nm and 950 and 998 nm. The band width was 4 nm, resulting in 120 bands for which the radiance was measured. The focal length of the camera is 12.1 mm, with an image size of 50 × 50 pixels, resulting in a spatial resolution of 0.02 m and a spectral sampling area of ~1 × 1 m at the applied measurement height. The camera was mounted on a tripod to reduce the effects of shading and movement by the human operator as well as to keep the measurement height constant. The viewing angle was at nadir and the sun was always in front of the camera. All measurements were done between 10 a.m. and 2 p.m. Prior to each measurement, the camera was calibrated using a white calibration panel (95% reflectance Zenith Lite), allowing the retrieval of reflectance information directly from the measured radiance. During calibration in the field, the integration time (the time over which light is received by the detector) was automatically determined. The reflectance for each image was normalized by dividing the reflectance information for each pixel by the maximum measured reflectance value for this pixel [39]. This normalization process allowed the comparison of spectral information from different sampling dates with different illumination conditions and reduced the effects of brightness differences in the hyperspectral imagery.

As shown by Mosin et al. [40], normalization per pixel value might give better results when changing weather conditions during the measurements happens in comparison to, e.g., a normalization per spectral band, as shown by [39]. Each collected image contained non-vegetation pixels from soil, shadows, and pipes from the drip irrigation system. To reduce the effect of such disturbances, a two-step procedure was applied (Figure 2). First, the normalized difference vegetation index (NDVI) [41] was calculated for each image. The NDVI is calculated as the difference between reflectance in the red and near-infrared (NIR) spectral range normalized by the sum of both reflectance values. As red and NIR are characterized by very low (red) and high (NIR) reflectance values for vegetation, they are widely used for differentiating vegetated from non-vegetated surfaces. As a second step, a two-class k-means classification algorithm was applied using the NDVI values. During this process, two class centroids are calculated by measuring the distance from all NDVI values to each other. The centroids were identified in such a way that the distance between all pixel values and the corresponding centroids was minimized. Finally, the resulting mask (including only pixels of vegetated surfaces) was used to calculate the average vegetation reflectance for each image and spectral band. Although the spatial resolution (~2 cm) was quite high, mixed pixels might remain a problem in further analysis. All reflectance information collected in the same plot and at the same sampling date was averaged. This process resulted in one spectral reflectance curve per plot and sampling date.
2.5. Statistical Analysis

A two-factorial ANOVA was applied to test for the combined effects of fertilizer and sampling date on the measured biomass. The residuals were checked for normality and homoskedasticity, and base 10 logarithmic transformations were applied as needed to achieve normally distributed residuals.

A wide variety of supervised ML techniques were developed for spatially explicit biomass quantification. Here, four popular ML techniques were used to predict crop biomass for all three crops and to identify the best parameter for prediction (height, spectral, or fusion). ML methods are empirical statistical approaches which can be used to establish statistical relationships between a multitude of explanatory variables (here, spectral bands and height parameters) and response variables (here, crop biomass). ML approaches not only allow the specification of modelling error and quantification of uncertainty [42], but also enable the use of highly correlated explanatory variables. The four selected ML techniques, i.e., partial least squares (PLS), support vector machines (SVM), random forest regression (RFR), and gradient boosting tree (GBT) regression were applied to calibrate the biomass prediction models.

PLS regression searches for a set of latent variables which optimally represent the covariance between the explanatory and response variables. The prediction error of a PLS model decreases with every additional latent variable added to the model until an absolute minimum error is reached. However, this procedure can lead to an overparameterization of the model, resulting in an overoptimistic model. To avoid overparameterization, the search for the optimal number of latent variables was limited to 12, representing 26% of the total number of samples.

SVM regression is a kernel-based statistical approach. The algorithm uses a kernel function to fit the training data to a hyperplane [43]. The radial basis function was used as a kernel. SVM is particularly suitable for fitting complex non-linear data. SVM models can be optimized by tuning several parameters. In the present study, the optimal model was identified using a systematic search for the best cost and sigma parameters [44].

RFR is a tree-based ensemble learning technique combining the information from many independent decision trees to develop the final prediction model [28]. Determination of the optimal tree required optimization of the parameter mtry, defining how many of the total available explanatory variables will be randomly selected at each split in the regression tree. The number of trees per iteration was kept constant at 500 in this study [45]. GBT is another ensemble method, but unlike RFR, each tree is trained based on the results of the previous trees [46].

For model calibration and validation, the dataset for each crop \((n = 60)\) was split up into a calibration dataset \((n = 45)\) and a validation dataset \((n = 15)\) (Figure 2). The optimization procedure for the model calibration of all four ML approaches was done using 10-fold five-times repetition group-leave out cross-validation on the calibration dataset. To accomplish this, 40 samples out of the 45 samples of the calibration dataset were used for the model calibration, while the remaining five samples were used for model optimization (i.e., tuning). This was repeated five times, and the optimal parameters for the calibration model were based on the lowest root–mean–square error (RMSE).

The samples for the remaining validation datasets \((n = 15)\), which were not included in the model calibration, were selected in a stratified random approach. For each sampling date, three samples of the available 12 samples \((3 \text{ fertilizer treatments} \times 4 \text{ replicates})\) were randomly chosen and included in the validation dataset.
To find the best combination of ML approach and variables (i.e., spectral, height, or a fusion of both datasets) for predicting the crop biomass, the coefficient of determination using the $R^2_{\text{val}}$ (Equation (2)), the prediction error ($\text{RMSE}_{\text{val}}$) (Equation (3)), the relative prediction error ($\text{rel.RMSE}$) (Equation (4)), and the bias (Equation (5)) were calculated as follows

$$R^2_{\text{val}} = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y}_i)^2}$$  \hspace{1cm} (2)

$$\text{RMSE}_{\text{val}} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{n}}$$  \hspace{1cm} (3)

$$\text{rel. RMSE} = \frac{\text{RMSE}_{\text{val}}}{\text{max}(y_i) - \text{min}(y_i)}$$  \hspace{1cm} (4)

$$\text{bias} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)$$  \hspace{1cm} (5)

where $y_i$ is the measured biomass, $\hat{y}_i$ is the predicted biomass, $\bar{y}_i$ is the average measured biomass, and $n$ is the number of samples.

To examine whether the prediction accuracy of crop biomass is different throughout the growing season, an ANOVA was calculated with the deviation between the predicted and measured biomass values as a response variable and sampling date as an explanatory variable.

3. Results

The biomass values for the three crops increased throughout the growing season. For eggplant, the range of all biomass values was from 0.013 to 35.62 t ha$^{-1}$, while biomass yields were lower for tomato (ranging from 0.015 to 19.04 t ha$^{-1}$) and higher for cabbage (ranging from 0.026 to 65.66 t ha$^{-1}$). The biomass values for each crop were log$_{10}$-transformed for the two-factorial ANOVA in order to achieve normally distributed residuals. The results of the ANOVA (Table 1) show that there was no significant effect of fertilizer on biomass, which can be explained by the insufficient range of the fertilizer treatments [15]. The effect of sampling date was significant for all three crops, which was expected, as the crops were growing throughout the season. There was no significant interaction between sampling date and fertilizer treatment (Table 1).

| Sampling Date (SD) | N Fertilizer (NF) | SD × NF |
|-------------------|------------------|---------|
| Eggplant          | *** 0.805        | 0.670   |
| Tomato            | *** 0.177        | 0.575   |
| Cabbage           | *** 0.594        | 0.972   |

*** $p < 0.001$. 

Table 1. Results of the two-factorial ANOVA testing the effect of sampling date (SD) and fertilizer (NF) on the measured biomass of eggplant, tomato, and cabbage.
Prior to the ML analyses, the intercorrelation between all explanatory variables (i.e., 120 spectral bands and 13 height parameters) was examined. Figure 3 shows a clear intercorrelation between all explanatory variables. However, the pattern of the correlation matrix reveals differences between the three crops. While the wavelengths in the near-infrared spectral region (NIR: 770–950 nm) are highly correlated with the visible bands (VIS: 470–750 nm) for eggplant, this correlation is much weaker for tomato and cabbage. For the 13 height parameters (Table S1), strong correlations (between −0.75 and −1) were found with bands from the VIS spectral range. The height parameters also showed a strong positive correlation among each other.

![Figure 3. Intercorrelation between all explanatory variables (i.e., 120 spectral bands and 13 height parameters) for (a) eggplant, (b) tomato, and (c) cabbage.](image)

In total, 3600 ML models were calibrated and validated using the test dataset (Figure 4, Table S2 of the Supplementary Materials). The PLS model using the height dataset or the fused dataset delivered, for all three crops, the most unstable models with $R^2_{val}$ smaller than 0 for 33, 14, six model runs for eggplant, tomato, and cabbage respectively. As these models were particularly worse than all other models, the PLS models using the height dataset were excluded from further analysis. The PLS models using only the spectral dataset were retained in further analysis. The prediction accuracy for the three crops varied strongly depending on the calibration model applied and dataset used (eggplant: $R^2_{val} = 0.12–0.99$, rel.$RMSE = 0.05–0.35$, bias = −0.31–0.22; tomato: $R^2_{val} = 0.11–0.98$, rel.$RMSE = 0.05–0.34$, bias = −0.28–0.32; cabbage $R^2_{val} = 0.50–0.99$, rel.$RMSE = 0.04–0.25$, bias = −0.35–0.19) (Figure 5). For all three crops, RFR showed the best results, with a mean $R^2_{val}$ of 0.96 (range: 0.89–0.99) for eggplant, 0.92 (range: 0.86–0.98) for tomato, and 0.95 (range: 0.86–0.99) for cabbage (Figure 5). The average relative prediction error (rel.$RMSE$) was largest for tomato (19%), followed by cabbage (13%) and eggplant (12%). For eggplant, the performance of RFR was only slightly better than the best model of the other methods ($R^2_{val} = 0.90$, 0.93, and 0.96, and rel.$RMSE = 12\%$, 10%, and 11% for PLS, SVR, and GBT, respectively). For tomato, the variation in the mean prediction accuracy among the ML approaches was the largest, with a $R^2_{val}$ of 0.78, 0.75, and 0.72 and a rel.$RMSE$ of 17%, 15%, and 14% for the best-performing models of PLS, SVR, and GBT, respectively (Table S2). For cabbage, the variation in prediction accuracy for the best-performing models was low, with an $R^2_{val}$ of 0.92, 0.91, and 0.88 and a relative error of 10%, 10%, and 11% for PLS, SVR, and GBT, respectively.
Figure 4. Results from cross-validation using three sets of variables (left: height, middle: spectral, and right: fusion) and machine learning approaches (Random Forest (RFR), Partial Least Squares (PLS), Support Vector (SVR), and Gradient Boosting Tree (GBT)). The distribution of the normalized prediction error ($\text{rel.RMSE}$) the coefficient of determination ($R^2_{\text{val}}$) and the bias is shown as a violin plot (Potter et al., 2006) for (a) eggplant, (b) tomato, and (c) cabbage. The areas around the lines indicate the probability density of the data.
In the following, the evaluation of the three sets of variables (spectral, height, and fusion) is described for the best-performing ML models (i.e., RFR) for all crops. The dataset resulting in the most accurate predicted biomass differed between the three crops. For eggplant (Figure 5a, Table S2 Supplementary), the spectral and fusion datasets gave the same prediction accuracy ($R^2_{\text{val}} = 0.96$, rel.RMSE = 0.07, bias = 0.02), indicating that the height parameters did not improve the prediction model based solely on spectral data. For tomato (Figure 5b), the height dataset ($R^2_{\text{val}} = 0.92$, rel.RMSE = 0.09, bias = 0.01) outperformed the spectral dataset alone ($R^2_{\text{val}} = 0.69$, rel.RMSE = 0.20, bias = 0.01) and the fusion of both datasets ($R^2_{\text{val}} = 0.90$, rel.RMSE = 0.11, bias = 0.02) (Table S2). The height dataset was best for predicting cabbage biomass ($R^2_{\text{val}} = 0.95$, rel.RMSE = 0.08, bias = −0.01) (Figure 5c), but did not perform much better than the other two predictor datasets ($R^2_{\text{val}} = 0.93$, rel.RMSE = 0.09, bias = −0.10 for the spectral parameters and $R^2_{\text{val}} = 0.94$, rel.RMSE = 0.9, bias = −0.01 for the fusion dataset).

The effect of sampling date on the deviation between predicted and observed biomass (Figure 6), tested by ANOVA, was not significant. However, for eggplant and tomato (Figure 6a,b), an increasing trend towards underestimation (i.e., deviation < 0) of measured biomass was apparent for the later growth stages (i.e., sampling date 4 and 5).

**Figure 5.** Predicted versus observed biomass based on the best machine learning method (i.e., random forest regression) for 100 validation datasets based on the best performing explanatory set of variables for (a) eggplant, predicted using the spectral variables, (b) tomato, predicted using the height parameters, and (c) cabbage, predicted using the height variables. The prediction quality measures (i.e., $R^2_{\text{val}}$ and rel.RMSE$_{\text{val}}$) are averaged over all 100 model runs. The blue line indicates the linear relationship of the values while the dotted line shows the 1:1 (perfect fit) line.

**Figure 6.** Normalized deviations of the predicted from the observed values for (a) eggplant, (b) tomato, and (c) cabbage for each sampling date. The dotted line indicates zero deviation and thus perfect fit between measured and predicted biomass values. The areas around the lines indicate the probability density of the data.
4. Discussion

The aim of this study was to predict the FMY of three vegetable crops characterized by differing growth forms and internal vegetation structures by means of remote sensing data. Overall, the results show that a high prediction accuracy of FMY can be achieved for all vegetable crops with the chosen methods ($R^2_{val}$ of 0.96 for eggplant, 0.92 for tomato, and 0.95 for cabbage) (Table S2). The presented direct approach (i.e., predicting biomass directly from remotely sensed variables) resulted in much more accurate biomass estimates in comparison to indirect approaches [15,47]. For example, [15] used point cloud-derived height parameters to estimate biomass of the same vegetable crops as in this study via the estimation of the crop height, resulting in a much higher prediction error for all three crops (17.6%, 18.3%, and 15.2% for eggplant, tomato, and cabbage, respectively). While [15] obtained the lowest relative prediction error for cabbage compared to the other crops ($rel.RMSE = 15.2\%$), the lowest relative prediction error in the present study was obtained for eggplant ($rel.RMSE = 7.2\%$). Even for cabbage, the relative prediction error in the present study was much lower ($rel.RMSE = 8.3\%$) (Figure 4). Ref. [48] tested an approach using point-cloud-derived variables and spectral data to predict crop biomass for maize and achieved lower model accuracies than the present study, too. The lower accuracies may be explained by the fact that their spectral information was based on red, green and blue spectral values without the NIR region, which has been shown to be very important for the biomass prediction of vegetation [49].

Regarding the tested ML methods, RFR showed the best prediction performance (based on $R^2_{val}$, $rel.RMSE$, and bias) for all three crops. RFR frequently outperforms other ML methods in predicting biomass from RS data in agriculture [15,50] and forestry [26,51]. RFR is less sensitive to overfitting than many other methods [52], which might explain the outperformance. Nevertheless, a thorough evaluation of several ML methods should always be conducted, as there is no ML method which consistently outperforms the others under all circumstances (e.g., all ecosystem types and vegetation parameters) [53]. To evaluate the effect of sampling date on FMY prediction, the deviation of the predicted and measured FMY values for each sampling date was estimated (Figure 6). No significant effect of sampling date on the deviation was found, which does not correspond with the results of [54] for maize and sorghum and [15] for eggplant, tomato and cabbage, who both found higher deviations for samples from the early crop stages. [54] argued that a discrepancy in sampling time between the biomass and the RS-based sampling date could be the reason for the larger deviations. Furthermore, high-growing crops like maize or sorghum are characterized by a different growth phenology than vegetable, which makes comparison of the results difficult. In [15], the sampling dates for the biomass harvest and the RS sampling were the same and the author argued that the deviation was most likely driven by inaccuracies during the point cloud processing. Additionally, the heterogenous plant development in the early growth stages of the vegetables might have contributed to the bias in the early growing stages. The slight trend of increasing bias (i.e., biomass underestimation) for the late sampling dates for eggplant and tomato in the present study could be a result of the increased biomass values due to fruit growth, which are no longer related to crop height. A reduced height development, or even a decrease in height at plant maturity, can be found for many crops such as potatoes [55], corn [56], giant ragweed [57], or tomato [58]. Additionally, the reflectance of the entire plant changes throughout the growth [59] due to, e.g., the ripening of fruits and the change in chemical and water content [60], thus changes the relationship between biomass and reflectance [25]. An inclusion of shortwave infrared (>950 nm) spectral information at later growth stages might reduce this bias [61].

For all three crops, the intercorrelation between the explanatory variables (i.e., spectral and height values) was different (Figure 3), particularly in the NIR spectral region, which is known to be strongly related to vegetation biomass and plant internal structure [62]. This could be explained by the different growth forms of the three crops. While eggplant and tomato become tall plants with a dense, closed canopy at the end of the growth period, cabbage is characterized by a rather flat structure and open canopy (i.e., bare ground between the single plants). For tomato, the agricultural practice of tying up the plants with thread might have affected the relationship between biomass and reflectance of
NIR. The results of this study, therefore, confirmed the expectation that an individual evaluation of the relationship between biomass and RS variables is necessary for each crop, which has also been shown in, e.g., [15,54,63].

To prove that the fusion of spectral and height information can improve FMY predictions in comparison to single-sensor use, a biomass estimation model based on spectral data and point cloud-derived height information alone and in combination was developed. The sensor data fusion did not result in optimal performance for any of the crops. Although for some of the applied ML approaches, the best model was based on both spectral and height data together (e.g., for the eggplant RFR model, see Table S2), the best model for each crop was always based on a single set of variables, i.e., either spectral or height. This could be partly be explained by the redundancy of the coefficient of determination when using both datasets [22]. [64], which evaluated sensor fusion for crop biomass estimation of maize, found only slight improvements when spectral and lidar data were used together (decrease in prediction error by 0.53 t ha$^{-1}$), while [65] found a deterioration of prediction accuracy using fused datasets for species identification in shrublands. While for eggplant, the spectral dataset delivered the best prediction accuracies, the model based on the height parameters was best for tomato and cabbage. The tying up of tomato plants from sampling date 3 onwards directly affects the height measurements, and thus the point cloud derivation, which might be an explanation for the selection of the height parameters in the modelling procedure. However, it can be assumed that the biomass and height are still correlated after this agricultural practice until the ripening of the tomato fruits starts. These results confirm the expectation that an evaluation of two or more RS sets of variables reflecting different vegetation characteristics (i.e., spectral reflectance and structure) is as important [65,66] as evaluating different ML methods [50,51].

Overall, the results of the present study proved that estimation of vegetable crop fresh matter biomass using in situ hyperspectral and RGB UAV imagery was successful throughout the growing season. It also clearly demonstrated that optimal models differ among vegetable crops. Although the fusion of both datasets did not outperform single-dataset use, the results indicate that, whenever possible, more than one sensory dataset should be collected to assure an optimal FMY prediction model. However, RGB UAV imagery seems to always be a good choice for receiving good model accuracies, especially when the cost for buying a hyperspectral camera is considered. Furthermore, it was shown that the evaluation of several ML methods using different strategies for building prediction models is worthwhile.

In the future, this approach should be tested using a completely airborne data collection to validate the findings on larger scales and test whether the approach can be used to evaluate the spatial variability of crop biomass under field conditions. This step would allow the further development of precision agriculture in horticultural systems as it would allow to evaluate the phenotypic characteristics of vegetable crops on large scales in a reliable way. The predictive performance of the identified models should be validated with RS data from further growing seasons to check the robustness of the results. Additionally, other sensor systems, such as a thermal imaging system [20], should be tested for their predictive performance for vegetable crop biomass.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4395/10/10/1600/s1, Table S1: Height parameters derived from point clouds and used as explanatory variables for modelling crop biomass. The mean and standard deviation of each metric across all sampling dates and plots is given. Table S2: Overview of the prediction performance of the model validation for four ML approaches (partial least squares (PLS), support vector machines (SVM), random forest regression (RFR), and gradient boosting trees (GBT)) and three crops (eggplant, tomato, and cabbage). Values in bold represent the model with the best prediction of biomass.
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