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Abstract. Muto, Narita and Pitale construct counterexamples to the Generalized Ramanujan Conjecture for GL$_2(B)$ over the division quaternion algebra $B$ with discriminant two via a lift from SL$_2$. In this paper, we try to exactly characterize the image of this lift. The method of Maass does not apply here, hence we approach this problem via a combination of classical and representation theory techniques to identify the image. Crucially, we use the Jacquet Langlands correspondence described by Badulescu and Renard to characterize the representations.

1. Introduction

One of the fundamental problems in the theory of automorphic forms or representations is the Ramanujan conjecture. Originally formulated by Ramanujan as estimation for the Fourier coefficients of the weight 12 holomorphic cusp form $\Delta$ over SL$_2(\mathbb{Z})$ on the upper half plane $\mathbb{H}$, the conjecture has been generalized to functions over a broader set of groups in terms of local representations of the associated automorphic forms. To review it, let $G$ be a reductive algebraic group over a number $F$, and let $A := \otimes_{\nu \leq \infty} F_{\nu}$ be the ring of adeles for $F$, where $F_{\nu}$ denotes the local field at a place $\nu$. Then, the Ramanujan conjecture can be stated as follows:

1.1. Generalized Ramanujan Conjecture (GRC): Let $\pi \simeq \otimes_{\nu \leq \infty} \pi_{\nu}$ be an irreducible cuspidal representation of $G(A)$, where $\pi_{\nu}$ denotes the local component of $\pi$ at the place $\nu$. Then $\pi_{\nu}$ is tempered for every $\nu \leq \infty$.

Nowadays it is widely known that there are cuspidal representations or cusp forms answering negatively to this question, which we call counterexamples to the Ramanujan conjecture. A well-known example is given by the Saito-Kurokawa lifting from elliptic cusp forms to holomorphic Siegel cusp forms of degree two. Adrianov, Maass and Zagier showed that any lift of this kind always violates the conjecture. Maass found explicit relations between the Fourier coefficients of the holomorphic Siegel cusp forms which characterize the image of the lift (cf. [9]). We shall refer to these as the Maass relations and to the image as the Maass space. In [6], Ikeda generalized the process of Saito-Kurokawa lifts for cusp forms of higher degree. Kohnen and Kojima characterize the Maass space for Ikeda lifts again via
a similar process as that of Maass (cf. [7], [8]). Both these proofs rely crucially on intermediate spaces of Jacobi forms.

The Ramanujan conjecture is strongly believed for the general linear group $GL_n$. More generally, it is expected that the conjecture would hold for generic cuspidal representations of quasisplit reductive groups. In view of the Langlands functoriality principle for quasisplit groups and their inner forms, the Ramanujan conjecture for the inner forms is quite natural and interesting to study. Muto, Narita and Pitale in [10] provide a counterexample to the GRC for $GL_2(B)$ over the division quaternion algebra $B$ with discriminant two. Note that $GL_2(B)$ is an inner form of the split group $GL_4$. Unlike the Saito-Kurokawa case, the construction in [10] does not involve any intermediate spaces of Jacobi forms. Instead, given $c(N)$ Fourier coefficients of $f \in S(\Gamma_0(2); - (\frac{1}{4} + \frac{c^2}{4}))$ which is an eigenfunction of the Atkin-Lehner involution, they directly define numbers $A(\beta)$ (cf. (3.3)). Then they show that these $A(\beta)$ are the Fourier coefficients of some $F_f \in \mathcal{M}(GL(2)(O), r)$ by using Maass Converse Theorem (cf. Theorem 3.1). Here $\mathcal{M}(GL(2)(O), r)$ is the space of Maass forms on the 5-dimensional hyperbolic space with respect to $GL(2)(O)$, where $O$ is the Hurwitz order in $B$ (see Section 2.2 for details). They further show that if $f$ is a Hecke eigenform, then so is $F_f$ and the representation $\Pi_f \cong \otimes_{p \leq \infty} \Pi_{F,p}$ of $GL_2(B)$ corresponding to $F_f$ is a counterexample to the GRC. They also show that the image of $\Pi_f$ under the global Jacquet-Langlands correspondence is the irreducible constituent of $Ind_{P_{2,2}(\mathbb{A})}^{GL_2(\mathbb{A})} (|\det|^{1/2} \sigma_f \times |\det|^{1/2} \sigma_f)$, where $\sigma_f$ is the automorphic representation of $GL_2(\mathbb{A})$ corresponding to $f$.

The question we want to answer here is the same as the one Maass answered for the Saito-Kurokawa case. More precisely, we want to characterize the image of this lift, possibly in terms of recurrence relations between their Fourier coefficients. We tackle this problem by first noticing that $A(\beta)$ depends only on $K = |\beta|^2$, $u$ and $n$ when $\beta = \mp n\beta_0$ as in (3.2) (cf. 4.1).

**Definition 1.1.** Let $\mathcal{M}^*(GL_2(O), r)$ be the subspace of $\mathcal{M}(GL_2(O), r)$ consisting of functions $F$ whose Fourier coefficients $A(\beta)$ satisfy:

1. If $\beta = \pm n\beta_0$ as in (3.2), then $A(\beta)$ depend only on $K = |\beta|^2$, $u$ and $n$. We shall then write $A(\beta)$ as $A(K, u, n)$.
2. $A(K, u, n)$ satisfy the recurrence relations:
   a. $A(K, u, n) = \frac{1}{2^{\epsilon}} A(K, u - 1, n) - A(K, u - 2, n)$ for some $\epsilon \in \{\pm 1\}$,
   b. $A(K, u, n) = \sum d|n \cdot d \cdot A(K, u, 1)$.

Note that there are no intermediate spaces of Jacobi forms and so, we cannot just generalize the proof of Maass to this case. Instead we take a completely different approach.

It is easy to see that the Fourier coefficients of $F_f$ satisfy condition (1). To show that $A(K, u, n)$ also satisfy condition (2a) and (2b), we use Legendre’s theorem to isolate $c(N)$ as follows:

- **(1)**

- **(2a)**

- **(2b)**
Proposition 1.1. Let \( N = 4^a b \), where \( a, b \) are non-negative integers and \( 4 \nmid b \). With assumptions as in Theorem 4.1, we get

\[
(1.1) \quad c(-N) = \frac{A(2N, u, 1)}{\sqrt{2N}} + \epsilon \frac{A(N, u - 1, 1)}{\sqrt{N}}
\]

where

\[
u = \begin{cases} 2a & \text{if } b \equiv 1, 3 \mod(4), \\ 2a + 1 & \text{if } b \equiv 2 \mod(4). \end{cases}
\]

Now, we manipulate the defining sum of \( A(\beta) \) (c.f. (3.3)) using these \( c(N) \) to show that \( A(K, u, n) \) indeed satisfy the recurrence relation (2b). The relation (2a) follows from the fact that \( F_f \) is a Hecke eigenform at \( p = 2 \). Hence, we get

Theorem 1.2. Let \( f \in S(\Gamma_0(2); -(\frac{1}{4} + \frac{\epsilon^2}{4})) \) be an Atkin-Lehner eigenform with eigenvalue \( \epsilon \in \{ \pm 1 \} \) and which is a Hecke eigenform at \( p = 2 \). Then \( F_f \) obtained in Theorem 3.1 belongs to the Maass space \( M^*(GL_2(\mathcal{O}), r) \).

This allows us to determine a “necessary” condition for \( F \in \mathcal{M}(GL_2(\mathcal{O}), r) \) to be a lift. We would like to show a theorem that this is also a “sufficient” condition. If \( F \in \mathcal{M}(GL_2(\mathcal{O}), r) \), we can still isolate \( c(N) \) as before and now the question reduces to showing these are the Fourier coefficients of some \( f \in S(\Gamma_0(2); -(\frac{1}{4} + \frac{\epsilon^2}{4})) \).

As a first approach one can try to use the Maass converse theorem to show the automorphy of a function \( f \) with Fourier coefficients \( \{ c(N) \} \). The difficulty is that the analytic properties of the Dirichlet series associated with \( F \) do not translate into analytic properties of Dirichlet series obtained from \( \{ c(N) \} \). To approach this problem by representation theory, we first add the condition that \( F \) is a Hecke eigenform for all primes \( p \) and obtain the following theorem.

Theorem 1.3. Let \( F \in \mathcal{M}^*(GL_2(\mathcal{O}), r) \) such that \( F \) is a cuspidal Hecke eigenform. Then, there exists \( f \in S(\Gamma_0(2); -(\frac{1}{4} + \frac{\epsilon^2}{4})) \), a Hecke eigenform, such that \( F = F_f \).

We denote by \( \Pi_F \cong \otimes_{p \leq \infty} \Pi_{F,p} \) the automorphic representation of \( GL_2(\mathcal{A}_p) \) associated with \( F \). Let the image of \( \Pi_F \) under the global Jacquet Langlands map be \( \Pi \cong \otimes_{p \leq \infty} \Pi_p, \) a representation of \( GL_4(\mathcal{A}) \). For a cuspidal representation \( \sigma \) of \( GL_2(\mathcal{A}) \), we denote by \( MW(\sigma, 2) \) the Langlands quotient of \( Ind_{P_{2,2}(\mathcal{A})}^{GL_4(\mathcal{A})}(\det)^{1/2} \times \det^{1/2} \sigma \), following the notation of Badulescu and Renard from [3]. The strategy of the proof now is to show that \( \Pi = MW(\sigma, 2) \) for \( \sigma \) an irreducible cuspidal automorphic representation of \( GL_2(\mathcal{A}) \). We show that \( \Pi_{F,p} \) is the unique irreducible constituent of some unramified principal series representation \( Ind_{B_2(Q_p)}^{GL_4(Q_p)}(\chi_1 \times \chi_2 \times \chi_3 \times \chi_4) \) where each \( \chi_i \) is an unramified character of \( Q_p^\times \) described in the following proposition.
Proposition 1.2. For every odd prime $p$, there is a $\lambda_p \in \mathbb{C}$ such that, up to the action of the Weyl group, $\chi_i$ are given by the formula

$$
\chi_1(p) = p^{1/2} \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2}; \quad \chi_2(p) = p^{1/2} \frac{\lambda_p - \sqrt{\lambda_p^2 - 4}}{2};
$$

$$
\chi_3(p) = p^{-1/2} \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2}; \quad \chi_4(p) = p^{-1/2} \frac{\lambda_p - \sqrt{\lambda_p^2 - 4}}{2}.
$$

(1.2)

This is the most crucial result of the paper. The fact that $\chi_i$ are related in this special way and are not arbitrary is an important consequence of the action of Hecke algebra and recurrence relations from Definition 1.1 (2b). For $p > 2$, the structure of the local component $\Pi_{F,p}$ can be obtained from the action of Hecke algebra and relation (2a). The component $\Pi_{F,\infty}$ follows from Section 6.1 of [10]. Conditions on the Satake parameters give us that $\Pi$ is indeed of the form $MW(\sigma, 2)$ for some $\sigma$ representation of $GL_2(F)$. For any odd prime $p$, let $\chi_p$ be the unramified character of $\mathbb{Q}_p^\times$ such that $\chi_p(p) = \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2}$. At the prime $p = \infty$, let $\chi_\infty(a) = |a|^s$ where $s = \frac{\sqrt{1 - 1}}{2}$. For the prime $p = 2$, let $\chi$ be an unramified character of $\mathbb{Q}_2^\times$ with $\chi(2) = -4$ as in condition (2a) of Definition 4.1.

Proposition 1.3. Let $\sigma = \otimes_{p \leq \infty} \sigma_p$ be the irreducible cuspidal automorphic representation of $GL_2(\mathbb{A})$ such that $\Pi = MW(\sigma, 2)$ as above. Then

$$
\sigma_p = \begin{cases} 
\text{Ind}_{GL_2(F)}^{GL_2(\mathbb{Q}_p)}(\chi_p \times \chi_p^{-1}) & \text{for odd } p < \infty, \\
\chi St_{GL_2} & \text{for } p = 2, \\
\text{Ind}_{GL_2(F)}^{GL_2(\mathbb{R})}(\chi_\infty \times \chi_\infty^{-1}) & \text{for } p = \infty.
\end{cases}
$$

(1.3)

We then look at the distinguished vector in $\sigma$ to find a function $f$ associated to $\sigma$. As $\sigma_2$ is Steinberg and $\sigma_\infty$ is principal series, we can show that $f \in S(\Gamma_0(2); -(\frac{1}{4} + \frac{p}{2}))$ as required. We complete the proof by showing that $c(N)$ are indeed the Fourier coefficients of $f$ implying $F = F_f$.

To generalize Theorem 1.3 to all $F \in \mathcal{M}^+(GL_2(O), r)$ it is enough to show that $\mathcal{M}^+(GL_2(O), r)$ is a Hecke invariant subspace. This implies that $\mathcal{M}^+(GL_2(O), r)$ has a Hecke eigenbasis $F_i \in \mathcal{M}^+(GL_2(O), r)$ which are lifts of $f_i \in S(\Gamma_0(2); -(\frac{1}{4} + \frac{p}{2}))$. By linearity of the defining condition (3.3), $F = \sum a_i F_i$ would be a lift of $\sum a_i f_i$.

We prove that $\mathcal{M}^+(GL_2(O), r)$ is Hecke invariant by showing that for all the Hecke operators $T_i$, the image under their action $T_i(F)$ satisfies the conditions of Definition 4.1. The condition that Fourier coefficients of $T_i(F)$ depend only on $K, u$ and $n$ is obtained by writing the coefficients of $T_i(F)$ in terms of $A(K, u, n)$ the Fourier coefficients of $F$. Since each of these coefficients depends only on $K, u$ and $n$, so do the coefficients of $T_i(F)$. Condition (2a) is equivalent to $F$ being a Hecke eigenform at prime $p = 2$ so it is valid for all $F \in \mathcal{M}^+(GL_2(O), r)$. Condition (2b) is shown by computing the recurrence sum for $(T_{i,p} F)(K, u, n)$ and showing that it is equal to $\sum_{d|n} d(T_{i,p} F)(K/d^2, u, 1)$. Hence we get the result:
Theorem 1.4. The following are equivalent.

(1) $F$ is a lift from an Atkin-Lehner eigenform $f \in S(\Gamma_0(2); -\left(\frac{1}{4} + \frac{r_2}{4}\right))$ with eigenvalue $\epsilon \in \{\pm 1\}$ and which is a Hecke eigenform at $p = 2$.

(2) $F$ is an element of the space $M^*(\text{GL}_2(\mathcal{O}), r)$

The outline of this paper is as follow. In Section 2, we first introduce the basic notation and the automorphic forms that concern us in this paper. Following that, in Section 3, we present the main results and relevant information from [10] which we will build upon. We explicitly describe the Maass space and present the important recurrence relations in Section 4. Then, in Section 5, we present the complete version of the theorem and prove it using representation theory as described above. The final result of the paper and its proof is proved in Section 6.

I would like to thank my advisor Dr. Ameya Pitale for introducing me to this problem and guiding me patiently through it. I would also like to thank Dr. Ralf Schmidt for humoring my various questions from time to time. I am also grateful to Dr. Alok Shukla and Manami Roy for lending me a valuable ear during my times of need.

2. Basic Notation

2.1. Quaternion Algebra and the 5-dimensional hyperbolic space. Following the notation of Muto, Narita and Pitale in [10], let $B$ be the definite quaternion algebra over $\mathbb{Q}$ with discriminant 2. In terms of the basis $\{1, i, j, k\}$, $B = \mathbb{Q} + \mathbb{Q}i + \mathbb{Q}j + \mathbb{Q}k$ with $i, j, k$ satisfying

$$i^2 = j^2 = k^2 = -1, ij = -ji = k.$$ 

$\text{GL}_2(B)$ will be the group of elements of $M_2(B)$ whose reduced norms are non-zero. Let $\mathbb{H} = B \otimes \mathbb{Q} \mathbb{R}$ be the Hamilton quaternion algebra with $x \mapsto \bar{x}$ the main involution of $\mathbb{H}$. Let $tr(x) = x + \bar{x}$ and $\nu(x) = x\bar{x}$ be the reduced trace and reduced norm of $x \in \mathbb{H}$ respectively with $|x| = \sqrt{\nu(x)}$.

The general linear group $G := \text{GL}_2(\mathbb{H})$ admits an Iwasawa decomposition

$$G = Z^+ NAK,$$

where

$$Z^+ := \left\{ \begin{bmatrix} c & 0 \\ 0 & c \end{bmatrix} | c \in \mathbb{R}_+ \right\}, N := \left\{ n(x) = \begin{bmatrix} 1 & x \\ 0 & 1 \end{bmatrix} | x \in \mathbb{H} \right\},$$

$$A := \left\{ a_y = \begin{bmatrix} \sqrt{y} & 0 \\ 0 & \sqrt{1/y} \end{bmatrix} | y \in \mathbb{R}^+ \right\}, K := \left\{ k \in G : ^t kk = 1_2 \right\}.$$

The quotient $G/Z^+ K$ can be realized as

$$\left\{ \begin{bmatrix} y & x \\ 0 & 1 \end{bmatrix} | y \in \mathbb{R}_+^\times, x \in \mathbb{H} \right\}.$$ 

This gives a realization of the 5-dimensional real hyperbolic space.
2.2. Automorphic forms. For \( \lambda \in \mathbb{C} \) and a discrete subgroup \( \Gamma \in SL_2(\mathbb{R}) \), let \( S(\Gamma, \lambda) \) denote the space of Maass cusp forms of weight 0 on the complex upper half plane \( \mathbb{H} \) whose eigenvalue with respect to the hyperbolic Laplacian is \(-\lambda\).

For a discrete subgroup \( \Gamma \in GL_2(\mathbb{H}) \) and \( \tau \in \mathbb{C} \), let \( \mathcal{M}(\Gamma, \tau) \) denote the space of smooth functions \( F \) on \( GL_2(\mathbb{H}) \) which satisfy the following conditions:

1. \( \Omega \cdot F = -\frac{1}{2}\left(\frac{\tau^2}{4} + 1\right)F \), where \( \Omega \) is the Casimir operator defined on page 143 in [10];
2. for any \((z, \gamma, g, k) \in Z^+ \times \Gamma \times G \times K\), we have \( F(z\gamma gk) = F(g) \);
3. \( F \) is of moderate growth.

For automorphic forms of \( SL_2(\mathbb{R}) \) we will concern ourselves only with the congruence subgroup \( \Gamma_0(2) \in SL_2(\mathbb{R}) \) of level 2. For the choice of a discrete subgroup of \( GL_2(\mathbb{H}) \), note that the definite quaternion algebra \( B \) has a unique maximal order \( \mathcal{O} \) given by:

\[
\mathcal{O} = \mathbb{Z} + 
\]

called the Hurwitz order. The discrete subgroup we shall consider in this case will be \( GL_2(\mathcal{O}) \).

Let \( F(\alpha) = \sum_{\beta \in \mathbb{Z}} A(\beta) y^2 K_\beta \left(2\pi|\beta|y\right)e^{2\pi \sqrt{-1} \text{Re}(\beta z)} \).

Here \( K_\beta \) is the modified Bessel function, which satisfies the differential equation

\[
y^2 \frac{d^2 K_\beta}{dy^2} + y \frac{dK_\beta}{dy} - (y^2 + \alpha^2) K_\beta = 0.
\]

3. Lifting from \( S(\Gamma_0(2); -(\frac{1}{4} + \frac{n^2}{4})) \) to \( \mathcal{M}(GL_2(\mathcal{O}), \tau) \)

We first define the set of primitive elements of \( \mathcal{S} \), denoted \( \mathcal{S}^{\text{prim}} \), by

\[
\mathcal{S}^{\text{prim}} := \{ \beta \in \mathcal{S} \setminus \{0\} \mid \varpi_2 \mid \beta, \varpi_2^2 \mid \beta, n \mid \beta \text{ for all odd integers } n \}.
\]

Any \( \beta \in \mathcal{S} \setminus \{0\} \) can then be uniquely written as

\[
\beta = \varpi_2^{n} \cdot n \cdot \beta_0,
\]

where \( n \) is a non-negative integer, \( n \) is an odd positive integer and \( \beta_0 \in \mathcal{S}^{\text{prim}} \).

Let \( c(N) \) be the Fourier coefficients of \( f \in S(\Gamma_0(2), -(\frac{1}{4} + \frac{n^2}{4})) \). Assuming it is an Atkin-Lehner eigenfunction with eigenvalue \( \epsilon \in \{\pm1\} \), set

\[
A(\beta) := |\beta| \sum_{t=0}^{u} \sum_{d|n} (-c)^t e\left( -\frac{|\beta|^2}{2t+1} \right).
\]
With $A(\beta)$ as defined in equation (3.3), Muto, Narita and Pitale prove the following theorem.

**Theorem 3.1** (Theorem 4.4 in [10]). Let $f \in S(\Gamma_0(2), (\frac{1}{4} + \frac{2}{T}))$ with Fourier coefficients $c(N)$ and eigenvalue $\epsilon$ of the Atkin-Lehner involution. Define

$$F_f(n(x)a_y) := \sum_{\beta \in \{0\}} A(\beta)g^2K_\beta(2\pi|\beta|y)e^{2\pi \sqrt{\text{Re}(\beta \beta^*)}}$$

with $\{A(\beta)\}_{\beta \in S \setminus \{0\}}$ as in (3.3). Then we have $F_f \in \mathcal{M}(\text{GL}_2(\mathcal{O}), r)$ and $F_f$ is a cusp form. Furthermore, $F_f \neq 0$ if $f \neq 0$.

It has been shown in Section 5 of [10] that if $f$ is a Hecke eigenform, then $F_f$ is also a Hecke eigenform. For each prime $p \leq \infty$, let $B_p = B \otimes \mathbb{Q}_p$. For any finite prime $p \neq 2$, we have $\text{GL}_2(B_p) \cong \text{GL}_4(\mathbb{Q}_p)$. Letting $\mathcal{O}_p$ be the $p$-adic completion of $\mathcal{O}$, we get, for $p \neq 2$, $\mathcal{O}_p \cong M_2(\mathbb{Z}_p)$ and $\text{GL}_2(\mathcal{O}_p) \cong \text{GL}_4(\mathbb{Z}_p)$. Set $K_p = \text{GL}_2(\mathcal{O}_p)$ for all $p < \infty$.

According to [4], the Hecke algebra for $\text{GL}_2(B_p)$ with respect to $\text{GL}_2(\mathcal{O}_p)$ is generated by:

\[
\{ \varphi_{1,2}^\pm \} \quad \text{if } p = 2
\]

\[
\{ \phi_{1,4}^\pm , \phi_3, \phi_4 \} \quad \text{if } p \neq 2.
\]

Here $\varphi_1, \varphi_2$ denote the characteristic functions for

\[
K_2 \begin{bmatrix} \varpi_2 & 0 \\ 0 & \varpi_2 \end{bmatrix} K_2, K_2 \begin{bmatrix} \varpi_2 & 0 \\ 0 & 1 \end{bmatrix} K_2
\]

respectively, whereas $\phi_1, \phi_2, \phi_3, \phi_4$ denote the characteristic functions for $K_p h K_p$ where $h$ is

\[
\begin{bmatrix} p & p \\ p & p \end{bmatrix}, \begin{bmatrix} p & p \\ p & 1 \end{bmatrix}, \begin{bmatrix} p & 1 \\ p & 1 \end{bmatrix}, \begin{bmatrix} p & 1 \\ 1 & 1 \end{bmatrix}
\]

respectively for $p \neq 2$.

We will define the set $C_p := \{ \alpha \in \mathcal{O}| \nu(\alpha) = p \}/\mathcal{O}^\times$. Proposition 5.8 from [10] allows us to explicitly compute the action of the Hecke operators on the Fourier coefficients $A(\beta)$ of $F \in \mathcal{M}(\text{GL}_2(\mathcal{O}), r)$.

**Proposition 3.1.** 1. Let $p = 2$ and $h = \begin{bmatrix} \varpi_2 & 0 \\ 0 & 1 \end{bmatrix}$. We obtain

\[
(K_2 h K_2 \cdot F)_\beta = 2(A(\beta \varpi_2^{-1}) + A(\beta \varpi_2)).
\]

2. Let $p$ be an odd prime and $\beta \in S \setminus \{0\}$.

(a) When $h = \begin{bmatrix} p & p \\ p & 1 \end{bmatrix}$

\[
(K_p h K_p \cdot F)_\beta = p(\sum_{\alpha \in C_p} A(\beta \alpha^{-1}) + \sum_{\alpha \in C_p} A(\alpha \beta)).
\]
(b) When \( h = \begin{bmatrix} p & 1 \\ 1 & 1 \end{bmatrix} \),

\[
(K_p h K_p \cdot F)_\beta = p(\sum_{\alpha \in C_p} A(\alpha^{-1} \beta) + \sum_{\alpha \in C_p} A(\beta \alpha)).
\]

(c) When \( h = \begin{bmatrix} p & p \\ 1 & 1 \end{bmatrix} \),

\[
(K_p h K_p \cdot F)_\beta = (p^2 A(p^{-1} \beta) + p^2 A(p \beta) + p \sum_{(\alpha_1, \alpha_2) \in C_p \times C_p} A(\alpha_1^{-1} \beta \alpha_2)).
\]

This action of the Hecke algebra allows us to find the Hecke eigenvalues for \( F_f \) in terms of the Hecke eigenvalues of \( f \).

**Proposition 3.2.** Let \( f \in S(\Gamma_0(2); -\left(\frac{1}{4} + \frac{r^2}{4}\right)) \) be a Hecke eigenform with eigenvalue \( \lambda_p \) for every prime \( p \) and Atkin-Lehner eigenvalue \( \epsilon \). Then \( F = F_f \) as defined in Theorem 3.1 is a Hecke eigenform with eigenvalues \( \mu_{p_1}, \mu_{p_2}, \mu_{p_3}, \mu_{p_4} \) for \( \phi_1, \phi_2, \phi_3, \phi_4 \) respectively at every odd prime \( p \) and \( 2 \mu_1, 2 \mu_2 \) for \( \varphi_1, \varphi_2 \) at \( p = 2 \). They are related as

\[
\mu_{p_1} = 1, \mu_{p_2} = \mu_{p_4} = p(p + 1) \lambda_p, \mu_{p_3} = p^2 \lambda_p^2 + p^3 + p
\]

and

\[
2 \mu_1 = 1, 2 \mu_2 = -3 \sqrt{2} \epsilon.
\]

This is proved in Proposition 5.9, 5.11 and 5.12 from [10]. The local components of the automorphic representation of \( F_f \) are completely determined by the Hecke eigenvalues from Proposition 3.2. Let \( \pi_F \) denote the automorphic representation of \( \text{GL}_2(B_h) \) corresponding to \( F_f \) with \( B_h = \bigotimes_{p < \infty} B_p \). \( \pi_F \) is cuspidal as \( F_f \) is a cusp form. Let \( \pi_F \simeq \bigotimes_{p} \pi_p \) with \( \pi_p \) an irreducible admissible representation of \( \text{GL}_2(B_p) \).

Let \( B_2 \) and \( B_4 \) denote the group of upper triangular matrices in \( \text{GL}_2 \) and \( \text{GL}_4 \) respectively. Then, for \( p < \infty \) and odd, \( \pi_p \) is the unique spherical constituent of the unramified principal series representation \( \text{Ind}_{B_4(Q_p)}^{\text{GL}_4(Q_p)} (\chi_1 \times \chi_2 \times \chi_3 \times \chi_4) \) where \( \chi_i \) are unramified character of \( Q_p^\times \), given by

\[
\chi_1(p) = p^{1/2} \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2}, \quad \chi_2(p) = p^{1/2} \frac{\lambda_p - \sqrt{\lambda_p^2 - 4}}{2},
\]

\[
\chi_3(p) = p^{-1/2} \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2}, \quad \chi_4(p) = p^{-1/2} \frac{\lambda_p - \sqrt{\lambda_p^2 - 4}}{2}.
\]
For \( p = 2 \), \( \pi_2 \) is the unique spherical constituent of the unramified principal series representation \( \text{Ind}_{\text{B}_2(\mathbb{Q}_p)}^{\text{GL}_2(\mathbb{Q}_p)}(\chi_1 \times \chi_2) \) with

\[
\chi_1(\varpi_2) = -\sqrt{2} \epsilon, \chi_2(\varpi_2) = -1/\sqrt{2} \epsilon.
\]

At the prime \( p = \infty \), the archimedean component \( \pi_\infty \) is isomorphic to the principal series \( \text{Ind}_{\text{B}_2(\mathbb{R})}^{\text{GL}_2(\mathbb{R})} (\chi_{\pm \sqrt{-1}} \times \chi_1 \times \chi_2) \) with

\[
\chi_s \left( \begin{pmatrix} a & * \\ 0 & d \end{pmatrix} \right) = \nu(ad^{-1})^s.
\]

These local representations are explicitly constructed in Section 6 of [10].

4. Maass space in \( M(\text{GL}_2(\mathcal{O}), r) \)

We will call the image of the lift in \( M(\text{GL}_2(\mathcal{O}), r) \) as the Maass space. To characterize the functions in the Maass space, we first define the following subspace.

**Definition 4.1.** Let \( M^*(\text{GL}_2(\mathcal{O}), r) \) be the subspace of \( M(\text{GL}_2(\mathcal{O}), r) \) consisting of functions \( F \) whose Fourier coefficients \( A(\beta) \) satisfy:

1. If \( \beta = \varpi_2^u n \beta_0 \) as in (3.2), then \( A(\beta) \) depend only on \( K = |\beta|^2, u \) and \( n \).
   
   We shall then write \( A(\beta) \) as \( A(K, u, n) \).

2. \( A(K, u, n) \) satisfy the recurrence relations:
   
   (a) \( A(K, u, n) = \frac{-3}{\sqrt{2}} A(K^2, u-1, n) - \frac{1}{\sqrt{2}} A(K^4, u-2, n) \) for some \( \epsilon \in \{\pm 1\} \)
   
   (b) \( A(K, u, n) = \sum_{d|n} d \cdot A(K d^2, u, 1) \)

We will define \( A(K, u, n) = 0 \) if \( u \) is negative. These recurrence relations are similar to those of Maass in the case of Saito-Kurokawa lifts in [9].

**Theorem 4.1.** Let \( f \in S(\Gamma_0(2); -\left(\frac{1}{4} + \frac{r^2}{4}\right)) \) be an Atkin-Lehner eigenform with eigenvalue \( \epsilon \in \{\pm 1\} \) and which is a Hecke eigenform at \( p = 2 \). Then \( F_f \) obtained in Theorem 3.1 belongs to the Maass space \( M^*(\text{GL}_2(\mathcal{O}), r) \).

To prove the theorem, we first need a formula for the Fourier coefficients \( c(-N) \) in terms of the Fourier coefficients \( A(\beta) \) of \( F_f \).

**Proposition 4.1.** Let \( N = 4^a b \), where \( a, b \) are a non-negative integers and \( 4 \nmid b \). With assumptions as in Theorem 4.1, we get

\[
c(-N) = \frac{A(2N, u, 1)}{\sqrt{2N}} + \epsilon \frac{A(N, u - 1, 1)}{\sqrt{N}}
\]

where

\[
u = \begin{cases} 
2a & \text{if } b \equiv 1, 3 \mod 4 \\
2a + 1 & \text{if } b \equiv 2 \mod 4
\end{cases}
\]

Note that more than one \( \beta \) may have the same \( K, u \) and \( n \). However, by construction in equation (3.3) all such \( \beta \) give the same \( A(\beta) \). As such, \( c(-N) \) is well defined in terms of \( \beta \) representatives of \( A(K, u, n) \). We will need the following lemmas for the proof of Proposition 4.1.
Lemma 4.1. \( \beta = (x + y + z + w) \in S^{\text{prim}} \) iff \(|\beta|^2 \equiv 2 \mod 4 \) and \( \gcd(\beta) \equiv \gcd(x, y, z, w) = 1 \).

Proof of Lemma 4.1. Simplifying the condition from (2.1), we see that \( x + y + z + w \equiv 0 \mod 2 \) and therefore \( x^2 + y^2 + z^2 + w^2 \equiv 0 \mod 2 \equiv 0, 2 \mod 4 \). If \( \beta \in \mathcal{O} \) such that \(|\beta|^2 \equiv 0 \mod 2 \) then by parity conditions \( x + y + z + w \equiv 0 \mod 2 \) implying \( \beta \in S \). Hence, \( \beta \in S \) iff \(|\beta|^2 \equiv 0, 2 \mod 4 \).

Consider an element \( \beta_1 \in S \) with \( \gcd(\beta_1) = 1 \) such that \( \beta_1 \notin S^{\text{prim}} \). Then by definition of \( S^{\text{prim}} \) in (3.1) this means \( \beta_1 = \pm \beta \) for some \( \beta \in S \). Now, \(|\pm \beta|^2 = 4 \) hence, \( 4||\beta_1||^2 \equiv 0 \mod 4 \).

Conversely, if \(|\beta|^2 \equiv 0 \mod 4 \) then \(|\pm \beta|^2 \equiv 0, 2 \mod 4 \). Since \( \pm \beta \equiv \frac{1-\delta}{2} \), it is an easy verification that \( \pm \beta \in \mathcal{O} \). Then by first part, \( \pm \beta \in S \). Therefore, \( \pm \beta \in S^{\text{prim}} \) which is to say \( \beta \notin S^{\text{prim}} \).

Therefore, \( \beta \in S \) satisfies \(|\beta|^2 \equiv 2 \mod 4 \) with \( \gcd(\beta) = 1 \) iff \( \beta \notin S^{\text{prim}} \) and equivalently \( \beta \in S^{\text{prim}} \) as required. \( \square \)

For any \( N \), the easiest way for there to exist a \( \beta \) with \( \gcd(\beta) = 1 \) and \(|\beta|^2 = 2N \) is if \( w = 1 \) with \( x^2 + y^2 + z^2 = 2N - 1 \). By Legendre’s Theorem, an odd number \( 2N - 1 \) cannot be written as a sum of three squares iff \( 2N - 1 \equiv 7 \mod 8 \) \( \iff 2N \equiv 0 \mod 4 \). However, if \( x^2 + y^2 + z^2 = 2N - 1 \) and \( x, y, z \) are all odd then \( 4|(x^2 + y^2 + z^2 + 1) \) and hence \( \beta \notin S^{\text{prim}} \).

Lemma 4.2. If \( N \equiv 1, 3 \mod 4 \), then there is a \( \beta \in S^{\text{prim}} \) such that

\[
(4.2) \quad c(-N) = \frac{A(\beta)}{\sqrt{2N}}
\]

Proof of Lemma 4.2. If \( N \equiv 1, 3 \mod 4 \) then \( 2N - 1 \equiv 1, 5 \mod 8 \). That means we can find some \( x, y \) and \( z \) not all odd such that \( 2N - 1 = x^2 + y^2 + z^2 \). Hence, by lemma 4.1, \( \beta = (x + y + z + ij) \in S^{\text{prim}} \) and \( \beta = \pm \beta^2 \cdot \beta \). Then (3.3) becomes

\[
A(\beta) = |\beta|c\left(\frac{|\beta|^2}{2}\right) = 2Nc(-N).
\]

Solving for \( c(-N) \) gives the required result. \( \square \)

If \( N \equiv 2 \mod 4 \) then we can still find \( x, y, z \) such that \( x^2 + y^2 + z^2 + 1 = 2N \). As \(|\beta|^2 = 2N \equiv 0 \mod 4 \), \( \beta \in S \) but \( \beta \notin S^{\text{prim}} \) by Lemma 4.1. However, \( \pm \beta \cdot \beta \notin S^{\text{prim}} \).

If \( N \equiv 0 \mod 4 \) then such \( x, y, z \) do not exist. In that case, \( \gcd(N) = \gcd(b) \) with \( 4 | b \). Then, we can find \( x, y, z \) such that \( x^2 + y^2 + z^2 + 1 = 2b \). This allows us to create \( \beta \) with \(|\beta|^2 = 2N \) such that \( \beta = \pm \beta^2 \cdot \beta_0 \) if \( b \equiv 1, 3 \mod 4 \) and \( \beta = \pm \beta^2 \cdot \beta_0 \) if \( b \equiv 2 \mod 4 \) with \( \beta_0 \in S^{\text{prim}} \).

Lemma 4.3. If \( N \equiv 0, 2 \mod 4 \), then there is a \( \beta \in S \) such that

\[
(4.3) \quad c(-N) = \frac{A(\beta)}{\sqrt{2N}} + \frac{A(\pm \beta^2 \beta)}{\sqrt{N}}.
\]
Proof of Lemma 4.3. Unlike Lemma 4.2, in this case $u \neq 0$. Following (3.3), we get

$$A(\beta) = |\beta| \sum_{t=0}^{u} (-\epsilon)^t c \left( -\frac{|\beta|^2}{2^{t+1}} \right) = \sqrt{2N} c(-N) + \sqrt{2N} \sum_{t=0}^{u} (-\epsilon)^t c \left( -\frac{|\beta|^2}{2^{t+1}} \right)$$

But

$$\sum_{t=1}^{u} (-\epsilon)^t c \left( -\frac{|\beta|^2}{2^{t+1}} \right) = -\epsilon \sqrt{\frac{N}{\sqrt{N}}} \sum_{t=0}^{u-1} (-\epsilon)^t c \left( -\frac{|\beta|^2}{2^{t+1}} \right)$$

$$= -\epsilon \sqrt{\frac{N}{\sqrt{N}}} \sum_{t=0}^{u-1} (-\epsilon)^t c \left( -\frac{|\beta|^2}{2^{t+1}} \right)$$

$$= -\epsilon \sqrt{\frac{N}{\sqrt{N}}} A(\varpi_2^{-1} \beta).$$

Rearranging the terms gives us the required result. □

Proof of Proposition 4.1. Let $N = 4^a b$ with $a$ and $b$ as in the statement. If $b \equiv 1,3 \mod 4$ then by Lemma 4.2, we can find $\beta' \in S^{prim}$ such that $|\beta'|^2 = 2b$. Then $\beta = \varpi_2^a \beta'$ has $|\beta|^2 = 2N$, $u = 2a$ and $n = 1$. Hence, in this case $A(\beta) = A(2N, 2a, 1)$. Then $A(\varpi_2^{-1} \beta) = A(N, 2a - 1, 1)$ and the first condition of the proposition follows from Lemma 4.3. If $a = 0$ then we are in case of Lemma 4.2 with $A(N, -1, 1) = 0$.

If $b \equiv 2 \mod 4$ then we can find $\beta' = \varpi_2 \cdot 1 \cdot 0$. Taking $\beta = \varpi_2^a \beta'$, we have $A(\beta) = A(2N, 2a + 1, 1)$ and $A(\varpi_2^{-1} \beta) = A(N, 2a, 1)$. The second condition of the proposition now follows from Lemma 4.3. □

Now that we have an explicit formula for the coefficients $c(-N)$ of $f$ in terms of the coefficients $A(K, u, n)$ of $F_f$, we can prove the claim of Theorem 4.1.

Proof of Theorem 4.1. The Fourier coefficients of $F_f$ are given in terms of the Fourier coefficients of $f$ as in equation (3.3) by:

$$A(\beta) = |\beta| \sum_{t=0}^{u} \sum_{d|n} (-\epsilon)^t c \left( -\frac{|\beta|^2}{2^{t+1} d^2} \right).$$

The only properties of $\beta$ used in here are $|\beta|$, $u$ and $n$. Replacing $|\beta|$ with $|\beta|^2$ we can say that the Fourier coefficients $A(\beta)$ of $F_f$ are depend only on $|\beta|^2$, $u$ and $n$, satisfying the first condition of Definition 4.1.
To prove equation (2b), we use the value of $c(-N)$ from (4.1) and substituting $A(K, u, n)$ for $A(\beta)$. Doing so, we get:

\[
A(K, u, n) = \sqrt{K} \sum_{t=0}^{u} \sum_{d|n} (-\epsilon)^t \left( \frac{-K}{2^{t+1}d^2} \right)
\]

\[
= \sqrt{K} \sum_{t=0}^{u} \sum_{d|n} (-\epsilon)^t \left( \frac{A(K/(2^t d^2), u - t, 1)}{\sqrt{K/(2^t d^2)}} + \epsilon \frac{A(K/(2^{t+1} d^2), u - (t - 1), 1)}{\sqrt{K/(2^{t+1} d^2)}} \right)
\]

\[
= \sqrt{K} \sum_{d|n} \left( \sum_{t=0}^{u} (-\epsilon)^t \frac{A((K/d^2)/2^t, u - t, 1)}{\sqrt{(K/d^2)/2^t}} \right)
\]

\[
- (-\epsilon)^{t+1} \frac{A((K/d^2)/2^{t+1}, u - (t + 1), 1)}{\sqrt{(K/d^2)/2^{t+1}}})\right)
\]

\[
= \sqrt{K} \sum_{d|n} \frac{A(K/d^2, u, 1)}{\sqrt{K/d^2}}
\]

\[
= \sum_{d|n} dA(K/d^2, u, 1)
\]

For equation (2a), note that $F_f$ is Hecke eigenform for $p = 2$ since we have assumed the same for $f$. Then, by Proposition 5.10 of [10], the Fourier coefficients of the lift $F_f$ satisfy

\[
2(A(\beta \varpi_2) + A(\beta \varpi_2^{-1})) = -3\sqrt{2} A(\beta)
\]

with $A(\beta \varpi_2^{-1}) = 0$ if $u = 0$. Writing it in terms of $K, u$ and $n$, we get

\[
2(A(2K, u + 1, n) + A(K/2, u - 1, n)) = -3\sqrt{2} A(K, u, n)
\]

or equivalently

\[
A(K, u, n) = \frac{-3\epsilon}{\sqrt{2}} A(\frac{K}{2}, u - 1, n) - A(\frac{K}{4}, u - 2, n)
\]

for $u \geq 1$ with $A(\frac{K}{4}, u - 2, n) = 0$ for $u = 1$. \qed

5. Main Theorem

Theorem 4.1 shows that if $F \in M(GL_2(O), r)$ is a lift then $F \in M^*(GL_2(O), r)$. We wish to prove a converse of Theorem 4.1. We will first show this under the extra hypothesis that $F$ is a Hecke eigenform and later generalize it to all $F \in M^*(GL_2(O), r)$.

Theorem 5.1. Let $F \in M^*(GL_2(O), r)$ such that $F$ is a cuspidal Hecke eigenform. Then, there is a $f \in S(\Gamma_0(2); -(\frac{1}{4} + \frac{1}{4}))$, a Hecke eigenform, such that $F = F_f$. 

5.1. Description of the automorphic representation. If $F$ is a cuspidal Hecke eigenform, let the automorphic representation associated with it be denoted by $\Pi_F \simeq \otimes_{p \leq \infty} \Pi_{F,p}$. At every odd prime $p$, the local component $\Pi_{F,p}$ is a spherical representation of $GL_2(B_p)$ with $B_p = B \otimes \mathbb{Q}_p$. The representation is cuspidal since the Hecke eigenform $F$ is cuspidal.

For every odd $p < \infty$ we have $GL_2(B_p) \cong GL_4(\mathbb{Q}_p)$. From Section 5.2 and 6.1 of [10], we have $\Pi_{F,p}$ is the unique irreducible constituent of some unramified principal series representation $\text{Ind}_{B_0(\mathbb{Q}_p)}^{GL_4(\mathbb{Q}_p)}(\chi_1 \times \chi_2 \times \chi_3 \times \chi_4)$ where each $\chi_i$ is an unramified character of $\mathbb{Q}_p$.

Since $F \in \mathcal{M}^*(GL_2(\mathcal{O}), \tau)$, the characters $\chi_1, \chi_2, \chi_3, \chi_4$ have a special form. This is proved in the next proposition.

**Proposition 5.1.** For every odd prime $p$, there is a $\lambda_p \in \mathbb{C}$ such that, up to the action of the Weyl group, $\chi_i$ are given by the formula

$$
\chi_1(p) = p^{\lambda_1/2} \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2}; \quad \chi_2(p) = p^{\lambda_2/2} \frac{\lambda_p - \sqrt{\lambda_p^2 - 4}}{2};
$$

$$(5.1) \quad \chi_3(p) = p^{-\lambda_3/2} \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2}; \quad \chi_4(p) = p^{-\lambda_4/2} \frac{\lambda_p - \sqrt{\lambda_p^2 - 4}}{2};
$$

The proof of the proposition will use lemma 5.10 from [10].

**Lemma 5.1 (Lemma 5.10 of [10]).** Let $\beta \in \mathcal{S}^\text{prim}$. Then

$$
\#\{\alpha \in C_p : p|\beta \alpha\} = \#\{\alpha \in C_p : p|\alpha \beta\} = \begin{cases} 1 & \text{if } p \mid |\beta|^2, \\ 0 & \text{if } p \nmid |\beta|^2. \end{cases}
$$

In addition, $p^2$ does not divide $\alpha \beta$ or $\beta \alpha$ for any $\alpha \in C_p$.

Here $C_p := \{\alpha \in \mathcal{O} / \mathcal{O}^\times \} / C_p$ with $\#(C_p) = (p+1)$. In terms of $A(K, u, n)$, if $A(\beta) = A(K, 0, 1)$ with $p \nmid K$ then $A(\alpha \beta) = A(\beta \alpha) = A(pK, 0, 1)$ for every $\alpha \in C_p$. If $p \mid K$ then there are unique $\alpha_1, \alpha_2 \in C_p$ (not necessarily different) such that $A(\alpha_1 \beta) = A(\beta \alpha_2) = A(pK, 0, p)$ and $A(\alpha \beta) = A(\beta \alpha) = A(pK, 0, 1)$ in every other case.

**Proof of Proposition 5.1.** It is enough to show that the Hecke eigenvalues $\mu_1, \mu_2, \mu_3, \mu_4$ for $F$ satisfy the equation (3.5). The fact that this is enough follows from the proof of Proposition 6.2 from [10] page 176.

Since the Maass form $F$ is non-zero, at least one of the Fourier coefficients $A(K, u, n)$ is non-zero. This implies, from the Maass conditions of Definition 4.1, that there exists at least one $K$ such that $A(K, 0, 1) \neq 0$. Let $K = p^n K_0$ where $K_0$ is co-prime to $p$. Then we claim that

$$(5.2) \quad \lambda_p = \frac{A(p^{n+1} K_0, 0, 1) + A(p^{n-1} K_0, 0, 1)}{A(p^n K_0, 0, 1)}$$

with $A(p^{n-1} K_0, 0, 1) = 0$ if $n = 0$. 

Case 1: $K = p^\alpha K_0$ which is to say $p \nmid K$. Let $\beta$ such that $A(\beta) = A(K, 0, 1)$. Then, for every $\alpha \in C_p$, we have $\beta \alpha^{-1}$ is not in $\mathcal{O}$ and $p \mid \beta \alpha$. This implies in Proposition 3.1 condition 2(a), every term in the first sum is 0 and all the $(p + 1)$ terms of second sum are equal.

$$(K_p h_1 K_p)_\beta = p \left( \sum_{\alpha \in C_p} A(pK_0, 0, 1) \right)$$

$$= p(p + 1)A(pK, 0, 1)$$

Hence, we get $p\mu_2 = p(p + 1)\lambda_p$ with $\lambda_p$ given in (5.2) as required. The same exact argument also proves that $p\mu_4 = p(p + 1)\lambda_p$.

From Proposition 3.1 condition 2(c), we get

$$(K_p h_2 K_p)_\beta = p^2(0) + p^2 A(p^2 K, 0, 0) + p((p + 1)A(K, 0, 1))$$

$$= p^2 A(p^2 K, 0, p) + (p^2 + p)A(K, 0, 1)$$

$$= p^2 A(K, 0, 1) + A(p^2 K, 0, 1)) + p(p + 1)A(K, 0, 1)$$

$$= p^3 A(K, 0, 1) + pA(K, 0, 1) + p^2 (A(p^2 K, 0, 1) + A(K, 0, 1))$$

The first term is 0 since $p \nmid \beta$. In the third term, for each $\alpha_2$ there is exactly one $\alpha_1$ such that $\alpha_1^{-1} \beta \alpha_2 \in \mathcal{O}$, so a total $(p + 1)$ copies of $A(K, 0, 1)$. From the second line to third, we are using our recurrence relation (2b) of Definition 4.1 to expand $A(p^2 K, 0, 0) = pA(K, 0, 1) + A(p^2 K, 0, 1)$. It suffices to prove $A(p^2 K, 0, 1) + A(K, 0, 1) = \lambda_p A(K, 0, 1)$ to show (3.5) for $p\mu_2$. However, we know $\lambda_p A(K, 0, 1) = \lambda_p A(K, 0, 1)$ from the argument for $p\mu_2$. Let $\beta'$ be such that $A(\beta') = A(pK, 0, 1)$. Then, it follows that

$p(p + 1)\lambda_p A(pK, 0, 1) = (K_p h_1 K_p)_\beta$

$$= pA(K, 0, 1) + A(p^2 K, 0, p) + pA(p^2 K, 0, 1))$$

$$= pA(K, 0, 1) + pA(K, 0, 1) + A(p^2 K, 0, 1) + pA(p^2 K, 0, 1))$$

$$= p(p + 1)(A(K, 0, 1) + A(p^2 K, 0, 1))$$

The first term in the second line is obtained since now $p/pK$ implying exactly one $\alpha$ will give $\alpha^{-1} \beta' \in \mathcal{O}$. In the second sum, exactly one $\beta'$ is going to create an extra factor of $p$, whereas the other $p$ cases do not affect the $n$. We use the recurrence relation (2b) again to obtain line three from line two. This show that $p\mu_3 = p^2 \lambda_p + p^3 + p$ as required, completing the first case.

Case 2: $K = p^n K_0$ with $n > 0$. Let $\beta$ be such that $A(\beta) = A(p^n K_0, 0, 1)$ where $K_0$ is an even number co-prime to $p$.

$$(K_p h_1 K_p)_\beta = p\left( A(p^{n-1} K_0, 0, 1) + A(p^{n+1} K_0, 0, p) + pA(p^{n+1} K_0, 0, 1) \right)$$

$$= p\left( A(p^{n-1} K_0, 0, 1) + A(p^{n+1} K_0, 0, 1) + A(p^{n-1} K_0, 0, 1) + pA(p^{n+1} K_0, 0, 1) \right)$$

$$= p(p + 1)(A(p^{n-1} K_0, 0, 1) + A(p^{n+1} K_0, 0, 1))$$
This time \( p|p^nK_0 \) but \( p \nmid \beta \), so \( \beta \alpha^{-1} \) is in \( \mathcal{S}^{prim} \) for exactly one \( \alpha \). In second sum, only one \( \alpha \) creates an extra divisor of \( p \), while the other \( p \) do not. Hence, we get \( \mu_4 = p(p + 1)\lambda_p \) with \( \lambda_p \) given in (5.2) as required. Once again, the same exact argument also proves that \( \mu_4 = p(p + 1)\lambda_p \).

To show that \( \mu_4 = \lambda_p p^2 + p^3 + p \), we have to consider two cases: \( n = 1 \) and \( n \geq 2 \). We will set both cases up and prove them together.

**Subcase 1:** Letting \( n = 1 \), we get

\[
(K_{p^2 K_0^2})_\beta = p^2(0) + p^2(A^{p^3}K_0, 0, 0, p) + ((p + 1)A(pK_0, 0, 1) + p(A(pK_0, 0, 1))
\]

\[
= p^2(pA(pK_0, 0, 1) + A(p^3K_0, 0, 1)) + (2p^2 + p)A(pK_0, 0, 1)
\]

\[
= p^3(A(pK_0, 0, 1) + pA(pK_0, 0, 1) + p^2(A(p^3K_0, 0, 1) + 2A(pK_0, 0, 1))
\]

First term is again 0 since \( p \nmid \beta \). In third term, since \( p|pk \), there is a unique \( \alpha'_2 \) such that \( p|\beta \alpha'_2 \). For that \( \alpha'_2 \), each \( A(\alpha_3^{-1}\beta \alpha'_2) \) is of from \( A(pK_0, 0, 1) \). Each of the other \( p \alpha_2 \)'s has exactly one \( \alpha_1 \) such that \( \alpha_1^{-1}\beta \alpha_2 \in \mathcal{O} \). We use the recurrence relation (2b) to expand the middle term.

**Subcase 2:** \( n \geq 2 \)

\[
(K_{p^2 K_0^2})_\beta = p^2(0) + p^2(A^{p^n+2}K_0, 0, 0, p) + p(pA(p^nK_0, 0, 1)
\]

\[
+ A(p^nK_0, 0, p) + pA(p^nK_0, 0, 1))
\]

\[
= p^2(pA(p^nK_0, 0, 1) + A(p^n+2K_0, 0, 1)) + ((2p + 1)A(p^nK_0, 0, 1)
\]

\[
+ pA(p^n-2K_0, 0, 1))
\]

\[
= p^2(A(p^n+2K_0, 0, 1) + A(p^n-2K_0, 0, 1) + 2A(p^nK_0, 0, 1))
\]

First term is again 0 since \( p \nmid \beta \). In third term, since \( p|p^nK_0 \), there is a unique \( \alpha'_2 \) such that \( p|\beta \alpha'_2 \). For that \( \alpha'_2 \), \( A(\alpha_3^{-1}\beta \alpha'_2) \) is of from \( A(p^nK_0, 0, 1) \) in \( p \) cases, while in exactly one case it is \( A(p^nK_0, 0, p) \). Each of the other \( p \alpha_2 \)'s has exactly one \( \alpha_1 \) such that \( \alpha_1^{-1}\beta \alpha_2 \in \mathcal{O} \). We use recurrence relation (2b) twice, once for the middle term and once in the third term.

Now, to prove \( \mu_3 = p^2 \lambda_p + p^3 + p \) in both the subcases, it suffices to show that \( A(p^{n+2}K_0, 0, 1) + A(p^n-2K_0, 0, 1) + 2A(p^nK_0, 0, 1) = \lambda_p^2 A(p^nK_0, 0, 1) \) where \( A(p^n-2K_0, 0, 1) = 0 \) for the first subcase. For this, we use that \( \lambda_p(A(p^{n+1}K_0, 0, 1) + A(p^{n-1}K_0, 0, 1)) = \lambda_p^2 A(p^nK_0, 0, 1) \) from before. All that is left to show now is that \( A(p^{n+2}K_0, 0, 1) + A(p^nK_0, 0, 1) = \lambda_p A(p^{n+1}K_0, 0, 1) \) and \( A(p^nK_0, 0, 1) + A(p^{n-2}K_0, 0, 1) = \lambda_p A(p^n-1K_0, 0, 1) \). Both of these are easy to prove and follow from the computation of \( (K_{p^3 h_{1H} K_p})_\beta \) done at the start of **Case 2**.

Thus, the Hecke eigenvalues \( \mu_1, \mu_2, \mu_3, \mu_4 \) for \( F \) satisfy the equation (3.5) as required. The rest of the proof follows from the proof of Proposition 6.2 in [10].

Proposition 5.1 gives us the exact structure of \( \Pi_{F,p} \) for all odd primes \( p \). Next we give a description of \( \Pi_{F,2} \) and \( \Pi_{F,\infty} \).
Comparing with condition 1 of Proposition 3.1, we get that the Hecke eigenvalue of the unramified principal series representation $\text{Ind}_{B_2}^{\text{GL}_2(B_2)}(\chi_1 \times \chi_2)$ with $\chi_1, \chi_2$ unramified characters of $B^\times$ such that

$\chi_1(\varpi_2) = -\sqrt{2} \epsilon, \chi_2(\varpi_2) = -1/\sqrt{2} \epsilon$.

b) At the prime $p = \infty$, the archimedean component $\Pi_{\infty}$ is isomorphic to the principal series $\text{Ind}_{B_2}^{\text{GL}_2(B_2)}(\chi_1 \sqrt{\varpi_2})$ where

$\chi_s((a, s) \chi = \nu(ad^{-1})^s$.

Proof of Proposition 5.2. a) For the structure of $\Pi_{F,2}$, it is again enough to show that the Hecke eigenvalues $2\mu_1, 2\mu_2$ satisfy the equation (3.6). The proof of this is simpler than the odd prime case. From the Maass space condition (2a) in Definition 4.1, we have

$A(2K, u + 1, n) = -3\epsilon \sqrt{2} A(K, u, n) - A(K/2, u - 1, n)$

which gives us

$2(A(2K, u + 1, n) + A(K/2, u - 1, n)) = -3\sqrt{2} \epsilon A(K, u, n)$.

Let $\beta \in S$ such that $A(\beta) = A(K, u, n)$. Then, in terms of $\beta$, the above condition can be written as

$2(A(\beta \varpi_2) + A(\beta \varpi_2^{-1})) = -3\sqrt{2} \epsilon A(\beta)$.

Comparing with condition 1 of Proposition 3.1, we get that the Hecke eigenvalue $2\mu_2 = -3\sqrt{2} \epsilon$. Rest of the argument follows from Sections 5.2 and 6.1 of [10]. b) The proof for the structure of $\Pi_{F,\infty}$ is the same as in Section 6.1 of [10] since we still have a Maass form with Casimir eigenvalue $-\frac{1}{2} \left( \frac{2}{3} + 1 \right)$.

5.2. Jacquet Langlands correspondence. Let $B_\Lambda$ denote the adelization of $B$ with $B_\Lambda = B \otimes \mathbb{Q}_p$ as before. Badulescu and Renard in [3] give a map $G$ from the automorphic representations on $\text{GL}_2(B_\Lambda)$ to those on $\text{GL}_2(\Lambda)$. Let $\Pi$ denote the image of $\Pi_{F}$ under $G$.

We will say $\pi = \text{MW}(\sigma, k)$ if a discrete series representation $\pi$ of the unique irreducible quotient of the induced representation $\nu^{(k-1)/2} \sigma \times \nu^{(k-1)/2} \sigma \times \ldots \times \nu^{-(k-1)/2} \sigma$. Here $\sigma$ is cuspidal and $\nu$ is the global character given by product of local characters i.e. absolute value of reduced norm.

By Proposition 18 part b) of [3], since $\Pi_{F}$ is cuspidal, its image $\Pi$ is of the form $\text{MW}(\sigma, k_\sigma)$. By Proposition 18 part a) of [3], $k_\sigma \mid d$ when the dimension of the division algebra is $d^2$. In our case, the division algebra is a quaternion algebra, so $d = 2$. Hence, $k_\sigma \mid 2$ implying $k_\sigma = 2$ or $k_\sigma = 1$. The latter condition is same as $\sigma$ being cuspidal.

Proposition 5.3. Let $F \in \mathcal{M}^+(\text{GL}_2(O), r)$ be a cuspidal Hecke eigenform with $\Pi_F$ the associated representation of $\text{GL}_2(B_\Lambda)$. Then $G(\Pi_F) = \text{MW}(\sigma, 2)$ where $\sigma$ is a cuspidal automorphic representation of $\text{GL}_2(\Lambda)$. 


Proof. We will show that $\mathbf{G}(\Pi_F) = \Pi$ is not cuspidal, which is equivalent to showing $k_\sigma \neq 1$. Since $k_\sigma = 1$ or $k_\sigma = 2$, this proves the proposition.

For the sake of contradiction, assume $k_\sigma = 1$. Therefore, $\Pi$ is a cuspidal automorphic representation of $\text{GL}_2(k)$. Then, by equation (14) of Sarnak [14], we get

$$|\log_p (|\alpha_i (\Pi_p)|)| \leq \frac{1}{2} - \frac{1}{4^2 + 1}.$$ 

Here $\alpha_i(\Pi_p)$ denotes the $i$-th Satake parameter of $\Pi$ at prime $p$. We have $\alpha_i(\Pi_p) = \chi_i(p)$ with $\chi_i(p)$ as given in (5.1). This, in particular, tells us that

$$\left| \log_p \left( \left| p^{1/2} \frac{\lambda_p \pm \sqrt{\lambda_p^2 - 4}}{2} \right| \right) \right| \leq \frac{1}{2} - \frac{1}{4^2 + 1}$$

and

$$\left| \log_p \left( \left| p^{-1/2} \frac{\lambda_p \pm \sqrt{\lambda_p^2 - 4}}{2} \right| \right) \right| \leq \frac{1}{2} - \frac{1}{4^2 + 1}.$$ 

Therefore, we can write

$$\left| \log_p \left( \left| p^{1/2} \right| \right) \right| + \log_p \left( \left| \frac{\lambda_p \pm \sqrt{\lambda_p^2 - 4}}{2} \right| \right) \leq \frac{1}{2} - \frac{1}{17}. \quad (5.3)$$

Let $\log_p \left( \left| \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2} \right| \right) = \alpha^+$ and $\log_p \left( \left| \frac{\lambda_p - \sqrt{\lambda_p^2 - 4}}{2} \right| \right) = \alpha^-$ for convenience of notation. Note that $\alpha^+ + \alpha^- = 0$. Then (5.3) implies that

$$\left| \frac{1}{2} + \alpha^+ \right| \leq \frac{1}{2} \frac{1}{17}$$

$$\left| \frac{1}{2} + \alpha^- \right| \leq \frac{1}{2} \frac{1}{17}$$

$$\left| \frac{1}{2} + \alpha^+ \right| \leq \frac{1}{2} \frac{1}{17}$$

$$\left| \frac{1}{2} + \alpha^- \right| \leq \frac{1}{2} \frac{1}{17}$$

In particular, we get that

$$-\frac{1}{2} + \frac{1}{17} \leq -\frac{1}{2} + \alpha^+ \leq \frac{1}{2} \frac{1}{17}$$

and

$$-\frac{1}{2} + \frac{1}{17} \leq -\frac{1}{2} + \alpha^- \leq \frac{1}{2} \frac{1}{17}$$

Simplifying, we get

$$-1 + \frac{1}{17} \leq \alpha^+ \leq -\frac{1}{2}$$

and

$$\frac{1}{17} \leq \alpha^+ \leq 1 - \frac{1}{17}$$

both of which cannot be simultaneously true. This gives us a contradiction to our starting assumption that $k_\sigma = 1$. Hence, $k_\sigma \neq 1$ which implies $k_\sigma = 2$ as required.

From Proposition 5.3 we obtain an irreducible cuspidal automorphic representation $\sigma$ of $\text{GL}_2(k)$. We will next describe the local components of $\sigma$ and use that to construct $f \in S(\Gamma_0(2); - (\frac{1}{4} + \frac{1}{4}^2))$, completing the proof of Theorem 5.1.
5.3. Description of \( \sigma \). Let \( \sigma \) be as from Proposition 5.3, with \( \sigma \simeq \bigotimes_{p \leq \infty} \sigma_p \). For an odd prime \( p \), let \( \chi_p \) be the unramified character of \( \mathbb{Q}_p^\times \) such that \( \chi_p(p) = \frac{\lambda_p + \sqrt{\lambda_p^2 - 4}}{2} \) for \( \lambda_p \) as in Proposition 5.1. At the prime \( p = \infty \), let \( \chi_\infty(a) = |a|^s \) where \( s = \frac{\sqrt{\lambda_p^2 - 4}}{2} \). For the prime \( p = 2 \), let \( \chi \) be an unramified character of \( \mathbb{Q}_2^\times \) with \( \chi(2) = -e \) as in condition (2a) of Definition 4.1.

**Proposition 5.4.** Let \( \sigma \simeq \bigotimes_{p \leq \infty} \sigma_p \) be the irreducible cuspidal automorphic representation of \( \GL_2(\mathbb{A}) \) from Proposition 5.3. Then

\[
\sigma_p = \begin{cases} 
\Ind_{B_2(Q_p)}^{\GL_2(Q_p)}(\chi_p \times \chi_p^{-1}) & \text{for odd } p < \infty, \\
\chi_{\St_{GL_2}} & \text{for } p = 2, \\
\Ind_{B_2(\mathbb{R})}^{\GL_2(\mathbb{R})}(\chi_\infty \times \chi_\infty^{-1}) & \text{for } p = \infty.
\end{cases}
\]

The local Jacquet-Langlands map \( C \) allows us to explicitly write down \( \sigma_p \) at each prime \( p \). The local map is identity at every odd prime \( p \) by [3]. At the ramified places, it is given in Theorem 3.2 in [2] for prime \( p = 2 \) and in Section 1.3 of [3] for \( p = \infty \).

Since the \( C \) map is identity at every odd prime \( p \), we have \( \Pi_{F,p} = \Pi_p \), where \( \Pi_p \) is the local component of \( \Pi \) at prime \( p \). Let \( P_{2,2} \) denote the 2,2-parabolic subgroup of \( \GL_4 \). From Proposition 5.3 we know that \( \Pi_{F,p} = MW(\sigma_p, 2) \). We also know that \( \Pi_{F,p} \) is the spherical component of \( \Ind_{B_4(Q_p)}^{\GL_4(Q_p)}(\chi_1 \times \chi_2 \times \chi_3 \times \chi_4) \). We will denote \( \Ind_{B_4(Q_p)}^{\GL_4(Q_p)}(\chi_1 \times \chi_2 \times \chi_3 \times \chi_4) \) by \( \Ind_{B_4(Q_p)}^{\GL_4(Q_p)}(\chi') \) for ease of notation. The reduced norm here is just \( \nu = |\det| \).

If \( \Pi_{F,p} = MW(\sigma_p, 2) \), then such a \( \sigma_p \) is unique (see [12] Section 8). Hence, to show the structure of \( \sigma_p \), it is enough to prove the following claim:

**Claim 1.** For every odd prime \( p \),

\[
\Ind_{B_4(Q_p)}^{\GL_4(Q_p)}(\chi_1 \times \chi_2 \times \chi_3 \times \chi_4) \simeq \Ind_{P_{2,2}(Q_p)}^{\GL_4(Q_p)}(\nu^{1/2} \sigma_p \times \nu^{-1/2} \sigma_p)
\]

for \( \sigma_p = \Ind_{B_2(Q_p)}^{\GL_2(Q_p)}(\chi_p \times \chi_p^{-1}) \).

**Proof.** Using method similar to 6.5 in [11], define the map

\[
L : \Ind_{P_{2,2}(Q_p)}^{\GL_4(Q_p)}(\nu^{1/2} \sigma_p \times \nu^{-1/2} \sigma_p) \to \Ind_{B_4(Q_p)}^{\GL_4(Q_p)}(\chi')
\]

by

\[
(Lh)(g) := (h(g))(I_2, I_2).
\]

Here \( h \) is a function in \( \Ind_{P_{2,2}(Q_p)}^{\GL_4(Q_p)}(\nu^{1/2} \sigma_p \times \nu^{-1/2} \sigma_p) \) and \( I_n \) is the identity matrix in \( \GL_n(Q_p) \). We have to show this map is well defined and an isomorphism.

To show that \( L \) is well-defined we have to prove that for any \( A \in B_4 \), \( Lh \)

satisfies \( (Lh)(Ag) = \delta_{B_4}^{1/2}(A)\chi'(A)(Lh)(g) \). Write \( A = \begin{pmatrix} a & * & * & * \\
0 & b & * & * \\
0 & 0 & c & * \\
0 & 0 & 0 & d \end{pmatrix} \).
We have
\[
\begin{align*}
\delta^{1/2}_{B_4}(A)\chi'(A)(Lh(g)) &= |a^3bc^{-1}d^{-3}|^{1/2}\chi_1(a)\chi_2(b)\chi_3(c)\chi_4(d)(Lh(g)) \\
&= |a|^{3/2}|b|^{1/2}|c|^{-1/2}|d|^{-3/2}|a|^{1/2}\chi_p(a)|b|^{1/2}\chi_p^{-1}(b) \\
&\quad |c|^{-1/2}\chi_p(c)|d|^{-1/2}\chi_p^{-1}(d)(Lh(g)) \\
&= |a|^2|b|c^{-1}|d|^{-2}\chi_p(a)\chi_p^{-1}(b)\chi_p(c)\chi_p^{-1}(d)(Lh(g))
\end{align*}
\]

On the other hand
\[
(Lh)(Ag) = \left| \begin{array}{cc} a & * \\ 0 & b \end{array} \right| \left| \begin{array}{cc} c & * \\ 0 & d \end{array} \right|^{-1/2} \nu^{1/2} \left( \begin{array}{cc} a & * \\ 0 & b \end{array} \right) \nu^{-1/2} \left( \begin{array}{cc} c & * \\ 0 & d \end{array} \right) h(g)(I_2 \otimes I_2)
\]
\[
= |a||b||c|^{-1}|d|^{-1}|a|^{1/2}|b|^{1/2}|c|^{-1/2}|d|^{-1/2} h(g) \left( \begin{array}{cc} a & * \\ 0 & b \end{array} \right) \otimes \left( \begin{array}{cc} c & * \\ 0 & d \end{array} \right) \nu^{-1/2} \nu^{1/2} h(g)(I_2 \otimes I_2)
\]
\[
= |a|^2|b|c^{-1}|d|^{-2}\chi_p(a)\chi_p^{-1}(b)\chi_p(c)\chi_p^{-1}(d)(Lh(g))(I_2 \otimes I_2)
\]
\[
= |a|^2|b|c^{-1}|d|^{-2}\chi_p(a)\chi_p^{-1}(b)\chi_p(c)\chi_p^{-1}(d)(Lh(g))
\]
\[
= \delta^{1/2}_{B_4}(A)\chi'(A)(Lh(g))
\]

To prove injectivity, we look at two functions $h_1$ and $h_2$ in $\text{Ind}_{p_2\mathbb{Q}_p}^{\text{GL}_4\mathbb{Q}_p}(\nu^{1/2}\sigma_p \times \nu^{-1/2}\sigma_p)$. By definition, then $Lh_1 = Lh_2$ implies $h_1(g)(I_2, I_2) = h_2(g)(I_2, I_2)$ for every $g$. Applying $((\nu^{1/2}\sigma_p)(s_1) \times (\nu^{-1/2}\sigma_p)(s_2))$ for $s_1, s_2 \in \text{GL}_2\mathbb{Q}_p$ to both sides, we get $h_1(g)(s_1, s_2) = h_2(g)(s_1, s_2)$. Therefore, $h_1 = h_2$.

To show that it is an isomorphism, we construct an inverse map
\[
\tilde{L} : \text{Ind}_{B_4\mathbb{Q}_p}^{\text{GL}_4\mathbb{Q}_p}(\chi') \to \text{Ind}_{p_2\mathbb{Q}_p}^{\text{GL}_4\mathbb{Q}_p}(\nu^{1/2}\sigma_p \times \nu^{-1/2}\sigma_p)
\]
given by
\[
(\tilde{L}h)(b_1, b_2) = h\left( \begin{array}{cc} b_1 & 0 \\ 0 & b_2 \end{array} \right) g
\]
for $b_1, b_2 \in B_2\mathbb{Q}_p$. We can verify that it is well defined by similar computation as above and it is easy to see that $L \circ \tilde{L}$ is identity. Hence $L$ is an isomorphism of representation. \hfill \square

For the case of $p = \infty$,

**Claim 2.** At prime $p = \infty$,
\[
|C|(|\Pi_{F, \infty}) \simeq \text{Ind}_{p_2\mathbb{R}}^{\text{GL}_4\mathbb{R}}(\nu^{1/2}\sigma_\infty \times \nu^{-1/2}\sigma_\infty)
\]
for $\sigma_\infty = \text{Ind}_{B_4\mathbb{R}}^{\text{GL}_4\mathbb{R}}(\chi_\infty \times \chi_\infty^{-1})$ with $\chi_\infty(a) = |a|^s$ and $s = \frac{\sqrt{-1}}{2}$.
proof. For $p = \infty$, note that calculations in Section 6 of [10] for the description of $\Pi_\infty$ are for a general element $F \in \mathcal{M}(GL_2(O), r)$ and are independent of any lifting properties. Hence, $\Pi_{F, \infty}$ is the irreducible component of $\text{Ind}^{GL_2(\mathbb{R})}_{GL_2(O)}(\chi' \times \chi_s^{-1})$ with $\chi'_s = \nu'^c(x)$ and $s = \sqrt{-\frac{\epsilon}{2}}$. Here $\nu'$ denotes the reduced norm of $H$ at infinity and is equal to the square root of the absolute value.

Section 1.3 from [2] tells us that Jacquet-Langlands correspondence in this case will be $\text{Ind}^{GL_2(\mathbb{R})}_{GL_2(O)}(\xi_s \times \xi_s^{-1})$ where $|C|(\chi'_s) = \xi_s$ and $|C|(\chi_s^{-1}) = \xi_s^{-1}$. Here $\xi_s, \xi_s^{-1}$ are characters of $GL_2(\mathbb{R})$ with $\xi_s = \chi_s \circ \det$ and $\chi_s(a) = |a|^s$ for $s = \sqrt{-\frac{\epsilon}{2}}$. Therefore, $\Pi_\infty = \text{Ind}^{GL_2(\mathbb{R})}_{GL_2(O)}(\xi_s \times \xi_s^{-1})$. Now, $\text{Ind}^{GL_2(\mathbb{R})}_{GL_2(O)}(\xi_s \times \xi_s^{-1})$ is the irreducible quotient of $\text{Ind}^{GL_2(\mathbb{R})}_{GL_2(O)}(\tau_s \times \tau_{-s})$ where $\tau_s = \text{Ind}^{GL_2(\mathbb{R})}_{GL_2(\mathbb{R})}(|\frac{1}{2}\chi_s \times |\frac{1}{2}\chi_s|)$. Therefore, we get

$$\text{Ind}^{GL_2(\mathbb{R})}_{GL_2(O)}(\tau_s \times \tau_{-s}) \simeq \text{Ind}^{GL_2(\mathbb{R})}_{GL_2(\mathbb{R})}(|\frac{1}{2}\chi_s \times |\frac{1}{2}\chi_s| \times |\frac{1}{2}\chi_s|)$$

$$\simeq \text{Ind}^{GL_2(\mathbb{R})}_{GL_2(\mathbb{R})}(|\frac{1}{2}\chi_s \times |\frac{1}{2}\chi_s| \times |\frac{1}{2}\chi_s| \times |\frac{1}{2}\chi_s|)$$

$$\simeq \text{Ind}^{GL_2(\mathbb{R})}_{GL_2(\mathbb{R})}(\nu^{1/2}\sigma_s \times \nu^{-1/2}\sigma_s)$$

where $\sigma_s = \text{Ind}^{GL_2(\mathbb{R})}_{GL_2(\mathbb{R})}(\chi_s \times \chi_{-s})$ and $\nu = |\det|$. Hence, we know from global Jacquet Langlands of Section 5.2 that $\Pi_\infty$ is also of the form $MW(\sigma_\infty, 2)$ which is the irreducible quotient of $\text{Ind}^{GL_2(\mathbb{R})}_{GL_2(\mathbb{R})}(\nu^{1/2}\sigma_\infty \times \nu^{-1/2}\sigma_\infty)$. Hence, by uniqueness, we get $\sigma_\infty = \sigma_s$ with the required form.

\[\square\]

Proof of Proposition 5.4. Structure of $\sigma_p$ for $p$ odd and $p = \infty$ cases is proved by the claims above. We will now show case $p = 2$.

Let $\rho$ and $\rho'$ be unitary representations of $GL_2(\mathbb{Q}_2)$ and $B_2^*$ respectively. At prime $p = 2$, Theorem 3.2 from [3] tells us $C(\overline{\rho}, k) = u(\rho, k)$ where

$u(\rho, k) = Lg(\Pi_{k-1}^{k-1}\nu^{(k-1)/2-i})$, $\overline{\rho}(\rho', k) = Lg(\Pi_{k-1}^{k-1}\nu^{(k-1)/2-i})$

with $Lg$ denoting the unique irreducible quotient. Here, $\nu = |\det|$ and $\nu'$ is the reduced norm. In our case, we have $u(\rho, k) = \Pi_2$ and $\overline{\rho}(\rho', k) = \Pi_{F, 2}$. We know $\Pi_{F, 2}$, unlike at odd primes $p$, is a representation of $GL_2(B_2)$. On the other hand have $\Pi_2 = MW(\sigma_2, 2)$, hence $k = 2$. Therefore, $\Pi_{F, 2} = \text{Ind}^{GL_2(B_2)}_{GL_2(\mathbb{Q}_2)}(\chi_1 \times \chi_2) = MW(\rho, 2)$. Hence, $\rho'$ is a one dimensional representation of $B_2^\times$ given by a character $\chi' = \chi \circ \nu'$ for an unramified character $\chi$ of $\mathbb{Q}_2^\times$. Comparing with Proposition 5.2, we get $\chi'(\varpi_2) = -\epsilon$. According to Section 52 of [5] such a character corresponds to twisted Steinberg representation $\chi St$ of $GL_2(\mathbb{Q}_2)$. Hence, $\sigma_2 = \chi St$ with $\chi(2) = -\epsilon$.

\[\square\]

5.4. Distinguished vector in $\sigma$. From Section 5.3, we know that $\sigma_p$ is unramified principal series at every prime $p \neq 2$. Hence, the new vector at every prime $p \neq \{2, \infty\}$ is the unique spherical vector $\psi_p$ stable under $K_p = GL_2(\mathbb{Z}_p)$. At $p = \infty$, we have the unique weight zero fixed vector $\psi_\infty$ which is stable under $K_\infty = O_2(\mathbb{R})$. 

|
At \( p = 2 \), the representation is an unramified twist of Steinberg and hence the conductor is \( p \). Therefore, the new vector \( \psi_2 \) is invariant under

\[
K_2 = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \mid a, d \in \mathbb{Z}_2^*, b \in \mathbb{Z}_2, c \in 2\mathbb{Z}_2 \right\}.
\]

Let \( \psi = \otimes_{p \leq \infty} \psi_p \in V_\sigma \). It satisfies

\[
\psi(z \gamma k) = \psi(g) \quad \text{for } \gamma \in \text{GL}_2(\mathbb{Q}), z \in \text{Z(\text{GL}_2(\mathbb{A}))),} \quad k \in \Pi_{p \leq \infty} K_p.
\]

For \( g_\infty = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in \text{GL}_2(\mathbb{R}) \), let \( g_\infty(i) = \frac{ai+b}{ci+d} = \tau \in \mathfrak{h} \). Consider the function \( f_\psi : \mathfrak{h} \to \mathbb{C} \) associated to \( \psi \) defined as \( f_\psi(\tau) = f_\psi(g_\infty(i)) = \psi(g_\infty \otimes_{p < \infty} 1_p) \) where \( 1_p \) is the identity of \( \text{GL}_2(\mathbb{Q}_p) \). Then, for \( \gamma \in \Gamma_0(2) \) we have

\[
f_\psi(\gamma(\tau)) = \psi((g_\infty \otimes_{p < \infty} 1_p)) = \psi((\otimes_{p \leq \infty} \gamma^{-1})(g_\infty \otimes_{p < \infty} 1_p)) = \psi(g_\infty \otimes_{p < \infty} \gamma^{-1}) = \psi(g_\infty \otimes_{p < \infty} 1_p) k = (1 \otimes_{p < \infty} \gamma^{-1}) k \in \Pi_{p \leq \infty} K_p
\]

Hence \( f_\psi \) is invariant under the action of \( \Gamma_0(2) \). Since the local representation \( \sigma_\infty \) at \( p = \infty \) is principal series, the function \( f_\psi \) is a Maass form.

Following Lemma 9 from [1] for \( n = 1 \), the map \( \psi \to f_\psi \) is Hecke equivariant. The structure of \( \sigma_p \) from Section 5.3 allows us to find the Hecke eigenvalues for \( f_\psi \) at all odd prime \( p < \infty \). Following Proposition 3.1.2 of [13], the function \( f_\psi \) is an eigenfunction of the Atkin-Lehner involution with eigenvalue \( -\chi(2) = \epsilon \) from (5.4) and Hecke eigenvalue \( \lambda_2 = \chi(2) = -\epsilon \). By Proposition 4.6.6 of [4], the Hecke eigenvalue for odd primes \( p \) with \( \sigma_p = \text{Ind}_{\text{GL}_2(\mathbb{Q}_p)}(\chi_p \times \chi_p^{-1}) \) would be

\[
(\chi_p(p) + \chi_p^{-1}(p)) = \lambda_p.
\]

Note that we are using the action of the Hecke algebra as in (30) of [1] here, hence the lack of \( p^{1/2} \).

The eigenvalue for the hyperbolic Laplacian is obtained from the Hecke eigenvalue at infinity as by Proposition 2.5.4 from [4]. Following the notation from Bump [4], in this case, \( s_1 = \frac{\sqrt{2} - 1}{2} \) and \( s_2 = -\frac{\sqrt{2} + 1}{2} \). Hence, \( s = \frac{1}{2}(\sqrt{2} - 1) = \frac{1 + \sqrt{2}}{2} \).

Then, the eigenvalue for the Laplacian is given by \( s(1 - s) = \left( \frac{1}{2} + \frac{\sqrt{2}}{2} \right) \). Hence, \( f_\psi \) belongs to \( S(\Gamma_0(2); -(\frac{1}{4} + \frac{1}{2})) \) as required. We will do an additional verification that this \( f_\psi \) does indeed lift to \( F \). This will complete the proof of Theorem 5.1.

5.5. Fourier coefficients of \( f_\psi \). Let \( N = 4^a b \), where \( a, b \) are non-negative integers and \( 4 \nmid b \). For \( F \in \mathcal{M}^+(\text{GL}_2(\mathcal{O}), r) \) we can define a sequence of numbers

\[
e(-N) := \frac{A(2N, u, 1)}{\sqrt{2N}} + \epsilon \frac{A(N, u - 1, 1)}{\sqrt{N}}
\]
where
\[ u = \begin{cases} 2a & \text{if } b \equiv 1, 3 \mod (4) \\ 2a + 1 & \text{if } b \equiv 2 \mod (4) \end{cases} \]

It can be proved that this sequence of numbers \( \{c(-N)\} \) satisfy (3.3) in terms of \( K, u \) and \( n \) just by reversing the argument in proof of Theorem 4.1.

\[ A(K, u, n) = \sum_{d|n} dA(K/d^2, u, 1) \]
\[ = \sqrt{K} \sum_{d|n} \frac{A(K/d^2, u, 1)}{\sqrt{K/d^2}} \]
\[ = \sqrt{K} \sum_{d|n} \left( \sum_{t=0}^u (-\epsilon)^t \frac{A((K/d^2)/2^t, u - t, 1)}{\sqrt{(K/d^2)/2^t}} \right) \]
\[ = \sqrt{K} \sum_{t=0}^u \sum_{d|n} (-\epsilon)^t \left( \frac{A(K/(2^t d^2), u - t, 1)}{\sqrt{K/(2^t d^2)}} + \epsilon \frac{A(K/(2^{t+1} d^2), u - t - 1, 1)}{\sqrt{K/(2^{t+1} d^2)}} \right) \]
\[ = \sqrt{K} \sum_{t=0}^u \sum_{d|n} (-\epsilon)^t \left( -\frac{K}{2^{t+1} d^2} \right) \]

We will show that \( f_\psi \in S(\Gamma_0(2); -(\frac{1}{4} + \frac{\epsilon}{4})) \) lifts to \( F \) by showing that these \( \{c(N)\} \) are the coefficients of \( f \) for all \( N < 0 \). This is to say, if \( c_\psi(N) \) are the Fourier coefficients of \( f_\psi \), then \( c(-N) = c_\psi(-N) \) for all \( N \).

For every odd prime \( p \), since \( f_\psi \) is a Hecke eigenform, \( c_\psi(N) \) satisfy
\[ (5.6) \quad p^\frac{n}{2} c_\psi(pN) + p^\frac{n-1}{2} c_\psi(N/p) = \lambda_p c_\psi(N). \]

by equation (5.7) of [10], with \( c_\psi(N/p) = 0 \) if \( p \nmid N \). Rewriting, we get
\[ (5.7) \quad c_\psi(pN) = p^{-1/2} \lambda_p c_\psi(N) - p^{-1} c_\psi(N/p). \]

Since \( f \) is a Hecke eigenform at prime \( p = 2 \), from equation (5.6) of [10], its Fourier coefficients also satisfy
\[ (5.8) \quad c_\psi(2N) = -\frac{\epsilon}{2} c_\psi(N). \]

Equations (5.7) and (5.8) together allows us to write \( c_\psi(-N) \) in terms of \( c_\psi(-1), \lambda_p \) and \( \epsilon \) for all \( N \). This also shows that \( c_\psi(-1) \) is in fact non-zero.

**Lemma 5.2.** The sequence of numbers \( \{c(N)\} \) as defined in (5.5) satisfy equations (5.6) and (5.8)

**Proof.** To prove \( \{c(N)\} \) satisfy (5.6), we will use that
\[ \lambda_p = \frac{A(p^{n+1} K_0, u, 1) + A(p^{n-1} K_0, u, 1)}{A(p^n K_0, u, 1)}. \]
Note that this statement is slightly different than our claim in (5.2) since we no longer assume \( u = 0 \). This statement is still true however, since the Hecke computation from Proposition 3.1 (b) holds true for any general \( A(K, u, n) \) and not just with \( A(K, 0, 1) \) as we used for Proposition 5.1. It can also be calculated explicitly via the same argument as in proof of Proposition 5.1. In the computation below, we assume \( c(-N/p) = 0 \) and \( A(N/p, u - 1, 1) = 0 \) are 0 if \( p \nmid N \).

\[
\begin{align*}
p^{1/2}c(-pN) + p^{-1/2}c(-N/p) &= \left( p^{1/2} \frac{A(2pN, u, 1)}{\sqrt{2pN}} + \epsilon p^{1/2} \frac{A(pN, u - 1, 1)}{\sqrt{pN}} \right) \\
&\quad + \left( p^{-1/2} \frac{A(2N/p, u, 1)}{\sqrt{2N/p}} + \epsilon p^{-1/2} \frac{A(N/p, u - 1, 1)}{\sqrt{N/p}} \right) \\
&= \frac{A(2pN, u, 1)}{\sqrt{2N}} + \epsilon \frac{A(pN, u - 1, 1)}{\sqrt{N}} \\
&\quad + \frac{A(2N/p, u, 1)}{\sqrt{2N/p}} + \epsilon \frac{A(N/p, u - 1, 1)}{\sqrt{N}} \\
&= \left( \frac{A(2pN, u, 1) + A(2N/p, u, 1)}{\sqrt{2N}} \right) \\
&\quad + \left( \epsilon \frac{A(pN, u - 1, 1) + A(N/p, u - 1, 1)}{\sqrt{N}} \right) \\
&= \lambda_p A(2N/u, 1) + \epsilon \frac{A(N, u - 1, 1)}{\sqrt{N}} \\
&= \lambda_p \left( \frac{A(2N, u, 1)}{\sqrt{2N}} + \epsilon \frac{A(N, u - 1, 1)}{\sqrt{N}} \right) \\
&= \lambda_p c(-N)
\end{align*}
\]

Thus, \( \{c(-N)\} \) satisfy (5.6). To show equation (5.8), we use the condition (2a) from Definition 4.1. From \( c(-N) \) as in (5.5), we get

\[
c(-2N) = \frac{A(4N, u + 1, 1)}{\sqrt{4N}} + \epsilon \frac{A(2N, u, 1)}{\sqrt{2N}}
\]

\[
= \left( \frac{-3\epsilon A(2N, u, 1)}{\sqrt{2N}} - \frac{A(4N, u - 1, 1)}{\sqrt{4N}} \right) + \epsilon \frac{A(2N, u, 1)}{\sqrt{2N}}
\]

\[
= -\frac{3\epsilon A(2N, u, 1)}{2\sqrt{2N}} + \frac{A(2N, u, 1)}{\sqrt{2N}} - \frac{A(N, u - 1, 1)}{2\sqrt{N}}
\]

\[
= -\frac{\epsilon}{2} A(2N, u, 1) - \frac{1}{2} \frac{A(N, u - 1, 1)}{\sqrt{N}}
\]

\[
= -\frac{\epsilon}{2} c(-N)
\]

Since \( c(N) \) satisfy (5.6) and (5.8), \( c(-1) \) is also not 0. Then, we can normalize the Fourier coefficients \( c_{\psi}(-N) \) so that \( c_{\psi}(-1) = c(-1) \). Since both \( \{c(-N)\} \) and
Note, following similar argument as in proof of Proposition 5.1, we have \(T \) under the action of the Hecke Algebra. We will prove that for any Hecke operator and show that other cases and other Hecke operators follow similarly. We will use the recurrence coefficients by showing \(T_p \) prime \(p \) is actually equivalent to \(F \) being a Hecke eigenform at prime \(p = 2 \). Hence, \(T_2 \) satisfies all the conditions of Definition 4.1.

Condition 1 of Definition 4.1 follows from the fact that we can write the coefficients \(A(\beta) \) of \(T_p,F \) in terms of \(A(K,u,n) \) using Proposition 3.1 by case by case decomposition similar to proof of Proposition 5.1. We showed in proof of Proposition 5.2 that condition 2 is stable under the action of all the Hecke operators given in Proposition 3.1. If \(M^*(\GL_2(\mathbb{O}),r) \) is stable, then it has a Hecke eigenbasis \(\{F_i\} \) which are lifts of some \(\{f_i\} \) for \(f_i \in S(\Gamma_0(2);-(\frac{1}{4} + \frac{i^2}{4})) \) by Theorem 5.1. Then by linearity of the defining condition (3.3), \(F = \sum_i a_i F_i \) would be a lift of \(\sum_i a_i f_i \in S(\Gamma_0(2);-(\frac{1}{4} + \frac{i^2}{4})) \).

**Theorem 6.1.** The following are equivalent.

1. \(F \) is a lift from an Atkin-Lehner eigenform \(f \in S(\Gamma_0(2);-(\frac{1}{4} + \frac{i^2}{4})) \) with eigenvalue \(\epsilon \in \{\pm 1\} \) and which is a Hecke eigenform at \(p = 2 \).
2. \(F \) is an element of the space \(M^*(\GL_2(\mathbb{O}),r) \).

**Proof.** As mentioned before, it is enough to show that \(M^*(\GL_2(\mathbb{O}),r) \) is stable under the action of the Hecke Algebra. We will prove that for any Hecke operator \(T_{p,1} \) and any \(F \in M^*(\GL_2(\mathbb{O}),r) \), the image of the action \(T_{p,1} F \in M^*(\GL_2(\mathbb{O}),r) \) by showing \(T_{p,1} F \) satisfies all the conditions of Definition 4.1.

We would like to generalize the result of Theorem 5.1 to all \(F \in M^*(\GL_2(\mathbb{O}),r) \). For that, it’s enough to show that the Maass space \(M^*(\GL_2(\mathbb{O}),r) \) is stable under the action of all the Hecke operators given in Proposition 3.1.

For that, its enough to show that the Maass space \(M^*(\GL_2(\mathbb{O}),r) \) is stable, then it has a Hecke eigenbasis \(\{F_i\} \) which are lifts of some \(\{f_i\} \) for \(f_i \in S(\Gamma_0(2);-(\frac{1}{4} + \frac{i^2}{4})) \) by Theorem 5.1. Then by linearity of the defining condition (3.3), \(F = \sum_i a_i F_i \) would be a lift of \(\sum_i a_i f_i \in S(\Gamma_0(2);-(\frac{1}{4} + \frac{i^2}{4})) \).

We will present the most complicated case for \(T_{p,1} \) that \(condition 2 \) is actually equivalent to \(F \) being a Hecke eigenform at prime \(p = 2 \). Hence, \(T_2 F = -(3\sqrt{2} \epsilon) F \) for all \(F \in M^*(\GL_2(\mathbb{O}),r) \). Checking the recurrence relations for \(T_{p,1} F \) where \(p \) is an odd prime requires computation. We will present the most complicated case for \(T_{p,2} = h_3 \) below with the assumption that \(A(\beta) = A(p^m K, u, p^m n) \) where \(p \mid Kn \) and \(m > 2l + 1 \). Computation for other cases and other Hecke operators follow similarly. We will use the recurrence relation as

\[ A(p^m K, u, p^m n) = \sum_{i=0}^{l} p^i A(p^{m-2i} K, u, n) \]

and show that

\[ T_{p,2} F(p^m K, u, p^m n) = \sum_{i=0}^{l} p^i T_{p,2} F(p^{m-2i} K, u, n). \]

Note, following similar argument as in proof of Proposition 5.1, we have

\[ T_{p,2} F(p^m K, u, n) = p^2(0) + p^2 A(p^{m+2} K, u, pm) + p A(p^m K, u, n) + A(p^m K, u, pm) \]
\[ = p^2 A(p^{m+2} K, u, pm) + 2p^2 A(p^m K, u, n) + p A(p^m K, u, pm). \]
Hence,

\[
\sum_{i=0}^{l} p^i T_{p,2} F(p^{m-2i} K, u, n) =
\]

\[
= \sum_{i=0}^{l} p^i (p^2 A(p^{m+2-2i} K, u, pm) + 2p^2 A(p^{m-2i} K, u, n) + pA(p^{m-2i} K, u, pm))
\]

\[
= \sum_{i=0}^{l} p^i (p^2 (A(p^{m+2-2i} K, u, n) + pA(p^{m-2i} K, u, n)) + 2p^2 A(p^{m-2i} K, u, n) + pA(p^{m-2i} K, u, n)))
\]

\[
= \sum_{i=0}^{l} p^i (p^2 A(p^{m-2i} K, u, n) + p^2 A(p^{m+2-2i} K, u, n) + p^3 A(p^{m-2i} K, u, n))
\]

\[
+ (p^3 + 2p^2 + p)A(p^{m-2i} K, u, n)
\]

We compare that with

\[
T_{p,2} F(p^m K, u, p^l n) = p^2 A(p^{m-2} K, u, p^{l-1} n) + p^2 A(p^{m+2} K, u, p^{l+1} n)
\]

\[
+p(p^2 A(p^m K, u, p^{l-1} n) + 2pA(p^m K, u, p^l n) + A(p^m K, u, p^{l+1} n))
\]

\[
= p^2 \sum_{i=0}^{l-1} p^i A(p^{m-2-2i} K, u, n) + p^2 \sum_{i=0}^{l+1} p^i A(p^{m+2-2i} K, u, n)
\]

\[
+ p^3 \sum_{i=0}^{l-1} p^i A(p^{m-2i} K, u, n) + 2p^2 \sum_{i=0}^{l} p^i A(p^m K, u, n)
\]

\[
+ p \sum_{i=0}^{l+1} p^i A(p^m K, u, n)
\]

\[
= p^2 \sum_{i=0}^{l-1} p^i A(p^{m-2-2i} K, u, n) + p^2 \sum_{i=0}^{l} p^i A(p^{m+2-2i} K, u, n) + p^3 A(p^{m-2i} K, u, n)
\]

\[
+ 2p^2 \sum_{i=0}^{l} p^i A(p^m K, u, n) + p \sum_{i=0}^{l} p^i A(p^m K, u, n)
\]

\[
+ pp^{l+1} A(p^{m-2-2i} K, u, n).
\]
Rearranging the sum, we get

\[ T_{p,2}F(p^m K, u, p^l n) = \sum_{i=0}^{l} p^i (p^2 A(p^{m-2-2i}K, u, n) + \sum_{i=0}^{l} p^{2i} A(p^{m+2-2i}K, u, n) \]

\[ + \sum_{i=0}^{l} p^i (p^3 + 2p^2 + p) A(p^{m-2i}K, u, n) \]

\[ = \sum_{i=0}^{l} p^i T_{p,2}F(p^{m-2i}K, u, n) \]

as required.

\[ \square \]

References

1. M. Asgari and R. Schmidt, - Siegel modular forms and representations, Manuscripta Math. 104 (2001), 173-200
2. A. I. Badulescu - Global Jacquet-Langlands correspondence, multiplicity one and classification of automorphic representations, Invent. Math. 172 (2008), no. 2, 383-398. 11F70
3. A. I. Badulescu and D. Renard - Unitary dual of GL(n) at archimedean places and global Jacquet-Langlands correspondence, Compositio Math. 146 (2010), 1115-1164
4. D. Bump - Automorphic Forms and Representations, Cambridge Studies in Advanced Mathematics, 55. Cambridge University Press, Cambridge, 1997. xiv+574 pp. ISBN: 0-521-55098-X
5. C. Bushnell and G. Henniart - The local Langlands conjecture for GL(2), Grundlehren der Mathematischen Wissenschaften, vol. 335, Springer-Verlag, Berlin, 2006.
6. T. Ikeda - On the lifting of elliptic cusp forms to Siegel cusp forms of degree 2n, Annals of Mathematics, Second Series, Vol. 154, No. 3 (Nov., 2001), pp. 641-681
7. W. Kohnen - Lifting modular forms of half-integral weight to Siegel modular forms of even genus, Math. Ann. 322 (2002), no. 4, 787-809.
8. W. Kohnen and H. Kojima - A Maass space in higher genus, Compos. Math. 141 (2005), no. 2, 313-322.
9. D. Lanphier - A local criterion for the Saito-Kurokawa lifting of cusp forms with characters, Math. Res. Lett. 16 (2009), no. 3, 321-331.
10. M. Muto, H. Narita and A. Pitale - Lifting to GL(2) over a division quaternion algebra and an explicit construction of CAP representations, Nagoya Mathematical Journal, 222, pp 137-185 (2016)
11. A. Pitale - Lifting from SL(2) to GSpin(1, 4), Int. Math. Res. Not. 63, 3919-3966 (2005)
12. D. Prasad and A. Raghuram - Representation theory of GL(n) over non-Archimedean local fields, School on Automorphic Forms on GL(n), 159205, ICTP Lect. Notes, 21, Abdus Salam Int. Cent. Theoret. Phys., Trieste, 2008.
13. R. Schmidt - Some remarks on local newforms for GL(2), Documenta Math. 21 (2016), 467-553
14. P. Sarnak - Notes on Generalized Ramanujan Conjectures, Clay Mathematics Proceedings, Volume 4, 2005

Department of Mathematics, University of Oklahoma, Norman, United States of America

E-mail address: swagh@math.ou.edu