ON THE DISTRIBUTION OF CUBIC EXPONENTIAL SUMS
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Abstract. Using the theory of metaplectic forms, we study the asymptotic behavior of cubic exponential sums over the ring of Eisenstein integers. In the first part of the paper, some non-trivial estimates on average over arithmetic progressions are obtained. In the second part of the paper, we prove that the sign of cubic exponential sums changes infinitely often, as the modulus runs over almost prime integers.

1. Introduction

1.1. Statement of the result. Let \( f = P/Q \) be a rational function, normalized such that \( P \) and \( Q \) are two polynomial in \( \mathbb{Z}[X] \) mutually coprime and with coefficients mutually coprime. Let \( S_\chi(f,c) \) be the exponential sum

\[
S_\chi(f,c) = \sum_{x \pmod{c}} \chi(x) \exp\left(\frac{2\pi i (P(x)/Q(x))}{c}\right),
\]

where \( c \in \mathbb{Z} \setminus \{0\} \) and \( \chi \) is a character modulo \( c \). These sums satisfy the individual Weil upper bound \( |S_\chi(f,p)| \leq k_f \sqrt{p} \), valid for almost all primes \( p \), where the constant \( k_f \) can be explicitly given in terms of \( P \) and \( Q \) (see formula (3.5.2) p.191 of [Del77]). It is therefore natural to study the distribution of the normalized sums over the primes, i.e. to ask whether the set \( \{S_\chi(f,p)/k_f \sqrt{p} : p \text{ prime}\} \) should be expected to be equidistributed for some measure. This is a difficult problem, and there exist actually only very few non-trivial examples for which the question of equidistribution over prime moduli has been completely solved: the case of cubic Gauß sums – this corresponds to the choice where \( P(x) = x, Q(x) = 1 \) and \( \chi \) is the cubic Legendre symbol – has been solved in [HBP79], and the case of Salié sums – this corresponds to the choice where \( P(x) = x^2 - 1, Q(x) = x \) and \( \chi \) is the quadratic Legendre symbol – has been solved in [DFI95] (see also [Hoo64], for the distribution over the integers).

In this paper we consider the case of a cubic polynomial. More specifically, we shall consider the polynomial \( f(x) = x^3 - 3x \), which is a typical situation for the problem that concerns us. Following the way initiated by Heath-Brown and Patterson in [HBP79] and pursued latter by Livné and Patterson in [LP02], we work over the ring of Eisenstein integers \( R = \mathbb{Z}[[\omega]] \), where \( \omega^3 = 1 \), instead of working over \( \mathbb{Z} \); the reason for that comes from the introduction of the cubic Legendre symbol (see Section 2). It will be convenient to define \( \epsilon(z) \) for \( z \in \mathbb{C} \) as \( \epsilon(z) = \exp(2i\pi(z + \overline{z})) \). Let \( k \) be the field \( k = \mathbb{Q}(\omega) \) and \( \mathcal{N} = \text{Norm}_{k/\mathbb{Q}} \) the norm. In this paper, the letter \( \pi \) will either denote a prime in \( R \), or the value \( \pi = 3.14... \). The exponential sums we are interested in are defined as

\[
(1.1) \quad S(u,c) = \sum_{x \pmod{c}} \epsilon\left(\frac{u(x^3 - 3x)}{c}\right), \quad c \in R.
\]
These sums are real and, for almost all primes \( \pi \) of \( R \), they satisfy the individual Weil bound \( |S(a, \pi)| \leq 2\sqrt{\mathcal{N}(\pi)} \). The angles \( \theta_{a, \pi} \) are consequently defined by \( \cos \theta_{a, \pi} = S(a, \pi)/2\sqrt{\mathcal{N}(\pi)} \). The horizontal Sato-Tate law predicts that there exists a measure \( \mu \) on \([0, \pi]\) such that the angles \( \theta_{a, \pi} \) are equidistributed with respect to \( \mu \); this means that for any \( a \in R - \{0\} \) and any interval \([\alpha, \beta]\) of \([0, \pi]\),

\[
\frac{\#\{N(\pi) \leq X : \theta_{a, \pi} \in [\alpha, \beta]\}}{\#\{N(\pi) \leq X\}} \xrightarrow{X \to \infty} \mu([\alpha, \beta]).
\]

Such a conjecture seems unreachable at the moment; actually, it is even not known whether the sums \( S(1, \pi) \) are positive or negative infinitely often.

Our goal in this paper is to realize a step towards the Sato-Tate conjecture by showing that the sign of \( S(1, c) \) changes infinitely often, as \( c \) runs through almost prime integers.

**Theorem 1.1.** Let \( X \gg 1 \). There exists an explicitly computable constant \( 0 < u < 60 \), such that

\[
\#\{X < N(c) < 2X : \pi | c \Rightarrow N(\pi) \geq X^{1/u}, \ S(1, c) > 0\} \gg \frac{X}{\log X}
\]

\[
\#\{X < N(c) < 2X : \pi | c \Rightarrow N(\pi) \geq X^{1/u}, \ S(1, c) < 0\} \gg \frac{X}{\log X}.
\]

This result answers a question raised by Fouvry and Michel in [FM07] (p. 9), where the authors prove an analogous result to Theorem 1.1 for Kloosterman sums. We recall that the Kloosterman sums are defined for \( m, n, c \in \mathbb{Z} \) by

\[
K(m, n, c) = \sum_{x \equiv c \pmod{c}} \exp\left(2i\pi \frac{mx + nx}{c}\right).
\]

In the case of Kloosterman sums, the analogue of Theorem 1.1 was proved by Fouvry and Michel ([FM07, Théorème 1.2 and Théorème 1.3]), and the value of the corresponding \( u \) is 23.9. In the present paper, we do not try to optimize the value of the constant \( u \) of Theorem 1.1, and content ourselves with the easily improvable but explicit value \( u \leq 60 \).

One of the main arguments in favor of the horizontal Sato-Tate conjecture is the vertical Sato-Tate law, concerning the distribution of the set \( \{\theta_{a, \pi} : a \pmod{\pi}\} \), as the prime \( \pi \) varies.

**Theorem 1.2.** For every interval \( [\alpha, \beta] \in [0, \pi] \),

\[
\frac{\#\{a \pmod{\pi} : \theta_{a, \pi} \in [\alpha, \beta]\}}{\mathcal{N}(\pi)} \xrightarrow{\mathcal{N}(\pi) \to \infty} \frac{2}{\pi} \int_{\alpha}^{\beta} \sin^2 t \, dt,
\]

as \( \mathcal{N}(\pi) \to \infty \).

**Proof.** This theorem is proved in [Kat88, Theorem 7.10.5 and §7.10.6]. The measure \( \mu \) is described as the image through \( A \mapsto \arccos(\text{Tr}(A)/2) \) of the Haar measure on \( U_{S_p}(2) \). Since \( U_{S_p}(2) = SU(2) \), we obtain \( \mu = 2/\pi \sin^2 \).

1.2. **Outline of the proof of Theorem 1.1.** Experience has shown (see [DFI95], [FM07] and [HBP79]) that, in order to tackle equidistribution problems for prime moduli, it is reasonable to firstly study exponential sums over the integers and then to apply sieve techniques. The main part of this paper deals with the first part of this program, i.e. with the study of the smooth asymptotic behavior of cubic exponential sums (Theorem 1.3). From now on, \( S(1, c) \) will be the quantity defined in (1.1). There is a major difference between the zeta function associated to cubic exponential sums, i.e.

\[
Z_d(s) = \sum_{c \equiv 0 \pmod{d}} \frac{S(1, c)}{\mathcal{N}(c)^s}.
\]
and the Kloosterman zeta function, i.e. the zeta function associated to Kloosterman sums. Actually, $Z_d(s)$ is absolutely convergent in $\Re(s) > 3/2$, and has a meromorphic continuation to $\Re(s) > 1$ with a pole at $s = 4/3$ and possibly other poles at the spectral parameters of the hyperbolic Laplacian. This is a new feature when compared to the Kloosterman zeta function, where no poles are expected in the half-plane $\Re(s) > 1$. This pole at $s = 4/3$ is related to the residual spectrum of the Laplacian, which is, in turn, built on cubic theta functions (see Section 3). Throughout the text, we will consequently refer to the residue of the zeta function at this pole as the theta-term. Selberg’s conjecture on the spectrum of hyperbolic surfaces predicts that $4/3$ is the only pole of $Z_d(s)$. This would imply that for any $\varepsilon > 0$,

\begin{equation}
\sum_{c \equiv 0 \pmod{d}} \frac{S(1,c)}{\sqrt{N(c)}} = c_\theta(d)X^{\frac{1}{2}} + O\left(X^{\frac{1}{2} + \varepsilon}\right).
\end{equation}

Actually, the first moment of $S(1,c)$ was computed by Livné and Patterson ([LP02, Theorem 1.2]), and the authors showed that (1.4) is true for any $\varepsilon$ greater or equal to $1/4$; moreover, they computed the constant $c_\theta(d)$ when $d$ is square-free. For their purpose, they could avoid the utilization of a complete Bruggeman-Kuznetsov formula, instead they used the simpler version by Goldfeld and Sarnak ([GS83]). This was enough for these authors to compute the asymptotic constant $c_\theta(d)$ when $d$ is square-free, but their result does not give any information on the dependence on the level $d$ of the error term in (1.4).

Our first main result solves this last problem, by extending the work done by Livné and Patterson. It is a smooth version of (1.4), the main point here being that we have been able to control the dependence on the level:

**Theorem 1.3.** Let $g$ be a smooth function with compact support in $[1, 2]$. Let $d$ be an Eisenstein integer coprime to $3$. Then there exists a parameter $s(d)$, $0 < s(d) \leq \frac{1}{6}$, and a constant $c_\theta(d)$, such that

\begin{enumerate}[label=(i), itemsep=0.5em]
  \item \[\sum_{c \equiv 0 \pmod{d}} \frac{S(1,c)}{\sqrt{N(c)}} \theta\left(\frac{N(c)}{X}\right) = c_\theta(d)\hat{g}(1/6)X^{\frac{1}{2}} + O\left(\sqrt{X} + X^{\frac{1}{2} + s(d)} \log^2 X \frac{\tau(d)}{N(d)^{2s(d)}}\right)\]
  \item \[\sum_{c \equiv 1 \pmod{d}} \frac{S(1,c)}{\sqrt{N(c)}} \theta\left(\frac{N(c)}{X}\right) = O\left(\sqrt{X} + X^{\frac{1}{2}} \log^2 X \frac{\tau(d)}{N(d)^{2s(d)}}\right)\]
\end{enumerate}

Here, $\hat{g}$ is the Mellin transform of $g$ and $\tau$ is the divisor function. The implied constant in (ii) depends only on the function $g$.

As a consequence of part (i) of Theorem 1.3, we obtain the Linnik-Selberg conjecture on average. More precisely, we prove that equation (1.4) with $d = 1$ is true, in a smooth version:

**Corollary 1.4.** With the notations of Theorem 1.3, for any $\varepsilon > 0$,

\[\sum_{c \equiv 1 \pmod{3}} \frac{S(1,c)}{\sqrt{N(c)}} \theta\left(\frac{N(c)}{X}\right) = c_\theta(d)X^{\frac{1}{2}} + O\left(X^{\frac{1}{2} + \varepsilon}\right)\]

**Remark 1.5.** The constant $c_\theta(d)$ is computed when $d$ is square-free in [LP02], and could theoretically be computed for a general modulus $d$. This has been partially done in the author’s thesis [Loi], and we shall come back to this problem in a future work.

We now turn to part (ii) of Theorem 1.3, in which the theta-term is avoided. The explicit dependence on the level $d$ actually allows us to obtain a non-trivial estimate over arithmetic progressions on average. For clarity, let us define the following quantities:
\[
(1.5) \quad \Sigma(D) = \sum_{\substack{N(d) < D \atop c \equiv 0 \pmod{d}}} \sum_{c \equiv 0 \pmod{d}} \frac{S(1, c)}{\sqrt{N(c)}} g\left(\frac{N(c)}{X}\right),
\]

\[
(1.6) \quad \Sigma_\theta(D) = \sum_{\substack{N(d) < D \atop c \equiv 0 \pmod{d}}} \left\{ \sum_{c \equiv 0 \pmod{d}} \frac{S(1, c)}{\sqrt{N(c)}} g\left(\frac{N(c)}{X}\right) - c_\theta(d) \hat{g}(1/6)X^{3/2} \right\}.
\]

On the one side, the Weil bound gives the trivial estimate \(\Sigma(D) \ll X \log X \log^2 D\). On the other side, a consequence of Selberg’s eigenvalue conjecture would be \(\Sigma_\theta(D) \ll DX^{3/2}\), and from this would follow at once the estimate

\[
(1.7) \quad \Sigma(D) = \hat{g}(1/6)X^{3/2} \sum_{\substack{N(d) < D}} c_\theta(d) + O\left(DX^{3/2}\right).
\]

It was shown by Livné and Patterson ([LP02]) that \(c_\theta(d)\) behaves like \(1/\sigma(d)\) when \(d\) is square-free. Assuming that \(\sum c_\theta(d)\) is finite, it would follow from (1.7) that \(\Sigma(D) \ll DX^{3/2}\), whenever \(D \gg X^{3/2}\); this improves on the trivial estimate (coming from the Weil bound) as soon as \(D = o\left(\sqrt{X}\right)\). Thus, one would ideally expect an estimate for \(\Sigma(D)\) of the form

\[
(1.8) \quad \Sigma \left(\frac{\sqrt{X}}{\log^2 X}\right) \ll \frac{X}{\log X}, \quad \text{for some } \beta.
\]

In the second corollary to Theorem 1.3, we prove a more precise version of (1.8):

**Corollary 1.6.** Let \(\Sigma(D)\) be the quantity defined in (1.5). Let \(X \gg 1\) and let \(g\) be as in Theorem 1.3. Then

\[
\Sigma(D) \ll D\sqrt{X} + X^{5/6}D^{1/3}\log^3 X.
\]

In particular, (1.8) is true for \(\beta \geq 12\).

Note that in Corollary 1.6, there is no appearance of the theta-term. In this aspect, Corollary 1.6 is probably not the most effective result, but shall nevertheless enable us to prove the changes of sign of the cubic sums \(S(1, c)\), for almost prime moduli. Combining sieve methods and Corollary 1.6, we will prove the upper bound

\[
(1.9) \quad \left| \sum_{\pi | c \Rightarrow N(\pi) \geq X^{1/6}} \frac{S(1, c)}{\sqrt{N(c)}} g\left(\frac{N(c)}{X}\right) \right| \leq \hat{g}(1)h(u)\frac{X}{\log X} + O\left(\frac{X}{\log^2 X}\right).
\]

This bound is valid for any \(u \geq 3\) and \(h(u)\) is a rapidly decreasing function, tending to zero as \(u\) grows; in particular, a numerical computation shows that \(h(60) < 10^{-4}\). As we will see in Section 6, Corollary 1.6 plays an essential role in the proof of (1.9).

Finally, we will prove the counterpart to (1.9); more precisely, we will obtain, in a similar way to [FM07], the lower bound

\[
(1.10) \quad \sum_{\pi | c \Rightarrow N(\pi) > X^{1/6}} \left| \frac{S(1, c)}{\sqrt{N(c)}} g\left(\frac{N(c)}{X}\right) \right| \geq C_{\text{abs}} \hat{g}(1)\frac{X}{\log X}.
\]

The main ingredient of the proof of (1.10) is the vertical Sato-Tate law (Theorem 1.2). This last bound (1.10) is valid for any \(u \geq 3\), and the value of \(C_{\text{abs}}\) is given by \(C_{\text{abs}} = 0.015\). Theorem 1.1 is now proved, as a consequence of (1.9) and (1.10).
Remark 1.7. (1) As already mentioned before, our goal in this paper is to give an explicit value for the constant $u$ of Theorem 1.1, and the problem of improving the value of $u$ lies beyond the scope of this paper. However, it is a very interesting question, which can be tackled in a number of ways: in [FM07], the authors used algebraic geometric methods in order to optimize the constant $C_{ab}$ in (1.10); moreover, one could expect to improve Corollary 1.6, by proving that $\Sigma (X^a) \ll \frac{X}{\log X}$ for some $\alpha > 1/2$; one could also refine the sieve argument, as it has been done in the case of Kloosterman sums (see [SF07]); another interesting work in this direction is [Mat].

(2) The core of the paper is devoted to the proof of Theorem 1.3; the main difficulty lies in the machinery of metaplectic forms and in the Bruggeman-Kuznetsov formula for imaginary quadratic field. In this regard, we considerably benefit from the works of Bruggeman and Motohashi ([BM03]) and Lokvenc-Guleska ([LG]), where the Kloosterman sum formula and the spectral sum formula have been precisely formulated for quadratic imaginary fields.

(3) Unfortunately, the fact that our proof is based on the theory of metaplectic forms on $\mathbb{Q}(e^{2i\pi/3})$ does not allow us to obtain results on the cubic exponential sums $S(1, c)$, for $c$ running over the rational integers. It is actually not clear what would be the analogue of Theorem 1.3 over $\mathbb{Z}$. We refer to [Pat03] for a discussion and a conjecture concerning the asymptotic behavior of exponential sums, and leave as an open question whether or not it is possible to derive from Theorem 1.1 an analogous statement for moduli in $\mathbb{Z}$.

(4) As it has been implicitly observed previously, Corollary 1.6 states that in average, we can assume that there is no exceptional eigenvalue, rendering therefore useless for the proof of Theorem 1.1 the information on the exceptional spectrum obtained in Theorem 1.3 (i). It would be very interesting to develop a sieve method that takes into account the exceptional spectrum, and reveals its contribution in Theorem 1.1, under the form of a bias.

We end the introduction with a brief outline of the rest of the paper. In Section 2, we recall the link between cubic exponential sums and Kloosterman sums twisted by the cubic Legendre symbol. In Section 3, we introduce the cubic metaplectic forms and recall some facts about the discrete spectrum of the metaplectic group. In Section 4, we state the Bruggeman-Kuznetsov formula for the imaginary quadratic field $\mathbb{Q}(\omega)$, and prove some estimates related to the discrete spectrum of the metaplectic group. The proofs of Theorem 1.3 and of its corollaries are finally given in Section 5. The proof of Theorem 1.1 is then obtained in the last two sections: the upper bound (1.9) is proved in Section 6 and the lower bound (1.10) in Section 7.

Notations. We denote by $k$ the field $k = \mathbb{Q}(\omega)$, with $\omega = e^{2i\pi/3}$, $R$ being the ring of Eisenstein integers $\mathbb{Z}[\omega]$. For $z \in \mathbb{C}$, $e(z) = \exp(\text{Tr}_{k/\mathbb{Q}}(z)) = \exp(2i\pi(z + \overline{z}))$, where $z \mapsto \overline{z}$ is the complex conjugation. The sums will be taken over $R$ and $\overline{r}$ shall be an inverse of $x$ (mod $r$), for some $r \in R$ given by the context. The function $\omega(c)$ will be the number of distinct prime factors of the integer $c$ and, in Section 6, it will also represent the Buchstab function. Finally, $\delta_{\alpha, \beta}$ is 1 or 0, according to if $\alpha = \beta$ or not.
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2. Cubic and geometric Kloosterman sums

The link between the cubic exponential sums $S(a, c)$ defined in (1.1) and the theory of automorphic forms is given by the cubic Kloosterman sums, i.e. the Kloosterman sums twisted by the cubic Legendre symbol. The cubic Kloosterman sums will appear as Fourier coefficients of Poincaré series,
and thereby provide a link with the spectral theory of automorphic forms. Let \( \langle \cdot \rangle_{3} \) be the cubic residue symbol. For \( m, n, c \in \mathbb{Z}[\omega] \) with \( \gcd(c, 3) = 1 \), the cubic Kloosterman sum is defined as

\[
K_3(m, n, c) = \sum_{x \equiv y \pmod{c}} \left( \frac{x}{c} \right)_3 e \left( \frac{mx + ny}{c} \right).
\]

The following relation is due to several authors (Duke and Iwaniec, Livné, Katz). The version we give here is taken from [Pat97], Theorem 3.1.

**Proposition 2.1.** Let \( a, c \in \mathbb{Z}[\omega] \). Assume that \( \gcd(a, c) = 1 \) and \( \gcd(c, 3) = 1 \). Then, \( S(a, c) = K_3(a, a, c) \).

The three-dimensional hyperbolic space is usually represented as the half-space \( \mathbb{H} = \mathbb{C} \times \mathbb{R}_+^* \). We can embed it in the Hamiltonian quaternions by identifying \( \sqrt{-1} \in \mathbb{C} \) with \( i \) and \( w = (x + iy, v) \in \mathbb{H} \) with \( x + yi + vk \), where \( i, j, k \) are the standard unit quaternions. The group \( \text{SL}_2(\mathbb{C}) \) acts on \( \mathbb{H} \) by

\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} w = (aw + b)(cw + d)^{-1}.
\]

The \( \text{SL}_2(\mathbb{C}) \)-invariant measure is \( dV(w) = w^{-3} \, dm(z) \, dv \), where \( dm(z) \) is the standard Lebesgue measure on \( \mathbb{C} \). Of first importance for us are the subgroups of \( \text{SL}_2(\mathbb{Z}[\omega]) \) defined by

\[
\begin{align*}
\Gamma_2 &= \{ \gamma \in \text{SL}_2(\mathbb{Z}[\omega]) : \exists g \in \text{SL}_2(\mathbb{Z}), \gamma \equiv g \pmod{3} \}, \\
\Gamma_1 &= \{ \gamma \in \text{SL}_2(\mathbb{Z}[\omega]) : \gamma \equiv 1 \pmod{3} \}, \\
\Gamma_0(d) &= \{ \gamma \in \text{SL}_2(\mathbb{Z}[\omega]) : \gamma \equiv \begin{pmatrix} 1 & * \\ 0 & 1 \end{pmatrix} \pmod{d} \}.
\end{align*}
\]

The Kubota symbol \( \kappa \) can now be introduced. It is defined on \( \Gamma_1 \) by

\[
\kappa(\gamma) = \begin{cases} 
\left( \frac{\omega}{\gamma} \right)_3 & \text{if } c \neq 0, \\
1 & \text{if } c = 0,
\end{cases}
\]

where \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_1 \).

This definition is then extended to \( \Gamma_2 \) by defining \( \kappa \) trivially on \( \text{SL}_2(\mathbb{Z}) \). More precisely, for any \( \gamma_2 \in \Gamma_2 \), there exists \( g \in \text{SL}_2(\mathbb{Z}) \) and \( \gamma_1 \in \Gamma_1 \) such that \( \gamma_2 = g \gamma_1 \), and we define

\[
\kappa(\gamma_2) = \kappa(\gamma_1).
\]

The starting point of the theory of metaplectic forms is a short but significant paper of Kubota ([Kub66]), in which he proved that \( \kappa \) is a group homomorphism on \( \Gamma_1 \). Actually, Kubota proved that \( \kappa \) is a morphism on the subgroup of \( \Gamma_1 \) consisting in matrices congruent to 1 modulo 9, but this last condition can be dropped, and it can be proved that the definition of \( \kappa \) on \( \Gamma_2 \) extends \( \kappa \) to a group homomorphism from \( \Gamma_2 \) into the cubic roots of unity of \( k \) (see [Pat77], p.127).

Let \( \sigma \in \text{SL}_2(R) \) and let \( \Gamma \) be a subgroup of \( \Gamma_2 \). Define

\[
\Gamma_\sigma = \{ \gamma \in \Gamma : \gamma \left( \sigma^{-1}(\infty) \right) = \sigma^{-1}(\infty) \}.
\]

One can show that for any \( \sigma \in \text{SL}_2(R) \), there exists a lattice \( \Lambda_{\sigma} \in R \) such that

\[
\Gamma_\sigma = \sigma^{-1} \begin{pmatrix} 1 & \Lambda_{\sigma} \\ 0 & 1 \end{pmatrix} \sigma.
\]

For \( \Lambda \) a lattice in \( R \), we denote by \( \Lambda^\perp \) the dual lattice to \( \Lambda \) with respect to \( c \). A cusp \( \sigma^{-1}(\infty) \) of \( \Gamma \), with \( \sigma^{-1} \in \text{SL}_2(\mathbb{Z}[\omega]) \), is called *essential* if \( \kappa|_{\Gamma_\sigma} = 1 \).
Definition 2.2. Let $\Gamma$ be a subgroup of $\Gamma_2$ and let $\sigma^{-1}(\infty)$ and $\tau^{-1}(\infty)$ be two essential cusps of $\Gamma$. Let $m \in \Lambda^\circ$ and $n \in \Lambda^\circ$. The geometric Kloosterman sum is defined by

$$K_{\sigma,\tau}(m,n,c) = \sum_{\substack{a \mod \Lambda_{\sigma,c} \atop d \mod \Lambda_{\tau,c} \atop (\frac{a}{c}, \frac{b}{d}) \Gamma}} \kappa(\gamma) e\left(\frac{am+nd}{c}\right).$$

Let $\omega(c)$ be the number of prime divisors of $c$. Then the geometric Kloosterman sums satisfy the individual bound

$$|K_{\sigma,\tau}(m,n,c)| \leq 2^{\omega(c)}N(\gcd(m,n,c))N(c)^{1/2}.$$

We also have the following "twisted multiplicativity": generally, if $f$ is a rational function with integral coefficients, then the exponential sum

$$S(f,c) = \sum_{x \mod c} e\left(\frac{f(x)}{c}\right),$$

satisfies, for every $c_1, c_2 \in R$, such that $\gcd(c_1, c_2) = 1$, the twisted multiplicativity

$$S(f,c_1c_2) = \left(\frac{c_1}{c_2}\right) S(f_1,c_1)S(f_2,c_2),$$

where $f_i(x) = c_i^{-1}f(c_i x)$, with $c_i^{-1}c_i \equiv 1 \pmod{c_3}$, for $i = 1, 2$. We refer for example to [LP02, Proposition 5.1] for a proof of (2.6) and (2.7).

In order to come back to the arithmetical setting, one has to fix the group $\Gamma$ and the two cusps $\sigma^{-1}(\infty)$ and $\tau^{-1}(\infty)$. Let $d$ be a primary integer, i.e. $d \equiv 1 \pmod{3}$. According to this, we shall work with the groups

$$\Gamma_\pm = (\Gamma_1, -Id),$$

$$\Gamma_d = (\Gamma_1, -Id) \cap \Gamma_0(d) \in \Gamma_\pm.$$

For $d = 1$ or $d = 2$, the group $\Gamma_d$ is not equal to the group defined in (2.2) and (2.3), but this should not cause any confusion. The reason for including $-Id$ in the group is that it will allow us to work with even functions in the Bruggeman-Kuznetsov formula, as in [BM03]; the case of odd functions has been worked out in [LG] but led there to complications in the sum formulas. We shall also work with the matrices

$$\sigma^{-1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \tau^{-1} = \begin{pmatrix} d-1 & d-2 \\ d & d-1 \end{pmatrix}.$$

We remark that for any primary $d$, the cusps $\sigma^{-1}(\infty)$ and $\tau^{-1}(\infty)$ are two essential cusps with respect to the group $\Gamma_d$, but they are not $\Gamma_d$-equivalent.

Lemma 2.3. With the notations of (2.9) and (2.10), the geometric Kloosterman sums defined in Definition 2.2 satisfy

$$K_{\sigma,\tau}(m,n,c) = \begin{cases} K_3(m,n,c) & \text{if } c \equiv \pm 1 \pmod{3}, c \equiv 0 \pmod{d} \\
0 & \text{otherwise.} \end{cases}$$

(ii) $K_{\sigma,\sigma}(m,n,c) = K_{\tau,\tau}(m,n,c) = 0$, if $c$ is not divisible by $d$. 

Proof. We have \( \Lambda_\sigma = \Lambda_\tau = 3\mathbb{Z}[\omega] \). Then Definition 2.2 reads

\[
K_{\sigma,\tau}(m,n,c) = \sum_{a \equiv d \pmod{3c}} \mathcal{K} \left( \begin{pmatrix} a & * \\ c & d \end{pmatrix} \begin{pmatrix} d-1 & 2-d \\ -d & d-1 \end{pmatrix} \right) e \left( \frac{ma+nd}{c} \right).
\]

With our choice \( \Gamma = \Gamma_d \), the condition \( \begin{pmatrix} a & * \\ c & d \end{pmatrix} \tau \in \Gamma \) means \( a \equiv d \equiv 0 \pmod{3} \), \( c \equiv \pm 1 \pmod{3} \) and \( c \equiv 0 \pmod{d} \). Then, from the definition of \( \kappa \) on \( \Gamma_2 \), one knows that \( \kappa(\gamma) = \kappa(\gamma') \), for all \( \gamma \in \Gamma_2, \gamma' \in \text{SL}_2(\mathbb{Z}) \); using this, one shows that

\[
\mathcal{K} \left( \begin{pmatrix} a & * \\ c & d \end{pmatrix} \begin{pmatrix} d-1 & 2-d \\ -d & d-1 \end{pmatrix} \right) = \left( \frac{a}{c} \right)^{2d}.
\]

This proves (i). The proof of (ii) is similar, and we omit it. \( \square \)

3. Cubic metaplectic forms

In this section, we recall some classical definitions and results about cubic metaplectic forms. These results will be used in the next section, in order to state the Bruggeman-Kuznetsov formula for the field \( \mathbb{Q}(\omega) \). Since we will make use of the work of Bruggeman, Motohashi and Lokvenec-Guleska ([BM03] and [LG]) in Section 4, we will follow their notations in this section as well. Moreover, special emphasis will be put on the residual part of the spectrum of the Laplacian operator, which is non-trivial in our context; this corresponds to the so called theta-term, which was introduced by Kubota in [Kub69], and explicitly treated by Patterson in [Pat77].

Let \( G \) be the group \( G = \text{PSL}_2(\mathbb{C}) \); its Iwasawa decomposition is given by

\[
G = NAK,
\]

where \( N, A \) and \( K \) are the projective images in \( G \) of the following subgroups \( N, A \) and \( K \) of \( \text{SL}_2(\mathbb{C}) \):

\[
N = \{ n[z] : z \in \mathbb{C} \} \quad \text{where} \quad n[z] = \begin{pmatrix} 1 & z \\ 0 & 1 \end{pmatrix},
\]

\[
A = \{ a[r] : r > 0 \} \quad \text{where} \quad a[r] = \begin{pmatrix} \sqrt{r} & 0 \\ 0 & \sqrt{r}^{-1} \end{pmatrix},
\]

\[
K = \text{SU}(2) \quad \text{with elements} \quad k(\alpha, \beta) = \begin{pmatrix} \alpha & \beta \\ \beta & \alpha \end{pmatrix}.
\]

The real Lie algebra \( \mathfrak{s}l_2 \) of \( G \) is generated by the six elements

\[
H_1 = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad V_1 = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad W_1 = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\]

\[
H_2 = \frac{1}{2} \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad V_2 = \frac{1}{2} \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad W_2 = \frac{1}{2} \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}.
\]

The complexification \( \mathfrak{g} \) of \( \mathfrak{s}l_2 \) can be seen as the set of all left-invariant differential operators. We have \( \mathfrak{g} \cong \mathfrak{s}l_2 \oplus \mathfrak{s}l_2 \), and one shows that the two elements

\[
\Omega_+ = \frac{1}{8} \left( (H_1 + iH_2)^2 + (V_1 + iV_2)^2 - (W_1 + iW_2)^2 \right)
\]

generate over \( \mathbb{C} \) the center \( \mathcal{Z}(\mathfrak{g}) \) of the universal enveloping algebra \( \mathcal{U}(\mathfrak{g}) \).

The real Lie algebra of \( \mathcal{K} \) is generated by \( H_2, W_1 \) and \( W_2 \). Its complexification \( \mathfrak{k} \) is of dimension two, and the center \( \mathcal{Z}(\mathfrak{k}) \) of \( \mathcal{U}(\mathfrak{k}) \) is generated by
\[ \Omega_t = \frac{1}{2} \left( H_2^2 + W_1^2 + W_2^2 \right). \]

We need to study automorphic forms which are not \( K \)-invariant. In this paragraph, we give some facts about \( L^2(K) \). An orthogonal basis of \( L^2(K) \) is known to be given by \( \{ \Phi_{p,q}^l : l \geq 0, |p| \leq l, |q| \leq l \} \). These functions are constructed as matrix coefficients of some representation of \( K \); we refer to the discussion in [LG, §2.2] and in [BM03, §3] for more details. Since they satisfy

\[ \Omega_t \Phi_{p,q}^l = -\frac{1}{2} (l^2 + 1) \Phi_{p,q}^l, \quad H_2 \Phi_{p,q}^l = -iq \Phi_{p,q}^l, \]

one can reorganize them and the following decomposition:

\[ L^2(K) = \bigoplus_{l,q} L^2(K;l,q), \]

with

\[ L^2(K;l,q) = \bigoplus_{|q|<|l|} C\Phi_{p,q}^l. \]

Finally, we now give a model for irreducible representations of \( G \). We define the functions \( \phi_{l,q}(s,p) \) on \( G \) by \( \phi_{l,q}(s,p)(na[r]k) = r^{1+s} \Phi_{p,q}^l(k) \). Let \( H(s,p) \) be the space generated by all finite linear combinations of \( \phi_{l,q}(s,p) \), and let \( H^2(s,p) \) be the completion of \( H(s,p) \) in \( L^2(K) \). Then \( H^2(s,p) \) is \( G \)-invariant and irreducible for the values of \( s \) and \( p \) we will be interested in. Let us mention that

\[ H_2 \phi_{l,q}(s,p) = -iq \phi_{l,q}(s,p), \]

\[ \Omega_t \phi_{l,q}(s,p) = -\frac{l^2 + 1}{2} \phi_{l,q}(s,p), \]

\[ \Omega_\kappa \phi_{l,q}(s,p) = \frac{1}{8} ((s+p)^2 - 1) \phi_{l,q}(s,p). \]

Automorphic forms on the hyperbolic upper half space can be seen as automorphic forms on \( \text{SL}_2(\mathbb{C}) \) which are invariant by the action of the maximal compact subgroup \( K \) of \( \text{SL}_2(\mathbb{C}) \). Over \( \mathbb{Q} \), the Kuznetsov sum formula is an equality between Kloosterman sums and spectral elements involving Maass forms and holomorphic forms. This generalizes for a number field by considering automorphic forms of any \( K \)-type.

In the rest of this section we shall consider a discrete subgroup \( \Gamma \) of \( \text{SL}_2(\mathbb{R}) \). Let \( L^2(\Gamma \backslash G, \kappa) \) be the space of square-integrable functions on \( G \) which satisfy

\[ f(\gamma g) = \kappa(\gamma) f(g) \quad \text{for all } \gamma \in \Gamma. \]

Under the action of \( G \) by the regular representation, \( L^2(\Gamma \backslash G, \kappa) \) decomposes into irreducible unitary representations with finite multiplicities, say

\[ L^2(\Gamma \backslash G, \kappa) = \bigoplus V. \]

As we saw before, the irreducible representations of \( G \) are known; they are given by the \( H^2(s,p) \), for \( s \in i \mathbb{R} \) or \( s \in ]0,1[ \). Moreover the operator \( \Omega_\kappa \) acts on the subspace \( H^K(s,p) \) of \( K \)-finite vectors of \( H^2(s,p) \) as multiplication by the scalar \( 1/8((s+p)^2 - 1) \). In consequence, each space \( V \) can be decomposed as an infinite direct sum of irreducible representations with respect to the action of \( K \). If \( V \) is isomorphic to \( H(s,p) \), then the decomposition of \( V \) is given by
The space $V_{l,q}$ is one dimensional, generated by the function $\phi_{l,q}(s,p)$. According to this, one defines the space of metaplectic forms of a given $K$-type.

**Definition 3.1.** A metaplectic form of $K$-type $(l,q)$ with respect to the group $\Gamma$ is a function $f : G \to \mathbb{C}$ satisfying

$$f(\gamma g) = \kappa(\gamma)f(g), \quad \forall \gamma \in \Gamma,$$

$$\Omega_s f = \lambda f, \quad \text{for some } \lambda \in \mathbb{C},$$

$$H_2 f = -iqf, \quad \Omega_4 f = \frac{l^2 + l}{2} f.$$ 

One can show that the value $\lambda$ has to be of the form $\lambda = \frac{1}{8}((s \neq p)^2 - 1)$, for some $s$ and $p$ (see [LG], Lemma 3.2.2).

**Definition 3.2.** Let $f$ be a metaplectic form of eigenvalue $1/8((s - p)^2 - 1)$ with respect to $\Omega_*$. The couple $(s,p)$ is then called the spectral parameter of $f$. If $s \in [0,1]$, then $p = 0$ and $(s,p)$ is said to be an exceptional spectral parameter.

**Remark 3.3.** In particular, metaplectic forms of $K$-type $(0,0)$ have necessarily a spectral parameter of the form $(s,0)$; they are actually functions defined over $\mathbb{H}$.

We now recall that the way of expanding a metaplectic form in its Fourier series is independent of its $K$-type. On the space of functions $f \in C^\infty(G)$ such that, for some $\sigma > 0$,

$$f(na[v]k) = O(v^{1+\sigma}), \quad \text{as } v \to 0,$$

define the operator $A_m$ by

$$A_m f(g) = \int_N \chi_m(n)f(wng)dn,$$

where $w = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$ and $\chi_n(n) = e(nz)$, for $n = n[z]$. Now, if $(s,p)$ is the spectral parameter corresponding to some irreducible representation $V$ as above, and if the isomorphism between $H(s,p)$ and $V$ is denoted by $T$, then for any element $\phi_{l,q}(s,p)$ of $H(s,p)$, the $m^{th}$ Fourier coefficient of $T\phi_{l,q}(s,p)$ at a cusp $\sigma^{-1}(\infty)$ is a multiple of $A_m\phi_{l,q}(s,p)$ by some constant $\rho_{s,p}(\sigma,m)$. This number is the Fourier coefficient of the representation $V$, i.e. we have

$$T = \sum_{m \in \Lambda_0^*} \rho_{s,p}(\sigma,m)A_m.$$ 

In particular, for any $l \geq |p|$ and any $-l \leq q \leq l$, the metaplectic forms $T\phi_{0,0}(s,p)$ and $T\phi_{l,q}(s,p)$ of $V$ have the same Fourier coefficients.

Let $f$ be a metaplectic form of $L^2(\Gamma\backslash G, \kappa)$ with spectral parameter $(s,p)$. Then $f$ is said to be cuspidal if $\rho(\sigma,0) = 0$ for any cusp $\sigma^{-1}(\infty)$ of $\Gamma$. An important feature of metaplectic forms is that there exists non-cuspidal form. According to Selberg’s theory, such forms are residues of Eisenstein series. We will give more details about this below.

As it has already been mentioned above, remark that $p = 0$ allows us to choose $l = q = 0$. In this way one gets forms on $\mathbb{H}$. In the non-metaplectic context, the Selberg conjecture predicts the non-existence of exceptional spectral parameter. We now give a result concerning the analog of Selberg’s conjecture for cubic metaplectic forms.
Theorem 3.4. Let \( d \) be a primary Eisenstein integer. Let \( \Gamma_d \) be defined by (2.9). There exists a parameter \( 0 < \sigma(d) \leq \frac{1}{3} \) such that if \( (s,0) \) is the exceptional spectral parameter of a metaplectic form with respect to \( \Gamma_d \), then \( s \) belongs to \([0, \sigma(d)] \cup \{ \frac{1}{3} \} \).

Proof. This theorem is proved by combining two facts: the upper bound \( \sigma(d) \leq \frac{1}{3} \) of Jacquet-Gelbart [GJ78] for non-constant non-metaplectic forms and the cubic Shimura correspondence. The latter is a theorem of Flicker (see [Fli80]) about global automorphic representations of the metaplectic group and of \( GL_2 \). Given a metaplectic form \( f \) with spectral parameter \((\sigma,0)\), there exists an automorphic form \( \tilde{f} \) with spectral parameter \((s,0)\). At the archimedean place, the cubic Shimura correspondence states that \( \tilde{s} = \frac{1}{3} s \).

\[ \square \]

Definition 3.5. Let \( \sigma^{-1}(\infty) \) be an essential cusp of \( \Gamma \). Let \( p, l, q \in \mathbb{Z}, \, |p|, |q| \leq l, \) and \( p \equiv l \equiv q \pmod{1} \). For \( \Re(s) > 1 \), the Eisenstein series \( E_\sigma(s,p,l;q;g) \) is defined by

\[
E_\sigma(s,p,l,q;g) = \sum_{\gamma \in \Gamma \setminus \Gamma} \pi(\gamma) \phi_{l,q}(s,p) (\sigma \gamma g).
\]

It admits a Fourier expansion at any cusp of \( \Gamma \), but we shall need to work only with essential cusps. If \( \tau^{-1}(\infty) \) is an essential cusp of \( \Gamma \), then

\[
E_\sigma(s,p,l,q;\tau^{-1}g) = \delta_{\sigma,\tau} \phi_{l,q}(s,p)(g)
+ \frac{\pi(-1)^{p+[p]}}{\Vol(\Lambda_\tau)} \frac{\Gamma(l+1-s)\Gamma([p]+s)}{\Gamma(l+1+s)\Gamma([p]+1-s)} \psi_{\sigma,\tau}(s,0,p)\phi_{l,q}(-s,-p)(g)
+ \frac{1}{\Vol(\Lambda_\tau)} \sum_{\theta \in \mathbb{Z}} \psi_{\sigma,\tau}(s,m,p) \Lambda_m \phi_{l,q}(s,p)(g),
\]

where the coefficients \( \psi_{\sigma,\tau}(s,m,p) \) are Dirichlet series formed by cubic Gauss sums, i.e.

\[
\psi_{\sigma,\tau}(s,m,p) = \sum_{\substack{c \equiv 0 \pmod{l} \\sum_{a \equiv 0 \pmod{l} \in \mathbb{Z}}} N(c)^{-1(1+s)} \left( \frac{c}{|c|} \right)^{2p} \sum_{\sigma^{-1}(a \ b \ c \ d) \in \Gamma \setminus \Gamma_\tau} \pi \left( \frac{\sigma^{-1}(a \ b \ c \ d)}{\tau} \right) \ell \left( \frac{md}{c} \right).
\]

The properties needed for our applications are listed below. Consider the function \( E_\sigma(s,p,l,q;g) \) as a function of the variable \( s \). Then

(i) \( E_\sigma(s,p,l,q;g) \) possesses a meromorphic continuation to \( \mathbb{C} \) and a functional equation relating \( E_\sigma(1+s,p,l;q;g) \) and \( E_\sigma(1-s,p,l;q;g) \).

(ii) \( E_\sigma(s,p,l,q;g) \) is holomorphic if \( p \neq 0 \).

(iii) \( E_\sigma(s,p,l,q;g) \) has poles at \( s = \frac{1}{3} \) and \( s = \frac{1}{3} \), if \( p = 0 \).

Actually, taking the residue of Eisenstein series gives square-integrable non-cuspidal automorphic forms. They are functions on \( \mathbb{H} \), eigenfunctions of the Laplacian with eigenvalue \( 1-s^2 \). This is the minimal eigenvalue of the Laplacian, and in our case it is \( 1-s^2 = 8/9 \).

Definition 3.6. In the half-plane \( \Re(s) \geq 0 \), the theta function associated to the essential cusp \( \sigma^{-1}(\infty) \) of \( \Gamma \) is defined as

\[
\theta_\sigma((l,q),g) = \Res_{s=1/3} \left( E_\sigma(s,0,l,q;g) \right).
\]

It is a square integrable non-cuspidal metaplectic forms of spectral parameter \((\frac{1}{3},0)\) and of \( K \)-type \((l,q)\).
From the Fourier expansion of $E_\sigma(s,p,l,q;g)$, one gets

$$
\theta_\sigma((l,q),\tau^{-1}g) = \frac{\pi}{\Vol(\Lambda_{\tau})} \frac{\Gamma(l+2/3)\Gamma(1/3)}{\Gamma(l+4/3)\Gamma(2/3)} \rho_{\theta_\sigma}(\tau,0)\phi_{l,q}(1/3,0)(g)
$$

where

$$
\rho_{\theta_\sigma}(\tau,m) = \Res_{s=1/3}(\psi_{\sigma,\tau}(s,m,0)).
$$

Let $L^2_{2,\text{res}}(\Gamma\backslash G,\kappa)$ be the space generated by the theta series $\theta_\sigma((l,q),g)$, where $l \in \mathbb{N}$, $q \in \mathbb{Z}$, $|q| \leq l$, and where $\sigma^{-1}(\infty)$ runs over a set of inequivalent essential cusps of $\Gamma$. The set $L^2_{2,\text{cusp}}(\Gamma\backslash G,\kappa)$ is defined as the space generated by cuspforms. We conclude this section by stating the spectral decomposition theorem:

**Theorem 3.7.** Let $L^2_{2,\text{disc}}(\Gamma\backslash G,\kappa)$ be the direct sum of the invariant irreducible subspaces of $L^2(\Gamma\backslash G,\kappa)$. Then $L^2_{2,\text{disc}}(\Gamma\backslash G,\kappa)$ is the direct sum of $L^2_{2,\text{res}}(\Gamma\backslash G,\kappa)$ and $L^2_{2,\text{cusp}}(\Gamma\backslash G,\kappa)$ and, if $L^2_{2,\text{cont}}(\Gamma\backslash G,\kappa)$ is the orthogonal complement to $L^2_{2,\text{disc}}(\Gamma\backslash G,\kappa)$, we have

$$
L^2(\Gamma\backslash G,\kappa) = L^2_{2,\text{res}}(\Gamma\backslash G,\kappa) \oplus L^2_{2,\text{cusp}}(\Gamma\backslash G,\kappa) \oplus L^2_{2,\text{cont}}(\Gamma\backslash G,\kappa).
$$

4. **On the spectrum of the metaplectic group**

In this section we state the Bruggeman-Kuznetsov formula for $\mathbb{Q}(\omega)$ and obtain some estimates related to the discrete spectrum of the metaplectic group. Let $J_s(z)$ be the usual Bessel function. Let us define

$$
J_{s,p}(z) = J_{s-p}(z)J_{s+p}(z)
$$

and

$$
K_{s,p}(z) = \frac{1}{\sin \pi s} (J_{s,-p}(z) - J_{s,p}(z)).
$$

Because $J_{s,p}(z) = J_{s,-p}(z)$ when $s, p \in \mathbb{Z}$, $K_{s,p}(z)$ is holomorphic as function of $s$. Let us define the following Bessel transform:

**Definition 4.1.** Let $\mathcal{H}_\alpha$ be the set of functions defined on $\{s \in \mathbb{C} : \Re(s) \leq \alpha\} \times \mathbb{Z}$ such that

(i) $h(s,p) = h(-s,-p),$

(ii) $h$ is holomorphic on $|\Re(s)| \leq \alpha,$

(iii) $h(s,p) \ll (1 + |s|)^a(1 + |p|)^b$, for some $a, b > 0.$

Let $\alpha \in ]\frac{3}{2}, 1[$ and let $h \in \mathcal{H}_\alpha$. Define $Bh$ on $\mathbb{C}$ by

$$
Bh(z) = \frac{1}{2\pi i} \sum_{p \in \mathbb{Z}} \int_{(0)} K_{s,p}(z) h(s,p)(p^2 - s^2) \, ds.
$$

This converges absolutely for $a > 2$ and $b > 3.$
The *spectral sum formula* is a statement independent of the \( K \)-type \((l,q)\), that we had to carry until now. The proof is made in two steps, the first one being the computation of the inner product of Poincaré series in two ways. One gets a spectral formula depending on the \( K \)-type. The second step is then to get rid of the \( K \)-type by using an extension method. This work was done by [BM03] for the case \( SL_2(\mathbb{Z}[i]) \) and was extended by [LG] for any quadratic number field.

**Theorem 4.2.** Let \( h \) be a function of \( \mathcal{H}_\alpha, \alpha \in \left[\frac{1}{2}, 1\right] \). Let \( \Gamma \) be a discrete subgroup of \( SL_2(R) \) and let \( \sigma^{-1}(\infty) \) and \( \tau^{-1}(\infty) \) two essential cusps of \( \Gamma \). Then

\[
\sum_{c=0} K_{\sigma,\tau}(m,n,c) \frac{N(c)}{\sqrt{c}} B h \left( \frac{4\pi \sqrt{mn}}{c} \right) + \delta_{\sigma,\tau} \delta_{m,n} \frac{1}{2\pi^3} \sum_{p \in \mathbb{Z}} \int_{(0)} h(s,p)(p^2 - s^2) \, ds
= \sum_{\nu} \rho_{V}(m) \rho_{V}(n) h(s_{V},p_{V}) + \frac{1}{2\pi} \sum_{\sigma \in \Sigma(\Gamma)} \sum_{p \in \mathbb{Z}} \int_{(0)} \psi_{\sigma,\nu}(\sigma,m,p) \psi_{\sigma,\tau}(\tau,n,p) h(s,p) \, ds.
\]

Since Fourier coefficients of representations are the same as the Fourier coefficients of any elements in the space of representations, and taking into account that the multiplicity of \( V \) in \( L^2(\Gamma \setminus G, \kappa) \) is the dimension of the space \( L^2(\Gamma \setminus G, \kappa, (s,p)) \), we introduce the following notation corresponding to either the discrete or continuous spectrum of metaplectic forms with respect to the group \( \Gamma = \Gamma_d \) (defined in (2.9)):

\[
A_{\sigma,\tau,m,n}^{\text{disc}} (d,s,p) = \sum_{f \in \text{orth. basis of } L^2(\Gamma \setminus G, \kappa, (s,p))} \overline{\rho_f(\sigma,m)} \rho_f(\tau,n),
\]

\[
A_{\sigma,\tau,m,n}^{\text{cont}} (d,s,p) = \sum_{\sigma_i} \psi_{\sigma,\nu_i}(\sigma,m,p) \psi_{\sigma,\tau}(\tau,n,p),
\]

where the sum over \( f \) is taken over an orthonormal basis of the proper subspace of \( L^2(\Gamma \setminus SL_2(\mathbb{C}), \kappa) \) corresponding to the spectral parameter \((s,p)\). The sum over the \( \sigma_i \)'s, means the sum over all essential cusps of the group \( \Gamma \). With these notations, we rewrite Theorem 4.2 as

**Theorem 4.3.** Let \( \alpha \in \left[\frac{1}{2}, 1\right] \) and let \( h \in \mathcal{H}_\alpha \), with \( a > 2 \) and \( b > 3 \). Let \( d \) be a primary Eisenstein integer and let \( \sigma^{-1}(\infty) \) and \( \tau^{-1}(\infty) \) be two essential cusps of \( \Gamma_d \). Let \( m,n \in \mathbb{Z}[\omega] - \{0\} \). Then,

\[
\sum_{c=0} K_{\sigma,\tau}(m,n,c) \frac{N(c)}{\sqrt{c}} B h \left( \frac{4\pi \sqrt{mn}}{c} \right) + \delta_{\sigma,\tau} \delta_{m,n} \sum_{p \in \mathbb{Z}} \int_{(0)} h(s,p)(p^2 - s^2) \, ds
= \sum_{(s,p)} A_{\sigma,\tau,m,n}^{\text{disc}} (d,s,p) h(s,p) + \frac{1}{2i\pi} \sum_{p \in \mathbb{Z}} \int_{(0)} A_{\sigma,\tau,m,n}^{\text{cont}} (d,s,p) h(s,p) \, ds,
\]

where the first sum in the right side is taken over the spectral parameters \((s,p)\).

One obtains the *Kloosterman sum formula* by inverting the Bessel transform \( B \) on one side. Let \( K \) be the Bessel transform be defined by

\[
K f(s,p) = \int_{\mathbb{C}} K_{s,p}(u) f(u) |u|^{-2} \, du.
\]

Then, any compactly supported function \( f \) on \( \mathbb{C}^x \) such that \( K f \in \mathcal{H}_\alpha \) for some \( \alpha > 1 \) satisfies the *Kloosterman sum formula*.

**Theorem 4.4.** Let \( d \) be a primary Eisenstein integer and let \( \sigma^{-1}(\infty) \) and \( \tau^{-1}(\infty) \) be two essential cusps of \( \Gamma_d \). Let \( m,n \in \mathbb{Z}[\omega] - \{0\} \). Let \( f \in C_c^\infty(\mathbb{C}^x) \). Then,
\[
\sum_{c} \frac{K_{\sigma,\tau}(m, n, c)}{N(c)} f \left( \frac{4\pi \sqrt{mn}}{c} \right) = \sum_{(p, s)} A_{m, n, \sigma, \tau}^{\text{disc}}(d, s, p) Kf(s, p) \\
+ \frac{1}{2i\pi} \sum_{\sigma, \tau(\Gamma) \in \mathbb{Z}} \sum_{p \in \mathbb{Z}} \int_{(0)}^{} A_{m, n, \sigma, \tau}^{\text{cont}}(d, s, p) Kf(s, p) \, ds.
\]

**Proof.** The proof amounts to show that
\[
2\pi BKf = f.
\]
As a consequence, substituting \( h \) by \( Kf \) in Theorem 4.3 gives the result. All details are given in [LG]. \( \square \)

In the rest of this section, we derive from the spectral sum formula some consequences on the spectrum of \( L^2(\Gamma \setminus \SL_2(\mathbb{C}), \kappa) \). This is done by choosing a suitable function \( h \) in Theorem 4.3, and by estimating the \( \delta \)-term and the Kloosterman term; the \( \delta \)-term will be evaluated directly, and the Kloosterman term will be estimated with the Weil upper bound. Let \( m \) and \( n \) be some fixed integers in \( \mathbb{Z}[\omega] - \{0\} \).

**Proposition 4.5.** Let \( d \in \SL_2(\mathbb{Z}[\omega]) \) be a primary integer. Let \( \sigma^{-1} \) be one of the two matrices defined in (2.10). Then,

(i) Let \( a > 2 \) and \( b > 2 \). Then, for \( X \ll 1 \),
\[
\sum_{(s, p)} A_{n, n, \sigma, \sigma}^{\text{disc}}(d, s, p)(1 + \lvert s \rvert)^{-a}(1 + \lvert p \rvert)^{-b} \\
+ \sum_{p} \int_{(0)}^{} A_{n, n, \sigma, \tau}^{\text{cont}}(d, s, p)(1 + \lvert s \rvert)^{-a}(1 + \lvert p \rvert)^{-b} \, ds \ll 1.
\]

(ii) Let \( S \) be a subset of the exceptional spectrum of \( \Delta \) in \( L^2(\Gamma \setminus \SL_2) \). Then, for \( x \geq 1/2 \),
\[
\sum_{s, j \in S} A_{n, n, \sigma, \sigma}^{\text{disc}}(d, s, j, p)N(d)^{4xsj} \ll N(d)^{2x-1} \tau(d) \log^2 N(d)).
\]

**Proof.** For (i), we apply Theorem 4.3 with the special choice
\[
\begin{align*}
\sum_{s, p} A_{n, n, \sigma, \sigma}^{\text{disc}}(d, s, p)(1 + \lvert s \rvert)^{-a}(1 + \lvert p \rvert)^{-b},
\end{align*}
\]
which gives
\[
\begin{align*}
\sum_{s, p} A_{m, n, \sigma, \sigma}^{\text{disc}}(d, s, p)(1 + \lvert s \rvert)^{-a}(1 + \lvert p \rvert)^{-b} \\
+ \frac{1}{2i\pi} \sum_{p \in \mathbb{Z}} (1 + \lvert p \rvert)^{-b} \int_{(0)}^{} A_{m, n, \sigma, \tau}^{\text{cont}}(d, s, p)(1 + \lvert s \rvert)^{-a} \, ds
\end{align*}
\]
\[
\begin{align*}
= \sum_{p \in \mathbb{Z}} \int_{(0)}^{} h(s, p)(p^2 - s^2) \, ds + \sum_{c \in \mathbb{Z}} \frac{K_{\sigma, \tau}(m, m, c)}{N(c)} B h \left( \frac{4\pi m}{c} \right).
\end{align*}
\]

For the first integral of the right hand side of (4.3), we have
\[
\begin{align*}
\sum_{p \in \mathbb{Z}} \int_{(0)}^{} h(s, p)(p^2 - s^2) \, ds \\
= \sum_{p \in \mathbb{Z}} (1 + \lvert p \rvert)^{-b} \int_{0}^{\infty} \frac{p^2 + t^2}{(1 + t)^a} \, dt
\end{align*}
\]
\[
\begin{align*}
= \mathcal{O}_{a, b}(1), \quad \text{if } a \geq 4 \text{ and } b > 3.
\end{align*}
\]
Before evaluating the Kloosterman term, we begin by the transform $B_h(z)$. Recall that, by definition of $B_h$ and $K_{s,p}(z)$,

$$B_h(z) = \frac{1}{2\pi i} \sum_{p \in \mathbb{Z}} \int_{(0)} K_{s,p}(z) h(s,p)(p^2 - s^2) \, ds$$

$$= \frac{1}{\pi i} \sum_{p \in \mathbb{Z}} \int_{(0)} J_{s,p}(z) h(s,p) \frac{(s^2 - p^2)}{\sin \pi s} \, ds.$$ 

Since there is a pole at 0 for $p \neq 0$, by shifting the integral we obtain, for any $1/2 < \sigma < 1$,

$$B_h(z) = \frac{2}{\pi i} \sum_{p \neq 0} \int_{(\sigma)} J_{s,p}(z) h(s,p) \frac{(s^2 - p^2)}{\sin \pi s} \, ds + \frac{2}{\pi i} \sum_{p \neq 1} p^2 J_{0,p}(z) h(0,p).$$

Here, we have used the fact that $h(s,p) = h(s,-p)$. We are working with $z$ belonging to some compact set, in which case the estimate $J_{s}(z) \ll \frac{1}{\Gamma(s+1)} \left( \frac{|z|}{2} \right)^{2\sigma}$ is valid. It follows that

$$p^2 J_{0,p}(z)(1 + p)^{-b} \ll p^2 (1 + p)^{-b} \left( \frac{|z|}{2p} \right)^{2\sigma},$$

and, by Stirling’s formula, we obtain

$$\frac{2}{\pi i} \sum_{p \neq 1} p^2 J_{0,p}(z) h(0,p) \ll \sum_{p=1} p(1 + p)^{-b} \left( \frac{|z|}{2p} \right)^{2\sigma}.$$ 

For the integral over $(\sigma)$ in (4.5), the same estimate as above for $J_{s}(z)$ leads to

$$J_{s,p}(z) \ll \left| \frac{z}{2} \right|^{2\sigma} \frac{\Gamma(s + p + 1)}{\Gamma(s)} \frac{\Gamma(s - p)}{\Gamma(s + p)} \frac{p-1}{\prod_{i=0}^{p-1} |j-s|} \frac{1}{|j+s|}$$

$$\ll \left| \frac{z}{2} \right|^{2\sigma} \frac{\Gamma(s + p + 1)}{\Gamma(s)} \frac{\Gamma(s - p)}{\Gamma(s + p)} \frac{p-1}{\prod_{i=0}^{p-1} |j-s|} \frac{1}{|j+s|}$$

$$\ll \left| \frac{z}{2} \right|^{2\sigma} \frac{\Gamma(s + p + 1)}{\Gamma(s)} \frac{\Gamma(s - p)}{\Gamma(s + p)} \frac{p-1}{\prod_{i=0}^{p-1} |j-s|} \frac{1}{|j+s|}$$

$$\ll \left| \frac{z}{2} \right|^{2\sigma} \frac{\Gamma(s + p + 1)}{\Gamma(s)} \frac{\Gamma(s - p)}{\Gamma(s + p)} \frac{p-1}{\prod_{i=0}^{p-1} |j-s|} \frac{1}{|j+s|}$$

$$\ll \left| \frac{z}{2} \right|^{2\sigma} \frac{\Gamma(s + p + 1)}{\Gamma(s)} \frac{\Gamma(s - p)}{\Gamma(s + p)} \frac{p-1}{\prod_{i=0}^{p-1} |j-s|} \frac{1}{|j+s|}$$

(4.7)

Inserting (4.7) in the integral in (4.5) gives

$$\int_{(\sigma)} J_{s,p}(z) h(s,p) \frac{(s^2 - p^2)}{\sin \pi s} \, ds \ll \int_{(\sigma)} \left| \frac{z}{2} \right|^{2\sigma} (1 + |s|)^{-a} (1 + p)^{-b} \frac{|s^2 - p^2|}{|s + p|} \, ds$$

$$\ll (1 + p)^{-b} \left| \frac{z}{2} \right|^{2\sigma} \int_{(\sigma)} (1 + |s|)^{-a} \left( \frac{|s + p|}{|s|} \right)^{2\sigma} \, ds.$$ 

(4.8)

Since we assumed $1 - 2\sigma < 0$, we have $(|s + p|)|s|^{-2\sigma} \leq \sigma^{-2\sigma}(\sigma + p)$ and thus the remaining integral converges, because $a > 1$. Finally, combining the estimate (4.8) with (4.6), we obtain
As in the proof of the \((4.11)\) we obtain for the integral in \((4.13)\)

\[
\mathbf{B} h(z) \ll \sum_{p \geq 0} (1 + p)^{-b} \left( \frac{|z|}{\sigma} \right)^{2\sigma} (\sigma + p) + \sum_{p > 1} p (1 + p)^{-b} \left( \frac{|z|}{\sigma} \right)^{2p}
\]

\[
\ll |z|^{2\sigma} \sum_{p \geq 0} (1 + p)^{1 - b} + |z|^2 \sum_{p > 1} (1 + p)^{1 - b} \left( \frac{|z|}{\sigma} \right)^{2(p-1)}
\]

\[
\ll \mathcal{N}(z), \text{ for } b \geq 3.
\]

(4.9)

The Kloosterman term can now be estimated, using Weil’s upper bound. From Lemma 2.3 part (ii), the \(c\)’s have to be divisible by \(d\). Then, from (2.6) and (4.9), it follows that

\[
\sum_{c \equiv 0 (\text{mod } d)} \frac{K_{\sigma,\sigma}(m, m, c)}{N(c)} \mathbf{B} h\left( \frac{4\pi m}{c} \right) \ll \sum_{c \equiv 0 (\text{mod } d)} \mathcal{N}(c)^{-1/2 \epsilon} \mathbf{B} h\left( \frac{4\pi m}{c} \right)
\]

\[
\ll \sum_{c \equiv 0 (\text{mod } d)} \mathcal{N}(c)^{-1/2 \epsilon} \mathcal{N}(m) \mathcal{N}(c)^{-1}
\]

(4.10)

\[
\ll \mathcal{N}(m) \mathcal{N}(d)^{-3/2 \epsilon}.
\]

Assertion (i) follows from (4.3), (4.4) and (4.10).

For (ii), we use again Theorem 4.3 and choose, for some \(L > 0\) that will be chosen later,

\[
h(s, p) = \begin{cases} \left( \frac{\sin(-iLs)}{Ls} \right)^4 & p = 0 \\ 0 & p \neq 0. \end{cases}
\]

As in the proof of (i), we obtain an upper estimate, dealing with the two terms separately:

Firstly, the contribution of the \(\delta\)-term is

\[
\int_{(0)} h(s, 0) s^2 ds = \int_{0}^{\infty} \left( \frac{\sin(Lt)}{Lt} \right)^4 t^2 dt = L^{-4} \int_{0}^{\infty} \sin^4(Lt) t^{-2} dt = O \left( L^{-3} \right).
\]

(4.11)

Then, for the Kloosterman term, we note that since \(p = 0\), there is no residue of \(\mathcal{J}_{s,0}(z)\), thus

\[
\int_{(\sigma)} \mathcal{J}_{s,0}(z) h(s, 0) \left( \frac{s^2}{\sin \pi s} \right) ds \ll |z|^{2\sigma} \sigma^{1 - 2\sigma} \int_{(\sigma)} h(s, 0) ds,
\]

and we obtain

\[
\mathbf{B} h(z) \ll |z|^{2\sigma} \sigma^{1 - 2\sigma} \int_{0}^{\infty} \left( \frac{\sin(-iL(\sigma + it))}{L(\sigma + it)} \right)^4 dt.
\]

(4.12)

Moreover, using the upper bound

\[
|\sin(-iL(\sigma + it))| = \left| \frac{1}{2i} \left( e^{L(\sigma+it)} - e^{-L(\sigma+it)} \right) \right| \leq e^{L\sigma} + e^{-L\sigma} \ll e^{L\sigma},
\]

we obtain for the integral in (4.12)

\[
\left| \int_{0}^{\infty} \left( \frac{\sin(-iL(\sigma + it))}{L(\sigma + it)} \right)^4 dt \right| \ll \int_{0}^{\infty} \frac{e^{4L\sigma}}{L^4(\sigma^2 + t^2)^2} dt \ll \frac{e^{4L\sigma}}{L^4\sigma^3}.
\]

(4.13)

Thus, as in the proof of (i), by Theorem 4.3, (4.11), (4.13) and the Weil upper bound, we deduce that
and its corollaries. Let

\[ \sum_{c \equiv 0 \pmod{d}} A_{m,m,\sigma,c}^{\text{disc}}(d,s,p) h(s,p) \]

\[ \ll L^{-3} + \sum_{c \equiv 0 \pmod{d}} \frac{K_{\tau,c}(m,n,c)}{N(c)} N(m)^{\sigma} N(c)^{-\sigma} \alpha^{1-2\sigma} \frac{e^{4L\sigma}}{L^{4\sigma^3}} \]

\[ \ll L^{-3} + \frac{e^{4L\sigma}}{L^{4}} N(m)^{\sigma} \sum_{c \equiv 0 \pmod{d}} \tau(c) N(c)^{-1/2-\sigma}. \]

We estimate the last sum by

\[ \sum_{c \equiv 0 \pmod{d}} \tau(c) N(c)^{-1/2-\sigma} \ll \tau(d) N(d)^{-1/2-\sigma} \sum_{c} \tau(c) N(c)^{-1/2-\sigma} \]

\[ = \tau(d) N(d)^{-1/2-\sigma} \zeta_{Q}^{2}(\omega) \left( \frac{1}{2} + \sigma \right) \ll \tau(d) N(d)^{-1/2-\sigma} \left( \sigma - \frac{1}{2} \right)^{-2}, \]

and we finally get

\[ \sum_{(s,p)} A_{m,m,\sigma,c}^{\text{disc}}(d,s,p) h(s,p) \ll L^{-3} + \frac{e^{4L\sigma}}{L^{4}} N(m)^{\sigma} \tau(d) N(d)^{-1/2-\sigma} \left( \sigma - \frac{1}{2} \right)^{-2}. \]

We look now at a lower estimate: this is simply

\[ \sum_{(s,p)} A_{m,m,\sigma,c}^{\text{disc}}(d,s,p) h(s,p) \gg L^{-4} \sum_{s,j} A_{m,m,\sigma,c}^{\text{disc}}(d,s,p) e^{4Ls_j}. \]

Bringing together the lower estimate (4.15) and the upper estimate (4.14), we obtain

\[ \sum_{s,j} A_{m,m,\sigma,c}^{\text{disc}}(d,s,p) e^{4Ls_j} \ll L + \frac{e^{4L\sigma}}{L^{4}} N(m)^{\sigma} \tau(d) N(d)^{-1/2-\sigma} \left( \sigma - \frac{1}{2} \right)^{-2}. \]

Choose now \( \sigma = \frac{1}{2} + \log^{-1}(N(d)) \) and \( L = 4 + x \log(N(d)) \), with \( x \geq 1/2 \); this gives

\[ \sum_{s,j \in [0,1/2]} A_{m,m,\sigma,c}^{\text{disc}}(d,s,p) N(d)^{4x s_j} \ll m, x N(d)^{2x-1} \tau(d) \log^{2}(N(d)). \]

This proves assertion \( (ii) \) of Proposition 4.5. \( \square \)

5. Asymptotic behavior over arithmetic progressions

In this section we prove Theorem 1.3 and its corollaries. Let \( g \) be a smooth function with compact support included in \([1,2]\). Let \( f : \mathbb{C} \rightarrow \mathbb{R} \) be the smooth function defined by

\[ f(z) = g \left( \frac{N(mn)^{1/2}}{N(z)X} \right) N(z)^{-1/2} N(mn)^{1/2}. \]

Then \( f \) is a radial function with compact support in \([N(mn)^{1/2}/(2X), N(mn)^{1/2}/X]\) and with \( \|f\|_{\infty} \ll_m m \|g\|_{\infty} X^{1/2} \). For our purpose we shall need an estimation for \( K f(s,p) \):

\[ \sum_{(s,p)} A_{m,m,\sigma,c}^{\text{disc}}(d,s,p) h(s,p) \ll L^{-3} + \frac{e^{4L\sigma}}{L^{4}} N(m)^{\sigma} \sum_{c \equiv 0 \pmod{d}} \tau(c) N(c)^{-1/2-\sigma}. \]
Lemma 5.1. Let $f$ be the function defined in (5.1). Then

\begin{align*}
(i) \quad Kf(s, p) &\ll \frac{1}{(1 + |p|)^a} \frac{1}{(1 + |s|)^b}, \quad \forall a, b \geq 1 \text{ and } s \in \mathbb{R}, \\
(ii) \quad Kf(s, 0) &\equiv c_s X^{1/2s} \hat{g}(1/2 - s) + O(X^{1/2-s}), \quad \forall s \in [0, 1/2],
\end{align*}

where $c_s$ is a constant depending only on $m$, $n$ and $s$.

Proof. Recall that $Kf(s, p)$ is defined by

$$Kf(s, p) = \int_C K_s(p, z) f(z) |z|^{-2} dz$$

and that $K_s(p, z) = \frac{1}{\sin \pi z} (J_{s-p}(z) - J_s(z))$ is holomorphic at $s = 0$. We define

$$Jf(s, p) = \int_C J_s(p, z) f(z) |z|^{-2} dz$$

and start with the expression of $J_s(p, z)$ as entire series:

$$J_s(p, z) = \frac{(-z^2/4)^m (-z^2/4)^n}{m! n! (s + p + m + 1) \Gamma(s + p + n + 1)}.$$

Then

$$Jf(s, p) = \int_C f(z) \frac{dz}{|z|^2} \left( \frac{z}{|z|} \right)^{2p} J_s(p, z)$$

$$= \sum_{m, n \geq 0} \frac{\hat{f}(s) |z|^2 \left( \frac{is}{|z|} \right)^{2p} (-z^2/4)^m (-z^2/4)^n |z|^{-2} dz}{m! n! (s + p + m + 1) \Gamma(s + p + n + 1)}$$

$$= \sum_{m, n \geq 0} 4^{-(s+m+n)} (-1)^{p+m+n} \hat{f}(s+m+n, p-m+n) \frac{ dz}{m! n! (s + p + m + 1) \Gamma(s + p + n + 1)}$$

where $\hat{f}$ is the complex Mellin transform of $f$, defined by

$$\hat{f}(s, p) = \int_C f(z) |z|^{2s} (\frac{z}{|z|})^{-2p} |z|^{-2} dz.$$

The complex Mellin transform $\hat{f}$ is related to the Mellin transform $\hat{f}$ by $\hat{f}(s, p) = 2\pi \hat{f}_p(2s)$, where $f_p(r) = \frac{1}{2\pi} \int_0^{2\pi} f(re^{i\theta}) e^{-2\pi i \theta} d\theta$. Now, since $f$ is radial, we have $f_p(r) = f(r)$ if $p = 0$, and $f_p(r) = 0$ otherwise. Therefore,

$$Jf(s, p) = 2\pi \sum_{j \geq 0} 4^{-(s+p+2j)} \hat{f}(2(s+p+2j)) \frac{dz}{(j+p)! \Gamma(s+j+1) \Gamma(s+p+j+1)}.$$

From the definition of $f$ it follows that
\[ \hat{f}(2(s + p + 2j)) = \int_0^\infty g \left( \frac{\sqrt{N(m)}N(n)}{r^2 X} \right) \sqrt{N(m)}N(n)r^{2(s+p+2j)-2} dr \]
\[ = \frac{1}{2} X^{1/2-s-p-2j} (N(m)N(n))^{(s+p)/2+j+1/4} \int_0^\infty g(t) t^{1/2-(s+p+2j)} \frac{dt}{t}. \]

To prove (i), let us assume that \( t = \mathcal{H}(s) > 1 \). Then

\[ \mathbf{J}f(s, p) = \pi 4^{-s} X^{1/2-s} (N(m)N(n))^{s/2+1/4} \sum_{j>0} 4^{-(p+2j)} X^{-p-2j} (N(m)N(n))^{p/2+j} \hat{g}(1/2-s-p-2j). \]

We use the estimate

\[ \hat{g}(s) = \int_0^\infty g(r) r^{s-1} dr \]
\[ = (-1)^a \int_0^\infty f^{(a)}(r) \frac{r^{s-1+a}}{s \ldots (s-1+a)} dr \]
\[ \ll (1 + |s|)^{-a} \]

and obtain

\[ \mathbf{J}f(s, p) \ll \sum_{j>0} 4^{-(p+2j)} X^{-p-2j} (N(m)N(n))^{p/2+j} \Gamma(s+j+1) \Gamma(s+p+j+1) \]

Now, writing \((s)_k\) for the quantity \(s(s+1)\ldots(s+k-1)\), we estimate the product of \(\Gamma\)-factors as follows:

\[ \Gamma(s+j+1)\gamma(s+p+j+1) = (s)_{j+1}(s)_{p+j+1} \Gamma(s)^2 \]
\[ = (s)_{j+1}(s)_{p+j+1} \frac{\Gamma(s)}{s\Gamma(-s)\sin \pi s} \gg |s|(1 + |\ell|)^{2j+p} e^{-\pi|\ell|}. \]

Therefore,

\[ \mathbf{J}f(s, p) \ll \sum_{j>0} 4^{-(p+2j)} X^{-p-2j} (N(m)N(n))^{p/2+j} e^{2\pi|\ell|} \]
\[ \ll \frac{e^{-\pi|\ell|}}{p!(1 + |\ell|)^a} \ll \frac{e^{-\pi|\ell|}}{(1 + |p|)^b(1 + |\ell|)^a}. \]

We use the definition of \(\mathbf{K}\) in terms of \(\mathbf{J}\) to get the final estimate. To conclude the proof of (i), it remains to treat the case where \(\mathcal{H}(s) \leq 1\); this follows from the previous case, by representing \(\mathbf{K}f(s, p)\) as an integral on a circle on which the estimate holds already.

To prove (ii), we isolate the term corresponding to \(n = 0\). Then by integration by part, and because \(p = 0\), it remains
We shall be later interested in \((5.2)\)

\[
\pi \text{s}
\]
Replacing \(s\) by \(-s\), we obtain the corresponding result for \(Jf(-s,0)\). It remains to subtract and to divide by \(\sin \pi s\); we remark that this last operation does not produce any pole. It follows that

\[
Kf(s,0) = c_s X^{1/2+s} \hat{g}(1/2 + s) + O(X^{-1}) + c_{-s} X^{1/2-s} \hat{g}(1/2 - s) + O(X^{-3/2})
\]
as announced, where the constant \(c_s\) is given by

\[
c_s = \frac{\pi 4^s}{\Gamma(1-s)^2} \frac{1}{\sin \pi s} (N(m)N(n))^{(1-2s)/4}.
\]

In order to prove Theorem 1.3, it is convenient to define, for a given primary Eisenstein integer \(d\), and for \(0 \leq \ell \leq \frac{1}{2}\), the quantity

\[
S(\ell) = \sum_{0 \leq s \leq 1/2} Kf(s,0) A^\text{disc}_{m,n,\sigma,\tau}(d,s,0) \text{ } \sum_{s \leq \ell} Kf(s,0) A^\text{disc}_{m,n,\sigma,\tau}(d,s,0)
\]

\[
+ \sum_{s \in \mathbb{Z}} Kf(s,p) A^\text{disc}_{m,n,\sigma,\tau}(d,s,p) + \sum_{p \in \mathbb{Z}} \int_0^\infty Kf(s,p) A^\text{cont}_{m,n,\sigma,\tau}(d,s,p) ds.
\]

We shall be later interested in \(S(\ell)\) in the cases \(\ell = \frac{1}{2}\) and \(\ell = s(d)\), with \(s(d)\) being as in Theorem 3.4. Using Lemma 5.1, but in the simpler form \(Kf(s,0) = O(X^{1/2+s})\) in the case \(0 < s < 1/2\), we get

\[
|S(\ell)| \leq X^{1/2} \left( \sum_{0 \leq s \leq 1/2} X^s |A^\text{disc}_{m,n,\sigma,\tau}(d,s,0)| \right.
\]

\[
+ \sum_{s \in \mathbb{Z}} |A^\text{disc}_{m,n,\sigma,\tau}(d,s,p)| \frac{1}{(1 + |s|)(1 + |p|)} + \sum_{p \in \mathbb{Z}} \int_0^\infty \frac{|A^\text{cont}_{m,n,\sigma,\tau}(d,s,p)|}{(1 + |s|)(1 + |p|)} ds.
\]

For \(\ast\) representing either the discrete case or the continuous case, we have from the Cauchy-Schwarz inequality:

\[
|A^\ast_{m,n,\sigma,\tau}(d,s,p)| \leq (A^\ast_{m,m,\sigma,\tau}(d,s,p))^{1/2} (A^\ast_{n,n,\tau,\tau}(d,s,p))^{1/2}.
\]

We have to separate the exceptional and non-exceptional spectrum. By (5.4) and the Cauchy-Schwarz inequality, the last two sums of (5.3) are bounded by
Each of both sums can be estimated as follows: Therefore the first sum of (5.4), using (5.6) and Lemma 5.1 (ii), we have, on the one hand:
Here $s_1$ is the spectral parameter $1/3$; writing it in this way, we remark that, contrary to the non-metaplectic case where the maximal exceptional spectral parameter $s_1$ could possibly be very close to $1/2$ for some $d$, we do not need here to improve on Selberg’s estimate (compare with [FM03, (2.3) p.11]), since the value $s_1 = 1/3$ is already strictly smaller than $1/2$. It follows that the right hand side of (5.9) is estimated by $O\left(X^{1/2}D + X^{5/6}D^{1/3}\right)$. This concludes the proof of Corollary 1.6.

6. A sieve method

In this section we deduce the upper bound (1.9) from Corollary 1.6. Since the method is taken from [FM07], we do not need to give all the details here. The problem is to apply a sieve method to the sequence of real numbers $S(1,c)/\sqrt{N(c)}g\left(\frac{N(c)}{X}\right)$. A solution has been found in [FM07], for the case of Kloosterman sums. For $c \in \mathbb{R}$, let $\Omega(c)$ be the number of prime factors of $c$, counted with
multiplicity. Recall that \( \lambda = 1 - \omega \) is a prime in \( R \) and that \( \lambda^2 = -3\omega \). Let us define the following three sequences of numbers: \( \mathcal{A}^+ = (a_1^+) \), \( \mathcal{A}^- = (a_1^-) \) and \( \mathcal{B} = (b_c) \), where

\[
a_c^+ = \begin{cases} 
\left( \text{if } \lambda \nmid c \right) & \frac{N(c)}{X} 2^{-\Omega(c)} \\
0 & \text{if } \lambda \mid c 
\end{cases}
\]

and

\[
b_c = \begin{cases} 
\left( \text{if } \lambda \nmid c \right) & \frac{N(c)}{X} 2^{-\Omega(c)} \\
0 & \text{if } \lambda \mid c. 
\end{cases}
\]

Then by the Weil bound (2.6), these numbers are non-negative. Let us now consider the quantities \( S(\mathcal{A}^+, z) \) and \( S(\mathcal{B}, z) \) defined by

\[
S(\mathcal{A}^+, z) = \sum_{\pi|c=N(\pi)\gg z} a_c^+ \quad \text{and} \quad S(\mathcal{B}, z) = \sum_{\pi|c=N(\pi)\gg z} b_c.
\]

We will be interested in the case where \( z = X^{1/u} \). One shows firstly that

**Proposition 6.1.** Let \( X \gg 1 \) and let \( u \gg 1 \). Then

\[
S(\mathcal{B}, X^{1/u}) = c \tilde{g}(1) \frac{X}{\log X} (u^2 + 2u) \left( 1 + h_1(u) + O\left( \frac{1}{\log X} \right) \right),
\]

where \( c = e^{-2\gamma} \) and \( h_1(u) = O\left( \left( u/5 \right)^{u/5} \right) \). Moreover, if \( u \gg 22 \), one has \( |h_1(u)| < 10^{-8} \).

*Proof.* See [FM07], (5.10) p. 24, and [SF07], Lemme 3.2.

The term \( u^2 + 2u \) appearing in Proposition 6.1 produces a difficulty here. However, it is possible to sieve the sequence \( \mathcal{A}^+ \) and to control the dependence on \( u \) of the main term. This is shown by the following result:

**Proposition 6.2.** Let \( X \gg 1 \) and let \( u \gg 1 \). Then

\[
S(\mathcal{A}^+, X^{1/u}) \ll c \tilde{g}(1) \frac{X}{\log X} (u^2 + 2u) \left( 1 + h_2(u) + O_{g,u}\left( \frac{1}{\log X} \right) \right),
\]

where \( c = e^{-2\gamma} \) and \( h_2(u) = O\left( \left( u/5 \right)^{u/5} \right) \). Moreover, if \( u \gg 60 \), one has \( |h_2(u)| < 10^{-8} \).

Assuming Proposition 6.2 for a moment, one sees that the estimate (1.9) of the introduction is obtained by subtracting \( S(\mathcal{B}, X^{1/u}) \) from \( S(\mathcal{A}^+, X^{1/u}) \).

The rest of this section is devoted to the proof of Proposition 6.2; this is done by sieving the sequence \( \mathcal{A}^+ \) and applying Corollary 1.6. As usual in sieve theory, one is interested in the quantity

\[
\mathcal{A}_d^+ = \sum_{c \equiv 0 \mod d} a_c^+.
\]

Since \( \mathcal{A}^+ \) is defined in terms of \( \mathcal{B} \), we start with the local behavior of the sequence \( \mathcal{B} \). Let us define \( L(s) = \sum 2^{\Omega(c)} N(c)^{-s} \), the sum being taken over the integers \( c \in R \) coprime to 3. This function has a pole at \( s = 1 \). We will need the function

\[
F_\lambda(s) = \prod_{\pi \nmid \lambda} \left( 1 + \frac{1}{N(\pi)^s(N(\pi)^s - 2)} \right),
\]

for \( \Re(s) > 1/2 \). By use of the Mellin transform and the residue theorem, one shows that for any \( 1/2 > \varepsilon > 0 \) and \( \sigma > 1 \),
Let us define, for \( z \)
\[
\sum_{\lambda | c} b_\lambda = \frac{1}{2i\pi} \int_{(e)} g(s)L(s)X^s \, ds
\]
\[
= X \log X \alpha^2 \frac{4}{9} \hat{g}(1)F_\lambda(1) + Xd(g) + \frac{1}{2i\pi} \int_{(1-\varepsilon)} g(s)L(s)X^s \, ds
\]
\[
= X \log X \alpha^2 \frac{4}{9} \hat{g}(1)F_\lambda(1) + Xd(g) + O \left( X^{1-\varepsilon} \right).
\] (6.1)

We recall that \( \alpha \) is the residue at \( s = 1 \) of the Dedekind zeta function \( \zeta_k(s) \) of the field \( k = \mathbb{Q}(\omega) \), thus \( \alpha = \pi/3\sqrt{3} \). In (6.1), \( d(g) \) is a quantity depending on the function \( g \), that we shall not need to make precise. Since \( 2^{\Omega(c)} \) is totally multiplicative, we deduce from (6.1) that

\[
B_d = \sum_{\substack{c \equiv 0 \pmod{d} \atop \gcd(c,3)=1}} b_\lambda = 2^{\Omega(d)} \sum_{\lambda | c} 2^{\Omega(c)} g \left( \frac{N(c)}{XN(d)} \right)
\]
\[
= \frac{2^{\Omega(d)}}{N(d)} X \left( \log X \alpha^2 \frac{4}{9} \hat{g}(1)F_\lambda(1) - \log N(d)\alpha^2 \frac{4}{9} \hat{g}(1)F_\lambda(1) + d(g) \right) + O \left( 2^{\Omega(d)} \left( \frac{X}{N(d)} \right)^{1-\varepsilon} \right). \] (6.2)

We define the real constants \( Y \), \( Z \) and \( r(d) \), depending on \( X \) and \( g \), by

\[
Y = X \log X \alpha^2 \frac{4}{9} \hat{g}(1)F_\lambda(1) + Xd(g), \quad Z = X \alpha^2 \frac{4}{9} \hat{g}(1)F_\lambda(1)
\]

and

\[
r(d) = \sum_{\substack{c \equiv 0 \pmod{d} \atop \lambda | c}} \frac{\pm S(1,c)}{\sqrt{N(c)}} g \left( \frac{N(c)}{X} \right) + O \left( 2^{\Omega(d)} \left( \frac{X}{N(d)} \right)^{1-\varepsilon} \right). \] (6.4)

Let us also introduce the completely multiplicative function \( \rho \), defining its value at an Eisenstein prime \( \pi \in R \) by

\[
\rho(\pi) = \begin{cases} 2 & \text{if } \pi \neq \lambda \\ 0 & \text{otherwise.} \end{cases} \] (6.5)

With these notations, it follows from (6.2) that \( A^+ \) satisfies

\[
A^+_d = \frac{\rho(d)}{N(d)} Y - \frac{\rho(d)}{N(d)} \log N(d) Z + r(d).
\] (6.6)

This is an unusual sieve hypothesis, but can nevertheless be handled. We use the Crible étrange, developed by Fouvry and Michel in [FM07]. Some more notations are required: let \( \rho^*(\pi) = N(\pi) - \rho(\pi) \), and let \( \rho^* \) be defined as a completely multiplicative function. Let \( g \) be the function

\[
g(d) = \begin{cases} \rho(d)\rho^*(d)^{-1} & \text{if } d \in R \text{ is square-free} \\ 0 & \text{otherwise.} \end{cases}
\]

Let us define, for \( \varepsilon > 0 \), the sum
\[ G_c(T, z) = \sum_{N(d) \leq T \atop \gcd(d, c) = 1} g(d), \]

where \( \mathcal{P}(z) \) is the product over the primes of norm less than or equal to \( z \). We write \( G(T, z) \) for \( G_1(T, z) \). We will also need the function \( \sigma_2 \) defined on \( \mathbb{R} \) by

\[
\sigma_2(u) = e^{-2\gamma} u^2, \quad 0 \leq u \leq 2
\]

(6.7) \[ (u^2 \sigma_2(u))' = -2uu^{-3} \sigma_2(u - 2), \quad 2 < u, \]

with \( \sigma_2 \) required to be continuous at \( u = 2 \). It is a non-negative increasing function with \( \lim_{u \to \infty} \sigma_2(u) = 1 \).

**Theorem 6.3.** Let \( A \) be a sequence of positive numbers. Assume that there exist \( Y, Z \) and \( r(d) \) such that \( A \) satisfies (6.6), where \( \rho \) is the totally multiplicative function defined in (6.5). Then, with the notations introduced above, the following inequality holds, for any \( D \geq 1 \):

\[
S(A, z) \leq YG(D, z)^{-1} + ZG(D, z)^{-2} \sum_{\pi \in \mathcal{P}(z)} \frac{\rho(\pi)N(\pi)}{\rho^*(\pi)^2} \log N(\pi)G_\pi(D/N(\pi), z)
\]

\[
+ \sum_{\substack{d \in \mathcal{P}(z) \atop N(d) \leq D^2}} 3^{O(d)} |r(d)|.
\]

Moreover, if \( z \leq D \),

\[
G_c(D, z) = \alpha^2 e^{2\gamma} \prod_{\pi} \left( 1 - \frac{1}{N(\pi)} \right)^2 \prod_{\pi \nmid c} \left( 1 - \frac{\rho(\pi)}{N(\pi)} \right)^{-1} \sigma_2(2\tau) \log^2 z \left( 1 + O \left( \frac{\tau^5}{\log z} \right) \right),
\]

where \( \tau = \log D/\log z \).

**Proof.** The idea is to adapt the Selberg sieve, introducing a free parameter \( \lambda \) of support \( D \). Due to the hypothesis (6.5) one obtains two quadratic forms \( Q_1 \) and \( Q_2 \) instead of one. By the usual method, one can minimize the first \( Q_1 \), and report the value of \( \lambda \) in \( Q_2 \). For details, see [FM07] and [Lou]. This proves the first part of Theorem 6.3. The second part is a classical result in sieve theory. We followed the exposition made in [HR74]: the first step is to estimate the integral

\[
T_c(D) = \int_1^D G_c(T) \frac{dt}{t}.
\]

We find (compare with [HR74], p. 149-151)

\[
T_c(D) = \alpha^2 e^{2\gamma} \prod_{\pi} \left( 1 - \frac{1}{N(\pi)} \right)^2 \prod_{\pi \nmid c} \left( 1 - \frac{\rho(\pi)}{N(\pi)} \right)^{-1} \log^3 D
\]

\[
+ O \left( \log^2 D \right).
\]

This estimate is then used to obtain (see [HR74], p.199-201)
\[ G_c(D, z) = \alpha^2 e^{2\gamma} \prod_{\pi} \left(1 - \frac{1}{N(\pi)}\right)^2 \prod_{\pi \neq \lambda} \left(1 - \frac{2}{N(\pi)}\right)^{-1} \]

\[ \sigma_2(2\tau) \log^2 z \left(1 + O\left(\frac{\tau^5}{\log z}\right)\right) \]

\[ = \alpha^2 e^{2\gamma} \prod_{\pi \neq \lambda} \left(1 - \frac{1}{N(\pi)}\right)^2 \prod_{\pi \neq \lambda} \left(1 - \frac{1}{\lambda N(\pi)}\right)^2 \left(1 - \frac{2}{N(\pi)}\right)^{-1} \]

\[ \sigma_2(2\tau) \log^2 z \left(1 + O\left(\frac{\tau^5}{\log z}\right)\right). \]

(6.9)

Now, it remains to apply Theorem 6.3 to the sequence \( A^\pi \). With our definition of \( \rho \) and \( F \), the estimation of \( G_c(D, z) \) simplifies to

\[ G_c(D, z) = \alpha^2 e^{2\gamma} \prod_{\pi} \left(1 - \frac{1}{N(\pi)}\right)^2 \prod_{\pi \neq \lambda} \left(1 - \frac{2}{N(\pi)}\right)^{-1} \]

\[ \sigma_2(2\tau) \log^2 z \left(1 + O\left(\frac{\tau^5}{\log z}\right)\right) \]

\[ = \alpha^2 e^{2\gamma} \prod_{\pi \neq \lambda} \left(1 - \frac{1}{\lambda N(\pi)}\right)^2 \prod_{\pi \neq \lambda} \left(1 - \frac{1}{\lambda N(\pi)}\right)^2 \left(1 - \frac{2}{N(\pi)}\right)^{-1} \]

(6.10)

In particular, for a prime \( \pi \neq \lambda \) such that \( N(\pi) \leq D \), the estimation \( \tau - \log N(\pi)/\log z = O(\tau) \) is valid, and we deduce from (6.9) that

\[ G_\pi(D, N(\pi), z) = \alpha^2 e^{2\gamma} F_\lambda(1) \left(1 - \frac{2}{N(\pi)}\right) \]

\[ \sigma_2 \left(2\tau - \frac{2 \log N(\pi)}{\log z}\right) \log^2 z \left(1 + O\left(\frac{\tau^5}{\log z}\right)\right). \]

(6.11)

It follows also from (6.9) that

\[ G(D, z) = \alpha^2 e^{2\gamma} F_\lambda(1) \sigma_2(2\tau) \log^2 z \left(1 + O\left(\frac{\tau^5}{\log z}\right)\right). \]

Now, combining the estimates (6.10) and (6.11), we obtain from Theorem 6.3 that

\[ S(A^\pi, z) \leq Y G(D, z)^{-1} + \frac{2Z}{G(D, z)} \left(1 + O\left(\frac{\tau^5}{\log z}\right)\right) \]

\[ \frac{1}{\sigma_2(2\tau)} \sum_{\pi \neq \lambda} \frac{\log N(\pi)}{N(\pi) - 2} \sigma_2 \left(2\tau - \frac{2 \log N(\pi)}{\log z}\right) \]

\[ + \sum_{d \mid \mathcal{P}(z)} 3^{O(d)} |p(d)|. \]

(6.12)

Then, by (6.8) and a partial integration, one shows that

\[ \frac{1}{\sigma_2(2\tau)} \sum_{\pi \neq \lambda} \frac{\log N(\pi)}{N(\pi) - 2} \sigma_2 \left(2\tau - \frac{2 \log N(\pi)}{\log z}\right) = \log z + O(1). \]
By inserting this inequality in (6.12), replacing \( Y, Z \) by their values given in (6.3) and using the estimation (6.11) of \( G(D, z) \), we obtain

\[
S(A^\pm, z) \leq \hat{g}(1)e^{-2\gamma} \frac{X}{\sigma_2(2\tau)} \left( \frac{\log X}{\log^2 z} + \frac{2}{\log z} \right)
\]

(6.13)

\[+ \mathcal{O}\left( \frac{X^3}{\log^2 z} \right) + \sum_{d \mid P(z) \atop N(d) \leq D^2} 3 \Omega(d) |r(d)|.\]

We can now choose \( z \) and \( D \) in terms of \( u \) and \( X \). Firstly, we set \( z = X^{1/u} \). On the one side, the parameter \( D \) has to be as large as possible, to optimize the decreasing function \( h_2 \) in Proposition 6.2. On the other side, the last sum in (6.13) has to behave as a remainder term. We set \( D = X^{1/4} \log^{-40} X \). With this choice, one has \( \tau = u/4 - 40u \log \log X/\log X \), and therefore

\[
\frac{1}{\sigma_2(2\tau)} = \frac{1}{\sigma_2(u/2)} \left( 1 + \mathcal{O}\left( \frac{1}{\log \log X} \right) \right).
\]

Thus (6.13) yields

\[
S(A^\pm, z) \leq \hat{g}(1)e^{-2\gamma} \frac{X}{\sigma_2(u/2) \log X} \left( u^2 + 2u \right)
\]

(6.14)

\[+ \mathcal{O}\left( \frac{X}{\log X \log \log X} \right) + \sum_{d \mid P(z) \atop N(d) \leq D^2} 3 \Omega(d) |r(d)|.\]

We need the following property of \( \sigma_2 \):

\[
\frac{1}{\sigma_2(t)} = 1 - h_2(t), \quad \text{with } h_2(t) = \mathcal{O}\left( \left( \frac{t}{2} \right)^{-t/2} \right), \quad \text{for } t > 1.
\]

This gives finally

\[
S(A^\pm, z) \leq \hat{g}(1)e^{-2\gamma} \frac{X}{\log X} (u^2 + 2u) \left( 1 - h_2(u/2) \right)
\]

(6.15)

\[+ \mathcal{O}\left( \frac{X}{\log X \log \log X} \right) + \sum_{d \mid P(z) \atop N(d) \leq D^2} 3 \Omega(d) |r(d)|.\]

The last sum in (6.15), i.e. the contribution of the cubic sums, is evaluated by the Cauchy-Schwarz inequality and the Weil bound (2.6). We obtain

\[
\left| \sum_{N(d) \leq D^2} 3 \Omega(d) r(d) \right| \leq
\left| \sum_{\lambda \mid d \atop N(d) \leq D^2} \sum_{c=0 \atop c \equiv 0 \pmod{d}} \pm S(1, c) g \left( \frac{N(c)}{X} \right) \right|^{1/2}
\]

\[
\leq X^{1/2} \log^{10} X \sqrt{\Sigma(D^2)} + \mathcal{O}\left( X^{1/2 - \varepsilon} \right).
\]
Our choice of $D = X^{1/4} \log^{-40} X$ yields, via Corollary 1.6, the desired bound for the error term. By inserting it in (6.15), we conclude the proof of the first statement of Proposition 6.2. For the estimation of $h_2(u)$, we refer to [SF07], Lemme 3.4, where precise estimates are given. Thereby, we conclude the proof of (1.9), with the function $h(u)$ in (1.9) given by $e^{-2\gamma(u^2 + 2u)}(|h_1(u)| + |h_3(u)|).

In follows from the estimates on $h_1(u)$ and $h_2(u)$ given in Proposition 6.1 and Proposition 6.2 that, for $u = 60$, one has $h(u) \leq e^{-2\gamma(u^2 + 2u)}10^{-8}$; in particular, a numerical computation shows that $h(60) < 10^{-4}$.

7. Vertical Sato-Tate law

In this section we prove the lower bound (1.10). The idea is to show that when the moduli have a limited number of prime factors, then sums of absolute values of cubic sums are not too small.

Let us start by considering Eisenstein integers $c$ of the form $c = \pi_1 \pi_2 \pi_3$, where the $\pi_i$’s are prime integers of $R$. Then, by the twisted multiplicativity (2.7),

$$
\frac{S(1, c)}{\sqrt{N(c)}} = \frac{S(\pi_1, \pi_1)}{\sqrt{N(\pi_1)}} \frac{S(\pi_1 \pi_2, \pi_2)}{\sqrt{N(\pi_2)}} \frac{S(\pi_1 \pi_2 \pi_3, \pi_3)}{\sqrt{N(\pi_3)}}
$$

where the angles $\theta_{\pi, m}$ are defined by

$$
\sum x \mod \pi e^{i \frac{m(x^3 - 3x)}{\pi}} = 2 \cos \theta_{\pi, m}N(\pi)^{1/2}, \pi + m.
$$

In order to simplify the notations, let us write $\theta_1 = \theta_{\pi_1, \pi_2 \pi_3}$ and define similarly $\theta_2$ and $\theta_3$. Let us choose some numbers $\mu_3, \mu_2$ such that

$$
\mu_3 < \mu_3 < \mu_2 < \mu_2 +
$$

$$
\mu_2 < 1 - (\mu_3 + \mu_3) < 1 - (\mu_2 + \mu_2) < \mu_2 + \mu_2.
$$

More precisely, we take $\mu_3 = 7/2, \mu_3 = 13/42$ and $\mu_2 = 1/3$. Define $P_3 = X^{\mu_3}, P_2 = X^{\mu_2}$ and

$$
P_3^+ = \max_{\lambda=1,2,...} \left\{ 2^\lambda X^{\mu_3} : 2^\lambda X^{\mu_3} < \frac{X^{\mu_3}}{2} \right\},
$$

$$
P_2^+ = \max_{\lambda=1,2,...} \left\{ 2^\lambda X^{\mu_2} : 2^\lambda X^{\mu_2} < \frac{X^{\mu_2}}{2} \right\}.
$$

In order that the angles $\theta_i, i = 1, 2, 3$, are well defined, we impose the conditions $X^{\mu_3} < N(\pi_3) < X^{\mu_3}$ and $X^{\mu_2} < N(\pi_2) < X^{\mu_2}$. Moreover, let us choose a parameter $t \in [0, \pi/2]$ such that the interval $I = [0, t] \cap [\pi - t, \pi]$ of $[0, \pi]$ has measure $\mu_{ST}(I) = 3/4$. Let $g$ be a smooth function with compact support included in $[1, 2]$. Then, one has

$$
\sum_{\pi \mid c \Rightarrow N(\pi) > X^{1/4}} \left| \frac{S(1, c)}{\sqrt{N(c)}} \right| g \left( \frac{N(c)}{X} \right) 
\geq \sum_{N(\pi_3) > X^{1/4}} \sum_{N(\pi_2) > X^{1/4}} \sum_{N(\pi_1) > X^{1/4}} \frac{S(1, \pi_1 \pi_2 \pi_3)}{\sqrt{N(\pi_1 \pi_2 \pi_3)}} g \left( \frac{N(\pi_1 \pi_2 \pi_3)}{X} \right)
\geq 8(\cos t)^3 \sum_{P_2 \leq N \pi_2 < 2P_2} \sum_{P_3 \leq N \pi_3 < 2P_3} \sum_{\theta_1, \theta_2, \theta_3 \in I} g \left( \frac{N(\pi_1 \pi_2 \pi_3)}{X} \right).
$$

(7.1)
Let us introduce the notations

\[ m(E_i) = \sum_{p \leq N \pi < 2p^2} \sum_{\pi_i \in I} \sum_{\pi_i} g \left( \frac{N(\pi_1 \pi_2 \pi_3)}{X} \right), \]

\[ m(E) = \sum_{p \leq N \pi < 2p^2} \sum_{\pi \in I} \sum_{\pi_i} g \left( \frac{N(\pi_1 \pi_2 \pi_3)}{X} \right). \]

Then a simple inclusion-exclusion argument shows that

\[ \sum_{\pi \leq N \pi < 2p^2} \sum_{\pi \in I} \sum_{\pi_i} g \left( \frac{N(\pi_1 \pi_2 \pi_3)}{X} \right) \geq (m(E_1) + m(E_2) + m(E_3) - 2m(E)). \]

Now, the Sato-Tate vertical law states that the angles \( \theta_{\pi,a} \) are equidistributed, when \( a \) runs modulo \( \pi \). Therefore each \( m(E_i) \) should be independent of \( i \), and depending only on the size of the interval \( I \). This is actually true, and is expressed in the next proposition:

**Proposition 7.1.** With the above notations,

\[ m(E_i) = (\mu_{ST}(I) + o(1))m(E) + O\left( \frac{X}{\log^2 X} \right). \]

*Proof.* The analogous statement has been established for Kloosterman sums in [FM07, Lemme 5.1]. The proof is based on two main results. First, one shows, as in [FM03, Lemme 2.3] that the vertical Sato-Tate law (Theorem 1.2) implies that

\[ \frac{1}{N^\pi - 1} \sum_{(n, \pi)^I} 1 = \mu_{ST}(I) + O((N\pi)^{-1/8}). \]

Secondly, one uses the following large sieve inequality

\[ \sum_{\pi \leq N \pi < 2p^2} \sum_{\pi \in I} \sum_{\pi_i} f(n) g \left( \frac{N(n\pi)}{Y} \right) \left( \frac{1}{N\pi - 1} \sum_{(n, \pi)=1} f(n) \right)^2 \]

\[ \ll \left( \frac{X}{P} + P \right) \left( \sum_{N \pi \leq X} |f(n)|^2 \right), \]

for any arithmetic function \( f \). The proof of (7.4) follows readily [FM03, Lemme 2.5], using the orthogonality relation and the large sieve inequality for multiplicative characters over a number field (see for example [Hux68, Theorem 4]). Proposition 7.1 then follows from (7.3) and (7.4), as in [FM03, Proposition 4.1]. \( \square \)

Using (7.1), (7.2) and Proposition 7.1, we get the lower bound

\[ \sum_{\pi \leq N(\pi) > X^{1/8}} \left| \frac{S(1,c)}{N(c)} g \left( \frac{N(c)}{X} \right) \right| \]

\[ \geq 8 \cos^3 t (3\mu_{ST}(I) - 2)\mu(E) + O\left( \frac{X}{\log^2 X} \right). \]

With our choice of the interval \( I \), we have \( \mu_{ST}(I) = 3/4 \) and \( \cos^3 t > 0.0075 \). Finally, the prime number theorem gives
\[ \sum_{\pi \in \mathcal{N}(\pi) > X^{1/\alpha}} \left| \frac{S(1, \pi) \sqrt{N(c)}}{N(c)} \right| \geq \frac{3}{2} 10^{-2} \hat{g}(1) \frac{X}{\log X} \]

This proves the inequality (1.10) stated in the introduction.

REFERENCES

[BM03] R.W. Bruggeman and Y. Motohashi, Sum formula for Kloosterman sums and fourth moment of the Dedekind Zeta-function over the Gaussian number field, Funct. et Approx. 31 (2003), 23–92.

[Del77] P. Deligne, Cohomologie Etale, Lecture Notes in Mathematics, Vol. 569, Springer-Verlag, Berlin, 1977.

[DFI95] W. Duke, J. Friedlander, and H. Iwaniec, Equidistribution of Roots of a Quadratic Congruence to Prime moduli, Ann. of Math. 141 (1995), 423–441.

[Fi80] Y. Z. Flicker, Automorphic Forms on Covering Groups of GL(2), Invent. Math. 57 (1980), 119–182.

[FM03] E. Fouvry and P. Michel, Sommes de modules de sommes d’exponentielles, Pacific J. Math. 209 (2003), 261–288.

[Fo07] __________, Sur le changement de signe des sommes de Kloosterman, Ann. of Math. 165 (2007), 675–715.

[GJ78] S. Gelbart and H. Jacquet, A relation between automorphic representations of GL(2) and GL(3), Ann. scient. Ec. Norm. Sup. 11 (1978), 471–512.

[GS83] D. Goldfeld and P. Sarnak, A relation between automorphic representations of GL(3) over imaginary quadratic number fields and Siegel modular forms, Invent. Math. 71 (1983), no. 2, 243–250.

[HR74] H. Halberstam and H. E. Richert, Sieve Methods, London Math. Soc. Monographs 4, Academic Press, New York, 1974.

[HB79] D. R. Heath-Brown and S. J. Patterson, The distribution of Kummer sums at prime arguments, J. Reine Angew. Math. 310 (1979), 111–130.

[Hoo64] C. Hooley, On the distribution of the roots of polynomial congruences, Mathematika 11 (1964), 39–49.

[Hux68] M. N. Huxley, The large sieve inequality for algebraic number fields, Mathematika 15 (1968), 178–187.

[Kat88] N. M. Katz, Gauss sums, Kloosterman Sums, and Monodromy groups, Annals of Mathematics Studies, vol. 116, Princeton University Press, Princeton, NJ, 1988.

[Kub66] T. Kubota, Ein arithmetischer Satz über eine Matrizengruppe, J. Reine Angew. Math. 222 (1966), 55–57.

[Kub69] __________, On automorphic functions and the reciprocity law in a number field., Lectures in Mathematics, Department of Mathematics, Kyoto University, No. 2, Kinokuniya Book-Store Co. Ltd., Tokyo, 1969.

[LP02] R. Livné and S. J. Patterson, The first moment of cubic exponential sums, Invent. Math. 148 (2002), no. 1, 79–116.

[LG] H. Lokvenec-Guleska, Sum formula for SL(2) over imaginary quadratic number fields, Ph.D. thesis, University of Utrecht, 2004, Available at: http://igitur-archive.library.uu.nl/dissertations/2004-1203-105121.

[Lou] B. Louvel, Twisted Kloosterman sums and cubic exponential sums, Ph.D. thesis, Universität Göttingen, Université de Montpellier 2, 2008.

[Mat] K. Matomäki, A note on signs of Kloosterman sums, Bull. Soc. Math. France, to appear.

[Pat77] S. J. Patterson, A cubic analogue of the theta series, J. Reine Angew. Math. 296 (1977), 125–161.

[Pat97] __________, The asymptotic distribution of Kloosterman sums, Acta Arith. 79 (1997), no. 3, 205–219.

[Pat03] __________, The asymptotic distribution of exponential sums, I, Experiment. Math. 12 (2003), no. 2, 135–153.

[SF07] J. Sivak-Fischer, Crible étrange et sommes de Kloosterman, Acta Arith. 128 (2007), no. 1, 69–100.

[Str94] K. Stramm, Kleine Eigenwerte des Laplace-Operators zu Kongruenzengruppen, Schriftenreihe des Mathematischen Instituts und des Graduiertenkollegs der Universität Münster, 3. Serie, vol. 3, Universität Münster Mathematisches Institut, 1994.