Connes distance by examples: Homothetic spectral metric spaces

Jean-Christophe Wallet

Laboratoire de Physique Théorique, Bât. 210
Université Paris-Sud 11, 91405 Orsay Cedex, France
e-mail: jean-christophe.wallet@th.u-psud.fr

Abstract

We study metric properties stemming from the Connes spectral distance on three types of non compact noncommutative spaces which have received attention recently from various viewpoints in the physics literature. These are the noncommutative Moyal plane, a family of harmonic Moyal spectral triples for which the Dirac operator squares to the harmonic oscillator Hamiltonian and a family of spectral triples with Dirac operator related to the Landau operator. We show that these triples are homothetic spectral metric spaces, having an infinite number of distinct pathwise connected components. The homothetic factors linking the distances are related to determinants of effective Clifford metrics. We obtain as a by product new examples of explicit spectral distance formulas. The results are discussed.
1 Introduction

1.1 Motivations and organization

In noncommutative geometry (for reviews, see e.g. [1, 2, 3, 4]), the concept of spectral triple involves a natural notion of distance, stemming from the initial observation by Connes [5] that Dirac operator can actually be used to generate metric data. This is known as the Connes distance [6, 7], hereafter called the spectral distance. The spectral distance may be viewed as a noncommutative analog of the geodesic distance. Indeed, in the commutative case, for a finite dimensional compact Riemann spin manifold $M$ described by the standard spectral triple built from $\mathcal{A} = C^\infty(M)$, $H$ the Hilbert space of square integrable spinors on $M$ and $D$ the usual Dirac operator, the spectral distance between pure states of $C^\infty(M)$, i.e points, coincides with the geodesic distance between those points while for non pure states, the spectral distance is the Wasserstein distance of order 1 between the corresponding probability distributions in the theory of optimal transport [7].

Many examples of noncommutative spaces have been now constructed, but comparatively little work has been done so far on their metric aspects. From an abstract viewpoint, the notion of noncommutative metric space has been developed by Rieffel in [7, 8, 9, 10, 11] leading to a natural theory of noncommutative compact metric spaces. An extension to the locally compact case, initiated in [12], deserves further investigations. The computation of explicit spectral distance formulas is difficult, due to numerous technical points to be overcome, unless the (noncommutative) geometry is "relatively simple". Therefore, the first computations were related to a limited number of situations, namely lattice geometries [13, 14, 15], finite-dimensional algebras [16], almost commutative geometries [17, 18], showing a relationship with the Carnot-Caratheodory distance in sub-Riemannian geometry [19] or providing a metric interpretation of the Higgs field as the component of the metric in a discrete internal dimension [18].

Recently, the spectral distance has been studied [20, 21] within noncommutative Moyal plane. This latter is described by the spectral triple proposed in [22, 23] (hereafter called Standard Moyal Spectral Triple) as a noncommutative analog of (non compact) Riemann spin geometry. An explicit formula for the spectral distance between pure states related to the eigenfunctions of the harmonic oscillator has been obtained in [20, 21], showing in particular that the spectral distance $d_D$ cannot be viewed as a deformation of the usual Euclidean distance on $\mathbb{R}^2$, despite the fact the Moyal plane can be interpreted as an isospectral deformation of $\mathbb{R}^2$ [20, 21]. A comparison to the quantum distance introduced by Doplicher, Fredenhagen and Roberts (DFR) [24] has appeared recently [25]. The above distance formula has been extended [26] to some classes of coherent states (i.e the “quantum points”). Obviously, enlarging the above list of explicit examples of spectral distances appears desirable, especially in the case of non compact noncommutative spaces for which a general theory supplementing the above compact case remains to be done.

As far as physics is concerned, Moyal geometry or differential calculi linked with Moyal algebra(s) have received a lot of attention within noncommutative field theories (see e.g [27, 32]) and noncommutative gauge theories (see e.g [33, 38]). The recent constructions of the first renormalisable (bosonic or fermionic) noncommutative field theories have pointed toward other interesting spectral triples for which the Dirac operator is no longer the usual Dirac operator of the Standard Moyal Spectral Triple. For the (bosonic) renormalisable noncommutative harmonic $\phi^4$ scalar model [27, 28], the Dirac operator is a”square root”.
of the harmonic oscillator Hamiltonian. This gives rise to an interesting class of spectral triples, first considered in [39] (hereafter called Harmonic Moyal Spectral Triples). This has been further investigated in [40] (see also [41]), from the viewpoint of spectral dimension and spectral action computation as an attempt to understand more deeply the noncommutative structures behind the gauge invariant model derived in [33], [34]. For the (fermionic) renormalisable noncommutative Gross-Neveu model [29, 30], the Dirac operator is built from the Landau operator with magnetic field proportional to the deformation parameter of the $\mathbb{R}^2$-plane and can be used to build a spectral triple (hereafter called Landau Moyal Spectral Triple). It does not square to the harmonic oscillator Hamiltonian but instead is related, e.g. to the kinetic operator occurring in the class of noncommutative LSZ models [32].

The purpose of this paper is to relate the metric properties encoded in the Standard, Harmonic and Landau Spectral Triples. We find that these spectral triples describe non compact spectral metric spaces. These are homothetic to each other, with an infinite number of distinct path-connected components. As a by product, we find new examples of spectral distance formulas that extend [20], [21]. Here, homothety is due in part to the algebraic property that the spatial derivatives can be expressed as inner derivatives on the multiplier algebra of the algebra involved in the triples (see below), $\partial_\mu f = -\frac{i}{2}[\tilde{x}_\mu, f]$. This implies that, for each spectral triple, the operator characterizing $\ell_D$ (see equation (1.2)) can always be written\(^1\) as $[D, \pi(a)] = \Gamma^\mu \pi(\partial_\mu a)$, where the set of hermitian matrices $\Gamma^\mu$ spans a representation of a Clifford algebra and depends on the triple. The homothetic factors linking the distances are then related to the determinants of the effective metrics induced by these ”effective” Clifford algebras. This is summarized in the Theorem 4.1 of the section 4 where we also discuss the results and conclude. In the subsection 2.1 we recall basic features on the Standard Moyal Spectral Triple and fix the notations. To have a self-contained presentation, additional related properties used in the course of the discussion are collected in the appendix. The subsection 2.2 deals with the harmonic Moyal spectral triple. In the section 3, we consider the Landau Moyal Spectral Triple. We show the localized compactness condition (see iv) of Definition 1.1 below) for the resolvent operator associated to the Dirac operator. This latter is further shown to be related to a noncommutative connection on a certain module.

**Note added:** After the completion of this work, we became aware of a second version of [25] proposing to use Theorem 2.6 (or Theorem 4.1) given below to define a classical limit (i.e a limit for which the Planck length tends to zero) for which the spectral distance between coherent states for the Moyal plane case reduces to the usual Euclidean distance.

### 1.2 Definitions and general properties

In this paper\(^2\), we will use the following definition for a spectral triple (viewed as a ”K-cycle”):

**Definition 1.1** A spectral triple is the set of data $\mathfrak{X}_D = (\mathbb{A}, \pi, H, D)$ in which:

i) $\mathbb{A}$ is an involutive algebra and $\pi$ is a faithful $\star$-representation of $\mathbb{A}$ on $\mathcal{B}(H)$, ii) $D$ is a self-adjoint possibly unbounded operator defined on a dense domain $\text{Dom}(D) \subset H$ with

---

\(^1\) We use Einstein summation convention over repeated indices.

\(^2\) In the following, $\mathcal{B}(H)$ and $\mathcal{K}(H)$ denote the $\text{C}^*$-algebra of bounded operators on a separable Hilbert space $H$ and its ideal ($\text{C}^*$-subalgebra) of compact operators on $H$. 

---
\[ \pi(a) \text{Dom}(D) \subset \text{Dom}(D), \forall a \in \mathbb{A} \text{ and satisfying: } \text{iii) } \forall a \in \mathbb{A}, [D, \pi(a)] \in \mathcal{B}(H), \text{ iv) } \forall a \in \mathbb{A}, \forall \lambda \notin \text{sp}(D), \pi(a)(D - \lambda)^{-1} \in \mathcal{K}(H). \]

The metric information for the underlying noncommutative space can be extracted from \( \mathcal{X}_D \). The definition 1.1 has to be supplemented by additional conditions in order to give rise to natural noncommutative analogs of manifolds. For more details and examples, see e.g [11, 13, 14]. When \( \mathbb{A} \) is unital, note that iv) of definition 1.1 is equivalent to \( (D - \lambda I_A)^{-1} \in \mathcal{K}(H) \) for any \( \lambda \notin \text{spec}(D) \), the spectrum of \( D \).

Let \( \mathcal{S}(\mathbb{A}) \) be the space of states of \( \mathbb{A} \), i.e positive linear map \( \omega : \mathbb{A} \to \mathbb{C} \) with norm 1.

**Definition 1.2** [5, 6] The spectral distance between any two states is given by:

\[
d_D(\omega_1, \omega_2) = \sup_{a \in \mathbb{A}} \{ |\omega_1(a) - \omega_2(a)|; \ell_D(a) \leq 1 \}, \forall \omega_1, \omega_2 \in \mathcal{S}(\mathbb{A}), \tag{1.1}
\]

in which the \( D \)-seminorm on \( \mathbb{A} \), \( \ell_D : a \mapsto \ell_D(a) := ||[D, \pi(a)]|| \), \( \forall a \in \mathbb{A} \), defined by

\[
\ell_D : a \mapsto \ell_D(a) := ||[D, \pi(a)]||, \forall a \in \mathbb{A}, \tag{1.2}
\]

where ||.|| is the operator norm for the representation of \( \mathbb{A} \) in \( \mathcal{B}(H) \).

The definition 1.2 extends to the case where \( \mathbb{A} \) is a pre-C* algebra (such as the algebra underlying the spectral triples considered in this paper) for which the notion of state is meaningfull. Indeed, the restriction on \( \mathbb{A} \) of any state on \( \bar{\mathbb{A}} \), the C* completion of \( \mathbb{A} \), defines on \( \mathbb{A} \) a unique positive linear map with norm 1 while continuity insures that any positive linear map of norm 1 on \( \bar{\mathbb{A}} \) determines a unique state on \( \bar{\mathbb{A}} \).

In the sequel, we will use a simple natural definition for a spectral metric space:

**Definition 1.3** A spectral metric space is a spectral triple \( \mathcal{X}_D = (\mathbb{A}, \pi, H, D) \) in the sense of Definition 1.1 where a): the representation \( \pi \) of \( \mathbb{A} \) in \( \mathcal{B}(H) \) is non degenerate and b): the metric commutant \( \mathbb{A}'_D := \{ a \in \mathbb{A}; [D, \pi(a)] = 0 \} \) is trivial.

This definition is a bit more restrictive than the one used in [7]-[11] which is based on the notion of order-unit spaces. Note that the definition we use here does not require the \( d_D \)-metric topology on \( \mathcal{S}(\mathbb{A}) \) to be of a specific type fixed once in advance and forever. Let us comment this point.

The notion of noncommutative metric space developed in [7]-[11] exploits the initial observation of [5] that equipping a C*-algebra \( \mathbb{A} \) with a metric can be done by choosing a suitable densely defined seminorm \( \ell \) on \( \mathbb{A} \). This latter may be viewed as a generalization of a Lipschitz seminorm. Indeed, for a (commutative) compact metric space \( (X, \rho) \), the metric \( \rho \) can be recovered from the usual Lipschitz seminorm \( \ell_\rho \) on (the commutative unital algebra) \( \mathbb{A} = C(X) \), given for any \( f \in C(X) \) by

\[
\ell_\rho(f) := \sup\{ |f(x) - f(y)| / \rho(x, y); x, y \in X, x \neq y \}, \tag{1.3}
\]

thanks to the following relation

\[
\rho(x, y) = \sup\{ |f(x) - f(y)|; f \in C(X), \ell_\rho(f) \leq 1 \}. \tag{1.4}
\]
This extends to the Kantorovitch distance on the space of probability measures over $X$, given for any $\mu_1, \mu_2 \in \mathcal{S}(C(X))$ by

$$\rho(\mu_1, \mu_2) = \sup\{|\mu_1(f) - \mu_2(f)|; \ f \in C(X), \ \ell_\rho(f) \leq 1\} \quad (1.5)$$

and is known to metrize the weak* topology on $\mathcal{S}(C(X))$. A natural extension to the noncommutative unital case is to determine the properties obeyed by $\ell_D$, the analog of the Lipschitz seminorm, such that the spectral distance $d_D$ induces the weak* topology on $\mathcal{S}(\mathcal{A})$, as carried out by Rieffel in \cite{Rieffel1, Rieffel2, Rieffel3, Rieffel4}. This produced the theory of noncommutative compact metric spaces mentioned above. For unital $\mathcal{A}$, provided conditions a) and b) of Definition 1.3 hold, $d_D$ metrizes the weak* topology on $\mathcal{S}(\mathcal{A})$ if and only if the "Lipschitz ball" $B(\mathcal{X}_D) := \{a \in \mathcal{A}; \ \ell_D(a) \leq 1\}$ is norm pre-compact in $\mathcal{A}/\mathcal{A}_D$. This is the natural condition for a spectral triple to give rise to a compact metric space.

A full generalization to the non unital case is still lacking. It is worth pointing out that having a spectral distance metrizing the weak* topology on the space of states can no longer be a systematic requirement (unless the space is "sufficiently close to the compact case"). Indeed, for commutative locally compact metric space, the Kantorovitch distance does not in general induces the weak* topology on $\mathcal{S}(C_0(X))$. Nevertheless, a partial extension to the non unital case has been done in \cite{Rieffel5, Rieffel6}, adapting to the noncommutative case the fact that each distance in the set of bounded-Lipschitz distances induces the weak* topology on $\mathcal{S}(C_0(X))$ which involves the Kantorovitch distance whenever $X$ is bounded locally compact. It is found \cite{Rieffel5, Rieffel6} that for a non unital (separable) $C^*$-algebra (provided a) and b) of Definition 1.3 still hold), $d_D$ induces the weak* topology on $\mathcal{S}(\mathcal{A})$ if and only if one can find a strictly positive element $h \in \mathcal{A}$ such that $hB(\mathcal{X}_D)h$ is norm pre-compact in $\mathcal{A}$. This is a natural condition for having a noncommutative bounded locally compact metric space. Note that spectral triples fulfilling this condition have been studied recently in \cite{Rieffel5, Rieffel6}. The spectral triples we will consider in this paper do not correspond to compact or bounded locally compact metric spaces but satisfy the conditions of Definition 1.3. They can therefore be viewed as non compact spectral metric spaces.

## 2 Standard and Harmonic Moyal geometries.

### 2.1 The Standard Moyal Spectral Triple

In this subsection, we collect the material related to the Standard Moyal Spectral Triple proposed in \cite{Rieffel5, Rieffel6}. Other useful properties are given in the appendix. Note that it can be viewed as an isospectral deformation of the canonical commutative spectral triple for the Euclidean $\mathbb{R}^2$ plane. For more details, see e.g. \cite{Rieffel5, Rieffel6}.\cite{Rieffel5, Rieffel6}.

Let $\mathcal{S} = \mathcal{S}(\mathbb{R}^2)$ be the space of complex-valued Schwartz functions on $\mathbb{R}^2$ and $\mathcal{S}'(\mathbb{R}^2) = \mathcal{S}'$ its topological dual space. In the following, $fg$ denotes the commutative product of any two functions $f, g \in \mathcal{S}$ ($m$ is the multiplication operator $m(f)g := fg$), $\|\cdot\|_2$ is the $L^2(\mathbb{R}^2)$-norm. Recall that $\mathcal{S} \subset L^2(\mathbb{R}^2)$ densely.

\footnote{These are called (compact) quantum metric spaces by Rieffel.}

\footnote{The set of bounded-Lipschitz distances $(d^*_\ell)_{\ell \in \mathbb{R}^+}$ is defined by $d^*_\ell(\mu_1, \mu_2) := \sup_{f \in C_0(X)}(\|\mu_1(f) - \mu_2(f)\|; \ \ell(f) \leq 1, \ ||f|| \leq \alpha), \ \forall \mu_1, \mu_2 \in \mathcal{S}(\mathcal{A})$. $d^*_\ell$ coincides with the Kantorovitch distance.}

\footnote{$h \in \mathcal{A}$ is strictly positive if it is positive and $hkh$ is norm-dense in $\mathcal{A}$.}
Proposition 2.1 [43, 44] The associative Moyal $\ast$-product is defined for all $f, g$ in $S$ by:

$$
(f \ast g)(x) := \frac{1}{(πθ)^2} \int d^2y \ d^2z \ f(x+y)g(x+z)e^{-i2θ}θ_{μν}x^μ, \ θ_{μν} := θ \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
$$

(2.1)

where $θ \in \mathbb{R}$, $θ > 0$. The complex conjugation is an involution $^\dagger$ for the Moyal product. The integral is a faithful trace: $\int d^2x \ (f \ast g)(x) = \int d^2x \ (g \ast f)(x) = \int d^2x \ f(x)g(x)$. The Leibniz rule holds: $∂_μ(f \ast g) = ∂_μf \ast g + f \ast ∂_μg$, $∀f, g \in S$.

We set $A := (S, \ast)$. The $\ast$-product (2.1) can be extended to spaces larger than $S$, as recalled in the appendix.

In this paper, we focus on metric properties so that it is sufficient to deal with the data defining a spectral triple as in Definition [11]. Recall that more conditions are needed to obtain a noncommutative analog of a non compact Riemann spin geometry. The proposal [22] is based on the existence of a preferred unitalisation of the initial non unital algebra. This permits one in particular to obtain an orientability condition through the construction of a suitable Hochschild cycle. The preferred unitalisation [22] of $A$ is $(\mathcal{B}, \ast)$, a unital Frechet pre-C*- algebra, where $\mathcal{B}$ is the set of smooth bounded functions of $\mathbb{R}^2$ with all derivatives bounded. Note that one has $A \subset \mathcal{B} \subset \mathcal{A}_θ \sim \mathcal{L}(L^2(\mathbb{R}))$ where $\mathcal{B}$ is the C*- completion of $(\mathcal{B}, \ast)$ with respect to the norm $||a|| := \sup\{|a*b||b|; b \in L^2(\mathbb{R}^2)|$ and $\mathcal{A}_θ$ is the unital C*- algebra defined by $\mathcal{A}_θ := \{a \in S'; a*b \in L^2(\mathbb{R}^2), \forall b \in L^2(\mathbb{R}^2)\}$. We will come back to this unitalisation in the remark (2.3) below.

These algebras are related to the maximal unitalisation of $A$, the multiplier algebra of $A$

$$
\mathcal{M} = \{a \in S'; a*b \in S, b*a \in S, \forall b \in S\},
$$

(2.2)

which however cannot be used here because it cannot be represented on the algebra of bounded operators of the Hilbert space of the Moyal triple $\mathcal{H}_0 = L^2(\mathbb{R}^2) \otimes \mathbb{C}^2$. Note that what is (mostly) called Moyal algebra in the physics literature is the multiplier algebra $\mathcal{M}$.

The next proposition [2.2] collects useful formulas that will be needed in the sequel.

Proposition 2.2 We set $[f, g] := f \ast g - g \ast f$ and $\tilde{x}_μ := 2θ^{-1}_μx^μ$. For any $f, g \in \mathcal{M}$, the following relations hold true:

$$
∂_μ(f \ast g) = ∂_μf \ast g + f \ast ∂_μg; \ (f \ast g)^\dagger = g^\dagger \ast f^\dagger; \ ∂_μf = -i\frac{1}{2}[\tilde{x}_μ, f]^\ast,
$$

(2.3)

$$
\tilde{x}_μ \ast f = (\tilde{x}_μ \cdot f) + i\partial_μf; \ {\{\tilde{x}_μ, f\}}^\ast := \tilde{x}_μ \ast f + f \ast \tilde{x}_μ = 2\tilde{x}_μ \cdot f
$$

(2.4)

Proof These relations can be obtained by simple calculations.

Set $∂ := \frac{1}{\sqrt{2}}(∂_1 - i∂_2), \ \bar{∂} := \frac{1}{\sqrt{2}}(∂_1 + i∂_2)$. The standard self-adjoint Dirac operator on $\mathbb{R}^2$ is

$$
D_0 := -iσ^μ∂_μ = -i\sqrt{2} \begin{pmatrix} 0 & \bar{∂} \\ \partial & 0 \end{pmatrix}, \ σ^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \ σ^2 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix},
$$

(2.5)

where the $σ^μ$’s span an irreducible representation of the complex Clifford algebra $\mathcal{C}l_\mathbb{C}(2)$, $σ^μσ^ν + σ^νσ^μ = 2δ^μν$. We set $σ^3 := iσ^1σ^2$ and one can check $σ^1σ^3 = iσ^2, σ^2σ^3 = -iσ^1$. 




\{\sigma^\mu,\sigma^3\} = 0. Let \(\mathcal{H}_0 = L^2(\mathbb{R}^2) \otimes \mathbb{C}^2\) be the Hilbert space of square integrable sections of the trivial spinor bundle \(S = \mathbb{R}^2 \times \mathbb{C}^2\). The corresponding inner product is
\[
\langle \psi, \phi \rangle = \int d^2x (\psi^*_a \phi_1 + \psi_2^* \phi_2) \quad \forall \psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \phi = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix} \in \mathcal{H}_0. \tag{2.6}
\]

The domain of \(D_0\) is \(\text{Dom}(D_0) = D_{L^2} \otimes \mathbb{C}^2\) where \(D_{L^2}\) is the set of smooth functions in \(L^2(\mathbb{R}^2)\) with all their derivatives in \(L^2(\mathbb{R}^2)\).

In the following, \(L(a) \in \mathcal{B}(\mathcal{H}_0)\) is the Left multiplication operator by any element of \(A\), defined by \(L(a)\psi := a \ast \psi, \forall a \in A, \forall \psi \in L^2(\mathbb{R}^2)\). One has \(L(a)^\dagger = L(a^*)\). We denote by \(\pi_0 : A \to \mathcal{B}(\mathcal{H}_0)\), the faithful left regular representation of \(A\) on \(\mathcal{B}(\mathcal{H}_0)\), namely:
\[
\pi_0(a) := L(a) \otimes \mathbb{1}_2, \pi_0(a)\psi = (a \ast \psi_1, a \ast \psi_2), \forall a \in A, \forall \psi = (\psi_1, \psi_2) \in \mathcal{H}_0. \tag{2.7}
\]

Let \(\ell_{D_0}(a) := \|\|D_0, \pi_0(a)\|\|\), \(\forall a \in A\), be the Lipschitz seminorm on \(A\) for \(D_0\) \((2.5)\).

**Proposition 2.3** \(\ell_{D_0}(a) = \sqrt{2} \max(\|L(\partial a)\|, \|L(\bar{\partial} a)\|))\), \(\forall a \in A\).

**Proof** By Leibnitz rule, Proposition \((2.1)\) one infers \([\partial_\mu, L(a)] = L(\partial_\mu a)\) and therefore \([D_0, \pi(a)] = -iL(\partial a) \otimes \sigma^\mu\) for any \(a \in A\). Then, by applying the general property of the operator norm \(\|T\|^2 = \|TT^\dagger\|\) to the operator \(T = [D_0, \pi(a)]\), a direct calculation yields the result. \(\blacksquare\)

**Proposition 2.4** \((22)\) \(X_{D_0} = (A, \pi_0, \mathcal{H}_0 = L^2(\mathbb{R}^2) \otimes \mathbb{C}^2, D_0)\) where \(\pi_0 : A \to \mathcal{B}(\mathcal{H}_0)\) is the left regular representation \((2.7)\) and \(D_0\) is the standard Dirac operator on \(\mathbb{R}^2\) \((2.5)\) is a spectral triple as in Definition \((1.1)\). It is the standard Moyal spectral triple.

The initial proof can be found in \((24)\). To have a self-contained presentation, we give a proof of Proposition \((2.3)\) in the appendix.

In this paper, we will not need to deal with explicit expressions for states. A characterization of the space of pure states taken from Proposition 4 of \((20)\) is given in the appendix. The explicit formula for the spectral distance between pure states related to the eigenfunctions of the harmonic oscillator constructed in \((20)-(21)\) is also given. In \((20)-(21)\), the existence of states at infinite distance has been shown together with the fact that the Lipschitz ball for the Dirac operator is not norm bounded (see e.g section 3.5 of \((21)\)). Therefore, the topology induced by \(d_{D_0}\) on \(\mathcal{S}(A)\) is not the weak* topology. It follows that the Standard Moyal Spectral Triple \(X_{D_0}\) is neither a compact nor a bounded locally compact spectral metric space.

### 2.2 The Harmonic Moyal Spectral Triple

Starting from (a \(\mathbb{R}^{2n}\) version of) the spectral triple \(X_{D_0}\), the corresponding spectral action has been computed in \((22)\). It has been shown to be the simplest generalization of the Yang-Mills action on Moyal space which however is not renormalisable (for \(n \geq 2\)). Keeping in mind the renormalisability proof of a 4-dimensional \(\varphi^4\) scalar theory on Moyal space given in \((28)\) for which the presence of a harmonic oscillator term is essential, another interesting triple has been considered in \((39)\). It has been further investigated in \((40)\) (see also \((41)\), from

---

\(\text{with additional conditions together with a preferred unitalisation described in subsection \((2.1)\).} \)
the viewpoint of spectral dimension and computation of the spectral action. This provides
a nice attempt to understand more deeply the actual noncommutative structures related to
the gauge invariant model derived in [33, 34].

As we are presently interested by metric properties, we consider only the
$K$-cycle part of this spectral triple as given in Definition 1.1, called hereafter the Harmonic Moyal Spectral
Triple. Its salient features is that the related Dirac operator is required to be a “square
root” of the harmonic oscillator Hamiltonian. In the following, we assume $n = 1$. The
extension to any integer value for $n$ is straightforward.

The construction of square roots of operators is somewhat standard in physics. In the
present case, it can be conveniently carried out as follows. Introduce $(\gamma^\mu, \gamma^{\mu+2})_{\mu=1,2}$, hermiti-
ian elements of the matrix algebra $M_4(\mathbb{C})$, assumed to span an irreducible representation
of the complex Clifford algebra $\mathbb{C}l_{\mathbb{C}}(4)$:

$$\{\gamma^\mu, \gamma^\nu\} = 2\delta^{\mu\nu}, \quad \{\gamma^{\mu+2}, \gamma^{\mu+2}\} = 2\delta^{\mu\nu}, \quad \{\gamma^\mu, \gamma^{\mu+2}\} = 0, \quad \mu, \nu \in \{1, 2\}. \quad (2.8)$$

Consider the following family of unbounded self adjoint Dirac operators indexed by a real
parameter chosen in the range $\Omega \in ]0, 1]$ to make contact with the physics literature:

$$D_\Omega := \gamma^\mu (-i\partial_\mu) - \Omega \gamma^{\mu+2} m(\tilde{x}_\mu), \quad (2.9)$$

where $m(\tilde{x}_\mu) a := \tilde{x}_\mu a$ for any $a \in \mathcal{S}$ and the domain $\text{Dom}(D_\Omega)$ is chosen to be a dense
subset of $\mathcal{H} = \mathcal{H}_0 \otimes \mathbb{C}^2 \cong L^2(\mathbb{R}^2) \otimes \mathbb{C}^4$, the Hilbert space of square integrable sections of the
trivial spinor bundle $\mathcal{S} = \mathbb{R}^2 \times \mathbb{C}^4$. We pick $\text{Dom}(D_\Omega) = \mathcal{S} \otimes \mathbb{C}^4$.

Important features for the metric properties are related to the operator $[D_\Omega, \pi(a)]$. Here,
the faithful representation $\pi : \mathcal{A} \to \mathcal{H}$ denotes the extension of the left regular representation
$\pi_0 : \mathcal{A} \to \mathcal{B}(\mathcal{H}_0)$ of Proposition 2.4, namely

$$\pi(a) := L(a) \otimes I_4, \quad \forall a \in \mathcal{A}. \quad (2.10)$$

The Dirac operator $D_\Omega$ satisfies useful algebraic relations, stemming from (2.8) and the
properties of the Moyal product given in Proposition 2.2.

**Proposition 2.5** The following properties hold true:

$$D_\Omega^2 = (-\partial^2 + \Omega^2 \tilde{x}^2)I_4 + i2\Omega \gamma^\mu \gamma^{\mu+2} \Theta_{\nu\mu}^{-1}, \quad (2.11)$$

$$[D_\Omega, \pi(a)] = -iL(\partial_\mu a) \otimes (\gamma^\mu + \Omega \gamma^{\mu+2}), \quad \forall a \in \mathcal{A}. \quad (2.12)$$

**Proof** For (2.11), a direct calculation, using (2.8) leads to the result. To obtain (2.12), a
calculation yields

$$[D_\Omega, \pi(a)] \Psi = -i\gamma^\mu \partial_\mu a * \Psi - \Omega \gamma^{\mu+2} (\tilde{x}_\mu(a* \Psi) - a * (\tilde{x}_\mu \Psi)) \quad (2.13)$$

for any $\Psi$ in $\text{Dom}(D_\Omega)$ and any $a \in \mathcal{A}$. In (2.13), recall that the ordinary multiplication of
functions and the Moyal product $*$ act componentwise on $\Psi$. Then, by combining the second
term of (2.13) to the relation (2.4) and further using the fact that $\partial_\mu$ can be expressed as
an inner derivation through the last relation in (2.4), some algebraic manipulations give rise
to the result (2.12). \[\Box\]
It is now convenient to introduce explicit representations for the $\gamma$ matrices and focus on the corresponding Dirac operators. We therefore set

$$\gamma^\mu := \Gamma^1 \otimes \sigma^\mu, \quad \gamma^{\mu+2} := \sigma^\mu \otimes \Gamma^2, \quad \mu = 1, 2,$$  \hspace*{1cm} (2.14)

where the $\sigma$’s are defined in (2.5) and $\Gamma^1, \Gamma^2$ are hermitian elements of $M_2(\mathbb{C})$. Then, it can be verified that each of the two families of self-adjoint Dirac operators defined by

$$D_1 := (\mathbb{I}_2 \otimes \sigma^\mu)(-i\partial_{\mu}) - \Omega(\sigma^\mu \otimes \sigma^3)m(\tilde{x}_\mu)$$  \hspace*{1cm} (2.15)

$$D_2 := (\sigma^4 \otimes \sigma^\mu)(-i\partial_{\mu}) - \Omega(\sigma^\mu \otimes \mathbb{I}_2)m(\tilde{x}_\mu)$$  \hspace*{1cm} (2.16)

satisfies a relation similar to (2.11). Namely, (2.11) takes the form

$$D_1^2 = D_2^2 = (-\partial^2 + \Omega^2 \tilde{x}^2)\mathbb{I}_4 - \frac{2\Omega}{\theta}(\sigma^\mu \otimes \sigma^\mu),$$  \hspace*{1cm} (2.17)

while (2.12) still holds with $\gamma^\mu = \Gamma^1 \otimes \sigma^\mu, \quad \gamma^{\mu+2} = \sigma^\mu \otimes \Gamma^2, \quad \mu = 1, 2$ which can be read off from (2.15), (2.16).

Let $d_{D_k}, \ k = 1, 2$ denotes the spectral distance for the Dirac operators (2.15), (2.16). In view of eqn. (1.1), the relation (2.12) readily signals the existence of a simple relationship between $d_{D_k}$ and $d_{D_0}$. This can be summarized into the following statement.

**Theorem 2.6** For any $\Omega \in [0, 1]$, the triples $\mathcal{X}(k) := (\mathcal{A}, \pi, \mathcal{H}, D_k), \ k = 1, 2$, where $\pi : \mathcal{A} \to \mathcal{B}(\mathcal{H}), \pi(a) = L(a) \otimes \mathbb{I}_4, \ \forall a \in \mathcal{A}$, is the left regular representation, are spectral triples with corresponding spectral distances $d_{D_k}$ homothetic to $d_{D_0}$, namely

$$d_{D_k}(\omega_1, \omega_2) = (1 + \Omega^2)^{-\frac{1}{2}}d_{D_0}(\omega_1, \omega_2), \ \forall k = 1, 2, \ \forall \omega_1, \omega_2 \in \mathcal{S}(\mathcal{A}).$$  \hspace*{1cm} (2.18)

**Proof** First, it is easy to check that the triples $\mathcal{X}(k), \ k = 1, 2$, fulfill the axioms i) and ii) of Definition 1.1. The arguments are similar to those used in the corresponding part of the proof of Proposition 2.4 given in the appendix.

In order to deal with axiom iii) together with relation (2.18), we make use of the following lemma.

**Lemma 2.7** For any $a \in \mathcal{A}$ and any $k = 1, 2$, the following relation holds true

$$\ell_{D_k}(a) = (1 + \Omega^2)^{\frac{1}{2}}\ell_{D_0}(a).$$  \hspace*{1cm} (2.19)

**Proof** Consider first $k = 1$. The analysis is similar for $k = 2$.

For any $a \in \mathcal{A}$, $\ell_{D_1}(a) = ||[D_1, \pi(a)]|| = || -iL(\partial_{\mu})a \otimes (\mathbb{I}_2 \otimes \sigma^\mu + \Omega \sigma^\mu \otimes \sigma^3)||$. It is convenient to use the explicit matrix expression given by

$$[D_1, \pi(a)] = -i\sqrt{2}
\begin{pmatrix}
0 & L(\partial_{\mu}) & \Omega L(\partial_{\mu}) & 0 \\
L(\partial_{\mu}) & 0 & 0 & -\Omega L(\partial_{\mu}) \\
\Omega L(\partial_{\mu}) & 0 & 0 & L(\partial_{\mu}) \\
0 & -\Omega L(\partial_{\mu}) & L(\partial_{\mu}) & 0
\end{pmatrix}, \forall a \in \mathcal{A}.$$  \hspace*{1cm} (2.20)
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In order to make the notations more compact, we set for a while \( L := L(\partial a) \), \( \bar{L} := L(\bar{\partial} a) \). Then, one obtains

\[
[D_1, \pi(a)]^* [D_1, \pi(a)] = 2 \begin{pmatrix}
(1 + \Omega^2)L^*L & 0 & 0 & 0 \\
0 & \bar{L}^*\bar{L} + \Omega^2\bar{L}^*L & \Omega(\bar{L}^*L - L^*\bar{L}) & 0 \\
0 & \Omega(\bar{L}^*L - L^*\bar{L}) & L^*L + \Omega^2\bar{L}^*\bar{L} & 0 \\
0 & 0 & 0 & (1 + \Omega^2)\bar{L}^*\bar{L}
\end{pmatrix}.
\]

But, one can write

\[
[D_1, \pi(a)]^* [D_1, \pi(a)] = (1 + \Omega^2)\mathfrak{U}^1 \begin{pmatrix}
L^*L & 0 & 0 & 0 \\
0 & \bar{L}^*\bar{L} & 0 & 0 \\
0 & 0 & L^*L & 0 \\
0 & 0 & 0 & \bar{L}^*\bar{L}
\end{pmatrix} \mathfrak{U} \tag{2.22}
\]

with unitary \( \mathfrak{U} \) given by

\[
\mathfrak{U} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & (1 + \Omega^2)^{-\frac{1}{2}} & \Omega(1 + \Omega^2)^{-\frac{1}{2}} & 0 \\
0 & -\Omega(1 + \Omega^2)^{-\frac{1}{2}} & (1 + \Omega^2)^{-\frac{1}{2}} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}. \tag{2.23}
\]

Then, (2.22), (2.23) implies that for any \( a \in \mathcal{A} \), \( \ell_{D_1}(a)^2 = ||[D_1, \pi(a)]||^2 = ||[D_1, \pi(a)]^*[D_1, \pi(a)]|| = (1 + \Omega^2) \max(||L^*L||, ||\bar{L}^*\bar{L}||) = (1 + \Omega^2) \max(||L||^2, ||\bar{L}||^2) = (1 + \Omega^2)\ell_{D_0}^2(a) \). This proves (2.19) and the Lemma.

The above lemma implies immediately that for any \( a \in \mathcal{A} \) and any \( k = 1, 2 \), \([D_k, \pi(a)]\) is a bounded operator on \( \mathcal{H} \) so that the triples \( \mathfrak{X}(k) \) fulfill the axiom iii) while one can write for any states \( \omega_1, \omega_2 \in \mathfrak{S}(\mathcal{A}) \)

\[
d_{D_k}(\omega_1, \omega_2) = \sup \left\{ |\omega_1(a) - \omega_2(a)|; \ a \in \mathcal{A}, \ell_{D_k}(a) \leq 1 \right\} = \sup \left\{ \frac{|\omega_1(a) - \omega_2(a)|}{\ell_{D_k}(a)} ; \ a \in \mathcal{A} \right\} = \sup \left\{ \frac{|\omega_1(a) - \omega_2(a)|}{(1 + \Omega^2)^{\frac{1}{2}}\ell_{D_k}(a)} ; \ a \in \mathcal{A} \right\}, \tag{2.24}
\]

where the last equality stems from (2.19), from which follows (2.18).

Finally, a standard property of the harmonic oscillator is that the spectrum of the corresponding Hamiltonian operator \( H_\hbar := -\partial^2 + \Omega^2 x^2 \) is \( \text{spec} (H_\hbar) = \frac{\Omega}{\pi} (n + 1), n \in \mathbb{N} \) while each eigenvalue has finite multiplicity. This implies that \( (-\partial^2 + \Omega^2 x^2)^{-1} \) is a compact operator on \( L^2(\mathbb{R}^2) \), so that, in view of (2.17), \((D_k^2 + 1)^{-1}, k = 1, 2\), is also a compact operator on \( \mathcal{H} \). This implies that any of the triples \( \mathfrak{X}(k), k = 1, 2 \) fulfills the axiom iv) and is therefore a spectral triple. This terminates the proof of Theorem 2.6.

The Theorem 2.6 has some consequences on properties of \( d_{D_k} \) and on the actual metric topological properties of the noncommutative space modeled by the harmonic spectral triple that we now discuss.
First, the explicit formula obtained in [20, 21] for $X_0$ expressing the distance $d_{D_k}$ between two arbitrary pure states related to the eigenfunctions of the harmonic oscillator extends straightforwardly to the case of $X(k)$, $k = 1, 2$. From Proposition A.2 of the appendix, these pure states are given for any $a \in A$ by $\omega_m(a) = \frac{1}{2\pi\theta}(f_{m0}, L(a)f_{m0})$, $\forall m \in \mathbb{N}$. By combining Proposition A.3 and (2.18), one obtains

$$d_{D_k}(\omega_m, \omega_n) = \sqrt{\frac{\theta}{2(1 + \Omega^2)}} \sum_{p=n+1}^{m} \frac{1}{\sqrt{p}} n < m, \ \forall k = 1, 2. \quad (2.25)$$

A confrontation of $d_{D_0}$ with the notion of quantum distance introduced by Doplicher, Fredenhagen and Roberts (DFR) [21] has been performed in [25]. From Theorem 2.6, it follows that the conclusions of [25] apply to the Harmonic Moyal Spectral Triple. In particular, the larger the energy gap between the eigenstates is (i.e. $m \gg n$ in (2.25)), the closer the spectral distance $d_{D_k}$, $k = 1, 2$ and the DFR distance are. Note that another explicit spectral distance formula among some of the coherent states (i.e. the “quantum points”) for the standard Moyal plane has been derived in [26]. From this latter work, combined with Theorem 2.6, one readily obtains that for the Harmonic Moyal Spectral Triple, the spectral distance $d_{D_k}$, $k = 1, 2$ between two arbitrary coherent states of the harmonic oscillator is proportional to the Euclidean distance.

Next, the Theorem 2.6 implies that $X(k)$, $k = 1, 2$ is not a compact or a bounded locally compact spectral metric space, since (2.18) holds true and $d_{D_0}$ does not metrizes the weak* topology on $\mathcal{S}(A)$ [20, 21]. This stems from the existence of a family of pure states defined by the family of unit vector of $L^2(\mathbb{R}^2)$ given [21] by

$$\psi_s := \frac{1}{\sqrt{2\pi\theta}} \sum_{m \in \mathbb{N}} \left( \frac{1}{\zeta(s)(m+1)^s} \right)^\frac{1}{2} f_{m0}, \ \forall s \in \mathbb{R}, \ s > 1 \quad (2.26)$$

where $\zeta(s)$ is the Riemann zeta function and $(f_{m0})_{m \in \mathbb{N}}$ is a subfamily of the so called matrix base (see e.g. [43, 44]) mentionned in the appendix.

The $d_{D_k}$-metric topological properties can be summarized as:

**Proposition 2.8** For any $k = 1, 2$, the spectral triple $X(k)$ is a spectral metric space with an infinite number of distinct connected components, each component being pathwise connected for the $d_{D_k}$-topology.

**Proof** By combining the proposition 7 of [20] with Theorem 2.6 and (2.18), one obtains that for any $k = 1, 2$

$$d_{D_k}(\psi_{s1}, \psi_{s2}) = +\infty, \ \forall s_1, s_2 \in [1, \frac{5}{4}], \frac{5}{4}, \frac{3}{2}, \frac{5}{4}$$

where the symbol $\psi_s$ denote the vector state generated by $\psi_{s1}$ [220]. Then, for any $s_1$ in the above set, the subset $\mathcal{G}_{\psi_{s1}} \subset \mathcal{G}(A)$ defined by $\mathcal{G}_{\psi_{s1}} := \{\omega \in \mathcal{G}(A), d_{D_k}(\omega, \psi_{s1}) < +\infty\}$ is a closed-open set for the $d_{D_k}$-topology. Indeed, for any element $\eta$ in $\mathcal{B}_\rho(\omega) \subset \mathcal{G}(A)$, the open ball with center $\omega$ and radius $\rho > 0$, and for any $\omega \in \mathcal{G}_{\psi_{s1}}$, one has

$$d_{D_k}(\eta, \psi_{s1}) \leq d_{D_k}(\eta, \omega) + d_{D_k}(\omega, \psi_{s1}) < +\infty, \quad (2.28)$$

so that $\mathcal{G}_{\psi_{s1}}$ is open. Now, for any $\omega$ in the complement of $\mathcal{G}_{\psi_{s1}}$ and any $\eta \in \mathcal{B}_\rho(\omega)$, one has

$$d_{D_k}(\omega, \psi_{s1}) \leq d_{D_k}(\eta, \psi_{s1}) + d_{D_k}(\eta, \omega) \quad (2.29)$$
implying \( d_{D_k}(\eta, \psi_{s_1}) = +\infty \) from which \( \eta \in \mathcal{S}_{\psi_{s_1}} \) so that \( \mathcal{S}_{\psi_{s_1}} \) is also closed. Hence, \( \mathcal{S}_{\psi_{s_1}} \) is a closed-open subset of \( \mathcal{S}(\mathcal{A}) \) which is therefore an union of connected parts while \( \psi_s \notin \mathcal{S}_{\psi_{s_1}}, \forall s \neq s_1 \) and cannot belong to the same connected component.

Pathwise connectedness follows directly from the fact that the map \( \omega_t : t \in [0, 1] \rightarrow \mathcal{S}(\mathcal{A}) \) defined by \( \omega_t := (1-t)\omega_1 + t\omega_2 \), for any \( \omega_1, \omega_2 \in \mathcal{S}_{\psi_{s_1}} \) is \( d_{D_k} \)-continuous, since one has \( d_{D_k}(\omega_{t_1}, \omega_{t_2}) = |t_1 - t_2|d_{D_k}(\omega_1, \omega_2) \) from e.g \([15]\) and \( d_{D_k}(\omega_1, \omega_2) < +\infty \). Hence the result.\( \blacksquare \)

**Remark 2.9** Replacing \( \mathcal{A} \) by a suitable unitalisation in the triples \( \mathfrak{X}(k) \) would not produce compact spectral metric spaces. Indeed, take the preferred unitalisation of \( \mathcal{A}, \mathcal{A}_1 = (\mathcal{B}, *) \) where \( \mathcal{B} \) has been defined in the subsection 2.1. Then, the states \( (2.26) \) are still states of \( \mathcal{A}_1 \), where \( \mathcal{A} \subset \mathcal{A}_1 \) implies \( d_{D_k} \leq d_{\mathcal{A}_1} \) where \( d_{\mathcal{A}_1} \) is the spectral distance for the triple built from \( \mathcal{A}_1 \).

### 3 The Landau Moyal spectral triple

It is interesting to consider another physically motivated triple. It is built from the Dirac operator used in the renormalisable 2-D noncommutative Gross-Neveu action. Its square is related to the class of operators occurring in the action describing the Langmann-Szabo-Zarembo (LSZ) model which both received some attention recently. See for instance \([29, 30, 32]\).

Let us define the following triple

\[
\mathfrak{Y}(\xi) := (\mathcal{A}, \pi_0, \mathcal{H}_0 = L^2(\mathbb{R}^2) \otimes \mathbb{C}^2, D_\xi),
\]

in which the self-adjoint Dirac operator \( D_\xi \) is given by

\[
D_\xi := -i\sigma^\mu \partial_\mu + \xi \sigma^\mu m(\hat{x}_\mu)
\]

where \( \pi_0 \) is still defined by \([27]\) and we take \( \text{Dom}(D_\xi) = S \otimes \mathbb{C}^2 \). For the moment we assume \( \xi \in \mathbb{R} \). Some restrictions will be put on this parameter in a while.

For any \( a \in \mathcal{A} \), we set \( \ell_{D_\xi}(a) := ||[D_\xi, \pi_0(a)]|| \), the Lipschitz semi-norm for \( D_\xi \). It appears that this latter can be simply related to the Lipschitz semi-norm of the standard Dirac operator \( \ell_{D_0} \).

**Proposition 3.1** The following properties hold for any \( \xi \in \mathbb{R} \):

\[
D_\xi^2 = (-\partial^2 + \xi^2\hat{x}^2 - i2\xi \hat{x}_\mu \partial_\mu) \otimes I_2 - \frac{4\xi}{\theta} \sigma^3;
\]

\[
[D_\xi, \pi_0(a)] = (1 - \xi)L(-i\partial_\mu a) \otimes \sigma^\mu, \quad \ell_{D_\xi}(a) = |1 - \xi|\ell_{D_0}(a), \forall a \in \mathcal{A}.
\]

**Proof** The relation \([3.3] \) stems from a direct calculation. The first relation \([3.1] \) can be obtained, as for Proposition 2.3, from a direct computation of \([D_\xi, \pi_0(a)] \) and further using the relation \( \{ \hat{x}_\mu, f \} := \hat{x}_\mu * f + f * \hat{x}_\mu = 2\hat{x}_\mu f, \forall f \in \mathcal{M} \) and the fact that \( \partial_\mu \) can be actually expressed as an inner derivation through the last relation in \([23] \). From this, follows the second relation \([3.3] \).

**Remark 3.2** At this point, two comments are in order:
• i) As expected, the Dirac operator \( D_\xi \) does not square to the harmonic oscillator Hamiltonian. Instead, the first term in (3.3) is simply the Landau Hamiltonian of the physics literature. It describes the motion of a charged particle in the \( \mathbb{R}^2 \)-plane submitted to an external constant magnetic field. It is defined by:

\[
H_L := -\partial^2 + \xi^2 \bar{x}^2 - i2\xi \bar{x}_\mu \partial_\mu = P_\mu^2 \geq 0,
\]

where \( P_\mu \) is the Landau operator defined by \( P_\mu := -i\partial_\mu - B_\mu x^\nu \) in which the skew-symmetric \( \mathbb{R} \)-valued matrix \( B_\mu \) encoding the magnetic field is given by \( B_{\mu\nu} = -2\xi \Theta_{\mu\nu} \).

Setting \( B := B_{1\bar{2}} = \frac{2}{\Theta} \) and assuming \( B > 0 \), one recovers the main situation considered in \( \mathbb{R}^2 \) where in particular the positive operator \((-D^2)\) (in the notations of [32]) is \((-D^2) = H_L\). The spectrum of \( H_L \) is \( \text{spec}(H_L) = \frac{8\xi}{\Theta}(n + \frac{1}{2}) \), \( n \in \mathbb{N} \), related to the energies of the Landau levels, with infinite multiplicity for the eigenvalues. This degeneracy reflects the so-called “magnetic translation” invariance for the system.

• ii) Let \( d_{D_\xi} \) and \( A_{D_\xi} \) denote respectively the spectral distance and the metric commutant for \( D_\xi \). From the first relation (3.4), one observes that \( \xi = 1 \) implies \( A_{D_\xi} = A \) so that the corresponding \( d_{D_\xi} \) cannot give rise to a spectral metric space.

In view of the remark 3.2 we now assume \( \xi > 0 \). We further note that the infinite degeneracy of the spectrum for \( H_L \) implies that the resolvent operator for \( D_\xi \) cannot be compact. This is different from the situation of the subsection 2.2 where the resolvent operator for the \( D_k \)’s are already compact.

We now derive some useful properties of integral kernels related to the Dirac operators considered in this subsection that will be needed to show the compactness property for the resolvent operators. In the following, the inverse operator for \( H_L \) is defined as usual by \( H_L^{-1}(x,y) := \int_0^\infty dt \ e^{-tH_L}(x,y) := \int_0^\infty dt \ K_{H_L^{-1}}(t;x,y) \).

**Proposition 3.3** One has the following properties:

i) For any \( a \in \mathcal{A} \) and \( \mu^2 \in \mathbb{R}^+ \), the integral kernel of the operator \( L(a)(H_L + \mu^2)^{-1} \), \( K_{L(a)(H_L + \mu^2)^{-1}} \), is given by

\[
K_{L(a)(H_L + \mu^2)^{-1}}(x,y) = \frac{e^{2x_\Theta^{-1}}}{(\pi \Theta)^2} \int d^2u \ d^2v \ a(u) \Phi(v) e^{i2x_\Theta^{-1}(v-u)} e^{i2y_\Theta^{-1}(u-x)} e^{-i2a_\Theta^{-1}v}. \tag{3.6}
\]

\[\Phi(v) = \int_0^\infty dt \ \frac{e^{-t\mu^2}}{4\pi \sinh t} e^{-\xi_\Theta^{-1}|v|^2 \ coth t}. \tag{3.7}\]

ii) For any \( a \in \mathcal{A} \) and any \( \xi > 0 \), \( \xi \neq 1 \), \( L(a)(H_L + \mu^2)^{-1} \) is a Hilbert-Schmidt operator on \( L^2(\mathbb{R}^2) \).

**Proof** First, one can write \( (H_L + \mu^2)^{-1} = \int_0^\infty dt \ e^{-t\mu^2} e^{-tH_L} = \int_0^\infty dt \ e^{-t\mu^2} K_{H_L^{-1}}(t;x,y) \). The determination of the integral kernel \( K_{H_L^{-1}}(x,y) \) can be obtained by a long but straightforward calculation by looking for a heat kernel solution of \( \frac{dK}{dt} + H_L K = 0 \) of the form \( a(t) e^{b(t)\xi|x-y|^2} e^{c(t)x_\Theta^{-1}y} \), with \( a(t), b(t), c(t) \) functions of \( t \). It is given by

\[
K_{H_L^{-1}}(x,y) = \int_0^\infty dt \ \frac{1}{4\pi \sinh t} e^{2\xi_\Theta^{-1}y} e^{-\xi_\Theta^{-1}|x-y|^2 \ coth t}. \tag{3.8}
\]
Then, by combining (3.8) with $K_L(a)$ (A.7), one obtains (3.6), (3.7) which hold for any $a \in A$. This shows i).

To prove the property ii), one has to show that $I := \int_{\mathbb{R}^2} dx dy |K_L(a)(H_L + \mu^2)^{-1}(x, y)|^2$ is finite. By using (3.6), one obtains easily

$$
I = \frac{1}{(\pi \theta)^2} \int d^2 x d^2 y d^2 u_1 d^2 u_2 d^2 v_1 d^2 v_2 a^* (u_1) a(u_2) \Phi^*(v_1) \Phi(v_2) e^{i2u_1 \Theta^{-1} v_1 e^{-i2u_2 \Theta^{-1} v_2}}
$$

$$
\times e^{-i2\theta^{-1}(v_1 - v_2 - u_1 - u_2)} e^{-i4\theta^{-1}(u_1 - u_2 - \xi(v_1 - v_2))}
$$

$$
= \frac{1}{\pi^2 \theta^2} \int d^2 y d^2 u_2 d^2 v_1 d^2 v_2 a^*(u_2 + v_1 - v_2) a(u_2) \Phi^*(v_1) \Phi(v_2) e^{i2(u_2 - v_2) \Theta^{-1} v_1 e^{-i2u_2 \Theta^{-1} v_2}}
$$

$$
\times e^{-i4(1-\xi) y \theta^{-1}(v_1 - v_2)}
$$

(3.12)

where the second equality is obtained upon integrating over $x$ and $u_1$ and we used the relation $\int \frac{d^2 x}{(2\pi)^2} e^{i2\alpha x \Theta^{-1} x} = \frac{d^2 \alpha}{4\alpha^2} \delta^2 (z)$, $\forall \alpha \in \mathbb{R}$, $\alpha \neq 0$. When $\xi = 1$, the last factor in the second equality equals to 1 so that one obtains $I = +\infty$ and the operator $L(a)(H_L + \mu^2)^{-1}$ is not Hilbert-Schmidt on $L^2(\mathbb{R}^2)$.

When $\xi \neq 1$, by further combining the delta function occurring from the integration over $y$ and the exponential factors appearing in (3.12), one can express $I$ as

$$
I = C \int d^2 y d^2 v |a(u)|^2 |\Phi(v)|^2 = C ||a||_2^2 \int d^2 v |\Phi(v)|^2
$$

(3.13)

where $C = \frac{1}{4(1-\xi)^2}$. Now, by setting in (3.7) $u = \xi \theta^{-1} |v|^2 (\coth t - 1)$, one can rewrite $\Phi(v)$ as

$$
\Phi(v) = \frac{1}{4\pi} \int_0^\infty dt e^{-\xi \theta^{-1} |v|^2} e^{-t} \left( \frac{t}{(t + 2\xi \theta^{-1} |v|^2)} \right)^{1/2} \left( \frac{t}{(t + 2\xi \theta^{-1} |v|^2)} \right)^{1/2}
$$

(3.14)

from which one infers that

$$
\Phi(v) \leq \frac{1}{4\pi} \int_0^\infty dt e^{-\xi \theta^{-1} |v|^2} \frac{e^{-t}}{(t + 2\xi \theta^{-1} |v|^2)^{1/2}}.
$$

(3.15)

The RHS of (3.15) can be exactly related to a modified Bessel function of second kind. This can be easily seen from the integral formula $K_0(x^2) = \left( \frac{\pi}{2x} \right)^{1/2} \int_0^\infty dt e^{-t} \left( t(1 + \frac{1}{2x}) \right)^{-1/2}$ which holds true whenever $|\text{arg}(x)| < \pi$, $x > 0$. Therefore, (3.15) translates into

$$
\Phi(v) \leq \frac{1}{4\pi} K_0(\xi \theta^{-1} |v|^2),
$$

(3.16)

which, combined with $\int_0^\infty dx K_0(x^2) = \frac{\pi^2}{4}$ yields

$$
\int d^2 v |\Phi(v)|^2 \leq \frac{\pi \theta}{48 \xi}.
$$

(3.17)

Then, combining (3.17) and (3.13), one obtains

$$
I \leq C ||a||^2_2 < +\infty,
$$

(3.18)
with \( \tilde{C} = \frac{\pi}{\text{ln}(1-\xi)} \). This shows that \( L(a)(H_L + \mu^2)^{-1} \) is a Hilbert-Schmidt operator on \( L^2(\mathbb{R}^2) \) for any \( a \in \mathcal{A} \), provided \( \xi \neq 1 \). This terminates the proof.

The property ii) of Proposition 3.3 implies:

**Corollary 3.4** For any \( a \in \mathcal{A}, \xi > 0, \xi \neq 1, \mu \in \mathbb{R}^* \), \( L(a)(H_L + \mu^2)^{-1} \) is a compact operator on \( L^2(\mathbb{R}^2) \).

**Remark 3.5** A few comments are now in order:

- i) For \( \xi = 1 \), one has \( B = \frac{2}{\tilde{\theta}} = \frac{1}{\theta_{LSZ}} \) (\( \theta_{LSZ} \) is the deformation parameter in the convention of \[32\]). Therefore, the value \( \xi = 1 \) corresponds to the peculiar value for the magnetic field at which the LSZ model is exactly solvable [32]. However, the related noncommutative space modeled by \( \mathcal{Y}(1) \) is not a spectral metric space, in view of the point ii) of the remark 3.2.

- ii) Assume now that \( \xi \neq 1 \). By observing directly the actual structure of eqns. (3.6), (3.7), (3.8) and the steps in the computation leading to the estimate of \( I \), it can be easily realized that the fact that the operator \( L(a)(H_L + \mu^2)^{-1} \) is Hilbert-Schmidt comes essentially from the occurrence of the left multiplication operator \( L(a) \). Qualitatively speaking, this simply reflects the strong smoothing properties of the Moyal product. As it is almost apparent from (3.8), the operator \( (H_L + \mu^2)^{-1} \) is obviously not Hilbert-Schmidt which on a more physics inspired viewpoint, reflects the infinite degeneracy of the eigenvalues of the Landau Hamiltonian operator on \( \mathbb{R}^2 \).

Notice that a somehow similar smoothing property of the left multiplication operator \( L(a) \) has been exploited in [39], [40] where in particular the interesting dimension drop from (the KO-dimension) \( 2d \) to (the spectral dimension) \( d \) in the corresponding harmonic spectral triples stems from the fact that \( |D_\Omega|^{-2d} \) and \( L(a)|D_\Omega|^{-d} \) are both trace class operators.

Thanks to Proposition 3.3, Corollary 3.4, it can be easily realized that the following property is satisfied.

**Proposition 3.6** For any \( \xi > 0, \xi \neq 1 \), the triples \( \mathcal{Y}(\xi) := (\mathcal{A}, \pi_0, H_0, D_\xi) \), where \( \pi_0 : \mathcal{A} \to \mathcal{B}(H_0) \) is the left regular representation given by (2.7), are spectral triples with spectral distances \( d_D \xi \) homothetic to \( d_D_0 \), namely

\[
d_D(\omega_1, \omega_2) = |1 - \xi|^{-1}d_D_0(\omega_1, \omega_2), \quad \forall \omega_1, \omega_2 \in \mathbb{S}(\mathcal{A}).
\]

Each \( \mathcal{Y}(\xi) \) describes a spectral metric space with infinite number of distinct connected components, each component being pathwise connected for the \( \mathcal{D}_\xi \)-topology.

**Proof** It is straightforward to check that axioms i) and ii) of Definition 1.1 while axiom iii) is fulfilled thanks to the property (3.4). For any \( a \in \mathcal{A} \), \( \pi_0(a) \) has a diagonal action on \( H_0 \) since one has \( \pi_0(a) = L(a) \otimes 1_2 \). Besides, one can write

\[
D_\xi^2 = \begin{pmatrix} H_L - \frac{4\xi}{\tilde{\theta}} & 0 \\ 0 & H_L + \frac{4\xi}{\tilde{\theta}} \end{pmatrix}.
\]

(3.20)
Let $\mu$ be a non zero real parameter. The Corollary \ref{cor_3.4} implies that the diagonal operator $\pi_0(a)(D^2_\xi + \lambda^2)^{-1}$ is a compact operator on $\mathcal{H}_0$ so that the axiom iv) of Definition \ref{def_1.1} is verified. Hence for any $\xi > 0, \xi \neq 1$, $\mathcal{G}(\xi)$ is a spectral triple. The relation \ref{eq_3.19} is a direct consequence of the second relation \ref{eq_3.4}.

The last part of the proposition can be shown in a way completely similar to the one used for the proposition \ref{prop_2.8} which can be adapted to the present proposition. This terminates the proof. 

\begin{remark}
\label{rem_3.7}
The Proposition \ref{prop_3.6} shows that \ref{eq_2.25} extends straightforwardly to:
\begin{equation}
\theta_{d\xi}(\omega_m, \omega_n) = \sqrt{\frac{\theta}{2(1-\xi)}} \sum_{p=n+1}^{m} \frac{1}{\sqrt{p}}, \quad n < m.
\end{equation}
and the conclusions obtained in \cite{25, 26} apply to $\mathcal{G}(\xi)$ as seen before for $\mathcal{X}(k), \ k = 1, 2$. ♦
\end{remark}

Consider the unital algebra $\mathcal{M}_* := (\mathcal{M}, \ast)$. At a purely algebraic level, we note that $\mathcal{D}_\xi$ can be related to a connection on $\mathcal{M}_*$ viewed as a module on itself. Indeed, as shown in \cite{36, 37}, the map $\nabla_X : \mathcal{M}_* \to \mathcal{M}_*, X = (\partial_\mu), \mu = 1, 2$ given by
\begin{equation}
\nabla_{\partial_\mu}(a) := \nabla_\mu(a) = \partial_\mu a - iA_\mu \ast a, \ \forall a \in \mathcal{M}_*
\end{equation}
where $A_\mu \in \mathcal{M}_*, A_\mu^* = A_\mu$ defines a hermitian connection with hermitian structure
\begin{equation}
h : \mathcal{M}_* \times \mathcal{M}_* \to \mathcal{M}_*, \ h(m_1, m_2) = m_1^* \ast m_2, \forall m_1, m_2 \in \mathcal{M}_*.
\end{equation}
The unitary gauge group $\mathcal{U}(\mathcal{M}_*)$ acts on the connections as $\nabla_X^g = g^1 \circ \nabla_X \circ g$ and yields
\begin{equation}
A^g_\mu := g^1 \ast A_\mu \ast g + g^1 \ast \partial_\mu g, \ \forall g \in \mathcal{U}(\mathcal{M}).
\end{equation}
Whenever $A_\mu = -\frac{1}{4}\tilde{\varphi}_\mu := A_{\mu}^{inv}$, the map \ref{eq_3.22} defines a gauge invariant connection \cite{36, 37}:
\begin{equation}
\nabla_{\mu}^{inv}(a) := \partial_\mu a + \frac{i}{2} \tilde{\varphi}_\mu \ast a = \frac{i}{2} a \ast \tilde{\varphi}_\mu, \ \forall a \in \mathcal{M}_*.
\end{equation}
where gauge invariance $(\nabla_X^{inv})^g = g^1 \circ \nabla_X^{inv} \circ g = \nabla_X^{inv}$ follows from the second equality in the equation \ref{eq_3.25}.

Define now $\nabla_\mu^\lambda$ as $\nabla_\mu^\lambda(a) := \partial_\mu a + i\lambda \tilde{\varphi}_\mu \ast a, \ \forall a \in \mathcal{M}_*$, with $A_\mu^\lambda := -\lambda \tilde{\varphi}_\mu$ with $\lambda \in \mathbb{R}$ and $\nabla_\mu^{\lambda} := -i\sigma^\mu \nabla_\mu^\lambda$. By using Proposition \ref{prop_2.2} one obtains
\begin{equation}
\mathcal{D}_\xi = -i(1 + \xi)\sigma^\mu \nabla_\mu^{\xi_\mu} = (1 + \xi)\nabla^{\xi_\mu},
\end{equation}
which exhibits a relationship between the Dirac operator $\mathcal{D}_\xi$ and the "covariant Dirac operator" $\nabla^{\xi_\mu}$ built from the connection $\nabla^{\lambda}_\mu$. From \ref{eq_3.19}, \ref{eq_3.26} and \ref{eq_3.4}, one obtains
\begin{equation}
||\nabla^{\xi_\mu}, \pi_0(a)||_\xi = \frac{1}{1+\xi}||\mathcal{D}_\xi, \pi_0(a)||_\xi = \frac{|1-\xi|}{1+\xi}||\mathcal{D}_0, \pi_0(a)||_\xi, \ \forall a \in \mathcal{A}.
\end{equation}
From \ref{eq_3.26} and \ref{eq_3.27}, it follows that, in some sense, determining the spectral distance for the spectral triples $\mathcal{G}(\xi)$ amounts to determine the spectral distance for the standard Dirac
operator $D_0$ “perturbed” by a connection defined by $\tilde{A}_\mu^\xi = -\frac{\xi}{2} \tilde{x}_\mu$. The resulting spectral metric spaces are homothetic thanks to the simple relation (3.19) (or (3.27)). Whenever $\xi = 1$, $\tilde{A}_\mu^1 = -\frac{1}{2} \tilde{x}_\mu$ and the resulting connection is the gauge invariant connection. In particular, (3.26) becomes $D_{\xi=1} = 2\nabla^{\text{inv}}$ which however does not give rise to a spectral metric space since the spectral distance between each pair of states in $\mathcal{S}(\mathcal{A})$ is infinite.

It is easy to observe that a simple twist as in (3.28) of $D_k$, $k = 1, 2$, (2.15), (2.16), gives rise to Dirac operators involving two copies of (3.2). Focusing on $D_1$, we quote directly the corresponding metric property:

**Proposition 3.8** For any $\xi > 0$, $\xi \neq 1$, the triples $(\mathcal{A}, \pi, \mathcal{H} = L^2(\mathbb{R}^2) \otimes \mathbb{C}^4, \tilde{D}_\xi)$, where $\pi : \mathcal{A} \to B(\mathcal{H})$ is the left regular representation (2.10) and the self-adjoint Dirac operator $\tilde{D}_\xi$, with $\text{Dom}(\tilde{D}_\xi) = \mathcal{S} \otimes \mathbb{C}^4$ is given by

$$\tilde{D}_\xi := (\mathbb{1}_2 \otimes \sigma^\mu)(-i\partial_\mu - \xi(\sigma^3 \otimes \sigma^\mu)m(\tilde{x}_\mu))$$

are spectral metric spaces having infinite number of distinct connected components, each pathwise connected, with corresponding spectral distances satisfying

$$d_{\tilde{D}_\xi}(\omega_1, \omega_2) = \frac{1}{1 + \xi} d_{D_0}(\omega_1, \omega_2), \forall \omega_1, \omega_2 \in \mathcal{S}(\mathcal{A}).$$

**Proof** Checking that axioms i) and ii) of definition 1.1 are satisfied is similar to what has been done for the spectral triples $(X(k))_{k=1,2}$. Next, one can write

$$\tilde{D}_\xi = \begin{pmatrix}
-i\sigma^\mu(\partial_\mu - \xi m(\tilde{x}_\mu)) & 0 \\
0 & -i\sigma^\mu(\partial_\mu + \xi m(\tilde{x}_\mu))
\end{pmatrix} = \begin{pmatrix}
D_{-\xi} & 0 \\
0 & D_\xi
\end{pmatrix}$$

which has therefore diagonal action on $\mathcal{H} = \mathcal{H}_0 \otimes \mathbb{C}^2$. It follows that

$$[\tilde{D}_\xi, \pi(a)] = \begin{pmatrix}
(1 - \xi)[D_0, \pi_0(a)] & 0 \\
(1 + \xi)[D_0, \pi_0(a)] & 0
\end{pmatrix}, \forall a \in \mathcal{A}.\quad (3.31)$$

Therefore, one has for any $a \in \mathcal{A}$

$$\ell_{\tilde{D}_\xi} = ||[\tilde{D}_\xi, \pi(a)]|| = \max(|1 - \xi||[D_0, \pi_0(a)]||, |1 + \xi||[D_0, \pi_0(a)]||) = (1 + \xi)\ell_{D_0}(a).\quad (3.32)$$

Hence, $[\tilde{D}_\xi, \pi(a)]$ is a bounded operator on $\mathcal{H}$ so that axiom iii) of Definition 1.1 is satisfied while (3.29) stems again from the definition of the spectral distance combined with (3.32).

Finally, to check the compactness axiom iv) on the resolvent operator of $\tilde{D}_\xi$, use for instance the fact that

$$\tilde{D}_\xi^2 = \begin{pmatrix}
D_{-\xi}^2 & 0 \\
0 & D_\xi^2
\end{pmatrix}$$

together with Proposition 3.3. It implies that $\pi(a)(\tilde{D}_\xi^2 + \mu^2)^{-1} \in \mathcal{K}(\mathcal{H})$ so that the axiom iv) is satisfied. Finally, the existence of an infinite number of distinct pathwise connected components can be shown as for the Proposition 2.8.

A similar discussion holds for $D_2$. 
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Remark 3.9 We close this section by noting that Proposition 3.3 (and Corollary 3.4) can be extended to any \( \xi \in \mathbb{R}, \xi \neq 1 \). In this case, the expression for (3.6) is unchanged except \( \Phi(v) \) given by

\[
\Psi(v) = \int_0^\infty dt \frac{e^{-bt^2}}{4\pi \sinh t} e^{-|\xi|^2|v|^2 \coth t}.
\]

Accordingly, \( \int d^2v |\Psi(v)|^2 \leq \frac{\pi^2}{16b^2} \). Then, it follows that for any \( a \in \mathcal{A}, \xi \in \mathbb{R}, \xi \neq 1, L(a)(H_L + \mu^2) \) is Hilbert-Schmidt, hence compact on \( L^2(\mathbb{R}^2) \). This implies that Proposition 3.8 given above, together with Proposition 3.6 are still valid for any \( \xi \in \mathbb{R}, \xi \neq 1 \). ♦

4 Discussion

We now briefly discuss and comment the results.

Observe that (2.12) can be recast into the form \([D_0, \pi(a)] = -iL(\partial_\mu a) \otimes \Gamma^\mu_{D_0} \) for any \( a \in \mathcal{A} \) where \( \Gamma^\mu_{D_0} := \gamma^\mu + \Gamma^\mu \) \( \gamma^\mu \), \( \mu = 1, 2 \). Thanks to (2.8), the hermitian matrices \( \Gamma^\mu_{D_0} \) satisfy the Clifford relation

\[
\{ \Gamma^\mu_{D_0}, \Gamma^\nu_{D_0} \} = 2\delta^\mu\nu (1 + \Omega^2)\mathbb{I}_4 := 2(G^{-1}_{D_0})^\mu\nu \mathbb{I}_4 \tag{4.1}
\]

which defines an effective Clifford metric \( G_{D_0} \) for \( D_0 \) through the rightmost side. A similar definition applies obviously for the Dirac operators \( D_0 \) and \( D_\xi \) in view of the equation (3.4) and \([D_0, \pi_0(a)] = -iL(\partial_\mu a) \otimes \sigma^\mu \). Keeping the above observation in mind, we summarize the results of this paper by the following theorem:

**Theorem 4.1** The triples \((\mathcal{A}, \pi_0, H_0, D_0)\) defined in proposition 2.3 \((\mathcal{A}, \pi, H, D_k), k = 1, 2, \) defined in Theorem 2.6 and \((\mathcal{A}, \pi_0, H_0, D_\xi)\) defined in proposition 3.6 (and remark 3.9) are homothetic spectral metric spaces, each having an infinite number of distinct components pathwise connected for the respective spectral distance. The homothety relations are given by

\[
d_{D_k}(\omega_1, \omega_2) = (\det G_{D_k})^\frac{1}{4} d_{D_0}(\omega_1, \omega_2), \forall k = 1, 2, \forall \omega_1, \omega_2 \in \mathfrak{S}(\mathcal{A}), \tag{4.2}
\]

\[
d_{D_\xi}(\omega_1, \omega_2) = (\det G_{D_\xi})^\frac{1}{4} d_{D_0}(\omega_1, \omega_2), \forall \omega_1, \omega_2 \in \mathfrak{S}(\mathcal{A}), \tag{4.3}
\]

where the effective Clifford metrics \( G_{D_k} \) and \( G_{D_\xi} \) are defined as in (4.1).

**Proof** This follows from Proposition 2.3, Theorem 2.6 and Proposition 3.6. ■

It can be realized that the homothetic relations linking the spectral metric spaces occur thanks to the fact that the spatial derivatives can be expressed as inner derivatives (recall \( \partial_\mu f = -\frac{1}{2}[\Gamma_\mu, f]_+ \)). This can be combined with the \( x \)-dependant term of each of the Dirac operators for the Harmonic and Landau case. As a result, one obtains \([D, \pi(a)] = \Gamma^\mu \pi(\partial_\mu a) \), where in each case the set of hermitian matrices \( \Gamma^\mu \) spans a representation of a Clifford algebra.

As a remark from a more physics inspired viewpoint, we note that the parameters \( \Omega \) and \( \xi \) in (2.9) and (3.2) should also appear in classical actions linked in some way with the corresponding spectral triples. These actions can be obtained basically in two ways: either from some algebraic construction, such as (most of) the one considered in [27], [38],
or from a computation of the spectral action stemming from the associated spectral triple (supplemented by suitable additional conditions). In any case, it is natural to interpret these actions as field theories built on noncommutative space described by the corresponding spectral triple, whose metric properties are ruled by the spectral distance. Whenever the action is renormalisable, if these parameters are renormalised, then the spectral distance is affected by the corresponding renormalisation effects, in view of the homothety relations (4.2), (4.3). In some sense, metric properties of the noncommutative space would closely fit with the renormalisation of the field theory built on it. For instance, the parameter $\Omega$ has a renormalisation flow going to $1^{-}$ in the UV region within the renormalisable noncommutative $\varphi^4$ harmonic model [27, 28], so that from (4.2) the spectral distance $d_{D_k}$ experienced by two states decreases when moving toward the UV region. A somewhat similar comment would apply for $d_{D_\xi}$ viewed as the distance function on the noncommutative space underlying LSZ type models. Notice that $d_{D_\xi} \to \infty$ when $\xi \to 1^{-}$ so that, in that picture, (well defined) metric structure would show up only when $\xi$ renormalises away from 1, (presumably) away from the UV regime.
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A The Standard Moyal Spectral Metric Space

In this appendix, we collect additional details relative to subsection 2.1. Let $\mathcal{A} := (\mathcal{S}, \star)$ denotes the non-unital involutive algebra built from $\mathcal{S}$ equipped with the Moyal product [4].

Proposition A.1 [22, 4] $\mathcal{A}$ is a non unital Fréchet pre-C$^*$ algebra equipped with usual seminorms $\rho_{\alpha,\beta}(a) = \sup_{x \in \mathbb{R}^2} |x_1^{\alpha_1} x_2^{\alpha_2} \partial_1^{\beta_1} \partial_2^{\beta_2} a|$, $\forall a \in \mathcal{A}$.

The $\star$-product (2.1) can be extended to spaces larger than $\mathcal{S}$. It is convenient to introduce the family of Wigner transition eigenfunctions of the harmonic oscillator $\{f_{mn}\}_{m,n \in \mathbb{N}} \subset \mathcal{S}$ (see for instance [43, 44]), the so-called matrix base. This latter can be used to define a Frechet algebra isomorphism between $\mathcal{A}$ and the Frechet algebra of rapid decay matrices $(a_{mn})_{m,n \in \mathbb{N}}$ equipped with family of seminorms given by

$$\rho_k^2(a) = \sum_{m,n \in \mathbb{N}} \theta^{2k} (m + \frac{1}{2})^k (n + \frac{1}{2})^k |a_{mn}|^2, \; k \in \mathbb{N}. \quad (A.1)$$

It is given by

$$a_{mn} \to \sum_{m,n} a_{mn} f_{mn} \in \mathcal{S}, \quad (A.2)$$

with inverse

$$a \in \mathcal{S} \to a_{mn} = \frac{1}{2\pi \theta} \int d^2 x (a \star f_{mn})(x) = \frac{1}{2\pi \theta} \int d^2 x f_{mn}^*(x)a(x). \quad (A.3)$$
Then, the extension of the \(*\)-product to various subspaces of \(S'\) can be achieved by considering the family of spaces \(\{\mathcal{G}_{s,t}\}_{s,t \in \mathbb{R}}\) defined as

\[
\mathcal{G}_{s,t} := \{ a = \sum_{m,n \in \mathbb{N}} a_{mn} f_{mn} \in S'; ||a||_{s,t}^2 = \sum_{m,n} \theta^{s+t} (m + \frac{1}{2})^s (n + \frac{1}{2})^t |a_{mn}|^2 < \infty \}, \quad (A.4)
\]

obtained by completion of the Schwarz algebra with respect to the norm \(||.||_{s,t}\) given in (A.4). For any \(a = \sum_{m,n} a_{mn} f_{mn} \in \mathcal{G}_{s,t}\) and any \(b \in \mathcal{G}_{q,r}\), \(b = \sum_{m,n} b_{mn} f_{mn}\), with \(t + q \geq 0\), the sequences \(c_{mn} = \sum_{p} a_{mp} b_{pm}, \forall m,n \in \mathbb{N}\) define the functions \(c = \sum_{m,n} c_{mn} f_{mn} \in \mathcal{G}_{s,t+r}\), as \(||a \ast b||_{s,t} \leq ||a||_{s,t} ||b||_{q,r}, t + q \geq 0\) and \(||a||_{u,v} \leq ||a||_{s,t}\) if \(u \leq s\) and \(v \leq t\). For more details, see e.g. [19, 20]. In particular, \(\mathcal{G}_{0,0} = L^2(\mathbb{R}^2)\) and the dense and continuous inclusion \(S \subset \mathcal{G}_{s,t} \subset S'\) holds true for any \(s, t \in \mathbb{R}\).

Let \(\bar{A}\) be the C*-completion of \(A\). The subspace of pure states has been characterized e.g in [20], Proposition 4, given below:

**Proposition A.2** The pure states of \(\bar{A}\) are the vector states \(\omega_\psi : \bar{A} \to \mathbb{C}\) defined by any unit vector \(\psi \in L^2(\mathbb{R}^2)\).

An explicit formula for the spectral distance between pure states related to the eigenfunctions of the harmonic oscillator has been constructed and studied in [20, 21]. For any \(m \in \mathbb{N}\), we denote by \(\omega_m\) the corresponding pure states which are generated by the unit vector \(\frac{1}{\sqrt{m!}} \psi_m \in L^2(\mathbb{R}^2)\). Let \(d_{D_0}\) be the spectral distance in the notation of the present paper. One has the following spectral distance formula:

**Proposition A.3** [20, 21] The spectral distance between any two pure states \(\omega_m\) and \(\omega_n\) is

\[
d_{D_0}(\omega_m, \omega_n) = \sqrt{\frac{T}{2}} \sum_{k=n+1}^{m} \frac{1}{\sqrt{k}}, \quad \forall m,n \in \mathbb{N}, \quad n < m.
\]

**PROOF** The details of the proof can be found in e.g [20] (see Theorem 1).

**Proposition A.4** [22] \(\mathcal{K}_{D_0} = (A, \pi_0, \mathcal{H}_0 = L^2(\mathbb{R}^2) \otimes \mathbb{C}_2, D_0)\) where \(\pi_0 : A \to B(\mathcal{H}_0)\) is the left regular representation \([27]\) and \(D_0\) is the standard Dirac operator on \(\mathbb{R}^2\) given in \([20]\) is a non unital spectral triple as in Definition \([1]\).

**PROOF** The axioms i) and ii) of Definition \([1]\) are satisfied by construction, owing to the properties of the Moyal product, \(A\) and \(D_0\) and the density of \(S\) in \(L^2(\mathbb{R}^2)\) from which follows the density of \(\text{Dom}(D_0)\) in \(\mathcal{H}_0\).

Furthermore, the following estimate holds true: \(||a \ast b||_2 \leq \frac{1}{\sqrt{2\pi}} ||a||_2 ||b||_2\), \(\forall a,b \in L^2(\mathbb{R}^2)\).

This can be straightforwardly obtained by expanding \(a\) and \(b\) in the matrix basis \(\{f_{mn}\}_{m,n \in \mathbb{N}}\) used as an orthonormal basis of \(L^2(\mathbb{R}^2)\). [19, 20], and making use of the Cauchy-Schwarz inequality so that one readily obtains that \(L(a)\) is a bounded operator and therefore \(\pi_0(a) \in B(\mathcal{H}_0)\) with \(\pi_0\) given in \([27]\). Then, Proposition \([23]\) implies \([D_0, \pi_0(a)] \in B(\mathcal{H}_0)\) for any \(a \in A\). Hence, the axiom iii) is satisfied.

To prove that iv) is satisfied, we make use of a textbook property (see e.g [3]) that for any self adjoint operator \(D, \pi(a) \frac{1}{\sqrt{-D}} \in \mathcal{K}(\mathcal{H})\), for any \(\lambda \notin \text{sp}D \iff \pi(a) \frac{1}{\sqrt{-D}} \in \mathcal{K}(\mathcal{H})\). Here, \(\pi\) is assumed to be a \(*\)-representation on some involutive algebra on the bounded operator of some Hilbert space \(\mathcal{H}\). This applies to \(\mathcal{K}_{D_0}\) given in Proposition \([24]\) so that one has to
prove that for any $a \in \mathcal{A}$, $\pi_0(a)\frac{1}{D_0 + 1} \in \mathcal{K}(\mathcal{H}_0)$, with $D_0$ given in (2.5) and $\pi_0$ defined in (2.7). Then, by simply using $D_0^2 = -\partial^a_0 \partial^\mu_0 \otimes I_2 := -\partial^2 \otimes I_2$ and (2.7), one can write

$$\pi_0(a)\frac{1}{D_0^2 + 1} = L(a)\frac{1}{-\partial^2 + 1} \otimes I_2,$$

which therefore acts diagonally on $\mathcal{H}_0 = L^2(\mathbb{R}^2) \otimes \mathbb{C}^2$, so that it is sufficient to show that $L(a)\frac{1}{-\partial^2 + 1}$ for any $a \in \mathcal{A}$ is a compact operator on $L^2(\mathbb{R}^2)$. For that purpose, it is very convenient in the present situation to consider the corresponding integral kernel $K_{L(a)(-\partial^2 + 1)^{-1}}(x, y)$. Using the expression of the Moyal product given in Proposition 2.1, one easily obtains the integral kernel for the bounded operator $L(a)$ given by

$$K_{L(a)}(x, y) = \frac{1}{(2\pi)^2} \int d^2z \ a(x + z) e^{i2z^\mu \Theta_\mu^{-1} \Theta^{-1}_{\mu\nu}(x^\nu - y^\nu)}, \forall a \in \mathcal{A} \quad (A.7)$$

from which follows (C is a real constant)

$$K_{L(a)(-\partial^2 + 1)^{-1}}(x, y) = C \int d^2p \ \frac{a(x + \frac{1}{2} \Theta p)}{p^2 + 1} e^{ip(x-y)}, \forall a \in \mathcal{A}. \quad (A.8)$$

Consider now $I := \int d^2xd^2y |K_{L(a)(-\partial^2 + 1)^{-1}}(x, y)|^2$. Using (A.8), one can write

$$I = C^2 \int d^2xd^2yd^2p_1d^2p_2 \ \frac{a^* (x + \frac{1}{2} \Theta p_1)}{p_1^2 + 1} \frac{a(x + \frac{1}{2} \Theta p_2)}{p_2^2 + 1} e^{-ip_1(x-y)} e^{ip_2(x-y)}$$

$$= C^2 \int d^2xd^2p \ \frac{a^* (x + \frac{1}{2} \Theta p)}{p^2 + 1} \frac{a(x + \frac{1}{2} \Theta p)}{p^2 + 1} = C^2 \int d^2xd^2p \ |a(x + \frac{1}{2} \Theta p)|^2 \frac{1}{p^2 + 1}$$

$$= (C')^2 |a|_2^2 \ |\frac{1}{p^2 + 1}|_2^2 < +\infty, \forall a \in \mathcal{A}, \quad (A.9)$$

where the last equality is obtained through a change of variable. Then, (A.9) implies that the operator $L(a)(-\partial^2 + 1)^{-1}$ is a Hilbert-Schmidt operator on $L^2(\mathbb{R}^2)$. Therefore, it is compact on $L^2(\mathbb{R}^2)$, so that, in view of (A.6), $\pi_0(a)\frac{1}{D_0^2 + 1} \in \mathcal{K}(\mathcal{H}_0)$ for any $a \in \mathcal{A}$ holds true and axiom iv) is satisfied. This terminates the proof. ■
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