Production of Cool Gas in Thermally Driven Outflows
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Abstract

Galactic outflows commonly contain multiphase gas, and its physical origin requires explanation. Using the Cholla Galactic OutLow Simulations suite of high-resolution isolated galaxy models, we demonstrate the viability of rapid radiative cooling as a source of fast-moving ($v \sim 1000$ km s$^{-1}$), cool ($10^4$ K) gas observed in absorption-line studies of outflows around some star-forming galaxies. By varying the mass loading and geometry of the simulated winds, we identify a region of parameter space that leads to cool gas in outflows. In particular, when using an analytically motivated central feedback model, we find that cooling flows can be produced with reasonable mass-loading rates ($M_{\text{wind}}/M_{\text{FR}} \sim 0.5$), provided that the star formation rate surface density is high. When a more realistic clustered feedback model is applied, destruction of high-density clouds near the disk and interactions between different outflow regions indicate that lower mass-loading rates of the hot gas within the feedback region may still produce multiphase outflows. These results suggest an origin for fast-moving cool gas in outflows that does not rely on directly accelerating cool gas from the interstellar medium. These cooling flows may additionally provide an explanation for the multiphase gas ubiquitously observed in the halos of star-forming galaxies at low redshift.
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1. Introduction

Both observations and cosmological simulations indicate that feedback from star formation plays an important role in galaxy evolution. In particular, winds driven by supernovae are invoked in order to explain the stellar mass function of low-mass galaxies (Dekel & Silk 1986; Mashchenko et al. 2008; Peeples & Shankar 2011), as well as the mass–metallicity relation (Tremonti et al. 2004; Erb 2008; Finlator & Davé 2008) and the metal enrichment of the circumgalactic medium (CGM; Madau et al. 2001; Scannapieco et al. 2002; Oppenheimer & Davé 2006). By transporting gas out of galaxies, outflows limit the fuel for future star formation. If the outflowing gas is significantly enriched by supernovae and moving with high velocity, it can pollute metal-poor gas in the CGM and beyond.

Observations support this picture via detections of outflowing gas around star-forming galaxies at all redshifts. Blueshifted absorption in the spectra of both individual galaxies and stacks indicates that gas is being driven out of galaxies at a range of velocities and temperatures (Weiner et al. 2009; Steidel et al. 2010; Erb et al. 2012; Kornei et al. 2012; Martin et al. 2012; Bordoloi et al. 2014; Rubin et al. 2014; Heckman et al. 2015). Recent studies using the Cosmic Origins Spectrograph on the Hubble Space Telescope have probed the CGM of local galaxies at distances out to the virial radius (see review by Tumlinson et al. 2017). These surveys have found neutral hydrogen with high covering fractions in the halos of both star-forming and passive galaxies, indicating the ubiquity of cool gas in galactic halos at low redshift (Prochaska et al. 2011; Tumlinson et al. 2013; Werk et al. 2014, 2016; Borthakur et al. 2016). Intriguingly, the absorption lines from cool gas are systematically stronger and have larger widths and velocity offsets around starburst systems as compared to average star-forming galaxies (Heckman et al. 2017).

While the prevalence of galactic winds has led to many investigations of their properties, a detailed understanding of the physics that drives outflows and governs their evolution remains elusive. From an observational perspective, many studies provide only a single data point for a given galaxy, and a host of assumptions must be made about the outflow location, geometry, and ionization state in order to estimate the total amount of gas in a particular phase (Murray et al. 2007; Chisholm et al. 2017). On the theoretical side, ab initio simulations of supernova-driven winds are computationally prohibitive, requiring resolution of order $\sim 1$ pc to capture the generation of winds within the galaxy and volumes spanning tens or hundreds of kiloparsecs to track their evolution.

The challenges associated with observing and simulating galactic winds have resulted in a number of outstanding questions about their nature. In particular, “down-the-barrel” absorption-line studies have revealed the presence of fast-moving ($500$–$1000$ km s$^{-1}$), cool ($10^4$ K) gas in many systems (Veilleux et al. 2005; Heckman & Thompson 2017). Simulations and analytic studies have demonstrated that such gas is difficult to produce via ram pressure acceleration of interstellar medium (ISM) material. Rather than accelerating, high-density clouds tend to be rapidly shredded and incorporated into the hot phase of the wind (Scannapieco & Brüggen 2015; Brüggen & Scannapieco 2016; Schneider & Robertson 2017; Zhang et al. 2017), though caveats remain regarding the role of magnetic fields in stabilizing the clouds (McCourt et al. 2015; Banda-Barragán et al. 2018) or additional sources of driving such as radiation pressure on dust grains (e.g., Murray et al. 2005; Thompson et al. 2015; Zhang et al. 2018) or cosmic rays (e.g., Breitschwerdt et al. 1991; Socrates et al. 2008; Girichidis et al. 2016). Given the uncertain origin of cool gas in both outflows and the CGM, recent theoretical work has explored...
the possibility of producing cool gas from the hot phase of the winds via thermal instability, and high-resolution, local-box simulations have suggested the viability of such an origin (Scannapieco 2017).

In 1985, Chevalier & Clegg (1985, hereafter CC85) published an analytic description of a starburst-driven wind. The CC85 model describes an expanding hot wind driven by a constant mass and energy injection within a spherical region. By solving the spherical equations of hydrodynamics, solutions for various parameters of interest can be found as a function of radius, including the density, velocity, pressure, and Mach number of the wind. The CC85 model has been used to successfully explain numerous observations of starburst galaxies, particularly the hot plasma at the center of the nearby nuclear starburst galaxy M82 (Strickland & Heckman 2009).

Despite its utility as a model for the hot phase of a galactic outflow, the CC85 model does not address potentially large energy losses due to radiative cooling, limiting its applicability once the hot wind has reached a radius at which these physical processes become dynamically important. The CC85 model alone cannot explain the presence of multiphase gas in an outflow, which is often observed in starburst systems (e.g., Heckman et al. 2000; Veilleux et al. 2005). Following the work of Wang (1995) and Stilich et al. (2004), Thompson et al. (2016) recently explored an extension to the CC85 model that includes the effects of radiative energy losses from the hot phase of the outflow as it expands (see also Bustard et al. 2016). Briefly, an outflow is expected to undergo rapid cooling once it reaches a radius where the cooling time roughly equals the advection time. For systems with particularly compact star-forming regions, Thompson et al. (2016) propose that these rapidly cooling, mass-loaded outflows could be the origin of the cool (∼10^4 K) gas observed in absorption around many star-forming systems as both outflowing winds and galactic-wind-driven CGM shells.

Rapid cooling of the hot phase of galactic winds would prove an intriguing origin for the multiphase gas observed in many starburst systems, but modeling this formation mechanism numerically requires high resolution over a relatively large volume. The resolution of the simulations and the feedback models employed will set the scale of the density inhomogeneities that may lead to thermal instability within the flow, and the cool clouds that form may have sizes much smaller than the system as a whole. In addition, high resolution is required to capture hydrodynamic instabilities that affect the distribution of density, velocity, and temperature of gas in a multiphase outflow once it has formed. In an effort to make progress on this front, we use the hydrodynamics code Cholla (Schneider & Robertson 2015) to run a series of galactic-wind simulations with unprecedented resolution and a variety of feedback models. The simulations are collectively called the “Cholla Galactic OutLow Simulations” (CGOLS) suite (Schneider & Robertson 2018). CGOLS is designed to increase systematically in complexity from one simulation to the next, allowing clean comparisons to the analytic models of outflows at each step in order to pin down the physical origin of different outflow features.

In this paper, we seek to test the idea of cooling in galactic outflows. In doing this, we numerically validate the 1D analytic model of Thompson et al. (2016) and test an asymmetric “clustered” 3D outflow geometry that cannot be well modeled analytically. In the following section, we describe the numerical setup for the CGOLS simulations, including the parameter space of the analytic model to be explored, the initial conditions for our isolated galaxy setup, and the feedback prescriptions employed. We then move on in Section 3 to a description of the results, primarily focusing on the large-scale properties of the outflow as a function of radius (Section 3.1). We briefly touch on the velocity structure and multiphase nature of the outflow seen in the clustered feedback model in Sections 3.2 and 3.3, but we reserve more detailed discussion of the multiphase gas for a subsequent paper (E. E. Schneider et al. 2018, in preparation). Section 4 contains a discussion of our results in the context of other simulations and observations of outflows. We conclude and discuss directions for future work in Section 5.

2. Methods

In the following subsections, we describe the galactic-wind model as explored by the CGOLS suite. First, we outline the analytic model of radiatively cooling winds. We then give a brief description of the setup of our numerical simulations, which are more thoroughly outlined in an accompanying paper (Schneider & Robertson 2018). Details of the hydrodynamical model as implemented in the novel GPU-based Cholla code are included at the end of this section, and we refer the interested reader to the Cholla code paper for further information (Schneider & Robertson 2015).

2.1. The Analytic Model for Cooling Outflows

Following the derivation presented in Section 2.1 of Thompson et al. (2016), we characterize the analytic model of cooling winds with three parameters: the radius of the injection region, $R$, the mass injection rate, $M_{\text{wind}}$, and the energy injection rate, $E_{\text{wind}}$. The mass injection rate into the wind is described as a function of the star formation rate according to the formula $M_{\text{wind}} = \beta M_{\text{SFR}}$, where $\beta$ is the “mass-loading factor.” Similarly, the energy injection rate can be related to the star formation rate by making assumptions about supernova rate and energy. Specifically, if each supernova is assumed to release $10^{51}$ erg of energy and there is one supernova per $100 M_\odot$ of stars formed, then $E_{\text{wind}} = 3 \times 10^{41} \text{ erg s}^{-1} \alpha M_{\text{SFR}}$, where the factor $\alpha$ accounts for the fraction of the supernova energy that is thermalized in the hot plasma and not radiated away by dense gas, and $M_{\text{SFR}}$ is measured in solar masses per year.

By assuming a simple power-law function for the cooling rate as a function of temperature, Thompson et al. (2016) derive two characteristic timescales for the hot wind: the cooling time,

$$t_{\text{cool}} \simeq 3 \times 10^6 \text{ year} \frac{\alpha^{2.30}}{\beta^{1.20}} \left( \frac{R_{0.3}}{r_{10}} \right)^{0.27} \frac{R_{0.3}^2}{M_{\text{SFR,10}}} \Omega_{a\tau},$$

and the advection time,

$$t_{\text{adv}} \simeq 1 \times 10^7 \text{ year} \left( \frac{\beta}{\alpha} \right)^{1/2} \frac{r_{10}}{r_0},$$

where $R_{0.3} = R/0.3$ kpc is a characteristic radius for the injection region, $r_{10} = r/10$ kpc is a characteristic radius for...
the outflow, \( M_{\text{SFR,10}} = M/10 M_\odot \text{yr}^{-1} \) is a characteristic star formation rate, and \( \Omega_{\text{fr}} = \Omega/4\pi \text{sr} \) is the opening angle of the outflow. By setting \( t_{\text{cool}} = t_{\text{adv}} \), Thompson et al. (2016) derive a “cooling radius” for the outflow, beyond which it becomes strongly radiative:

\[
R_{\text{cool}} \approx 4 \text{kpc} \left( \frac{\alpha}{\beta} \right)^{2.13} \left( \frac{\Omega_{\text{fr}}}{M_{\text{SFR,10}}} \right)^{0.789}. \tag{3}
\]

Here we have dropped the factor \( \xi \) from the Thompson et al. (2016) derivation by assuming that the metallicity of the gas is solar (\( \xi = 1 \)), and we have included the dependence on the mean molecular weight, \( \mu \), which was assumed to be unity throughout the Thompson et al. (2016) derivation. The cooling radius derived in Equation (3) is an estimate based on a simplified cooling function and derived in the \( r \gg R \) limit, but it nevertheless gives us a range of \( \alpha \) and \( \beta \) parameter space to explore in simulating cooling outflows. In the simulations presented below, we vary \( \alpha \) and \( \beta \) in a physically motivated way, in order to test both the accuracy with which Equation (3) can predict the location of the cooling radius and the way in which asymmetric feedback changes the nature of the winds.

2.2. The Simulation Suite

The CGOLS suite (to date) consists of three high-resolution simulations, each with 2048 × 2048 × 4096 volume elements, as well as lower-resolution simulations designed to test the effects of numerical resolution, feedback parameterization, and other physics. The box size for the simulations is \( 10 \times 10 \times 20 \text{kpc}^3 \), giving a fixed resolution of \( \Delta x = 4.9 \text{pc} \) throughout the \textit{entire} simulation volume. This extremely high numerical resolution allows us to study the multiphase nature of the outflows that result in an unprecedented level of detail. Each simulation starts with an isothermal gas disk in rotational dynamic and vertical hydrostatic equilibrium, embedded within an initially adiabatic hydrostatic spherical halo. After 5 Myr, we begin to inject mass and energy according to one of two feedback prescriptions—“central” or “clustered.” The first simulation, model “A,” is an adiabatic reference simulation, with no radiative cooling. The second, model “B,” is identical to model A, but with radiative cooling. The third, model “C,” is a clustered, asymmetric feedback simulation, which also includes the effects of radiative cooling.

2.2.1. Galaxy Initial Conditions

Our initial conditions are chosen to create a disk galaxy loosely modeled after the gas-rich nearby starburst M82. The galaxy contains \( M_{\text{gas}} = 2.5 \times 10^9 M_\odot \) of gas (Greco et al. 2012), distributed in an isothermal disk (\( T_{\text{gas}} = 10^8 \text{K} \)), with an exponential surface density profile defined by the scale radius, \( R_{\text{gas}} = 1.6 \text{kpc} \). The pressure gradient in the radial direction is balanced by the gas rotation. We artificially truncate the gas disk at \( R = 4.5 \text{kpc} \) in order to reduce potential boundary effects from the simulation box. The disk is in vertical hydrostatic equilibrium with a static gravitational potential that consists of a Miyamoto–Nagai disk (Miyamoto & Nagai 1975) plus a spherically symmetric NFW dark matter halo (Navarro et al. 1996). The disk potential is set by the stellar mass \( M_{\text{stars}} = 10^{10} M_\odot \) (Greco et al. 2012), scale radius \( R_{\text{stars}} = 0.8 \text{kpc} \) (Mayya & Carrasco 2009), and scale height \( z_{\text{stars}} = 0.15 \text{kpc} \) (Lim et al. 2013). The halo potential is set by a dark matter mass \( M_{\text{vir}} = 5 \times 10^{10} M_\odot \), virial radius \( R_{\text{vir}} = 53 \text{kpc} \), and concentration \( c = 10 \), leading to a halo scale radius of \( R_h = R_{\text{vir}}/c = 5.3 \text{kpc} \).

2.2.2. Feedback Implementation

Models A and B are run with a very simple feedback method that we call central feedback, which is designed to mimic the assumptions made in the 1D analytic models. After the simulation has run in equilibrium for 5 Myr, we begin to inject mass and energy into a spherical region centered on the origin, with \( R = 300 \text{pc} \). We choose 300 pc because that radius was demonstrated via 2D hydrodynamic simulations to produce a similar wind solution to a disk injection region with radius \( R = 750 \text{pc} \) (Strickland & Heckman 2009), a good fit to the size of the starburst region in M82. The mass and energy are distributed equally at each time step over the volume of all the cells within the spherical volume \( V = 4\pi R^3/3 \).

For the first half of each simulation, we choose our energy and mass injection rates, \( \dot{E} \) and \( \dot{M} \), such that we expect to see a cooling radius within 10 kpc. In particular, from 5 to 40 Myr, we assume a star formation rate \( M_{\text{SFR}} = 20 M_\odot \text{yr}^{-1} \), a mass-loading factor \( \beta = 0.6 \), and an energy-loading factor \( \alpha = 0.9 \). The mass-loading rate therefore assumes that the hot wind incorporates approximately 2–3 times the expected return from supernovae and stellar winds alone, which for a continuous star formation model are expected to yield an \( M \sim 0.25 M_{\text{SFR}} \) (Leitherer et al. 1999). The energy-loading rate assumes that 90% of the energy from supernovae is thermalized in the hot gas driving the wind, where we have assumed that there is one \( 10^{51} \text{erg} \) supernova per \( 100 M_\odot \) of stars formed. Thus, at early times, our mass injection rate is \( \dot{M} = 12 M_\odot \text{yr}^{-1} \), and our energy injection rate is \( \dot{E} = 5.4 \times 10^{52} \text{erg} \text{ s}^{-1} \). Using these parameters in Equation (3) gives a cooling radius of \( R_{\text{cool}} = 2.77 \text{kpc} \), assuming a spherical outflow with opening angle \( \Delta \Omega = 4\pi \) and a mean molecular weight \( \mu = 0.6 \), as appropriate for fully ionized solar-metallicity gas.

After 40 Myr, we ramp down the feedback, reducing the assumed star formation rate to \( M_{\text{SFR}} = 5 M_\odot \text{yr}^{-1} \) and the mass loading to \( \beta = 0.3 \), and we assume that all of the supernova energy is thermalized, \( \alpha = 1.0 \). Thus, our mass and energy injection rates at late times are given by \( \dot{M} = 1.5 M_\odot \text{yr}^{-1} \) and \( \dot{E} = 1.5 \times 10^{42} \text{erg} \text{ s}^{-1} \). With these parameters, the advection time for the hot wind to reach a radius of 10 kpc is \( t_{\text{adv}} \sim 5.5 \text{Myr} \), which is much shorter than the cooling time, \( t_{\text{cool}} \sim 93 \text{Myr} \), so we do not expect to see a cooling radius in the hot wind during the low mass-loading state. These two states are designed to roughly mimic a picture in which some event (perhaps a merger) brings in a large quantity of gas to the galaxy, and the high surface density drives a nuclear starburst. At early times, when there is still plenty of gas in the center, the mass-loading rate is higher, whereas at later times, much of the gas has been consumed by star formation or already driven out in a wind, so the mass loading is lower. Our particular choices for \( \alpha \), \( \beta \), and SFR at late times are based on the observed estimates for M82 at the present day (Strickland & Heckman 2009). However, this is just one possible picture—our goal in this paper is not to elucidate the small-scale processes that set \( \alpha \) and \( \beta \), but to test the effects on the the large-scale hot wind that results from a given combination of \( \alpha \) and \( \beta \).

The central feedback model described above is valuable for comparison to the 1D analytic models and may even be a
reasonable approximation of very concentrated nuclear starburst systems. However, star formation is generally expected to proceed in a highly clustered manner. In M82, star clusters associated with the most recent burst of star formation are observed within the central kiloparsec of the disk (Mayya et al. 2008). Therefore, we also introduce a “clustered” feedback model to simulate a situation where star formation is slightly more spread out within the disk. Comparisons between the two models will allow us to investigate the difference between idealized, axisymmetric feedback that can be modeled analytically and the case where the mass and energy are distributed in an asymmetric manner. In order to perform the most straightforward comparison, we make the clustered model as similar to the central case as possible. Rather than injecting mass and energy into a single sphere at the center of the galaxy, we inject mass and energy into eight spheres, each with a radius $R_{\text{cluster}} = 150$ pc, distributed randomly within the central 1.5 kpc of the disk, and with heights randomly distributed up to 100 pc above and below the disk midplane. Thus, the volume into which the mass and energy are injected remains the same as the central case, but the spatial distribution of the mass and energy input is very different. In addition to randomly assigning the location of each cluster, we move the location of all eight clusters every 15 Myr.

A physical rationale for the clustered feedback model exists in simulations of the superbubble mode of supernova feedback, as well as recent observations that attempt to constrain the base radius of galactic outflows. For example, Kim et al. (2017) use resolved multiphase ISM simulations of clustered supernovae to estimate the shell-formation radius of a superbubble as a function of the ambient surrounding ISM density and energy input rate of the supernovae. A superbubble formed by clustered supernovae using the energy input rate assumed in our high mass-loading state would be expected to form a shell at $R \sim 15$ pc, which is larger than the scale height of the ISM in the high-density region of the disk where we seed the clusters. Therefore, we assume that the bubble would break out of the disk and vent freely into the CGM, in which case all the mass and energy can reasonably be distributed evenly within the 150 pc sphere. The same superbubble modeling indicates that the thermalization efficiency and mass-loading factors may be similar to those we assume in this case, though Kim et al. (2017) only simulated bubbles with lower ambient ISM densities and less frequent supernovae than those assumed in our simulations. From an observational perspective, Chisholm et al. (2016) recently constrained the maximum radius above the disk of the mass-loading region for the outflow in NGC 6090 to be 150 pc—comparable to the radius of the injection region for our clustered feedback model. Thus, while our clustered model does not capture the star formation and feedback physics happening in the gas disk, it provides a reasonable model for studying the properties of the hot wind.

2.2.3. Numerical Model

All of the simulations in the CGOLS suite are run using Cholla (Schneider & Robertson 2015), a highly efficient GPU-based hydrodynamics code. Cholla includes a variety of integration methods, and the details of the methods used in this work are presented in a companion paper (Schneider & Robertson 2018). The basics of the numerical model are included here for completeness. We employ a predictor–corrector integration method based on the description in Stone & Gardiner (2009), along with a second-order spatial reconstruction technique with limiting applied in the characteristic variables (LeVeque 2002) and the HLLC Riemann solver (Toro et al. 1994; Batten et al. 2006).
Radiative cooling is included via operator splitting, with the thermal energy losses accounted for after the hydrodynamic update. The cooling rates are determined using a forward Euler integration, and subcycling of the radiative cooling time step is employed to ensure a numerically robust solution. The cooling function is a piecewise parabolic fit to a solar-metallicity, collisional ionization equilibrium curve calculated using Cloudy (Ferland et al. 2013). Cooling is only included for gas above $10^4$ K; below this cutoff a temperature floor is assumed for all the gas in the simulation. The cutoff is primarily employed to prevent collapse of the isothermal gas disk, but we note that the rarefied gas in the outflow will be subject to photoionization heating from the cosmic UV background and therefore would not be expected to cool much below $10^4$ K (see Schneider & Robertson 2017). Photoionization heating is not explicitly included in these simulations. All of the gas in the simulations is assumed to be ionized, with an adiabatic index $\gamma = 5/3$ and a mean molecular weight $\mu = 0.6$ used in all calculations and analysis.

3. Results

We begin our results by presenting a phenomenological description of the three high-resolution simulations: the central feedback model without cooling (Model A), the central feedback model with cooling (Model B), and the clustered feedback model with cooling (Model C). As explained in Section 2, the only difference between Models A and B is the inclusion of radiative cooling in the simulation. Model A therefore represents a 3D numerical test of the original CC85 analytic model with the inclusion of a galactic disk. Similarly, Model B can be directly related to the Thompson et al. (2016) outflow model that accounts for radiative energy losses. A comparison between Figures 1 and 2 shows the dramatic effect that radiative cooling can have on the overall character of a mass-loaded outflow. In these figures, we plot density, radial velocity, and temperature slices in the centered $x - z$ plane. Some features are common to both simulations—namely, the $10^4$ K disk and the spherical gain region at the center where mass and energy are injected. In Model A, a biconical free-wind region is clearly visible in both the density and temperature slices, surrounded by a region of more turbulent, higher-temperature gas where the outflow is interacting with the disk gas. In Model B, turbulence at the disk–outflow interface is highly suppressed, leading to a free-wind region with opening angle nearly $\Delta \Omega = 4\pi$. Although energy is injected into the hot wind at the same rate in Models A and B, the energy transferred to the disk gas at the interface is quickly radiated away in Model B. As a result, the interface maintains a much steeper density gradient, which reduces the development of the shear instabilities that drive the turbulence in Model A. The most obvious feature in the temperature slice for Model B is the clear presence of a cooling radius between 2 and 3 kpc, exactly as predicted by the 1D analytic model.

The general character of the solution changes for the clustered feedback Model C. Figure 3 shows density and temperature projections of the full simulation volume, while Figure 4 shows density, radial velocity, and temperature slices in the $x - z$ plane. The clustered feedback model produces a much more complicated multiphase structure in the outflow as compared to the simulations with axisymmetric central feedback. While large-scale cooling in the outflow is still present, there is no longer a single, well-defined cooling radius, and the density plots display many clouds of higher-density, cool gas that have been either lofted out of the disk or possibly condensed out of the hot wind (see Section 3.3). A number of

---

Figure 2. Density, radial velocity, and temperature slices from the cooling, central feedback simulation (Model B) at 25 Myr, during the high mass-loading outflow state. The high densities in the outflow lead to large radiative energy losses between 2 and 3 kpc, visible as a cooling radius in the temperature slice. Beyond this radius all gas in the outflow remains at the simulation temperature floor of $10^4$ K. The analytically predicted cooling radius (Equation (3)) is plotted as a white dashed circle.

---

Movies showing the full evolution of the clustered feedback simulation from 0 to 75 Myr can be found online at https://evaneschneider.org/galactic-wind-simulations/.
spherical shells of higher density can also be seen, particularly in the regions with fewer high-density clouds. We interpret these shells as interactions between different outflow solutions. Although the energy and mass injection model is constant for each cluster, the rate at which disk gas gets mixed into the hot wind near the disk is highly time-variable, leading to rapidly varying outflow solutions. As a less mass-loaded solution propagates outward, it can overtake a slower-moving, more mass-loaded wind, leading to a series of shells like those seen in the density plot. The clear presence of the shells in the radial

**Figure 3.** Density (left) and density-weighted temperature (right) projections from the clustered feedback simulation (Model C) at 25 Myr, during the high mass-loading outflow state. In contrast with the central feedback simulations, lots of small-scale structure now appears in the outflow. Clouds of high-density gas have been lofted above the disk, and spherical shells and filaments have formed where different outflow solutions interact.

**Figure 4.** Density, radial velocity, and temperature slices from the clustered feedback simulation shown in Figure 3. Large-scale cooling of the hot outflow is still visible in the temperature slice, but there is no longer a single well-defined cooling radius, partly due to the many high-temperature shocks at the interfaces between fast-moving low-density gas and the much more slowly moving high-density gas that has been pushed into the outflow.
velocity slice supports this interpretation. The relocation of the clusters every 15 Myr is also correlated with more shell formation, as would be expected when the new outflow regions interact with the old. For example, the large shell at \( \sim 4 \text{–} 5 \text{ kpc} \) seen most clearly in the 25 Myr temperature slice (Figure 4) was generated when the clusters were relocated at 20 Myr.

As described in Section 2, we ramp down the feedback in the simulations between 40 and 45 Myr, allowing us to additionally characterize the outflow during a state with lower mass loading. We have chosen 60 Myr as a representative time to display the low mass-loading state, presented for Models B and C in Figures 5 and 6, respectively. We omit additional temperature

---

**Figure 5.** Density, radial velocity, and temperature slices for the central feedback simulation with cooling (Model B) during the low mass-loading state. The hot wind is now too low in density for cooling to be efficient at small radii, and the increased speed has also decreased the advection time, so no cooling radius is expected.

**Figure 6.** Density, radial velocity, and temperature slices for the clustered feedback simulation (Model C) during the low mass-loading state. As in the central feedback model, the hot wind now remains hot at all radii, but clumps of dense, cool gas that were lofted into the outflow at earlier times remain, and some additional cold material continues to be blown out as rotating disk gas interacts with the clusters.
slices of Model A because it looks qualitatively similar in both states (though see Schneider & Robertson 2018, for a more detailed discussion of Model A). In both cooling models, the background state of the flow has now changed to a hotter, faster wind with no cooling radius, in accordance with the analytic expectation. In fact, Model B now looks very similar to Model A, albeit with much less turbulence at the disk–outflow interface. As a result, the opening angle for the free-wind region remains close to $\Delta \Omega = 4 \pi$ for Model B even at late times. The outflow in Model C, however, also contains a series of high-temperature bow shocks between the hot wind and the cool, dense material that is entrained in the outflow. This cool material continues to get lofted from the disk into the outflow even at late times in the clustered feedback model, partly because the clusters are moved to a new location within the central 1.5 kpc of the disk every 15 Myr, and also because the clusters are not rotating with the disk gas, allowing new disk material to enter the cluster sphere of influence and get pushed out as the gas rotates. In addition, the densest clumps of gas that were pushed out during the high mass-loading state are difficult to accelerate, and as a result many of them remain in the simulation volume for millions of years.

3.1. Radial Properties of the Outflow

In this section we calculate average properties of the outflow as a function of radius and compare them to the solutions from both the CC85 model and the Thompson et al. (2016) model. We start by discussing the adiabatic “control” simulation, which was designed to mimic the CC85 model while including the effects of a disk and a realistic gravitational potential. Figure 7 shows radial profiles of Model A at 25 Myr, the same snapshot shown in the density, radial velocity, and temperature slices from Figure 1. We plot three characteristic variables: density, radial velocity (as measured toward the origin), and temperature. In order to focus the results on the outflow, rather than the disk or the interface region, we compute volumetric statistics of these variables for cells within a biconical region with an opening angle of $\Delta \Omega = 60^\circ$ centered on the $z$-axis, which matches fairly well the opening angle for the free-wind region visible in Figure 1. The dashed white line in the density panel of Figure 1 shows the region within which these radial statistics are computed. Cells are placed into one of 80 equal-size radial bins from $r = 0$ to $r = 10$ kpc, and the mean, median, and 25th and 75th percentiles of each variable are calculated for each bin.

For Model A, all of these statistics are virtually identical within the measured biconical region, so the lines in Figure 7 lie on top of each other, as well as on top of the CC85 solution, plotted in black. Only the radial velocity differs significantly from the analytic model, which is expected as the CC85 model does not include the effect of gravity on the wind. We additionally note that although the slices presented in Figure 1 show that the free-wind region has an opening angle of $\Delta \Omega \sim 60^\circ$, the analytic model solution plotted in Figure 7 (and subsequent radial plots) uses an opening angle of $4 \pi$ sr, because this angle gives the best match to the undisturbed outflow properties. By definition, our feedback model sets $\Delta \Omega = 4 \pi$ at the edge of the injection region, and that appears to be the driving factor in setting the properties of the outflow at larger radii within the free-wind zone.

The near-perfect match between the CC85 model solution and the Model A simulation provides a convincing proof of concept and gives us a baseline against which to compare the simulations that include the effects of cooling. Figure 8 shows the same three variables plotted against radius for Model B, the central feedback model with cooling. In addition to plotting the CC85 solution (solid black line), we additionally plot the numerically integrated Thompson et al. (2016) outflow solution (dashed black line), which includes both radiative cooling and the effects of the gravitational potential. The density profile shows almost no change. The velocities are slightly lower, a result of the loss of energy due to radiative cooling before the asymptotic velocity is reached, but the wind still reaches radial velocities over $1000$ km s$^{-1}$. The radially averaged temperature, however, shows a steep decline between 2 and 3 kpc. The exact value of the cooling radius calculated with Equation (3) and an outflow opening angle of $\Delta \Omega = 4 \pi$ sr is plotted with a dotted vertical line at 2.8 kpc. Given the various assumptions made in deriving Equation (3) (a power-law cooling function, the limit $r \gg R$), the agreement between the predicted cooling radius and the radius observed in the simulation is remarkably good.

Figure 9 displays the radial profiles for Model C, the clustered feedback simulation, which are considerably more complex. The median density is enhanced by a factor of a few, and even the 25th percentile lies above the analytic solution at almost all radii, reflecting the fact that much of the volume filling gas has experienced increased mass loading as a result of mixing between the hot gas injected into the clusters and the cool disk gas. The mean density is above the 75th percentile at nearly all radii, indicating that the outflow also contains clumps of high-density gas that fill a small fraction of the volume but account for a large fraction of the mass. The median radial velocities are decreased relative to the central feedback model, though there is still plenty of cool gas traveling at $v_r > 1000$ km s$^{-1}$. The mean velocity is well below the median at all radii, again reflecting the small volume filling fraction of very dense gas that has been lofted out of the disk and is traveling at velocities of several hundred kilometers per second. The radial temperature plot shows that the cooling radius has now moved even closer in comparison to the central feedback simulation, while the elevated mean temperature (relative to the median) demonstrates that there is still some hot gas in the outflow at all radii.

In Figures 10 and 11 we plot the radial profiles for Models B and C at 60 Myr, during the low mass-loading state. These profiles correspond to the slices shown in Figures 5 and 6. We again omit profiles of Model A at late times owing to the similarity between Model A and Model B, but note that the relevant profiles can be found in Schneider & Robertson (2018). As Figure 10 shows, during the low mass-loading state the CC85 model provides an excellent match to the outflow properties in the central feedback model with cooling. Because the advection time is now much shorter than the cooling time at these radii, radiative losses have little effect on the hot wind, and it escapes the volume with an asymptotic velocity that is almost identical to that predicted by the simple analytic estimate, $v_{\text{term}} \approx \sqrt{2\dot{E}/M} = 1776$ km s$^{-1}$. The higher ratio of $\alpha$ to $\beta$ in this state means that the velocities and temperatures are higher, while the densities are lower, relative to the high mass-loading state.

Model C again shows additional complexity relative to the axisymmetric models. As expected based on inspection of Figure 6, the median density of the volume filling gas in the
clustered model at late times shows additional mass loading relative to the analytic solution. Interestingly, while the total amount of mass in the outflow is much lower than at 25 Myr, the mass loading relative to what was injected is considerably higher, with even the 25th percentile over an order of magnitude above the analytic solution at most radii. All three variables—density, velocity, and temperature—show a smaller spread than in the earlier snapshot, as evidenced by the thinner 25th–75th percentile bands. The elevated mean density continues to indicate the presence of some clumps of higher-density gas with a low volume filling factor. Also interesting is the considerably elevated temperature of the volume filling gas at all radii at late times, relative to the analytic solution. In Schneider & Robertson (2018) we noted the same elevated temperature profile in Model A at late times and interpreted it as the result of shocks between the fast-moving hot wind and the slower entrained dense clouds seen in the panels of Figure 6. A rough estimate of the energy produced by slowing

---

**Figure 7.** Dashed colored lines show the median density, velocity, and temperature as a function of radius for the central feedback simulation without cooling (Model A) at 25 Myr. The black solid line shows a 1D numerical calculation of the CC85 solution for each variable, assuming an opening angle of 4π sr. Values for the simulation are calculated in a bicone with opening angle ΔΩ = 60° centered along the z-axis, as shown in Figure 1. Upper and lower quartiles within the cone are also plotted; they are identical to the median for this simulation.

**Figure 8.** Density, velocity, and temperature as a function of radius for the central feedback simulation with cooling (Model B) at 25 Myr. All lines are as in Figure 7; upper and lower quartiles again match the median. The additional dashed black line shows a 1D numerical calculation of the Thompson et al. (2016) model. The density and velocity profiles show little signs of change, but the presence of the cooling radius between 2 and 3 kpc is clear. Gas beyond the cooling radius stays at the simulation temperature floor of 10^4 K. The analytic estimate of the cooling radius given by Equation (3) assuming an opening angle of 4π sr is plotted with the dotted vertical line.
the hot wind by $\sim 200 \text{ km s}^{-1}$ (as seen in the velocity profile) gives $\Delta T$ of $\sim 10^6 \text{ K}$, which can explain the increased temperature of the volume filling hot wind.

3.2. Velocity Structure in the Clustered Feedback Simulation

As evidenced by the plots in the previous sections, a rich amount of density, velocity, and temperature structure exists in the clustered simulation relative to those with spherically symmetric central feedback models. To more clearly visualize this structure, we plot in Figure 12 a whole-volume realization of Model C that can be compared to the density and temperature projections in Figure 3, as well as the 1D radial plots in Figure 9. To create Figure 12, we first separate gas into different color maps depending on the fraction of the velocity that is projected in the $z$-direction. This allows us to cleanly separate out rotating disk gas (plotted in green) versus outflowing gas (plotted in red, pink, and blue). The color separation further shows that the bulk velocity for the majority of the gas is radial, while variations in hue at a given
galactic outflows. In this picture, density inhomogeneities in the hot flow, perhaps seeded by the destruction of cool clouds near the base of the wind, are amplified during the cooling phase, resulting in the “rebirth” of higher-density clouds in the outflow at a larger radius. If such a process occurs in winds, the size scale of the high-density clouds when formed was predicted to be small, \( \ll 1 \text{ kpc} \) (e.g., McCourt et al. 2018), which was one of the reasons this study required such high resolution.

We do not see the formation of any such small-scale structures in the simulations using the central feedback model—the constant mass and energy input in the feedback region and relative lack of interaction with the disk gas mean that there is no source of density perturbations in the hot wind. Based on the radial profiles shown in Figure 8, there is little or no density enhancement in the wind relative to the injected mass, and the fact that the 25th and 75th percentiles for all variables match the median indicates that there is very little spread in the properties of the volume filling gas. Rather than small-scale structures seeded by density perturbations cooling out of the hot flow, we find that in the central feedback model either all the gas cools or none does. The clustered model was, in part, an attempt to generate perturbations that could lead to multiphase structure in the outflow. However, the resulting outflow also proved efficient at lofting gas directly from the disk into the wind, making the origin of the resulting multiphase structure difficult to categorize as either accelerated disk gas or cool clouds precipitated from the hot wind.

In an attempt to disentangle the origin of the multiphase gas in the outflow, we have run a lower-resolution (\( \Delta x \approx 20 \text{ pc} \)) clustered feedback simulation without a disk. The clusters are placed in the same locations as in the high-resolution run and have the same mass-loading and energy-loading rates. The resulting density and temperature projections at 25 Myr are shown in Figure 13. A few features are notable. First, while there are some higher-density filaments in the regions where the different cluster outflows overlap, the vast majority of the high-density gas from the high-resolution clustered simulation seems to have been either entrained directly from the disk or condensed out as a result of interactions with the high-density clouds in the flow. Second, there are more high-temperature regions in the low-resolution simulation without a disk, and they extend to larger radii. We interpret this as less mass loading of the hot wind without disk gas to interact with (but we note that resolution also plays a large role in the mass loading of the volume filling phase). Third, the spherical shells visible in both the density and temperature projections appear in both cluster simulations, though there are far more in the higher-resolution simulation. This indicates that the shells are caused at least partly by the change in location of the clusters every 15 Myr. Both changes in the location and overlap of the clusters and differences in the mass loading near the base of the wind affect the overall character of the outflow solution, which can then overrun and shock as the wind interacts with outflows from an earlier time. In fact, we do see similar shells in the central feedback model at one particular time—between 40 and 45 Myr, when we are ramping the feedback from the high mass-loading to the low mass-loading state.

To conclude this section, we do not see multiphase outflows being generated directly from the hot phase of the wind in the central feedback simulations. On the other hand, the clustered feedback simulation shows a vast amount of multiphase structure
with complex origins, which will be discussed at length in a subsequent paper. These simulations do not rule out the possibility of thermal instability in the hot wind seeding multiphase structure in the outflow, however. The true physical picture may include the generation of outflows with different mass-loading rates from different areas of the disk, and it will certainly involve more time variability than our input feedback model. Each of these variables changes the likelihood that some region of the outflow spans the right region of parameter space to generate thermal instability and seed small-scale multiphase structure. A high-resolution, time-variable clustered feedback simulation without a disk could test this theory more rigorously and is a possibility we may investigate in future work.

4. Discussion

We now turn to a discussion of our simulations in the context of related work on galactic outflows. Although this study is unique in its numerical setup and resolution, many authors have studied galactic outflows via global disk
discussing the Scannapieco thermal instability of mass-loaded winds. We begin by local-box simulations to address the question of cooling due to simulation has a factor of 4 lower resolution can be compared directly with the projections in Figure 3, though note that this simulation is shown at 25 Myr, during the high mass-loading out conceptions from a version of the clustered feedback simulation without a disk. The simulations, while recent work by Scannapieco used a numerical setup similar to ours, with an initially isothermal disk embedded in a hot halo, and injected thermal energy and mass into a centralized or distributed region, respectively. Both works focused on a Milky-Way-mass galaxy and varied the mechanical luminosity of the starburst to focus on the range from $M_{\text{SFR}} = 1.5 M_\odot \text{ yr}^{-1}$ to $M_{\text{SFR}} = 150 M_\odot \text{ yr}^{-1}$. Both studies see some $10^4$ K clouds in the wind, and both trace it to disk gas that has been uplifted by the hot wind, as in our clustered feedback simulation. The general character of both the centralized starburst simulations in Sarkar et al. (2015) and the distributed starburst simulations in Vijayan et al. (2018) matches our results well. In the centralized case, a conical free-flowing hot
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Figure 13. Density (top) and density-weighted temperature (bottom) projections from a version of the clustered feedback simulation without a disk. The simulation is shown at 25 Myr, during the high mass-loading outflow state, and can be compared directly with the projections in Figure 3, though note that this simulation has a factor of 4 lower resolution ($\Delta x = 20$ pc vs. $\Delta x \approx 5$ pc). simulations, while recent work by Scannapieco (2017) used local-box simulations to address the question of cooling due to thermal instability of mass-loaded winds. We begin by discussing the Scannapieco (2017) simulations, as they are the most directly related to this work. Rather than perform an expensive global simulation, Scannapieco performed local-box simulations that tracked the outflowing material and included a scale factor designed to mimic the effects of adiabatic expansion. The simulations have high resolution in the comoving frame ($\Delta x = 0.20$ pc) and include detailed modeling of cooling of the outflowing gas, including effects due to atomic/ionic cooling, Compton cooling from scattering of free electrons in the hot wind with photons produced by the galaxy, and dust. By seeding the outflowing material with density perturbations, he is able to track the potential enhancement of perturbations due to cooling and investigate the possibility of multiphase structure arising in the flow. While the atomic/ionic cooling is found to increase the density fluctuations briefly near the cooling radius, the background medium still cools relatively quickly to the same temperature as the denser clumps, so that on the whole the results are quite similar to those found in our central feedback simulation. At high mass-loading rates comparable to those at early times in our simulations, Scannapieco finds a similar value for the cooling radius, while at lower mass-loading rates (with constant energy loading) the cooling radius moves out or disappears entirely, as predicted (Thompson et al. 2016). Thus, neither his simulations nor our central feedback model result in a multiphase outflow at a given radius, but both validate the potential for mass-loaded winds to produce large quantities of cool, fast-moving gas at radii between 1 and 10 kpc.

While not at the scale presented in this work, several previous studies have carried out high-resolution, isolated galaxy simulations with supernova feedback in order to characterize the nature of galactic outflows. In work by Cooper et al. (2008) that focused on the wind in M82, the authors injected mass and energy into the starburst region in a manner similar to that used in our central feedback simulations, but their gas disk included a turbulent ISM structure. Due to computational expense, their simulation domain spanned only 1 kpc$^3$ and ran for only 2 Myr, albeit with a slightly higher physical resolution than that used in our simulations ($\Delta x = 1.9$ pc versus $\Delta x = 4.9$ pc). As in our clustered feedback model, they found that cool gas from the disk was effectively launched into the outflow, where it attained velocities ranging from $v = 100$ to $800$ km s$^{-1}$ before exiting the simulation volume. While they did not observe cooling of the hot wind, their mass loading was relatively low: $\beta \sim 0.1$ for a fiducial M82 star formation rate of $10 M_\odot \text{ yr}^{-1}$. Additionally, the small volume means that even if the shredding and incorporation of ISM material did increase the mass loading of the hot phase, the cooling radius would still likely have been outside their simulation volume.

More recent work by Sarkar et al. (2015) and Vijayan et al. (2018) used a numerical setup similar to ours, with an initially isothermal disk embedded in a hot halo, and injected thermal energy and mass into a centralized or distributed region, respectively. Both works focused on a Milky-Way-mass galaxy and varied the mechanical luminosity of the starburst to focus on the range from $M_{\text{SFR}} = 1.5 M_\odot \text{ yr}^{-1}$ to $M_{\text{SFR}} = 150 M_\odot \text{ yr}^{-1}$. Both studies see some $10^4$ K clouds in the wind, and both trace it to disk gas that has been uplifted by the hot wind, as in our clustered feedback simulation. The general character of both the centralized starburst simulations in Sarkar et al. (2015) and the distributed starburst simulations in Vijayan et al. (2018) matches our results well. In the centralized case, a conical free-flowing hot
wind develops, with a terminal velocity set by the luminosity of the burst \(v_{\text{term}} \simeq \sqrt{2E/M}\) as predicted by the analytic model. Although the authors consider a hot wind mass-loading factor of \(\beta = 0.1\), the injection region in their centralized starburst simulations has a radius of only 60 pc, which leads to a high enough star formation rate surface density to see significant fast-moving cool gas in the hot wind on scales ranging from several to tens of kiloparsecs. In the distributed case, the star formation rate surface density is not sufficient to drive cooling of the hot phase of the wind, but significantly more of the ISM gas is lofted into the wind, leading to a series of entrained clouds, much like those seen in our clustered feedback simulation.

Many observations have demonstrated the presence of blue-shifted absorption lines in the spectra of starburst galaxies, particularly Mg II. The low ionization potential of the lines indicates that the gas they trace is relatively cool, of order a few times \(10^4\) K, while the maximum velocities measured in the absorption profiles indicate that the gas can achieve high velocity. Measured maximum velocities of Mg II frequently exceed 500 km s\(^{-1}\) and sometimes approach 1000 km s\(^{-1}\) (e.g., Martin & Bouche 2009; Weiner et al. 2009; Rigby et al. 2018). While previous global galaxy simulations such as those discussed above have successfully accelerated disk gas to velocities above 500 km s\(^{-1}\), higher-resolution studies of cool clouds embedded in hot outflows have indicated that were the resolution in the global simulations high enough to capture the relevant hydrodynamic instabilities, the clouds would likely be shredded and destroyed before achieving the highest velocities observed (Scannapieco & Bruuggen 2015; Bruuggen & Scannapieco 2016; Schneider & Robertson 2017; Zhang et al. 2017), unless magnetic fields can protect them (McCourt et al. 2015; Banda-Barragan et al. 2018). In our clustered feedback simulation, cool gas in the outflow has a dual origin—some has cooled out of the hot phase, while other clouds appear to have been accelerated directly from the disk without undergoing a phase transition. Whether these entrained clouds of disk gas would survive the trip to large radii with higher resolution is unclear. We will investigate the origin of the cool gas in the outflow by including a passive scalar in future simulations. In the meantime, the velocity spread demonstrated in Figure 9 may point toward a satisfactory explanation for the range of observed velocities. While entrained high-density clouds near the disk contribute to the low velocity absorption, high velocities can be simultaneously explained by the presence of the fast, cooled wind at larger radii. Geometric effects relative to the line of sight could also contribute to the range of velocities observed. The creation of synthetic absorption spectra from the simulations presented here will allow us to better test this model in comparison to the observations and will be presented in a future work.

5. Summary and Conclusions

Using the CGOLS suite of extremely high resolution global galaxy simulations, we have highlighted the role of radiative cooling in moderately mass-loaded galactic winds. Our work is complementary to and expands on the analytic wind models of Chevalier & Clegg (1985), Thompson et al. (2016), and others. Using either a central mass and energy injection model or several clustered injection regions to approximate the feedback of supernovae, we vary mass- and energy-loading factors to test for the presence (or absence) of rapid radiative cooling in the hot wind. Our primary conclusions are as follows:

1. In the adiabatic case with a spherically symmetric central injection region, the wind model of Chevalier & Clegg (1985) is a good fit to the simulation data within a biconical region centered along the minor axis. Outside this region, interactions between the outflow and the disk lead to a turbulent zone with higher density and pressure (see also Schneider & Robertson 2018).

2. In the radiative case with central injection, moderate mass loading of the hot wind within the feedback region (\(\beta = 0.6\)) leads to rapid cooling at a radius that is accurately predicted by Equation (3) (see also Thompson et al. 2016). Cooling suppresses turbulence in the region between the disk and outflow, and a lack of density perturbations in the flow means that the outflow is not multiphase in the traditional sense (multiple gas phases at a given radius).

3. When the feedback is distributed in a clustered manner throughout the central region of the disk, a truly multiphase outflow is generated. High mass loading leads to rapid cooling of the hot phase, generating cool gas at velocities of \(~1000\) km s\(^{-1}\) at radii of \(r \sim 2\) kpc and beyond. Significant quantities of cool disk gas are also lofted into the outflow. Interactions between the fast wind and the denser clouds lead to increased mass loading of the hot phase, which both decreases the cooling radius and decreases the level of mass loading required in the feedback region in order to trigger rapid cooling in the outflow.

Our results suggest that the cool outflowing gas observed in starburst systems may have a dual origin. Clustered supernova feedback efficiently lofts gas out of the disk into the hot wind, where it can be accelerated to velocities of several hundred kilometers per second before being destroyed. Simultaneously, increased mass loading of the hot wind as a result of hydrodynamic interactions with this disk gas can lead to rapid cooling of the hot phase, producing cool gas traveling at \(500–1000\) km s\(^{-1}\). This gas will in theory propagate far into the halo, where it could explain observations of cool gas in the CGM, a possibility that we will explore in future work.
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