Abstract—Computational storage drives (CSD) are solid-state drives (SSD) empowered by general-purpose processors that can perform in-storage processing. They have the potential to improve both performance and energy significantly for big-data analytics by bringing compute to data, thereby eliminating costly data transfer while offering better privacy. In this work, we introduce Solana, the first-ever high-capacity (12-TB) CSD in E1.S form factor, and present an actual prototype for evaluation. To demonstrate the benefits of in-storage processing on CSD, we deploy several natural language processing (NLP) applications on datacenter-grade storage servers comprised of clusters of the Solana. Experimental results show up to 3.1x speedup in processing while reducing the energy consumption and data transfer by 67% and 68%, respectively, compared to regular enterprise SSDs.
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I. INTRODUCTION

In-storage processing (ISP) is the computing paradigm of moving computation to data storage as opposed to moving data to compute engines. ISP may be the ultimate form of the near-data processing in the age of data centers, which fuel the demand for virtually unlimited storage. It has been estimated that 2.5 exabytes of data is being created every day [1], from text to images, music, and videos. The deep learning revolution has given rise to running computationally intensive algorithms on these huge amounts of data. Different technologies have been developed to support this trend towards high storage and computation demands, and they shift the bottleneck as a result.

On the storage side, hard disk drives (HDDs) have been increasing in capacity exponentially with high reliability and very competitive cost. However, HDDs have plateaued in performance, and their power consumption is ultimately lower bounded by the mechanical motion. Solid state drives (SSD), which are based on NAND-flash memory and thus have no moving parts, offer better performance at lower power consumption.

On the computing side, general-purpose graphic processing units (GPGPU) have brought massive parallel processing to conventional PCs for running computationally intensive applications such as deep learning and crypto mining. However, GPUs are power-hungry and are not suitable for storage systems. Data centers are now most concerned about power for not only the electric bill but also cooling, which can become another source of unreliability. As a result, GPGPUs are not so suitable for in-storage processing, but they often assume data to reside on the local computer. If the data resides on data storage, the communication network to bring it to memory will incur 5000x more energy consumption and 2500x more latency compared to loading it from volatile memory [2].

One class of application that fits the characteristics above is natural language processing (NLP). It is a branch of artificial intelligence (AI) that enables machines to communicate with humans directly by speech or written language. Many NLP applications use large components such as embeddings that can exceed GBs in size, or rather large input data such as audio or video input that is much much larger in size than text input [3]. Subsequently, the cost of data transfer between storage and host can quickly dominate in long latency and energy consumption.

In-storage processing can minimize data transfer between the host and storage by moving computation into the storage units and sending only the output back to the host. To support ISP, the storage system requires an emerging class of devices called computational storage drives (CSD), which augment the storage with processing capabilities. CSDs are being used to build new servers such as that shown in Fig. 1 where the storage drive can serve parts of the requests.

This paper introduces a novel high-capacity CSD and demonstrates its effectiveness for ISP using some NLP ap-
applications. Our CSD prototype, code-named Solana, is a 12-TB, NAND flash SSD, equipped with a dedicated embedded processing engine along with the main SSD controller, in an E1.5 form factor. Solana’s dedicated processor runs a version of embedded Linux operating system that allows users to run any Linux-based application such as Docker or distributed processes. With this CSD as the compute/storage building blocks for ISP, we show that it can effectively eliminate transfer of data out of storage unit when running our developed scheduler to distribute NLP applications onto the cluster of CSDs. We evaluate our proposed hardware/software solution for common NLP applications and also compare our design with previous state-of-the-art works on storage solutions.

II. BACKGROUND AND RELATED WORK

Near-data processing (or in this case In-Storage Processing) is a new way to break the artificial lower bound on data transmission between storage and computation by re-partitioning so that data transmission can be eliminated partially or entirely. Researchers have proposed ways of augmenting the storage with more computing power for near-data processing. Traditionally, there are two approaches to implement CSD.

The first approach uses the same processing engine that runs the SSD controller tasks i.e. low-capability ARM M-series or R-series that yields a low performance for in-storage processing. Such design can address light computational tasks, but cannot be used for heavier computation tasks.

The second approach uses an external engine coupled with the main SSD controller, to run the task computations. This method is easier to design as the storage module is separated from the ISP module. But it comes at the price of another bottleneck, that is the communication bandwidth between the storage module and the computation module. The external ISP engine can be a mixture of low-power processors such as ARM A-series or reconfigurable logic such as FPGA. FPGA-based ISP provides flexibility for implementing custom-designed accelerators. But deploying an FPGA-based unit requires RTL-level design which significantly complicates the deployment of new tasks.

Researchers in investigate a computational storage platform for big data analytics. The computation part is based on the Xilinx’s Zynq, an SoC containing both ARM cores and FPGA arrays. It can directly communicate with the storage part by transferring data in P2P mode. With their software stack, it can run user binaries without modification, making it easy to port applications. Experimental results show that this system can achieve 6x improvement in query times and an average of 60% lower CPU usage. However, no power and energy results were reported, even though the FPGAs and the off-chip accelerator are likely to be power hungry. Also, the communication between the SSD engine and the computation engine can emerge as a new bottleneck and the entire design falls behind of an integrated solution such as Solana.

A close work to ours, RecSSD proposes a near-data processing solution that improves the performance of the underlying SSD storage for embedding table operations for recommendation applications. It utilizes the internal SSD bandwidth and reduces data communication overhead between the host processor and the SSDs by offloading the entire embedding table operation, including gather and aggregation computations, to the SSDs. The hardware is a commercial OpenSSD evaluation platform. This research’s main contribution is a software solution that is implemented on the flash translation layer (FTL). Experimental results show that their proposed system enhances the overall latency by up to 2x compared to off-the-shelf SSDs. Even though the results of RecSSD looks promising, the design is application specific and cannot be adapted to different applications. It also requires changes deep down to the flash translation layer (FTL) which is not an viable option for end users.

We take in-storage processing a step further by designing an ASIC that includes both the SSD controller and a dedicated ARM processor subsystem for running general applications on a single chip. The 64 bit quad-core ARM processor supports running a Linux operating system which in turn enables running executables without source-code modification or recompiling. We have also implemented a TCP/IP-based tunneling system that allows the in-storage processing engine to connect to a network, including the Internet and other processing nodes. The next section details the hardware and software that enable our system to function both as a regular storage system and as a standalone processing node.

III. COMPUTATIONAL STORAGE PLATFORM

This section provides a high level description of the hardware prototype and software stack of the proposed Solana CSD. We explain our system with a highlight of key features for supporting efficient in-storage processing.

A. CSD Hardware

Solana is a NAND-based 12-TB storage system that uses an NVMe protocol over a 4-lane PCIe to connect to the host. The proposed architecture consists of two subsystems: flash controller unit (FCU) and in-storage processing(ISP) engine, both sharing a 6-GB Direct Random Access Memory (DRAM) through a high-speed intra-chip data bus. This section describes the architectures of FCU and ISP as well as the communication link between them.

1) FCU Subsystem: The proposed CSD solution should be able to act as a standard SSD with an NVMe interface, so the FCU subsystem has many parts similar to those in conventional SSDs. This subsystem includes two main modules: front-end (FE) and back-end (BE).

The FE is responsible for receiving the IO commands from the host, checking their integrity and correctness, and interpreting them. Then, it transfers the commands to BE for execution. One of the main modules of the FE subsystem is the NVMe/PCIe interface. This interface is an ASIC module that is designed for high-performance communication with the host using NVMe over PCIe protocol.

The BE is considerably more complex than FE. It needs to communicate with the flash memory chips to complete the...
IO commands, and it is equipped with an error-correction unit (ECC) to remove data errors that occur in the flash memory cells. The communication between BE and the flash memory chips is handled by a 16-channel data bus. The bus is capable of doing multiple IO operations concurrently. BE is also responsible for implementing flash management routines, such as wear-leveling, address translation, and garbage collection.

Both ISP and FE are directly connected to BE. When an IO command comes from the host, FE submits it to BE. Similarly, the ISP engine can submit IO commands to BE. In other words, the ISP subsystem bypasses the FE module and the NVMe over PCIe link altogether. This provides ISP with an efficient, high-performance link to the data in the flash storage.

2) In-Storage Processing Subsystem: The in-storage processing (ISP) subsystem consists of a quad-core ARM Cortex A-53 processor together with the NEON single instruction multiple data (SIMD) engines. ISP is implemented inside the same chip as the controller, and an efficient high-speed intra-chip data link connects it to the BE. Although ISP is equipped with only a quad-core processing engine, this intra-chip data link makes the ISP engine a unique processing unit. The processor also provides an environment for running different types of applications. More details of the hardware architecture are available on our previous works [16], [17].

B. System Software on the CSD

We ported a full-fledged version of embedded Linux OS to our CSD to run as our ISP engine. Running a conventional Linux-based compute system makes it compatible with a wide spectrum of applications, programming languages, and command lines without modification. Linux is also extensible with our own custom features, including device drivers and file systems.

We developed a Customized Block Device Driver (CBDD) to enable accessing storage units optimized to the specific on-chip communication links/protocols, which are different from common protocols between processing units and storage devices (e.g., PCIe and SATA). CBDD uses a command-based mechanism to communicate with the SSD controller to initiate data transfers. Using the scatter-gather mechanism, the SSD controller directly handles data transfers through the DDR addresses exposed by Linux.

One unique feature with our CSD is that the CBDD supports file-system access by the ISP applications and the host. By allowing the embedded Linux to mount partitions on the storage and present a file API, this makes it not only easier to port applications but also more efficient to access the data [18], [19]. The host CPU and ISP units can also communicate via the same partition, which is mounted by both the host and the ISP. While conventional file systems do not allow multiple mount points, there are efficient shared file systems designed to support multiple mount points. We use the Oracle Cluster File System (OCFS2) to enable sharing file systems and mounting the same partitions from both the host and the ISP. OCFS2 requires a TCP/IP communication link to orchestrate and update file systems of the two mounting points. Our TCP/IP tunnel provides such possibility.

C. Multi-Path Software Stack

Fig. 4 depicts the different layers of the Solana’s software stack. It supports three communication paths over the different interfaces on our CSD: flash-to-host, flash-to-ISP, and TCP/IP tunneling.

1) Flash-to-Host Interface: The conventional data path (shown as path “a” in Fig. 4) is through NVMe protocol over PCIe to allow the host to access the data stored in the NAND flash memory. To do so, our NVMe controller is capable of handling NVMe commands and responds to them appropriately and manages data movement through communicating with our flash media controller.

2) Flash-to-ISP Interface: Path “b” in Fig. 4 shows the data path through on-chip connection to provide file-system-based data access to the ISP engine. CBDD implements the file-system-based data access interface through communication with our flash media controller. In fact, the flash media controller is responsible for handling requests from both the ISP engine and the host.

3) TCP/IP tunneling over the PCIe/NVMe: Path “c” in Fig. 4 shows TCP/IP communication mechanism tunneled through PCIe/NVMe to enable communication between host (and the world-wide network) and the ISP system. Such tunneling feature eliminates the need for unwieldy network setup, including cables and switches, to connect the many tightly assembled storage units, which would be impractical to maintain and scale. The proposed TCP/IP tunnel uses two shared buffers on the on-board DDR to provide the
data communication. Two user-level applications, one on the host and one on the ISP running in the background, are responsible for managing NVMe-based data movement and encapsulating/decapsulating the TCP/IP data through NVMe packets.

IV. METHODS AND EXPERIMENTAL RESULTS

We evaluate the proposed ISP system by running three NLP applications on a commercial storage server. We choose the AIC FB128-LX equipped with an 8-core, 16-thread Intel® Xeon® Silver 4108 CPU running at 2.1 GHz and 64 GB of DRAM. It can support up to 36 E1.S drives in the front bay, 12 TB each, for a total capacity of 432 TB on a 1U class server. This section first describes our method of distributing processing loads onto the CSDs using our scheduler, followed by the results of running each benchmark.

A. Methods

To efficiently divide the processing over the host system and the CSDs with minimum overhead, we developed a scheduler that distributes applications onto multiple nodes. This scheduler is MPI-based and developed in Python. It can redirect requests or queries based on the availability of the nodes. Each node sends an ack signal to the scheduler when the current processing batch is done, which acts as a request for the next one. The scheduler runs on a separate thread on the host and wakes up every 0.2 seconds to check if there is a new message from the nodes. By putting the scheduler to sleep, the thread releases the processor and thus increases the available processing power on the host. Our setup uses the OCFS2 as the shared disk file system, which enables both the host and the ISP to access the same shared data stored on the flash [20]. As a result, the scheduler sends only the data indexes or addresses to the ISP engine. This method significantly reduces the communication overhead by eliminating one of the most important bottlenecks in a parallel systems. It also increases the read/write speed, as all nodes access the data at a much higher speed (GBps of PCIe/NVMe for the host and DMA/hardware for the in-situ vs. MBps of TCP/IP) by communicating with the flash directly.

Two important parameters for the scheduler are the batch size, or the size of the chunk of data that is assigned to each node at a time, and the batch ratio, which is the ratio between the batch size for the host and the ones for the CSDs. The batch ratio is determined based on the difference in the processing power in a heterogeneous system. Since the host has a more powerful CPU (Xeon) than the CSD does (ARM A53), the batch ratio is considerably large, ranging from 20 to 30 based on the experimental results. Any ratio other than the optimal batch ratio results in under-utilization of the system. Using the batch ratio decreases the workload of the scheduler and also increases the host’s performance due to lower scheduling overhead and larger chunks of data to process at a time. The batch size for each application can be determined by running a small test to obtain the best range for the batch size. In the following subsection, we will investigate the performance of different configurations on our prototype. Note that due to unavailability, we cannot compare our prototype with other CSD projects and hence, we can just compare it with a baseline system that uses the CSD only as an storage drive.

B. Results

1) Speech to text benchmark: This benchmark is developed based on Vosk, an offline speech recognition toolkit [21]. Our dataset is LJ Dataset speech [22], a public-domain speech dataset consisting of 13,100 short audio clips. The dataset is about 24 hours long and consists of 225,715 words. By running a small benchmark on single nodes, we get 102 words/sec and 5.3 words/sec processing speed for the host and the CSDs,
respectively. That yields an approximate batch size ratio of 20, which we will use in the scheduler. This ratio is almost the same for all three applications.

Fig. 3(a) shows the overall output of this benchmark in terms of the number of transcribed words per second, based on the batch size and the number of engaged CSDs. By augmenting the host with the processing power of all 36 CSDs, the output rate increases from 96 words/sec to 296 words/sec for batch size of 6. That is 3.1x better performance compared to the host alone. Fig. 3(a) also shows that the processing speed does not change much (less than 7%) when varying the batch size. In terms of IO transfers, CSD engines processed 68% of the input data \((296 \div 96) \approx 3.1\), which means that 2.58 GB out of the 3.8 GB of the dataset never left the storage unit, and the only output of about 1.2 MB that was transferred to the host was the output text. This reduction in number of IO’s and in data transfer size drastically reduces the power consumption, network congestion, and use of the host’s CPU memory bandwidth. It also enhances the security and the privacy aspects of the data as it never leaves the storage device.

2) Movie Recommender Benchmark: Our second benchmark is a movie recommendation system based on [23]. The recommender creates a new metadata entry for each movie, including the title, genres, director, main actors, and the story line keywords. It then uses the cosine similarity function to generate a similarity matrix that will be used later to suggest contents. As an extra step, the ratings and the popularity indexes will be used to filter the top results. For each query, the target movie title is sent to the recommender function that returns the top-10 similar movies. We used the MovieLens Dataset [24], which consists of 27 million ratings and 1.1 million tag applications applied to 58,000 movie titles by 280,000 users. We ran the training process once and stored the matrix on flash for further uses. To simulate the queries, we made a list of all movie titles and randomly shuffled them into a new list. Fig. 5(b) shows the results for movie recommendation queries with different configurations. With 36 drives, the system can address 1506 queries/second compared to the 579 queries/second of the standalone host, which is 2.6x improvement. Just like the speech-to-text benchmark, changing the batch size does not significantly affect the outcome by more than 3%.

3) Sentiment Analysis Benchmark: The last benchmark is a Twitter sentiment analysis app based on Python’s Natural Language Toolkit (NLTK), depicted from [25] and modified to fit to our parallelization goals. It uses labeled data to train a model to detect the positivity or negativity of the tweet’s content and then uses the model to predict the sentiment of the incoming tweets. Our test dataset consists of 1.6 million tweets [26] and are duplicated in cases where we need a larger number of queries. We ran a single node test to evaluate the host and the CSDs performance for different batch sizes. Unlike the other two benchmarks, performance changes considerably based on the batch size. Fig. 6 shows the performance in terms of queries per second for different batch sizes on a logarithmic scale. It shows that as batch sizes increase, both Solana and the host get better performance but also increased latency in processing some of the queries. Because the input are sequentially fed to the nodes, once a batch of queries is assigned to one processing node, each query has to wait for prior queries in the same batch to finish but cannot be migrated to some other idle nodes; in smaller batch sizes, different batches of queries could be assigned to other available nodes and therefore the total wait time is less. Based on these numbers, we set the batch size ratio to 9496/20994 \(\approx 2.2\) and ran the benchmark with 8 million tweets. Fig. 5(c) shows the performance for different batch sizes and on different numbers of CSDs. The best result is for the batch size of 40k, where the number of queries per second increases from 9496 to 20994, or 2.2x the performance.

C. Power and Energy Analysis

We measured the power and energy consumption of the server using an HPM-100A power meter. The overall power consumption includes the host processor, the storage systems, and peripherals including the cooling system. Since there is no comparable E1.S drive on the market with 12 TB capacity, we choose the baseline test system to be the same server but with the ISP engines disabled. In idle mode, the server consumes 167 W without storage drives, or 405 W with 36 CSDs. Thus, each CSD consumes an average of 6.6 W, compared to 10-15 W for commercial E1.S units with lower storage capacity in normal operation mode. When we ran the benchmarks, the power consumption of the entire system was up to 482 W without enabling ISP (i.e., CSD acting as storage only),
compared to 492 W with all 36 ISP engines running. That is, each ISP engine consumes 0.28 W on top of the storage-only feature. Fig. 7 shows the normalized energy consumption per query, or per word in the case of the text-to-speech benchmark. We used a normalized diagram to better show the energy saving trend. Table I summarizes the measured energy results along with a summary of the experiments.

V. CONCLUSIONS

SSDs not only brought fast, power-efficient data storage but also new opportunities for a new class of devices in the form of computational storage drives (CSD) that can support near-data (or in-storage) processing. Moving computation to storage not only eliminates most of the data transfers needed and saves the time and energy, but also has the added benefit of better privacy. All these benefits come at negligible cost, as the cost of the storage system is dominated by the NAND chip.

In this work, we introduced Solana, the first 12TB Computational Storage Drive in E.I.S form factor. Unlike other CSDs, Solana has an integrated In-Storage Processing engine with the SSD controller on one chip, makes it a true ISP capable drive. We demonstrated the effectiveness of deploying our proposed design on storage servers which can achieve up to 3.1x speedup for a number of common NLP applications, while reducing the energy consumption and data transfer by 67% and 68%, respectively, compared to regular enterprise SSDs. For future work, we plan to develop a data-aware distributed system that can benefit not only from temporal locality but also from spacial locality of data, by classifying queries into categorical groups and redirecting them to associated nodes.

TABLE I: Summary of the experimental results.

| application     | speech to text | recommender | sentiment analysis |
|-----------------|----------------|-------------|--------------------|
| dataset size    | 226K           | 58K         | 1.6M               |
| output accuracy | same           | same        | same               |
| max speedup     | 3.1x           | 2.8x        | 2.2x               |
| energy per query (host) (mJ) | 5021           | 832         | 51                 |
| energy per query (w/CSD) (mJ) | 1662           | 327         | 23                 |
| energy saving per query (%) | 67%            | 61%         | 54%                |
| data processed on host (%) | 32%            | 36%         | 44%                |
| data processed in CSD (%) | 68%            | 64%         | 56%                |

Fig. 6: 1-node performance for sentiment analysis benchmark.

Fig. 7: Energy per query, normalized to host-only setup.
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