METHOD

Prediction of RNA secondary structure with pseudoknots using coupled deep neural networks

Kangkun Mao¹, Jun Wang¹, Yi Xiao¹

¹ School of Physics and Key Laboratory of Molecular Biophysics of the Ministry of Education, Huazhong University of Science and Technology, Wuhan 430074, China

Received: 12 June 2020 / Accepted: 3 July 2020 / Published online: 4 August 2020

Abstract Noncoding RNAs play important roles in cell and their secondary structures are vital for understanding their tertiary structures and functions. Many prediction methods of RNA secondary structures have been proposed but it is still challenging to reach high accuracy, especially for those with pseudoknots. Here we present a coupled deep learning model, called 2dRNA, to predict RNA secondary structure. It combines two famous neural network architectures bidirectional LSTM and U-net and only needs the sequence of a target RNA as input. Benchmark shows that our method can achieve state-of-the-art performance compared to current methods on a testing dataset. Our analysis also shows that 2dRNA can learn structural information from similar RNA sequences without aligning them.
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INTRODUCTION

RNAs participate in many important biological activities (Xiyuan et al. 2017; Zhao et al. 2016). To do these, they need to form correct tertiary structures in general. Therefore, it is necessary to know the tertiary structures of RNAs to understand their functions. At present, experimental determination of RNA tertiary structures are more difficult than proteins and so many theoretical or computational methods have been proposed to predict RNA tertiary structures (Cao and Chen 2011; Das et al. 2010; Jain and Schlick 2017; Wang et al. 2017; Wang and Xiao 2017; Xu et al. 2014). Although these methods use different principles, their performances all depend on the accuracy of RNA secondary structures. Therefore, accurate prediction of RNA secondary structure is very important.

Traditional methods of RNA secondary structure prediction can be divided mainly into two categories: single-sequence methods and homologous sequences methods. The single-sequence methods only need the sequence of target RNA as input and most of them are based on thermodynamic model or minimum free energy principle (Bellaousov et al. 2013; Janssen and Giegerich 2015; Zuker 2003). Therefore, the accuracy of prediction results of these methods depends largely on the thermodynamic parameters that are difficult to determine accurately (Zhao et al. 2018). Comparing to the single-sequence method, homologous sequence method uses the evolution information of homologous sequences to infer their common secondary structure (Lorenz et al. 2011), e.g., TurboFold (Tan et al. 2017). It was shown that the homologous sequences method usually could achieve higher accuracy than the single-sequence method (Puton et al. 2013). But the disadvantage of the homologous sequence method is also obvious, i.e., many RNAs of interest don’t have sufficient numbers of homologous sequences at present, leading to low prediction accuracy using the homologous
sequence method. Furthermore, correct prediction of pseudoknots is still a challenge for both methods.

Deep learning has recently showed impressive applications across a variety of domains. Very recently deep learning has also been applied to RNA secondary structure prediction, e.g., DMFold (Wang et al. 2019), which first predicts the dot or bracket state by bidirectional long short-term memory (LSTM) neural network and then infers the secondary structure by an algorithm based on improved base pair maximization principle. The input of DMFold is just the sequence of the target RNA. We also proposed to apply fully convolutional network (FCN) to improve RNA secondary structure prediction using direct coupling analysis of aligned homologous sequences of the target RNA (He et al. 2019). These methods show higher prediction accuracy than current related methods.

Here we propose a method of RNA secondary structure prediction with pseudoknots using coupled deep learning neural networks, which combines two famous neural networks architecture bidirectional LSTM (Krizhevsky et al. 2017) and U-net (Ronneberger et al. 2015). We call this method as 2dRNA. The sequence information of a target RNA is the only need for 2dRNA. Benchmarks show that 2dRNA can achieve state-of-the-art performance compared to most popular prediction methods on a testing dataset.

**RESULTS**

In this section, 2dRNA is benchmarked on the two testing sets and its performance is compared with several existing methods, including Mfold (Zuker 2003), RNAfold (Zuker and Stiegler 1981), cofold (Proctor and Meyer 2013), Ipknott (Sato et al. 2011), Probknott (Bellaousov and Mathews 2010), and DMfold (Wang et al. 2019). Among them, Mfold, RNAfold and cofold could predict pseudoknot-free secondary structures, while Ipknott, Probknott and DMfold could predict secondary structures with pseudoknots. During preparing our manuscript, Zhou’s group reported a method of RNA secondary structure prediction using deep learning and transfer learning that also achieved significantly higher prediction precision than current methods (Singh et al. 2019). Since they used a different dataset for training, it is inappropriate to compare the performance of their method with ours directly. So, we shall not compare them here but this issue will be discussed later in more detail in the next section.

Table 1 shows the prediction results of our method and other methods on the Archivell testing set. The prediction results of other methods are from previous work (Wang et al. 2019). It could be obviously seen that the STY, PPV and MCC values of 2dRNA far exceed other methods. See the supporting material for the detailed performance of our method on the testing set (Supplementary Table S1).

The output of 2dRNA is a contact map, which also includes pseudoknot information. In the Archivell testing set there are 72 structures with total 996 pseudoknot base pairs. For comparison, we chose IPknott (Sato et al. 2011) and Probknott (Bellaousov and Mathews 2010), the most famous ones that can predict pseudoknots. The result is shown in Table 2 where the number of true positive (TP) is in relative to the total 1114 pseudoknot base pairs and the same is for TN, FP, FN, STY, PPV and MCC. As it can be seen, 2dRNA has a much higher performance in pseudoknot base pairs than other methods, with MCC 0.650. After applying data balancing technique, the prediction accuracy can be further promoted and MCC is up to 0.745, even for a trained model (2dRNA + DB (<80%)) with training data that only keep the sequences having similarity less than 80% with the testing set (see the following).

**DISCUSSION**

**Better prediction using data balancing technique**

The original training dataset contains total 2111 sequences with length less than 500. Among them, most sequences (1390) are less than 200 in length, accounting for 65.8% of the total. Specifically, there are 436 sequences with length less than 100, 954 in 100–200, 92 in 200–300, 565 in 300–400, 64 in 400–500. The
number of the long RNA sequences is so few that our model can’t learn enough knowledge from it for dealing with long sequence prediction. So here we apply the data balancing technique, not increasing new data but just duplicating the minority long sequences to let our model train with those data more times. In particular, we have duplicated the sequences with length in 200–300 by six times, in 400–500 by nine times, bringing about total 3083 sequences on balanced training set. Figure 3A and B illustrate the distribution before and after data balancing.

After this data processing, our model can well deal with long RNA sequences, and the whole accuracy on testing set is also improved a lot. The STY has increased by approximately 3% from 0.9017 to 0.9288, while PPV has just improved a little from 0.9820 to 0.9838, resulting in the highest MCC 0.9519 among all the other methods. Especially for the long sequences, the prediction results look much better than before (Fig. 1C).

Correlation between similarity and accuracy

As it is well known that deep learning is a black box, making it hard to understand what it has learned. Here we try to give some insights about how prediction accuracy is correlated with the sequence similarity between the testing and training sets.

We used the Levenshtein distance (Levenshtein 1966) to measure the similarity between two sequences. It is noted that this kind of similarity is different from that given by CD-HIT-EST algorithm (Fu et al. 2012). For each sequence in the testing set, its distances with every sequence in the training set are calculated. Figure 2 shows the correlations between the prediction accuracy (here MCC) of each sequence in the testing set and the number of the sequences in the training set with their distances being larger than equal to 0.7 to the former. It shows that the prediction accuracy increases with the number of the sequences in general. For shorter sequences (blue dots in Fig. 2), the MCCs of most of them are close to 1. This means that their structural information could be learned from those sequences with lower similarity. For the longer sequences (e.g., >300 (red dots in Fig. 2)) in the testing set, they usually have lower accuracy than the shorter ones with the same number of similar sequences. This is reasonable because for long sequences, more homologous sequences are needed to learn their structural information. These results suggest that the neural network model can learn common structural features from

| Method                | TP  | FP  | TN  | FN  | STY  | PPV  | MCC   |
|-----------------------|-----|-----|-----|-----|------|------|-------|
| IPknot                | 75  | 295 | 3415| 924 | 0.071| 0.125| 0.089 |
| Probknot              | 16  | 234 | 3436| 983 | 0.011| 0.035| 0.018 |
| 2dRNA                 | 584 | 47  | 4611| 415 | 0.582| 0.762| 0.650 |
| 2dRNA + DB            | 726 | 62  | 5088| 273 | 0.706| 0.809| 0.745 |
| 2dRNA (< 80%)         | 269 | 88  | 3334| 730 | 0.169| 0.373| 0.242 |
| 2dRNA + DB (< 80%)    | 597 | 38  | 4495| 402 | 0.600| 0.735| 0.653 |

Fig. 1 Comparison of using data balancing technique or not. A The distribution of sequences length and number of base pairs on unbalanced training set. B Training set distribution after data balancing. C The result of RNaseP Onchorhynchus-2. The black points are the native base pairs. The red is the prediction result of 2dRNA trained on balanced training set, and the blue is the prediction result of 2dRNA trained on unbalanced training set.
similar RNA sequences without aligning them. This is in agreement with previous study (Wang et al. 2019).

To see the generalization ability of 2dRNA, we also have trained a new model with training data that only keep the sequences having similarity less than 80% with the testing set using the CD-HIT-EST (sequence-identity cutoff is set as 0.8) (Fu et al. 2012). The result is shown in Table 1 as 2dRNA (<80%) and 2dRNA + DB (<80%). It is clear that in this case 2dRNA still significantly outperforms other methods in PPV, STY and MCC.

**Performance for different RNA types**

Table 3 shows the performances of 2dRNA for different types of RNAs in the testing set. The performances for 5sRNA and tRNA are higher than tmRNA and RNaseP, mainly in STY. This may be that the latter two usually have much longer lengths than the former in the training set (Supplementary Table S2). Furthermore, as discussed above, the sequence number of longer lengths is much small and this may be also a reason why the performance for tmRNA and RNaseP is relatively lower.

Our method also has been tested on the Zhou’s testing set TS0 (38), which contains 1305 sequences that include not only the four types mentioned above but also microRNA, riboswitch and so on. Table 4 shows the performances of 2dRNA for different types of RNAs in the TS0 testing set. Since our training dataset does not contain these other types of RNAs, it’s not surprising to see poor performance of those. But in 5sRNA, tRNA, tmRNA and RNaseP, our method still maintains impressive performance.

**CONCLUSION**

In this work, we present an end-to-end coupled deep learning model 2dRNA to predict RNA secondary structure with pseudoknots. Our method achieves a state-of-the-art performance compared to other methods, including the prediction of pseudoknots. It seems

**Table 3** Performance of 2dRNA for different RNA types on ArchiveII testing set

| Type     | Number | STY   | PPV   | MCC   |
|----------|--------|-------|-------|-------|
| 5sRNA    | 109    | 0.9898| 0.9912| 0.9903|
| tRNA     | 50     | 0.9736| 0.9900| 0.9804|
| tmRNA    | 31     | 0.7723| 0.9601| 0.8544|
| RNaseP   | 44     | 0.8369| 0.9754| 0.8931|

**Table 4** Performance of 2dRNA for different RNA types on TS0 testing set

| Type               | Number | STY   | PPV   | MCC   |
|--------------------|--------|-------|-------|-------|
| 5sRNA              | 30     | 0.6807| 0.8028| 0.7321|
| tRNA               | 128    | 0.8761| 0.9463| 0.9058|
| tmRNA              | 25     | 0.6807| 0.9042| 0.7747|
| RNaseP             | 23     | 0.7742| 0.8501| 0.8001|
| snRNA              | 148    | 0.1335| 0.1438| 0.1272|
| MicroRNA           | 202    | 0.0627| 0.2463| 0.1177|
| Riboswitch         | 48     | 0.0169| 0.0826| 0.0327|
| Group I Introns    | 10     | 0.0277| 0.4114| 0.0992|
| Group II           | 55     | 0.0080| 0.1091| 0.0287|
| CRISPR             | 7      | 0.0612| 0.1071| 0.0810|
| Other              | 629    | 0.0586| 0.1696| 0.0897|
that the coupled deep learning model can use structural information learning from similar RNAs with known structures to predict the secondary structure of a target RNA. Our model was trained in the dataset with limited types of RNAs. In future we shall further apply it to larger dataset. Our method is available as a web server at https://biophy.hust.edu.cn/new/2dRNA. The web server is currently only for evaluating our method.

MATERIALS AND METHODS

Problem formulation

Here, the secondary structure of a RNA is defined as the pattern formed by the canonical base pairs A-U and C-G, and the wobble base pair G-U as usual. Non-canonical pairs are neglected in our secondary structure prediction. The bases in the secondary structure fulfill the following constraints: (1) a base cannot participate in more than one base pair; (2) bases that are paired with each other must be separated by at least three bases along sequence.

In this work, we used two different representations of RNA secondary structure. One is dot-bracket notation (Hofacker et al. 1994), which contains seven symbols. Unpaired nucleotides are indicated with the character ‘.’, matching pairs of parentheses ‘()’ indicate base pairs. To indicate non-nested base pairs (pseudoknots), additional brackets are used: ‘[’’, ‘]’, or ‘< >’. Another representation is the dot-plot matrix (Maizel and Lenk 1981), where each base pair \((i, j)\) is represented by a dot or box in row \(i\) and column \(j\) of a rectangular grid or contact matrix of the structure. Figure 3 shows the RNA secondary structure and its two representations.

Methods

Our deep learning neural network is a coupled two-stage model: coarse-grained dot-bracket prediction (CGDBP) and fine-grained dot-plot prediction (FGDPP). Motivated by DMfold (Wang et al. 2019), CGDBP takes one-hot encoding format of four type bases of the sequence as input and predicts the dot-bracket states of the bases. We use a two-layer bidirectional LSTM (Krizhevsky et al. 2017) as the encoder that encodes the input sequence information into high dimension space (the dimension of the vectors is \(L \times 256\), where \(L\) is the length of input sequence, 256 is the encoding feature size), followed by a decoder to give dot-bracket prediction. This decoder is a fully connected network, taking the encoding vectors from RNA sequence to one-hot format of dot-bracket sequences \((L \times 7\), for the dot-bracket notation contains seven symbols). The FGDPP is a fully convolution network, which inputs RNA sequence encoding but outputs dot-plot matrix \((L \times L)\). The output of first stage is the dot-bracket state of each base, \(i.e.,\) the base is in unpaired state ‘.’ or in one of the six paired states ‘[’, ‘]’, ‘{’, ‘}’, ‘<’, ‘>’, which tells what state each base is at, but there is still much mismatching between brackets. That is why it’s called coarse-grained prediction. The second part FGDPP of our model is created to address this problem. Since the LSTM network can only capture sequential context, we combined it with U-net (Ronneberger et al. 2015) to get precise pairwise base-pairing prediction and provide the ability of extracting structural information. Figure 4 displays the coupled neural network architecture of 2dRNA.

Coarse-grained dot-bracket prediction

The CGDBP uses the bidirectional LSTM architecture (Krizhevsky et al. 2017) as encoder and a fully connected layer as decoder. LSTM network (Hochreiter and
Schmidhuber (1997) is a special kind of recurrent neural network, capable of learning long-term dependency and now is widely used in natural language processing. Our model uses a 2-layers bidirectional LSTM network, the dimension of hidden vector $h$ is 128 for all the layers. The decoder is a 3-layers fully connected network, with size of 128, 64, and 7. In both networks, the dropout rate is 0.1 and the activation function is rectified linear unit (ReLU) (Agarap 2018).

The input of CGDBP is RNA sequences, one-hot encoding by $L \times C$ vectors. Thence the residue A is encoded as "1000", U is "0100", G is "0010", and C is "0001". Then it outputs the $L \times 7$ vectors which correspond to the one-hot vector of dot-bracket symbols, with "0001000" represents "", "1000000" and "0000001" represent "(" and ")", "0100000" and "0000010" for "[" and "]", and "0010000" and "0000100" for "{" and "}".

**Fine-grained dot-plot prediction**

The FGDPP uses the U-net architecture (Ronneberger et al. 2015) as decoder. U-Net is a famous network developed for biomedical image segmentation, which is based on FCN (Shelhamer et al. 2017) and its architecture is extended to yield more precise segmentations. U-net consists of a contracting path for downsampling and an expansive path for upsampling. During the contraction path, the spatial information is reduced while feature information is increased. Compared to the vanilla fully convolutional networks, U-net has the shortcut connection crossing convolutional layers analogous to ResNet, its expansive path concatenates the spatial information with high-resolution features from the contracting path, which provide local information to the global. This is significant to the secondary structure problem, high-resolution features make a benefit to the local structures like stems or hairpins, global features about these local structures provide spatial information that contributes to the prediction of global structure, especially for pseudoknots.

We used a 9-blocks/layers U-net in our model. The contracting path is composed of four blocks, each block is composed of: (1) two units of $3 \times 3$ convolution layer and ReLU activation function (with batch normalization), followed by (2) $2 \times 2$ max pooling. The number of feature maps doubles at each pooling, starting with 32 feature maps for the first block to the final 256 feature maps. The parameters of all the convolution layers are the same, with kernel size being 3, stride being 1, and padding being 1. The middle part of U-net between the contracting and expanding paths is a block built from simply two convolutional layers with dropout and batch normalization. And the last two blocks are the upsampling path, each of these blocks is composed of: (1) deconvolution layer with stride 2; (2) skip connections with the corresponding cropped feature map from the contracting path; (3) two $3 \times 3$ convolution layers and ReLU activation function (with batch normalization).

We take the output of the bidirectional LSTM, which is 256-dimensional encoding vectors, and do a pairwise addition operation on it to get a tensor with size $L \times L \times 256$, as the input of the U-net. The output of the U-net is a $L \times L \times 1$ matrix, which is through the sigmoid layer to be normalized into $[0, 1]$, reflecting the pairing probability of each pair of bases. In our model,
we set the cutoff as 0.5, the score of base pairs that exceed this cutoff is considered as paired.

The original U-net uses binary cross entropy loss to optimize its parameters (Goodfellow et al. 2016). But for RNA secondary structure prediction problem, the native base pair is so rare relative to all possible pairing in dot-plot matrix representation, i.e., positive labels are very lacking in training set, which cause inefficient training as most locations are simple negatives and contribute no useful learning signal. Mass negatives can overwhelm training and lead to degenerate models. So we used focal loss function (Lin et al. 2018) to address this class imbalance, which reshapes the standard cross entropy loss such that it down-weights the loss assigned to well-classified examples. Another loss function our model uses is soft dice loss, which is based on the dice coefficient (DSC) that is a measure of overlap between two samples (Milletari et al. 2016). Especially for RNA, we proposed a symmetric loss function according to its secondary structure. The RNA dot-plot representation is a symmetric matrix, but the predictions are often not. So, a symmetric loss as a penalty is used to prevent occurring of this:

$$SL(p) = (p - p_T)^2,$$ (1)

Those two parts (coarse-grained and fine-grained) are trained together as a whole, for the reason that both dot-bridge output and matrix output can help and constrain each other in the process of loss propagation. While training, we used Adam (Kingma and Ba 2014) with learning rate 0.002 to optimize loss function. The train epoch is set to 30, and batch size is 16, since L is different, forward calculate one sample at a time and then backward total loss after 16 samples, meanwhile the batch normalization in U-net is instance normalization. The PyTorch implement of U-net that we use comes from the open-source codes provided by milesial on Github (https://github.com/milesial/Pytorch-UNet).

**Data collection and processing**

The data used for training and testing contain sequence and secondary structure, is the same as DMFold (Wang et al. 2019) for the performance comparison. They are the Archivell dataset from the public database of Mathews lab (Ward et al. 2017). Although the RNA types of this dataset are less than the larger bpRNA dataset (Danaee et al. 2018), the sequence number of each RNA type has similar order of magnitude and so this dataset is better for training and testing a deep learning model (Supplementary Table S2). This dataset totally has 2345 known RNA primary sequences and their secondary structures. For comparing with DMFold, the same 234 sequences randomly chosen is taken as testing set. The left is for training and validating. Here we used tenfold cross-validation, split the left data into tenfolds, each time use ninefolds to train the model and onefold for validation. We have trained 10 models and used the averaged results of these models as final predictions, i.e., two residues are considered to form base pair if their averaged pairing probability is equal to or larger than 0.5.

All data above are adopted to remove the duplicate data by the CD-HIT tool (Fu et al. 2012) and the data that contain the unknown bases. Particularly, we only selected the sequences with length less than 500 and longer than 32. Finally, the training set contains totally 2111 sequences with length less than 500.

**Performance metrics**

To estimate the performance of 2dRNA and other methods, we can calculate the accuracy of the base pairs to represent the accuracy of prediction structures. So that, the predictions can be compared between different methods. We use the precision (PPV) and sensitivity (STY) (Matthews 1975) to measure the performance of the methods. STY measures the ability to find the positive base pairs, while PPV measures the ability of not predicting false positive base pairs. They are defined as follows:

$$PPV = \frac{TP}{TP + FP},$$ (2)

$$STY = \frac{TP}{TP + FN},$$ (3)

where TP denotes true positive; FP, false positive; TN, true negative; FN, false negative.

Generally, the requirements of PPV and STY could not be satisfied simultaneously when comparing the accuracy of the prediction results. Therefore, the Matthews correlation coefficients (MCC) (Parisien et al. 2009) is used to comprehensively evaluate the prediction results.

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(FP + TN)(TN + FN)(FN + TP)}} \approx \sqrt{STY \times PPV}. $$ (4)
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