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Abstract

It is well known that the two-dimensional Hammersley point set consisting of $N = 2^n$ elements (also known as Roth net) does not have optimal order of $L_p$-discrepancy for $p \in (1, \infty)$ in the sense of the lower bounds according to Roth (for $p \in [2, \infty]$) and Schmidt (for $p \in (1, 2)$). On the other hand, it is also known that slight modifications of the Hammersley point set can lead to the optimal order $\sqrt{\log N/N}$ of $L_2$-discrepancy, where $N$ is the number of points. Among these are for example digit shifts or the symmetrization. In this paper we show that these modified Hammersley point sets also achieve optimal order of $L_p$-discrepancy for all $p \in (1, \infty)$.
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1 Introduction

For a finite set $P_{N,s} = \{x_0, \ldots, x_{N-1}\}$ of points in the $s$-dimensional unit-cube $[0,1)^s$ the local discrepancy is defined as

$$D_N(P_{N,s}, t) = \frac{A_N([0,t), P_{N,s})}{N} - t_1 t_2 \cdots t_s,$$

where $t = (t_1, t_2, \ldots, t_s) \in [0,1]^s$ and $A_N([0,t), P_{N,s})$ denotes the number of indices $k$ with $x_k \in [0, t_1) \times \ldots \times [0, t_s) =: [0,t)$. The local discrepancy measures the difference of the portion of points in an axis parallel box containing the origin and the volume of this box. Hence it is a measure of the irregularity of distribution of a point set in $[0,1)^s$.

Definition 1 Let $p \in [1, \infty]$. The $L_p$-discrepancy of $P_{N,s}$ is defined as the $L_p$-norm of the local discrepancy

$$L_{p,N}(P_{N,s}) = \|D_N(P_{N,s}, \cdot)\|_{L_p} = \left( \int_{[0,1]^s} |D_N(P_{N,s}, t)|^p \, dt \right)^{1/p} \quad (1)$$
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with the obvious modifications for \( p = \infty \).

The \( L_p \)-discrepancy can also be linked to the integration error of a quasi-Monte Carlo rule, see, e.g. [13, 33, 43] for the error in the worst-case setting and [46] for the average case setting.

One of the questions on irregularities of distribution is concerned with the precise order of convergence of the smallest possible values of \( L_p \)-discrepancy as \( N \) goes to infinity.

In this paper we only deal with the case \( s = 2 \) and \( p \in (1, \infty) \) and consider modifications of the two-dimensional Hammersley point set with \( N = 2^n \) elements (also known as Roth net) given by

\[
\mathcal{R}_n = \left\{ \left( \frac{t_1}{2^n} + \frac{t_2}{2^n} + \cdots + \frac{t_{n-1}}{2^n} + \frac{t_n}{2^n} : t_1, \ldots, t_n \in \{0, 1\} \right) \right\}, \tag{2}
\]

It is well known (see, for example, [34, Corollary 1]) that for all \( p \in [1, \infty) \) we have

\[
\lim_{N \to \infty} \frac{NL_{p,N}(\mathcal{R}_n)}{\log N} = \frac{1}{8\log 2},
\]

where here and throughout the paper \( \log \) denotes the natural logarithm. Hence the two-dimensional Hammersley point set does not have optimal order of \( L_p \)-discrepancy with respect to the general lower bound by Roth (for \( p \in [2, \infty) \)) and Schmidt (for \( p \in (1, 2) \)), see Section 2.

In this paper we consider digit shifted Hammersley point sets (Section 3) and symmetrized digit shifted Hammersley point sets (Section 4) and show that for both cases we can achieve the optimal order of \( L_p \)-discrepancy for all \( p \in (1, \infty) \) (see Theorem 1, 2 and 3). The optimality of the digit shifted Hammersley point sets for the \( L_p \)-discrepancy was recently shown by Markhasin [29, 30]. The proof there is indirect via optimality of the norm of the discrepancy function in Besov spaces with dominating mixed smoothness together with embedding theorems between Besov spaces and Triebel-Lizorkin spaces which contain \( L_p \)-spaces as special cases. The main tool there is the computation of Haar coefficients of the discrepancy function which, for the digit shifted Hammersley point sets, were already computed in [24]. We give a direct proof here via Littlewood-Paley theory which is accessible without knowledge of function space theory.

**Notation.** Throughout the paper we use the following notation. For functions \( f, g : \mathbb{N} \to \mathbb{R}^+ \) we write \( g(N) \ll f(N) \) (or \( g(N) \gg f(N) \)), if there exists a \( C > 0 \) such that \( g(N) \leq Cf(N) \) (or \( g(N) \geq Cf(N) \)) for all \( N \in \mathbb{N} \), \( N \geq 2 \). If we would like to stress that the quantity \( C \) may also depend on other variables than \( N \), say \( \alpha_1, \ldots, \alpha_w \), this will be indicated by writing \( \ll_{\alpha_1, \ldots, \alpha_w} \) (or \( \gg_{\alpha_1, \ldots, \alpha_w} \)). Sometimes we also use \( f(N) \asymp g(N) \) which means that \( f(N) \ll g(N) \) and \( f(N) \gg g(N) \) simultaneously.

Before we continue we survey some known results from discrepancy theory:
2 A brief survey of known results

In 1954 Roth [37] proved that for every $N$-element point set $P_{N,s}$ in $[0,1)^s$ we have

$$L_{2,N}(P_{N,s}) \gg_s \frac{(\log N)^{s-1}}{N}.$$  (3)

Roth’s original proof can be found in [37]. Further proofs are presented in [1, 13, 16, 25, 27, 32]. According to a result of Hinrichs and Markhasin [25] the implied constant $c_s$ can be chosen as

$$c_s = \frac{7}{27 \cdot 2^{s-1} (\log 2)^{(s-1)/2} \sqrt{(s-1)!}}.$$  

From the monotonicity of the $L_p$-norm it is evident that Roth’s lower bound (3) also holds for the $L_p$-discrepancy for any $p \in [2, \infty)$. Furthermore, it was shown by Schmidt [40] that also for any $p \in (1,2)$ we have

$$L_{p,N}(P_{N,s}) \gg_{s,p} \frac{(\log N)^{s-1}}{N}$$  (4)

for any $N$-element point set $P_{N,s}$ in $[0,1)^s$.

In 1956 Davenport [9] proved that the lower bound (3) is best possible for the $L_2$-discrepancy in dimension 2. He considered the $N = 2M$ points $(\pm n \alpha, n/M)$ for $n = 1, 2, \ldots, M$ and showed that if $\alpha$ is an irrational number having a continued fraction expansion with bounded partial quotients then the $L_2$-discrepancy of the collection $P_{N,2}^{\text{sym}}(\alpha)$ of these points satisfies

$$L_{2,N}(P_{N,2}^{\text{sym}}(\alpha)) \ll_{s,a} \frac{\sqrt{\log N}}{N},$$

where the implied constant only depends on $\alpha$. Nowadays there exist several variants of such “symmetrized” point sets having optimal order of $L_2$-discrepancy in dimension 2, see, for example, the work of Larcher and Pillichshammer [28] who study the $L_2$-discrepancy of symmetrized digital nets or the work of Proinov [36]. A nice discussion of the topic, which is often referred to as Davenport’s reflection principle can be found in [6]. Symmetrized Hammersley point sets will be considered in Section 4. Recently Bilyk [3] proved that unsymmetrized versions of Davenport’s point sets, i.e., point sets of the form $P_{N,2}(\alpha) = \{(na, n/N) : n = 0, 1, \ldots, N-1\}$ satisfy

$$L_{2,N}(P_{N,2}(\alpha)) \ll_{s,a} \frac{\sqrt{\log N}}{N},$$

if and only if the bounded partial quotients of $\alpha = [a_0; a_1, a_2, \ldots]$ satisfy

$$\left| \sum_{k=0}^{n} (-1)^k a_k \right| \ll_{s,a} \sqrt{n}.$$
Further examples of two-dimensional finite point sets with optimal order of \( L_2 \)-discrepancy which are based on scrambled digital nets can be found in [17, 18, 19, 20, 22, 23, 26]. One prominent instance in this class are digit shifted Hammersley point sets. For these it is well known that the \( L_2 \)-discrepancy is of optimal order if the number of 0s and 1s in the dyadic shifts are balanced (see, for example, [26]). Digit shifted Hammersley point sets will be considered in Section 3.

For completeness we mention also some results for arbitrary dimensions: in [38] Roth proved that the bound (3) is best possible in dimension 3 and finally Roth [39] and Frolov [21] proved that the bound (3) is best possible in any dimension. In [5] Chen showed that the \( L_p \)-discrepancy bound (4) is best possible in the order of magnitude in \( N \) for any \( p \in (1, \infty) \), i.e., for every \( N, s \in \mathbb{N}, N \geq 2 \), there exists an \( N \)-element point set \( P_{N,s} \) in \([0,1)^s\) such that

\[
L_{p,N}(P_{N,s}) \ll_{s,p} \frac{(\log N)^{s-1/2}}{N},
\]

where the implied constant only depends on \( s \) and \( p \), but not on \( N \). See also [11] for more information. Further existence results for point sets with optimal order of \( L_p \)-discrepancy can be found in [8, 12, 42]. However, all these results for dimension 3 and higher are only existence results obtained by averaging arguments and it remained a long standing open question in discrepancy theory to find explicit constructions of finite point sets with optimal order of \( L_2 \)-discrepancy in the sense of Roth’s lower bound. The breakthrough in this direction was achieved by Chen and Skriganov [7], who proved a complete solution to this problem. They gave for the first time for every integer \( N \geq 2 \) and every dimension \( s \in \mathbb{N} \), explicit constructions of finite \( N \)-element point sets in \([0,1)^s\) whose \( L_2 \)-discrepancy achieves an order of convergence of \((\log N)^{(s-1)/2}/N \). The result in [7] was extended to the \( L_p \)-discrepancy for \( p \in (1, \infty) \) by Skriganov [41] who used Littlewood-Paley theory in his proofs. This will also play a major role in our paper, see Lemma 2. Further constructions of point sets with optimal \( L_p \)-discrepancy can be found in [10, 15, 31]. See also [2, 14] for more detailed surveys.

3 \( L_p \)-discrepancy of digit shifted Hammersley point sets

Let \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_n) \in \{0, 1\}^n \). The two-dimensional digit shifted Hammersley point set is given by

\[
\mathcal{R}_{n, \sigma} = \left\{ \left( \frac{t_n}{2^n}, \frac{t_{n-1}}{2^n}, \ldots, \frac{t_1}{2^n}, \frac{t_1 \oplus \sigma_1}{2^n}, \frac{t_2 \oplus \sigma_2}{2^n}, \ldots, \frac{t_n \oplus \sigma_n}{2^n} \right) : t_1, \ldots, t_n \in \{0, 1\} \right\}
\]

where \( t \oplus \sigma = t + \sigma \pmod{2} \) for \( t, \sigma \in \{0, 1\} \). This point set contains \( N = 2^n \) elements. If \( \sigma = 0 = (0, 0, \ldots, 0) \), then we obtain the classical two-dimensional
Hammersley point set \([2]\).

It was shown in \([23]\) that two-dimensional digit shifted Hammersley point sets satisfy the \(L_2\)-discrepancy estimate

\[
L_{2,N}(\mathcal{R}_{n,\sigma}) \ll \frac{\sqrt{\log N}}{N},
\]

whenever \(\sigma = (1, 0, 1, 0, \ldots)\), which is optimal according to \([3]\). An exact formula for \(L_{2,N}(\mathcal{R}_{n,\sigma})\) and a generalization of the result can be found in \([26]\). In particular it is shown in \([26]\) that

\[
L_{2,N}(\mathcal{R}_{n,\sigma}) \ll \frac{\sqrt{\log N}}{N},
\]

whenever the number of 0- and 1-components of \(\sigma\) are “more or less” balanced, i.e., \(\#\{ j : \sigma_j = 0\} \approx n/2\). See also \([11, Section 3.1]\). Motivated by these results the question arises whether digit shifted Hammersley point sets can also achieve optimal order of \(L_p\)-discrepancy for any \(p \in (1, \infty)\)?

We answer this question in the affirmative and generalize the results in \([23, 26]\) to the case of \(L_p\)-discrepancy for all \(p \in (1, \infty)\). The following result is already announced in \([11]\).

**Theorem 1** Let \(p \in (1, \infty)\). Let \(\sigma \in \{0, 1\}^n\) and \(a_n = \#\{ j : \sigma_j = 0\}\). The \(L_p\)-discrepancy of the two-dimensional digit shifted Hammersley point set satisfies

\[
L_{p,N}(\mathcal{R}_{n,\sigma}) \ll_p \frac{\sqrt{\log N}}{N}
\]

if and only if \(|2a_n - n| \ll_p \sqrt{n}\).

In other words, we achieve exactly for those shifts \(\sigma\) optimal order of \(L_p\)-discrepancy of \(\mathcal{R}_{n,\sigma}\) for which the number of 0- and 1-components of \(\sigma\) are “more or less” balanced.

The proof of this result uses the Haar system (in base 2) which we introduce now:

To begin with, a dyadic interval of length \(2^{-j}, j \in \mathbb{N}_0\), in \([0, 1)\) is an interval of the form

\[
I = I_{j,m} := \left[\frac{m}{2^j}, \frac{m+1}{2^j}\right) \quad \text{for} \quad m = 0, 1, \ldots, 2^j - 1.
\]

We also define \(I_{-1,0} = [0, 1)\). The left and right half of \(I = I_{j,m}\) are the dyadic intervals \(I^+ = I_{j,m}^+ = I_{j+1,2m}\) and \(I^- = I_{j,m}^- = I_{j+1,2m+1}\), respectively. The Haar function \(h_I = h_{j,m}\) with support \(I\) is the function on \([0, 1)\) which is +1 on the left half of \(I\), -1 on the right half of \(I\) and 0 outside of \(I\). The \(L_{\infty}\)-normalized Haar system consists of all Haar functions \(h_{j,m}\) with \(j \in \mathbb{N}_0\) and \(m = 0, 1, \ldots, 2^j - 1\).

---

\(^1\)This question was stated by J. Dick during a private communication at the Oberwolfach workshop “Uniform Distribution Theory and Applications”, Sept. 25 – Oct. 5, 2013.
and $m = 0, 1, \ldots, 2^j - 1$ together with the indicator function $h_{-1,0}$ of $[0, 1)$. Normalized in $L_2([0, 1))$ we obtain the orthonormal Haar basis of $L_2([0, 1))$.

Let $\mathbb{N}_{-1} = \{-1, 0, 1, 2, \ldots\}$ and define $\mathbb{D}_j = \{0, 1, \ldots, 2^j - 1\}$ for $j \in \mathbb{N}_0$ and $\mathbb{D}_{-1} = \{0\}$. For $j = (j_1, \ldots, j_s) \in \mathbb{N}_{-1}^s$ and $m = (m_1, \ldots, m_s) \in \mathbb{D}_j := \mathbb{D}_{j_1} \times \ldots \times \mathbb{D}_{j_s}$, the Haar function $h_{j,m}$ is given as the tensor product

$$h_{j,m}(x) = h_{j_1,m_1}(x_1) \cdots h_{j_s,m_s}(x_s) \quad \text{for } x = (x_1, \ldots, x_s) \in [0, 1)^s.$$  

The boxes

$$I_{j,m} = I_{j_1,m_1} \times \cdots \times I_{j_s,m_s}$$

are called dyadic boxes. Two boxes $I_{j_1,m_1}$ and $I_{j_2,m_2}$ have the same shape if $j_1 = j_2$. A crucial combinatorial property is that for $j = (j_1, \ldots, j_s) \in \mathbb{N}_0^s$, there are exactly $2^{j_1 + \cdots + j_s}$ boxes of that shape which are mutually disjoint.

The $L_\infty$-normalized tensor Haar system consists of all Haar functions $h_{j,m}$ with $j \in \mathbb{N}_{-1}^s$ and $m \in \mathbb{D}_j$. Normalized in $L_2([0, 1)^s)$ we obtain the orthonormal Haar basis of $L_2([0, 1)^s)$.

Direct, but in some cases a little tedious computations, for which we refer to [24, Theorem 3.1], give the Haar coefficients

$$\mu_{j,m} = \langle D_N(R_{n,\sigma}, \cdot), h_{j,m} \rangle = \int_{[0,1]^2} D_N(R_{n,\sigma}, t) h_{j,m}(t) \, dt$$

of the local discrepancy of the two-dimensional digit shifted Hammersley point sets:

**Lemma 1 ([24, Theorem 3.1])** Let $j = (j_1, j_2) \in \mathbb{N}_0^2$. Then

(i) if $j_1 + j_2 < n - 1$ and $j_1, j_2 \geq 0$ then $|\mu_{j,m}| = 2^{-(n+1)}$.

(ii) if $j_1 + j_2 \geq n - 1$ and $0 \leq j_1, j_2 \leq n$ then $|\mu_{j,m}| \leq 2^{-(n+j_1+j_2+1)}$ and $|\mu_{j,m}| = 2^{-(n+j_1+j_2+2)}$ for all but at most $2^n$ coefficients $\mu_{j,m}$ with $m \in \mathbb{D}_j$ (the latter appears if there is no point of $R_{n,\sigma}$ in the interior of $I_{j,m}$).

(iii) if $j_1 \geq n$ or $j_2 \geq n$ then $|\mu_{j,m}| = 2^{-(j_1+j_2+2)}$.

Now let $j = (-1, k)$ or $j = (k, -1)$ with $k \in \mathbb{N}_0$. Then

(iv) if $k < n$ then $|\mu_{j,m}| \leq 2^{-(n+k)}$.

(v) if $k \geq n$ then $|\mu_{j,m}| = 2^{-(2k+3)}$.

Finally, if $a_n = \# \{ j : \sigma_j = 0 \}$ then

(vi) $\mu_{(-1,-1),(0,0)} = 2^{-(n+3)}(2a_n + 4 - n) + 2^{-(n+1)}$.

In the proof of Theorem 1 we make use of these results in conjunction with the Littlewood-Paley inequality which provides a tool which can be used to replace Parseval’s equality and Bessel’s inequality for functions in $L_p(\mathbb{R}^s)$ with $p \in (1, \infty)$. It involves the square function $S(f)$ of a function $f \in L_p([0, 1)^2)$.
(we restrict ourselves to the case $s = 2$ since this is the only case of interest here) which is given as

$$S(f) = \left( \sum_{j \in \mathbb{N}^2_{\geq 1}} \sum_{m \in B_j} 2^{2|j|} \langle f, h_{j,m} \rangle^2 1_{I_j,m} \right)^{1/2},$$

where for $j = (j_1, j_2)$ we write $|j| = \max\{0, j_1\} + \max\{0, j_2\}$, and where $1_I$ is the characteristic function of $I$.

**Lemma 2 (Littlewood-Paley inequality)** Let $p \in (1, \infty)$ and let $f \in L_p([0, 1]^2)$. Then

$$\|S(f)\|_{L_p} \approx_p \|f\|_{L_p}.$$

Proofs of this equivalence of norms between the function and its square function and further details also yielding the right asymptotic behavior of the involved constants can be found in [4, 35, 44, 45].

**Proof of Theorem 1**. First we show the sufficiency of the condition. Using Lemma 2 with $f = D_N(R_{n,\sigma,\cdot})$ we have

$$L_{p,N}(R_{n,\sigma}) = \|D_N(R_{n,\sigma,\cdot})\|_{L_p} \leq_p \|S(D_N(R_{n,\sigma,\cdot}))\|_{L_p} = \left( \sum_{j \in \mathbb{N}_{\geq 1}} \sum_{m \in B_j} 2^{2|j|} \mu_{j,m}^2 1_{I_j,m} \right)^{1/2} \leq \left( \sum_{j \in \mathbb{N}_{\geq 1}} \sum_{m \in B_j} \mu_{j,m}^2 1_{I_j,m} \right)^{1/2},$$

where we used Minkowski’s inequality for the $L_{p/2}$-norm. Hence, in order to prove the result it suffices to show that

$$\sum_{j \in \mathbb{N}_{\geq 1}} 2^{2|j|} \left( \sum_{m \in B_j} \mu_{j,m}^2 1_{I_j,m} \right) \lesssim \frac{n}{22n}. \quad (5)$$

To this end we split the sum over the $j$’s into several parts and apply Lemma 2

- $j \in \mathbb{N}_0^2$ such that $|j| < n - 1$: According to (i) of Lemma 1 we have

$$\sum_{j \in \mathbb{N}_0^2_{|j|<n-1}} 2^{2|j|} \left( \sum_{m \in B_j} \mu_{j,m}^2 1_{I_j,m} \right) \lesssim \sum_{j \in \mathbb{N}_0^2_{|j|<n-1}} 2^{2|j|} 2^{-4(n+1)} \left( \sum_{m \in B_j} 1_{I_j,m} \right) \lesssim \frac{n}{22n}.$$
\[\sum_{j \in \mathbb{Z}^2, |j| \leq n-1} 2^{2|j|} 2^{-4(n+1)}\]
\[\ll \frac{1}{2n} \sum_{k=0}^{n-2} 2^{2k} \sum_{j_1, j_2=0 \atop j_1+j_2=k}^{\infty} 1\]
\[= k+1 \leq n-1\]
\[\ll \frac{n}{2n}.\]

Here we used that for fixed \(j\) the intervals \(I_{j,m}\) with \(m \in \mathbb{D}_j\) form a partition of the unit-square \([0,1]^2\) and hence \(\sum_{m \in \mathbb{D}_j} 1_{I_{j,m}} = 1\).

- \(|j| \geq n - 1\) and \(0 \leq j_1, j_2 \leq n\): Let \(I_{j,m}^\circ\) denote the interior of a dyadic box \(I_{j,m}\). According to (ii) of Lemma 1 we have

\[\sum_{m \in \mathbb{D}_j} \mu_{j,m}^2 1_{I_{j,m}} \ll \frac{n}{2n}.\]

Now we turn to the second sum

\[\sum_{j_1, j_2=0 \atop |j| \geq n-1} 2^{2|j|} 2^{2-(n+|j|+1)} \ll \frac{n}{2n}.\]

(6)
Note that
\[
\sum_{m \in D_j} 1_{I_{j,m}}
\]
is the indicator function of a set, say \(A_j\), of measure at most \(2^n - |j|\). Hence (6) can be written as
\[
\frac{1}{2^{2(n+1)}} \sum_{j_1, j_2 = 0}^n \|1_{A_j}\|_{L_p/2} = \frac{1}{2^{2(n+1)}} \sum_{j_1, j_2 = 0}^n \left( \int_{[0,1]^2} 1_{A_j}(x) \, dx \right)^{2/p}
\ll \frac{1}{2^{2n}} \sum_{j_1, j_2 = 0}^n (2^n - |j|)^{2/p}
\ll \frac{1}{2^{2n}} 2^{2n/p} \sum_{k = n-1}^{2n} \frac{1}{2^{2k/p}} \sum_{j_1, j_2 = 0}^n 1
\ll \frac{n}{2^{2n}}.
\]

Altogether we obtain that
\[
\sum_{j_1, j_2 = 0}^n 2^{2|j|} \left\| \sum_{m \in D_j} \mu_{j,m}^2 1_{I_{j,m}} \right\|_{L_p/2} \ll \frac{n}{2^{2n}}
\]
as desired.

• \(j \in \mathbb{N}_0^2, j_1 \geq n\): According to (iii) of Lemma 1 we have
\[
\sum_{j_2 = 0}^\infty \sum_{j_1 = n}^\infty 2^{2|j|} \left\| \sum_{m \in D_j} \mu_{j,m}^2 1_{I_{j,m}} \right\|_{L_p/2}
= \sum_{j_2 = 0}^\infty \sum_{j_1 = n}^\infty 2^{2|j|} 2^{-4(|j|+2)} \left\| \sum_{m \in D_j} 1_{I_{j,m}} \right\|_{L_p/2}
= \sum_{j_2 = 0}^\infty \sum_{j_1 = n}^\infty 2^{-2|j|-8} \ll \frac{1}{2^{2n}}.
\]

• \(j \in \mathbb{N}_0^2, j_2 \geq n\): Analogous to the case \(j \in \mathbb{N}_0^2, j_1 \geq n\).
• $j = (-1, k)$ with $k \in \mathbb{N}_0$ and $0 \leq k < n$: According to (iv) of Lemma 1 we have

$$
\sum_{k=0}^{n-1} 2^{2k} \left\| \sum_{m \in \mathbb{D}_{(-1, k)}} \mu_{(-1, k), m}^2 1_{l(-1, k), m} \right\|_{L^p/2} \\
\leq \sum_{k=0}^{n-1} 2^{2k} 2^{2(n+k)} \left\| \sum_{m \in \mathbb{D}_{(-1, k)}} 1_{l(-1, k), m} \right\|_{L^p/2} \\
= \sum_{k=0}^{n-1} 2^{-2n} = \frac{n}{2^{2n}}.
$$

• $j = (k, -1)$ with $k \in \mathbb{N}_0$ and $0 \leq k < n$: Analogous to the case $j = (-1, k)$ with $k \in \mathbb{N}_0$ and $0 \leq k < n$.

• $j = (-1, k)$ with $k \in \mathbb{N}_0$ and $k \geq n$: According to (v) of Lemma 1 we have

$$
\sum_{k=n}^{\infty} 2^{2k} \left\| \sum_{m \in \mathbb{D}_{(-1, k)}} \mu_{(-1, k), m}^2 1_{l(-1, k), m} \right\|_{L^p/2} \\
= \sum_{k=n}^{\infty} 2^{2k} 2^{2(2k+3)} \left\| \sum_{m \in \mathbb{D}_{(-1, k)}} 1_{l(-1, k), m} \right\|_{L^p/2} \\
= \sum_{k=n}^{\infty} 2^{-2k-6} \ll \frac{1}{2^{2n}}.
$$

• $j = (k, -1)$ with $k \in \mathbb{N}_0$ and $k \geq n$: Analogous to the case $j = (-1, k)$ with $k \in \mathbb{N}_0$ and $k \geq n$.

• $j = (-1, -1)$: According to (vi) of Lemma 1 we have

$$
\left\| \mu_{(-1, -1), (0, 0)}^2 \right\|_{L^p/2} = \mu_{(-1, -1), (0, 0)}^2 \left\| 1_{[0, 1]^2} \right\|_{L^p/2} \\
= \left( \frac{2a_n + 4 - n}{2^{n+3}} + \frac{1}{2^{2(n+1)}} \right)^2. \quad (7)
$$

Now we assume that $|2a_n - n| \ll \sqrt{n}$. Then we have

$$
\left\| \mu_{(-1, -1), (0, 0)}^2 \right\|_{L^p/2} \ll \frac{n}{2^{2n}}.
$$

Altogether this proves inequality (5) and therefore also the first point of Theorem 1.
It remains to show that the condition on $a_n$ is also necessary. We use again Lemma 2 with $f = D_N(R_n, \sigma, \cdot)$ and obtain

$$L_{p,N}(R_n, \sigma) = \|D_N(R_n, \sigma, \cdot)\|_{L_p} \gg_p \|S(D_N(R_n, \sigma, \cdot))\|_{L_p} = \left\| \left( \sum_{j \in \mathbb{N}_2^1} \sum_{m \in D_j} 2^{|j|} \mu_{j,m}^2 \mathbf{1}_{I_j,m} \right)^{1/2} \right\|_{L_p}$$

$$\gg \left\| \left( \sum_{j \in \mathbb{N}_2^1} \sum_{m \in D_j} \mu_{j,m}^2 \mathbf{1}_{I_j,m} \right)^{1/2} \right\|_{L_{p/2}} = \left\| \mu_{(-1,-1),(0,0),[01]}^2 \right\|_{L_{p/2}}^{1/2} = \left\| \frac{2a_n + 4 - n}{2^{n+3}} + \frac{1}{2^{2(n+1)}} \right\|_{L_{p/2}}$$

where the last equality follows from (7). From this it is evident that

$$L_{p,N}(R_n, \sigma) \ll_p \frac{\sqrt{\log N}}{N} \asymp \frac{\sqrt{n}}{2^n}$$

implies $|2a_n - n| \ll_p \sqrt{n}$. □

4 \quad \textit{$L_p$-discrepancy of symmetrized digit shifted Hammersley point sets}

We define the \textit{two-dimensional symmetrized digit shifted Hammersley point set}

$$R_{n,\sigma}^\text{sym} = R_n,\sigma \cup R_n,\sigma^\ast,$$  \hspace{1cm} (8)

where we put $\sigma^\ast = \sigma \oplus 1 = (\sigma_1 \oplus 1, \sigma_2 \oplus 1, \ldots, \sigma_n \oplus 1)$. This set contains $N = 2^{n+1}$ points. It is easy to see that $R_{n,\sigma}^\text{sym}$ can also be written as the union of $R_n,\sigma$ with the set of points

$$\left\{ \left( x, 1 - \frac{1}{2^n} - y \right) : (x,y) \in R_n,\sigma \right\}.$$ 

Hence in view of in Davenport’s reflection principle the attribute “symmetrized” is appropriate. For an example see Figure 1

\textbf{Theorem 2} Let $p \in (1, \infty)$. Independently of $\sigma \in \{0, 1\}^n$ the two-dimensional symmetrized digit shifted Hammersley point set satisfies

$$L_{p,N}(R_{n,\sigma}^\text{sym}) \ll_p \frac{\sqrt{\log N}}{N}.$$
Figure 1: Two-dimensional Hammersley point set $\mathcal{R}_{8,0}$ with $2^8$ elements (left) and symmetrized version $\mathcal{R}_{8,0}^{\text{sym}}$ thereof (right)

For the proof we need upper bounds on the absolute values of the Haar coefficients $\mu_{j,m}^{\text{sym}} = \langle D_N(\mathcal{R}_{n,\sigma}^{\text{sym}}, \cdot), h_{j,m} \rangle$ of the local discrepancy of $\mathcal{R}_{n,\sigma}^{\text{sym}}$ which are given in the following:

**Lemma 3** Let $j = (j_1, j_2) \in \mathbb{N}^2_{-1}$. Then in the case $j \neq (-1, -1)$ we have

$$|\mu_{j,m}^{\text{sym}}| \leq |\mu_{j,m}| \quad \text{for all } m \in \mathbb{D}_j.$$  

Hence the results in Lemma 1 apply accordingly also to $|\mu_{j,m}^{\text{sym}}|$. In the case $j = (-1, -1)$ we have $\mu_{(-1,-1),(0,0)}^{\text{sym}} = 2^{-(n+1)} + 2^{-(n+1)}$.

**Proof.** We have

$$D_N(\mathcal{R}_{n,\sigma}^{\text{sym}}, t) = \frac{1}{2^{n+1}} A_N([0,t], \mathcal{R}_{n,\sigma}^{\text{sym}}) - t_1 t_2$$

$$= \frac{1}{2} \left( \frac{1}{2^n} A_N([0,t], \mathcal{R}_{n,\sigma}) - t_1 t_2 + \frac{1}{2^n} A_N([0,t], \mathcal{R}_{n,\sigma^*}) - t_1 t_2 \right)$$

$$= \frac{1}{2} \left( D_N(\mathcal{R}_{n,\sigma}, t) + D_N(\mathcal{R}_{n,\sigma^*}, t) \right).$$

Regarding the linearity of integration, we obtain

$$\mu_{j,m}^{\text{sym}} = \frac{1}{2} (\mu_{j,m,\sigma} + \mu_{j,m,\sigma^*}),$$

where here we write $\mu_{j,m,\sigma}$ for the the Haar coefficients of the local discrepancy of $\mathcal{R}_{n,\sigma}$ in order to stress the dependence on the digit shift $\sigma$ and accordingly for $\mu_{j,m,\sigma^*}$. Then the triangle inequality yields

$$|\mu_{j,m}^{\text{sym}}| \leq \frac{1}{2} (|\mu_{j,m,\sigma}| + |\mu_{j,m,\sigma^*}|).$$
We analyze the case $j \neq (-1, -1)$. We note that the identities and upper bounds for $|\mu_{j,m,\sigma}|$ in Lemma 1 do not depend on the shift $\sigma$ and therefore we get our desired results in this case directly from this lemma. In case that $j = (-1, -1)$ we observe that the shift $\sigma_*$ has $n - a$ zero entries if $\sigma$ has $a$ zero entries, and thus the result in this case also follows immediately from Lemma 1.

Proof of Theorem 2. Since the absolute values of the Haar coefficients of $D_N(\mathcal{R}_{n,\sigma}^{\text{sym}}, \cdot)$ are less than or equal to the absolute values of the Haar coefficients of $D_N(\mathcal{R}_{n,\sigma}, \cdot)$ and since $\mu_{(-1,-1),(0,0)}^{\text{sym}}$ is of order $2^{-2n}$, the proof of this theorem follows exactly the same lines as the proof of Theorem 1.

Finally we consider a slight variant of the two-dimensional symmetrized shifted Hammersley point set $\mathcal{R}_{\sigma}$. Let

$$\mathcal{R}_{\sigma}^{\text{sym}} := \mathcal{R}_{n,\sigma} \cup \{(x, 1 - y) : (x, y) \in \mathcal{R}_{n,\sigma}\},$$

where it might happen that two points coincide. The number of elements of $\mathcal{R}_{\sigma}^{\text{sym}}$, counted by multiplicity, is again $N = 2^n + 1$. It follows from $\mathcal{R}_{\sigma,0}^{\text{sym}}$ (unshifted) is of optimal order $L_{2,N}(\mathcal{R}_{\sigma,0}^{\text{sym}}) \ll \sqrt{\log N}/N$. We extend this result to the $L_p$-discrepancy.

**Theorem 3** Let $p \in (1, \infty)$. Independently of $\sigma \in \{0, 1\}^n$ we have

$$L_{p,N}(\mathcal{R}_{\sigma}^{\text{sym}}) \ll_p \frac{\sqrt{\log N}}{N}.$$

Theorem 3 follows directly from Theorem 2 in conjunction with the following lemma.

**Lemma 4** We have

$$|L_{p,N}(\mathcal{R}_{\sigma}^{\text{sym}}) - L_{p,N}(\mathcal{R}_{\sigma}^{\text{sym}})| \leq \frac{1}{2^{n+1}} = \frac{1}{N}.$$

**Proof.** At first we note that

$$A([0, t], \mathcal{R}_{\sigma}^{\text{sym}}) \leq A([0, t], \mathcal{R}_{\sigma}^{\text{sym}}) \leq A([0, t], \mathcal{R}_{\sigma}^{\text{sym}}) + 1. \quad (9)$$

For the proof of this claim we consider an arbitrary interval $[0, t] \subseteq [0, 1]^2$. It is evident that the point set $\mathcal{R}_{\sigma}^{\text{sym}}$ results from $\mathcal{R}_{\sigma}^{\text{sym}}$ if the points in

$$\{(x, 1 - 1/2^n - y) : (x, y) \in \mathcal{R}_{n,\sigma}\}$$

are shifted $1/2^n$ in the positive $y$-direction and the remaining points (which are the elements of $\mathcal{R}_{n,\sigma}$) do not move. Since the $y$-coordinates of two distinctive elements in $\{(x, 1 - 1/2^n - y) : (x, y) \in \mathcal{R}_{n,\sigma}\}$ differ at least by $1/2^n$, there is at most one element in $\mathcal{R}_{\sigma}^{\text{sym}}$ that might leave the interval $[0, t]$ by shifting these points in the described way, whereas we cannot get additional points in this
interval. From these observations the above inequalities (9) are clear. Therefore we obtain

$$|D_N(R_{sym}^n, t) - D_N(\tilde{R}_{sym}^n, t)| \leq \frac{1}{2^{n+1}} |A([0, t], R_{sym}^n) - A([0, t], \tilde{R}_{sym}^n)| \leq \frac{1}{2^{n+1}}.$$  

From $||x| - |y|| \leq |x - y|$ we get

$$||D_N(R_{sym}^n, t) - D_N(\tilde{R}_{sym}^n, t)|| \leq \frac{1}{2^{n+1}}.$$  

Hence we have

$$|D_N(R_{sym}^n, t)| \leq |D_N(\tilde{R}_{sym}^n, t)| + \frac{1}{2^{n+1}} \tag{10}$$  

and

$$|D_N(\tilde{R}_{sym}^n, t)| \leq |D_N(R_{sym}^n, t)| + \frac{1}{2^{n+1}} \tag{11}.$$  

Now we take the $L_p$-norm on both sides of inequality (10) and get by regarding the triangle inequality

$$L_{p, N}(R_{sym}^n) = \left\| D_N(R_{sym}^n, t) \right\|_{L_p} \leq \left\| D_N(\tilde{R}_{sym}^n, t) \right\|_{L_p} + \left\| \frac{1}{2^{n+1}} \right\|_{L_p} = L_{p, N}(\tilde{R}_{sym}^n) + \frac{1}{2^{n+1}}.$$  

From inequality (11) we derive in an analogue way

$$L_{p, N}(\tilde{R}_{sym}^n) \leq L_{p, N}(R_{sym}^n) + \frac{1}{2^{n+1}}$$  

which finally yields the desired result. \(\square\)

5 Final remarks

We have shown two modifications of the classical Hammersley point sets, the digit shifts and the symmetrization, which achieve the optimal order of $L_p$-discrepancy for arbitrary $p \in (1, \infty)$. It should be pointed out that each construction works for all $p \in (1, \infty)$ simultaneously. This is in contrast to the construction of Skriganov [41] where the point sets differ from $p$ to $p$ (but of course the outstanding achievement of Skriganov is that his construction works for arbitrary dimension $s$). Also the point sets constructed in [10] yield optimal order of $L_p$-discrepancy for all $p \in (1, \infty)$ simultaneously.

Finally it should be remarked that recently Goda [22] presented another modification of two-dimensional Hammersley point sets (in arbitrary base $b$) with optimal order of $L_p$-discrepancy. He considered so-called two-dimensional folded Hammersley point sets which result from the application of the so-called
tent (or bakers) transformation to the elements of the two-dimensional Hammersley point set. In base 2 this is the point set

\[ R_n^\phi = \{(\phi(x), \phi(y)) : (x, y) \in \mathcal{R}_n\} \]

where \( \phi(x) = 1 - |2x - 1| \). Goda showed that

\[ L_{p,N}(R_n^\phi) \ll p \frac{\sqrt{\log N}}{N} \quad \text{for all} \quad p \in (1, \infty). \]

References

[1] J. Beck and W.W.L. Chen: *Irregularities of Distribution*. Cambridge University Press, Cambridge, 1987.

[2] D. Bilyk: On Roth’s orthogonal function method in discrepancy theory. Unif. Distrib. Theory 6: 143–184, 2011.

[3] D. Bilyk: The \( L^2 \)-discrepancy of irrational lattices. In: *Monte Carlo and Quasi-Monte Carlo Methods 2012*, J. Dick, F.Y. Kuo, G.W. Peters and I.H. Sloan (eds.), pp. 289–296, Springer, Berlin Heidelberg New York, 2013.

[4] D.L. Burkholder: Sharp inequalities for martingales and stochastic integrals, Colloque Paul Lévy sur les Processus Stochastiques (Palaiseau, 1987). Astérisque 157–158: 75–94, 1988.

[5] W.W.L. Chen: On irregularities of point distribution. Mathematika 27: 153–170, 1980.

[6] W.W.L. Chen and M.M. Skriganov: Davenport’s theorem in the theory of irregularities of point distribution. Zapiski Nauch. Sem. POMI 269: 339–353, 2000. reprinted in J. Math. Sci. 115: 2076–2084, 2003.

[7] W.W.L. Chen and M.M. Skriganov: Explicit constructions in the classical mean squares problem in irregularity of point distribution. J. Reine Angew. Math. 545: 67–95, 2002.

[8] W.W.L. Chen and M.M. Skriganov: Orthogonality and digit shifts in the classical mean squares problem in irregularities of point distribution. In: *Diophantine approximation*, pp. 141–159, Dev. Math., 16, SpringerWienNewYork, Vienna, 2008.

[9] H. Davenport: Note on irregularities of distribution. Mathematika 3: 131–135, 1956.

[10] J. Dick: Discrepancy bounds for infinite-dimensional order two digital sequences over \( \mathbb{F}_2 \). J. Number Th. 136: 204–232, 2014.

[11] J. Dick, A. Hinrichs and F. Pillichshammer: Proof Techniques in Quasi-Monte Carlo Theory. J. Complexity, to appear.
[12] J. Dick and F. Pillichshammer: On the mean square weighted $L_2$-discrepancy of randomized digital $(t, m, s)$-nets over $\mathbb{Z}_2$. Acta Arith. 117: 371–403, 2005.

[13] J. Dick and F. Pillichshammer: Digital nets and Sequences. Discrepancy theory and quasi-Monte Carlo Integration. Cambridge University Press, Cambridge, 2010.

[14] J. Dick and F. Pillichshammer: Explicit constructions of point sets and sequences with low discrepancy. In: Uniform Distribution and Quasi-Monte Carlo Methods. Discrepancy, Integration and Applications (P. Kritzer, H. Niederreiter, F. Pillichshammer and A. Winterhof, eds.), pp. 63–86, De Gruyter, Berlin, 2014.

[15] J. Dick and F. Pillichshammer: Optimal $L_2$-discrepancy bounds for higher order digital sequences over the finite field $F_2$. Acta Arith. 162: 65–99, 2014.

[16] M. Drmota and R.F. Tichy: Sequences, discrepancies and applications. Lecture Notes in Mathematics 1651, Springer Verlag, Berlin, 1997.

[17] H. Faure and F. Pillichshammer: $L_2$-discrepancy of two-dimensional digitally shifted Hammersley point sets in base $b$. In: Monte Carlo and Quasi-Monte Carlo Methods 2008, L’Ecuyer, P. and Owen, A. (eds.), pp. 355–368, Springer, Berlin, 2009.

[18] H. Faure and F. Pillichshammer: $L_p$-discrepancy of generalized two-dimensional Hammersley point sets. Monatsh. Math. 158: 31–61, 2009.

[19] H. Faure, F. Pillichshammer and G. Pirsic: $L_2$-discrepancy of linearly digit scrambled Zaremba point sets. Unif. Distrib. Theory 6: 59–81, 2011.

[20] H. Faure, F. Pillichshammer, G. Pirsic, and W. Ch. Schmid: $L_2$-discrepancy of generalized two-dimensional Hammersley point sets scrambled with arbitrary permutations. Acta Arith. 141: 395–418, 2010.

[21] K.K. Frolov: Upper bound of the discrepancy in metric $L_p$, $2 \leq p < \infty$, Dokl. Akad. Nauk SSSR 252: 805–807, 1980.

[22] T. Goda: On the $L_p$-discrepancy of two-dimensional folded Hammersley point sets. Arch. Math., to appear.

[23] J.H. Halton and S.K. Zaremba: The extreme and $L^2$ discrepancies of some plane sets. Monatsh. Math. 73: 316–328, 1969.

[24] A. Hinrichs: Discrepancy of Hammersley points in Besov spaces of dominating mixed smoothness. Math. Nachr. 283: 478–488, 2010.

[25] A. Hinrichs and L. Markhasin: On lower bounds for the $L_2$-discrepancy. J. Complexity 27: 127–132, 2011.
[26] P. Kritzer and F. Pillichshammer: An exact formula for the $L_2$-discrepancy of the shifted Hammersley point set. Unif. Distrib. Theory 1: 1–13, 2006.

[27] L. Kuipers and H. Niederreiter: *Uniform Distribution of Sequences*. John Wiley, New York, 1974.

[28] G. Larcher and F. Pillichshammer: Walsh series analysis of the $L_2$-discrepancy of symmetrized point sets. Monatsh. Math. 132: 1–18, 2001.

[29] L. Markhasin: Discrepancy and integration in function spaces with dominating mixed smoothness. Dissertationes Math. 494: 1–81, 2013.

[30] L. Markhasin: Discrepancy of generalized Hammersley type point sets in Besov spaces with dominating mixed smoothness. Unif. Distrib. Theory 8: 135–164, 2013.

[31] L. Markhasin: $L_2$- and $S^r_{p,q}B$-discrepancy of (order 2) digital nets. Acta Arith., to appear.

[32] J. Matoušek: *Geometric discrepancy. An illustrated guide*. Algorithms and Combinatorics 18. Springer-Verlag, Berlin, 1999.

[33] H. Niederreiter: Application of Diophantine approximations to numerical integration. In: *Diophantine approximation and its applications (Proc. Conf., Washington, D.C., 1972)*, pp. 129–199. Academic Press, New York, 1973.

[34] F. Pillichshammer: On the $L_p$-discrepancy of the Hammersley point set. Monatsh. Math. 136: 67–79, 2002.

[35] J. Pipher: Bounded double square functions, Ann. Inst. Fourier (Grenoble) 36: 69–82, 1986.

[36] P. D. Proinov: Symmetrization of the van der Corput generalized sequences, Proc. Japan Acad. Ser. A Math. Sci. 64: 159–162, 1988.

[37] K.F. Roth: On irregularities of distribution. Mathematika 1: 73–79, 1954.

[38] K.F. Roth: On irregularities of distribution III, Acta Arith. 35: 373–384, 1979.

[39] K.F. Roth: On irregularities of distribution IV. Acta Arith. 37: 67–75, 1980.

[40] W.M. Schmidt: Irregularities of distribution. X. In: *Number theory and algebra*, pp. 311–329. Academic Press, New York, 1977.

[41] M.M. Skriganov: Harmonic analysis on totally disconnected groups and irregularities of point distributions. J. Reine Angew. Math. 600: 25–49, 2006.

17
[42] M.M. Skriganov: The Khinchin inequality and Chen’s theorem. St. Petersburg Math. J. 23: 761–778, 2012.

[43] I.H. Sloan and H. Woźniakowski: When are quasi-Monte Carlo algorithms efficient for high dimensional integrals? J. Complexity 14: 1–33, 1998.

[44] E. M. Stein: *Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals*. Princeton Mathematical Series 43, (With the assistance of Timothy S. Murphy): Monographs in Harmonic Analysis, III, Princeton University Press, Princeton, NJ, 1993.

[45] G. Wang: Sharp square-function inequalities for conditionally symmetric martingales, Trans. Amer. Math. Soc. 328: 393–419, 1991.

[46] H. Woźniakowski: Average case complexity of multivariate integration. Bull. Amer. Math. Soc. New Series 24: 185–194, 1991.

**Author’s Addresses:**

Aicke Hinrichs, Institut für Analysis, Johannes Kepler Universität Linz, Altenbergerstraße 69, A-4040 Linz, Austria. Email: aicke.hinrichs(at)jku.at

Ralph Kritzinger and Friedrich Pillichshammer, Institut für Finanzmathematik, Johannes Kepler Universität Linz, Altenbergerstraße 69, A-4040 Linz, Austria. Email: ralph.kritzinger(at)jku.at, friedrich.pillichshammer(at)jku.at