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Abstract: In a hybrid university learning environment, the rapid identification of students' learning styles seems to be essential to achieve complementarity between conventional face-to-face pedagogical strategies and the application of new strategies using virtual technologies. In this context, this research aims to generate a predictive model to detect undergraduates’ learning style profiles quickly. The methodological design consists of applying a k-means clustering algorithm to identify the students’ learning style profiles and a decision tree C4.5 algorithm to predict the student’s membership to the previously identified groups. A cluster sample design was used with Chilean engineering students. The research result is a predictive model that, with few questions, detects students’ profiles with an accuracy of 82.93%; this prediction enables a rapid adjustment of teaching methods in a hybrid learning environment.
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1. Introduction

The COVID-19 pandemic has posed several challenges to higher education in teaching, learning, research collaboration and institutional governance [1]. Since it has been stated that the contexts in which learning occurs are crucial [2], one central research focus is examining and analysing learning styles in this new setting. This effort is even more critical given that the first reports about education in this new context indicate that the most frequent barrier is the difficulty in adjusting learning styles [3].

There are countless ways people process information from the environment, and individuals exhibit specific behaviours that allow them to learn efficiently [4]. They prefer interaction, assimilation, and information processing methods. This natural disposition or preference of the individual to learn and study is known as a learning style [5]. Since there are many learning styles among different individuals, it is a challenging task to determine and predict the learning style of an individual student. According to these ideas, adopting a standard pedagogy method is not appropriate to improve learning for all students. Therefore, it is essential to devise and adopt different pedagogies for different types of learners.

Universities in a pandemic face a hybrid teaching environment. The literature suggests that hybrid learning offers many benefits to students and faculties [6]. Nevertheless, this environment regularly changes scenarios and actors. Thus, the rapid identification of the learning styles of participants appears to be fundamental to achieving complementarity between traditional teaching and the application of new technologies. However, the extension of the existing learning style measurement instruments in the literature limits this rapid detection. In this context, is it possible to quickly detect the learning styles of university students of engineering? This question establishes the research problem for this study.

This study proposes developing a predictive model that identifies learning styles using analytical techniques. In the vein of a study that applied machine learning to reduce...
data capture times [7], our research is in line with works that reduce scales of learning styles [8–10]; however, we have advanced towards predicting a student profile associated with a learning style. The main practical contribution of this study to teaching in higher education is to allow administrators and educators to adopt different pedagogies for different groups of students quickly, improving students’ academic results. Additionally, obtaining data on the learning styles of university students in the context of the pandemic in a developing country contributes to the generation of knowledge about this phenomenon for organisations and academics interested in higher education in the world.

In particular, the objective of this study is to generate a predictive model to detect undergraduates’ learning style profiles quickly for making recommendations to teachers and managers to improve learning outcomes.

To achieve this objective, we proceed as follows. First, the following section describes the study background, including student learning profiles, student learning styles, and predictive analysis with decision trees. In the next section, the materials and methods are defined. Then, the results of the analyses are shown. Finally, the findings are discussed, limitations and future research lines are given, and conclusions are presented.

2. Background

2.1. Student Learning Profiles

Student learning profile refers to the preferred mode of learning as individuals. As a general consideration, the student obtains better results if tasks match with their skill and understanding (readiness), promote curiosity or passions (interest), and if the assignment fits their preferred learning profile [11]. Four overlapping categories of learning profile factors can be used to design a curriculum that fits students: group orientation, learning environment, cognitive style, and intelligence preferences [12]. Learning profiles have been studied from different perspectives and conditions. Specifically, student learning profiles have been studied in STEM education. At the K-12 level, [13] explored children’s preference profiles on tangible and graphical robot programming, showing that student preference profiles are related to gender and age for both interfaces. At the undergraduate level, [14] examined the relationships between study-related burnout, learning profiles, study progressions, and study success. This research shows that learning profiles affect study-related burnout in higher education. Likewise, [15] studied academic performance prediction based on learning profiles in blended learning. Their results show that student learning profiles consisting of four online factors and three traditional factors have the highest predictive power of academic performance.

2.2. Student Learning Styles

Researchers agree that understanding student learning styles is a keystone for tailoring the teaching process, improving the satisfaction of educational needs, and enhancing learning experiences, especially in learning environments [16]. From a general point of view, since learning style is a component of the broader concept of personality [2], it may be related to specific personality traits. The Five-Factor Model has been widely used in the literature to measure personality traits. The FFM proposes five traits that capture the core domains of personality: conscientiousness, agreeableness, extraversion, neuroticism, and openness. Some studies have reviewed the relationship between psychological traits and the teaching–learning process. For example, [17] studied the predictive capacity of personality traits for teacher teaching styles in the Republic of China. The results indicate that personality traits contributed to the teaching styles of teachers beyond their gender, level of education, and perception of the quality of their students. On the other hand, the relationship between learning style and learners’ personality was examined by [18]. This study reported that extroverted students tend to have an accommodative learning style. Finally, the concomitance between learning styles and psychological traits to explain learning to read English by Iranian students has been reported [19]. From a narrow point of view, the study of learning styles has generated considerable interest over the past three
decades, leading to various models of learning styles based on how the learners adapt to multiple dimensions related to information reception and processing [5]. A review described 71 taxonomies of learning styles proposed in the literature [20]. The Felder–Silverman model is well-recognised in education [5,21]. In this model, learning styles refer to different strengths and preferences in acquiring and processing information [5]. We chose the Felder–Silverman model for this study due to two reasons. First, the model is widely accepted in engineering education [22]. Second, the measured scale of the model is reliable, valid, and suitable for engineering students [5,22].

The Felder–Silverman model classifies students by responding to four questions: What type of information does the learner preferentially perceive: sensory or intuitive? What type of sensory information is most effectively perceived: visual or verbal? How does the learner prefer to process information: actively or reflectively? How is the learner progressing in terms of sequential or overall comprehension? According to the answers, the learners are classified into four dimensions:

- **D1—Perception**: sensing (concrete thinker, practical, oriented towards facts and procedures) or intuitive (abstract thinker, innovative, oriented towards theories and underlying meanings).
- **D2—Input**: visual (learners prefer visual representations of material presented, such as pictures, diagrams, and flow charts) or verbal (learners prefer written and spoken explanations).
- **D3—Processing**: active (learners prefer to learn by trying things out, enjoy working in groups) or reflective (learners prefer to learn by thinking things through, such as working alone or with a single familiar partner).
- **D4—Understanding**: sequential (learners prefer to learn using a linear thinking process, learn in small incremental steps) or global (learners prefer to learn using a holistic thinking process, learn in giant leaps).

The Felder–Silverman model is operationalised by The Index of Learning Styles (ILS). The ILS is a 44-item questionnaire designed to evaluate preferences across the four dimensions of the Felder–Silverman model (active/reflective, sensing/intuitive, visual/verbal, and sequential/global). The Index of Learning Styles exposes an extensive application and formal validation [21]. For example, in management information systems, [23] studied the moderating impact of learning styles on the success of learning management systems using the Felder–Silverman model. Their results show that it is possible to improve the model performance through context-dependent moderators. Likewise, [24] studied preferred learning styles in an extensive undergraduate anatomy course (2,300 students). Their results suggest that anatomy students possess the predominant learning style dimensions seen in other STEM curricula.

### 2.3. Predictive Analysis with Decision Trees

A decision tree identifies a model that best fits the relationship between the attribute set and the class label of the input data. Specifically, decision trees have a hierarchical structure composed of a group of internal nodes and leaf nodes that classify a set of data by categorising them from the root node to some leaf node. Each internal node in the tree specifies a test condition that evaluates one or more attributes. Each descendant branch of the tree represents a sequence of decisions made by the model to determine the class membership of a new unclassified entity.

Unlike other classification models considered black boxes, decision trees are white-box models that allows someone to see why the model classifies in one way or another or to argue such a classification.

Different techniques have been developed to induce decision trees in the machine learning community. One of the pioneering works came from Quinlan with the ID3 algorithm [25]. This algorithm generates decision trees based on the information obtained from training examples and then uses them to classify the test set. The dataset generally has nominal attributes to perform the classification task with non-missing values.
The C4.5 algorithm is an extension of the ID3 algorithm Quinlan introduced to improve certain deficiencies [26]. Since it was not intended for numerical attributes and did not use pruning to reduce overtraining, the C4.5 algorithm uses a new calculation that allows the measuring of a gain ratio. It also handles attributes with continuous values. Finally, C4.5 employs a pruning technique to reduce the error rate. This technique reduces the size of the tree by removing sections that may be based on erroneous or missing data, thus reducing the complexity of the tree and improving its classification power.

There are several advantages in using decision trees [27]. First, the graphical representation of decision trees is intuitive when there are a reasonable number of nodes for users unfamiliar with the subject. In general, this favours transparency and decision making between professionals from different areas. Second, decision trees, unlike other techniques, are helpful for regression and classification problems. Third, the algorithms for creating decision trees are very flexible with the data. They can handle nominal, ordinal, and numeric data. Additionally, many of these algorithms can take missing and even errored values, which is useful for saving time in the data-cleaning process.

On the other hand, using decision trees also has its disadvantages. First, the tree can become complex when the data include nominal variables with many categories or several numerical variables. As a result, it tends to overfit the data with which it was trained. However, techniques such as pruning and setting growth limits solve this problem. Second, they are sensitive to irrelevant characteristics and variability in the data. Slight variations in the data can result in a completely different tree. Cross-validation procedures are used to avoid this problem. Finally, the process of building a decision tree can take a significant amount of time. This issue usually happens when there are many characteristics of each observation due to the algorithms in each iteration that compare which best divides the data.

3. Materials and Methods

3.1. Scales and Attributes

The measurement scales of this study have been extensively tested in previous research [5]. The ILS was used to measure learning styles. Additionally, we used the FFM to measure the students’ personalities. The FFM was implemented through the Spanish translation of the Ten-Item Personality Inventory [28]. In particular, [28] validated the Ten-Item Personality Inventory in the Spanish language in a sample of 1,181 Spanish adults. Overall, [28] reported that the scale exhibited acceptable psychometric properties for measuring the FFM in terms of reliability, agreement, factor structure, and convergence with the traditional scale.

Finally, based on the previous literature [29–31], we develop a list of the possible attributes related to the learning style: gender, age, learning style in which the student is proficient, academic performance, use of social networking sites, and previous technical education. The learning style in which the student perceives himself or herself to be proficient was directly consulted through a single question based on a previous study [29].

3.2. Data

For the empirical study, a cluster sampling design was used to gather the data of Chilean engineering students. Two control variables were employed to define the cluster sampling: academic programmes (industrial engineering, computer engineering, and information technology engineering) and the level of the courses (five levels). We selected these two cluster variables because they are the two relevant institutional characteristics that reflect the distribution of students in the target population.

The data were obtained through an online questionnaire for students belonging to an engineering school in Coquimbo (Chile). The survey was conducted in August 2021. All the participants gave their notified consent before they contributed to the study. The research was conducted following the Declaration of Helsinki. The protocol was approved by the Ethics Committee of the Universidad Católica del Norte (Resolution No. 21 of 22 June 2021),
guaranteeing the safeguard of the ethical principles for research declared by the committee. A total of 268 surveys were completed for the study. Most of the completed surveys were finished by males (74 per cent), and the average age was 20.9 years old. Regarding the academic background of the study’s participants, 34.8 per cent were from the computer engineering major (93 students), 49.6 per cent from the industrial engineering major (133 students), and the remaining percentage from the information technology engineering major (42 students). Seventy-two students were from year 1, 69 from year 2, 39 from year 3, 51 from year 4, and 37 from year 5. The median of these students’ grades was between 5 to 5.5, on a scale of 1 to 7 being seven the maximum. See Table 1 for other details regarding the distribution of the sample according to some variables of interest. The scatter diagram in Figure 1 shows the relationship between gender-separated personality traits.

Table 1. Distribution of the attributes of interest.

| Attribute                                      | N  | %    |
|------------------------------------------------|----|------|
| Gender                                         |    |      |
| Male                                           | 198| 74   |
| Female                                         | 70 | 26   |
| Learning style that the student was skilled at  |    |      |
| Reading                                        | 11 | 4    |
| Writing                                        | 43 | 16   |
| Listening                                      | 26 | 10   |
| Doing                                          | 188| 70   |
| Total                                          | 268| 100  |
| Age                                            |    |      |
| Mean                                           | 20.9 ± 2.6 |
| Range                                          | 18–46 years |

Figure 1. Scatter plot between gender-separated personality traits.

4. Results

4.1. Cluster Analysis

Following the proposal of [32], we used a k-means clustering algorithm to categorise students based on their style learning preferences. Table 2 and Figure 2 show the cluster analysis results. This method identified two clusters when optimised concerning the silhouette value. We used the average silhouette method to determine the number of clusters. This approach assesses the quality of clustering by determining the extent to which each object resides in its cluster. An elevated average silhouette width indicates a good clustering. This method calculates the average silhouette of the observations at
different values of $k$. The optimum number of $k$ clusters maximises the average silhouette over a range of possible values for $k$ [33]. Figure 3 shows the clusters concerning the dimension of students’ learning style preferences graphically.

Table 2. Results of k-means clustering analysis.

|                  | Cluster 1 (56.4%) |               | Cluster 2 (43.6%) |               |
|------------------|-------------------|---------------|-------------------|---------------|
|                  | Z-Score | Mean  | SD    | Z-Score | Mean  | SD    |
| D1: Perception   | 0.138    | −1.694| 3.093 | −0.471 | −5.167| 2.804 |
| D2: Input        | 0.547    | −0.919| 3.043 | −0.487 | −4.153| 2.188 |
| D3: Processing   | 0.565    | 0.097 | 3.096 | −0.474 | −3.250| 2.546 |
| D4: Understanding| 0.550    | 0.145 | 2.876 | −0.431 | −2.597| 2.360 |

Figure 2. Cluster mean plots and t-SNE cluster plot.

Figure 3. Clusters and learning styles.
Cluster 1 is the largest and corresponds to 56.4% of the sample. In this cluster, regarding learning style, students have higher Z-scores in all the dimensions and a well-balanced preference in the dimensions of perception, input, processing, and understanding between sensing–intuitive, visual–verbal, active–reflective, and sequential–global poles, respectively. The dimension with the lowest mean in this cluster is perception.

Cluster 2 is the smallest in size and corresponds to 43.6% of the sample. In this cluster, regarding learning style, students have a moderate preference in the dimensions of perception, input, and processing to sensing, visual, and active poles, respectively. Additionally, students have a well-balanced preference in the dimension of understanding between sequential and global poles. Similar to Cluster 1, the dimension with the lowest mean in this cluster is perception.

In qualitative terms, these results indicate that Cluster 1 is characterised by being more intuitive, verbal, reflective, and global in the learning profile. Cluster 2, in contrast, is typified by being more sensitive, active, and sequential in the learning profile.

4.2. Predictive Analysis

The prediction of the cluster associated with preferences of learning was conducted using decision trees. Specifically, we employed the C4.5 algorithm in this study [26], making decision trees from training data collection using information criteria. In addition, we used a grid optimisation strategy to set the parameters. This procedure indicated accuracy as division criteria and a maximum depth of nine.

Furthermore, to avoid overfitting, the analysis was performed using a 10-fold cross-validation with a training sample of 85%; the remaining sample of 15% was reserved to test the model with unseen data.

Lastly, the two-class criteria measured the performance prediction: sensitivity = TP/(TP + FN), specificity = TN/(TN + FP), precision = TP/(TP + FP), and accuracy = (TP + TN)/(TP + FP + FN + TN); where TP is a true positive, TN is a true negative, FP is a false positive, and FN is a false negative.

The prediction outcomes in Table 3 reveal that the method performs well regarding selecting the cases that need to be chosen, with an accuracy of 72.20 ± 8.82%. In addition, the prediction outcomes in Table 4 reveal that the method performs well regarding selecting the cases of unseen data that need to be chosen, with an accuracy of 82.93%. Figure 4a–c shows the decision tree model.

Table 3. Confusion matrix for prediction performance of training data.

| Accuracy: 72.20% | Cluster 1 (True) | Cluster 2 (True) | Class Precision |
|------------------|-----------------|-----------------|----------------|
| Cluster 1 (pred.)| 89              | 35              | 71.77%         |
| Cluster 2 (pred.)| 33              | 87              | 72.50%         |
| Class recall     | 72.95%          | 71.31%          |                |

Table 4. Confusion matrix for prediction performance of unseen data.

| Accuracy: 82.93% | Cluster 1 (True) | Cluster 2 (True) | Class Precision |
|------------------|-----------------|-----------------|----------------|
| Cluster 1 (pred.)| 15              | 3               | 83.33%         |
| Cluster 2 (pred.)| 4               | 19              | 82.61%         |
| Class recall     | 78.95%          | 86.36%          |                |
The prediction outcomes in Table 3 reveal that the method performs well regarding selecting the cases that need to be chosen, with an accuracy of 72.20% ± 8.82%. In addition, the prediction outcomes in Table 4 reveal that the method performs well regarding selecting the cases of unseen data that need to be chosen, with an accuracy of 82.93%.

Table 3. Confusion matrix for prediction performance of training data.

|        | Cluster 1 (True) | Cluster 2 (True) | Class Precision |
|--------|------------------|------------------|-----------------|
| Cluster 1 (pred.) | 89               | 35               | 71.77%          |
| Cluster 2 (pred.) | 33               | 87               | 72.50%          |
| Class recall     | 72.95%           | 71.31%           |                 |

Table 4. Confusion matrix for prediction performance of unseen data.

|        | Cluster 1 (True) | Cluster 2 (True) | Class Precision |
|--------|------------------|------------------|-----------------|
| Cluster 1 (pred.) | 15               | 3                | 83.33%          |
| Cluster 2 (pred.) | 4                | 19               | 82.61%          |
| Class recall     | 78.95%           | 86.36%           |                 |

Figure 4. (a) Decision tree model; (b) decision tree model (part A); (c) decision tree model (part B).
5. Discussion

This paper generated a model to detect undergraduates’ profiles based on swift learning styles. A machine learning process founded on a C4.5 algorithm generates a predictive model to classify students into two profiles. The two student learning style profiles were previously obtained from k-means clustering analysis. The result of two distinct learning style profiles is a remarkable finding: both tend towards the sensing, visual, and active poles. This fact is consistent with the literature of both engineering students [34] and students of other disciplines [35,36]. In a sample of Chilean engineering students, [23] found that most of the students were oriented to the sensing (84 per cent), visual (76 per cent), and active (70 per cent) poles. In a sample from a university in Mexico, [37] reported that engineering students tended towards the sensing (82 per cent), visual (90 per cent), and active (67 per cent) poles. As well, in a sample of manufacturing engineering students in Ireland, [38] found a bias towards the sensing (78 per cent), visual (per cent), and active (70 per cent) poles. In undergraduate business students, [35] reported that these learners tended toward the sensory (70 per cent), visual (68 per cent), and active (64 per cent) poles. Finally, a study by [39] discovered among industrial engineering students in Brazil the trend towards sensing (70 per cent), visual (73 per cent), and active (66 per cent) poles. Although there is the recent proposal of [32], we do not find student cluster reports associated with their learning styles based on the ILS, hence the importance of these results.

Although our study is in the line of works to reduce the scale of learning styles [8–10], these research findings distinguish an engineering student profile using a few questions of the ILS. Furthermore, the results suggest that attributes such as gender, age, academic performance, previous education, behaviour in social networks, perception of preferences to learn, or psychological traits are not appropriate to predict the student’s profile. The exception is agreeableness; this trait discriminates between the clusters.

In particular, the results indicate that the model’s predictive capacity is good (82.93%). Additionally, we highlight the rapidity of application due to this being essential in a hybrid environment: the model classifies 65% of students with no more than five questions, respectively. This decision tree model is the basis for the design of a computerised survey system for rapid discrimination.

Two limitations of this study should be stated. First, the analysis was conducted on a relatively small sample in one unit, which does not directly extrapolate the results. Second, a limited set of student attributes was used to predict their learning style profile, and, as a result, other attributes may predict this profile with greater accuracy.

Future studies should go three ways. First, to extend the analysis to a more significant sample. Second, to explore in other samples of engineering students in emerging economies the two profiles discovered in this investigation. Third, using new student attributes to predict their learning style profile, including personal values.

6. Conclusions

This study proposes an alternative to rapidly detect the learning styles of university students in a changing environment, such as hybrid teaching in the pandemic. The results indicate that based on a decision tree model, it is possible to determine, in a couple of questions and with acceptable performance, the profile of the students in a hybrid teaching activity. Moreover, this prediction enables a quick adjustment of teaching methods in a new environment.
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