Dephasing enhanced transport in boundary-driven quasiperiodic chains
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We study dephasing-enhanced transport in boundary-driven quasi-periodic systems. Specifically we consider dephasing modelled by current preserving Lindblad dissipators acting on the non-interacting Aubry-André-Harper (AAH) and Fibonacci bulk systems. The former is known to undergo a critical localization transition with a suppression of ballistic transport above a critical value of the potential. At the critical point, the presence of non-ergodic extended states yields anomalous sub-diffusion. The Fibonacci model, on the other hand, yields anomalous transport with a continuously varying exponent depending on the potential strength. By computing the covariance matrix in the non-equilibrium steady-state, we show that sufficiently strong dephasing always renders the transport diffusive. The interplay between dephasing and quasi-periodicity gives rise to a maximum of the diffusion coefficient for finite dephasing, which suggests the combination of quasi-periodic geometries and dephasing can be used to control noise-enhanced transport.

I. INTRODUCTION

Non-equilibrium systems are characterized by the existence of macroscopic currents of energy or matter [1]. Understanding these transport properties has, for more than a century, been a major field of research in physics. One of the fundamental issues is to ascertain the necessary ingredients in a model to induce a certain transport regime. Low dimensional systems, in particular, have received significant attention both in the classical [2, 3] and quantum regimes [4]. For instance, chains of harmonic oscillators present ballistic transport [5], which is fundamentally different from the diffusive behavior obtained in Fourier’s law of heat conduction [6]. However, not all anharmonicities lead to diffusivity [7, 8]. In addition to being fundamental, being able to understand and control transport offers opportunities for potential device applications. Transport in low-dimensional devices, for instance, can be manipulated for steady state thermal machines [9] and nanoscale heat engineering [10–13].

For low dimensional quantum many-body systems, the technique of boundary-driving has been used widely to extract high temperature transport properties in non-equilibrium steady-states (NESSs) [14–22]. Boundary-driving is an open systems technique where local Lindblad dissipators at the edges of the chain induce a gradient in spin and or energy. Transport coefficients can then be extracted from finite size scaling of the currents [4, 23]. Although the technique is limited to high temperature physics it has a distinct advantage in so much as it can be extended to models with integrability breaking perturbations [24, 25] by means of tensor networks. This technique has been instrumental in shedding light on the transport properties of the ergodic phase of interacting disordered models [26–29] and systems with magnetic impurities [24, 25].

Another class of models where boundary driving has been applied successfully is quasi-periodic chains [30–32]. A paradigmatic example is the Aubry-André-Harper (AAH) model [33, 34], which is known to undergo a localization transition when the potential strength is increased. The model is readily simulated in ultra-cold atomic physics experiments, using bichromatic optical lattices, and on photonic networks. It has also been used to explore the many-body localised phase [37]. In the AAH, at fixed tunneling rate and below a critical value of the potential strength, all the energy eigenstates are delocalized, while above this value the entire spectrum is localized. This transition is clearly reflected in the non-equilibrium transport properties, with particle transport going from ballistic to exponentially suppressed. At criticality, the eigenstates are neither delocalized nor localized, and the transport is sub-diffusive [30, 38]. Generalizations of the AAH model exhibiting mobility-edges have also been analyzed in the transport scenario [39]. A closely related model is the Fibonacci model [40–43]. This model has a critical spectrum which has been studied in detail [40, 42–44]. This unique spectrum gives rise to highly anomalous transport in the absence of interactions where the transport exponent varies continuously with the potential strength. In fact, the transport in the Fibonacci model can be tuned continuously, from ballistic to sub-diffusive. While the quantum transport properties of quasi-periodic systems is well studied, recently studies have highlighted that they can be exploited for thermal engineering [45, 46].

In this work we are interested in how the anomalous transport, typically observed in quasi-periodic systems, is affected by dephasing noise from an environment. One phenomenological approach to model dephasing is by means means of self-consistent baths [47], also known as Büttiker probes [48]. Another approach, which we will exploit here, is via current-preserving Lindblad dissipators. For any non-zero dephasing strengths, free tight-binding models typically become diffusive in the thermodynamic limit [16, 49]. Motivated by these results, we study the effects of dephasing in quasiperiodic systems. We numerically compute the covariance matrix in the NESS and study the finite size scaling of the particle current. Both the AAH model and the Fibonacci model become diffusive in the presence of dephasing noise. Interestingly, though, in certain regimes this introduces a competition, where the dephasing leads to noise-enhanced transport. The paper is divided as follows. The model is described in Sec. II and the analysis of the transport properties of both models, with and without dephasing, are discussed in Sec. III. Our main results are presented in Sec. IV, where we analyze the interplay between quasi-periodicity and dephasing. Conclu-
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where $\gamma$ is the coupling strength, $f_i$ is the Fermi-Dirac distribution of the bath and $\mathcal{D}$ is a Lindblad operator of the form 

$$\mathcal{D}[L] = L\rho L^\dagger - \frac{1}{2}[L^\dagger L, \rho].$$  

Similarly, $D_i^{\text{depth}}$ in Eq. (5) describes the dephasing on site $i$, and is given by 

$$D_i^{\text{depth}}(\rho) = \Gamma \mathcal{D}[c_i^\dagger c_i]$$

where $\Gamma$ is the dephasing strength.

If the sites were uncoupled, a bath of the form (6) would lead to the equilibrium state $\rho_{\text{eq}} = f |0\rangle |0\rangle + (1-f) |1\rangle |1\rangle$, where $\langle \sigma^- \rangle = 2f - 1$ and $\langle c^\dagger c \rangle = f$. Hence, the difference $\Delta f = f_L - f_i$ can be interpreted as either a magnetization or a population imbalance in the chain. As long as $\Delta f \neq 0$, the system will converge to non-equilibrium steady state (NESS) with a non-zero magnetization (particle) current, given by 

$$J_i = \sum_{j<0}^{L-1} \langle c_{j+1}^\dagger c_j - c^\dagger_j c_{j+1} \rangle.$$  

For the internal sites, $i = 2, \ldots, L - 1$, these currents satisfy a continuity equation 

$$\frac{d}{dt} \langle c_i^\dagger c_i \rangle = J_{i-1} - J_i, \quad i = 2, \ldots, L - 1,$$  

which is obtained directly from Eq. (5). The sites at the boundaries are subject to additional currents $J_0 = \text{tr} [c_1^\dagger c_L D_L(\rho)]$ and $J_L = \text{tr} [c_L^\dagger c_1 D_1(\rho)]$. Crucially, note that the dephasing dissipators do not affect the continuity equation (10). There is, therefore, no particle exchange with them.

In the NESS, $d \langle c_i^\dagger c_i \rangle / dt = 0$. Hence, by Eq. (10) the current becomes homogeneous throughout the chain: 

$$J_1 = J_2 = \cdots = J_{L-1} \equiv J.$$  

We can thus unambiguously refer to the particle current simply as $J$. In the spin chain formulation, the particle current naturally translates to a magnetization current, 

$$J_i = 2i \langle \sigma_-^i \sigma_-^{i+1} - \sigma_-^{i+1} \sigma_-^i \rangle.$$  

This definition can also be obtained by writing an explicit expression for $d \langle \sigma_+^i \rangle / dt$ and interpreting it as a continuity equation, similarly to Eq. (10).

### B. Steady-state equation for the Covariance Matrix

The free fermion nature of this model allows us to focus only on the system’s covariance matrix, defined as 

$$C_{ij} = \langle c_i^\dagger c_j \rangle,$$  

and from this the particle current can be extracted as $J = 2 \text{Im} c_{i+1}$. The time evolution of $C$ can be obtained directly from Eq. (5) (see [16, 49, 54] for details), and reads 

$$\frac{dC}{dt} = -(WC + CW^\dagger) - \Gamma \Delta(C) + F.$$
For this reason, we henceforth fix
\[ W_{ij} = -(\delta_{i,j+1} + \delta_{i,j+1}) + \lambda V_{i}\delta_{ij} - \frac{\gamma}{2}(\delta_{i,1}\delta_{j,1} + \delta_{i,L}\delta_{j,L}), \quad (15) \]
\[ F = \text{diag}(\gamma f_1, 0, ..., 0, \gamma f_L), \quad (16) \]
and \( \Delta(\cdot) \) is an operation that removes the diagonal of a matrix:
\[ \Delta(C) = C - \text{diag}(C_{11}, C_{22}, ..., C_{LL}). \quad (17) \]
In the NESS, \( dC/d\tau = 0 \), which leads to the matrix equation
\[ WC + CW^\dagger + \Gamma \Delta(C) = F. \quad (18) \]
When \( \Gamma = 0 \), this reduces to a Lyapunov equation
\[ WC + CW^\dagger = F, \quad (19) \]
which can be efficiently solved numerically using the eigendecomposition method described in Ref. [30]. We have found that, at least in the parameter region explored, this method outperforms the standard solvers for Lyapunov equations. We solved Eq. (19) for for sizes up to \( L = 1597 \). When \( \Gamma \neq 0 \), Eq. (18) is still linear in \( C \), but not in Lyapunov-form. In this case we solve Eq. (18) using a standard solver for sparse linear systems. Since this system does not exhibit any special structure, besides its sparsity, the largest system size we were able to simulate is \( L = 987 \), which is considerably smaller when compared to the \( \Gamma = 0 \) case.

C. Classification of the transport regime

In general, the current follows a power-law scaling with the system size:
\[ J \sim \frac{1}{L^\nu}, \quad (20) \]
where \( \nu \geq 0 \) is a transport coefficient. The transport is classified as ballistic if \( \nu = 0 \), diffusive if \( \nu = 1 \) and anomalous otherwise. Anomalous transport is further classified as superdiffusive if \( 0 < \nu < 1 \) or subdiffusive if \( \nu > 1 \). The absence of transport can be seen as an extreme case of subdiffusion, where \( \nu \rightarrow -\infty \). For non-interacting models the current is always proportional to the driving bias \( \Delta f = f_L - f_1 \) [49], so we may in fact write \( J \sim \Delta f/L^\nu \). Moreover, it depends only on the difference \( \Delta f \), and not on the values \( f_1 \) and \( f_L \) themselves. For this reason, we henceforth fix \( f_1 = 1 \) and \( f_L = 0 \). We also henceforth set \( \gamma = 1 \) in Eq. (6).

The coefficients \( \nu \) are obtained by computing the current for increasing values of \( L \) and performing a linear regression of the form \( \log J = -\nu \log L + C \). The exact value of the coefficient \( \nu \) may depend on the number-theoretic properties of the chosen family of sizes. And the quasiperiodicity usually makes the \( L \) dependence somewhat noisy. To smooth this, we perform the regression using Fibonacci numbers for \( L \) [30]. Alternatively, we may also classify the transport properties through the system’s finite-size conductivity \( \kappa(L) \), which is defined from
\[ J = \kappa(L) \frac{\Delta f}{L}. \quad (21) \]
Comparing this with Eq. (20), we see that the conductivity must scale as \( \kappa(L) \sim L^{1-\nu} \). It is therefore independent of \( L \) only in the diffusive case. For ballistic or superdiffusive transport, it diverges when \( L \rightarrow \infty \), whereas for subdiffusive transport it vanishes in this limit.

III. TRANSPORT PROPERTIES

A. Zero dephasing

Fig. 1 provides a summary of the transport properties without dephasing (\( \Gamma = 0 \)). Fig. 1(b) focuses on the AAH model, for different disorder strengths \( \lambda \). All results are already averaged over 100 values of the phase \( \theta \) [Eq. (3)] to reduce fluctuations. The localization transition at \( \lambda = 1 \) is clearly reflected: For \( \lambda < 1 \) the transport is ballistic, while for \( \lambda > 1 \) it decays exponentially (insulating). At \( \lambda = 1 \) the transport is subdiffusive, with \( \nu = 1.26 \). This is close to the value of 1.27 reported in [30]. This discrepancy is likely due to the fact that in [30] the authors computed the current up to larger system size, and averaged the results over a larger number of samples with different phases.

Fig. 1(c) shows the scaling for the Fibonacci model. As \( \lambda \) increases, the slope of the curves become gradually more negative, causing the system to change continuously from ballistic (when \( \lambda = 0 \)) to localized (when \( \lambda \rightarrow \infty \)). This is more clearly seen in Fig. 1(d), which summarizes the dependence of \( \nu \) on \( \lambda \), showing that the transport can be tuned to any regime. The diffusive point (\( \nu = 1 \)) occurs around \( \lambda \approx 3 \).

B. Non-zero dephasing

Next we examine the effects of the addition of bulk dephasing. The properties of the AAH model are summarized in Fig. 2, and the Fibonacci in Fig. 3. In both cases, dephasing always leads to diffusion for sufficiently large \( L \), even for small values of \( \Gamma \). This agrees with results from Ref. [55], which studied disordered tight-binding chains. Figs. 2(c) and 3(d), in particular, illustrate scenarios where the bare transport (\( \Gamma = 0 \)) would be subdiffusive, but dephasing forces it to become diffusive. This indicates that dephasing may be used to generate enhanced transport, which will be discussed further in section IV. For any finite \( \Gamma \), the dephasing will always render the transport diffusive for sufficiently large \( L \). But the typical value of \( L \) at which this takes place varies significantly in one regime or another (compare, e.g., Figs. 2(a) and (d)). Ref. [27] introduced a characteristic length \( L_{\nu} \) for the dephasing effect to become important, which reads
\[ L_{\nu} \sim \Gamma^{-1/(1+\nu)}. \quad (22) \]
This can indeed qualitatively describe some of the behavior in Figs. 2 and 3. In Fig. 2(a), for instance, where \( \nu \approx 0 \), \( L_{\nu} \) is large for small \( \Gamma \). In contrast, in Fig. 2(d), where \( \nu \gg 1 \), the diffusive scaling sets in even for the smallest length scales.
### IV. DEPHASING-ENHANCED TRANSPORT

After these preliminaries, we finally turn to the main result of this paper. Namely, that the combination of quasiperiodicity and dephasing can lead to the phenomenon of noise-enhanced transport. As discussed in Sec. III B, the addition of dephasing in both models always leads to diffusion, for any \( \Gamma \geq 0 \). However, when \( \Gamma \) and \( \lambda \) are both small, the original Hamiltonian should still play an important role when \( L < L_T \) [Eq. (22)]. A particularly convenient quantity for describing this interplay is the conductivity \( \kappa \), defined in Eq. (21). Following [27], one expects that the existence of \( L_T \) should cause \( \kappa \) to present a piecewise behavior with \( L \):

\[
\kappa(\Gamma, L) = \begin{cases} 
L^{1-\nu} & \text{if } L \leq L_T \\
\kappa_{\text{deph}}(\Gamma) & \text{if } L > L_T
\end{cases}
\]  

Below \( L_T \), it will in general depend on \( L \), with coefficient \( \nu \) dictated by the original transport properties of the system. But above \( L_T \), the dephasing-induced diffusion will start to take place, so the conductivity must become a constant \( \kappa_{\text{deph}}(\Gamma) \), independent of \( L \) [as is characteristic of diffusive behavior]. The expression for \( \kappa_{\text{deph}} \) can be obtained by imposing continuity on \( L = L_T \), which results in

\[
\kappa_{\text{deph}}(\Gamma) \sim L_T^{1-\nu} - \Gamma^{(\nu-1)/(\nu+1)}.
\]  

These results, we emphasize, hold only for \( \Gamma \) small.

Conversely, when \( \Gamma \) is much larger than the onsite potential \( \lambda \), the effects of dephasing should be dramatic. The conductivity in this case can be obtained by simply setting \( \lambda = 0 \) in Eq. (18), which leads to

\[
\kappa_{\text{deph}}(\Gamma) \sim \frac{1}{\Gamma}. \]
Notice that, for ballistic transport ($\nu = 0$) the scalings in (24) and (25) coincide.

In Figs. 4 and 5 we show the scaling of the conductivity in the AAH and Fibonacci models, for different values of $\lambda$. For sufficiently large $\Gamma$, all curves collapse towards the scaling (25), regardless of the value of $\lambda$. In contrast, when $\Gamma$ is small, different scalings are observed. A particularly clear illustration of the change in scalings is the diffusive case of the Fibonacci model (Fig. 5), which occurs for $\lambda \approx 3$; the conductivity remains virtually constant when $\Gamma \to 0$, thus recovering the original conductivity of the model without dephasing.

No we explore the effect of dephasing in the regimes where both models are seen to display subdiffusion; in Fig. 4 corresponds to $\lambda > 1$ and in Fig. 5 (a), to $\lambda = 4.0$ and 5.0; the latter are also highlighted separately in Fig. 5 (b), for better visibility. These curves represent instances of noise-enhanced transport. That is, where the presence of dephasing actually improves the conductivity. As can be seen, this reflects the competition between the scalings (24) and (25), for small and large $\Gamma$ respectively.

The small $\Gamma$ behavior predicted by Eq. (24) is analyzed in Fig. 6 for the Fibonacci model. To build this, we focus on the small $\Gamma$ section of all curves in Fig. 5, and fit a power-law of the form $\kappa \sim \Gamma^\beta$, for some exponent $\beta$. This is contrasted with the predictions from Eq. (24), with $\nu$ determined from Fig. 1(d).

We notice that the particular size $L = 987$ used in the simulation, which is the larger Fibonacci number we were able to simulate with dephasing, was chosen only for consistency with Sec. III. The curves on Figs. 4 and 5 are not sensitive to this size being a Fibonacci number.

V. DISCUSSION

We have undertaken an analysis of the interplay between dephasing and quasiperiodicity in free fermion models. Our focus was on boundary driven quantum master equations, which drive the system towards a NESS. As we have shown, depending on the model one may obtain a rich variety of transport coefficients which is seen from finite size scaling. The AAH model presents clear separations between phases with different behavior; conversely, in the Fibonacci model the transport is anomalous and can be tuned continuously by varying the disorder strength. In both cases, when dephasing is present, diffusion emerges. Depending on the strength of the quasi-periodic potential, this may give rise to noise-induced transport, where the dephasing increases the system’s conductivity. Our results also show that when the dephasing strength
is sufficiently low, the conductivity behaves in a piece-wise fashion as a function of the system size $L$. The use of master equations greatly simplify the analysis and is not expected to interfere with the transport coefficients.

Natural extensions of this analysis include interacting versions of the models [32, 56, 57], as well as geometries beyond 1D and finite temperatures [58, 59] and how a combination of these extensions can give rise to further possibilities to exploit dephasing enhanced transport for applications in thermal devices [9].
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