Evaluation of spatial trees for simulation of biological tissue
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Abstract—Spatial organization is a core challenge for all large agent-based models with local interactions. In biological tissue models, spatial search and reinsertion are frequently reported as the most expensive steps of the simulation. One of the main methods utilized in order to maintain both favourable algorithmic complexity and accuracy is spatial hierarchies. In this paper, we seek to clarify to which extent the choice of spatial tree affects performance, and also to identify which spatial tree families are optimal for such scenarios. We make use of a prototype of the new BioDynaMo tissue simulator for evaluating performances as well as for the implementation of the characteristics of several different trees.

I. INTRODUCTION

The high pace of neuroscientific research has led to a difficult problem in synthesizing the experimental results into effective new hypotheses. As an effort to understand how the emergent properties of individual experiments neuroscientists has started to turn to simulators in increasing numbers. These simulators has proven to be one of the few effective tools that allows us study how individual known physical, biological or chemical principles give rise to complex emergent structures and behaviour in multicellular organism.

One of the most daunting challenges is to be able to study the interaction between principles that act across different time scales, such the relation between neuroplasticity and the dynamics of individual spike trains. The simulations need enough accuracy for short-term dynamics and be able to simulate periods of time sufficient for the long-scale dynamics to be evident. Such simulations will need advances in both computational efficiency and effective parallelization in order to be be practical as well as economically feasible.

A. Spatial organization in simulators

Cellular simulations have adapted a number of approaches with their respective advantages: lattice-based models and center-based models. A detailed overview is given in [1], here we will birefly recall major aspects.

Lattice-based models put cells on a predefined lattice grid. This means they are limited in their ability to simulate dynamic processes, which is a significant drawback in the study of emergent behaviour. They also seem ill-suited to handle the various geometries involved in neurite growth.

Center-based models have similar run-times as lattice-based models, but are less restricted in its spatial structure. The main issue is that detailed cell anatomy requires significant computation time. The amount of cells practically simulated on a single computer generally stretches between a few thousands to a million, depending on detail level, hardware and simulated time range.

In center-based models, movement and neighborhood detection remains one of the main performance bottlenecks [2]. Performances in these bottlenecks are deeply intertwined with the spatial structure chosen for the simulation.

B. BioDynaMo

The BioDynaMo project [3] is developing a new general platform for computer simulations of biological tissue dynamics, with a brain development as a primary target. The platform should be executable on hybrid cloud computing systems, allowing for the efficient use of state-of-the-art computing technology.

The simulation will cover a range of cellular behaviours, including cell division, cell growth, DNA expression, electrophysiology, neurite extension, chemical gradients and mechanical forces. The main principle that effectively allows these simulations in a parallelized cloud structure is locality of interaction. Locality allows us to split the workload into spatial segments that need just limited communication between each other regarding the activity in border volumes.

BioDynaMo uses a center-based model with explicit simulation of neurites, which puts among cented-based models with more detailed anatomy. Our simulation scale is similar to Cx3D [4], although we are adding cellular deformation and additional types of interaction between cells. This puts on a similar level of simulation detail as certain other simulators, perhaps most notably CellSys [5].

The aim of the BioDynaMo project is to push the limits of this simulation type with both highly efficient code and extensive parallelization on relatively cheap cloud-based hardware.

A central aspect in making such simulation possible is effective data structures. Since our simulation type is heavily exploiting the locality of the problem our most important data structure will be the spatial structures. These structures are important on two levels: First, we need a structure of the data for division among nodes and, secondly, we need a structure that is efficient for calculations in a single node.

1) Distributed memory parallelization: A full simulation of an adult human brain will require an estimated scale of 100.000 nodes. This requires effective spatial segmentation...
within the nodes, but also across nodes. Most importantly, the full model will be much too large in memory to be stored in each node and transferred across nodes in each time step of the simulation.

Any spatial partition will solve the memory limitation, but the limitations on bandwidth imposes limitation on geometry of our partitions, as the amount of border volume data in need of transmission will be approximately proportional to the surface area.

In combining bandwidth limitations, computational efficiency, ease of implementation and cost of load redistribution we an octree structure to be an appropriate method.

2) Shared memory spatial organization: Identifying an effective shared memory spatial organization is the main objective of this study. Since all threads have full access to the memory and the task itself is embarrassingly parallel, our main remaining concern is the algorithmic complexity. Although an octree is indeed a possibility, like in the case of distributed memory parallelization, we can widen our search of candidates due to the lack of bandwidth limitations in shared memory conditions.

The runtime of tree data structures generally scales as nlogn, unless we can exploit additional assumption on the data set. The main approaches in cented-based models are either Voronoi tessellation, e.g. Chaste [6], or spatial trees, e.g. Timothy [7].

Grids represent a simple collision detection method if we have an evenly distributed load. These are in many ways similar to the lattice-based models and share the same weakness at simultaneously simulating phenomena at different scales.

Recently, there has been an increasing interest in hashing functions. These allow an implicit representation of the spatial structure chosen and might speed up computations significantly [8], [9]. The hash functions are an implicit representation of the spatial structure and mirror the grids or spatial trees.

C. Problem formulation

The algorithmic complexity of collision detection is data dependent and falls somewhere between n and n^2n. This study seeks to identify suitable spatial hierarchies by performing empirical evaluations in a center-based cell simulation environment.

II. Spatial trees

There are several groups of spatial trees, each of which is related but not identical to some respective 1-dimensional equivalent. They can be divided into bounding volume hierarchies (threes of geometrical objects, OBB and AABB trees, K-dop, SSV, R trees) and spatial decompositions (BSP trees, k-d trees, MSP trees octrees, grids).

Whereas spatial decomposition is arranged around non-overlapping spatial regions, the bounding volume hierarchies consist of overlapping containers.

A. Performance considerations

We are especially interested in two operations:

- Neighborhood detection
- Insertion

Neighborhood detection is to identify all potential neighbors within a radius r of the object. This is a preselection for the application of our local interaction rules. In collision detection terminology this is known as the broad phase detection and can be applied to improve the performance of any interaction with a limited range. For detection of actual collision we can then apply a stricter collision test, a so-called narrow phase, to each remaining preselected object.

Insertion is the update of the spatial tree as our objects change shape and move, or when new objects are added. Some tree structures can insert objects fast, but this fast insertion operation unbalances the tree and regular, and usually expensive, rebalancing operations have to be applied in order to optimize the tree.

Generally the theoretical bounds are the same and real performance depends heavily on the specifics of object movements and shapes. If we have n objects, most operations require between n^2 steps, representing pairwise comparisons between volumes, and n steps, representing an ideal constant time detection per object. Although many algorithm reach n complexity under stricter assumptions, in the general case they reach an average complexity of nlogn.

Certain geometries, such as convex hulls, allow a tighter fit to the objects and more selective neighborhood detection by a constant factor. This is usually counterbalanced by increased computation necessary in regular rebalancing of the trees.
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B. Octrees

Octrees are one of the most intuitive tree structures and is considered easy to implement. It subdivides each node into eight octants, which keeps the cubical shape intact. This is useful when the aspect ratio of the node is important, as for minimizing contact surface in the cloud.

The tree type is rather popular in the simulator community due to its ease of implementation and performance under frequent reinsertions. Some agent-based cell simulators using this approach is Timothy [10], Biocellion [11] and ...

C. Kd tree

K-d trees starts with a rectangle and iteratively cuts the rectangle with a splitting hyperplane orthogonal to one of its axes. Each subdivision becomes one of its children.

In order to create a balanced three the easiest solution is simply to cycle between its axes between each cut, but there is uniquely defined way to construct a k-d tree.

The SEM++ simulator, utilizing the LAMMPS library, uses variants of this algorithm. In their variant each cut is done along its longest dimension. [12], [13]
D. R-tree

The R-tree is a spatial equivalent of the B-tree data structure. Being a bounded volume hierarchy and not a spatial tree, is substantially different from the other trees in this experimental comparison.

An R-tree starts with a rectangular minimum bounding rectangle covering all children. Its children are in turn possible overlapping rectangle each covering all their children.

The insertion and deletion methods are weakly defined from such a structure and leaves many option open and is the main division between the various member algorithms of the R tree family.

1) Search: Search in a regular R-tree consists of an iterative comparison of the search area with the bounding box. In BioDynaMo we use a bounding box covering our neighborhood and compare it with each children of the current node. Each child node that overlaps with our neighborhood box will be searched iteratively.

2) Insertion: Insertion consists of creating a bounding box of the object and identifying the appropriate subtree. In case there are multiple option, we insert into the tree that needs the least enlargement.

III. Experiments

The experimental part consists of comparing performance of the trees mentioned above. Each of them is a space-partitioning data structure for organizing points in the space. The similar structure of the trees provided us with the possibility to use the same algorithm to perform a search query. Each of them has either an array of pointers to its children or a container of objects if it is a leaf node. All tree nodes have a bounding box that defines the positions of all objects of a corresponding subtree. The consistency of data structure and a unified searching algorithm allows us to measure performance of each tree within the equal conditions, concentrating on their space partitioning potential only.

Idea behind this algorithm is that we are making search between two trees and produce all pairs of close points where the first object is from tree A and the second object is from tree B. Checking a leaf node will cause comparing all possible pairs. In the other cases, we are going deeper if and only if the distance between nodes stays smaller than required. To perform the search on one tree we have to call this function where A = B = tree. This code should be updated in order to manage cases where A and B is the same node. Algorithm is provided below.

A. Experimental simulator

In order to compare trees, we have performed a series of tests on a random uniformly distributed data. Separate runs were performed with different parameters, like the maximum depth of the tree and maximum amount of objects in each node in case of an octree and a k-d tree or a degree in the case of an r-tree. Also, different ways of space partitioning were tested for a k-d tree, including partition using a median, center or SAH(surface area heuristics). The average time was calculated over 5 simulation runs. We separately kept track of the time required for the two most important operations: insertion time and search time.

Algorithms were implemented in C++ and all the experiments were run on Intel® Core™ i5-4200U CPU @ 1.60GHz × 4.

IV. Results

Results of our experiment are presented in this section through tables and charts: tables are providing the whole information on insertion time and searching time within two different distances. The purpose of the charts is to compare performance and to identify interesting trends. In order to improve readability and reduce the size of tables, the following abbreviations have been introduced:

- Tree(depth, capacity) - shows type of the tree, its maximum depth and maximum capacity of the node, after which it will divide, in other words capacity is a division criteria. After reaching maximum depth tree node stops its dividing.
Fig. 1. Search time for k-d tree with MMAS space partitioning within distances 0.001 and 0.00001

Fig. 2. Search time for k-d tree with MSAS space partitioning within distances 0.001 and 0.00001

Fig. 3. Dependency of depth on search and insertion time for a k-d tree with MMAS space partitioning

Fig. 4. Dependency of depth on search and insertion time for a k-d tree with MSAS space partitioning

- **MMAS** - median multiple axis split. Space partitioning in such tree is based on median point of an axis. Axis is taken alternately, in xyz order. Sometimes denoted as simply a k-d tree.
- **MSAS** - median single axis split. Space partitioning in such tree is based on median point of an x axis only.
- **CS** - center split. Space partitioning in such tree is based on center point of alternating xyz axis.
- **SAHS** - Surface Area Heuristics split. Surface Area Heuristics used as a splitting point.

A. Impact of depth on insertion and search times within different distances

As we can see from charts [1] and [2] for the k-d tree, both with MMAS and MSAS, the trend is that the smaller the depth, the higher the searching time. It is much faster to search and prune nodes than objects within the node, so with the depth being too small, leaf nodes are overflowing, causing time increase. This illustrated the need to keep the maximum depth large enough to prevent leaf node overflow.

Also it is worth mentioning, that k-d tree with MMAS is much more insensitive to search distance than other tree types.

B. Relation between insertion, search time and depth

For the same reasons that were stated in the section A, the depth influences search time as follows: the smaller the depth, the higher the searching time, as can be observed from charts [3] and [4] On the other hand, the smaller the depth, the faster the insertion time: as the insertion process progresses the depth of the tree grows. Consequently, it takes more and more time to reach the leaf node and split the node in case the tree has reached maximum capacity. With smaller depths this time will stop increasing sooner, although causing leaf node overflow begin.

C. Relation between insertion, search time and node capacity

This section is dedicated to comparison of how node capacity influence insertion time and search time.

As we can see from the charts [5], [6] and [7] higher the capacity, lower the search speed. With higher capacity the tree makes less splits, increasing insertion time. On the contrary, searching between objects of the leaf node costs much more than pruning and searching between the node.
Table I
INSERTION TIME, MS

| Tree (depth, capacity) | Number of cells |
|------------------------|-----------------|
|                        | 10 000          | 100 000        | 1 000 000       |
| Octree (10, 10)        | 15.38           | 182.46         | 1,503.01        |
| Octree (100, 10)       | 14.96           | 177.95         | 1,371.88        |
| Octree (1000, 10)      | 14.88           | 170.80         | 1,349.98        |
| Octree (10, 100)       | 6.60            | 62.85          | 801.71          |
| Octree (100, 100)      | 6.17            | 61.44          | 751.49          |
| Octree (1000, 100)     | 5.69            | 50.35          | 490.99          |
| Octree (100, 1000)     | 3.54            | 34.50          | 409.99          |
| Octree (1000, 1000)    | 2.68            | 57.58          | 497.98          |
| Octree (1000, 0) MMAS  | 3.65            | 44.99          | 484.47          |
| k-d tree (10, 10)   | **14.08**       | **77.32**      | **436.55**      |
| k-d tree (100, 10)   | 21.21           | 268.25         | 2,194.12        |
| k-d tree (1000, 10)  | 20.92           | 274.88         | 2,240.25        |
| k-d tree (10, 100)   | 6.66            | 81.99          | 445.47          |
| k-d tree (100, 100)  | 6.56            | 88.24          | 1,013.71        |
| k-d tree (1000, 100) | 5.55            | 81.66          | 1,048.03        |
| k-d tree (10, 1000)  | 4.77            | 53.00          | 573.81          |
| k-d tree (100, 1000) | 4.77            | 54.56          | 664.63          |
| k-d tree (1000, 1000)| 4.74            | 55.03          | 665.25          |
| k-d tree (10, 10)   | **14.15**       | **76.63**      | **392.06**      |
| k-d tree (100, 10)   | 22.14           | 254.92         | 2,147.12        |
| k-d tree (1000, 10)  | 21.62           | 245.70         | 2,175.72        |
| k-d tree (10, 100)   | 6.05            | 71.92          | 436.19          |
| k-d tree (100, 100)  | 5.64            | 83.03          | 1,053.41        |
| k-d tree (1000, 100) | 6.69            | 82.51          | 1,052.75        |
| k-d tree (10, 1000)  | 4.94            | 54.16          | 582.30          |
| k-d tree (100, 1000) | 4.93            | 54.73          | 669.05          |
| k-d tree (1000, 1000)| 4.91            | 54.80          | 672.99          |
| k-d tree (10, 10)   | **3.09**        |                |                 |
| k-d tree (100, 10)   | 23.85           |                |                 |
| k-d tree (1000, 100) | 344.91          |                |                 |
| k-d tree (10, 100)  | **4.18**        |                |                 |
| k-d tree (100, 100) | 32.85           |                |                 |
| k-d tree (1000, 100) | 381.81          |                |                 |
| k-d tree (10, 1000) | 3.86            |                |                 |
| k-d tree (100, 1000)| 27.38           |                |                 |
| k-d tree (1000, 1000)| 364.26          |                |                 |
| k-d tree (10, 10)   | **3.55**        |                |                 |
| k-d tree (100, 10)  | 32.25           |                |                 |
| k-d tree (1000, 100) | 419.87          |                |                 |
| R-tree (5)           | 47.39           |                |                 |
| R-tree (25)          | 64.73           |                |                 |
| R-tree (125)         | 63.80           |                |                 |

Table shows the total time of insertion operation for different amount of elements. Trees with different maximum depth and node capacity are considered. Best performance for each tree is highlighted in bold.

V. DISCUSSION

Even though the insertion time is a relevant parameter, it was found to be small in comparison with the search time on average. From our point of view it means it is much more expedient to decrease searching time, even if the cost is rising insertion times.

Although we expected insertion times to be a bottleneck for R-trees, they surprisingly performed substantially worse also on search. The heuristic balancing proved ineffective on our data set.

Overall, our preliminary results supports the use of spatial hierarchies over bounding volume hierarchies and motivates the current use of octrees in center-based cellular simulations. Since the cuts of spatial division are able to separate data in
detection has potential impact not only on BioDynaMo center-based cellular models, but also in related areas of collision detection and computer graphics.

VI. CONCLUSION

Neighborhood detection is widely reported to be the most expensive algorithm in center-based cellular simulation. We have performed simulations on random data and found that in this case the bottleneck is search time. The higher complexity and increased insertion times of R trees did not result in better balanced time, but rather a significantly lower performance in this case the bottleneck is search time. The higher complexity and increased insertion times of R trees did not result in better balanced time, but rather a significantly lower performance in this setting.

Overall our results support the use of k-d trees for simulation, while octrees have intermediate performance.
Table IV
TOTAL INSERTION + SEARCHING TIME FOR 1M OBJECTS WITHIN DIFFERENT DISTANCES

| Tree(depth, capacity) | Time, ms | Total insertion+search |
|-----------------------|----------|------------------------|
|                       | Distance 0.001 | Distance 0.000001 |
| Octree(100, 1000) MMAS | 107,702,16 | 107,847,66 |
| Kd-tree(10, 10) MMAS | 424,710,99 | 414,144,66 |
| Kd-tree(10, 1000) MMAS | 5,687,38 | 5,467,02 |
| Kd-tree(100, 1000) MMAS | 21,721,44 | 20,607,75 |
| Kd-tree(100, 1000) Kd-tree | 21,683,64 | 20,524,93 |
| Kd-tree(100, 1000) MMAS | 250,189,29 | 230,697,44 |
| Kd-tree(100, 1000) MMAS | 195,387,95 | 180,026,80 |
| Kd-tree(10, 1000) MSAS | 148,792,02 | 130,053,92 |
| Kd-tree(100, 1000) MSAS | 49,128,94 | 42,199,11 |
| Kd-tree(100, 1000) MSAS | 48,837,50 | 3,149,44 |
| Kd-tree(100, 1000) MSAS | 70,767,99 | 55,733,21 |
| Kd-tree(100, 1000) MSAS | 38,959,02 | 31,666,22 |
| Kd-tree(100, 1000) MSAS | 39,004,68 | 31,819,49 |
| Kd-tree(100, 1000) MSAS | 74,629,36 | 55,592,37 |
| Kd-tree(100, 1000) MSAS | 68,764,35 | 43,659,74 |
| Kd-tree(100, 1000) MSAS | 68,718,45 | 43,630,81 |

Table shows total time of insertion 1,000,000 objects in the tree and then performing search operation within different distances. Trees with different maximum depth and node capacity are considered. Best performance for each distance is highlighted in bold.

The experimental results also demonstrate the balancing act implied in choosing suitable parameter values as well as the magnitude of their performance impact. The tables approximately identify the critical points in such performance optimization.

When the experimental results of the BioDynaMo prototype are published, the results published here will function as reference values.
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