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Abstract

Our title alludes to the three Christmas ghosts encountered by Ebenezer Scrooge in A Christmas Carol, who guide Ebenezer through the past, present, and future of Christmas holiday events. Similarly, our article will take readers through a journey of the past, present, and future of medical AI. In doing so, we focus on the crux of modern machine learning: the reliance on powerful but intrinsically opaque models. When applied to the healthcare domain, these models fail to meet the needs for transparency that their clinician and patient end-users require. We review the implications of this failure, and argue that opaque models (1) lack quality assurance, (2) fail to elicit trust, and (3) restrict physician-patient dialogue. We then discuss how upholding transparency in all aspects of model design and model validation can help ensure the reliability of medical AI.

1 Introduction

We seem to hear almost everyday about how a new algorithm will revolutionize healthcare [1]. Artificial intelligence (AI), by which we roughly mean the application of computers to perform tasks that normally require human intelligence, has fast become a cornerstone of medical research. The zeitgeist suggests that the healthcare industry – including the management, diagnosis, and treatment of patients – is on the eve of a total transformation. AI-based changes promise to transform clinical decision-making and clinician workflow, usher in direct-to-consumer medical services, and even provide robot-aided healthcare. But despite the promise of AI, there are present obstacles. One clinician noted:

After hearing for several decades that computers will soon be able to assist with difficult diagnoses, the practicing physician may well wonder why the revolution has not occurred. Skepticism at this point is understandable. Few, if any, programs currently have active roles as consultants to physicians.

These words are timely and relevant – except they were written over 30 years ago [2]. While discussions about the AI revolution take place, hospitals continue to operate largely as “business-as-usual”. Computers have indeed transformed healthcare, but mostly as a replacement for paper, not as a replacement for human intelligence and expertise. When a patient visits a medical clinic, they are almost invariably examined, diagnosed, and treated without any support from AI.

Will medical AI deliver on its promise? Maybe, but perhaps not without a change to our current research priorities. While domain knowledge guided the development of early medical AI, modern machine learning algorithms often require no such guidance whatsoever. The new models are powerful, but often intrinsically opaque: they fail to meet the needs for transparency that their clinician and patient end-users require. This intrinsic opacity [3] has been attributed to a mismatch between algorithmic computation and the human demands for reasoning and interpretation [4], leaving clinicians and patients in the dark about how the model works. (It is worth noting that
an ‘extrinsic’ lack of transparency can occur when clinicians or patients do not have access to an understanding of an algorithm due to, for example, proprietary secrets.)

Like Ebenezer Scrooge’s encounter with the three ghosts of Christmas in *A Christmas Carol*, this article will give a tour of the past and present state of medical AI, and lay out the future options (see Figure 1). We are at a crossroads. Do we continue to extend these powerful but intrinsically opaque models? Or do we prioritize transparency and develop new algorithms that align with the needs of the clinicians and patients who will use them? We review the implications of “black-box” AI, and argue that opaque models (1) lack quality assurance, (2) fail to elicit trust, and (3) restrict clinician-patient dialogue. We posit that healthcare should mandate transparency in all aspects of model design and model validation in an effort to help ensure the reliability of medical AI.

Figure 1: The field of artificial intelligence (AI) in healthcare began with knowledge-based systems that leveraged expert knowledge to hard-code predictive functions. Modern machine learning makes use of large data sets to learn the predictive functions automatically. Will future methods extend these powerful but opaque models? Or will they prioritize transparency?

## 2 The Ghost of AI Past

The field of AI originated in 1943 with a proposed model of an artificial neuron capable of reasoning and learning [5]. This field developed alongside computers for several years with new programs that solved abstract “toy problems” through formal logic (e.g., proving geometric theorems or solving algebra story problems) [6]. In the 1960s, the paradigm shifted away from logical inference to knowledge-based systems, ushering in the first AI boom [7]. Knowledge-based systems work by articulating expert knowledge through a series of “hard-coded” if-then statements, resulting in a kind of specialist “cookbook” [6]. For the first time, AI began to solve “real problems”, while the use of logic granted the model some transparency by providing a trace of the inference steps [8]. This resulted in a lot of hype, especially within healthcare. In a letter to the JAMA editors in 1960, one professor wrote, “Those of us who work closely with computers know them...as tremendously powerful tools of analysis, capable of making decisions as complex as man can describe” (emphasis in original) [9]. The MYCIN system, developed in the early 1970s, was the first major attempt to emulate clinical reasoning. However, knowledge-based systems soon proved ineffective for solving sufficiently complex problems [2]. Excitement about AI ended abruptly when James Lighthill released a commissioned report that accused researchers of overstating the abilities of AI, resulting in a substantial drop in funding [10]. The AI boom thus ended in disillusionment, and so began what is now called the “first AI winter”.

A second AI boom began in 1980s when a commercial expert system brought huge financial gains for the Digital Equipment Corporation, saving an estimated 40 million dollars per year by 1986 [6]. Other companies invested in expert system technology with strong profit motives, and AI went from a few million dollar industry to a 2 billion dollar industry in less than 10 years [6]. Around this time, the INTERNIST-1 system, originally conceived in parallel to MYCIN, had reached maturity. This system attempted to construct and evaluate medical hypotheses through a
diagnosis-ranking algorithm, but likewise proved ineffective for real-world use [2, 11]. Skepticism about AI in medicine took hold early, but soon became pervasive in other industries too. By the late 1980s, the expert system market began to shrink as new research stopped transitioning into industry [12], and the cost of maintenance began to outweigh the utility [13]. Again, the AI boom ended in disillusionment, and so began what is now called the “second AI winter”.

Knowledge-based systems have since been largely abandoned for a new approach to AI called machine learning, which seeks to relate variables to outcomes through complex non-linear functions learned directly from the data (without the necessity for prior expert knowledge). Machine learning research continued to develop throughout the 1990s-2000s, as the popularity of deep artificial neural networks (ANN) took hold [14]. Although there were some early applications of ANN to medical decision-making in the early 1990s, these early algorithms were not necessarily more accurate than conventional regression models [15]. Today, we find ourselves in the midst of a third AI boom, propelled by technical innovations that make it possible to identify signals across space and time [16, 17, 18] (e.g., to recognize a face no matter where it occurs in an image), as well as the fast computers and “big data” needed to train deep neural networks [19]. As before, the momentum has carried over into medicine.

3 The Ghost of AI Present

Deep learning has rekindled excitement in AI by solving many difficult problems, especially in image and language processing. Yet, there are several ways in which AI could fail to deliver utility in healthcare. On one hand, extrinsic problems like legal liability and data scarcity could prevent the adoption of an ideal model. On the other hand, the lack of transparency in AI can be an intrinsic problem that, if unaddressed, threatens another AI winter in the healthcare domain.

Much of modern machine learning developed for low-stakes decisions, like online advertising, where model performance is more important than model intelligibility [20]. Although deep learning models are powerful, they tend to lack transparency: even if a model makes the correct prediction, it may be impossible to know and understand why. This is due in part to the immense complexity of the ‘neural’ connections and mathematical abstractions that these connections generate (e.g., representing combinations of pixels in an image) [21]. This has earned deep neural networks a reputation of being “black boxes”, an apparatus whose inner-workings remain opaque to the outside observer. The lack of transparency and intelligibility challenges their use for high-stakes decision-making. Notably, black-box models (1) lack quality assurance, (2) fail to elicit trust, and (3) restrict clinician-patient dialogue.

3.1 Black-boxes can lack quality assurance

3.1.1 Errors

Without a sufficient understanding of how a model works and generates predictions, it becomes very difficult to detect errors in a model’s performance. Such errors could be introduced incidentally, for example through mislabelled/incomplete training data, or they could also be introduced deliberately, for example through adversarial/Trojan attacks [22]. Even when errors are detected, as would happen in the case of catastrophic failure, it can be impossible to debug the cause [23]. When simple errors go undetected by human supervisors, purportedly powerful models become less useful in practice [24]. The issue of quality assurance has received much attention outside of medicine, notably by the U.S. Department of Defense [25], though the concerns raised here apply to medicine too.

3.1.2 Biases

Black-box models also make it difficult to identify and correct model biases [26]. This includes those that result in disproportionately more errors among patients who belong to underrepresented or marginalized groups [27] (c.f., “uncertainty bias” [28]). Such biases could perpetuate inequities within the existing healthcare system, or worsen outcomes for more vulnerable patients. Some biases arise from incomplete predictor data. For example, one model trained to triage patients with pulmonary infections learned to assign low risk to asthmatics because the model was not conditioned on the intensity of treatment that those very ill patients received (treatments that were essential to their good outcomes) [26]. Other biases arise from incomplete sample data that
translates poorly to real-world settings. For example, a model trained on a cohort of hospitalized patients may not generalize to a community clinic where the underlying patient distribution differs (also called distributional shift or covariate shift). There is also concern that some biases could lead to a disastrous “self-fulfilling prophecy” scenario. For example, if a model mistakenly deems medical treatment futile, and thus a patient receives no treatment, then a model could cause the poor outcome it predicted [29]. This in turn reinforces the model’s evaluation of futility.

That is, a vicious and harmful feedback loop may result from some AI-based decisions [30]. Of note, Obermeyer et al. identified an important example of a harmful AI bias in medicine which involved an algorithm falsely predicting that Black patients required fewer medical resources than White patients [27]. Although its designers attempted to eliminate racial categorizing, a racial bias nevertheless crept into the algorithm due to historical healthcare costs being used as a proxy for medical need. This proxy generated unfair bias and thus potential harm, since Black patients historically received fewer health resources owing to systemic discrimination – a problem that the algorithm would tend to compound.

The problem of bias is hard to avoid. On one hand, most training data are imperfect because learning is done with the data one has, not the sufficiently representative, rich, and accurately labelled data one wants [26]. On the other hand, even a theoretically fair model can be biased in practice due to how it interacts with the larger healthcare system [31]. Yet, a transparent model at least offers a chance to detect biases when they occur, giving the human-in-the-loop an opportunity to correct them [26] and prevent the potentially large scale adverse outcomes that black-box AI tools can create.

3.2 Black-boxes can fail to elicit trust

3.2.1 Owing to lack of quality assurance

The medical profession is built on trust. For medical AI to be successful, it must be trusted by governments, health professionals, and the public. However, black-boxes may be assumed to be accurate and reliable even when they are not or when they are broadly reliable but misfire on occasion. For example, a black-box AI tool may perform well in lab settings but fail, subtly or overtly, in clinical settings. In fact, a recent review highlighted the present deficiency of sound studies supporting the reliability of medical AI applications [1]. A lack of quality assurance could cause models to make errors that either harm patients or fail to provide patients with expected benefits, thereby eroding trust in those specific medical AI tools. Tools that are not trusted may be rejected even when they could (e.g., as a result of further training) provide ample medical benefit. Catastrophic early failures in an AI model could feasibly corrode trust in the idea of medical AI itself before it has become firmly established in healthcare. The partial or complete rejection of potentially beneficial AI medicine by regulators and users should cause concern, since it prevents healthcare from achieving its basic moral and social goals of continually improving the health of individuals and populations while avoiding unnecessary harm [32]. At the limit, a serious erosion of public trust in medical AI as it begins to take hold could even damage trust in healthcare systems themselves [33]. Therefore, ensuring the quality and safety of AI tools has an ethical significance that includes and also goes beyond protecting individual patients.

3.2.2 Owing to lack of interpretability

A lack of interpretability could also erode trust. An interpretable AI model is one that is intelligible to clinicians and patients and can be sufficiently understood by them. Interpretation offers an important form of validation, and thus in its own right confers trust in the model. To use black-box AI, clinicians would be expected to put trust not only in the equation of the model, but also in the entire database used to train it and in the handling (e.g. labelling) of that database by the designers [20]. Such a degree of trust may be at odds with how clinicians normally operate, especially when the AI model has not received support from extensive clinical testing. Consulted medical experts are expected to justify their recommendations to their patients before they are acted upon. At times, practitioners are also required to justify their recommendations to their peers and regulating bodies (c.f., https://www.ahpra.gov.au/). The need for justification follows from the professional obligations of practitioners to minimize harm and provide benefit to patients [34]. Being able to defend and justify medical decisions in intelligible ways is thus an ethical requirement of practitioners which may be hindered by black-box tools. Although it is technically
possible to generate post-hoc explanations for a black-box decision, these explanations can be unreliable or unintelligible (as well as being vulnerable to adversarial perturbation) [35]. Indeed, such explanations must be inadequate, because otherwise only the explanations, and not the underlying model, would be needed in the first place [24].

The process of distilling an intelligible explanation necessarily involves a loss of information about the true nature of the AI evaluation. Yet the problem is that the underlying evaluation in the black-box is evasive and inadequate to the user’s requirements. A growing body of research is exploring the ways in which post-hoc explanations can fail and, correlative, must be improved [20, 24, 35]. For example, Miller shows how the social sciences shed light on the need for human-friendly explanations [36]. Amongst other desiderata, human-friendly explanations allow clinicians to contrast the AI-based decision with other possible-but-rejected options, and thereby more satisfactorily account for the actual prediction or decision that was made. The bar that a black-box decision-making system must clear to meet the basic goals of medical practice is then to gain the trust of clinicians and patients by offering an intelligible justification which can be placed under scrutiny and stand up to it [37].

3.3 Black-boxes can restrict the clinician-patient relationship

3.3.1 Restriction of clinician input

The quality of the clinician-patient relationship depends crucially on the the quality of communication and dialogue between these parties [38]. When consulted experts justify themselves to patients, they not only typically confer trust in the recommendation, but open up the opportunity for a dialogue in which the justification can be interrogated. These dialogues are important because medicine is qualitative and complex, and even experts can disagree [39]. The quality of medical advice depends on medical reasoning being open to clarification, probing, and even critique. Quality healthcare delivery also depends on a quality dialogue between experts, which can give the caring clinician new insights about their patient or the patient’s condition. This in turn could usefully feed back into the initial clinician-patient dialogue about prognosis and treatment options. Black-boxes that lack sufficient intelligibility do not allow for an iterative knowledge-discovery process [24] (though work is underway to develop flexible and interpretable AI systems [40]). This becomes another way in which the quality of healthcare could be affected by black-boxes.

Further, there is some risk that dependency on black-boxes that do not or cannot adequately expose their ‘reasoning’ could erode the medical skills and knowledge of practitioners. Indeed, as some argue, dependence may also eventually degrade the ethical skills or moral virtues that practitioners gradually develop by making decisions for themselves and being accountable for them [41]. Some clinicians may be tempted by apparently (but not truly) omnipotent algorithms to practice medicine defensively, deferring unnecessarily to AI decision-makers [42]. All such restrictions on clinician input could impair their relationships with patients.

3.3.2 Restriction of patient input

Compared to the clinician, patients are in the more vulnerable position in terms of being exposed to suffering harms, failing to receive vital health benefits, and losing aspects of their autonomous choice. When a model only provides a bare decision, and not also a justification, patients are deprived from having a dialogue about the underlying reasoning. In practice, this could undermine patient autonomy, or the ability of patients to make decisions about healthcare in accordance with their own plans and values. When a model cannot explain its recommendation, patients are required to make healthcare decisions without sufficient information [42]. In that case, they are deprived of an opportunity to give the informed consent which is a necessary condition of the exercise of autonomy [43]. The use of black-box AI may also obscure when, and if, the model’s recommendations contain implied value judgements about the patient’s best interests [44]. For example, a model may recommend a chemotherapy option that increases quantity of life (or vice versa) without first considering the patient’s wishes. Model opacity could thus make it more difficult for a patient and clinician to engage in joint decision-making of a kind that is properly respectful of patient autonomy. Without due care being taken with AI and data-driven approaches, the “patient’s body and voice may increasingly be replaced or supplemented by data representations of [their] state of being” [41]. Yet, the autonomous voice of patients is now recognized as a vital part of the patient-clinician relationship.
4 The Ghost of AI Yet to Come

Deep learning has already achieved near-human performance in medical image classification, perhaps most notably in the diagnosis of diabetic retinopathy [45, 46]. In 2016, the “godfather of deep learning” Geoffrey Hinton remarked, “They should stop training radiologists now” [47] (making 2020 the first without new radiology graduates had we acted on the advice). Such a pronouncement at the present time is hyperbolic. Yet, transformative advances in radiology are only part of what medical AI could offer. AI is poised to have a major impact across the healthcare sector, including:

1. **Clinical decision-making**: AI could leverage vast amounts of data to inform diagnosis, prognosis, or treatment [48]. These treatment recommendations could even take individual variability into account, and be tailored to patients based on their clinical profile [49, 50].

2. **Clinician workflow**: Advances in automated note taking, information retrieval, and medical billing are perhaps most encouraging because they could allow clinicians to spend more quality time with patients in lieu of performing administrative duties [51]. Already, AI might have benefited healthcare accessibility through automated language translation services [52].

3. **Direct-to-consumer services**: While some industries will market AI products directly to hospitals and clinicians, we have already begun to see direct-to-consumer products, and more will likely follow [43]. Examples might include apps that automatically monitor digital sensors, or suggest diagnoses based on user input [52].

4. **Robotic health**: Advances in robotic AI could improve patient prosthetics [52] or enable robot-assisted surgery [51], with a possibility that the AI can continuously improve through a machine learning architecture known as reinforcement learning [53].

Unfortunately, black-box models could feasibly undermine every one of these goals. Figure 2 provides an overview of how each domain – clinical decision-making, clinician workflow, direct-to-consumer services, and robotic health – could suffer from the use of models that lack transparency.

| Problem                                | Domain               | Solution                                           |
|----------------------------------------|----------------------|----------------------------------------------------|
| Lack of quality assurance harms patients | Clinical Decision-Making | Transparent models allow troubleshooting and error debugging |
| Undetected biases perpetuate inequities | Clinical Decision-Making | Transparent models allow human expert user to detect biases |
| Physicians and patients frustrated by opacity | Clinical Decision-Making | Transparent models bring intelligibility to decision-making process |
| Patients cannot input value preferences | Direct-to-Consumer    | Transparent models reveal reasoning behind recommendation |

Figure 2: AI is poised to have a major impact across the healthcare sector. Black-box models create problems that have the potential to undermine progress in this area. Transparent models offer solutions to these problems.

5 A “clear” solution: transparency

Given the list of problems we have raised for black-box tools in medicine, it may seem we are claiming that is simply too risky to introduce them to healthcare systems. However, we are not
advocating a miserly aversion to embarking on the AI adventure. On the contrary, our aim in describing some of the darker aspects of black-boxes is to highlight how present AI might be improved in order to ensure that future AI delivers on the benefits that it promises. The key point is that if we are to roll out medical AI successfully, we need transparency. Doctors and patients alike should have reason to trust a model. This requires a change in how we design and validate medical AI to better align with the standards already set for other medical interventions.

5.1 Transparent models

In the case of transparent decision-making, one possible solution is to altogether bypass black-box models of AI—since they depend so heavily on potentially dubious ‘explainability’ (but cf. [54])—in favor of intrinsically interpretable AI — which by definition delivers transparent judgments that professionals and patients can easily comprehend [24]. Machine learning models can be designed to be intrinsically interpretable. Self-explanatory structures already accompany many models – including linear regression, decision trees [55], and shallow neural networks [56] – where the input, output, and intermediate components have an inherent logical relationship to one another. These intermediate values can be examined to ‘reverse engineer’ the reasoning process that generated the results. In more complex models that use more complex reasoning, the direct interpretation process becomes complicated and quickly expands beyond simple logical comprehensibility (as is the case for many deep neural networks, in which the opacity arises from the multiple layers of non-linearity). However, there are ongoing efforts to make deep models more interpretable, including the thinning of neural connections [57] and the imposing of semantic monotonicity constraints [58].

Adding interpretability may or may not involve sacrificing reliability and accuracy in AI predictions. However, it should involve close partnership with healthcare experts and patients alike who can advise in the design of value-sensitive and value-flexible architectures [44]. It may also require the design of novel architectures that permit interactive explanation involving the user, say, asking specific questions and receiving answers [54, 59].

In many cases where designing an interpretable model from scratch is impractical, post-hoc explanation methods can examine the behavior of a model after it was constructed. For example, a model can be analyzed by quantifying the contribution of each model component [60] or feature [61] to the final output decision. The behaviors of units within a deep neural networks can also be explained based on the inputs that trigger them to respond the most [62]. Alternatively, a deep model can be examined by visualizing knowledge learned by the model [63] or studying key data samples used to train them [64]. We diverge in opinion from Rudin who argues that there is no place for post-hoc methods in high-stakes decision-making [24]. However, we do think that healthcare should, by default, employ intrinsically interpretable models, unless post-hoc explanations can be theoretically justified and empirically validated.

5.2 Transparent validation

Just because a model is accurate, it does not mean that its use will improve healthcare [65]. In other words, it is important not to conflate predictive performance with clinical utility [66]. For medical AI to be trusted, it should be clear how it benefits patients. This requires clinical validation (as distinct from machine learning validation), which Kim et al. describe as encompassing 3 stages of assessment: (1) diagnostic accuracy in a real-world clinical setting, (2) clinical efficacy, and (3) societal efficacy [67]. Yet, their systematic review found that 94% of 516 machine learning studies failed to undergo even the first stage of clinical validation [67], raising concerns that the translational potential of AI may be oversold.

Good clinical validation requires transparency in every aspect of study design and execution, for example by complying with reporting checklists, declaring conflicts of interest, and sharing data and code [68]. AI-specific reporting checklists like CONSORT-AI and SPIRIT-AI may help readers assess the validity and generalizability of medical AI research [69], as would more general bias assessment (e.g., PROBAST) and multivariable model reporting (e.g., TRIPOD) checklists [70, 71]. Given the prevalence of statistical misconduct due to the pressure to publish, career ambitions, economic motives, and inadequate training [72], trial pre-registration may be appropriate [73]. Pre-registration can increase transparency as an ethical obligation, help researchers identify selective reporting, and facilitate peer review [74]. The STARD initiative offers advice on where and how to pre-register diagnostic accuracy studies [74].
A transparent model can be evaluated not only in terms of accuracy, but also in terms of its descriptive accuracy (i.e., how well the explanation produced by a model captures how the model performs) and relevancy (i.e., how well the explanation produced by a model meets the needs of its audience) [75]. The clinical validation of interpretable models may require new protocols that can validate the interpretable component of a model specifically [76], for example by testing whether model interpretations support healthcare decision-making as effectively as expert advice.

6 Conclusion

AI is an increasingly powerful tool that may indeed have the potential to “revolutionalize” healthcare one day. However, the mismanagement of AI could have major consequences on public health. Transparency will allow us to adequately monitor whether AI is safe (non-maleficent) and effective (beneficent). It will also encourage quality assurance, bias detection, and clinician-patient dialogue, all of which will serve to uphold trust in medical AI.
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