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Abstract—Stream-based active learning (AL) is an efficient training data collection method, and it is used to reduce human annotation cost required in machine learning. However, it is difficult to say that the human cost is low enough because most previous studies have assumed that an oracle is a human with domain knowledge. In this study, we propose a method to replace a part of the oracle’s work in stream-based AL by self-training with weak labeling using a robot arm. A camera attached to a robot arm takes a series of image data related to a streamed object, which should have the same label. We use this information as a weak label to connect a pseudo-label (estimated class label) and a target instance. Our method selects two data from a series of image data; high confidence data for correcting pseudo-labels and low confidence data for improving the performance of the classifier.

We paired a pseudo-label provided to high confidence data with a target instance (low confidence data). By using this technique, we mitigate the inefficiency in self-training, that is, difficulty in creating pseudo-labeled training data with a high impact on the target classifier. In the experiments, we employed the proposed method in the classification task of objects on a belt conveyor. We evaluated the performance against human cost on multiple scenarios considering the temporal variation of data. The proposed method achieves the same or better performance as the conventional methods while reducing human cost.

I. INTRODUCTION

A. Background

The performance of image recognition tasks has been significantly improved by modern machine learning methods represented by deep learning [1]. However, many of these methods require large amounts of labeled training data [2]; therefore, we need a high human annotation cost to apply them to real-world problems [3][4][5]. In particular, we need a high human annotation cost for applications when we deal with a temporal variation of target data, because we should make data depending on the new situations [6][7][8]. For instance, considering the product classification in factory lines or logistics, the distribution of target products may change frequently. In this paper, we study the human annotation cost reduction using a robot arm described in the next subsection.

Active learning (AL) [9] is a strategy to reduce human annotation cost. It requires an “oracle” to label some unlabeled data that the classifier, such as a deep neural network (DNN), has low confidence about its estimation for the class [10][11][12]. However, it is difficult to say that human annotation cost is low enough because most previous studies assume that an oracle is a human with domain knowledge. In addition, considering the temporal variation of data, stream-based AL for sequentially provided data is more suitable in adaptability than pool-based AL that is for accumulated data. However, the stream-based AL requires uninterrupted supervision that is costly for a human.

Unlabeled data usage technologies such as semi-supervised [13][14], representation [15][16], and transductive [17][18] learning are other strategies to reduce human annotation cost. Self-training is one of the semi-supervised learning methods, which provides estimated labels (pseudo-labels) for unlabeled data by using the classifier in training itself. Most supervised learning algorithms can be extended to semi-supervised ones by self-training because it is a wrapper that does not depend on the base method. Wrong pseudo-labels, however, worsen the performance of the classifier. To prevent this, the self-training calculates the confidence of a pseudo-label and uses only the high confidence data to retrain. However, the data the classifier has high confidence are also the data with little impact on the training of classifier.

Auxiliary classifiers can be used for pseudo-labeling in addition to the target classifier itself to avoid the inefficiency described above [19][20][21]. To make such ensemble pseudo-labeling by these classifiers working effectively, the auxiliary classifier should label with high confidence for some data by an estimation process that is somewhat different from the main classifier’s process. Unfortunately, it is difficult to obtain such an ideal auxiliary classifier in general. Notably, a human oracle in AL can be regarded as a highly ideal auxiliary classifier in self-training if without considering human annotation cost.
B. Proposal

In this study, we propose a Robot-Assisted AL to replace a part of the oracle’s work by self-training with weak labeling. A camera attached to the robot arm takes a series of image data related to a new image data. The labels of these data are unknown at this stage, but it can be assumed that they have the same label, and we call the data characterized by this property weakly labeled data. We use the weak label to connect pseudo-label and target instance. Our method selects two data from a series of image data; one has high confidence and it can be expected to correct pseudo-labeling, another one has low confidence and it can be expected to improve the performance of the classifier. We paired a pseudo-label provided to high confidence data with a target instance (low confidence data). By using this mechanism, we aim to solve the inefficiency problem in self-training, that is, the difficulty in creating pseudo-labeled training data with a high impact on the target classifier.

We decided to use stream-based AL due to the time limitation issue that exists in the data collection process in the physical world. To our best knowledge, there are some previous studies for the label acquisition by a robot arm [22][23][24], but no algorithm for robot-specific stream-based AL; therefore, we use a standard AL algorithm assuming a human oracle. Also in this study, we prepared a separate hard-coded classifier to boost the performance of the main classifier in the early stages of stream-based AL. We assume an identifier (a tool indicating the class label, e.g. barcode) in this study, and we use an identifier detector as an auxiliary classifier on the self-training to automated pseudo-labeling. That is, we regard the identifier detector as a fixed classifier that can label with high confidence only for data containing a clearly captured identifier.

Data that fail to be automatically pseudo-labeled are labeled by a human, and the number of human-labeled data is treated as human annotation cost. Considering the temporal variation of data, we experimentally evaluate the performance against human annotation cost on multiple scenarios. As a result, our method achieves the same or better performance while reducing human annotation costs. The contributions of this research are as follows.

1) Proposal of the Robot-Assisted AL that enables efficient self-training by using weakly labeled data and an identifier detector as an auxiliary classifier.

2) Experimental evaluation of the proposed method by scenarios simulating the image-based object classification task.

II. ROBOT-ASSISTED ACTIVE LEARNING

Fig. 2 shows an overview of the proposed Robot-Assisted AL. In this section, we first present the whole procedure of our method in stream-based AL with a concrete task (Sec. II-A). Then, we introduce the individual functions; query strategy, ensemble pseudo-labeling, and self-training with pseudo-labels (Sec. II-B to II-E).

Algorithm 1 Training procedure in stream-based AL

| Require: $\delta_E, \Delta \delta_E, \delta_l, N_{\text{train}}, N_{\text{max}}, N_{\text{iter}}, \eta$ |
|---------------------------------------------------------------|
| 1: while $n(D) \leq N_{\text{max}}$ do |
| 2: get image $x_o$ from streamed object |
| 3: compute $E(x_o)$ according to Eq. (1) |
| 4: if $E(x_o) > \delta_E$ then |
| 5: get $\{x_1, x_2, \cdots, x_{N_{\text{sub}}}\} \sim X_{\text{sub}}$ |
| 6: select $x^*$ by using Eq. (2) |
| 7: detect $l^*_p$ from $\{x_1, x_2, \cdots, x_{N_{\text{sub}}}\}$ |
| 8: if $l^*_p \in \{1, 2, \cdots, C\}$ then |
| 9: add sample: $D \leftarrow D \cup \{(x^*, l^*_p)\}$ |
| 10: else |
| 11: compute $v$ and $l^*_p$ by using Eq. (3) |
| 12: if $v > \delta_v$ then |
| 13: add sample: $D \leftarrow D \cup \{(x^*, l^*_p)\}$ |
| 14: else |
| 15: add sample: $U \leftarrow U \cup \{x^*\}$ |
| 16: if $(n(D) \neq 0) \text{ and } (n(D) \leq \eta N_{\text{train}} = 0)$ then |
| 17: for $i = 1$ to $n(U)/2$ do |
| 18: sample $x^*_U \sim U$ |
| 19: obtain $l^*_h$ by human labeling |
| 20: add sample: $D \leftarrow D \cup \{(x^*_U, l^*_h)\}$ |
| 21: initialize parameters: $\theta \leftarrow \theta'$ |
| 22: for $i = 1$ to $N_{\text{iter}}$ do |
| 23: train and update model: $\theta \leftarrow \theta - \eta \nabla L$ |
| 24: update threshold: $\delta_E \leftarrow \delta_E + \Delta \delta_E$ |

A. Procedure of our method in Stream-based AL

Stream-based AL is one of the major settings of AL. In stream-based AL, each unlabeled instance is supplied from the data source, and the learner queries if the unlabeled instance is effective in learning [9]. Algorithm 1 and Fig. 2 show the training procedure of the proposed method. The proposed method consists of a classifier to classify the object, an identifier detector as the auxiliary classifier, and a robot system to collect data from the physical world. In our task, a robot arm is placed in front of a belt conveyor, which carries the objects one by one periodically. The object is assumed to have a barcode as an identifier that has the information of the object class, and we consider a barcode reader as the identifier detector. Note that, our task settings are experimental, and the barcode can be replaced with other identifiers, such as a tag, printed logo or mark, embossed/carved model number, etc. in a real problem setting.

The robot arm captures an image $x_o$ of an object from above and an image classifier outputs entropy $E(x_o)$. The system decides whether to label or discard the image of the streamed object on the basis of the query strategy (Sec. II-B).

If the classifier requires labeling, the robot arm captures a series of image data $X_{\text{sub}}$ while changing the position of its arm tip. The images in $X_{\text{sub}}$ should have the same class label. We use this information as a weak label. We call $X_{\text{sub}}$ weakly labeled images. Using $X_{\text{sub}}$, the system performs ensemble pseudo-labeling (Sec. II-C) and assigns pseudo-label $l^*$ to the target image $x^*$, for which the classifier requires labeling with the highest priority. In that process, we
use two types of pseudo-labeling with the classifier and the identifier detector that estimates the object class by detecting the barcode. If the system cannot give a pseudo-label, the target image is added to the unlabeled dataset.

The classifier is regularly trained with the obtained dataset $D$ through the stream-based AL. Parameters $\theta$ of the classifier are updated by the training every time $N_{train}$ images are added to $D$. Before the training, the system adds randomly sampled data from $U$ to $D$ with human labeling (Sec. II-D). The parameters $\theta$ are initialized with $\theta'$ obtained by a pre-training, and they are updated $N_{iter}$ times. The system repeats the above procedure until the number of data in $D$ becomes $N_{max}$.

**B. Query strategy**

We use uncertainty sampling [9] for the query strategy of our method. As a measure of the uncertainty, we employ the Shannon entropy calculated as follows:

$$ E(x) = - \sum_{c=1}^{C} f_\theta(x)_{c} \log f_\theta(x)_{c}, \quad (1) $$

where $x$ is an input image, $f_\theta(\cdot)_{c}$ is a posterior probability of object class $c$ obtained under the parameter $\theta$, and $C$ is the number of object classes. The entropy $E(x_o)$ is calculated with an image $x_o$ captured by the robot arm. If $E(x_o) > \delta_E$, the classifier requires labeling to the object. This means that the system tries to label the object that the classifier is least certain about its class.

The threshold value is updated as $\delta_E \leftarrow \delta_E + \Delta \delta_E$ after each training of the classifier. $\Delta \delta_E$ is a hyperparameter, and we set it to a minute value. Gradually updating the threshold value to a smaller one during stream-based AL allows us to reduce human annotation costs.

If the classifier requires labeling, the robot arm captures sequential image data $\{x_1, x_2, \cdots, x_{N_{sub}}\} \sim X_{sub}$ while changing the position of its arm tip. Then, the system determines a target image $x^*$ that is with the lowest confidence, in other words, the most effective instance for training the classifier:

$$ x^* = \arg \max_{x \in \{x_1, x_2, \cdots, x_{N_{sub}}\}} E(x). \quad (2) $$

Our approach can use effective instances from weakly labeled images $X_{sub}$. That can be considered AL with sub-pooled images.

**C. Ensemble pseudo-labeling**

If the system decides to add the target image $x^*$ to the training dataset $D$, it adds a label to the images of the object $X_{sub}$ by using the self-training method. Self-training uses the classifier to label images. However, the image $x^*$ that the system requires to label is the most difficult image to label for the classifier. We use images $X_{sub}$ that are captured by the robot arm to address this problem. The object that is in the images $x_o$ and $X_{sub}$ captured by the robot arm are the same objects, thus the labels of objects should be the same. We call images $x_o$ and $X_{sub}$ weakly labeled images based on this fact. Our self-training method, called ensemble pseudo-labeling, has two paths to assign the pseudo-label by using $X_{sub}$: one is by detecting the identifier attached to the object, and the other is via the classifier.

1) **Pseudo-labeling by Identifier Detector:** First, the system labels images $X_{sub}$ by detecting the identifier (barcode).
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**Fig. 3.** Successful cases (a) and failed cases (b) of pseudo-labeling by the barcode reader. The most common failed case is when the identifier is hidden behind an object and is undetected.

We can obtain labels \( l_{d,1}, l_{d,2}, \ldots, l_{d,N_{\text{sub}}} \) as labels of the images \( X_{\text{sub}} \). We use the highest frequency label \( l_{d}^p \) in the obtained labels \( l_{d,1}, l_{d,2}, \ldots, l_{d,N_{\text{sub}}} \) as the label of the images \( X_{\text{sub}} \). Since the system labels the images based on the information obtained by image processing, the system cannot label if the robot arm fails to capture the identifier because of the positions of objects (Fig. 3(b)). This problem occurs regardless of hardware.

2) **Pseudo-labeling by Classifier:** The images that the identifier detector cannot label are labeled with self-training. The classifier assigns pseudo-labels to the images on the basis of

\[
v = \max_{x \in \{x_1, x_2, \ldots, x_{N_{\text{sub}}}\}} f_{\theta}(x),
\]

where \( f_{\theta}(\cdot) \) is the largest value of posterior probabilities obtained using parameter \( \theta \). If \( v > \delta_v \), the system assigns the pseudo-label \( l_{p}^\ast \), which is the label of class that gives the value \( v \).

These pseudo-labels are obtained from the sequential images \( X_{\text{sub}} \) separately and allow ensemble pseudo-labeling with high accuracy. By preparing multiple labeling paths with different characteristics, it is possible to complement each other’s paths.

**D. Human labeling**

If \( v \leq \delta_v \) in the process of ensemble pseudo-labeling, we add the image \( x^* \) to unlabeled dataset \( U \). The proposed method performs human labeling to annotate randomly sampled \( x_U \sim U \) to label \( l_a \) and adds the data \((x_U^\ast, l_a)\) to \( D \). This labeling is same as the standard AL method with a human annotator. From the viewpoint of human annotation cost, it is difficult to annotate all images in \( U \) every time in updating the classifier in real applications. Thus, we assumed that human labeling is performed to half of the images in \( U \) in this study.

**E. Updating the classifier**

The system regularly trains the classifier with pseudo-labeled and human annotated data during the stream-based AL. Based on [25], we define the loss function \( L \) for the classifier as

\[
L = L_{\text{cls}}(f_{\theta}(x), l) + \alpha(n(D)) \cdot L_{\text{cls}}(f_{\theta}(x'), l'),
\]

where \( l' \) is a pseudo-label assigned by the classifier and \( x' \) is its paired data. \( l \) is a label assigned by the identifier or human and \( x \) is its paired data. \( L_{\text{cls}} \) is a loss function for the classification, and we use the Softmax cross entropy in this study. Moreover, \( \alpha(n(D)) \) is a coefficient that controls the effect of the loss function for each kind of label defined as follows:

\[
\alpha(n(D)) = \begin{cases} 0 & n(D) < T_1, \\ n(D) - T_2 & T_1 \leq n(D) < T_2, \\ 1 & T_2 \leq n(D), \end{cases}
\]

where \( n(D) \) is the number of images in \( D \), and \( T_1 \) and \( T_2 \) are hyperparameters of \( \alpha(n(D)) \). \( \alpha(n(D)) \) is changed by the number of images in \( D \). The effect of (pseudo-)labels by the identifier detector or human is larger at the first stage of stream-based AL, and it stabilizes the behavior of stream-based AL. On the other hand, the effect of pseudo-labels by the classifier gradually increases as the training progresses.

**III. EXPERIMENT**

**A. Task design and Implementation**

In our experiments, we apply the Robot-Assisted AL (proposed method) to an image-based object classification task and evaluate its effectiveness in terms of the reduction of human annotation cost. The hardware parts of our method were implemented with a robot arm, COBOTTA [26], a RealSense D435 camera attached to the hand of the robot arm, and a belt conveyor (see Step 0 in Fig. 2). This setup simulates a stream-based AL in a product line in a factory.

Fig. 4 shows the objects used for the experiment. We selected \( C = 100 \) objects of moderate size from various miscellaneous goods so that the hardware system can capture the whole aspect of each object within the arm’s movable range. Each object is with an augmented reality (AR) marker coding its class label as a proxy for the commercial barcode, which is the identifier in this experiment. For the software implementation of the identifier detector, we used a library in OpenCV to detect the AR markers. Each object was placed at a random posture and carried by the belt one by one according to a certain probability distribution. The robot captures an image of an object from above when the object is carried by the belt conveyor and transfers the data to the classifier. If the classifier requires labeling, the robot arm
captures sequential images by moving its arm tip about 160 [deg] along the circumference of a radius of about 20 [cm] with respect to the object position (see Step 1 in Fig. [3]). During the operation, the camera was always aimed at the center of the object. \( N_{sub} = 80 \) images per one object are captured as sequential images \( X_{sub} \). We made the dataset obtained in this experiment publicly available [27].

**B. Scenarios**

We evaluate the proposed method in three scenarios of stream-based AL with different types of temporal variation of data distribution (Fig. [5]). The first scenario is the usual setting of stream-based AL (Base Scenario). In Base Scenario, the initial \( D \) is the empty set, and streamed objects on the belt conveyor are uniformly distributed. The other two scenarios are as follows.

**Scenario 1:** The second one is the scenario in which the class distribution in \( D \) before the beginning of the experiment is imbalanced. This corresponds to a situation where some products are replaced during the product classification task.

In this scenario, there is a certain amount of data of some object classes in \( D \) at its initial state. We prepared 30 images for each of the object classes \( c = 51, 52, \ldots, 100 \), and added the total \( 50 \times 30 = 1500 \) images to \( D \) before the beginning of the experiment. This causes an imbalance between classes in \( D \). Other conditions are the same as in the usual stream-based AL. Since the dataset is biased from the beginning of the experiment, the method should resolve it through the stream-based AL in this scenario.

**Scenario 2:** The third one is the scenario in which the number of data of each class in \( D \) gradually becomes biased if the streamed data are naively added to \( D \). This corresponds to a situation where the number of products on the production line is non-uniform. In our experiments, an object flows on the belt conveyor with probability \( p \), and this produces the bias. We used an imbalanced class distribution for the stream, that is, the probability \( p = 1/300 \) for object classes \( c = 1, 2, \ldots, 50 \) and \( p = 5/300 \) for the others.

In Scenarios 1 and 2, it is expected that the bias in the classes affects the performance of the classifier. Scenario 2 is more difficult than Scenario 1, and the method should acquire useful instances more actively.

**C. Training setup**

In our experiments, ResNet18 [28] was adopted as the image classifier. The data evaluation and the data addition in Algorithm 1 were continued until the data size reaches \( N_{max} = 4000 \). We set \( T_1 = 1000 \) and \( T_2 = 2000 \) as hyperparameters of the loss function. The classifier was trained every time \( D \) obtains \( N_{train} = 100 \) data. We also set \( \delta_E = 0.2, \Delta \delta_E = 0.01 \) and \( \delta_v = 0.97 \). We obtained \( \theta' \) by a pre-training with ImageNet. Each training of the classifier was performed with \( N_{iter} = 100 \) iterations. The input to the classifier was \( 224 \times 224 \times 3 \) [pixel] RGB image. The batch size was 64. We used random cropping and color augmentations to gain the robustness of the classifier against noise. For the optimization method, stochastic gradient descent with momentum [29] was employed with 0.01 as the initial learning rate and 0.9 as the momentum. We selected these hyperparameters on the basis of several preliminary trials.

**D. Performance measurement**

To evaluate the effectiveness of the proposed method, we compare it with the “Non-AL Random” method (a naive method) and the “Standard AL” method. The Non-AL Random method selects \( x^* \) randomly from \( X_{sub} \) every time the belt conveyor carries an object. The Standard AL...
method requires labeling based on the same query strategy described in Sec. II-B but the $x^*$ is selected randomly from $X_{sub}$. Both the Non-AL Random and Standard AL methods are always given a true label by a human annotator when the classifier requires the label. That is, no data exist in $U$, and only the effect of the query strategy is evaluated purely. These two reference methods assume full human annotation.

We prepared 10 images for each class, 1000 images in total, as the test dataset. Each image was captured by the robot arm from various angles in the same situation as training data. For each experiment, we used five random seeds. The performance of each method is evaluated by the test accuracy along with the annotation cost. The annotation cost is determined by the number of images annotated by a human annotator until the end of the training in the stream-based scenario.

IV. RESULT AND DISCUSSION

A. Performance of the classifier

We applied the Robot-Assisted Active Learning (proposed method) and the two reference methods to the three stream-based AL scenarios (Fig. 5). Here, we report the change of test accuracy of the classifier along with the training progress. The test dataset included 1000 images and all experiments were tried 5 times with different seeds (see Sec. III-D).

**Base Scenario:** Fig. 6(a) shows the results of the three methods applied to the usual stream-based AL scenario (Base Scenario). Each line shows the change of test accuracy of the classifier along with the training progress. The test dataset included 1000 images and all experiments were tried 5 times with different seeds (see Sec. III-D).

**Scenario 1:** In this scenario, we compare the behaviors of the three methods when the class distribution in $D$ before the beginning of the experiment is imbalanced. Fig. 6(b) shows the results. The AL-based methods (2,3) kept improving the accuracy from the early stage of learning and reached the accuracy coequal to the ones achieved in Base Scenario in the end. In particular, the Robot-Assisted AL (3) had the best accuracy among the three methods, which indicated that the Robot-Assisted AL collects effective data efficiently. On the other hand, although the Non-AL Random (1) exhibits a low accuracy in the early stage of learning due to the bias in $D$, the accuracy improved in the later stage. If the learning period is further extended, it is expected that the accuracy of the Non-AL Random will approach the accuracy of the AL-based methods because the amount of data will be so large that the bias in $D$ at the initial state will be negligible.

**Scenario 2:** In this scenario, we compare the behaviors of the three methods in the case where the streamed data is biased. Fig. 6(c) shows the change of accuracy of each method in this scenario as the number of human-annotated data increases. The Non-AL Random (1) showed lower accuracy than in Scenario 1, while the AL-based methods, including the Robot-Assisted AL, achieved high accuracy as in Base Scenario and Scenario 1. This is because the Non-AL Random could not resolve the bias in data, even if it collects a large amount, unlike in Scenario 1. The AL-based methods are most effective in this scenario.

We have confirmed that the Robot-Assisted AL collects effective data more efficiently and reduces a larger amount of human annotation cost compared to the other two methods in all scenarios. In the next subsection, we investigate the data distributions in the training dataset obtained during stream-based AL to understand the detailed contributions of AL.

B. Collected training dataset

Fig. 7 shows the numbers of training data that have labels 1–50 and the numbers of training data that have labels 51–100 obtained during stream-based AL in each scenario. The solid and dashed lines show the number of
The number of training data \( n(D) \) along with the progress of learning in the usual stream-based AL scenario (Base Scenario), Scenario 1 and Scenario 2. The vertical axis is the number of training data, and the horizontal axis is the human annotation cost. The solid and dashed lines show the mean number of data corresponding to the object classes \( c = 1, 2, \cdots, 50 \) and \( c = 51, 52, \cdots, 100 \) calculated with five trials, respectively. The blue, yellowish-green and green lines correspond to the Non-AL Random method (naive method), Standard AL method and the Robot-Assisted AL method (proposed method), respectively. Error bars are omitted in this figure to keep readability. All experiments were tried 5 times with different seeds.
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**TABLE I: Pseudo-labeled data by classifier**

| Scenario       | Accuracy of \( l_p^* \) | Ratio of \((x^*, l_p^*)\) in \( D \) |
|----------------|--------------------------|--------------------------------------|
| Base Scenario  | 98.9±0.8%                | 2.9±0.3%                             |
| Scenario 1     | 97.6±1.3%                | 2.3±0.1%                             |
| Scenario 2     | 97.0±2.7%                | 2.0±0.7%                             |

In Base Scenario, where the class distribution is uniform for the stream, the solid and the dashed lines overlap, and there are no differences between the classes (Fig. 7(a)). The inclination of the lines corresponding to the Robot-Assisted AL (3) is steeper than those corresponding to the other two methods (1,2), which means that the Robot-Assisted AL collected data efficiently with fewer human annotations.

In Scenario 1, the solid lines and the dashed lines split due to the bias that exists between the data corresponding to the object classes \( c = 1, 2, \cdots, 50 \) and the data corresponding to \( c = 51, 52, \cdots, 100 \) (Fig. 7(b)). The lines corresponding to the Non-AL Random (1) keep the distance. On the other hand, the solid and dashed lines corresponding to the AL-based methods (2,3) gradually get closer to each other. This is because AL-based methods try to resolve the bias that exists between the classes. In particular, the solid and dashed lines corresponding to the Robot-Assisted AL (3) get closer than those corresponding to the Standard AL (2), which means that the Robot-Assisted AL resolves more bias with fewer amounts of annotations.

In Scenario 2, the solid and dashed lines split apart due to the imbalanced class distribution of the streamed objects (Fig. 7(c)). In this scenario, the distances between the solid and dashed lines gradually become larger for all methods. The degree of this increment in distance corresponding to the AL-based methods (2,3) is smaller than in the Non-AL Random (1). This is because the AL-based methods (2,3) work to intensively collect less streamed data. The distance between the solid and dashed lines corresponding to the Robot-Assisted AL (3) is the widest among all. This is due to the high efficiency of data collection per human annotation.

**C. Pseudo-labels**

Table I shows the accuracy of the pseudo-label by the classifier of the proposed method (first row), and the ratio of the pseudo-labeled data by the classifier in the training dataset (second row). The accuracies are higher than 97% in all scenarios, and the ratios of the pseudo-labels in \( D \) range within about 2–3%, which means that the pseudo-labels given by the classifier slightly contributed to reducing human annotation cost. Although the contribution of the pseudo-labels assigned by the classifier to the learning is smaller than that by the identifier detector, the absolute amount of the human annotation cost reduction is likely to increase to a non-negligible level in long-term learning.

As described in Section V, the self-training highly depends on the classifier’s prediction accuracy, and thus it usually does not work stably in the stream-based AL. If the system cannot use the pseudo-labels given by the identifier detector nor cannot use weakly labeled data, then providing high confidence data to the classifier is difficult. The long-term learning process may become unstable in such cases.

Clearly, the experiment results show the effectiveness of the proposed method. In the next section, we discuss limitations of this study.

**V. LIMITATION**

The main limitation of this study is threefold. First, the proposed method does not achieve complete elimination of human annotation cost. It requires human annotation for half of the training images, other than the ones given the pseudo-labels. In our pre-experiments, we have tried adversarial training [13] and metric learning [15] to the stream-based AL, but the accuracy did not improve. Although these methods are promising approaches to reduce annotation cost, the
effective situations are limited. The previous work [30] shows the effectiveness of self-training without robot assistance in a certain situation of AL. We plan to improve the self-training algorithm itself for stream-based AL referencing [31], [32].

Second, the test accuracies reported in Sec. IV were measured by test sets that have the same class distributions as those of the streamed objects. The behavior of the proposed method may affect test accuracy differently if the distribution of the test set is different. From this viewpoint, we need further investigations.

Third, we have tested the proposed algorithm only with AR marker in this study, which is a highly standardized identifier. We can also consider other types of identifiers like the ones listed in Subsec. II-A. Although the experiments in this study show the validity of the core concept of the proposed method, we need experiments for other types of identifiers when we deploy the proposed method to real-world applications. In addition, the camera angles to capture images and find the identifier are human-designed in this study. It is possible to estimate an efficient camera angle depending on the object pose or change the pose by moving the object by the robot arm. Extending the proposed method by adding these functions is another direction of future work.

VI. CONCLUSION

In this study, we have proposed a stream-based active learning method assisted by a robot that reduces human annotation cost. The proposed method allows pseudo-labeling with high accuracy by using sequential images captured by a robot arm, that are used as weakly labeled data. We applied the proposed method to classify objects that are carried by a belt conveyor in three scenarios with various data distributions. The results show that the proposed method can achieve the same accuracy with half labeling costs compared with the reference methods without the robot assistance. In future work, we plan to extend our method to handle the case in which high-confidence identifiers such as the AR marker are not available.
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