On a class of nonlocal nonlinear Schrödinger equations with potential well
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1 Introduction

In this paper we are concerned with the existence and multiplicity of positive solutions of the nonlocal non-linear Schrödinger equation

\[
\begin{aligned}
-\Delta u + V_{\mu, \lambda}(x) u + (I_\alpha * u^p) |u|^{p-2} u &= f(x) |u|^{2^*-2} u \quad \text{in } \mathbb{R}^N, \\
 u &\in H^1(\mathbb{R}^N), 
\end{aligned}
\]

where \( N \geq 3, \frac{N-a}{N} \leq p < \frac{N}{N-2} \) and \( I_\alpha \) is the Riesz potential of order \( 0 < \alpha < \min \{ N, 2^* \} \left( 2^* = \frac{2N}{N-2} \right) \) on the Euclidean space \( \mathbb{R}^N \), defined for each point \( x \in \mathbb{R}^N \setminus \{0\} \) by

\[
I_\alpha(x) = \frac{\Gamma\left(\frac{N-a}{2}\right)}{\Gamma\left(\frac{\alpha}{2}\right) \pi^{\frac{N-\alpha}{2}} 2^{\frac{N-\alpha}{2}}} |x|^{\frac{N-\alpha}{2}}
\]

with \( \Gamma \) being the Euler gamma function. Throughout this paper, we assume that the parameters \( \mu, \lambda > 0 \) and the functions \( V_{\mu, \lambda} := \mu g - \lambda a \) and \( f \) satisfy the following conditions:

1. \( V_1 \) is a nonnegative continuous function on \( \mathbb{R}^N \);
2. \( V_2 \) there exists \( c > 0 \) such that the set \( \{ g \leq c \} := \{ x \in \mathbb{R}^N \mid g(x) < c \} \) is nonempty and has finite measure;
3. \( \Omega = \text{int} \{ x \in \mathbb{R}^N \mid g(x) = 0 \} \) is nonempty bounded domain and has a smooth boundary with \( \overline{\Omega} = \{ x \in \mathbb{R}^N \mid g(x) = 0 \} \); \( a \in L^{N/2}(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N) \) and \( |\{ x \in \overline{\Omega} : a(x) > 0 \}| > 0 \);
4. \( f \in L^\infty(\mathbb{R}^N) \) and \( |\{ x \in \overline{\Omega} : f(x) > 0 \}| > 0 \).

Remark 1.1. By condition \( V_4\), the set \( \{ x \in \overline{\Omega} : a(x) > 0 \} \) has positive Lebesgue measure, we can assume that \( \lambda_1(\overline{\Omega}) \) denote the positive principal eigenvalue of the problem

\[
-\Delta u = \lambda a \overline{\Omega}(x) u(x) \quad \text{for } x \in \Omega; \quad u(x) = 0 \quad \text{for } x \in \partial \Omega,
\]
where $\overline{a}_\Omega$ is a restriction of $a$ on $\overline{\Omega}$. Clearly, $\lambda_1 (\overline{a}_\Omega)$ has a corresponding positive principal eigenfunction $\phi_1$.

In recent years, nonlinear Schrödinger type equation has been widely studied under variant assumptions on potential $g$ and weight function $f$. Most of the literature has focused on the equation for $g$ being a positive potential and $f$ being a positive weight function with satisfies the some assumptions of infinite limits. Moreover, the conditions $(V_1) - (V_3)$ imply that $\mu g$ represents a potential well whose depth is controlled by $\mu$. $\mu g$ is called a steep potential well if $\mu$ is sufficiently large and one expects to find solutions which localize near its bottom $\Omega$. This problem has found much interest after being first introduced by Bartch and Wang [11] in the study of the existence of positive solutions for nonlinear Schrödinger equations and has been attracting much attention, see [3, 9, 10, 38, 43] and the references therein. Later, the steep potential well is introduced to the study of some other types of nonlinear differential equations by some researchers, such as nonlocal nonlinear elliptic equations [18, 24, 33, 34, 45, 46].

When $N = 3$ and the nonlocal nonlinear term $(I_{\alpha} u^p) |u|^{\alpha - 2} u = (I * u^2) u$ for $\alpha = p = 2$. Then Eq. $(P_{\mu, A})$ is the one type of the following nonlocal nonlinear Schrödinger equation:

$$-\Delta u + V(x) u + \sigma (I * u^2) u = f(x) |u|^{2p - 2} u \text{ in } \mathbb{R}^3,$$

(1.2)

where $1 < p < 3$ and the parameter $\sigma > 0$. It is easy to know that $u$ is a solution of Eq. (1.2) if and only if $(u, \phi)$ is a solution of the following equation:

$$\begin{cases}
-\Delta u + V(x) u + \sigma u = f(x) |u|^{2p - 2} u, \text{ in } \mathbb{R}^3, \\
-\Delta \phi = u^2, \text{ in } \mathbb{R}^3.
\end{cases}$$

(1.3)

It is well known that Eq. (1.3) is called the Schrödinger–Poisson system, which was first introduced in [7] as a physical model describing a charged wave interacting with its own electrostatic field. Eq. (1.3) also appears in the electromagnetic field, semiconductor theory, nonlinear optics and plasma physics. Due to the important applications in physics, Eq. (1.3) has been widely studied via modern variational methods under various hypotheses on the potential function and the nonlinearity; see [2, 4, 16, 23, 30, 31, 35–37] and the references therein. More precisely, Ruiz [30] obtained the existence, nonexistence and multiplicity of radial positive solutions for Eq. (1.3) with $V = f \equiv 1$. It turn out that $p = \frac{3}{2}$ is a critical value for the existence of nontrivial solutions. Ruiz’s approach is based on minimizing the energy functional $I$ associated with Eq. (1.3) on a certain manifold that is the Nehari–Pohozaev manifold:

$$\mathcal{N}_f = \{ u \in H^1_0 (\mathbb{R}^3) \setminus \{ 0 \} : Q(u) = 0 \},$$

where $H^1_0 (\mathbb{R}^3)$ consists of radially symmetric functions in $H^1 (\mathbb{R}^3)$ and $Q(u) = 0$ is derived by subtracting the Pohozaev identity of equations (1.3) from the equation $2 (I(u), u) = 0$. They proved that when $1 < p < 3 / 2$ and for $\sigma$ is sufficiently small, Eq. (1.3) has two positive radial solutions $\nu_1, \nu_2$ with

$$0 < I (\nu_1) < I (\nu_2) = \inf_{u \in H^1_0 (\mathbb{R}^3)} I (u) < 0.$$ 

In recent years, many authors have been studying such topics (existence of two positive solutions which one of the negative energy), for example, Chen [14], Huang et al. [21, 22] and Shen and Han [32], consider the following Schrödinger–Poisson system

$$\begin{cases}
-\Delta u + (1 - \lambda h (x)) u + I (x) \phi u = f(x) |u|^{2p - 2} u, \text{ in } \mathbb{R}^3, \\
-\Delta \phi = I (x) u^2, \text{ in } \mathbb{R}^3,
\end{cases}$$

(1.4)

where $2 < p < 3$, $I \in L^2 (\mathbb{R}^3)$, $f \in C (\mathbb{R}^3)$ changes sign in $\mathbb{R}^3$ and $\lim_{|x| \to \infty} f(x) = f_{\infty} < 0$. They proved that system (1.4) has two positive solutions which one of the negative energy for $\lambda > \lambda_1 (h)$, where $\lambda_1 (h)$ is the first eigenvalue of $-\Delta + id$ in $H^1 (\mathbb{R}^3)$ with nonnegative weight function $h \in L^{3 / 2} (\mathbb{R}^3)$.

Very recently, it has proven in [36] that the problem (1.3) admits a positive solution when $V \equiv 1$, $1 < p \leq 2$, and $\sigma$ belongs to a certain interval. To this end, the authors introduced the filtration of the Nehari manifold $\mathcal{N}$, that is

$$\mathcal{N} (c) = \{ u \in \mathcal{N} : I (u) < c \},$$
and showed that this set \(N(c)\) under the given assumptions is the union of two disjoint nonempty sets, namely,

\[
N(c) = N^{(1)} \cup N^{(2)},
\]

which are both \(C^1\) sub-manifolds of \(N(c)\) and natural constraints of \(I\). Moreover, \(N^{(1)}\) is bounded such that \(I\) is coercive and bounded below on it, whereas \(I\) is unbounded below on \(N^{(2)}\). Moreover, they use the argument of concentration compactness principle to obtain a minimizer of \(I\) on \(N^{(1)}\), which is a critical point of \(I\). Actually the authors also established \(N^{(2)}\) may not contain any non-zero critical point of \(I\) for \(1 < p < 2\).

Motivated by the above works [14, 21, 22, 30, 32, 36], in the present article we mainly study the existence and multiplicity of positive solutions for Eq. \((P_{\mu, \lambda})\) cannot require conditions \(f\) changes sign in \(\mathbb{R}^3\) and \(\lim_{|x| \to \infty} f(x) = f_\infty < 0\). Furthermore, the existence of least energy positive solutions with negative energy and asymptotic behavior of positive solutions are also discussed. The main method of this paper is to consider minimization on two distinct components of the Nehari manifold corresponding to Eq. \((P_{\mu, \lambda})\). The approach to Eq. \((P_{\mu, \lambda})\) has been inspired by the papers of [12, 13, 44]. They used the Nehari manifold and fibering maps to study the bifurcation phenomena for a nonlinear elliptic problem on bounded domains or \(\mathbb{R}^N\). Since Eq. \((P_{\mu, \lambda})\) is on \(\mathbb{R}^N\), its variational setting is characterized by lack of compactness. To overcome this difficulty we apply a simplified version of the steep well method of [11] and concentration compactness principle of [27]. Furthermore, the first eigenvalue of problem \(-\Delta u + \mu g(x) = \lambda u\) in \(\mathbb{R}^N\) is less than \(\lambda_1(\Omega)\), which indicates that the original method at [12, 13, 21] cannot be directly applied, thus we provide an approximation estimate of eigenvalue to prove that the existence of positive solution for Eq. \((P_{\mu, \lambda})\) when \(0 < \lambda < \lambda_1(\Omega)\).

The first result to establish the existence of least energy positive solutions and the asymptotic behavior of the solutions for Eq. \((P_{\mu, \lambda})\) with \(0 < \lambda < \lambda_1(\Omega)\).

**Theorem 1.1.** For any \(0 < \lambda < \lambda_1(\Omega)\) there exists \(\tilde{\mu}_0(\lambda) > 0\) with \(\lim_{\lambda \to \lambda_1(\Omega)^-} \tilde{\mu}_0(\lambda) = \infty\) such that for every \(\mu > \tilde{\mu}_0(\lambda)\), Eq. \((P_{\mu, \lambda})\) has a least energy positive solution \(u_{\mu, \lambda}\).

Next, we now consider what happens as \(\lambda \to \lambda_1^+(\Omega)\) or \(\mu \to \infty\). Let

\[
B(u) := -\int_{\mathbb{R}^N} \left( I_n * |u|^p \right) |u|^p \, dx + \int_{\mathbb{R}^N} f |u|^{2p} \, dx.
\]

Then we have the following result.

**Theorem 1.2.** (i) Suppose that \(B(\phi_1) > 0\). Let \(\lambda_n \to \lambda_1^+(\Omega)\) and \(\mu_n > \tilde{\mu}_0(\lambda_n)\) be as in Theorem 1.1 and let \(u_n := u_{\mu_n, \lambda_n}\) be the least energy positive solution of Eq. \((P_{\mu_n, \lambda_n})\) obtained by Theorem 1.1. Then \(u_n \to 0\) in \(X\) as \(n \to \infty\).

(ii) For \(0 < \lambda < \lambda_1(\Omega)\). Let \(u_{\mu, \lambda}\) be the least energy positive solution obtained in Theorem 1.1. Then \(u_{\mu, \lambda} \to u_\lambda^\infty\) in \(X\) as \(\mu \to \infty\), where \(u_\lambda^\infty \in H_0^1(\Omega)\) is a positive solution of

\[
\begin{cases}
-\Delta u - \lambda \alpha(x) u + (I_n * u^p) |u|^{p-2} u = f(x)|u|^{2p-2} u & \text{in } \Omega, \\
u = 0, & \text{on } \partial \Omega.
\end{cases}
\]

The second result is to establish the existence of multiple positive solutions for Eq. \((P_{\mu, \lambda})\) with \(\lambda > \lambda_1(\Omega)\).

**Theorem 1.3.** Suppose that \(B(\phi_1) < 0\). Then there exists \(\delta_0 > 0\) such that for any \(\lambda_1(\Omega) < \lambda < \lambda_1(\Omega) + \delta_0\) and for \(\mu\) enough large, Eq. \((P_{\mu, \lambda})\) has two positive solutions \(u_{\mu, \lambda}^{(1)}\) and \(u_{\mu, \lambda}^{(2)}\) with \(u_{\mu, \lambda}^{(1)}\) is negative energy and \(u_{\mu, \lambda}^{(2)}\) is positive energy. Furthermore, \(u_{\mu, \lambda}^{(1)}\) is the least energy positive solution of Eq. \((P_{\mu, \lambda})\).

Finally, we investigate the nature of least energy positive solution \(u_{\mu, \lambda}^{(1)}\) as \(\lambda \to \lambda_1^+(\Omega)\) and \(\mu \to \infty\). As mentioned in the introduction a curve of positive solutions bifurcates to the right at \(\lambda_1(\Omega)\) when \(B(\phi_1) < 0\) and \(\mu\) sufficiently large. The following theorem implies that \(u_{\mu, \lambda}^{(1)}\) will lie on this branch and the concentration of the solutions for Eq. \((P_{\mu, \lambda})\) with \(\lambda > \lambda_1(\Omega)\).
Theorem 1.4. (i) Suppose that $B (\phi_1) < 0$. Let $\lambda_n \to \lambda^+_1 (\Omega)$ and $\mu_n \to \infty$ be as in Theorem 1.3 and let $u^{(1)}_n := u^{(1)}_{\mu_n, \lambda_n}$ be the least energy positive solutions of Eq. $(P_{\mu_n, \lambda_n})$ obtained by Theorem 1.3. Then

$$u_n \to 0; \quad \frac{u_n}{\|u_n\|_{\mu_n}} \to \phi_1 \quad \text{in } X \text{ as } n \to \infty.$$  

(ii) For $\lambda_1 (\Omega) < \lambda < \lambda_1 (\Omega) + \delta_0$, Let $u^{(j)}_{\mu, \lambda} (j = 1, 2)$ be the positive solutions obtained in Theorem 1.3. Then $u^{(j)}_{\mu, \lambda} \to u^{(j), \infty}$ in $X$ as $\mu \to \infty$, where $u^{(j), \infty} \in H^1_0 (\Omega)$ are positive solutions of Eq. $(P_{\infty})$.

Remark 1.2. In fact, our method can also be applied to the Choquard equation involving nonautonomous perturbation:

$$\begin{cases}
- \Delta u + V_{\mu, \lambda} (x) u = (I_\alpha * u^p) |u|^{p-2} u + f(x) |u|^{2p-2} u \text{ in } \mathbb{R}^N, \\
u \in H^1 (\mathbb{R}^N,
\end{cases} \quad (C_{\mu, \lambda})$$

and obtain the same conclusions as all the previous theorems under the same hypotheses and in addition $f$ is change sign in $\Omega$. Since the proofs are similarly, and so we leave it to the reader to check. Some progress on the existence of positive solutions to Eq. $(C_{\mu, \lambda})$, can be refer to [40, 41].

The plan of the paper is as follows. In Section 2, some preliminary results are presented and we discuss the Nehari manifold and examine the connection between the Nehari manifold and the fibering maps. In Section 3, we discuss the Nehari manifold when $\lambda < \lambda_1 (\Omega)$). In particular, we prove that Theorems 1.1, 1.2. In Section 4, we discuss the case when $\lambda > \lambda_1 (\Omega)$. In particular, we prove that Theorems 1.3, 1.4.

Throughout this paper we denote a strong convergence by “$\to$” and a weak convergence by “$\rightharpoonup$”.

2 Variational setting and Preliminaries

In this section, we give the variational setting for Eq. $(P_{\mu, \lambda})$. Let

$$X = \left\{ u \in H^1 (\mathbb{R}^N) \mid \int_{\mathbb{R}^N} gu^2 \, dx < \infty \right\}$$

be equipped with the inner product and norm

$$\langle u, v \rangle = \int_{\mathbb{R}^N} \nabla u \nabla v + guv \, dx, \quad \|u\| = \langle u, u \rangle^{1/2}.$$  

For $\mu > 0$, we also need the following inner product and norm

$$\langle u, v \rangle_\mu = \int_{\mathbb{R}^N} \nabla u \nabla v + \mu guv \, dx, \quad \|u\|_\mu = \langle u, u \rangle_\mu^{1/2}.$$  

It is clear that $\|\cdot\| \leq \|\cdot\|_\mu$ for $\mu \geq 1$ and set $X_\mu = \left( X, \|\cdot\|_\mu \right)$. It follows from conditions $(V_1)$ and $(V_2)$ and the Hölder and Sobolev inequalities that we have

$$\int_{\mathbb{R}^N} (|\nabla u|^2 + u^2) \, dx = \int_{\mathbb{R}^N} |\nabla u|^2 \, dx + \int_{\{ g \leq c \}} u^2 \, dx + \int_{\{ g > c \}} u^2 \, dx \leq \left( 1 + \|\{ g \leq c \} \|_2 \frac{S^2}{c} \right) \int_{\mathbb{R}^N} |\nabla u|^2 \, dx + \frac{1}{c} \int_{\mathbb{R}^N} gu^2 \, dx \leq \max \left\{ 1 + \|\{ g \leq c \} \|_2 \frac{S^2}{c}, \frac{1}{c} \right\} \int_{\mathbb{R}^N} \left( |\nabla u|^2 \, dx + gu^2 \right) \, dx,$$
this implies that the imbedding $X \hookrightarrow H^1(\mathbb{R}^N)$ is continuous, where the set $\{ g \geq c \} := \{ x \in \mathbb{R}^N \ | \ g(x) \geq c \}$.
Moreover, using conditions $(V_1)$ and $(V_2)$, and the Hölder and Sobolev inequalities again, we have for any $r \in [2, 2^\star]$
\[
\int_{\mathbb{R}^N} |u|^r \ dx \leq \left( \int_{\{ g \geq c \}} u^2 \ dx + \int_{\{ g < c \}} u^2 \ dx \right)^{\frac{r}{2}} \left( S \frac{4}{S} \left( \int_{\mathbb{R}^N} |\nabla u|^2 \ dx \right)^{\frac{2}{r}} \right)^{\frac{r}{2}}
\leq \left( \frac{1}{\mu c} \int_{\mathbb{R}^N} \mu c u^2 \ dx + |\{ g < c \}|^\frac{1}{r} S^{-2} \int_{\mathbb{R}^N} |\nabla u|^2 \ dx \right)^{\frac{r}{2}} \left( S \frac{4}{S} \left\| u \right\|_\mu^{2N} \right)^{\frac{r}{2}}
\leq \frac{|\{ g < c \}|^{\frac{r}{2}}}{S} \left\| u \right\|_\mu^{r} \text{ for } \mu \geq \mu_0 := S^2 c^{-1} |\{ g < c \}|^{-\frac{r}{2}},
\]
(2.1)
where, $S$ the best constant for the imbedding of $D^{1,2}(\mathbb{R}^N)$ in $L^2(\mathbb{R}^N)$. Moreover, if we assume that $u \in L^{\frac{2N}{N-2}}(\mathbb{R}^N)$, then by the Hardy–Littlewood–Sobolev inequality (see [20, 25, 26]) to the function $|u|^p \in L^{\frac{2N}{N-a}}(\mathbb{R}^N)$, we obtain, in view of the Hölder inequality and (2.1),
\[
\int_{\mathbb{R}^N} (I_a * |u|^p) |u|^p \ dx \leq \left( \int_{\mathbb{R}^N} |I_a * |u|^p|^{\frac{2N}{N-a}} \ dx \right)^{\frac{N-a}{2N}} \left( \int_{\mathbb{R}^N} |u|^{\frac{2N}{N-a}} \ dx \right)^{\frac{N-a}{2N}}
\leq C_{N,a,\frac{2N}{N-a}} \left( \int_{\mathbb{R}^N} |u|^{\frac{2N}{N-a}} \ dx \right)^{\frac{N-a}{2N}}
\leq \frac{C_{N,a,\frac{2N}{N-a}}}{S^{\frac{2N}{N-a}}} |\{ g < c \}|^{1-\frac{N(a-2)}{N(a-2)}} \left\| u \right\|_{\frac{2N}{N-a}}^{2p},
\]
(2.3)
where
\[
C_{N,a,\frac{2N}{N-a}} = \frac{\Gamma \left( \frac{N-a}{2} \right)}{2\pi^{\frac{N-a}{2}} \Gamma \left( \frac{N-a}{2} \right)} \left( \frac{\Gamma \left( \frac{N}{2} \right)}{\Gamma \left( \frac{N}{2} \right)} \right)^{a/N}.
\]
We use the variational methods to find positive solutions of Eq. $(P_{\mu,\lambda})$. Associated with the Eq. $(P_{\mu,\lambda})$, we consider the energy functional $I_{\mu,\lambda} : X \rightarrow \mathbb{R}^N$
\[
I_{\mu,\lambda}(u) = \frac{1}{2} A_{\mu,\lambda}(u) - \frac{1}{2p} B(u),
\]
where
\[
A_{\mu,\lambda}(u) := \left\| u \right\|^2_{\mu} - \lambda \int_{\mathbb{R}^N} au^2 \ dx
\]
and
\[
B(u) := - \int_{\mathbb{R}^N} (I_a * |u|^p) |u|^p \ dx + \int_{\mathbb{R}^N} |f|^2 u^2 \ dx.
\]
Because the energy functional $I_{\mu,\lambda}$ is not bounded below on $X$, it is useful to consider the functional on the Nehari manifold (see [29])
\[
N_{\mu,\lambda} = \{ u \in X \setminus \{ 0 \} \ | \ \langle f_{\mu,\lambda}(u), u \rangle = 0 \}.
\]
Thus, $u \in N_{\mu,\lambda}$ if and only if
\[
A_{\mu,\lambda}(u) - B(u) = 0.
\]
Hence, if $u \in N_{\mu,\lambda}$, then
\[
I_{\mu,\lambda}(u) = \left( \frac{1}{2} - \frac{1}{2p} \right) A_{\mu,\lambda}(u) = \left( \frac{1}{2} - \frac{1}{2p} \right) B(u).
Note that \( N_{\mu, \lambda} \) contains every nonzero solution of Eq. \( (P_{\mu, \lambda}) \). It is useful to understand \( N_{\mu, \lambda} \) in terms of the stationary points of mappings of the form \( h_u(t) = J_{\mu, \lambda}(tu) (t > 0) \). Such a map is known as the fibering map. It was introduced by Dräbek and Pohozaev [17], and further discussed by Brown and Zhang [12]. It is clear that, if \( u \) is a local minimizer of \( J_{\mu, \lambda} \), then \( h_u \) has a local minimum at \( t = 1 \). Moreover, \( tu \in N_{\mu, \lambda} \) if and only if \( h_u'(t) = 0 \) for \( u \in X \setminus \{0\} \). Thus, points in \( N_{\mu, \lambda} \) correspond to stationary points of the maps \( h_u \) and so it is natural to divide \( N_{\mu, \lambda} \) into three subsets \( N^+_{\mu, \lambda}, N^0_{\mu, \lambda} \) and \( N^-_{\mu, \lambda} \) corresponding to local minima, local maxima and points of inflexion of fibering maps. We have

\[
h_u'(t) = t A_{\mu, \lambda} (u) - t^{2p-1} B (u)
\]

and

\[
h_u''(t) = A_{\mu, \lambda} (u) - (2p - 1) t^{2p-2} B (u).
\]

Hence if we define

\[
N^+_{\mu, \lambda} = \{ u \in N_{\mu, \lambda} : A_{\mu, \lambda} (u) - (2p - 1) B (u) > 0 \};
\]

\[
N^0_{\mu, \lambda} = \{ u \in N_{\mu, \lambda} : A_{\mu, \lambda} (u) - (2p - 1) B (u) = 0 \};
\]

\[
N^-_{\mu, \lambda} = \{ u \in N_{\mu, \lambda} : A_{\mu, \lambda} (u) - (2p - 1) B (u) < 0 \},
\]

which indicates that for \( u \in N_{\mu, \lambda} \), we have \( h_u'(1) = 0 \) and \( u \in N^+_{\mu, \lambda}, N^0_{\mu, \lambda}, N^-_{\mu, \lambda} \) if \( h_u''(1) > 0, h_u''(1) = 0, h_u''(1) < 0 \), respectively. Moreover, it is easy to show that

\[
N^+_{\mu, \lambda} = \{ u \in N_{\mu, \lambda} : A_{\mu, \lambda} (u) - (2p - 1) B (u) > 0 \}
= \{ u \in N_{\mu, \lambda} : (2p - 2) B (u) < 0 \}
= \{ u \in N_{\mu, \lambda} : B (u) < 0 \}.
\]

Similarly,

\[
N^-_{\mu, \lambda} = \{ u \in N_{\mu, \lambda} : B (u) > 0 \}
\]

and

\[
N^0_{\mu, \lambda} = \{ u \in N_{\mu, \lambda} : B (u) = 0 \}.
\]

Moreover, by (2.4), if \( A_{\mu, \lambda} (u) \) and \( B (u) \) have the same sign, then \( h_u \) has exactly one turning point at

\[
t(u) = \left[ \frac{A_{\mu, \lambda} (u)}{B (u)} \right]^{\frac{1}{p-2}}
\]

and if \( A_{\mu, \lambda} (u) \) and \( B (u) \) have opposite signs, then \( h_u \) has no turning points. Thus, if \( A_{\mu, \lambda} (u), B (u) > 0 \), then \( h_u(t) > 0 \) for \( t \) small and positive but \( h_u(t) \to -\infty \) as \( t \to \infty \); also \( h_u(t) \) has a unique (maximum) stationary point at \( t(u) \) and \( t(u)u \in N^+_{\mu, \lambda} \). Similarly, if \( A_{\mu, \lambda} (u), B (u) < 0 \), \( h_u(t) < 0 \) for \( t \) small and positive, \( h_u(t) \to -\infty \) as \( t \to \infty \) and \( h_u(t) \) has a unique minimum at \( t(u) \) so that \( t(u)u \in N^+_{\mu, \lambda} \). Finally, if \( A_{\mu, \lambda} (u) B (u) < 0 \), \( h_u \) is strictly increasing (resp. decreasing) for all \( t > 0 \). Thus, we have the following results.

**Lemma 2.1.** If \( u \in X \setminus \{0\} \), then
(i) a multiple of \( u \) lies in \( N^+_{\mu, \lambda} \) if and only if \( A_{\mu, \lambda} (u), B (u) > 0 \);
(ii) a multiple of \( u \) lies in \( N^+_{\mu, \lambda} \) if and only if \( A_{\mu, \lambda} (u), B (u) < 0 \);
(iii) when \( A_{\mu, \lambda} (u) B (u) < 0 \), no multiple of \( u \) lies in \( N^+_{\mu, \lambda} \).

The following Lemma shows that minimizers on \( N_{\mu, \lambda} \) are critical points for \( J_{\mu, \lambda} \) in \( X \).

**Lemma 2.2.** Suppose that \( u_0 \) is a local minimizer for \( J_{\mu, \lambda} \) on \( N_{\mu, \lambda} \) and that \( u_0 \in N^0_{\mu, \lambda} \). Then \( J'_{\mu, \lambda} (u_0) = 0 \).

**Proof.** The proof of Lemma 2.2 is essentially same as that in Brown and Zhang [12, Theorem 2.3] (or see Binding et al. [5]), so we omit it here.
In order to prove main results, we will use a special case of the classical Brezis–Lieb lemma [8] for Riesz potentials.

**Lemma 2.3.** (Brezis–Lieb lemma for the Riesz potential [28, Lemma 2.4]). Let \( \{u_n\} \) be a bounded sequence in \( L^2(\mathbb{R}^N) \). If \( u_n \to u \) a.e. in \( \mathbb{R}^N \), then
\[
\int_{\mathbb{R}^N} (I_n * |u_n - u|^p) \ |u_n - u|^p \, dx = \int_{\mathbb{R}^N} (I_n * |u|^p) \ |u|^p \, dx - \int_{\mathbb{R}^N} (I_n * |u|^p) \ |u|^p \, dx + o(1).
\]

We need the following result.

**Lemma 2.4.** Let \( \mu_n \to \infty \) as \( n \to \infty \) and \( \{v_n\} \subset X \) with \( \|v_n\|_{\mu_n} \leq c_0 \) for some \( c_0 > 0 \). Then there exist subsequence \( \{v_n\} \) and \( v_0 \in H^1_0(\Omega) \) such that \( v_n \rightharpoonup v_0 \) in \( X \) and \( v_n \to v_0 \) in \( L^r(\mathbb{R}^N) \) for all \( 2 \leq r < 2^* \) and \( B(v_n) \to B(v_0) \).

**Proof.** Since \( \|v_n\| \leq \|v_n\|_{\mu_n} \leq c_0 \). We may assume that there exists \( v_0 \in X \) such that
\[
v_n \rightharpoonup v_0 \text{ in } X, \quad v_n \to v_0 \text{ a.e. in } \mathbb{R}^N, \quad v_n \to v_0 \text{ in } L^r_{loc}(\mathbb{R}^N) \text{ for } 2 \leq r < 2^*.
\]

By Fatou’s Lemma, we have
\[
\int_{\mathbb{R}^N} g v_0^2 \, dx \leq \lim \inf_{n \to \infty} \int_{\mathbb{R}^N} g v_n^2 \, dx \leq \lim \inf_{n \to \infty} \frac{\|v_n\|_{\mu_n}^2}{\mu_n} = 0,
\]
this implies that \( \int_{\mathbb{R}^N} g v_0^2 \, dx = 0 \) or \( v_0 = 0 \) a.e. in \( \mathbb{R}^N \setminus \Omega \) and \( v_0 \in H^1_0(\Omega) \) by condition (V3). We now show that \( v_n \rightharpoonup v_0 \) in \( L^r(\mathbb{R}^N) \). Suppose on the contrary. Then by Lions vanishing lemma (see [27, Lemma I.1] or [42, Lemma 1.21]), there exist \( d_0 > 0, R_0 > 0 \) and \( x_n \in \mathbb{R}^N \) such that
\[
\int_{B(x_n, R_0)} (v_n - v_0)^2 \, dx \geq d_0.
\]
Moreover, \( x_n \to \infty \), and hence, \( |B(x_n, R_0) \cap \{x \in \mathbb{R}^N : g < c\}| \to 0 \). By the Hölder inequality, we have
\[
\int_{B(x_n, R_0) \cap \{g < c\}} (v_n - v_0)^2 \, dx \to 0.
\]
Consequently,
\[
c_0 \geq \|v_n\|_{\mu_n}^2 = \mu_n c \int_{B(x_n, R_0) \cap \{g < c\}} v_n^2 \, dx = \mu_n c \int_{B(x_n, R_0) \cap \{g < c\}} (v_n - v_0)^2 \, dx
\]
\[
= \mu_n c \left( \int_{B(x_n, R_0) \cap \{g < c\}} (v_n - v_0)^2 \, dx - \int_{B(x_n, R_0) \cap \{g < c\}} (v_n - v_0)^2 \, dx + o(1) \right)
\]
\[
\to \infty,
\]
which a contradiction. Thus, \( v_n \rightharpoonup v_0 \) in \( L^r(\mathbb{R}^N) \) for all \( 2 \leq r < 2^* \). Moreover, by (2.2) and Lemma 2.3, \( B(v_n) \to B(v_0) \), since \( 2 \leq \frac{2Np}{N+r} < 2^* \). This completes the proof.

Next, we consider the following eigenvalue problem
\[
-\Delta u(x) + \mu g(x) u(x) = \lambda a(x) u(x) \quad \text{for } x \in \mathbb{R}^N. \tag{2.6}
\]
We can approach this problem by a direct method and attempt to obtain nontrivial solutions of problem (2.6) as relative minima of the functional

\[ I_\mu(u) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 + \mu gu^2 \, dx, \]

on the unit sphere in \( B = \{ u \in X : \int_{\mathbb{R}^N} au^2 \, dx = 1 \} \). Equivalently, we may seek to minimize a quotient as follows

\[ \tilde{\lambda}_{1,\mu}(a) = \inf_{u \in X \setminus \{0\}} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 + \mu gu^2 \, dx}{\int_{\mathbb{R}^N} au^2 \, dx}. \]  

(2.7)

Then, by (2.1),

\[ \frac{\int_{\mathbb{R}^N} |\nabla u|^2 + \mu gu^2 \, dx}{\int_{\mathbb{R}^N} au^2 \, dx} \geq \frac{S^2}{\|a\|_{\infty}^2 \|\phi\|_{\infty}^2} \quad \text{for all } \mu \geq \mu_0, \]

this implies that \( \lambda_{1,\mu}(a) \geq \frac{S^2}{\|a\|_{\infty}^2 \|\phi\|_{\infty}^2} > 0 \). Moreover, by condition \((V_3)\),

\[ \inf_{u \in X \setminus \{0\}} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 + \mu gu^2 \, dx}{\int_{\mathbb{R}^N} au^2 \, dx} \leq \inf_{u \in H_0^1(\Omega) \setminus \{0\}} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 + \mu gu^2 \, dx}{\int_{\mathbb{R}^N} au^2 \, dx} = \inf_{u \in H_0^1(\Omega) \setminus \{0\}} \frac{\int_{\Omega} |\nabla u|^2 \, dx}{\int_{\Omega} \tilde{a} \phi u^2 \, dx}, \]

which indicates that \( \tilde{\lambda}_{1,\mu}(a) \leq \lambda_1(\tilde{a}\Omega) \) for all \( \mu > 0 \). Then we have the following results.

**Lemma 2.5.** For each \( \mu > \mu_0 \) there exists a positive function \( \phi_\mu \in X \) with \( \int_{\mathbb{R}^N} a \phi_\mu^2 \, dx = 1 \) such that

\[ \tilde{\lambda}_{1,\mu}(a) = \int_{\mathbb{R}^N} |\nabla \phi_\mu|^2 + \mu g \phi_\mu^2 \, dx < \lambda_1(\tilde{a}\Omega). \]

Furthermore, \( \tilde{\lambda}_{1,\mu}(a) \to \lambda_1(\tilde{a}\Omega) \) and \( \phi_\mu \to \phi_1 \) as \( \mu \to \infty \), where \( \phi_1 \) is the positive principal eigenfunction of problem (1.1).

**Proof.** Let \( \{u_n\} \subset X \) with \( \int_{\mathbb{R}^N} au_n^2 \, dx = 1 \) be a minimizing sequence of (2.7), that is

\[ \int_{\mathbb{R}^N} |\nabla u_n|^2 + \mu gu_n^2 \, dx \to \tilde{\lambda}_{1,\mu}(a) \quad \text{as } n \to \infty. \]

Since \( \tilde{\lambda}_{1,\mu}(a) \leq \lambda_1(\tilde{a}\Omega) \) for all \( \mu \geq 0 \), there exists \( C_0 > 0 \) independent of \( \mu \) such that \( \|u_n\|_{\mu} \leq C_0 \). Thus, there exist a subsequence \( \{u_n\} \) and \( \phi_\mu \in X \) such that

\[
\begin{align*}
    u_n &\to \phi_\mu \quad \text{in } X_\mu, \\
    u_n &\to \phi_\mu \quad \text{a.e. in } \mathbb{R}^N, \\
    u_n &\to \phi_\mu \quad \text{in } L^r_{\text{loc}}(\mathbb{R}^N) \quad \text{for } 2 \leq r < 2^*. 
\end{align*}
\]

Moreover, by condition \((V_a)\),

\[ \int_{\mathbb{R}^N} au_n^2 \, dx \to \int_{\mathbb{R}^N} a \phi_\mu^2 \, dx = 1. \]

Now we show that \( u_n \to \phi_\mu \) in \( X_\mu \). Suppose on the contrary. Then

\[ \int_{\mathbb{R}^N} |\nabla \phi_\mu|^2 + \mu g \phi_\mu^2 \, dx < \liminf_{n \to \infty} \int_{\mathbb{R}^N} |\nabla u_n|^2 + \mu gu_n^2 \, dx = \tilde{\lambda}_{1,\mu}(a), \]

which is impossible. Thus, \( u_n \to \phi_\mu \) in \( X_\mu \), which implies that \( \int_{\mathbb{R}^N} a \phi_\mu^2 \, dx = 1 \) and \( \int_{\mathbb{R}^N} |\nabla \phi|^2 + \mu g \phi_\mu^2 \, dx = \tilde{\lambda}_{1,\mu}(a) \). Since \( |\phi_\mu| \in X \) and

\[ \tilde{\lambda}_{1,\mu}(a) = \int_{\mathbb{R}^N} |\nabla \phi|^2 + \mu g \phi_\mu^2 \, dx = \int_{\mathbb{R}^N} |\nabla |\phi_\mu|^2 + \mu g |\phi_\mu|^2 \, dx, \]
by the maximum principle, we may assume that \( \varphi_\mu \) is positive eigenfunction of problem \( (\mathcal{P}_\mu) \). Moreover, by the Harnack inequality due to Trudinger [39], we must have \( \tilde{\lambda}_{1, \mu} (a) < \lambda_1 (\overline{\Omega}) \). Now, by the definition of \( \tilde{\lambda}_{1, \mu} (a) \), there holds \( \tilde{\lambda}_{1, \mu_1} (a) \leq \tilde{\lambda}_{1, \mu_2} (a) \) for \( \mu_1 < \mu_2 \). Hence, for any sequence \( \mu_n \to \infty \), let \( \varphi_n := \varphi_{\mu_n} \) be the minimizer of \( \tilde{\lambda}_{1, \mu_n} (a) \); then \( \int_{\mathbb{R}^N} a \varphi_n^2 dx = 1 \) and
\[
\tilde{\lambda}_{1, \mu_n} (a) = \int_{\mathbb{R}^N} |\nabla \varphi_n|^2 + \mu_n g \varphi_n^2 dx \leq \lambda_1 (\overline{\Omega}),
\]
that
\[
\tilde{\lambda}_{1, \mu_n} (a) \to d_0 \leq \lambda_1 (\overline{\Omega}) \text{ for some } d_0 > 0
\]
and
\[
\| \varphi_n \| \leq \| \varphi_n \|_{\mu_n} \leq \sqrt{\lambda_1 (\overline{\Omega})}, \text{ for } n \text{ sufficiently large.}
\]
Thus, by Lemma 2.4, we may assume that there exists \( \varphi_0 \in H^1_0 (\Omega) \) such that \( \varphi_n \to \varphi_0 \) in \( X \) and \( \varphi_n \to \varphi_0 \) in \( L^r (\mathbb{R}^N) \) for all \( 2 \leq r < 2^* \). Then
\[
\int_{\Omega} |\nabla \varphi_0|^2 dx \leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} |\nabla \varphi_n|^2 + \mu_n g \varphi_n^2 dx = d_0
\]
and
\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} a \varphi_n^2 dx = \int_{\Omega} a \varphi_0^2 dx = 1.
\]
Since \( d_0 \leq \lambda_1 (\overline{\Omega}) \) and \( \lambda_1 (\overline{\Omega}) \) is positive principal eigenvalue of problem (1.1). Thus, we must have \( \int_{\Omega} |\nabla \varphi_0|^2 dx = \lambda_1 (\overline{\Omega}) \) and \( \varphi_0 \) is a positive principal eigenfunction of problem (1.1), which completes the proof.

### 3 The Proof of Theorems 1.1, 1.2 (\( \lambda < \lambda_1 (\overline{\Omega}) \))

First, we investigate the behavior of \( J_{\mu, \lambda} \) on \( N_{\mu, \lambda}^- \).

**Lemma 3.1.** For each \( 0 < \lambda < \lambda_1 (\overline{\Omega}) \) there exists \( \mu_0 (\lambda) \geq \mu_0 \) with \( \lim_{\mu \to \mu_0} (\overline{\Omega}) \lambda_0 (\lambda) = \infty \) such that for every \( \mu > \mu_0 (\lambda) \), we have

(i) \( \mathbf{N}_{\mu, \lambda} = \mathbf{N}_{\mu, \lambda}^- \); 

(ii) the energy functional \( J_{\mu, \lambda} \) is coercive and bounded below on \( \mathbf{N}_{\mu, \lambda}^- \). Furthermore, there exists \( d_0 > 0 \) such that
\[
\inf_{u \in \mathbf{N}_{\mu, \lambda}^-} J_{\mu, \lambda} (u) \geq \frac{(p - 1) \left( \bar{\lambda}_{1, \lambda} (a) - \lambda \right)}{2 p \bar{\lambda}_{1, \mu} (a)} d_0^{1/(p - 1)} > 0 \tag{3.1}
\]
for all \( u \in \mathbf{N}_{\mu, \lambda}^- \).

**Proof.** (i) By Lemma 2.5, for each \( 0 < \lambda < \lambda_1 (\overline{\Omega}) \) there exists \( \mu_0 (\lambda) \geq \mu_0 \) such that for every \( \mu > \mu_0 (\lambda) \), there holds \( \lambda < \bar{\lambda}_{1, \mu} (a) \leq \lambda_1 (\overline{\Omega}) \), which indicates that
\[
A_{\mu, \lambda} (u) = \| u \|_{\mu}^2 - \lambda \int_{\mathbb{R}^N} a u^2 dx \geq \frac{\bar{\lambda}_{1, \mu} (a) - \lambda}{\bar{\lambda}_{1, \mu} (a)} \| u \|_{\mu}^2 > 0 \text{ for all } u \in X \setminus \{ 0 \} \tag{3.2}
\]
Thus, by Lemma 2.1, the submanifolds \( \mathbf{N}_{\mu, \lambda}^0 \) and \( \mathbf{N}_{\mu, \lambda}^0 \) are empty and so \( \mathbf{N}_{\mu, \lambda} = \mathbf{N}_{\mu, \lambda}^- \).

(ii) By (2.1) and (3.2), for each \( \mu > \mu_0 (\lambda) \) and \( u \in \mathbf{N}_{\mu, \lambda}^- \), we obtain
\[
\frac{\bar{\lambda}_{1, \mu} (a) - \lambda}{\bar{\lambda}_{1, \mu} (a)} \| u \|_{\mu}^2 \leq A_{\mu, \lambda} (u) \leq (2p - 1) B (u) \leq (2p - 1) \| f \|_{\infty} \| (g < c) \|^2 S^{-2p} \| u \|_{\mu}^{2p},
\]
which indicates that
\[
\|u\|_\mu \geq d_0 := \left( \frac{sp (\tilde{\lambda}_{1,\mu}(a) - \lambda)}{(2p - 1)\tilde{\lambda}_{1,\mu}(a) \|f\|_\infty \|g < c\|^{\frac{2}{2p}}} \right)^{1/(2p-2)}.
\]

Thus,
\[
J_{\mu,\lambda}(u) = \frac{p-1}{2p} A_{\mu,\lambda}(u) \geq \frac{(p-1) (\tilde{\lambda}_{1,\mu}(a) - \lambda)}{2p\lambda_{1,\mu}(a)} d_0^{1/(p-1)} > 0,
\]
this implies that the energy functional \( J_{\mu,\lambda} \) is coercive and bounded below on \( N_{\mu,\lambda}^- \). This completes the proof. \( \square \)

We now show that there exists a minimizer on \( N_{\mu,\lambda}^- \) which is a critical point of \( J_{\mu,\lambda}(u) \) and so a nontrivial solution of Eq. \((P_{\mu,\lambda})\). First, we define
\[
c_\lambda(\Omega) = \inf_{u \in M_{\mu,\lambda}(\Omega)} J_{\mu,\lambda}|_{H^1_0(\Omega)}(u),
\]
where
\[
M_{\mu,\lambda}(\Omega) = \{ u \in H^1_0(\Omega) : \langle J_{\mu,\lambda}|_{H^1_0(\Omega)}(u), u \rangle = 0 \}.
\]
Note that
\[
J_{\mu,\lambda}|_{H^1_0(\Omega)}(u) = \frac{1}{2} \left( \int_\Omega |\nabla u|^2 \,dx - \int_\Omega \lambda \|u\|^p \,dx \right) - \frac{1}{2p} \left( \int_\Omega \left( I_a \ast |u|^p \right) |u|^p \,dx + \int_\Omega \int_\Omega f(u) \,dy \,dx \right),
\]
a restriction of \( J_{\mu,\lambda} \) on \( H^1_0(\Omega) \), and \( c_\lambda(\Omega) \) independent of \( \mu \). Since \( 0 < \lambda < \lambda_1(\Omega) \), similar to the argument of (3.1), we can conclude that \( J_{\mu,\lambda}|_{H^1_0(\Omega)} \) is bounded below on \( M_{\mu,\lambda}(\Omega) \). Moreover, \( H^1_0(\Omega) \subset X_\mu \) for all \( \mu > 0 \), one can see that
\[
0 < \eta \leq \inf_{u \in N_{\mu,\lambda}} J_{\mu,\lambda}(u) \leq c_\lambda(\Omega) \text{ for all } \mu \geq \mu_0.
\]
Taking \( D_0 > c_\lambda(\Omega) \). Then we have
\[
0 < \eta \leq \inf_{u \in N_{\mu,\lambda}} J_{\mu,\lambda}(u) \leq c_\lambda(\Omega) < D_0 \tag{3.3}
\]
for all \( \mu \geq \mu_0 \). Furthermore, we have the following results.

**Theorem 3.2.** For each \( 0 < \lambda < \lambda_1(\Omega) \) there exists \( \bar{\mu}_0(\lambda) \geq \bar{\mu}_0(\lambda) \) such that \( J_{\mu,\lambda} \) has a minimizer on \( N_{\mu,\lambda}^- \) for all \( \mu > \bar{\mu}_0(\lambda) \).

**Proof.** By Lemma 3.1 and the Ekeland variational principle [19], for each \( \mu > \bar{\mu}_0(\lambda) \) there exists a minimizing sequence \( \{u_n\} \subset N_{\mu,\lambda}^- \) such that
\[
\lim_{n \to \infty} J_{\mu,\lambda}(u_n) = \inf_{u \in N_{\mu,\lambda}} J_{\mu,\lambda}(u) > 0 \text{ and } J'_{\mu,\lambda}(u_n) \rightharpoonup 0 \text{ in } (L^p)^*.
\]
Since \( \inf_{u \in N_{\mu,\lambda}} J_{\mu,\lambda}(u) < D_0 \), again using Lemma 3.1, there exists \( C_0 > 0 \) such that \( \|u_n\|_\mu \leq C_0 \). Thus, there exist a subsequence \( \{u_n\} \) and \( u_0 \in X \) such that \( J_{\mu,\lambda}(u_0) \geq 0, J'_{\mu,\lambda}(u_0) = 0 \) and
\[
\begin{align*}
 u_n &\to u_0 \text{ in } X_\mu, \\
u_n &\to u_0 \text{ a.e. in } \mathbb{R}^N, \\
u_n &\to u_0 \text{ in } L^r_{\text{loc}}(\mathbb{R}^N) \text{ for } 2 \leq r < 2^*.
\end{align*}
\]
Then by condition \((V_4)\),
\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} au_n^2 \, dx = \int_{\mathbb{R}^N} au_0^2 \, dx.
\]  
(3.5)

Moreover, follows from Brezis–Lieb lemma [8] and Lemma 2.3 obtain that
\[
B(u_n - u_0) = B(u_n) - B(u_0) + o(1).
\]  
(3.6)

Now we show that \(u_n \to u_0\) in \(X_\mu\). Let \(v_n = u_n - u_0\). Then \(v_n \to 0\) in \(X_\mu\). By the Sobolev and Gagliardo–Nirenberg inequalities, for any \(\mu > \bar{\mu}_0(\lambda)\) we have that
\[
\int_{\mathbb{R}^N} v_n^2 \, dx \leq \frac{1}{\mu c} \int_{\{g \geq c\}} \mu g v_n^2 \, dx + \int_{\{g < c\}} v_n^2 \, dx \leq \frac{1}{\mu c} \| v_n \|^2_{\mu} + o(1)
\]  
and
\[
\int_{\mathbb{R}^N} |v_n|^{2p} \, dx \leq C_0 \left( \frac{1}{\mu c} \| v_n \|^2_{\mu} \right)^{\frac{2 - 2p}{2}} \left( \int_{\mathbb{R}^N} |\nabla v_n|^2 \, dx \right)^{\frac{2(p - 1)}{2 - 2p}} + o(1)
\]
\[
\leq C_0 \left( \frac{1}{\mu c} \right)^{\frac{2 - 2p}{2}} \| v_n \|^2_{\mu} + o(1)
\]
or
\[
\int_{\mathbb{R}^N} |v_n|^{2p} \, dx \leq \Pi_\mu \| v_n \|^2_{\mu} + o(1),
\]  
(3.7)

where \(\Pi_\mu = C_0 \left( \frac{1}{\mu c} \right)^{\frac{2 - 2p}{2}}\). Thus, using (3.4) – (3.6) gives
\[
J_{\mu, \lambda}(v_n) = J_{\mu, \lambda}(u_n) - J_{\mu, \lambda}(u_0) + o(1) \text{ and } \langle J'_{\mu, \lambda}(v_n), v_n \rangle = o(1).
\]  
(3.8)

Consequently, by (3.5), (3.6), (3.8) and Lemma 3.1, one has
\[
D_0 \geq \inf_{u \in N_{\mu, \lambda}} J_{\mu, \lambda}(u) - J_{\mu, \lambda}(u_0) \geq J_{\mu, \lambda}(v_n) - \frac{1}{2p} \langle J'_{\mu, \lambda}(v_n), v_n \rangle + o(1)
\]
\[
\geq \frac{(p - 1)(\tilde{A}_{1, \mu}(a) - \lambda)}{2p \tilde{A}_{1, \mu}(a)} \| v_n \|^2_{\mu} + o(1),
\]

which shows that there exists a constant \(C_1 > 0\) such that
\[
\| v_n \|_{\mu} \leq C_1 + o(1) \text{ for } \lambda > \bar{\mu}_0(\lambda).
\]  
(3.9)

Since \(1 < \frac{N\mu}{\mu} < p < 2^*_\mu\), it follows from (3.5), (3.7) and (3.9) that
\[
o(1) = \langle J'_{\mu, \lambda}(v_n), v_n \rangle \geq \| v_n \|^2_{\mu} \left( 1 - \| f \|_{\infty} \Pi_\mu \| v_n \|^2_{\mu} \right) + o(1)
\]
\[
\geq \| v_n \|^2_{\mu} \left( 1 - \| f \|_{\infty} \Pi_\mu C_1^{2p-2} \right) + o(1).
\]  
(3.10)

Notice that \(\Pi_\mu \to 0\) as \(\mu \to \infty\). Then by (3.10), there exists \(\tilde{\mu}_0(\lambda) \geq \bar{\mu}_0(\lambda)\) such that for \(\mu > \tilde{\mu}_0(\lambda)\), there holds \(v_n \to 0\) in \(X_\mu\). Hence \(u_n \to u_0\) in \(X_\mu\) and so
\[
J_{\mu, \lambda}(u_0) = \lim_{n \to \infty} J_{\mu, \lambda}(u_n) = \inf_{u \in N_{\mu, \lambda}} J_{\mu, \lambda}(u),
\]

which indicates that \(u_0\) is a minimizer on \(N_{\mu, \lambda}^\perp\). This completes the proof. \(\square\)
We are now ready to prove Theorem 1.1: By Theorem 3.2, \( I_{\mu,\lambda} \) has a minimizer \( u_0 \) on \( N^{\mu,\lambda}_u \) for all \( \mu > \bar{\mu}_0(\lambda) \).

Since \( B(u_0) > 0 \) and \( u_0 \notin N^{\mu,\lambda}_u \), by Lemma 2.2, \( u_0 \) is a critical point of \( I_{\mu,\lambda} \). Since \( I_{\mu,\lambda}(u) = I_{\mu,\lambda}(u) \), then without loss of generality we may assume that \( u_0 \) is positive. This completes the proof.

Next, we now consider what happens as \( \lambda \to \lambda_1^-(\Omega) \) or \( \mu \to \infty \). As might be expected from the introduction the sign of \( B(\phi_1) \) plays an important role. We conclude the following results by considering the case where \( B(\phi_1) > 0 \).

**Theorem 3.3.** Suppose that \( B(\phi_1) > 0 \). Then

\[
\lim_{\lambda \to \lambda_1^-} \inf_{u \in N^{\mu,\lambda}_u} I_{\mu,\lambda}(u) = 0.
\]

**Proof.** We may assume without loss of generality that \( \|\phi_1\|_{\mu} = 1 \). For \( 0 < \lambda < \lambda_1(\Omega) \), we must have that \( A_{\mu,\lambda}(\phi_1) > 0 \), which implies that \( A_{\mu,\lambda}(\phi_1), B(\phi_1) > 0 \) for all \( \mu > \bar{\mu}_0(\lambda) \). Hence \( t(\phi_1) \phi_1 \in N^{\mu,\lambda}_u \), where

\[
t(\phi_1) = \left( \frac{\int_R (|\nabla \phi_1|^2 dx - \lambda a\phi_1^2) dx}{B(\phi_1)} \right)^{1/(2p-2)} = \left( \frac{(\lambda_1(\Omega) - \lambda) \int_R a\phi_1^2 dx}{B(\phi_1)} \right)^{1/(2p-2)} > 0.
\]

Thus,

\[
I_{\mu,\lambda}(t(\phi_1)\phi_1) = \frac{p-2}{2p} \left[ (\lambda_1(\Omega) - \lambda) \int_R a\phi_1^2 dx \right]^{p/(p-1)} \frac{1}{B(\phi_1)^{(p-1)/p}} \to 0 \text{ as } \lambda \to \lambda_1^-(\Omega).
\]

Since \( 0 < \inf_{u \in N^{\mu,\lambda}_u} I_{\mu,\lambda}(u) \leq I_{\mu,\lambda}(t(\phi_1)\phi_1) \), it follows that \( \lim_{\lambda \to \lambda_1^-} \inf_{u \in N^{\mu,\lambda}_u} I_{\mu,\lambda}(u) = 0 \). This completes the proof.

Next, we are ready to prove Theorem 1.2: (i) Since \( \lambda_n \to \lambda_1^- + \frac{\bar{\mu}_0(\lambda_n)}{n} \to \infty \) as \( n \to \infty \), we have \( \mu_n \to \infty \) as \( n \to \infty \). Firstly, we show that \( \{u_n\} \) is bounded. Suppose on the contrary. Then we may assume without loss of generality that \( \|u_n\|_{\mu_n} \to \infty \) as \( n \to \infty \). Let \( v_n = \frac{u_n}{\|u_n\|_{\mu_n}} \). Since \( \|v_n\|_{\mu_n} = 1 \), by Lemma 2.4, there exist subsequence \( \{v_n\} \) and \( v_0 \in H^1_0(\Omega) \) such that \( v_n \to v_0 \) in \( L^r(\mathbb{R}^N) \) for \( 2 \leq r < 2^* \) and \( B(v_n) \to B(v_0) \).

Hence

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} a v_n^2 dx = \int_{\mathbb{R}^N} a v_0^2 dx.
\]

By Theorem 3.3,

\[
I_{\mu_n,\lambda_n}(u_n) = \frac{p-2}{2p} \left( \|u_n\|^2_{\mu_n} - \lambda_n \int_{\mathbb{R}^N} a u_n^2 dx \right) = \frac{p-2}{2p} B(u_n) \to 0 \text{ as } n \to \infty,
\]

dividing by \( \|u_n\|^2_{\mu_n} \) it is easy to see that

\[
\lim_{n \to \infty} \left( \|v_n\|^2_{\mu_n} - \lambda_n \int_{\mathbb{R}^N} a v_n^2 dx \right) = 0
\]

and

\[
\lim_{n \to \infty} \|u_n\|^2_{\mu_n} B(v_n) = 0.
\]

Thus,

\[
\lim_{n \to \infty} \lambda_n \int_{\mathbb{R}^N} a v_n^2 dx = \lambda_1^-(\Omega) \int_{\mathbb{R}^N} a v_0^2 dx = 1.
\]
and
\[ \lim_{n \to \infty} B(v_n) = B(v_0) = 0. \]

Now, we show that
\[ \lim_{n \to \infty} \int_{\mathbb{R}^N} |\nabla v_n|^2 \, dx = \int_{\mathbb{R}^N} |\nabla v_0|^2 \, dx. \]

If not, then we may assume that
\[ 0 \leq \int_{\mathbb{R}^N} (|\nabla v_0|^2 - \lambda_1 (\bar{a}_\Omega) a v_0^2) \, dx < \liminf_{n \to \infty} \left( \|v_n\|^2_{\mu_n} - \lambda_n \int_{\mathbb{R}^N} a v_n^2 \, dx \right) = 0, \]

which is impossible. Thus, we must have
\[ \int_{\Omega} (|\nabla v_0|^2 - \lambda_1 (\bar{a}_\Omega) a v_0^2) \, dx = \lim_{n \to \infty} \left( \|v_n\|^2_{\mu_n} - \lambda_n \int_{\mathbb{R}^N} a v_n^2 \, dx \right) = 0, \]

and so \( v_0 = k \phi_1 \) for some \( k \). Since \( B(v_0) = |k|^{2p} B(\phi_1) = 0 \) and \( B(\phi_1) > 0 \), it follows that \( k = 0 \). But, as \( \int_{\mathbb{R}^N} a v_0^2 \, dx \neq 0 \), this is impossible. Hence \( \{u_n\} \) is bounded. By Lemma 2.4, we may assume that there exists \( u_0 \in H^1_0(\Omega) \) such that
\[ \lim_{n \to \infty} \int_{\mathbb{R}^N} a u_n^2 \, dx = \int_{\mathbb{R}^N} a u_0^2 \, dx \text{ and } \lim_{n \to \infty} B(u_n) = B(u_0). \]

Moreover, by Theorem 3.3,
\[ J_{\mu_n, \lambda_n}(u_n) = \frac{p-1}{2p} A_{\mu_n, \lambda_n}(u_n) = \frac{p-2}{2p} B(u_n) \to 0 \text{ as } n \to \infty, \]

which indicates that
\[ \lim_{n \to \infty} B(u_n) = B(u_0) = 0. \]

Since
\[ 0 \leq \int_{\mathbb{R}^N} (|\nabla u_0|^2 - \lambda_1 (\bar{a}_\Omega) a u_0^2) \, dx \leq \liminf_{n \to \infty} A_{\mu_n, \lambda_n}(u_n) = 0, \]

and so \( u_0 = k \phi_1 \) for some \( k \). Since \( B(u_0) = |k|^{2p} B(\phi_1) = 0 \) and \( B(\phi_1) > 0 \), it follows that \( k = 0 \) and \( u_0 \equiv 0 \). Therefore, \( u_n \to 0 \) in \( X \).

(ii) Here we follow the argument in [9] (or see [45]) to investigate the concentration for positive solutions of Eq. \((P_{\mu, \lambda})\). For any sequence \( \mu_n \to \infty \), let \( u_n := u_{\mu_n, \lambda} \) be the positive solutions of Eq. \((P_{\mu_n, \lambda})\) obtained in Theorem 1.1. By Lemma 3.1 there exists a positive constants \( C_0 \) and \( C_0 \) are independent of \( \mu_n \) such that \( \|u_n\|_{\mu_n} \leq C_0 \) and \( J_{\mu_n, \lambda}(u_n) \geq C_0 \). Therefore, by Lemma 2.4, we may assume that there exists \( u_0 \in H^1_0(\Omega) \) such that \( u_n \to u_0 \) in \( X \) and \( u_n \to u_0 \) in \( L^r(\mathbb{R}^N) \) for all \( 2 \leq r < 2^* \). Now for any \( \varphi \in C^\infty_0(\Omega) \), because \( \langle J'_{\mu_n, \lambda}(u_n), \varphi \rangle = 0 \), it is easy to check that
\[ \int_{\Omega} \nabla u_0 \nabla \varphi \, dx = \lambda \int_{\Omega} \bar{a}_\Omega u_0 \varphi \, dx + \int_{\Omega} f |u_0|^{p-2} u_0 \varphi \, dx, \]

that is, \( u_0 \) is a weak solution of Eq. \((P_{\infty})\) by the density of \( C^\infty_0(\Omega) \) in \( H^1_0(\Omega) \). Now, we show that \( u_n \to u_0 \) in \( X \). Because \( \langle J'_{\mu_n, \lambda}(u_n), u_n \rangle = \langle J'_{\mu_n, \lambda}(u_n), u_0 \rangle = 0 \), we have
\[ \|u_n\|_{\mu_n}^2 = \lambda \int_{\mathbb{R}^N} a (u_n)^2 \, dx + \int_{\mathbb{R}^N} f |u_n|^p \, dx \quad (3.11) \]

and
\[ \langle u_n, u_0 \rangle_{\mu_n} = \lambda \int_{\mathbb{R}^N} a u_n u_0 \, dx + \int_{\mathbb{R}^N} f |u_n|^{p-2} u_n u_0 \, dx. \]
By (3.11), (3.12) and \( u_n \to u_0 \) in \( L^r \left( \mathbb{R}^N \right) \) for all \( 2 \leq r < 2^* \), we have

\[
\lim_{n \to \infty} \| u_n \|_{\mu_n}^2 = \lim_{n \to \infty} \langle u_n, u_0 \rangle_{\mu_n} = \lim_{n \to \infty} \langle u_n, u_0 \rangle = \| u_0 \|_\mu^2.
\]

On the other hand, the weakly lower semi-continuity of norm yields

\[
\| u_0 \|_\mu^2 \leq \liminf_{n \to \infty} \| u_n \|_{\mu_n}^2 \leq \lim_{n \to \infty} \| u_n \|_{\mu_n}^2,
\]

and thus, \( u_n \to u_0 \) in \( X \). Moreover, by \( f_{\mu_n,a} (u_n) \geq C_0 > 0 \), one has \( u_0 \neq 0 \), which completes the proof.

## 4 The Proof of Theorems 1.3, 1.4 (\( \lambda > \lambda_1 (\overline{a}_D) \))

If \( \lambda > \lambda_1 (\overline{a}_D) \), then

\[
A_{\mu,a} (\phi_1) = \int_{\mathbb{R}^N} (|\nabla \phi_1|^2 - \lambda a \phi_1^2) dx = (\lambda_1 (\overline{a}_D) - \lambda) \int_{\mathbb{R}^N} a \phi_1^2 dx < 0 \quad \text{for all } \mu > 0.
\]

Hence, if \( B (\phi_1) < 0 \), then by Lemma 2.1, \( N_{\mu,a}^+ \neq \emptyset \). Thus, as well shall see, \( N_{\mu,a} \) may consist of two distinct components in this case which makes it possible to prove the existence of at least two positive solutions by showing that \( f_{\mu,a} \) has an appropriate minimizer on each component.

If \( \lambda \) is just greater than \( \lambda_1 (\overline{a}_D) \), then roughly speaking \( \| u \|_\mu^2 \leq \lambda \int_{\mathbb{R}^N} a u^2 dx \) if and only if \( u \) is almost a multiple of \( \phi_1 \) for \( \mu \) enough large. Thus, if \( B (\phi_1) < 0 \), it should follow that does not there exists \( u \in X \setminus \{ 0 \} \) such that \( A_{\mu,a} (\phi_1) \leq 0 \) and \( B (\phi_1) \geq 0 \). This is made precise in the following lemma and we show subsequently that \( \{ N_{\mu,a}^+ \rightarrow \emptyset \} \) is an important condition for establishing the existence of minimizers.

Let

\[
A_{\mu,a} = \{ u \in X \setminus \{ 0 \} : A_{\mu,a} (u) \leq 0 \}
\]

and

\[
\mathcal{B}_{\mu,a} = \{ u \in X \setminus \{ 0 \} : B (u) \geq 0 \}.
\]

Then we have

**Lemma 4.1.** Suppose that \( B (\phi_1) < 0 \). Then there exist \( \delta_0 > 0 \) and \( \overline{\mu}_0 > \mu_0 \) such that \( A_{\mu,a} \cap \mathcal{B}_{\mu,a} = \emptyset \) for all \( \lambda_1 (\overline{a}_D) < \lambda < \lambda_1 (\overline{a}_D) + \delta_0 \) and \( \mu > \overline{\mu}_0 \). In particular, \( N_{\mu,a}^0 = \emptyset \) for all \( \lambda_1 (\overline{a}_D) < \lambda < \lambda_1 (\overline{a}_D) + \delta_0 \) and \( \mu > \overline{\mu}_0 \).

**Proof.** Suppose that the result is false. Then there exist sequences \( \{ \mu_n \} \), \( \{ \lambda_n \} \) and \( \{ w_n \} \subset X \setminus \{ 0 \} \) with \( \lambda_n \to \lambda_1 (\overline{a}_D) \) and \( \mu_n \to \infty \) such that

\[
A_{\mu_n,a_n} (w_n) = \| w_n \|_{\mu_n}^2 - \lambda_n \int_{\mathbb{R}^N} a w_n^2 dx \leq 0
\]

and

\[
B (w_n) = \left( - \int_{\mathbb{R}^N} (I_n \ast |w_n|^p) |w_n|^p dx + \int_{\mathbb{R}^N} f |w_n|^{2p} dx \right) \geq 0.
\]

Let \( u_n = \frac{w_n}{\| w_n \|_{\mu_n}} \). Since \( \| u_n \| \leq \| u_n \|_{\mu_n} = 1 \), by Lemma 2.4, we may assume that there exists \( u_0 \in H^1_0 (\Omega) \) such that \( u_n \to u_0 \) a.e. in \( \mathbb{R}^N \), \( u_n \to u_0 \) in \( L^r (\mathbb{R}^N) \) for all \( 2 \leq r < 2^* \) and \( B (u_n) \to B (u_0) \). Then

\[
\lim_{n \to \infty} \lambda_n \int_{\mathbb{R}^N} a u_n^2 dx = \lambda_1 (\overline{a}_D) \int_{\mathbb{R}^N} a u_0^2 dx \geq 1.
\]

(4.1)
Now, we show that \( \lim_{n \to \infty} \int_{\Omega} |\nabla u_n|^2 \, dx = \int_{\Omega} |\nabla u_0|^2 \, dx \). Suppose on the contrary. Then by (4.1),

\[
\int_{\Omega} \left( |\nabla u_0|^2 - \lambda_1 (\overline{\Delta}_\Omega) u_0^2 \right) \, dx = \int_{\mathbb{R}^N} \left( |\nabla u_0|^2 - \lambda_1 (\overline{\Delta}_\Omega) u_0^2 \right) \, dx < \liminf_{n \to \infty} \left( \|u_n\|_{\mu_n}^2 - \lambda_n \int_{\mathbb{R}^N} u_n^2 \, dx \right) \leq 0,
\]

which is impossible. Hence \( \lim_{n \to \infty} \int_{\Omega} |\nabla u_n|^2 \, dx = \int_{\Omega} |\nabla u_0|^2 \, dx \). It follows that

\[
(I) \int_{\Omega} \left( |\nabla u_0|^2 - \lambda_1 (\overline{\Delta}_\Omega) u_0^2 \right) \, dx \leq 0,
\]

\[(II) B (u_0) \geq 0.\]

But (I) implies that \( u_0 = k \phi_1 \) for some \( k \) and then (II) implies that \( k = 0 \) which is impossible as \( \lambda_1 (\overline{\Delta}_\Omega) \int_{\mathbb{R}^N} u_0^2 \, dx \geq 1 \). Thus, there exist \( \delta_0 > 0 \) and \( \tilde{\mu}_0 \) such that \( A_{\mu, \lambda} \cap B_{\mu, \lambda} = \emptyset \) for all \( \lambda \lambda_1 (\overline{\Delta}_\Omega) < \lambda < \lambda_1 (\overline{\Delta}_\Omega) + \delta_0 \) and \( \mu > \tilde{\mu}_0 \). Moreover, if \( N_{\mu, \lambda}^0 \neq \emptyset \), then there exists \( u_0 \in N_{\mu, \lambda}^0 \) such that \( u_0 \in A_{\mu, \lambda} \cap B_{\mu, \lambda} \) which is impossible. Therefore, \( N_{\mu, \lambda}^0 = \emptyset \) for all \( \lambda \lambda_1 (\overline{\Delta}_\Omega) < \lambda < \lambda_1 (\overline{\Delta}_\Omega) + \delta_0 \) and \( \mu > \tilde{\mu}_0 \). This completes the proof.

When \( N_{\mu, \lambda}^0 = \emptyset \), any non-zero minimizer for \( J_{\mu, \lambda} \) on \( N_{\mu, \lambda}^* \) (or on \( N_{\mu, \lambda}^- \)) is also a local minimizer on \( N_{\mu, \lambda} \) and so will be a critical point for \( I_{\mu, \lambda} \) on \( N_{\mu, \lambda} \) and a solution of Eq. (4.4). We next show that, if \( N_{\mu, \lambda}^0 = \emptyset \), it is possible to obtain more information about the nature of the Nehari manifold. Since \( B (\phi_1) < 0 \), we can obtain that \( N_{\mu, \lambda}^* \neq \emptyset \) for all \( \mu > 0 \). Furthermore, we have the following results.

**Lemma 4.2.** Suppose that \( B (\phi_1) < 0 \). Then for any \( \lambda \lambda_1 (\overline{\Delta}_\Omega) < \lambda < \lambda_1 (\overline{\Delta}_\Omega) + \delta_0 \) and for \( \mu \) enough large, we have the following results.

(i) \( N_{\mu, \lambda}^* \) is uniform bounded.

(ii) There exist two negative numbers \( \kappa_1 \) and \( \kappa_2 \) such that

\[
\kappa_1 \leq \inf_{u \in N_{\mu, \lambda}^*} J_{\mu, \lambda} (u) < \kappa_2.
\]

**Proof.** (i) Suppose on the contrary. Then there exist sequences \( \{\mu_n\} \subset \mathbb{R}^N \) and \( \{u_n\} \subset N_{\mu_n, \lambda}^* \) such that \( \mu_n \to \infty \) and \( \|u_n\|_{\mu_n} \to \infty \) as \( n \to \infty \). Clearly,

\[
A_{\mu_n, \lambda} (u_n) = B (u_n) < 0.
\]  

(4.2)

Let \( v_n = \frac{u_n}{|u_n|_{\mu_n}} \). Then by Lemma 2.4, we may assume that there exists \( v_0 \in H_0^1 (\Omega) \) such that

\[
v_n \rightharpoonup v_0 \text{ in } X; v_n \to v_0 \text{ in } L^r \left( \mathbb{R}^N \right) \text{ for all } 2 \leq r < 2^*,
\]

and

\[
\lim_{n \to \infty} B (v_n) = B (v_0).
\]  

(4.3)

Thus,

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} av_n^2 \, dx = \int_{\mathbb{R}^N} av_0^2 \, dx.
\]  

(4.4)

Moreover, by Fatou’s Lemma,

\[
\int_{\mathbb{R}^N} \left| \nabla v_0 \right|^2 \, dx \leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} \left| \nabla v_n \right|^2 \, dx.
\]  

(4.5)

Dividing (4.2) by \( \|u_n\|_{\mu_n}^2 \) gives

\[
A_{\mu_n, \lambda} (v_n) = \|u_n\|_{\mu_n}^{p-2} B (v_n) < 0.
\]  

(4.6)
Since
\[
\lim_{n \to \infty} A_{\mu, \lambda}(v_n) = 1 - \lambda \lim_{n \to \infty} \int_{\mathbb{R}^N} av_n^2 \, dx = 1 - \lambda \int_{\mathbb{R}^N} av_0^2 \, dx
\]
and \(\|u_n\|_{\mu_k} \to \infty\), it obtains that \(B(v_0) = 0\) and \(\int_{\mathbb{R}^N} av_0^2 \, dx > 0\) from the conclusions (4.3) and (4.6). Thus, \(v_0 \in \mathcal{B}_{\mu, \lambda}\) for all \(\mu > 0\). Moreover, by \(v_0 \in H^1_0(\Omega)\), (4.5) and (4.4), for every \(\mu > 0\),
\[
\|v_0\|_{\mu}^2 - \lambda \int_{\mathbb{R}^N} av_0^2 \, dx = \int |\nabla v_0|^2 - \lambda av_0^2 \, dx < \liminf_{n \to \infty} A_{\mu, \lambda}(v_n) \leq 0,
\]
which indicates that \(v_0 \in \mathcal{A}_{\mu, \lambda}\). We now show that \(v_n \to v_0\) in \(X_\mu\). Suppose on the contrary. Then
\[
\lambda \|v_0\|_{\mu}^2 - \int_{\mathbb{R}^N} av_0^2 \, dx = \lim_{n \to \infty} A_{\mu, \lambda}(v_n) \leq 0
\]
since \(\int_{\mathbb{R}^N} gv_0^2 \, dx = 0\). Hence \(v_0 \in \mathcal{A}_{\mu, \lambda} \cap \mathcal{B}_{\mu, \lambda}\) which is impossible. Since \(v_n \to v_0\) in \(X_\mu\), then \(\|v_0\|_{\mu} = 1\). Hence \(v_0 \in \mathcal{B}_{\mu, \lambda}\). Moreover,
\[
\|v_0\|_{\mu}^2 - \lambda \int_{\mathbb{R}^N} av_0^2 \, dx = \lim_{n \to \infty} A_{\mu, \lambda}(v_n) \leq 0
\]
and so \(v_0 \in \mathcal{A}_{\mu, \lambda}\). Thus, \(v_0 \in \mathcal{A}_{\mu, \lambda} \cap \mathcal{B}_{\mu, \lambda}\) which is impossible. Hence \(N^*_{\mu, \lambda}\) is uniform bounded for \(\mu > 0\) sufficiently large.

(ii) By part (i), there exists \(C_0 > 0\) such that \(\|u\|_{\mu} \leq C_0\) for all \(u \in N^*_{\mu, \lambda}\). Hence, making use of (2.1), for \(u \in N^*_{\mu, \lambda}\) we have
\[
J_{\mu, \lambda}(u) = \frac{p-1}{2p} B(u) \geq -\frac{p-1}{2p} \left( \int_{\mathbb{R}^N} (|\lambda \ast |u|^p| |u|^p \, dx + \|f\|_\infty \int_{\mathbb{R}^N} |u|^{2p} \, dx \right)
\]
\[
\geq -\frac{p-1}{2p} C_1 \|u\|_{\mu}^{2p} \geq -\frac{p-1}{2p} C_1 C_0^p = k_1.
\]
Moreover, by \(B(\phi_1) < 0\) and \(\int_{\Omega} |\nabla \phi_1|^2 \, dx - \lambda \int_{\Omega} a \phi_1^2 \, dx < 0\), which indicates that the function \(h_{\phi_1}(t) = J_{\mu, \lambda}(t \phi_1)\) have \(t_0 > 0\) and \(k_2 < 0\) are independent of \(\mu\) such that \(t_0 \phi \in N^*_{\mu, \lambda}\) and
\[
\inf_{0 < t < \infty} h_{\phi_1}(t) = h_{\phi_1}(t_0) = k_2 < 0.
\]
This implies that
\[
\inf_{u \in N^*_{\mu, \lambda}} J_{\mu, \lambda}(u) \leq k_2 < 0 \text{ for all } \mu > \max\{\mu_1, \mu_2\}.
\]
(4.8)

This completes the proof. \(\square\)

**Theorem 4.3.** Suppose that \(B(\phi_1) < 0\). Then for any \(\lambda_1 (\bar{\Omega}) < \lambda < \lambda_1 (\bar{\Omega}) + \delta_0\) and for \(\mu\) enough large, there exists a minimizer of \(J_{\mu, \lambda}(u)\) on \(N^*_{\mu, \lambda}\).

**Proof.** By Lemmas 4.1, 4.2 and the Ekeland variational principle [19], there exists a minimizing sequence \(\{u_n\} \subset N^*_{\mu, \lambda}\) such that
\[
\lim_{n \to \infty} J_{\mu, \lambda}(u_n) = \inf_{u \in N^*_{\mu, \lambda}} J_{\mu, \lambda}(u) \leq k_2 \text{ and } J'_{\mu, \lambda}(u_n) = o(1)
\]
and there exists \(C_0 > 0\) such that \(\|u_n\|_{\mu} \leq C_0\). Thus, there exist a subsequence \(\{u_n\}\) and \(u_0 \in X_\mu\) such that \(J'_{\mu, \lambda}(u_0) = 0\) and
\[
u_n \to u_0 \text{ in } X_\mu,
\]
\[
u_n \to u_0 \text{ a.e. in } \mathbb{R}^N,
\]
\[
u_n \to u_0 \text{ in } L^r_{loc}(\mathbb{R}^N) \text{ for } 2 \leq r < 2^*.\]
Then by condition \((V_\kappa)\),
\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} au^2_n dx = \int_{\mathbb{R}^N} au^2_0 dx.
\quad (4.9)
\]
Moreover, follows from Brezis–Lieb lemma [8] and Lemma 2.3, obtain that
\[
B(u_n - u_0) = B(u_n) - B(u_0) + o(1).
\quad (4.10)
\]
Now we prove that \(u_n \to u_0\) in \(X_\mu\). Let \(v_n = u_n - u_0\). Then \(v_n \to 0\) in \(X_\mu\). By the Sobolev and Gagliardo–Nirenberg inequalities, for any \(\mu > \bar{\mu}_0\) we have that
\[
\int_{\mathbb{R}^N} v_n^2 dx \leq \frac{1}{\mu C} \int_{\{g < c\}} \mu g v_n^2 dx + \int_{\{g < c\}} v_n^2 dx \leq \frac{1}{\mu C} \int_{\mathbb{R}^N} \mu g v_n^2 dx + o(1)
\]
and
\[
\int_{\mathbb{R}^N} |v_n|^{2p} dx \leq C_0 \left( \frac{1}{\mu C} \|v_n\|_\mu^2 \right)^{\frac{2p}{2-p}} \left( \int_{\mathbb{R}^N} |\nabla v_n|^2 dx \right)^{\frac{2(p-1)}{2-p}} + o(1)
\]
\[
\leq C_0 \left( \frac{1}{\mu C} \right)^{\frac{2p}{2-p}} \|v_n\|_\mu^{2p} + o(1)
\]
or
\[
\int_{\mathbb{R}^N} |v_n|^{2p} dx \leq \Pi_\mu \|v_n\|_\mu^{2p} + o(1),
\quad (4.11)
\]
where \(\Pi_\mu = C_0 \left( \frac{1}{\mu} \right)^{\frac{2}{2-p}}\). Thus, using \((4.9)\) and \((4.10)\) gives
\[
J_{\mu, \lambda}(v_n) = J_{\mu, \lambda}(u_n) - J_{\mu, \lambda}(u_0) + o(1) \quad \text{and} \quad \langle J'_{\mu, \lambda}(v_n), v_n \rangle = o(1).
\quad (4.12)
\]
Consequently, by \((4.7), (4.9), (4.12)\) and Lemma 4.2 (ii), one has
\[
\kappa_2 + |\kappa_1| \geq \inf_{u \in N_{\mu, \lambda}} J_{\mu, \lambda}(u) - J_{\mu, \lambda}(u_0) \geq J_{\mu, \lambda}(v_n) - \frac{1}{2p} \langle J'_{\mu, \lambda}(v_n), v_n \rangle + o(1)
\]
\[
\geq \frac{p-1}{2p} \|v_n\|_\mu^2 + o(1),
\]
which shows that there exists a constant \(C_1 > 0\) such that
\[
\|v_n\|_\mu \leq C_1 + o(1) \quad \text{for} \quad \mu > 0 \quad \text{sufficiently large}.
\quad (4.13)
\]
Since \(1 < \frac{N p}{N-p} < p < 2\), it follows from \((4.9), (4.11)\) and \((4.13)\) that
\[
o(1) = \langle J'_{\lambda}(v_n), v_n \rangle \geq \|v_n\|_\mu^2 \left( 1 - C_0 \Pi_\mu \|v_n\|_\mu^{2p-2} \right) + o(1)
\]
\[
\geq \|v_n\|_\mu^2 \left( 1 - \|f\|_\infty \Pi_\mu C_1^{2p-2} \right) + o(1).
\quad (4.14)
\]
Notice that \(\Pi_\mu \to 0\) as \(\mu \to \infty\). Then by \((4.14)\), there holds \(v_n \to 0\) in \(X_\mu\) for \(\mu > 0\) sufficiently large. Hence \(u_n \to u_0\) in \(X_\mu\) and so
\[
J_{\mu, \lambda}(u_0) = \lim_{n \to \infty} J_{\mu, \lambda}(u_n) = \inf_{u \in N_{\mu, \lambda}} J_{\mu, \lambda}(u) \leq \kappa_0 < 0,
\quad (4.14)
\]
which implies that \(u_0\) is a minimizer on \(N_{\mu, \lambda}^+\). \(\square\)

We now turn our attention to \(N_{\mu, \lambda}^-\).
**Lemma 4.4.** Suppose that \( B(\phi_1) < 0 \). Then for any \( \lambda_1 \left( \bar{\lambda}_c(\Omega) \right) < \lambda < \lambda_1 \left( \bar{\lambda}_c(\Omega) \right) + \delta_0 \) and for \( \mu \) enough large, we have the following results

(i) there exists \( c_0 > 0 \) such that \( |u|_\mu \geq c_0 \) for all \( u \in \mathbb{N}_{\mu, \lambda}^- \);

(ii) every minimizing sequence for \( I_{\mu, \lambda}(u) \) on \( \mathbb{N}_{\mu, \lambda}^- \) is bounded;

(iii) \( \inf_{u \in \mathbb{N}_{\mu, \lambda}^-} I_{\mu, \lambda}(u) > 0 \).

**Proof.** (i) Suppose on the contrary. Then there exist \( \{\mu_n\} \subset \mathbb{R}^+ \) and \( \{u_n\} \subset \mathbb{N}_{\mu_n, \lambda}^- \) such that \( \mu_n \to \infty \) and \( \|u_n\|_{\mu_n} \to 0 \). Hence, by (2.1),

\[
0 < A_{\mu_n, \lambda}(u_n) = B(u_n) \to 0 \quad \text{as} \quad n \to \infty.
\]

Let \( v_n = \frac{u_n}{\|u_n\|_{\mu_n}} \). Then, by Lemma 2.4, there exist subsequence \( \{v_n\} \) and \( v_0 \in H^1_0(\Omega) \) such that

\[
v_n \to v_0 \quad \text{in} \quad X; \quad v_n \to v_0 \quad \text{in} \quad L^r \left( \mathbb{R}^N \right) \quad \text{for all} \quad 2 \leq r < 2^*.
\]

Thus,

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} av_n^2 dx = \int_{\mathbb{R}^N} a v_0^2 dx
\]

and

\[
A_{\mu_n, \lambda}(v_n) = \|u_n\|_{\mu_n}^{2p-2} B(v_n) \to 0 \quad \text{as} \quad n \to \infty.
\]

Moreover, by (4.15), (4.16), \( v_0 \in H^1_0(\Omega) \) and Fatou’s Lemma, we can obtain that

\[
0 = \lim_{n \to \infty} A_{\mu_n, \lambda}(v_n) = 1 - \lambda \lim_{n \to \infty} \int_{\mathbb{R}^N} a v_n^2 dx = 1 - \lambda \int_{\mathbb{R}^N} a v_0^2 dx,
\]

and for every \( \mu > 0 \)

\[
\|v_0\|_{\mu}^2 - \int_{\mathbb{R}^N} \lambda a v_0^2 dx = \int_{\mathbb{R}^N} |\nabla v_0|^2 - \lambda a v_0^2 dx
\]

\[
\leq \liminf_{n \to \infty} \left( \|v_n\|_{\mu_n}^2 - \int_{\mathbb{R}^N} \lambda a v_n^2 dx \right) = 0,
\]

this implies that \( v_0 \neq 0 \) and \( v_0 \in A_{\mu, \lambda} \) for all \( \mu > 0 \). Since \( B(v_0) > 0 \) and \( B(v_n) \to B(v_0) \), it follows that \( \frac{v_0}{\|v_0\|_{\mu}} \in \mathbb{B}_{\mu, \lambda} \) for all \( \mu > 0 \). Hence, \( v_0 \in \mathbb{A}_{\mu, \lambda} \cap \mathbb{B}_{\mu, \lambda} \) for all \( \mu > 0 \), which a contradiction.

(ii) Suppose on the contrary. Then there exist sequences \( \{\mu_n\} \subset \mathbb{R}^+ \) with \( \mu_n \to \infty \) such that \( \mathbb{N}_{\mu_n, \lambda}^- \) is unbounded for all \( n \), that is for every \( n \) there exists a minimizing sequence \( \{u_{n,m}\} \subset \mathbb{N}_{\mu_n, \lambda}^- \) such that \( \|u_{n,m}\|_{\mu_n} \to \infty \) as \( m \to \infty \). Moreover,

\[
A_{\mu_n, \lambda}(u_{n,m}) = B(u_{n,m}) \to \frac{p-1}{2p} \inf_{u \in \mathbb{N}_{\mu_n, \lambda}^-} I_{\mu_n, \lambda}(u) \quad \text{as} \quad m \to \infty,
\]

where \( \inf_{u \in \mathbb{N}_{\mu_n, \lambda}^-} I_{\mu_n, \lambda}(u) > 0 \) for all \( n \). Let \( w_n = u_{n,m} \). Then \( w_n \in \mathbb{N}_{\mu_n, \lambda}^- \) and \( \|w_n\|_{\mu_n} \to \infty \) as \( n \to \infty \). Let \( v_n = \frac{w_n}{\|w_n\|_{\mu_n}} \). Then by Lemma 2.4, we may assume that there exist subsequence \( \{v_n\} \) and \( v_0 \in H^1_0(\Omega) \) such that \( v_n \to v_0 \) in \( X \), \( v_n \to v_0 \) in \( L^r \left( \mathbb{R}^N \right) \) for all \( 2 \leq r < 2^* \) and \( B(v_n) \to B(v_0) \). Then by condition \( (V_a) \)

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} av_n^2 dx = \int_{\mathbb{R}^N} av_0^2 dx.
\]

Dividing (4.17) by \( \|w_n\|_{\mu_n}^2 \) and \( m \to n \) gives

\[
A_{\mu_n, \lambda}(v_n) = \|w_n\|_{\mu_n}^{p-2} B(v_n) \to 0.
\]
Moreover, follows from Brezis–Lieb lemma [8] and Lemma 2.3, obtain that

\[
\int_{\mathbb{R}^N} |\nabla v_0|^2 - \lambda v_0^2 dx = \|v_0\|^2 - \lambda \int_{\mathbb{R}^N} v_0^2 dx < \liminf_{n \to \infty} \left( \|v_n\|^2_{\mu, N} - \lambda \int_{\mathbb{R}^N} v_n^2 dx \right) = 0.
\]

Thus, \(v_0 \neq 0\) and for every \(\mu > 0\), there holds \(v_0 \in A_{\mu, \lambda} \cap B_{\mu, \lambda}\), which is impossible. Hence \(v_n \rightharpoonup v_0\) in \(X\). It follows that \(\|v_0\|_{\mu} = 1\), \(\int_{\mathbb{R}^N} v_0^2 dx = 0\) and

\[
\|v_0\|^2_{\mu} - \lambda \int_{\mathbb{R}^N} v_0^2 dx = B(v_0) = 0.
\]

Thus, for every \(\mu > 0\), there holds \(v_0 \in A_{\mu, \lambda} \cap B_{\mu, \lambda}\) which is impossible as \(A_{\mu, \lambda} \cap B_{\mu, \lambda} = \emptyset\). Hence, every minimizing sequence for \(I_{\mu, \lambda}(u)\) on \(N_{\mu, \lambda}\) is bounded for \(\mu\) sufficiently large.

(iii) Assume that \(\inf_{u \in N_{\mu, \lambda}} I_{\mu, \lambda}(u) = 0\). Then by the Ekeland variational principle [19], there exists a minimizing sequence \(\{u_n\} \subset N_{\mu, \lambda}\) such that

\[
\lim_{n \to \infty} I_{\mu, \lambda}(u_n) = \inf_{u \in N_{\mu, \lambda}} I_{\mu, \lambda}(u) \text{ and } I'_{\mu, \lambda}(u_n) = o(1).
\]

By part (ii), \(\{u_n\}\) is bounded and so there exist a subsequence \(\{u_n\}\) and \(u_0 \in X_\mu\) such that \(I'_{\mu, \lambda}(u_0) = 0\) and

\[
\begin{align*}
&u_n \rightharpoonup u_0 \text{ in } X_{\mu}, \\
&u_n \to u_0 \text{ a.e. in } \mathbb{R}^N, \\
&u_n \to u_0 \text{ in } L^p_{\text{loc}}(\mathbb{R}^N) \text{ for } 2 \leq r < 2^*.
\end{align*}
\]

Then by condition (V\(_4\))

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} v_n^2 dx = \int_{\mathbb{R}^N} v_0^2 dx. \tag{4.20}
\]

Moreover, follows from Brezis–Lieb lemma [8] and Lemma 2.3, obtain that

\[
B(u_n - u_0) = B(u_n) - B(u_0) + o(1). \tag{4.21}
\]

Now we prove that \(u_n \rightharpoonup u_0\) in \(X_\mu\). Let \(v_n = u_n - u_0\). Then \(v_n \to 0\) in \(X_\mu\). By the Sobolev and Gagliardo–Nirenberg inequalities, for \(\mu\) enough large we have that

\[
\int_{\mathbb{R}^N} v_n^2 dx \leq \frac{1}{\mu c} \int_{\{g \geq c\}} \mu g v_n^2 dx + \int_{\{g < c\}} v_n^2 dx \leq \frac{1}{\mu c} \int_{\mathbb{R}^N} \mu g v_n^2 dx + o(1) \tag{1}
\]

and

\[
\int_{\mathbb{R}^N} |v_n|^{2p} dx \leq C_0 \left( \frac{1}{\mu c} \|v_n\|_{\mu}^{\frac{p-2}{2}} \right)^{\frac{2-p}{2-p}} \left( \int_{\mathbb{R}^N} |\nabla v_n|^2 dx \right)^{\frac{2(p-1)}{2-p}} + o(1)
\]

\[
\leq C_0 \left( \frac{1}{\mu c} \right)^{\frac{2-p}{2-p}} \|v_n\|_{\mu}^{2p} + o(1),
\]

or

\[
\int_{\mathbb{R}^N} |v_n|^{2p} dx \leq \Pi_{\mu} \|v_n\|_{\mu}^{2p} + o(1), \tag{4.22}
\]
where \( \Pi_\mu = C_0 \left( \frac{1}{p} \right)^{\frac{2p}{2-p}} S_{N(p-1)} \). Thus, using (4.21) and \( u_n \to u_0 \) in \( X_\mu \) gives

\[
J_{\mu, \lambda} (v_n) = J_{\mu, \lambda} (u_n) - J_{\mu, \lambda} (u_0) + o(1) \quad \text{and} \quad \langle J'_{\mu, \lambda} (v_n), v_n \rangle = o(1).
\] (4.23)

Consequently, by (4.20), (4.21) and (4.23), one has

\[
\inf_{u \in \mathcal{N}_{\mu, \lambda}} J_{\mu, \lambda} (u) - J_{\mu, \lambda} (u_0) \geq J_{\mu, \lambda} (v_n) - \frac{1}{2p} \langle J'_{\mu, \lambda} (v_n), v_n \rangle + o(1)
\geq \frac{p-1}{2p} \|v_n\|_\mu^2 + o(1).
\] (4.24)

Suppose that \( \inf_{u \in \mathcal{N}_{\mu, \lambda}} J_{\mu, \lambda} (u) = 0 \).

(iii - A) If \( u_0 \in \mathcal{N}_{\mu, \lambda} \), then by (4.24) and \( u_0 = 0 \), \( \|v_n\|_\mu^2 \to 0 \), this shows that \( u_n \to u_0 \) in \( X_\mu \), and so

\[
J_{\mu, \lambda} (u_0) = \lim_{n \to \infty} J_{\mu, \lambda} (u_n) = \inf_{u \in \mathcal{N}_{\mu, \lambda}} J_{\mu, \lambda} (u) = 0.
\]

It then follows exactly as in the proof in part (i) that \( u_0 \in \mathcal{A}_{\mu, \lambda} \cap \mathcal{B}_{\mu, \lambda} \) which is impossible as \( \mathcal{A}_{\mu, \lambda} \cap \mathcal{B}_{\mu, \lambda} = \emptyset \).

(iii - B) If \( u_0 \in \mathcal{N}_{\mu, \lambda} \), then by (4.7) and (4.24), there exists \( C_0 > 0 \) such that

\[
\|v_n\|_\mu \leq C_0 + o(1) \quad \text{for } \mu \text{ enough large.}
\] (4.25)

Since \( 1 < \frac{N+n}{N} < p < 2^* \), it follows from (4.18), (4.22) and (4.25) that

\[
o(1) = \langle J'_{\mu, \lambda} (v_n), v_n \rangle \geq \|v_n\|_\mu^2 \left( 1 - \|f\|_{\infty} \Pi_\mu \|v_n\|_\mu^{2p-2} \right) + o(1)
\geq \|v_n\|_\mu^2 \left( 1 - \|f\|_{\infty} C_0^{2p-2} \right) + o(1).
\] (4.26)

Notice that \( \Pi_\mu \to 0 \) as \( \mu \to \infty \). Then by (4.26), for \( \mu \) enough large, there holds \( v_n \to 0 \) in \( X_\mu \). Hence \( u_n \to u_0 \) in \( X_\mu \), and so \( u_0 \in \mathcal{N}_{\mu, \lambda} \) this is a contradiction. Thus, \( \inf_{u \in \mathcal{N}_{\mu, \lambda}} J_{\mu, \lambda} (u) > 0 \) for \( \mu \) enough large. This completes the proof.

\[\square\]

**Theorem 4.5.** Suppose that \( B (\phi_1) < 0 \). Then for any \( \lambda_1 (\bar{\Omega}) < \lambda < \lambda_1 (\bar{\Omega}) + \delta_0 \) and for \( \mu \) enough large, there exists a minimizer of \( J_{\mu, \lambda} (u) \) on \( \mathcal{N}_{\mu, \lambda} \).

**Proof.** By Lemmas 4.1, 4.4 (iii) and the Ekeland variational principle [19], there exists a minimizing sequence \( \{u_n\} \subset \mathcal{N}_{\mu, \lambda} \) such that

\[
\lim_{n \to \infty} J_{\mu, \lambda} (u_n) = \inf_{u \in \mathcal{N}_{\mu, \lambda}} J_{\mu, \lambda} (u) \quad \text{and} \quad J'_{\mu, \lambda} (u_n) = o(1).
\]

Similar the argument in (3.3), there exists \( D_0 > 0 \) independent of \( \mu \) such that \( \inf_{u \in \mathcal{N}_{\mu, \lambda}} J_{\mu, \lambda} (u) < D_0 \) for all \( \mu \geq \mu_0 \). Moreover, by Lemma 4.4 (ii), there exists \( C_0 > 0 \) such that \( \|u_n\|_\mu \leq C_0 \). Thus, there exist a subsequence \( \{u_n\} \) and \( u_0 \in X_\mu \) such that \( J'_{\mu, \lambda} (u_0) = 0 \) and

\[
u_n \to u_0 \quad \text{in } X_\mu,
\]

\[
\nu_n \to u_0 \quad \text{a.e. in } \mathbb{R}^N,
\]

\[
u_n \to u_0 \quad \text{in } L^p_{\text{loc}} (\mathbb{R}^N) \text{ for } 2 \leq r < 2^*.
\]

Then by condition (\( V_\delta \)) ,

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} \nu_n^2 dx = \int_{\mathbb{R}^N} \nu_0^2 dx,
\] (4.27)

and follows from Brezis–Lieb lemma [8] and Lemma 2.3 obtain that

\[
B (u_n - u_0) = B (u_n) - B (u_0) + o(1).
\] (4.28)
Now we prove that $u_n \to u_0$ in $X_\mu$. Let $v_n = u_n - u_0$. Then $v_n \to 0$ in $X_\mu$. By the Sobolev and Gagliardo–Nirenberg inequalities, for $\mu$ enough large we have that

$$\int_{\mathbb{R}^N} v_n^2 dx \leq \frac{1}{\mu C} \int_{\{g < c\}} \mu g v_n^2 dx + \int_{\{g \geq c\}} v_n^2 dx \leq \frac{1}{\mu C} \int_{\mathbb{R}^N} \mu g v_n^2 dx + o(1)$$

and

$$\int_{\mathbb{R}^N} |v_n|^{2p} dx \leq C_0 \left( \frac{1}{\mu C} \|v_n\|_\mu^{\frac{2-2p}{2-2}} \left( \int_{\mathbb{R}^N} |\nabla v_n|^2 dx \right)^{\frac{2(p-1)}{2p-2}} \right) + o(1)$$

or

$$\int_{\mathbb{R}^N} |v_n|^{2p} dx \leq \Pi_\mu \|v_n\|_\mu^{2p} + o(1),$$

(4.29)

where $\Pi_\mu = C_0 \left( \frac{1}{\mu C} \right)^{\frac{2-2p}{2-2}}$. Thus, using (4.27) and (4.28) gives

$$J_{\mu, \lambda}(v_n) = J_{\mu, \lambda}(u_n) - J_{\mu, \lambda}(u_0) + o(1) \quad \text{and} \quad J'_{\mu, \lambda}(v_n) = o(1).$$

Consequently, by (4.27), (4.30) and Lemma 4.2 (ii), one has

$$D_0 + |\kappa_1| \geq \inf_{u \in N_{\mu, \lambda}} J_{\mu, \lambda}(u) - J_{\mu, \lambda}(u_0) \geq J_{\mu, \lambda}(v_n) - \frac{1}{p} \left( J'_{\mu, \lambda}(v_n), v_n \right) + o(1)$$

$$\geq \frac{p-2}{2p} \|v_n\|_\mu^{2p} + o(1),$$

(4.31)

which shows that there exists a constant $C_1 > 0$ such that for $\mu$ enough large,

$$\|v_n\|_\mu \leq C_1 + o(1).$$

(4.32)

Since $1 < \frac{N+a}{N} < p < 2 \alpha$, it follows from (4.29), (4.31) and (4.32) that

$$o(1) = \left( J'_{\mu, \lambda}(v_n), v_n \right) \geq \|v_n\|_\mu \left( 1 - \|f\|_{\infty} \Pi_\mu \|v_n\|_\mu^{2p-2} \right) + o(1)$$

$$\geq \|v_n\|_\mu \left( 1 - \|f\|_{\infty} \Pi_\mu C_1^{2p-2} \right) + o(1).$$

(4.33)

Notice that $\Pi_\mu \to 0$ as $\mu \to \infty$. Then by (4.33), for $\mu$ enough large, there holds $v_n \to 0$ in $X_\mu$. Hence $u_n \to u_0$ in $X_\mu$ and so

$$J_{\mu, \lambda}(u_0) = \lim_{n \to \infty} J_{\mu, \lambda}(u_n) = \inf_{u \in N_{\mu, \lambda}} J_{\mu, \lambda}(u),$$

which implies that $u_0$ is a minimizer on $N_{\mu, \lambda}$.

We are now ready to prove Theorem 1.3: By Theorem 4.5 and 4.3, there exist $\delta_0$ such that when $\lambda_1 (\mathcal{B}_0) < \lambda < \lambda_1 (\mathcal{B}_\Omega) + \delta_0$ and for $\mu$ enough large, $J_{\mu, \lambda}$ has minimizers in each of $N_{\mu, \lambda}^{(1)}$ and $N_{\mu, \lambda}^{(2)}$, that is there exist $u_{\mu, \lambda}^{(1)} \in N_{\mu, \lambda}^{(1)}$ and $u_{\mu, \lambda}^{(2)} \in N_{\mu, \lambda}^{(2)}$ such that

$$J_{\mu, \lambda}(u_{\mu, \lambda}^{(1)}) = \inf_{u \in N_{\mu, \lambda}^{(1)}} J_{\mu, \lambda}(u) < \kappa_2 < 0 < \inf_{u \in N_{\mu, \lambda}^{(2)}} J_{\mu, \lambda}(u) = J_{\mu, \lambda}(u_{\mu, \lambda}^{(2)}).$$

Since $J_{\mu, \lambda}(u_{\mu, \lambda}^{(j)}) = J_{\mu, \lambda}(\delta(u_{\mu, \lambda}^{(j)}))$ for $j = 1, 2$, we may assume that these minimizers are positive. Moreover, by Lemma 4.1, $N_{\mu, \lambda} = N_{\mu, \lambda}^{+} \cup N_{\mu, \lambda}^{-}$. It follows that the minimizers are local minimizers in $N_{\mu, \lambda}$ which do not lie in $N_{\mu, \lambda}^{0}$, and so by Lemma 2.2, $u_{\mu, \lambda}^{(1)}$ and $u_{\mu, \lambda}^{(2)}$ are positive solutions of Eq. $(P_{\mu, \lambda})$. This completes the proof.
Next, we are ready to prove Theorem 1.4: (i) Since $N_{\mu, \lambda}^r$ is uniformly bounded, then $\{u_n\}$ is bounded, from Lemma 2.4, we may assume that there exists $u_0 \in H^1_0(\Omega)$ such that $u_n \rightharpoonup u_0$ in $X$, $u_n \to u_0$ in $L'(\mathbb{R}^N)$ for all $2 \leq r < 2^*$ and $B(u_n) \to B(u_0)$. We also have

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} au_n^2 dx = \int_{\mathbb{R}^N} au_0^2 dx$$

and

$$\|u_n\|^2 - \lambda_n \int_{\mathbb{R}^N} au_n^2 dx \leq A_{\mu, \lambda}(u_n) = B(u_n) < 0$$

for $n$ sufficiently large. We now show that $u_n \to u_0$ in $X$. Suppose on the contrary. Then

$$\int_{\Omega} (|\nabla u_0|^2 - \lambda_1 (\bar{\alpha}_\Omega) au_0^2) dx = \int_{\mathbb{R}^N} (|\nabla u_0|^2 + Vu_0^2 - \lambda_1 (\bar{\alpha}_\Omega) au_0^2) dx$$

$$< \liminf_{n \to \infty} \left( \|u_n\|^2 - \lambda_n \int_{\mathbb{R}^N} au_n^2 dx \right) \leq 0,$$

which is impossible. Thus, $u_n \to u_0$ in $X$ and so

$$\int_{\Omega} (|\nabla u_0|^2 - \lambda_1 (\bar{\alpha}_\Omega) au_0^2) dx \leq \int_{\mathbb{R}^N} (|\nabla u_0|^2 + Vu_0^2 - \lambda_1 (\bar{\alpha}_\Omega) au_0^2) dx = B(u_0) \leq 0,$$

this implies that $\int_{\Omega} (|\nabla u_0|^2 - \lambda_1 (\bar{\alpha}_\Omega) au_0^2) dx = 0$ and we must have $u_0 = k\phi_1$ for some $k$. But, as $B(\phi_1) < 0$, it follows that $k = 0$. Therefore, $u_n \to 0$ in $X$. Next, let $v_n = \frac{u_n}{\|u_n\|_{\mu, \lambda}}$. Then by Lemma 2.4, we may assume that there exists $v_0 \in H^1_0(\Omega) \setminus \{0\}$ such that $v_n \to v_0$ in $X$, $v_n \to v_0$ in $L'(\mathbb{R}^N)$ for all $2 \leq r < 2^*$ and $B(v_n) \to B(v_0)$. Thus,

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} av_n^2 dx = \int_{\mathbb{R}^N} av_0^2 dx.$$  

(4.34)

Clearly,

$$\|v_n\|^2 - \lambda_n \int_{\mathbb{R}^N} av_n^2 dx \leq A_{\mu, \lambda}(v_n) = \|u_n\|_{\mu, \lambda}^{2p-2} B(v_n) < 0$$  

(4.35)

for $n$ sufficiently large. We now show that $v_n \to v_0$ in $X$. Suppose on the contrary. Then by (4.34) and (4.35),

$$\int_{\Omega} (|\nabla v_0|^2 - \lambda_1 (\bar{\alpha}_\Omega) \bar{\alpha}_\Omega v_0^2) dx = \int_{\mathbb{R}^N} (|\nabla v_0|^2 + Vv_0^2 - \lambda_1 (\bar{\alpha}_\Omega) \bar{\alpha}_\Omega v_0^2) dx$$

$$< \liminf_{n \to \infty} \left( \|v_n\|^2 - \lambda_n \int_{\mathbb{R}^N} av_n^2 dx \right) \leq 0,$$

and so

$$\int_{\Omega} (|\nabla v_0|^2 - \lambda_1 (\bar{\alpha}_\Omega) \bar{\alpha}_\Omega v_0^2) dx < 0,$$

which gives a contradiction. Hence $v_n \to v_0$ in $X$, which indicates that $\int_{\Omega} |\nabla v_0|^2 dx = 1$ and

$$\int_{\Omega} (|\nabla v_0|^2 - \lambda_1 (\bar{\alpha}_\Omega) \bar{\alpha}_\Omega v_0^2) dx = 0.$$

Therefore, $v_0 = \phi_1$.

(ii) For any sequence $\mu_n \to \infty$, let $u_n^{(j)} := u_{\mu_n}^{(j)} (j = 1, 2)$ be the solutions obtained in Theorem 1.3 with $u_{\mu_n}^{(1)} \in$
\( N_{\mu_n, \lambda}^{(2)} \in N_{\mu_n, \lambda} \). Similar to the argument of proofs in Lemma 4.4 (ii) and Lemma 4.2 (i) there exists a positive constant \( c_0 \) is independent of \( \mu_n \) such that
\[
\left\| u_n^{(0)} \right\|_{\mu_n} \leq c_0. \tag{4.36}
\]

Therefore, by Lemma 2.4, we may assume that there exist \( u_0^{(j)} \in H_0^1(\Omega) \) such that \( u_n^{(0)} \rightharpoonup u_0^{(j)} \) in \( X \) and
\[
B \left( u_n^{(0)} \right) \rightharpoonup B \left( u_0^{(j)} \right). \tag{4.37}
\]

Now for any \( \varphi \in C_0^\infty(\Omega) \), because \( \left\langle J'_{\mu_n, \lambda} \left( u_n^{(0)} \right), \varphi \right\rangle = 0 \), it is easy to check that
\[
\int_\Omega \nabla u_0^{(j)} \cdot \nabla \varphi - \lambda \int_\Omega \nabla u_0^{(j)} \varphi \, dx + \int_\Omega \left( I_\alpha * |u_0^{(j)}|^p \right) |u_0^{(j)}|^{p-2} u_0^{(j)} \varphi \, dx
\]
\[
= \int_\Omega f |u_0^{(j)}|^{p-2} u_0^{(j)} \varphi \, dx,
\]

that is, \( u_0^{(j)} \) are weak solutions of Eq. (P_\infty) by the density of \( C_0^\infty(\Omega) \) in \( H_0^1(\Omega) \). Now, we show that \( u_n^{(0)} \rightharpoonup u_0^{(j)} \) in \( X \) for \( j = 1, 2 \). Because \( \left\langle J'_{\mu_n, \lambda} \left( u_n^{(0)} \right), u_n^{(0)} \right\rangle = \left\langle J'_{\mu_n, \lambda} \left( u_0^{(j)} \right), u_0^{(j)} \right\rangle = 0 \), we have
\[
\left\| u_n^{(0)} \right\|_{\mu_n}^2 - \lambda \int_{\mathbb{R}^N} a \left( u_n^{(0)} \right)^2 \, dx + \int_\Omega \left( I_\alpha * |u_n^{(0)}|^p \right) |u_n^{(0)}|^p \, dx = \int_{\mathbb{R}^N} f |u_n^{(0)}|^p \, dx \tag{4.37}
\]
and
\[
\left\langle u_n^{(0)}, u_0^{(j)} \right\rangle - \lambda \int_{\mathbb{R}^N} a u_n^{(0)} u_0^{(j)} \, dx + \int_\Omega \left( I_\alpha * |u_n^{(0)}|^p \right) |u_n^{(0)}|^{p-2} u_n^{(0)} u_0^{(j)} \, dx
\]
\[
= \int_{\mathbb{R}^N} f |u_n^{(0)}|^{p-2} u_n^{(0)} u_0^{(j)} \, dx. \tag{4.38}
\]

By (4.36) – (4.38) and \( u_n^{(0)} \rightharpoonup u_0^{(j)} \) in \( L^r(\mathbb{R}^N) \) for all \( 2 \leq r < 2^* \), we have
\[
\lim_{n \to \infty} \left\| u_n^{(0)} \right\|_{\mu_n}^2 = \lim_{n \to \infty} \left\langle u_n^{(0)}, u_0^{(j)} \right\rangle_{\mu_n} = \lim_{n \to \infty} \left\langle u_n^{(0)}, u_0^{(j)} \right\rangle = \left\| u_0^{(j)} \right\|^2.
\]

On the other hand, the weakly lower semi-continuity of norm yields
\[
\left\| u_0^{(j)} \right\|^2 \leq \liminf_{n \to \infty} \left\| u_n^{(0)} \right\|_{\mu_n}^2 \leq \lim_{n \to \infty} \left\| u_n^{(0)} \right\|_{\mu_n}^2,
\]
and thus, \( u_n^{(0)} \rightharpoonup u_0^{(j)} \) in \( X \) for \( j = 1, 2 \). By Lemma 4.4 (i) and the fact that \( \left\| u_n^{(2)} \right\|_{\mu_n} > c_0 > 0 \), which implies that \( u_0^{(2)} \neq 0 \). Moreover, by (4.8), there exists \( \kappa_0 < 0 \)
\[
J_{\mu_n, \lambda} \left( u_n^{(1)} \right) = \inf_{u \in N_{\mu_n, \lambda}} J_{\mu_n, \lambda}(u) \leq \kappa_0 \text{ for all } n.
\]
Thus,
\[
J_{\mu_n, \lambda|H_0^1(\Omega)} \left( u_0^{(1)} \right) \leq \kappa_0 < 0,
\]
which implies that \( u_0^{(1)} \neq 0 \). To complete the proof, it remains to show that \( u_0^{(1)} \) and \( u_0^{(2)} \) are distinct. That \( J_{\mu_n, \lambda|H_0^1(\Omega)} \left( u_0^{(1)} \right) \leq \kappa_0 < 0 \) and \( J_{\mu_n, \lambda|H_0^1(\Omega)} \left( u_0^{(2)} \right) > 0 \) implies that \( u_0^{(1)} \neq u_0^{(2)} \). This completes the proof.
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