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Abstract

Due to the increasing need to handle the noisy label problem in a massive dataset, learning with noisy labels has received much attention in recent years. As a promising approach, there have been recent studies to select clean training data by finding small-loss instances before a deep neural network overfits the noisy-label data. However, it is challenging to prevent overfitting. In this paper, we propose a novel noisy-label detection algorithm by employing the property of overfitting on individual data points. To this end, we present two novel criteria that statistically measure how much each training sample abnormally affects the model and clean validation data. Using the criteria, our iterative algorithm removes noisy-label samples and retrains the model alternately until no further performance improvement is made. In experiments on multiple benchmark datasets, we demonstrate the validity of our algorithm and show that our algorithm outperforms the state-of-the-art methods when the exact noise rates are not given. Furthermore, we show that our method can not only be expanded to a real-world video dataset but also can be viewed as a regularization method to solve problems caused by overfitting.

1. Introduction

The current deep learning breakthroughs have largely been due to ‘data’; thus, many researchers in both academia and industry endeavor to obtain considerable data. One of the most popular methods to collect data today is crowdsourcing [27,38] (e.g., Amazon Mechanical Turk) because it is cheap and quick. However, these data inevitably contain some proportion of noise in the labels, owing to perceptual ambiguity, human errors, or errors from automatic annotations. These incorrectly labeled data negatively affect the performance of a trained model. Hence, deep learning suffers from noisy labels that are corrupted from ground-truth labels and are incorrectly labeled. Due to the increasing need to handle noisy-label problems in a massive dataset, learning with noisy labels (LNL) has received much attention in recent years [6,9,10,18,25,34–36,40].

The research on LNL can be divided into two approaches. One approach is to directly train a robust model on noisy data, and the other is to find and use only clean data for training. The first approach aims to design noise-tolerant loss functions, architectures, or training schemes [4,23] to estimate the noise transition probability. However, estimating the noise transition probability is challenging, especially when numerous classes exist. Therefore, we focus on the second approach that aims to detect the noisy labels for training on the selected clean instances [6,10,12]. Regarding the second approach, most recent studies [6,10,12,37] have focused on finding small-loss instances before a deep neural network (DNN) overfits the training data. These works regard small-loss instances as clean labels based on the observation that DNNs memorize easy instances first and gradually learn more difficult instances [2].

Although these methods achieve a robust classification accuracy, some limitations exist. For example, to prevent overfitting, Co-teaching [6] trains two neural networks simultaneously and the networks teach each other about small-loss instances. However, training two neural networks simultaneously demands vast memory requirements, especially for larger models frequently used these days, such as the deep ResNet [8] and 3D convolutional neural networks (ConvNet) [11]. For a similar purpose, MentorNet [12] has devised an extra network pretrained on clean validation data or a predefined curriculum. However, prior knowledge, such as large-scale clean validation data or a teacher network with a predefined curriculum, is difficult to obtain in practice.

In this paper, instead of aiming to find small-loss instances with the guidance of additional architecture or prior knowledge, our motivation stems from the following question: If a model eventually overfits noisy labels, then can we infer the noisy labels from the trained model itself using its overfitted property? From this motivation, we propose a method to identify overfitting on individual data points. We show how this method can be used to spot incorrect labels, remove them iteratively, and thus avoid overfitting noisy data. To this end, we focus on two crucial properties of an overfitted decision boundary. First, the decision boundary that deviates from the ideal boundary by a noisy-label instance will be sig-
As a result, our algorithm outperforms recent methods in learning with incorrect labels. From these observations, we present two novel criteria that measure the abnormal influence of a training sample. The overfitting score on the model measures how a training sample affects the change in model parameters, and the overfitting score on the data estimates how inconsistently it affects the classification of a small number of clean validation data. Based on the criteria, we propose an iterative algorithm called Over-Fit that removes the noisy-label samples and retrain the model alternately until no further performance improvement is made.

Through extensive experiments on multiple benchmark datasets, we show that our algorithm successfully detects the noisy-label data, even when the actual error rate is unknown. As a result, our algorithm outperforms recent methods in image classification under various noisy circumstances. In addition, we expand our method on the realistic video dataset, HMDB-51. Furthermore, we show that our method can be regarded as a regularization method. In summary, our main contributions are:

- A novel algorithm for detecting noisy-label samples by employing the overfitting property of individual points.
- Experimentally showing that the proposed method can detect noisy-label samples on various datasets including synthetic image data, large-scale real image data, and real-world video data.
- Showing that our method can be used as a regularization method for detecting individual samples affecting overfitted decision boundaries.

2. Related Works

2.1. Learning with Noisy Labels

Learning with noisy labels has two main research directions. One is to directly train a robust model on noisy labels, and the other is to find and use only clean labels for training.

**Noise-tolerant Approach:** The noise-tolerant approach aims to train a robust model on a noisy-label dataset without removing the noise. Some methods design noise-robust losses [19, 31, 34, 41], and others attempt to correct losses [20, 23]. Despite their theoretical justification, these approaches require mathematical assumptions or prior knowledge, such as noise rates and noise transition matrices, which make them challenging in practice. Although Goldberger et al. [4] attempted to estimate a noise transition matrix by adding a noise adaptation layer, it is difficult to estimate the noise transition probability when numerous classes exist.

**Noise-cleaning Approach:** Most noise-cleaning approaches focus on finding small-loss instances before overfitting because DNNs learn easy samples first and gradually learn difficult samples [2]. To prevent overfitting of a neural network, some methods simultaneously train two neural networks and select small-loss instances [6, 18, 37], while others train a network guided by a teacher network [12]. Meanwhile, the O2U-net [10] adjusts the learning rate to take the model from overfitting to underfitting cyclically and records the losses of each sample during the iterations. The main difference between these methods and our approach is that, while they struggle to prevent overfitting and regard small-loss instances as clean instances, we leverage the overfitting property and determine the most abnormal influential instances to rule out.

2.2. Influence Function

Finding influential instances in a dataset has been studied for decades in robust statistics [3, 5]. Recently, a few attempts have been made to apply the idea to neural networks [1, 14]. The influence function is a good measure to check robustness, but it has not been widely used in DNNs because few suggestions on how to use the influence function have been made. First, it is difficult to interpret the results of the influence function because the result is a $k$-dimensional vector, which is the number of model parameters. Koh and Liang [14] used influence functions to understand the effect of a training sample on a test sample. However, it is difficult to find the pattern on the whole dataset or the model from the individual influence of each training sample on a test sample. Recently, Hara et al. [7] proposed stochastic gradient descent (SGD) influence that can infer the influential instances for models trained with SGD. However, this method is limited to optimization by SGD and must store the parameters of the model at every step, which requires substantial memory for DNNs. In addition, how many influential points to remove is not well defined (i.e., the top-$m$ influential instances are removed). We propose a novel method to use the influence function to identify overfitting and solve LNL problem.

3. Method

Our idea is to leverage the property of an overfitted model. First, we present the observations that motivated our method in Section 3.1 and review the influence function in Section 3.2. Then, we describe two novel criteria in Sections 3.3 and 3.4. Finally, the automatic data cleaning algorithm is explained in Section 3.5.

3.1. Observations Motivating the Work

In this section, we explain how we can locate noisy labels from an overfitted model. It is known that DNNs have a high capacity to memorize data, and DNNs learn “easy” data first and can memorize “hard” instances as training processes [2]. Thus, in noisy-label circumstances, DNNs learn the pattern of clean labels first and eventually fit the noisy labels. Moreover, DNNs can learn feature representations of the data...
Influence on model whether a training sample is in the overfitted region. We well. Common features over broad classes are learned in the upper layers [39]. Then, to fit the mislabeled data against the feature representations learned from the clean data, overfitting would likely occur more frequently in the upper layers and the final fully connected layer, which largely contribute to the decision boundary. Hence, the noisy-label data are critical to the degradation of the classification performance. In this perspective, our objective is to locate the noisy-label data in the overfitted region around the decision boundary. To this end, we need to answer a question: How can we find the overfitted region and determine the noisy labels?

Figure 1 illustrates a toy example to explain our criteria. The red and blue points belong to different classes in binary classification. The red and blue points indicate noisy-label data. (a) Due to the noisy labels (×), the model is overfitted. (b) × significantly affects the model because if the point is removed, the parameter of the model is substantially changed. (c and d) Assume clean validation data (★ symbols) are given. The noisy-label sample (×) exerts both helpful and harmful influences on correctly classifying the validation data in the same class, even when distances are near. The noisy-label data tend to have significantly inconsistent effects on data within the same class. Therefore, observing the training sample’s abnormal influence on the model or clean validation data can provide an important clue for detecting noisy labels.

Figure 1 illustrates a toy example to explain our criteria. The red and blue points belong to different classes in binary classification. The red and blue points indicate noisy-label data. (a) Due to the noisy labels (×), the model is overfitted. (b) × significantly affects the model because if the point is removed, the parameter of the model is substantially changed. (c and d) Assume clean validation data (★ symbols) are given. The noisy-label sample (×) exerts both helpful and harmful influences on correctly classifying the validation data in the same class, even when distances are near. The noisy-label data tend to have significantly inconsistent effects on data within the same class. Therefore, observing the training sample’s abnormal influence on the model or clean validation data can provide an important clue for detecting noisy labels.

3.2. Influence Function

To derive the criteria, we use the concept of the influence function [5], which is a measure of the dependence of the model parameters on a training sample from robust statistics. The influence function estimates the change in the output of the model when a sample point is excluded. Koh and Liang [14] adopted the influence function for DNNs.

Consider a classification problem with \( n \) training data \((x_1, y_1), \ldots, (x_n, y_n)\), where \( x_i \) is the \( i \)-th training point (e.g., an image) and \( y_i \) is its label. Let \( f(x, \theta) \) denote a model parameterized by \( \theta \) and \( L(y, f(x, \theta)) \) be the loss for a training point \((x, y)\). Given the empirical risk \( \hat{R}(\theta) = \frac{1}{n} \sum_{i=1}^{n} L(y_i, f(x_i, \theta)) \), the optimal parameter that minimizes the risk is \( \hat{\theta} \) defined as \( \argmin_{\theta} \hat{R}(\theta) \). The influence of a training point \((x, y)\) on the parameters of the trained model has been presented in [14], which is denoted by

\[ I_M(x; \hat{\theta}) = -H^{-1}_{\hat{\theta}} \nabla_{\theta} L(y, f(x, \hat{\theta})), \tag{1} \]

where \( H_{\hat{\theta}} \) is the Hessian and is positive definite by assumption.

Using the influence on the model parameters in (1), Koh and Liang derived the influence of a training sample \((x_i, y_i)\) on a test sample \((x_t, y_t)\) as

\[ I_D(x_i, x_t; \hat{\theta}) = \nabla_{y} L(y_t, f(x_t, \hat{\theta}))^{\top} I_M(x_i; \hat{\theta}). \tag{2} \]
We extend the work by Koh and Liang to identify overfitting on individual points for detecting noisy labels.

### 3.3. Overfitting Score on the Model ($O_M$)

$I_M(x; \hat{\theta})$ can be used to estimate the effect of a noisy label on an overfitted model (Figure 1(b)). However, $I_M(x; \hat{\theta})$ is a $p$-dimensional vector, where $p$ is the number of parameters. Thus, to measure the strength of the influence of a training point $(x_i, y_i)$, we use $\|I_M(x_i; \hat{\theta})\|$ as a metric. Furthermore, to determine the outliers, we normalize $\|I_M(x_i; \hat{\theta})\|$ so that the overfitting score on the model $O_M(x_i; \hat{\theta})$ can produce a relative score with a higher influence than the average as

$$O_M(x_i; \hat{\theta}) = \frac{\|I_M(x_i; \hat{\theta})\| - \mu(\|I_M(x; \hat{\theta})\|)}{\sigma(\|I_M(x; \hat{\theta})\|)}, \tag{3}$$

where $\mu(\cdot)$ and $\sigma(\cdot)$ represent the mean and standard deviation, respectively. Therefore, $O_M(x; \hat{\theta})$ is used to determine the noisy-label candidates in our iterative algorithm in Section 3.5.

### 3.4. Overfitting Score on the Data ($O_D$)

In contrast to a well-generalized decision boundary, an overfitted decision boundary by a noisy-label sample makes the noisy-label sample inconsistently affect clean validation samples, even though the validation samples belong to the same class (Figure 1(c) and 1(d)). Here, an influence of a training sample on a validation sample indicates how much a classification result of the validation sample changes after removing the training sample. Therefore, we define the overfitting score on the data as the within-class influence consistency of a training sample $x_i^t$ on $m$ clean validation samples $x_1^v, \ldots, x_m^v$ in each class.

For this, we utilize (2) as $I_D(x_i^t, x_j^v; \hat{\theta})$. This function represents the amount of validation error on $(x_j^v, y_j^v)$ after $(x_i^t, y_i^t)$ is removed from the training set. To measure the within-class influence consistency of $x_i^t$ to the $k$th class, we propose to use the variance of $I_D(x_i^t, x_j^v; \hat{\theta})$ for all $x_j^v$ in the validation set of the $k$th class, which is denoted by $\sigma_k^2(I_D(x_i^t, x^v; \hat{\theta}))$. Then, to estimate samples with relatively high influences, we normalize $\sigma_k(I_D(x_i^t; \hat{\theta}))$ and obtain the overfitting score on the data $O_D^k(x_i^t; \hat{\theta})$, as

$$O_D^k(x_i^t; \hat{\theta}) = \frac{\sigma_k(I_D(x_i^t, x_j^v; \hat{\theta})) - \mu(\sigma_k(I_D(x_i^t, x^v; \hat{\theta})))}{\sigma(\sigma_k(I_D(x_i^t, x^v; \hat{\theta})))}. \tag{4}$$

We will justify the choice of variance operator in the Experiments section.

The overfitting score of $x_i^t$ on the validation data in the $k$th class, $O_D^k(x_i^t; \hat{\theta})$, is used to determine the final noisy training samples to rule out. By detecting the training data whose $O_D^k(x_i^t; \hat{\theta})$ exceeds the threshold $\beta$, we can filter out the highly suspicious training data whose influence inconsistently fluctuates beyond the average.

### 3.5. Over-Fit: Iterative Algorithm for Noisy-Label Detection and Retraining

Our algorithm iteratively detects noisy-label samples based on the $O_M(x_i^t; \hat{\theta})$ and $O_D^k(x_i^t; \hat{\theta})$, and retrains the model until its performance improvement saturates. The iterative design allows successful noisy-label detection from the overfitted model, even under high noise-level circumstances because it removes the most influential samples in priority among many confusing candidates and continuously improves the model iteratively. As the model improves, our algorithm can incrementally find noisy data having abnormal influences that could not be detected in previous iterations.

Given a training dataset $X^t$ that includes noisy labels and a small portion of a clean validation dataset $X^v$, let $n$ be the number of training data, $K$ denote the number of classes, and $V$ be the number of validation samples in each class. Then, the number of total validation samples becomes $K \times V$. First, we train a model on the whole training dataset following the common machine learning procedure until the accuracy in the validation dataset remains stable (overfitted). Then, we calculate $O_M(x_i^t; \hat{\theta})$ for the whole training dataset $X^t$. We aim to detect noisy labels that have a high score for both $O_M(x_i^t; \hat{\theta})$ and $O_D^k(x_i^t; \hat{\theta})$. For efficient searching for the noisy labels, in each iteration, we first compute $O_M(x_i^t; \hat{\theta})$. Then, we compute $O_D^k(x_i^t; \hat{\theta})$ for the training samples whose $O_M(x_i^t; \hat{\theta})$ are higher than a threshold of $\alpha$. Among them, the training samples with the $k$th $O_D^k(x_i^t; \hat{\theta})$ exceeding the threshold $\beta$ are assigned to be noisy candidates because they have inconsistent influences to the $k$th class validation data.

If a noisy candidate is inconsistent for the validation datasets of more than $\gamma$ classes in common (i.e., more than $\gamma$ classes have consensus that the noisy candidate is inconsistent), the noisy candidate is decided to be a noisy-probable sample. After removing all the noisy-probable samples, the model is retrained using the new training set. If a meaningful improvement in the accuracy of the validation data occurs, the noisy-probable samples are eliminated from the training set, and the algorithm is repeated. Otherwise, the noisy-probable samples are not removed, and the algorithm stops. Algorithm 1 outlines the full procedure for cleaning noisy data.

After the algorithm finishes, new labels of the removed samples are predicted by the classifier in the last iteration. Simply, we replace the labels of the noisy data with the newly corrected labels. Then, among the corrected training data, the new clean dataset includes only the data whose softmax outputs are higher than $S$ (prediction threshold). Then, the model is newly trained on the new clean dataset.
Algorithm 1 Over-Fit: Iterative Algorithm for Noisy Label Detection and Retraining

\textbf{Input:} trained (overfitted) model $f(X', \hat{\theta}_0)$, training dataset $X'$, clean validation dataset $X''$, thresholds $\alpha$ for $\mathcal{O}_M$, $\beta$ for $\mathcal{O}_D$, $\gamma$ for consensus of $\{D^{(c)}_k\}$

\textbf{Output:} clean dataset $X'_{\text{clean}}$

\textbf{Initialize:}
\[ c ← 0 \quad \text{// counter for iteration} \]
\[ X^{(c)} ← X^t \quad \text{// dataset to be filtered} \]

\textbf{repeat}
\begin{align*}
\text{Compute } & \mathcal{O}_M(x^t_i; \hat{\theta}_c) \text{ from } X^{(c)} \\
D^{(c)}_M & ← \{x^t_i|\mathcal{O}_M(x^t_i; \hat{\theta}_c) ≥ \alpha\} \\
\text{for } k = 1 \text{ to } K & \text{ do} \\
\text{Compute } & 4\text{th }\mathcal{O}_D^{(c)}(x^t_i; \hat{\theta}_c) \text{ from } D^{(c)}_M \\
D^{(c)}_k & ← \{x^t_i|\mathcal{O}_D^{(c)}(x^t_i; \hat{\theta}_c) ≥ \beta\} \\
\text{end for} \\
D^{(c)} & ← \{x^t_i|\text{consensus}(x^t_i; D^{(c)}_1, \ldots, D^{(c)}_K) ≥ \gamma\} \\
\text{Retrain } & f(X^{(c+1)}, \hat{\theta}_{c+1}) \text{ on } (X^{(c)} - D^{(c)}) \\
\text{if class. acc. of } & f(X^{(c+1)}, \hat{\theta}_{c+1}) \text{ is improved then} \\
X^{(c+1)} & ← X^{(c)} - D^{(c)} \\
c & ← c + 1 \\
\text{else} \\
\text{Terminate} \\
\text{end if} \\
\text{until } & \text{acc}(\hat{\theta}_c) - \text{acc}(\hat{\theta}_{c+1}) ≤ \xi \\
\text{Return: } & X^{(c)}
\end{align*}

4. Experiments

4.1. Experimental Settings

\textbf{Datasets:} We conducted experiments on multiple benchmark datasets including the CIFAR-10, CIFAR-100 [15], Dog vs. Fish images from ImageNet [24], Clothing1M [33] and HMDB-51 [17] (Table 1). CIFAR-10 and CIFAR-100 are the most popular datasets used for evaluating noisy labels in the literature [6][10][12]. We used only 500 randomly sampled data as a clean validation set to compute the overfitting score for CIFAR-10 and CIFAR-100, which is the fairly small number. For visualization analysis on the property of the proposed criteria, we used the two-class dataset, Dog vs. Fish. Also, we evaluated our method on a large real-world dataset Clothing1M, which includes about 38% real noisy labels. Furthermore, to illustrate the applicability of our algorithm to video streams, we experimented on HMDB-51, a popular dataset frequently used in video action recognition [26][32].

All CIFAR-10, CIFAR-100 and Dog vs. Fish include the noisy-label data generated by symmetry flipping in [6], where the labels that are sampled with a probability of $\varepsilon$ from the training data have been assigned to other labels uniformly.

\begin{table}[h]
\centering
\caption{Summary of datasets}
\begin{tabular}{|c|c|c|c|c|}
\hline
Dataset & # of training & # of testing & # of class & image size & type \\
\hline
CIFAR-10 & 50,000 & 10,000 & 10 & 32 $\times$ 32 & Image \\
CIFAR-100 & 50,000 & 10,000 & 100 & 32 $\times$ 32 & Image \\
Dog vs. Fish & 1,000 & 266 & 2 & 299 $\times$ 299 & Image \\
Clothing1M & 1M & 10,526 & 14 & 256 $\times$ 256 & Image \\
HMDB-51 & 2,750 & 1,530 & 51 & 224 $\times$ 224 & Video \\
\hline
\end{tabular}
\end{table}

\textbf{Hyperparameter Settings:} The algorithm (Section 3.5) has three hyperparameters: the thresholds of $\alpha$ for $\mathcal{O}_M$, $\beta$ for $\mathcal{O}_D$, and $\gamma$ for the consensus of $\{D^{(c)}_k\}$. Because $\mathcal{O}_M$ is a normalized overfitting score, the value of an influential sample (noisy label) is greater than the average (i.e., 0). Thus, $\alpha$ was set to zero. To show the impact of $\beta$ and $\gamma$, we vary them with different values. The search space of hyperparameters is $\beta \in \{0, 0.5\}$ and $\gamma \in \{0.2K, 0.5K, 0.8K\}$ (see the experimental result in Supplementary Material). According to our observations, in the early stage, removing only highly influential samples is more advantageous. Hence, for cleaning only highly influential samples, we set the threshold $\beta$ to high as 0.5 and the class-consensus threshold to relatively high as $0.8K$ for CIFAR-10 and $0.5K$ for CIFAR-100 ($K$ is the number of total classes). To filter out a large number of noisy samples, we reduced the thresholds for $\beta$ and $\gamma$ to low values as 0 and 0.2K, respectively, from the third iteration. Lastly, we set the prediction threshold $S$ to 0.8.

\textbf{Implementation Details:} We used PyTorch [22] to implement and train all the models in the paper. For the backbone networks to extract features, we used ResNet-34 [8] for CIFAR-10, CIFAR-100, and Clothing1M whereas Inception-v3 [29] was used for Dog vs. Fish and HMDB-51. For the overfitted classifier, the last fully connected layer in the networks was used to measure the overfitting scores $\mathcal{O}_M$ and $\mathcal{O}_D$. Initially, the networks were trained for 150 epochs with Stochastic Gradient Descent (SGD) (momentum=0.9). For all CIFAR datasets, we set the initial learning rate to 0.01, and dropped it by a factor of 0.1 after 30 and 100 epochs. For each retraining iteration, we resumed training for 30 epochs, where the learning rate at start was set to 0.1, and was dropped by a factor of 0.1 after 1, 20, and 25 epochs. By increasing the learning rate high at the first epoch in each retraining iteration, we could encourage the network to explore and form a new overfitted classifier. We conducted all the experiments on a NVIDIA GTX 1080Ti GPU with Intel i5-2500 CPU. We include more implementation details of all the experiments in Supplementary Material.

\textbf{Evaluation Metrics:} For the evaluation, we used precision, recall, the final noisy-label ratio, and the classification
accuracy. Precision is the ratio of true noisy labels among the samples that the algorithm classifies as noisy. Recall is the ratio of the detected true noisy labels among the total true noisy labels. The classification accuracy is the ratio of correct classifications by a classifier.

4.2. Ablation Studies

Effects of the Overfitting Scores: For the ablation analysis, we evaluated the precision and recall of noisy-label detection for three variants: $O_M$, $O_D$, and $O_M + O_D$, which indicate our iterative algorithm using only $O_M$, only $O_D$, and both $O_M + O_D$, respectively. Figure 2 reveals the effects of the proposed overfitting scores $O_M$ and $O_D$ in our iterative algorithm on CIFAR-10. The variant $O_M$ exhibits better performance than the variant $O_D$ in most cases. The combination ($O_M + O_D$) has the best performance, which means the overfitting scores create synergy when combined. Likewise, using both criteria has the best performance on CIFAR-100.

Effects of Iterative Removing and Retraining: Figure 3 depicts the effects of our iterative removing and retraining schemes on CIFAR-10 and CIFAR-100. The final noisy-label ratio is significantly reduced to 2.57%, 5.54%, 10.64%, and 45.93% from the initial ratios of 20%, 40%, 60%, and 80% on CIFAR-10, respectively. This result indicates that the iterative scheme effectively removes noisy labels. In addition, the overfitted models by the training data containing 20%, 40%, 60%, and 80% noisy labels reveal a much-degraded classification accuracy of 88.15%, 70.18%, 46.64%, and 19.35%, respectively. Our iterative scheme incrementally improves the accuracy to 93.93%, 92.97%, 89.33%, and 62.55%, respectively in the last iteration. Likewise, on CIFAR-100, the final noisy-label ratio is greatly reduced to 4.49%, 12.30%, 9.33%, and 23.75%, respectively. In addition, the accuracy is largely improved to 75.86%, 71.52%, 65.48%, 49.36% from the initial classification accuracy of 68.00%, 51.20%, 32.00%, 13.40%, respectively.

4.3. Comparison with State-of-the-art

Compared Methods: We compared our algorithm with the following methods: (1) Our baseline model which is trained on the original dataset with noisy labels. Comparing our model with this baseline enables us to clearly understand how much our algorithm has improved in performance; (2) Co-teaching [6], which trains two DNNs simultaneously. Each network teaches the other network to select possibly clean labels for training; (3) O2U-net [10], which is a loss-based method to find clean samples by cyclical training from overfitting to underfitting by adjusting the learning rate; (4) MentorNet [12], where a teacher network provides a curriculum about possibly correct samples for a student network. We compared a data-driven curriculum (MentorNet DD); (5) $L_q$, which is a generalized cross entropy loss proposed by Zhang et al. [41]; (6) NLNL [13], where negative learning provides complementary labels and positive learning trains the model with possibly clean labels; (7) AdaCorr [42], which corrects the labels based on predictions of a noisy classifier.

Comparison Results: The accuracy of the final image classifier is provided in Table 2. The model performance is reported on the clean test set. From results we can see that cleaning the detected noisy labels and using the predicted labels significantly improves the image classification accuracy and outperforms the recent methods in all cases, especially by large margins on CIFAR-100. This suggests that it is effective for the robustness of the model to remove the most influential data which induce overfitting on the classifier.
Table 2. Classification accuracy on CIFAR-10 and CIFAR-100 clean test set. ‘-’ means the result is not reported in the cited paper, and ‘N/A’ means the experiment could not be available according to their reports.

| Noisy-label ratio (%) | CIFAR-10 | CIFAR-100 |
|-----------------------|----------|-----------|
|                       | 20%  | 40%  | 60%  | 80%  | 20%  | 40%  | 60%  | 80%  |
| Baseline              | 88.15 | 70.18 | 46.64 | 19.35 | 68.00 | 51.20 | 32.00 | 13.40 |
| Co-Teaching [6] *     | 87.26 | 82.80 | -     | 46.31 | 72.64 | 57.42 | -     | 30.12 |
| MentorNet DD [12] *  | 92.57 | 80.33 | -     | 43.41 | 74.12 | 69.21 | -     | 26.96 |
| O2U-net (Cycle Length 10) [10] * | 91.60 | 90.33 | -     | 43.41 | 73.28 | 67.00 | -     | 26.96 |
| L_q [41]              | 89.83 | 87.13 | 82.54 | 64.07 | 67.92 | 62.64 | 54.04 | 29.60 |
| Truncated L_q [41]   | 89.70 | 87.62 | 82.70 | 67.92 | 67.61 | 62.64 | 54.04 | 29.60 |
| NLNL [13]             | 94.23 | 92.43 | 88.32 | N/A   | 71.52 | 66.39 | 56.51 | N/A   |
| AdaCorr [42]          | 91.00 | 88.71 | 81.2  | 49.2  | 66.81 | 61.77 | 53.16 | 29.16 |
| Ours (Over-Fit)       | 95.57 | 95.14 | 92.51 | 79.55 | 80.94 | 76.47 | 73.30 | 62.02 |

* were reported from Huang et al. [10] and the rest results were reported from the corresponding publications.

4.4. Further Analyses of Over-Fit

Validity of Overfitting Score on the Data: To show the validity of $O_D$, we investigated the distribution of the influences of the training samples on the validation samples. The distribution is illustrated in Figure 4, which has been obtained from the dog category in the Dog vs. Fish dataset. The horizontal axis is the index of the training data, and the vertical axis is the influence of a training sample $x_i$ on a validation sample $x_j$, i.e., $I_D(x_i, x_j; \hat{\theta})$. We measured the influence on 40 validation samples for each training sample. The variation of the influence of a noisy training sample is much larger than a clean training sample, as illustrated in Figure 4. Because most influence values are distributed around zero, the variance of influences, $\sigma_k(I_D(x_i, x_j; \hat{\theta}))$ in Eq. (4), more clearly indicates the noisy-label samples than the average of the influences. This distribution appears consistently in other categories.

Noisy-label detection on Large Real-world Images: We evaluated our method on real-world image data, Cloth1M. When we first trained a model for 200 epochs, the model achieved an accuracy of 64.79% as a baseline. Then, we removed the 106,619 most influential images, which is 10% of the total training data, by running three iterations of the algorithm with $\alpha = 0.0, \beta = 0.5, \gamma = 11 (0.8K)$. When trained on new training data after removal, the accuracy largely improved to 70.03%. To confirm that the noisy labels were correctly found, the data with the highest $O_M$ and $O_D^k$ from a specific label (e.g., Sweater) were checked. As expected, apparently incorrect or ambiguous images ranked at the top (see Figure 5). Therefore, we believe that our algorithm can be practically utilized when it is difficult to check the individual images among large-scale data.

Noisy-label detection on Real-world Video Data: Detecting incorrectly labeled real-world video data is significant due to the dramatic growth in popularity of video-based tasks. However, detecting noisy videos is more time-consuming than exploring images because the task requires clicking to play the videos and watching them one by one; thus, the work of noisy-label detection could benefit this area. Therefore, we extend our work to video action recognition and demonstrate that our algorithm is easily applicable to various domains.

Here, we evaluated our method on a video action recognition dataset, HMDB-51, with the TSN architecture [32]. We used a test set as a validation set and computed $O_D^k(x_i; \hat{\theta})$ for 3,750 training samples. The data were checked in the order of the highest overfitting score on the data, and we unexpectedly discovered many noisy labels that were supposed to be clean. Figure 6 presents examples of detected noisy

Figure 4. Distribution of the influences of training samples on validation samples. Shaded areas show the variance of $I_D$ of each training sample. While the average value of $I_D$ is close to zero, the difference in variance between the clean and noisy sets is clearly distinguished.

Figure 5. Top-ranked examples of ‘Sweater’-labeled data
labels in HMDB-51. See Supplementary Material for more examples and details of implementation. According to more examples in the Supplementary Material, some videos are incorrectly labeled and do not contain any scene corresponding to the label, whereas some videos are partly noisy and include scenes corresponding to other labels that seem more suitable.

4.5. Regularization to avoid Overfitting

As a further use case, our method can be considered as a regularization method to avoid overfitting. Deep neural networks are vulnerable to overfitting even if there is no apparent label noise in datasets. Thus, many regularization methods have been suggested to solve it [16, 21, 28]. Since our method can identify overfitting on individual data points, our method can be used as a regularization to smooth decision boundaries.

As a case study, we experimented on the clean CIFAR-10 data (i.e., the noise rate is 0). We used ResNet-34, setting all the training procedure the same as in section 4.1. We used 5 clean validation samples per class to estimate $\mathcal{O}_D$. After the 150 epochs of the training, the model achieved an accuracy of 90.8%. Then, we applied Over-Fit (Algorithm 1) on this model for three iterations with $\alpha = 0, \beta = 0.5, \gamma = 8$.

As a result, a total of 1,011 training samples were removed. When trained on a new training data after removal, the performance remarkably improved to 96.6% from 90.8%. In addition, we extracted the penultimate features, which were used to estimate the $\mathcal{O}_M$ and $\mathcal{O}_D$, and visualized the features on the test dataset in Figure 7. While the original model did not separate classes well, the proposed Over-Fit could clearly separate classes as shown in the figure. We conjecture this is because we remove spurious or isolated datapoints leading the decision boundary astray, and get a well-generalized decision boundary.

5. Conclusion

In this paper, we proposed a simple but effective noisy-data detection algorithm with two novel criteria. Unlike the existing methods that aim to prevent overfitting, we interpreted the property of an overfitted model from a new perspective. We conducted various experiments to demonstrate that our algorithm can successfully detect noisy-label data. Finally, we have shown that our method can perform as a regularization technique to smooth a decision boundary. In the future, we could investigate the approaches to identify optimal hyperparameters that can be dynamically adjusted in iterations.
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