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Abstract
We describe our work in progress on natural language analysis in medical question-answering in the context of a broader medical text-retrieval project. We analyze the limitations in the medical domain of the technologies that have been developed for general question-answering systems, and describe an alternative approach whose organizing principle is the identification of semantic roles in both question and answer texts that correspond to the fields of PICO format.

1 Motivation
In every aspect of patient treatment, questions arise for which a search of the published medical evidence is appropriate, as it is very likely that the answer has already been found from the work of other clinicians. For example:

Q: In a child with asthma, do increased doses of inhaled corticosteroids lead to a decrease in growth?
A: Growth was significantly slower in the group receiving higher dose inhaled steroids (3.6 cm, 95% CI 3.0 to 4.2 with double dose beclometasone v 5.1 cm, 95% CI 4.5 to 5.7 with salmeterol v 4.5 cm, 95% CI 3.8 to 5.2 with placebo). (Barton, 2002)

Studies have shown that searching in the literature can help clinicians in answering questions generated in patient treatment (Gorman et al., 1994; Cimino, 1996; Mendonça et al., 2001). It has also been found that if high-quality evidence is available in this way at the point of care—for example, the patients’ bedside—clinicians will use it in their decision making, and it frequently results in additional or changed decisions (Sackett and Straus, 1998; Straus and Sackett, 1999). But speed is very important. Investigation of potential end-users has shown that physicians need access to the information within 30 seconds, and that if the search takes longer, it is likely to be abandoned (Takeshita et al., 2002).

The practice of using the current best evidence to help clinicians in making decisions on the treatment of patients is called Evidence-Based Medicine (EBM). Finding relevant evidence is a typical question-answering (QA) problem in the medical area. There are many QA systems that have achieved some success in other domains, such as finding the answer to “factoid” questions in a corpus of general news stories, as in the question-answering track of recent Text Retrieval Conferences (TREC, 2001). However, we have found that there are large differences between general QA (GQA) and medical QA (MQA) (see section 3 below). This paper analyzes the challenges of applying QA technology to answer clinical questions automatically, and then describes our on-going work on the problem.

2 The EPoCare Project
Our work is part of the EPoCare project (“Evidence at Point of Care”) at the University of Toronto. The project aims to provide fast access at the point of care to the best available medical information. Clinicians will be able to query sources that summarize
and appraise the evidence about the diagnosis, treatment, prognosis, etiology, and prevalence of medical conditions. In order to make the system available at the point of care, the question-answering system will be accessible using hand-held computers. The project is an interdisciplinary collaboration that involves research in several disciplines. Project members in Industrial Engineering and Cognitive Psychology are investigating the design of the system through a user-centered design process, in which requirements are elicited from end users who are also involved in the evaluation of prototypes. Project members in Knowledge Management and Natural Language Processing aim to ensure that the answers to queries are accurate and complete. And project members in Health Informatics will test the influence of the system on clinical decision-making and clinical outcomes.

The system is presently based on keyword queries and retrieval, as we describe in section 2.2 below. The goal of the work that we will report in the later sections of the paper is to allow the system to accept questions in natural language and to better identify answers in its natural-language data sources. Our initial emphasis is on the latter.

2.1 System architecture

There are two main components in the system. The data sources are stored in an XML document database. The EPoCare server uses this database to provide answers to queries posed by clinicians.

The architecture of the system is shown in Figure 1. A clinical query is passed to the front controller to form a database query of keywords. The query is sent by the retriever to the XML document database to retrieve relevant documents in the data sources using keyword matching. The results are then passed to the query-answer matcher to find the best answer candidates. Finally, the best answer is determined and returned to the user.

The current data sources include the reviews of experimental results for clinical problems that are published in Clinical Evidence (CE) (version 7) (Barton, 2002), and Evidence-based On Call (EBOC) (Ball and Phillips, 2001). The texts are stored with XML mark-up in the database. The XML database is manipulated by ToX, a repository manager for XML data (Barbosa et al., 2001). Repositories of distributed XML documents may be stored in a file system, a relational database, or remotely on the Web. ToX supports document registration, collection management, storage and indexing choice, and queries on document content and structure.

2.2 PICO-format queries

At present, the system accepts queries in a format known in Evidence-Based Medicine as PICO format (Sackett et al., 2000). In this format, a clinical question is represented by a set of four fields that correspond to the basic elements of the question:

P: a description of the patient (or the problem);
I: an intervention;
C: a comparison or control intervention (may be omitted);
O: the clinical outcome.

For example, the sample question in section 1 can be represented in a simple PICO format as follows:

P: asthma
I: inhaled corticosteroids
C: —
O: growth

A more-complete PICO representation of the same question is this:

P: child with asthma
I: increased doses of inhaled corticosteroids
C: —
O: decrease in growth

This representation contains more information; but neither of the two expresses the complete semantics of the natural-language question. Thus, the PICO format is limited in its ability to represent the meaning of questions. Especially in the case of yes–no questions, the point of the question is likely to be unclear. However, the PICO format indicates the basic semantics of the question, and it is commonly used in question representation in EBM. Thus it was used as a starting point in the development of the system.

The keyword-based retrieval procedure is composed of three steps:

Retrieving. For each query keyword, XML paths in which the keyword appears are found.

Filtering. Paths that are not meaningful contexts for the PICO category of the keyword are filtered out. For each PICO category in the question, some XML context is meaningful for it while others not. For example, a chapter title is meaningful (and valuable) context for an instance of patient population in the keyword matching. But titles of cited references are not.

Building answers. In the filtered paths, the system identifies cases in which all the key concepts in the question have been found, in context, in such a way that an answer pattern is satisfied. Then it returns the related segment of text in XML format so that the user can view it with a browser. A set of answer patterns were constructed for this matching process; each answer pattern consists of a set of XML paths for each of the four PICO categories. To identify a path as relevant, all four components should find a match in it.

Clinical question: In a patient with a suspected MI does thrombolysis decrease the risk of death if it is administered 10 hours after the onset of chest pain?

PICO format:

P: myocardial infarction
I: thrombolysis
C: —
O: mortality

Keywords: myocardial infarction thrombolysis mortality

Answer: Systematic reviews of RCTs have found that prompt thrombolytic treatment (within 6 hours and perhaps up to 12 hours and longer after the onset of symptoms) reduces mortality in people with AMI and ST elevation or bundle branch block on their presenting ECG.

Fifty six people would need treatment in the acute phase to prevent one additional death. Strokes, intracranial haemorrhage, and major bleeds are more common in people given thrombolysis; with one additional stroke for every 250 people treated and one additional major bleed for every 143 people treated. The reviews have found that intracranial haemorrhage is more common in people of advanced age and low body weight, those with hypertension on admission, and those given tPA rather than another thrombolytic agent.

Figure 2: Example of clinical question, with corresponding EPoCare query and answer from Clinical Evidence.

While this searching strategy is based on the PICO format, it is not confined to it. The patterns can be extended so that additional categories (components) are included. Thus, it could be applied to questions that are not expressed in PICO.

Figure 2 shows an example of a clinical question with the corresponding EPoCare query and the segment of text that was retrieved from Clinical Evidence in response. The segment that was retrieved is clearly relevant to the question, but it has too much irrelevant data.

3 QA in medicine: The problem

We will now discuss medical question-answering, with the goal of refining the current EPoCare system by accepting natural-language questions and better identifying answers in the data sources.

In this section, we examine the difference between general and medical QA from the perspective of the three main research problems of QA: question processing, question–answer matching, and answer extraction. For each problem, we describe features that
current QA technology is not appropriate for, and features that are not addressed by existing technology.

3.1 Question processing

For a question to be answered correctly, a QA system first has to understand what the question is asking about. This is an important task of question processing. Most current QA systems address it by identifying the type of answer sought. As GQA systems focus on *wh-* questions, many of which have named entities (NEs) as their answer, they usually classify answers according to different types of NE, such as product, organization, person, and so on. This classification is not appropriate in the medical domain, in which questions often ask about the treatment for a disease, outcome of a treatment, possible disease, and so on. As a result, the method of identifying an answer type must be different in MQA from GQA.

Even for the same answer type, there may be a different understanding. For example, *when* questions ask for the time that an event happens. In GQA systems, they are usually answered by an absolute date, e.g., 15 May 1932. However, in the medical area, *when* questions are usually answered by relative time, e.g., two hours after the onset of chest pain. Sometimes the answers are not even a time; instead, they are a clinical condition, e.g., in response to *When should antibiotics be applied?*

Some problems of MQA are not addressed at all by current QA technologies:

**Question focus.** Sometimes, the answer type is not enough to determine what a question is about. Other information contained in the question is needed to understand its goal. This information is defined as the *focus* of the question (Moldovan and Harabagiu, 2000). Although different systems use different names for the idea of question focus, it is regarded to be very important in question processing. However, there is still no special technique to tackle this problem.

**Yes–no questions.** As mentioned, most current QA systems focus on *wh-* questions; *yes–no* questions are still left untouched. However, we have found that they are very common in our collection of clinical questions that arose in patient treatment. Efficient processing of *yes–no* questions is an important task in MQA.

3.2 Question–answer matching

The matching of question and answer is the process that most GQA systems put great effort into. Different methods are applied according to different views of the problem. The approaches can be classified into two categories: knowledge-intensive and data-intensive. Knowledge-intensive approaches try to find the correct match between a question and the answer by using effective natural language processing techniques that combine linguistic and real-world knowledge. Typical systems include those of Pašca and Harabagiu (2001) and Hovy, Hermjakob, and Lin (2001). Data-intensive approaches explore information embedded in the data sources to extract the evidence that supports a good answer. They can be further divided into information extraction–based (Soubbotin, 2001), redundancy–based (Clarke et al., 2001; Dumais et al., 2002), and statistical QA (Ittycheriah et al., 2001). Many systems contain elements of both approaches.

Although there have been many technologies developed for matching the answer with the question, they are not applicable to the medical area directly for the following reasons.

**Knowledge taxonomy.** WordNet is the main knowledge base that most current GQA systems use in analyzing relationships among words when calculating the similarity of a question and a candidate answer. However, as a general-purpose knowledge base, it is not possible for WordNet to cover all the concepts in any particular domain, such as medicine. A domain-specific knowledge base is needed. For example, it may be important to know that metoprolol is an instance of β-blocker in order to locate the correct answer. A good complement to WordNet is the Unified Medical Language System (UMLS) (Lindberg et al., 1993), developed by the National Library of Medicine. UMLS contains three knowledge sources: the Metathesaurus, the Semantic Network, and the Specialist Lexicon. The Metathesaurus represents biomedical knowledge by organizing concepts according to their relationships and meanings. It will be very helpful in tasks such as query expansion and answer-type identification in MQA.

**Named entity identification.** As the types of NE in the medical area are different, the method of
identifying them must be changed accordingly. For example, an MQA system must be able to distinguish medication from diseases. Medical terminology plays an important role in NE identification, as before a concept can be classified, the corresponding terminology has to be recognized to make sure that the correct concept is found. In the medical domain, different phrases can be used to refer to the same medical concept. For example, a drug may be referred to by its abbreviation, its common name, or its formal name (ASA, Aspirin, acetylsalicylic acid). Also, different medical concepts may have the same abbreviation, which will lead to ambiguities in concept understanding.

**Data source.** A medical data source is often organized in accordance with a hierarchy of medical concepts. For example, *Clinical Evidence* (Barton, 2002) groups clinical data according to disease categories. The positive aspect of such well-organized data is that once the candidate answers are found, it is very likely that they include the correct answer. However, it is unlikely that the answer for a question will appear redundantly in many different places in the data source. This is different from GQA systems, which usually require a relatively large number of redundant answer candidates to support good performance by the system.

In current GQA systems, a correct answer to a question is often independent of its context. This is not the case in the medical data, in which the context containing a candidate answer may be important to the question-answer matching. The context usually explains a conclusion, provides more evidence, or even presents contrary evidence. A correct answer may be missed or the incorrect answer may be extracted if the context is not considered in the matching process.

**Complicated constraints.** Clinical questions often contain a very specific description of the patient conditions, as shown in the following examples:

- **Q:** Should β-blocker (metoprolol) be used to continue treatment for a male with hypertension and coronary artery disease even though he has Type 2 diabetes mellitus?
- **Q:** Do patients surviving an AMI and experiencing transient or ongoing congestive heart failure (CHF) have reduced mortality and morbidity when treated with an ACE inhibitor (ex. Ramipril)?

The detailed description of the patient acts as a constraint in matching with candidate answers. As the complexity of questions increases, more sophisticated techniques are needed to find a matching answer.

### 3.3 Answer extraction

An MQA system should be able to answer clinical questions in the course of patient treatment. Hence the format of the answer is important, and this will affect the answer extraction process. For the three types of questions—*wh*-questions, *yes–no* questions, and *no-answer* questions—the EPoCare study of user requirements shows that both a short answer and a long answer should be prepared. The short answer provides accurate and concise information to the physicians so that they can make the decision quickly. For *yes–no* questions, the answer can be just *yes* or *no*. If the system cannot find an answer for a question, it should indicate this explicitly as its short answer. But sometimes clinicians want to read a long answer that may contain explanation of the evidence or other results of related experiments. For the no-answer questions, physicians may expect to read at least some relevant information. It is thus important to determine what relevant information should be included in the answer extraction.

### 3.4 Evaluation metrics

Evaluation of QA systems in the medical area is different from current evaluation methods for general QA systems. The Text Retrieval Conference uses the Mean Reciprocal Rank (MRR) as an evaluation metric. In this method, a system may return an ordered list of up to five different candidate answers to a question, and the score received is \(1/n\), where \(n\) is the position in the list of the correct answer (if it appears at all); for example, if the correct answer is fourth in the list, the system receives a score of 0.25 for that test item. This metric cannot be applied here, since returning a list of alternative candidate answers to a question, each of which must then be further verified, is not acceptable for a clinical question that is posed on site.

Different answer formats should be evaluated separately. The short answer should be concise. So what

---

3 A no-answer question is one for which an answer cannot be found. It is not a *yes–no* question for which the answer happens to be *no*. 
a concise answer is must be defined (at least for the *wh*-questions). A long answer needs to provide detailed information that explains the short answer. For no-answer questions, relevant information (if there is some) should be returned. For these two types of answers, it has to be clear (1) what information can be viewed as “detail” or “relevant”; (2) what the difference between the two is; and (3) how much information should be included.

Partial answers should be considered in the evaluation. If part of the correct answer is included in the system output, it should be evaluated according to the importance of the correct information. A partial answer that contains more crucial information should obtain a higher score. Similarly, if an answer helps make a wrong decision, it should be punished in the evaluation.

### 4 Locating answers by role identification

From the discussion in the previous section, we can see that MQA poses new challenges for QA research that require new approaches. We have found that the use of *roles* and *role identification* is effective, and we take them as an organizing principle for MQA that goes beyond the use of named entities in GQA. This section will explain the principle. In this approach, the four roles represented by PICO will first be located in both the natural-language question and the candidate answer texts obtained by the retrieval phase. For example, PICO roles would be identified in these candidate answers as shown by the labelled bracketing.

One RCT found [no evidence that (low molecular weight heparin)I is superior to (aspirin alone)C for the treatment of (acute ischaemic stroke in people with atrial fibrillation)P.  

(Thrombolysis)I (reduces the risk of dependency, but increases the risk of death)O.

We found [no evidence of benefit]O from (surgical evacuation of cerebral or cerebellar haematomas)I.

In the matching process, the roles in the question will be compared with the corresponding roles in the answer candidates to determine whether a candidate is a correct answer.

#### 4.1 Why roles?

In GQA systems, as mentioned, in the question-answer matching process, usually the answer candidates are first checked to see if they contain the expected answer type, in order to rule out irrelevant candidates. This is shown to be efficient, as indicated by Harabagiu et al. (2001): systems that did not include NE recognizers performed poorly in the TREC evaluations. The effectiveness of this method depends on successfully recognizing NEs in the answer candidates. However, for questions that cannot be answered by named entities, the QA task is more complex, as it will be more difficult to recognize the corresponding answer type in the answer candidates.

The same problem occurs in MQA. The important information in medical text usually corresponds to the basic PICO fields. For example, therapy-related text describes the relationships among four elements: the status of the patient, the therapy, the comparison therapy, and the clinical outcome. Descriptions of the diagnosis process often consist of the patient status, the test method, and the outcome. These elements are the key concepts of understanding medical text. They act as different *roles*, which together construct the meaning of the text. While some of the roles correspond to NEs, others do not. For example, in answering a therapy-related question, the patient status and the therapy can often be treated as NEs, but the clinical outcome often cannot be. In a description of diagnosis, the test process often is not represented by an NE. While medical NEs can be expected to be recognized by applying terminology techniques with the support of UMLS, the recognition of non-NE roles in the answer candidates, on the other hand, becomes the main challenge.

Thus, it is not sufficient to use information-extraction techniques, as in some GQA systems (Paşca and Harabagiu, 2001; Soubbotin, 2001), in which patterns are matched against the text to fill in the roles in the template. In such systems, the coverage of the pattern set is quite limited; it is very time-consuming to manually construct a large set of suitable patterns, especially for complicated phrasings; and the patterns are very specific: specific words or phrases are usually required to occur at a fixed location in each pattern, making it applicable only to expressions phrased in exactly the same way. While we will need to look for some specific words, we need much greater flexibility than is afforded by simple pattern-matching to identify the PICO roles in the text. This can be done by analyzing the different roles and their relationships.
4.2 Understanding the data
To apply a role-based method in MQA, we need to deal with the following problems:

1. Identifying the roles in text.
2. Determining the textual boundary of each role.
3. Analyzing the relationships among different roles.
4. Determining which combinations of roles are most likely to contain correct answers.

Our work currently focuses on therapy-related questions. We manually analyzed 170 sentences from the Cardiovascular Disorders section of *Clinical Evidence* to obtain a better understanding of these problems. Among the sentences, 141 contained at least one role that we are interested in. For therapy-related questions, we found that often if an outcome role appeared in a sentence, then the sentence provided some interesting information related to clinical evidence. But clinical outcome is the most difficult non-NE role to locate.

4.2.1 Identifying clinical outcomes
In our analysis, we found that the lexical identifiers of clinical outcome belong to three part-of-speech categories: noun, verb, and adjective. For example:

Thrombolysis reduces the risk of dependency, but increases the risk of death.

Lubeluzole has also been noted to have adverse outcome, especially at higher doses.

Some words that identify outcomes are listed below:

**Nouns**: death, benefit, dependency, effect, evidence, outcome.

**Verbs**: improve, reduce, prevent, produce, increase.

**Adjectives**: responsible, negative, adverse, slower.

Clinical outcomes must be carefully distinguished in the text from the outcomes of clinical trials themselves. We refer to the latter as *results* in the following. A result might or might not include a clinical outcome. They often involve a comparison of the effects of two (or more) interventions on a disease. Sometimes a result will state that an outcome did not occur:

One RCT found evidence that hormone treatment plus radiotherapy versus radiotherapy alone improved survival in locally advanced breast cancer.

In the systematic review of calcium channel antagonists, indirect and limited comparisons of intravenous versus oral administration found no significant difference in adverse events.

We found no evidence of benefit from surgical evacuation of cerebral or cerebellar haematomas.

The identifiers of results form another group:

**Result**: evidence, difference, comparison, superior to, versus.

4.2.2 Determining the textual boundary of clinical outcomes
In determining the textual boundary of an outcome, the four groups of words are treated separately. Our finding is that for the noun identifiers, the noun phrase that contains the nouns will be an outcome. For the verb identifiers, the verb and its object together constitute an outcome. For the adjective identifiers, usually the adjective itself is an outcome. If several identifiers occur in one sentence, the outcome is all the text indicated by one or more of the identifiers.

Determining the textual boundary of the results of clinical trials is more complicated. If a result is a comparison of two or more interventions, it will contain the interventions, words that indicate a comparison relationship, and often the aspects that are compared. In the first of the previous group of examples, the elements of the results are evidence, hormone treatment plus radiotherapy versus radiotherapy, and improved survival. However, if the interventions can be identified as NEs, it will not be too difficult to determine the boundary.

We tested these simple rules manually on 50 sentences from *Clinical Evidence* on the topic of acute otitis media. Out of 54 outcomes (including both clinical outcomes and clinical trial results), 45 were identified correctly, and 40 correct textual boundaries were found.

4.2.3 Relationships among roles
We have also found that roles are helpful in understanding the relationships between sentences. For example, if a sentence contains only the intervention role and the following sentence contains only the problem and outcome, then it is very likely that the combination of the two sentences represents a complete idea and the roles themselves are related. We believe that as the work continues, more interesting relations will be found.
5 Conclusion

We have described our work in progress on adding natural language analysis to query-answering the EPoCare project. Although this work is at a relatively early stage, we have analyzed the limitations of GQA technologies in MQA and are developing techniques whose organizing principle is the identification of the semantic roles in both question and answer texts, with our initial emphasis being on the latter.
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