Abstract

Deep neural networks have largely demonstrated their ability to perform automated speech recognition (ASR) by extracting meaningful features from input audio frames. Such features, however, may consist not only of information about the spoken language content, but also may contain information about unnecessary contexts such as background noise and sounds or speaker identity, accent, or protected attributes. Such information can directly harm generalization performance, by introducing spurious correlations between the spoken words and the context in which such words were spoken. In this work, we introduce an unsupervised, encoder-agnostic method for factoring speech-encoder representations into explicit content-encoding representations and spurious context-encoding representations. By doing so, we demonstrate improved performance on standard ASR benchmarks, as well as improved performance in both real-world and artificially noisy ASR scenarios.

Index Terms: Automated Speech Recognition (ASR), Latent Space Disentanglement, Factorized Representations, Semi-Supervised Learning

1. Introduction & Background

Despite recent progress in methods for automated speech recognition (ASR), understanding speech in noisy situations remains a challenging problem, even in high resource languages such as English. Not only must speech encoders understand and model the utterance’s natural language, but they must also model a wide range of background and speaker-specific phenomena. Recent work [1, 2, 3, 4] have shown that explicitly modeling the context of a training sample, such as visual context [1, 2], the background of an image [3], the speaker [4, 5], and even the dataset identity [6], can help to improve modeling performance.

Research leveraging factored representations to disentangle latent variables has largely been limited to the vision domain. Pioneered by Tenenbaum et al. [7], who used bi-linear models to separate style from content, such methods have repeatedly shown [8, 9, 10, 11, 12] that some form of latent-factor disentanglement can significantly improve the generalization performance of vision models. However, such methods have largely remained absent from work in the speech domain, particularly in the field of automated speech recognition. Recently, Xin et al. [13] and Gong et al. [14] demonstrated the benefits of disentangled representations when generating speech from text. Wang et al. [15] showed the same for voice conversation, while Kwon et al. [4] demonstrated gains in speaker recognition. Thus, it is clear that explicitly disentangled representations have the potential to improve generalization in a wide range of speech-related problems.

In this work, we aim to extend the research in disentangled representation to the field of automated speech recognition. We argue that any speech utterance can be factored along two major axes: content and context. The content of an utterance is the raw natural language contained within the data, while the context of an utterance is a representation of the background environment, environmental cues, speaker identity, and other spurious content. By disentangling these representations, we aim to improve the generalization of the model, as spurious correlations will be encoded in the context representation over the content representation (which will be used for downstream ASR).

This work consists of several primary contributions:

1. We introduce the first-ever ASR-centric and encoder-agnostic model approach for factorizing the latent space of a speech encoder into content-centric and context-centric representations.
2. We develop several unsupervised loss functions based on contrastive learning, masked language modeling, and mutual information optimization, for training factored representations without additional labeled speech data.
3. We demonstrate that latent-factored representations show improved performance on standard ASR data, as well as significantly improved performance in both artificially noisy and real-world noisy scenarios.
Figure 2: Overview of our proposed architecture. Raw audio features are extracted and then masked in a BERT-style masking approach to preserve noise robustness [16]. We then pass the masked frames through an arbitrary speech encoder, and from those embeddings, generate a content embedding (containing the content of the frame) and a context embedding (containing background and noise information). Using these embeddings, we perform several downstream tasks to improve and separate the representations, as discussed in section 2.

2. Methods

In this work, we aim to factor the latent representation of an arbitrary frame-centric speech encoder into two components: a content-centric representation useful for ASR, and a context-centric component that encodes background and spurious correlations. Our goals in designing such a content-context disentangled representation are several-fold:

1. Maximize the mutual information between the content representation, and the correct ASR labels.
2. Encourage the content representation to encode background features and noise.
3. Minimize the mutual information between the context-representation and the content representation.

In this work, we achieve the second and third goals in an unsupervised fashion. In the future, we would like to explore options for achieving the first goal (i.e., maximizing the mutual information between the content-representation and correct phonemes) in an unsupervised way as well. Our overall architecture is specified in Figure 2, and consists of two main components: (a) a factor-generator network that splits the frame-level outputs of an existing speech encoder into several factored representations of dimension $F$, and (b) a set of losses which encourage the above goals.

2.1. Factorized Learning with Cyclic Reconstruction

Unfortunately, many methods [8, 9] for disentangled representations require access to additional labeled data to supervise the paired factors. With a lack of labeled data already available for under-resourced languages, such methods are out of reach in most ASR application domains. We focus on learning disentangled representations in an unsupervised manner, e.g., unsupervised disentangling of features through the minimization of mutual information between latent representations during training. Minimizing the mutual information between two vectors is notably difficult, as no explicit upper bound for the mutual information can be directly optimized. Most recent work on learning disentangled representations such as Sanchez et al. [12] has relied on discriminator-centric estimation methods such as MINE [17], which provides an approach for estimating the mutual information using a GAN-like discriminator. A significant drawback of these methods is instability during training caused by the adversarial losses, compounded with the complexity of min-max learning in a multi-loss framework.

Thus, instead of leveraging a discriminative model, we minimize the mutual information between our factors using DiCyR [3], which leverages cyclic-reconstruction and gradient-reversal layers [18] to maintain the constraint that the content representation shares little mutual information with the context representation. Let $\Pi_{\text{context}}(e_i)$ be the context encoding of the frame $e_i$, and $\Pi_{\text{content}}(e_i)$ be the content encoding of speech-encoded representation $e_i$ (encoding frame $f_i$). Leveraging DiCyR, we also define three models, $\phi_{\text{content}}$, $\phi_{\text{context}}$ and $\phi_{\text{joint}}$ which are designed to reconstruct the content from the context, context from the content, and original audio frames from both context and content respectively. Thus, we optimize:

$$L_{\text{mi}} = L_{\text{m-content}} + L_{\text{m-context}} + L_{\text{m-joint}}$$

where

$$L_{\text{m-content}} = \| \Pi_{\text{context}}(e_i) - \phi_{\text{content}}(\text{GRL}(\Pi_{\text{context}}(e_i))) \|^2$$
$$L_{\text{m-context}} = \| \Pi_{\text{context}}(e_i) - \phi_{\text{context}}(\text{GRL}(\Pi_{\text{context}}(e_i))) \|^2$$
$$L_{\text{m-joint}} = \| f_i - \phi_{\text{joint}}(\Pi_{\text{context}}(e_i), \Pi_{\text{context}}(e_i)) \|^2$$
and $GRL(\cdot)$ is a gradient reversal layer. In practice, both the $\phi$ and $\Pi$ projections are implemented as shallow MLPs with several hidden layers and ReLU activation.

2.2. Unsupervised Background-Contrastive Learning

Minimizing the mutual information between the content and context representations may be insufficient alone to improve the quality of the model, as context-specific (but rare) information can still propagate through the content representation. To reduce this likelihood, we explicitly introduce the notion that the context-representation should fully model the background information, by encouraging the context-representation to be invariant between frames. To facilitate learning this invariant, we leverage a contrastive learning framework based on SimCLR [19], which has shown promise when modeling invariants in the Computer Vision domain. A similar technique was used in Baevski et al. [20] in the ASR domain. Our implementation exploits the idea that within an utterance, the context embedding should remain the same (while the content often differs). Let $\Pi_{context}(e^i_k)$ be the speech-encoder context representation of sample $k$, frame $i$. Thus, we can define the loss for a sample as:

$$l_{k,i,j} = -\log \frac{\exp(\Pi_{context}(e^i_k) \cdot \Pi_{context}(e^j_k))}{\sum_{l=1}^{M} \exp(\Pi_{context}(e^i_k) \cdot \Pi_{context}(\Pi_{context}(e^l_k)))}$$

$$L_{\text{contrast}} = \frac{1}{N} \sum_{k=1}^{N} \frac{1}{|k|} \sum_{i=1}^{|k|} \sum_{j=1}^{|k|} l_{k,i,j}$$

where $|k|$ is the length of sample $|k|$, $N$ is the batch size, and $M$ is the number of sampled negatives.

2.3. Additional Noise-Robustness with Masked Language Modeling

Recently, HuBERT [21] has demonstrated that pre-training speech encoders using masked language modeling techniques, drawn from the NLP domain, can significantly improve the robustness of ASR models, particularly in noisy domains. As shown in Figure 2, we modify the input to our base speech encoder to perform frame-level masking in addition to SpecAugment masking, masking each frame with a probability $\pi_{mask}$. In most of our experiments, we find that setting $\pi_{mask} = 0.15$ gives the best performance.

2.4. Experimental Design

Speech Encoders: Because our method is speech encoder agnostic, we evaluate our method using two speech encoders: An RNN-based encoder similar to the one in use in RNN-T [22] encoder, and the more recent Conformer encoder [23], which leverages attention-based modeling. For the RNN-T encoder, we use a six layer LSTM encoder with a hidden dimension of 1024 (66M Params). For the conformer encoder on Librispeech, we follow Gulati et al. [23] and use a 17 layer encoder with a hidden dimension of 512 (118M Params). For internal Alexa-AI data, we use a conformer model with 208.37M parameters. For the ASR models, we use an LSTM-based decoder with two layers, and a hidden dimension of 1024. All models leverage ReLU activations, batch-normalization, and dropout of 0.1. For the ASR tokenization, we use a sentence-piece model [24] with a vocab size of 640 (librispeech) and 4096 (internal).

Losses: Combining the losses from subsections 2.1, 2.2, and 2.3, in addition to the standard joint-model ASR loss [22] using the content embeddings as the speech encoder output (as shown in Figure 2, which we refer to as $L_{\text{asr}}$) we optimize the combined loss function:

$$L_{\text{total}} = L_{\text{asr}} + \lambda_{\text{nl}} L_{\text{nl}} + \lambda_{\text{contrast}} L_{\text{contrast}}$$

where the $\lambda$ values represent hyper-parameter tradeoffs between the different loss terms.

In practice, this loss function has heavy regularization effects. To balance these effects while retaining the same number of parameters, we find that decreasing the dropout ratio and learning rate during training can lead to improved performance.

Datasets: We both train and evaluate the proposed model on the LibriSpeech [25] dataset, which consists of 970 hours of labeled speech. Librispeech consists of two splits: “test-clean” and “test-other”. “Test-clean” is composed of 5.4 hours of relatively clean speech, while “test-other” consists of 5.1 hours of uncleaned speech data. In addition to Librispeech, we demonstrate the real-world performance of our method by training on 300K hours of transcribed and self-distilled unlabeled Alexa speech data. Using this model, we present evaluation results on several Alexa-AI datasets: “Base” containing 41K utterances that well-represent general Alexa speech tasks, and “Rare”, containing 48K utterances representing the long-tailed distribution of rare words. For training on the Alexa data, we use 120K hours of labeled utterances, with an additional 300K hours of self-supervised training data. All internal datasets have been processed to de-identify user data.

Data Pre-Processing: Speech utterances are pre-processed by first performing a global normalization, where audio signals are normalized to have zero mean, and unit standard deviation. Following normalization we extract, as input, 64-dimensional Log-FilterBank Energy (LFBF) features [26]. Three frames are then stacked to generate 192-dimensional inputs, which are then augmented using SpecAugment [27] with two frequency masks, twenty time masks, an adaptive multiplicity of 0.04, a maximum ratio of masked frequencies of 27/80 and a maximum ratio of masked time frames of 0.04.

Artificial Noise: To simulate noisy situations, we perform data-mixing during testing where two utterances $u_a$ and $u_b$ are mixed at a frame level to generate $u_m = (1 - \alpha_m)u_a + \alpha_m u_b$. The label of $\mu_k$ is preserved as a reference label for $\mu_k$. Utterances are mixed at random, however, the chosen mixed utterances are the same across evaluations.

Implementation and Optimization Details: In our experiments, we use a factor-dimension $F$ of 512, and a factor-projection model consisting of three hidden layers, ReLU activations, and a hidden dimension of 512. In practice, we found that for masked language modeling, a masking ratio of 0.15 was the best during training. When trading off between features, we found that $\lambda_{\text{contrast}} = 0.3$, and $\lambda_{\text{nl}} = 0.1$ to be optimal on a dev-set. For Librispeech, the model is implemented in Tensorflow, and is trained using 24 Nvidia V-100 GPUs for 65 epochs with a batch size of 2048 and the Adam optimizer, with a learning rate of $3e^{-4}$. For the Alexa-AI datasets, the model is trained using 104 Nvidia V-100 GPUs for 120 epochs with a batch size of 832 and the Adam optimizer, with a warmup/hold learning rate
Table 1: Results summary of word error rate for the Librispeech dataset with no additional language model. FR: Factored Representation, BG-C: Background-Contrastive Objective, MLM: Masked Language Modeling

| Method     | FR | BG-C | MLM | test-clean | test-other |
|------------|----|------|-----|------------|------------|
| RNN-T      |✓  | 6.05 | 15.43 |
| Conformer  |✓  | 2.13 | 4.31 |
| Baseline   |✓  | 2.12 | 4.28 (±0.75) |
|            |✓  | 2.14 | 4.30 (±0.25) |
|            |✓  | 2.10 | 4.26 (±1.36) |
|            |✓  | 2.11 | 4.20 (±2.58) |
|            |✓  | 2.09 | 4.16 (±5.48) |
|            |✓  | 2.07 | 4.10 (±7.75) |

Table 2: Relative percent improvements of our proposed models over baseline models (no language model) on the Alexa-AI Base and Alexa-AI Rare datasets.

| Method          | rel. WER | rel. SUB | rel. INS | rel. DEL |
|-----------------|----------|----------|----------|----------|
| Alexa-AI Base   |          |          |          |          |
| RNN-T           | 2.1%     | 3.0%     | 2.1%     | 5.1%     |
| Conformer       | 4.47%    | 4.3%     | 0.01%    | 7.5%     |
| Alexa-AI Rare   |          |          |          |          |
| RNN-T           | 3.9%     | 2.7%     | 0.06%    | 1.9%     |
| Conformer       | 4.50%    | 4.9%     | 5.49%    | 2.9%     |

3. Results & Discussion

Table 1 demonstrates the performance of our model on both the RNN-T and Conformer encoders when trained and evaluated on the Librispeech dataset. We can see here that using the factored representation alone does not add much additional benefit, which as discussed in subsection 2.1, makes sense as forcing the model to encode foreground and background separately does not actually add any representational power on its’ own. Additionally notable, adding background-contrastive learning to a non-factored representation actually performs worse in most situations, suggesting that alone (without the factorization), the contrastive learning only serves to confuse the model. Of the single techniques, only MLM improves performance. When combining the factored representation with the background-contrastive learning or MLM, performance notably improves, and combining all three of the losses leads to the optimal improvement over the baseline models.

These gains are not only limited to Librispeech. Table 2 demonstrates the performance of our model when trained on real-world Alexa-AI benchmarks. From these results, we can see that the model achieves similar gains on both the Base and Rare datasets, with gains on the rare data word-error-rate slightly outpacing those on the base dataset. Because we expect our model to mainly handle noise (and not necessarily allow for additional representation), the fact that the gains are similar on these datasets makes some sense (as they are drawn from the same noise distributions). Notably, the model seems to make the most gains in substitutions and deletions, which are often caused by noisy situations.

To further validate the fact that our model is performing well in noisy scenarios, Table 3 demonstrates the performance of our method on artificially noisy data. We can see that while the performance degrades rapidly as we introduce noisy data (up to 30% mixed samples), our model is able to significantly outperform the baseline method. It’s interesting to see that for both Table 3 and Table 1, the performance on the test-other dataset improves more, relative to the test-clean dataset. This performance increase is likely due to the data: in the test-other dataset, modeling the background is far more important than modeling the foreground.

4. Conclusion

In this work, we have introduced a novel unsupervised, encoder-agnostic method for factoring speech-encoder representations into explicit content-encoding representations, and spurious context-encoding representations. We demonstrate that our method performs well on several encoders and datasets, as well as that our method is robust to both real-world and artificial noise. While this work is a strong first step towards exploring disentangled latent spaces for ASR, there is significant space to expand how we train such factored representations. While our current method factors along the explicit axes of content and context, we believe that the number of factors could be expanded to include variables such as visual and multi-modal referential content, speaker language and identity, device and input-specific profiles and geographic or regional factors among others. While such factors may require additional labeled data, they can help to further build disentangled representations of audio which focus on content over context. We strongly believe that such disentangled representations present a path forward for integrating and improving ASR models in a wide range of domains and applications.
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