Do physicists stop searches too early?
A remote-science, optimization landscape investigation.
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Despite recent advances driven by machine learning algorithms, experts agree that such algorithms are still often unable to match the experience-based and intuitive problem solving skills of humans in highly complex settings. Recent studies have demonstrated how the intuition of lay people in citizen science games1 and the experience of fusion-scientists2 have assisted automated search algorithms by restricting the size of the active search space leading to optimized results. Humans, thus, have an uncanny ability to detect patterns and solution strategies based on observations, calculations, or physical insight. Here we explore the fundamental question: Are these strategies truly distinct or merely labels we attach to different points in a high dimensional continuum of solutions? In the latter case, our human desire to identify patterns may lead us to terminate search too early. We demonstrate that this is the case in a theoretical study of single atom transport in an optical tweezer, where more than 200,000 citizen scientists helped probe the Quantum Speed Limit1. With this insight, we develop a novel global entirely deterministic search methodology yielding dramatically improved results. We demonstrate that this “bridging” of solution strategies can also be applied to closed-loop optimization of the production of Bose-Einstein condensates. Here we find improved solutions using two implementations of a novel remote interface. First, a team of theoretical optimal control researchers employ a Remote version of their dCRAB optimization algorithm (RedCRAB), and secondly a gamified interface allowed 600 citizen scientists from around the world to participate in the optimization. Finally, the “real world” nature of such problems allow for an entirely novel approach to the study of human problem solving, enabling us to run a hypothesis-driven social science experiment “in the wild”.
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I. INTRODUCTION

In modern scientific research, high-tech applications, such as quantum computation3, require exquisite levels of control while taking into account increasingly complex environmental interactions4. At the same time, addressing emergent phenomena such as global sustainable development challenges5 requires interdisciplinary collaboration and appropriate mixtures of domain-specific methodologies. Across the natural and social sciences, finding good solutions to complex problems can be viewed within the unifying mathematical framework of a search problem over a non-convex high-dimensional function with many local optima. This concept of search within a fitness landscape emerged as early as the 1930s in biology6, and has become a ubiquitous modeling tool across disciplines including evolutionary biology7, physics1,8,10, computer science11, management12, and anthropology13. Generally, search can be approached with local or global optimization methods. Local solvers are analogous to greedy hill climbers. They are efficient, but all solutions within a basin of attraction fall into the same local optimum and are therefore locally trapped. The global methods attempt to escape these basins by taking stochastic steps outside, which typically increases the runtime dramatically compared to the local solvers.

Achieving the proper balance between these is often referred to as the exploitation/exploration trade-off in both machine learning (ML)14 and social sciences15.

As global search algorithms effectively rely on random jumps, much effort in computer science is focused on developing algorithms that exploit the topology of the landscape to adapt search strategies and make better-informed jumps14,16,19. Machine learning algorithms have achieved success across numerous domains, however, there is a growing effort to return to the subject’s roots (i.e. the study of human cognition)20 by increasingly learning from human behavior and psychology in order to realize truly domain-general artificial
intelligence. The necessity of human input is demonstrated by the fact that the impressive advances in the field of (deep) neural network ML in recent years have not only arisen due to the increasing computational power and algorithmic advances, but also due to the increasing availability of massive human-labeled data sets [21]. Thus, as more systems of human-machine hybrid intelligence [2, 22] emerge, a critical challenge in the future will be the development of efficient techniques for people to take advantage of ML algorithms and an increased understanding and application of the value of the uniquely human contribution.

One approach to harness this potential contribution stems from the emerging field of citizen science [25]. Despite the common perception of humans as error-prone agents, there is a rapidly growing range of projects enabling people to solve problems that are beyond the capabilities of current computer algorithms. The concept of “games with a purpose” and the field of human computation have demonstrated many novel approaches for combining human and machine problem solving [26–29]. More recently, the creativity and intuition of non-experts have demonstrated many novel approaches for solving problems that are difficult to encode in a computer algorithm. Often, citizen scientists are able to jump across very rugged landscapes and solve non-convex optimization problems efficiently using search methodologies that are difficult to encode in a computer algorithm.

On www.scienceathome.org, our online citizen science platform, more than 200,000 people have so far contributed to the search for novel solutions to fast, 1D single atom transport [1]. Surprisingly, player solutions bunch into distinct groups (clans). Here we refer to such a group of related solutions all employing the same underlying physical intuition as a strategy. In the current work we pose the general question: Are established strategies in physics truly distinct, or are they simply labels we attach to different points in a continuum of possible solutions due to our inability to probe the entire solution space? In the latter case, coupled with the human desire to create identifiable patterns, this might cause us to terminate our search and prevent us from discovering the true global optimum. This premature termination of search nicely illustrates the stopping problem [35, 36] considered in both computer algorithms and social science. Random jumps in global search lead to potentially unbounded running time and therefore often require a decision to stop searching when the best solution so far is deemed “good enough”. A large body of literature has proposed analytic solutions for certain small, well-defined problems [35]. However, for large complex problems no analytic solutions exist and heuristics are instead required. For decades, the field of judgment and decision making has studied how humans employ satisficing, a heuristic that decision makers employ to stop searching after reaching an acceptable threshold [37]. How human decision makers determine these thresholds is a subject of intense debate [38].

Here, we explore the stopping problem and the possible uniqueness of identified strategies (clans) in terms of the topology of the fitness landscape: a function $J(\bar{u}) \in \mathbb{R}$ given by the control variables $\bar{u} \in \mathcal{S}$, where $\mathcal{S}$ is the set of possible solutions. Proving that a given solution is locally optimal involves extensive numerical work in either random sampling or systematic reconstruction of the full Hessian in the surrounding high-dimensional space [39]. In contrast, the same can be disproven simply by identifying a path of monotonously increasing yield in the landscape connecting it to another solution, which we shall denote a bridge. The topology of the fitness landscape depends critically on the choice of parametrization or representation. Figure 1a) illustrates a simple example of a challenging landscape which exhibits a negative curvature along the two orthogonal directions indicated with red lines and appears neutral, i.e., it has a flat plateau along a mixed direction. The bridge illustrated in figure 1b) by the blue dashed line could potentially be detected using random sampling combined with methods like principal component analysis [40]. However, if the bridge only exists along a certain axis and is very narrow it may become prohibitively complex to find as the number of dimensions grows.

Extending our previous research on the gamified atomic transport problem [1], we here investigate the uniqueness of the identified solution strategies by introducing the heuristics (a practical but not guaranteed optimal solution method) to explore along the high-dimensional vector connecting two distinct strategies. Surprisingly, we locate a narrow connecting bridge of high fidelity solutions. This demonstrates that for this problem a continuum of solutions with no clear physical interpretation can in fact be traced out if all hundreds of control variables are changed synchronously in the appropriate way. We employ this knowledge of the structure of the control landscape to introduce, to the best of our knowledge, the first quantum realization of a global search methodology without any random component and demonstrate clear improvements compared to previous citizen science based and purely numerical search strategies [1].

Despite the growing examples of successful citizen science projects, the field has been criticized for not yielding transferable insights. Here we demonstrate such transfer by applying the topological insights above to the optimization of an ultracold atom experiment located at Aarhus University. Starting with four distinct, conventional strategies, which each appear locally optimal (with respect to single parameter variations), we demonstrate that bridges can again be identified. We then locate novel, higher yield strategies by performing a more extensive search of the parameter space using a remote control software named Alice [41] in two unconventional ways (see figure 1c). First, we realize the first cloud-based, closed-loop optimization of such systems by establishing a real-time, remote connection to the basis-adaptive numerical search algorithm RedCRAB, developed and run-
II. THEORETICAL OPTIMIZATION OF SINGLE PARTICLE TRANSPORT

In the following we briefly review the theoretical framework for gamified investigation of single atom transport in a controllable potential at the quantum speed limit (QSL) \[1\]. The framework is the citizen science game Quantum Moves \[45\] and in particular the specific level Bring Home Water (BHW) (see figure \[1\]). Here a graphically illustrated wavefunction of an atom in one dimension (|ψ⟩) must be collected from a static Gaussian shaped potential well (optical tweezer) and subsequently transported into the ground state within a designated target area. To realize this, the player dynamically adjusts the depth and position of a transport tweezer. The fraction of the state in the target state (the motional groundstate, |ψT⟩) is given by the fidelity $0 \leq F \leq 1$ defined as $F = |⟨ψ_T|ψ⟩|^2$. The player must also reach this state as quickly as possible (promoted by the introduc-

Finally, we demonstrate that our experimental setup allows for a hypothesis driven social science investigation into how citizen scientists are able to solve challenging natural science problems. In this step towards massively controlled, online social science experimentation, we lay the groundwork for circumventing many problem solving studies in social and cognitive science: artificially designed, small problems \[42\] based on relatively small scale studies with paid participants \[43\] from a demographically biased participant pool \[44\].

Figure 1. The topological concepts explored and the three remote-science investigations. a) Simple illustration of a non-trivial optimization landscape for two parameters denoted a and b demonstrating a topological feature that can complicate search in higher dimensions. Search only along an orthogonal set of directions, depicted by the red lines, may imply local optimality. To escape such a local trap, new search directions, or linear combinations of existing ones, have to be introduced which might enable one to find a bridge (blue, dashed line) leading to the global optimum of the landscape. If such a bridge is narrow and exists only along a specific direction it becomes increasingly difficult to identify with growing dimensionality of the optimization problem. b) Illustration of the concept of the superlandscape. Whereas the underlying optimization landscape consists of densely lying local optima, the superlandscape is defined as the smooth envelope function spanned on top of them. The two orange paths visualize the optimization with the GOLSS scheme by moving along the local optima of the underlying landscape towards an extremum in the superlandscape (for more details, see text). c) Remote scheme for RedCRAB and the Alice Challenge. The respective remote clients send experimental parameters through an online cloud interface which are turned into experimental sequences and executed by the Alice control program. The number of atoms in the Bose-Einstein condensate ($N_{\text{BEC}}$) serves as fitness value and is extracted from images of the atom cloud taken at the end of each sequence. The Alice control program closes the loop by sending the resulting $N_{\text{BEC}}$ back to the remote clients through the same cloud interface. d) Screenshots from Quantum Moves (see text for details). e) Screenshots of the Alice Challenge \[23\]. The left panel is a frame of the instructional video. Players can control the magnetic field gradient depicted by the yellow shaded coils and the two dipole beams in red and blue. The control happens in a client programmed with the cross-platform engine Unity \[24\] (right panel) and features a spline editor for shaping the ramps for which the same color coding was used.
tion of a time penalty in the game). Due to constraints in available resources, computer-based optimization at the QSL exhibits exponentially growing complexity [11, 46]. Solutions to this particular challenge are valuable, for example for the realization of a large scale quantum computer based on ultracold atoms in optical lattices [47] and optical tweezers [48].

The focus in quantum optimal control has been primarily on developing tailored local optimization algorithms like Krotov, GRAPE and CRAB [49–52]. The former two methods are very efficient, since they exploit the structure of the Schrödinger equation, whereas CRAB is universally applicable since it can use a gradient-free method to reach the optimum, and furthermore it has the attractive feature of operating in a reduced dimensional space. Recently, gradient-based optimization in a reduced basis has also been exploited in the GOAT and GROUP algorithms [53, 54]. All these local methods are typically turned into global optimizers by restarting over a wide range of initial seeds until they give sufficiently good results. In alternative efforts, global search methods such as Differential Evolution, CMA-ES, and reinforcement learning have been applied directly to quantum control [48, 55, 56] and very recently the local and global methods have been combined [51].

In Ref. [1] it was shown that the optimization of player solutions from the BHW challenge outperforms such purely numerical approaches for transport durations close to the QSL. The best results were found by optimizing the player solutions using the Krotov algorithm in a hybrid Computer-Human Optimization (CHOP). In order to compare the different solutions obtained with CHOP, a distance measure was introduced. A clustering analysis revealed that solutions fall into two distinct clusters denoted as “clans”. The solutions forming a clan all follow a similar strategy, to which one can assign a physical interpretation. One of the clans exploits quantum tunneling, while the members of the other clan use a classically inspired shoveling strategy [1]. The two strategies are depicted in figure 1a).

Here, we ask if these clans really represent physically distinct strategies in the sense that no mixed-strategy, high-yield solutions exist. Given the high dimensionality of the problem, an exhaustive exploration of the whole space is impossible to realize with a reasonable amount of time and resources. Instead, we investigated the topology of the landscape spanned by linear interpolation between the individual controls of representatives of the two clans. Given the interpolation parameter $\alpha \in [0, 1]$, the interpolated control is defined as

$$\bar{u}_{\text{int}}(\alpha) = \alpha \bar{u}_1 + (1 - \alpha) \bar{u}_2,$$

where $\bar{u}_1$ and $\bar{u}_2$ are the controls of the two solutions interpolated between. Figure 2a depicts a 2D visualization of the landscape corresponding to the interpolated solutions and local random perturbations to these using the t-SNE algorithm [57] as applied in Ref. [1]. The rapid decline in fidelity of the interpolated points and the multitude of points yielding zero fidelity suggests that the clans can be seen as extremely small regions of good, nearly optimal solutions in the underlying optimization landscape.

According to this interpretation, one would expect local optimization of these solutions to drag them towards either the shoveling or the tunneling optimal solutions and thereby yield a region of attraction for each clan. Instead, local optimization using the Krotov algorithm results in the high fidelity bridge shown in figure 2b. In our numerical optimization, the displacement in terms of the distance metric [58] of each optimized solution from the initial seed is fairly small: the optimization of the points in figure 2a leads to nearly vertical lines in the visualized landscape. This implies that as long as the right region of the landscape is explored, very close to the non-perfect trial solution lies a better solution. Additionally, each initial seed converged to a different optimum, i.e., new, distinct solutions have been found as illustrated by the yellow points of figure 2b. Thus, the landscape is locally very rugged, but rich in optima. Physically, we interpret the sharpness of the peaks and the density of optima in terms of the population along the different instantaneous eigenvalues of the problem. Due to the time-energy uncertainty relation, rapid transfer in the vicinity of the QSL can only be achieved by significant excitations, which ensure rapid relative phase evolution of the individual wave function components [59]. Towards the end of the process the population needs to be refocused into the ground state. Any minor perturbation to a path at some instant will in general lead to a decreased fidelity. However, it can (nearly) be compensated with another carefully chosen perturbation at another time, leading to many closely spaced locally optimal solutions.

The fact that a single 1D-line scan identifies a bridge is an illustration of a deeper underlying principle in numerical optimization: whereas nearly all of the many possible search directions yield poor behavior (illustrated by the blue and red points in figure 2a), once a good heuristic encapsulating the essence of the problem is determined, low dimensional search is sufficient [60] (i.e., along the ridge of figure 1a).

Given the density of locally optimal points, we now define the superlandscape as the approximately smooth envelope function spanned by the optimal points. If $O$ is a local optimization algorithm then this landscape is the composition $\hat{J} = J[O(\bar{u}(t))]$. Figure 1b) illustrates a simple, generic superlandscape. The underlying landscape consists of a dense collection of individual peaks with smoothly varying heights. The fidelity of a particular set of controls ultimately depends on the physical subprocesses (in this case excitations, phase evolution, and de-excitation). In most cases, it is reasonable to assume the fidelity to vary smoothly with variations in the subprocesses and we therefore conjecture the superlandscape (for this and many other physical processes)
Figure 2. Visualization of the construction of a bridge between the two clans of solutions of the BHW game. The process time was set to $T = 0.19$ (for a definition of units see [1]), which is below the estimated QSL for both tunneling and shoveling clans ($T = 0.25$ and $T = 0.20$ respectively). The colors in a) and b) denote the type of each solution. Note that for representation, the dimensionality has been reduced to two. Therefore, distances on the two horizontal axes should not be seen absolute and axes labeling was omitted. a) The result of using convex combinations of solutions and local perturbations of them to establish a connection between the two clans is shown. b) Local Krotov optimization was applied to the yellow marked points in a) and close-to-optimal solutions are attained. c) Infidelity of resulting optimized solutions. Starting from the established bridge from a), individual points were optimized using the GOLSS scheme (black, nearly vertical lines).

to be smooth over sufficiently small scales. If the superlandcape can be evaluated with sufficient speed (using efficient local optimization) then we propose to perform completely deterministic global optimization using a method that we call Gradient-Optimization and Local Superlandscape Search (GOLSS). Such a hybrid local-local optimization scheme has been recently proposed in the context of trap-free landscapes in the presence of noise [61]. In contrast, GOLSS entirely eliminates the random steps normally present in global optimization and could therefore potentially offer significant speedup compared to existing methods. In the illustration of [1], this means that GOLSS is able to deterministically jump between local optima of increasing quality towards an extremum in the superlandscape, as exemplified by the two orange paths. They illustrate that the superlandscape itself is not necessarily free from local optima.

Here, we use a Nelder-Mead type search [62] to implement GOLSS. We start this optimization of $\tilde{J}$ at a number of interpolated solutions along the located bridge. This results in significantly improved solutions as shown in figure 2c. These solutions are found at a duration of $T = 0.19$. The best optimized solutions from this combined search reached $F = 0.998$ in fidelity, which is an improvement of nearly two orders of magnitude in terms of infidelity over the best player optimized solution (CHOP) yielding $F = 0.929$. It also represents an improvement of the previously obtained numerical estimates of the QSL for both the tunneling and shoveling clans, which were at $T=0.25$ and $T=0.20$ respectively. When we inspect the actual solution it is clearly seen to be a combination of the tunneling and shoveling strategies, since it places the transport tweezer on top of the atom rather than to the left or right of it.

These results demonstrate that although the full problem has an intractable dimensionality often there exist simple seed spaces of high quality. Previously, in Ref. [1], we constructed these search spaces explicitly using parametrizations that emerged from data analysis of large amounts of numerical solutions. Recently, a similar approach was applied to extract low-dimensional search spaces for spin-chain dynamics using ML-generated data [46]. The search along convex linear combinations of existing solutions introduced here may provide a computationally inexpensive methodology to identify promising search directions in the multidimensional landscape. In addition, we believe that the concept of superlandscape and local search within it will be a useful metaheuristic for finding high quality solutions for quantum optimal control problems.

III. BOSE-EINSTEIN CONDENSATES IN DIFFERENT TRAP GEOMETRIES

Inspired by the theoretically well defined problem of the BHW challenge, the results of the analysis are applied to an ultracold quantum gas experiment. In these types of experiments, a dilute gas of atoms has to be cooled from a few hundred $^\circ$C to a few hundred nK. A crucial step in this process is evaporative cooling [39] to a Bose-Einstein condensate (BEC). Typically, the atoms are initially captured and held in traps created by magnetic fields and tightly focused laser beams. Subsequently, the depth of the trap is lowered so that the hottest atoms can escape and the remaining cloud rethermalizes at a lower temperature. Although these dynamics are classical and not quantum, it is still sufficiently difficult to model so as to constitute a high-dimensional, complex optimization problem. Without a full model of the system, special-
optimized optimal control algorithms like the previously used Krotov algorithm are not applicable. Additionally, the cooling of the atomic cloud, and thereby the evaluation of a single set of candidate controls, takes, in our case, about 35 s, which again puts severe constraints on the choice of optimization method.

Discovering optimized experimental sequences for ultracold quantum gas experiments has been investigated over the past decade by employing global closed-loop optimization strategies using genetic algorithms. However, due to the random component in the evolutionary search methodology, no studies have so far attempted to map out the landscape associated with BEC creation. In the global landscape spanned by all possible controls, it is unknown if there is a single optimal strategy for BEC creation, a continuum of connected optimal solutions for a set of equivalent controls realizing physically similar traps (i.e. a surjective mapping), or individual distinct locally optimal strategies of varying quality (see inset of figure 3a) for illustrations). Initial steps in this direction were recently taken by applying Gaussian process optimization to the evaporation ramps in order to determine which parameters would lead to a BEC. The authors concluded that the underlying landscape is trap-free, however, they did not explicitly optimize the size of the BEC and only operated within the space of one of the many strategies that exist for creating a BEC. Below, we discuss several such conventional strategies and their possible connections. In this study, rather than solely focusing on finding the global optimum, we also concentrate on investigating the topology of the landscape in an attempt to find answers to this fundamental question. Experimentally proving that a certain solution is a true optimum is cumbersome, because it requires the faithful reconstruction of the full Hessian. Given the experimental cycle time and the level of shot-to-shot noise, we instead concentrate on attempting to disprove optimality of a given solution by identifying a bridge connecting it to a solution of higher quality. First, we will investigate this for a set of standard strategies. Second, we will perform a broader search both using expert remote-optimization and a gamified citizen science approach, the Alice Challenge.

In our experiment, we capture $^{87}$Rb atoms in a trap made of two orthogonal, focused 1064 nm laser beams and a superimposed quadrupolar magnetic field which creates a magnetic field gradient at the position of the atoms and thereby forms a magnetic trap. We evaporatively cool the atoms past the phase transition to a BEC by lowering the intensity of the laser beams as well as the magnetic field gradient. This setting allows for evaporative cooling in two widely used trap configurations. First, making use of only the laser beams a purely optical trap can be created, commonly known as a crossed dipole trap (CDT) [71]. Second, a single laser beam can be combined with a weak magnetic trap which is denoted as a hybrid trap [72]. In both cases, the traps are initially loaded from a pure tight magnetic trap. Conventionally, two types of geometrically differing loading schemes are discussed: loading into a large volume trap exhibiting nearly spatially mode-matched type of loading from the magnetic trap into the final trap configuration or a small volume trap with only a small spatial overlap. The latter leads to a “dimple” type loading in which a smaller but colder atom cloud is produced. We can directly control the effective volume of the trap by translating the focus of one of the dipole trap beams and thereby changing the size of the beam at the location of the atoms. This inspired us to identify four initial “conventional” trap configurations (BEC creation strategies), the uniqueness of which will be investigated below: a small volume, narrow crossed dipole trap (NCDT), a large volume, wide, counterpart (WCDT) and similarly a hybrid (HT) and wide hybrid trap (WHT). At the end of the evaporation process, the traps are turned off and the atoms fall for 86 ms before being imaged with resonant light. The total atom numbers $N_{\text{tot}}$ and condensed atom numbers $N_{\text{BEC}}$ are extracted from these images. The optimization landscape topology is determined by the particular constraints imposed. In our case these limitations are vacuum life time, achievable magnetic field gradients, and available beam power.

### A. Line scan optimization

Initially, the control of the time-dependent light and magnetic fields during the loading and evaporation is limited to eight parameters. This is only a restricted representation and later we will relax this condition to allow for full $(3 \times 90)$-dimensional optimization set by the programming of the three ramps. The parameter sets of the four trap configurations are found and optimized locally with respect to $N_{\text{BEC}}$ in an iterative procedure by performing one-dimensional (1D) parameter scans. The result of such a procedure is shown in figure 3a) for the case of the HT. The scans clearly reveal a peak-like structure with a set of optimal solutions, which we will denote 1D-optimal. They hint at a topological structure of the full landscape as shown in inset i) of figure 3a) consisting of four individual peaks. For the above defined conventional trap configurations...
(NCDT, WCDT, HT, WHT) we obtain the 1D-optimized values $N_{\text{BEC}} = (0.53(9), 1.07(5), 1.8(2), 1.1(4)) \times 10^6 [69]$. The resulting duration $T_{\text{ramp}}$ of the whole evaporation (counting from the beginning of loading process) differed for the individual traps and reached $T_{\text{ramp}} = (2.66, 2.97, 5.56, 6.60)$ s, respectively.

Having established the 1D-optimality of each of the four strategies using scans of individual parameters, we now proceed to investigate the topology of the landscape by searching for interconnecting bridges by simultaneously scanning several parameters. In some cases the mapping between the control parameters and the underlying physics is simple and bridges can be realized by using a simple combination of control parameters. In other cases, the relation can be highly complex. In the following, we will demonstrate the existence of an intuitive connection and then return to the more complex case later in the context of exploring outside the space spanned by the four conventional strategies. Both the low-yield NCDT configuration and the WCDT are types of crossed dipole traps but with different effective volumes dictated by a single parameter, the longitudinal focus position of one of the dipole trapping beams $x_{\text{focus}}$. A simple linear interpolation of all the available parameters between the NCDT and the WCDT (cf. equation 1) fails to locate a bridge as illustrated in the inset of figure 3(a). This is consistent with the BHW case treated above in which the bridge did not appear until local optimization was performed on the interpolated seeds. Since local optimization is very time consuming in the experimental case, we instead try to extend the search space slightly beyond the simple 1D case. Treating $x_{\text{focus}}$ independently and introducing a second interpolation parameter realizes an extended 2D-interpolation, which leads to the emergence of a bridge as shown in figure 3(b). The necessity of a 2D scan can be understood in terms of the difference between control parametrization and physical subprocesses: The chosen parametrization in terms of different laser beam and magnetic field configurations translate to time-dependent trap depths and shapes during the loading and evaporation processes. In this case, the change of the trap depth induced by changing the trap volume has to be counterbalanced by the correct choice of the laser intensities involved. This relation is of quadratic nature. The solid red line in figure 3(b) marks the position within the given parameter space, which yields the same trap depth at the beginning of the evaporation stage. Changing to a different representation (i.e., a certain combination of parameters) efficiently encapsulating the underlying physics yields a bridge and disproves the local character of the solution strategies involved. We stress that although the bridge was located in a seemingly simple 2D scan, the heuristics introduced for the BHW case of identifying the multi-dimensional search direction by using the parameters interpolating between the established strategies was crucial. These considerations are very much in line with the distinction that Simon and Newell [60] make between task environment (the objective task) and problem space (the subjective state space that is being searched). Given a good enough problem representation any problem is well defined and simple.

When comparing all other pairs of conventional strategies the choice of parameter combinations for extended interpolation is much harder to motivate physically and simple 1D- and 2D-interpolation fails to locate bridges. A visualization of the relative position of the four initial strategies together with a few of the 1D and 2D interpolations is shown in figure 3(b). In addition, extending the interpolation scans between NCDT and HT to a third dimension (which can be seen as a set of 2D interpolation scans with a third parameter varied in each “frame”) did not reveal bridges but instead a novel “frame optimum” which moves frame-by-frame from the HT into the high-dimensional parameter space yielding a slightly higher atom number [58]. This demonstrates that our initial candidate for a global optimum based on 1D-optimization $N_{\text{BEC}}$ values, the HT, is not a local optimum either when appropriate parameter sets are investigated. One is therefore inclined to view the topology of the landscape closer to what is depicted in inset ii) of figure 3(c), where the four conventional strategies are now connected with bridges and another (or many) higher-yield solution such as the “frame optimum” can be identified in the full landscape.

B. Automated optimization in the landscape

Having established that the global optimum must be found outside the conventional strategies and given the rather long cycle times of the experiment of about 35 s, we abandon the extremely extensive experimental endeavor needed to be able to characterize the remaining two strategies (WHT and WCDT) as potentially true local extrema. Instead, we switch to a more automated search strategy employing numerical optimization. Closed-loop optimization of experiments is a well-known technique also in other research areas, such as the tailoring of radiofrequency fields to control nuclear spins, or the shaping of ultra short laser pulses to influence molecular dynamics (see [77] and references therein). As mentioned above, BEC closed-loop optimization has been explored extensively using random, global methods [64–69]. In addition, the local CRAB algorithm [78] was used to optimize the superfluid to Mott insulator transition [79] and very recently the basis-adaptive variant dCRAB [80] was employed to realize autonomous calibration of single spin qubits [51]. Here we employ the latter due to its local nature (potentially yielding insights into landscape topology) and the ability of the algorithm to avoid getting caught in local traps (in our case, e.g., induced by noise) using periodic reparametrization of the controls.

The main idea of the dCRAB algorithm is to perform local landscape explorations, where the landscape is defined by a parametrization of the control fields via a truncated expansion in a suitable random basis. It has
been shown that the unconstrained dCRAB algorithm converges to the global maximum of an underlying trap-free landscape with probability one [80]. That is, despite working in a truncated space, iterative random function basis changes allow the exploration of enough different directions in the functional space to escape traps induced by the reduced explored dimensionality [82] [83].

Here, the dCRAB algorithm is implemented Remotely via a cloud interface that can be easily interfaced with computer-controlled experiments and computer simulations (RedCRAB, see figure 1c). In our case, the algorithm controls the intensity ramps of the two dipole trap beams as well as a single parameter which represents the value of the magnetic field gradient during evaporation. After simple configuration of the algorithm to accommodate the experimental requirements, the control suite sends the corresponding parameters to the computer in the lab. The experiment is then performed and yields a measurement of the BEC size, quantified by \( N_{\text{BEC}} \). This number is then sent back to the control suite, which closes the loop by providing an updated set of ramps to be tested in the lab. The process is repeated until convergence or the maximal allowed number of experimental iterations is reached. To utilize the power of the algorithm, an appropriate parametrization was chosen [58]. We ran RedCRAB on the landscape problem presented before, achieving a new maximal \( N_{\text{BEC}} \approx 2.3 \cdot 10^6 \) atoms in about one hundred iterations, which exceeds by more than 20% the result of the HT. This represents a novel solution in the high-dimensional landscape and can be seen as a type of a CDT combined with the magnetic field gradient of the HT. The beam intensities are adjusted to lead to relatively similar trap depths as in the HT. However, especially in the beginning of the evaporation process, the trap is relaxed much faster leading to an overall shorter ramp of \( T_{\text{ramp}} = 4.92 \text{s} \) [58].

Although the RedCRAB traces out an unsteady path in the optimization landscape, a bridge connecting the HT to this novel solution could be identified [58]. This illustrates that the RedCRAB algorithm is highly effective both at locating novel, non-trivial optimal solutions as well as providing topological information of the underlying landscape.

Figure 3. a) 1D parameter scans used to find locally optimized parameters displayed in a 2D tSNE representation exemplarily shown for the hybrid trap. In this case there is no indication for a connection to any of the other “conventional” trap configurations. b) 2D-interpolation between NCDT and WCDT showing a connecting bridge between the two. Along the first dimension the interpolation parameter \( \alpha_{\text{focus}} \) is varied influencing \( x_{\text{focus}} \). The remaining parameters are scanned synchronously along the second dimension described by the interpolation parameter \( \alpha_{\text{rest}} \). The solid red line is a simple theoretical estimate of where to find the bridge within the given parameter space. The inset shows a diagonal cut through the landscape and illustrates, a simple linear interpolation with all parameters fails to find a bridge. c) 2D tSNE representation of the landscape showing the variety of different trap configurations that are accessible in our experiment [76]. The plot contains the four main configurations which were scanned and optimized by 1D and 2D parameter scans. Inset i) illustrates the apparent global landscape topology of distinct local optima after performing the 1D parameter scans. However, as inset ii) illustrates, connecting bridges were found both between the conventional strategies and to novel high-yield solutions in the high-dimensional search space. For more details, see text.
Figure 4. a) Histogram for the achieved number of condensed atoms, \( N_{\text{BEC}} \), for all submitted solutions in the Alice Swarm Challenge. More than 73% of the submitted solutions were successful and yielded a BEC. b) Sweep of the ramp duration, \( T_{\text{ramp}} \), for different optimum solutions. The ramp shapes yielded through the RedCRAB optimization and from two Alice Swarm Challenge sessions were scanned as a function of total ramp duration and \( N_{\text{BEC}} \) measured. As Alice Swarm Challenge solutions, the ramps resulting in the largest \( N_{\text{BEC}} \) and the solution for the shortest set ramp duration were chosen. The data points are obtained by averaging over five repetitions, where the error bars represent the standard deviation. The big squared marks denote \( T_{\text{ramp}} \) during optimization. Note, that the RedCRAB algorithm’s control was restricted compared to the one of the players. For details, see text.

C. Optimizing the creation of Bose–Einstein Condensates with citizen scientists: The Alice Swarm Challenge

One could now exhaustively search the landscape using multi-starting of the RedCRAB algorithm or a global search methodology involving random components. Instead, we now turn to the citizen science approach employing a gamified remote user interface for the general public with the dual purpose of finding optimized solutions as well as conducting controlled social-science experiments. Although several projects offer educational remote access experimentation in physics [84–87], our project is one of the few real-time implementations of an open laboratory allowing actual research experimentation. Other well known examples are the IBM Quantum Experience [88] and the project Quantum in the Cloud [89]. However, these projects address an audience of “experts” [90, 91], whereas we gamify the problem supported with a didactics strategy to engage the general public.

In our case, we face the challenge of turning the adjustment of laser and magnetic field ramps into an engaging game. We therefore developed a client using the cross-platform engine Unity [24] and promoted it through our online community [www.scienceathome.org]. As depicted in figure 3b, the ramps are represented by three colored spline curves and are modified by intuitive control points. The total ramp duration was set to a fixed value \( T_{\text{ramp}} \). The yield in condensed atoms for each solution, \( N_{\text{BEC}} \), is converted into a score in order to provide performance feedback to the players and rank them in a high score list. By making all previous player solutions available for inspection and copying, the setting enables users to solve problems in a collective fashion. Thus we created an environment where human players can both engage in adaptive search (by manipulating the splines) and emulate a genetic search algorithm since at each turn they can generate solutions by recombining parts of other previous solutions either their own or their peers’.

In the Alice Swarm Challenge, we had roughly 500 individual citizen scientists spanning many countries and levels of education. The submitted solutions were placed in a queue, and, depending on the length of the queue, an estimated process time was displayed. In this way, players could join, submit one or a set of solutions and come back at a later time to review the results. The game was open for participation for one week, 24 hours per day, with brief interruptions to resolve system problems. The players performed unexpectedly well and were able to adapt quickly to changing conditions. As an additional challenge, the game was restarted two to three times per day while changing \( T_{\text{ramp}} \). In a total of 19 sessions, we covered a range from 1.75 s to 8 s. Discounting four failed sessions, 7577 solutions were submitted. Figure 4a shows the distribution of the attained \( N_{\text{BEC}} \). More than 73% yielded a BEC.

The largest BEC was found for \( T_{\text{ramp}} = 4 \text{s} \) and contained about \( 2.8 \cdot 10^6 \) atoms which set a new record in our experiment. The solutions found by the players were qualitatively different from those found by numerical optimization. Where the RedCRAB algorithm was limited by having only control over the evaporation process and being able to apply only a single specific value for the magnetic field gradient, the players had full control over all ramps throughout the whole sequence of loading and evaporation. This was utilized to create a smoother transition from loading to evaporation. The magnetic field
investigations of natural science problems and advance important for future designs of large-scale citizen science vs. global search in a real-world setting. Such insight is gate how new kind of social science approach, where we investi-science research questions in mind. Here, we set out a framework of the teams experiment, as we shall see now, changes in the constraints (such as duration) and condi-tions (such as experimental drifts). Finally, within the framework of the teams experiment, as we shall see now, the extensive amount of player data forms a valuable re-source for social science research.

D. Investigating collective problem solving (CPS) with the Alice Team Challenge

The fact that natural science challenges \cite{1, 30–34} can be solved efficiently by the general public is of interest to cognitive and social scientists as a source of insight into the general process of human problem solving. However, data from these projects suffers from the fact that they were not gathered with particular social and cognitive science research questions in mind. Here, we set out a new kind of social science approach, where we investiga-how a collective of citizens are able to balance local vs. global search in a real-world setting. Such insight is important for future designs of large-scale citizen science investigations of natural science problems and advance general understanding of the process of individual and collective problem solving.

On an individual level, experiments in the lab have shown that individuals adapt their search based on performance feedback \cite{92} and their search strategies are thus not merely local, nor global \cite{32} \cite{92} \cite{93}. Specifi-cally, if performance is improving, humans tend to make smaller changes (i.e. local search), while if performance is decreasing humans tend to make larger changes (i.e. global search). Collective search is acknowledged to be effective at boosting the efficiency of a search process \cite{94}. Studies in the field of cultural evolution have established that some of the most efficient social learning strategies are to copy the best or most frequent solutions and copy when the situation is uncertain \cite{95–97}. However, poten-tially constrained by the low dimensionality of the tasks to be solved, these prior studies have primarily focused on simplified situations where individuals have the option to either copy another solution or not \cite{98}, with some exceptions \cite{99}. As it is argued in \cite{94}, research should not only study option selection, but option generation where participants are not constrained by relatively few options and are allowed to integrate and transform individual and social search information. This enables analysis of how much individuals are influenced, rather than merely if they are influenced. In addition, previous work has relied exclusively on participants solving artif-icially designed tasks. This raises concerns with respect to the external validity of the results: are these general hu-man problem solving patterns or are they merely behav-iors elicited by the particular task environment? Finally, previous studies have primarily relied on students at par-ticular universities in a lab setting \cite{44}. Our experimen-tal framework points towards a possible solution to these problems, since we investigate how citizen scientists, en-gaged in a real world, high-dimensional problem, adapt their search strategies to performance feedback and inspira-tion from solutions of other players. More specifically, while individuals’ ability to do adaptive search may make them uniquely suitable for navigating rugged fitness land-scapes as evidenced in previous work \cite{1} \cite{100} \cite{101}, we do not know how this adaptive search mechanism plays out in a collective search environment where humans not only select between pre-given options but have to generate options while engaging with a high-dimensional, complex problem that is mathematically well defined. This approach has the potential to expand our understanding of human problem solving processes and in particular how humans manage the process of alternating between local and global search behaviours (human adaptive search).

We set out a novel team-based citizen science experi-ment, which creates new kinds of logistical challenges to solve \cite{95}. For this version of the gamified optimization, small teams of five players each were formed, with every team member being allowed one submission in each of 13 rounds. In each round, every player was asked to submit one solution via the remote interface (see figure \ref{fig:1}). After the solutions from all players in the active team
were collected, they were run on the experiment and results provided to the players. Each round lasted about 180 seconds and in total a 13 round game lasted approximately one hour. Due to no-shows, dropouts, as well as a corrupted session, we analyzed observations from 110 players out of the original 142.

We explicitly instructed participants that they would be working together in a team but that collaboration was possible only through the visibility of team members solutions and scores. In the treatment condition, information regarding how often a certain solution was copied from the previous round by team-members was available to participants, while in the control such information was not available. We conjectured that by presenting participants with this information we could test the occurrence of explicit meta-cognitive social learning strategies. More specifically, we hypothesized that because participants could see how many of their teams solutions had been generated by social learning (as opposed to individual search not involving copying) they could compensate, among others, for under-reliance on social learning and copy more in a given round. In this way we take a first step to study if a collective of human searchers can function as an adaptive global search algorithm, gradually changing their recombination intensity according to their performance as well as the meta-information received.

We analyze the data using generalized linear mixed models with a Gaussian (or Binary with a logit function, where appropriate) error structure and we controlled for individual variance by allowing for a random subject effect. Score related variables are normalized. Models were constructed by forward inclusion and reported effects are within a 95% confidence interval.

Results: Overall, as illustrated in figure 5a), most teams performed surprisingly well compared to the four conventional strategies, especially given the very low number of experimental trials (5 × 13) for each team. Similar to [99], 53% of all moves were individual, while 41% involved some form of social learning (see [58] for further descriptive information). Although, as depicted in Fig. 5b), players in the treatment condition relied more heavily on the “copy the best” social learning strategy.

The data show a tendency for people to be conservative as they iterate a given solution. As outlined in Fig. 5c) (see also [58]), on average relatively few players were consistently exploratory and furthermore, players tend to become more conservative as the rounds progress (CI: (-0.12: -0.06), p<0.0001). In order to study how individuals adapt their search, we model the distance from the players’ latest solutions as a function of feedback [58]. As illustrated in Fig. 5d) we find players are more likely to make minor changes to their solutions when they experience performance comparable to the team best versus more major changes when their performance is low comparative to team best feedback (CI: (-1.61: -1.21), p<0.0001), thus supporting former findings on individual adaptive search [92, 93]. Whether players engage in social learning or not depends on previous performance, where low performance leads to a higher likelihood of engaging in social learning (CI: (-0.92: -0.41), p<0.0001). We also studied social learning in terms of which peer solutions players copy. This behavior follows a similar adaptive mechanism: players will tend to copy more dissimilar solutions, provided they had just experienced low performance (CI: (-1.35: -0.36), p<0.0001). Conversely, with low score differences, players are more likely to copy solutions similar to their own. Our setup also allows to investigate how players manipulate solutions after engaging in social learning (i.e. copying another solution), but before submitting their solution. As in pure individual search, players also behave adaptively in this social situation: if they performed better than the previous team-best, their submitted solution will tend to stay closer to the copied solution (CI: (-2.33: -1.34), p<0.0001). Conversely, if their past score is below the same benchmark, their submitted solution will tend to drift further away. A comparison of the rank-based slopes in the graphs illustrating individual and social search showed that the adaptive effect performance induces in subsequent search, appears stronger for individual search (see Fig. S5 and Fig. S6 in [58] for details).

Overall, we created a novel, online gamified interface connecting a real time physics experiment to citizen scientists. The setup provided a unique opportunity to both measure how much a collective of players change their solutions but also have an external measurement of the quality of the solution in the solution space. This enables one going beyond merely claiming human superiority [11, 32] and study how human problem solvers are efficient at balancing the trade-off between global and local search.

First, we show that it is possible, via a simple manipulation, to nudge the human players into relying more on social learning strategies, specifically “copy the best”. Considering that previous work [103, 104] argue that human solvers rely too little on social learning (i.e. sub-optimally), and thus that an increase in relying on social learning strategies is desirable, this is a promising result. While our finding needs to be confirmed by subsequent experimental tasks that can further isolate the mechanism, it does indicate that by making particular design choices in citizen science tasks, the efficiency of the search process can be significantly improved.

Second, we show how individuals search adaptively depending on their own former performance, thus supporting lab-based studies based on artificial, low-dimensional problems [92, 93], while simultaneously expanding this adaptive mechanism to the realm of social learning. While the nature of the adaptive search mechanism is the same for both individual and social search, we find exploratory evidence for social search inducing less conservativeness for high performers. Finally, our innovative experimental game setup allows a genetic algorithm inspired opportunity to recombine and manipulate existing solutions, going beyond a simple imitation option in each round that simpler setups were constrained by [94, 103].
When searching for an optimal solution in a complex, high-dimensional problem space, our exploratory investigation shows that humans don’t indiscriminately copy other solutions. They often only copy part of the solution and then further transform the copied solution in an adaptive manner. The fact that these individual and social adaptive search mechanisms systematically depend on the individual searchers’ relative performance creates a diverse mixture of search within a collective, shaping the collective balance of local vs. global search and when the collective stops searching. Finally, in presenting the findings, we also point out advantages and potential pitfalls in the path to future implementation of this novel approach.

**Figure 5.** a) Running best performance of Alice Teams with three or more active players. Although human players have had only a very limited amount of tries (13), they still achieve relatively good optimization scores in the Alice Challenge. Overall, all teams but one achieve scores above 1 million. b) Participants in the condition where the meta-information of seeing the number of copied solutions in their team in the previous round was available (red bars), used the “copy the best” social learning strategy more than participants in the condition where this information was not visible (blue bars). A two-sample t-test showed the two to be statistically different (p<0.0001). c) All submissions: How much players edit own solution compared with relative team performance in previous round. The figure includes submissions that did and did not involve any copying. The solutions of players that performed well relative to the team are changed less than players who did not perform well. Distance measure is relative to players own former solution. Both the distance and score measures are ranked within each round with team-best score as a reference point. A 95% confidence interval is shown. d) Variation of exploration in time. The measure for exploration was derived relative to the entire solution space covered by the players in the Alice Team Challenge. By computing distances from any two solutions submitted in the challenge we have obtained an average distance step of \( \sim 6.13 \). We can classify only \( \sim 9\% \) of players as being on average exploratory, i.e. on average making moves that are above the identified threshold and thus are globally exploratory.

### E. Conclusion

We have investigated the topology of optimization landscapes in two different systems, namely ultrafast single atom transport and the production of BECs in varying trap configurations. Here, we specifically addressed the question of discreteness of previously identified, seemingly distinct solution strategies. In the single atom transport case, we could locate a bridge between strategies by investigating a set of points interpolated between two known solutions. The fact that extensive random sampling in the vicinity of the solutions failed to identify the bridge hints towards a topology consisting of a densely spaced, sharp peaks and possibly very narrow interconnecting bridges. We interpret the envelope of the maxima of these peaks as a superlandscape. We observe that it is slowly varying, which allows us to introduce a
novel deterministic global search methodology, GOLSS. We conjecture that the smoothness of the superlandscape is a more general phenomenon in physics and therefore the meta-heuristic, GOLSS, will find application in many areas. A more detailed study of the topology of the superlandscape itself is an interesting topic of future investigation. Identifying multiple not connected extrema here would imply truly distinct strategies for the physical problem.

In the case of BEC production, using the methodology of searching in the vicinity of the direct line connecting known strategies, again bridges could be identified. A novel remote interface that allowed for the first remote closed loop optimization of such systems was introduced in two contexts: having citizen scientists interact through a gamified remote client and connecting to numerical optimization experts. Both yielded solutions with improved performance compared to the previous best strategies. Finally, the unique experimental citizen science setup enabled us for the first time to experimentally and quantitatively study problem solving “in the wild”, outside the artificial environment of a laboratory, but still in a mathematically well defined manner. We believe these are key factors when designing large-scale experimental set-ups that will allow us to pursue many ambitious social science questions in the future.
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Supplementary Material: Do physicists stop searches too early? A remote-science, optimization landscape investigation.

A. Distance map for BHW

In Ref. [1], we introduced a distance map $D_{ij}$ for two solutions $i$ and $j$, which compares the overlap between two corresponding wave functions $|\psi_i(x,t)\rangle$ and $|\psi_j(x,t)\rangle$ at each time step $t$ for a given total transport time $T$:

$$D_{ij} = \frac{1}{T} \int_0^T \langle f_{ij}|f_{ij}\rangle dt,$$

(S1)

where $|f_{ij}(x,t)\rangle = |\psi_i(x,t)\rangle - |\psi_j(x,t)\rangle$ is the difference between the wave functions at each position $x$.

B. Experimental details – Parameter scans

Each trap configuration that is presented in the main text is loaded from a pre-cooled $^{87}$Rb atom cloud prepared in the $|F = 2, m_F = 2\rangle$ state and trapped in a magnetic quadrupole trap. At this stage, we typically have $5 \cdot 10^9$ atoms at a temperature of $\approx 30 \text{ K}$. The experiments of the Alice challenge start from this point. The CDT consists of two perpendicular beams which overlap in the horizontal plane. They have $1/e^2$ waists of 45 m (beam A) and 85 m (beam B), respectively. The longitudinal focus position $x_{\text{focus}}$ of beam A can be adjusted, thereby changing its effective waist at the crossing point of the beams. This beam is used to realize HT and WHT. The beams are placed with a vertical offset of around 90 m below the centre of the magnetic trap. An offset magnetic field $B_{\text{off}}$ in that direction can be used to tune this distance.

For the parameter scans, the intensity ramps $I(t)$ of the dipole trap beams are described by a function inspired by a simple model of evaporative cooling based on scaling laws [105]

$$I(t) = \frac{I_i}{I_f} = \left(1 + \frac{t}{\tau}\right)^{-\beta}.$$

(S2)

Here, $I_i$ is the initial intensity, whereas $\tau$ and $\beta$ influence the shape of the ramp. The duration of the ramp is fixed by defining the ratio of initial and final intensity $I_i/I_f$ for a given $\tau$ and $\beta$. For simplicity, the intensity ratio, as well as $\tau$ and $\beta$ are chosen to be the same for the two beams. $I_i$, however, is an independent parameter. For the loading process from the magnetic trap into the final trap configuration, the dipole trap beams are regulated to their individual $I_i$ and the magnetic field gradient is lowered in three linear ramps from 130 G/cm initially to a final value $B'_f$, which is retained throughout the evaporation. In total, this leads to eight individual optimization parameters.

As described in the main text, parameter scans were not only performed in 1D or 2D. In figure S1, the extension of the scan space in the third dimension is presented for parameter sets linearly interpolated between the NCDT and HT. An optimum that moves from frame to frame is revealed and a parameter set is found yielding a slightly higher $N_{\text{BEC}}$ than in the HT is found. The scan disproves the local character of the HT which was implied by the 1D parameter scans.

C. Experimental details – Remote optimization

For both the remote optimization with RedCRAB and the Alice challenge, non-optimized configurations were chosen as starting points of the optimization runs. The RedCRAB starting point was close to the HT configuration (see figure S2a). In the Alice challenge at each start of a new round, the highscore list was emptied and filled with low quality solutions yielding typically $N_{\text{BEC}} \approx (1 - 2) \cdot 10^9$ atoms. In all cases, the position of the translatable focus is fixed such that the waists of both dipole beams overlap. Likewise, the vertical offset magnetic field is fixed to a value compensating the residual background magnetic fields.

In contrast to the previous parametrization of the shape of the laser ramps, RedCRAB (based on the dCRAB algorithm [60]) focuses on a finite set of relevant basis functions that make up a sufficiently good ramp. Here, each of the ramps is composed of a Fourier basis up to the 5$^{th}$ harmonics in units of $2\pi/T_{\text{ramp}}$, where $T_{\text{ramp}}$ is the total ramp duration. $T_{\text{ramp}}$ itself as well as $B'_f$ during evaporation are chosen to be subject to optimization. The loading procedure of a certain trap configuration is the same predefined sequence described for the parameter scans above. To overcome shot-to-shot fluctuations and thus resulting in an optimization driven and influenced by noise, an adaptive averaging scheme is applied with a stepwise increasing number of averages for higher yields in $N_{\text{BEC}}$. Outliers to high $N_{\text{BEC}}$ are in this way re-evaluated. However, we still keep the number of time-consuming evaluations low at early stages of the optimization which decreases the overall convergence time.

The optimized solution that was found with RedCRAB is a mixture between NCDT and HT. $B'_f$ resembles closely the one of HT, however 25% less intensity is used in beam A. This is partially compensated by adding beam B. This results in a trap depth which is about 15% lower compared to the HT at the beginning of the evaporation. The lowering rate of the trap is comparable in the first part of the evaporation and drops at the end below the one of the HT. At the same time the geometric mean of the trap frequencies ($\bar{\omega}$) is higher. In both cases, the evaporation ends at a similar trap depth and similar $\bar{\omega}$. The total ramp duration is with $T_{\text{ramp}} = 4.92$ s shorter than the one of HT.
Figure S1. Parameter scan in three dimensions from the NCDT to the HT. Each frame represents a scan point in the third dimension (denoted $\alpha_3$). In frame $\alpha_3 = 0$, a trap configuration with $N_{\text{BEC}}$ larger than for the HT is found. This shows that the HT is not a local optimum which is in contrast to the initial indications (see main text).

Figure S2. a) Optimization with RedCRAB, where $N_{\text{BEC}}$ is plotted as a function of optimization algorithm iteration step. The optimization is started from an intermediate point between hybrid trap and NCDT. The blue data points indicate effective single evaluations of $N_{\text{BEC}}$ (note the adaptive averaging scheme that was applied, see text for details). The red solid line denotes the current best $N_{\text{BEC}}$. Comparing to the level of the HT (black dashed line), $N_{\text{BEC}}$ was improved by 20%. b) Linear interpolation from the HT (first vertical dashed line) through the starting point of RedCRAB optimization in a) (second vertical dashed line) to its optimum (last vertical dashed line). Thereby the ramps between each optimization step (remaining vertical dashed lines) are interpolated. c) Direct linear interpolation between the ramps for the hybrid trap and the found optimum of RedCRAB optimization in a). The error bars in b) and c) represent the standard error for five repetitions.

In the process of reaching this solution, RedCRAB identified of the order of 10 intermediate improved solutions (see steps of the current best $N_{\text{BEC}}$ depicted as red solid line in figure S2a). If the underlying landscape is sufficiently smooth, one might expect to be able to locate a bridge between the standard strategies and the novel optimum by a linear or possibly non-linear combination of these intermediate solutions. As illustrated in figure S2b, this is nearly but not exactly the case. There are small intervals of decreasing yield. However, a direct linear interpolation between the HT and the novel optimum yields a monotonically increasing bridge (see figure S2c). Thus, the non-monotonicity of the stepwise interpolation is not likely to be caused by ruggedness of the underlying landscape. Rather, a more natural explanation would be that since the local simplex-optimization component of dCRAB is not purely gradient-based it does not necessarily have its axes oriented along the maximal slope and will have a tendency to find a slightly wiggly path towards the optimum. This increases the chance that experimental noise will occasionally cause the algorithm to find false search directions from which it is slowly recovering in the following iterations. Figure S3 gives a graphical visualization of this phenomenon.

D. Experimental details – The Alice Challenge

Around the same time as the development of the remote interface for establishing a connection with RedCRAB, a simplified remote client with a graphical user interface was developed. It allows one to control the dipole beam intensities and the magnetic field gradient via piecewise defined functions. Tests with an undergraduate student and a collaborator situated in the UK were successful. Both were allowed to independently optimize evaporation sequences via this client. Improved solutions were found which lead to the idea of gamifying the task.
of optimizing the evaporation process and give “non-experts” real-time access to our experiment. A prototype version of the game was developed and presented at the National Instruments NIWeek 2016 in Austin, Texas. The event was used for a test-run of the game interface and to acquire a broad potential user base for the actual Alice challenge planned and taking place about a month later.

As described in the main text, the players control the loading sequence as well as the evaporation process through the game interface. In order to account for the high initial and low final parameter values of laser beam intensities and magnetic field gradients, the displayed ramps are represented on a logarithmic and normalized scale. In the Alice Swarm Challenge submitted solutions are placed in a waiting queue. Depending on the length of the queue, an estimated process time is displayed. This allows players to join, submit a single or multiple solutions and come back at a later time to review the achieved score. All results are placed on a highscore list and the players have the possibility to investigate and copy corresponding solutions completely or in parts. This facilitates reproducing working solutions and encourages the players to improve them further. Due to the problem representation, player solutions feature, in general, a much smoother transition from loading to evaporation than the RedCRAB solutions or the parameter scans with a fixed loading sequence. Knowing the levitation gradient of $^{87}$Rb in $|F = 2, m_F = 2\rangle$, one can estimate when the loading of a given trap configuration is finished. In these terms, the loading in the case of the best performing player solutions happens within about 1 s. This is about twice as fast compared to the standard loading sequence described above. Afterwards, the magnetic field gradient is lowered only very slowly and remains nearly constant just below the levitation gradient. This value is about 70% higher compared to the HT or best performing RedCRAB solution. Only in the last second of the sequence is it relaxed to a value similar as in the HT. The intensities of the dipole beams are lowered after 1 s which is another indicator for the transition from loading to evaporation. Compared to the HT, extremely low intensities are reached at the end of the sequence and it seems that current experimental conditions, such as beam overlap and alignment, are optimally employed.

E. Logistical challenges of the Alice Team Challenge

Since participants are not confined to a lab setting nor paid, dropouts can create a major obstacle for such team-based experiments. In abstract terms, there is a $(1 - E)^N$ probability that all team members will finish all rounds, where $E$ is the dropout probability and $N$ is the number of people in the team. The bigger the $N$ and the more rounds, the bigger the dropout.

We managed this challenge in part by emphasizing the importance to participants of finishing the game as well as increasing the resilience of the team experience by replacing dropouts with bots. Following a recruitment campaign based on snow-balling, 142 participants from around the world committed to taking part in the experiment. Participants selected up to 10 one-hour slots during the week of the challenge. Once the recruitment campaign was over they were randomly assigned to teams, while maximizing the number of complete teams. In incomplete teams, the slots of the missing players were taken by computational agents who would simply resuffle existing solutions. This was done to minimize the variance dropouts might create between teams. One game session had to be excluded from the data set, because the experiment setup had drifted significantly and thus the evaluation function had been corrupted. All participants gave explicit consent to participate in the study, which was approved by an IRB at Aarhus University.
F. Variables used in the analysis of individual and social search

Figure S4 shows a histogram of individual highest achieved scores in the Alice Team Challenge. Feedback is defined as the ratio between the individuals previous score and the best team score recorded so far. For individual adaptive search, a similar analysis was conducted using different benchmarks for feedback (i.e. either individual best or second to last submission). These models yielded qualitatively similar results. In the social adaptive learning situation only the social team-best score was considered to be a relevant benchmark. This operationalization follows previous studies that show individuals benchmark their performance against the best performance so far [92, 93]. The search distance is given by the Euclidian distance between consecutively submitted solutions, in the case of individual adaptive search. For social adaptive search, the similarity variable refers to the distance between the copied solution and the solution submitted in the previous time step by the player. The shorter the distance between two solutions, the more similar they are. In Fig. 5c of the main text, Fig. S5 and Fig. S6 feedback and distance measures are rank-based across all players and rounds, while scores are normalized in all modelling efforts. For the reported analysis, the feedback scores are normalized by dividing the individual’s current score with the team best so far in the game, leading to corresponding numbers between 0 and 1. Results are robust to varying modelling assumptions, such as standardizing the data, controlling for individual heterogeneity within round or taking round (time) as a fixed effect. The distribution of how often different search strategies were applied is summarized in table I.

The table shows how often players engaged in various types of search moves, combining both treatment conditions. Individual search refers to moves that did not involve any form of copying. Social learning strategies refer to moves that involved copying others. Copy the best refers to copying the entire solution (all three lines) that at the time was the best. Other copying behavior refers to copying any other solution or only partially copying the best (e.g. one or two of the three available lines). If one “shuffled” one got a random combination of existing solutions, i.e. each line could be from different solutions.

Exploration measure: The exploration measure was computed by taking the standard deviation of distances between any two solutions in the data set. Players with an average submission to submission distance (across all rounds) above this threshold, were considered to be “exploring”, while players with an average submission to submission distance (across all rounds), were considered to be “exploiting”. We considered average individual behavior since, as highlighted in the main text, players adjust their behavior based on their performance relative to the team best.

Characteristics of team-participants: At the end of 13 rounds, participants were redirected and asked to fill in a brief survey. This allowed us to collect a number of demographic variables about the players. We had a response rate of 80% (89 respondents). The majority of our players were male (69%), with an average age of 30.1 (st. d = 10.12). With respect to education, 66% of the participants had obtained a higher education degree and a little over half (53%) had physics as a subject in their education, after high school. Respondents were from 17 different countries, majority being from Europe or North America.
Table I. Search strategies in Alice Team Challenge

| Percentage of overall search strategies | Social learning strategies |
|----------------------------------------|---------------------------|
| Individual search                      | 53.4%                     |
| Social learning                        | 41.4%                     |
| Shuffle                                | 5.1%                      |
| Copy the best                          | 57.6%                     |
| Other copying behavior                 | 42.4%                     |

Figure S4. Histogram of individual highest achieved scores in the Alice Team Challenge. Overall, despite a very restricted number of tries, human players achieve relatively good scores. This histogram illustrates that only a handful of players have very low scores (left hand side figure b), while most players achieve scores above the 1 million threshold (right hand side figure b).
Figure S5. Non-copy events: How much players edit their own solution compared with relative performance in the previous round. The solutions of players that performed well relative to the team are changed less than players who did not perform well. The figure only includes submissions that did not involve any kind of copying. The distance measure is based on distance from the players own previous solution. Both the distance and score measures are ranked within each round with the current team-best score as a reference point. A 95% confidence interval is shown.

Figure S6. Copy events: How much players edit a solution they have copied compared with relative performance in the previous round. The solutions of players that performed well relative to the team are changed slightly less than players who did not perform well. The figure only includes submissions that involved copying another solution and distance measure is based on distance from copied solution. Both the distance and score measures are ranked within each round with team-best score as reference point. A 95% confidence interval is shown.