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Abstract. In this paper, we use the concept of excursion sets for the extrapolation of stationary random fields. Doing so, we define excursion sets for the field and its linear predictor, and then minimize the expected volume of the symmetric difference of these sets under the condition that the univariate distributions of the predictor and of the field itself coincide. We illustrate the new approach on Gaussian random fields.

1. Introduction

In geostatistics, a Gaussian random field is one of standard models for the regionalized variable $X$. For such fields, kriging is an appropriate extrapolation technique. Here, simple kriging (with a known mean of the field) coincides with the Gaussian linear regression, see e.g. [31, p. 302]. Various kriging methods are also widely used for the extrapolation of stationary random fields with a finite second moment. They yield the best linear unbiased predictor. The optimality criterion is given here by the smallest mean square error of the estimation. Depending on the assumptions about $X$, several types of kriging are available, cf. e.g. [12, 32, 33, 36]. In the finite variance case, the non-linear regression (where the predictor is the conditional expectation of the regionalized variable provided observations of the field) is still applicable, although hard to compute. Beyond different deterministic extrapolation methods (such as e.g. triangulation [20, 21], splines [3, 18], radial extrapolation [8], or reproducing kernel Hilbert spaces [7, 29]), it is also important to mention the classical spectral $L^2$-theory of linear prediction of stationary processes, cf. [26]. The literature on the inter- or extrapolation as well as prediction of random processes and fields is huge (see e.g. [13, 15, 16, 23, 28, 29, 30] and references therein, to mention just a few). In the infinite variance case, however, the approaches are tailored to specific classes of processes or fields under consideration (such as e.g. $\alpha$-stable [19, 24, 25, 27, 32]). However, the general framework for the extrapolation of heavy-tailed random fields is still missing.

We try to fill this gap by noting that two random fields are, in a sense, similar if their level (or excursion) sets are similar. To be more precise, two random fields modeling some feature with the same structure of excursions have the same total amount of this feature exceeding each level over a fixed time interval or a spatial domain. This is certainly of interest for practical applications to insurance (with the feature being the claim size), environmetrics (e.g. for the amount of environmental pollution or radiation), etc. In our approach proposed below, similarity is measured by the expected volume of the symmetric difference of the level sets. It is sometimes
also called expected distance in measure. Although other measures of similarity such as e.g. the mean Hausdorff distance are also thinkable, our choice is motivated by the relatively simple structure and computational tractability of the appearing mean error terms. We are looking for a linear predictor of the field values which minimizes this expected volume cumulated over a finite number of chosen excursion levels. To enforce the uniqueness of extrapolation, a constraint is added that the univariate distributions of the field and of the predictor coincide. To motivate this constraint, recall that conditional simulation (see e.g. [22]) is a popular alternative to extrapolation which mimics the conditional distribution of the field provided the observations are set. Its clear drawback is however usually quite long run times due to extensive computation methods such as Markov Chain Monte Carlo. Our constraint enables us to use the advantage of conditional simulation (equality in distribution for marginals) without being necessarily computationally demanding. In the case of linear predictors, this constraint seems very natural within the class of infinitely divisible random fields. Indeed, the class of possible predictors is rich enough there (and in some sense similar to kriging). However, also for general stationary random fields, the class of linear predictors satisfying the above constraint is not empty, since it contains at least all predictors that are equal to observed values of the field.

Excursions of random fields are known to describe the geometry and the extremal behaviour of sufficiently smooth random surfaces pretty well, see e.g. [1, 4, 34]. More recently, extrapolation and Bayesian analysis were used for level set estimation in the Gaussian setting [3, 0, 9, 11, 35].

The paper is organized as follows: after introducing some notation, the very general extrapolation approach for stationary measurable infinitely divisible random fields without any integrability assumptions on them is stated in Section 2. Its use is illustrated in Section 3 for stationary Gaussian random fields. There, our extrapolation problem appears to be a well–known linear programming problem with linear as well as quadratic constraints, a special case of the Second Order Cone Programming. Its complete solution is presented including the issues of existence and uniqueness. The solution is different depending on whether the mean of the field is assumed to be unknown or zero which shows direct parallels to ordinary or simple kriging. It is shown that the new extrapolation method is exact. Moreover, it differs from the ordinary or simple kriging. Its consistency is investigated as well. Section 4 provides a numerical simulation study showing that the new extrapolation performs well in Gaussian processes case.

Since the volume of excursion sets is a Lebesgue integral of the corresponding indicator function, replacing a random field by its indicators enables us to extrapolate also non–Gaussian random fields without any moment or tail conditions. We apply our approach to heavy–tailed infinitely divisible random fields (such as α–stable) in forthcoming papers.

Introduce some notation. Let ⟨·, ·⟩ be the Euclidean scalar product and ∥ · ∥ the Euclidean norm in R^n. We write e = (1, 1, 1, . . . , 1)T ∈ R^n for the vector with all coordinates equal to one. Let vα(B) denote the volume of a measurable set B ⊂ R^n, and I{C} be the indicator function of a set C. Moreover, we us the standard notation

$$\Phi_{\mu, \sigma}(x) = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{x} \exp \left( -\frac{(y - \mu)^2}{2\sigma^2} \right) dy, \quad \Phi_{\mu, \sigma}(x) = 1 - \Phi_{\mu, \sigma}(x), \quad x \in \mathbb{R}$$

for the c.d.f. of N(μ, σ²)–law, whereas we write Φ, Φ for Φ_{0,1} and Φ_{0,1}, respectively.
2. Extrapolation via Level Sets

As pointed out before, there is no unified theory yet for the extrapolation of (possibly heavy-tailed) random fields. The goal of this section is to propose such a framework which compares the volumes of level sets of the field itself and of its extrapolator.

On a complete probability space \((\Omega, \mathcal{F}, \mathbf{P})\), consider a real-valued (strictly) stationary measurable infinitely divisible random field \(X = \{X(t), t \in \mathbb{R}^d\}\) with marginal distribution function \(F_X : F_X(x) = \mathbf{P}(X(0) \leq x), x \in \mathbb{R}\). Let \(\{X(t_j)\}_{j=1}^n\) be observations of the random field \(X\) at locations \(\{t_1, \ldots, t_n\} \subset W\) where \(W\) is a non-empty compact subset of \(\mathbb{R}^d\). We would like to estimate the value \(X(t)\) at a location \(t \notin \{t_1, \ldots, t_n\}\). Assume that \(\hat{X}(t)\) is a linear extrapolator of the random field \(X\) such that

\[
\hat{X}(t) = \sum_{j=1}^n \lambda_j X(t_j)
\]

(2.1)

where \(\lambda_1, \ldots, \lambda_n \in \mathbb{R}\) are measurable functions of \(t, t_1, \ldots, t_n\). These weights are chosen such that

\[
\hat{X}(t) \overset{d}{=} X(0),
\]

(2.2)

i.e. \(F_{\hat{X}(0)}(x) = \mathbf{P}(\hat{X}(t) \leq x) = F_X(x), x \in \mathbb{R}, t \in W\), as well as \(\hat{X}(t)\) satisfies the minimization criterion which we are now going to introduce. Since \(X\) is infinitely divisible, the extrapolator \(\{\hat{X}(t), t \in W\}\) belongs to the same class which makes writing the explicit constraints in (2.2) meaningful and relatively easy. Define the excursion sets of \(\{X(t), t \in W\}\) and \(\{\hat{X}(t), t \in W\}\) for each level \(u \in \mathbb{R}\) as

\[
A_X(u) = \{t \in W : X(t) > u\} \quad \text{and} \quad A_{\hat{X}}(u) = \{t \in W : \hat{X}(t) > u\}.
\]

Since \(X\) and \(\hat{X}\) are measurable, the volumes

\[
v_d(A_X(u)) = \int_W \mathbb{1}\{X(t) > u\} dt \quad \text{and} \quad v_d(A_{\hat{X}}(u)) = \int_W \mathbb{1}\{\hat{X}(t) > u\} dt
\]

of the excursion sets \(A_X\) and \(A_{\hat{X}}\) are random variables for each \(u \in \mathbb{R}\). Consider the volume of the symmetric difference

\[
A_X(u) \Delta A_{\hat{X}}(u) = (A_X(u) \setminus A_{\hat{X}}(u)) \cup (A_{\hat{X}}(u) \setminus A_X(u))
\]

as a measure of the error which we make at level \(u\) extrapolating \(X\) by \(\hat{X}\). Fix \(k\) different excursion levels \(u_j, j = 1, \ldots, k\). Then the overall mean extrapolation error writes

\[
\sum_{j=1}^k \mathbb{E}\left[v_d\left(A_X(u_j) \Delta A_{\hat{X}}(u_j)\right)\right].
\]

The extrapolator \(\hat{X}\) (or, equivalently, the choice of weight functions \(\lambda_j(t), j = 1, \ldots, n\)) has to minimize this error subject to a set of constraints:

\[
\sum_{j=1}^k \mathbb{E}\left[v_d\left(A_X(u_j) \Delta A_{\hat{X}}(u_j)\right)\right] \rightarrow \min_{\lambda_1, \ldots, \lambda_n}, \quad F_{\hat{X}(t)}(x) = F_X(x), \quad x \in \mathbb{R}, \quad t \in W.
\]

(2.3)

Let us simplify the target functional above. For that, we find sufficient conditions under which the minimum in (2.3) can be attained.
Theorem 2.1. For each $t \in W$, a solution to the problem

\begin{align}
(2.4a) \quad & \sum_{j=1}^{k} \mathbb{P} \left( X(t) > u_j, \tilde{X}(t) > u_j \right) \rightarrow \max_{\lambda_1, \ldots, \lambda_n}, \\
(2.4b) \quad & F_{\tilde{X}(t)}(x) = F_X(x), \quad x \in \mathbb{R}
\end{align}

where $\lambda_1, \ldots, \lambda_n \in \mathbb{R}$ are measurable functions of $t, t_1, \ldots, t_n$, solves also the problem $(2.3)$.

Proof. Integrating

$I[A_X(u) \Delta A_{\tilde{X}}(u)] = \mathbb{I}[A_X(u) \setminus A_{\tilde{X}}(u)] + \mathbb{I}[A_{\tilde{X}}(u) \setminus A_X(u)]$

$= \mathbb{I}\{X(t) > u\} + \mathbb{I}\{\tilde{X}(t) > u\} - 2\mathbb{I}\{X(t) > u\}\mathbb{I}\{\tilde{X}(t) > u\}$

over $W$ and Fubini’s theorem yield

\[
\sum_{j=1}^{k} \mathbb{E} \left[ v_d \left( A_X(u_j) \Delta A_{\tilde{X}}(u_j) \right) \right] = \sum_{j=1}^{k} \int_{W} \mathbb{E} \{ t \in A_X(u_j) \Delta A_{\tilde{X}}(u_j) \} \ dt \\
= \sum_{j=1}^{k} \int_{W} \mathbb{P} \left( X(t) > u_j \right) + \mathbb{P} \left( \tilde{X}(t) > u_j \right) \\
- 2\mathbb{P} \left( X(t) > u_j, \tilde{X}(t) > u_j \right) dt \\
= \sum_{j=1}^{k} \int_{W} \mathbb{P} \left( X(t) > u_j \right) dt + \sum_{j=1}^{k} \int_{W} \mathbb{P} \left( \tilde{X}(t) > u_j \right) dt \\
- 2 \sum_{j=1}^{k} \int_{W} \mathbb{P} \left( X(t) > u_j, \tilde{X}(t) > u_j \right) dt.
\]

By Fubini’s theorem, stationarity of $X$ as well as condition $(2.2)$ we get

\[
\sum_{j=1}^{k} \int_{W} \mathbb{P} \left( X(t) > u_j \right) dt + \sum_{j=1}^{k} \int_{W} \mathbb{P} \left( \tilde{X}(t) > u_j \right) dt \\
= 2 \sum_{j=1}^{k} \mathbb{P}(X(0) > u_j) = 2 v_d(W) \sum_{j=1}^{k} (1 - F_X(u_j)) .
\]

Then the target functional in $(2.3)$ reads

\[
\sum_{j=1}^{k} \mathbb{E} \left[ v_d \left( A_X(u_j) \Delta A_{\tilde{X}}(u_j) \right) \right] = 2 v_d(W) \sum_{j=1}^{k} (1 - F_X(u_j)) \\
- 2 \sum_{j=1}^{k} \int_{W} \mathbb{P} \left( X(t) > u_j, \tilde{X}(t) > u_j \right) dt.
\]

The first sum on the right does not depend on $\lambda = (\lambda_1, \ldots, \lambda_n)^\top$, so we can neglect it. Hence, minimizing $(2.5)$ w.r.t. $\lambda$ means maximizing its third sum. So our optimization problem rewrites as

\begin{align}
(2.6a) \quad & \int_{W} \sum_{j=1}^{k} \mathbb{P} \left( X(t) > u_j, \tilde{X}(t) > u_j \right) dt \rightarrow \max_{\lambda}, \\
& F_{\tilde{X}(t)}(x) = F_X(x), \quad x \in \mathbb{R}, \quad t \in W.
\end{align}
The functional \([2.6a]\) is maximal if the sum under the integral in \([2.6a]\) is maximal for any \(t \in W\). Thus our final extrapolation problem reads as in \([2.4]\). □

Remark 2.2. The formulation of the extrapolation problem in Theorem 2.1 allows for an arbitrary choice of the number \(k\) and concrete numerical values \(u_1, \ldots, u_k\) of excursion levels. Although this choice does not matter at all for Gaussian random fields (cf. Lemma 3.1 below), it may affect the performance of extrapolation for other infinitely divisible random functions. Thus, the problem of the optimal choice of parameters \(k \in \mathbb{N}, u_1, \ldots, u_k \in \mathbb{R}\) arises. It is very natural to use the mean \(\mu = \mathbb{E}_{X}(t)\) as one of levels \(u_j\) whenever the field \(X\) is integrable. However, in general this problem needs a further investigation. To avoid this discussion, one can replace the sum in \([2.3]\) by an integral over \(\mathbb{R}\) with respect to \(u\):

\[\int_{\mathbb{R}} \mathbb{E} \left[ v_d \left( A_X(u) \Delta A_{\hat{X}}(u) \right) \right] du \rightarrow_{\lambda} \min.\]

To ensure the finiteness of the integral on the left handside of \([2.7]\), it is sufficient to require that \(\mathbb{E}|X(0)| < \infty\) and that

\[\int_{\mathbb{R}} |\mathbb{Cov} \left( \mathbb{I} \{X(t) \geq u\}, \mathbb{I} \{\hat{X}(t) \geq u\} \right)| du\]

is bounded for all \(t \in W\). Indeed, we use Fubini theorem to write

\[\int_{\mathbb{R}} \mathbb{E} \left[ v_d \left( A_X(u) \Delta A_{\hat{X}}(u) \right) \right] du = 2 \int_{W} \int_{\mathbb{R}} F_X(u) \left( 1 - F_X(u) \right) du \, dt \]

\[-2 \int_{W} \int_{\mathbb{R}} \mathbb{Cov} \left( \mathbb{I} \{X(t) \geq u\}, \mathbb{I} \{\hat{X}(t) \geq u\} \right) du \, dt.\]

Then it is easy to see that

\[0 \leq \int_{\mathbb{R}} F_X(u) \left( 1 - F_X(u) \right) du \leq \int_{0}^{+\infty} \left( 1 - F_X(u) \right) du + \int_{-\infty}^{0} F_X(u) du = \mathbb{E}|X(0)|.\]

Using arguments from the proof of Theorem 2.1 we arrive at the following alternative formulation of the extrapolation problem related to \([2.3]\):

\[\left\{ \int_{\mathbb{R}} \mathbb{Cov} \left( \mathbb{I} \{X(t) \geq u\}, \mathbb{I} \{\hat{X}(t) \geq u\} \right) du \rightarrow_{\lambda} \max, \right.\]

\[F_{\hat{X}(t)}(x) = F_X(x), \quad x \in \mathbb{R}, \quad t \in W.\]

In the case of stationary Gaussian fields, both sufficient conditions are fulfilled, and the formulation \([2.8a]\) is equivalent to \([2.6a]\), compare the proof of Lemma 3.1.

So far, it is too early to speak about the existence or uniqueness of a solution to the problem \([2.4]\) in such generality. Such analysis only makes sense if the subclass of the infinitely divisible fields under consideration is specified. Let us illustrate our new extrapolation approach \([2.4]\) by applying it to stationary Gaussian random fields. These fields, although square integrable, serve as an important benchmark model in extrapolation.

3. Extrapolation of Gaussian Random Fields

Let \(X = \{X(t), t \in \mathbb{R}^d\}\) be a stationary measurable Gaussian random field with mean \(\mathbb{E}X = \mu\) and covariance function \(C(t) = \mathbb{Cov}(X(0), X(t)) = \mathbb{E}[X(0)X(t)] \)
\( \mu^2, \ t \in \mathbb{R}^d, \sigma^2 := C(0) > 0. \) For some fixed excursion levels \( u_1, \ldots, u_k \in \mathbb{R}, \) we extrapolate \( X(t), \ t \in W \setminus \{ t_1, \ldots, t_n \} \) by

\[
\hat{X}(t) = \sum_{j=1}^{n} \lambda_j(t) X(t_j),
\]

where \( \lambda = \lambda(t) = (\lambda_1(t), \ldots, \lambda_n(t))^\top \) maximizes the target functional

\[
F(\lambda, t) = \sum_{j=1}^{k} P\left( X(t) > u_j, \hat{X}(t) > u_j \right)
\]

under the (set of) constraint(s) \( F_{\hat{X}(t)}(x) = \Phi_{\mu, \sigma}(x), \ x \in \mathbb{R}. \) Since \( X \) and \( \hat{X} \) have equal \( N(\mu, \sigma^2) \)– distributions, the equality of their variances reads

\[
\lambda^\top \Sigma \lambda = \sigma^2,
\]

where \( \Sigma = (C(t_j - t_n))_{j=1}^{n} \) is the positive semidefinite covariance matrix of the vector of observations \( X(t_j), \ j = 1, \ldots, n. \) We will refer to \( (3.3) \) as to the ellipsoid constraint. If \( \mu \neq 0 \) is assumed to be unknown, the equality of means leads to an additional constraint \( \sum_{j=1}^{n} \lambda_j = 1. \) In case \( \mu = 0 \) this condition is not needed. Introduce the notation

\[
c_t := (C(t - t_1), C(t - t_2), \ldots, C(t - t_n))^\top.
\]

**Lemma 3.1.** Let \( \mu \) be unknown. The optimization problem \( (2.4a) - (2.4b) \) for stationary Gaussian random fields rewrites as follows:

\[
\begin{align*}
(3.4a) & \quad \langle \lambda, c_t \rangle \to \max_{\lambda \in \mathbb{R}^n}, \\
(3.4b) & \quad \lambda^\top \Sigma \lambda = \sigma^2, \\
(3.4c) & \quad \langle \lambda, e \rangle = 1
\end{align*}
\]

for each \( t \in W. \) If \( \mu = 0 \) then constraint \( (3.4c) \) can be omitted.

**Proof.** By [17, p. 9] we have

\[
P\left( X(t) > u_j, \hat{X}(t) > u_j \right) = \Phi_{\mu, \sigma}^2(u_j) + \frac{1}{2\pi} \int_{0}^{\sin^{-1}(\rho_t)} \exp \left( -\frac{(u_j - \mu)^2}{\sigma^2} \frac{1 - \sin(\theta)}{\cos^2(\theta)} \right) d\theta,
\]

where \( \rho_t = \text{Corr} \left[ X(t), \hat{X}(t) \right], \ t \in W. \) Thus, target functional \( (3.2) \) rewrites

\[
(3.5) \quad F(\lambda, t) = \sum_{j=1}^{k} \Phi_{\mu, \sigma}^2(u_j) + \frac{1}{2\pi} \int_{0}^{\sin^{-1}(\rho_t)} \left[ \sum_{j=1}^{k} \exp \left( -\frac{(u_j - \mu)^2}{\sigma^2} \frac{1 - \sin(\theta)}{\cos^2(\theta)} \right) \right] d\theta.
\]

To compute \( \rho_t, \) we write \( \rho_t = \sigma^{-2} \sum_{j=1}^{k} \lambda_j \text{Cov} [X(t_j), X(t_j)] := \sigma^{-2} \langle \lambda, c_t \rangle. \) The function

\[
g(\theta) := \sum_{j=1}^{k} \exp \left( -\frac{(u_j - \mu)^2}{\sigma^2} \frac{1 - \sin(\theta)}{\cos(\theta)} \right)
\]

is positive for all \( \theta \in [0, \frac{\pi}{2}] \). Then

\[
\int_{0}^{\sin^{-1}(\rho_t)} g(\theta) d\theta \to \max_{\lambda} \text{ iff } \sin^{-1}(\rho_t) \to \max_{\lambda}.
\]

As \( \sin^{-1} \) is an increasing function, this is equivalent to

\[
\rho_t \to \max_{\lambda}.
\]

We arrive at the formulation \( (3.4). \) \( \square \)
Notice that the target functional \( \langle \lambda, c_t \rangle = \| \text{Pr}_y \lambda \| \cdot \| c_t \| \), where \( \text{Pr}_y \) is the operator of the orthogonal projection onto the line with direction vector \( y \in \mathbb{R}^n \), cf. Figure 1a. Lemma 3.1 poses our extrapolation problem as a linear programming problem with quadratic constraints which appears to be a special case of a SOCP (second order cone programming) or a QCQP (quadratically constrained quadratic program) class, cf. e.g. [2, 10]. It can be solved via the Lagrangian formalism. For that, we need the following notation. Introduce numbers \( b_0 := c_t^\top \Sigma^{-1} c_t, b_1 := e^\top \Sigma^{-1} c_t, b_2 := e^\top \Sigma^{-1} e \).

**Theorem 3.2.** Let \( \mu \neq 0 \) be unknown, \( c_t \) be non-collinear to \( e \), \( c_t \neq 0 \), and \( \Sigma \) be positive definite. Then there exists a unique solution to the problem \((3.4)\) which is given by

\[
\lambda = \sqrt{\sigma^2 b_2 - 1 b_0 b_2 - b_1 \Sigma^{-1}} \left( c_t - \frac{b_1}{b_2} e \right) + \frac{1}{b_2} \Sigma^{-1} e.
\]

**Proof.** Let \( e_j, j = 1, \ldots, n \) be the orthonormal basis vectors of \( \mathbb{R}^n \). Let us denote by \( K \) the set of admissible vectors \( \lambda \) given by equations \((3.4b)-(3.4c)\). This compact set is not empty since \( e_j \in K, j = 1, \ldots, n \). Due to positive definiteness of the matrix \( \Sigma \), \( K \) is the boundary of an ellipsoid of dimension \( n-1 \) which lies in the hyperplane \((3.4c)\). The linear functional \( \langle \lambda, c_t \rangle \) is continuous and thus attains its minimum and its maximum on \( K \) which are distinct one from another unless \( \langle \lambda, c_t \rangle \) is constant on \( K \).

We write the Lagrangian for the linear programming problem \((3.4)\) as

\[
\zeta(\lambda, \gamma, \delta) = \langle c_t, \lambda \rangle + \gamma \left( \lambda^\top \Sigma \lambda - \sigma^2 \right) + \delta \left( \langle e, \lambda \rangle - 1 \right).
\]

where \( \gamma, \delta \) are Lagrange multipliers. Differentiating partially with respect to \( \lambda \), we get the gradient

\[
\nabla_\lambda \zeta(\lambda, \gamma, \delta) = c_t + 2\gamma \Sigma \lambda + \delta e = 0.
\]

which gives that

\[
2\gamma \lambda = -\Sigma^{-1} (c_t + \delta e).
\]

Note that \( \Sigma^{-1} \) exists and is symmetric. The left-hand side of \((3.7)\) equals 0 if and only if \( c_t = -\delta e \). Due to constraints, \( \gamma \neq 0 \) iff \( c_t \neq -\delta e \). From condition \((3.4c)\) we get that

\[
e^\top \Sigma^{-1} (c_t + \delta e) = b_1 + \delta b_2 = -2\gamma,
\]

**Figure 1.** Geometrical interpretation of problems \((3.4)\) and \((3.11)\).
\[ \lambda = \frac{\Sigma^{-1}(c_t + \delta e)}{e^\top \Sigma^{-1}(c_t + \delta e)} \]

assuming that \( b_1 + \delta b_2 \neq 0 \). We find \( \delta \) plugging (3.8) into (3.4b) which leads to

\[ (c_t + \delta e^\top)\Sigma^{-1}\Sigma\Sigma^{-1}(c_t + \delta e) = \sigma^2(e^\top\Sigma^{-1}c_t + \delta e^\top\Sigma^{-1}e)^2 \]

and thus yields

\[ b_2(\sigma^2b_2 - 1)\delta^2 + 2b_1(b_2\sigma^2 - 1) + \sigma^2b_2^2 - b_0 = 0, \]

or, equivalently,

\[ (b_2\delta + b_1)^2 = \frac{b_0b_2 - b_1^2}{\sigma^2b_2 - 1}. \]

Solving the minimization problem \( x^\top \Sigma x \rightarrow \min \) subject to \( x^\top y = 1 \), we find that \( y^\top \Sigma^{-1}y = (\min_{x^\top y=1} x^\top \Sigma x)^{-1} \). Therefore, we have that \( 1/b_2 \leq \frac{1}{2\pi^2}\Sigma e < \sigma^2 \) and \( \sigma^2b_2 - 1 > 0 \). Since \( \Sigma^{-1} \) is positive definite, then

\[ 0 \leq (\sqrt{b_2c_1} - \sqrt{b_0e})^\top \Sigma^{-1}(\sqrt{b_2c_1} - \sqrt{b_0e}) = 2b_0b_2 - 2\sqrt{b_0b_2c_1 + b_0b_2} = 2\sqrt{b_0b_2(\sqrt{b_0b_2c_1 + b_0b_2})} \]

and \( b_0b_2 \geq b_1^2 \). Moreover, \( b_0b_2 - b_1^2 = 0 \) iff \( c_t \) is parallel to \( e \). Thus, equation (3.9) has always solutions

\[ \delta_1 = -\frac{b_1}{b_2} + \frac{1}{b_2} \sqrt{b_0b_2 - b_1^2} \frac{b_2b_2 - b_1^2}{\sigma^2b_2 - 1}, \quad \delta_2 = -\frac{b_1}{b_2} - \frac{1}{b_2} \sqrt{b_0b_2 - b_1^2} \frac{b_2b_2 - b_1^2}{\sigma^2b_2 - 1} \]

such that \( b_1 + \delta_1,2b_2 \neq 0 \) if \( b_0b_2 \neq b_1^2 \). The corresponding values of

\[ c_t^\top \lambda_{1,2} = (b_0 + \delta_1,2b_1)/(b_1 + \delta_1,2b_2) \]

are

\[ c_t^\top \lambda_1 = \frac{b_1}{b_2} + \frac{1}{b_2} \sqrt{(b_0b_2 - b_1^2)/(\sigma^2b_2 - 1)}, \quad c_t^\top \lambda_2 = \frac{b_1}{b_2} - \frac{1}{b_2} \sqrt{(b_0b_2 - b_1^2)/(\sigma^2b_2 - 1)}. \]

Obviously, \( c_t^\top \lambda_1 \geq c_t^\top \lambda_2 \) and the maximizer in (3.4) is

\[ \lambda = \sqrt{\frac{\sigma^2b_2 - 1}{b_0b_2 - b_1^2}} \Sigma^{-1} \left( c_t - \frac{b_1}{b_2} e \right) + \frac{1}{b_2} \Sigma^{-1} e = \sqrt{\frac{\sigma^2b_2 - 1}{b_0b_2 - b_1^2}} \Sigma^{-1} \left( c_t + \frac{b_1}{b_2} e \right) + \frac{1}{b_2} \Sigma^{-1} e. \]

\[ \square \]

By Lemma 3.1, the weight vector \( \lambda \) maximises all the probabilities (2.4a) in Theorem 2.1, so the problem is solved for all levels \( u \) in the Gaussian case.

Remark 3.3.

(1) In formula (3.6), vectors \( c_t - \frac{b_1}{b_2} e \) and \( e \) are orthogonal. Indeed,

\[ e^\top \left( c_t - \frac{b_1}{b_2} e \right) = b_2^{-1}(b_2e^\top c_t - nb_1) = b_2^{-1}(e^\top \Sigma^{-1}e) c_t - ne^\top \Sigma^{-1}c_t \]

since symmetric matrices \( ee^\top \) and \( \Sigma^{-1} \) commute.

(2) If \( c_t \) is parallel to \( e \), then the maximization functional \( c_t^\top \lambda \) is constant under the condition \( e^\top \lambda = 1 \). Therefore, there are many solutions to the problem (3.4), namely, these are all vectors \( \lambda \) satisfying (3.4b) and (3.4c). For example, \( \lambda = e_k, k = 1, \ldots, n \) are admissible.
Proof. The Lagrangian for this problem has the form
\[ \sigma \]

For Example 3.4.

Remark its maximizing point. □

\[ \gamma \]

where dimensions is trivial, i.e., \( K = (3.4) \) if \( C(t - t_1) \neq C(t - t_2) \). Since the admissible ellipsoid \( K \) of values \( \lambda \) in two dimensions is trivial, i.e., \( K = \{ (1, 0), (0, 1) \} \), we have the following solutions:

\[ \lambda = (1, 0) \text{ if } C(t - t_1) > C(t - t_2), \]
\[ \lambda = (0, 1) \text{ if } C(t - t_1) < C(t - t_2), \]
\[ \lambda = (0, 1) \text{ or } (1, 0) \text{ if } C(t - t_1) = C(t - t_2). \]

Now, let us turn to the case of a centered Gaussian random field \( X \), i.e. if \( \mu = 0 \). This case is less realistic from the point of view of real applications, since the drift \( \mu \) is usually unknown and has to be estimated. However, after being estimated, it can be subtracted from the field itself making it approximately centered. For \( \mu = 0 \), the extrapolation optimization problem in Lemma 3.3 can be stated without constraint (3.1c) making life much more simple: for any \( t \in W \)

\[ (3.11a) \quad \left\{ \begin{array}{ll}
\langle \lambda, c_t \rangle & \to \max, \\
\lambda^\top \Sigma \lambda & = \sigma^2.
\end{array} \right. \]
\[ (3.11b) \]

Since the target functional equals \( \langle \lambda, c_t \rangle = \| \text{Pr}_y \lambda \| \cdot \| c_t \| \), where \( \text{Pr}_y \) is the operator of the orthogonal projection onto the line with direction vector \( y \in \mathbb{R}^n \) (cf. Figure 1b), any point on the boundary of the ellipsoid is feasible.

Theorem 3.5. Let \( \mu = 0 \). If \( \Sigma \) is a positive definite matrix, and \( c_t \neq 0 \), then the above linear programming problem has a unique solution \( \lambda = (\lambda_1, \ldots, \lambda_n) \top \) for each \( t \in W \) which reads

\[ (3.12) \quad \lambda = \frac{\Sigma^{-1} c_t}{\sqrt{c_t} \Sigma^{-1} c_t}. \]

Proof. The Lagrangian for this problem has the form
\[ \zeta(\lambda, \gamma) = \langle c_t, \lambda \rangle + \gamma \left( \lambda^\top \Sigma \lambda - \sigma^2 \right), \]
where \( \gamma \) is a Lagrange multiplier. The gradient with respect to \( \lambda \) equals \( \nabla_\lambda \zeta(\lambda, \gamma) = c_t + 2\gamma \Sigma \lambda \), which equals zero if \( 2\gamma \lambda = -\Sigma^{-1} c_t \). From (3.4b) we have that \( \frac{1}{\sigma^2} c_t^\top \Sigma^{-1} \Sigma \Sigma^{-1} c_t = \sigma^2 \) which gives two extremal points
\[ \lambda_{1,2} = \pm \sigma \frac{\Sigma^{-1} c_t}{\sqrt{c_t} \Sigma^{-1} c_t}. \]

The values of maximization functional are \( c_t^\top \lambda_{1,2} = \pm \sigma \sqrt{c_t} \Sigma^{-1} c_t \). Obviously, \( \lambda_1 \) is its maximizing point. □

Remark 3.6.

(1) Extrapolation method (3.12) is exact as well. Indeed, let \( c_t = c_{t_k} = \Sigma e_k \), then \( c_t^\top \Sigma^{-1} c_t = e_k^\top \Sigma \Sigma^{-1} e_k = \sigma^2 \), and \( \lambda = \sigma \frac{\Sigma^{-1} e_k}{\sigma} = e_k \).
(2) Extrapolation methods (3.6) and (3.12) differ from the ordinary or simple kriging. There, the kriging estimator is

\[
\hat{X}(t) = \sum_{j=1}^{n} \lambda_{kr,j}(t) X(t_j),
\]

and \( \lambda_{kr} = (\lambda_{kr,1}, \ldots, \lambda_{kr,n})^{\top} \) minimizes the functional

\[
\mathbb{E}(\hat{X}(t) - X(t))^2 = \lambda^{\top} \Sigma \lambda + \sigma^2 - 2 \epsilon^{\top} \lambda,
\]

where \( \delta_{kr} = (1 - b_1)/b_2 \) in the ordinary kriging case and \( \delta_{kr} = 0 \) in the simple kriging case, cf. [36, p. 23,84], [12, p. 155,167]. Now it is sufficient to compare \( \lambda_{kr} \) with (3.6) rewritten as

\[
\lambda = \sqrt{\frac{\sigma^2 b_2 - 1}{b_0 b_2 - b_1^2}} \Sigma^{-1} \epsilon_t + \frac{1 - \sqrt{\frac{\sigma^2 b_2 - 1}{b_0 b_2 - b_1^2}}}{b_2} \Sigma^{-1} \epsilon
\]

and with (3.12) in the form

\[
\lambda = \frac{\sigma}{\sqrt{c_t^\top \Sigma^{-1} c_t}} \Sigma^{-1} \epsilon_t.
\]

Notice that \( \lambda \) in [3.14] and \( \lambda_{kr} = \Sigma^{-1} \epsilon_t \) for simple kriging are proportional. For instance, if \( n = 1 \) we can compute the simple kriging estimate as

\[
\tilde{X}(t) = \mathbb{E}(X(t) | X(t_1)) = \mu + \frac{C(t - t_1)}{C(0)} (X(t_1) - \mu),
\]

compare e.g. [31, Theorem 2, p. 238]. We see that \( \tilde{X}(t) \neq \hat{X}(t) \), where \( \hat{X}(t) = \lambda_1(t) X(t_1) \) is our predictor from (3.6) and (3.12) with

\[
\lambda_1(t) = \begin{cases} 1, & \mu \text{ unknown}, \\ \text{sgn}(C(t - t_1)), & \mu = 0 \text{ known}. \end{cases}
\]

(3) The expected mean square error of extrapolation \( \mathbb{E} \left[ \tilde{X}(t) - X(t) \right]^2 = 2(\sigma^2 - \epsilon_t^\top \lambda) \) equals

\[
\mathbb{E} \left[ \tilde{X}(t) - X(t) \right]^2 = 2 \left( \sigma^2 - \frac{b_1}{b_2} - \frac{1}{b_2} \sqrt{(b_0 b_2 - b_1^2)(\sigma^2 b_2 - 1)} \right)
\]

in case of unknown \( \mu \) and

\[
\mathbb{E} \left[ \tilde{X}(t) - X(t) \right]^2 = 2\sigma \left( \sigma - \sqrt{c_t^\top \Sigma^{-1} c_t} \right)
\]

for \( \mu = 0 \).

Now we would like to discuss the consistency of our extrapolation methods. Namely, we prove that, under some additional assumptions on the covariance function \( C \) of \( X \), it holds \( \hat{X}(t) \to X(t) \) as \( n \to \infty \) in mean square (and thus in stochastic) sense if the observation design \( t_1, \ldots, t_n \) is asymptotically dense around the point \( t \).

**Theorem 3.7.** Let the covariance function \( C \) be continuous and positive definite, and \( \min_{j=1,\ldots,n} ||t_j - t|| \to 0 \) as \( n \to \infty \).

(i) For \( \mu \) either known (\( \mu = 0 \)) or unknown, it holds

\[
\mathbb{E} \left[ \tilde{X}(t) - X(t) \right]^2 \to 0, \quad n \to \infty.
\]
(ii) Let now \( t_j \in T_N = (h_N \mathbb{Z})^d \cap W \) for \( j = 1, \ldots, n(N) \), where \( h_N > 0 \) is a mesh size and \( n(N) \) is the number of points in \( T_N \). If \( C \) is Hölder continuous at 0 with index \( \alpha > 0 \) and \( \sum_{N=1}^{\infty} h_N^\alpha < \infty \), then
\[
\hat{X}(t) \rightarrow X(t), \quad N \rightarrow \infty, \ a.s.
\]

Proof. (i): As it was mentioned in the proof of Theorem 3.2 any \( \lambda = \mathbf{e}_j, j = 1, \ldots, n \) is admissible, i.e., \( \mathbf{e}_j^\top \Sigma \mathbf{e}_j = \sigma^2 \) and \( \mathbf{e}_j^\top \mathbf{e} = 1 \). Thus, maximum values of \( \lambda^\top \mathbf{c}_t \) in optimization problems (3.4) and (3.11) are larger or equal than \( \mathbf{e}_j^\top \mathbf{c}_t = C(t - t_j) \), for any \( j = 1, \ldots, n \). Taking \( j(n) = \arg \min_{n=1,\ldots,n} \| t_l - t \| \), we have from the continuity of \( C \)
\[
\mathbb{E} \left[ \hat{X}(t) - X(t) \right]^2 = 2(\sigma^2 - \lambda^\top \mathbf{c}_t) \leq 2\sigma^2 - 2C(t - t_{j(n)}) \rightarrow 0
\]
as \( n \rightarrow 0 \). Then the first statement is proved.

(ii): Let now \( t_j \in T_N, j = 1, \ldots, n(N) \). Then \( \| t_{j(N)} - t \| \leq \sqrt{dh_N}/2 \). If, additionally, \( C \) is Hölder continuous at 0 with index \( \alpha \), then there exists constants \( K, D > 0 \) such that \( |C(0) - C(x)| \leq K|x|^\alpha \) for all \( \| x \| \leq D \) and
\[
\sum_{N=1}^{\infty} \mathbb{E} \left[ \hat{X}(t) - X(t) \right]^2 \leq 2K \sum_{N=1}^{\infty} \| t - t_{j(N)} \|^\alpha \leq 2^{1-\alpha}d^{\alpha/2}K \sum_{N=1}^{\infty} h_N^\alpha < \infty.
\]

Thus, it follows from the Borel–Cantelli lemma that \( \hat{X}(t) \rightarrow X(t) \) a.s. as \( N \rightarrow \infty \). □

Remark 3.8. It follows from the above proof that under the assumptions of Theorem 3.7 (ii)
\[
\mathbb{E} \left[ \hat{X}(t) - X(t) \right]^2 \leq 2K \min_{j=1,\ldots,n} \| t_j - t \|^\alpha.
\]
That is, the speed of convergence of a path of \( \hat{X} \) to that of \( X \) is slower for Gaussian processes with more rough paths which is reflected by a higher constant \( K \) or by a smaller value of \( \alpha \). This point will be illustrated on numerical experiments in the next section.

4. Numerical Simulation

To compute solutions (3.6) and (3.12) numerically, the inversion of matrix \( \Sigma \) has to be replaced by the numerical solution of the corresponding system of linear equations e.g. by using the QR decomposition. Thus, one has to find \( \lambda \) out of
\[
\Sigma \lambda = \sqrt{\frac{\sigma^2 b_2 - 1}{b_0 b_2 - b_1^2}} c_t + \frac{1 - \sqrt{\frac{\sigma^2 b_2 - 1}{b_0 b_2 - b_1^2}}}{b_2} \mathbf{e}, \quad \mu \text{ unknown},
\]
or
\[
\Sigma \lambda = \sqrt{\frac{\sigma}{c_t \lambda^{-1}}} c_t, \quad \mu = 0 \text{ known},
\]
respectively. In statistical practice, the covariance function \( C \) of the field \( X \) has to be first estimated from the data \( X(t_1), \ldots, X(t_n) \). To ensure the positive definiteness of matrix \( \Sigma \), a valid covariance model with this property has to be fitted to the estimated covariance \( \hat{C} \) by a least squares method as it is usually done with kriging in geostatistical applications. In this section, however, we assume the covariance function \( C \) to be known a priori not to bother with these well known issues.

For numerical simulations, we choose the one-dimensional case \( d = 1 \) due to visualization reasons. The above methods are dimension free and work for any \( d > 1 \) in the same way. The corresponding R code for \( d = 1, 2, 3 \) in available at [14]. Let \( X = \{ X(t), t \in \mathbb{R} \} \) be a stationary Gaussian process with standard normal marginals, i.e. \( \mu = 0, \sigma^2 = 1 \). We choose different covariance functions \( C \), simulate the
Gaussian process $X$ on the interval $[0, 100]$ and measure its values at different points $T_n = (h\mathbb{Z}) \cap [0, 100]$, where $h$ is a mesh size.

Thus, for the exponential covariance function $C_1(t) = \exp(-|t|)$, $t \in \mathbb{R}$ we successively observe the process $X$ at locations $T_n$ with mesh sizes $h = 10 (n = 10)$, $h = 1 (n = 100)$, and $h = 0.2 (n = 500)$, respectively. For the Gaussian covariance $C_2(t) = \exp\left(-\frac{t^2}{2}\right)$, $t \in \mathbb{R}$ we used $h = 10 (n = 10)$ and $h = 1 (n = 100)$. For the \begin{equation}
C_3(t) = J_0(t) = \sum_{n=0}^{\infty} \frac{(-1)^n(t/2)^{2n}}{n!(2n+1)}, \quad t \in \mathbb{R}
\end{equation}
and oscillating sine covariance $C_4(t) = \frac{\sin(t/2)}{2}, \quad t \in \mathbb{R}$ we measure $X$ at $T_n$ with mesh sizes $h = 10 (n = 10)$, $h = 5 (n = 20)$, and $h = 2.5 (n = 40)$.

Then we perform our extrapolation on a regular grid in $[0, 100]$ with mesh size 0.1 and compare the values $\hat{X}(t)$ with $X(t)$ on that grid by taking the length of the symmetric difference of the excursion sets of $\hat{X}$ and $X$ at levels $u_j \in \{-2, -1, 0, 1, 2\}$. The results of the extrapolation of the Gaussian process $X$ with the four covariance structures as above for low observation density (based on ten measurements) are given in Figure 2. The exactness of the extrapolation at observation points is seen directly from the graphs of $X$ and $\hat{X}$.

As mentioned in Remark 3.8, increasing the density of observations leads to better extrapolation which is controlled by the Hölder constants $K$ and $\alpha$. This can be seen in Figure 3 with forty observation points. There, the predictors coincide with the realisation of $X$ in the sine ($K = 1/6, \alpha = 2$) and Bessel ($K = 1/4, \alpha = 2$) case, and are very close to $X$ for the Gaussian ($K = 1, \alpha = 2$) covariance function. For $n = 100$ observations, the curves for $X$ and $\hat{X}$ become indistinguishable also in the latter case.

Figure 4 illustrates the increase in resolution of the observation grid for the Gaussian process $X$ with exponential ($K = \alpha = 1$) covariance function. The paths of $X$ are more rough which is reflected by smaller $\alpha$ and larger $K$. In accordance with Remark 3.8, the acceptable quality of extrapolation is reached at higher frequencies $n = 100, 500$ of observations.

Next, we compare the performance of our new extrapolation method with simple and ordinary kriging on the observation grid $t_j = 10j, j = 1, \ldots, 10$. Figure 5 contains a realisation of a Gaussian process with Gaussian covariance $C_2$ together with our predictors $\hat{X}$ from (3.6) and (3.12) as well as simple and ordinary kriging estimates $\hat{X}$ from (3.15). We see that both our methods perform equally well. We use boxplots to visualize the distance-in-measure error $v_1(A_X(u_j)\Delta A_{\hat{X}}(u_j))$ as well as $v_1(A_X(u_j)\Delta A_{\hat{X}}(u_j))$ at levels $u_j \in \{-2, -1, 0, 1, 2\}$. To this end, 1200 realisations of a Gaussian process $X$ with Gaussian covariance have been simulated. Observed at ten time spots $t_j = 10j, j = 1, \ldots, 10$, they have been extrapolated using the above four methods to compare: linear predictors $\hat{X}$ with known or unknown mean as well as (simple and ordinary) kriging extrapolators $\hat{X}$. It is seen in Figure 6 that the error is largest at the level $u_j = \mu = 0$ of the mean of $X$ and decreases with increasing $|u_j|$, as expected from formula (3.5). The mean and the median of the error is better for the kriging methods for levels $u_j = ±1, ±2$ and comparable or slightly worse than our extrapolators for $u_j = 0$. To explain this, it is enough to recall that our extrapolators (3.6) and (3.12) have the minimal mean distance-in-measure error in the class of all linear predictors with the same marginal distribution as $X(0)$. However, kriging methods minimize the prediction variance without this additional restriction.

We extend our simulations and repeat the above scheme with $\mu = 1, u \in [-1, 3]$ and covariance function $C_3$. The mean values of $v_1(A_X(u_j)\Delta A_{\hat{X}}(u_j))$ (predictor (3.6)) and $v_1(A_X(u_j)\Delta A_{\hat{X}}(u_j))$ (ordinary kriging) are presented in Figure 7a. One can observe that our extrapolator is better around $u = \mu = 1$. At the same time, the marginal
Figure 2. Comparison of trajectories of the Gaussian process $X$ (blue) and linear predictor $\hat{X}$ with known mean $\mu = 0$ (orange) and unknown mean (green) out of ten of observations. The covariance structure $C$ of $X$ is chosen to be exponential (2a), Gaussian (2b), Bessel (2c) or sine (2d).
Figure 3. Comparison of trajectories of Gaussian process $X$ (blue) and its predictor $\hat{X}$ with known mean $\mu = 0$ (orange) or unknown mean (green) observed at 40 locations. $X$ has Gaussian (3a), Bessel (3b) or sine (3c) covariance function.
(a) \(X\) with exponential covariance \(C_1\), observed at \(t_j = j, \ j = 1, \ldots, 100\).

(b) \(X\) with exponential covariance \(C_1\), observed at \(t_j = 0.2j, \ j = 1, \ldots, 500\).

**Figure 4.** Comparison of trajectories of Gaussian process \(X\) with exponential covariance (blue) and its predictor \(\hat{X}\) with unknown mean (green) observed at \(t_j = 0.2j, \ j = 1, \ldots, 500\) (4b) and \(t_j = j, \ j = 1, \ldots, 100\) (4a).

**Figure 5.** A path of a Gaussian process \(X\) (blue) with Gaussian covariance function is compared to our new linear predictor \(\hat{X}\) with known mean \(\mu = 0\) (orange), with unknown mean (green), simple kriging (red) and ordinary kriging (yellow).
distributions of $\tilde{X}$ differ a lot from $N(1, 1)$. For example, we consider each trajectory of $X$, $\tilde{X}$, and $\hat{X}$ as a sample and compute the corresponding sample variances $\hat{\sigma}^2$. Under the assumption of stationarity, these estimates must be close to $\sigma^2 = 1$. Boxplots for $\hat{\sigma}^2$ in Figure 7b show that it is true for $\hat{X}$, and the median value of $\hat{\sigma}^2$ for $\hat{X}$ is 0.212 only.

![Boxplots for the length of the symmetric difference of excursion sets at levels](image)

**Figure 6.** Boxplots for the length of the symmetric difference of excursion sets of $X$ and predictor $\hat{X}$ with known mean $\mu = 0$ (orange), unknown mean (green) as well as kriging predictor $\tilde{X}$: ordinary (yellow) and simple (red). The stationary Gaussian process $X$ with Gaussian covariance function is simulated 1200 times. The excursions are taken at levels (6a) $u = -2$, (6b) $u = -1$, (6c) $u = 0$, (6d) $u = 1$ and (6e) $u = 2$. 

The mean length of the symmetric difference of excursion sets of \(X\) and predictor \(\hat{X}\) with unknown mean (black) as well as ordinary kriging predictor \(\tilde{X}\) (red). The excursions are taken at levels \(u \in [-1, 3]\).

**Figure 7.** Comparison of level sets of \(\hat{X}\) and \(\tilde{X}\) based on 1200 simulated paths of the stationary Gaussian process \(X\) with the Bessel covariance function \((\mu = 1, \sigma = 1)\).

To summarize, we developed a quite universal framework for the linear extrapolation of stationary random functions without any additional moment existence assumptions. This framework performs well (comparable to kriging) in the Gaussian case. It is a future challenge to apply it to heavy-tailed stationary infinitely divisible random functions.
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