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Abstract—Recursive estimation of nonlinear dynamical systems is an important problem that arises in several engineering applications. Consistent and accurate propagation of uncertainties is important to ensuring good estimation performance. It is well known that the posterior state estimates in nonlinear problems may assume non-Gaussian multimodal densities. In the past, Gaussian mixture filters and particle filters were introduced to handle non-Gaussianity and nonlinearity. However, these methods have seen only limited success as most mixture filters attempt to fix the number of mixture modes during estimation process, and the particle filters suffer from the curse of dimensionality. In this paper, we propose a particle based Gaussian mixture filtering approach for the general nonlinear estimation problem that is free of the particle depletion problem inherent to most particle filters. We employ an ensemble of randomly sampled states for the propagation of state probability density. A Gaussian mixture model of the propagated uncertainty is then recovered by clustering the ensemble. The posterior density is obtained subsequently through a Kalman measurement update of the mixture modes. We prove the weak convergence of the PGM density to the true filter density assuming exponential update of the mixture modes. We prove the weak convergence of the PGM density to the true filter density assuming exponential forgetting of initial conditions by the true filter. The estimation performance of the proposed filtering approach is demonstrated through several test cases.

I. INTRODUCTION

Rapid advances in the fields of control and automation has made it necessary to be able to estimate the state of a numerous variety of dynamical systems. As a result, there is growing interest in the recursive and computationally efficient algorithms for estimating the state and associated uncertainty in higher dimensional nonlinear systems. A great deal of prior research is available on static and dynamic estimation of parameters and systems. The Kalman filter was proposed as the unbiased minimum variance estimator for linear dynamical systems perturbed by additive Gaussian noise [1], [2]. The extended Kalman filter (EKF) was introduced to incorporate nonlinear systems into the Kalman filtering framework [3]. However, the limitations of the Jacobian linearization assumptions and the accumulation of linearization errors often resulted in the divergence of EKF estimates. The Unscented Kalman Filter (UKF) and the broader class of sigma point Kalman filters provided a derivative free alternative to the EKF [4], [5]. It has been shown that the UKF algorithm is in fact a linearization of the process and measurement functions using statistical regression using the sigma points [7]. In addition to linearizing the system model, both EKF and UKF approximate the posterior pdf with a single Gaussian pdf. However, the state pdf in a general nonlinear filtering problem can be non-Gaussian and multimodal. A Gaussian mixture approximation of the state pdf was proposed to incorporate the multimodality of the problem in nonlinear settings [8], [9]. These approaches however had a major shortcoming as the number of Gaussian components were kept constant through out the estimation process. Also the component weights were updated only during the measurement update. Approaches to adapting the weights of individual Gaussian modes by minimizing the propagation error committed in the GMM approximation have been proposed recently [10]. A different approach to improving the accuracy of GMM filters is by splitting the Gaussian components during the propagation based on nonlinearity induced distortion [11]. Both of these approaches require frequent optimizations, or entropy calculations, to be performed during the propagation, which significantly add to the overall computational requirement.

The particle filters (PF) are a class of sequential Monte Carlo methods that employ an ensemble of states known as particles to represent the state pdf [12], [13]. These states are sampled from the initial pdf and propagated forward in time based on the nonlinear system model. The measurement updates are performed by assigning weights to individual particles which may then be resampled. The PF does not enforce restrictive assumptions on the nature of dynamics or pdf. Quite often, the measurement updates in particle filters result in weight degeneration wherein a significant fraction of particles lose their importance weights. This problem, termed the “particle depletion” is a major shortcoming of the particle filters as it requires the number of particles to be increased exponentially with the dimension of state space [14], [15]. Particle based approaches such as the Ensemble Kalman filter (EnKF) and the Feedback particle filter (FPF) that forego the resampling based measurement update have been demonstrated to be more effective in higher dimensional filtering problems involving unimodal pdfs [16], [17].

In this paper, we propose a particle Gaussian mixture filter (PGMF), addressing the general multimodal nonlinear filtering problem. The PGMF design is inspired by a previous work on a UKF-PF hybrid filter that was proposed for space object tracking [18]. The PGMF employs an ensemble of states for performing the uncertainty propagation. A functional form of the propagated pdf is then recovered as a Gaussian mixture model by clustering the states. The posterior pdf is obtained by performing a Kalman measurement update on the GMM. The PGMF is conceived to keep track of the nonlinear uncertainty propagation without performing any additional optimization.
and splitting operation during the propagation step. As the posterior pdf is obtained without employing the particle measurement update, the PG MF is not prone to the particle depletion problem and the associated curse of dimensionality. As the additional clustering step is performed only during the measurement update step, the PG MF is especially suitable for filtering in the sparse measurement scenario.

The remainder of this article is organized as follows. An introductory discussion on mixture model and clustering is given in section II. The PGM filter algorithm, and an associated convergence result, are presented in section III. Details pertaining to the actual implementation of the proposed filter is given in section IV. The PGM filter is applied to three test cases and compared extensively with the PF, the UKF and the EnKF in section V.

II. PRELIMINARIES: MIXTURE MODEL FILTERING

Let the state of the dynamical system of interest be denoted by \( x \in \mathbb{R}^d \). We assume that the state of the system evolves according to a Markov chain whose transition density is specified by \( p(x'/x) \), and assumed to be known. We also obtain measurements of the state at discrete times \( n \) and the observation model is specified by the following:

\[
    z_n = h(x_n) + v_n, \tag{1}
\]

where \( \{v_n\} \) is a discrete time Gaussian white noise process with zero mean and covariance \( R_n \). It is very well known that the filtered density of the state of the Markov chain follows the following two steps. Let \( \pi_{n-1}(x) \) denote the pdf of the state after the measurement \( z_{n-1} \). Then, the prediction of the pdf before the measurement \( z_n \) at time \( n \) (the predicted prior pdf) is given by:

\[
    \pi_n^{-}(x) = \int p(x'/x)\pi_{n-1}(x')dx', \tag{2}
\]

which is the law of total probability. Further, after measurement \( z_n \) is received, the pdf of the state is updated according to Bayes rule as (the posterior pdf):

\[
    \pi_n(x) = \frac{p(z_n/x)\pi_n^{-}(x)}{\int p(z_n/x')\pi_n^{-}(x')dx'}, \tag{3}
\]

\( p(z/x) \) is the measurement likelihood function and can be inferred from the measurement model above. The prediction and the update steps above are the key steps to any recursive filtering algorithm and different filtering approaches are distinguished by how they perform the above two steps. Let us assume that a mixture representation has been chosen for the predicted and posterior pdfs. In particular, let:

\[
    \pi_n^{-}(x) = \sum_{i=1}^{M(n)} \omega_i^{-}(n)p_{i,n}^{-}(x), \tag{4}
\]

where \( p_i^{-}(.) \) are standard pdfs, and \( \{\omega_i^{-}(n)\}, \{\omega_i(n)\} \) are positive sets of weights that both add up to unity. The prediction equation for the mixture model then boils down to the following:

\[
    \pi_n(x) = \sum_{i=1}^{M(n-1)} \omega_i(n-1)\int \frac{p(x/x')\pi_{i,n-1}(x')dx'}{p_{i,n}(x)} \tag{5}
\]

Explicitly, the mixture prediction step can be split into the following discrete and continuous steps:

\[
    \omega_i^{-}(n) = \omega_i(n-1), \tag{6}
\]

\[
    p_{i,n}^{-}(x) = \int p(x/x')p_{i,n-1}(x')dx'. \tag{7}
\]

Given an observation \( z_n \), the prior mixture \( \pi_n^{-}(x) \) is transformed into the posterior mixture \( \pi_n(x) \) as follows:

\[
    \pi_n(x) = \frac{p(z_n/x)\sum_{i=1}^{M(n)} \omega_i(n)p_{i,n}^{-}(x)}{\int p(z_n/x')\sum_{i=1}^{M(n)} \omega_i(n)p_{i,n}^{-}(x')dx'}, \tag{8}
\]

Define the likelihood that \( z_n \) comes from the \( i \)th mixture component as:

\[
    l_i(n) = \sum_{j=1}^{M(n)} w_i(n)l_i(n) \tag{9}
\]

Rearranging the above mixture expression using the definition of the component/ mode likelihood gives us:

\[
    \pi_n(x) = \sum_{i=1}^{M(n)} \frac{w_i^{-}(n)l_i(n)}{\sum_{j=1}^{M(n)} w_j^{-}(n)l_j(n)} \frac{p(z_n/x)p_{i,n}^{-}(x)}{l_i(n)}. \tag{10}
\]

The above expression clearly shows that the measurement update has a hybrid nature, a standard update of the individual modes of the mixture with the measurement \( z_n \), and a discrete Bayesian update of the mode weights using the mode likelihoods \( l_i(n) \). Note further that the mode likelihoods are the Bayes’ normalization factors for the individual modes. Moreover, note that there are no approximations whatsoever in the above mixture update equations. Explicitly, we delineate the discrete and continuous updates of the mixture model below:

\[
    \omega_i(n) = \frac{w_i^{-}(n)l_i(n)}{\sum_{j=1}^{M(n)} w_j^{-}(n)l_j(n)}. \tag{11}
\]

\[
    p_{i,n}(x) = \frac{p(z_n/x)p_{i,n}^{-}(x)}{l_i(n)}. \tag{12}
\]

It behoves us to take a closer look at the hybrid prediction equations and as well as the hybrid update equations and It has been shown that a Gaussian mixture model(GMM) can be used to approximate a general continuous non-Gaussian pdf to any degree of accuracy. The GMMs also inherit
many of the desirable properties of Gaussian densities which makes their analysis easier. In figure [1] a weighted Gaussian sum is used to represent a multimodal pdf. Let us assume that we have fixed the form of the mixture model to a Gaussian Mixture Model (GMM), i.e., the posterior pdf may vary from one time step to the other. For example, consider the nonlinear dynamical system given by

$$
\pi_{i,n-1}(x) = \mathcal{G}(x; \mu_i(n-1), P_i(n-1)),
$$

where $\mathcal{G}(x; \mu, P)$ represents the Gaussian pdf with mean $\mu$ and covariance $P$. Consider first the prediction equations. Note that from the way it has been written, the number of mixture components at time $n-1$, $M(n-1)$, is the same as the number of mixture components of the prediction at time $n$, $M(n)$. However, this assumes that the prediction of the $i^{th}$ Gaussian component $\pi_{i,n-1}$ of the posterior pdf at time $n-1$ remains a single Gaussian at time $n$, $\pi_{i,n}$. However, this is, in general, not true. The number of mixture components necessary to approximate the state pdf may vary from one time step to the other. For example, consider the nonlinear dynamical system given by

$$
\begin{align*}
\dot{x}_1 &= \left[ -\frac{x_1}{\sin(\frac{x_2}{2})} \right] + \Gamma(t), \\
\dot{x}_2 &= \pi_0(X) = \mathcal{G}(X, [-12, 0], [0.2, 0; 0, 1]).
\end{align*}
$$

In figure 2a the locations of 200 particles sampled from the initial pdf $\pi_0(x)$ as they evolve through the dynamics of the system are plotted. The particles are seen to separate into two distinct modes as time progresses. Hence, in order to use mixture models for prediction, we have to find a way to tackle the problem of time varying number of GMM components.

Next, let us consider the measurement update equations [11] and [12]. The discrete weight update Eq. [11] is quite clear, however, it behooves us to take a closer look at the continuous mode update Eq. [12]. Since the prior component is Gaussian, and the update Eq. [12] could be done simply using the Kalman/least squares update, i.e.,

$$
\begin{align*}
\mu_i(n) &= \mu_i^{-}(n) + P_{i,z}^{-1}(n)P_{i,zz}^{-1}(n)(z_n - E_i[h(X)]), \\
P_i(n) &= P_i^{-}(n) - P_{i,z}^{-1}(n)P_{i,zz}^{-1}(n)P_{i,z}^{-1}(n),
\end{align*}
$$

where $P_{i,z}(n) = E_i[h(X) - E_i[h(X)](X - E_i[h(X)])'$, $P_{i,zz}(n) = E_i[(h(X) - E_i(h(X))(h(X) - E_i(h(X)))']$, and $E_i[f(X)]$ represents an expectation of the function $f(X)$ with respect to the random variable $X$ where $X \sim \mathcal{G}(x; \mu_i^{-}(n), P_i^{-}(n))$. However, this update is not necessarily correct. Similar to the prediction case, in general, a single predicted Gaussian component can split into multiple modes after the Bayesian update [12], i.e., the updated component itself is a GMM. An illustration of this is given in figure. 2b. In this case we have a prior ensemble generated from $\pi(x) = \mathcal{G}(X, [0, 1; 0, 2])$. Then, a noisy measurement $z = 2$ is recorded where

$$
z = x_1^2 + \tau, \quad \tau \sim \mathcal{G}(x, 0, 2).
$$

An ensemble for the posterior pdf $\pi(x|z)$ is obtained through resampling and is seen to split into two separate modes. Hence, just as in the prediction step, there is a need to deal with the time varying number of GMM components after an update.

For ease of treatment and clarity of exposition, we shall not consider the measurement update aspect of the GMM filtering problem in this paper, which will be treated in a companion paper. Hence, we make the following assumption for the remainder of the paper.

**Assumption 1.** We shall assume a Gaussian mixture representation for the predicted and posterior filtered densities.
Further, we assume that given a predicted mixture component at time $n$, $G(x; \mu_i^{-}(n), P_i^{-}(n))$, the update Eq. [12] after an observation $z_n$ is approximated arbitrarily well by the Least Squares/ Kalman update Eq. [15][17].

III. THE PARTICLE GAUSSIAN MIXTURE (PGM) FILTER

In this section, we first present the PGM filter. In the following subsection, we show the weak convergence of the PGM filter density to the true filter density under the condition of exponential forgetting of initial conditions by the true filter. Finally, we also compare and contrast the PGM algorithm with other mixture based nonlinear filters, in particular, the PF, the Gaussian Mixture Filter (GMF) and the EnKF.

A. The PGM Algorithm

The basic assumption underlying the PGM algorithm is that the predicted prior and posterior filter densities can be represented using a GMM. In particular, let:

$$
\pi_n^{-}(x) = \sum_{i=1}^{M^{-}(n)} \omega_i^{-}(n) G_i^{-}(x; \mu_i^{-}(n), P_i^{-}(n))
$$

$$
\pi_n(x) = \sum_{i=1}^{M(n)} \omega_i G_i(x; \mu_i, P_i(n)).
$$

In general, $M^{-}(n)$ and $M(n)$ need not be the same, however, owing to Assumption 1 they are assumed to be equal for the purposes of this paper. For instance, given a linear measurement function, this is true. The PGM filtering algorithm is composed of three basic steps that are described below.

1) Sampling: The PGM filter assumes the availability of the Markov transition kernel $p(x|x')$ using which it can draw samples of the next state $x$ given that the current state is $x'$. The first step in the PGM algorithm is the use of the transition kernel to generate a set of samples at the next time step (which is the same as in a Particle filter).

2) Clustering: Then, we use a clustering algorithm $C$ to partition the set of points into $M^{-}(n)$ different clusters whose means and covariances can be evaluated using sample averaging. Clustering is a field of Machine learning termed as Unsupervised Learning [19], [20]. There are many different algorithms that can be used for clustering, for instance K-means clustering [21], EM clustering [22] among others. In the basic clustering algorithms, the number of clusters have to be specified [23], [24] while the more advanced techniques also estimate the number of clusters [25]. In the experimental results presented in this paper, we use the simple K-means clustering algorithm, which is computationally very inexpensive while still being able to give good results for well separated clusters. The k-means clustering is a popular approach to partitioning wherein the data set is grouped into different clusters so that the sum of squares of within-group distances is minimized, i.e., the data set $S$ is partitioned into $M$ clusters $G_M^* = \{S_1, \cdots, S_M\}$ such that

$$
G_M^* = \arg\min_{G_M} \sum_{i=1}^{M} \sum_{x_i \in S_i} \|x_i - \mu_i\|^2.
$$

Here $G_M$ denotes any partition of the set $S$ into $M$ clusters and $\mu_i$ represents the mean of the elements of the $i^{th}$ cluster in that partition. Once the vectors $x_i$ are assigned into different clusters, an $M$ mode GMM describing the set $S$ may be derived as follows.

$$
n_i = \sum_{j=1}^{N} \mathbb{1}(x_j \in S_i),
$$

$$
w_i = \frac{1}{N} n_i,
$$

$$
\mu_i = \frac{1}{n_i} \sum_{x_j \in S_i} x_j,
$$

$$
C_i = \frac{1}{n_i - 1} \sum_{x_j \in S_i} (x_j - \mu_i)(x_j - \mu_i)^T.
$$

Here $\mathbb{1}(\cdot)$ represents the indicator function. In figure 3 a set of points are chosen from the two dimensional space and clustered using the k-means algorithm to obtain a GMM.

3) Measurement update: Incorporate the measurement information by updating the means and covariances of all $M$ modes individually using a least squares Kalman measurement update. Also update the mixture weights using the mode likelihoods $l_i(n)$ as in Eq. [11]

B. Analysis of the PGM Filter

In the following, we analyze the PGM filter. We show that under the assumption of a perfect clustering scheme $C$, the PGM filter density converges weakly to the true filter density. Let $\hat{F}_{z_n}(\pi_{n-1}) = \pi_n$ denote the true filter density at time $n$ given that the filter density at time $n-1$ is $\pi_{n-1}$ and the observation at time $n$ is $z_n$. Further, let $\hat{F}_{z_n}(\pi_{n-1})$ denote the filter density approximated by the PGM filter. We make the following exponential forgetting assumption on the true filter.

Assumption 2. We assume that there exists $C < \infty$ and $\rho < 1$
such that:

\[ || F_{z_n} F_{z_{n-1}} \cdots F_{z_1} (\pi_0) - F_{z_n} F_{z_{n-1}} \cdots F_{z_1} (\pi_0') || \leq C \rho^n || \pi_0 - \pi_0'||, \]  

(26)

for any measurement sequence \{z_1, z_2, \cdots ; z_n\}, any \pi_0, \pi_0', and where || . || denotes the L_1 norm.

Similarly let \( \hat{F}_{z_n} \hat{F}_{z_{n-1}} \cdots \hat{F}_{z_1} (\pi_0) \) denote the filtered density approximated by the PGM filter given the measurement sequence \{z_1, z_2, \cdots ; z_n\} and the initial density \( \pi_0 \).

**Assumption 3.** Let \( \text{Prob}(|| \hat{F}_{z_n}(\hat{\pi}_{n-1}) - F_{z_n}(\pi_{n-1}) || > \epsilon) < \delta, \) for all \( n \). Further, we assume that \( \text{Prob}(|| \hat{F}_{z_n}(\hat{\pi}_{n-1}) - F_{z_n}(\hat{\pi}_{n-1}) || > M) = 0, \) for all \( n \), for some \( M < \infty \) (the error in a one step approximation of the filter density is almost surely uniformly bounded over all time).

**Lemma 1.** Let \( || \hat{F}_{z_n}(\hat{\pi}_{n-1}) - F_{z_n}(\pi_{n-1}) || \leq \epsilon, \) for all \( n \). Under Assumption 3 it follows that \( || \hat{\pi}_n - \pi_n || \leq \frac{C \epsilon}{1 - \rho}. \)

**Proof:** We have:

\[ \begin{align*}
\hat{\pi}_n - \pi_n &= \hat{F}_{z_n} \cdots \hat{F}_{z_1} (\pi_0) - F_{z_n} \cdots F_{z_1} (\pi_0) \\
&= \left[ \hat{F}_n \hat{F}_{n-1} \cdots \hat{F}_1 (\pi_0) - F_n \cdots F_1 (\pi_0) \right] + \left[ F_n \hat{F}_{n-1} \cdots \hat{F}_1 (\pi_0) - F_n \hat{F}_{n-1} \cdots \hat{F}_1 (\pi_0) \right] \\
&\quad + \cdots + \left[ F_n \hat{F}_{n-1} \cdots \hat{F}_1 (\pi_0) - F_n \cdots F_1 (\pi_0) \right].
\end{align*} \]  

(27)

Note that the different terms on the RHS above are:

\[ \Delta_n = \hat{F}_n (\hat{\pi}_{n-1}) - F_n (\hat{\pi}_{n-1}), \]

\[ \Delta_{n-1} = F_n (\hat{F}_{n-1}(\hat{\pi}_{n-2})) - F_n (\hat{F}_{n-1}(\hat{\pi}_{n-2})), \ldots \]

\[ \Delta_1 = F_n \cdots F_1 (\pi_0) - F_n \cdots F_1 (\pi_0). \]  

(28)

Using Assumption 3 and the fact that \( || \hat{F}_{z_n}(\hat{\pi}_{n-1}) - F_{z_n}(\hat{\pi}_{n-1}) || \leq \epsilon, \) for all \( n \), it follows that:

\[ || \Delta_n || \leq C \rho^{n-1} \epsilon, \]

and thus,

\[ || \hat{\pi}_n - \pi_n || \leq \sum_{i=0}^{n} C \rho^{n-i} \epsilon \leq \frac{C \epsilon}{1 - \rho}. \]  

(29)

The above result also holds for initial conditions in the infinite past, i.e., at \( n = -\infty \). In the following, we assume that the initial condition was in the infinite past.

**Lemma 2.** Let Assumptions 2 and 3 hold. Given any \( \delta, \nu > 0 \), there exists an \( N < \infty \), such that:

\[ \text{Prob}(|| \hat{\pi}_n - \pi_n || > \frac{(1 + \nu)C \epsilon}{1 - \rho}) \leq N \delta, \]

(30)

where \( N = n - n' \), and \( n' \) is such that \( \sum_{i=-\infty}^{n'} \rho^{-n-i} = f \), and \( f = \frac{\nu C \epsilon}{M(1 - \rho)} \).

**Proof:** Let \( e_n = || \hat{\pi}_n - \pi_n || \), and let \( e_k = || \hat{F}_{z_k}(\hat{\pi}_{k-1}) - F_{z_k}(\pi_{k-1}) || \). It follows that \( e_n = \sum_{i=-\infty}^{n} \rho^{k-i} \epsilon_k \). Choose \( n' \) such that \( \sum_{i=-\infty}^{n'} \rho^{k-i} \geq f \), where \( f = \frac{\nu C \epsilon}{M(1 - \rho)} \). Then:

\[ e_n = \sum_{k=n'}^{n} \epsilon_k + \sum_{k=-\infty}^{n'-1} \rho^{n-k} \epsilon_k. \]  

(31)

From Assumption 3 it follows that \( \text{Prob}(|| \Delta_n || > f M) = 0 \), and thus,

\[ \text{Prob}(|| \Delta_n || > \frac{\nu C \epsilon}{1 - \rho}) = 0. \]  

(32)

Similarly, from Lemma 1 it follows that:

\[ \text{Prob}(e_n > \frac{C \epsilon}{1 - \rho}) \leq (n - n') \delta \equiv N \delta. \]  

(33)

Using the equations 32 and 33 it follows that \( \text{Prob}(e_n > \frac{(1 + \nu)C \epsilon}{1 - \rho}) \leq N \delta. \)

**Lemma 3.** Given a random variable \( X \), and a function \( f(X) \) such that \( E(f(X)) = \bar{f} \), and \( \text{Var}(f(X)) = \sigma^2 \), let \( \hat{f} = \frac{1}{N} \sum_{i=1}^{N} f(X_i) \), where \( X_i \) are samples of the r.v. \( X \). For large enough \( N \), it follows that:

\[ \text{Prob}(| \hat{f} - \bar{f} | > \epsilon) < \frac{\sqrt{N}}{\sqrt{2\pi} \sigma} e^{-\frac{\epsilon^2}{2\sigma^2}}. \]

**Proof:** It can be shown easily that \( E(\hat{f}) = \bar{f} \), and \( \text{Var}(\hat{f}) = \frac{\sigma^2}{N} \). Application of the Central Limit Theorem implies that \( (\hat{f} - \bar{f}) \) is Normal distributed with mean \( E(\hat{f}) - \bar{f} \).
\( \hat{f} = 0 \), and variance \( \text{Var}(\hat{f}) \). The result then immediately follows.

The two results above establish that if the sampling error at each step in the filter is small enough, and under the condition of exponential forgetting of initial conditions, then the true filter density can be approximated arbitrarily closely with arbitrary high confidence. In the following, we establish that the sampling error at each step in the PGM filtering process can be arbitrarily small and thus, it follows from the two results above that the PGM filter can approximate the true filter density with arbitrarily high accuracy and arbitrarily high confidence. First, we define the following:

\[
P(\hat{n}_{n-1}) = \sum_{i=1}^{M(n)} \hat{\omega}_{ij}^{-}(n) G(x; \hat{\mu}_{ij}^{-}(n), \hat{P}_{ij}^{-}(n)),
\]

\[
\hat{P}(\hat{n}_{n-1}) = \sum_{i=1}^{M(n)} \hat{\omega}_{ij}^{-}(n) \Phi(x; \hat{\mu}_{ij}^{-}(n), \hat{P}_{ij}^{-}(n)),
\]

\[
F_{z_{n}}(\hat{n}_{n-1}) = \sum_{i=1}^{M(n)} \hat{\omega}_{ij}^{-}(n) G(x; \hat{\mu}_{ij}^{-}(n), \hat{P}_{ij}^{-}(n)),
\]

\[
\hat{F}_{z_{n}}(\hat{n}_{n-1}) = \sum_{i=1}^{M(n)} \hat{\omega}_{ij}^{-}(n) G(x; \hat{\mu}_{ij}^{-}(n), \hat{P}_{ij}^{-}(n)).
\]

The above represent the true and the approximate PGM predicted and filtered densities at time \( n \) given the approximate density \( \hat{n}_{n-1} \) at time \( n-1 \). We have the following results:

**Lemma 4.** Given the GMM representation of the prior pdf above, and a perfect Clustering algorithm \( \mathcal{C} \), given any \( \epsilon' > 0 \), and any \( \delta' > 0 \), there exists an \( N_{\epsilon', \delta'}(n) < \infty \) such that: if the number of samples used to approximate the predicted pdf at time \( n \) is greater than \( N_{\epsilon', \delta'}(n) \) then:

\[
\text{Prob}(\hat{\omega}_{ij}^{-}(n) - \hat{\omega}_{ij}^{-}(n) > \epsilon') < \delta',
\]

\[
\text{Prob}(\hat{\mu}_{ij}^{-}(n) - \hat{\mu}_{ij}^{-}(n) > \epsilon') < \delta',
\]

\[
\text{Prob}(\hat{P}_{ij}^{-}(n) - \hat{P}_{ij}^{-}(n) > \epsilon') < \delta',
\]

for all \( i, j, k \), where \( \hat{\omega}_{ij}^{-} \) represents the \( j \)th element of the mean vector \( \hat{\mu}_{ij}^{-} \) and \( \hat{P}_{ij}^{-} \) represents the \( (j, k) \)th element of the covariance matrix \( \hat{P}_{ij}^{-} \).

**Proof:** Given a sample \( X_{n}^{-} \), the clustering algorithm assigns the sample to a particular cluster \( C_{j} \). The cluster \( C_{j} \) is the correct one under the assumption of a perfect Clustering algorithm. Let \( N_{j} \) denote the number of samples assigned to \( C_{j} \) among all the \( N \) samples. Further, let us assume that \( N \) is large enough such that \( \frac{N_{j}}{N} \approx \bar{\omega}_{ij}^{-} \) (we drop the explicit reference to the time \( n \) for notational convenience in the following). This assumption can be relaxed in a straightforward fashion but at the cost of a more tedious development which we forego here for the sake of clarity.

Consider the cluster \( C_{j} \): its mean and covariance \( \hat{\mu}_{ij}^{-}, \hat{P}_{ij}^{-} \) are calculated from the \( N_{j} \) samples. Estimates of all the elements of the mean and covariance functions are ensemble averages of particular functions of the random variable \( X^{-}(n) \), i.e., the predicted state of the system. Let \( f_{m}(X^{-}), m = 1, 2, \ldots, M \) denote the all the functions corresponding to the various elements in the mean and covariance of \( X^{-} \). Choose:

\[
\bar{\sigma}_{j}^{2} = \max_{m} \sigma_{m,j}^{2}, \text{where } \sigma_{m,j}^{2} = \text{Var}(f_{m}(X^{-})).
\]

If we choose \( N > N_{\epsilon', \delta'} \) such that

\[
\frac{\sqrt{N}}{\sqrt{2N \bar{\sigma}_{j}}} e^{-\frac{\epsilon'^{2}}{2 \bar{\sigma}_{j}^{2}}} < \delta',
\]

then it follows from Lemma 5 that \( \text{Prob}(|\hat{f}_{m} - \bar{f}_{m}| > \epsilon') < \delta' \), for all \( m \), where \( \bar{f}_{m} \) is the sample average of the parameters \( f_{m} \) corresponding to the different elements of the mean and covariance. Such \( N_{\epsilon', \delta'} \) can be found for all clusters \( C_{j} \) and given that we choose \( N_{\epsilon', \delta'} \) as:

\[
N_{\epsilon', \delta'} = \max_{j} \frac{N_{j}}{\omega_{j}},
\]

it is guaranteed that all the elements of the mean vector \( \hat{\mu}_{ij}^{-} \) and the covariance matrix \( \hat{P}_{ij}^{-} \) can be estimated to an accuracy of \( \epsilon' \) with confidence of at least \( 1 - \delta' \), which completes the proof of the result.

It may be shown that under Assumption 1 that the Kalman update is an arbitrarily accurate approximation of the true update, the error incurred in estimating the posterior mean and covariance \( \hat{\mu}_{ij}(n), \hat{P}_{ij}(n) \) is at most \( K(n) \epsilon' \), for some time varying \( K(n) < \infty \) which depends on the posterior mean and covariance, given that the predicted prior means and covariances of the clusters of the GMM have been approximated to an accuracy of \( \epsilon' \). This can be summarized in the following result:

**Lemma 5.** Given any \( \epsilon', \delta' > 0 \), choose \( N_{\epsilon', \delta'}(n) \) according Eqs. [42, 43]. If the number of samples used in the PGM filter to approximate the predicted prior pdf at time \( n \) is greater than \( N_{\epsilon', \delta'}(n) \) then, there exists \( K(n) < \infty \) s.t:

\[
\text{Prob}(|\hat{\omega}_{ij}(n) - \hat{\omega}_{ij}(n)| > K(n) \epsilon') < \delta',
\]

\[
\text{Prob}(|\hat{\mu}_{ij}(n) - \hat{\mu}_{ij}(n)| > K(n) \epsilon') < \delta',
\]

\[
\text{Prob}(|\hat{P}_{ij}(n) - \hat{P}_{ij}(n)| > K(n) \epsilon') < \delta',
\]

for all \( i, j, k \).

Next, we find a bound on the \( L_{1} \) error between the estimated and true filtered densities given the error between the parameters of the GMM representing the true and the approximate filtered densities.

**Lemma 6.** Let \( |\hat{\omega}_{ij}(n) - \hat{\omega}_{ij}(n)| < \epsilon ', |\hat{\mu}_{ij}(n) - \hat{\mu}_{ij}(n)| < \epsilon' \), and \( |\hat{P}_{ij}(n) - \hat{P}_{ij}(n)| < \epsilon' \) for all \( i, j, k \). Then, given that the state of the system \( x \in \mathbb{R}^{d} \), there exists \( C(n) < \infty \) such that

\[
\|\hat{x}_{n} - \bar{x}_{n}\| < C(n) \epsilon'.
\]

**Proof:** We show the result for the case of a simple one component Gaussian with an error in the covariance, it can be generalized to the GMM in a relatively straightforward fashion but at the expense of a very tedious derivation.
which we forego here for clarity. We also suppress the explicit dependence on time \( n \) in the following for notational convenience.

\[
\hat{\pi}(x) - \hat{\pi}(x) = \frac{1}{(2\pi)^{d/2} |P_n|^{1/2}} e^{-\frac{1}{2}(x-\mu)' \hat{P}^{-1}(x-\mu)} - \frac{1}{(2\pi)^{d/2} |P_n|^{1/2}} e^{-\frac{1}{2}(x-\mu)' \hat{P}^{-1}(x-\mu)},
\]

\[
\approx \frac{1}{(2\pi)^{d/2} |P_n|^{1/2}} e^{-\frac{1}{2}(x-\mu)' \hat{P}^{-1}(x-\mu)} \times \frac{1}{2} (x-\mu)'(\hat{P}^{-1} \Delta \hat{P}^{-1}) (x-\mu),
\]

where \( \hat{P} = \hat{P} + \Delta \) and since

\[
e^{-\frac{1}{2}(x-\mu)'(\hat{P}+\Delta)^{-1}(x-\mu)} \approx e^{-\frac{1}{2}(x-\mu)' \hat{P}^{-1}(x-\mu) - \frac{1}{2}(x-\mu)' \hat{P}^{-1} \Delta \hat{P}^{-1} (x-\mu)},
\]

which in turn implies Eq. 47. This in turn implies that:

\[
||\hat{\pi} - \pi|| \approx \frac{1}{(2\pi)^{d/2} |P_n|^{1/2}} \times \int e^{-\frac{1}{2}(x-\mu)' \hat{P}^{-1}(x-\mu) - \frac{1}{2}(x-\mu)' \hat{P}^{-1} \Delta \hat{P}^{-1} (x-\mu) dx,}
\]

\[
= \frac{C(\hat{P})e'}{(2\pi)^{d/2} |P|^{1/2}} \times \int e^{-\frac{1}{2}(x-\mu)' \hat{P}^{-1}(x-\mu) - \frac{1}{2}(x-\mu)' \hat{P}^{-1} \Delta \hat{P}^{-1} (x-\mu) dx,}
\]

since there exists \( C(\hat{P}) < \infty \) such that \( \frac{1}{2}(x-\mu)' \hat{P}^{-1} \Delta \hat{P}^{-1} (x-\mu) \leq C(\hat{P})e' \frac{1}{2}(x-\mu)' \hat{P}^{-1} (x-\mu) \), owing to the fact that \( ||\Delta|| < Le' \) for any suitable norm on the perturbation \( \Delta \).

Now, let \( Y = \hat{P}^{-1/2}(X - \mu) \). Then, it follows that:

\[
||\hat{\pi} - \pi|| \leq C(\hat{P})e' \frac{1}{(2\pi)^{d/2}} \int e^{-1/2y'y'y'dy} = C(\hat{P})e'd.
\]

The last step in the above equation follows from noting that \( Y'Y \) is a chi-squared random variable of degree of freedom \( d \) and thus, its expected value is \( d \). This establishes our result.

In general for a GMM, the constant \( C(n) \) would depend on the means and covariances of all the GMM components and their weights.

Lemma 5 and 6 immediately lead us to the following corollary.

**Corollary 1.** Let \( e'(n) \) be the desired accuracy in estimating the parameters of the GMM representing \( F_n(\hat{\pi}_{n-1}) \), i.e., the true filtered density given observation \( z_n \) and the GMM posterior pdf at the previous time \( \hat{\pi}_{n-1} \). Let \( \delta'(n) \) be the desired confidence of the estimate. IF \( e'(n) \) and \( \delta'(n) \) are chosen such that:

\[
C(n)K(n)e'(n)d = \epsilon,
\]

\[
\delta'(n) = \frac{\delta}{N},
\]

and the corresponding number of samples \( N_{e'(n),\delta'(n)}(n) \) be chosen according to Eqs. 47 and 48 then it follows that:

\[
Prob(||\hat{F}_n(\hat{\pi}_{n-1}) - F_n(\hat{\pi}_{n-1})|| > \epsilon) \leq \frac{\delta}{N}.
\]

**Proof:** Recall that \( \hat{\pi}_n = \hat{F}_n(\hat{\pi}_{n-1}) \), and \( \hat{\pi}_n = \hat{F}_n(\hat{\pi}_{n-1}) \). Then, from Lemma 6 we have that:

\[
Prob(||\hat{\pi}_n - \hat{\pi}_n|| > C(n)K(n)de'(n)) > 1 - \delta'(n),
\]

which owing to the definition of \( e'(n) \) and \( \delta'(n) \) leads us to the desired result.

Hence, using Corollary 1 and Lemma 2 it follows that if the number of samples used to approximate the parameters of the predicted GMM pdf at time \( n \) is greater than the \( N_{e'(n),\delta'(n)}(n) \), then it follows that:

\[
Prob(||\hat{\pi}_n - \hat{\pi}_n|| > \frac{(1+\nu)Cn}{1-\rho}) \leq \delta,
\]

for all \( n \) for any arbitrarily small \( \epsilon, \delta, \nu > 0 \). However, in order for Assumption 3 to be valid, the estimates \( \hat{\theta}_n \) have to be almost surely bounded. To show this, due to the Strong Law of Large Numbers, it is also true that \( \hat{\theta}_n \to \bar{\theta}_n \) as \( N \to \infty \), where \( \bar{\theta}_n \) represent the estimate of the parameters after \( N \) samples. Given the sample size is large enough, the estimate \( \hat{\theta}_n \) is arbitrarily close to the true parameters \( \theta_n \) almost surely, and thus, since the true parameters are bounded, so are the estimates. This may be summarized in the following result.

**Proposition 1.** Let Assumptions 7 and 2 hold. Given a perfect clustering algorithm \( C \), and any \( \epsilon, \delta, \nu > 0 \), at every time step \( n \), choose the required accuracy of the approximation \( e'(n) \) from Eq. 51 the required confidence \( \delta'(n) \) from Eq. 52 and the corresponding minimum number of samples \( N_{e'(n),\delta'(n)}(n) \) from Eqs. 47 and 48 then:

\[
Prob(||\hat{\pi}_n - \hat{\pi}_n|| > \frac{(1+\nu)Ce'}{1-\rho}) \leq \delta.
\]

Several remarks are in order here.

**Remark 1.** The above result establishes the weak convergence of the approximate PGM filter density to the true filtered density uniformly over all time under the assumptions of exponential forgetting of the initial conditions and the adequacy of the Kalman update to approximate the true Bayesian update in the filtering equations. In the absence of the exponential forgetting condition, the convergence result can be obtained only for a finite number of time steps, the development being almost identical. In the absence of Assumption 1 the adequacy of the Kalman update, the result still holds except that there
is a new error incurred in sampling the posterior pdf, which
will be covered in the companion paper.

Remark 2. The analysis above shows that the number of
samples required at any time step to ensure the accuracy of
the filter depends on the current predicted and posterior pdfs,
and thus, in general, have to be time varying. This is a fact
that is typically ignored in other mixture filters such as the PF
and the GMF.

Remark 3. The Curse of Dimensionality: It can be seen from
the analysis above, in particular Eqs. (42) and (43) that the number of
samples required to estimate the parameters of the predicted
and posterior pdfs accurately is completely independent of
the dimension of the state space, and thus, is free from the
"Curse of Dimensionality". However, we have to be more
careful regarding the functional $L_1$ error in the PGM density:
Eq. (51) shows that the accuracy parameter required at every
time step is inversely proportional to the dimension of the
since $e(n) \propto c(n)/k(n)$, and thus, in order to attain the
same accuracy in terms of the functional error of the filtered
density, Eq. (42) shows that the number of samples have to
increase as $O(d^2)$ where $d$ is the dimension of the problem.
Further, it should also be noted that the computation of the
sample averages required by the PGM filter grows as $O(d^2)$.

Remark 4. Compressive Assumption: The assumption of a
finite Gaussian Mixture, is, in our opinion, a compressive
argument. We restrict the set of parameters describing the
predicted random variable to a finite number that have to be
estimated using sample averages of the predicted random
variable. The variance of these random samples is always
bounded because of the finiteness assumption, and thus, the
number of samples required to estimate the parameters is
independent of the dimension of the problem. In general, if
we were to find the moments of a random variable from its
samples, we need to find all the moments via their sample
averages. The variance of the samples of these higher order
moments are, in general, not bounded, thereby requiring an
infinite number of samples to estimate the pdf.

C. Relationship to other Nonlinear Filters

In this section, we compare and contrast the PGM filter with
other nonlinear filters, in particular the PF, the EnKF and the
GMF in detail.

The prediction stage of the PF is the same as the PGM except
that the PF does not get a GMM from the set of predicted
particles, and directly uses the Bayesian update on the indi-
vidual particles, i.e., weights every particle with its likelihood
$p(z_n/X_i)$. In the update step lies the computational trouble
inherent to the PF, also known as the "particle depletion
problem": as the number of dimensions increase, it gets in-
creasingly hard to sample particles with high likelihood, in fact
the number of particles goes up exponentially with the number
of dimensions thereby subjecting the PF to the curse of dimen-
sionality. Consider the simple one dimensional example shown
in figure 4. In this case, a set of 400 particles are sampled
from the prior pdf $\pi(x) = \mathcal{N}(x, 11, 0.3)$. The measurement
likelihood function is assumed to be $h(x) = \mathcal{N}(x, 15, 0.1)$. Since
the two pdfs are widely separated, nearly all the weight
is allocated to a single particle as observed in the histogram of
normalize weights in fig. 4. Please see the references [14], [26],
[27] for more rigorous insight. In contrast, the PGM uses the
Kalman update for the GMM components and thereby does
not suffer from the particle depletion problem. Moreover, as
has been shown in the previous section, the number of samples
required by the PGM is not dependent on the dimension of
the problem. In essence, the Kalman update can be thought
of as an automatic method to control/ move the predicted
particles to the correct regions of the state space given the
observation. In fact, this is the philosophy used in the EnKF
[16], [28] that perturbs each of the predicted particles using the
measurement to obtain a perturbed ensemble of points that
actually samples the posterior density. However, the EnKF
always assumes a unimodal Gaussian for its predicted and
posterior filter densities. At a more minor level, in PGM, we
actually do the mean and covariance update of the components
using the Kalman update equation rather than perturbing the
ensemble of predicted particles [29]. Using the particle based
Kalman Filtering method such as the EnKF, we see that at
least the calculation of the mean and covariance is independent
of the dimension of the state space, and this is precisely the
reason why the EnKF is used regularly for the filtering of
PDEs such as those arising in Meteorology and Geophysics
[30] where even the EKF or UKF are intractable.

The earliest GMFs were a bank of parallel EKFs but the
number of modes in the GM was always fixed through both
the prediction and the update steps [9]. This, as has been
noted in Section II, can be quite restrictive as it only considers
multi-modality arising from initial conditions and never from
the prediction and update steps. Other GMFs have more
sophisticated methods for updating the weights of the GMM
using the Fokker-Planck equation [10] but keeps the number of
modes fixed nonetheless. Recent GMF algorithms have also
focused on time varying number of modes and used various
heurstics to decide when to split a particular Gaussian into
multiple components [11]. Most of these methods use typical
Kalman filtering propagation methods such as in the EKF/UKF to propagate as well as split the Gaussian components. In contrast, we use a particle ensemble of the predicted random variable along with a clustering algorithm to conveniently find the number as well as the mean and covariances of the component clusters. In particular, we feel that the PGM harnesses the strength of the PF, the particle prediction step, along with the strength of the Kalman update in GMFs, using clustering algorithms, to develop a technique that is free from the weaknesses of either technique.

IV. PGM FILTER IMPLEMENTATION

In this section, we discuss the computations involved in the actual implementation of the PGM filter in detail. We separate these computations into the following four broad categories.

1) Sampling: Let the posterior pdf at time \( n \) be given by

\[
\pi_n(x) = \sum_{i=1}^{M(n)} \omega_i(n)G_i(x;\mu_i(n),P_i(n))
\]

(55)

Draw an ensemble \( S_n \) of \( N_p \) states \( \{x^1_n,\ldots,x^{N_p}_n\} \) from the GMM \( \pi_n(X) \). The set \( S_n \) represents the uncertainty involved in the state estimate at \( n \). Draw \( N_p \) independent samples of the process noise term \( w(n) \) from its density \( P_W(w) \) to get \( Sw_n = \{w^1_n,\ldots,w^{N_p}_n\} \). Let

\[
x^{i+1}_n = f(x^n_i) + w^n_i.
\]

(56)

Then the set \( S^{-1}_{n+1} = \{x^{-1}_{n+1},\ldots,x^{-1}_{n+1},\ldots,x^{-1}_{n+1}\} \) obtained is distributed according to \( \pi^{-1}_{n+1}(x) \) and represents the uncertainty in the propagated random variable in discrete form.

2) Clustering: Before proceeding to the measurement update step, a new GMM is fit to the set \( S^{-1}_{n+1} \) using a clustering algorithm of choice. However, if a measurement update is not to be performed, this ensemble \( S^{-1}_{n+1} \) is set to be \( S_{n+1} \) which can be propagated further by drawing a new set of noise terms and substituting in the dynamic model as described above. The objective of clustering is to be able to compute a parametric mixture model describing the distribution of data in \( S^{-1}_{n+1} \) including the number of mixture components \( M^{-}(n+1) \).

In the present work, we have used the simple k-means clustering to compute GMM parameters. However, the k-means approach requires the total number of clusters to be specified externally. To work around this limitation, we have implemented a naive strategy which only requires the upper bound \( M_{\text{max}}(n+1) \) as the external input instead of \( M^{−}(n+1) \). We define the likelihood agreement measure \( L_{\text{mes}}(\theta_{a,M^*}) \) as the measure of fitness of the parametric model \( \theta_a \) in describing the dataset \( S \). Let \( \theta_{a,M} \) be the M-component mixture model arrived at from \( k \)-means clustering. Then the likelihood agreement measure may be computed as

\[
L_{\text{mes}}(\theta_{a,M}) = \sum_{i=1}^{N_p} \pi_{\theta_a}(x^{-1}_{n+1})
\]

(57)

where \( \pi_{\theta_a}(x) \) is the mixture pdf derived from the parametric model \( \theta_{a,M} \). Let \( \theta_{a,M^*} \) be the optimal parametric model with \( M_{\text{max}}(n+1) \) components that maximized the likelihood agreement measure given the upper bound \( M_{\text{max}}(n+1) \). Then, the naive strategy employed in implementing K-means clustering is presented in the following algorithm. The most common implementation of the k-means clustering approach is the Lloyd’s algorithm [31].

**Algorithm 2 Clustering: Naive Strategy**

Input: \( S^{-1}_{n+1} = \{x^{-1}_{n+1},\ldots,x^{-1}_{n+1},\ldots,x^{-1}_{n+1}\} \), \( M_{\text{max}}(n+1) \)

Output: \( \theta_{a,M^*}, \quad M^* \leq M_{\text{max}}(n+1) \)

1: \( M \leftarrow M_{\text{max}}(n+1) \)
2: \( \theta_{a,M^*} \leftarrow \theta_{a,M_{\text{max}}(n+1)} \)
3: \( L_{\text{mes}} \leftarrow L_{\text{mes}}(\theta_{a,M_{\text{max}}}) \)
4: while \( M > 1 \) do
5: \( M \leftarrow M - 1 \)
6: Compute \( \theta_{a,M} \) using k-means
7: if \( L_{\text{mes}}(\theta_{a,M}) \geq L_{\text{mes}}^* \) then
8: \( \theta_{a,M^*} \leftarrow \theta_{a,M} \)
9: \( L_{\text{mes}}^* \leftarrow L_{\text{mes}}(\theta_{a,M}) \)
10: end if
11: end while

3) Measurement Update: Let \( \pi^{-1}_{n+1} \) be the mixture pdf derived from the parametric model \( \theta_{a,M^*} \).

\[
\pi^{-1}_{n+1} = \sum_{i=1}^{M_{n+1}} w_iG_i(X,\mu^{-1}_i(n+1),P^{-1}_i(n)).
\]

(58)

Let \( z_{n+1} \) be the measurement vector recorded at time \( n+1 \). The PGMF algorithm approximates the posterior pdf as a GMM with \( N \) components. The mixture parameters for the posterior pdf are computed in two stages. In the first stage, the component means and covariances are computed through Kalman measurement update of the individual mixture modes as described in Eqs[16][17]. However, in the present work we have considered two different approaches to computing the covariance terms \( P_{i,ZX}(n+1), P_{i,ZZ}(n+1) \) and the expectations \( (E_i(h(X))) \) required for performing the
Kalman update.

A. Update 1 (PGM filter 1)

In this approach, we compute the statistics of the posterior random variable with the unscented transform using a set of of $2d + 1$ sigma points that are distributed symmetrically.

The covariance terms and the expectations required for computing the Kalman gain and posterior statistics are then computed as the weighted sample averages from the sigma points. Hence in PGM filter 1, the posterior means and covariances are computed by performing a UKF measurement update individually on each GMM component.

B. Update 2 (PGM filter 2)

In this approach, the covariances and cross covariances required for computing the gain matrix are evaluated directly from the particles. Let $S_{j,n+1}^{-1} = \{x_{j,n+1}^{-1}, \ldots, x_{j,n+1}^{N_j} \}$ denote the set of particles that form the $j$th cluster. Then the mean and covariance terms required from the cluster $j$ are computed as

\[
z_l = g(x_{l,n+1}^j) \quad l = 1, \ldots, N_j
\]

\[
\hat{z}_j = \frac{1}{N_j} \sum_{l=1}^{N_j} z_l
\]

\[
P_{j,zz} = \frac{1}{N-1} \sum_{l=1}^{N_j} (z_l - \hat{z}_j)(z_l - \hat{z}_j)' + R
\]

\[
P_{j,zx} = \frac{1}{N-1} \sum_{l=1}^{N_j} (z_l - \hat{z}_j)(x_{l,n+1}^j - \mu_j(n+1))'
\]

The posterior mean and covariance $\mu_i(n+1), P_i(n+1)$ for the remaining components are evaluated in a similar manner. Once all the component means and covariances are updated, the mixture weights $w_i$ can be computed as described below.

a) Construct the $i$th mode measurement pdf $P_{Z,i}(z)$ given by

\[
P_{Z,i}(z) = G_i(z, \hat{z}_i, P_{i,zz})
\]

b) Evaluate the probability $l_i(n+1)$ given by

\[
l_i(n+1) = P_{Z,i}(z_{k+1}^T)
\]

where $z_{k+1}$ is the measurement vector recorded at $t = n + 1$.

c) The weight of the $i$th posterior Gaussian mixture component is then given by equation [11].

The weights, means and covariances as computed here characterizes the GMM describing the posterior pdf.

4) Merging: Depending on the clustering scheme, dynamics and measurement models, one may observe several closely distributed mixture modes in the posterior pdf. The components that are located sufficiently close may be merged to obtain a mixture model with well separated modes. A similar situation may arise when the clustering scheme assigns a complex model to describe the data due to overfitting. To identify the rights modes to be merged, we define the following normalized error metric [33] as a measure of similarity between modes $i$ and $j$.

\[
D(i, j) = \frac{\int (G_i(x, \mu_i, P_i) - G_j(x, \mu_j, P_j))^2 dx}{\int G_i(x, \mu_i, \Sigma_i)^2 dx + \int G_j(x, \mu_j, \Sigma_j)^2 dx}
\]

Clearly, $D(i, j) = 0$ when the components $i, j$ are identical and $D(i, j) = 1$ when they are completely dissimilar. By evaluating the Gaussian integrals involved, the expression for $D(i, j)$ can be reduced to

\[
D(i, j) = \frac{|4\pi P_i|^{-1/2} + |4\pi P_j|^{-1/2} - 2N(\mu_i, \mu_j, P_i + P_j)}{|4\pi P_i|^{-1/2} + |4\pi P_j|^{-1/2}}
\]

where $|\cdot|$ represents the determinant of the enclosed square matrix. Mixture modes that are closely spaced, can be merged whenever the value of normalized error metric falls below a predetermined tolerance ($tol$). In the present study, we have chosen this tolerance to be $tol = 0.01$. Let $i_1, \ldots, i_k$ be the indices of the mixture modes that are to be merged. Then the mixture parameters of the new Gaussian component obtained after merging is given by

\[
\omega_i = \sum_{l=1}^{k} \omega_{i_l}
\]

\[
\mu_i = \frac{\sum_{l=1}^{k} \omega_{i_l} \mu_{i_l}}{\omega_i}
\]

\[
P_i = \frac{\sum_{l=1}^{k} \omega_{i_l} (P_{i_l} + (\mu_{i_l} - \mu_i)(\mu_{i_l} - \mu_i)^T)}{\omega_i}
\]

Recursive implementation of the prediction, clustering, update and merging algorithms as described here constitutes the PGM filter.

V. NUMERICAL EXAMPLES

In this section, the particle Gaussian mixture filter is applied to three test case problems to evaluate the filtering performance. Other nonlinear filters such as the UKF and PF are also simulated for comparison. For the PF, a sequential importance resampling (SIR) design is considered. The estimation results are assessed for accuracy, consistency and informativeness. An exact description of the metrics used to compare the filter performance in each of the aforementioned categories is provided below.

(a) Accuracy: A Monte Carlo averaged root mean squared error ($E_{rms}(t)$) is considered for evaluating the accuracy of the estimates. The value of $E_{rms}(t)$ is computed as

\[
E_{rms}(t) = \sqrt{\frac{1}{N_{Mo}} \sum_{j=1}^{N_{Mo}} \| \hat{X}^j(t) - \hat{\mu}^j(t) \|^2}
\]
Here, $\hat{X}^j(t)$ and $\hat{\mu}^j(t)$ represent the actual and estimated states at the time instant $t$ during the $j$th Monte Carlo run. The time averaged error ($E_{rms}$) can be computed from $E_{rms}(t)$ as

$$E_{rms} = \frac{1}{T} \sum_{t=1}^{T} E_{rms}(t). \quad (68)$$

(b) Consistency: The consistency of the filtered pdf is examined using the normalized estimation error squared (NEES) test \[14\]. For a unimodal state pdf, the NEES test is evaluated using the $\chi^2$ test statistic ($\beta_{j,t}$) given by

$$\beta_{j,t} = (\hat{X}^j(t) - \hat{\mu}^j(t))^T (\hat{P}^j(t))^{-1} (\hat{X}^j(t) - \hat{\mu}^j(t)). \quad (69)$$

The term $\hat{P}^j(t)$ in the above expression represents the covariance of the unimodal filtered pdf at time $t$ during $j$th Monte Carlo run. The Monte Carlo averaged NEES test ($\beta_t$) is computed from this expression as

$$\beta_t = \frac{1}{N_{Mo}} \sum_{j=1}^{N_{Mo}} \beta_{j,t}. \quad (70)$$

It can be shown that when the state vector $x \in \mathbb{R}^d$ is normally distributed, the product $N_{Mo}\beta_t$ has a $\chi^2$ distribution with $dN_{Mo}$ degrees of freedom. As a result, the consistency of the filtered pdf can be tested by determining whether $\beta_t$ falls within probable bounds determined from the corresponding $\chi^2$ random variable. When a particle filter is used for estimation, the NEES test statistic is evaluated using the sample mean and sample covariance of the ensemble of states. The NEES test as presented here is not suitable for evaluating the consistency of a multimodal pdf. Let the filtered pdf at time $t = n$ be given by

$$\pi_n(x) = \sum_{i=1}^{M_n} \omega_i \mathcal{G}(x; \mu_i, P_i). \quad (71)$$

When the mixture modes are well separated, the total probability that the r.v represented by the GMM belongs to any one of the mixture modes is given by its mixture weight. In defining a GMM describing the state of the dynamical system, the filter hypothesizes the mixture weights, the component means and their covariances. Hence, it is indispensable that, along with the means and covariances, the consistency test also checks for the agreement of the mixture weights with the observed data. A novel two step procedure for evaluating the consistency of a GMM pdf is developed as part of the present work. Let the random vector $V_1$ be defined as

$$V_1 = [\mathbb{I}_n^1(x) \cdots \mathbb{I}_n^c(x) \cdots \mathbb{I}_n^{M_n}(x)]^T, \quad (72)$$

where $\mathbb{I}_n^c(x)$ represents the indicator function which equals 1 when the state belongs to the $i$th mixture component and zero otherwise. Then assuming that the mixture modes are well separated, it can be deduced that

$$E(V_1) = [\omega_1 \cdots \omega_i \cdots \omega_{M_n}]^T. \quad (73)$$

It should be observed that the merging procedure described in the previous section helps to keep the modes well separated as it coalesces the components that are closely spaced. Define

$$\epsilon_{\omega} = V_1 - [\omega_1 \cdots \omega_i \cdots \omega_{M_n}]^T, \quad (74)$$

$$\epsilon_{\omega}^2 = \epsilon_{\omega}^T \epsilon_{\omega}. \quad (75)$$

Here the value of $V_1$ is evaluated over a single instant, i.e., $\sum_{i=1}^{M_n} \mathbb{I}_n^c(x) = 1$. Then, it can be shown that

$$E(\epsilon_{\omega}^2) = \sum_{i=1}^{M_n} \omega_i (1 - \omega_i), \quad (76)$$

$$E(\epsilon_{\omega}^2 - E(\epsilon_{\omega}^2))^2 = \sum_{i=1}^{M_n} \omega_i (1 - \omega_i)((1 - \omega_i)^3 + \omega_i^3)$$

$$+ \sum_{k \neq i} \omega_j \omega_k (\omega_j + \omega_k - 3 \omega_j \omega_k) - (E(\epsilon_{\omega}^2))^2. \quad (77)$$

Let $V_1^j(t)$ be the above defined indicator vector computed at time $t$ during $j$th Monte Carlo run. At each instant, the state vector is assumed to belong to the component which has the highest likelihood given the truth. That is

$$\mathbb{I}_n^c(\hat{X}^j(t)) = \begin{cases} 1, & i = \arg \max G_i(\hat{X}^j(t), \mu_i, P_i) \\ 0, & \text{otherwise} \end{cases}$$

Let the sum $S w_t$ be defined as

$$S w_t = \sum_{i=1}^{N_{Mo}} \frac{\epsilon_{\omega}^2(t)^2 - E(\epsilon_{\omega}^2)^2}{\sqrt{N_{Mo} E(\epsilon_{\omega}^2)^2 - E(\epsilon_{\omega}^2)^2})^2}}. \quad (79)$$

The expectations involved in this sum are computed using the mixture weights $\omega_i^j(t)$ at time $t$ during the run $j$. As $N_{Mo}$ becomes large, the sum $S w_t$ converges in distribution to a standard Gaussian random variable, $S w_t \xrightarrow{d} \mathcal{G}(x, 0, 1)$. Hence probability based bounds on the value of $S w_t$ can be computed from a standard normal distribution. Indeed, the first step in the two step procedure for testing consistency of GMM pdfs involves evaluating $S w_t$ to determine whether it falls within the desired bounds. In the second step, a NEES test statistic is computed from the GMM except that the mean and covariance of the most likely mode is used to evaluate the $\chi^2$ random variable, i.e.,

$$\beta_{j,t} = (\hat{X}^j(t) - \hat{\mu}_i^j(t))^T (\hat{P}_i^j(t))^{-1} (\hat{X}^j(t) - \hat{\mu}_i^j(t)), \quad (80)$$

$$i = \arg \max N(\hat{X}^j(t), \hat{\mu}_i^j(t), \hat{P}_i^j(t))$$

The $\chi^2$ test statistic obtained from the above expression may then be averaged over several Monte Carlo runs.
to perform the NEES test. This completes the two step consistency check for GMM pdfs.

(c) Informativeness: The informativeness of estimates furnished by an estimator is an important marker of its performance. A more informative estimate almost always has a higher utility in comparison to a more uncertain estimate. In practice, several nonlinear filters inflate the covariance of the estimates to ensure consistency sacrificing informativeness in the process [35]. Two separate metrics are considered for evaluating the consistency of estimates in the present work. When the estimation errors are similar, a more informative state pdf can be expected to produce higher likelihoods given the true state. The averaged likelihood of the truth over $N_{Mo}$ Monte Carlo runs may be computed as

$$L(t) = \frac{1}{N_{Mo}} \sum_{j=1}^{N_{Mo}} \pi_j^i(X^j(t)). \quad (81)$$

Here $\pi_j^i$ represent the state pdf conditioned upon all measurements recorded until the time instant $t$ in the $j$th Monte Carlo run. The time averaged likelihood is computed from the above expression as

$$\bar{L} = \frac{1}{T} \sum_{t=1}^{T} L(t). \quad (82)$$

When the state pdf is represented as an ensemble of states, the likelihood is computed using a unimodal Gaussian pdf characterized by the sample mean and covariance of the collection of states. For a unimodal Gaussian pdf, the total volume occupied by the $r$-sigma ellipse contains a fraction $f_p$ of the total probability. It can be shown that this fraction depends only upon the value of $r$ and the dimensionality $d$ of the state space, i.e., $f_p = f_p(r, d)$. Let $f_p^r$ be the fraction of probability contained in the $r’$-sigma ellipse for a fixed $r’ > 0$. Then the volume occupied by these $r’$ sigma ellipses may be used as a measure of the uncertainty in the state estimate with a larger volume indicating less informative estimates. For a GMM with well separated modes, the volume of the state space that contains the fraction $f_p$ of total probability may be computed as the sum of volumes of $n^r$ sigma ellipses of individual mixture components. In the present work, the volume of state space $V^j\sigma_2$ that contains the fraction $f_p = f_p(2, d)$ of total probability is considered for comparing informativeness. For a well separated GMM pdf, the value of $V\sigma_2$ can be computed as

$$V^j\sigma_2(t) = \sum_{i=1}^{M_i} |2\Sigma_i|, \quad (83)$$

where $M_i$ is the number of modes. Here $|.|$ represents the determinant of the enclosed square matrix. The expression for the unimodal case can be derived by setting $M_i = 1$ in the above equation. We compute the Monte Carlo averaged $2 – \sigma$ volume as

$$V\sigma_2(t) = \sum_{j=1}^{N_{Mo}} V^j\sigma_2(t). \quad (84)$$

We also compute the corresponding time averaged value $\bar{V}\sigma_2$ given by

$$\bar{V}\sigma_2 = \frac{1}{T} \sum_{t=1}^{T} V\sigma_2(t). \quad (85)$$

A. Example 1

Consider the discrete time nonlinear dynamic system given by

$$x_{k+1} = \frac{x_k}{2} + \frac{25x_k}{(1 + x_k^2)} + 8 \cos(1.2k) + \nu_k \quad (86)$$

A measurement model aiding the estimation of the system is specified as follows.

$$z_k = \frac{x_k^2}{20} + n_k \quad (87)$$

The process noise term $\nu_k$ and measurement noise term $n_k$ are assumed to be independent zero mean Gaussian random variables with covariances $Q$ and $R$ respectively. Removing the cosine forcing term and setting $x_{k+1} = x_k$ in equation, we get the equilibrium points

$$x_k = \pm 7, 0. \quad (88)$$

However, only the equilibrium points at $\pm 7$ are stable. Location of a set of 200 particles that are sampled and propagated from the pdf $\mathcal{N}(0, 5)$ is provided in figure 5 for illustrating the propagation of uncertainty in this system. It is worth noting that the measurement model does not disambiguate between $\pm x_k$ given a sufficiently uncertain prior pdf.

Two variants of the PGM filter, an SIR filter and a UKF are simulated to estimate the test case 1 system for a duration of 52 time steps. The uncertain initial state of the system is assumed to be distributed as $P_0(x) = \mathcal{N}(0, 2)$. The process and measurement noise covariances are set to be $Q = 10, R = 1$. 

Fig. 5: Example 1: Propagation of states
Measurements are recorded at every other instant. The estimation process is repeated over 50 Monte Carlo runs and the time and Monte Carlo averaged performance metrics are computed. The SIR and the PGM filters are implemented with a set 50 particles in this one dimensional test case problem. The upper bound on the number of mixture components $M_{max}$ is set to be 2. The parameter values used in the implementation of the UKF may be found in Table I.

Figure 6 shows the sequence of actual and estimated states obtained from a single Monte Carlo run. The PGM filters and the PF are seen to offer superior tracking performance in comparison to UKF. The Monte Carlo averaged root mean squared error ($E_{rms}$) plotted in figure 7a provides further support to this observation. As $x_{j,t}$ is a one dimensional random variable, the sum $N_{Mo}$ of $\beta_i$ is a $\chi^2$ random variable in $N_{Mo}$ dimensions. For 50 monte carlo runs, 99 per cent probability upper bound of the random variable $\beta_t$ is found to be $U_{b, 99} = 1.5231$. For the multimodal filters, value of $\beta_t$ is computed from the covariance of the most likely mode as mentioned before. The Monte Carlo averaged NEES results along with the $U_{b, 99}$ are plotted in figure 7b. It is observed that the UKF and PF frequently oversteps the upper bound which marks inconsistent estimates. Furthermore, $\beta_t$ computed using the PF estimates are found to frequently exhibit peaks several orders of magnitude larger than the 99% upper bound, indicating covariance collapse. To study the informativeness of the estimates, the averaged likelihood $L(t)$ is computed and plotted in figure 7c. The estimates provided by the PGM filters are seen to hold the highest likelihoods during most of the simulation time. A similar trend is observed when the volume $V_{2\sigma}$ is plotted against time in figure 7d where the PGM filters are seen to have the lowest $V_{2\sigma}$ during a large fraction of the simulated time.

| Example 2: Results |
|---------------------|
| $E_{rms}$ | $\beta_{t,c}$(%) | $L$ | $V_{\sigma_2}$ |
| PGM 1(UT) | 6.3169 | 80.77 | 0.1153 | 63.4740 |
| PGM 2 | 6.4223 | 78.85 | 0.1167 | 61.8611 |
| PF | 6.4580 | 42.31 | 0.1072 | 77.1697 |
| UKF | 8.1980 | 28.85 | 0.0506 | 101.034 |

To gain further insight, the time averaged values of RMSE $E_{rms}$, likelihood $L$, and the $2\sigma$ volume for each filter are listed in Table II. Also included is the fraction $\beta_{t,c}$ of the time instants during which the computed averaged NEES result stayed within the 99 percent consistency limits, i.e.,

$$\beta_{c,t} = \frac{\sum_{t=1}^{T} I_{U,b,99}(\beta_t)}{T}$$

where $I_{U,b,99}(\beta_t)$ is the indicator function which equals 1 when $\beta_t < U_{b, 99}$ and zero otherwise. The consistency fractions for the PGM filters are seen to be almost double that of the PF. For the PGM filters, the component weights are also tested for consistency. For the PGM1 filter, the value of $Sw_{12}$ is found to stay within the 99 percent bounds during 80.38% of the simulated time. For PGM filter 2, this number was found to be 73%. The time averaged RMSE for the PGM filters are seen to be the lowest and is closely followed by the PF. The PGM filters registered the highest averaged likelihoods and the lowest $2-\sigma$ volumes. The results presented in Table II clearly show that the PGM filter implementations offer the most accurate, consistent and informative estimates among the all the filters that were tested.

**Example 2**

In this example, the PGM filters are employed in the estimation of a 3 dimensional Lorenz 63 model for atmospheric convection. The noise perturbed dynamics of the Lorenz 63 system is described by the following set of equations,

$$\begin{align*}
\dot{x}_1 &= \alpha(-x_1 + x_2), \\
\dot{x}_2 &= \beta x_1 - x_2 - x_1 x_3, \\
\dot{x}_3 &= -\gamma x_3 + x_1 x_2 + \Gamma(t),
\end{align*}$$

$$\alpha = 10, \beta = 28, \gamma = 8/3.$$  

A scalar nonlinear measurement model ($z_k$) is considered which is given by

$$z_k = \sqrt{x_1(t)^2 + x_2(t)^2 + x_3(t)^2 + \nu_k}.$$  

The process and measurement noise covariances are both set be equal to 1. The initial state of the system is assumed to be
The state of the system is updated at a fixed time step $\Delta t = 0.01s$. The measurements are recorded at the interval of ten time steps. The Lorenz 63 system is known to exhibit chaotic solutions for the parameter values considered in the present simulation. Figure 8 shows the trajectories followed by a set of 500 particles that are sampled from the initial pdf and propagated through the dynamics of the system. The sampled trajectories are seen to split into two sets that occupy different regions of the state space.

The two variants of the PGM filter, the PF and a conventional Gaussian mixture UKF are employed in the estimation of the Lorenz63 system. The PGM filters and the SIR filter are implemented with 300 particles. The maximum number of mixture components ($M_{max}$) is set be 2. The UKF is implemented using the parameters listed in table I. The dynamics and the estimation process are repeated over 50 Monte Carlo runs. The Monte Carlo averaged mean squared error of estimation $E_{rms}(t)$ for each filter is plotted in figure 9a. The computed values of $E_{rms}(t)$ for PGM1 and PGM2 are found to be the smallest among the four filters that are tested. For the Lorenz63 system, when $N_{Mo} = 50$, the 99% probability upper bound on the random variable $\beta_t$ is found to be $U_{b_{0.99}} = 3.8642$. For the PGM filters and the mixture UKF, the value of $\beta_t$ is computed using the covariance of the mixture component with the highest likelihood. The Monte Carlo averaged NEES results are plotted in figure 9b. The line $y = U_{b_{0.99}}$ has also been included for reference. It is observed that the NEES test statistic $\beta_t$ for the PF and the mixture UKF overstep the $y = U_{b_{0.99}}$ line early in the simulation. It is also seen that, once this upper bound is crossed, the value of $\beta_t$ for these two filters remain outside the 99% probability limits for the entire remaining duration of the test. In contrast, the averaged NEES test statistic for the PGM filters are seen to stay within the 99% during most of the simulation time. In order to compare the informativeness of the estimates, the averaged likelihoods($L(t)$) and $V_{\sigma^2}$ volumes are computed and plotted in figures 9c, 9d respectively. Curiously, with the highest average likelihoods and the smallest $V_{\sigma^2}$ volume, the PF is seen to outperform the PGM filters in furnishing the most informative estimates. However, as the NEES results of the PF are seen to stay above $10^2$ during 40% the simulation time, the higher likelihoods and the small $V_{\sigma^2}$ of the PF should be understood as a consequence of its covariance collapse. The consistency fractions($\beta_c$) and the time averaged values of RMSE $E_{rms}$, likelihood $L$, and $2\sigma$ volume for each filter are
For the three multimodal filters PGM1, PGM2 and mixture UKF, the computed value of $Sw_{l,c}$ is found to stay within the 99\% bounds during 81.82, 90.91 and 10 percent of the times considered. The results clearly indicate that the PGM filters are more accurate and consistent than the PF and mixture UKF. The PGM filter estimates are also seen to be more informative than the mixture UKF estimates.

C. Example 3

In this test case, the PGM filters are employed in the estimation of a Lorenz96 system. The noise perturbed dynamics of the Lorenz96 system is given by

$$\dot{x}_i = x_{i-1}(x_{i+1} - x_{i-2}) - x_i + F + \Gamma(t), \tag{93}$$

where $i = 1, 2, \cdots, 40$. The term $F$ represents a constant external forcing. In the present work, we set $F = 8$. The covariance of the zero mean Gaussian white noise is assumed to be $Q = 10^{-2}$. A linear measurement model is employed in the estimation of the Lorenz96 system and it is defined as,

$$z_k = HX_k + \nu_k, \quad H \in \mathbb{R}^{20 \times 40} \tag{94}$$

$$H_{i,j} = \begin{cases} 1, & j = 2i - 1 \\ 0, & \text{otherwise}. \end{cases}$$

Therefore, the measurement model records the components of the state vector that have odd indices. The measurement noise is assumed to be a zero mean Gaussian random vector with a covariance $R = 10^{-2}I_{20 \times 20}$ where $I_{i,j} = \delta_{i,j}$. The initial state of the system is characterized by the pdf

$$p_0(x) = \mathcal{G}(x, \mu_0, P_0), \tag{95}$$

where $\mu_0 = F[1 \cdots 1 \cdots 1]^T$, $\mu_0 \in \mathbb{R}^{40 \times 1}$ and $P_0 = 10^{-3}I_{40 \times 40}$. The time step for updating the state of the system is fixed at $\Delta t = 0.05s$. Measurements are recorded at the interval of 1s. When a UKF is employed to estimate the state of the Lorenz96 system, the covariance of the estimate is frequently observed to become non positive definite. Hence, the UKF is not included in this comparison study. Instead, an EnKF is used to estimate the Lorenz96 system along with the SIR and PGM filters. All four filters are equipped with a set of 2000 particles. The value of $M_{max}$ is kept at 2. The filters are used to estimate the state of the system for a duration of 10s. The process is repeated over 50 Monte Carlo runs and the averaged performance metrics are computed.

The accuracy of the estimates is compared using the Monte Carlo averaged RMSE ($E_{rms}$) which is plotted in figure 10a. From the $E_{rms}(t)$ plots, it can be observed that the tracking performance of the PGM filters and the EnKF are comparable. In comparison to the PGM filters, the PF is found to offer inferior tracking performance. In order to compare the consistency of the filters, the value of the Monte Carlo averaged NEES test statistic $\beta_t$ is computed and plotted in figure 10b. The 99\% probability upper bound on $\beta_t$ is found to be $Ub_{0.99} = 43.0013$. The $y = Ub_{0.99}$ line is included in the

| Example 2: Results |
|--------------------|
| $E_{rms}$ | $\beta_{l,c}$ (%) | $L$ | $V\sigma_2(\times10^6)$ |
|------------------|-----------------|-----|-------------------|
| PGM 1(UT)        | 13.9812         | 100 | 0.0035            | 1.1508          |
| PGM 2            | 12.7406         | 99.02 | 0.0044            | 0.1051          |
| PF               | 15.5565         | 19.61 | 0.0114            | 0.0667          |
| GMUKF            | 15.3695         | 13.73 | 0.0021            | 0.8564          |

Fig. 9: Example 2 Results

Listed in Table III
the PGM filters are seen to perform better in terms of the $v_{2\sigma}$ volume, whereas the EnKF estimates are seen to have the highest averaged likelihoods. The time averaged values of the RMS error $E_{rms}$, likelihood ($\hat{L}$) and the $V\sigma_2$ are listed in Table IV along with the consistency fractions. The results show that the PGM2 is the most accurate estimator of the four filters studied. The EnKF is seen to offer the best performance in terms of consistency fractions, closely followed by the PGM filters. The value of $Sw_{12}$ was found to stay within the 99% bounds during 60% of the time for both PGM1 and PGM2 filter.

**TABLE IV**

| Example 3: Results | $E_{rms}$ | $\beta_{t,c}(\%)$ | $\hat{L}$ | $\hat{V}\sigma_2$ |
|---------------------|----------|-------------------|--------|------------------|
| PGM 1(UT)           | 18.0069  | 80.69             | 89.6553| 152.8588         |
| PGM 2               | 18.0452  | 70.30             | 89.6227| 152.7732         |
| PF                  | 31.7261  | 9.90              | 89.6244| 152.7548         |
| EnKF                | 18.1055  | 81.19             | 89.8193| 152.8044         |

**VI. CONCLUSIONS**

A novel Gaussian mixture-particle PGM algorithm for nonlinear filtering has been presented. During the prediction step, the PGM filter uses an ensemble of particles to propagate the prior uncertainty. The propagated ensemble is clustered to recover a GMM representation of the propagated pdf. Measurements are incorporated through a Kalman update of the mixture modes to arrive at the posterior pdf. The PGM approach allows the number and weight of mixture components to be adapted during propagation unlike the conventional mixture filters. Additionally, the PGM is not prone to the curse of dimensionality associated with particle measurement updates. The PGM filter density is shown to converge weakly to the true filter density under the condition of exponential forgetting of initial conditions by the true filter. The PGM filter is employed in three test cases to evaluate the estimation performance. It is demonstrated that the PGM filter offers superior estimation performance in comparison to UKF, PF and a mixture UKF. The PGM filter is demonstrated to be capable of tracking the 40 dimensional lorenz 96 system wherein the PF suffers particle depletion. The design of a PGM filtering scheme that incorporates splitting of mixture modes during the measurement update is a goal of future work. Further, the effect of the clustering scheme on the PGM filter needs to be rigorously evaluated.
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