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1 TALENT SEARCH AND RECOMMENDATION: PRACTICAL CHALLENGES
LinkedIn Talent Solutions business contributes to around 65% of LinkedIn’s annual revenue, and provides tools for job providers to reach out to potential candidates and for job seekers to find suitable career opportunities. LinkedIn’s job ecosystem has been designed as a platform to connect job providers and job seekers, and to serve as a marketplace for efficient matching between potential candidates and job openings. A key mechanism to help achieve these goals is the LinkedIn Recruiter product, which enables recruiters to search for relevant candidates and obtain candidate recommendations for their job postings.

We highlight a few unique information retrieval, system, and modeling challenges associated with talent search and recommendation systems:

1. The underlying query to the talent search system could be quite complex, combining several structured fields (such as canonical title(s), canonical skill(s), company name) and unstructured fields (such as free-text keywords). Depending on the application, the query could either consist of an explicitly entered query text and selected facets (talent search), or be implicit in the form of a job opening, or ideal candidate(s) for a job (talent recommendations). Our goal is to determine a ranked list of most relevant candidates in real-time among hundreds of millions of structured candidate profiles. Consequently, robust standardization, efficient indexing, candidate selection, and multi-pass scoring/ranking systems are essential [2, 6].

2. Unlike traditional search and recommendation systems which solely focus on estimating how relevant an item is for a given query, the talent search domain requires mutual interest between the recruiter and the candidate in the context of the job opportunity. In other words, we require not just that a candidate shown must be relevant to the recruiter’s query, but also that the candidate contacted by the recruiter must show interest in the job opportunity. Hence, it is crucial to use appropriate metrics (e.g., the likelihood of a candidate receiving an inMail (message) from the recruiter and also answering with a positive response) for model optimization as well as for online A/B testing, taking into account the fact that certain ideal metrics (e.g., the likelihood of a candidate receiving a job offer and accepting it) may either be unavailable or delayed [3, 5].

3. Quite often, the recruiter or the hiring manager may not be able to express their hiring needs in the form of a search query (or even a job posting), since this often requires deep domain knowledge, as well as significant time and manual effort to come up with the best search criteria (e.g., which skills are relevant for a specific role that the recruiter is looking to fill). To address this challenge, it is desirable to support search based on ideal candidate(s) [4], and online learning of recruiter preferences within a search session based on their instantaneous response to recommended candidates [1].

In this talk, we will present how we formulated and addressed the above problems, the overall system design and architecture, the challenges encountered in practice, and the lessons learned from the production deployment of these systems at LinkedIn. By presenting our experiences of applying techniques at the intersection of recommender systems, information retrieval, machine learning, and statistical modeling in a large-scale industrial setting and highlighting the open problems, we hope to stimulate further research and collaborations within the SIGIR community.

2 OVERVIEW OF TALENT SEARCH AND RECOMMENDATION SYSTEMS DEVELOPED AND DEPLOYED AT LINKEDIN
We next briefly describe the overall architecture of LinkedIn’s talent search and recommendation engine, highlighting the key components (Figure 1). Our system can be subdivided into an online system for serving most relevant candidate results and an offline workflow for updating different machine learned models (described in greater detail in Figure 2). Our presentation covers the architecture choices, modeling design decisions, and the practical lessons learned.

This paper has been accepted for publication at ACM SIGIR 2018.
Online system architecture: First, the recruiter’s search request (either as explicitly entered query, or implicit in the form of job opening / ideal candidate(s)), along with the recruiter and session context, is transformed into a complex query combining structured fields (e.g., canonical title(s) / skill(s), company name, region) and unstructured text keywords, and issued to LinkedIn’s Galene search engine [6]. A candidate set of results is then retrieved from the search index based on the criteria specified, and then ranked in multiple passes using machine learned scoring models of varying complexity [1–5]. The search result set, along with the features used by the ranking model, are logged for later use for model training. Finally, front-end server gets the top ranked candidates, renders the result page, and logs recruiter interactions. The underlying search index is updated in near real-time to reflect changes in LinkedIn member data.

Offline modeling pipeline: Our offline system periodically trains the ranking models using recruiter usage logs [1–5]. The training data is generated from recruiter interactions (and candidate responses to recruiter messages) over the search results displayed. As the member data can change over time, we also log computed features along with search results, instead of generating the features during model training. The offline modeling pipeline is designed to support ease of feature engineering, incorporation of different types of machine learning models, and experimentation agility.

Figure 2: Offline modeling pipeline for LinkedIn’s talent search and recommendation engine.
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