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Introduction

When using item response theory (IRT) models for scaling and data evaluation, according to Wainer and Thissen (1987), one of the prerequisites for valid statements is the fit of a measurement model to the data. Hambleton and Han (2005) suggest an assessment and evaluation of this model fit in five steps. Local item fit is involved in two of those steps, namely checking item fit to test for (1) statistical significance and (2) practical significance of item misfit.

In both research and application, usually only step (1) is applied (Zhao & Hambleton, 2017). In the stage of scale construction, misfitting items are frequently excluded from the item pool (Sinarhay & Haberman, 2014). This seems to be premature insofar as item fit statistics as an evaluation criterion for misfit are problematic. Different fit statistics with various cut-off values exist, yet, no clear guidelines...
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for these cut-off values exist (de Ayala, 2009). This is also demonstrated by the inconsistent use of both the fit statistics and their cut-off values, for example, in large scale assessments (LSAs; e.g., ACARA, 2013; Allen et al., 1999; OECD, 2018a 2018b). While the properties of different item fit statistics have been investigated intensively over the past decades, the focus has recently expanded to the practical significance of item misfit (e.g., Hambleton & Han, 2005; Zhao & Hambleton, 2017). Sinharay and Haberman (2014) define the practical significance of item misfit as “an assessment of the extent to which the decisions made from the test scores are robust against the misfit of the IRT models” (p. 23). Hence, item misfit is of practical significance if it leads to practical consequences for the measure of interest. It should be noted that there is not the one practical consequence of item misfit. The question is whether the amount of statistical item misfits leads to practical consequences for the intended application (Zhao & Hambleton, 2017). Therefore, no single quantity or threshold for evaluating practical significance exists. Instead, practical significance of item misfit can be examined in terms of various aspects depending on the purpose of the test. This also means that differences between the data and the model assumptions might have no practical consequences for the intended test outcome at all (Liang et al., 2014; van der Linden & Hambleton, 1997).

On the one hand, no agreement on the best methods to conduct practical significance analyses exists (Swaminathan et al., 2006; Zhao & Hambleton, 2017). On the other hand, findings from the few empirical studies in this research field have shown that item misfit is frequently of no practical significance (Crişan et al., 2017; Köhler & Hartig, 2017; Liang et al., 2014; Sinharay & Haberman, 2014; Sinharay et al., 2011; Tendeiro & Meijer, 2015; van Rijn et al., 2016; Zhao, 2016). The first aim of this paper is to derive criteria to assess practical consequences of item misfit regarding individual and population level comparisons. In addition, we explore how to deal with discovered practical consequences of item misfit. Furthermore, most of the existing studies examine main survey data with pre-selected items when investigating practical consequences of item misfit. This research gap is frequently mentioned in the limitations section of those studies (e.g., Sinharay et al., 2011; Sinharay & Haberman, 2014). To our knowledge, only Sinharay and colleagues (2011) used pretest data for some of their analyses. Field trial studies in which items are tested for the first time likely show a higher proportion of misfitting items than finalized versions of the assessment. Therefore, field trial studies can provide more insight into the practical consequences of item misfit. As a second aim, we apply the derived criteria to PISA 2018 field trial data of the German PISA sub sample to address this research gap for both cognitive and noncognitive/metacognitive data.

The manuscript is organized as follows: Firstly, arguments for testing the practical significance of item misfit are discussed. Secondly, possible criteria for evaluating practical significance of item misfit regarding individual and population level comparisons in LSAs are presented. Thirdly, the criteria for the population level are applied to two empirical examples, one for cognitive and one for non-cognitive/metacognitive measurements of the latent trait. In closing, the results and consequences of the study are laid out.
Arguments for testing practical significance of item misfit

There are various arguments for testing practical consequences of item misfit. A first general argument is that in empirical settings, perfect fit between the actual data and the prediction of the model is impossible (Molenaar, 1997). It is self-evident that no model predicts the data perfectly or the model would otherwise be over identified. These circumstances raise the question of how much item misfit is justifiable, which is closely related to the question of the practical significance of item misfit. Box and Draper (1987) argue that while all models are wrong, this does not mean that some of them are not still useful. For example, if the sample size is sufficiently large, no IRT model will fit the data perfectly according to the model fit criteria (Sinharay et al., 2011), and a large proportion of items is frequently flagged as misfitting (Hambleton & Swaminathan, 1985; Liang et al., 2014). For these reasons, several researchers suggest evaluating the practical significance of model and item misfit (e.g., Sinharay & Haberman, 2014; Zhao & Hambleton, 2017).

Additional arguments are that item removal is not desirable for economic reasons because item development costs time and money (Köhler & Hartig, 2017). Furthermore, items are developed to sufficiently represent the construct to be measured, thus a limited number of items is available for each subdomain, and item removal could lead to the case that the construct is no longer represented sufficiently (Crişan et al., 2017; Köhler & Hartig, 2017). Thus, from a more practical perspective, the content validity of the measurement may become distorted. For a test taker, disadvantages are possible if, for example, statistically misfitting items that have been answered correctly are subsequently removed (Crişan et al., 2017). Zhao and Hambleton (2017) point out that it is sometimes necessary to keep a misfitting item in a test for balancing content coverage or for particular IRT analyses such as IRT-based equating, differential item functioning (DIF), and computer-adaptive testing (CAT).

Methods

Criteria for evaluating practical significance of item misfit

Practical significance of item misfit involves the consequences of excluding single items on the basis of item fit criteria (i.e., item selection). In order to assess whether item selection has practical consequences with regard to the distribution of the measured trait, criteria for evaluating these consequences are considered. In scenarios with aggregated or individual interpretations of results, different foci of the investigation are set. In scenarios where test takers receive personal feedback, results at the individual level are of interest (e.g., college entrance tests or language proficiency tests), whereas in scenarios with aggregated interpretations of the results, results at the population level are relevant (e.g., tests for competence comparisons in LSAs). We first consider general criteria that are applicable to both application scenarios. We subsequently discuss criteria that only apply to the respective scenarios.

General premises for evaluating practical significance of item selection

Practical significance of item selection can be represented by meaningful differences in the measures of interest when misfitting items are excluded from the data set. To
quantify a meaningful difference, we propose that a greater emphasis should be put on the effect size of this difference. Traditionally, an observed significant difference between two parameters or parameter vectors can be evaluated by the effect size (Cohen, 1988), without—in contrast to statistical significance—being dependent on the sample size. This allows to state whether statistically significant differences are large enough and practically significant as well (Kirk, 1996; Peeters, 2016). Although an effect size, for instance between the different means of two measured trait distributions with or without item selection, cannot be understood as a synonym for practical significance of item selection, it can nevertheless serve as a basis for its examination. As Kirk (1996) argues, however, practical significance is simultaneously less definite than the statistical significance because depending on the application, a different approach for evaluating practical significance may be the most appropriate. A popular approach to interpret the effect size is Cohen’s $d$ (1988, 1992). Although there is a general framework for the interpretation of Cohen’s $d$, these rules of thumb are discussed controversially in the literature. It remains to be clarified whether the classical categorization of the effect size according to Cohen (1988) is also applicable to the practical significance of item selection. Thompson (2007) argues that there are situations in which even small effect sizes can have large impacts, so there are limitations with regard to the context. Accordingly, he suggests comparing the calculated effect sizes with effect sizes from similar sources instead of using rules of thumb. Such a procedure helps to classify effect sizes in the context of item misfit.

**Criteria depending on application scenario**

In the following, criteria for evaluating the practical significance of item selection on the measured trait for tests focusing on the individual level and tests focusing on the population level are put up for discussion. Figure 1 gives an overview of the criteria discussed in this chapter. In scenarios with aggregated interpretations of results, conclusions about the distribution of person abilities and the assignment to proficiency levels are relevant. In addition, relationships with other variables are investigated. In scenarios with individual interpretations of results, the emphasis lies on rankings, score estimates or classifications of the individual. Note that the classifications in Fig. 1 are meant to provide guidance and should not be taken rigidly—ultimately, the assessment intentions should dictate the criterion of interest.

In the following, we make a distinction between cognitive and noncognitive/meta-cognitive scales. For both types of scales, general criteria for assessing the practical consequences of item selection are presented first. Subsequently, additional criteria for both types of scales are discussed separately.

**General criteria**

In order to evaluate the practical consequences of item selection, a first indicator is the extent to which the trait estimates correlate with each other when items are included versus when they are excluded from the data set. Without practical significance of item selection, the rank correlation should be close to 1, while with increasing practical consequences this correlation decreases. The use of correlations to
investigate the practical significance of item selection can be found in various studies. For example, Tendeiro and Meijer (2015) analyzed the practical consequences of item selection on the performance ranking by (1) determining the overlap between the highest ranked test takers according to the true ability, (2) estimating the correlations between top-ranking true ability and the corresponding approximations based on estimated ability values and their scores. In the study from Crişan et al. (2017), the practical consequences of selection were examined with Spearman rank correlations. Sinharay et al. (2011) investigated various educational studies and focused on score estimates and correlation coefficients to determine the practical consequences of item selection. Zhao (2016) analyzed medical data: The practical significance of item selection on score estimates and the classification of the severity of the diagnosis at the group level was investigated using correlation analysis.

It should further be examined whether meaningful differences in the mean values or variances of the distribution occur. Liang et al. (2014) compared the differences in test score distributions and concluded that the values were close to each other, indicating that item selection had no practical consequences on differences in test score distributions. With respect to the location of the distribution, group mean values can be calculated and compared (with and without the misfitting items). The differences in the mean values can be evaluated in terms of statistical significance and effect size, with the effect size clearly playing the more important role. Methods for mean value comparisons for dependent samples like the t-test or the Wilcoxon signed-rank test with subsequent Cohen’s d estimations are suitable. Such a procedure is used in the study by Zhao (2016). This approach can also be found in the study by van Rijn et al. (2016), who evaluated practical consequences based on comparisons of competences between specific subgroups.
Additional criteria for testing on population level

Cognitive data
In order to evaluate the practical consequences of item selection with respect to the ability distribution when assessing cognitive data, differences can be reflected in the assignment of persons to the proficiency levels. This is closely related to comparing the location and variance of the distribution of the measured trait. The proficiency level a person is assigned to can depend on whether or not a misfitting item is used for estimating ability scores. The McNemar–Bowker test for pairwise symmetry examines whether individuals change between two category classes of proficiency levels symmetrically or asymmetrically. Asymmetrical changes mean that a significantly differing number of individuals change between two proficiency levels or category classes. Accordingly, it can be investigated whether these shifts of individuals between different proficiency levels are significant, and which effect size (Cohen's $g$) they show.\(^1\)

Noncognitive/metacognitive data
Since background questionnaire (BQ) variables are often used as predictors in multiple regressions or in correlational analyses, it is useful to calculate the correlation between the measured trait and another variable when the statistically misfitting items are included and when they are excluded. Practical significance of item selection is evident if the correlations significantly differ (van Rijn et al., 2016). A method for quantifying potential bias of relationship estimates (e.g., correlation coefficients) due to item misfit in low-stakes achievement tests was developed by Köhler and Hartig (2017), who provide upper and lower boundaries for the change in the regression coefficient when misfitting items remain in the analysis.

If significant differences occur in the correlation analyses, it is of interest to examine the distributions of the latent trait in the individual subgroups in more detail, and whether individual groups are affected differently by item selection. For example, the removal of one item could lead to a shift in the distribution of the measured trait for males but not for females. To evaluate the practical consequences of item selection with respect to the distribution of the trait in the subgroups, it is reasonable to test whether meaningful differences in the mean values or variances per subgroup are observable.

Additional criteria for testing on individual level
Item selection can lead to shifts in the rankings of individuals, which can have consequences for the test takers. The Jaccard Index (Jaccard, 1912) can be used to make statements about the similarity of two scored sets, what are in this case the rankings. If significant differences between rankings become evident, it indicates a practical significance of item selection. Crişan et al. (2017) use this procedure to supplement the calculation of rank correlations. A further supplement to the rank correlation and comparison of scored sets are graphical evaluations, in which latent trait estimates or scored estimates are plotted against each other in a scatterplot with and without the inclusion of the misfitting items. This gives more insight into which parts of the trait continuum are

\(^1\) Cohen's $g$ (Cohen, 1988) is designed for applications where the expected proportion is 50%.
influenced the most. Such graphical evaluations can be found in the studies conducted by Sinharay et al. (2011). In addition, the McNemar-Bowker test for pairwise symmetry can be applied. A significant change of individuals between the category classes indicates on the one hand that changes in the ranking are observable and on the other hand that these changes can be identified for the respective category classes. The effect size Cohen's \( g \) can be calculated to classify those differences.

Score estimates often serve as a basis for ranking or classifying individuals. Item selection can result in a significant practical change in the score estimates. To compare score estimates, the difference that matters (dtm) method can be applied. Dorans and Feigenbaum (1994) used dtm to evaluate the practical consequences of item selection on score estimates. A difference between an equated score and a criterion score greater than 0.5 of the reported scale unit is referred to as a significant difference in scores (Dorans & Feigenbaum, 1994). This procedure is also used by Sinharay et al. (2011), Sinharay and Haberman (2014) and Zhao and Hambleton (2017).

Dealing with practical significance of item selection

If a practically significant effect of item selection is found, the question of how to deal with it arises. The occurrence of a practically significant change in the results due to item selection indicates that the constructs slightly differ in their meaning when the statistically misfitting items are included versus when they are excluded. If the items measured the exact same construct, correlations with other variables would not be affected. Therefore, it has to be clarified whether the model is more suitable to represent the intended construct with or without the statistically misfitting items. In our view, this decision depends on the construct of interest. To make this decision, both the (1) model fit and the (2) item content need to be considered.

The item fit analyses should be considered in light of the overall model evaluation, since the item fit analyses are only one step in testing the (1) model fit. Other investigations are to test for unidimensionality, DIF, and local independence.\(^2\) Especially the latter two analyses provide additional insight on whether an affected item is beneficial to the model and should be kept in the data set, or whether the suspicion that the item should be excluded from the test is strengthened.

In addition, the items should be examined more closely on the (2) content level.\(^3\) On the one hand, it has to be checked if the item was constructed as intended during item development. This means that it should be ruled out that ambiguities in the formulation of the item or translation errors have occurred. On the other hand, it is important to check the extent to which the item differs from the other items in terms of content and whether the item in question actually covers the desired construct. If it represents the desired construct, it is also to be clarified whether the item has an added value for measuring the construct. If it does, this argues in favor of keeping the item.

In conclusion, please note that the causes of item misfit and its practical consequences through item selection on the measured trait can be diverse. Other model fit indicators and considerations at the content level can aid in deciding whether to exclude an item.

---

\(^2\) A comprehensive overview of these test steps can be found in Swaminathan et al. (2006).

\(^3\) An overview of evaluation steps can be found in Hartig et al. (2020).
Data example 1 for testing on population level: cognitive

The aim of this empirical example is to demonstrate the application of the discussed criteria to investigate practical consequences that item selection has on the assignment of persons to proficiency levels. It is based on the domain reading literacy of the cognitive German PISA field trial data 2018. In this subsection, we describe the methodological procedure for evaluating the practical significance of item selection for cognitive data. We first give an account on the sample and the assessment, which is followed by a description on item calibration and item fit calculation. We then describe how individuals were assigned to proficiency levels on the basis of their abilities and how we compared whether there were practically significant differences between the inclusion and exclusion of the misfitting items. All analyses were conducted with the open sources software R, version 4.0 (R Core Team, 2022). For the IRT analyses, we used the R package TAM, version 3.5–19 (Robitzsch et al., 2020). The syntax for all our analyses is available on OSF (https://osf.io/r23dt/).

Sample and assessment

A sample size of $N = 1890$ was tested with 402 items, of which 88 were trend items and 314 were new items. It should be noted that 65 of the new items were reading fluency items, which were constructed as very easy items in order to improve measurement precision at the lower end of the proficiency levels (OECD, 2018b). Out of all 402 items, 33 were polytomous and 369 were dichotomous. The survey was computer-based and employed a multi-matrix design, meaning that not all items were processed by all participants. The number of responses per item lay between 155 and 736. The number of responses per person lay between seven and 111.

Data scaling

In accordance with the procedure for scaling the data in the PISA 2018 study (OECD, 2020), the trend items and new items were treated differently. Since 2015, a new IRT approach has been used for scaling the PISA data, combining the Rasch model (Rasch, 1960/1980) and the partial credit model (PCM; Masters, 1982) with the two-parameter logistic model (2PL; Birnbaum, 1968) and the generalized partial credit model (GPCM; Muraki, 1992). The trend items from the 2000–2012 PISA cycles were recalibrated under the Rasch model and the PCM and the new items were scaled under the 2PL model/GPCM (OECD, 2015). In our study, the item parameters from the recalibration of the trend items were available; therefore, we did not carry out this step ourselves.

The 314 new items were calibrated in two steps, similar to the procedure in PISA. In the initial step, the reading fluency items were excluded for scaling the data, because they were expected to be very easy. We fixed the item parameters for the trend items and calibrated the 249 new items (without the 65 new reading fluency items) under the 2PL

---

4 Although the two examples presented were based on the German PISA field trial data 2018, the fact that only the data from Germany were used means that an exact reproduction of the PISA results was not intended. Note, usually, the field trial data are not conceptualized to draw conclusions about the assignment to proficiency levels (OECD, 2018b, 2020).

5 A public sharing of the data in the context of our manuscript is, unfortunately, not possible. The sharing of PISA data as a) public use files or b) after an official request to receive the data [from the Research Data Center (FDZ) at IQB] is only intended for data from the main study.
model/GPCM. In the second stage, the reading fluency items were included in the data set. For scaling the reading fluency items, the item parameters for both the trend items and the 249 new items were fixed and the reading fluency items were calibrated under the 2PL model/GPCM.

**Item fit analyses**

For the item fit analyses, we used the RMSD as an item fit statistic. For the PISA field trial analyses, a cut-off value of RMSD ≥ 0.20 is reported for cognitive data (OECD, 2018b). In the PISA main study, the cut-off is 0.12 (OECD, 2020). In both the PISA field trial and the main analyses, the RMSD value describes the deviation between the observed item response function (IRF) within a country and the predicted IRF from calibrations that use either the international or a group specific item parameter. This means that the RMSD in PISA is mainly used as a detection method for DIF (OECD, 2020; Tijmstra et al., 2020). In our research, however, we explore the field trial data from only Germany—without making group comparisons—and use the RMSD to evaluate item quality (i.e., item fit) in this single subsample. Using the RMSD for this purpose affects its size and hence the cut-off value. Thus far, no generally agreed upon cut-off value for the RMSD exists when it is used to detect item misfit. Köhler et al. (2020) investigated the RMSD as an item fit statistic and used simulation studies in combination with resampling techniques across varying data-set conditions. They showed that the RMSD depends on characteristics of the data set. In each condition of their study, the mean RMSD values for both fitting and misfitting items were much lower than 0.12. Based on their results, we used a conservative cut-off of 0.06 and a cut-off value of 0.08 to exclude solely items with a large misfit.⁶

**Assignment to proficiency levels**

We used multiple imputed values (plausible values; PVs) as proficiency estimates, which is the method also employed in PISA (see, e.g., OECD, 2020). In the PISA study, PISA scores were estimated in order to assign students to proficiency levels. These scores are intended to enable comparability both across cycles and domains (OECD, 2020). For this purpose, the approach of a conditioning model was used, where PVs were calculated by incorporating a background model based on scales from the BQ. Taking the results from the participating countries into account, the PVs were transformed into the PISA scores using a linear transformation. The scores were reported on a scale with a mean of 500 score points and a standard deviation of 100 score points.⁷ In our study, we used the reported PISA scale as a basis to calculate scores for the individual persons. While we also estimated PVs, we did not apply a background model because we aimed to avoid distortions by a misspecified background model. Rutkowski (2014) support this approach since the inclusion of a background model, especially in secondary analyses, can be a source of error. For the transformation to the PISA scores, we calculated both

---

⁶ Note that we investigate the practical significance of varying degrees of severity of misfit without recommending the applicability of a specific RMSD cut-off value.

⁷ In the first PISA study in 2000, the OECD mean was set at 500 and the standard deviation at 100. However, in later assessments, the OECD mean is no longer exactly 500, but has changed, for example, due to a different response pattern of the participants or the increase in the number of OECD countries (Reiss, Weis, Klieme, & Kölle, 2019).
the mean item difficulty and the variance to determine the two factors (slope and intercept) required for the linear transformation. Since the item difficulty and ability are on a joint logit scale, the calculated factors were used to transform each person's mean PV to a PISA score.

The PISA main study 2018 reports six proficiency levels, of which the first is divided into three sublevels (1a–c). The cut-scores representing the minimum score of a proficiency level are 189 for Level 1c, 262 for Level 1b, 335 for level 1a, 407 for Level 2, 480 for Level 3, 553 for Level 4, 626 for Level 5, and 697 for Level 6. We applied these cut-scores and calculated the percentage of people at each proficiency level.

Rescaling and reanalyzing
In the second stage, the statistically misfitting items were removed from the data set based on the two different cut-off values (1) RMSD > 0.06 and (2) RMSD > 0.08. For the comparability of the results, it was necessary to use a linking procedure. We applied the fixed anchor calibration approach, in which the item parameters of the fitting trend items were fixed for the rescaling (this was 13 trend items for RMSD > 0.06 and 28 for RMSD > 0.08, which we describe in more detail in the results section). The respective recalibration of the two selected data sets was conducted analogous to the procedure of the first scaling using the 2PL/GPCM. The item parameters for the remaining new items (without reading fluency items) were estimated. Subsequently, the item parameters for both the trend items and the new items were fixed and the reading fluency items were calibrated. The assignment of respondents to the proficiency levels was carried out analogously to the procedure described above. The factors calculated in the first scaling were used for the linear transformation in order to ensure comparability in the assignment of persons to the proficiency levels.

Evaluation of the practical significance of item selection
The relevant criteria for evaluating the practical significance of item selection in this first example were the correlation between the trait estimates, differences in the distribution of the latent trait, and the frequencies of person assignment to proficiency levels. To examine the extent of the relationship between the trait estimates with and without item removal, we calculated the (1) Spearman rank correlation between the trait estimates. We used the rank correlation instead of the Pearson correlation because we did not assume strict linearity for two reasons: (a) Item removal does not affect all ability estimates equally, and (b) impacts are unequally strong for each item. In addition to the correlation, we examined whether differences in (2) the mean values and (3) the variance of the ability distribution occurred. Therefore, we conducted a t-test for dependent samples and an F-test of equality of variances both with a significance level of 5 %. To test for substantial differences between means, we calculated Cohen’s d. With regard to (4) frequencies of the assignment of individuals to proficiency levels, we examined whether differences occurred when statistically misfitting items were included or excluded. As mentioned in the defined criteria, the McNemar-Bowker test for pairwise symmetry was

---

8 When applying inferential statistics to compare the measures of interest (i.e., means), we use test statistics for repeated measures, since the underlying data set and hence the people are the same.
applied with a significance level of 5%. We calculated the effect size Cohen's $g$ (1988) to investigate relevant changes of allocations to proficiency levels.

For a better understanding of how the assignment of individuals to proficiency levels changes as a result of item selection, the results were examined at the individual level. For this purpose, weighted likelihood estimates (WLEs) are used instead of PVs, since PVs are explicitly not suitable for reporting individual ability scores because the values are selected at random from a distribution (Lüdtke & Robitzsch, 2017; Wu, 2005). This estimation procedure can introduce bias in the estimated abilities of individuals; its use in scenarios with individual interpretations of the trait is not recommended. The scaling and assignment of persons to the proficiency levels based on WLEs was carried out as described above. The percentage of persons who were grouped at the same proficiency level before and after item selection was calculated as well as the proportion of people at each proficiency level who shifted to a higher or lower proficiency level.

**Data example 2 for testing on population level: non-cognitive/metacognitive**

The aim of this empirical example is to investigate two scales of the BQ and determine whether item selection has practical consequences for the distribution of the measured trait or for estimated correlations between the measured trait and another variable.

In this subsection, we describe the methodological procedure for evaluating the practical significance of item selection for scales with a small number of items. Firstly, the sample and measure as well as the process of scaling the data including all items, the item fit analyses, and the correlation analyses are presented. Afterwards, the procedure for rescaling without the statistically misfitting items and the reanalyses of the data are outlined. Lastly, the evaluation of the practical significance of item selection is presented. As for Example 1, the analyses were conducted in R (R Core Team, 2022).

**Sample and measure**

We chose two exemplary scales of the German PISA field trial data 2018, namely the scale “General fear of failure” (ST183) and the scale “Discriminating school climate” (ST223). Both scales were reported for the first time in 2018, showed a noticeable statistical item misfit, and are thus well suited to investigate the practical significance of item selection. The scale ST183 was assessed with five Likert-type items with four categories. 772 students gave responses to the ST183 items, of which 374 were female (48.45%). The scale ST223 was based on 10 Likert-type items with four categories. 804 students gave responses to the ST223 items, of which 393 were female (48.88%).

**Data scaling and item fit analyses**

Following the procedure used in the PISA study for scaling the BQ data (OECD, 2020), the two scales were each calibrated under the 2PL model/GPCM. For the item fit analyses, we estimated the RMSD. In the PISA main study (2015, 2020), an RMSD cut-off value of RMSD > 0.30 was used for the BQ data. As described above, this cut-off value is not directly transferable, which is why we used a cut-off value of RMSD > 0.04 (see Köhler et al., 2020).
Correlation analyses
According to the previously defined criteria, we calculated the WLE for each student. Since BQ data are frequently used as predictors in multiple regressions or for correlational analyses, we examine whether estimated correlations change when misfitting items remain in the scale. We used the gender variable as a demonstration because gender is one of the most prominent independent variables in educational research. We calculated the correlation between the measured trait and gender once when misfitting items were included and once when misfitting items were excluded. In addition, the mean and variance of the distribution of the measured trait were calculated within each gender group in order to investigate whether the item selection had a group-specific impact. Since this is a demonstration of the application of the criteria, only this one variable was used to evaluate the impact of item misfit. In real applications, one would perform this analysis for all relevant variables.

Rescaling and reanalyzing
For rescaling, we removed the statistically misfitting items from the scales based on the cut-off value RMSD > 0.04. For comparing the results with and without the misfitting items, the fixed anchor calibration approach was used for the linking, meaning that item parameters of the fitting items were fixed for the recalibration. For the scaling process, the 2PL model/GPCM was applied. Subsequently, reanalysis of the correlation between the measured trait and gender was conducted. Also, the means and the variances of the measured trait within each gender group were compared.

Evaluation of practical significance of item selection
Applying the defined criteria for evaluating the practical significance of item selection for non-cognitive/metacognitive data, a $t$-test for dependent samples was used to investigate the differences in means. To obtain an idea of whether these differences were meaningful, we calculated the effect size Cohen’s $d$. We applied an $F$-test to test for equality of variances of the measured trait. To investigate the practical significance of item selection with respect to the similarity between the WLE estimates, we compared the WLE estimates of the calibrations with and without statistically misfitting items by calculating the rank correlation. Furthermore, the correlation between gender and the measured trait was investigated. To determine if differences were statistically significant, Fishers’ $Z$-transformation of the correlation coefficients was conducted. In addition, we investigated whether the distributions of the measured trait in the subgroups were affected by item removal.

Results
Data example 1 for testing on population level: cognitive
Firstly, we present the general results on the RMSD as well as the number of items with a statistical item misfit, and the results on item difficulties. Afterwards, the results on the evaluation of the practical significance of item selection are shown.
In the item fit analyses, the RMSD values of the items ranged between 0.010 and 0.329. Using a cut-off value of RMSD > 0.06, 136 items showed an item misfit, so that after the item selection, 266 items remained in the data set, 13 of which were trend items. Using a cut-off value of RMSD > 0.08, 79 items showed a statistical item misfit, so that after item selection 323 items remained in the data set, 28 of which were trend items.

For the trend items, Table 1 shows that using the different cut-off values lead to a change in the score range, mean and standard deviation. Whereas the mean decreases after item selection, the standard deviation increases for trend and new items but decreases for trend items only. This is probably because trend items lie more in the middle of the ability spectrum than the new items, especially the easy reading fluency items. The impact of item selection on the coverage of item difficulties at the specific proficiency levels is shown in Fig. 2. A reduction in the number of items was particularly noticeable at the intermediate proficiency levels. However, despite the reduced number of items, the item difficulty ranges per proficiency level were covered in a comparable manner. This means that the representation of item difficulties at the edges of the proficiency level was not noticeably affected by item selection.

### General results

In the item fit analyses, the RMSD values of the items ranged between 0.010 and 0.329. Using a cut-off value of RMSD > 0.06, 136 items showed an item misfit, so that after the item selection, 266 items remained in the data set, 13 of which were trend items. Using a cut-off value of RMSD > 0.08, 79 items showed a statistical item misfit, so that after item selection 323 items remained in the data set, 28 of which were trend items.

For the trend items, Table 1 shows that using the different cut-off values lead to a change in the score range, mean and standard deviation. Whereas the mean decreases after item selection, the standard deviation increases for trend and new items but decreases for trend items only. This is probably because trend items lie more in the middle of the ability spectrum than the new items, especially the easy reading fluency items. The impact of item selection on the coverage of item difficulties at the specific proficiency levels is shown in Fig. 2. A reduction in the number of items was particularly noticeable at the intermediate proficiency levels. However, despite the reduced number of items, the item difficulty ranges per proficiency level were covered in a comparable manner. This means that the representation of item difficulties at the edges of the proficiency level was not noticeably affected by item selection.

### Practical significance of item selection

Using RMSD > 0.06 as the cut-off value, the correlation between the ability estimates with and without item selection was $r = 0.92$, while using RMSD > 0.08, the correlation
was \( r = 0.93 \), indicating a highly monotonous relationship between the ability estimates. Including all items, the mean value for all PVs was 0.760 with a variance of 0.949. Using RMSD > 0.06 as a cut-off value, the mean was 0.766 and the variance 0.939. A cut-off value of RMSD > 0.08 resulted in a mean of 0.754 and a variance of 0.945 for the PVs. For both cut-off values, the results of the \( t \)-test for dependent samples showed no significant difference for the mean PVs at a significance level of 5% before and after item selection (for RMSD > 0.06: \( t(1889) = -0.79, p = 0.43 \); for RMSD > 0.08: \( t(1889) = 0.76, p = 0.45 \)). The effect sizes were negligible (for RMSD > 0.06: \( d < 0.001 \); for RMSD > 0.08: \( d < 0.001 \)). For both cut-off values, the results of the \( F \)-test with \( \alpha = 0.05 \) indicated no significant differences in the variances of the ability estimates (for RMSD > 0.06: \( F(1889, 1889) = 1.02, p = 0.67 \); for RMSD > 0.08: \( F(1889, 1889) = 1.01, p = 0.87 \)). Thus, there was no practical significance of item selection with respect to the location and variance of the ability distribution.

Table 2 displays the relative and absolute frequencies in the assignment of persons to the proficiency levels for the respective item selection criterion. Since with and without item selection no individuals were located at competence levels 1a and 1b, the proficiency levels 1a–c were merged into proficiency level 1. The results of the McNemar–Bowker test indicated that the null hypothesis was retained for both RMSD cut-off values. No significant differences were observed between the assignment to proficiency levels and the inclusion/exclusion of misfitting items, with only one exception: With the cut-off RMSD > 0.06, asymmetrical changes between proficiency levels 3 and 4 were observed insofar that significantly more people changed to level 4 than to level 3, with \( p = 0.033 \). The effect size Cohen's \( g \) lay below 0.1 for all comparisons, thus indicating small effects (Cohen, 1988).

The median PISA scores for the corresponding proficiency levels are provided in Table 2. Table 2 shows that the ability distributions changed predominantly at the extreme proficiency levels. These shifts might result from a lower item representation per proficiency level or from measurement inaccuracies in the boundary areas of the proficiency levels. As described in the above mentioned criteria, it should be examined how the construct has changed due to item selection. Table 2 further illustrates how many individuals were assigned to a different proficiency level after item selection. The assignment to proficiency levels was relatively inconsistent: At least 17% of the persons per proficiency level shifted to another proficiency level after item selection.

Overall, the results show no practical significance of item selection on the ability distribution and on the frequencies of assigning individuals to the proficiency levels. Note that results at the population level are of predominant interest in scenarios with aggregated interpretations of results. Results at the individual level are not reported back to the student in PISA. Nevertheless, we found that single individuals frequently changed the proficiency levels after item removal.

Data example 2 for testing on population level: non-cognitive/metacognitive
Firstly, we present general results regarding the RMSD values and the WLE reliability. Secondly, results of the evaluation of the practical significance are shown.

---

9 We used the median instead of the mean because of the skewed distribution of the abilities per proficiency level.
Table 2 Assignment to the proficiency levels for no item selection and selection with the RMSD cut-off 0.06 and RMSD cut-off 0.08

| PL | Cut | All Items | Cut-off = 0.06 | Cut-off = 0.08 |
|----|-----|-----------|---------------|---------------|
|    | N   | Level (%) | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             | Md            | N             |
| 1  | 189 | 17 (0.95) | 393.47        | 3 (0.16)      | 398.00        | 3 (17.65)     | –             | 14 (82.35)    | 392.90        | 8 (47.06)     | –             | 9 (52.94)     | 124 (6.77)    | 459.06        | 107 (73.23)   | 118 (21.89)   | 498 (26.35)   | 525.96        | 429 (79.59)   | 8 (1.48)      | 101 (1.891)   |
| 2  | 407 | 146 (7.83) | 457.90       | 106 (5.63)    | 458.14        | 81 (55.48)    | –             | 65 (44.52)    | 459.06        | 124 (6.77)    | 459.06        | 124 (6.77)    | 450.06        | 107 (73.23)   | 124 (6.77)    | 459.06        | 124 (6.77)    | 459.06        | 124 (6.77)    | 459.06        | 124 (6.77)    | 459.06        | 124 (6.77)    | 459.06        | 124 (6.77)    | 459.06        | 124 (6.77)    | 459.06        | 124 (6.77)    |
| 3  | 480 | 539 (28.62) | 524.24       | 526 (27.93)   | 527.87        | 410 (76.07)   | 11 (204)      | 418 (21.89)   | 498 (26.35)   | 525.96        | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   | 429 (79.59)   |
| 4  | 553 | 776 (41.16) | 587.78       | 844 (44.82)   | 588.02        | 642 (82.73)   | 50 (644)      | 84 (10.82)    | 791 (42.01)   | 589.93        | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   | 647 (83.38)   |
| 5  | 626 | 371 (19.63) | 647.84       | 370 (19.65)   | 646.86        | 275 (74.12)   | 83 (2237)     | 412 (21.80)   | 650.90        | 308 (83.02)   | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    | 42 (11.32)    |
| 6  | 697 | 34 (1.80)  | 714.58       | 34 (1.81)     | 716.90        | 19 (5588)     | 11 (44.12)    | 49 (2.59)     | 718.52        | 27 (79.41)    | 7 (20.59)     | –             | 7 (20.59)     | –             | 7 (20.59)     | –             | 7 (20.59)     | –             | 7 (20.59)     | –             | 7 (20.59)     | –             | 7 (20.59)     | –             | 7 (20.59)     |

The results in the columns N_level and Md are based on PVs, the columns N_remain, N_down, and N_up on WLE. N_level = number of persons per proficiency level; N_remain = number of persons who remain on the same proficiency level before and after item selection; N_down = number of persons who change to a lower proficiency level after item selection; N_up = number of persons who change to a higher proficiency level after item selection; PL = proficiency level.
General results

Scaling all items, the RMSD values of the items of scale ST183 ranged from 0.014 to 0.063. Two items showed a higher RMSD value than 0.04 and were removed from the scale. For scale ST223, the items showed RMSD values in a range from 0.018 to 0.068. Seven of the ten items had a higher RMSD value than 0.04, with two items showing an RMSD value greater than 0.06 and three items greater than 0.05. These values indicate that the scale exhibited a high extent of item misfit. Since we assume that an increasing extent of item misfit results in the most severe practical consequences, we removed all seven items from the scale. As Table 3 displays, the WLE reliabilities decreased for both scales after item removal. Especially for scale ST223, the value decreased substantially, which is due to the large number of items we removed.

Practical significance of the item selection

Table 3 illustrates the results before and after item selection. The t-test for dependent samples indicated no significant difference between the means of ST183 at a significance level of 5% (t(771) = 0.93, p = 0.351). The effect size was negligible (d < 0.01). The result of the F-test indicated a significant difference in the variances of the distributions of the measured trait at a significance level of 5% (F(771, 771) = 0.79, p < 0.001). However, the distributions of the respective WLE estimates overlap very strongly, with a correlation of r = 0.99, indicating no practically significant difference between the WLE estimates. A correlation analysis between the WLE estimates (with and without misfitting items) and gender was calculated. We detected no significant difference in the correlations (see Table 3), meaning that item selection had no practical consequences. No significant differences in the means and variances of the measured trait for females and males with regard to the categories were observed, either (see Table 3). Overall, hardly any practical significance of item selection was found for scale ST183.
A significant difference in the mean values of the distribution of the measured trait with and without misfitting items was detected for scale ST223 ($t(803) = -4.37$, $p < 0.001$). The effect size Cohen’s $d$ was 0.154, meaning that item selection had small practical consequences. The result of the $F$-test indicated a significant difference in the variances of the measured trait ($F(803, 802) = 0.85$, $p = 0.017$). The rank correlation between the estimates with and without item selection was high $r = 0.83$, but indicated differences between the WLE estimates. With respect to the relationship between the measured trait and gender before and after item selection, Table 3 shows that no meaningful differences between the correlations existed. Regarding the specific categories of the variable gender, the results of the $t$-tests for dependent samples for females and for males indicated significant differences in the mean values when comparing the inclusion and exclusion of misfitting items ($t(392) = 3.86$, $p < 0.01$ for females and $t(410) = 2.29$, $p = 0.022$ for males). For the difference in mean values, Cohen’s $d$ was 0.19 for females and 0.11 for males, meaning that item selection had small practical consequences. No significant differences in the variance of the measured trait were observed in the distributions of females and males ($F(392, 392) = 1.21$, $p = 0.055$ for females; $F(409, 410) = 1.15$, $p = 0.147$ for males).

**Discussion**

The two main objectives were to define criteria to evaluate the practical significance of item selection and to apply these criteria to the PISA 2018 field trial data of the German subsample. The use of field trial data to investigate practical consequences of item selection is crucial, since they represent the basis for decisions regarding the items in the main surveys, and a higher extent and amount of item misfit can be expected here. Therefore, these data were well suited to demonstrate the application of the established criteria. Although our results regarding the absence of practical significance cannot be generalized to other studies, they add to the scarce existing research. Another contribution of our study are the criteria we established, which can be applied to other assessments. The methods we propose contribute to the point made by Hambleton and others (e.g., Hambleton & Han, 2005; Sinharay & Haberman, 2014; Zhao & Hambleton, 2017), who stress the necessity of evaluating IRT models in terms of practical significance.

Our finding that the statistical item misfit was seldom associated with practical consequences for the distribution of the measured trait concurs with previous studies (Crișan et al., 2017; Köhler & Hartig, 2017; Liang et al., 2014; Sinharay et al., 2011; Sinharay & Haberman, 2014; Tendeiro & Meijer, 2015; van Rijn et al., 2016; Zhao, 2016). Since these studies predominantly investigated main survey data, we wanted to test practical implications when using field test data—expecting more severe consequences, which was not the case.

When evaluating the practical significance of item selection, various methodological approaches are applied in the literature. This is certainly also due to the fact that, depending on the application scenario, different research foci are set, each of which is also accompanied by different test outcomes that are of interest. The latter is reflected in the different methods for evaluating the practical consequences of item selection. Using the same criteria for evaluating the practical consequences of item selection for the same application scenarios and the same test outcomes can also lead to greater comparability.
of the results obtained with regard to the practical significance of item selection. A first step towards this can be our established criteria, which provide options for evaluating the practical consequences of item selection. These criteria do not claim to be exhaustive and can be extended for other intended test uses. The chosen criteria certainly need to comply with the intended use of the test.

Whenever practical consequences of item selection are evident, the question arises how to deal with statistically misfitting items. Crişan et al. (2017) point out that there are three ways in which misfitting items can be dealt with. One is that the item misfit can be ignored, which may affect the accuracy of the model parameter estimates. Second, the items with misfit can be removed, but this may lead to insufficient construct coverage. A third option is to use a better-fitting model, which could cause estimation problems, among others. From our point of view, the choice of one of these strategies is closely related to the question of whether the model is more appropriate with or without the misfitting items. From our point of view, it is not possible to give a general answer to the question whether a scale is fundamentally better by keeping or removing misfitting items by analyzing the statistical and practical significance of item fit, because the occurrence of practical consequences indicates that two slightly differing constructs are being measured. Whether the construct with or without misfitting items is the construct to be mapped has to be examined substantially.

If, in contrast, there are no practical consequences of item misfit, the question of how to deal with the misfitting items arises. In general, a user can ask two questions: (1) How many items are in the data set and how many of them show a misfit? (2) Is the misfitting item needed to represent the content of the construct? For example, if there is only one misfitting item in a data set, or if there is only a very small percentage of misfitting items in a medium or large data set and they contribute to construct coverage, the item could be kept in the data set. The item then contributes to higher test information without biasing the results. In addition, a single misfitting item is unlikely to bias test outcomes. If many items show a misfit, it should be examined, especially for the items with the largest item misfit, whether they are needed for construct coverage and whether they are inconspicuous regarding other item checks (e.g., DIF). When making the decision of item removal based on the testing of practical consequences, please note that those consequences of are calculated for specific test outcomes. An item selection could have consequences on test outcomes not investigated.

As with any study, this work is subject to limitations. First, it is debatable whether our operationalization of practical significance of item selection meets the core of practical significance. To evaluate whether an item selection is practically significant, the criteria we established again involve statistical analyses. This approach could be seen as shifting the problem of evaluating statistical item misfit to other inferential analyses. Note, however, that only changes in the outcome of interest allow determining practical consequences for a particular test assessment. Furthermore, we emphasize that particular attention should be payed to effect sizes and not to inferential analyses.

Another limitation of the study is that the results presented here refer to an exemplary empirical field trial data set. This naturally limits the generalizability of the
results. In future studies, it should be tested whether the established criteria are also applicable in practice beyond our data examples, and which adjustments or additions are necessary.

Note also that a major aim of international LSAs is to make country comparisons. In this study, we only used PISA 2018 field trial data of the German subsample and only one test cycle, meaning that a comparison across countries or test cycles was not possible. Future research could shed light on whether country rankings are affected differently by the presence of misfitting items. Furthermore, it would be interesting to examine in which way the development of country-specific proficiency levels over time are affected by practical consequences of item selection.

We solely focused on practical significance of item misfit in LSAs, and discussed evaluation criteria for this specific study design. In future research, it could be examined whether and which adjustments of the criteria are necessary for other study designs such as CAT. In addition, it would be of interest to examine to what extent factors such as interactions with other model violations such as multidimensionality affect the practical significance of the item selection. Another important consideration to make is that misfitting items have potential nefarious effects on the performance of otherwise well-fitting items. Studies have shown that increased proportions of aberrant responses affect parameter estimates of fitting items as well (Silva Diaz et al., 2022; Su et al., 2007), which can affect reliability of the scale as a whole. In this regard, it is important to note that we only used item misfit as a selection criterion. Further assessment of test quality at the scale level was not conducted. Another option could be to crosscheck to what extent our results differ when we randomly select items. If similar results are obtained, this would suggest that the practical consequences result from the selection of the items themselves rather than the exclusion of misfitting items.

**Conclusion**

In this work, the evaluation of practical significance of item selection based on item misfit was investigated, which is an important step in the evaluation of model fit. First, criteria were put up for discussion that can be used to investigate the practical consequences of item selection for various application scenarios. Second, the application of these criteria was demonstrated with two data examples from the PISA 2018 field trial study of the German subsample for both cognitive and non-/metacongnitive data. Our results indicate that item selection based on item misfit is not necessarily associated with practical consequences for the latent trait. Nevertheless, the evaluation of the practical consequences should be included in the item fit analyses in order to make a well-founded decision whether a statistically misfitting item should be removed from the test or not. Overall, the criteria we established can be a first step for comparative evaluations of the practical consequences of item misfit.
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