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Abstract. In this paper, the dynamics of a system of a finite number of screw dislocations is studied. Under the assumption of antiplane linear elasticity, the two-dimensional dynamics is determined by the renormalised energy. The interaction of one dislocation with the boundary and of two dislocations of opposite Burgers moduli are analysed in detail and estimates on the collision times are obtained. Some exactly solvable cases and numerical simulations show agreement with the estimates obtained.
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1. Introduction

Dislocations are topological line defects found in crystalline solids, and their motion governs the plastic flow in such materials. As a consequence, they are objects of great interest to materials scientists and engineers; despite having been initially studied over a century ago [Vol07], [Oro34, Pol34, Tay34], and having been proposed as the atomic mechanism for plasticity, their collective behaviour remains a topic of ongoing research,
both since they interact at long range via the stress fields they induce in the crystal, and because of their inherent complexity as a network of curves.

A variety of works in the mathematical literature have begun to address questions relating to dynamical models of dislocation motion [ADLGP14, ADLGP16, BFLM15, BM17, BvMM16, CEMHR10, FM09, GM10, MP12, vMM14], and this paper contributes to that ongoing thread of research by studying various properties of a model for the dynamics, in particular collisions, of straight screw dislocations in a long straight cylinder. It is worth mentioning that the dynamics of screw dislocations has significant similarities to that of Ginzburg-Landau vortices in two dimensions [BBH94, SS07]. Properties of vortices up to collision time have been studied extensively (see, e.g., [BOS05, JS98, Lin96, Ser07] and the references therein), but the results presented here are the first ones, to the best of our knowledge, to provide sharp estimates on the collision times for dislocations.

The model we consider was first proposed in full generality in [CG99], and studied extensively with specific choices of mobility in [BFLM15, BvMM16]. In particular, the latter two works prove existence of the evolution by differing methods, but acknowledge that blow-up of solutions appears to be a ubiquitous phenomenon. Generically, this blow-up seems to occur either via a collision between two dislocations, or the collision of a dislocation and the boundary. Here, we rigorously analyse three properties of the model proposed in [CG99], namely we analytically investigate

(i) the behaviour of dislocations near a free boundary, and
(ii) one dislocation collides with the boundary;
(iii) two dislocations collide with one another.

In particular, we provide geometric conditions on the initial configuration of dislocations to ensure that blow-up occurs due to (ii) or (iii). In so doing, we give estimates on the blow-up time and establish a sufficient condition ensuring that no other collision events occur before this blow-up time.

Following the standard mechanical setting of [CG99], we consider a finite number of idealised screw dislocations in an infinite cylinder $\Omega \times \mathbb{R}$ undergoing an antiplane deformation. Since the displacement only occurs in the vertical direction, this entails two major simplifications, namely, that the problem can be studied in the two-dimensional cross-section and that the Burgers vectors measuring the lattice mismatch are indeed scalar quantities (the Burgers moduli being directed along the vertical axis).

We assume that the cylindrical domain has a constant cross-section, $\Omega \subset \mathbb{R}^2$, which is an open connected set with a $C^2$ boundary. In particular, this regularity assumption entails that the boundary satisfies uniform interior and exterior disk conditions; that is, there exists $\bar{\rho} > 0$ such that for any point $x \in \partial \Omega$, there exist unique points $x_{\text{int}}$ and $x_{\text{ext}}$ such that

$$B_{\bar{\rho}}(x_{\text{int}}) \subseteq \Omega, \quad B_{\bar{\rho}}(x_{\text{ext}}) \subset \Omega^c \quad \text{and} \quad \partial B_{\bar{\rho}}(x_{\text{int}}) \cap \partial \Omega \cap \partial B_{\bar{\rho}}(x_{\text{ext}}) = \{x\},$$

where $B_r(x) \subset \mathbb{R}^2$ is the open disk of radius $r$ centred at $x$ and the superscript $c$ denotes the complement of a set. We shall fix such $\bar{\rho} > 0$ once and for all. It also follows that the curvature of the boundary, $\kappa$, lies in $C(\partial \Omega)$, and $\|\kappa\|_{\infty} \leq \bar{\rho}^{-1}$. An illustration of the interior and exterior disk conditions is contained in (1).

1.1. Renormalised energy and Peach–Koehler forces. Since dislocations are topological singularities, the conventional continuum elastic energy of the strain field induced by a dislocation is infinite. This reflects the fact that a dislocation is fundamentally a discrete phenomenon, which is not adequately captured by continuum elasticity. Instead, a process of renormalisation can be used to provide a potential energy for a collection of straight screw dislocations. This process involves the subtraction of an ‘infinite’ constant from the potential energy, reflecting the fact that continuum elasticity
is simply an asymptotic description of matter in the case where large variations occur on length–scales much greater than that of the lattice spacing. The resulting renormalised energy appears in numerous studies of topological singularities, see for example [ADLG14, BBH94, CL05, SS03, SS07].

One approach to justifying the use of the renormalised energy is to define it via the core-radius approach as in [BM17, CL05]. Here, we proceed directly to a definition of the renormalised energy, given in terms of Green’s functions for the Laplacian on the domain $\Omega$.

Define the Green’s function of the Laplacian with Dirichlet boundary conditions on $\partial \Omega$ as the (distributional) solution to

$$\begin{cases}
-\Delta x G_{\Omega}(x, y) = \delta_y(x) & \text{in } \Omega, \\
G_{\Omega}(x, y) = 0 & \text{on } \partial \Omega.
\end{cases}$$

(1.2)

Here $\delta_y$ is the usual Dirac delta distribution centred at a point $y \in \Omega$. We emphasise the domain $\Omega$ on which this function is defined, since we will later vary this domain in order to obtain our estimates. It is a classical result that $G_{\Omega}$ is smooth in the variable $x$ on the set $\Omega \setminus \{y\}$ for any given $y \in \Omega$; is symmetric, i.e. $G_{\Omega}(x, y) = G_{\Omega}(y, x)$; and

$$G_{\Omega}(x, y) = -\frac{1}{2\pi} \log |x - y| + k_{\Omega}(x, y),$$

(1.3)

where $k_{\Omega}(x, y)$ is smooth in both arguments on $\Omega$, is symmetric, and satisfies the elliptic boundary value problem

$$\begin{cases}
-\Delta x k_{\Omega}(x, y) = 0 & \text{in } \Omega, \\
k_{\Omega}(x, y) = \frac{1}{2\pi} \log |x - y| & \text{on } \partial \Omega;
\end{cases}$$

(1.4)

proofs of all of the above assertions may be found in Chapter 4 of [Hel14]. In addition, we also define

$$h_{\Omega}(x) := k_{\Omega}(x, x),$$

(1.5)

which will turn out to be a convenient function with which to express the renormalised energy. By exploiting conformal transformations in $\mathbb{R}^2$, it can be shown that $h_{\Omega}$ satisfies the elliptic problem (see [CF85], Exercice 1, p548 of [Fri88], and [Gus90])

$$-\Delta x h_{\Omega}(x) = \frac{2}{\pi} e^{-4\pi h_{\Omega}(x)} \quad \text{for all } x \in \Omega.$$  

(1.6)

Its properties will be studied in Section 2.
Using the explicit expression for the Green’s function \( E_\Omega \) and the functions defined in (1.4) and (1.5), the renormalised energy of \( n \) dislocations with positions \( z_1, \ldots, z_n \in \Omega \) and Burgers moduli \( b_1, \ldots, b_n \in \{-1, +1\} \) (see, e.g., [ADLGP14, BM17, CG99]) may be expressed as

\[
\mathcal{E}_n(z_1, \ldots, z_n) := \sum_{i<j} b_i b_j \left( k_\Omega(z_i, z_j) - \frac{1}{2\pi} \log |z_i - z_j| \right) + \frac{1}{2} \sum_{i=1}^n b_i^2 h_\Omega(z_i),
\]

where the contributions of the two-body interaction terms and the one-body ‘self-interaction’ term are highlighted. To be more precise, each term \( h_\Omega(z_i) \) is the contribution to the energy given by a single dislocation sitting at \( z_i \); the logarithmic terms \( \log |z_i - z_j| \) account for the interaction energy of the two dislocations sitting at \( z_i \) and \( z_j \); the term \( k_\Omega(z_i, z_j) \) accounts for the interaction of the dislocation sitting at \( z_i \) with the boundary response due to the dislocation sitting at \( z_j \). It is also worth mentioning that the interaction terms also involve the product \( b_ib_j \) of the Burgers moduli of the dislocations in a fashion similar to that of electric charges: \( b_i = b_j = \pm 1 \) gives a positive contribution to the energy, and tends to push two dislocations with the same sign far away from each other. This will become clearer in the expression of the force, responsible for the motion, acting on the dislocations. Finally, notice that the terms with the subscript \( \Omega \) depend in a crucial way on the geometry of the domain and carry information about the interaction with the boundary. To be thorough, the energy \( \mathcal{E}_n \) defined in (1.7) should also depend on the Burgers moduli \( b_1, \ldots, b_n \), but we assume these are attached to the dislocations and do not vary in time, so we suppress this dependence in the interest of concision.

The force acting on a dislocation is the so-called Peach–Koehler force \([\text{HLS}2]\) and it is obtained by taking the negative of the gradient with respect to the dislocation position

\[
f_i(z_1, \ldots, z_n) = -\nabla_{z_i} \mathcal{E}_n(z_1, \ldots, z_n), \quad \text{for } i = 1, \ldots, n.
\]

(1.8)

The subscript \( i \) refers to the force experienced by the dislocation at \( z_i \) and the dependence on the whole configuration of dislocations \( z_1, \ldots, z_n \) highlights the nonlocal character of the Peach–Koehler force.

The law describing the dynamics of the dislocations is therefore expressed as

\[
\dot{z}_i(t) = -\nabla_{z_i} \mathcal{E}_n(z_1(t), \ldots, z_n(t)), \quad \text{for } i = 1, \ldots, n,
\]

(1.9)

complemented with suitable initial condition at time \( t = 0 \). Formula (1.9) usually includes a mobility function, which here we have taken equal to the identity. Various suggestions for possible mobility functions can be found in [CG99]; we refer the reader to Section 5 for a discussion on other possible choices that are relevant in our context. For a specific choice of the mobility, (1.9) takes the form of a differential inclusion, and was studied both in [BFLM15] to obtain existence and uniqueness results, and in [BvMM16] from the point of view of gradient flows.

1.2. Aims. Our results below rigorously verify a variety of qualitative features of (1.9) for the dynamics of dislocations. It is commonly observed in numerical simulations that dislocations are attracted to free boundaries and that dislocations of opposite signs attract. In fact, as dislocations approach the boundary, or as dislocations with Burgers moduli of opposite sign approach one another, the renormalised energy diverges to \(-\infty\), and hence solutions of the evolution problem blow up and cease to exist, at least in the sense considered in [BFLM15, BvMM16].

In Lemma 2.4 we prove a gradient bound for the function \( h_\Omega \) for points in the vicinity of the boundary: this allows us to treat case (i). We prove Theorem 3.1 which states that the main component of the Peach–Koehler force on a dislocation close to the boundary is directed along the outward unit normal at the boundary point closest to the dislocation, thus demonstrating that free boundaries attract dislocations. The result is obtained by characterising the Peach–Koehler force acting on a dislocation sufficiently close to the
boundary up to an error which is uniformly bounded in various geometric parameters of the system, namely the mutual distances of the dislocations and the curvature of the boundary.

In Theorem 3.2, we address (ii): we consider the situation of a dislocation near the boundary, well separated from all the others. The result that we obtain is an upper bound for the collision time and an estimation of how close to the boundary this dislocation must be in order to collide with it before any other collision event.

In Theorem 3.4, we turn to (iii) where two dislocations of opposite Burgers moduli are close to each other and well separated from the others. In this case, we again obtain an upper bound for the collision time and conditions on the geometry of the initial configuration which guarantee that no other collision events occur before the two dislocations hit one another.

In both Theorems 3.2 and 3.4, the geometric conditions obtained are invariant under dilation of the coordinate system, but, whereas those needed for Theorem 3.2 explicitly involve the curvature of the domain, those needed for Theorem 3.4 only depend on the domain through its diameter (therefore, the regularity of the boundary is not relevant for the latter result).

While these behaviours are expected from a qualitative point of view, the novelty of our results is that sharp estimates on the collision times are provided for the first time. Moreover, the interaction with the boundary characterised in Theorem 3.1 and the estimates of Theorems 3.2 and 3.4 are determined in a scale-invariant way in terms of geometric parameters describing the shape of the domain (through its curvature) and the configuration of the dislocations. It is worth mentioning that the geometry of the domain and the arrangement of the dislocations are only responsible for the higher order corrections to estimates on the collision times.

The paper is organised as follows: in Section 2 we provide some estimates on the functions $G_Ω$ and $h_Ω$ that will be crucial for the rest of the paper. In Section 3 we state and prove the main theorems about the attracting behaviour of free boundaries, and the estimates on the collision times of one dislocation with the boundary and of two dislocations hitting each other. These results will be compared in Section 4 to some explicit cases also discussed in [BFLM15]. We also include numerical plots for domains (namely the square and the cardioid) which exhibit interesting symmetries. Finally, in Section 5 we draw some conclusions and discuss other models for the relationship between the Peach–Koehler force and the velocity of dislocations. In Appendix A we collect some explicit expressions for the Green’s functions for the disc and its exterior used in our analysis.

2. Preliminaries and estimates of interaction kernels

In this section, we collect the series of asymptotic bounds on Green’s functions and related interaction kernels which we will require in our analysis. A particular focus will be asymptotics for the gradients of these kernels, since these provide a description of the Peach–Koehler forces acting on dislocations.

An important function in what follows will be $d_n : Ω^n → [0, +∞)$, which is defined as:

$$d_n(x_1, \ldots, x_n) := \begin{cases} \text{dist}(x_1, ∂Ω) & n = 1, \\ \min_i \text{dist}(x_i, ∂Ω) \land \min_{i \neq j} |x_i - x_j| & \text{otherwise}. \end{cases}$$

(2.1)

In the case $n = 1$, the function $d_1$ measures the distance of the dislocation from the boundary $∂Ω$, whereas, if $n ≥ 2$, $d_n$ describes the minimal separation among the dislocations and their distance from the boundary. As will be clear in the sequel, this function arises as the distance between a configuration and some critical set in $Ω^n$ on which the evolution (1.9) ceases to exist.
Lemma 2.1. Suppose that \( \Omega \subset \mathbb{R}^2 \) is a \( C^2 \) domain, that \( y \in \Omega \) is fixed, and let \( \bar{\rho} > 0 \) be as in \([1.1]\). Recall also the definition of \( d_1(x) \) from \([2.1]\) for \( n = 1 \). Then:

1. for \( x \) satisfying \( d_1(x) < \bar{\rho} \) and \( d_1(x) < |x - y| \), we have

\[
|\nabla_x G_\Omega(x, y)| \leq \frac{2([|y - x_{\text{ext}}|^2 - \bar{\rho}^2](\bar{\rho} + d_1(x))}{\pi \bar{\rho}^2(|x - y| - d_1(x))^2},
\]

where \( B_{\bar{\rho}}(x_{\text{ext}}) \) is the disk which touches \( \partial \Omega \) at the point closest to \( x \) on the boundary, and

2. for any \( x \in \Omega \), we have the bound

\[
|\nabla_y G_\Omega(x, y)| \leq \frac{1}{2\pi |x - y|} + \frac{1}{2\pi d_1(y)}.
\]

**Proof.** Let \( \Omega \subset \Omega' \) and \( y \in \Omega \); then by the comparison principle, we have the upper and lower estimates

\[
G_{\Omega'}(x, y) \geq G_{\Omega}(x, y) \geq 0 \text{ for all } x \in \Omega.
\]

To prove assertion (1), we note that if \( d_1(x) < \bar{\rho} \), there exists a unique point \( s \in \partial \Omega \) such that \( |x - s| = d_1(x) \), and \( d_1(x) \) is a \( C^2 \) function (see Lemma 14.16 of \( \text{GT01} \), or \([\text{KPSI}]\)) on this neighbourhood of \( \partial \Omega \). Moreover,

\[
\nabla d_1(x) = -\nu(s),
\]

where \( \nu(s) \) is the outward-pointing unit normal to \( \partial \Omega \) at \( s \). Since \( \Omega \) satisfies an exterior disk condition, there exists \( x_{\text{ext}} \in \Omega' \) such that \( B_{\bar{\rho}}(x_{\text{ext}}) \subset \Omega' \) and \( s \in \partial B_{\bar{\rho}}(x_{\text{ext}}) \cap \partial \Omega \).

Using the explicit expression for the Green's function on \( B_{\bar{\rho}}(x_{\text{ext}}) \) derived in Section \( \text{A} \), we therefore deduce that

\[
0 \leq G_\Omega(x, y) \leq G_{B_{\bar{\rho}}(x_{\text{ext}})}(x, y) = \frac{1}{4\pi} \log \left( 1 + \frac{[|y - x_{\text{ext}}|^2 - \bar{\rho}^2][2d_1(x)\bar{\rho} + d_1(x)^2]}{\bar{\rho}^2|x - y|^2} \right).
\]

Now, since \( d_1(x) \leq |x - y| \) by assumption, \( G_\Omega \) is harmonic in \( B_{d_1(x)}(x) \), and we use \([2.2]\) on \( \Omega \) with \( f = 0 \) followed by the elementary inequality \( \log(1 + r) \leq r \) for any \( r \geq 0 \) to deduce that

\[
|\nabla_x G_\Omega(x, y)| \leq \frac{2}{d_1(x)} \sup_{z \in \partial B_{d_1(x)}(x)} |G_\Omega(z, y)|
\]

\[
\leq \frac{1}{2\pi d_1(x)} \sup_{z \in \partial B_{d_1(x)}(x)} \log \left( 1 + \frac{[|y - x_{\text{ext}}|^2 - \bar{\rho}^2][2d_1(z)\bar{\rho} + d_1(z)^2]}{\bar{\rho}^2|z - y|^2} \right),
\]

\[
\leq \frac{2([|y - x_{\text{ext}}|^2 - \bar{\rho}^2](\bar{\rho} + d_1(x))}{\pi \bar{\rho}^2(|x - y| - d_1(x))^2}.
\]

To obtain the final line, we estimate \( d_1(z) \leq 2d_1(x) \) in the numerator and \( |z - y| \geq |x - y| - d_1(x) \) in the denominator.
Turning to assertion (2), we note that for fixed $y \in \Omega$, $\nabla_y G_{\Omega}(\cdot, y)$ satisfies

$$\nabla_y G_{\Omega}(x, y) = \frac{x - y}{2\pi|x - y|^2} + \nabla_y k_{\Omega}(x, y),$$

where, with the Laplacian acting on each coordinate, we have

$$-\Delta x \nabla_y k_{\Omega}(x, y) = 0 \text{ in } \Omega \quad \text{and} \quad \nabla_y k_{\Omega}(x, y) = \frac{y - x}{2\pi|y - x|^2} \text{ on } \partial \Omega.$$

Applying the maximum principle, we therefore find that

$$\left|\nabla_y G_{\Omega}(x, y)\right| \leq \frac{1}{2\pi|x - y|} + \sup_{s \in \partial \Omega} \left|\nabla_y k_{\Omega}(s, y)\right| \leq \frac{1}{2\pi|x - y|} + \frac{1}{2\pi d_1(y)},$$

as required.

\textbf{Remark 2.2.} Notice that estimate (2.3) deteriorates if the points $x$ and $y$ become too close. We stress here that we will use (2.3) only in the case $d_1(x) \ll |x - y|$.

### 2.2. Estimates on $\nabla h_{\Omega}$

We now provide estimates for the function $\nabla h_{\Omega}(x)$ both in the case when $x$ close to and far from the boundary. We start with the latter.

\textbf{Lemma 2.3.} Let $x \in \Omega$ and define $\lambda_{\Omega} := |\log(\text{diam } \Omega/2)|$. Then

$$\left|\nabla h_{\Omega}(x)\right| \leq \frac{2\max\{-\log d_1(x), \lambda_{\Omega}\}}{\pi d_1(x)}. \quad (2.5)$$

\textbf{Proof.} Observe that by the symmetry of $k_{\Omega}$, we can write

$$\nabla_h h_{\Omega}(x) = \nabla_y k_{\Omega}(x, x) = 2\nabla_y k_{\Omega}(x, y)|_{y=x}.$$

Since $k_{\Omega}$ solves (1.4), by using (2.2) with $r = d_1(x)$ and the maximum principle, we obtain

$$\left|\nabla_y k_{\Omega}(x, y)|_{y=x}\right| \leq \frac{2}{d_1(x)} \sup_{s \in \partial B_r(x)} |k_{\Omega}(s, x)| \leq \frac{2}{d_1(x)} \sup_{s \in \partial \Omega} |k_{\Omega}(s, x)|$$

$$= \frac{1}{\pi d_1(x)} \sup_{s \in \partial \Omega} |\log |s - x|| \leq \frac{\max\{-\log d_1(x), |\log(\text{diam } \Omega/2)|\}}{\pi d_1(x)},$$

from which the thesis follows.

As we will see shortly, the interaction between a dislocation and the boundary can be expressed using the function $h_{\Omega}$; we therefore prove the following asymptotic description of $\nabla h_{\Omega}$ near the boundary, following the method of [CF85]. The result presented below is sharper than that obtained in this previous work, since we obtain a uniform bound which depends on the geometry of the domain: this extra detail will be important for our subsequent analysis of the dynamics of (1.9).

\textbf{Lemma 2.4.} Suppose that $\Omega$ is $C^2$ and satisfies interior and exterior disk conditions with radius $\bar{\rho}$. Then, for any $\sigma \in (0, 1)$, if $d_1(x) \leq \sigma \bar{\rho}$, there exists a constant $C_\sigma > 0$ (depending only on $\sigma$) such that

$$\left|\nabla h_{\Omega}(x) + \frac{\nu(s)}{2\pi d_1(x)}\right| \leq \frac{C_\sigma}{\bar{\rho}}, \quad (2.6)$$

where $s \in \partial \Omega$ is the point which realises the distance to the boundary.

\textbf{Proof.} We recall that $h_{\Omega}$ satisfies (1.6), and therefore elliptic regularity theory implies that $h_{\Omega}$ is smooth in $\Omega$. Moreover, by employing the maximum principle and the fact that the right-hand side of (1.6) is positive and decreasing, we find that

$$\Omega \subseteq \Omega' \implies h_{\Omega} \leq h_{\Omega'} \text{ in } \Omega. \quad (2.7)$$

This fact will now allow us to construct estimates similar to those found in Section 2 of [CF85] by using explicit expressions for $h_{\Omega}$ when $\Omega$ is the interior or exterior of a ball.
Recalling that $\Omega$ satisfies (1.1), using the comparison principle (2.7) and the expressions for $h_{B_\rho(0)}$ and $h_{B_\rho(\rho)}$ derived in Section A, it follows that

$$\frac{1}{2\pi} \log \left( 2d_1(x) - \frac{d_1(x)^2}{\rho} \right) \leq h_\Omega(x) \leq \frac{1}{2\pi} \log \left( 2d_1(x) + \frac{d_1(x)^2}{\rho} \right) \quad \text{in } B_\rho(x_{\text{int}}).$$

(2.8)

Subtracting $\frac{1}{2\pi} \log |2d_1(x)|$, we obtain

$$\frac{1}{2\pi} \log \left( 1 - \frac{d_1(x)}{2\rho} \right) \leq h_\Omega(x) - \frac{1}{2\pi} \log 2d_1(x) \leq \frac{1}{2\pi} \log \left( 1 + \frac{d_1(x)}{2\rho} \right) \quad \text{in } B_\rho(x_{\text{int}}),$$

(2.9)

since $B_\rho(x_{\text{int}}) \subset \Omega \subset B_\rho(x_{\text{ext}})$. Notice that for any $\ell \in (0, 1)$, we can estimate $|\log(1 + t)| \leq |\log(1 - \ell)| |t|/\ell$, if $|t| \leq \ell$. By applying this to (2.9) with $t = -d_1(x)/2\rho$ and $\ell = 1/2$, it follows that

$$\left| h_\Omega(x) - \frac{1}{2\pi} \log 2d_1(x) \right| \leq \frac{\log 2d_1(x)}{2\pi \rho}. \quad (2.10)$$

Differentiating $h_\Omega(x) - \frac{1}{2\pi} \log 2d_1(x)$, applying (1.6) and the lower bound from (2.8), we find that

$$-\Delta \left[ h_\Omega(x) - \frac{1}{2\pi} \log 2d_1(x) \right] = \frac{2}{\pi} e^{-4\pi h_\Omega(x)} + \frac{1}{2\pi} \Delta \log 2d_1(x)
\leq \frac{1}{2\pi d_1^2(x)} \left( 1 - \frac{d_1(x)}{2\rho} \right)^{-2} + \frac{1}{2\pi} \left( \frac{\Delta d_1(x)}{d_1(x)} - |\nabla d_1(x)|^2 \right)
= \frac{1}{2\pi d_1^2(x)} \left[ \left( \frac{2\rho}{2\rho - d_1(x)} \right)^2 + d_1(x) \Delta d_1(x) - |\nabla d_1(x)|^2 \right].$$

Recalling that, when $d_1(x) \leq \rho$, $\nabla d_1(x) = -\nu(s)$, where $\nu(s)$ is the outward–pointing unit normal at the boundary point $s$ which is closest to $x$, we have $|\nabla d_1(x)| = 1$. Therefore, the estimate above reads

$$-\Delta \left[ h_\Omega(x) - \frac{1}{2\pi} \log 2d_1(x) \right] \leq \frac{\Delta d_1(x)}{2\pi d_1(x)} + \frac{1}{2\pi d_1(x)} \frac{4\rho - d_1(x)}{2\rho - d_1(x)^2}. \quad (2.11)$$

We now estimate the two summands in the right-hand side above separately. By recalling [GT01 Lemma 14.17], we have

$$\Delta d_1(x) = \frac{-\kappa(s)}{1 - \kappa(s) d_1(x)},$$

where $\kappa(s)$ is the curvature at $s \in \partial \Omega$ which realises $|s - x| = d_1(x)$; recalling that $d_1(x) \leq \sigma \rho$, we can estimate

$$\left| \frac{\kappa(s)}{1 - \kappa(s) d_1(x)} \right| \leq \frac{1}{(1 - \sigma) \rho}.$$ 

Noting that the map $[0, \sigma \rho] \ni t \mapsto (4\rho - t)/(2\rho - t)^2$ is increasing and it attains its maximum when $t = \sigma \rho$, (2.11) reads

$$-\Delta \left[ h_\Omega(x) - \frac{1}{2\pi} \log 2d_1(x) \right] \leq \frac{2\sigma^2 - 9\sigma + 8}{2\pi \rho d_1(x) (1 - \sigma) (2 - \sigma)^2} =: \frac{c_\sigma}{2\pi \rho d_1(x)}. \quad (2.12)$$

Applying (2.2) on a ball centred at $x$ of radius $r = d_1(x)$, taking (2.10) and (2.12) into account, we obtain

$$\left| \nabla \left[ h_\Omega(x) - \frac{1}{2\pi} \log |2d_1(x)| \right] \right| \leq \frac{\log 2}{\pi \rho} + \frac{c_\sigma}{4\pi \rho},$$

which is the thesis (2.6) with

$$C_\sigma := \log 2 + \frac{c_\sigma}{4} = \log 2 + \frac{2\sigma^2 - 9\sigma + 8}{4(1 - \sigma)(2 - \sigma)^2}. \quad (2.13)$$
The lemma is proved. \qed

3. Main results

In this section, we prove our main results. We will apply Lemma [2.4] first to study the Peach-Koehler force on a dislocation very close to the boundary, and then to obtain criteria on the initial conditions of the evolution such that dislocations hit the boundary or collide with each other within a given time interval.

The situation we consider in the next two subsections is the following: we suppose that we have \( n \in \mathbb{N} \) dislocations in \( \Omega \) one of which, \( z_1 \), is much closer to the boundary \( \partial \Omega \) than the others; we also suppose that the other \( n-1 \) dislocations, \( z_2, \ldots, z_n \), are spaced sufficiently far apart from each other and from the boundary.

We introduce the notation \( z' := (z_2, \ldots, z_n) \) so that the configuration of the \( n \) dislocations can be represented by the vector \( z := (z_1, z') \in \Omega^n \). Given \( 0 < \delta < \gamma < \diam \Omega / 2 \), define the set

\[
D_{n,\delta,\gamma} := \{(z_1, z') \in \Omega^n \mid d_1(z_1) < \delta, d_{n-1}(z') > \gamma\}.
\]

The geometric meaning of the set \( D_{n,\delta,\gamma} \) defined above is the following: if \( z \in D_{n,\delta,\gamma} \), it means that \( z_1 \) lies at a distance of at most \( \delta \) from the boundary, while all the other dislocations \( z_2, \ldots, z_n \) lie at a distance of at least \( \gamma \) away from the boundary and their mutual distance is also at least \( \gamma \). The condition \( \delta < \gamma \) ensured that \( z_1 \) is closer to the boundary than any other dislocation.

3.1. Free boundaries attract dislocations. In the following theorem we show that the Peach-Koehler force acting on a dislocation which is very close to the boundary is directed along the outward unit normal at the boundary point closest to the dislocation.

**Theorem 3.1.** Let \( n \in \mathbb{N} \), let \( \sigma \in (0,1) \), recall the definition of \( \bar{\rho} \) from (1.1), and let \( \delta \in (0, \sigma \bar{\rho}) \) and \( \gamma \in (\max\{2\delta, \bar{\rho}\}, \diam \Omega / 2) \). Let \( z = (z_1, z') \in D_{n,\delta,\gamma} \). Then, if \( s \in \partial \Omega \) is the boundary point closest to \( z_1 \), the Peach-Koehler force \( f_1(z) \) on the dislocation \( z_1 \) (see (1.8)) satisfies

\[
f_1(z) = \frac{\nu(s)}{4\pi d_1(z_1)} + O(1),
\]

where \( O(1) \), which is quantified in (3.9), denotes a term which is uniformly bounded for all \( z \in D_{n,\delta,\gamma} \).

**Proof.** Since \( z \in D_{n,\delta,\gamma} \), \( d_1(z_1) < \bar{\rho} \), by the assumptions on \( \partial \Omega \), there exists a unique point \( s \in \partial \Omega \) such that \( d_1(z_1) = |z_1 - s| \).

Recalling (1.3), we express the renormalised energy (1.7) as

\[
E_n(z_1, \ldots, z_n) = E_1(z_1) + E_{n-1}(z') + \sum_{i=2}^{n} b_i b_i G_{\Omega}(z_1, z_i),
\]

where we separate the contribution of \( z_1 \) and that of \( z' \). The Peach-Koehler force (1.8) on \( z_1 \) can therefore be written as

\[
f_1(z) = -\nabla_{z_1} E_n(z) = -\nabla_{z_1} E_1(z_1) - \sum_{i=2}^{n} b_i b_i \nabla_{z_1} G_{\Omega}(z_1, z_i)
\]

\[
= -\frac{1}{2} \nabla_{z_1} h_{\Omega}(z_1) - \sum_{i=2}^{n} b_i b_i \nabla_{z_1} G_{\Omega}(z_1, z_i).
\]

To prove (3.2), we estimate the difference

\[
\left| f_1(z) - \frac{\nu(s)}{4\pi d_1(z_1)} \right| \leq \left| f_1(z) + \frac{1}{2} \nabla_{z_1} h_{\Omega}(z_1) \right| + \frac{1}{2} \left| \nabla_{z_1} h_{\Omega}(z_1) + \frac{\nu(s)}{2\pi d_1(z_1)} \right|
\]

(3.5)
Applying (3.7), we use (2.3) to estimate the first term in the right-hand side above by
\[
\left| f_1(z) + \frac{1}{2} \nabla_i h_\Omega(z_1) \right| \leq \sum_{i=2}^n \frac{2(|z_i - x_{\text{ext}}|^2 - \bar{\rho}^2)(\bar{\rho} + d_1(z_1))}{\pi \bar{\rho}^2(|z_1 - z_i| - d_1(z_1))^2}.
\]

Recalling (3.1) and setting \(a_i := |z_i - z_1| - d_1(z_1)\) for \(i = 2, \ldots, n\), we apply the triangle inequality to obtain \(|z_i - z_1| \geq |z_i - s| - |s - z_1| > \gamma - \delta\), which entails that
\[
a_i \geq \gamma - 2\delta, \tag{3.6a}
\]
\[
|z_i - x_{\text{ext}}| \leq |z_i - z_1| + |z_1 - x_{\text{ext}}| \leq |z_i - z_1| + d_1(z_1) + \bar{\rho} = a_i + 2\delta + \bar{\rho}. \tag{3.6b}
\]

Invoking (3.4), we use (2.3) to estimate the first term in the right-hand side above by
\[
|f_1(z) - \frac{\nu(s)}{4\pi d_1(z_1)}| \leq \frac{2(1 + \sigma)(n - 1)\gamma(\gamma + 2\bar{\rho})}{\pi \bar{\rho}(\gamma - 2\sigma\bar{\rho})^2} + \frac{C_\sigma}{2\pi \bar{\rho}} =: C_{n,\sigma}(\gamma), \tag{3.9}
\]
where the constant \(C_{n,\sigma}(\gamma) := C_\sigma + 4(1 + \sigma)(n - 1)\gamma(\gamma + 2\bar{\rho})/(\gamma - 2\sigma\bar{\rho})^2\) only depends on the geometric parameter \(\bar{\rho}\), on \(\sigma \in (0, 1)\), and on how far all the other dislocations are from \(z_1\) and from \(\partial \Omega\). This proves (3.2).

**Figure 2.** (a) Depiction of the geometric parameters \(\gamma_0\) and \(\delta_0\), with the dislocations \((z_1, \ldots, z_i, \ldots)\) belonging to the set \(D_{n,\delta_0,\gamma_0}\) defined in (3.1); (b) the elements involved in the estimate via triangle inequality for \(|z_i - z_1|\) and (3.6b).
3.2. Collision with the boundary. We want to find conditions on the parameters \( \delta \) and \( \gamma \) in (3.1), in order to strengthen the constraint \( \delta < \gamma \) in such a way that if the initial configuration of the system \( z(0) \in D_{n, \delta_0 ; \gamma_0} \), for some \( \delta_0 < \gamma_0 \), then \( z_1 \) will collide with the boundary before any other collision event occurs.

Theorem 3.2. Let \( n \in \mathbb{N} \), let \( \sigma \in (0, 1) \), \( \gamma_0 > 0 \), and consider \( \bar{\rho} \) from (1.1). There exist \( \delta_0 > 0 \) such that, if \( z(0) \in D_{n, \delta_0 ; \gamma_0} \), then there exists \( T_{\text{coll}}^{\delta_1} > 0 \) such that the evolution \( z(t) \) is defined for \( t \in [0, T_{\text{coll}}^{\delta_1}] \), \( z(t) \in \Omega^n \) for \( t \in [0, T_{\text{coll}}^{\delta_1}] \), and \( z_1(T_{\text{coll}}^{\delta_1}) \in \partial \Omega \) and \( z'(T_{\text{coll}}^{\delta_1}) \in \Omega^{n-1} \). Furthermore, as \( \delta_0 \to 0 \), the following estimate holds

\[
T_{\text{coll}}^{\delta_1} \leq 2\pi \delta_0^2 + O(\delta_0^3). \tag{3.10}
\]

The structure of the proof is the following: we first find an upper bound on the collision time for dislocation \( z_1 \) hitting the boundary, conditional on the configuration \( z \) remaining in \( D_{n, \delta, \gamma} \). In the second half of the proof, after fixing \( \gamma_0 \in (0, \text{diam} \Omega/2) \), we establish a lower bound on the time at which the configuration \( z \) leaves the set \( D_{n, \delta, \gamma_0/2} \) due to \( d_n(z) \) becoming smaller than \( \gamma_0/2 \). The proof is concluded by finding conditions on \( \delta \) under which the former collision time is smaller than the latter: this is contained in inequality (3.18) below.

Proof. Writing the renormalised energy (1.7) as in (3.3), the equation of motion (1.9) for \( z_1 \) reads

\[
\dot{z}_1(t) = -\nabla_z \mathcal{E}_n(z_1(t), \ldots, z_n(t)) = -\nabla_z \mathcal{E}_1(z_1(t)) - \sum_{i=2}^n b_i b_i \nabla_z G_{\Omega}(z_1(t), z_i(t)).
\]

We now compute the time derivative \( \frac{d}{dt} \left[ \frac{1}{2} d_1(z_1(t))^2 \right] \) and show that it is negative, so that the dislocation \( z_1(t) \) moves towards the boundary. Indeed, we have

\[
\frac{d}{dt} \left[ \frac{1}{2} d_1(z_1(t))^2 \right] = A_1(z(t)), \tag{3.11}
\]

where

\[
A_1(z) := -d_1(z_1) \nu(s) \cdot \dot{z}_1 = d_1(z_1) \nabla_z \mathcal{E}_1(z_1) \cdot \nu(s) + \sum_{i=2}^n b_i b_i d_1(z_1) \nabla_z G_{\Omega}(z_1, z_i) \cdot \nu(s).
\]

Now, we apply the bounds (2.3) and (2.6) to estimate

\[
A_1(z) \leq d_1(z_1) \nabla_z \mathcal{E}_1(z_1) \cdot \nu(s) + \sum_{i=2}^n \left| d_1(z_1) \nabla_z G_{\Omega}(z_1, z_i) \cdot \nu(s) \right|
\leq -\frac{1}{4\pi} + \left[ \frac{C_{\sigma}}{\pi \bar{\rho}} + \sum_{i=2}^n \frac{2(|z_i - x_{\text{ext}}|^2 - \bar{\rho}^2)(\bar{\rho} + d_1(z_1))}{\pi \bar{\rho}^2(|z_i - z_i| - d_1(z_1))^2} \right] d_1(z_1).
\]

Fix \( \gamma_0 > 0 \), and assume that \( z \in D_{n, \delta, \gamma_0/2} \) for a certain \( \delta \in (0, \gamma_0/4) \) (see (2)(a)); we can estimate \( A_1(z) \) and find conditions on \( \delta \) in such a way that \( A_1(z) < 0 \). The estimates in (3.6) hold with \( \gamma_0/2 \) in place of \( \gamma \) (again, see (2)(b) for an illustration), so that, using (3.7), estimate (3.8) reads

\[
\sum_{i=2}^n \frac{2(|z_i - x_{\text{ext}}|^2 - \bar{\rho}^2)(\bar{\rho} + d_1(z_1))}{\pi \bar{\rho}^2(|z_i - z_i| - d_1(z_1))^2} \leq \frac{2(\bar{\rho} + \delta)(n - 1)}{\pi \bar{\rho}^2} \left( 1 + \frac{\bar{\rho} + 2\delta}{\gamma_0 - 4\delta} + \frac{16\delta(\bar{\rho} + \delta)}{(\gamma_0 - 4\delta)^2} \right).
\]
In turn, we obtain
\[
A_1(z) \leq -\frac{1}{4\pi} + \frac{\delta}{4\pi} \left[ \frac{2C_\sigma}{\bar{\rho}} + \frac{4(\bar{\rho} + \delta)}{\bar{\rho}^2} (n - 1) \left( 1 + 4 \frac{\bar{\rho} + 2\delta}{\gamma_0 - 4\delta} + 16 \frac{\delta(\bar{\rho} + \delta)}{(\gamma_0 - 4\delta)^2} \right) \right],
\] (3.12)

where
\[
c(\delta) := \frac{2\delta}{\bar{\rho}} \left[ C_\sigma + \frac{2(\bar{\rho} + \delta)}{\bar{\rho}} (n - 1) \left( 1 + 4 \frac{\bar{\rho} + 2\delta}{\gamma_0 - 4\delta} + 16 \frac{\delta(\bar{\rho} + \delta)}{(\gamma_0 - 4\delta)^2} \right) \right].
\] (3.13)

Therefore, from (3.12) we obtain the following estimate for (3.11):
\[
\frac{d}{dt} \left[ \frac{1}{2} d_1(z_1)^2 \right] = A_1(z) \leq -\frac{1}{4\pi} (1 - c(\delta)).
\] (3.14)

Expanding in powers of \( \delta \) near \( \delta = 0 \), (3.13) can be expressed as
\[
c(\delta) = \frac{2\delta}{\bar{\rho}} \left[ C_\sigma + 2(n - 1) \left( 1 + 4 \frac{\bar{\rho}}{\gamma_0} \right) + O(\delta^2) = C\bar{\rho}_{n,\gamma_0,\sigma} \delta + O(\delta^2),
\] (3.15)

which implies that there exists \( \delta_0 \in (0, \gamma_0/4) \) small enough such that \( 1 - c(\delta) > 0 \) for all \( \delta \leq \delta_0 \), so that there must be a time \( t = T_{\text{coll}}^{\partial \Omega} \) at which \( z_1(T_{\text{coll}}^{\partial \Omega}) \in \partial \Omega \).

Integrating (3.14) between \( t = 0 \) and \( t = T_{\text{coll}}^{\partial \Omega} \) entails that
\[
T_{\text{coll}}^{\partial \Omega} \leq \frac{2\pi d_1(z_1(0))^2}{1 - c(\delta_0)} \leq \frac{2\pi \delta_0^2}{1 - c(\delta_0)} = 2\pi \delta_0^2 + O(\delta_0^4),
\]

where the second inequality holds true because the constant \( C\bar{\rho}_{n,\gamma_0,\sigma} \) in (3.15) is strictly positive. Estimate (3.10) is proved.

Next, we note that
\[
\dot{z}_i(t) = B_i(z(t)) := -\nabla z_i \mathcal{E}_n(z(t)) \quad \text{for } i = 2, \ldots, n,
\]

so using the expression of \( \mathcal{E}_n \) in (3.3) and the bound (2.4),
\[
|B_i(z)| \leq \frac{1}{2\pi |z_1 - z_i|} + \sum_{k=2}^n \frac{1}{2\pi |z_i - z_k|} + \frac{n}{2\pi d_1(z_1)} \leq \frac{1}{2\pi (d_{n-1}(z') - d_1(z_1))} + \frac{2n - 2}{2\pi d_{n-1}(z')} \leq \frac{2n - 1}{2\pi (d_{n-1}(z') - \delta_0)}.
\] (3.16)

We want to use (3.16) to obtain bounds on the closest that any two dislocations in the ensemble \( z' \) can get either to each other or to the boundary \( \partial \Omega \). To do this, we bound the rate at which the minimum distance among the dislocations \( z' \) (and the boundary) decreases. Indeed, by (3.16),
\[
d_{n-1}(z'(t)) - d_{n-1}(z'(0)) \geq -2 \int_0^t \max_{i=2, \ldots, n} |\dot{z}_i(s)| ds \geq - \int_0^t \frac{2n - 1}{\pi (d_{n-1}(z'(s)) - \delta_0)} ds,
\]

and, by writing the left-hand side as \( \int_0^t \dot{d}_{n-1}(z'(s)) ds \) we are led to solving
\[
\dot{d}_{n-1}(z') \geq -\frac{2n - 1}{\pi (d_{n-1}(z') - \delta_0)}
\]
with initial condition \( d_{n-1}(z'(0)) = \gamma_0 \). We find that
\[
d_{n-1}(z'(t)) \geq \delta_0 + \sqrt{(\gamma_0 - \delta_0)^2 - \frac{4n - 2}{\pi t}}.
\]

This entails that, given \( \gamma \in (0, \gamma_0) \), \( d_{n-1}(z'(t)) \geq \gamma \) for all \( t \leq T(\gamma) \), with
\[
T(\gamma) := \frac{\pi}{4n - 2} \left( (\gamma_0 - \delta_0)^2 - (\gamma - \delta_0)^2 \right). \] (3.17)
It is clear that $T(\gamma)$ is the earliest time at which either any two dislocations in $z'$ are $\gamma$ far apart from each other, or one of the dislocations in $z'$ gets to a distance $\gamma$ from the boundary $\partial \Omega$. Therefore, a sufficient condition to observe $z_1$ colliding with the boundary before any other collision event is that $T_{\text{coll}}^0 < T(\gamma_0/2)$, i.e.,

$$\frac{2\delta_0^2}{1 - c(\delta_0)} < \frac{\gamma_0(3\gamma_0 - 4\delta_0)}{8(2n - 1)}.$$  \hspace{1cm} (3.18)

The choice of $\delta_0$ and the fact that $4\delta_0 < \gamma_0$ imply that both sides of (3.18) are positive and, by possibly reducing $\delta_0$, it is easy to see that $\delta_0$ can be chosen such that (3.18) is satisfied. The theorem is proved. 

\hspace{1cm} $\blacksquare$

**Remark 3.3.** We note that the constant $c(\delta)$ in (3.13) is invariant under simultaneous scaling of geometric parameters $\rho$, $\delta$, and $\gamma$, and is thus invariant under dilations of the coordinate system.

Moreover, we single out two different limits for $c(\delta)$, which will be useful in the sequel: if $\Omega$ is the half space, then $\Omega$ satisfies the interior and exterior disk conditions (1.1) with arbitrarily large $\rho$, so letting $\rho \to \infty$, we find $c(\delta) \to 8\gamma_0\delta(n - 1)/(\gamma_0 - 2\delta)^2$. If the system consists only of one dislocation, then by plugging $n - 1$ in (3.13) we obtain $c(\delta) = 2\delta C_\sigma/\rho$; notice that $c(\delta) = 0$ for one dislocation in the half plane.

It is then clear that, focusing the attention on one particular dislocation, say $\bar{z}$, $c(\delta)$ tracks the influence on $\bar{z}$ of the other dislocations and on the geometry of the domain, in terms of the force exerted on $\bar{z}$.

### 3.3. Collision between dislocations

We now turn to a scenario for collisions of dislocations. We will find sufficient conditions for a collision between two dislocations to occur before any other collision event. We suppose that we have $n \in \mathbb{N}$ ($n \geq 2$) dislocations in $\Omega$ two of which, $z_1$ and $z_2$, with Burgers moduli $b_1 = +1$ and $b_2 = -1$, are much closer to each other than the others; we also suppose that the other $n - 2$ dislocations, $z_3, \ldots, z_n$, are sufficiently distant from each other and from the boundary. Our theorem states that $z_1$ and $z_2$ will collide in finite time, and that this collision happens before any other collision event occurs.

Here we adapt our notation by defining $z'' := (z_3, \ldots, z_n)$ so that a trajectory of the evolution of the configuration of the $n$ dislocations can be represented by the vector $z(t) := (z_1(t), z_2(t), z''(t)) \in \Omega^n$. In this case, the meaningful trajectories for the statement of our theorem are those that lie within sets of the form

$$\mathcal{C}_{n,\zeta,\eta} := \{ (z_1, z_2, z'') \in \Omega^n \mid |z_1 - z_2| < \zeta, d_{n-2}(z'') > \eta, \text{dist}(\{z_1, z_2\}, \{z_3, \ldots, z_n\} \cup \partial \Omega) > \eta \},$$

with $\zeta < \eta$ chosen in a way that we subsequently quantify properly.

The geometric meaning of the set $\mathcal{C}_{n,\zeta,\eta}$ defined above is the following: if $z \in \mathcal{C}_{n,\zeta,\eta}$, it means that $z_1$ and $z_2$ lie at a distance of at most $\zeta$ from each other, while all the other dislocations $z_3, \ldots, z_n$ lie at a distance of at least $\eta$ away from the boundary and their mutual distance is also at least $\eta$. Moreover, $z_1$ and $z_2$ are at least $\eta$ far away from any other dislocations and from the boundary.

**Theorem 3.4.** Let $n \in \mathbb{N}$ ($n \geq 2$) and let $\eta_0 \in (0, \text{diam } \Omega/2)$. There exists $\zeta_0 > 0$ such that, if $z(0) \in \mathcal{C}_{n,\zeta_0,\eta_0}$, then there exists $T_{\text{coll}}^+ > 0$ such that the evolution $z(t)$ is defined for $t \in [0, T_{\text{coll}}^+)$, $z(t) \in \Omega^n$ for $t \in [0, T_{\text{coll}}^+]$, and $z_1(T_{\text{coll}}^+) = z_2(T_{\text{coll}}^+) \in \Omega$ and $z''(T_{\text{coll}}^+) \in \Omega^{n-2}$. Furthermore, as $\zeta_0 \to 0$, the following estimate holds

$$T_{\text{coll}}^+ \leq \frac{\pi \zeta_0^2 \eta_0^2}{(\eta_0^2 - \zeta_0^2 - 2(n - 2)\zeta_0 \eta_0)}.$$  \hspace{1cm} (3.19)

Analogously to the proof of Theorem 3.2, we first find an upper bound on the collision time for dislocations $z_1$ and $z_2$, conditional on the configuration $z$ remaining in $\mathcal{C}_{n,\zeta,\eta}$.
In the second half of the proof, after fixing $\eta_0 \in (0, \text{diam } \Omega/2)$, we establish a lower bound on the time at which the configuration $z$ leaves the set $C_{n, \zeta, \eta_0/2}$ due to $d_{n-2}(z'')$ becoming smaller than $\eta_0/2$. The proof is concluded by finding conditions on $\zeta$ under which the former collision time is smaller than the latter: this is contained in inequality (3.38) below.

**Proof.** As in the proof of Theorem 3.2 recalling that $b_1 = +1$ and $b_2 = -1$, we express the renormalised energy (1.7) as

$$
E_n(z_1, \ldots, z_n) = E_2(z_1, z_2) + E_{n-2}(z'') + \sum_{i=3}^{n} b_i [G_{\Omega}(z_1, z_i) - G_{\Omega}(z_2, z_i)],
$$

(3.20)

where, again recalling (1.7) with $n = 2$, $b_1 = +1$, and $b_2 = -1$,

$$
E_2(z_1, z_2) = \frac{1}{2\pi} \log |z_1 - z_2| + \frac{1}{2} h_{\Omega}(z_1) + \frac{1}{2} h_{\Omega}(z_2) - k_{\Omega}(z_1, z_2).
$$

(3.21)

The equations of motion for $z_1$ and $z_2$ read

$$
\dot{z}_1(t) = -\nabla_{z_1} E_n(z(t)) = -\nabla_{z_1} E_2(z_1(t), z_2(t)) - \sum_{i=3}^{n} b_i \nabla_{z_1} G_{\Omega}(z_1(t), z_i(t))
$$

$$
= \frac{1}{2\pi} \frac{z_2(t) - z_1(t)}{|z_1(t) - z_2(t)|^2} - \frac{1}{2} \nabla_{z_1} h_{\Omega}(z_1(t)) + \nabla_{z_1} k_{\Omega}(z_1(t), z_2(t))
$$

$$
- \sum_{i=3}^{n} b_i \nabla_{z_1} G_{\Omega}(z_1(t), z_i(t))
$$

(3.22)

$$
\dot{z}_2(t) = -\nabla_{z_2} E_n(z(t)) = -\nabla_{z_2} E_2(z_1(t), z_2(t)) + \sum_{i=3}^{n} b_i \nabla_{z_2} G_{\Omega}(z_2(t), z_i(t))
$$

$$
= \frac{1}{2\pi} \frac{z_1(t) - z_2(t)}{|z_1(t) - z_2(t)|^2} - \frac{1}{2} \nabla_{z_2} h_{\Omega}(z_2(t)) + \nabla_{z_2} k_{\Omega}(z_1(t), z_2(t))
$$

$$
+ \sum_{i=3}^{n} b_i \nabla_{z_2} G_{\Omega}(z_2(t), z_i(t))
$$

(3.23)

We now fix $\eta_0 > 0$, consider $\zeta \in (0, \eta_0/2)$, and for $z \in C_{n, \zeta, \eta_0/2}$ compute the time derivative

$$
\frac{d}{dt} \left[ \frac{1}{2} |z_1(t) - z_2(t)|^2 \right] = A_2(z(t)),
$$

where $A_2(z) := (z_1 - z_2) \cdot (\dot{z}_1(t) - \dot{z}_2(t))$. We will determine conditions on $\zeta$ in such a way that $A_2(z) < 0$ and therefore the dislocations $z_1$ and $z_2$ attract.

Using the explicit expressions from (3.22) and (3.23), the contribution to $A_2(z)$ coming from $E_2(z_1, z_2)$ is

$$
(z_1 - z_2) \cdot \left( - \frac{z_1 - z_2}{\pi |z_1 - z_2|^2} - \frac{1}{2} \nabla_{z_1} h_{\Omega}(z_1) + \nabla_{z_1} k_{\Omega}(z_1, z_2)
$$

$$
+ \frac{1}{2} \nabla_{z_2} h_{\Omega}(z_2) - \nabla_{z_2} k_{\Omega}(z_1, z_2) \right),
$$

(3.24)

$$
= -\frac{1}{\pi} + (z_1 - z_2) \cdot \left( \nabla_{z_1} k_{\Omega}(z_1, z_2) - \frac{1}{2} \nabla_{z_1} h_{\Omega}(z_1)
$$

$$
- \nabla_{z_2} k_{\Omega}(z_1, z_2) + \frac{1}{2} \nabla_{z_2} h_{\Omega}(z_2) \right).
$$

(3.24)
Next, by Taylor expanding the function \( z_2 \mapsto F_{z_1}(z_2) := \nabla_{z_2} \kappa \Omega(z_1, z_2) \) about the point \( z_1 \) using the Lagrange form for the remainder, and recalling (1.5), we obtain
\[
\left( z_1 - z_2 \right) \cdot \left( \nabla_{z_2} \kappa \Omega(z_1, z_2) - \frac{1}{2} \nabla_{z_1} h \Omega(z_1) \right) = \left( z_1 - z_2 \right) \cdot \nabla_{z_2} \nabla_{z_1} \kappa \Omega(z_1, \theta)(z_2 - z_1),
\]
where \( \theta \) is an intermediate point in the line segment joining \( z_1 \) and \( z_2 \). Notice now that \( z_2 \mapsto F_{z_1}(z_2) \) is a vector-valued harmonic function which, by (1.4), satisfies
\[
\begin{cases}
-\Delta F_{z_1}(z_2) = 0 & \text{in } \Omega, \\
F_{z_1}(z_2) = \frac{z_2 - z_1}{2 \pi |z_1 - z_2|^2} & \text{on } \partial \Omega.
\end{cases}
\]
Applying (2.2) to \( F_{z_1}(z_2) \) on the ball centred at \( \theta \) of radius \( r = \text{dist}(\theta, \partial \Omega) \), and using the maximum principle on the domains \( B_r(\theta) \subset \Omega \), we can estimate (3.25) by
\[
|z_1 - z_2|^2 \cdot |\nabla_{z_2} \nabla_{z_1} \kappa \Omega(z_1, \theta)| \leq |z_1 - z_2|^2 \frac{2}{\text{dist}(\theta, \partial \Omega)} \sup_{y \in \partial B_r(\theta)} |F_{z_1}(y)|
\leq \frac{2|z_1 - z_2|^2}{\text{dist}(\theta, \partial \Omega)} \sup_{y \in \partial \Omega} |F_{z_1}(y)| = \frac{|z_1 - z_2|^2}{\text{dist}(\theta, \partial \Omega)} \sup_{y \in \partial \Omega} \frac{1}{\pi |z_1 - y|}
\leq \frac{|z_1 - z_2|^2}{\pi |z_1 - y|}
\]
From (3.25) and (3.26) we have obtained that
\[
\left( z_1 - z_2 \right) \cdot \left( \nabla_{z_2} \kappa \Omega(z_1, z_2) - \frac{1}{2} \nabla_{z_1} h \Omega(z_1) \right) \leq 4 \frac{|z_1 - z_2|^2}{\pi \eta_0^2}
\]
Applying the same argument to the function \( z_1 \mapsto F_{z_2}(z_1) := \nabla_{z_2} \kappa \Omega(z_1, z_2) \) and recalling that \( z \in C_{n, \zeta, \rho_0/2} \), we obtain
\[
\left( z_1 - z_2 \right) \cdot \left( \nabla_{z_2} \kappa \Omega(z_1, z_2) - \frac{1}{2} \nabla_{z_1} h \Omega(z_1) \right) \leq 4 \frac{|z_1 - z_2|^2}{\pi \eta_0^2}
\]
By using (3.27) and (3.28) and the fact that \( |z_1 - z_2| < \zeta \), we can bound (3.26) by
\[
-\frac{1}{\pi} + (z_1 - z_2) \cdot \left( \nabla_{z_1} \kappa \Omega(z_1, z_2) - \frac{1}{2} \nabla_{z_1} h \Omega(z_1) - \nabla_{z_2} \kappa \Omega(z_1, z_2) + \frac{1}{2} \nabla_{z_2} h \Omega(z_2) \right) 
\leq -\frac{1}{\pi} + \frac{8 \zeta^2}{\pi \eta_0^2}.
\]
We turn now to the remaining interaction terms in the estimate of \( A_2(z) \), namely, we are left with estimating
\[
\left( z_1 - z_2 \right) \cdot \left( - \sum_{i=3}^n b_i \nabla_{z_1} G_{\Omega}(z_1(t), z_i(t)) - \sum_{i=3}^n b_i \nabla_{z_2} G_{\Omega}(z_2(t), z_i(t)) \right).
\]
By using the estimate (2.4) on the gradient of the Green’s function \( G_{\Omega} \), we obtain
\[
\left( z_1 - z_2 \right) \cdot \left( - \sum_{i=3}^n b_i \nabla_{z_1} G_{\Omega}(z_1(t), z_i(t)) - \sum_{i=3}^n b_i \nabla_{z_2} G_{\Omega}(z_2(t), z_i(t)) \right)
\leq \left| z_1 - z_2 \right| \sum_{i=3}^n \left( |\nabla_{z_1} G_{\Omega}(z_1(t), z_i(t))| + |\nabla_{z_2} G_{\Omega}(z_2(t), z_i(t))| \right)
\leq \left| z_1 - z_2 \right| \sum_{i=3}^n \left( \frac{1}{2 \pi |z_1 - z_i|} + \frac{1}{2 \pi d_1(z_1)} + \frac{1}{2 \pi|z_2 - z_i|} + \frac{1}{2 \pi d_1(z_2)} \right)
\leq \frac{4(n - 2) \zeta}{\pi \eta_0}.
\]
Combining now (3.29) and (3.30), we finally obtain
\[ A_2(z) \leq -\frac{1}{\pi} \left( 1 - \frac{8\zeta^2}{\eta_0^2} - \frac{4(n-2)\zeta}{\eta_0} \right) =: -\frac{1}{\pi} (1 - c(\zeta)). \] (3.31)

It is easy to see that \( c(\zeta) \geq 0 \) and that it is smaller than 1 for
\[ \zeta < \zeta_0 := \eta_0 \left( \sqrt{(n-2)^2 + 2} - (n-2) \right)/4, \]
so that \( A_2(z) < 0 \) if \( z \in \mathcal{C}_{n,\zeta,\eta_0/2} \).

Integrating (3.31) between \( t = 0 \) and \( t = T_{\text{coll}}^\pm \) (for which \( z_1(T_{\text{coll}}^\pm) = z_2(T_{\text{coll}}^\pm) \)), we obtain
\[
T_{\text{coll}}^\pm \leq \pi |z_1(0) - z_2(0)|^2 \leq \frac{\pi \zeta^2}{2(1 - c(\zeta))} = \frac{\pi \zeta^2}{2(\eta_0^2 - 8\zeta^2 - 4(n-2)\zeta_0\eta_0)},
\]
where we have used that \( z \in \mathcal{C}_{n,\zeta_0,\eta_0/2} \) and the monotonicity of \( c(\zeta) \) for \( \zeta > 0 \). Estimate (3.19) is proved.

For \( z \in \mathcal{C}_{n,\zeta,\eta_0/2} \) and \( i = 3, \ldots, n \), we have that
\[ z_i(t) = B_i(z(t)) := -\nabla z_i \mathcal{E}_n(z(t)). \]

By using the expression of \( \mathcal{E}_n \) in (3.20), we have to estimate
\[
|B_i(z)| \leq \sum_{j=3}^n |\nabla z_i G_\Omega(z_i, z_j)| + \frac{1}{2} |\nabla z_i h_\Omega(z_i)| + |\nabla z_i G_\Omega(z_i, z_1) - \nabla z_i G_\Omega(z_i, z_2)|
\]
\[ =: B_i^1 + B_i^2 + B_i^3. \] (3.32)

We notice that we separate the contributions of \( z_1 \) and \( z_2 \) because finer estimates are available for them since \( |z_1 - z_2| < \zeta \). We estimate the three contributions separately. Using (2.4), the fact that \( i, j \notin \{1, 2\} \), we have
\[
|\nabla z_i G_\Omega(z_i, z_j)| \leq \frac{1}{2\pi |z_i - z_j|} + \frac{1}{2\pi d_1(z_i)} \leq \frac{1}{\pi d_{n-2}(z'')},
\]
for each \( i, j \in \{3, \ldots, n\} \), and \( j \neq i \), which implies that
\[ B_i^1 \leq \frac{n - 3}{\pi d_{n-2}(z'')}, \quad \text{for } i \in \{3, \ldots, n\}. \] (3.33)

We use (2.3) to estimate \( B_i^2 \). By (2.5) we can bound
\[ B_i^2 \leq \frac{\max \{ -\log d_1(z_i), \lambda_\Omega \} }{\pi d_1(z_i)}, \quad \text{for } i \in \{3, \ldots, n\}. \] (3.34)

We are left with the estimate for \( B_i^3 \). We will apply the mean value theorem to the function \( x \mapsto H_i(x) := \nabla z_i G_\Omega(x, z_i) \). Let \( \theta \) belong to the line segment joining \( z_1 \) and \( z_2 \), and recall the definition (1.3) of \( G_\Omega \). Then
\[
B_i^3 = |H_i(z_1) - H_i(z_2)| = |\nabla_x H_i(\theta)(z_1 - x_2)|
\]
\[ = \left| -\frac{1}{2\pi} (\nabla_x \nabla z_i \log |\theta - z_1|)(z_1 - z_2) + (\nabla_x \nabla z_i k_\Omega(\theta, z_i))(z_1 - z_2) \right|
\leq \left| \frac{1}{2\pi |\theta - z_i|^2} \left( 1 - 2 \frac{\theta - z_i}{|\theta - z_i|} \otimes \frac{\theta - z_i}{|\theta - z_i|} \right) (z_1 - z_2) \right| + |(\nabla_x \nabla z_i k_\Omega(\theta, z_i))(z_1 - z_2)|;
\]

here, \( \mathbb{I} \in \mathbb{R}^{2 \times 2} \) denotes the identity matrix. We notice that matrices of the type \( \mathbb{I} - 2e \otimes e \), where \( e \) is a unit vector, are reflections, and their operator norm is 1, so that, recalling the argument used in (3.26) and that \( z \in \mathcal{C}_{n,\zeta,\eta_0/2} \),
\[ B_i^3 \leq \frac{\zeta}{2\pi |\theta - z_i|^2} + \frac{\zeta}{\pi \text{dist}(\theta, \partial \Omega)d_{n-2}(z'')}, \] (3.35)
Putting (3.33), (3.34), and (3.35) together, and noting that \( d_{n-2}(z'') \leq d_1(z_i) \), (3.32) finally becomes

\[
|B_i(z)| \leq \frac{n - 3 + \max \{- \log d_{n-2}(z''), \lambda_\Omega\}}{\pi d_{n-2}(z'')} + \frac{\zeta}{2\pi |\theta - z_i|^2} + \frac{\zeta}{\pi \text{dist}(\theta, \partial \Omega) d_{n-2}(z'')}.
\]

Considering the ensemble \( z_\theta := (\theta, z'') = (\theta, z_3, \ldots, z_n) \in \Omega^{n-1} \), by definition of \( d_{n-1} \) (see (2.1)), we have that \( d_{n-1}(z_\theta) \leq \min\{d_{n-2}(z''), \text{dist}(\theta, \partial \Omega), |\theta - z_i|\} \), so that

\[
|B_i(z)| \leq \frac{n - 3 + \max \{- \log d_{n-1}(z_\theta), \lambda_\Omega\}}{\pi d_{n-1}(z_\theta)} + \frac{3\zeta}{2\pi d_{n-1}^2(z_\theta)} \leq \frac{n - 3 + \lambda_\Omega + \frac{1}{d_{n-1}^{-1}(z_\theta)}}{\pi d_{n-1}(z_\theta)} + \frac{3\zeta}{2\pi d_{n-1}^2(z_\theta)}
\]

\[
= \frac{2(n - 3 + \lambda_\Omega) d_{n-1}(z_\theta) + 2 + 3\zeta}{2\pi d_{n-1}^2(z_\theta)} = \frac{\Lambda_\Omega d_{n-1}(z_\theta) + 2 + 3\zeta}{2\pi d_{n-1}^2(z_\theta)},
\]

where we have used that \( \max \{- \log d_{n-1}(z_\theta), \lambda_\Omega\} \leq \lambda_\Omega + \frac{1}{d_{n-1}^{-1}(z_\theta)} \) and we have defined \( \Lambda_\Omega := 2(n - 3 + \lambda_\Omega) \).

As in the proof of Theorem 3.2, we want to use (3.36) to obtain bounds on \( d_{n-1}(z_\theta) \), that is, we want to control how close any of the dislocations in \( z'' \) approach one another or the boundary, and additionally prevent them from getting too close to \( z_1 \) and \( z_2 \). To do this, we bound the rate at which \( d_{n-1}(z_\theta) \) decreases. Indeed, by (3.36),

\[
d_{n-1}(z_\theta(t)) - d_{n-1}(z_\theta(0)) \leq -2 \int_0^t \max_{i=2, \ldots, n} |\dot{z}_i(s)| \, ds \geq -\int_0^t \frac{\Lambda_\Omega d_{n-1}(z_\theta) + 2 + 3\zeta}{\pi d_{n-1}^2(z_\theta)} \, ds,
\]

and, by writing the left-hand side as \( \int_0^t \dot{d}_{n-1}(z_\theta(s)) \, ds \) we are led to solving

\[
d_{n-1}(z_\theta(t)) \geq -\frac{\Lambda_\Omega d_{n-1}(z_\theta) + 2 + 3\zeta}{\pi d_{n-1}^2(z_\theta)},
\]

with initial condition \( d_{n-1}(z_\theta(0)) = \eta_0 \). Noting that the corresponding equation is separable, and defining \( \chi = \chi(\zeta) := 2 + 3\zeta \), we find that the time evolution \( t \mapsto d_{n-1}(z_\theta(t)) \) satisfies

\[
t \leq \frac{\pi}{\Lambda_\Omega^2} \left( \chi(d_{n-1}(z_\theta(t)) - \eta_0) - \frac{\lambda_\Omega}{2} (d_{n-1}(z_\theta(t)) - \eta_0^2) \right) + \frac{\pi \chi^2}{3\Lambda_\Omega^2} \log \left( \frac{\Lambda_\Omega \eta_0 + \chi}{\Lambda_\Omega d_{n-1}(z_\theta(t)) + \chi} \right).
\]

This entails that, given \( \eta \in (0, \eta_0) \), \( d_{n-1}(z_\theta(t)) \geq \eta \) for all \( t \leq T(\eta) \), with

\[
T(\eta) := \frac{\pi}{\Lambda_\Omega^2} \left( \chi(\eta - \eta_0) - \frac{\lambda_\Omega}{2} (\eta^2 - \eta_0^2) + \frac{\chi^2}{3\Lambda_\Omega^2} \log \left( \frac{\Lambda_\Omega \eta_0 + \chi}{\Lambda_\Omega \eta + \chi} \right) \right). \tag{3.37}
\]

As for the time \( T(\gamma) \) in (3.17), the time \( T(\eta) \) above is the earliest time at which any two points in \( z_\theta \) are \( \eta \) apart from each other or from the boundary. Therefore, a sufficient condition to observe \( z_1 \) and \( z_2 \) colliding before any other collision event is that \( T_{\text{coll}}^+ < T(\eta_0)/2 \), that is, recalling (3.19) and (3.37),

\[
\frac{\pi c_0^2}{2(1 - c(\zeta_0))} < \frac{\pi}{\Lambda_\Omega^2} \left( \frac{3\lambda_\Omega \eta_0^2}{8} - \frac{\chi(\zeta_0)^2}{2} + \frac{\chi(\zeta_0)^2}{\Lambda_\Omega} \log \left( \frac{2 \Lambda_\Omega \eta_0 + \chi(\zeta_0)}{2 \Lambda_\Omega \eta_0 + 2 \chi(\zeta_0)} \right) \right). \tag{3.38}
\]

Recalling that \( \chi(\zeta_0) = 2 + 3\zeta_0 \), it is clear that the right-hand side above is of order 1 as \( \zeta_0 \to 0 \), whereas the left-hand side is of order \( \zeta_0^2 \). Since both sides in (3.38) are positive, by possibly reducing it, \( \zeta_0 \) can be chosen such that (3.38) is satisfied. The theorem is proved. \( \square \)
Remark 3.5. Contrary to Theorems 3.1 and 3.2, Theorem 3.4 does not require any regularity on the boundary $\partial \Omega$, since bounding the forces due to the boundary and other dislocations relies only upon estimates (2.4) and (2.5), which are independent of the assumption that $\partial \Omega$ is $C^2$.

4. Comparison of collision bounds - Explicit examples and numerics

In this section, we compare our analytical results with exactly solvable cases (see also the discussion in Section 3 of [BFLM15]) and numerical simulations. More precisely, we consider domains that are the unit disk, the half plane, and the plane. Although the theorems and lemmas from the previous sections apply only to bounded domains, we consider domains that are the unit disk, the half plane, and the plane. Although the discussion in Section 3 of [BFLM15]) and numerical simulations. More precisely,

Theorem 3.2, the upper bound on the collision time (see (3.10)) becomes

$$T_{\text{coll}}^{\Omega} \leq 2\pi \delta^2,$$

since in this situation the constant $c(\delta)$ in (3.13) vanishes. This agrees exactly with the collision time obtained solving (4.4).

4.1. One dislocation in the half plane. Let $n = 1$ and let $z = (x_1, x_2) \in \Omega := \mathbb{R}^2_+$, the upper half plane. Notice that $\partial \Omega = \{ (x_1, 0) \in \mathbb{R}^2 \}$. Since, given $u, v \in \Omega$, the Green’s function is $G_\Omega(u, v) = -\frac{1}{4\pi} \log |u - v| + \frac{1}{2\pi} \log |\bar{u} - v|$, with $\bar{u} = (u_1, -u_2)$, and since from (1.3) $k_\Omega(u, v) = \frac{1}{2\pi} \log |\bar{u} - v|$, from (1.5) we have $h_\Omega(u) = \frac{1}{2\pi} \log |\bar{u} - u|$, the renormalised energy (4.1) for one dislocation in the half plane reads

$$\mathcal{E}_1(z) = \frac{1}{2} h_\Omega(z) = \frac{1}{8\pi} \log(2x_2^2),$$

from which it emerges that $\mathcal{E}_1$ is translation-invariant with respect to the coordinate $x_1$, so that we consider $z = (0, x_2)$. The equation of motion for $z$ is now determined by

$$\dot{z}(t) = \left( \begin{array}{c} \dot{x}_1(t) \\ \dot{x}_2(t) \end{array} \right) = -\frac{1}{2} \nabla_z h_\Omega(z(t)) = -\frac{1}{4\pi x_2(t)} \left( \begin{array}{c} 0 \\ 1 \end{array} \right),$$

with initial condition $z(0) = (0, \delta)$. Solving the dynamics (4.4), yields the existence of $T_{\text{coll}}^{\Omega} = 2\pi \delta^2$ such that $x_1(t) = 0$ and $x_2(t) = \sqrt{\delta^2 - t^2}/2\pi$, for all $t \in [0, T_{\text{coll}}^{\Omega}]$. The collision time $T_{\text{coll}}^{\Omega}$ is characterised as that time for which $x_2(T_{\text{coll}}^{\Omega}) = 0$.

For $n = 1$ and letting $\rho \to +\infty$, the dislocation $z$ is in $D_{\bar{1},\delta_0,\infty}$ for every $\delta_0 > \delta$. By Theorem 3.2, the upper bound on the collision time (see (3.10)) becomes $T_{\text{coll}}^{\Omega} \leq 2\pi \delta^2$, since in this situation the constant $c(\delta)$ in (3.13) vanishes. This agrees exactly with the collision time obtained solving (4.4).
4.2. One dislocation in the unit disk. Let \( n = 1 \) and let \( z = (x_1, x_2) \in \Omega := B_1(0) \), the unit disk, be such that \( z \not= 0 \). Setting \( \delta = d_1(z) = 1 - |z| \), and evaluating (A.2) for \( \tilde{\rho} = 1 \), the energy (3.2) reads

\[
\mathcal{E}_1(z) = \frac{1}{2} h_{\Omega}(z) = \frac{1}{4\pi} \log(2\delta - \delta^2).
\]

The equation of motion \( \dot{z}(t) = -\nabla_z \mathcal{E}_1(z(t)) \) takes the form

\[
\dot{z}(t) = \frac{z}{2\pi(1 - |z|^2)},
\]

which, by taking the scalar product with \( z \) and setting \( R(t) := |z(t)|^2 \), yields the implicit equation

\[
\log \frac{R(t)}{(1 - \delta)^2} - R(t) + (1 - \delta)^2 = \frac{t}{\pi},
\]

where we have used \( R(0) = |z(0)|^2 = (1 - \delta)^2 \). Solving (4.6) for \( T_{\text{coll}}^{\Omega} \) for which \( R(T_{\text{coll}}^{\Omega}) = 1 \), gives

\[
T_{\text{coll}}^{\Omega} = \pi(\delta^2 - 2\delta - 2\log(1 - \delta)) = 2\pi\delta^2 + O(\delta^3),
\]

as \( \delta \to 0 \).

In this case, the dislocation \( z \) is in \( D_{1,\delta_0,1} \), for every \( \delta_0 \in (\delta, 1) \) and \( c(\delta) \) in (3.13) becomes \( c(\delta) = 2\delta C_\sigma \), where \( C_\sigma \) is given in (2.13). As we can choose \( \sigma = \delta \), we have \( c(\delta) = O(\delta) \), so that the upper bound (3.10) on the collision time obtained in Theorem 3.2 becomes \( T_{\text{coll}}^{\Omega} \leq 2\pi\delta^2 + O(\delta^3) \), which again agrees exactly with the collision time obtained solving (4.5).

Notice that if the dislocation is located at the centre of the disk, that is \( z = 0 \), then \( \mathcal{E}_1(z) = 0 \) and also the velocity \( \dot{z}(t) \) in (4.5) vanishes, so that the dislocation will not move. Consistently, the exact form of the collision time \( T_{\text{coll}}^{\Omega} \) in (4.7) tends to \(+\infty\) as \( \delta \to 1 \). Similarly, the upper bound obtained in Theorem 3.2 tends to \(+\infty\) (noting how \( c_\sigma \) in (2.12) depends on \( \sigma \), it is clear that \( c_\sigma \to +\infty \) as \( \sigma \to 1 \)).

4.3. Two dislocations in the unit disk. Let \( n = 2 \), let \( z_1, z_2 \in \Omega := B_1(0) \), and let the Burgers moduli be \( b_1 = +1 \), \( b_2 = -1 \). Taking into account (1.3) and (A.1), the function \( k_\Omega(z_1, z_2) \) has the expression

\[
k_\Omega(z_1, z_2) = \frac{1}{4\pi} \log(1 - 2z_1 \cdot z_2 + |z_1|^2|z_2|^2),
\]

so that, using (4.8), the renormalised energy (3.21) reads

\[
\mathcal{E}_2(z_1, z_2) = \frac{1}{2\pi} \log |z_1 - z_2| + \frac{1}{4\pi} \log(1 - |z_1|^2) + \frac{1}{4\pi} \log(1 - |z_2|^2)
\]

\[
- \frac{1}{4\pi} \log(1 - 2z_1 \cdot z_2 + |z_1|^2|z_2|^2).
\]

It is immediate to see that (4.8) is invariant under rotations in the plane, so that solving the equations of motion (3.22) and (3.23) is equivalent to solving the following equations for the radial coordinates \( r_1(t) := |z_1(t)| \) and \( r_2(t) := |z_2(t)| \), and for the angle \( \varphi(t) \) formed by \( z_1(t) \) and \( z_2(t) \) (satisfying \( z_1(t) \cdot z_2(t) = r_1(t) r_2(t) \cos \varphi(t) \)). Plugging the definitions of \( r_1(t), r_2(t) \), and \( \varphi(t) \) in (3.22) and (3.23) (and suppressing the time dependence for the sake of readability), we obtain

\[
\dot{r}_1 = \frac{1}{2\pi} \left[ \frac{r_2 \cos \varphi - r_1}{r_1^2 + r_2^2 - 2r_1 r_2 \cos \varphi} + \frac{r_1}{1 - r_1^2} - \frac{r_2 \cos \varphi - r_1 r_2}{r_1^2 + r_2^2 - 2r_1 r_2 \cos \varphi} \right],
\]

\[
\dot{r}_2 = \frac{1}{2\pi} \left[ \frac{r_1 \cos \varphi - \varphi}{r_1^2 + r_2^2 - 2r_1 r_2 \cos \varphi} + \frac{r_2}{1 - r_2^2} - \frac{r_1 \cos \varphi - r_1 r_2}{r_1^2 + r_2^2 - 2r_1 r_2 \cos \varphi} \right],
\]

\[
\dot{\varphi} = \frac{1}{2\pi} \left[ \frac{(r_1^2 + r_2^2)(r_1^2 + r_2^2 - 2r_1^2 r_2^2 - r_1^2 r_2^2) \sin \varphi}{r_1 r_2(1 - 2r_1 r_2 \cos \varphi + r_1^2 r_2^2)(r_1^2 + r_2^2 - 2r_1 r_2 \cos \varphi)} \right].
\]
We are going to discuss particular scenarios. Let us consider the initial condition with $z_1(0)$ and $z_2(0)$ aligned on a diameter on opposite sides of the centre, that is, when $\varphi(0) = \pi$. The equation for $\varphi$ in (4.9) reduces to $\dot{\varphi}(t) = 0$ for all $t > 0$, that is, the dislocations keep the alignment. The first two equations in (4.9) then reduce to

\[
\dot{r}_1 = \frac{1}{2\pi} \left[ -\frac{1}{r_1 + r_2} + \frac{r_1}{1-r_1^2} + \frac{r_2}{1+r_1 r_2} \right], \quad \dot{r}_2 = \frac{1}{2\pi} \left[ -\frac{1}{r_1 + r_2} + \frac{r_2}{1-r_2^2} + \frac{r_1}{1+r_1 r_2} \right].
\]

If $z_1(0) = -z_2(0)$, since $r_1(0) = r_2(0) =: r_0$, the right-hand sides of the equations above are the same, so that $r_1(t)$ and $r_2(t)$ evolve with the same law, namely, calling $r(t) := r_1(t) = r_2(t)$,

\[
\dot{r}(t) = \frac{r^4(t) + 4r^2(t) - 1}{4\pi r(t)(1-r^4(t))}, \quad \text{with } r(0) = r_0.
\]

We can now study the sign of $\dot{r}(0)$ to find if the dislocation will collide with each other or with the boundary, or if the are in equilibrium. We obtain that if $r_0 = \sqrt{5} - 2$ then the dislocations are in equilibrium and do not move, since for this value of the initial condition, all the right-hand sides of (4.9) vanish. If $r_0 < \sqrt{5} - 2$, the dislocations will collide with each other at the centre of the disk (by symmetry), whereas if $r_0 > \sqrt{5} - 2$, the dislocations will collide with the boundary.

We can now compute the collision time in the last two scenarios by integrating (4.10). It is convenient to set $R(t) := r^2(t)$, so that it solves

\[
\dot{R}(t) = \frac{R^2(t) + 4R(t) - 1}{2\pi(1-R^2(t))}, \quad \text{with } R(0) = R_0 = r_0^2.
\]

We obtain

\[
R(t) - R_0 + \left( \frac{4\sqrt{5}}{5} - 2 \right) \log \frac{R(t) + 2 + \sqrt{5}}{R_0 + 2 + \sqrt{5}} - \left( \frac{4\sqrt{5}}{5} + 2 \right) \log \frac{R(t) + 2 - \sqrt{5}}{R_0 + 2 - \sqrt{5}} = -\frac{t}{2\pi},
\]

from which we find the times of collision with the boundary, by imposing $R(T_{\text{coll}}^{\Omega}) = 1$, and of $z_1$ with $z_2$, by imposing $R(T_{\text{coll}}^{\pm}) = 0$. The computations give

\[
T_{\text{coll}}^{\Omega} = 2\pi \left[ r_0^2 - 1 - \frac{4\sqrt{5}}{5} \log \frac{(7-3\sqrt{5})(r_0^2 + 2 + \sqrt{5})}{2(r_0^2 + 2 - \sqrt{5})} - 2 \log \frac{r_0^2 + 4r_0^4 - 1}{4} \right], \quad (4.11a)
\]

\[
T_{\text{coll}}^{\pm} = 2\pi \left[ r_0^2 + \frac{4\sqrt{5}}{5} \log \frac{(9+4\sqrt{5})(r_0^2 + 2 + \sqrt{5})}{-r_0^2 + 2 + \sqrt{5}} - 2 \log (1 - 4r_0^2 - r_0^4) \right]. \quad (4.11b)
\]

When $r_0 \to 1$ in (4.11a), setting $\delta = 1 - r_0$, asymptotically $T_{\text{coll}}^{\Omega}$ behaves like $2\pi \delta^2$, which shows agreement with the upper bound found in (3.10).

When $r_0 \to 0$ in (4.11b), setting $\zeta = 2r_0$, asymptotically $T_{\text{coll}}^{\pm}$ behaves like $\pi \zeta^2 / 2$, which shows agreement with the upper bound found in (3.19).

4.4. Two dislocations in the plane. Let $n = 2$, let $z_1, z_2 \in \Omega := \mathbb{R}^2$, and let $b_1$ and $b_2$ be their Burgers moduli. Recalling (4.2), it is easy to see that the renormalised energy is translation invariant, so that we can choose $z_2(0) = -z_1(0)$. The equations of motion read

\[
\dot{z}_1(t) = \frac{b_1b_2}{2\pi} \frac{z_1(t) - z_2(t)}{|z_1(t) - z_2(t)|^2} = -\dot{z}_2(t),
\]

so that the barycentre $z(t) := \frac{1}{2}(z_1(t) + z_2(t))$, satisfies $\dot{z}(t) = 0$ for all times. Since $z(0) = 0$, the dislocations are always at a symmetric position across the centre of the coordinate system. Therefore, (4.12) becomes

\[
\dot{z}_1(t) = \frac{b_1b_2}{4\pi} \frac{z_1(t)}{|z_1(t)|^2} = -\dot{z}_2(t).
\]
Integrating (4.13), one obtains
\[ z_1(t) = z_1(0) \sqrt{1 + \frac{b_1 b_2 t}{2\pi|z_1(0)|^2}} = -z_2(t), \]
from which it is clear that if the dislocations have equal Burgers moduli, that is if \( b_1 b_1 = 1 \), then the evolution exists for all times \( t \geq 0 \) and \( z_1 \) and \( z_2 \) grow arbitrarily far apart. If, on the other side, \( b_1 b_1 = -1 \), then the dislocations attract and the evolution exists up to the collision time \( 2\pi|z_1(0)|^2 \), which again is in agreement with the estimates on \( T_{\text{coll}}^\pm \) in (3.19), again recalling that \( \zeta = 2|z_1(0)| \).

### 4.5. Plots from numerical simulations.

Here, we include plots from numerical simulations of the dynamics in different scenarios. All calculations are performed in Matlab R2016b and the trajectories were integrated using a built-in stiff solver. Figure 3 shows the superposition of 5000 runs of the scenario described in Subsection 4.3, where initial conditions have been randomly generated. In all of the runs in the unit disk \((\bar{\rho} = 1)\), we have chosen \( \delta_0 = 0.2 \) and \( \gamma_0 = 0.5 \), so that the initial condition \((z_1(0), z_2(0)) \in D_{1,0,2,0.5} \) (see (3.1)); we have also chosen Burgers moduli \( b_1 = +1 \) (for the dislocation close to the boundary) and \( b_2 \) randomly chosen between \(+1\) and \(-1\) at each run. In the numerics, explicit formulae for the forces were implemented directly. In this case, evaluating \( c(\delta_0) \) in (3.13) gives \( c(\delta_0) \approx 116.7 \), which makes the estimate (3.10) invalid. Nevertheless, at leading order, \( T_{\text{coll}}^{\text{ho}} \leq 2\pi\delta_0^2 \approx 0.2513 \), which bounds all times computed, as it can be verified in the histogram plot in Figure 3; the peak is due to the fact that when \( b_2 = +1 \), the dislocation \( z_1 \) is both attracted by the boundary and pushed towards it by \( z_2 \).

![Figure 3](image-url)

**Figure 3.** 5000 runs and histogram of hitting times. Red corresponds to \( b_i = +1 \), blue to \( b_i = -1 \).

Figure 4 shows plots of 80 trajectories of one dislocation evolving in the square and in the cardioid. To numerically resolve \( \nabla h_{B1} \) in these cases, we used quadratic finite elements with a mesh generated by the package DistMesh, described in [PS04]. Both of these domains have an unstable equilibrium point at their centre, and initial conditions are chosen on a circle of radius 0.1 centred at the equilibrium point. Due to the interaction with the boundary, the dislocation starts following a curved line and then hits the boundary perpendicularly (up to numerical artefacts), as indicated by (3.2) in Theorem 3.1 (see also estimate (3.9)). In the square, by symmetry, the dislocations starting on the diagonals move along them towards the corners. We remark that the assumptions of Lemma 2.4, which is crucial to prove Theorem 3.1, explicitly exclude domains with corners, but to leading order, the conclusion appears to hold at smooth points of the boundary even in this case. We stress that the curved trajectories are a consequence of the interaction with the boundary and of its curvature.
Figure 4. Superposition of 80 trajectories of one dislocation in the square and in the cardioid.

It would be of interest to study the behaviour near non-smooth boundary points further, with a particular view to understanding the behaviour of dislocations near cracks.

5. Concluding comments

We have studied the qualitative behaviour of the dynamics of screw dislocations in two-dimensional domains, under the assumption of linear isotropic mobility. We dealt with unconstrained dynamics which is the crucial first step towards considering more realistic choices of mobility, such as enforcing glide directions [BFLM15, CG99] or other more general nonlinear mobilities [Hud17]. In these cases, the equations of motion (1.9) read

\[ \dot{z}_i(t) = M[-\nabla z_i \mathcal{E}_n(z_1(t), \ldots, z_n(t))], \]

where the mobility function \( M \) prescribes a law relating the Peach–Koehler force \( f_i(z) := -\nabla z_i \mathcal{E}_n(z) \) experienced by the dislocation sitting at \( z_i \) to its velocity.

5.1. On more general mobility functions. In [CG99], a dissipative formulation is proposed to describe the motion of screw dislocations: dislocations are constrained to move along straight lines following the direction of maximal dissipation among finitely many glide directions. These are a finite set of lattice (unit) vectors \( G \subset \mathbb{R}^2 \), such that \( \text{span}(G) = \mathbb{R}^2 \) (which means that \( G \) contains at least two linearly independent vectors) and such that \(-G = G\) (which means that \( G \) is symmetric under inversion).

In this case, the velocity field is given by

\[ \mathcal{M}[f_i(z)] = (f_i(z) \cdot g_i)g_i, \quad \text{where } g_i \in \arg\max_{g \in G} \{f_i(z_1, \ldots, z_n) \cdot g\}, \]

from which it is clear that glide directions reduce the modulus of the velocity. From elementary geometric considerations concerning scalar products in the plane, a dislocation moves fastest when there exists a glide direction \( g \) aligned with the Peach–Koehler force, whereas it moves slowest when the Peach–Koehler force is aligned with the bisector of the largest angle among glide directions. Using this facts, it can be checked that the qualitative behaviour remains as described in Theorem 3.2 and Theorem 3.4.

More generally, we believe that the results contained in this paper are suitable to treat more general mobility functions \( \mathcal{M} \) satisfying appropriate growth conditions at infinity; see [Hud17] for an example of such a case.

5.2. Review of achievements. We focused on the interaction of one dislocation with the boundary and on the collision of two dislocations. In the former case, we have analytically shown that, if sufficiently close to the boundary, dislocations experience a force directed along the outward normal to the boundary at the nearest point, thus formalising the fact that free boundaries attract dislocations (see [LMSZ16] for the behaviour with
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different boundary conditions), and that a dislocation sufficiently close to the boundary collides with in finite time. In the latter, we have proved that two dislocations of opposite Burgers moduli that are sufficiently close to each other collide. In both cases, we have found an upper bound for the collision time in terms of the geometry of the initial configuration and we have given sufficient conditions under which no other collisions happen. These sufficient conditions are encoded in inequalities (3.18) and (3.38), where the different scaling of the left hand sides in \( \delta_0 \) and \( \zeta_0 \), respectively, compared to the right hand sides may be heuristically viewed as a time–scale separation. Indeed, in the dynamics described by (1.9), dislocations that are close to a blow–up event acquire infinite speed.

Moreover, we validated our analytical results by devising numerical experiments to show their consistency. The output of the numerics is contained in (3), where a plot of the dynamics for two dislocations in the disk is presented, together with a histogram of hitting times, which is consistent with the bound (3.10) on \( T_{\partial \Omega}^{\text{coll}} \) provided in Theorem 3.2.

Finally, Figure 4 shows numerical experiments for different domains, namely a square and a cardioid, both having an unstable equilibrium at their centre. We remark that the square domain does not satisfy the hypotheses of Theorem 3.2, because of the corners; nonetheless, the dynamics can be solved numerically.

APPENDIX A. INTERACTION FUNCTIONS FOR THE INTERIOR AND EXTERIOR OF A DISK

In this appendix, we recall the definitions of Green’s functions on the interior and exterior of the disk \( B_{\rho}(0) \), and compute \( k_{B_{\rho}(0)} \) and \( h_{B_{\rho}(0)} \) in these cases.

We start by recalling that if \( x, y \in B_{\rho}(0) \), then, defining \( x^* := \frac{\rho^2 x}{|x|^2} \),

\[
G_{B_{\rho}(0)}(x, y) = -\frac{1}{2\pi} \log |x - y| - \log \left( \frac{|x||x^* - y|}{\rho} \right).
\] (A.1)

Applying (1.3) and (1.5), we find that

\[
k_{B_{\rho}(0)}(x, y) = \frac{1}{2\pi} \log \left( \frac{|x||x^* - y|}{\rho} \right) \quad \text{and} \quad h_{B_{\rho}(0)}(x) = \frac{1}{4\pi} \log \left( \frac{\rho^2 - |x|^2}{\rho} \right).
\]

The Green’s function on the exterior of the ball may be computed by a further circular reflection. Let \( x, y \in B_{\rho}(0)^c \). By considering the conformal change of coordinates \( x^* := \rho^2 x/|x|^2 \) and \( y^* := \rho^2 y/|y|^2 \), it is straightforward to check that

\[
G_{B_{\rho}(0)^c}(x, y) = G_{B_{\rho}(0)}(x^*, y^*).
\]

Applying (1.3), after some algebraic manipulation using the properties of the logarithm, we find that

\[
k_{B_{\rho}(0)^c}(x, y) = G_{B_{\rho}(0)}(x^*, y^*) + \frac{1}{2\pi} \log |x - y|
\]

\[
= \frac{1}{2\pi} \left[ \log |x - y| + \log \left( \frac{|x^*||x^* - y^*|}{\rho} \right) - \log |x^* - y^*| \right]
\]

\[
= \frac{1}{2\pi} \log \left( \frac{|y||x - y^*|}{\rho} \right).
\]

Consequently, (1.5) implies

\[
h_{B_{\rho}(0)^c}(x) = \frac{1}{2\pi} \log \left( \frac{|x|^2 - \rho^2}{\rho} \right).
\]
By writing $|x| = \bar{\rho} \pm d_1(x)$, we obtain
\begin{align*}
h_{B_{\bar{\rho}}(0)}(x) &= \frac{1}{2\pi} \log \left| \frac{d_1^2(x)}{\bar{\rho}} \right| \quad \text{for any } x \in B_{\bar{\rho}}(0), \quad \text{(A.2)} \\
h_{B_{\bar{\rho}}(0)^\circ}(x) &= \frac{1}{2\pi} \log \left| \frac{d_1^2(x)}{\bar{\rho}} \right| \quad \text{for any } x \in B_{\bar{\rho}}(0)^\circ.
\end{align*}

We remark that the former expression is a multiple of (2.3) in \cite{CF85}. In both cases, $h_\Omega$ diverges logarithmically to $-\infty$ as $x$ approaches $\partial \Omega$.
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