We calculate the uncertainties in the position and momentum of a particle in the 1D potential \( V(x) = F|x|, F > 0 \), when the position and momentum operators obey the deformed commutation relation \([\hat{x}, \hat{p}] = i\hbar (1 + \beta \hat{p}^2), \ \beta > 0 \). As in the harmonic oscillator case, which was investigated in a previous publication, the Hamiltonian \( \hat{H}_1 = \hat{p}^2/2m + F|\hat{x}| \) admits discrete positive energy eigenstates for both positive and negative mass. The uncertainties for the positive mass states behave as \( \Delta x \sim 1/\Delta p \) as in the \( \beta = 0 \) limit. For the negative mass states, however, in contrast to the harmonic oscillator case where we had \( \Delta x \sim \Delta p \), both \( \Delta x \) and \( \Delta p \) diverge. We argue that the existence of the negative mass states and the divergence of their uncertainties can be understood by taking the classical limit of the theory. Comparison of our results is made with previous work by Benczik.
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I. INTRODUCTION

In a previous paper [1], we worked out the uncertainties in position and momentum of a particle in a harmonic oscillator potential within the context of a deformed quantum mechanics in which the position and momentum operators were assumed to obey the non-canonical commutation relation given by

\[
[\hat{x}, \hat{p}] = i\hbar (1 + \beta \hat{p}^2), \ \beta > 0 .
\]

This commutator implies the minimal length uncertainty relation (MLUR) [2],

\[
\Delta x \geq \frac{\hbar}{2} \left( \frac{1}{\Delta p} + \beta \Delta p \right),
\]

which in turn implies the existence of a minimal length scale

\[
\Delta x_{\text{min}} = \hbar \sqrt{\beta}
\]

below which the uncertainty in position, \( \Delta x \), cannot be reduced. The deformation parameter \( \beta \) in Eq. (1) thus encodes the size of \( \Delta x_{\text{min}} \).

The MLUR is expected to hold on fairly generic grounds in quantum gravity [3, 4] and has been found in perturbative string theory [5]. Consequently, many authors have studied quantum systems subject to Eq. (1) in the hopes that such endeavors will shed light on how quantum gravity may manifest itself in the infrared [6–26].
2. The negative mass case effectively inverts the harmonic oscillator potential and the particle is allowed to zoom off to infinity when the system is treated classically. However, the time it takes for the particle to travel back and forth between the turning points and infinity is finite (i.e., non-infinite). Consequently, the amount of time that the particle spends near the turning points is also finite (i.e., non-zero), making bound states with discrete energy eigenvalues possible.

3. The uncertainties in position and momentum of the energy eigenstates behave as $\Delta x \sim 1/\Delta p$ in the positive mass case, while the $\Delta x \sim \Delta p$ behavior is observed in the negative mass case.

A natural question which arises from these results is whether similar properties can be observed universally for particles in other potentials as well.

In this paper, we will look at a particle in a 1D left-right symmetric V-shaped potential

$$\hat{H}_1 = \frac{\hat{p}^2}{2m} + F|\hat{x}|, \quad F > 0,$$  
(6)

where $\hat{x}$ and $\hat{p}$ obey Eq. (1). As in Ref. [1], we will allow the particle mass $m$ to be either positive or negative. The operator $|\hat{x}|$ is defined via its action on the eigenstates of $\hat{x}^2$: for an eigenstate of $\hat{x}^2$ with eigenvalue $\sigma^2$ ($\sigma > 0$), i.e., $\hat{x}^2|\sigma^2\rangle = \sigma^2|\sigma^2\rangle$, the action of $|\hat{x}|$ on $|\sigma^2\rangle$ is given by

$$|\hat{x}| |\sigma^2\rangle = |\sigma| |\sigma^2\rangle.$$  
(7)

Note that in the infinite mass limit, $|m| \rightarrow \infty$, the Hamiltonian $\hat{H}_1$ reduces to $F|\hat{x}|$, so the eigenstates of $\hat{H}_1$ would reduce to the eigenstates of $|\hat{x}|$, which are simultaneously eigenstates of $\hat{x}^2$. So for infinite mass, the eigenstates of $\hat{H}_1$ will be simply those of $\hat{x}^2$. For finite mass, we can expand the eigenstates of $\hat{H}_1$ in terms of the eigenstates of $\hat{x}^2$, with the eigenvalues determined from the requirement that the states be normalizable. This is the main method used in this paper to determine the eigenvalues and eigenstates of $\hat{H}_1$, and calculate the uncertainties $\Delta x$ and $\Delta p$ for those states.

Recall, however, that this is not the standard method used in the canonical $\beta = 0$ case. There, the eigenvalues and eigenstates of $\hat{H}_1$ are obtained by solving the Schrödinger equation for

$$\hat{H}_1' = \frac{\hat{p}^2}{2m} + F\hat{x}$$  
(8)

in the region $x \geq 0$, and then imposing the boundary condition $\psi'(0) = 0$ or $\psi(0) = 0$ at $x = 0$ to obtain the parity even and parity odd states, respectively. We find that a similar technique works in the $\beta \neq 0$ case for the parity odd states, but not for the parity even states partly due to the difficulty in identifying what is meant by ‘the derivative of the wave-function at $x = 0$’ when $\Delta x_{\text{min}} = \hbar \sqrt{\beta}$ is non-zero. Note also that the location of the boundary at $x = 0$ itself is blurred out in the presence of a minimal length. Since the odd-parity wave-functions vanish at $x = 0$ whereas the even-parity ones do not, the odd-parity states are less sensitive to this blurring out than the even-parity ones.

The parity odd eigenstates of $\hat{H}_1$ are essentially the same as those considered previously by several authors [11, 15, 21] in the context of applying Eq. (1) to a particle in the potential

$$V(x) = \begin{cases} Fx & \text{for } x > 0, \\ \infty & \text{for } x \leq 0. \end{cases}$$  
(9)

This system would correspond to a particle bouncing in a uniform gravitational field in which $F = mg$ with a rigid floor at $x = 0$, and can, in principle, be compared to experimental results [30] to constrain the deformation parameter $\beta$. We will be utilizing some of these previous results, in particular that of Benczik [15].

This paper is organized as follows. In section II, we set up the Schrödinger equation for $\hat{H}_1$, and solve it by expanding the eigenstates of $\hat{H}_1$ in terms of the eigenstates of $\hat{x}^2$. It is discovered that, just as in the harmonic oscillator case, energy eigenstates with discrete positive energy eigenvalues exist for both the positive and negative mass cases. The uncertainties in position and momentum, $\Delta x$ and $\Delta p$, are calculated for these states and we find that $\Delta x \sim 1/\Delta p$ in the positive mass case, but both $\Delta x$ and $\Delta p$ are divergent in the negative mass case. In section III, we approach the problem from a different angle by solving the Schrödinger equation for $\hat{H}_1'$ directly in terms of the Bateman function [27, 28]. It is found that for the odd-parity states the energy eigenvalues found in Section II agree with those obtained by demanding that the wave-function vanish at $x = 0$. On the other hand, for the even-parity states the energy eigenvalues from Section II do not agree with those obtained by demanding that the derivative of the wave-function vanish at $x = 0$, except for the higher excited states. In section IV, we consider the classical limit of the problem and find the classical trajectory of the negative mass particle as well as the corresponding classical probability distributions of finding the particle at a particular point in $x$- and $p$-spaces. It is found that the 1st and 2nd moments of these probability distributions diverge, indicating the divergence of $\Delta x$ and $\Delta p$ in the classical limit also. Section V concludes with a summary of our results and some discussion on what they could mean.
II. EXPANSION IN THE EIGENSTATES OF \( \hat{x}^2 \)

A. Representations of \( \hat{x} \) and \( \hat{p} \)

The position and momentum operators obeying Eq. (1) can be represented in momentum space by [6]

\[
\hat{x} = i\hbar (1 + \beta p^2) \frac{d}{dp}, \\
\hat{p} = p ,
\]

with the inner product between two states given by

\[
\langle f|g \rangle = \sqrt{\beta} \int_{-\infty}^{\infty} \frac{dp}{1 + \beta p^2} \hat{f}^*(p) \hat{g}(p) .
\]

Here, the overall factor of \( \sqrt{\beta} \) is introduced to render the wave-functions dimensionless, while the weight \( 1/(1 + \beta p^2) \) is necessary for the symmetricity of the operator \( \hat{x} \). The wave-functions are assumed to vanish as \( p \to \pm \infty \).

It is useful to introduce the dimensionless variable

\[
\theta \equiv \arctan(\sqrt{\beta} p) ,
\]

which maps the region \(-\infty < p < \infty\) to

\[
-\frac{\pi}{2} < \theta < \frac{\pi}{2} ,
\]

and casts the \( \hat{x} \) and \( \hat{p} \) operators into the forms

\[
\hat{x} = i\hbar \sqrt{\beta} \frac{d}{d\theta} = \Delta x_{\text{min}} \frac{d}{d\theta} , \\
\hat{p} = \frac{1}{\sqrt{\beta}} \tan \theta ,
\]

with inner product given by

\[
\langle f|g \rangle = \int_{-\pi/2}^{\pi/2} d\theta \hat{f}^*(\theta) \hat{g}(\theta) .
\]

As in the \( p \)-representation, we require the wave-functions to vanish at the domain boundaries \( \theta = \pm \pi/2 \).

B. The Eigenstates of \( \hat{x} \) and the Maximally Localized States

Note that the necessary condition for the operator \( \hat{x} \) in the \( \theta \)-representation to be symmetric is given by

\[
\left[ \hat{f}^*(\theta) \hat{g}(\theta) \right]_{-\pi/2}^{\pi/2} = 0 .
\]

This would hold if all the wave-functions vanished at \( \theta = \pm \pi/2 \) as assumed above, or if the wave-functions that are non-zero at \( \theta = \pm \pi/2 \) satisfied the boundary condition

\[
f(-\pi/2) = e^{i\delta} f(\pi/2) ,
\]

where \( \delta \in [-\pi, \pi) \) is a phase common to all such wave-functions.

If we allow for Eq. (17) with \( \delta \) fixed, the operator \( \hat{x} \) has eigenfunctions given by

\[
\tilde{\phi}_{2z+\lambda}(\theta) = \frac{1}{\sqrt{\pi}} e^{-i(2z+\lambda)\theta} = \frac{1}{\sqrt{\pi}} e^{-i\lambda \theta} e^{-i(2z)\theta} ,
\]

with eigenvalue \( x = x_z(\lambda) = (2z + \lambda)\Delta x_{\text{min}} \), where \( z \in \mathbb{Z} \) and \( \lambda \equiv \delta/\pi \in [-1, 1) \). Since \( \lambda = \delta/\pi \) is arbitrary, all values of \( x \) are possible, except for each choice of \( \lambda \) the eigenvalues are discrete and separated by \( 2\Delta x_{\text{min}} \) steps, reflecting the existence of the minimal length.\(^1\) For \( \lambda = 0 \) the eigenvalues are even-integer multiples of \( \Delta x_{\text{min}} \), while for \( \lambda = -1 \) the eigenvalues are odd-integer multiples of \( \Delta x_{\text{min}} \).

A formal calculation of \( \Delta x \) and \( \Delta p \) for \( \tilde{\phi}_{2z+\lambda}(\theta) \) yields \( \Delta x = 0 \) and \( \Delta p = \infty \), which indicates that these states do not satisfy Eq. (2) and are thus ‘unphysical.’ Nevertheless, each set of these eigenfunctions sharing a common \( \lambda \) are orthonormal,

\[
\langle \phi_{2z+\lambda}|\phi_{2z'+\lambda} \rangle = \delta_{zz'} ,
\]

and complete. That is, any well behaved wave-function \( \tilde{f}(\theta) \) in the interval \( \theta \in [-\pi/2, \pi/2] \) can be expanded as

\[
\tilde{f}(\theta) = \sum_{z=-\infty}^{\infty} c_{2z+\lambda} \tilde{\phi}_{2z+\lambda}(\theta) ,
\]

where

\[
c_{2z+\lambda} = \langle \phi_{2z+\lambda}|f \rangle = \int_{-\pi/2}^{\pi/2} \tilde{\phi}_{2z+\lambda}(\theta) \tilde{f}(\theta) d\theta .
\]

Furthermore, it is straightforward to show that

\[
\frac{\langle f|\hat{x}^n|f \rangle}{(\Delta x_{\text{min}})^n} = \sum_{z \in \mathbb{Z}} (2z + \lambda)^n |c_{2z+\lambda}|^2 ,
\]

and that the sum on the right-hand-side is independent of the choice of \( \lambda \). We can therefore interpret the coefficient \( c_{2z+\lambda} = \langle \phi_{2z+\lambda}|f \rangle \) as the probability amplitude for obtaining \( 2z + \lambda \) when \( \tilde{x}/\Delta x_{\text{min}} \) is measured on the state \( |f \rangle \).

Thus, the Fourier transform of the \( \theta \)-space wave-function to \( x/\Delta x_{\text{min}} \)-space has physical meaning, despite the fact that the eigenstates of \( \hat{x} \) are ‘unphysical.’

It has been suggested in Ref. [6] that the ‘unphysical’ eigenstates of \( \hat{x} \) should be replaced by the ‘maximally localized states,’ which in the \( \theta \)-representation are given by

\[
\tilde{\phi}_{2z+\lambda}^{ml}(\theta) = \sqrt{\frac{2}{\pi}} \cos \theta e^{-i(2z+\lambda)\theta}
\]

\(^1\) In the language of Kempf in Ref. [9], the eigenvalues \( x_z(\lambda), z \in \mathbb{Z} \) for each value of \( \lambda \) provides a discretization of the \( x \)-axis, and the collection of all discretizations \( \{x_z(\lambda)\}, \lambda \in [-1, 1) \) provides a partitioning of the \( x \)-axis.
= \frac{1}{\sqrt{2}} \left( \hat{\phi}_{2z+\lambda+1}(\theta) + \hat{\phi}_{2z+\lambda-1}(\theta) \right). \quad (23)

Note that these functions vanish at \( \theta = \pm \pi/2 \). For these states we have \( \Delta x = \Delta x_{\text{min}} \) and \( \Delta p = 1/\sqrt{\beta} \), so they are 'physical' and 'maximally localized.' They can be used to expand the wave-function \( \tilde{f}(\theta) \) as

\[
\tilde{f}(\theta) = \sum_{z=-\infty}^{\infty} c_{2z+\lambda}^{ml} \hat{\phi}_{2z+\lambda}(\theta), \quad (24)
\]

provided that \( \tilde{f}(\theta)/\cos \theta \) is well-behaved at \( \theta = \pm \pi/2 \). However, the states with a common value of \( \lambda \) are not orthonormal, their inner product being given by

\[
(\phi_{2z+\lambda}^{ml}|\phi_{2z'+\lambda}^{ml}) = \delta_{z,z'} + \frac{1}{2} \left( \delta_{z,z'+1} + \delta_{z,z'-1} \right). \quad (25)
\]

Consequently, the expansion coefficients \( c_{2z+\lambda}^{ml} \) are not given by \( (\phi_{2z+\lambda}^{ml}|f) \) but by

\[
c_{2z+\lambda}^{ml} = \frac{1}{\sqrt{2\pi}} \int_{-\pi/2}^{\pi/2} d\theta \cos \theta \ e^{i(2z+\lambda)\theta} \tilde{f}(\theta). \quad (26)
\]

Furthermore, neither \( c_{2z+\lambda}^{ml} \) nor \( (\phi_{2z+\lambda}^{ml}|f) \) have any simple interpretation as a probability amplitude. Indeed, the simplest way to utilize these coefficients would be to recover the usual coefficients for the expansion in \( \hat{\phi}_{2z+\lambda}(\theta) \) via

\[
c_{2z+\lambda} = \frac{1}{\sqrt{2}} \left( c_{2z+\lambda+1}^{ml} + c_{2z+\lambda-1}^{ml} \right). \quad (27)
\]

Due to these complications, we refrain from using these maximal localized states.

C. The Schrödinger Equation

Using the representations of \( \hat{x} \) and \( \hat{p} \) in Eq. (14), the Schrödinger equation for \( \hat{H}_1 \) in \( \theta \)-space is given by

\[
\left( \frac{1}{2m} \tan^2 \theta + F \hbar \sqrt{\beta} \sqrt{-\frac{d^2}{d\theta^2}} \right) \tilde{\psi}(\theta) = E \tilde{\psi}(\theta). \quad (28)
\]

There exist two characteristic length scales in this equation, namely the minimal length \( \Delta x_{\text{min}} = \hbar \sqrt{\beta} \), and

\[
a \equiv \left[ \frac{\hbar^2}{2m|F|} \right]^{1/3}. \quad (29)
\]

The length scale \( a \) survives in the limit \( \beta \to 0 \) in which the canonical commutation relation between \( \hat{x} \) and \( \hat{p} \) is recovered. On the other hand, \( \Delta x_{\text{min}} \) survives in the limit \( |m| \to \infty \) in which \( a \to 0 \). Let us call the ratio of the two

\[
\kappa \equiv \frac{\hbar \sqrt{\beta}}{a} = \frac{\Delta x_{\text{min}}}{a}. \quad (30)
\]

Using \( \kappa \), Eq. (28) can be rewritten as

\[
\left( \pm \frac{1}{\kappa^3} \tan^2 \theta + \sqrt{-\frac{d^2}{d\theta^2}} \right) \tilde{\psi}(\theta) = \varepsilon_\beta \tilde{\psi}(\theta), \quad (31)
\]

where the sign in front of the \( \tan^2 \theta \) term indicates the sign of the mass \( m \), and

\[
\varepsilon_\beta \equiv \frac{E}{F \hbar \sqrt{\beta}} = \frac{E}{F \Delta x_{\text{min}}}, \quad (32)
\]

that is, \( \varepsilon_\beta \) is \( E \) in units of \( F \Delta x_{\text{min}} \). Another normalization of the eigenvalue we will be using is

\[
\varepsilon_a \equiv \kappa \varepsilon_\beta = \frac{E}{F a}, \quad (33)
\]

that is, \( \varepsilon_a \) is \( E \) in units of \( F a \).

D. The Expansion

We expand the solution to Eq. (31) in terms of the eigenstates of the operator

\[
\hat{x}^2 = -(\Delta x_{\text{min}})^2 \frac{d^2}{d\theta^2}. \quad (34)
\]

Demanding that the wave-functions vanish at \( \theta = \pm \pi/2 \), which correspond to \( p = \pm \infty \), we find that the eigenvalues of \( \hat{x}^2 \) are \( (n \Delta x_{\text{min}})^2, n \in \mathbb{N} \), with the \( n \)-th eigenstate given by

\[
\tilde{\varphi}_n(\theta) = \sqrt{\frac{2}{\pi}} \left( -1 \right)^{\frac{n+1}{2}} \times \begin{cases} 
\cos n\theta & \text{if } n \text{ odd}, \\
\sin n\theta & \text{if } n \text{ even}.
\end{cases} \quad (35)
\]

Note that in terms of the eigenfunctions of \( \hat{x} \), \( \tilde{\varphi}_n(\theta) \) is a superposition of \( \tilde{\varphi}_n(\theta) \) and \( \tilde{\varphi}_{-n}(\theta) \) with equal amplitude. The above choice of sign allows us to write both the odd and even cases together as

\[
\tilde{\varphi}_n(\theta) = \sqrt{\frac{2}{\pi}} \cos \theta \ U_{n-1}(\sin \theta), \quad (36)
\]

where \( U_{n-1} \) is the Chebyshev polynomial of the second kind [29]:

\[
U_{n-1}(\cos \xi) = \sin n\xi \quad \sin \xi, \quad n \in \mathbb{N}. \quad (37)
\]

The recursion relation for the Chebyshev polynomials

\[
U_{n+1}(s) - 2s U_n(s) + U_{n-1}(s) = 0 \quad (38)
\]

allows us to write

\[
\tilde{\varphi}_n(\theta) \sin \theta = \frac{1}{2} \left[ \tilde{\varphi}_{n+1}(\theta) + \tilde{\varphi}_{n-1}(\theta) \right], \quad (39)
\]

which upon iteration gives us

\[
\tilde{\varphi}_n(\theta) \sin^2 \theta = \frac{1}{4} \left[ \tilde{\varphi}_{n+2}(\theta) + 2\tilde{\varphi}_n(\theta) + \tilde{\varphi}_{n-2}(\theta) \right]. \quad (40)
\]
This relation will prove useful below.

Since \( \dot{x}^2 \varphi_n = (n \Delta x_{\text{min}})^2 \varphi_n \), the action of the operator

\[
| \dot{x} | = \sqrt{\dot{x}^2} = (\Delta x_{\text{min}}) \sqrt{\frac{\partial^2}{\partial \theta^2}} \tag{41}
\]
on these states is given by

\[
| \dot{x} | \varphi_n = (n \Delta x_{\text{min}}) \varphi_n . \tag{42}
\]

Let

\[
\psi(\theta) = \sum_{k=1}^{\infty} c_k \varphi_k(\theta) . \tag{43}
\]

Substituting this expansion into Eq. (31) and using Eq. (42) and the recursion relation Eq. (40), we find the following relations among the expansion coefficients:

\[
0 = (\pm \kappa^{-3} - B_3) c_3 + (\pm \kappa^{-3} + 3B_1) c_1 ,
\]

\[
0 = (\pm \kappa^{-3} - B_4) c_4 + 2 (\pm \kappa^{-3} + B_2) c_2 ,
\]

\[
0 = (\pm \kappa^{-3} - B_{k+2}) c_{k+2} + 2 (\pm \kappa^{-3} + B_k) c_k + (\pm \kappa^{-3} - B_{k-2}) c_{k-2} , \quad (k \geq 3) \tag{44}
\]

where

\[
B_k \equiv k - \varepsilon_\beta . \tag{45}
\]

As can be seen, the odd and even coefficients in the expansion decouple as they should since the odd wavefunctions being cosines correspond to a parity even solution in \( x \)-space, and the even wavefunctions being sines correspond to a parity odd solution in \( x \)-space. The eigenvalues, \( \varepsilon_\beta \), are determined by the condition

\[
\sum_{k=1}^{\infty} |c_k|^2 = \text{finite} . \tag{46}
\]

### E. Negative mass case

We begin with the negative mass case for which we were able to find exact solutions. We will elaborate on how we found these solutions later.

The eigenvalues are all positive and discrete, and are given by

\[
\varepsilon^{(-)}_{\beta,n} = n + \frac{1}{\kappa^3} , \quad n \in \mathbb{N} , \tag{47}
\]

with odd \( n \) corresponding to the even parity solutions and even \( n \) corresponding to the odd parity solutions. Note that these eigenvalues are evenly spaced. Thus, this characteristic is not exclusive to the canonical harmonic oscillator. We will see another parallel with the canonical harmonic oscillator when we discuss the classical limit of our model in section IV.

When \( n = 2s - 1, s \in \mathbb{N} \), the recursion relations for the odd coefficients with \( \varepsilon_\beta \) set to \( \varepsilon^{(-)}_{\beta,2s-1} \) become

\[
0 = (2 - s) c_3 + [2 \kappa^{-3} - 3(1-s)] c_1 ,
\]

\[
0 = [(j - s) + 1] c_{2j+1} + 2 [\kappa^{-3} - (j - s)] c_{2j-1} + [(j - s) - 1] c_{2j-3} , \tag{48}
\]

while for the \( n = 2s, s \in \mathbb{N} \) case, the recursion relations for the even coefficients with \( \varepsilon_\beta \) set to \( \varepsilon^{(-)}_{\beta,2s} \) become

\[
0 = (2 - s) c_4 + [2 \kappa^{-3} - 2(1-s)] c_2 ,
\]

\[
0 = [(j - s) + 1] c_{2j+1} + 2 [\kappa^{-3} - (j - s)] c_{2j} + [(j - s) - 1] c_{2(j-1)} . \tag{49}
\]

Except of the coefficient of \((1-s)\) in the first lines, the recursion relations are identical for the odd and even numbered coefficients.

The solutions to the above recursion relations can be written in terms of the Bateman function, which was defined in Ref. [27] as

\[
k_{\mu}(\mu) \equiv \frac{2}{\pi} \int_{0}^{\pi/2} \cos(\mu \tan \theta - \nu \theta) \, d\theta . \tag{50}
\]

Note that this function is real for real \( \mu \) and \( \nu \). We will also denote \( k_{\mu}(\mu) \) as \( k(\mu, \nu) \) when convenient. The Bateman function with negative even-integer indices are identically zero,

\[
k_{-2n}(\mu) = 0 , \quad n \in \mathbb{N} , \tag{51}
\]

while those with non-negative even-integer indices appear in the following Fourier series [27]:

\[
e^{i \mu \tan \theta} \equiv \sum_{i=0}^{\infty} k_{2i}(\mu) e^{2i\theta} . \tag{52}
\]

Using the Bateman function, the solutions to Eqs. (48) and (49) are respectively given by

\[
c_{2j-1} = (-1)^j k_{2(j-s)}(\kappa^{-3}) , \tag{53}
\]

and

\[
c_{2j} = (-1)^j k_{2(j-s)}(\kappa^{-3}) . \tag{54}
\]

Note that due to Eq. (51), the non-zero coefficients start from the \( j = s \) terms. The non-zero coefficients from \( j = s \) onwards are the same for both the \( n = 2s - 1 \) and \( n = 2s \) cases, depending only on \( j = s \) and \( \kappa \). Note also, that using Eq. (47), the two cases can be written as

\[
c_{2j-1} = (-1)^j k \left( \frac{1}{\kappa^3}, \frac{1}{\kappa^3} + \left[ (2j - 1) - \varepsilon^{(-)}_{\beta,2s-1} \right] \right) ,
\]

\[
c_{2j} = (-1)^j k \left( \frac{1}{\kappa^3}, \frac{1}{\kappa^3} + \left[ 2j - \varepsilon^{(-)}_{\beta,2s} \right] \right) , \tag{55}
\]

where we have used the \( k(\mu, \nu) \) notation for the Bateman function.
we seek, we differentiate both sides of Eq. (52) by space for the first three eigenvalues

\[ \psi_{2s-1}(\theta) = \sqrt{\frac{2}{\pi}} \cos \left[ \frac{1}{\kappa^2} \tan \theta + (2s - 1) \theta \right], \]

\[ \psi_{2s}(\theta) = \sqrt{\frac{2}{\pi}} \sin \left[ \frac{1}{\kappa^2} \tan \theta + 2s \theta \right]. \]

In FIG. 2, we show the first three lowest energy eigenfunctions for \( \kappa = 0.5, 1, \) and \( \infty \). In the \( \kappa = \infty \) limit these functions respectively become \( \sqrt{2/\pi} \cos [(2s - 1)\theta] \) and \( \sqrt{2/\pi} \sin [2s\theta] \), the eigenfunctions of \( \hat{x}^2 \).

**F. Positive Mass Case**

For the positive mass case, we were unable to find exact analytical solutions to Eq. (44) and resorted to numerical techniques. Using symbolic manipulation programs such as Mathematica, the recursion relation can be solved to express all the odd coefficients in terms of \( c_1 \) and all the even coefficients in terms of \( c_2 \). For fixed \( \kappa \), this will yield expressions with rational functions of \( \varepsilon_\beta \) multiplying the initial coefficients, that is:

\[ c_{2j-1} = \frac{N_{2j-1}(\varepsilon_\beta)}{D_{2j-1}(\varepsilon_\beta)} c_1, \]

\[ c_{2j} = \frac{N_{2j}(\varepsilon_\beta)}{D_{2j}(\varepsilon_\beta)} c_2, \]

where \( N_{2j-1}, D_{2j-1}, N_{2j}, \) and \( D_{2j} \) are all polynomials in \( \varepsilon_\beta \). In FIG. 3, we plot the \( k \)-dependence of the zeroes of \( N_k(\varepsilon_\beta) \) and find that they converge rapidly to fixed values indicating that demanding \( c_k \) to vanish for a large enough \( k \) will let us find the value of \( \varepsilon_\beta \) which would impose Eq. (46). Finding these zeroes for various values of \( \kappa \) we obtain FIG. 4.

In the limit \( \kappa \to 0 \), the even- and odd-parity eigenvalues found with this method converge to the eigenvalues for the \( \beta = 0 \) case:

\[ \lim_{\kappa \to 0} \kappa \varepsilon_{\beta,2s-1}^{(+)} = \lim_{\kappa \to 0} \frac{E_{2s-1}^{(+)}}{Fa} = -\beta_s, \]
FIG. 3. The lowest five zeroes of $N_k(\varepsilon_\beta)$ for the case $\kappa = 0.1$. The solid lines connect the zeroes of $N_k(\varepsilon_\beta)$ with $k = \text{odd}$, and the dashed lines connect the zeroes of $N_k(\varepsilon_\beta)$ with $k = \text{even}$. These converge to the lowest ten eigenvalues of $\hat{H}_1$ with positive mass as $k \to \infty$. For larger values of $\kappa$ the convergence is faster.

FIG. 4. The $\kappa$-dependence of the ten lowest eigenvalues of $\hat{H}_1$ for the positive mass case scaled to $\varepsilon_a = \kappa \varepsilon_\beta = E/Fa$. The solid lines indicate the eigenvalues of even-parity states, and the dashed lines indicate the eigenvalues of the odd-parity states. They converge to the eigenvalues for the $\beta = 0$ case as $\kappa \to 0$. The odd-parity eigenvalues agree with those found by Benczik in Ref. [15] for $\hat{H}_1'$ with an infinite potential wall at $x = 0$.

$$\lim_{\kappa \to 0} \kappa \varepsilon_{\beta,2s}^{(+)} = \lim_{\kappa \to 0} \frac{E_s^{(+)}}{Fa} = -\alpha_s.$$  

(62)

Here, $\alpha_s < 0$ is the $s$-th zero of the Airy function $Ai(\xi)$, while $\beta_s < 0$ is the $s$-th zero of its derivative $Ai'(\xi)$, both numbered in descending order. (See appendix A.) In the opposite limit $\kappa \to \infty$, which corresponds to $m \to \infty$, we find for both parities

$$\lim_{\kappa \to \infty} \varepsilon_{\beta,m}^{(+)} = \lim_{\kappa \to \infty} \frac{E_n^{(+)}}{F\Delta x_{\text{min}}} = n.$$  

(63)

Thus, the eigenvalues for the positive mass case connect smoothly to those for the negative mass case, Eq. (47), at $1/m = 0$.

Once the eigenvalues are obtained, Eq. (61) can be used to calculate the expansion coefficients of the eigenstates. A complication arises when a zero of the numerator function is also a zero of the denominator function. This happens, for instance, to the even coefficients when $\kappa = 1$, the lowest eigenvalue being $\varepsilon_\beta = 3$. This is also a zero of the denominator function $D_{2j}(\varepsilon_\beta)$ for $j \geq 3$. What this tells us is that the sequence of coefficients terminates after $c_4$ for this set of parameters, that is, all the coefficients including and beyond $c_0$ are all zero. The two non-zero coefficients in this case must be fixed from the

FIG. 5. The eigenfunctions of $\hat{H}_1$ with positive mass in $\theta$-space for the three lowest eigenvalues shown for $\kappa = 0.1$, 0.5, 1, and $\infty$. 

FIG. 3. The lowest five zeroes of $N_k(\varepsilon_\beta)$ for the case $\kappa = 0.1$. The solid lines connect the zeroes of $N_k(\varepsilon_\beta)$ with $k = \text{odd}$, and the dashed lines connect the zeroes of $N_k(\varepsilon_\beta)$ with $k = \text{even}$. These converge to the lowest ten eigenvalues of $\hat{H}_1$ with positive mass as $k \to \infty$. For larger values of $\kappa$ the convergence is faster.
recursion relation so that $c_0$ will be zero as required:

$$c_2 = \frac{2}{\sqrt{5}}, \quad c_4 = -\frac{1}{\sqrt{5}}. \quad (64)$$

Proceeding in this way, we can determine the expansion coefficients of the eigenstate for each eigenvalue $\varepsilon_{\beta,p}^{(+)}$.

Numerically, these coefficients are found to satisfy the following relations, up to normalizations, analogous to Eq. (55) for the negative mass case:

$$c_{2j-1} = k \left( \frac{1}{k^3}, \frac{1}{k^3} - \left[ (2j-1) - \varepsilon_{\beta,2s}^{(+)} \right] \right),$$

$$c_{2j} = k \left( \frac{1}{k^3}, \frac{1}{k^3} - \left[ 2j - \varepsilon_{\beta,2s}^{(+)} \right] \right). \quad (65)$$

Furthermore, the odd-parity energy eigenvalues satisfy

$$k \left( \frac{1}{k^3}, \frac{1}{k^3} + \varepsilon_{\beta,2s}^{(+)} \right) = 0. \quad (66)$$

We will elaborate on why this is the case in section III. The $\theta$-space eigenfunctions constructed from these coefficients for the three lowest eigenvalues for several representative values of $\kappa$ are shown in FIG. 5.

G. Uncertainties

The expansion coefficients found in the previous subsections can be utilized to calculate the uncertainties in $x$ and $p$ for each state. Let us write

$$|\psi\rangle = \sum_{k=1}^{\infty} c_k |k\rangle, \quad \sum_{k=1}^{\infty} |c_k|^2 = 1, \quad (67)$$

where $(\hat{x}/\Delta x_{\min})^2 |k\rangle = k^2 |k\rangle, \langle k|\ell\rangle = \delta_{k\ell}$. Since all the eigenstates of $H_1$ are also eigenstates of parity, and also since particles do not go nowhere when they are bound, it is clear that

$$\langle \hat{x} \rangle = \langle \psi|\hat{x}|\psi\rangle = 0, \quad \langle \hat{p} \rangle = \langle \psi|\hat{p}|\psi\rangle = 0, \quad (68)$$

for both positive and negative mass cases. It is also straightforward to show that

$$\langle \hat{x}^2 \rangle = \langle \psi|\hat{x}^2|\psi\rangle = (\Delta x_{\min})^2 \sum_{k=1}^{\infty} |c_k|^2 k^2. \quad (69)$$

To calculate $\langle \hat{p}^2 \rangle$, we need

$$\langle k|\hat{p}^2|\ell \rangle = \frac{1}{\beta} \int_{-\pi/2}^{\pi/2} d\theta \tilde{\varphi}_k^*(\theta) \tan^2 \theta \tilde{\varphi}_\ell(\theta)$$

$$= \begin{cases} 0 & \text{if } k - \ell = \text{odd} \\ \frac{1}{\beta} \left[ 2 \min(k, \ell) - \delta_{k\ell} \right] & \text{if } k - \ell = \text{even} \end{cases} \quad (70)$$

the proof of which can be found in the appendix of Ref. [1]. Using this, we can calculate $\langle \hat{p}^2 \rangle$ via

$$\langle \hat{p}^2 \rangle = \langle \psi|\hat{p}^2|\psi\rangle = \sum_{k=1}^{\infty} \sum_{\ell=1}^{\infty} c_k^* c_\ell \langle k|\hat{p}^2|\ell \rangle. \quad (71)$$

1. Positive Mass Case

The results of our numerical calculations are shown in FIG. 6 for the positive mass states. In the infinite mass limit, the energy eigenstates will simply be the eigenstates of $\hat{x}^2$ with uncertainties given by

$$\Delta x_n = \sqrt{\langle n|\hat{x}^2|n \rangle} = n \Delta x_{\min} = n h \sqrt{\beta},$$

$$\Delta p_n = \sqrt{\langle n|\hat{p}^2|n \rangle} = \sqrt{\frac{2n-1}{\beta}}. \quad (72)$$

So as $m \to \infty$, the points $(\Delta p_n, \Delta x_n)$ will terminate on the curve

$$\frac{\Delta x}{\Delta x_{\min}} = \frac{1 + \beta \Delta p^2}{2}, \quad (73)$$

which is shown in dashed gray.

2. Negative Mass Case

For the negative mass states, it turns out that both $\Delta p$ and $\Delta x$ diverge. This can be seen either by using the expansion coefficients listed in Eqs. (53) and (54) with
Eqs. (69) and (71), or by using the wave-functions given in Eq. (60). For instance, using the expansion coefficients we find
\[
\frac{\langle \hat{x}^2 \rangle_{2s-1}}{\Delta x_{\min}} = \sum_{\ell=0}^{\infty} (2\ell + 2s - 1) \left[ k_{2\ell}(\kappa^{-3}) \right]^2,
\]
and both these sums are divergent since
\[
\sum_{\ell=0}^{\infty} (2\ell) \left[ k_{2\ell}(\mu) \right]^2 = \infty,
\]
for arbitrary \( \mu \) as shown in Appendix B. To see the divergence of \( \Delta p \), the simplest way would be to use the relation
\[
\langle \hat{p}^2 \rangle = 2|m| \left( F(|\hat{x}|) - \langle \hat{H}_1 \rangle \right),
\]
and note that
\[
\frac{\langle \hat{x}^2 \rangle_{2s-1}}{\Delta x_{\min}} = \sum_{\ell=0}^{\infty} (2\ell + 2s - 1) \left[ k_{2\ell}(\kappa^{-3}) \right]^2,
\]
\[
\frac{\langle \hat{x}^2 \rangle_{2s}}{\Delta x_{\min}} = \sum_{\ell=0}^{\infty} (2\ell + 2s) \left[ k_{2\ell}(\kappa^{-3}) \right]^2,
\]
which are again both divergent. Thus, unlike the harmonic oscillator case studied in Ref. [1], the uncertainties \( \Delta x \) and \( \Delta p \) of the negative mass states do not inhabit the \( \Delta x \sim \Delta p \) branch of the MLUR curve.

In section IV, we will see that the divergence of \( \Delta x \) and \( \Delta p \) for the negative mass states can be understood classically by taking the \( \hbar \to 0 \) limit of Eq. (1) and looking at the behavior of the classical particle whose Hamiltonian is given by \( H_1 \). But before that, let us look at an alternative approach in deriving the results of this section, which will clarify how the Bateman function solution was discovered.

III. ALTERNATIVE APPROACH

A. The Schrödinger Equation

Recall that the standard procedure in solving for the eigenvalues and eigenstates of \( H_1 \), Eq. (6), in the canonical \( \beta = 0 \) case is to solve the Schrödinger equation for \( H_1 \), Eq. (8), and then impose the boundary condition \( \psi'(0) = 0 \) or \( \psi(0) = 0 \), respectively, to obtain the parity even or odd eigenvalues. In this section, we will explore whether an analogous technique works when \( \beta \neq 0 \).

Using the same representation of \( \hat{x} \) and \( \hat{p} \) as above, namely Eq. (14), the Schrödinger equation for \( H_1 \) is obtained from Eq. (31) by making the replacement
\[
\sqrt{-\frac{d^2}{d\theta^2}} \to i \frac{d}{d\theta},
\]
to yield
\[
\left( \pm \frac{1}{\kappa^3} \tan^2 \theta + i \frac{d}{d\theta} \right) \tilde{\psi}(\theta) = \varepsilon_{\beta} \tilde{\psi}(\theta).
\]
The solution to this equation is easily seen to be
\[
\tilde{\psi}^{(\pm)}(\theta, \varepsilon_{\beta}) = \exp \left[ i \left( \pm \frac{1}{\kappa^3} \tan \theta - \varepsilon_{\beta} \theta \right) \right].
\]
Fourier transforming to \( \chi_\beta \equiv x/\Delta x_{\min} \) space, we find:
\[
\psi^{(\pm)}(\chi_\beta - \varepsilon_{\beta}) = \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\theta e^{i\chi_\beta \theta} \tilde{\psi}^{(\pm)}(\theta, \varepsilon_{\beta})
\]
\[
= \frac{1}{\pi} \int_{-\pi/2}^{\pi/2} d\theta \exp \left[ i \left( \pm \frac{1}{\kappa^3} \tan \theta - (\chi_\beta - \varepsilon_{\beta}) \theta \right) \right]
\]
\[
= \frac{1}{\pi} \int_{0}^{\pi/2} \cos \left[ \frac{1}{\kappa^3} \tan \theta - \left( \frac{1}{\kappa^3} \pm (\chi_\beta - \varepsilon_{\beta}) \right) \theta \right] d\theta
\]
\[
= \frac{k}{\kappa^3} \left( \frac{1}{\kappa^3} \pm (\chi_\beta - \varepsilon_{\beta}) \right),
\]
where in the last line, we have made use of the Bateman function introduced in Eq. (50). As discussed in section IIIB, \( \psi^{(\pm)}(\theta) \) can be recovered from the values of \( \psi^{(\pm)}(\chi_\beta - \varepsilon_{\beta}) \) sampled at the discrete points \( \chi_\beta = 2z + \lambda, \ z \in \mathbb{Z} \), for arbitrary \( \lambda \). Rescaling variables to \( \varepsilon_a = \kappa \varepsilon_\beta \) and \( \chi_a = \kappa \chi_\beta \), it is straightforward to show that in the positive mass case, we have
\[
\lim_{\kappa \to 0} \frac{1}{2\kappa} \psi^{(\pm)}(\chi_a/\kappa - \varepsilon_a/\kappa) = \text{Ai} (\chi_a - \varepsilon_a).
\]
That is, our solution converges to the \( \beta = 0 \) case in this limit as it should.

B. Odd Parity Solutions

We first consider the odd-parity solutions. Though it is not clear that the concept of the wave-function vanishing at \( x = 0 \) makes sense in the presence of a minimal length, let us nevertheless impose the boundary condition \( \psi^{(\pm)}(-\varepsilon_{\beta}) = 0 \) as in the \( \beta = 0 \) case:
\[
\psi^{(\pm)}(-\varepsilon_{\beta}) = k \left( \frac{1}{\kappa^3}, \frac{1}{\kappa^3} \pm \varepsilon_{\beta} \right) = 0.
\]
Here, the sign in front of \( \varepsilon_{\beta} \) is that of the mass. The \( \nu \)-dependence of the Bateman function \( k(\mu, \nu) \) for fixed \( \mu \) is shown for several values of \( \mu \) in Fig. 7. For fixed \( \mu = \kappa^{-3} \), the Bateman function \( k(\mu, \nu) \) has countable-infinite number of zeroes along both the positive and negative \( \nu \) axes.

Let the \( s \)-th positive zero of \( k(\kappa^{-3}, \nu) \) be \( \nu_s(\kappa) \). If imposing Eq. (83) is correct, then in the positive mass case these zeroes should correspond to energy eigenvalues given by
\[
\varepsilon_{\beta,2s}^{(\pm)} = \nu_s(\kappa) - \frac{1}{\kappa^3},
\]
In Benczik’s approach, the boundary condition was given to agree with the energies derived by Benczik in Ref. [15]. These energies are all positive, as they should be, and in section IIF where they were found to satisfy Eq. (66). and indeed these match precisely the values we obtained in section IIF where they were found to satisfy Eq. (66). These energies are all positive, as they should be, and agree with the energies derived by Benczik in Ref. [15]. In Benczik’s approach, the boundary condition was given by

\[ U \left( -\frac{\kappa^3 + \varepsilon_\beta}{2} : 0 ; \frac{2}{\kappa^3} \right) = 0 , \quad (85) \]

where \( U(\alpha; \gamma; z) \) is Kummer’s function of the second kind (see appendix C), which is related to the Bateman function via [28]

\[ k(\mu, \nu) = \frac{e^{-\mu}}{\Gamma \left( 1 + \frac{\nu}{2} \right)} U \left( -\frac{\nu}{2} ; 0 ; 2\mu \right) , \quad (86) \]

provided that \( \mu \) is positive. Clearly, the condition given in Eq. (83) for the positive mass case is the same as the condition given in Eq. (85).

The negative zeroes \( k(\mu, \nu) \) for fixed \( \mu \) are independent of \( \mu \), and thus of \( \kappa \), and are given by the even negative integers:

\[ \nu_{-s} = -2s , \quad s = 1, 2, 3, \ldots . \quad (87) \]

In the expression of Eq. (86), they are the poles of the \( \Gamma \)-function in the denominator. (These do not appear in the approach of Benczik [15].) For the positive mass case, these will lead to negative energies, corresponding to the particle in the negative \( x \) region with an infinite potential wall at \( x = 0 \). For the negative mass case, however, these

---

**FIG. 7.** The \( \nu \)-dependence of the Bateman function \( k(\mu, \nu) \) for fixed \( \mu \). The top figure shows the graphs from \( \mu = 0 \) to \( \mu = 1 \) at \( \Delta \mu = 0.1 \) intervals, while the bottom figures shows those from \( \mu = 0 \) to \( \mu = 10 \) at \( \Delta \mu = 1 \) intervals. The \( \mu = 0 \) case is left-right symmetric. Note that \( k(-\mu, \nu) = k(\mu, -\nu) \), so the graphs for the negative \( \mu \) cases can be obtained by simply flipping the direction of the \( \nu \)-axis.

**FIG. 8.** The wave-functions for the first five odd-parity energy eigenstates in \( x/\Delta x_{\min} \)-space for the positive (top) and negative (bottom) mass cases when \( \kappa = \Delta x_{\min}/a = 2 \). In both cases, the wave-functions vanish at \( x = 0 \). The values at even-integer multiples of \( \Delta x_{\min} \) correspond to the expansion coefficients discussed in section II. In the positive mass case, the wave-function in the physically forbidden region \( (x/\Delta x_{\min} > \varepsilon_\beta) \) oscillates instead of damping exponentially as in the \( \beta = 0 \) limit. In the negative mass case, the wave-function is zero at even-integer multiples of \( \Delta x_{\min} \) such that \( x < n \).
correspond to positive energies:
\[
\varepsilon_{\beta,2s}^{(-)} = 2s + \frac{1}{\kappa^3},
\]
in agreement with our results of section IIE.

Thus, imposing the boundary condition \(\psi(-\varepsilon_{\beta}) = 0\) to determine the eigenvalues \(\varepsilon_{\beta}\) leads to results that are consistent with our previous approach. The (un-normalized) parity odd wave-functions in \(\chi_\beta\)-space are therefore
\[
\psi_{2s}^{(\pm)}(\chi_\beta) = k \left( \frac{1}{\kappa^3}, \frac{1}{\kappa^3} \mp \left[ \chi_\beta - \varepsilon_{\beta,2s}^{(\pm)} \right] \right).
\]

Comparing to the second lines of Eqs. (55) and (65), we can see that the expansion coefficients \(c_{2j}\) found in section II are equal to the values of \(\psi_{2s}^{(\pm)}(\chi_\beta)\) sampled at the discrete points \(\chi_\beta = 2j, j \in \mathbb{N}\) up to phases. Indeed, it was via this approach that we first found the solution Eq. (54) to Eq. (49). In Figs. 8 we plot the first five odd-parity eigenfunctions with the lowest eigenvalues for both positive and negative masses using \(\kappa = 2\) as a representative case. The limiting case \(\kappa \to \infty (1/m \to 0)\) is shown in FIG. 9.

C. Even Parity Solutions

In the \(\beta = 0\) limit, the energy eigenvalues for the even-parity states are obtained by demanding that the derivative of the wave-function vanish at \(x = 0\). Again, it is not clear whether this notion can be extended to the \(\beta \neq 0\) case with non-zero minimal length. Granted, we do have a wave-function with a continuous variable \(\chi_\beta = x/\Delta x_{\text{min}}\). However, as discussed in section IIB, only its values at the discrete points \(\chi_\beta = 2n + \lambda, n \in \mathbb{N}\), have physical meaning for each choice of \(\lambda \in [-1, 1]\), so taking the derivative with respect to \(\chi_\beta\) may be problematic.
Indeed, if we naively impose the condition
\[
\psi^{(\pm)}(\pm \epsilon) = \frac{d}{d\chi} \psi^{(\pm)}(\chi - \epsilon) \bigg|_{\chi=0} = 0
\]
and solve for \(\epsilon\), then the eigenvalues for the even-parity states that we found in the previous section will not be reproduced. This can be checked numerically, but can also be seen graphically. In FIG. 10 we plot the wave-functions
\[
\psi^{(\pm)}_{2s-1}(\chi) = k \left( \frac{1}{\kappa^3}, \frac{1}{\kappa^3} \mp \left[ \chi - \epsilon^{(\pm)}_{\beta,2s-1} \right] \right),
\]
for the \(\kappa = 2\) case using the eigenvalues found in section II. FIG. 11 shows the wave-functions in the \(\kappa = \infty\) limit. As is evident from these figures, the derivative of the ground state wave-function is non-zero at \(x = 0\). Despite this, the values of this wave-function sampled at \(\chi = 2j - 1\), \(j \in \mathbb{N}\), agree with the coefficients \(c_{2j-1}\) derived in section II.

The disagreement can also be deduced from the fact that the zeroes of \(\partial_\nu k(\kappa^{-3}, \nu)\) are separated by the zeroes of \(k(\kappa^{-3}, \nu)\), so there is only one zero of \(\partial_\nu k(\kappa^{-3}, \nu)\) between \(\nu = -2\) and \(\nu_1(\kappa)\), whereas there are two energy eigenvalues between \(-\epsilon^{(-)}_{\beta,2}\) and \(\epsilon^{(+)}_{\beta,2}\), namely \(-\epsilon^{(-)}_{\beta,1}\) and \(\epsilon^{(+)}_{\beta,1}\). Thus, there is a mismatch between the number of zeroes and the number of states. This situation is shown graphically in FIG. 12 for the \(\kappa = 2\) case.

Thus, for the even-parity case, imposing Eq. (90) will not give us the energy eigenvalues \(\epsilon^{(\pm)}_{\beta,2s-1}\). However, if we look at the excited state wave-functions in Figs. (10) and (11), we note that the derivative of the wave-functions at \(x = 0\) approaches zero as \(n\) is increased. This can also be seen in FIG. 12 where the zeroes of \(\Psi^{(\pm)}(-\epsilon)\) farther away from the origin agree better with the energy eigenvalues. So the derivative of the wave-function at \(x = 0\) deviates most from zero for the ground state, and the deviation is reduced as one looks at higher and higher excited states.

Physically, this can be understood as due to the existence of the minimal length “blurring out” the position of the origin \(x = 0\). This leads to “phase shifts” in the wave-functions, the most affected being the ground-state which has the largest probability amplitude at the origin. The higher excited states with smaller amplitudes at \(x = 0\) are less affected. And the odd-parity states, with zero probability amplitude at the origin, are not affected at all. This situation is similar to the Coulomb potential problem discussed in Ref. [14]. There, the energy eigenvalues of the \(s\)-wave states were affected non-perturbatively by the existence of the minimal length, while those for the \(\ell \geq 1\) states were not.
IV. CLASSICAL LIMIT

A. The classical equation of motion and its solution in the range $x \geq 0$

Let us now look at the classical limit of our problem to obtain a better understanding of our results. We assume that the classical limit of the deformed commutation relation, Eq. (1), is obtained by the usual correspondence between commutators and Poisson brackets:

$$\frac{1}{\hbar} [\hat{A}, \hat{B}] \rightarrow \{ A, B \}.$$  \hspace{1cm} (92)

Therefore, we have

$$\{ x, x \} = 0 \, ,$$
$$\{ p, p \} = 0 \, ,$$
$$\{ x, p \} = (1 + \beta p^2) \, .$$ \hspace{1cm} (93)

Our Hamiltonian was

$$H_1 = \frac{p^2}{2m} + F|x| \, , \quad F > 0 \, ,$$ \hspace{1cm} (94)

but if we restrict our attention to motion in the range $x \geq 0$ we can use

$$H_1' = \frac{p^2}{2m} + Fx \, , \quad F > 0 \, .$$ \hspace{1cm} (95)

Then, our equations of motion will be

$$\dot{x} = \{ x, H_1' \} = \frac{1}{m}(1 + \beta p^2) p \, ,$$
$$\dot{\theta} = \{ p, H_1' \} = -F(1 + \beta p^2) \, .$$ \hspace{1cm} (96)

Note that $\dot{x}$ and $p$ have opposite sign when the mass $m$ is negative. $\dot{\theta}$ is also always negative, due to our restriction of attention to the $x \geq 0$ region. Changing the variable from $p$ to $\theta$, Eq. (12), these equations become

$$\dot{x} = \frac{1}{m\sqrt{\beta}} [\tan \theta] = \frac{1}{2m\sqrt{\beta}} \frac{d}{d\theta} [\tan^2 \theta] \, ,$$
$$\dot{\theta} = -\sqrt{\beta} F \, .$$ \hspace{1cm} (97)

The equation for $\theta$ is trivially solved to yield

$$\theta(t) = -\sqrt{\beta} F \, ,$$ \hspace{1cm} (98)

where we have set the clock so that $\theta(0) = 0$ ($p(0) = 0$), that is, the particle is at the turning point at $t = 0$. The corresponding $t$-dependence of the momentum $p$ is

$$\dot{p}(t) = \frac{1}{\sqrt{\beta}} \tan \theta(t) = -\frac{1}{\sqrt{\beta}} \tan(\sqrt{\beta} F t) \, .$$ \hspace{1cm} (99)

Taking the ratio of $\dot{x}$ to $\dot{\theta}$ we find

$$\frac{\dot{x}}{\dot{\theta}} = \frac{dx}{d\theta} = -\frac{1}{2m\sqrt{\beta}} \frac{d}{d\theta} [\tan^2 \theta] \, ,$$ \hspace{1cm} (100)

which can be integrated to yield

$$x(\theta) = x_0 - \frac{1}{2m\sqrt{\beta}} \tan^2 \theta \, ,$$ \hspace{1cm} (101)

where $x_0$ is the turning point at which $Fx_0 = E$, the particle's total mechanical energy. Since $\theta(t) = -\sqrt{\beta} F t$ we obtain

$$x(t) = x_0 - \frac{1}{2m\sqrt{\beta}} \tan^2(\sqrt{\beta} F t) \, .$$ \hspace{1cm} (102)

It is straightforward to show that in the limit $\beta \to 0$ this solution reduces to

$$\lim_{\beta \to 0} x(t) = x_0 - \frac{1}{2} \left( \frac{F}{m} \right) t^2 \, ,$$
$$\lim_{\beta \to 0} p(t) = -F t \, .$$ \hspace{1cm} (103)

Note that $F/m$ is the acceleration, which can be either positive or negative depending on the sign of $m$. Rewriting Eq. (102) as

$$\frac{x(t)}{x_0} = 1 - \frac{1}{A} \tan^2(\sqrt{\beta} F t) \, , \quad A = 2m\beta E \, ,$$ \hspace{1cm} (104)

we plot this solution for various values of the dimensionless parameter $A = 2m\beta E$ in FIG. 13. Negative values of $A$ correspond to the negative mass case.

B. Continuation into the $x \leq 0$ range

1. Positive Mass Case

In the positive mass case, the particle starts out from $x = x_0$ at time $t = 0$, and will reach $x = 0$ at time

$$t = \frac{1}{\sqrt{\beta} F} \tan^{-1} \left( \sqrt{A} \right) = \frac{T_+}{4} \, ,$$ \hspace{1cm} (105)

at which point the motion will connect smoothly to the parity flipped solution for the range $x \leq 0$. The particle will oscillate back and forth between the positive and negative turning points with period $T_+$ as shown in FIG. 14.
FIG. 14. The solution to the classical equations of motion for various values of the parameter $A = 2m\beta E > 0$.

2. Negative Mass Case

When the mass is negative, the particle starts out from $x = x_0$ at time $t = 0$, and will reach $x = +\infty$ at time

$$t = \frac{\pi}{2\sqrt{\beta F}} = \frac{T_-}{4}. \quad (106)$$

As in the harmonic oscillator case discussed in Ref. [1], we assume that $x$-space is compactified at $x = \infty$ so that the particle will oscillate between the positive and negative turning points via $x = \infty$ with period $T_-$ as shown in FIG. 15.

Note that while the oscillation period depends on $A = 2m\beta E$ when the mass is positive, it is independent of $A = 2m\beta E$ when the mass is negative. See FIG. 16. We note that this independence of the period on the energy $E$ is a feature shared with the canonical harmonic oscillator. Given that the quantum mechanical versions of both have equally spaced energy eigenvalues, perhaps the two characteristics are connected. Note also that due to the finiteness (non-infiniteness) of $T_-$, the particle has non-zero probability of being at finite $x$. This can be understood as what makes bound states with discrete positive energy eigenvalues possible even when the mass is negative, effectively inverting the potential.

C. Classical Probabilities

As we have just seen, in the classical limit the particle bounces back and forth between the two turning points via $x = 0$ when the mass is positive, and via $x = \infty$ when
the mass is negative. Here, we calculate the classical probability densities in |x|- and |p|-spaces from which we calculate the classical uncertainties.

1. Positive Mass Case

For the positive mass case, we note that

$$\frac{T_+}{4} = \int_0^{T_+/4} dt = \int_{x_0}^{0} dx = \int_{0}^{\sqrt{\frac{\Lambda}{\beta}}} \frac{dp}{\hat{p}}, \quad (107)$$

for the first one-quarter period of oscillation from t = 0 to t = T_+/4. Thus, we can identify

$$P(x) = -\frac{4}{T_+ \hat{x}}, \quad \text{and} \quad \hat{P}(p) = -\frac{4}{T_+ \hat{p}}, \quad (108)$$

as the probability densities for the ranges 0 < x < x_0 and \(-\sqrt{\Lambda/\beta} < p < 0\), respectively. Simply replacing x and p with their absolute values in the final expressions will give us the probability densities in |x|- and |p|-spaces. This yields

$$\hat{P}(|p|) = \frac{1}{\sqrt{\beta}} \tan^{-1}(A) \left(\frac{1}{1 + \beta |p|^2}\right),$$

$$x_0P(|x|) = \frac{1}{2 \tan^{-1}(A)} \sqrt{\frac{A}{1 - \frac{|x|}{x_0}} \left[1 + A \left(1 - \frac{|x|}{x_0}\right)\right]}.$$  \(109\)

Note that |x| and |p| are restricted to the ranges 0 ≤ |x| ≤ x_0 and 0 ≤ |p| ≤ √Λ/β, respectively.

2. Negative Mass Case

For the negative mass case, we note

$$\frac{T_-}{4} = \int_0^{T_-/4} dt = \int_{x_0}^{\infty} \frac{dx}{\dot{x}} = \int_{0}^{-\infty} \frac{dp}{\hat{p}}, \quad (110)$$

FIG. 16. The dependence of the oscillation period T on the value of A = 2mβE. Note that T is independent of A when A is negative.

This yields

$$\hat{P}(|p|) = \frac{2}{\pi} \left(\frac{1}{1 + \beta |p|^2}\right),$$

$$x_0P(|x|) = \frac{1}{\pi} \sqrt{\frac{|x|}{x_0 - 1}} \left[1 + A \left(1 - \frac{|x|}{x_0}\right)\right].$$  \(112\)

In this case, the ranges of |x| and |p| are x_0 ≤ |x| and 0 ≤ |p|, respectively. That is, both ranges are infinite.

3. Uncertainties

The above probability distributions are plotted for several values of A, both positive and negative, in FIG. 17. Looking at the |x|-space distribution, we see the probability density diverges at |x| = x_0 so the particle has the highest probability of being found in the vicinity of the turning points. In the infinite (both positive and negative) mass limit, the distribution will become a δ-function located there.

For the positive mass case (A > 0), the ranges of both x and p are finite, so the expectations values of x^2 and

FIG. 17. The classical probability distributions in |p|- and |x|-spaces for several values of the parameter A = 2mβE.
\( p^2 \) are also finite. However, for the negative mass case \((A < 0)\) both ranges are infinite, and for large \(x\) and \(p\) we find
\[
\begin{align*}
P(|x|) & \sim |x|^{-3/2}, \quad \hat{P}(|p|) \sim |p|^{-2}, \quad (113)
\end{align*}
\]
that is
\[
\begin{align*}
x^2 P(|x|) & \sim |x|^{1/2}, \quad p^2 \hat{P}(|p|) \sim \text{constant}. \quad (114)
\end{align*}
\]
and it is clear that the expectation values of \(x^2\) and \(p^2\) will both diverge. Thus the divergences of \(\Delta x\) and \(\Delta p\) can be seen in the classical limit also.

4. Comparison with Quantum Probabilities

Let us compare the classical probability distributions derived above with the quantum ones to confirm that the distributions follow each other. Here, we only consider the negative mass case where \(\Delta x\) and \(\Delta p\) diverge.

To see the classical ↔ quantum correspondence, we note that
\[
\begin{align*}
|A| & = 2|m|\beta E = \varepsilon_\beta \kappa^3, \\
x_0 & = \frac{\hat{E}}{\hat{F}} = \varepsilon_\beta \Delta x_{\text{min}}, \\
x & = \left(\frac{x}{\Delta x_{\text{min}}}\right) \frac{1}{\varepsilon_\beta} = \left(\frac{x}{\Delta x_{\text{min}}}\right) \frac{\kappa^3}{|A|}. \quad (115)
\end{align*}
\]

The value of \(|A|\) that corresponds to the \(n\)-th negative-mass quantum state is
\[
|A_n^{(-)}| = \varepsilon_{\beta n}^(-) \kappa^3 = 1 + n\kappa^3, \quad (116)
\]
cf. Eq. (47). Since the eigenvalues of \(|\hat{x}\rangle\) are discretized to be integer multiples of \(\Delta x_{\text{min}}\), the ratio \(x/x_0\) should be replaced by
\[
\frac{x}{x_0} = \left(\frac{x}{\Delta x_{\text{min}}}\right) \frac{\kappa^3}{|A_n^{(-)}|} \to \frac{\kappa^3 k}{|A_n^{(-)}|}, \quad k \in \mathbb{N}, \quad (117)
\]
with
\[
\int \frac{dx}{x_0} \to \sum_k \frac{\kappa^3}{|A_n^{(-)}|}, \quad (118)
\]
and the discretized classical probabilities which correspond to the \(n\)-th quantum state become
\[
x_0 P(|x|) \to \frac{\kappa^3}{|A_n^{(-)}|} P(k \Delta x_{\text{min}}) = \frac{1}{n + \frac{1}{\kappa^3}} P(k \Delta x_{\text{min}}). \quad (119)
\]
This function should be compared to \(|c_k|^2\), where \(c_k\) are the expansion coefficients of section II. However, since every other \(c_k\) is zero, we will instead plot \(|c_k|^2/2\) only when it is non-zero for the ease of comparison. This is shown in FIG. 18 for the \(\kappa = 1, n = 50\) case. Comparison between the classical and quantum probability densities is also shown in \(p\)-space where the quantum probability distribution is obtained by using the \(\theta\)-space wave-functions from Eq. (60), and changing the variable to \(p = \tan \theta/\sqrt{3}\). As can be seen, smoothing out the quantum distributions will give us the classical ones.

V. SUMMARY AND CONCLUSIONS

In this paper, we work out the eigenvalues and eigenfunctions of the Hamiltonian \(\hat{H}_1\), Eq. (6), when the position and momentum operators are assumed to obey the deformed commutation relation Eq. (1). As in the harmonic oscillator case discussed in a previous publication [1], we find that \(\hat{H}_1\) allows for an infinite ladder of discrete positive eigenvalues, not just when the mass is positive, but also when the mass is negative. The energy eigenvalues for the negative mass case are evenly spaced. Calculating the uncertainties \(\Delta x\) and \(\Delta p\) for the corresponding eigenstates, we find that for the positive mass case \(\Delta x \sim 1/\Delta p\), and as \(1/m \to +0\) the uncertainties approach the curve given in Eq. (73). The same curve separated the positive- and negative-mass regions in \(\Delta p-\Delta x\) space for the harmonic oscillator [1]. However, if \(1/m\) is decreased through zero so that the mass turns negative, we find that, instead of the points \((\Delta p, \Delta x)\) continuing
on to smooth curves with a \( \Delta x \sim \Delta p \) behavior as in the harmonic oscillator case, both \( \Delta x \) and \( \Delta p \) diverge. Thus, the \( \Delta x \sim \Delta p \) behavior cannot be seen in the eigenstates of \( \tilde{H}_q \) with negative mass.\(^2\)

Taking the classical limit, we find that the time it takes for the negative-mass particle to reach infinity from the turning points is finite (non-infinite). Consequently, the particle has a finite (non-zero) probability to be found at finite \( x \). It also means that we must compactify \( x \)-space with an addition of the infinity point \( x = \infty \). These points can be understood as what make the existence of bound states with discrete energy eigenvalues possible even when the mass is negative.

Furthermore, calculating the moments of the classical probability densities in \( x \)- and \( p \)-spaces, we find that the uncertainties \( \Delta x \) and \( \Delta p \) diverge in the classical limit also. This is due to the tails of the probability distributions not falling fast enough as \( |x| \to \infty \) and \( |p| \to \infty \). Thus, though the negative-mass particle spends enough time near the turning points to allow for bound states, it does not spend enough time there to allow for finite \( \Delta x \).

A curious fact is that the classical period of oscillation of the negative-mass particle via \( x = \infty \) is independent of the particle energy. Together with the fact that the quantum energy eigenvalues are evenly spaced, this suggests either a direct connection between the negative-mass case and the canonical harmonic oscillator, or a common property shared between the two that would lead to this result. A related question would be whether ‘coherent states’ exist for the negative mass V-shaped potential where \( \langle x \rangle \) obeys the classical equation of motion, just as in the canonical harmonic oscillator case. Would such a state have finite \( \Delta x \) which would ‘localize’ it in some fashion? These points will be further explored in future publications.

Answering the question posed in the introduction, we find that the \( \Delta x \sim \Delta p \) behavior seen in the eigenstates of the negative-mass harmonic oscillator Hamiltonian [1] is not universal. Simply making the mass negative for other potentials will not necessarily lead to a similar behavior. Assuming the deformed commutation relation, Eq. (1), between \( \tilde{x} \) and \( \tilde{p} \) does not guarantee that \( \Delta x \sim \Delta p \) can be realized.

What if we looked at particles in other potentials? Consider the Hamiltonian
\[
\tilde{H}_q = \frac{\tilde{p}^2}{2m} + F|\tilde{x}|^q ,
\]
where the action of the operator \( |\tilde{x}|^q \) on an eigenstate of \( \tilde{x}^2 \) with eigenvalue \( \sigma^2 \) \((\sigma > 0)\) is assumed to be
\[
|\tilde{x}|^q |\sigma^2\rangle = \sigma^q |\sigma^2\rangle .
\]

Since this class of Hamiltonians reduce to \( \tilde{F}|\tilde{x}|^q \) when the mass is taken to infinity, in that limit the eigenstates of \( \tilde{H}_q \) will reduce to those of \( \tilde{x}^2 \) with uncertainties on the curve of Eq. (73). Thus an educated guess would be that \( \Delta x \sim 1/\Delta p \) for these Hamiltonians as well, as long as the mass is kept positive, and that the points \( (\Delta p, \Delta x) \) will follow trajectories similar to those shown in FIG. 6 which terminate on the Eq. (73) curve.

For the negative mass case, consider the classical limit in which the equation of motion in the range \( x \geq 0 \) will be given by
\[
\dot{x} = -\frac{1}{|m|} (1 + \beta p^2) p , \quad \dot{p} = -qF(1 + \beta p^2) x^{q-1} .
\]
Using the conservation of energy,
\[
E = -\frac{p^2}{2|m|} + Fx^q ,
\]
we can write \( x \) in terms of \( p \) and vice versa:
\[
x = \left[ \frac{1}{F} \left( E + \frac{p^2}{2|m|} \right) \right]^{1/q} \sim p^{2/q} ,
\]
\[
p = \sqrt{2|m| |Fx^q - E|} \sim x^{q/2} .
\]
Thus
\[
P(x) \sim \dot{x}^{-1} \sim p^{-3} \sim x^{-3q/2} ,
\]
\[
P(p) \sim p^{-1} \sim p^{-2} x^{1-q} \sim p^{-2(2-1/q)} ,
\]
and
\[
x^2 P(x) \sim x^{2-3q/2} ,
\]
\[
p^2 P(p) \sim p^{-2(1-1/q)} .
\]
So for the classical expectation values of \( x^2 \) and \( p^2 \) to be finite, we need
\[
2 < q .
\]

Since all potentials with \( q < 2 \) will have divergent \( \Delta x \) and \( \Delta p \) classically, this suggests that their quantum counterparts are also divergent, just as in the \( q = 1 \) case. The borderline \( q = 2 \) case seems exceptional. This corresponds to the harmonic oscillator discussed in Ref. [1] where we had \( x^2 P(x) \sim x^{-1} \) and \( p^2 P(p) \sim p^{-1} \). So the classical uncertainties for this case are log-divergent even though the quantum uncertainties are not. It turns out that for the harmonic oscillator, the asymptotic quantum probabilities in \( x \)- and \( p \)-spaces decay faster than their classical counterparts provided that the condition of Eq. (5) is satisfied, which was necessary for bound states to exist in the first place. These considerations imply that to look for the \( \Delta x \sim \Delta p \) behavior one should look at potentials with \( q \) larger than 2.

One final problem we would like to point out is the question of how the uncertainties \( \Delta x \) and \( \Delta p \) should be

\(^2\)We have explored the possibility of ‘regularizing’ these divergences by deforming the \( \theta \)-space integration into the upper complex plane. Unfortunately, this attempt lead to finite but negative values for \( \Delta x^2 \).
defined for a particle in the potential of Eq. (9), which corresponds to a particle bouncing in a uniform gravitational field with a rigid floor at \( x = 0 \) [11, 15, 21]. The energy eigenvalues for this problem are the same as the odd-parity states of \( \hat{H}_1 \), and the \( x/\Delta x_{\text{min}} \)-space eigenfunctions corresponding to the lowest five will be the same as those shown in FIG. 8. The eigenfunctions in the infinite mass limit will be as those shown in FIG. 9, with the particle localized at \( x/\Delta x_{\text{min}} = n \) for the \( n \)-th state. Unlike the V-shaped potential case, however, the wavefunction does not continue into the \( x < 0 \) region with a negative turning point at \( x/\Delta x_{\text{min}} = -n \) which shares in the localization. So a naive calculation of \( \Delta x \) for the infinite mass states would yield zero, in clear violation of Eq. (2). The crux of this problem seem to lie in how one should take into account the fuzziness of the location of the infinite potential wall at \( x = 0 \) in the presence of the minimal length. We have considered a variety of ways in which this problem may be avoided but are yet to find a satisfactory resolution. Here, we only allude to the existence of this problem and refrain from discussing it further.
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Appendix A: Review of the Canonical \( \beta = 0 \) Case

1. Solution in Coordinate Space

As mentioned in the main text, the eigenvalues and eigenstates of \( \hat{H}_1 \), Eq. (6), in the canonical \( \beta = 0 \) case are obtained by solving the Schrödinger equation for \( \hat{H}'_1 \), Eq. (8), in the region \( x \geq 0 \), and then imposing the boundary condition \( \psi'(0) = 0 \) or \( \psi(0) = 0 \) at \( x = 0 \) to obtain the parity even and odd states, respectively. The said Schrödinger equation is

\[
\left( -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + Fx \right) \psi(x) = E \psi(x) ,
\]

which possesses a characteristic length scale given by

\[
a = \left[ \frac{\hbar^2}{2mF} \right]^{1/3} .
\]

Defining dimensionless variable and eigenvalue by

\[
\chi \equiv \frac{x}{a}, \quad \varepsilon_a \equiv \left( \frac{2mE}{\hbar^2} \right) a^2 = \frac{E}{Fa} ,
\]

the above Schrödinger equation can be written as

\[
\frac{d^2}{d\chi^2} \psi - (\chi - \varepsilon_a) \psi = 0 .
\]

Further shifting the variable to \( \xi = \chi - \varepsilon_a \), we obtain

\[
\frac{d^2}{d\xi^2} \psi - \xi \psi = 0 ,
\]

the solution to which is the Airy function [31]:

\[
\psi(\xi) = \text{Ai}(\xi) = \frac{1}{\pi} \int_0^\infty \cos \left( \frac{1}{3} t^3 + \xi t \right) dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{(\frac{3}{2} t^2 + \xi t)} dt .
\]
The other solution linearly independent from $\text{Ai}(\xi)$ is the Airy function of the second kind
\[ \text{Bi}(\xi) = \frac{1}{\pi} \int_0^\infty \left[ \exp \left( -\frac{1}{3} t^3 + \xi t \right) + \sin \left( \frac{1}{3} t^3 + \xi t \right) \right] dt, \tag{A7} \]
which diverges as $\xi \to \infty$, as shown in FIG. 19, so is not normalizable.

2. Solution in Momentum Space

Before continuing on to determine the eigenvalues $\varepsilon_n$, it is instructive to see how the Schrödinger equation for $\hat{H}_1^\dagger$ can be solved in momentum space [31].

The Schrödinger equation for $\hat{H}_1^\dagger$ in momentum space is
\[ \left( \frac{p^2}{2m} + \hbar F \frac{d}{dp} \right) \tilde{\psi}(p) = E \tilde{\psi}(p). \tag{A8} \]

Using the length scale $a$ defined in Eq. (A2), we define the dimensionless variable
\[ \zeta = \frac{a p}{\hbar}. \tag{A9} \]

The momentum space Schrödinger equation in the variable $\zeta$ is
\[ \left( \zeta^2 + i \frac{d}{d\zeta} \right) \tilde{\psi}(\zeta) = \varepsilon_a \tilde{\psi}(\zeta), \tag{A10} \]
where $\varepsilon_a$ was defined in Eq. (A3). Being a first order differential equation, this can be solved easily to yield
\[ \tilde{\psi}(\zeta) = \exp \left[ i \left( \frac{\zeta^3}{3} - \varepsilon_a \zeta \right) \right], \tag{A11} \]
up to a normalization constant. To obtain the coordinate space wave-function in $\chi$, we must Fourier transform $\tilde{\psi}(\zeta)$.

The Fourier-Laplace transform of the above function requires integration along a contour which would render the integral finite and well-defined. For this, the real part of the argument of the exponential must go to negative infinity at the end-points of the contour, and there exist three possible contours which are shown in FIG. 20. Since there are three contours, integration along these contours gives us three functions, but only two of them are linearly independent since the integral along $C_0 + C_1 + C_2$ is clearly zero. Thus, though the momentum space Schrödinger equation is a first-order differential equation with only one solution, two linearly independent solutions in coordinate space are still obtained by Fourier-Laplace integrals along linearly independent contours.

The integration along $C_0$ can be deformed to lie along the real $\zeta$ axis and leads to the Airy function of the first kind:
\[ \frac{1}{2\pi} \int_{C_0} d\zeta \tilde{\psi}(\zeta) e^{i\chi \zeta} \]
\[ = \frac{1}{\pi} \int_0^\infty d\zeta \cos \left( \frac{\zeta^3}{3} + (\chi - \varepsilon_a)\zeta \right) \]
\[ = \text{Ai}(\chi - \varepsilon_a). \tag{A12} \]

It should be kept in mind that we are taking the limit in which the contour $C_0$ approaches the real $\zeta$ axis from above, and the integration should be understood as such. The Airy function of the second kind is a linear combination of the $C_1$ and $C_2$ integrals which can be deformed to lie along the real $\zeta$ and negative imaginary $\zeta$ axes:
\[ \frac{i}{2\pi} \left( \int_{C_2} - \int_{C_1} \right) d\zeta \tilde{\psi}(\zeta) e^{i\chi \zeta} \]
\[ = \frac{1}{\pi} \int_0^\infty d(i\zeta) \exp \left[ -\frac{(i\zeta)^3}{3} + (\chi - \varepsilon_a)(i\zeta) \right] \]
\[ + \frac{1}{\pi} \int_0^\\infty d\zeta \sin \left( \frac{\zeta^3}{3} + (\chi - \varepsilon_a)\zeta \right) \]
\[ = \text{Bi}(\chi - \varepsilon_a). \tag{A13} \]

3. Parity Even States

The boundary condition $\psi(\chi = 0) = 0$ translates to $\tilde{\psi}(\xi = -\varepsilon_a) = 0$, so $-\varepsilon_a$ must be a zero point of $\text{Ai}(\xi)$. Let $\alpha_n$, $n = 1, 2, 3, \ldots$, be the zero-points of $\text{Ai}(\xi)$ arranged in descending order, that is:
\[ \cdots < \alpha_3 < \alpha_2 < \alpha_1 < 0. \tag{A14} \]
They are all negative, and \( \alpha_n \) is encoded in Mathematica as \( \text{AiryAiZero}[n] \). Thus,

\[
\varepsilon_{a,2n} = -\alpha_n \to E_{2n} = -\frac{\hbar^2}{2ma^2}\alpha_n = -\alpha_n Fa \, .
\]

(A15)

Note that, despite the minus sign, these energies are positive since the \( \alpha_n \)'s are negative. These also give the energy eigenvalues for a particle in the half-potential Eq. (9). The corresponding eigenfunctions are

\[
\psi_{2n}(\chi) \propto \begin{cases} 
\text{Ai}(\chi + \alpha_n) & \text{for } \chi > 0 \\
-\text{Ai}(-\chi + \alpha_n) & \text{for } \chi < 0 
\end{cases}
\]

(A16)

Using the fact that \( \text{Ai}(\xi) \) is the solution to Eq. (A5), it is straightforward to show that

\[
\int_{-\infty}^{\infty} \left[ \text{Ai}(|\chi| + \alpha_n) \right]^2 \, d\chi = 2 \left[ \text{Ai}^\prime(\alpha_n) \right]^2 ,
\]

(A17)

where the prime denotes differentiation. The normalized eigenfunctions are therefore:

\[
\psi_{2n}(\chi) = \frac{\text{sign}(\chi)}{\sqrt{2|\text{Ai}^\prime(\alpha_n)|}} \text{Ai}(|\chi| + \alpha_n) .
\]

(A18)

The first five of these eigenfunctions are plotted in Fig. 21. If we change the variable back to \( x = a\chi \), then the wavefunction is

\[
\psi_{2n}(x) = \frac{\text{sign}(x)}{\sqrt{2a|\text{Ai}^\prime(\alpha_n)|}} \text{Ai} \left( \frac{|x|}{a} + \alpha_n \right) .
\]

(A19)

4. Parity Odd States

The boundary condition \( \psi'(\chi = 0) = 0 \) translates to \( \psi'(\xi = -\varepsilon_a) = 0 \), so \(-\varepsilon_a\) must be a zero point of \( \text{Ai}'(\xi) \). The graphs of \( \text{Ai}(\xi) \) and \( \text{Ai}'(\xi) \) are shown in FIG. 22. Let \( \beta_n, n = 1, 2, 3, \ldots \), be the zero-points of \( \text{Ai}'(\xi) \) arranged in descending order, that is:

\[
\cdots < \beta_3 < \beta_2 < \beta_1 < 0 .
\]

(A20)

These separate the zeroes of \( \text{Ai}(\xi) \):

\[
\beta_{n+1} < \alpha_n < \beta_n .
\]

(A21)

Thus,

\[
\varepsilon_{a,2n-1} = -\beta_n \to E_{2n-1} = -\frac{\hbar^2}{2ma^2}\beta_n = -\beta_n Fa .
\]

(A22)

The corresponding eigenfunctions are

\[
\psi_{2n-1}(\chi) \propto \begin{cases} 
\text{Ai}(\chi + \beta_n) & \text{for } \chi > 0 \\
\text{Ai}(-\chi + \beta_n) & \text{for } \chi < 0 
\end{cases}
\]

(A23)

Again, using the fact that \( \text{Ai}(\xi) \) is the solution to Eq. (A5), it is straightforward to show that

\[
\int_{-\infty}^{\infty} \left[ \text{Ai}(|\chi| + \alpha_n) \right]^2 \, d\chi = -2\beta_n \left[ \text{Ai}(\beta_n) \right]^2 .
\]

(A24)

The normalized eigenfunctions are therefore:

\[
\psi_{2n-1}(\chi) = \frac{1}{\sqrt{-2\beta_n |\text{Ai}(\beta_n)|}} \text{Ai}(|\chi| + \beta_n) .
\]

(A25)

The first five of these eigenfunctions are plotted in Fig. 23. If we change the variable back to \( x = a\chi \), then the wavefunction is

\[
\psi_{2n-1}(x) = \frac{1}{\sqrt{-2a\beta_n |\text{Ai}(\beta_n)|}} \text{Ai} \left( \frac{|x|}{a} + \beta_n \right) .
\]

(A26)

5. Expectation Values and Uncertainties

From the symmetry of the problem, it is clear that the expectation values of \( \hat{x} \) and \( \hat{p} \) for all the eigenstates of \( \hat{H}_1 \) are zero. To calculate the expectation values of \( \hat{x}^2 \) and \( \hat{p}^2 \), we will need the following relations:

\[
\int_{\alpha_n}^{\infty} d\xi \left[ \text{Ai}(\xi) \right]^2 = \int_{\alpha_n}^{\infty} d\xi \text{Ai}(\xi) \text{Ai}'(\xi)
\]
and
\[ \frac{\Delta x_1 \Delta p_1}{\hbar} = \sqrt{\frac{8(-\beta_1)^3 + 3}{45}} \approx 0.5046 > \frac{1}{2}. \quad (A32) \]
Note that:
\[ \begin{cases} a \to 0 & \text{as } mF \to \infty, \\ a \to \infty & \text{as } mF \to 0. \end{cases} \quad (A33) \]
Therefore,
\[ \begin{cases} \Delta x_n \to 0, \Delta p_n \to \infty & \text{as } mF \to \infty, \\ \Delta x_n \to \infty, \Delta p_n \to 0 & \text{as } mF \to 0. \end{cases} \quad (A34) \]

Appendix B: Sums involving the Bateman Function

The definition of the Bateman function is given in Eq. (50). Using Eq. (52), we find
\[ e^{i(\mu-\lambda)\tan \theta} = e^{i\mu \tan \theta} e^{-i\lambda \tan \theta} = \left[ \sum_{s=0}^{\infty} k_{2s}(\mu) e^{2ists} \right] \left[ \sum_{t=0}^{\infty} k_{2t}(\lambda) e^{-2ist} \right] = \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} k_{2s}(\mu) k_{2t}(\lambda) e^{2i(s-t)\theta}. \quad (B1) \]
Setting \( \mu = \lambda \) and integrating both sides of this relation from \( \theta = -\pi/2 \) to \( \theta = \pi/2 \), we find
\[ \pi = \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} k_{2s}(\mu) k_{2t}(\lambda) \int_{-\pi/2}^{\pi/2} d\theta e^{2i(s-t)\theta} \]
\[ = \pi \sum_{s=0}^{\infty} \left[ k_{2s}(\mu) \right]^2, \quad (B2) \]
which indicates that
\[ \sum_{s=0}^{\infty} \left[ k_{2s}(\mu) \right]^2 = 1. \quad (B3) \]
Next, using Eqs. (52) and (56), we find
\[ \left[ \frac{\mu}{\cos^2 \theta} e^{i\mu \tan \theta} \right] \left[ e^{-i\lambda \tan \theta} \right] = \left[ \sum_{s=0}^{\infty} (2s) k_{2s}(\mu) e^{2ists} \right] \left[ \sum_{t=0}^{\infty} k_{2t}(\lambda) e^{-2ist} \right] = \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} (2s) k_{2s}(\mu) k_{2t}(\lambda) e^{2i(s-t)\theta}. \quad (B4) \]
Setting \( \mu = \lambda \) and integrating from \( \theta = -\pi/2 \) to \( \theta = \pi/2 \), the right-hand-side becomes
\[ \pi \sum_{s=0}^{\infty} (2s) \left[ k_{2s}(\mu) \right]^2. \quad (B5) \]
The left-hand-side is however,
\[
\mu \int_{-\pi/2}^{\pi/2} \frac{d\theta}{\cos^2 \theta} = \infty,
\]
(B6)
due to the singularities at \(\theta = \pm \pi/2\). Therefore,
\[
\sum_{s=0}^{\infty} (2s) [k_{2s}(\mu)]^2 = \infty.
\]
(B7)
Similarly, we find
\[
\left[ \frac{\mu}{\cos^2 \theta} e^{i\mu \tan \theta} \right] \left[ \frac{\lambda}{\cos^2 \theta} e^{-i\lambda \tan \theta} \right]
= \left[ \sum_{s=0}^{\infty} (2s) k_{2s}(\mu) e^{2is\theta} \right] \left[ \sum_{t=0}^{\infty} (2t) k_{2t}(\lambda) e^{-2it\theta} \right]
= \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} (2s)(2t) k_{2s}(\mu) k_{2t}(\lambda) e^{2i(s-t)\theta}.
\]
(B8)
Setting \(\mu = \lambda\) and integrating from \(\theta = -\pi/2\) to \(\theta = \pi/2\) shows that
\[
\sum_{s=0}^{\infty} (2s)^2 [k_{2s}(\mu)]^2 = \infty.
\]
(B9)

**Appendix C: Benczik’s Solution**

Here, we review the approach used by Benczik in his Ph.D. thesis [15] to solve for the eigenvalues of a particle in the half potential, Eq. (9).

Using operators which obey the canonical commutation relation \([\hat{q}, \hat{p}] = i\hbar\), the operators which obey Eq. (1) can be expressed as
\[
\hat{x} = \hat{q} + \beta \frac{\beta^2 \hat{q} + \hat{q} \beta^2}{2},
\]
\[
\hat{p} = \hat{p}.
\]
(C1)
Following Benczik we use the representation
\[
\hat{q} = q, \quad \hat{p} = \frac{\hbar}{i} \frac{\partial}{\partial q},
\]
(C2)
in which case \(\hat{x}\) and \(\hat{p}\) are represented by
\[
\hat{x} = q \left( 1 - \hbar^2 \beta \frac{d^2}{dq^2} \right) - \hbar^2 \beta \frac{d}{dq},
\]
\[
\hat{p} = \frac{\hbar}{i} \frac{\partial}{\partial q}.
\]
(C3)
The last term in the expression for \(\hat{x}\) can be dropped at the expense of changing the weight function in the definition of the inner product, that is, we can use
\[
\hat{x} = q \left( 1 - \hbar^2 \beta \frac{d^2}{dq^2} \right)
\]
(C4)
without affecting the energy eigenvalues. Then the range \(x > 0\) corresponds to \(q > 0\) so the Schrödinger equation in that range is
\[
\hat{H} \psi = -\frac{\hbar^2}{2m} \frac{d^2 \psi}{dq^2} + F q \left( 1 - \hbar^2 \beta \frac{d^2}{dq^2} \right) \psi = E \psi,
\]
(C5)
or, changing the variable to the dimensionless \(\chi = q/a\), we have
\[
(1 + \kappa^2) \frac{d^2 \psi}{d\chi^2} - (\chi - \varepsilon_a) \psi = 0,
\]
(C6)
where \(\kappa = \hbar \sqrt{7}/a\), and \(\varepsilon_a = E/Fa\) as in the main text. When \(\chi \gg 1\), this equation is approximately
\[
\kappa^2 \frac{d^2 \psi}{d\chi^2} - \psi \approx 0,
\]
(C7)
to which the solutions are \(\psi(\chi) \sim e^{\pm \chi/\kappa}\). To obtain a normalizable solution, we must demand that the solution behave asymptotically as \(e^{-\chi/\kappa}\). Change variable again to \(s = 2(1 + \kappa^2 \chi)/\kappa^3\). Eq. (C6) becomes
\[
\frac{d^2 \psi}{ds^2} + \left( -\frac{1}{4} + \frac{\lambda}{s} \right) \psi = 0, \quad \lambda = \frac{1 + \kappa^2 \varepsilon_a}{2\kappa^3}.
\]
(C8)
This is a special form of Whittaker’s differential equation which is given by
\[
\frac{d^2 \psi}{ds^2} + \left( -\frac{1}{4} + \frac{\lambda}{s} - \frac{\mu^2 - (1/4)}{s^2} \right) \psi = 0.
\]
(C9)
The two linearly independent solutions are known as Whittaker’s functions and denoted \(M_{\lambda,\mu}(s)\) and \(W_{\lambda,\mu}(s)\). They are given by
\[
M_{\lambda,\mu}(s) = e^{-s/2} s^{\mu+1/2} \frac{1}{\Gamma(\mu + 1/2)} \frac{\Gamma(\mu + \lambda + 1/2)}{\Gamma(\mu + 1 + 1/2)} \frac{F_1(\mu - \lambda + 1/2; 2\mu + 1; s)}{F_1(\mu + 1/2; 2\mu + 1; s)}.
\]
(C10)
Here, \(F_1(\alpha; \gamma; z)\) is the confluent hypergeometric function of the first kind, while \(U(\alpha; \gamma; z)\) is the confluent hypergeometric function of the second kind, aka Kummer’s function of the second kind:
\[
U(\alpha; \gamma; z) = \frac{\pi}{\sin(\pi\gamma)} \left[ \frac{1}{\Gamma(\alpha - \gamma + 1)} \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha - \gamma + 1)} \frac{F_1(\alpha - \gamma + 1 + 1; 2 - \gamma; z)}{\Gamma(2 - \gamma)} \right].
\]
(C11)
When \(\gamma\) is a non-integer \(\frac{1}{2} F_1(\alpha; \gamma; z)\) and \(\frac{1}{2} \gamma F_1(\alpha - \gamma + 1; 2 - \gamma; z)\) can be taken to be the two linearly independent solutions to Kummer’s differential equation for hypergeometric functions. Then \(\gamma\) is an integer, however,
they are not independent, and we must use \( {}_1F_1(\alpha; \gamma; z) \) and \( U(\alpha; \gamma; z) \).\(^3\)

The asymptotic forms of \( M_{\lambda,\mu}(s) \) and \( W_{\lambda,\mu}(s) \) when \( s \ll 1 \) are

\[
M_{\lambda,\mu}(s) \sim \Gamma(2\mu + 1) \left[ \frac{e^{\text{i} \pi (\mu - \lambda + \frac{1}{2})}}{\Gamma(\mu + \lambda + \frac{1}{2})} e^{-s/2} s^{\lambda} \right. \\
+ \left. \frac{1}{\Gamma(\mu - \lambda + \frac{1}{2})} e^{s/2} s^{-\lambda} \right],
\]

\[
W_{\lambda,\mu}(s) \sim e^{-s/2} s^{\lambda},
\]

(C12)

so the solution with the correct asymptotic form is \( W_{\lambda,\mu}(s) \). The function \( W_{\lambda,\mu}(s) \) has the property \( W_{\lambda,\mu}(s) = W_{\lambda,-\mu}(s) \), so the sign of \( \mu \) is not important. Choosing \( \mu = -\frac{1}{2} \) to recover Eq. (C8), we obtain

\[
\psi(s) \propto W_{\lambda,-\frac{1}{2}}(s) = e^{-s/2} U(-\lambda;0;s).
\]

(C13)

Since \( \chi = 0 \) corresponds to \( s = 2/\kappa^3 \), the boundary condition we must impose is

\[
U(-\lambda;0;2/\kappa^3) = 0.
\]

(C14)

This will determine the allowed values of \( \lambda \), which in turn will determine the energy eigenvalues.

---

\(^3\) In Mathematica, they are encoded as \( \text{Hypergeometric1F1}[a,b,z] \) and \( \text{HypergeometricU}[a,b,z] \).
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