Differentially private partition selection

Abstract: Many data analysis operations can be expressed as a GROUP BY query on an unbounded set of partitions, followed by a per-partition aggregation. To make such a query differentially private, adding noise to each aggregation is not enough: we also need to make sure that the set of partitions released is also differentially private.

This problem is not new, and it was recently formally introduced as differentially private set union \([\text{GGK}^+20]\). In this work, we continue this area of study, and focus on the common setting where each user is associated with a single partition. In this setting, we propose a simple, optimal differentially private mechanism that maximizes the number of released partitions. We discuss implementation considerations, as well as the possible extension of this approach to the setting where each user contributes to a fixed, small number of partitions.

1 Introduction

Suppose that a centralized service collects information on its users, and that an engineer wants to understand the prevalence of different device models among the users. They could run a SQL query similar to the following.

\[
\text{SELECT } \\
\quad \text{device_model, } \\
\quad \text{COUNT(UNIQUE user_id)} \\
\text{FROM database} \\
\text{GROUP BY device_model}
\]

Many common data analysis tasks follow a simple structure, similar to this example query: a GROUP BY operation that defines a set of partitions (here, device models), followed by one or several aggregations. To make such a query differentially private, it is not enough to add noise to each count. Indeed, in the example above, suppose that a device model is particularly rare, and that a single user is associated to this device model. The presence or absence of this user determines whether this partition appears in the output: even if the count is noisy, the differential privacy property is not satisfied. Thus, in addition to the counts, the set of partitions present in the output must also be differentially private.

There are two main ways of ensuring this property. A first option is to determine the set of output partitions in advance, without looking at the private data. In this case, even if some of the partitions do not appear in the private data, they must still be returned, with noise added to the zero value. Conversely, if the private data has partitions that do not appear in the predefined list, they must be dropped from the output. This option is feasible when grouping users by some fixed categories, or if partitions can only take a small number of predefined values.

However, this is not always the case. Text-based partitions like search queries or user agents might take arbitrary values, and often cannot be known without access to the private dataset. Furthermore, when building a generic DP engine, usability is paramount, and requiring users to annotate their dataset with all possible values that can be taken by a given field is a significant burden. This makes a second option attractive: generating the list of partitions from the private data itself, in a differentially private way. This problem was formally introduced in \([\text{GGK}^+20]\) as differentially private set union. Each user is associated with one or several partitions, and the goal is to release as many partitions as possible while making sure that the output is differentially private.

In \([\text{GGK}^+20]\), the main motivation to study this set union primitive is natural language processing; the discovery of words and n-grams is essential to these tasks, and can be modeled as a set union problem. In this context, each user can contribute to many different partitions. In the context of data analysis queries, however, it is common that each contributes only to a small number of partitions, often just one. This happens when the partition is a characteristic of each user, for example demographic attributes or the answer to a survey. In the above SQL query example, if the user ID is a device identifier, each contributes to at most one device model.
In this work, we focus on this particular single-contribution case, and provide an optimal partition selection strategy for this special case. More specifically, we show that there is a fundamental upper bound on the probability of returning a partition associated with \( k \) users, and present an algorithm that achieves this bound.

This paper is structured as follows. After discussing prior work in more detail and introducing definitions, we present a partition selection mechanism for the case where each user contributes to one partition, and prove its optimality. We then discuss possible extensions to cases where each user contributes to multiple partitions as well as implementation considerations.

1.1 Prior work

In this section, we review existing literature on the problem of releasing a set of partitions from an unbounded set while satisfying differential privacy. This did not get specific attention until \([GGK^{+}20]\), but the first algorithm that solves it was introduced in \([KKMN09]\), for the specific context of privately releasing search queries. This algorithm works as follows: build a histogram of all partitions, count unique users associated with each partition, add Laplace noise to each count, and keep only those whose counts are above a fixed threshold. The scale of the noise and the value of the threshold determine \( \varepsilon \) and \( \delta \). This method is simple and natural; it was adapted to work in more general-purpose query engines in \([WZL^{+}19]\).

In \([GGK^{+}20]\), the authors focus on the more general problem of differentially private set union. The main use case for this work is word and n-gram discovery in Natural Language Processing: data used in training models must not leak private information about individuals. In this context, each user potentially contributes to many elements; the sensitivity of the mechanism can be high. The authors propose two strategies applicable in this context. First, they use a weighted histogram so that if a user contributes to fewer elements than the maximum sensitivity, these elements can add more weight to the histogram count. Second, they introduce policies that determine which elements to add to the histogram depending on which histogram counts are already above the threshold. These strategies obtain significant utility improvements over the simple Laplace-based strategy.

In this work, in contrast to \([GGK^{+}20]\), we focus on the low-sensitivity use case: each user contributes to exactly one element. This different setting is common in data analysis: when the GROUP BY key partitions the set of users in distinct partitions, each user can only contribute to one element to the set union. Choosing the contributions of each user is therefore not relevant; the only question is to optimize the probability of releasing each element in the final result. For this specific problem, we introduce an optimal approach, which maximizes this probability.

Public partitions

When the domain of possible partitions is known in advance and considered public data, no partition selection is necessary. This assumption is typically made implicitly in existing work on histogram publication, either by assuming that the domain is known exactly and not too large \([HRMS09, DWHL11, XWG10, XXFG12, ACC12, XZX^{+}13, ZCP^{+}17]\), or that the attributes are numeric and bounded \([LXJ14]\). In the former case, no partition selection is necessary: the strategy usually revolves around grouping known partitions together to limit the impact of the noise. In the latter case, the possible partitions are also indirectly known in advance (all possible intervals in a fixed numerical range), and the problem is to find which intervals to use to slice the data. With such pre-existing knowledge about the partitions, our approach does not provide any benefit.

Domain of fixed size

When the domain does not conform to one of the assumptions described above, the data domain might still be a subset of some large domain. For example, integer attributes are typically stored using 64 bits. Similarly, it is reasonable to assume that search queries or URLs are strings whose size is bounded by some large number.

We can use this fact to perform partition selection by adding noise to all possible partitions, including the ones that do not contain any data, and only return the ones that are above a given threshold. This process can be simulated in an efficient way, without actually enumerating all partitions \([CPST11]\). Other methods might be possible; for example, one could imagine simulating the sparse vector technique \([DNR^{+}09]\) or one of its multiple-queries variants \([DR14, LC14, LSL16, KMS20]\) to ask the number of users in all possible partitions, while ignoring the privacy cost of answers below a threshold.

We are not aware of any work using these techniques for the specific problem of partition selection. We also postulate that they are likely to fail for ex-
and for all sets $D$ and $U$ let

\[ \text{Definition 2 (Differentially private partition selection). Let } U \text{ be a universe of partitions, possibly infinite. A partition selection mechanism is a mechanism } M \text{ that takes a database } D \text{ in which each user } i \text{ contributes a subset } W_i \subseteq U \text{ of partitions, and outputs a subset } M(D) \subseteq \cup_i W_i. \]

The problem of differentially private partition selection consists in finding a mechanism $M$ that outputs as many partitions as possible while satisfying $(\varepsilon, \delta)$-differential privacy.

In the main section of this paper, we assume that each user contributes to only one partition ($|W_i| = 1$ for all $i$). We first study the simplified problem of considering each partition independently. The only question then is: with which probability do we release this partition? And the strategy can simply be reduced to a function associating the number of users in a partition with the probability of keeping the partition. After finding an optimal primitive for this simpler problem, we show that it is actually optimal in a stronger sense, even among mechanisms that consider all partitions simultaneously.

\[ \text{Definition 3 (Partition selection primitive). A partition selection primitive is a function } \pi : \mathbb{N} \rightarrow \{\text{drop, keep}\}, \text{ defined by:} \]

\[ \rho_{\pi}(n) = \begin{cases} \text{drop} & \text{with probability } 1 - \pi(n) \\ \text{keep} & \text{with probability } \pi(n) \end{cases} \]

is $(\varepsilon, \delta)$-differentially private.

Note that partitions associated with no users are not present in the input data, so the probability of releasing them has to be 0: the definition requires $\pi(0) = 0$.

\section{Main result}

In this section, we define an $(\varepsilon, \delta)$-DP partition selection primitive $\pi_{\text{opt}}$ and prove that the corresponding partition selection strategy is optimal. In this context, optimal means that it maximizes the probability of releasing a partition with $n$ users, for all $n$.

\[ \text{Definition 4 (Optimal partition selection primitive). A partition selection primitive } \pi_{\text{opt}} \text{ is optimal for } (\varepsilon, \delta)-\text{DP if it is } (\varepsilon, \delta)-\text{DP, and if } \text{for all } (\varepsilon, \delta)-\text{DP partition selection primitives } \pi \text{ and all } n \in \mathbb{N}:} \]

\[ \pi(n) \leq \pi_{\text{opt}}(n). \]

We introduce our main result, then we prove it in two steps: we first prove that the optimal partition selection

---

1 Also called differentially private set union [GGK+20].
primitive can be obtained recursively, then derive the closed-form formula of our main result from the recurrence relation.

**Theorem 1** (General solution for \( \pi_{\text{opt}} \)). Let \( \varepsilon > 0 \) and \( \delta \in (0, 1) \). Defining:

\[
\begin{align*}
    n_1 & = 1 + \left\lfloor \frac{1}{\varepsilon} \ln \left( \frac{e^{\varepsilon} + 2\delta - 1}{(e^{\varepsilon} + 1)\delta} \right) \right\rfloor, \\
    n_2 & = n_1 + \left\lfloor \frac{1}{\varepsilon} \ln \left( 1 + \frac{e^{\varepsilon} - 1}{\delta} (1 - \pi_{\text{opt}}(n_1)) \right) \right\rfloor,
\end{align*}
\]

and \( m = n - n_1 \), the partition selection primitive \( \pi_{\text{opt}} \) defined by:

\[
\begin{align*}
    - \pi_{\text{opt}}(n) & = \frac{e^{\varepsilon}-1}{e^{\varepsilon}+1} \cdot \delta \text{ if } n \leq n_1, \\
    - \pi_{\text{opt}}(n) & = \left( 1 - e^{-m\varepsilon}\right) \left(1 + \frac{\delta}{e^{\varepsilon}-1}\right) + e^{-m\varepsilon}\pi_{\text{opt}}(n_1) \text{ if } n > n_1 \text{ and } n \leq n_2, \\
    - 1 & \text{ otherwise}
\end{align*}
\]

is optimal for \((\varepsilon, \delta)\)\(-DP\).

These formulas assume \( \varepsilon > 0 \) and \( \delta > 0 \). We also cover the special cases where \( \varepsilon = 0 \) or \( \delta = 0 \).

**Theorem 2** (Special cases for \( \pi_{\text{opt}} \)).

1. If \( \delta = 0 \), partition selection is impossible: the optimal partition selection primitive \( \pi_{\text{opt}} \) for \((\varepsilon, 0)\)-\(DP\) is defined by \( \pi_{\text{opt}}(n) = 0 \) for all \( n \).

2. If \( \varepsilon = 0 \), the optimal partition selection primitive \( \pi_{\text{opt}} \) for \((0, \delta)\)-\(DP\) is defined by \( \pi_{\text{opt}}(n) = \min(1, n\delta) \) for all \( n \).

**2.1 Recursive construction**

How do we construct a partition selection primitive \( \pi \) so that the partition is output with the highest possible probability under the constraint that \( \pi \) is \((\varepsilon, \delta)\)-\(DP\)? Using the definition of differential privacy, the following inequalities must hold for all \( n \in \mathbb{N} \).

\[
\begin{align*}
    \pi(n + 1) & \leq e^{\varepsilon} \pi(n) + \delta \quad (1) \\
    \pi(n) & \leq e^{\varepsilon} \pi(n + 1) + \delta \quad (2) \\
    (1 - \pi(n + 1)) & \leq e^{\varepsilon} (1 - \pi(n)) + \delta \quad (3) \\
    (1 - \pi(n)) & \leq e^{\varepsilon} (1 - \pi(n + 1)) + \delta. \quad (4)
\end{align*}
\]

These inequalities are not only necessary, but also sufficient for \( \pi \) to be \( DP \). Thus, the optimal partition selection primitive can be constructed by recurrence, maximizing each value while still satisfying the inequalities above. As we will show, only inequalities \((1)\) and \((4)\) above need be included in the recurrence relationship.

The latter can be rearranged as:

\[
\pi_{\text{opt}}(n + 1) \leq 1 - e^{-\varepsilon}(1 - \pi_{\text{opt}}(n) - \delta)
\]

which leads to the following recursive formulation for \( \pi_{\text{opt}} \).

**Lemma 1** (Recursive solution for \( \pi_{\text{opt}} \)). Given \( \delta \in [0, 1] \) and \( \varepsilon \geq 0 \), \( \pi_{\text{opt}} \) satisfies the following recurrence relationship: \( \pi_{\text{opt}}(0) = 0 \), and for all \( n \geq 0 \):

\[
\pi_{\text{opt}}(n + 1) = \min(1, \left(1 - e^{-\varepsilon}(1 - \pi_{\text{opt}}(n) - \delta) + \delta\right)) 
\]

**Proof.** Let \( \pi_0 \) be defined by recurrence as above; we will prove that \( \pi_0 = \pi_{\text{opt}}. \)

First, let us show that \( \pi_0 \) is monotonic. Fix \( n \in \mathbb{N} \). It suffices to show for each argument of the min function in \((5)\) is larger than \( \pi_0(n) \).

**First argument.** Since \( \varepsilon \geq 0 \) implies \( e^{\varepsilon} \geq 1 \) and \( \delta \geq 0 \), we trivially have \( e^{\varepsilon}(n + \delta) \geq \pi_0(n) \).

**Second argument.** We have:

\[
1 - e^{-\varepsilon}(1 - \pi_0(n) - \delta) = 1 - e^{-\varepsilon}(1 - \pi_0(n)) + e^{-\varepsilon}\delta \\
\geq 1 - (1 - \pi_0(n)) = \pi_0(n)
\]

using that \( 1 - \pi_0(n) \geq 0 \) since \( \pi_0(n) \leq 1 \) by \((5)\).

**Third argument.** This is immediate given \((5)\) and the fact that \( \pi_0(0) = 0 \).

It follows that \( \pi_0(n + 1) \geq \pi_0(n) \).

Because \( \pi_0 \) is monotonic, it immediately satisfies inequalities \((2)\) and \((3)\), and inequalities \((1)\) and \((4)\) are satisfied by definition.

Since \( \pi_0 \) satisfies all four inequalities above, it is \((\varepsilon, \delta)\)-\(DP\). Its optimality follows immediately by recurrence: for each \( n + 1 \), if \( \pi(n + 1) > \pi_{\text{opt}}(n + 1) \), it cannot be \((\varepsilon, \delta)\)-\(DP\), as one of the inequalities above is not satisfied: \( \pi_0 \) is the fastest-growing \( DP \) partition selection strategy, and therefore equal to \( \pi_{\text{opt}}. \)

Note that the special cases for \( \pi_{\text{opt}} \) in Theorem 2 can be immediately derived from Lemma 1.

**2.2 Derivation of the closed-form solution**

Let us now show that the closed-form solution of Theorem 1 can be derived from the recursive solution in 1.

First, we show that there is a crossover point \( n_1 \), below which only the first term of the recurrence relation
Lemma 2. Assume $\varepsilon > 0$ and $\delta > 0$. There are crossover points $n_1, n_2 \in \mathbb{N}$ such that $0 < n_1 \leq n_2$ and
- $\pi_{opt}(n) = 0$ if $n = 0$,
- $\pi_{opt}(n) = \pi_{opt}(n - 1) e^\varepsilon + \delta$ if $n > 0$ and $n \leq n_1$,
- $\pi_{opt}(n) = 1 - e^{-\varepsilon} (1 - \pi_{opt}(n - 1) - \delta)$ if $n > n_1$ and $n \leq n_2$,
- $\pi_{opt}(n) = 1$ otherwise.

Proof. We consider the arguments in the min statement in (5), substituting $x$ for $\pi_{opt}(n)$:
\[
\begin{align*}
\alpha_1(x) &= e^\varepsilon x + \delta \\
\alpha_2(x) &= 1 - e^{-\varepsilon} (1 - x - \delta) \\
\alpha_3(x) &= 1
\end{align*}
\]
This substitution allows us to work directly in the space of probabilities instead of restricting ourselves to the sequence $(\pi_{opt}(n))_{n=0}^{\infty}$. Taking the first derivative of these functions yields:
\[
\begin{align*}
\alpha_1'(x) &= e^\varepsilon \\
\alpha_2'(x) &= e^{-\varepsilon} \\
\alpha_3'(x) &= 0
\end{align*}
\]
Since the derivative of $\alpha_1(x) - \alpha_2(x)$ is $e^\varepsilon - e^{-\varepsilon} > 0$, there exists at most one crossover point $x_1$ such that $\alpha_1(x) < \alpha_2(x)$ for all $x < x_1$, $\alpha_2(x_1) = \alpha_1(x_1)$, and $\alpha_1(x) > \alpha_2(x)$ for all $x > x_1$. Setting $\alpha_1(x) = \alpha_2(x)$ and solving for $x$ yields:
\[
e^\varepsilon x + \delta = 1 - e^{-\varepsilon} (1 - x - \delta)
\]
which leads to:
\[
e^\varepsilon x - e^{-\varepsilon} x = 1 - \delta - e^{-\varepsilon} (1 - x - \delta)
\]
and finally:
\[
x_1 = (1 - \delta) \cdot \frac{1 - e^{-\varepsilon}}{e^\varepsilon - e^{-\varepsilon}}.
\]
Since the derivative of $\alpha_2(x) - \alpha_3(x)$ is $e^{-\varepsilon} > 0$, there exists at most one crossover point $x_2$ such that $\alpha_2(x) < \alpha_3(x)$ for all $x < x_2$, $\alpha_2(x_2) = \alpha_3(x_2)$, and $\alpha_2(x) > \alpha_3(x)$ for all $x > x_2$. Setting $\alpha_2(x) = \alpha_3(x)$ and solving for $x$ yields:
\[
x_2 = 1 - \delta.
\]
From the formulas for $x_1$ and $x_2$, it is immediate that $0 < x_1 < x_2 < 1$. As such, the interval $[0, 1]$ can be divided into three non-empty intervals:
1. On $[0, x_1]$, $\alpha_1(x)$ is the active argument of $\min(\alpha_1(x), \alpha_2(x), \alpha_3(x))$.
2. On $[x_1, x_2]$, $\alpha_2(x)$ is the active argument of $\min(\alpha_1(x), \alpha_2(x), \alpha_3(x))$.
3. On $[x_2, 1]$, $\alpha_3(x)$ is the active argument of $\min(\alpha_1(x), \alpha_2(x), \alpha_3(x))$.

The existence of the crossover points is not enough to prove the lemma; we must also show that these points are reached in a finite number of steps. For all $n \geq 1$ such that $\pi_{opt}(n) \neq 1$, we have:
\[
\pi_{opt}(n) - \pi_{opt}(n - 1) = \min\left(1 - e^{-\varepsilon} (1 - \pi_{opt}(n - 1) - \delta), e^{-\varepsilon} \pi_{opt}(n - 1) + \delta\right).
\]
Since $\pi_{opt}(n) - \pi_{opt}(n - 1)$ is bounded from below by a strictly positive constant $e^{-\varepsilon} \delta$, the sequence achieves the maximal probability 1 for finite $n$.

This allows us to derive the closed-form solution for $n < n_1$ and for $n_1 \leq n < n_2$ stated in Theorem 1.

Lemma 3. Assume $\varepsilon > 0$ and $\delta \leq 0$. If $n \leq n_1$, then $\pi_{opt}(n) = \frac{e^\varepsilon}{n+1} \cdot \delta$. If $n_1 \leq n < n_2$, then denoting $m = n - n_1$:
\[
\pi_{opt}(n) = \left(1 - e^{-m\varepsilon}\right) \left(1 + \frac{\delta}{e^\varepsilon - 1}\right) + e^{-m\varepsilon} \pi_{opt}(n_1).
\]

Proof. For $n < n_1$, expanding the recurrence relation yields:
\[
\pi_{opt}(n) = \pi_{opt}(n - 1) e^\varepsilon + \delta = \delta \sum_{k=0}^{n-1} e^{k\varepsilon} = \frac{e^{n\varepsilon} - 1}{e^\varepsilon - 1} \cdot \delta.
\]

For $n_1 \leq n < n_2$, denoting $m = n - n_1$, expanding the recurrence relation yields:
\[
\pi_{opt}(n) = 1 - e^{-\varepsilon} (1 - \pi_{opt}(n - 1) - \delta) = (1 - e^{-\varepsilon} + \delta e^{-\varepsilon}) \sum_{k=0}^{m-1} e^{-k\varepsilon} e^{-m\varepsilon} \pi_{opt}(n_1) = (1 - e^{-\varepsilon}) \left(1 + \frac{\delta}{e^\varepsilon - 1}\right) + e^{-m\varepsilon} \pi_{opt}(n_1).
\]
Lemma 4. The first crossover point \( n_1 \) is:
\[
n_1 = 1 + \frac{1}{\varepsilon} \ln \left( \frac{e^\varepsilon + 2\delta - 1}{\delta(e^\varepsilon + 1)} \right)
\]  
(6)

Proof. Using the formula for \( x_1 \) in the proof of Lemma 2, we see that \( \pi_{\text{opt}} (n-1) \leq x_1 \) whenever:
\[
\frac{e^{(n-1)\varepsilon} - 1}{e^\varepsilon - 1} \cdot \delta \leq 1 - \delta \n\]
Rearranging terms, we can rewrite this inequality as:
\[
n \leq 1 + \frac{1}{\varepsilon} \ln \left( \frac{(1 - \delta)(e^\varepsilon - 1) + 1}{\delta(e^\varepsilon + 1)} \right)
\]
\[
= 1 + \frac{1}{\varepsilon} \ln \left( \frac{e^\varepsilon + 2\delta - 1}{\delta(e^\varepsilon + 1)} \right)
\]
Since \( n \) is an integer, the supremum value defining \( n_1 \) is achieved by taking the floor of the right-hand side of this inequality, which concludes the proof. \( \square \)

Lemma 5. The second crossover point \( n_2 \) is:
\[
n_2 = n_1 + \frac{1}{\varepsilon} \ln \left( \frac{e^\varepsilon - 1}{1 - \pi_{\text{opt}} (n_1)} \right)
\]

Proof. We want to find the maximal \( m \) such that:
\[
(1 - e^{-mc}) \left( 1 + \frac{\delta}{e^\varepsilon - 1} \right) + e^{-mc} \pi_{\text{opt}} (n_1) \leq 1.
\]
We can rewrite this condition into:
\[
e^{-mc} \left( 1 + \frac{\delta}{e^\varepsilon - 1} - \pi_{\text{opt}} (n_1) \right) \leq \frac{-\delta}{e^\varepsilon - 1}
\]
which leads to:
\[
e^{mc} \leq \frac{e^\varepsilon - 1}{\delta} \left( 1 + \frac{\delta}{e^\varepsilon - 1} - \pi_{\text{opt}} (n_1) \right)
\]
\[
\leq 1 + \frac{e^\varepsilon - 1}{\delta} (1 - \pi_{\text{opt}} (n_1))
\]
and finally:
\[
m \leq \frac{1}{\varepsilon} \ln \left( 1 + \frac{e^\varepsilon - 1}{\delta} (1 - \pi_{\text{opt}} (n_1)) \right)
\]
since \( m \) must be an integer, we take the floor of the right-hand side of this inequality to obtain the result. \( \square \)

2.3 More generic optimality result

Theorem 1 provides an optimal partition selection primitive in the sense of Definition 4, a mechanism using this primitive on each partition separately is optimal among the class of mechanisms that consider every partition separately. The mechanism cannot use auxiliary knowledge about relationships within partitions, and the decision for a given partition cannot depend on the data in other partitions. Can we extend the optimality result to a larger class of algorithms, that take the full list of partitions as input?

We can answer that question in the affirmative, in the particular case where each user contributions a single partition. First, we need to define what optimality means in a more general context. Recall that a partition selection mechanism takes a database \( D \) in which each user contributes a subset \( W_i \subset U \) of partitions, and outputs a subset \( M(D) \subseteq \cup_i W_i \). The goal is to output as many partitions as possible, which we capture by maximizing the expected value of the number of output partitions.

Definition 5 (Optimal partition selection mechanism).
A partition selection mechanism \( M \) is optimal for \((\varepsilon,\delta)\)-DP and sensitivity \( \kappa \) if it is \((\varepsilon,\delta)\)-DP, and if for all \((\varepsilon,\delta)\)-DP partition selection mechanisms \( M' \), and all databases \( D \) in which each user contributes at most \( \kappa \) partitions:
\[
\mathbb{E} \left[ |M'(D)| \right] \leq \mathbb{E} \left[ |M(D)| \right].
\]

We can now prove our more generic optimality result.

Theorem 3. Let \( M_{\text{opt}} \) be the partition selection mechanism that, on input \( D \), returns each partition \( k \) with probability \( \pi_{\text{opt}} (\{i \mid W_i = \{k\}\}) \). Then \( M_{\text{opt}} \) is optimal for \((\varepsilon,\delta)\)-DP and sensitivity \( 1 \).

Proof. Let \( M \) be a partition selection mechanism. Since we assume that every user contributes to at most one partition (\( \kappa = 1 \)), it is equivalent to consider the input of \( M \) to be the histogram \((n_i)_{i \in U} \), where \( n_i \) is the number of users associated to partition \( i \). Of course, if \( n_k = 0 \) for some \( k \), then \( k \) must not be in the output set.

Now, for a given partition \( k \), fix all values of the histogram except \( n_k = n \), and denote \( f(n) = \mathbb{P} \left[ k \in M \left( (n_i)_{i \in U} \right) \right] \). Then \( f(n) \) must satisfy inequalities 1 to 3 from Section 2.1 in order for \( M \) to be \((\varepsilon,\delta)\)-DP. Then, by Theorem 1, \( f(n) \leq \pi_{\text{opt}} (n) \). Now, for a given input \((n_i)_{i \in U} \), the expected size of the output set
is given by:

$$\sum_{k \in U} \mathbb{P} [k \in M ((n_i)_i \in U)]$$

which is bounded by $\sum_{k \in U} \pi_{opt} (n_k)$. This is exactly the expected output size obtained with $M_{opt}$, which concludes the proof.

3 Thresholding interpretation

In this section, we show that modulo a minor change in $\varepsilon$ or $\delta$, the optimal partition selection primitive $\pi_{opt}$ can be interpreted as a noisy thresholding operation, similar to the Laplace-based strategy, but using a truncated version of the geometric distribution. We first define this distribution, then we use it to prove this second characterization of $\pi_{opt}$.

Definition 6 ($k$-TSGD). Given $p \in (0, 1)$ and $k \in \mathbb{N}$ such that $k \geq 1$, the $k$-truncated symmetric geometric distribution ($k$-TSGD) of parameter $p$ is the distribution defined on $\mathbb{Z}$ such that:

$$\mathbb{P} [X = x] = \begin{cases} c \cdot (1 - p)^{|x|} & \text{if } x \in [-k, k] \cap \mathbb{Z} \\ 0 & \text{otherwise} \end{cases}$$

(7)

where $c = \frac{1}{1 + (1 - p)^2 (1 - p)^{|x|}}$ is a normalization constant ensuring that the total probability is 1.

This distribution can also be obtained by taking a symmetric two-sided geometric distribution GRSI2, with success probability $p$ and conditioning on the event that the result is in $[-k, k]$. As such, the $k$-truncated symmetric geometric distribution is the discrete analogue of the truncated Laplace distribution GDGK20. A similar construction was also defined in GY16 to prove a lower bound on loss with $(\varepsilon, \delta)$-differential privacy, but is not a proper probability distribution, since its total mass does not sum up to one.\footnote{Also called the discrete Laplace distribution [IK06].}

Given privacy parameters $\varepsilon$ and $\delta$, we can set the values of $p$ and $k$ such that adding noise drawn from the truncated geometric distribution achieves $(\varepsilon, \delta)$-differential privacy for counting queries.

Definition 7 (Truncated geometric mechanism). Given privacy parameters $\varepsilon > 0$ and $\delta > 0$, let $p = 1 - e^{-\varepsilon}$ and $k = \frac{1}{2} \ln \left( \frac{e^\varepsilon + 2\delta - 1}{(e^\varepsilon + 1)\delta} \right)$. Let the true result of an integer-valued query with sensitivity 1 be $\mu \in \mathbb{Z}$. Then the truncated geometric mechanism returns $\mu + X$, where $X$ is drawn from the $k$-TSGD with success probability $p$. The result has the distribution:

$$\mathbb{P} [Y = y] = \begin{cases} c \cdot e^{-|y - \mu|\varepsilon} & \text{if } y \in [\mu - k, \mu + k] \cap \mathbb{Z} \\ 0 & \text{otherwise} \end{cases}$$

where $c = \frac{1 - e^{-\varepsilon}}{1 + e^{-\varepsilon} - 2e^{\varepsilon}(k+1)\delta}$ is a normalization constant ensuring that the total probability is 1.

The value of $k$ is the smallest value such that

$$\mathbb{P} [X = k] = \frac{e^{-k\varepsilon}(1 - e^{-\varepsilon})}{1 + e^{-\varepsilon} - 2e^{\varepsilon}(k+1)\delta} \leq \delta$$

for the $k$-TSGD.

Theorem 4. The truncated geometric mechanism satisfies $(\varepsilon, \delta)$-differential privacy.

Proof. This follows the same line of reasoning as the proof of Theorem 1 in GDG20. The only difference is the change from a continuous distribution to a discrete distribution, since all the values are integers. If the result of the query before adding noise is $\mu$, then for an adjacent database, the corresponding value $\mu'$ must be in $[\mu - 1, \mu + 1]$. If $\mu' = \mu$, the distribution of the output after adding noise is unchanged, trivially satisfying the $(\varepsilon, \delta)$-differential privacy property. By symmetry, it is sufficient to analyze the case when $\mu' = \mu + 1$. Here, the new distribution of the output of the mechanism is

$$\mathbb{P} [Y' = y] = c \cdot e^{-|y - \mu - 1|\varepsilon}$$

if $y \in [\mu - k + 1, \mu + k + 1] \cap \mathbb{Z}$, and $\mathbb{P} [Y' = y]$ otherwise.

By symmetry, to show that $(\varepsilon, \delta)$-differential privacy is satisfied, we only need to show that $\mathbb{P} [Y' \in S] \leq e^\varepsilon \mathbb{P} [Y \in S] + \delta$ for all $S \subset \mathbb{Z}$. For all values $y \in \mathbb{Z}$ except $\mu + k + 1$, $\mathbb{P} [Y' = y] \leq e^\varepsilon \mathbb{P} [Y = y]$. Also, $\mathbb{P} [Y = \mu + k + 1] = 0$ and $\mathbb{P} [Y' = \mu + k + 1] = \mathbb{P} [X = k] > 0$. Therefore, $\mathbb{P} [Y' \in S] - e^\varepsilon \mathbb{P} [Y \in S]$ is maximized when $S = \{\mu + k + 1\}$. This means that the condition is satisfied if $\mathbb{P} [X = k] \leq \delta$. From the definition of $k$ in the truncated geometric mechanism:

$$k = \left\lceil 1 \ln \left( \frac{e^\varepsilon + 2\delta - 1}{(e^\varepsilon + 1)\delta} \right) \right\rceil$$

which leads to:

$$e^{k\varepsilon} \geq \frac{e^\varepsilon + 2\delta - 1}{(e^\varepsilon + 1)\delta}.$$
Theorem 5

Two approaches are exactly the same.

Let us get some intuition why thresholding the truncated geometric mechanism leads to an optimal partition selection primitive. First, we compute the tail cumulative distribution function for the output of the truncated geometric mechanism. Summing the probability masses gives a geometric series:

$$
P[Y \geq y] = \begin{cases} 
1 & \text{if } y \leq \mu - k \\
1 - \frac{e^{(k+1-y)\varepsilon}}{e^{\varepsilon}-1} & \text{if } \mu - k \leq y \leq \mu - 1 \\
1 - \frac{e^{(k+1-y)\varepsilon}}{e^{\varepsilon}-1} & \text{if } \mu \leq y \leq \mu + k \\
1 & \text{if } y > \mu + k.
\end{cases}$$

If we define $\delta = e^{-\varepsilon k}$ and rearrange the the cases as functions of $\mu$, we get:

$$P[Y \geq y] = \begin{cases} 
0 & \text{if } \mu < y - k \\
\frac{e^{(\mu-k+1)\varepsilon}}{e^{\varepsilon}-1} & \text{if } y - k \leq \mu \leq y + 1 \\
\frac{e^{(\mu-k+1)\varepsilon}}{e^{\varepsilon}-1} & \text{if } y + 1 \leq \mu \leq y + k \\
1 & \text{if } \mu \geq y + k.
\end{cases}$$

The $\mu \leq y$ cases of the formula are the same as the closed-form formula for $\pi_{\text{opt}}$ in Theorem 4 for values less than $n_1$. The $\mu > y$ cases are simply the symmetric reflection of the former. We formalize this intuition and show that whenever $\frac{1}{\varepsilon} \ln \left( \frac{e^{e+2\delta-1}}{e^{e+1}\delta} \right)$ is an integer, the two approaches are exactly the same.

Theorem 5 (Noisy thresholding is optimal). If $\delta \in (0, 1)$ and $\varepsilon > 0$ are such that $k = \frac{1}{\varepsilon} \ln \left( \frac{e^{e+2\delta-1}}{e^{e+1}\delta} \right)$ is an integer, then for all $n$:

$$\pi_{\text{opt}}(n) = \mathbb{P}[n + X \geq k + 1]$$

where $X$ is a random variable sampled from a $k$-truncated symmetric geometric distribution of success probability $(1 - e^{-\varepsilon})$.

Proof. When $k = \frac{1}{\varepsilon} \ln \left( \frac{e^{e+2\delta-1}}{e^{e+1}\delta} \right)$ is an integer, we have $n_1 = k + 1$, and

$$e^{ek} = \frac{e^{e+2\delta-1}}{e^{e+1}\delta}$$

which leads to

$$(e^{ek})(e^{\varepsilon} + 1)\delta = e^{\varepsilon} - 1 + 2\delta$$

and

$$(e^{(k+1)\varepsilon} - 1)\delta + (e^{ek} - 1)\delta = e^{\varepsilon} - 1.$$

On further rearranging, we get

$$\frac{e^{(k+1)\varepsilon} - 1}{e^{\varepsilon} - 1} \cdot \delta + \frac{e^{ek} - 1}{e^{\varepsilon} - 1} \cdot \delta = 1,$$

and thus:

$$1 - \pi_{\text{opt}}(n_1) = \pi_{\text{opt}}(n_1 - 1).$$

From Lemma 2, we also get

$$1 - \pi_{\text{opt}}(n) = e^{-\varepsilon}((1 - \pi_{\text{opt}}(n - 1)) - \delta)$$

if $n_1 < n \leq n_2$. Since we also have

$$\pi_{\text{opt}}(n) = e^\varepsilon(\pi_{\text{opt}}(n - 1) + \delta)$$

if $0 < n \leq n_1$, we find that for $n_1 < n \leq n_2$,

$$\pi_{\text{opt}}(n) = 1 - \pi_{\text{opt}}(2n_1 - 1 - n)$$

$$= 1 - \frac{e^{(2k+1-n)\varepsilon}}{e^{\varepsilon}-1} \cdot \delta.$$

Consequently, for such special combinations of $\varepsilon$ and $\delta$

$$n_2 = 2n_1 - 1 = 2k + 1.$$

Now, rewriting the formula for $\pi_{\text{opt}}$ in Theorem 4 using $\mu = n$ and $k = n_1 - 1$ gives us that $\pi_{\text{opt}}(\mu)$ is:

- $0$ if $\mu < 0$,
- $\frac{e^{(\mu-k+1)\varepsilon}}{e^{\varepsilon}-1} \cdot \delta$ if $\mu \leq k + 1$,
- $\left( 1 - \frac{e^{(\mu-k)\varepsilon}}{e^{\varepsilon}-1} \right) + \frac{e^{(\mu-k+1)\varepsilon}}{e^{\varepsilon}-1} \cdot \delta$ if $k + 1 < \mu \leq 2k + 1$,
- $1$ otherwise.

Comparing this with (8) shows that for this combination of $\varepsilon$ and $\delta$, and for the corresponding derived values of $p$ and $k$,

$$\pi_{\text{opt}}(\mu) = \mathbb{P}[Y \geq k + 1].$$

This characterization suggests a simple implementation of the optimal partition selection primitive, at a minor cost in $\varepsilon$ or $\delta$. Given arbitrary $\varepsilon$ and $\delta$, one can replace $\varepsilon$.
by $\delta \leq \varepsilon$, or by $\delta \leq \delta$ to ensure that $k$ from Theorem 5 is an integer. In our definition of the truncated geometric mechanism, we choose the latter strategy, requiring a slightly lower $\delta$ by using an integer upper bound on $k$, and using $p = 1 - e^{-\varepsilon}$ to fully utilize the $\varepsilon$ budget. We then apply the truncated geometric mechanism to the number of unique users in each partition, and return this partition if the noisy count is larger than $k$. Further, this noisy count may also be published for such a partition, while still satisfying $(\varepsilon, \delta)$-differential privacy.

To see this, consider an arbitrarily large finite family of partitions $Q$ such that each user in a database $D$ is associated with at most one partition $q \in Q$. Consider the following mechanism.

**Definition 8** ($k$-TSGD thresholded release). For a database $D$, let $c_q(D)$ be the number of users associated with partition $q$. Let $Q_D \subset Q$ be the finite subset $\{ q \mid q \in Q \text{ and } c_q(D) > 0 \}$ of partitions present in the dataset $D$. Let the noise $X_q$ for $q \in Q$ be i.i.d. random variables drawn from the $k$-TSGD of parameters $p = 1 - e^{-\varepsilon}$ and $k = \frac{1}{2} \ln \left( \frac{e^\varepsilon + 2\varepsilon - 1}{e^\varepsilon + 1} \right)$. Let $\hat{c}_q(D) = c_q(D) + X_q$. Then, the $k$-TSGD thresholded release mechanism produces the set 

$$\{(q, \hat{c}_q(D)) \mid q \in Q_D \text{ and } \hat{c}_q(D) > k\}.$$ 

**Theorem 6.** The $k$-TSGD thresholded release mechanism satisfies $(\varepsilon, \delta)$-differential privacy.

**Proof.** Consider the mechanism that adds a $k$-TSGD of parameter $p = 1 - e^{-\varepsilon}$ and $k = \frac{1}{2} \ln \left( \frac{e^\varepsilon + 2\varepsilon - 1}{e^\varepsilon + 1} \right)$ to every possible partition count, including those not present in the dataset. That is, we apply the truncated geometric mechanism to the unique-user counts for all possible partitions (even partitions not contained in the database), which produces the set 

$$\{(q, \hat{c}_q(D)) \mid q \in Q\}.$$ 

This mechanism is $(\varepsilon, \delta)$-differentially private: a single user’s addition or removal changes only one partition, and on this partition, Theorem 4 shows that the output satisfies $(\varepsilon, \delta)$-differential privacy. Combined with the condition that the noise values are independent, this means that the entire mechanism is also $(\varepsilon, \delta)$-differentially private.

Adding a thresholding step to release the noised values only when they are greater than $k$ is only post-processing. Therefore, the entire mechanism that releases 

$$\{(q, \hat{c}_q(D)) \mid q \in Q \text{ and } \hat{c}_q(D) > k\}$$

is also $(\varepsilon, \delta)$-differentially private.

Now, notice that this mechanism is exactly the same as if we had only added noise to the partitions in $Q_D$: the noise added to zero in empty partitions will be at most $k$, so these partitions will be removed from the output in the thresholding step. Since these two mechanisms are identical and one is $(\varepsilon, \delta)$-differentially private, both are $(\varepsilon, \delta)$-differentially private. \qed

We note that this can be extended to the case where the set of allowed partitions $Q$ is countably infinite, using standard techniques from measure theory [HLM15]. Thus, this mechanism is the $(\varepsilon, \delta)$-differential privacy equivalent of Algorithm Filter in [CPST12], which achieves $(\varepsilon, 0)$-differential privacy when the set of possible partitions is known beforehand and not very large.

To demonstrate the utility of such an operation, consider a slight variation of the example query presented in the introduction.

```sql
SELECT device_model,
COUNT(user_id),
AVG(latency)
FROM database
GROUP BY device_model
```

For simplicity, let us assume that each user contributes only one row with a single value for the latency. Then, this may be implemented in the following way.

```sql
SELECT device_model,
COUNT(user_id),
SUM(latency) / COUNT(user_id)
FROM database
GROUP BY device_model
```

The available $(\varepsilon, \delta)$ budget must be split up for the partition selection, sum and count. Instead of instantiating separate noise values for partition selection and the count and having to split up the $(\varepsilon, \delta)$, we can use noisy thresholding on the count. This may be used to obtain a more accurate count or to leave more of the $(\varepsilon, \delta)$ budget for the sum estimation.

---

4 For example, all possible partitions representable by bytestrings that fit within available data storage.
4 Numerical evaluation

Theorem 1 shows that the optimal partition selection primitive $\pi_{\text{opt}}$ outperforms all other options. How does it compare with the naive strategy of adding Laplace noise and thresholding the result?

Definition 9 (Laplace partition selection [KKMN09]). We denote by $\text{Lap}(b)$ a random variable sampled from a Laplace distribution of mean 0 and of scale $b$. The following partition selection strategy $\rho_{\text{Lap}}$, called Laplace-based partition selection, is $(\varepsilon, \delta)$-differentially private:

$$\rho_{\text{Lap}}(n) = \begin{cases} \text{drop} & \text{if } n + \text{Lap}\left(\frac{1}{\varepsilon}\right) < 1 - \frac{\ln(2\delta)}{\varepsilon} \\ \text{keep} & \text{otherwise.} \end{cases}$$

We denote by $\pi_{\text{Lap}}$ the corresponding partition selection primitive: $\pi_{\text{Lap}}(n) = \mathbb{P}[\rho_{\text{Lap}}(n) = \text{keep}].$

As expected, using the optimal partition selection primitive translates to a larger probability of releasing a partition with the same user. As exemplified in Figure 1, the difference is especially large in the high-privacy regime.

To better understand the dependency on $\varepsilon$ and $\delta$, we also compare the midpoint obtained for both partition selection strategies $\rho$: the number $n$ for which the probability of releasing a partition with $n$ users is 0.5. For Laplace-based partition selection, this $n$ is simply the threshold. As Figure 2 shows, the gains are especially substantial when $\varepsilon$ is small, and not significant for $\varepsilon > 1$. Figure 3 shows the dependency on $\delta$: for a fixed $\varepsilon$, there is a constant interval between the midpoints of both strategies. Thus, the relative gains are larger for a larger $\delta$, since the midpoint is also smaller.

We also verified experimentally that on each partition, the selection mechanism runs in constant, very short time, on the order of 100 nanoseconds on a standard machine. This is not surprising: Theorem 1 provides a simple, closed-form formula for computing $\pi_{\text{opt}}(n)$, and generating the random decision based on this probability is computationally trivial. The performance impact of Laplace-based thresholding is similarly negligible: the only real cost of such simple partition selection strategies is to count the number of unique users $n$ in each partition, which is orders of magnitude more computationally intensive than computing $\pi(n)$.

5 Discussion

The approach presented in this work is both easy to implement and efficient. Counting the number of unique users per partition can be done in one pass over the data and is massively parallelizable. Furthermore, since there is a relatively small value $k$ such that the probability of keeping a partition with $n \geq k$ users is 1, the counting process can be interrupted as soon as a partition reaches $k$ users. This keeps memory usage low (in $O(k)$) without requiring approximate count-distinct algorithms like HyperLogLog [FFGM07] for which a more complex sensitivity analysis would be needed.

Extension to multiple partitions per user

Our approach could, in principle, be extended to cases where each user can contribute to $\kappa > 1$ partitions. Following the intuition of Lemma 1, we could list a set of recursive equations defining $\pi_{\text{opt}}(n)$ as a function of $\pi_{\text{opt}}(i)$ for $i < n$. Sadly, the system of equations quickly gets too large to solve naively. Consider, for example, the case where $\kappa = 2$. The differential privacy constraint requires, for all $n \geq i \geq 0$ and all $S \subseteq \{\text{drop}, \text{keep}\}^2$:

$$\mathbb{P}[(\rho_\varepsilon(n+1), \rho_\varepsilon(i+1)) \in S] \leq e^\varepsilon \cdot \mathbb{P}[(\rho_\varepsilon(n), \rho_\varepsilon(i)) \in S] + \delta$$

Thus, to maximize $\pi(n)$, we have to consider $32n$ inequalities: $n$ possible values of $i$, $2^{(2^2)} = 16$ possible values of $S$, and two inequalities. When $\kappa$ increases, the total number of inequalities to compute all elements up to $n$ is $O\left(n^{\kappa} 2^{2^2}\right)$. Some of these inequalities are trivial (e.g., when $S = \emptyset$ or $S = \{\text{drop}, \text{keep}\}^n$), but most are not. We do not know whether it is possible to only consider a small number of these inequalities, and obtain the others “for free”.

Furthermore, the recurrence-based proof of optimality of $\pi_{\text{opt}}$ only holds when we assume that each user contributes to exactly $\kappa$ partitions in the original dataset. As discussed previously, this is relatively frequent when $\kappa = 1$, but it rarely happens for larger values of $\kappa$: in typical datasets, some users contribute to more partitions than others. In that case, weighing the contributions of each user differently can bring additional benefits, as can changing each user’s strategy based on those of previous users [GGK+20]. For this generalized...
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Fig. 1. Probability of releasing a partition depending on the number of unique users, comparing Laplace-based partition selection with $\pi_{\text{opt}}$. On the left, $\varepsilon = 1$ and $\delta = 10^{-5}$, on the right, $\varepsilon = 0.1$ and $\delta = 10^{-10}$.

Fig. 2. Comparison of the 5th, 50th and 95th percentile of the partition selection strategy $\rho$ as a function of $\varepsilon$, for $\delta = 10^{-5}$. The mid-point is plotted as a solid line, while the 5th and 95th percentiles are dashed.

Fig. 3. Comparison of the 5th, 50th and 95th percentile of the partition strategy $\rho$ as a function of $\delta$, for $\varepsilon = 0.1$ (left) and $\varepsilon = 1$ (right). The mid-point is plotted as a solid line, while the 5th and 95th percentiles are dashed.
problem, it seems difficult to even define what optimality means.

The simplest option to use our approach for \( \kappa > 1 \) is to divide the total privacy budget in \( \kappa \). For generic tooling with strict scalability requirements where the analyst manually specifies \( \kappa \), we recommend using our method (splitting the privacy budget) for \( \kappa \leq 3 \), and weighted Gaussian thresholding (described in [GGK+20]) for \( \kappa \geq 4 \). Figure 4 compares the mid-point of the partition selection strategy between \( \pi_{opt} \), Laplace-based thresholding, and (non-weighted) Gaussian-based thresholding. It shows that the crossing point happens for \( \kappa = 3 \), this stays true for varying values \( \varepsilon \) and \( \delta \).

Comparison with weighted Gaussian thresholding is less trivial, since its benefits depend on the data distribution. However, weighted Gaussian thresholding is always better than Gaussian-based thresholding, and is straightforward to implement in a massively parallelizable fashion. We have also observed that its utility benefits are only significant for large \( \kappa \), so our recommendation to use \( \pi_{opt} \) for \( \kappa \leq 3 \) is likely robust.

Policy-based approaches like those described in [GGK+20] also provide more utility, but they are not as scalable: since the strategy for each user depends on the choices made by all previous users, the computation cannot be parallelized. It also requires to keep an in-memory histogram of all partitions seen so far, which also does not scale to extremely large datasets. Improving the scalability of such policy-based approaches is an interesting open problem, on which further research would be valuable.

Extension to bounded differential privacy

In the definition of differential privacy we use in this work, neighboring databases differ in a single user being added or removed. This notion is called unbounded differential privacy in [KM11], by contrast to bounded differential privacy, in which neighboring datasets differ in a single user changing their data. \((\varepsilon, \delta)\)-unbounded DP implies \((2\varepsilon, 2\delta)\)-DP, which provides a trivial way to extend our method to the bounded version of the definition: simply divide the privacy budget by two. This method outperforms Laplace-based thresholding, since Laplace noise of scale \( 2/\varepsilon \) must be added in the bounded setting (since \( L_1 \)-sensitivity is 2 and no longer 1). Further, when \( k \) from Theorem 3 is an integer, this noise distribution exactly achieves the lower bound on the loss from [GV16], and is therefore optimal for arbitrary symmetric loss functions.

The second threshold \( t \) can be arbitrary, and allows an analyst to control the trade-off between false positives and false negatives. For example, setting \( t = 0 \) guarantees that all public partitions that appear in the private data are present in the output (no false negatives), at the cost of having a potentially large number of public partitions appearing in the output even though they were not present (many false positives). Conversely, setting \( t = k \) guarantees that only the partitions present in the private data can be present in the output (no false positives), at the cost of dropping potentially many of them (many false negatives). Intermediate values of \( t \) can allow an analyst to more finely tune this trade-off depending on the application.

We postulate that this building block could be used in a variety of different settings, and combined with existing techniques. For example, one could build a vari-

Extension to weighted sampling

Another extension to this work was developed independently in [CGSS21]: the authors consider the problem of differentially private weighted sampling, where the partitions to be selected are also sampled to generate a compact summary of the data, rather than the maximal dataset. In the extreme case when the sampling probability is one, this is equivalent to partition selection.

Other possible extensions

The truncated geometric mechanism can be used as a building block to replace the Laplace or geometric mechanism in situations where \((\varepsilon, \delta)\)-DP with \( \delta > 0 \) is acceptable. Similarly to the truncated Laplace mechanism [GDGK20], this building block is optimal for integer-valued functions.

To see how such a building block could be used in practice, consider the problem of releasing a histogram where some partitions are known in advance (call them public partitions), and some are not and must be discovered using the private data (private partitions). Note that some public partitions might be absent from the private data. In that case, one could add truncated geometric noise to all partitions (public and private), and use two distinct thresholds: one given by the formula for \( k \) in Definition 7, and an arbitrary one \( t \).

- \( k \) is used to threshold the partitions present in the private data but not in the list of public partitions;
- \( t \) is used to threshold the public partitions (whether or not they are also in the private data).
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Fig. 4. Comparison of the mid-point of the partition selection strategy $\rho$ as a function of $\kappa$, for $\varepsilon = 1$ and $\delta = 10^{-5}$. For $\kappa > 1$, the privacy budget is divided by $\kappa$ for $\pi_{\text{opt}}$ and $\pi_{\text{Lap}}$; for $\pi_{\text{Gauss}}$, we use the formula in [BW18] to derive the standard deviation of Gaussian noise, and we split the $\delta$ between noise and thresholding to minimize the threshold.

stant of the standard vector technique [DNR+09] that uses the truncated geometric mechanism instead of the Laplace mechanism to add noise to the output of the queries and to the threshold. This could be used to efficiently simulate the standard vector technique on a very large number of queries, most of which are deterministically below the threshold and can be skipped during computation. Formalizing this intuition and using it for partition selection with $\kappa > 1$ is left to future work.

6 Conclusion

We introduced an optimal primitive for differentially private partition selection, a special case of differentially private set union where the sensitivity is 1. This optimal approach is simple to implement and efficient. It outperforms Laplace-based thresholding; the utility gain is especially significant in the high-privacy (small $\varepsilon$) regime. Besides the possible research directions outlined previously, this work leaves two open questions. Is it possible to extend this optimal approach to larger sensitivities in a simple and efficient manner? Furthermore, is it possible to combine this primitive with existing approaches to differentially private set union [CGK+20], like weighted histograms or policy-based strategies?
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