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Abstract—Graph convolutional neural networks (GCNNs) are popular deep learning architectures that, upon replacing regular convolutions with graph filters (GFs), generalize CNNs to irregular domains. However, classical GFs are prone to numerical errors since they consist of high-order polynomials. This problem is aggravated when several filters are applied in cascade, limiting the practical depth of GCNNs. To tackle this issue, we present the neighborhood graph filters (NGFs), a family of GFs that replaces the powers of the graph shift operator with \( k \)-hop neighborhood adjacency matrices. NGFs help to alleviate the numerical issues of traditional GFs, allow for the design of deeper GCNNs, and enhance the robustness to errors in the topology of the graph. To illustrate the advantage over traditional GFs in practical applications, we use NGFs in the design of deep neighborhood GCNNs to solve graph signal denoising and node classification problems over both synthetic and real-world data.
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I. INTRODUCTION

The increasing complexity of current datasets, which oftentimes exhibit an underlying irregular structure, compels us to develop new models capable of learning efficiently from the observed data. One alternative to exploit the irregular structure of the data at hand is provided by graph signal processing (GSP) [1]–[5]. GSP is a rapidly growing field that assumes that the properties of the data are closely related to its underlying irregular structure, which can be accurately represented by a graph. A prominent family of architectures provided by this discipline are graph convolutional neural networks (GCNNs) [6]–[8], which leverage the generalization of the convolution to irregular domains. In recent years, these architectures have achieved state-of-the-art (SoA) performance in a wide range of applications involving graph-structured data [9]–[15], including graph-signal denoising, which is used as an illustrative test case in the manuscript [16]–[18].

One of the key elements behind the success of GCNNs are graph filters (GFs) [19]–[21], which are linear operators that employ the structure of the graph to generalize the notion of classical convolution to graph signals. To that end, GFs are defined as polynomials of the graph-shift operator (GSO), a matrix encoding the topology of the observed graph. However, despite the success of GCNNs and the well-known benefits associated with classical GFs, the polynomial definition of the filters also comes with some limitations. First, classical GFs are prone to numerical errors, a problem that is aggravated when several filters are placed in cascade [22]. This numerical instability can limit the design of deeper architectures. Another relevant problem arises when there is uncertainty about the topology of the graph. Because of their polynomial nature, GFs are sensitive to imperfections in the observed graph, harming the performance of the subsequent GSP tasks [23]–[26].

Motivated by the previous discussion, we present a new type of linear graph-signal operators, referred to as neighborhood graph filters (NGFs), that replace the powers of the GSO with \( k \)-hop adjacency matrices. These matrices encode the topological information of \( k \)-hop neighborhoods by capturing the existence of one or more shortest paths of a specific length between the nodes of a given graph. As a result, the output signal generated by an NGF can be interpreted as a linear combination of multiple signals, each of them consisting in the aggregation of the input values at the nodes located at a particular distance. We discuss the main properties of the proposed NGFs with an especial focus on the numerical stability and the robustness to topology perturbations. Furthermore, we exploit these filters to provide an alternative design of GCNN that is employed in the unsupervised task of graph signal denoising, and in the supervised problem of graph classification. The performance of the resulting architecture is evaluated using both synthetic and real-world datasets.

The remainder of the paper is organized as follows. Section II provides basic concepts about GSP. Section III introduces the definition of NGFs and discusses their properties. Section IV details the architecture resulting from combining GCNNs with NGFs, and Section V provides numerical validation of the presented architectures. Concluding remarks in Section VI wrap up the paper.

II. FUNDAMENTALS OF GRAPH SIGNAL PROCESSING

This section introduces notation and reviews basic GSP concepts that are leveraged throughout the paper.

Graphs. Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) be a graph with \( N \) nodes collected in the set \( \mathcal{V} \), and a set of edges \( \mathcal{E} \) such that \((i, j) \in \mathcal{E}\) if the nodes \( i \) and \( j \) are connected. For any given \( \mathcal{G} \), its adjacency matrix is represented by the \( N \times N \) matrix \( A \) with nonzero elements \( A_{ij} \) if and only if \((i, j) \in \mathcal{E}\). In other words, the adjacency matrix encodes the 1-hop neighborhoods of the graph. Note that for unweighted graphs, the entries of \( A \) are either 0 or 1. Finally, we use \( N_i := \{ j : (i, j) \in \mathcal{E} \} \) to denote the neighborhood of the node \( i \) (i.e., the set of nodes that are linked to \( i \)); \( d_i \) to denote the minimum number of hops between nodes \( i \) and \( j \); and \( D = \max_{i,j} d_{i,j} \) to denote...
the diameter of $G$, which represents the length of the maximum shortest path present in the graph.

Graph signals. Signals observed on top of the graph are known as graph signals. More formally, a graph signal is a function $f : V \to \mathbb{R}$ that can be represented as the vector $[x_1, ..., x_N]^T \in \mathbb{R}^N$, where $x_i = f(i)$ denotes the value of the signal observed at node $i$. When modeling and processing graph signals, a key concept is the GSO $S \in \mathbb{R}^{N \times N}$, which is a matrix whose entries $(i,j)$ can be nonzero if and only if $(i,j) \in E$ or if $i = j$. The matrix $S$ captures the topology of the graph but makes no assumptions about the nonzero entries. Typical choices for the GSO are the adjacency matrix $A$ [19], the graph Laplacian $L = \text{diag}(A1) - A$ [11], and their respective generalizations. The GSO $S$ represents a linear transformation that can be computed locally at each node by aggregating the values of the input signal within the one-hop neighborhood of each of the nodes.

GFs. One of the most important tools in the context of GSP are GFs [19], [20]. GFs are linear graph signal operators that are defined as polynomials of the GSO. Mathematically, given an $N \times N$ matrix $H$, the operator represented by the application of $H$ to a graph signal is a GF if the matrix can be written as

$$H = \sum_{k=0}^{K-1} h_k S^k,$$

where $K - 1$ denotes the degree of the filter and $h = [h_0, ..., h_{K-1}]$ collects the values of each of the $K$ filter coefficients. Since each application of $S$ entails only exchanges among one-hop neighbors, when applying $S^k$ to an input $x$, the signal is being diffused across one-hop neighbors $k$ times. Effectively, this leads to a diffusion over a $k$-hop neighborhood [20]. This readily implies that the output of a generic GF $H$ to an input $x$ can be written as $y = Hx = \sum_{k=0}^{K-1} h_k (S^kx) = h_0x + h_1Sx + h_2S^2x + ...$, i.e., a linear combination of graph signals, each of them corresponding to the original input diffused across neighborhoods of increasing size [20]. The definition in (1) is easy to understand in the vertex domain, can be related to the classical definition of convolution and linear time-invariant (LTI) systems, has a neat spectral interpretation (see, e.g., [19] for the definition of the graph Fourier transform for signals and filters), and has been effectively used in a number of problems (such as denoising, deconvolution, or signal reconstruction, to name a few). However, one of its main limitations arises when $K$ is large, since high powers of $S$ may render the filter (or the output) numerically ill-defined [20], [22]. This issue is not present in classical LTI systems because the associated shift in the time domain is isometric, so that the energy (norm) of a signal is preserved regardless of the number of times the shift is applied. In the following sections, we explore some of these issues in further detail.

### III. Linear Neighborhood Graph Filters

This section presents NGFs, a new type of linear operator for graph signals. The motivation for NGFs is to preserve most of the intuition present in classical polynomial GFs, while bypassing some of the numerical problems associated with high-degree filters.

Let us set $S = A$ and suppose that $G$ is unweighted, so that the entries of $A$ are binary. Then, it is well-known that $A^k$ encodes the number of $k$-hop paths between any pair of nodes. For example, if $[A^2]_{ij} = 3$, then, there are 3 paths of length 2 connecting nodes $i$ and $j$. Hence, for unweighted graphs, it follows that the application of $A^k$ mixes the information within nodes that are at most $k$ hops away. It also demonstrates that as $k$ increases, the entries of $A^k$ grow very large (the number of paths increases exponentially) leading to numerical issues. Our approach in this section is to replace $A^k$ with a matrix that, while preserving the notion of $k$-neighborhood, does not grow arbitrarily large with $k$.

To be precise, let us start by defining the $k$-hop adjacency matrices $A_{N(k)} \in \{0, 1\}$ as an $N \times N$ matrix whose entry $[A_{N(k)}]_{ij} = 1$ only if the nodes $i$ and $j$ are connected by at least one shortest path of exactly length $k$ (i.e., if the distance between $i$ and $j$ satisfies $d_{ij} = k$). Note that this definition implies $A_{N(0)} = I$ and $A_{N(1)} = A$. With this notation at hand, we can then define the NGF $H_N$ as a linear operator for graph signals that can be written as [cf. (1)]

$$H_N = \sum_{k=0}^{K-1} h_k A_{N(k)},$$

where $h = [h_0, ..., h_{K-1}]$ are the filter coefficients. As done in the previous section, when applied to an input graph signal $x$, the NGF generates the output $y = H_Nx$ where

$$y = \sum_{k=0}^{K-1} h_k A_{N(k)}x = h_0x + h_1A_{N(1)}x + h_1A_{N(2)}x + ...$$

Unlike classical GFs, NGFs are not prone to numerical errors since the entries of $A_{N(k)}$ are never larger than 1 and the norm $\|A_{N(k)}\|$ need not increase with $k$. As a result, NGFs are less sensitive to numerical instability. A particular interesting property of NGFs is that $A_{N(k)} = 0_{N \times N}$ for all $k > D$, where $D$ represents the diameter of $G$, limiting the number of active filter coefficients to $D + 1$. While this fact once again demonstrates the stability of NGFs, it also shows a potential loss on the expressiveness of the proposed filters, especially when $D$ is small. This issue can be addressed by incorporating more expressive filters, e.g., node variant GFs [20] or edge variant GFs [22]. Nevertheless, the robustness to numerical issues derived from using the filters $H_N$ as proposed in (2) is expected to be more significant when the graph presents a high diameter $D$, as it is illustrated in Section V.

Another relevant property of $H_N$ is that, in computing each entry of the output, the value of the input signal at each node is considered at most once. Indeed, if $[A_{N(k)}]_{ij} = 1$ then $[A_{N(k)}]_{ij} = 0$ for all $k \neq k'$. Hence, assuming that $G$ is a connected graph and $K - 1 \geq D$, we have that

$$\sum_{k=0}^{K-1} A_{N(k)} = 1_{N \times N},$$

where $1_{N \times N}$ is the identity matrix.
where $1_{N \times N}$ denotes the $N \times N$ matrix of all ones. Moreover, let $\tilde{A} = A + E$ represent a perturbed adjacency matrix, with $E$ denoting an error matrix that randomly removes or adds edges from $A$, and let $A_{N}(k)$ be the $k$-hop adjacency matrices of the perturbed graph associated with $\tilde{A}$. Since (4) holds for both $A_{N}(k)$ and $\tilde{A}_{N}(k)$, if the true and the perturbed graphs are connected graphs, when one link is removed several shortest paths are destroyed and the same number of shortest paths are created, and thus, for $K - 1 \geq D$ we have that
\[
K \sum_{k=0}^{K-1} (\tilde{A}_{N}(k) - A_{N}(k)) = \sum_{k=0}^{K-1} E_{N}(k) = 0_{N \times N},
\]
where $E_{N}(k)$ represents the error induced by the matrix $E$ in the $k$-hop adjacency matrix $A_{N}(k)$. From (5), it can be observed that if all the filter coefficients are constant (i.e., $h_k = h$ for all $k$), the error between the perturbed and the true NGF is given by
\[
\|H_N - \tilde{H}_N\|^2 = \left\| \sum_{k=0}^{K-1} h_k (A \pm E)^k \right\|^2 = 0,
\]
where it can be seen that for this particular setting the NGF is impervious to topology perturbations. GFs with constant coefficients appear, for example, in some message-passing applications (27), (28).

The preliminary result presented in (6) provides mathematical support to the idea that NGFs are more robust to topology imperfections than classical GFs. The perturbed GF with $\tilde{A}$ as the GSO is given by $H = \sum_{k=0}^{K-1} h_k \tilde{A}^k = \sum_{k=0}^{K-1} h_k (A + E)^k$, so intuitively, it can be observed that the powers of $\tilde{A}$ will amplify the errors on $A$, increasing the discrepancies between $H$ and $\tilde{H}$ as $k$ increases (29). On the other hand, regarding NGFs, when a path of length $k$ is perturbed due to imperfections in the observed adjacency matrix $A$, the redundancy of paths existing in most graphs suggests that, as $k$ increases, it is more likely that an alternative path of the same length will also be available. Therefore, it is expected that the difference between the matrices $A_{N}(k)$ and $\tilde{A}_{N}(k)$ decreases for higher values of $k$. This intuition is evaluated numerically in Figure [1] where the normalized errors $\|H - \tilde{H}\|_F^2/\|H\|_F^2$ and $\|H_N - \tilde{H}_N\|_F^2/\|H_N\|_F^2$ are depicted for classical GFs and NGFs, respectively. The comparison is carried out in two different random graphs: Erdős-Rényi and small-world graphs (29). In both cases, it can be seen that the error of classical GFs increases rapidly as $K$ grows.

This observation notwithstanding, the facts that matrices $A_{N}(k)$ are not simultaneously diagonalizable and that they represent the presence of shortest paths (which is a non-differentiable operation) render the theoretical characterization of the robustness of $H_N$ a challenging task that will be addressed in future works.

IV. NGF-BASED GCNN

In this section, we introduce a natural extension of GCNNs, where the classical GFs are replaced by the novel NGFs.

A graph neural network is a parametric non-linear function
\[
f_{\Theta}(Z|G) : \mathbb{R}^{N \times F(0)} \rightarrow \mathbb{R}^{N \times F(L)},
\]
that depends on the graph $G$. The matrix $Z$ represents the input of the architecture, the learnable weights are collected in $\Theta = \{\Theta^{(\ell)}\}_{\ell=1}^{L}$, $L$ represents the number of layers, and $F^{(\ell)}$ denotes the number of features at layer $\ell$. When designing a graph neural network there are several alternatives to account for the topology of the graph. One common approach used in specific implementations of GCNNs exploits the message passing operation. The resulting architecture is given by the following recursion
\[
X^{(\ell)} = \sigma(A X^{(\ell-1)} \Theta^{(\ell)}),
\]
where $\sigma(\cdot)$ is an element-wise non-linear function typically known as activation function, the weights $\Theta^{(\ell)}$ are matrices of dimension $F^{(\ell-1)} \times F^{(\ell)}$, and $X^{(\ell)} \in \mathbb{R}^{N \times F^{(\ell)}}$ denotes the output of the $\ell$-th layer with $X^{(0)} = Z$ and $X^{(L)}$ being the input and the output of the architecture, respectively. Note that we can interpret the computation of $X^{(\ell)}$ as first left-multiplying the input of the previous layer by the adjacency matrix of the graph $A$, which combines the signal values of neighboring nodes, and then right-multiplying by the learnable weights $\Theta^{(\ell)}$, so the architecture learns to combine different features from previous layers.

The main disadvantage of the architecture presented in (8) is that, at each layer, the convolution is carried out only in the 1-hop neighborhoods. This effect is mitigated by stacking $L$ layers, since it is roughly equivalent to perform a convolution on the $L$-hop neighborhood. However, this alternative produces an undesirable coupling between the depth of the GCNN and the size of the neighborhood where the convolution is applied.

One way to avoid the aforementioned coupling is to replace the matrix $A$ with a graph filter $H$, resulting in an architecture implemented by the recursion
\[
X^{(\ell)} = \sigma(H^{(\ell)} X^{(\ell-1)} \Theta^{(\ell)}).
\]
Note that $H^{(\ell)}$ is a classical filter of the form (1) and the filter coefficients can be: 1) fixed in advance as a prior or 2) learned by the architecture, giving rise to two different architectures.
Although GFs decouple the depth of the architecture from the range of the convolution, the drawbacks introduced in Section III still impose some limitations on the architecture. One evident restriction affects the depth of the architecture. Stacking layers is similar to applying several GFs in cascade, so the numerical issues derived from high-order polynomials can give rise to exploding or vanishing gradients (especially when ReLUs are used as activation functions). To circumvent this problem, in this work we replace the classical GF with the NGF, so the neighborhood GCNN (NGCNN) is given by

\[
X^{(\ell)} = \sigma \left( H_N^{(\ell)} X^{(\ell-1)} \Theta^{(\ell)} \right),
\]

(10)

where \(H_N^{(\ell)}\) is a filter of the form (2) and the filter coefficients can be either fixed in advance or learned by the architecture. The proposed NGCNN preserves the structure of the graph-aware per-layer linear transformation, so the weights are only learning to mix the different features of the input matrices while the relation between the signal values at the different nodes is determined by the NGF. Note that, from a GSP perspective, since the matrix \(X^{(\ell-1)}\) is interpreted as \(F^{(\ell-1)}\) different graph signals, the product \(H_N^{(\ell)} X^{(\ell-1)}\) is seen as a node-domain convolution. Moreover, thanks to the filters \(H_N^{(\ell)}\), the depth of the architecture and the range of the convolutions are completely decoupled since the NGF are less prone to numerical issues, and thus, they do not impose a limiting factor in the depth of the architecture. On the other hand, the maximum degree of the NGF at each layer is \(D\), the diameter of the graph.

Next, we evaluate the performance of the proposed NGCNN in different settings and numerically illustrate how NGFs mitigate some of the typical limitations of GCNN.

V. NUMERICAL SIMULATIONS

We analyze the performance of the proposed NGF in two different graph-related problems: signal denoising using synthetic data (Section V-A) and node classification in three real-world citation networks (Section V-B). The python code used to run the experiments, which describes in detail all the settings of the proposed architecture, is available online.

A. Graph signal denoising

The goal in graph-signal denoising is to recover the original graph signal \(x \in \mathbb{R}^N\) given the noisy graph-signal observation \(y = x + w\), with \(w \in \mathbb{R}^N\) representing a noise vector. To that end, we approach the denoising problem as in [17], [30] by minimizing

\[
\hat{\Theta} = \arg\min_{\Theta} \| y - f_{\Theta}(\mathbf{Z}|G) \|_2^2,
\]

(11)

where the entries of the input matrix \(\mathbf{Z}\) are randomly sampled from a zero-mean unit-variance normal distribution. The problem (11) is minimized by running gradient descent for a fixed number of epochs. After estimating the weights \(\hat{\Theta}\), the denoised signal is given by \(\hat{x} = f_{\hat{\Theta}}(\mathbf{Z}|G)\). The motivation behind this approach is that the proposed architecture is capable of learning the signal \(x\) faster than the noise \(w\) and, thus, early stopping can be applied to learn most of the signal without learning too much noise.

To analyze the performance of the proposed filters, we created synthetic graph signals defined over a random stochastic-block-model (SBM) graph. In this graph-generative model, nodes are divided into communities and edges are randomly drawn between nodes of the same community independently with a probability of 0.3, and between nodes of different communities, also independently, with a probability of 0.0075. The graph contains 256 nodes and 8 or 4 equally-sized communities for test cases 1 and 2, respectively.

Test case 1. The results for the first test case are shown in Figure 2(a). The signal \(x\) is created by diffusing a zero-mean white signal \(b \in \mathbb{R}^N\) over the graph as \(x = \mathbf{H} b\) for the case “Input GF”, and \(x = H_N b\) for “Input NGF”. Both filters \(\mathbf{H}\) and \(H_N\) have random coefficients \(\mathbf{h}\), drawn from a white uniform distribution between 0 and 1 and are

\[\text{https://github.com/vmtenorio/NeighborhoodGF}\]
normalized so that $h^T1 = 1$. We add zero-mean white Gaussian noise $w$ with normalized power of $0.1$, and generate 200 different signals $x$. The results shown in the figure report the median error $\|x - \hat{x}\|_2^2/\|x\|_2^2$ across the 200 realizations as the number of epochs increases for four different 2-layer architectures: one using the classical GF (“Arch. GF”), another one using the NGF (“Arch. NGF”), and two SoA architectures: Graph Convolutional Networks [10] (GCN) and Simple Graph Convolution [31] (SGC). It can be observed that the error starts decreasing, reaches a minimum, and then increases. This latter increase is due to the architecture starting to fit the noise, so early stopping is needed to obtain the denoised $\hat{x}$. It can also be seen that the performance is tightly coupled to the signal generation method. If we generate $x$ using $H$ then the architecture with the best performance is the one using a classical GF, beating both SoA architectures in terms of minimum error. However, when generating the signal with the NGF, the architecture with superior performance and the only one able to denoise the signal is the one using an NGF. As a result, NGCNN is the only architecture to effectively denoise the signals in the two scenarios considered.

**Test case 2.** The signal $x$ is generated as in the previous test case. The results are shown in Figure 2(b), where we depict the evolution of the normalized error achieved by each architecture as the normalized power of the noise increases. The figure reveals that NGFs and classic GFs behave similarly when the input is generated using a classic GF, with GCN outperforming both architectures for high noise power values. However, NGF clearly outperforms classic GF in all cases when the signal is generated with a diffusion process that utilizes an NGF, illustrating that NGFs are more flexible linear operators. NGCNN also outperforms GCN in low noise power settings, while GCN achieves a lower minimum error by a small margin when the noise power is greater than 0.2

**B. Node Classification**

We analyzed the performance of the proposed graph filters using 3 real-world datasets, where the graph represents a network of publications (nodes are published articles and edges represent citations between them) and the goal is to classify each node into a category that denotes the topic of the publication. The graph signals in each node indicate the presence or absence of words from a dictionary. Further details of these datasets can be found in Table I and [32]–[34].

To perform the classification task, the output of the architectures is given by $X^{(L)} \in \mathbb{R}^{N \times M}$ where $M$ denotes the total number of classes. The non-linearity in the last layer is given by the softmax function so that the features in each node are interpreted as a measurement of the probability for the specific node to belong to a certain class. The architectures are trained with the cross-entropy loss, a typical loss function used for classification problems. To avoid numerical issues related to the powers of the GSO, in these experiments we normalize the GSO by its largest eigenvalue $\tilde{S} = S/\lambda_{max}$.

**Fig. 3.** Comparison of the performance of the proposed NGF against a classical GF setting in three real-world scenarios. (a) Test classification accuracy for the three considered datasets as a function of the number of filter coefficients used in the network. (b) Performance of the architectures using the Citeseer perturbations introduced to the graph.
graph with the highest diameter among the three.

**Test case 4.** In this case the focus is on the Citeseer dataset, and we analyze the performance of the network as we increase the perturbation introduced in the graph; see Figure 3D. The effect of the perturbation is measured for different values of the number of filter coefficients $K$, as indicated in the legend. The perturbations consist in randomly removing and creating links in the original graph, as a percentage of the total number of existing links. NGFs outperform classical GF in all the tested settings and the performance of NGFs remains approximately constant independently of the perturbation introduced, while the accuracy of the architectures with classical GFs decreases. This result is aligned with the discussion presented throughout this paper, showcasing that NGFs are more robust to errors in the topology of the given graph and further motivating the development of associated theoretical results.

**VI. CONCLUSIONS**

This paper proposed graph neural network architectures for graph signals based on NGFs, a new type of GFs whose definition leverages the (adjacency) matrices encoding the $k$-hop neighborhood of the nodes of the graph. Compared with classical GFs, the proposed NGFs architectures are i) more stable when the number of filter coefficients increases and ii) more robust against graph perturbations, rendering this new technique more suitable for problems where the graph is not known with certainty. We validated these claims through experimental results in synthetic datasets and, more conspicuously, in real-world datasets with larger graphs in terms of both size and diameter. Future work includes the theoretical characterization of the robustness of NGFs as well as additional simulations in real-world tasks.
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