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We formulate a new error-disturbance relation, which is free from explicit dependence upon variances in observables. This error-disturbance relation shows improvement over the one provided by the Branciard inequality and the Ozawa inequality for some initial states and for particular class of joint measurements under consideration. We also prove a modified form of Ozawa’s error-disturbance relation. The later relation provides a tighter bound compared to the Ozawa and the Branciard inequalities for a small number of states.

I. INTRODUCTION

Uncertainty principle first enunciated by Heisenberg [1] is one of the basic tenets of quantum mechanics and still a subject of active investigation. The original uncertainty principle encapsulates the impossibility of simultaneous measurement of two incompatible physical observables with arbitrary precision, as the measurement of one disturbs the other. Heisenberg also gave, what he thought was a mathematical formulation of this principle for position and momentum operators. This was later put on firm footing for general physical observables by Kennard [2]. However, the uncertainty relation was rigorously proved by Robertson [3] and tightened by Schrödinger [4]. These relations were collectively called uncertainty relations. The Robertson version of the uncertainty relation is given by

\[
\Delta A \Delta B \geq \frac{1}{2} |\langle \psi | [A, B] |\psi \rangle |,
\]

(1)

where \( A \) and \( B \) are two incompatible observables on the Hilbert space of the system and the variance of an observable \( A \) in a quantum state \( |\psi \rangle \) is given by \( \Delta A^2 = \langle \psi | A^2 |\psi \rangle - \langle \psi | A |\psi \rangle^2 \). Uncertainty relations are of great importance in physics including foundations of quantum mechanics, quantum information and can have various technological applications [5–9]. It may be noted that uncertainty relations given before may happen to be trivial even if the observables are incompatible on the state of system. This problem was recently cured with the introduction of stronger uncertainty relations by Maccone and Pati [10] and these capture the concept of incompatible observables.

Arthurs and Kelly [11] derived an expression akin to the Robertson uncertainty relation for error in measurement of observable \( A \) and corresponding disturbance on observable \( B \). However, this was shown to be violated by Arthurs and Goodman for unbiased measurements [12]. Later, Ozawa proved a relation [13, 14], which connects error in measuring one observable and corresponding disturbance in another observable to the quantum fluctuations (variances) of these two incompatible observables. The error and disturbance mentioned here contain the information about interactions of the system with the measuring apparatus. Ozawa showed that for general measurement strategies instead of unbiased measurements, the bound given in Ref.[12] can be violated. This was verified experimentally by Rozema et al. [15] and Erhart et al. [16].

There is a recent debate on alleged violations of the Heisenberg error-disturbance relation [17–21]. This debate originates from the fact that two approaches start from different definitions of error and disturbance. For example, Ozawa’s approach [18] is based on the expectations of squared differences of noise operators in a measurement process. These quantities depend on the input state of the measurement apparatus. However, the definitions in Busch-Lahti-Werner [17] approach are characteristic of the measurement scheme, and hence independent of the input state. They have shown that the standard textbook form of uncertainty relation is still respected. One should note that in these two approaches, error and disturbance quantifiers have different meanings. In addition to several investigations on measurement related uncertainty [22–26], there have been subsequent developments on improving the tightness of the bound provided by Ozawa’s error-disturbance relation [27–29]. The Branciard bound in this series of error-disturbance relations is known to be tight compared to the Ozawa relation [30]. However we will not dwell on the debate here.

In this letter, we intend to prove a new stronger error-disturbance relation for incompatible quantum measurement, that does not depend on the variances of observables. This new error-disturbance relation provides a stronger bound than the Branciard bound for some initial states. We derive another error disturbance relation which is the modified form of Ozawa’s error-disturbance relation and is obtained by using the product of variance form of newly introduced uncertainty relations [10]. We also prove yet another stronger error-disturbance inequality for general incompatible observables.
II. ERROR-DISTURBANCE RELATIONS

Let us consider the Heisenberg picture and treat quantum states as time independent, i.e., the effect of interaction being manifested through the evolution of Hermitian operators which are physical observables of the system under consideration. We assume that the system and the apparatus (probe) are initially non-entangled and represented by states $|\psi\rangle_s$ and $|\phi\rangle_p$, respectively. The physical observables that we want to measure are $A$ and $B$ such that in the joint Hilbert space $\mathcal{H}_s \otimes \mathcal{H}_p$, we have $A_{in} = A \otimes I$ and $B_{in} = B \otimes I$. We now fix an operator $M$ given by $M_{in} = I \otimes M$ on the Hilbert space of the probe. We will use this operator (after measurement) to read off and estimate the value of $A$. An entangling global unitary $U$ can be used to couple the system to the probe and this interaction transforms these aforementioned operators into new operators $A_{out} = U^\dagger (A \otimes I) U$, $B_{out} = U^\dagger (B \otimes I) U$, and $M_{out} = U^\dagger (I \otimes M) U$. It is to be noted that $M$ and $B$ initially act on different Hilbert spaces and they remain to be commuting after the unitary evolution. Since, $M_{out}$ and $B_{out}$ are commuting, we expect them to be simultaneously measurable. Therefore, the problem of impossibility of joint measurements in this measurement process is negated, the price being paid is the statistical error of estimation introduced while trying to estimate $A$ from another observable $M$. Now, we try to estimate this error, the natural choice being the root mean squared value of the difference between the estimator ($M_{out}$) and the original ($A_{in}$) observables. This is defined as noise $\epsilon_A$ in the measurement of observable $A$ and is given by [13]

$$\epsilon_A = \sqrt{\langle \Psi | (M_{out} - A_{in})^2 | \Psi \rangle},$$

where $|\Psi\rangle = |\psi\rangle_s \otimes |\phi\rangle_p$. If the observable $B$ is measured immediately after $A$, there will be some disturbance in the measurement due to the prior interaction happened in the system during the measurement of the observable $A$. Thus, similar to the noise, the disturbance for $B$ is defined as the root mean squared value of the difference between the original observable $B_{in}$ and the transformed observable $B_{out}$, i.e.,

$$\eta_B = \sqrt{\langle \Psi | (B_{out} - B_{in})^2 | \Psi \rangle}.$$  

(3)

With these definitions at hand one would like to find a relation between the error and the disturbance. The first real improvement on this front for an unbiased estimator was given by Ozawa [13] which reads as

$$\epsilon_A \eta_B + \epsilon_A \Delta B + \Delta A \eta_B \geq |\mathcal{C}_{AB}|.$$  

(4)

where $|\mathcal{C}_{AB}| = \frac{1}{2} |\langle \psi |[A, B]|\psi \rangle|$. Note that, the Ozawa relation depends on $\Delta A$ as well as $\Delta B$.

After Ozawa’s work, there has been many more error-disturbance relations given by different authors [27–29].

The Branciard error-disturbance relation acclaimed as the best of them all, is expressed as

$$\epsilon_A^2 \Delta B^2 + |\eta_B|^2 \Delta A^2 + 2\epsilon_A \eta_B \sqrt{\Delta A^2 \Delta B^2 - \mathcal{C}_{AB}^2} \geq \mathcal{C}_{AB}^2.$$  

(5)

However, all the existing error-disturbance relations do involve variances of $A, B, B_{out}$ and $M_{out}$. We look for an error-disturbance relation free from quantum fluctuations in the observables. This is the new feature of our main error-disturbance relation.

III. NEW ERROR-DISTURBANCE RELATIONS

In this section, we derive two different error-disturbance relations and illustrate their efficiencies with some examples.

Theorem 1. For the noise operator $N_A = M_{out} - A_{in}$ and corresponding disturbance operator $D_B = B_{out} - B_{in}$, if the system and the probe are in joint state $|\Psi\rangle = |\psi\rangle_s \otimes |\phi\rangle_p$, the following inequality holds:

$$\epsilon_A^2 + |\eta_B|^2 \geq \pm \langle \psi |[[A, B]|\psi \rangle \mp i \langle \Psi |[M_{out}, B_{in}]|\Psi \rangle$$

$$\mp i \langle \Psi |[A_{in}, B_{out}]|\Psi \rangle + | \langle \Psi |N_A \pm iD_B|\Psi^\perp \rangle |^2,$$

(6)

where the sign is chosen such that $\pm \langle \psi |[[A, B]|\psi \rangle$ is positive (and similarly for other commutators) and $|\Psi^\perp \rangle$ is orthogonal to $|\Psi\rangle$.

Proof. For the above mentioned observables $N_A$ and $D_B$, we define, $C = N_A - \langle N_A \rangle$ and $D = D_B - \langle D_B \rangle$, where $\langle N_A \rangle = \langle \Psi |N_A|\Psi \rangle$. $\langle D_B \rangle = \langle \Psi |D_B|\Psi \rangle$. The standard deviations of $N_A$ and $D_B$ can therefore be written as $\Delta N_A = \|C|\Psi\|\| \text{ and } \Delta D_B = \|D|\Psi\|$. Consider the quantity

$$\|C \mp iD|\Psi\| \|^2 = \Delta N_A^2 + \Delta D_B^2 \mp i \langle \Psi |[N_A, D_B]|\Psi \rangle.$$  

(7)

Using the Cauchy-Schwarz inequality, the LHS of this equation is bounded from below as

$$| \langle \Psi |N_A \pm iD_B|\Psi^\perp \rangle |^2$$

$$= | \langle \Psi |(N_A \pm iD_B) - (N_A \pm iD_B)|\Psi^\perp \rangle |^2$$

$$= | \langle \Psi |C \pm iD|\Psi^\perp \rangle |^2$$

$$\leq \|C \mp iD|\Psi\| \|^2.$$  

(8)

Combining Eq. (7) and Eq. (8) leads to...
\[ \Delta N_A^2 + \Delta D_B^2 \]
\[ \geq \pm i \langle \Psi | [N_A, D_B] | \Psi \rangle + |\langle \Psi | N_A \pm i D_B | \Psi \rangle|^2 \]
\[ = \pm i \langle \Psi | [M_{out}, B_{out}] | \Psi \rangle \pm i \langle \psi | [A, B] | \psi \rangle \]
\[ \mp i \langle \Psi | [M_{out}, B_{in}] | \Psi \rangle \mp i \langle \psi | [A_{in}, B_{out}] | \psi \rangle \]
\[ + |\langle \Psi | N_A \pm i D_B | \Psi \rangle|^2 \]
\[ = \pm i \langle \psi | [A, B] | \psi \rangle \mp i \langle \Psi | [M_{out}, B_{in}] | \Psi \rangle \]
\[ \mp i \langle \Psi | [A_{in}, B_{out}] | \Psi \rangle + |\langle \Psi | N_A \pm i D_B | \Psi \rangle|^2 \]

The new error-disturbance relation for the sum of squares of noise and disturbance follows from the definitions in Eq. (2) and Eq. (3), and using the fact that \( \epsilon_A^2 \geq \Delta N_A^2 \), \( \eta_B^2 \geq \Delta D_B^2 \) and \([M_{out}, B_{out}] = 0\), i.e., we have

\[ \epsilon_A^2 + \eta_B^2 \geq \pm i \langle \psi | [A, B] | \psi \rangle \mp i \langle \Psi | [M_{out}, B_{in}] | \Psi \rangle \]
\[ \mp i \langle \Psi | [A_{in}, B_{out}] | \Psi \rangle + |\langle \Psi | N_A \pm i D_B | \Psi \rangle|^2 \].

Hence the proof.

A noticeable point in this error-disturbance relation is, it involves no mention of variances of observables in input states and also provides us a better bound than the Branciard bound for some choices of the initial state of the system and the measurement strategy. To illustrate the new error-disturbance relation (6) for a qubit system, we assume the system and the probe are initially in the states

\[ |\psi\rangle_s = \alpha |0\rangle + \beta |1\rangle = u |0\rangle, \]
\[ |\phi\rangle_p = |1\rangle, \]

where \( \alpha \) is real and unitary \( u \) is written as

\[ u = \left( \begin{array}{cc} \alpha & -\beta^* \\ \beta & \alpha \end{array} \right). \]

We fix the input observables and estimator as \( A_{in} = \sigma'_x \otimes I, B_{in} = \sigma'_y \otimes I \) and \( M_{in} = I \otimes \sigma_x \), where \( \sigma'_x = u \sigma_x u^\dagger, \sigma'_y = u \sigma_y u^\dagger \) and \( \sigma_x, \sigma_y \) and \( \sigma_z \) are Pauli spin matrices. We now couple the system and the probe through a CNOT interaction given by \( U = P_0 \otimes I + P_1 \otimes \sigma_x \) with \( P_0 = |0\rangle \langle 0| \) and \( P_1 = |1\rangle \langle 1| \). For the present strategy, the operators \( A_{out}, B_{in} \) and \( M_{out} \) during the interaction transform into \( \hat{A}_{out}, \hat{B}_{in} \) and \( M_{out} \). Thus, the value of the commutator term is \(|C_{AB}| = 1\). Since, we have \( \Delta A = \Delta B = 1 \) for this particular choice of input observables, we can express the Branciard bound using Eq. (5) and it is given by the relation

\[ \epsilon_A^2 + \eta_B^2 \geq 1. \]

Now, calculating each term in our error-disturbance relation given by Eq. (6) with the above choices of input observables, estimator, CNOT interaction and the positive sign of \( \pm i \langle \psi | [A, B] | \psi \rangle \), reduces the inequality to

\[ \epsilon_A^2 + \eta_B^2 \geq 2 + 2 \alpha^2 (\beta^* - \beta)^2 + 4 |\alpha^2 \beta^*(\beta^* - \beta)|^2. \]

We can easily see that our bound is better than the Branciard bound for this specific setting in the admissible range of \( \theta \) and \( \phi \).

In order to better understand the improvement of bounds provided by Ozawa [13] and Branciard [20], we plot all the three error-disturbance inequalities given by Eq. (4), Eq. (5) and Eq. (6) in the \( \epsilon_A - \eta_B \) plane for a qubit state as an example. We fix the input observables and the qubit state in such a way that \(|C_{AB}| = 1\). This can be achieved by choosing \( A_{in} = \sigma'_x \otimes I, B_{in} = \sigma'_y \otimes I \). We choose the interaction unitary to be a qubit CNOT gate \( U = P_0 \otimes I + P_1 \otimes \sigma_x \) with \( P_0 = |0\rangle \langle 0| \) and \( P_1 = |1\rangle \langle 1| \) in order to join the probe and the system. Since, in the Schrödinger picture, states are time dependent and \( |\Psi^\perp\rangle \) can be generated by projecting any state \(|r\rangle\) to the orthogonal subspace of \(|\Psi\rangle\), i.e., \( |\Psi^\perp\rangle \propto (I - |\Psi\rangle \langle \Psi|) |r\rangle \), where \(|r\rangle\) is state of system and probe. However, we will be using the Heisenberg picture here and it can be easily shown that in the Heisenberg picture, we have

\[ |\Psi^\perp\rangle \propto U^\dagger (I - U|\Psi\rangle \langle \Psi|U^\dagger) U|r\rangle. \]
Maximizing the value of the final term in Eq. (6) (in order to get the best lower bound), requires maximization over all random states $|\psi\rangle$. We do this maximization by randomly choosing states in numerics. It is evident from the Fig. 1 that the new error disturbance relation introduced in this paper gives improvement over the existing bounds.

We should add that the Branciard relation is universally valid, i.e., it is independent of the way the joint measurement is approximated. However, our relations are not independent of the joint measurement approximation, as, e.g., $M_{out}, B_{out}$ appear explicitly. As a consequence, relation given by Eq. (6) is only valid for the particular class of joint measurements.

For more insight of the comparison of the error-disturbance relations by Ozawa, Branciard and the authors given by Eq. (4), Eq. (5) and Eq. (6), respectively, we denote the left hand sides of these three equations which would be bounded below by the value of $|C_{AB}|$, respectively as given by

\begin{equation}
L_{Ozawa} = \epsilon_A \eta_B + \epsilon_A \Delta B + \Delta A \eta_B,
\end{equation}

\begin{equation}
L_{Branciard} = \sqrt{\epsilon_A^2 A B^2 + \eta_B^2 A^2 + 2 \epsilon_A \eta_B \sqrt{\Delta A^2 \Delta B^2 - C_{AB}^2}},
\end{equation}

and

\begin{equation}
L_{\text{New}}^{(1)} = \frac{1}{2} \left[ \epsilon_A^2 + \eta_B^2 \pm i \langle \Psi | [M_{out}, B_{in}] | \Psi \rangle \right] + i \langle \Psi | [A_{in}, B_{out}] | \Psi \rangle - |\langle \Psi | N_A + i D_B | \Psi \rangle|^2.
\end{equation}

while the sign in Eq. (6) is chosen that $\pm i \langle \Psi | [A, B] | \psi \rangle$ is positive.

For illustration, we give an example, where the system and the probes are two qubits. Let the system be initially in the state $|\psi\rangle_s = \cos \theta |0\rangle + \sin \theta |1\rangle$ and the probe be initially in the state $|\phi\rangle_p = |1\rangle$. We fix our input observables and the estimator as $A_{in} = \sigma_x \otimes \mathbb{I}$, $B_{in} = \sigma_y \otimes \mathbb{I}$ and $M_{in} = \mathbb{I} \otimes \sigma_x$. The system is again coupled with the probe through a CNOT interaction and we use the same method to generate the $|\Psi^\perp\rangle$ as in Heisenberg picture, we have $|\Psi^\perp\rangle \propto U^\dagger (\mathbb{I} - U |\Psi\rangle \langle U |) U |r\rangle$. In order to get the best lower bound the maximization is performed by randomly choosing states $|\rho\rangle$ in numerics. One can also see that, $B_{out}$ and $B_{in}$ have the same spectrum, but not $M_{out}$ and $A_{in}$. Note that, the best bound given by the Branciard inequality in this case is obtained on replacing $\eta_B$ by $\eta_B \sqrt{1 - \frac{\eta_B^2}{2}}$ in Eq. (5). In Fig. 2, we use this bound while comparing with the new relation. It is evident in Fig. 2 that for the above mentioned choices of initial states of system, probe and their interaction, the bound presented here goes beyond the tightest possible Branciard bound for approximately 25% of the states. Unfortunately, these points do not fall on a clearly visible line, signifying that finding analytical expression for this bound in simpler terms is challenging.

Theorem 2. For Noise operator $N_A$ and corresponding Disturbance operator $D_B$ defined as, $N_A = M_{out} - A_{in}$ and $D_B = B_{out} - B_{in}$, if the system and the probe are in joint state $|\Psi\rangle = |\psi\rangle_s \otimes |\phi\rangle_p$, the following inequality can be proved:

\begin{equation}
\frac{\epsilon_A \eta_B - \epsilon_A \Delta A + \epsilon_A \Delta B}{\eta_B} - \frac{1}{2} \frac{|\langle \Psi | N_A D_B \pm i D_B \Delta A | \Psi \rangle|^2}{\Delta A \eta_B} - \frac{1}{2} \frac{|\langle \Psi | A A D_B \pm i D_B \Delta A | \Psi \rangle|^2}{\Delta A \eta_B} \geq |C_{AB}|.
\end{equation}

Proof. For two arbitrary observables $A$ and $B$, the following uncertainty relation [10] is satisfied

\begin{equation}
\Delta A \Delta B \geq \frac{1}{2} \frac{|\langle \Psi | A, B | \Psi \rangle|^2}{1 - \frac{1}{2} |\langle \Psi | A A + B B + i D_B | \Psi \rangle|^2},
\end{equation}

where variables and averages are defined in the state $|\Psi\rangle$. For arbitrary states, $|\Psi^\perp\rangle$ is orthogonal to the state of the system $|\Psi\rangle$, and the sign is chosen such that $\pm i \langle \Psi | [A, B] | \Psi \rangle$ is positive. To prove the inequality (19) we note that

\[ - [A \otimes \mathbb{I}, B \otimes \mathbb{I}] = [N_A, D_B] + [N_A, B] + [A, D_B]. \]
This implies, we have
\[
\begin{align*}
|\langle \Psi | [A, B] | \Psi \rangle | & = |\langle \Psi | [N_A, D_B] | \Psi \rangle + \langle \Psi | [N_A, B] | \Psi \rangle + \langle \Psi | [A, D_B] | \Psi \rangle | \\
& \leq |\langle \Psi | [N_A, D_B] | \Psi \rangle | + |\langle \Psi | [N_A, B] | \Psi \rangle | + |\langle \Psi | [A, D_B] | \Psi \rangle |.
\end{align*}
\]

On using Eq. (20) to express the three commutators on the RHS of this equation individually and with \( \epsilon_A \geq \Delta N_A \), \( \eta_B \geq \Delta D_B \) and some properties of inequalities, we get the inequality stated in Eq. (19).

In the case of the inequality given in Eq. (19) for comparison we denote
\[
L_{\text{New}}^{(2)} = \epsilon_A \eta_B + \eta_B \Delta A + \epsilon_A \Delta B
- \frac{1}{2} |\langle \Psi | N_A \Delta D_B \pm i D_B \Delta N_A | \Psi^\perp \rangle |^2
- \frac{1}{2} \frac{\epsilon_A}{\Delta A} \eta_B
- \frac{1}{2} \frac{\eta_B}{\Delta D_B} \epsilon_A
- \frac{1}{2} \frac{\epsilon_A}{\Delta A} \Delta B.
\]

For illustration, consider a qubit state, with \( |\psi\rangle_s = \cos \theta |0\rangle + \sin \theta |1\rangle \) and \( |\phi\rangle_p = |1\rangle \). We choose the observables \( M_{in}, B_{in} \) and \( U \) as in previous case but the observable \( A_{in} \) is defined (scaled down) as
\[
A_{in} = \lambda (\sigma_x \otimes I),
\]
with \( \lambda = 0.01 \). The resulting plot has been depicted in Fig. 3. It is seen that for a small number of states, the Branciard bound is superseded by our new bound. This is remarkable because Branciard’s error-disturbance relation reduces to Ozawa’s error-disturbance relation under very strong conditions, e.g., either \( \epsilon_A \) or \( \eta_B \) must be zero and expectation value of commutator of \( A \) and \( B \) should vanish. Otherwise the Branciard bound is much tighter than the Ozawa bound. However, this new bound tightening the Ozawa bound goes beyond the Branciard bound for a small fraction of states, i.e., 1.5% even though none of the above conditions are satisfied. One may think that the comparison with the Branciard bound in this way is problematic, since the commutator still appears in the definition (17). If one rewrites the Branciard relation differently giving a different upper bound on the commutator, then that may lead to a different result in comparison to the new bound. This would be explored in the future.

Recently, quantum uncertainty equalities were introduced by Yao et al. [31] for the sum of variances \( \Delta A^2 + \Delta B^2 \) and product of variances \( \Delta A \Delta B \) on the trend of stronger uncertainty relations [10], for all pairs of incompatible observables \( A \) and \( B \). The sum of variance equality can be written for the noise and the disturbance as follows
\[
\Delta N_A^2 + \Delta D_B^2 = \pm i \langle \Psi | [N_A, D_B] | \Psi \rangle + \sum_{k=1}^{d-1} |\langle \Psi | N_A \pm i D_B | \Psi_k \rangle |^2,
\]
where \( \{ |\Psi_k \rangle \} \}_{k=1}^{d-1} \) form an orthonormal and complete basis in \( d \)-dimensional Hilbert space. This leads to another error-disturbance inequality, as given by
\[
\epsilon_A^2 + \eta_B^2 \geq \pm i \langle \Psi | [A, B] | \psi \rangle \mp i \langle \Psi | [M_{out}, B_{in}] | \Psi \rangle \\
\mp i \langle \Psi | [A_{in}, B_{out}] | \Psi \rangle + \sum_{k=1}^{d-1} |\langle \Psi | N_A \pm i D_B | \Psi_k \rangle |^2.
\]

Eq. (23) is even tighter than Eq. (6). However, this error-disturbance inequality we will discuss in a separate paper.

### IV. CONCLUSION AND FUTURE SCOPE

In this letter, we have proved a new error-disturbance relation. This shows no explicit dependence on the variances of original observables to be measured. We have demonstrated that this new error-disturbance relation given in Eq. (6) can give rise to better bound than the previously known inequalities for some initial state and measurement strategy. It is shown to give improvement over the Branciard bound for a particular state that couples with the probe through a specific interaction. We have also proved a modified version of
Ozawa’s error-disturbance relation given by Eq. (19) and illustrated this for qubit states and some choices of scaled down values of operator $A_{\text{in}}$ to have tighter bounds. It exhibits tightening of the Branciard bound for a very small number of states. However, it gives better bound than the Ozawa’s bound in all cases.

Our method may be extended to the case of initial system state and/or probe state being mixed states and this leads to many possibilities about precision of measurement in the case of mixed state. It would also be interesting to see if the history of any prior interaction between the system and the probe has any effect on the error-disturbance relations. Uncertainty relations have applications in detection of entanglement. However, if we wish to experimentally perform realistic measurements on states in order to detect entanglement, it is important to know the corresponding error-disturbance inequalities rather than uncertainty relations. This formalism used here giving tighter bounds to these error-disturbance inequalities may be more efficient in detection of entanglement. These issues may be explored in future.
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