Oriented internal electrostatic fields: an emerging design element in coordination chemistry and catalysis
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The power of oriented electrostatic fields (ESFs) to influence chemical bonding and reactivity is a phenomenon of rapidly growing interest. The presence of strong ESFs has recently been implicated as one of the most significant contributors to the activity of select enzymes, wherein alignment of a substrate’s changing dipole moment with a strong, local electrostatic field has been shown to be responsible for the majority of the enzymatic rate enhancement. Outside of enzymology, researchers have studied the impacts of “internal” electrostatic fields via the addition of ionic salts to reactions and the incorporation of charged functional groups into organic molecules (both experimentally and computationally), and “externally” via the implementation of bulk fields between electrode plates. Incorporation of charged moieties into homogeneous inorganic complexes to generate internal ESFs represents an area of high potential for novel catalyst design. This field has only begun to materialize within the past 10 years but could be an area of significant impact moving forward, since it provides a means for tuning the properties of molecular complexes via a method that is orthogonal to traditional strategies, thereby providing possibilities for improved catalytic conditions and novel reactivity. In this perspective, we highlight recent developments in this area and offer insights, obtained from our own research, on the challenges and future directions of this emerging field of research.

Introduction

The incorporation of internal electrostatic fields into transition metal complexes is a new and rapidly developing design strategy that is being used both for rationally impacting chemical reactivity patterns and for modulating the physical characteristics of metal complexes.1–7 This article aims to use a brief overview of the field to support our perspective that electrostatic effects in
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molecular complexes are poised to provide an entirely new paradigm for synthetic chemists to use when constructing molecules with tailor-made functions. In the following text, we first briefly summarize the nature of electrostatic fields and provide a glimpse into how tangential areas of study have applied these concepts to chemical reactivity. The work then describes recent examples of electrostatic effects that are associated with homogeneous transition metal complexes and concludes with a statement on our view of the field’s future trajectory. For those interested in a broader understanding of electric field effects on chemical reactions and structure, we refer the reader to a recently published book that covers an extensive list of topics that derive from the same principles discussed herein.7

Electric fields (EFs) are central to the study of atomic physics and chemistry. EFs describe the attractive forces between electrons and protons—a concept at the heart of atomic structure and chemical bonding. Electric field lines (Fig. 1) are often used as qualitative depictions of an EF that illustrate the direction of the force vectors within the field. The arrows of the EF lines are defined, according to the chemistry convention, as the direction of the negative test charge would be pushed if placed into the field (i.e. negative to positive unless otherwise specified).

In the case of an EF generated by charged species that are not changing in position with respect to time, the field can be simplified to the description of an electrostatic field (ESF).1 In this case, the laws of electrostatic effects can be described by Coulomb’s law (eqn (1)), which describes the force that an electrically charged particle, \( q_1 \), exerts on another charged particle, \( q_2 \), at a distance of \( r \):

\[
F = \frac{1}{4\pi\varepsilon_0} \frac{q_1 q_2}{r^2}
\]

(1)

where \( \varepsilon \) represents the permittivity of the medium. Rearrangement of eqn (1) yields eqn (2), which defines the electrostatic field, \( E \), as the force per unit of charge at each point in space:

\[
E = \frac{F}{q_2} = \frac{1}{4\pi\varepsilon_0} \frac{q_1}{r^2}
\]

(2)

Since electrons bear negative charges, their positions in space and their associated energies should be susceptible to the presence of ESFs. In this way, the incorporation of internal or external ESFs into chemical reactions provides a promising new avenue for imposing control over reaction outcomes and increasing reaction efficiencies through the stabilization of key transition states. To showcase how electrostatic fields have been used in systems that might be considered molecular-adjacent, we will first highlight select examples of the study of electrostatic effects in enzymes and on surface-tethered molecular compounds. These case studies provide clear evidence that oriented electric fields have demonstrable impacts on chemical reactivity profiles.

ESFs in non-homogeneous systems

The contribution of ESFs to enzyme function was first proposed and studied by Warshel⁸ and has gained traction in enzymology as a key structural feature for some enzymes.⁹–¹² A particularly dramatic and well-studied example, reported by Boxer and co-workers, involves ketosteroid isomerase (Kl), an enzyme that
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Fig. 1 Electric field lines for (a) point charges of opposite sign in close proximity, and (b) separated anodic and cathodic plates of a capacitor.

Fig. 2 Enolization reaction of 5-androsten-3,17-dione occurring at the active site of ketosteroid isomerase (Kl). Red arrows indicate dipole moments associated with the C=O and C-O bonds. 19-nortestosterone was used as a vibrational probe for measuring local ESF strengths via Stark spectroscopy.
catalyzes the transformation of sterols into hormonally-active ketosteroids. The authors studied the enolization of 5-androstene-3,17-dione (Fig. 2), which is known to undergo the same isomerization mechanism in aqueous solution as in the enzyme, thereby allowing for a direct measure of the catalytic effect imparted by the wildtype enzyme (18 kcal mol\(^{-1}\))\(^{13-17}\). Importantly, the lengthening of the C-O bond in 5-androstene-3,17-dione during the rate-limiting enolization transformation (Fig. 2) corresponds with an increased dipole moment associated with the bond. Since the transition state for this process is expected to have a larger dipole moment along the C-O bond axis than the starting material, the presence of an opposing ESF would selectively stabilize the transition state, thereby contributing to the catalytic effect of the enzyme.

To test this hypothesis, Boxer and co-workers used vibrational Stark spectroscopy to quantify the magnitude of the ESF at this position for KI and several KI mutants. Doing so required the use of a vibrational probe molecule with a known (or obtainable) Stark tuning rate that would bind irreversibly to the active site of the enzyme and provide a distinct vibrational signature. These requirements were satisfied with 19-nortestosterone, and wild-type KI was found to impart an ESF strength of 14.4(6) V nm\(^{-1}\) on its C-O bond, while various mutations led to subdued ESF strengths. Crucially, a linear correlation between enzyme catalytic performance and ESF strength was established for KI and its mutants, suggesting that ESFs play a dominant role in the enzyme’s catalytic abilities. Using the measured ESF strength from wild-type KI, the authors estimated that the presence of ESFs in the active site of KI accounts for 72% of the total catalytic effect of this enzyme. Accumulated work in this area of enzymology similarly corroborates that enzymatic activity is generally impacted by strong, local electrostatic effects of this type.\(^{10,11,18-24}\)

Outside the area of enzymology, a range of work has been published studying the effects of ESFs on chemical structure and reactivity, including (i) the generation of bulk, external ESFs between parallel electrode plates,\(^{25-27}\) (ii) the study of radical species and their electrostatic stabilization by ESFs,\(^{28-32}\) and (iii) computational studies probing how selectivity of organic reactions can be manipulated through incorporation of charged functional groups or cation–π interactions.\(^{33-42}\)

The pioneering work of the Shaik group laid the foundation for the accepted use of bulk external electric fields for catalysis.\(^{5,7,43-45}\) In 2010, Shaik and co-workers computationally predicted that even with neutral molecules (dienes and dienophiles), bond forming rate enhancements can be achieved through application of properly aligned ESFs.\(^{44}\) In their study, the authors showed that varying the alignment and magnitude of computationally-generated ESFs led not only to changes in the predicted rates for Diels–Alder reactions, but also affected the predicted exo/endo selectivity of various reaction products. Several years later, Darwish, Ciampi, Diez-Perez, and Coote experimentally verified the Shaik predictions in a groundbreaking 2016 report through use of a scanning tunnelling microscopy (STM) “break junction” approach.\(^{27}\) In their experiments, the authors tethered dienes to an STM tip, which was brought into close contact (ca. 1 nm) to dienophiles tethered to a flat gold surface (Fig. 3a). An ESF was generated through application of a potential bias across the junction, the magnitude and sign of which were systematically modulated. Importantly, this experimental setup allowed for a high level of control over the orientation of the ESFs with respect to the substrate molecules. The frequency of chemical events was monitored by counting spikes in current, indicating a junction spanned by the Diels–Alder product. Accordingly, a five-fold increase in the reaction frequency was found to occur when an ESF was applied from dienophile to diene (depicted with an arrow in Fig. 3b). It was postulated that this field orientation stabilizes a minor resonance form of the transition state in which an anionic charge is positioned on the diene and a cationic charge is positioned on the dienophile (Fig. 3b). Computational analysis of the reaction qualitatively corroborated the experimental findings.

In 2013, Kanan and co-workers found success in applying bulk ESFs to effect control over the products formed in the (porphyrin)Rh-catalyzed intramolecular reactions of 1-diazo-3,3-dimethyl-5-phenylhex-5-en-2-one (Fig. 4).\(^{46}\) Bulk ESFs were generated through application of a potential bias across electrode plates. The Rh porphyrin catalyst was tethered to the electrode surface, orienting the catalyst with respect to the direction of the applied field. In the absence of a potential bias,
between 0.01–0.1 V nm\(^{-1}\),\(^{46}\) which is ca. 2 orders of magnitude smaller than ESFs present within enzyme active sites (as discussed above).\(^{3–11}\)

**ESFs in homogeneous metal complexes**

Homogeneous inorganic chemistry is a field that has the potential to benefit tremendously from the incorporation of rationally oriented internal ESFs. Charged groups can be positioned in the secondary coordination spheres of metal complexes through direct incorporation into the ligand scaffolds, then investigated for their ability to promote small molecule binding and/or reactivity. This strategy has the advantages of (a) maintaining a high degree of control over the positions and orientations of the charged moieties and (b) enforcing small distances between the charges and the substrate molecules, which is important for imparting strong ESFs (eqn (1) and (2)) while avoiding dielectric breakdown of the solvent media. As will be described throughout this perspective, the pursuit of harnessing internal electrostatic interactions to impart productive reactivity has recently become a burgeoning subfield of homogeneous inorganic chemistry.

**Valence manifold tuning with through-space electrostatic effects**

A central challenge to proving out the impact of intramolecular, through-space electrostatic effects on the valence manifolds of transition metal complexes comes in disentangling through-space effects from inductive effects. Modifications that introduce charged residues may alter the electron donating/withdrawing capability of the ligand, which would be expected to have more classical effects on the metal center’s valence manifold. The research described in this section has been used to illustrate the ability of through-space electrostatic effects to tune the redox properties and valence orbital energies within metal complexes in a manner that is orthogonal to traditional primary coordination sphere effects. We note that while numerous examples are known of tightly bound Lewis acids impacting the properties of metal centers,\(^{47–54}\) these will not be discussed below, since their through-space electrostatic effects cannot be fully disentangled from traditional Lewis acid effects.

In 2017 the Yang group reported a series of cobalt complexes bound by a novel \(N,N'\)-ethylene-bis(salicylimine) (salen)-based ligand containing a macrocyclic crown ether moiety in the secondary coordination sphere, in which they positioned charges in the form of alkali or alkaline earth metals (\(\text{Na}^+, \text{K}^+, \text{Ca}^{2+}, \text{Sr}^{2+}, \text{and Ba}^{2+}\)) (Fig. 5a).\(^{55}\) In this seminal study, the authors discovered large anodic shifts in the \(\text{Co}^{II}/\text{Co}^{I}\) redox couples as compared to the analogous \(\text{Co}^{II}\) complex bound by the salen ligand derivative with methoxy group substitution in place of the crown ether functionality. Only minor deviations from the parent complex were observed in the UV-vis and IR spectra for these compounds, and the primary coordination spheres of the complexes were found to be similar upon examination of their solid-state structures. These observations
led the authors to conclude that the large shifts in the CoII/CoI redox couples were not a result of inductive effects upon coordination of the Lewis acidic metals to the secondary coordination spheres. Instead, the shifting redox couples of the CoII complexes were found to correlate most closely with the calculated electric field potentials imparted by the alkali/alkaline earth metals, thereby implicating internal ESFs in anodically shifting the redox couples.

In 2018, the Yang and Alexandrova groups published a synthetic/computational study using the same crown ether-modified salen ligand system.56 In this study, the authors coordinated the ligand to NiII and positioned both monocationic (K+) and dicationic (Ba2+) metals within the pendant crown ether moiety (Fig. 5b). Compared to the analogous complex bearing salen with methoxy substitution in place of the crown ethereal moiety (Fig. 5b), the NiII/NiI redox couples and UV-vis spectral features for this series of compounds were compared to those of the salen aromatic rings (−CF3, −Cl, −Bu, and −OMe) (Fig. 5c). Despite shifts in UV-vis spectral features being smaller for the complexes containing charged metals in the secondary coordination spheres (indicating smaller inductive changes), the measured shifts in the NiII/NiI redox couples were found to be significantly larger, indicating that electrostatic effects (as opposed to inductive effects) were the primary driver associated with the anodically shifting potentials. Computational analysis of the complexes containing K+ and Ba2+ in the secondary coordination spheres indicated that the valence orbitals were uniformly stabilized via incorporation of the main group ion; the degree of stabilization was found to be dependent on the magnitude of the charge of the ion.

The Tolman group reported a series of bis(carboxamide) pyridine ligands in which distal charges (both cationic and anionic) were positioned in the secondary coordination spheres of the ligands via incorporation of charged functional groups (−NMe3, −SO3) at the 4-positions of the carboxamide aryl rings (Fig. 5d).57 Cupric hydroxide complexes bound by these ligands, and by the parent ligand (without charges in the secondary sphere), were synthesized. Notably, the resulting series of complexes displayed similar solid-state geometries, as indicated by X-ray crystallography, as well as remarkably similar UV-vis and EPR spectra, suggesting that the primary coordination spheres of the complexes are minimally affected by the distal charges. However, evaluation of the electrochemical properties of these complexes revealed notable changes in the (formally) CuII/CuIII redox couples, wherein the (−NMe3)-substituted complex exhibited the most anodic redox potential (140 mV vs. Fe/C), while the (−SO3)-substituted complex exhibited the most cathodic redox potential (−135 mV vs. Fe/Fc). This study, in combination with Yang’s studies discussed above, highlight how appropriately positioned charges can impart through-space coulombic interactions that either stabilize or destabilize electron transfer involving transition metal complexes.

Our group recently reported a series of trigonal pyramidal CuII complexes bound by a new series of tren-based tripodal tris(phosphinimine) ligands (Fig. 6) containing cationic pseudo...
charges in the secondary coordination spheres. The phosphinimine moieties within the ligand frameworks are best described by a zwitterionic resonance picture, in which there exists anionic charge on nitrogen and cationic charge on phosphorus, resulting in substantial amounts of cationic potential being localized in the secondary coordination spheres of the complexes (Fig. 7). The presence of these charges were calculated to induce ESP force vectors between 3–12 V nm\(^{-1}\) at ca. 2.2 Å from Cu along the canonical z-axes, oriented away from Cu. To assess the impacts of the unique charge distribution within these complexes, we turned to density functional theory (DFT) to compute their valence manifolds. The \(a_1\)-symmetric d\(_{z^2}\) orbital (HOMO-2) of each of these complexes were found to be uniquely stabilized in energy as compared to those of literature analogs containing isostructural primary coordination spheres. Importantly, the degree of the d\(_{z^2}\) stabilization was found to correlate with both the amount of cationic potential contained in the secondary coordination spheres of the complexes and with the strength of the z-axis-oriented ESFs. This correlation implicates the cationic charges emanating from the phosphinimine moieties in the secondary coordination spheres of the phosphinimine ligands as directly impacting the d-orbitals of the Cu\(^{1}\) complexes. The Cu\(^{1}/\)Cu\(^{II}\) redox couples measured for these complexes were found to be highly cathodic, with the most reducing analog (PR\(_3\) = PMe\(_3\)) being the most reducing isolated Cu\(^{1}\) complex reported to date (\(-780\) mV vs. Fe/Fc\(^{+}\)). These highly cathodic potentials were found to be an indirect consequence of the internal ESFs: the electrostatic stabilization of the \(a_1\) orbitals in these complexes resulted in unique (as compared to the isostructural literature analogs analyzed in this study) 2 : 1 : 2 d-orbital splitting patterns. These splitting patterns were found to induce classic Jahn–Teller distortions upon oxidation to Cu\(^{1}\), which subsequently provided an additional thermodynamic driving force (estimated to be \(-6\) kcal mol\(^{-1}\) for PR\(_3\) = PMe\(_3\)) for electron transfer, thereby shifting the Cu\(^{1}/\)Cu\(^{II}\) redox couples to more negative potentials.

The Holland group recently reported an iron amido complex bound by an SCS pincer ligand (Fig. 8). Most notable for the present discussion was their observation of an interesting result when trying to computationally reproduce the Mössbauer parameters for a bis(trimethylsilyl)amido complex that featured an outer sphere \([\text{K}(18\text{-crown-6})(\text{thf})_2]\)^+ counterion (Fig. 8). The exclusion of the counterion in the DFT calculations resulted in poor modelling of the \(^{57}\text{Fe}\) Mössbauer parameters, and inclusion of K\(^+\) without 18-crown-6 also performed poorly. Only when the full counterion was included in the calculation were they able to achieve a satisfactory fit. When K\(^+\) was encapsulated by 18-crown-6, the authors calculated a Löwdin charge of \(-0.06\) on potassium, as compared to a charge of +0.99 at potassium in the ether-free species. This suggests that the distribution of cationic charge throughout the \([\text{K}(18\text{-crown-6})(\text{thf})_2]\)^+ ion and its associated effect on the metal center is critical to the electronic structure at Fe. The through-space electrostatic interaction changes the ordering and orbital energies of the valence manifold, stabilizing d\(_{z^2}\) in the presence of the K\(^+\) (Fig. 8).

**Molecular electrostatic effects in small molecule activation and catalysis**

One of the major motivations behind tuning the properties of a metal center is to target specific reactivity. Metal complexes with ligand scaffolds containing charged moieties have been shown to take advantage of both changes to the metal center and the stabilization of reactive intermediates to demonstrate control and selectivity during catalysis. Thus, the works described in this section illustrate research that demonstrates ways in which electrostatic effects impact catalytic processes in various subfields of chemistry.

**Electrocatalytic CO\(_2\) and O\(_2\) reduction.** The subfield of CO\(_2\) reduction electrocatalysis has recently experienced great improvements through the incorporation of internal ESFs. In 2016, Sèveant and co-workers reported a series of iron tetra-phenylporphyrin complexes containing either cationic (\(-\text{NMe}_3\)\(^+\)) or anionic (\(-\text{SO}_3\)\(^-\)) functional group substitutions at the ortho- or para-positions of the porphyrin phenyl rings (Fig. 9a). In this study, the authors found that the iron complex containing cationic charges in closest vicinity to the CO\(_2\) binding site (the ortho-substituted analog) was by far the most successful CO\(_2\) reduction electrocatalyst, displaying both decreases in catalytic...
overpotential and increases in turnover frequencies (TOFs). This catalyst was found to outperform all other reported CO₂ reduction electrocatalysts, and the authors proposed a through-space coulombic stabilization of an intermediate Fe:CO₂ adduct as being operative in its catalytic success (Fig. 9b). Key to this postulation, the authors also reported a series of iron tetraphenylporphyrin complexes in which inductive effects were systematically modulated through incorporation of perfluorophenyl substituents.

Following the work by Savéant, several reports of CO₂ reduction electrocatalysts containing charged functional groups have been reported (Fig. 10), all showing that the incorporation of second sphere cationic charges results in enhanced electrocatalytic CO₂ reduction. Strong support for these catalytic improvements as being electrostatic in nature was provided by Mayer and co-workers in a publication featuring experimental and computational analysis of small molecule (CO₂, O₂, and CH₃COO⁻) binding to the Savéant iron tetraphenylporphyrin complex containing –NMe₃⁺ substitution at the ortho-positions of the phenyl rings. In this study, the authors measured acetate and dioxygen equilibrium binding constants and computationally evaluated interactions between the bound small molecules and the ammonium groups in the secondary coordination sphere. Acetate binding was experimentally found to be inhibited in solvents with higher dielectric constants or in the presence of high concentrations of electrolyte, thereby implicating the permittivity of the reaction medium as influencing the electrostatic effects as predicted by Coulomb’s law (eqn (1) and (2)). DFT evaluation of rotamers of the CO₂ and O₂ adducts were undertaken, in which the distal oxygen atoms of these small molecules were directed either towards, or away from, the ammonium groups in the secondary coordination sphere. These calculations revealed that through-space coulombic interactions with the –NMe₃⁺ groups led to a stabilization for the CO₂-bound species (~5.5 kcal mol⁻¹ when the oxygens were directed toward the ammonium group) and to a slight destabilization for the O₂-bound species (~+1.1 kcal mol⁻¹ when the distal oxygen was directed toward an ammonium group).
showcase the stabilizing effect that charged moieties can have on CO₂ reduction/binding and lend support to the assertion that through-space electrostatic effects productively contribute to catalysis in the systems depicted in Fig. 10.

Mayer and co-workers recently reported the electrocatalytic oxygen reduction reaction (ORR) using a FeIII electrocatalyst bound by the tetraporphyrin ligand reported by Savéant (Fig. 11).⁶⁹–⁷² The authors found no catalytic improvement over other iron porphyrin electrocatalysts, corroborating the study discussed above in which O₂ binding was (nearly) unaffected by the presence of cationic groups in the secondary coordination sphere.⁶⁹ Previous studies with iron porphyrin ORR electrocatalysts established scaling relationships between log(TOFmax) and effective overpotential under various reaction conditions, wherein changes in acid concentration, acid pKₐ, O₂ concentration, or catalyst E₁/₂ values led to increases in log(TOFmax) at the expense of effective overpotential, or vice versa.⁶⁹ For the FeIII electrocatalyst studied by Mayer, however, modulating the identity of the buffer solution led to an unprecedented inverse scaling relationship between log(TOFmax) and effective overpotential. The cause of this phenomenon was found to relate to buffer anion (carboxylate) binding to the catalyst, which was strongly enhanced by the presence of the cationic charges in the secondary coordination sphere. This binding of the buffer conjugate base resulted in changes to the E₁/₂ values of the iron catalyst (cathodic shifts with increasing buffer pKₐ), which synergistically combined with the established scaling relationship of buffer acidity to result in an unprecedentedly efficient ORR electrocatalyst (low effective overpotential and high TOFmax).

**Biomimetic (heme)Fe oxo reaction selectivity.** In 2004, Shaik and co-workers computationally studied the impacts of applying external ESFs in the vicinity of Compound I, the ironoxo porphyrin active site of cytochrome P₄₅₀ enzymes.⁷³ In nature, Compound I is capable of both hydroxylating strong C–H bonds and epoxidizing C=C bonds, which has prompted widespread interest from the biochemistry and synthetic chemistry communities alike.⁷₃–⁷⁴ In their study, Shaik and co-workers found that the application of computationally generated ESFs of varying magnitude and orientation were capable of impacting the electronic structure of Compound I, which in turn led to the (de)stabilization of transition states toward the aforementioned reactivity. The authors found that the selectivity for hydroxylation vs. epoxidation could be rationally adjusted through incorporation of appropriately oriented external ESFs. Shaik and co-workers later showed that similar results could be obtained with nonheme iron oxo complexes when ESFs were oriented along the Fe=O bond axis.⁷⁵

Following in the wake of the Shaik predictions, the Groves group reported the synthesis of an oxyferryl porphyrin radical–cation complex, designed as a mimic of Compound I, that contained cationic pyridinium substitutions around the periphery of the complex (Fig. 12a).⁷₆ The complex was shown to undergo kinetically fast C–H hydroxylation reactions, as compared with literature analogs. In a related 2017 publication, Groves and co-workers reported a ferric hydroxide complex bound by a porphyrine ligand containing charged pyridinium substitutions around the periphery of the ligand (Fig. 12b).⁷⁷ This ferric hydroxide complex was found to undergo hydrogen atom abstraction reactions to form the corresponding ferrous aqua complex, the O–H bond dissociation energy (BDE) of which was estimated to be 84 kcal mol⁻¹. Again, incorporating charges into the ligand structure was found to drastically increase the rates for these reactions, with hydrogen atom transfer (HAT) rates for this complex being 5–6 orders of magnitude greater than those of other reported ferric hydroxide complexes.

In a recent computational study, Shaik and co-workers characterized the fast kinetics observed in Groves’ systems through the lens of electrostatic effects.⁴ The authors performed DFT analysis on C–H activation reactions using both the Groves complexes and “uncharged” analogs in which the cationic pyridinium groups were replaced with neutral pyridine residues. Using their recently-developed TITAN code,⁷⁸ the authors calculated the ESF strengths along the Fe=O bonds of the Groves complexes. Computationally generated ESFs of equal magnitudes were then imposed along the Fe=O bond axes of the “uncharged” analogs, resulting in calculated transition states that closely reproduced the geometries and energies of the transition states calculated for the Groves complexes. These results implicated ESFs emanating from the charged.

![Fig. 11](image1.png) An oxygen reduction reaction (ORR) electrocatalyst with pendant −NMe₃⁺ units in the secondary coordination sphere.⁶⁹–⁷₀

![Fig. 12](image2.png) (a) An iron oxo complex shown to engage in fast C–H hydroxylation chemistry,⁷₆ and (b) an FeIII hydroxide complex shown to engage in unprecedentedly fast HAT reactivity with C–H bonds.⁷⁷
pyridinium moieties in these complexes as being the dominant contributor to the overall catalytic effect. In a related study, Shaik and coworkers applied this approach to C–H activation in metal-free systems, wherein radical (de)stabilizations in the presence of distonic charges were almost perfectly reproduced by computationally-generated ESFs.79

Oxidative addition and cross coupling reactions. The use of salt additives in palladium-catalyzed cross coupling reactions have been shown to impact kinetics and/or reaction efficiencies.80–84 However, interpretations of the manner in which these salt additives lead to the observed reaction outcomes are varied. The Shaik group recently published a computational study demonstrating the ability of ESFs to sensitively tune transition state barriers associated with the rate-limiting oxidative addition steps in these reactions.45 Oxidative addition involves charge transfer from metal to substrate throughout the reaction coordinate, which the authors reasoned should be susceptible to the presence of a properly aligned external ESF. As such, the authors found that external ESFs aligned along the vector of net charge transfer (the “reaction axis”) were able to lower transition state energies, ultimately leading to changes in the reaction mechanisms. Importantly, these calculations shed light on the role of salt additives in cross coupling reactions through comparison of the oxidative addition potential energy surfaces with and without the presence of an outer-sphere chloride anion (Fig. 13a and b). When a chloride anion was included in the calculation (non-covalently bound to the phosphine ligands, as had been previously established),55,85 the transition state was found to be stabilized by ca. 9 kcal mol⁻¹. Using the TITAN code, the authors calculated the magnitude of the ESF emanating from the chloride to be 3.6 V nm⁻¹. Incorporating an external field of this magnitude into the calculation in the absence of chloride produced a transition state that was nearly identical, in both geometry and energy, to that in the presence of chloride (Fig. 13b and c), thereby implicating the ESF generated by the chloride as being the dominant factor in stabilizing the oxidative addition transition state.

Other ESF-impacted reactivity. Using their previously-reported salen-based ligand containing a crown ether functionality, the Yang group, in 2018, reported the aerobic oxidation and oxygenation of cyclohexene using FeIII catalysts containing either K⁺ or Ba²⁺ tethered in the secondary coordination sphere (Fig. 14).87 In previous studies with salen-FeIII catalyst derivatives, only complexes with sufficiently oxidizing FeIII/FeII redox couples (more anodic than −0.27 V vs. Fe/Fc) were found to catalyze this reaction.88 The FeIII/FeII redox couples for the salen-FeIII catalysts containing K⁺ or Ba²⁺ in the secondary coordination spheres are more cathodic than the threshold that is thought to be needed for C–H oxidation (−0.71 V and −0.57 V respectively), but both complexes were found to be competent catalysts for the transformation of cyclohexene to cyclohexanol/cyclohexanone in the presence of O₂. Evidence was provided for an established radical-chain mechanism as being operative in this system, wherein oxidation of an organic hydroperoxide complex by the FeIII catalyst is rate limiting.89–90 The authors speculated that the redox-innocent metals (K⁺ or Ba²⁺) tethered in the secondary coordination spheres of the catalysts interact with the lone pairs of the organic hydroperoxide to promote electron transfer. Additionally, these complexes exhibited unprecedented stability to water during catalysis, the degree to which scaled with the magnitude of charge (Ba²⁺ > K⁺). This study further highlights the orthogonal nature between primary and secondary coordination sphere effects on reactivity; the cationic charges in the secondary coordination spheres of the catalysts not only impacted the redox potentials but were also found to be integral in stabilizing key transition states and/or intermediates on the proposed catalytic cycle.

Recently, the Yang group explored electrostatic effects on C–H activation for a series of manganese nitride complexes supported by their salen-based ligand scaffold.91 By varying the charge in the crown ether moiety from Na⁺ to Eu³⁺, the reduction potentials of the complexes were found to shift anodically by upwards of 730 mV compared to the analogous non-crown salen manganese nitrido species. However, increasing the charge was shown to decrease the basicity of the manganese(v) nitride species, resulting in relatively consistent bond dissociation free energies across the series. Upon exploring the oxidation of dihydroxyanthracene with the MnVI nitride species, they observed increasing yields of anthracene as the magnitude of the cationic charge was increased. The authors postulated that this observation was due, in part, to the inhibition of a competing N–N coupling reaction to generate N₂ due to intermolecular repulsion between complexes, thereby allowing more of the MnVI nitride to perform C–H oxidation (Fig. 15). This result mirrored their previous studies,92 whereby complexes with the most cationic charge in the secondary coordination sphere were found to be competent catalysts for the radical elimination reaction.
coordination sphere had the smallest $k_2$ rate constants associated with N$_2$ formation, despite being the most oxidizing complexes. These results are counter to what had previously been observed with salen-bound Mn$^V$ nitride complexes, wherein complexes with more cathodic Mn$^V$/Mn$^{IV}$ redox couples displayed slower rates of N$_2$ formation, suggesting that ESFs in the secondary coordination sphere inhibit the N–N coupling reaction.

Recently, the Anderson group reported a modified version of methyldiphenyl phosphine in which the methyl group was functionalized with a trifluoroborate unit (Fig. 16). The inductive and electrostatic properties of this unique, anionic phosphine were studied through its use as a ligand on nickel/rhenium and through the formation of a phosphine selenide. This latter species was studied in detail, and analysis of its $^1$J$_{PSe}$ NMR coupling constants in a variety of solvents revealed a dramatic dependence on the solvent dielectric constant. Since the R$_3$P=Se interaction exhibits significant ylidy character in the form of R$_3$P$^–$Se$^–$, the impact of the solvent dielectric on $^1$J$_{PSe}$ suggested that local ESFs emanating from the borate group impact the ground state of the molecule. Computational analysis predicted that the borate residue exerted an effective Boltzmann weighted electric field of $–0.107$ V nm$^{-1}$ that was oriented parallel to the P–Se bond. Importantly, upon application of a computational external electric field of a magnitude on Se$^–$=PPh$_2$Et, identical changes (within error) to $^1$J$_{PSe}$ were computed. The electrostatic effects imparted by this borate-functionalized phosphine were further suggested to enhance the reactivity of the ligand’s transition metal complexes, enabling faster C–F bond borylation of various substrates as compared to neutral phosphines.

**Intermolecular electrostatic interactions in homogeneous systems**

As with the previously-discussed Mn–nitride (Yang) and oxidative addition studies (Shaik), electrostatic interactions have been harnessed intermolecularly, either between complexes or between complexes and their counter-ions, to modulate reactivity and reaction selectivity. Although not an exhaustive collection, several recent and well-characterized examples of this class of electrostatic effect are briefly highlighted in this section.

In 2014, Kanan and co-workers reported regioselective control of Au$^+$-catalyzed aryl alkynyl sulfide rearrangements to dihydrobenzothiepinones using electrostatic anion–cation pairing in the catalysts (Fig. 17). In this system, the ratio of the resulting regioisomers were found to change depending on (a) the dielectric constant ($\varepsilon$) of the reaction solvent and (b) the identity of the counter anion (SbF$_6$$^–$, PF$_6$$^–$, BF$_4$$^–$, or BArF$_{3}$$^–$) employed. The authors used DFT analysis to evaluate the electronic structures of the transition states for the two regioisomers studied in these reactions (a and b in Fig. 17) and discovered that differences in the dipole moments of the transition states between the two regioisomers was dependent on the identity of substitution at the 3-positions of the aryl rings. In almost all cases, the dipole of the transition state associated with the formation of regioisomer b was calculated to be larger than that of the transition state associated with the formation of regioisomer a. Importantly, $\Delta\phi$ values for the various substrates were found to correlate with the experimentally determined differences in regioselectivity in high polarity vs. low polarity solvents (dichloromethane, $\varepsilon = 8.93$ vs. toluene, $\varepsilon = 2.38$). These results are consistent with an electrostatic interaction between the counter-anion and the dipole of the reaction’s transition state to affect the ultimate regioselectivity of the reaction. In low polarity solvents, regioisomer b is electrostatically favored over regioisomer a; however, in higher polarity solvents ($\varepsilon \geq 8$) the cation–anion pairing is quenched, and regioisomer b becomes less-favored or disfavored as compared to regioisomer a. Consistent with this model, when larger anions (BAR$_{3}$$^–$) were employed, little to no difference in regioselectivity was observed upon varying the dielectric of the solvent medium, indicating that the larger structure of BAR$_{3}$$^–$ prevents close contact between the anionic charge and the bound substrate, thereby disallowing electrostatic influence on regioselectivity.

Similarly, in 2017, Kanan and co-workers reported a Au$^+$-catalyzed hydroarylation reaction in which the regioselectivity...
of the products was modulated via interaction with the catalysts' SbF₆⁻ counteranions (Fig. 18).⁹⁶ Experimental modulation of the solvent dielectric was again found to substantially skew the ratio of regioisomers observed to form, the trends of which were reproduced computationally. DFT analysis of the transition states indicated large differences between the charge distributions for different regioisomers, suggesting that electrostatic interactions with the counteranion led to inequivalent stabilization of the transition states for the two isomers, ultimately leading to electrostatically determined regioselectivity for the reaction.

Ahlquist, Zhang, Wang and co-workers recently reported alterations to the known 2,2'-bipyridine-6,6'-dicarboxylate (dba)-bound ruthenium water oxidation catalyst (WOC) in which cationic (N-methylpyridinium) and/or anionic (-SO₃⁻) functional groups were incorporated into the axial donor ligands of the catalysts (Fig. 19a-c).⁹⁸ The authors found that water oxidation using either a Ru-dba catalyst containing both cationic and anionic charges (Fig. 19a) or a mixture of a Ru-dba catalyst containing two cationic charges with a Ru-dba catalyst containing two anionic charges (Fig. 19b and c) led to improvements in catalytic performance by over an order of magnitude. Previous studies on dba-bound ruthenium WOC catalysts had established that the intermolecular coupling of two RuV=O units to form a “pre-reactive dimer” – the species immediately precedes O–O bond formation – is rate limiting.⁹⁶ In the present study, intermolecular electrostatic attraction between two catalyst monomers was found to provide an additional driving force for formation of the pre-reactive dimer, thereby leading to larger TOFs for catalysis (Fig. 19d). The authors employed a variety of techniques, including NMR, electrical conductivity, small-angle X-ray scattering, and cryo-transmission electron microscopy experiments, in conjunction with DFT and molecular dynamics calculations, to characterize the intermolecular electrostatic interactions at play during catalysis.

In the Tolman study discussed above (Fig. 5d) the cupric hydroxide complexes bound by the charge-modified bis(carboxamide)pyridine ligands were chemically oxidized to formally Cuᴵᴵᴵ–OH complexes, which were subsequently shown to abstract hydrogen atoms from 9,10-dihydroanthracene.⁴⁴ BDEs
for the resulting cupric aqua complexes were measured in both organic and aqueous media, and the complex containing cationic charges in the secondary coordination sphere was found to have slightly stronger O–H bonds than the complex containing anionic charges in the secondary coordination sphere (91–91.5 kcal mol\(^{-1}\) vs. 87–91 kcal mol\(^{-1}\) respectively). Despite the modest increase in the thermodynamic driving force for hydrogen atom abstraction by the Cu\(^{II}\)–OH complex containing cationic charges, the kinetics for HAT with this complex were over two orders of magnitude slower than that of the Cu\(^{II}\)–OH complex containing anionic charges. The discrepancy between thermodynamics and kinetics in this case was found to result from tight ion pairing between the –\(\text{NMe}_3^+\) groups and the bulky tetrakis(3,5-bis(trifluoromethyl)phenyl)borate anions in the secondary coordination sphere, which sterically crowded the complex active site, thereby resulting in an attenuated rate for HAT.

Finally, work from our group found a direct correlation between the thermal stability of cupric superoxide complexes and the magnitude of cationic electrostatic potential in the secondary coordination sphere.\(^{101}\) In this study, we designed a series of tris(phosphinimin) ligands in which the steric profile was held constant, while the electronics and electrostatic properties of the ligands were systematically altered (Fig. 20). Despite the established precedent for strongly donating ligands stabilizing cupric superoxide complexes,\(^{102}\) in this case, the weakest electron donor ligand (PM\(\text{e}_2\)Ph–X = PM\(\text{e}_2\)Ph–CF\(_3\)) resulted in the most stable cupric superoxide complex due the larger magnitude of cationic electrostatic potential imparted by the ligand. This result established the impact of ESFs as being more important to cupric superoxide stability than conventional electronic effects. Analysis of kinetic parameters associated with the thermal decompositions of these complexes at elevated temperatures (−50–25 °C) revealed there to be nearly identical activation energies of decomposition across the series of complexes despite dramatic differences in their decomposition rates. Kinetic analyses also indicate there is a second order dependence on the amount of copper present in the decomposition of the superoxide species. These observations suggest that intermolecular electrostatic repulsion plays a role in slowing the rate of decomposition, presumably by disfavoring the formation of dicupric-μ-1,2-peroxide complexes (Fig. 20).

Conclusions and outlook

The examples given above lead to the undeniable view that electrostatic effects may be harnessed for impacting the construction, stability, and reaction profiles of transition metal complexes. This exciting development constitutes an entirely new paradigm for synthetic chemists to leverage in the search for molecular systems with improved physical properties and reaction selectivities. What’s more, these electrostatic effects can be incorporated in such a wide variety of contexts. Examples range from oriented external electric fields, which apply a homogeneous field to a bulk material, to the inclusion of multiple charged residues within a single molecule that work in unison to create an effective field at a particular reaction site. Molecular electric field effects have also been used to modulate reduction potentials while maintaining the valence manifold structure of the metal center or, alternatively, to selectively alter the valence manifolds of metal centers, leading to classical ligand-field effects without the need for changes to the primary coordination sphere about the metal. Finally, an exciting use of electrostatic effects is emerging around the development of system that use intermolecular electrostatic interactions to switch reactivity on and off, promising, among other eventualities, the development of unique methods for independently tuning the steric profile and the nuclearity of a catalyst.

While electrostatic effects have been studied, to some degree, for decades in enzymatic systems, it is only within the past 10 years that their application to molecular transition metal complexes has started to gain traction. The field still has much to learn about when and how electric fields impact the chemistry occurring at metal centers. One challenge is simply synthetic. What are effective design strategies for creating soluble complexes that contain charged moieties? How important is the location of the charge, and how rigidly must it be held in place? An expanded library of suitable ligands will undoubtedly propel the field forward. The novelty of this field also greatly enhances the importance of fundamental research. Any new instance of peripheral charges playing a role in tuning valence electronic structure, transition state or intermediate stabilizations, and/or small molecule activation/catalysis will represent a valuable contribution that will help to shape the future understanding of these phenomena. While decoupling the contributions of electronics, steric, and electrostatics to the properties and/or reactivity profiles of complexes can be challenging, we believe that the works outlined in this perspective showcase diverse and creative ways of isolating ESF effects in...
homogeneous metal complexes and lay the groundwork for future work in this area.

Examples of research surrounding the impacts of ESFs on homogeneous inorganic systems are rapidly increasing. Impressive improvements to catalytic systems have already taken shape; however, a give-and-take relationship between fundamental and applied research will continue to be important in the future. There is much room for contributions from synthetic, computational, and physical chemists, and our group is excited to partake in the field’s growth and evolution over the coming years.
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