Multi-Lane Detection Using CNNs and A Novel Region-grow Algorithm
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Abstract. In this paper, we propose a novel approach to detect lanes robustly in different scenarios. Theoretically, HT (Hough Transform) can extract straight lines efficiently from images, but it cannot distinguish whether the straight lines are belong to lane-markings. To solve this problem, we integrate a simple convolutional neural networks modified from Lenet and geometry constraints to distinguish the types of lines. And in the following part, a region-grow algorithm is adopted in this paper to fit lanes, which is realized by growing local ROI (Region-of-Interest) gradually. We use RANSAC to extract the main direction in local ROI and guide the growth of the ROI. At the same time, in order to ensure right growth of ROI when the lane is dashed, we use a DVF (Direction Vector Field, modified from GVF [19]), which has large capture range and is generated by the edge-direction map. Tests of the proposed approach under kinds of conditions are discussed.

1. Introduction
Lane detection algorithms play an important role in ADAS (Advanced Driver Assistance System), not only it is significant for lane-keeping tasks, but it can tell the traffic rules represented by lane markings on structured roads. Research in this domain mainly focus on how to extract the correct lane features (such as edge feature, line feature) and line fitting, which are the key problem to ensure the robustness of the algorithm.

We use HT to extract line segments in this paper, which is used in many works. However, efficient post-process is necessary for eliminating the noisy line segments in its result, because a few line segments extracted by HT are not belong to traffic lane. Geometry constraints for post-process were used in [12, 17, 18], such as vanishing-point-based constraints, road width constraints and so on. Unfortunately, this kind of constraint usually failed to deal with some line segments on rails, appearance features shall be used to improve the performance in post-process. We have designed a simple CNNs (Convolutional Neural Networks) modified from Lenet [20] to extract feature of the result of HT and purify it. Patches used by CNNs are proposed by line segments. Sometimes, although the global scene changes, the scenarios in proposal-region actually are changeless, so that the generalization risk is limited.

To make our algorithm fitting the lane more accurate at distance, a region-grow algorithm is adopted in our work which is used to choose reasonable edge points for fitting, and is realized by growing local ROI gradually from bottom to top in image. We extract the main direction, which is provide by RANSAC and DVF, in local ROI and guide the growth of the next ROI. We can obtain a series of ROIs growing along the road direction through this method, then we can extract edge points for fitting from these ROIs.

Related Works are introduced in the second part of this paper, part three describes the proposed CNNs,
and a novel Region-grow algorithm which is constrained by RANSAC and DVF is introduced in the fourth part.

2. Related Works
The extraction of lane features, and lane fitting are important problems in a lane detection system. Several approaches were proposed in the past few years to solve these issues.

2.1 Extracting Lane Feature
Edge operators such as Canny are usually used to extract the edge features [4, 12, 18]. In order to improve the sign-to-noise ratio in edge-map, Yoo H et al. [4] strengthen the lane-markings feature by training a LDA model, Gaikwad V et al. [12] propose a brightness stretching function PLSF which makes lane-marking more clearly. Pollard E et al. [14] combine two different extraction algorithm and make use of different local threshold, which makes the extraction algorithm perform well. Geometry constraints have been used to filter false lines in [12, 17, 18]. Machine learning methods are also used to improve the detection performance, Kim [21] uses classifier to judge whether a patch includes the lane-marking, these patches are provided by small sliding windows. Zhao K et al. [7] use the magnitude and direction of gradients to validate lines.

Convolutional neural networks often achieves very good results when extracting features. In [2], a semantic segmentation networks is trained by using the ground truth generated by high-precision map after an on-line calibration. In [9], CNN and RNN are combined for extracting image structures and lane-markings, Lee et al. [15] introduce a multi-task learning networks based on predicting vanishing point location, which can extract lane-markings under complex conditions.

2.2 Curve-Fitting Methods
Zhou S et al. [1] and Ozgunalp U et al. [6] use the road tendency information provided by the vanishing point to estimate an optimal parameters of the curve model they used. Wang Y et al. [14] divide the image into several parts, and extract control points from each part, finally fitting these points by B-snake. Kim [21] uses RANSAC algorithm to fitting curve. In [16], this problem is transformed into an optimal connection problem between super-pixels, and they use CRF (Conditional Random Field) to select the optimal connection. Neven D et al. [11] turn lane detection task into an instance segmentation task, which solve both feature-extraction and curve-fitting at the same time.

3. Line extraction with HT and classification with CNNs
In this paper, we use the edge-direction of edge points to narrow the voting range of edge points when using HT according to equation (1). Actually, it is proved to be good for reducing noise in most cases. In equation (1), \((x, y)\) is the location of edge point \(P(x, y)\) in image, and \(\theta\) is the edge direction of \(P(x, y)\), \(\nu\) represents the half width of voting range, we set \((\rho, \theta)\) as the Hough space.

\[
\rho = x \cdot \cos \theta + y \cdot \sin \theta \quad \theta \in [\phi - \nu, \phi + \nu]
\]

(1)

It is worth mentioning that we calibrate the edge direction of \(P(x, y)\) according to equation (2), and get a new edge-direction map \(D(x, y)\). In equation (2), it shows that the edge-direction of \(P(x, y)\) is same as the slope \(k\) of the line segments it belong to. \(D(x, y)\) will be used to calculate DVF in part 4.

\[
y = k \cdot x + b
\]

\(D(x, y) = k\)

(2)

Convolutional neural networks is a good feature extractor, which can free us from designing handicraft features and can often extract better features under supervision. To eliminate false lines extracted by HT, we propose a CNNs which is modified from Lenet to classify patches provided by line segments. Table 1 shows the structure of our CNNs.
Table 1. Structure of CNNs.

| Index | 1  | 2  | 3  | 4  | 5  | 6  |
|-------|----|----|----|----|----|----|
| Layer | data | conv+relu | pooling | conv+relu | interp | conv |
| Index | 7  | 8  | 9  | 10 | 11 | 12 |
| Layer | pooling | conv | pooling | Inner-Product | Inner-Product | Prob |

We choose two endpoints of straight line as diagonal ends to get the patches described in figure 2. These patches will be used as the input of our networks. We have compared handicraft features composed of HOG and RGB feature with feature extracted by CNNs. We extract two different features from 5000 patches, and use PCA to reduce feature dimensions for visualization, which is displayed in figure 1. We also test both two different ways on our test dataset in different scenarios, the result shows that CNNs do better than handicraft features combined with SVM, and it also have a good generalization performance.

![Figure 1. Two different Features (positive samples are drawn in red, negative samples are drawn in cyan): (a) handicraft feature composed of HOG and RGB feature; (b) Feature extracted by CNNs](image)

![Figure 2. Samples: (a) positive samples, (b) negative samples.](image)

Table 2. Accuracy of two features on classification mission in different scenarios. HOG and RGB features are used by SVM.

|          | Easy condition | Poor visibility | Overexposure | Night | Background | Occlusion |
|----------|----------------|-----------------|--------------|-------|------------|-----------|
| SVM      | 0.822          | 0.634           | 0.687        | 0.737 | 0.651      | 0.764     |
| CNNs     | 0.948          | 0.952           | 0.953        | 0.986 | 0.965      | 0.981     |

4. Curve fitting based on RANSAC and Direction Vector Field

We propose a region-grow algorithm based on RANSAC and Direction Vector Field, which are used to guide the growth of ROI. This kind of ROI will grow from the top of each line segment extracted by Hough Transform. RANSAC algorithm is used to extract local line segment \( \left(l : y = k \cdot x + b\right) \) in ROI, this line segment \( l \) provide a guidance for the growth of next ROI. We define \( P1(x_1, y_1), P2(x_2, y_2), P3(x_3, y_3), \) and \( P4(x_4, y_4) \) are four endpoints of the ROI, we can get new ROI by updating these endpoints according to equation (3), where \( w \) is the width of ROI, \( \Delta y \) is the height, and \( (\hat{x}_i, \hat{y}_i) \) is the last location of \( P1 \). Figure 3 shows this process.

![Figure 3.](image)
\[ \{P1, P3\} \in \{(x, y) \mid y = k \cdot x + b - w\} \]
\[ \{P2, P4\} \in \{(x, y) \mid y = k \cdot x + b + w\} \]
\[
x_3 = x_4 = \hat{x}_i \\
x_i = x_2 = x_i + \Delta s
\] (3)

Figure 3. Region-grow constrained by RANSAC.

However, sometimes there might not exist edge points such as some parts in a dashed lane, to solve this problem, we create a directional vector field (DVF) \( V \) to replace RANSAC algorithm, which have a larger influence range than edge-point. This DVF are modified from GVF [20], it will provide general trend guidance for the growth of next ROI.

\[
V = [u, v] \quad (4)
\]

The initial value of \( V \) is provided by \( D(x, y) \). We can get the final DVF by minimize \( E \) in equation (5). We can obtain the Euler equation of equation (5), and then obtain the following iterative formulas (6), where \( t \) represents the iterative times:

\[
\begin{align*}
E &= \iint \left( u_x^2 + u_y^2 + v_x^2 + v_y^2 \right) dx dy \\
\left. u_{t+1} \right| &= \nabla^2 u + u_t \\
\left. v_{t+1} \right| &= \nabla^2 v + v_t
\end{align*}
\] (5)

(6)

\( V \) will guide the updating of ROI when there is no enough edge points for RANSAC, a new line \( l: y = k \cdot x + b \) is extracted from ROI by using \( V \) according to equation (7), where \( N \) is the number of pixels in ROI. Then \( P1(x_1, y_1), P2(x_2, y_2), P3(x_3, y_3) \) and \( P4(x_4, y_4) \) can be calculated by equation (3).

\[
k = \frac{1}{N} \sum_{i=1}^{N} \frac{u_i}{v_i} \\
b = -k \cdot \hat{x}_i + \hat{y}_i + w
\] (7)

Finally, we can extract sets of edge points \( \{(x_i, y_i) \mid i = 1, 2, ..., n\} \) from ROIs gotten by region-grow algorithm, equation (8) shows the curve model used in this paper and finally we use least square method to fitting this points described by equation (9).

\[
y = a \cdot x + b + \frac{c}{x - vx} \quad (8)
\]
5. Experiment

We test our algorithm in different scenarios, using a dataset provided by Xi’an Jiaotong University [22]. Classification result is showed by figure 4, where the noisy lines are marked with green, and the true lanes are marked with red color. We have chosen 36 different scenarios for test, among which 14 roads are easy and 22 roads are challenging such as occluded, broken road.

Table 3 shows the TPR/FPR of our algorithm in easy and challenging road, it also compare the different performance when we use classification networks only and when we incorporate the CNNs and geometry constraints mentioned by [12, 17, 18], obviously, accuracy of our classification algorithm is improved. The TPR and FPR are calculated by equation (10).

\[
TPR = \frac{TP}{TP + FN} \quad (10)
\]

\[
FPR = \frac{FP}{TN + FP}
\]

Figure 4. Performance of our classification networks under different conditions

|                | No Geometry Constraints(Easy Road) | Geometry Constraints(Easy Road) | No Geometry Constraints(Challenging Road) | Geometry Constraints(Challenging Road) |
|----------------|-----------------------------------|---------------------------------|-------------------------------------------|----------------------------------------|
| TPR            | 0.961                             | 0.984                           | 0.891                                      | 0.924                                   |
| FPR            | 0.018                             | 0.007                           | 0.049                                      | 0.006                                   |

Figure 5 shows the DVF generated by method described in Section 4, which use quiver to represent the directional vector flow V. This kind of field provide a larger guidance range for region-grow especially when there is no edge points. And figure 6 shows the results of region-grow only using RANSAC when the lane is dashed and has a large curve, apparently, our region-grow algorithm failed under this kind of condition. Figure 7 shows the results integrating RANSAC and DVF, we can see the performance of region-grow is improved obviously. We show the final result of the whole algorithm proposed in this paper in figure 8.
6. Conclusions
In this paper, we propose using CNNs and Geometry Constraints to choose right lines from the result of Hough Transforms. The CNNs proposed in this paper is modified from Lenet, which takes little computing resources. By combining the Geometry Constraints and classification, we could eliminate noisy lines effectively. In order to fitting curve line better at a distance, we use region-growing algorithm to get edge-points used for fitting, this region-growing algorithm is guided by local direction, which is provided by RANSAC and Vector-Field. Then, we can use least square method to fitting these points, finally we get the curve model of the lane. Method introduced in this paper performs well in kinds of scenarios, but it still has some drawbacks, for example, the Vector-field is easily disturbed by noisy edges, then the wrong force-field will misleading the direction of the region-grow, and the FNR of the line classification will be supposed to reduce.
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