Rapid improvement in quantum hardware has opened the door to complex problems, but the precise characterization of quantum systems itself remains a challenge. To address this obstacle, novel tomography schemes have been developed that employ generative machine learning models, enabling quantum state reconstruction from limited classical data. In particular, quantum-inspired Born machines provide a natural way to encode measured data into a model of a quantum state. Born machines have shown great success in learning from classical data; however, the full potential of a Born machine in learning from quantum measurement has thus far been unrealized. To this end, we devise a complex-valued basis-enhanced Born machine and show that it can reconstruct pure quantum states using projective measurements from only two Pauli measurement bases. We implement the basis-enhanced Born machine to learn the ground states across the phase diagram of a 1D chain of Rydberg atoms, reconstructing quantum states deep in ordered phases and even at critical points with quantum fidelities surpassing 99%. The model accurately predicts quantum correlations and different observables, and system sizes as large as 37 qubits are considered. Quantum states across the phase diagram of a 1D XY spin chain are also successfully reconstructed using this scheme. Our method only requires simple Pauli measurements with a sample complexity that scales quadratically with system size, making it amenable to experimental implementation.

I. INTRODUCTION

Recent progress towards the creation of highly controllable and programmable quantum systems has made it increasingly possible to tackle hard problems in the realm of fundamental science and real world application [14–17]. However, characterization of a target quantum state is limited by the information loss inherent to projective measurements and the noise that pervades today’s quantum hardware. Quantum state tomography (QST) refers to the task of reconstructing an unknown quantum state $\rho$ from measurements for characterization. Traditional methods of QST suffer from exponential scaling in system size $N$, limiting their applicability to small sizes ($N < 10$) which have been outgrown by modern quantum systems [8–10]. Beyond the concern of exponential scaling with $N$, the presence of quantum correlations in a target quantum state can present another serious obstacle to classical methods of QST.

A full state reconstruction is not necessary for many practical applications. Using randomized measurement tools, it is possible to bypass a complete model for $\rho$ and still estimate functions of $\rho$, thereby tremendously reducing the number of experiments and amount of classical post processing required, and potentially side-stepping the issue of exponential scaling [11–15]. Classical shadow tomography, which involves constructing a succinct classical representation of the state from measurements, has been successful in the efficient estimation of quantum properties and in classification tasks that involve local observables [14–15]. The scheme has been proven to asymptotically reach the scaling limit imposed by quantum information theory in terms of number of measurements required, but globally entangling gates are necessary to enjoy less-than-exponential scaling for the task of fidelity estimation [16]. To tackle tasks like fidelity estimation, alternative recent tomography schemes employ classical generative machine learning (ML) tools like restricted Boltzmann machines (RBMs), recurrent neural networks (RNNs) and attention-based tomography (AQT) [19–25]. These ML approaches learn directly from raw data but generally require random measurements from an informationally complete (IC) set of positive operator valued measures (POVMs), which unfavorably scales as $4^N$ for an $N$-qubit system and is not required for general pure state reconstruction [26–28].

Born machines are quantum-inspired generative models for machine learning that are based on the probabilistic nature of quantum mechanics [29–34]. The goal of a Born machine is to find a set of probability amplitudes such that the associated Born probabilities would represent the total probability distribution of the target data, mirroring the underlying objective of maximum-likelihood approaches to QST. In a simple application of a Born machine, a single probability distribution is learned by providing training data sampled from the target distribution (single-basis learning) [29, 35–36]. Tensor networks are the primary Born machine ansatz for encoding these probability amplitudes, as their structure can innately capture quantum correlations [29, 31–37]. This is advantageous for quantum applications as it is generally known that quantum correlations can make the probability distributions obtained from a quantum state more difficult to learn classically, yet by the same token are one of the main prospects for quantum advantage [2, 38–40]. In fact, it is possible to harness quantum correlations in generative modeling, thereby increasing the model’s expressivity and transporting the algorithm into the realm of quantum machine learning [30–41] [42].

In this work, we extend the capability of the Born machine to accept data from different measurement bases (basis-enhancement) and thereby efficiently achieve pure quantum state reconstruction. Furthermore, in contrast to using a randomized measurement toolbox or an IC set of POVMs, we show that by using a priori knowledge of the
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Due to the Van der Waals interaction, an ensemble of Rydberg atoms resonantly coupled to a single Rabi drive can only sustain one Rydberg excitation within the Rydberg radius (\( R_0 \)), which is defined by equating the relevant energy scales of the system (\( \Omega = V_{ij}(r = R_0) \)). This blockade mechanism leads to ordered phases in the ground state phase diagram of a 1D Rydberg chain (Fig. 1a [44]). The ordered phases arise out of disorder as the detuning is increased, and higher order phases can be reached by decreasing the inter-atomic distance.

Throughout this work, a Rabi frequency \( \Omega \) of 2 MHz and a Van der Waals coefficient \( C_6 \) of 5.4e-24 m\(^6\)/s were used for all computations, thereby fixing the Rydberg radius; these numerical values are taken from [44]. A more precise phase map is available in the SI Appendix (Fig. S1), produced numerically using iTensor’s density-matrix renormalization group (DMRG) algorithm [50–53]. The long-range interaction in the Hamiltonian was truncated in calculations to include at most the fifth nearest neighbor. In order to converge on a solution in the ordered side of the phase diagram, calculations were carried out from left to right along a particular \( R_0/a \) line. Each new solution was used as the initial guess for a slightly larger \( \Delta/\Omega \), a procedure that closely resembles an experimental adiabatic approach. We further treat the results of the DMRG algorithm as ground truth for the purposes of quantifying how well a model can learn a particular quantum state.

Points of interest across the phase diagram were chosen along lines of fixed \( R_0/a \) in each ordered phase. Specifically, the critical point at the boundary of the ordered phase and one point deep within the ordered phase were selected for further study; these points are highlighted in Fig. 1a. The atomic separation associated with each ordered phase was taken from [44], with the exception of \( Z_4 \). A slightly smaller atomic separation is used in this work for the \( Z_4 \) phase to avoid crossing the \( Z_3-Z_4 \) phase boundary at large detuning \( \Delta/\Omega \). For the \( Z_2, Z_3, \) and \( Z_4 \) ordered phases, the critical point along a fixed \( R_0/a \) line was determined by examining three relevant parameters: the bipartite entanglement entropy, the magnetization, and the first excited energy gap [54]. More details can be found in the SI Appendix.

II. THE 1D RYDBERG MODEL

The focus of this work is a 1D chain of Rydberg atoms. A single Rydberg atom can be treated as a two level system with ground state \( | g_i \rangle \) and Rydberg excited state \( | r_i \rangle \). Two excited Rydberg atoms in close proximity to each other will interact via the Van der Waals interaction, which must be included in the Hamiltonian of a chain of Rydberg atoms:

\[
\frac{\mathcal{H}}{\hbar} = \sum_i \frac{\Omega_i}{2} \sigma_z^i - \sum_i \Delta_i n_i + \sum_{i<j} V_{ij} n_i n_j. \tag{1}
\]

Here, \( \sigma_z^i = |g_i\rangle \langle r_i| + |r_i\rangle \langle g_i|, n_i = |r_i\rangle \langle r_i|, V_{ij} = C_6/r_{ij}^6 \) represents the Van der Waals interaction, and \( \Omega_i, \Delta_i \) represent the Rabi frequency and detuning at the \( i \)th site. Note that in terms of Pauli operators, \( n_i = \frac{1}{2}((\sigma_z^b)^2 - \sigma_z^b) \). For simplicity, throughout this work we consider a homogeneous Rabi frequency and detuning (\( \Omega_i = \Omega, \Delta_i = \Delta \)), as well as an equidistant chain geometry where all atoms are separated from their neighbors by a distance \( a \).

Throughout this work, a Rabi frequency \( \Omega \) of 2 MHz and a Van der Waals coefficient \( C_6 \) of 5.4e-24 m\(^6\)/s were used for all computations, thereby fixing the Rydberg radius; these numerical values are taken from [44]. A more precise phase map is available in the SI Appendix (Fig. S1), produced numerically using iTensor’s density-matrix renormalization group (DMRG) algorithm [50–53]. The long-range interaction in the Hamiltonian was truncated in calculations to include at most the fifth nearest neighbor. In order to converge on a solution in the ordered side of the phase diagram, calculations were carried out from left to right along a particular \( R_0/a \) line. Each new solution was used as the initial guess for a slightly larger \( \Delta/\Omega \), a procedure that closely resembles an experimental adiabatic approach. We further treat the results of the DMRG algorithm as ground truth for the purposes of quantifying how well a model can learn a particular quantum state.

Points of interest across the phase diagram were chosen along lines of fixed \( R_0/a \) in each ordered phase. Specifically, the critical point at the boundary of the ordered phase and one point deep within the ordered phase were selected for further study; these points are highlighted in Fig. 1a. The atomic separation associated with each ordered phase was taken from [44], with the exception of \( Z_4 \). A slightly smaller atomic separation is used in this work for the \( Z_4 \) phase to avoid crossing the \( Z_3-Z_4 \) phase boundary at large detuning \( \Delta/\Omega \). For the \( Z_2, Z_3, \) and \( Z_4 \) ordered phases, the critical point along a fixed \( R_0/a \) line was determined by examining three relevant parameters: the bipartite entanglement entropy, the magnetization, and the first excited energy gap [54]. More details can be found in the SI Appendix.

III. THE GENERATIVE BORN MACHINE

Generative models are a central paradigm in unsupervised learning, aiming to capture the total joint probability distribution of the data. This is in contrast to discriminative models, which try to estimate the conditional probabilities often for classification tasks [55]. Once training
is performed, a generative model can be used to produce
new data according to the modeled probability distribution—hence its name. Inspired by the probabilistic nature of
quantum mechanics, Born Machines model the quantum
wave function \( \Psi(v) \) (or more generally, the probability amplitude distribution) rather than directly modeling the
target distribution \( P(v) \). The two quantities are related by
Born’s rule:

\[
\hat{P}(v) = \frac{|\hat{\Psi}(v)|^2}{\sum_{v \in V} |\hat{\Psi}(v)|^2}. \tag{2}
\]

To differentiate the model from the target quantum state
\( \hat{\Psi}(v) \), we will denote our trained model with a hat: \( \hat{\Psi}(v) \).

While representing a generic probability distribution
requires a number of parameters exponential in the system
size, it turns out one can harness the underlying structure
in natural data to approximate \( \hat{P}(v) \) with only a polynomial
number of parameters. This has been particularly successful
in probabilistic graphical models (PGM) \([33, 56]\). By a
similar analogy, a tensor network can provide an efficient
representation of quantum many body states by applying
low rank decomposition \([57, 58]\). A particular factorization
that has shown great success in representing a wide category
of quantum states is the matrix product state (MPS), which
is a one-dimensional tensor network (TN). An MPS is an
efficient way of classically storing information from a high-
dimensional (Hilbert) space with a lower-dimensional represen-
tation, when the data satisfies the area law for entanglement
\([59, 61]\). For a one-dimensional chain of atoms such as
our system of interest, the mapping is well-established, and
the number of parameters scales polynomially with system
size \([62, 63]\). Taking advantage of these facts, we use an
MPS as the model ansatz with one tensor for each atomic
site:

\[
\hat{\Psi} = \sum_{D_1=1}^{D} \cdots \sum_{D_{N-1}=1}^{D} M_{1,i_1}^{D_1} M_{2,i_2}^{D_2} \cdots M_{N,i_N}^{D_{N-1}} \tag{3}
\]

where each tensor has one spin index \( i \) and is connected to
neighboring tensors via bond dimensions \( D \). The tensor
elements themselves are the model parameters that are
optimized during training. For simplicity, we use the same
bond dimension \( D \) between each tensor and select \( D \) prior
to learning.

We train the parameters through the minimization of the
negative log likelihood (NLL), defined below:

\[
\mathcal{L} = -\frac{1}{|T|} \sum_{v \in T} \ln \hat{P}(v). \tag{4}
\]

In the above expression, \( \hat{P}(v) \) is the probability distribution of our model, defined in Eq. 2 and \( T \) represents the
set of training data. Minimization of the NLL will max-
imize the model’s probability of elements \( v \) that appear
in the training data. If the probability distribution \( \hat{P}(v) \)
perfectly captures the probability distribution of the training
data, then the NLL will approach the Shannon entropy of the
training data \( S(T) = -\sum_{v \in T} \mathcal{T}(v) \ln(\mathcal{T}(v)) \), where
\( \mathcal{T}(v) \) represents the probability of configuration \( v \)
within the data \( \mathcal{T} \). To accurately capturing the quantum state of
interest, it is essential to determine the required size of \( \mathcal{T} \).
We used a Monte Carlo based-approach focusing on both
local and non-local observables: magnetization and Renyi
entropy. The details of this calculation can be found in the
SI Appendix.

### A. Basis Enhancement

In a traditional application of a Born machine, the model
remains in a fixed basis during learning, and all training
data is provided in the same fixed basis \([29, 65]\). We refer
to this method of training as learning from a single basis
(SB). Note that feeding single-basis data into the model is
as simple as projecting a particular configuration \( v \) onto
the spin indices of \( \hat{\Psi} \). In the language of tensor diagrams,
if blue circles represent 1 in the computational basis (or
equivalent one represent a Rydberg excitation) and red circles
represent 0, then feeding a snapshot in the \( Z \) phase into \( \hat{\Psi} \)
could be represented as Fig. 11. Although having complex
model parameters has been proven to increase the model
expressivity, data from a single basis cannot constrain the
relative phases of the probability amplitudes, so purely real
parameters are sufficient for SB learning \([42]\).

SB learning can be successful in capturing classical data
sets, but it is found wanting for the task of faithful quantum
state reconstruction. A Born machine can be modified to
allow multi-basis learning that captures more complex data

---

**FIG. 2:** Schematic diagram of the training procedure for a basis-enhanced Born machine with data from the \( z \)- and \( x \)-bases. First, a chain of tensors forming the MPS ansatz are randomly initialized. The model is then iteratively trained by feeding a batch of measurement data into the model, calculating the loss function, and updating the model parameters through stochastic gradient descent optimizer such as Adam. After training, the model is sampled to produce new configurations of the system.
sets; this was alluded to in Refs. [23, 35], and a version named the Quantum Circuit Born Machine (QCBM) was recently implemented to learn the classical MNIST data set in Ref. [66]. Multi-basis quantum machine learning algorithms usually involve random measurements from an IC set of POVMs, but this is not required for the reconstruction of pure states, which are uniquely defined with fewer parameters. Quantum systems are subject to the curse of dimensionality as \(2^N\) probability amplitudes are required to define a pure quantum state of \(N\) qubits. These amplitudes are generally complex, so \(2^N\) parameters are required (neglecting the normalization constraint and the redundance of global phase) – see Refs. [26–28] for more rigorous discussions. Global measurements of the system in a single basis will only provide \(2^N\) potential outcomes; however, the \(2^N\) constraints necessary to fully define a pure quantum state can be supplied by providing training data from two distinct bases. We chose to maintain the \(z\)-basis as the initial reference basis for \(\hat{\Psi}\). To feed training data from a different basis into the model, \(\hat{\Psi}\) must be rotated into the appropriate basis. The MPS architecture can easily be rotated to a non-native basis to accept or generate data in a different basis; this is demonstrated for the case of feeding \(x\)-basis training data by the application of Hadamard gates \(H \otimes \cdots \otimes H\) in Fig. 1c. The loss function must be modified to reflect the basis-enhanced training data. For the case of \(z\) - and \(x\)-basis data, \(\mathcal{L}\) would take the form:

\[
\mathcal{L} = -\frac{1}{|T_z|} \sum_{v_z \in T_z} \ln \hat{P}_z(v_z) - \frac{1}{|T_x|} \sum_{v_x \in T_x} \ln \hat{P}_x(v_x). \tag{5}
\]

In this expression, \(\hat{P}_z\) is the familiar probability distribution defined by the model \(\langle \hat{\Psi} \rangle\), and \(\hat{P}_x\) is the probability distribution defined by the model in the \(x\)-basis which can be accessed through the application of Hadamard gates \((H \otimes \cdots \otimes H)\). In this work, the size of the \(x\)-basis and \(z\)-basis data sets are chosen to be the same (\(|T_z| = |T_x|\)) in order to avoid bias toward one particular basis. Note that the theoretical lower bound of the updated loss is now the sum of the Shannon entropies of the \(z\)- and \(x\)-basis training data.

We refer to a Born machine that is trained from two measurement bases as a basis-enhanced Born machine (BEBM). A schematic overview of the training process for a BEBM can be found in Fig. 2.

Motivated by the fact that complex numbers are required to properly describe quantum systems, we also extend our BEBM to employ complex valued tensors [67, 68]. Not only do complex parameters increase the expressibility of the model [42], they also greatly increase the learnability by expanding the number of possible solutions that differ only by global phase. Having a multitude of solutions is particularly advantageous for basis-enhanced learning, as this involves optimizing multiple potentially competing probability distributions with a single model. In our computations, we found that when parameters are restricted to be real, the success of the BEBM is heavily initialization-dependent; however, permitting the parameters to be complex – providing a multitude of solutions that are identical in practice – allows the model optimization to evade initialization-dependent behavior.
IV. LEARNING ACROSS QUANTUM ORDERED PHASES VIA BEBM

A. 1D Rydberg Chain

As a first example, we examine the power of the BEBM in reconstructing the ground states across different ordered phases and at critical points of a one dimensional Rydberg system. By varying the values of the detuning parameter $\Delta$ and the inter-atomic separation $a$, one can cross multiple quantum phase transitions into ordered phases with underlying emergent $Z_2$, $Z_3$ and $Z_4$ symmetries [14]. We tasked a variety of basis-enhanced and single-basis Born machines with faithfully reconstructing the quantum state at each point of interest indicated by the dark circles and red stars in the ordered phases and at critical points as shown in Fig. 1a for Rydberg chain of lengths ranging from $N = 5$ to $N = 37$. The procedure begins by sampling the MPS output of the DMRG algorithm in one or two bases at the parameters of a point of interest, simulating measurement of the physical quantum system and forming the training data set, $T$. A Born machine is initialized with $N$ tensors (or $2N$ tensors for complex models) and some fixed bond dimension $D$; bond dimensions ranging from $D = 2$ to $D = 16$ were used for analysis. During training, the elements of the tensor network model are updated through gradient descent of the NLL (Eq. 4) or a form of Eq. 5, using PyTorch’s Adam optimizer [69]. After training, the model can efficiently generate new samples [70, 71]. The resulting probability distribution can be compared to that of the training data with a classical metric called classical fidelity, $C$:

$$C(\mathbb{P}, \mathbb{Q}) = \left( \sum_v \sqrt{\mathbb{P}(v) \mathbb{Q}(v)} \right)^2,$$

(6)

where $\mathbb{P}(v)$ ($\mathbb{Q}(v)$) represents the discrete probabilities contained by probability distribution $\mathbb{P}$ ($\mathbb{Q}$). The classical fidelity between probability distributions $\mathbb{P}$ and $\mathbb{Q}$ is bounded by 0 and 1, and will only equal 1 when $\mathbb{P}$ and $\mathbb{Q}$ are identical. The efficacy of the trained model itself can be evaluated through the quantum fidelity. Because the ground truth quantum system is simply an MPS calculated using the DMRG algorithm, the quantum fidelity between our model and the state of the quantum system can be calculated exactly:

$$F = |\langle \Psi | \hat{\Psi} \rangle|^2$$

(7)

Practically, this calculation amounts to contracting the spin indices of the model with those of the DMRG output state and taking the modulus square. If real experimental data was our only resource, a second full state tomography would be required for this calculation, but for now this simple approach enabled by DMRG provides a further test of our model and gives insight into when and why it is possible to learn a quantum state.

Table I provides the classical fidelities between samples taken from the trained model and samples taken from the DMRG algorithm output. All three orthogonal Pauli bases are provided for verification, although only data from the basis(es) indicated in the “Basis” column was used for training. Notice that while there is usually high classical fidelity in the basis(es) used for training, suggesting that all Born machines are successful in a classical sense, only in the highlighted training scenario are all fidelities large – even the quantum fidelity. For a more visual comparison, Fig. 3 provides the quantum fidelity after training each combination of single-basis and basis-enhanced Born machines with real and complex model parameters, for each point of interest across the phase diagram. Notably, one specific choice – the basis-enhanced Born machine learning from $zx$ data with complex model parameters – is successful at every point, while all other learning scenarios fail. The success / failure of different training choices is amplified at the critical points, making up the top row of subfigures in Fig. 3.

Although Fig. 3 provides insight into which training choice can enable quantum state learning, the quantum fidelity metric supplies little information regarding what happens when learning fails. To examine the cases of failure more closely, the left panel of Fig. 4a provides the overlaid probability distributions at the $Z_2$ critical point for single-basis learning – specifically, $T_z$ was used with real-valued model parameters. Notice that although there is very good overlap between the data sets in the $z$-basis, a large overlap is not guaranteed in the other bases; this is particularly apparent in the $x$-basis. The Born machine is given no information about the correct relative phases of the quantum state, as phase information cannot be extracted from measurement data in a single basis – such a data set is purely classical, even if the data is acquired from a quantum system. In contrast, the right panel of Fig. 4a highlights the success of the complex-valued basis-enhanced Born machine for the judicious basis choice of $zx$. Each sampled probability distribution has significant overlap with the training data, and the quantum fidelity surpasses 98% with a modest bond dimension of $D = 4$.

We also examine the actual probability amplitudes predicted by the basis-enhanced model, to satisfy any remaining skeptics of the model’s success. In Fig. 3b, the probability amplitudes of the DMRG and basis-enhanced results are

---

**TABLE I:** Classical fidelities in the $x$, $y$, and $z$-basis between the training data $T$ and data sampled from the trained model $\hat{\Psi}$ for real and complex model parameters. The “Basis” column indicates from which basis(es) the data was taken from the trained model $\hat{\Psi}$ for real and complex model parameters. Notice that although there is very good overlap between the data sets in the $z$-basis, a large overlap is not guaranteed in the other bases; this is particularly apparent in the $x$-basis. The Born machine is given no information about the correct relative phases of the quantum state, as phase information cannot be extracted from measurement data in a single basis – such a data set is purely classical, even if the data is acquired from a quantum system. In contrast, the right panel of Fig. 4a highlights the success of the complex-valued basis-enhanced Born machine for the judicious basis choice of $zx$. Each sampled probability distribution has significant overlap with the training data, and the quantum fidelity surpasses 98% with a modest bond dimension of $D = 4$.

| Basis | $R$ | $C$ | $C_y$ | $C_z$ | $L - S$ | $F$ |
|-------|-----|-----|-------|-------|---------|-----|
| $x$   | 0.9433 | 0.5588 | 0.1240 | 0.1317 | 0.0000 | 0.0022 |
|       | 0.9619 | 0.4263 | 0.0549 | 0.0720 | 0.9049 | 0.9249 |
| $y$   | 0.0035 | 0.9068 | 0.4881 | 0.1477 | 0.0000 | 0.0000 |
|       | 0.0022 | 0.9063 | 0.2243 | 0.1485 | 0.9049 | 0.9249 |
| $z$   | 0.0034 | 0.9049 | 0.9855 | 0.0346 | 0.0000 | 0.0000 |
|       | 0.0073 | 0.8268 | 0.9852 | 0.0340 | 0.0000 | 0.0000 |
| $xy$  | 0.9249 | 0.8544 | 0.3436 | 0.5459 | 0.0000 | 0.0000 |
|       | 0.9567 | 0.9003 | 0.0184 | 0.2598 | 0.9049 | 0.9249 |
| $xz$  | 0.6384 | 0.6009 | 0.7409 | 2.6082 | 0.0004 | 0.0004 |
|       | 0.9644 | 0.9027 | 0.9859 | 0.0966 | 0.9831 | 0.9831 |
| $yz$  | 0.0039 | 0.9079 | 0.9852 | 0.1805 | 0.0000 | 0.0000 |
|       | 0.0033 | 0.9078 | 0.9856 | 0.1831 | 0.0000 | 0.0000 |
FIG. 4: 4a Overlaid probability distributions in the $z$- and $x$-bases of the DMRG results and: the real-valued, single-basis ($z$) Born machine (left); the complex-valued, basis-enhanced ($xz$) Born machine (right). A smaller chain ($N = 9$) was used for figure clarity, and each histogram bin contains two configurations. The classical fidelities $C_i$ are provided for each basis $i$. 4b Overlaid probability amplitudes of the DMRG and complex-valued basis-enhanced Born machine for $xz$ learning of the $Z_2$ critical point.

It is known that long-range ordering at and near quantum critical points leads to a diverging correlation length. This has been reported to be the primary reason of failure for learning the quantum state close to a critical point [72, 73]. As a further test of the complex-valued BEBM, we examine the learnability of the correlation function close to critical point. The correlation function is defined as:

$$G(r) = \frac{\sum_i \langle n_i n_{i+r} \rangle - \langle n_i \rangle \langle n_{i+r} \rangle}{N_p},$$

in this expression, $n_i$ is the Rydberg state projector at site $i$ as defined in the Hamiltonian, and the normalization $N_p$ is the number of pairs of sites included in the sum. $G(r)$ is a measure of Rydberg density correlations separated by a number of sites $r$. There is generally good agreement between $G(r)$ as calculated from the trained model and from the DMRG results (Fig. 5), indicating the success of the BEBM at capturing quantum correlations at and close to critical point.

B. 1D Anisotropic XY Chain

To further explore the success and necessity of the basis-enhancement, we applied a Born machine to the anisotropic XY chain with a transverse magnetic field, first attempted in [35]. The system is described by the Hamiltonian:

$$H = -J \sum_{i=1}^{N-1} \left[ \frac{1+\gamma}{4} \sigma_i^x \sigma_{i+1}^x + \frac{1-\gamma}{4} \sigma_i^y \sigma_{i+1}^y \right] - \frac{h}{2} \sum_{i=1}^{N} \sigma_i^z,$$

where $J$ is the spin-spin coupling, $\gamma$ captures the relative strength of interaction along $x$ and $y$, and $h$ is the external magnetic field coupled to spins along the $z$-axis; we fixed $J = 1$ as in [35]. Although this system is exactly solvable, it spans multiple interesting phases. In [35], it was demonstrated that the single-basis Born machine can capture the ground states of the anisotropic XY chain at the Ising critical point ($\gamma = h = 1$), within the ordered phase ($\gamma > 1; h < 1$), and within the disordered phase ($\gamma > 1; h > 1$) with quantum fidelities surpassing 99% for $z$-basis training data and real model parameters. However, in
hence the probability distribution – in a different basis. To determine the probability amplitudes of the state – and that is possible because the relative phases in one basis will determine the probability amplitudes of the state. This reconstruction is achievable if one possesses knowledge of the state’s probabilities, but reconstruction of the lost relative phase information is required for the XY chain ground states considered by [35]; the results are presented in Fig. 6. At fixed bond dimension, the BEBM produces models with quantum fidelities comparable to those of the single-basis Born machine for the states that could be captured via SB learning. Additionally, the BEBM successfully captured the point inside the oscillatory region that could not be learned via SB learning, highlighting the robustness of basis-enhancement.

A tomographically complete set on the order of $2^N$ measurements is theoretically required to provide enough information to reconstruct an arbitrary quantum state; however, this is an upper bound. Most quantum states of physical interest such as pure states, ground states of local Hamiltonians, and states with particular symmetries can be specified by a small number of parameters and thus for such quantum states, fewer measurements are required (a tomographically incomplete set) for reconstruction[8]. The numerical work presented here illustrates that only measurements in the $z$-basis and $x$-basis are sufficient to reconstruct the ground state of the Rydberg chain. This number of measurements ($2 \times 2^N = 16384$ for $N = 13$) is much smaller than what would be considered tomographically complete ($4^N = 67108864$ for $N = 13$). For the XY chain, it was demonstrated that only $z$-basis data is required for state reconstruction in many cases, an even more extreme example of the sufficiency of an incomplete measurement set.

To illuminate why such limited information is often sufficient for the XY chain, here we investigate the probability amplitudes of the ground states and consider model initialization. First, both the Rydberg chain and the XY chain feature real-valued probability amplitudes in the computational basis. This phenomenon can be explained simply by the fact that each system’s Hamiltonian is purely real; hence, each Hamiltonian is symmetric rather than being merely Hermitian. Any eigenstate of these Hamiltonians can be written to have purely real probability amplitudes – see Fig. 10 in the SI Appendix. This is a feature of some local spin Hamiltonians known as stoquastic Hamiltonians, which are characterized by real and non-positive off-diagonal matrix elements in the standard basis [4]. For such Hamiltonians, it is proven that for any $\beta \geq 0$, the Gibbs density matrix $\rho = e^{-\beta H} / \text{Tr} e^{-\beta H}$ has non-negative matrix elements in the standard basis which simply implies that $|\psi(v)\rangle = \sum_\alpha \alpha_\alpha |v\rangle$ where $\alpha \geq 0$. Thus, the ground state can be fully described by a single probability distribution: $\alpha_\alpha = \langle P(v) \rangle$. Moreover, our choice to initialize the real-valued model with random values between zero and one also produces a state with purely positive probability amplitudes. The initial state is therefore close in parameter space to the target ground state of any stoquastic Hamiltonian, and the model arrives at the correct relative phase choice with only $z$-basis training data. Considering the positive nature of the probability amplitudes in the oscillatory region ($h^2 + \gamma^2 < 1$) where the system’s correlation function exhibits oscillatory behavior, the single-basis Born machine was unsuccessful.

In this work, we applied the single-basis and BEBM to the XY ground states considered by [35]; the results are presented in Fig. 6. At fixed bond dimension, the BEBM produces models with quantum fidelities comparable to those of the single-basis Born machine for the states that could be captured via SB learning. Additionally, the BEBM successfully captured the point inside the oscillatory region that could not be learned via SB learning, highlighting the robustness of basis-enhancement.

C. Basis Enhanced Born Machine Under the Hood

In order to claim knowledge of a full quantum state, it is important to know the relative phases between the probability amplitudes of basis states. Phase information is lost when the probability amplitudes are converted to probabilities, but reconstruction of the lost relative phase information is achievable if one possesses knowledge of the state’s probability distribution in multiple bases. This reconstruction is possible because the relative phases in one basis will determine the probability amplitudes of the state – and hence the probability distribution – in a different basis.
tudes together with our model initialization explains why single-basis learning can be sufficient for reconstructing the ground states of the XY Hamiltonian in the ordered and disordered phases, as well as at the Ising critical point. We will comment on the failure of single basis learning in the oscillatory phase in the final section.

Theoretically, quantum state reconstruction of an arbitrary pure quantum state is possible from $2 \times 2^N$ measurements for any basis choice; however, not all probability distributions are created equal when it comes to training a Born machine. It is known that training a Born machine via stochastic gradient descent (SGD) can fail to capture non-local information within a distribution as these methods are based on local updates [71]. We heuristically found that probability distributions which are spread across a large fraction of the basis states are generally more difficult – or even impossible – to learn with traditional stochastic gradient descent optimization methods. We believe that this is the primary reason learning fails for certain basis choices. The degree to which a probability distribution is spread across the $2^N$ configurations can be quantified by its Shannon entropy, which is linked to learning in that at the global minimum of the loss function, $L$ approaches the Shannon entropy of the training data. A larger Shannon entropy will result in a shallower optimization landscape.

For each system considered, it was observed that careful selection of measurement bases can improve state reconstruction. In the Rydberg chain results presented in the previous section, the BEBM was successful only when $z$- and $z$-basis training data was employed. When $y$-basis training data was substituted for either, the Born machine was unable to capture the quantum state (see Table I and Fig. 6). The importance of basis choice may in part be explained by the operators that appear in the Hamiltonian, as the Rydberg Hamiltonian only involves $\sigma_z$ and $\sigma_x$ operators. This leads to preferential configurations for the ground state in these bases, which in turn produces more structured probability distributions that are easier to learn. To test this hypothesis, the Rydberg Hamiltonian was modified by replacing the $\sigma_x$ operator with a $\sigma_y$ operator. We found that in this scenario, $z$ and $y$ was the only training data basis combination that resulted in successful learning. Similarly, for the anisotropic XY chain, a second point from the oscillatory region with $\gamma < 0$ was tested. A negative $\gamma$ results in the $\sigma^y$ operators appearing in the Hamiltonian to be weighted more heavily than the $\sigma^x$ operators. We found that for this ground state, $yz$ training data was successful for learning while $xz$ training data failed, in agreement with the hypothesis. See the SI Appendix for more information. These results stress the importance of using a priori knowledge about the Hamiltonian to select the training bases. When this knowledge is not available, an active learning strategy like that employed by [73] could be adapted for Born machines.

Finally, to further investigate the efficiency and robustness of the enhanced-Born Machine, we examined how the entanglement spectrum of the BEBM changes during training at $Z_2$ critical point. Starting from our model MPS, we first obtain the reduced density matrix for half of the quantum spin chain ($N = 13$) by tracing out the complementary sites: $\rho_A = Tr_B(\rho \ln \rho)$, where $\rho = |\psi\rangle\langle\psi|$ is the density matrix of the full system. Then the entanglement spectrum can be obtained by diagonalizing $\rho_A$. The largest two eigenvalues are plotted in Fig. 7 as all others were vanishingly small. The plot demonstrates that even for modest bond dimensions of $D = 2, 4, 6$, the model can successfully encode the system’s entanglement, even at a critical point. In fact, it is even more beneficial to choose a small bond dimension, as over-parameterization can lead to larger oscillations in the spectrum – see the wider ribbon for the red $D = 6$ curve in Fig. 7.

### V. DISCUSSION AND CONCLUSION

The characterization of quantum many body states lies at the heart of quantum computing and quantum information. This task becomes even more crucial as we rapidly...
FIG. 8: (a) Infidelity after training basis-enhanced born machines within the $Z_2$ phase for a variety of system sizes $N$ as a function of training data size $|\mathcal{T}| = |\mathcal{T}_x| + |\mathcal{T}_z|$. For consistency across different $N$, the value of $\Delta/\Omega$ was selected at fixed $a$ such that the probability of being in the ordered phase is $\sim 75\%$. Each point is the average of 10 trials, and the ribbon indicates $\pm 1$ standard deviation of the trials. (b) Infidelity after training basis-enhanced born machines at the $Z_2$ critical point for a variety of system sizes $N$. (c) The left panels display the linear relationship between infidelity and $|\mathcal{T}|^{-1/2}$. On the right, the slopes of the linear fits from the left panels are plotted against system size $N$, revealing another linear relationship.

progress toward quantum systems of larger size. In this paper, we have presented an alternative machine learning method that harnesses both the power of generative models and the probabilistic nature of quantum mechanics for pure quantum state tomography. The scheme learns from a minimal number of probability distributions obtained from easily accessible quantum measurements such as single Pauli measurements.

While describing a generic quantum many body state requires an exponential number of parameters, quantum states that occur in many practical situations possess features such as locality and symmetries which lead to a reduction in the required parameters [58]. In particular, inspired by the fact that the internal architecture of a tensor network provides an efficient method for targeting states that are concentrated in some part of the Hilbert space, we have utilized the Born machine for learning across different quantum ordered phases. We have further shown that extending the tensor-based Born machine to complex values and encoding data from non-native measurement bases (basis-enhancement) not only leads to an increase in model expressibility, but also allows one to access information about the quantum relative phases, which is essential for full reconstruction of non-trivial pure quantum states. While our model can be generalized to any tensor network architecture, we have utilized the one dimensional matrix product state as a model ansatz for our basis-enhanced Born machine, and we have shown that it is capable of learning across the emergent $Z_2$, $Z_3$ and $Z_4$ ordered phases of a Rydberg system with fidelities surpassing 99%. Surprisingly, our scheme is even capable of reconstructing quantum states at and close to critical points, which tend to be much harder to learn due to the existence of long range correlations.

If enough samples are gathered, information from a standard basis such as $z$ would theoretically be sufficient to reconstruct quantum states that have real and non-negative amplitudes (which generally occurs for the ground states of stoquastic Hamiltonians [74]). While our numerical results for the XY Hamiltonian confirm that learning only from the $z$-basis is sufficient to reconstruct the ground state in many parts of the phase diagram, in the oscillatory phase, the $z$-basis probability distribution is spread across a larger fraction of the $2^N$ possible configurations $\mathcal{V}$. This complex structure poses an obstacle to learning the single-basis probability distribution, but it is still possible to reconstruct such ground states via basis-enhancement.
More precisely, the presence of barren plateaus in the optimization landscape may explain the single-basis Born machine’s failure in learning the ground state of the XY chain in the oscillatory region. We found that the probability amplitudes of this particular state were qualitatively different to the other XY chain ground states we examined, so one might expect the single-basis Born machine to capture this state as it did for the other points. We believe that the large Shannon entropy associated with the $z$-basis data for this state may lead to a barren plateau – a region in parameter space where the gradient vanishes, halting optimization \[71\]. Barren plateaus have been observed in tensor network training scenarios, and it is likely that the global nature of the NLL (Eq. \[4\]) contributes to their presence in the Born machine’s training landscape \[75\]. Even so, the basis-enhanced Born machine can capture the oscillatory ground state of the XY chain. Providing the $z$-basis training data – which has much lower Shannon entropy – in addition to the $z$-basis data improves optimization while still providing the necessary state information. Using complex parameters greatly increases the number of identical solutions up to an overall phase, such that locating one of the global minimums is much more likely regardless of model initialization.

We have shown that complete ground state reconstruction is achievable using only two Pauli measurement bases if care is taken to select these bases using a priori knowledge of which operators appear in the Hamiltonian. However, when no a priori knowledge about the state or Hamiltonian is available, it may still be possible to use the BEBM scheme to achieve quantum state reconstruction. The naive approach would be to include data from three orthogonal bases ($x$, $y$, and $z$) in training, although this may include redundant information. Another approach would involve using information about the training data sets’ Shannon entropies for basis selection, either prior to learning or adaptively as in \[75\]. A few global bases that are experimentally easily accessible could be considered as candidates, and the Shannon entropy of each could be estimated from a small amount of data. The training bases should be selected such that the net Shannon entropy is small, thereby increasing the information provided to the model but also improving the trainability of the Born machine. If only one basis possesses a small Shannon entropy, a secondary basis could be selected that is rotated only partially ($< \pi/2$) from the first. We also note that more measurement bases and either a matrix product operator architecture or a purification scheme such as that presented in \[79\] will generally be necessary for mixed state reconstruction, but further study is required. Moreover, methods beyond stochastic gradient descent for optimization of tensor networks should be explored to relax the importance of training data basis choice.

The basis-enhanced tensor-based Born machine is a useful tool for quantum state reconstruction in the current age of noisy devices and limited experimentally accessible measurements. The scheme could additionally be used to compute various non-local quantities that are hard to measure, including von Neumann entanglement entropy, higher correlation functions, or even local observables in a particular basis \[7, 80\]. While in this paper we have focused on reconstructing quantum states across phases with well-defined symmetries, the BEBM could be applied to learning less trivial phases, such as the recently realized topological phases or spin liquids \[81\]. Applying the BEBM to other non-local states like the GHZ state or cluster states that are challenging to learn using a single basis Born machine would be another important future direction \[71\].
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Appendix A: Supplementary Material

1. Characterization of the 1D Rydberg Phase Diagram

   a. Locating a Critical Point

A numerical phase diagram for a 1D Rydberg chain of 13 atoms is provided in Fig. 9a. To produce this figure, the ground state at different $a$ and $\Delta$ (for fixed $R_b$ and $\Omega$) was calculated using DMRG. The double sum appearing in the Hamiltonian was truncated to include at most 5 of the nearest neighbors. The probabilities indicated in the figure by the color bar were found by calculating the overlap of the ground state MPS with the corresponding ordered product state.

Three different observables were examined along fixed $R_b/a$ lines to locate the critical points: the bipartite entanglement entropy $S_vN$, the magnetization $M$, and the first excited energy gap $\Delta E$. The bipartite entanglement entropy approaches a maximum near the critical point due to diverging correlations. The slope of the magnetization will approach an extremum at the critical point as the preferred ground state shifts from all spins aligned to an ordered crystalline phase; this is less noticeable for the higher order phases, as fewer spins are flipped within the ordered phase. Finally, for our choice of $N = 13$, the first excited energy gap will approach a minimum at the critical point. The energy gap would vanish throughout the ordered phase for the case of an infinite chain due to the degenerate cyclic permutations of the ordered state; however, when the size of the unit cell within the ordered phase and the length of a finite chain are congruent modulo 1, there is a preference for one specific configuration of the ordered phase over any otherwise degenerate permutation. In this special configuration, the atoms on either end of the chain (which have only one neighbor and therefore a smaller interaction energy) are excited to the Rydberg state, resulting in a lower energy for a finite chain. For a chain of 13 atoms, the $Z_2$, $Z_3$, and $Z_1$ ordered phases all have unit cells that are congruent modulo 1 with the chain length. This breaks the degeneracy and the energy gap increases after the phase boundary is crossed in Fig. 9b for this reason.

   b. Monte Carlo Sampling

Prior to uncovering the scaling law discussed in the main text, we used a Monte Carlo approach to estimate the number of samples $|T|$ required to accurately capture a quantum state of interest. Two observables – magnetization $(M = (1/N) \sum_i (S_i^z))$ and Renyi entropy $(H_\alpha(P) = (1 - \alpha)^{-1} \ln \sum_{v \in T} P(v)^\alpha)$ – were considered, as these can easily be quantified from a discrete number of samples while providing insight into the quantum state. The system was sampled 100,000 times in the computational basis, and these samples were cumulatively used to estimate the expectation value of the system’s magnetization and Renyi entropy every 1,000 samples, creating a single “sampling trajectory.” This process was repeated 50 times.

2. Additional Results

   a. 1D Rydberg Chain

Additional results for points across the 1D Rydberg chain phase diagram are provided in Fig. 10 - 15.

   b. 1D Anisotropic XY Chain

More in-depth results across the 1D anisotropic XY chain phase diagram are provided in Fig. 16.

   c. Testing Basis Dependence

To test the idea that the basis-dependent success of basis-enhanced Born machine can be partially explained by the most prominent bases of operators appearing in the Hamiltonian, we constructed an altered Rydberg chain Hamiltonian in which the $\sigma_x$ operator was replaced by a $\sigma_y$ operator. All combinations of training data basis(es) and model parameters were tested for the $Z_2$ critical point of this altered Hamiltonian; the results are provided in Fig. 17. The basis-enhanced Born machine is successful for the choice of $yz$ learning and complex model parameters, in accordance with the basis of the operators appearing in the altered Hamiltonian.
FIG. 9: (a) Numerical phase diagram of a 1D Rydberg chain with 13 atoms. Red stars indicate critical points between ordered phases and disorder. Black dots indicate points in phase selected for study. (b) Observables examined along fixed $R_b/a$ to determine critical point location. Located critical points are indicated by the vertical black dot-dashed lines. (c) Magnetization ($M$), first order Rényi entropy ($H_1$), and second order Rényi entropy ($H_2$) results from 50 unique sampling trajectories. Observables are calculated cumulatively from the samples over the course of one trajectory.
FIG. 10: (a) Probability amplitudes in the $z$, $x$, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine at the $Z_2$ critical point. (b) Overlaid histograms of the probability distributions in the $z$, $x$, and $y$-bases from the DMRG MPS and from the trained basis-enhanced Born machine at the $Z_2$ critical point.
FIG. 11: (a) Probability amplitudes in the $z$-, $x$-, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine within the $Z_2$ ordered phase. (b) Overlaid histograms of the probability distributions in the $z$-, $x$-, and $y$-bases from the DMRG MPS and from the trained basis-enhanced Born machine within the $Z_2$ ordered phase.
FIG. 12: (a) Probability amplitudes in the $z$, $x$, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine at the $Z_3$ critical point. (b) Overlaid histograms of the probability distributions in the $z$, $x$, and $y$-bases from the DMRG MPS and from the trained basis-enhanced Born machine at the $Z_3$ critical point.
FIG. 13: (a) Probability amplitudes in the $z$, $x$, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine within the $Z_3$ ordered phase. (b) Overlaid histograms of the probability distributions in the $z$, $x$, and $y$-bases from the DMRG MPS and from the trained basis-enhanced Born machine within the $Z_3$ ordered phase.
FIG. 14: 14a Probability amplitudes in the $z$, $x$, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine at the $Z_4$ critical point. 14b Overlaid histograms of the probability distributions in the $z$, $x$, and $y$-bases from the DMRG MPS and from the trained basis-enhanced Born machine at the $Z_4$ critical point.
FIG. 15: 15a Probability amplitudes in the $z$, $x$, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine within the $Z_4$ ordered phase. 15b Overlaid histograms of the probability distributions in the $z$, $x$, and $y$-bases from the DMRG MPS and from the trained basis-enhanced Born machine within the $Z_4$ ordered phase.
FIG. 16: (a) Probability amplitudes in the $z$-, $x$-, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine at a point from the oscillatory region of the 1D anisotropic XY phase diagram. (b) Probability amplitudes in the $z$-, $x$-, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine at the Ising critical point of the 1D anisotropic XY phase diagram. (c) Probability amplitudes in the $z$-, $x$-, and $y$-bases calculated from the DMRG MPS and from the trained basis-enhanced Born machine at a point from the ordered region of the 1D anisotropic XY phase diagram.
FIG. 17: Final quantum fidelity after training a Born machine with different combinations of training data basis (indicated by the x-axis) and model parameters (real or complex) at the $Z_2$ critical point of the altered Rydberg Hamiltonian.