Equilibrium axisymmetric halo model for the Milky Way and its implications for direct and indirect DM searches
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We for the first time provide self-consistent axisymmetric phase-space distribution models for the Milky Way’s dark matter (DM) halo which are carefully matched against the latest kinematic measurements through Bayesian analysis. By using broad priors on the individual galactic components, we derive conservative estimates for the astrophysical factors entering the interpretation of direct and indirect DM searches. While the resulting DM density profiles are in good agreement with previous studies, implying $\rho_\odot \approx 10^{-2} M_\odot/pc^3$, the presence of baryonic disc leads to significant differences in the local DM velocity distribution in comparison with the spherical models. For direct detection, this implies roughly 30% stronger cross-section limits at DM masses near detectors maximum sensitivity and up to an order of magnitude weaker limits at the lower end of the mass range. Furthermore, by performing Monte-Carlo simulations for the upcoming Darwin and DarkSide 20k experiments, we demonstrate that upon successful detection of heavy DM with coupling just below the current limits, the carefully constructed axi-symmetric models can eliminate bias and reduce uncertainties by up to 40% in the reconstructed DM coupling and mass, but also help in a more reliable determination of the scattering operator. Furthermore, the velocity anisotropies induced by the baryonic disc, as well as halo rotation, can lead to significantly larger annual modulation amplitude and sizeable differences in the directional distribution of the expected DM-induced events. For indirect searches, we provide the differential $J$-factors and compute several moments of the relative velocity distribution that are needed for computing the rate of velocity-dependent annihilations. However, accurate predictions are still hindered by large uncertainties regarding the central DM distribution.
I. INTRODUCTION

Throughout its history, the Dark Matter (DM) hypothesis has been successful in explaining a series of independent observations which span from galactic up to cosmological scales [1]. Also within our own galaxy, various kinematic tracers of the gravitational potential have shown the need for a massive DM halo [2–12]. The latter has been long recognized as a promising target for the discovery of DM particles, either through direct detection in lab experiments [13] or by indirect searches aimed at detecting emissions related to DM annihilation or decay [14, 15]. On the other hand, the existing experiments have not yet provided an undisputed detection of DM signals. Instead, robust upper limits on the strength of possible interactions between DM and SM particles have been obtained [16–18]. Its coupling to baryons has been extensively probed by direct detection experiments which use large loads of various target materials to search for nuclear recoils induced by scattering with local DM. At the same time, independent limits regarding DM’s annihilation into SM states have been established from indirect searches where particularly strong bounds come from the absence of excess radiation, consistent with DM explanation, in the central part of the Milky Way [19]. However, all of these constraints crucially depend on the modelling of DM distribution within our galaxy. For instance, the nuclear recoil rate, which is the key observable in direct detection experiments, is proportional to the local DM density multiplied by a convolution of the relevant cross-section with DM’s velocity distribution. An accurate description of the local DM is also crucial for correctly predicting the signatures of DM induced signals that are needed for rejecting various backgrounds. On the other hand, in indirect searches the annihilation flux is proportional to the DM density squared integrated along the line of sight, which makes the bounds particularly sensitive to the DM distribution near the galactic centre. In the simplest case of s-wave annihilations the DM velocity distribution plays no role, however, it becomes important in numerous well-motivated DM models where non-trivial velocity dependences of the annihilation cross-section arise – see, e.g., [20–27].
In the past crude models of the galactic halo were often used, typically relying on uncorrelated estimates of DM density and velocity dispersion while assuming Maxwellian velocity distribution. While such approximations were well justified in the early studies, we have today several reasons to go beyond such simple modelling. Most notably, the quality of astronomical observations has significantly improved within the last decade, which allows one to successfully constrain more realistic models of the galactic halo that are based on dynamical equilibrium. An unprecedented amount of information regarding the structure and dynamics of the Milky Way was recently obtained by precise astrometric measurements of the Gaia mission [28]. However, accurate complementary observations, such as stellar spectroscopy [29] and variability sky surveys [30, 31], also provided important new insights. At the same time, the increasing sensitivity of direct and indirect searches calls for improvements in the theoretical predictions of the expected DM signals, which intricately depend on the galactic DM distribution. As already mentioned, accurate halo modelling is particularly important in the interpretation of direct detection experiments and will become even more so in the future. Most notably, several characteristic features of DM-induced events, namely the energy spectrum, annual modulation and directional distribution of events, are highly sensitive to the modelling of DM velocity distribution but at the same time essential for rejecting diverse range of possible backgrounds. Furthermore, many explanations regarding the nature of DM have been suggested throughout the literature, and in order to address such a wide theoretical landscape as well as correctly reconstruct the particle physics parameters upon its detection, a good understanding of the galactic DM distribution is indispensable.

Guided by these considerations, we obtain new results regarding the phase-space distribution of DM particles within the Milky Way. Such attempts were made previously in the context of Eddington’s inversion method, which relies on spherical symmetry. Instead, we deploy a generalized inversion method that is applicable to axisymmetric systems and hence provides a significantly better description of our galaxy, since a thin baryonic disc dominates the dynamics within inner $\sim 10$ kpc. Following the Bayesian approach, we use Monte-Carlo Markov Chain (MCMC) sampling to simultaneously fit the DM distribution as well as the baryonic gravitational potential to a set of the latest kinematic constraints. This, in turn, allows us to self-consistently compute equilibrium two-integral phase-space distribution function (PSDF) for the galactic DM through a computationally efficient method previously explored in [32]. It is important to note that our approach provides an accurate description only for DM particles that have reached dynamical equilibrium. While the latter should be the case for the majority of galactic DM, a certain fraction of non-equilibrium structures can be present, such as tidal debris from past mergers [33–36] or ongoing accretion of smaller objects [37–39]. These can often be conveniently expressed as corrections to the underlying equilibrium distribution – see, e.g., [40–42]. By assuming that all of the galactic DM is in dynamical equilibrium (while the re-scaling to a different fraction is trivial), we compute key astrophysical quantities that enter the interpretation of direct and indirect DM searches and consistently propagate the errors related to the kinematic observations. Using these results, we highlight the key advantages of our approach in interpreting direct as well as indirect searches for DM. We also provide the tabulated values for all the relevant astrophysical factors, making them particularly convenient for the use in future analyses of experimental results.

In section [II] we begin with a review of conventional approaches for modelling the galactic DM distribution. This is followed by a summary of the axisymmetric inversion method and our assumptions regarding the DM density and rotational profiles. In section [III] we briefly summarize the existing constraints on the structure of our galaxy and present the compilation of observational data that will be used in our subsequent analysis. The latter is described in section [IV] where we also present the results obtained from the sampling of our benchmark galactic models. In section [V] we turn our attention to the predictions for DM signals in direct detection experiments where we pay particular attention to discrepancies with respect to the standard halo model. The implications of our DM halo models for indirect searches are presented in section [VI]. We summarize our results and state our conclusions in section [VII].

II. MODELLING OF THE GALACTIC DM

Various observations provide compelling evidence that DM haloes are composed of self-gravitating, non-relativistic and (at least to a good approximation) collisionless particles. Such a system can be conveniently described by a phase-space distribution function, $f$, which measures the number of particles per phase-space volume:

$$dN = f(\vec{p}, \vec{q}) \, d^3 p \, d^3 q ,$$  \hspace{1cm} (1)$$

where $\vec{p}$ and $\vec{q}$ is the relevant pair of canonical coordinates. For galactic DM searches, phase-space distribution functions are particularly useful since they contain all information regarding the system, i.e. the spatial and velocity distribution of DM particles. The evolution of $f$ is governed by the Boltzmann equation for which equilibrium
solutions can be obtained under certain simplifying assumptions. However, the full power of such rigorous approach has only been appreciated recently, while significantly simpler models had been used in the past. In the interpretation of direct DM searches, as well as indirect searches focusing on velocity-dependent annihilations, it was often assumed that $f$ is separable in independent spatial and velocity distributions and can be written as:

$$f(r,v) = \rho(r)P(v),$$

where $\rho(r)$ is the DM density profile and $P(v)$ the DM velocity distribution. In the context of direct detection, most of the theoretical estimates of the expected DM-induced signals relied on the Standard Halo Model (SHM), which for the local DM assumes a truncated Maxwellian velocity distribution:

$$P(v) = N \exp \left( -\frac{v^2}{2\sigma^2} \right) \Theta(v_{\text{esc}} - v),$$

where $N^{-1} = (2\pi\sigma^2)^{3/2} \left( \text{erf} \left( \frac{v_{\text{esc}}}{\sqrt{2}\sigma^2} \right) - \sqrt{\frac{2}{\pi}} \frac{v_{\text{esc}}}{\sigma} \exp \left( -\frac{v_{\text{esc}}^2}{2\sigma^2} \right) \right).$

The above ansatz is parametrized by two quantities, namely the DM velocity dispersion $\sigma$ and the local escape velocity $v_{\text{esc}}$, which are both challenging to constrain from observations. Their estimates can only be obtained by adopting some concrete mass model of our galaxy and matching it against various kinematic tracers of the galactic gravitational potential. It also tacitly assumes isotropic velocity dispersion, however, this is most probably not true for the local DM, given that the flattened baryonic disc dominates the dynamics within Milky Way even beyond the solar galactocentric distance. The possibility of anisotropic Maxwellian velocity distribution was recently considered in [43]. However, in this case, additional assumptions regarding the velocity dispersion tensor are needed since its components are difficult to match against the available observations. A further drawback of the SHM lies in the fact that it treats the local DM density and the parameters entering $P(v)$ as independent, while by adopting a concrete galactic model and matching it against a set of kinematic tracers intricate correlations among these quantities typically arise [44, 45]. Finally, it should be noted that SHM represents an equilibrium configuration only if the DM density profile corresponds to the one of the isothermal sphere, i.e. $\rho(r) \propto r^{-2}$, while the dynamics within Milky Way, as well as cosmological simulations, suggest appreciable different DM density distribution.

To overcome the shortcomings of SHM, several works advocated the use of Eddington’s inversion formula [46, 47]. The later provides a simple way of obtaining unique stationary phase-space distribution function for collisionless particles with a given radial density profile, $\rho(r)$, embedded in spherical gravitational potential $\Psi(r)$ [48]

$$f_{\text{Edd}}(E) = \frac{1}{\sqrt{8\pi^2}} \frac{d}{dE} \int_0^E \frac{d\Psi}{\sqrt{E - \Psi}} \frac{d\rho}{d\Psi}.$$

In the above expression, $E \equiv \Psi(r) - v^2/2$ is the relative energy that fully parametrizes $f$ in the case of ergodic (i.e. spherically symmetric and isotropic) systems. While Eddington’s inversion allows one to obtain the DM phase-space distribution that is consistent with the presence of additional galactic components that enter by contributing to the total gravitational potential, it is limited to spherically symmetric systems. Furthermore, in its original formulation it can be used to reconstruct only isotropic distribution functions. Some progress has been recently made in the direction of anisotropic configurations [48, 50, 52], but only under further assumptions regarding the anisotropy profile of the studied particles. In this work, we instead use a generalization of the Eddington’s approach, which can be applied to axisymmetric systems. As such, it is capable of providing a much more accurate description of disc galaxies and capturing the effects of a flattened baryonic component on the velocity distribution of DM particles. It also allows one to address additional features of DM haloes that are often found in numerical simulations of structure formation, such as oblateness and rotation, which can not be self-consistently incorporated in spherically symmetric models. While the rotational properties of Milky Way’s halo remain uncertain, recent advances in the quality of astronomic observations allow us to constrain the distribution of baryons and DM with unprecedented precision. Therefore, we find it timely to revise the galactic mass decomposition and provide unique constraints on the axisymmetric phase-space distribution of DM in the light of newly available data. In the following, we will first briefly present the numerically efficient method of obtaining the relevant two-integral distribution function which will be followed by a short discussion of our assumptions regarding the parametric form of DM density profile and rotational properties of the galactic DM halo.

1 Throughout this work $\Psi(\vec{r})$ denotes the relative gravitational potential which is defined as $\Psi(\vec{r}) = -\Phi(\vec{r}) + \Phi_0$, where $\Phi(\vec{r})$ is the standard gravitational potential and $\Phi_0$ a constant such that $\Psi(\vec{r})$ vanishes at the boundary of the system.
A. Two-integral distribution function

Throughout this work, we will use the standard cylindrical coordinates, \((R, \phi, z)\), and assume that the galactic halo has no other continuous symmetries apart from rotation around the central axis. The latter implies that the PSDF can be written as a function of two integrals of motion, namely \(f = f(E, L_z)\), where \(E\) is the aforementioned relative energy and \(L_z\) is the angular momentum around the axis of symmetry, i.e. \(L_z = R\bar{v}_\phi\). In this case, a generalization of the Eddington’s inversion formula can be obtained, allowing one to compute \(f(E, L_z)\) for an arbitrary axisymmetric density-potential pair. In particular, we will adopt a numerically friendly approach developed by Hunter & Qian \[53, 54\], that relies on theoretical foundations previously laid out by Lynden-Bell \[55\]. Until recently, the method was unfortunately, in the case of the galactic DM halo very poorly constrained. In analogy to the Eddington’s inversion, \(f\) can be written as a function of two integrals of motion, namely \(E\) and \(L\), which is, unfortunately, in the case of the galactic DM halo very poorly constrained. In analogy to the Eddington’s inversion, the above described method can be in principle used to compute the PSDF for any choice of axisymmetric \(\rho(R^2, z^2)\), \(\Psi(R^2, z^2)\) and \(\bar{v}_\phi(R^2, z^2)\). However, there is no guarantee that the resulting distribution function will be positive definite (i.e. physical). This needs to be verified explicitly after performing the inversion.

The even part contains information regarding the density distribution, while the odd part describes the rotational properties of the considered system. Hunter & Qian \[53, 54\] showed that the \(L_z\)-even part of PSDF can be computed by providing an analytic continuation of the density-potential pair in the complex plane and evaluating the following contour integral:

\[
\mathcal{C}(E) = \int_{C(E)} \frac{d\xi}{\sqrt{\xi - E}} \frac{d^2 \rho(R^2, \Psi)}{d\Psi^2} \bigg|_{\Psi = \xi, R^2 = \frac{L^2}{\pi(\xi - E)}}.
\]

In this case, a generalization of the Eddington’s inversion formula can be obtained, allowing one to compute \(f(E, L_z)\) for an arbitrary axisymmetric density-potential pair in the complex plane and evaluating the following contour integral:

\[
f_+(E, |L_z|) = \frac{1}{4\pi^2 i \sqrt{2}} \int_{\mathcal{C}(E)} \frac{d\xi}{\sqrt{\xi - E}} \frac{d^2 \rho(R^2, \Psi)}{d\Psi^2} \bigg|_{\Psi = \xi, R^2 = \frac{L^2}{\pi(\xi - E)}}.
\]

Under the assumptions stated above, the PSDF can be decomposed in two parts, \(f_+\) that is even in \(L_z\) and the \(f_-\) that is odd:

\[
f(E, L_z) = f_+(E, |L_z|) + f_-(E, L_z), \tag{5}
\]

The even part contains information regarding the density distribution, while the odd part describes the rotational properties of the considered system. Hunter & Qian \[53, 54\] showed that the \(L_z\)-even part of PSDF can be computed by providing an analytic continuation of the density-potential pair in the complex plane and evaluating the following contour integral:

\[
f_+(E, |L_z|) = \frac{1}{4\pi^2 i \sqrt{2}} \int_{\mathcal{C}(E)} \frac{d\xi}{\sqrt{\xi - E}} \frac{d^2 \rho(R^2, \Psi)}{d\Psi^2} \bigg|_{\Psi = \xi, R^2 = \frac{L^2}{\pi(\xi - E)}}.
\]

In the above expression \(C(E)\) refers to a path which tightly wraps around the real axis between the value of the potential at spatial infinity and a value corresponding to a circular orbit with relative energy \(E\), while \(\rho\) is considered as a function of the radial coordinate and the total gravitational potential which is in principle always possible for monotonic \(\Psi(R, z)\). However, in great majority of practical situations one cannot express the density profile as an explicit function of the total gravitational potential and one is forced to perform the derivative implicitly using cylindrical coordinates:

\[
\frac{d^2 \rho(R^2, \Psi)}{d\Psi^2} = \frac{d^2 \rho(R^2, z^2)}{d(z^2)^2} \left( \frac{d\Psi(R^2, z^2)}{dz^2} \right)^2 - \frac{d\rho(R^2, z^2)}{dz^2} \frac{d^2 \Psi(R^2, z^2)}{d(z^2)^2} \left( \frac{d\Psi(R^2, z^2)}{dz^2} \right)^3, \tag{7}
\]

and evaluate it at \(R^2 = \frac{L^2}{2(\xi - E)}\) and \(z^2\) such that \(\Psi(R^2, z^2) = \xi\). Values of \(z^2\) fulfilling the latter equality typically need to be found via numerical minimization routines. The \(L_z\)-odd part of PSDF can be computed analogously, using the following expression:

\[
f_-(E, L_z) = \frac{\text{sign}(L_z)}{8\pi^2 i} \int_{\mathcal{C}(E)} \frac{d\xi}{\xi - E} \frac{d^2 \left( \rho \bar{v}_\phi \right)}{d\Psi^2} \bigg|_{\Psi = \xi, R^2 = \frac{L^2}{\pi(\xi - E)}}. \tag{8}
\]

It is important to note that in order to evaluate \(f_-\) one needs to specify also the rotation profile, \(\bar{v}_\phi(R^2, z^2)\), which is, unfortunately, in the case of the galactic DM halo very poorly constrained. In analogy to the Eddington’s inversion, the above described method can be in principle used to compute the PSDF for any choice of axisymmetric \(\rho(R^2, z^2)\), \(\Psi(R^2, z^2)\) and \(\bar{v}_\phi(R^2, z^2)\). However, there is no guarantee that the resulting distribution function will be positive definite (i.e. physical). This needs to be verified explicitly after performing the inversion.

1. Parametrization of DM density and halo rotation

In our analysis we will consider two benchmark density profiles, namely the simulation-motivated NFW profile \[56\] with a central cusp:

\[
\rho_{\text{NFW}}(r) = \frac{\rho_s}{r/r_s \cdot (1 + r/r_s)^2}, \tag{9}
\]
and Burkert profile [67] with a central core:

\[
\rho_{\text{Bur}}(r) = \frac{\rho_s}{(1 + r/r_s) \cdot (1 + r^2/r_s^2)},
\]

which are both parametrised by the DM scale density \(\rho_s\) and scale length \(r_s\). The above spherical density profiles can be generalized to the case of ellipsoidal haloes by substituting \(r \rightarrow m = \sqrt{R^2 + z^2/r_s^2}\), where \(q\) is the flattening parameter (i.e. \(q < 1\) corresponds to oblate, \(q > 1\) to prolate and \(q = 1\) to spherical halo). However, several recent studies suggest that the Milky Way’s halo is consistent with \(q = 1\) [58, 62] and, therefore, we will in this work avoid addressing the possibility of elliptical DM halo. As a side benefit, in the case of spherical NFW or Burkert halo it is possible to obtain analytical expressions for its gravitational potential, which greatly reduces the computational cost of obtaining the PSDF function through the axisymmetric inversion method. Besides oblateness, one could also consider more general parametric forms for the DM density distribution. While we do not expect this would have significant impact on the local DM distribution, which is of the prime interest for direct detection experiments, assumptions regarding the central DM density slope can have sizable consequences on the interpretation of indirect searches. However, accurately determining the DM distribution around the galactic center is extremely challenging due to lack of reliable observations as well as subdominant contribution of DM to the dynamics within this region. Therefore, we will in this work restrain from analyzing the very central part of our galaxy and rather focus on the global DM distribution which is much better constrained by the available kinematic data.

For non-rotating DM haloes the \(L_z\)-odd part of the PSDF vanishes, but for rotating haloes one needs to additionally specify its rotation profile and compute \(f_-(\mathcal{E}, L_z)\). Unfortunately, there exist no observational constraints regarding the rotational properties of the Milky Way’s halo and they can only be studied in the statistical sense through the means of numerical simulations. Most of DM haloes in hydrodynamic simulations exhibit some degree of net rotation, but this strongly depends on particular merger history of individual object. In general different approaches of modelling \(f_-(\mathcal{E}, L_z)\) are possible, for example making it proportional to \(f_+(\mathcal{E}, |L_z|)\), or computing it through equation (8) by assuming a particular functional form for \(\bar{v}_\phi(R, z)\). In this work we decided for the second option, since it assures more realistic rotational properties, by adopting a simple parametric rotation profile:

\[
\bar{v}_\phi(R) = \frac{\omega R}{1 + R^2/r_s^2}.
\]

In the above expression the characteristic radius, \(r_s\), was chosen to correspond to the scale radius of the DM halo, i.e. \(r_a = r_s\), while \(\omega\) was tuned to reproduce the typical spin parameter of comparable galaxies found in hydrodynamical simulations. We define the spin parameter as [63]:

\[
\lambda(r) = \frac{J(r)}{\sqrt{2r M(r)} V_c(r)},
\]

where \(J(r)\) and \(M(r)\) are the total angular momentum and mass of the DM halo within a sphere of radius \(r\), while \(V_c(r)\) is the velocity of a circular orbit at the given radius. As our benchmark value we adopt \(\lambda(0.25 r_{200}) = 0.04\), where \(r_{200}\) is the radius at which the average enclosed DM density equals to 200 times the mean cosmological DM density. The chosen value of \(\lambda\) corresponds to the median value of spin parameter found by [64] and is consistent with the results of other recent studies, see, e.g., [65, 67] and references therein.

### III. OBSERVATIONAL CONSTRAINTS

It has been long recognized that the Milky Way is composed of a significant amount of non-luminous matter [1]. The existence of these early hints in favour of DM hypothesis is perhaps not surprising since a broad range of kinematic tracers of the galactic gravitational potential is observationally accessible within our galaxy. Recently independent estimates on the amount and distribution of DM within the Milky Way have been obtained from the galactic rotation curve [8, 11, 47, 68, 74], dynamics of halo stars [76, 78], globular clusters [79, 81] or satellite galaxies [82, 84], the distribution of hyper-velocity stars [59, 85, 89] or orbits of tidal streams [58, 60, 90]. In this work, we will be following the approach of global galactic mass decomposition based on Milky Way’s rotation curve and vertical motion of stars. We first divide the total mass of our galaxy in distinct components, for which parametric functions based on their characteristic morphology will be assumed, and subsequently match the model against kinematic data. For the latter, we rely on the latest determinations of rotation curve and vertical force above the galactic disc, which both benefited from the recent data release of the Gaia mission [91]. We chose
the particular combination of constraints since they provide complementary information regarding the variation of gravitational potential, namely in the directions along and perpendicular to the baryonic disc, which is crucial for properly constraining axisymmetric models. Additionally, the rotation curve, as well as the vertical force measurements, can be extracted from the observations under very modest assumptions and, therefore, provide a robust way of bracketing the distribution of DM within the Milky Way. In the following, we first turn our attention to the assumptions regarding the parametric functions used for approximating the baryonic components and the associated priors since they can have a significant impact on results of the galactic mass decomposition approach, as recently investigated in [12]. This will be followed by an overview of recent studies of the galactic rotation curve and vertical force field, which will be used later in our analysis.

A. Distribution of baryons

Despite significant improvements in observational data, the distribution of baryons within the Milky Way is still subjected to sizeable uncertainties. This is primarily due to the fact that we are viewing our galaxy from within, which makes it harder to resolve the extent and precise shape of the stellar disc as well as the structure of our galaxy near to its centre. In the following, we will present the baryonic modelling used throughout our analysis which consists of a spherical bulge and an axisymmetric disc. Even though this setup is rather simplistic, we believe it is sufficient to effectively capture the shape of baryonic gravitational potential and provide robust constraints on the considered DM density profiles. For a more complete review regarding the structure of our galaxy see, e.g., [30] and references therein.

In recent studies the galactic bulge has been often approximated by spheroidal power-law distribution, flattened along the central axis, with exponential truncation in the outskirts [93, 97]. Since truncation radius has been estimated to lie at $r_{\text{trunc}} \sim 2$ kpc, which roughly coincides with the innermost determinations of the galactic rotation curve, the exact details of its morphology are not important for the analysis at hand. Therefore, it is sufficient to approximate its gravitational potential using the spherical Hernquist ansatz [98]:

$$
\Psi_{\text{bulge}}(R, z) = \frac{GM_{\text{bulge}}}{\sqrt{R^2 + z^2 + a_{\text{bulge}}}} ,
$$

with appropriately small scale radius, i.e. $a_{\text{bulge}} \lesssim 1$ kpc, leaving its total mass, $M_{\text{bulge}}$, as the only free parameter. Regarding the latter there are significant uncertainties which mainly arise due to its overlap with the galactic disc. The strongest constraints on the stellar mass within the bulge region come from microlensing observations which are sensitive to the optical depth in the central part of our galaxy. Most of the recent studies point towards $M_{\text{bulge}} \sim 1.4 - 1.8 \cdot 10^{10} M_\odot$ [30, 99] which, however, include also the disc stars and therefore smaller masses, e.g. $M_{\text{bulge}} \sim 10^{10} M_\odot$ [73, 94], have been often used in combination with appropriate disc models. In our attempt to marginalize over the baryonic uncertainties we will only use an upper prior on the bulge mass, i.e. $M_{\text{bulge}} < 1.8 \cdot 10^{10} M_\odot$, while keeping the scale length fixed to $a_{\text{bulge}} = 0.5$ kpc.

Regarding the galactic disc, there are several caveats which make it difficult to build a constrained mass model without relying on rather strong assumptions. Throughout the literature, the presence of distinct thin and thick stellar discs was often assumed, both having a double-exponential profile:

$$
\rho_{\text{disc}} = \frac{\Sigma_0}{2 z_{\text{disc}}} \exp \left(-\frac{R}{R_{\text{disc}}} - \frac{|z|}{z_{\text{disc}}} \right) ,
$$

where $R_d$ and $z_d$ are the scale length and scale height, while $\Sigma_0$ is the corresponding surface density. The thick disc is often approximated by scale height $z_{\text{disc}}^{\text{thick}} \approx 0.9$ kpc and relatively small scale length, $R_{\text{disc}}^{\text{thick}} \approx 2.5$ kpc, while the thin disc was often modelled as having $z_{\text{disc}}^{\text{thin}} \approx 0.3$ kpc and $R_{\text{disc}}^{\text{thin}} \approx 3.5$ kpc, see, e.g., [93] and references therein. The ratio between their local surface densities was estimated as $f_{\Sigma} \sim 0.12$ with rather large uncertainties due to their overlap, with the thin disc being the dominant one. These definitions are based on the spatial distribution and kinematic properties of the galactic stars, assuming the double-exponential morphology of the discs. However, recent studies have shown that it is more appropriate to talk about discs composed of $\alpha$-rich and $\alpha$-poor stars [96, 100, 102], since such classification is not subjected to ambiguities despite the significant overlap of the two components. Unfortunately, these new definitions of the stellar discs are not fully consistent with the aforementioned modelling, and some caution is needed. The observed $\alpha$-rich disc is appreciably thicker, $z_{\text{disc}}^{\alpha}\text{-rich} \sim 1$ kpc, and can be traced up to the solar radius, while $\alpha$-poor disc has a larger but poorly constrained radial extent and varying height, with $z_{\text{disc}}^{\alpha}\text{-poor} \sim 0.3$ in the central part and slowly increasing towards the outskirts where it “flares” and reaches thickness
comparable or even greater than the α-rich disc. It has also been argued that both of the discs have roughly the same mass \[93\], however, due to large uncertainties regarding their scale lengths also their masses are not very accurately determined. Furthermore, it has been pointed out by several authors that even more distinct populations can be identified by looking at other element ratios within the stars. Due to the lack of a coherent picture and well-constrained disc parameters we chose to model the galactic disc as a single Miyamoto-Nagai component (in which we also include the subdominant contribution of gas that is also typically approximated by the double-exponential profile) whose gravitational potential takes the following analytical form \[103\]:

\[
\Psi_{MN}(R^2, z^2) = \frac{GM_{\text{disc}}}{\sqrt{R^2 + (a_{\text{disc}} + \sqrt{z^2 + b_{\text{disc}}^2})^2}},
\]

(15)

The validity of such modelling is supported by the fact that combining several exponential discs with different scale lengths and scale heights lead to an overall gravitational potential which can be fairly well approximated by the MN expression. Since in this work we are primarily interested in bracketing the uncertainties related to baryonic distribution and not reconstructing individual disc components, such modelling performs sufficiently well. At the same time, it greatly simplifies the analysis by introducing fewer free parameters and allows expressing the corresponding gravitational potential in an analytical form, while in the case of double-exponential density \[11\] the latter needs to be computed through numerical quadrature. Regarding its mass, we will use only an upper bound corresponding gravitational potential in an analytical form, while in the case of double-exponential density \[11\] the latter needs to be computed through numerical quadrature. Regarding its mass, we will use only an upper bound \(M_{\text{disc}} < 10^{14} M_\odot\), see, e.g., \[93\], which is in fact much larger than the typical values obtained by summing up all baryonic disc components. Similarly, we will use highly agnostic priors for the disc scale length and scale height, namely \(a_{\text{disc}} < 6\) kpc and \(b_{\text{disc}} < 1\) kpc, which are again very generous bounds with respect to the values found in the literature. However, to break the degeneracy between the disc mass and scale length we adopt recently updated values of the local surface density of baryons \(\Sigma_\odot = 47.1 \pm 3.4 M_\odot/pc^2\) \[112\], which is based on stellar counts and gas mapping within the solar neighbourhood and does not rely on any assumption regarding the morphology, size and number of baryonic discs.

B. Milky Way’s rotation curve

For galactic mass decomposition, particularly valuable information comes from the measurements of stellar and gas circular velocities, \(V_c(R)\). The latter is related to the radial variation of the total gravitational potential in the galactic plane:

\[
V_c^2(R) = -R \left. \frac{\partial \Psi_{\text{tot}}(R, z)}{\partial R} \right|_{z=0}.
\]

(16)

Recently significant progress in the observations allowed for more accurate determination of stellar kinematics within the Milky Way. The main improvement comes from the precise astrometric data provided by the Gaia satellite, which mapped positions and proper motions for an overwhelming number of stars. Relying on these measurements, accurate determinations of the galactic rotation curve were obtained from a large sample of red giant stars as well as variable Cepheid stars, for which accurate complementary distance measurements are available. While these studies presently provide the best determination of \(V_c(R)\) for galactocentric distances in the range from 5 to 25 kpc, additional information at larger galactocentric distances is required to constrain the DM halo’s scale radius successfully. For this reason somewhat older determinations of circular velocities from halo giant stars, which were mapped up to a distance of 100 kpc by SDSS-III/SEGUE survey, also play an important role. Finally, valuable information regarding the galactic rotation curve at small radii can be gained from the terminal velocities of gas, which provide an accurate determination of circular velocity within the solar galactocentric distance. According to the above discussion, we chose to include in our analysis the findings of the following studies:

1. Eilers et al. (2019) \[74\]: observations of 23000 red-giants stars in the range of 5 to 25 kpc.

2. Mroz et al. (2019) \[31\]: observations of 773 Classical Cepheids in the range of 5 to 20 kpc.

\[\text{We explicitly checked that the combination of the standard double-exponential thin and thick discs yields a gravitational potential which can be well approximated by the Miyamoto-Nagai ansatz. More precisely, one can find values of } M_{\text{disc}}, a_{\text{disc}} \text{ and } b_{\text{disc}} \text{ that provide a match with relative accuracy better than } 15\% \text{ for any value of } R \text{ and } z. \text{ An even better match can be found by restricting to } R \geq 2 \text{ kpc, which is the relevant range for present analysis – in this case, the deviations between the gravitational potentials can be reduced to less than } 10\%.\]
FIG. 1. Circular velocity as a function of galactocentric distance within the Milky Way, as inferred by various studies used in this work.

3. Huang et al. (2016) [78]: observations of halo K-giant stars in the range from 16 to 100 kpc.

4. Galkin (1978-2013) [105]: compilation of rotation curve determinations based on terminal velocities of gas and masers in the range from 2 to 8 kpc.

While Eilers et al. and Huang et al. provide binned data, Mroz et al. estimate $V_c$ for each star separately and, therefore, their results have to be binned to be on the same footing as the other two studies. We also chose to bin the Galkin data, since the complete compilation contains several distinct surveys with uncompetitively large error bars. To perform the binning, we split the relevant datasets in $\sqrt{N}$ bins, where $N$ is the total number of data points, chosen such that each bin contains roughly the same number of elements, and computed the median, 16th and 84th percentile of each bin, as the corresponding central value and its errors. At this point we also note that Eilers et al. and Mroz et al. used in their analysis the recent determination of the solar galactocentric distance $R_\odot = 8.122 \pm 0.031$ kpc [106] while Huang et al. used somewhat older value of $R_\odot = 8.34 \pm 0.16$ kpc. Strictly speaking, the rotation curve derived by the latter is not consistent with the other two. However, this should not significantly affect our analysis since the error bars for rotation curve provided by Huang et al. are much larger and dominate over the difference that stems from the adopted value of $R_\odot$. On the other hand, rotation curves obtained from Galkin were rescaled to $R_\odot = 8.122$, local circular velocity of $V_c(R_\odot) = 231$ km/s [31, 74] and peculiar motion of sun $(U_\odot, V_\odot, W_\odot) = (11.1, 12.24, 7.25)$ km/s [108] to be brought in agreement with the values used by Eilers et al. and Moroz et al. The final set of $V_c$ data points is shown in figure 1.

C. Vertical motion of stars

The vertical motion of stars has been long known to provide a powerful tool for constraining the DM density in the solar neighbourhood – see, e.g., [4, 109–111]. Most analyses rely on the axisymmetric Jeans modelling [112] which relates the observed stellar distribution and kinematics to the underlying gravitational potential. By singling

---

3 There authors later published a work with an updated value of the galactocentric distance of the Sun, $R_\odot = 8.178 \pm 0.013$ kpc [107]. Since this change in $R_\odot$ very small with respect to the observational errors on the kinematic data, it should not have a significant effect on the derived rotation curve and, subsequently, our results. In the remainder of this work we will therefore assume $R_\odot = 8.122$. 

out the vertical direction (i.e. the one perpendicular to the galactic disc), the following relation can be obtained:

\[
\frac{1}{\nu} \frac{\partial}{\partial z} (\nu \sigma_z^2) + \frac{1}{R \nu} \frac{\partial}{\partial R} (R \nu \sigma_{Rz}^2) = \frac{\partial \Psi_{\text{tot}}(R, z)}{\partial z},
\]

where \( \nu(R, z) \) is the number density of the tracer stars and \( \sigma_x(R, z) \) is their velocity dispersion along the \( \hat{x} \)-axis. As can be seen by comparing equations (16) and (17), the observations of circular velocity and vertical motion of stars probe the galactic gravitational potential in orthogonal directions, as the former is proportional to its derivative along the \( \hat{R} \) and the latter along \( \hat{z} \) coordinate, and, therefore, provide valuable complementary information. In particular, the vertical motion is very useful in breaking the degeneracy between spherically symmetric and flattened mass components that typically occurs when relying exclusively on rotation curve data. Furthermore, it allows us to obtain tighter constraints on the flattening of the gravitational potential which is crucial for accurate reconstruction of the PSDF of DM through the axisymmetric inversion method. There have been several recent studies utilizing the accurate Gaia astrometry to constrain the local mass distribution along the vertical direction, either focusing on the thin stellar populations [113, 114] that span up to few hundred pc above the disc, as well as thick populations [115, 116] that probe the galactic potential up to \( z \approx 1.5 \) kpc. In our work we chose to use the results of Hagen & Helmi [115] derived from the motion of thick disc stars, as their findings are largely consistent with other works, but they also directly provide the inferred vertical force \( K_z(z) = \frac{\partial \Psi_{\text{tot}}}{\partial z} \). On the other hand, we do not include the studies focused on thin disc only since they are somewhat controversial, finding evidence for an additional highly flattened component, which is speculated to be either underestimated gaseous disc [114] or even dark disc [113], but could also be due to the departure from equilibrium which is tacitly assumed by the Jeans analysis; for the accumulating evidence in favour of the latter see, e.g., [96, 117–119]. An alternative approach of studying the vertical force is to use the full 6D stellar phase-space information. This has been done by Bovy & Rix [120], where they derived \( K_z(z = 1.1 \) kpc) at various galactocentric radii in the range from 4 – 9 kpc, however, using pre-Gaia observations. We also chose to include their determinations of \( K_z(R) \) since they are consistent with newer studies and allow us to constrain better the scale length of the galactic disc. The final compilation of \( K_z(R, z) \) measurements used in the analysis is shown in figure 2.

**FIG. 2.** Vertical force estimates as a function of height above the galactic midplane at \( R \sim R_\odot \) (right plot) and as a function of radial distance at \( z \sim 1.1 \) kpc (left plot).
IV. GALACTIC MASS DECOMPOSITION

Computing the PSDF of DM according to the HQ method, presented in section [11A] requires the knowledge of DM density distribution as well as the total gravitational potential of the galaxy. Various observations of gas and stars in the Milky Way provide us with information regarding the amount baryons and their spatial distribution within the galaxy, while their kinematics can be used to constrain the over-all gravitational potential. By combining this information one can reconstruct the missing dynamical mass which must be sourced by the DM halo. Formally, this can be expressed through the Poisson equation, which relates the sum of densities corresponding to individual galactic components, \( \rho_i(\vec{r}) \), to the Laplacian of the total gravitational potential:

\[
\nabla^2 \Psi_{\text{tot}}(\vec{r}) = 4\pi G \sum_i \rho_i(\vec{r}) \, .
\]

(18)

According to the discussion in section [11A], we will parametrize the gravitational potential of baryonic components using the Miyamoto-Nagai ansatz [15] for the disc and Hernquist ansatz [13] for the bulge. For DM halo, we will consider two qualitatively different parametric density function, namely the NFW and Burkert profile, given by equations (9) and (10) respectively. The superposition of these galactic components will be then constrained by circular velocity and vertical force determinations, presented in sections [11B] and [11C] together with the complementary measurement of the local baryon surface density.

In order to constrain the DM distribution within the Milky Way, we will make use of the Bayesian approach based on Monte-Carlo Markov Chain (MCMC) exploration of the parameter space, given the set of constraints discussed above. Our benchmark galactic models have in total 6 free parameters:

\[
\tilde{\theta} = \{ M_{\text{bulge}}, M_{\text{disc}}, a_{\text{disc}}, b_{\text{disc}}, \rho_s, r_s \} \, ,
\]

(19)

where the first four are related to the baryonic distribution while the last two describe the DM density profile. For all the baryonic parameters we adopt broad non-informative (i.e. flat) priors, which can be safely established according to the existing literature, as described in section [11A]:

\[
\begin{align*}
0 & \leq M_{\text{bulge}} \leq 1.8 \cdot 10^{10} M_\odot \\
0 & \leq M_{\text{disc}} \leq 10^{11} M_\odot \\
0 & \leq a_{\text{disc}} \leq 6 \text{ kpc} \\
0 & \leq b_{\text{disc}} \leq 1 \text{ kpc}
\end{align*}
\]

Regarding the DM parameters, we adopt the most generous range of priors, i.e. demanding that \( \rho_s \) and \( r_s \) are non-negative and impose that the scale radius is within the range of available data:

\[
\begin{align*}
0 & < \rho_s \\
0 & < r_s < 100 \text{ kpc}
\end{align*}
\]

(20)

Since the scale density can generally vary over several orders of magnitude we chose to sample it using a logarithmic Gaussian likelihood that is capable of accommodating asymmetric errors of the data. By assuming that the errors follow a split normal distribution one can use the following likelihood function (for details see [121, 122]):

\[
\mathcal{L}(\tilde{\theta}) = \prod_{k=1}^{N_{V_c}} \frac{2}{\sqrt{2\pi} (\sigma_{V_c,k}^+ + \sigma_{V_c,k}^-)} \exp \left[ -\frac{1}{2} \left( \frac{V_{c,k} - V_c(R_k; \tilde{\theta})}{\sigma_{V_c,k}} \right)^2 \right] \\
\cdot \prod_{l=1}^{N_{K_z}} \frac{2}{\sqrt{2\pi} (\sigma_{K_z,l}^+ + \sigma_{K_z,l}^-)} \exp \left[ -\frac{1}{2} \left( \frac{K_{z,l} - K_z(R_l, z_l; \tilde{\theta})}{\sigma_{K_z,l}} \right)^2 \right] \\
\cdot \frac{1}{\sqrt{2\pi} \sigma_{\Sigma}} \exp \left[ -\frac{1}{2} \left( \frac{\Sigma_{\odot} - \Sigma(R_{\odot}; \tilde{\theta})}{\sigma_{\Sigma}} \right)^2 \right]
\]

(21)

In the first two lines of the above expression \( V_{c,i} \) \( (K_{z,i}, i) \) are the binned rotation curve (vertical force) measurements, with total of \( N_{V_c} \) \( (N_{K_z}) \) points, and \( \sigma_{V_c,i}^\pm \) \( (\sigma_{K_z,i}^\pm) \) the corresponding upper/lower error, while \( V_c(R_i; \tilde{\theta}) \) \( (K_z(R_i, z_i; \tilde{\theta})) \)
are the predictions of our model at radial distance of the bin $R_i$ (and vertical height $z_i$), given the parameters $\vec{\theta}$. Analogously, in the last line of the above expression $\Sigma_{\odot}$ is the observationally inferred local baryon surface density and $\sigma_{\Sigma_{\odot}}$ its corresponding standard deviation, while $\Sigma(R_{\odot}; \vec{\theta})$ is the prediction of our model. For the exploration of parameter space we relied on Python implementation of Goodman & Weare’s affine invariant MCMC Ensemble sampler, delivered in *emcee* package [123]. The sampling was done using 200 walkers, where each of them evolved for 20000 steps. The first half of each chain was discarded as part of burn-in period.

### A. Results

In this section, we present our findings regarding the aforementioned parametric models of the galaxy which we fit to the kinematic data. The MCMC sampling showed good convergence and resulted in reduced chi-squared $\chi^2_{\text{red}}$ of $\chi^2_{\text{red}} = 0.42$ and $\chi^2_{\text{red}} = 0.68$ under the assumption of NFW and Burkert density profile respectively. The obtained values of $\chi^2_{\text{red}}$ indicate that the adopted parametric models are flexible enough to accommodate the data and, at the same time, sufficiently simple to avoid over-fitting. This can also be nicely seen from the plots in figure 5 where we show the overall consistency of the obtained rotation curves and vertical force profiles with the observations, as well as the contributions of individual galactic components. By comparing the resulting rotation curves for models with NFW and Burkert DM density profiles, one can see that the outermost rotation curve measurements mostly drive the minor preference for the former; these are better described by more extended DM halo while the galactic mass decomposition generically leads to Burkert haloes with smaller $r_s$ in comparison with the NFW case. However, we suspect that the precise values of $\chi^2_{\text{red}}$ might change by adopting a different parametrization of the baryonic disc (e.g. using the double-exponential ansatz [14] or multiple disc components) and, therefore, we restrain ourselves from interpreting our results as substantial evidence in favour of the NFW density profile. The plots of rotation curves also clearly show the effect of degeneracy between individual galactic components since their 68% h.p.d. bands are significantly broader than the 68% h.p.d. of the corresponding total. On the other hand, from plots in the middle and lower panels of figure 3 one can see that the vertical force measurements impose significant constraints only on the disc component, as the contributions of DM and bulge to $K_z(R,z)$ are tiny. Therefore, the vertical force data provide valuable complementary information that helps in breaking the degeneracy between DM halo and baryonic disc while the overall fit is primarily driven by the rotation curve measurements.

In figure 4, we present the posterior distributions of the parameters as well as their pairwise correlations for the sampled galactic models. The obtained mass of the bulge is slightly smaller than the typical values found throughout the literature [9, 73]. However, this is probably because MN parametrization leads to a higher density of the baryonic disc at the centre, while most other studies assumed exponential disc and therefore attributed higher mass to the bulge component. By looking at the total mass within the inner two kpc, the obtained results are in good agreement with the microlensing constraints on the optical depth towards the galactic centre [50, 99]. In contrast with the bulge, the inferred mass of baryonic disc is slightly larger than the sum of exponential stellar and gaseous discs typically found in the literature. This is partly due to the aforementioned effect, i.e. attributing larger fraction of the central mass to the disc instead of the bulge, and partly due to the slower decline of the MN density distribution, which falls off in the radial direction only as $R^{-3}$ and not exponentially as the double-exponential ansatz, requiring larger total mass to explain the same dynamics at intermediate galactocentric radii. While this might seem problematic for the inferred DM density profiles, it plays no significant role as the majority of the “excess” disc mass resides at radii where the baryonic contribution is strongly suppressed with respect to the DM counterpart. On the other hand, the inferred disc scale length, $d_{\text{disc}}$, and scale height, $b_{\text{disc}}$, agree well with the typical values found in the literature. Similarly, the results obtained for DM halo parameters agree well with several recent studies [73, 74]. The most significant difference with respect to the works mentioned above is perhaps a slightly smaller value of $r_s$ for both density profiles. For the local DM densities, we find the following median values and 68% h.p.d. intervals:

$$
\rho_{NFW}(R_{\odot}) = 0.941^{+0.053}_{-0.057} \cdot 10^{-2} \text{M}_\odot/\text{pc}^3 = 0.357^{+0.020}_{-0.021} \text{GeV/cm}^3, \tag{22}
$$

$$
\rho_{BUR}(R_{\odot}) = 1.00^{+0.054}_{-0.057} \cdot 10^{-2} \text{M}_\odot/\text{pc}^3 = 0.381^{+0.020}_{-0.022} \text{GeV/cm}^3. \tag{23}
$$

As can be seen from figure 5, where we plot the local DM density found in previous studies, as well as the evolution of its weighted mean through time, our results align well with the recent trend. On the other hand, several older

---

4 As an approximate measure of the goodness of the fit we use the reduced chi-squared, i.e. $\chi^2_{\text{red}} = \frac{\chi^2_{\text{min}}}{N-P}$, where $\chi^2_{\text{min}}$ is the chi-squared computed with asymmetric errors (as was also done in the likelihood function) for the model parameters with the highest probability density, while $N$ and $P$ are the numbers of data points and model parameters used in the analysis.
works showed preference for somewhat larger values of $\rho(R_\odot)$ – see, e.g., [8] [11] [71]. This is most probably a consequence of the updated rotation curve measurements since these tend towards lower and faster declining $V_c(R)$ at the solar radius with respect to previous determinations. The robustness of our results around $R_\odot$ is further supported by the fact that the derived values of $\rho(R_\odot)$ for the two DM density profiles are consistent with each other despite noticeable differences in the associated baryonic components. In figure 6 we present the obtained DM density profiles as a function of galactocentric distance together with their 68% h.p.d. bands. From there one can see that they are in good agreement over a radial range between 5 kpc and 20 kpc, which coincides with the radii at which rotation curve measurements are the most accurate. On the other hand, outside this range, the Burkert profile leads to DM densities that are lower by a factor of $\sim 2$ at minimal and maximal radius spanned by the rotation curve measurements used in our work. This discrepancy can also be seen in the inferred values of the viral mass (which we define as DM mass enclosed within a sphere of radius $r_{200}$ chosen such that its average density is equivalent to 200 times the cosmological critical density):

$$M_{\text{NFW}}(r_{200}) = 7.7^{+1.4}_{-1.1} \cdot 10^{11} \, M_\odot,$$

$$M_{\text{BUR}}(r_{200}) = 5.1^{+0.5}_{-0.3} \cdot 10^{11} \, M_\odot.$$  

(24)

(25)

The above values are, however, somewhat lower than the ones obtained in other recent works [79] [81] [84] [124] [129]. The reason for this is most probably the range of kinematic measurement used in our analysis – we chose to exclude tracers at distances larger then 100 kpc because they are irrelevant for constraining DM in the inner part of our galaxy which is, on the other hand, of the prime interest for DM searches.

In conclusion, our results provide conservative bounds on the NFW and Burkert DM density profiles as we restrained from making strong assumptions regarding the baryonic components. The inferred DM and baryonic parameters show fair agreement with previous studies. However, some caution is advised regarding the disc and bulge mass as they are often parametrized by different functional forms than the ones used in this work. On the other hand, in our analysis, we complemented the newest determinations of circular velocities by independent parameters showing fair agreement with previous studies. However, some caution is advised regarding the disc and bulge mass as they are often parametrized by different functional forms than the ones used in this work.

V. IMPLICATIONS FOR DIRECT DETECTION

Direct detection (DD) experiments provide an unique probe for investigating possible interactions between DM and baryons. By using large exposures of selected target materials they are capable of setting strong limits on the scattering rate of atomic nuclei with the galactic DM particles. For a DM candidate with a given differential DM-nucleus cross-section, $d\sigma/dE_r$, the expected differential recoil rate per target nucleus can be computed as [13]:

$$\frac{dR}{dE_r} = \frac{1}{m_A m_\chi} \cdot \int_{|\vec{v}| > v_{\text{min}}} d^3v \, f(\vec{x}, \vec{v}) \cdot \vec{v} \cdot \frac{d\sigma}{dE_r}$$

(26)

with $v_{\text{min}} = \sqrt{\frac{m_A E_r}{2 \mu_A^2}}$, $\mu_A = \frac{m_A m_\chi}{m_A + m_\chi}$.

where $E_r$ is the recoil energy, $m_A/\chi$ the nucleus/DM mass and $v = |\vec{v}|$ the velocity of DM particle in the detector (LAB) frame. For spin-independent (SI) interactions, where DM is typically assumed to scatter coherently of all the nucleons, the differential cross-section can be expressed as:

$$\frac{d\sigma}{dE_r} = \frac{m_A \sigma_{\text{SI}}^n}{2 \mu_A^2 v^2} A^2 F^2(E_r),$$

(27)

where $\sigma_{\text{SI}}^n$ is the SI DM-nucleon cross-section at zero momentum transfer, $A$ the mass number of target nucleus and $F(E_r)$ the nuclear form factor. As can been seen from the above expression, SI differential cross-section introduces an additional factor of $v^{-2}$ within the integral of equation [26], which also appears in the case of spin-dependent (SD) interactions, however, this is not always true for more general scattering operators. In either case, one can factorize equation (26) into a term determined by the specific particle physics model under consideration and an
FIG. 3. Comparison of the observational data and the results obtained from MCMC sampling for the galactic circular velocity and vertical force. The plots on left (right) hand side correspond to the results obtained under the assumption NFW (Burkert) density profile. The thick lines correspond to median value while the thin lines denote the 68% h.p.d. bands.
FIG. 4. Single parameter posterior distributions and their pairwise correlations as obtained in the MCMC sampling for NFW (red) and Burkert (blue) DM density profile. The vertical lines in the posteriors mark median as well the 68% h.p.d. interval, while the contours correspond to 39% and 63% h.p.d. regions.
FIG. 5. The inferred local DM density and its uncertainty as a function of time. The values were taken from a number of publications [8–11, 68, 70, 71, 73, 74, 78, 92, 128, 130–132] while the red and blue points correspond to the results obtained in this work under assumptions of NFW and Burkert density profile, respectfully. The grey line corresponds to its weighted mean while the band represents the corresponding standard deviation.

The astrophysical factor which is a convolution of the process’s velocity dependence with the DM distribution function. For SI and SD case the relevant integral take the following form:

$$g(v_{\text{min}}) \equiv \int_{|v|>v_{\text{min}}} d^3v \frac{f(\vec{x}, \vec{v})}{v} .$$  \hspace{1cm} (28)

However, it is often desired to go beyond the simplest scattering operators since there are numerous other ways in which DM can couple to the nucleons. For this reason a fully general set of non-relativistic effective scattering operators has been assembled — for their systematic treatment see [133–136]. It turns out that the leading order contribution to the differential cross-section can also be velocity independent, therefore, it is useful to additionally define:

$$h(v_{\text{min}}) \equiv \int_{|v|>v_{\text{min}}} d^3v \ f(\vec{x}, \vec{v}) \cdot v .$$  \hspace{1cm} (29)

It turns out that the above functions, $g(v_{\text{min}})$ and $h(v_{\text{min}})$, cover the velocity dependencies of all possible non-relativistic effective scattering operators expanded up to the quadratic order in momentum transfer and relative velocity. Hence, their accurate determination is of great importance for understanding the direct detection constraints on DM-nucleus interactions. While the SHM predicts the total event rate reasonably well in the regime where $v_{\text{min}} \ll v_{\text{esc}}$, it becomes increasingly unrealistic as $v_{\text{min}}$ approaches the sharp cut-off at $v_{\text{esc}}$. As a consequence, the limits on DM-nucleon cross-section can be significantly over-estimated at the lower end of the DM mass range probed in a given detector. It can also significantly impact the predicted energy spectrum of the nuclear recoils, which plays an important role in rejecting backgrounds but could also help in identifying the structure of the coupling upon successful detection of DM. To obtain more accurate predictions for these quantities, one has to adopt a more physical approach of constructing the DM distribution function, such as the Eddington’s inversion method.

---

\*Note that the definition of $g(v_{\text{min}})$ in equation (28), as well as $h(v_{\text{min}})$ in equation (29), differs from the one typically found in the literature by a factor of $\rho_{\odot}$. This is because in our approach the DM density and its velocity distribution are simultaneously inferred from the kinematic observations on the level of phase-space distribution and treating them separately would loosen constraining power of the data.
which was extensively studied in the context of DM searches throughout the last decades \[46, 49\]. However, the axisymmetric modelling that we advocate in our work has even further advantages over the Eddington-like approaches that are based on spherical symmetry. Most importantly, it allows us to compute the velocity anisotropy of the DM particles that arises due to the presence of baryonic disc and can have a sizeable effect on several observables. For example, it affects the expected amplitude of the annual modulation in the recoil rate, which arises due to the time-dependent mapping of \( f \) from the galactic to the LAB rest frame in equation (26). Since this is a unique feature expected only for DM-induced signals, its accurate modelling plays an essential role in rejecting background events. The amplitude of modulation is equally sensitive to the rotational properties of the DM halo, which can again be self-consistently included within the axisymmetric model. Furthermore, spherically symmetric models can lead to a less accurate reconstruction of the DM mass and cross-section as well as a poorer determination of the DM-nucleon interaction type in near-future experiments if DM-induced signals are detected. Finally, the velocity anisotropy and rotation of the DM halo can also strongly affect the expected DM signal in directional DD experiments, which are capable of reconstructing the direction of observed nuclear recoils. While such experiments are currently still inferior to the classical noble gas and crystalline detectors, they are expected to become crucial in the future when the sensitivities reach the neutrino floor, and directional reconstruction of events will be the only way of distinguishing genuine DM signals from neutrino-induced backgrounds \[137, 143\].

In the following we first present our results regarding the uncertainties in \( g(v_{\text{min}}) \) and \( h(v_{\text{min}}) \) on a set of benchmark models, assuming either NFW or Burkert halo profile with and without rotation. Subsequently, we take a closer look at the impact of our findings on the interpretation of direct searches. First, we compare the inferred cross-section limits based on the considered halo models, paying particular attention to currently most stringent Xenon bounds. After that, we turn our attention to various aspects of direct searches that would become crucial upon successful detection of possible DM signals. In this context we first demonstrate the importance of carefully constraining the astrophysical factors for accurate reconstruction of DM properties in near-future experiments, secondly, examine the impact of detailed phase-space modelling on the expected annual modulation of the nuclear recoil rate and, finally, we analyse the effect of axisymmetric models on the expected directional distribution of nuclear recoils.

**A. Bracketing of astrophysical factors**

One of the key results of this work are the refined predictions for the astrophysical factors that crucially enter the interpretation of DD experiments. By computing the astrophysical factors for \( 10^4 \) randomly picked samples
from the MCMC scan described in section IV we obtained their posterior distributions which in turn allowed us to extract their central values and credibility regions. In figure 7 we present our results for \(g(v_{\text{min}})\) and \(h(v_{\text{min}})\) under different assumptions regarding the DM density profile (NFW or Burkert) and halo rotation (non-rotating or co-rotating with \(\lambda = 0.04\)) as described in section II A 1). They are normalized by the corresponding average densities, reported in expressions (22) and (23), for easier comparison with previous works where the DM density was usually treated as independent quantity. In the same figure we additionally show the predictions of SHM, assuming \(\sigma = 156 \text{ km/s}\) and \(v_{\text{esc}} = 544 \text{ km/s}\). From the plots one can see that the SHM mostly falls within the 68\% highest probability density (h.p.d.) bands spanned by the equilibrium models, however, larger deviations can occur. In particular, for \(g(v_{\text{min}})\) the SHM yields up to 20\% larger values at \(v_{\text{min}} \lesssim 50 \text{ km/s}\) and 20\% lower values at intermediate \(v_{\text{min}} \sim 250 \text{ km/s}\), which both fall outside of the 68\% h.p.d. bands for all the considered equilibrium models. Further differences can also be observed in the shape of \(g(v_{\text{min}})\) and \(h(v_{\text{min}})\), especially when comparing the SHM with median values of the equilibrium models. Most notably, at low \(v_{\text{min}}\) the SHM predicts much faster decline of both astrophysical factors. This arises because the equilibrium models exhibit smaller velocity dispersion of the DM particles along the azimuthal direction and larger velocity dispersion in the meridional plane which in turn strongly suppresses the probability for scatterings with \(v \lesssim 100 \text{ km/s}\) in the LAB frame. Further important differences in the astrophysical factors are present at large \(v_{\text{min}}\). While there the absolute values of \(g(v_{\text{min}})\) and \(h(v_{\text{min}})\) are small, the relative difference between astrophysical factors computed through equilibrium models and the SHM becomes very large as can be seen from their ratios, plotted in the lower panels of figure 7. Due to this reason the SHM is known to over-constrain the DM-nucleon cross-section at low DM masses while our approach provides much more conservative bounds. On the other hand, the equilibrium models lead to appreciably more consistent values of the astrophysical factors with substantial overlap of their 68\% h.p.d. regions for all the considered cases. At low \(v_{\text{min}}\) slightly larger values of \(g(v_{\text{min}})\) and \(h(v_{\text{min}})\) are predicted by the halo model with Burkert (NFW) profile while at \(v_{\text{min}} \gtrsim 350 \text{ km/s}\) the NFW profile predicts larger values for both functions and at the same time also comes with higher escape velocity. By comparing the non-rotating haloes with the rotating ones we can see that change in \(g(v_{\text{min}})\) and \(h(v_{\text{min}})\) is again relatively small. The key difference arises from the fact that co-rotating haloes lead to larger number of scatterings at low LAB velocities which results in slightly larger \(g(v_{\text{min}})\) and smaller \(h(v_{\text{min}})\). For the same reason the astrophysical factors of rotating haloes are even further suppressed at large \(v_{\text{min}}\) which can have, as already discussed above, significant consequences for the interpretation of DD searches at small DM masses. For the convenience of future analyses we provide the tabulated values and associated credibility intervals of obtained astrophysical factors.

B. Implications for direct detection experiments

1. Cross-section bounds

Using the tabulated values of \(g(v_{\text{min}})\) and \(h(v_{\text{min}})\) one can easily obtain the limits on arbitrary DM-nucleon coupling through the use of existing software, such as DDCalc [148, 149]. In figure 8 we present the upper limits on the DM-nucleon cross-section (assuming either SI interactions with an equal coupling of DM to neutrons and protons or SD interactions with DM coupling exclusively to neutrons) obtained from Xenon1T null results for the benchmark halo models and the SHM that was used in the original interpretation of data by Xenon collaboration [150]. As can be seen from the plots, there can be significant deviations, especially at low DM masses, where the bounds derived from SHM are over-constraining due to the thick tail of the truncated Maxwell-Boltzmann velocity distribution. By using the lower 95\% confidence values of \(g(v_{\text{min}})\), the bounds on cross-section at \(m_{\chi} \lesssim 5 \text{ GeV}\) are relaxed by a factor of 5 and 15 for non-rotating NFW and Burkert haloes, respectively, and almost two orders of magnitude under the assumption of a co-rotating NFW halo. The differences become smaller at larger DM masses, however, still significant changes of the bounds are present at DM masses near to the peak sensitivity of the detector, i.e. at \(m_{\chi} \sim 30 \text{ GeV}\). In contrast to the low \(m_{\chi}\) range, there the SHM leads to roughly 30\% weaker limits than the considered equilibrium models. For even large DM masses the difference becomes less than 10\%, with SHM resulting in the least stringent bounds. As it was already observed in the previous section on the level of astrophysical factors, the differences among the axisymmetric halo models are appreciably smaller and significant deviations occur only at small \(m_{\chi}\), corresponding to large \(v_{\text{min}}\). The DM distribution function with NFW density profile typically leads to

\[\text{min} \chi \sim 250 \text{ km/s} \]
FIG. 7. Astrophysical factor that enter direct detection experiments as a function of the minimum scattering velocity for the two relevant velocity dependences of the cross-section (defined in equations (28) and (29)), normalized by the corresponding median local DM density. Solid lines show the median value, while the bands correspond to 68% credibility regions. The results are shown for NFW and Burkert density profiles, assuming non-rotating haloes, as well as rotating ones with spin parameter $\lambda = 0.04$ and azimuthal velocity profile given by equation (11).

few per cent weaker limits at large DM masses, however, the bounds can become significantly stronger at $\chi < 30 \text{ GeV}$ with respect to the ones associated with Burkert haloes, which is mainly due to the larger escape velocity of the NFW model. Similarly, non-rotating haloes tend to slightly decrease the limits at large DM masses while they become considerably more constraining for small $\chi$, especially in combination with the NFW density profile. In figure 8, we explicitly recompute the limits only for the Xenon1T experiment. However, due to the universality of $g(v_{\text{min}})$, similar behaviour is also expected in other DD experiments. In deriving the cross-section limits, we also
FIG. 8. The Xenon1T upper limits on SI (left) and SD (right) cross-section, as obtained for the SHM \[150\] and non-/co-
rotating axisymmetric models fit to the kinematic data using NFW and Burkert density profile. For the latter, exclusion
limits corresponding to the lower 95\% credibility bound on $g(v_{\text{min}})$ are shown.

restricted our attention only to the standard SI and SD interactions but based on the astrophysical factors shown
in figure \[1\] similar general trends are expected for any other type of scattering operator between DM and baryons.

2. Reconstruction of DM properties in next generation experiments

Further need for accurate determination of the astrophysical factors comes from the next-generation detectors
which are currently under construction, such as the ones of Darwin \[151\] and DarkSide20k \[152\] experiments. By
allowing for exploration of cross-sections that are orders of magnitude below the currently most stringent bounds,
they provide an opportunity to undisputedly detect DM-nucleus interactions in previously un-probed regions of the
parameter space. In this context, an important question arises: how well will these detectors be able to characterize
the properties of DM if they detect a signal appreciably larger then the expected backgrounds? To demonstrate
the importance of astrophysical factors in such inquiries, we perform two different types of benchmarks based on
simulated datasets and expected characteristics of the Darwin and DarkSide20k detectors. First, we study the
prospects of pinning-down the mass and cross-section of DM for a fixed scattering operator and, secondly, the
ability to discriminate among different scattering operators when using the information from individual or both
aforementioned experiments.

Successful detection of DM-induced nuclear recoils would open a unique window for studying the properties
of DM particles. However, it has been noted in numerous previous works (see, e.g. \[153–157\]) that accurate
determination of DM mass and the relevant coupling parameter can still be difficult due to degeneracies in the
predicted signals which are further worsened by limited precision of observations and uncertainties related to the
local DM velocity distribution. As we demonstrate in the following, using refined phase-space models for the galactic
DM has significant advantages in the reconstruction of DM properties in next-generation experiments. We consider
two possible DM-nucleus interaction types, namely the standard SI interaction and coupling through the anapole
moment. The latter is generated by the following relativistic operator:

\[ \mathcal{L} \supset A \bar{\chi} \gamma^\mu \gamma^5 \chi \partial^\nu F_{\mu \nu}, \]  

(30)

where $A$ is the effective dimensionful coupling constant. We chose to study the possibility of interactions through
anapole moment due to its peculiar structure in the non-relativistic limit, as it depends on both astrophysical factors,
where $n_i(\vec{\theta})$ and $\bar{n}_i$ are the predicted and observed number of events in $i$th energy bin, respectively, while $\vec{\theta}$ is the vector of model parameters, namely the DM mass and cross-section. The above likelihood function can be easily extended to the situation where joined constraining power of multiple experiments is considered – this can be achieved by letting $i$ run over all energy bins in all of the considered detectors. To additionally include the uncertainties stemming from the unknown underlying DM distribution, we chose to compute the astrophysical factors in each MCMC run for a random set of galactic parameters (but fixed DM density profile and assumptions regarding the DM distribution) from the posterior distribution obtained in section IV A which in this case served as a prior.

On the other hand, for DM mass and cross-section, we assumed flat logarithmic priors that spanned four orders of magnitude and were centred on true values of the parameters. The sampling was performed using the affine invariant emcee sampler with each run consisting of 50 walkers that evolved for 5000 steps. After completing the sampling, only the last 1000 steps of each walker were maintained to construct the joined posterior distribution for the DM mass and coupling parameter from all the completed runs. The inferred 68% and 95% h.p.d. regions for SI interactions under the assumption of different DM distributions are shown in figure 9 while single-parameter credibility intervals are reported in table I assuming 200 t x yr and 100 t x yr exposures for Darwin and DarkSide 20k experiments, respectively. The sampling was performed using the posterior distribution of astrophysical factors obtained from (rotating and non-rotating) NFW and Burkert phase-space models, as well as the ones predicted by the SHM optimally adjusted to the NFW galactic mass model with appropriate Gaussian errors on its parameters (namely, $\rho_\odot = 0.941 \pm 0.021 \cdot 10^{-2} M_\odot / pc^3$, $\sigma = 157 \pm 4$ km/s and $v_{esc} = 537 \pm 19$ km/s while their correlations were neglected). As can be seen from the plots, all DM distribution models based on the axisymmetric PSDF provide better reconstruction (especially in the case of heavy DM) of the true parameters in comparison with the SHM, even though the latter was tuned to match the fiducial model. The SHM tends to over-predict the value of coupling parameter while the inferred DM mass is also significantly biased, either towards lower values at $m_\chi = 30$ GeV or higher values at $m_\chi = 100$ GeV. On the other hand, it is not surprising that the fits obtained under the assumption of NFW astrophysical factors always performed the best and lead to negligible (sub per cent) bias in the inferred central values, apart from the run with 100 GeV DM for Darwin detector only where sever degeneracy between the parameters arises. The sampling under the assumption of Burkert astrophysical factors performed slightly worse, typically leading to a few per cent bias towards lower values of the coupling parameter, which is primarily due to the larger local DM density associated with this DM profile, while the reconstructed mass was found to lie very close to the true value. The reconstruction further worsened by performing the sampling using astrophysical factors associated with co-rotating haloes, however, the obtained results were still better (or at least comparable to) the ones obtained under the assumption of SHM. The rotating models led to the inference of $\mathcal{O}(10\%)$ larger DM masses.
due to the increased number of scatterings with $v > v_{\text{min}}$, while the reconstructed values of cross-section remained largely unchanged. Most importantly, significant advantages of the accurate phase-space modelling become apparent when considering DM with $m_\chi \gtrsim 100$ GeV where the DM mass and coupling parameter become severely degenerate. The degeneracy can be to a certain extent mitigated by combining the results of experiments with different target nuclei, as can be seen by comparing the right-hand side plots of top and bottom panels in figure 9, however, further notable improvements come from the use of refined astrophysical factors. From the bottom panel of the same figure, one can see that all of the equilibrium PSDF perform significantly better in reconstructing the true model parameters than the SHM, which leads to more than 50% larger uncertainties and a significant bias towards higher values of both parameters. Similar conclusions hold true also when considering DM coupled through the anapole moment – the corresponding contour plots are shown in figure 10 while the single-parameter confidence intervals are reported in table 11. Based on these results, it is very likely that the above-described trends can be generalized to all possible DM-nucleon interactions.

The above tests were performed under the assumption that the interaction operator responsible for coupling between DM and nucleons is known. However, in practice, the task of accurately determining the properties of DM is even more difficult due to many possible ways in which DM can interact with nucleons. In order to address the capability of future experiments to distinguish among different scattering operators, we perform tests based on the Bayesian evidence ratios. Since in this work we are primarily interested in the implications that different DM interaction types have on the results of DD experiments, we consider only a subset of possible interaction types: the standard SI and SD interactions, coupling through $Q_{13}$, that arises in certain models with scalar mediators, anapole DM and millicharged DM – for more detailed discussion regarding these and other possible operators see, e.g., [133, 136, 138]. For a given model $\mathcal{M}$, corresponding to one of the possible interaction types between DM and baryons (for simplicity we neglect the possibility of more then one interaction type contributing to the signal), one can compute the Bayesian evidence by integrating the likelihood function (31) over the entire parameter space $\Omega_{\mathcal{M}}$.

| Model                  | $\log_{10} \frac{m_\chi}{10^{-12} \text{GeV}}$ | $\log_{10}\left(\frac{\sigma_{\text{SI}}}{10^{-46} \text{cm}^2}\right)$ | $\log_{10}\left(\frac{\sigma_{\text{SD}}}{10^{-46} \text{cm}^2}\right)$ | $\log_{10}\left(\frac{\sigma_{\text{ap}}}{10^{-45} \text{cm}^2}\right)$ |
|------------------------|-----------------------------------------------|------------------------------------------------|------------------------------------------------|------------------------------------------------|
| True                   | 1.48                                          | -1                                            | 2                                              | -0.3                                          |
| SHM (Darwin only)      | 1.47$^{+0.09}_{-0.07}$                        | -9.5$^{+0.08}_{-0.07}$                        | 2.85$^{+0.78}_{-0.75}$                         | 0.51$^{+0.78}_{-0.71}$                        |
| NFW (Darwin only)      | 1.48$^{+0.08}_{-0.07}$                        | -1$^{+0.08}_{-0.07}$                          | 2.75$^{+0.84}_{-0.78}$                         | 0.44$^{+0.84}_{-0.76}$                        |
| Burkert (Darwin only)  | 1.49$^{+0.08}_{-0.06}$                        | -1.03$^{+0.07}_{-0.07}$                       | 2.76$^{+0.84}_{-0.77}$                         | 0.41$^{+0.84}_{-0.75}$                        |
| NFW rot. (Darwin only) | 1.5$^{+0.08}_{-0.06}$                         | -0.99$^{+0.07}_{-0.07}$                       | 2.76$^{+0.84}_{-0.77}$                         | 0.44$^{+0.84}_{-0.74}$                        |
| BUR rot. (Darwin only) | 1.52$^{+0.08}_{-0.06}$                        | -1.02$^{+0.07}_{-0.07}$                       | 2.78$^{+0.83}_{-0.76}$                         | 0.42$^{+0.82}_{-0.74}$                        |
| SHM (Darwin & Dark.)   | 1.47$^{+0.08}_{-0.07}$                        | -0.95$^{+0.08}_{-0.07}$                       | 2.06$^{+0.24}_{-0.15}$                         | -0.23$^{+0.24}_{-0.11}$                       |
| NFW (Darwin & Dark.)   | 1.48$^{+0.07}_{-0.06}$                        | -1$^{+0.08}_{-0.07}$                          | 2.1$^{+0.13}_{-0.1}$                           | -0.3$^{+0.13}_{-0.08}$                        |
| Burkert (Darwin & Dark.) | 1.49$^{+0.07}_{-0.06}$                      | -1.03$^{+0.07}_{-0.07}$                       | 2.02$^{+0.13}_{-0.1}$                          | -0.32$^{+0.13}_{-0.08}$                       |
| NFW rot. (Darwin & Dark.) | 1.5$^{+0.07}_{-0.06}$              | -1$^{+0.07}_{-0.07}$                          | 2.06$^{+0.14}_{-0.11}$                         | -0.25$^{+0.13}_{-0.09}$                       |
| Burkert rot. (Darwin & Dark.) | 1.52$^{+0.07}_{-0.06}$           | -1.02$^{+0.07}_{-0.07}$                        | 2.12$^{+0.15}_{-0.11}$                         | -0.24$^{+0.14}_{-0.11}$                       |

TABLE I. True and reconstructed values of the DM mass and cross-section with the corresponding 68% credibility intervals under different assumption regarding the DM distribution function for the two benchmark scenarios with SI interaction.

| Model                  | $\log_{10} \frac{m_\chi}{10^{-12} \text{GeV}}$ | $\log_{10}\left(\frac{\sigma_{\text{SI}}}{10^{-46} \text{cm}^2}\right)$ | $\log_{10}\left(\frac{\sigma_{\text{SD}}}{10^{-46} \text{cm}^2}\right)$ | $\log_{10}\left(\frac{\sigma_{\text{ap}}}{10^{-45} \text{cm}^2}\right)$ |
|------------------------|-----------------------------------------------|------------------------------------------------|------------------------------------------------|------------------------------------------------|
| True                   | 1.48                                          | -5.7                                          | 2                                              | -5.3                                          |
| SHM (Darwin only)      | 1.47$^{+0.08}_{-0.07}$                        | -5.6$^{+0.04}_{-0.04}$                        | 2.5$^{+0.94}_{-0.63}$                          | -5.01$^{+0.47}_{-0.39}$                       |
| NFW (Darwin only)      | 1.48$^{+0.08}_{-0.06}$                        | -5.4$^{+0.04}_{-0.04}$                        | 2.55$^{+0.97}_{-0.64}$                         | -5.03$^{+0.48}_{-0.39}$                       |
| Burkert (Darwin only)  | 1.49$^{+0.08}_{-0.06}$                        | -5.7$^{+0.04}_{-0.04}$                        | 2.56$^{+0.96}_{-0.64}$                         | -5.04$^{+0.48}_{-0.39}$                       |
| SHM (Darwin & Dark.)   | 1.47$^{+0.07}_{-0.06}$                        | -5.6$^{+0.04}_{-0.04}$                        | 2.02$^{+0.22}_{-0.14}$                         | -5.28$^{+0.06}_{-0.44}$                       |
| NFW (Darwin & Dark.)   | 1.48$^{+0.07}_{-0.06}$                        | -5.7$^{+0.04}_{-0.04}$                        | 2$^{+0.14}_{-0.11}$                            | -5.3$^{+0.06}_{-0.44}$                        |
| Burkert (Darwin & Dark.) | 1.49$^{+0.07}_{-0.06}$           | -5.7$^{+0.04}_{-0.04}$                        | 2.05$^{+0.15}_{-0.12}$                         | -5.29$^{+0.07}_{-0.04}$                       |

TABLE II. True and reconstructed values of the DM mass and cross-section with the corresponding 68% credibility intervals under different assumption regarding the DM distribution function for the two benchmark scenarios with SI interaction.
FIG. 9. Reconstruction of DM mass and $\sigma_{\text{SI}}$ upon successful detection of DM in future experiment, namely Darwin only in the top panel and Darwin combined with DarkSide 50k in the bottom panel. The yellow and orange crosses marks the assumed true parameters that were used for generating the mock observations, \(\{m_\chi = 30 \text{ GeV}, \sigma_{\text{SI}} = 10^{-47} \text{cm}^2\}\) and \(\{m_\chi = 100 \text{ GeV}, \sigma_{\text{SI}} = 5 \cdot 10^{-47} \text{cm}^2\}\), respectively, while the contours correspond to the 68% and 95% credibility regions obtained under different assumptions regarding the local DM distribution. The dotted line marks current most stringent limits for SI cross-section obtained by Xenon1T experiment.

In the above expression, $\hat{\theta}$ includes the unknown particle physics parameters, namely the DM mass and cross-section, as well as the unknown local DM distribution. Since we have no a priori knowledge regarding the DM mass and the coupling strength we adopt logarithmic non-informative priors for these parameters, i.e. $p(\log m_\chi | M) = C_m$ and $p(\log \sigma_{\chi N} | M) = C_\sigma$, where $C_m$ and $C_\sigma$ are the appropriate normalization constants. On the other hand, for astrophysical factors, the priors are determined by the posterior distribution of galactic parameters inferred from the kinematic data as described in section IV. Despite these simplifications, the integral in equation (32) is still weighted by the corresponding prior $p(\hat{\theta}, \mathcal{M})$:

$$\mathcal{E}(\mathcal{M} | \mathcal{D}) = \int_{\Omega_M} d\theta \mathcal{L}(\mathcal{M} | \mathcal{D}) p(\hat{\theta}, \mathcal{M}) .$$

(32)
FIG. 10. Reconstruction of DM mass and $A$ upon successful detection of DM in future experiment, namely Darwin only on right hand side and Darwin combined with DarkSide 50k on the left hand side. The yellow and orange crosses marks the assumed true parameters that were used for generating the mock observations, \( \{ m_\chi = 30 \text{ GeV}, A = 2 \cdot 10^{-6} \text{ GeV}^{-2} \} \) and \( \{ m_\chi = 100 \text{ GeV}, A = 5 \cdot 10^{-6} \text{ GeV}^{-2} \} \), respectively, while the contours correspond to the 68% and 95% credibility regions obtained under different assumptions regarding the local DM distribution. The dotted line marks current most stringent limits on $A$ obtained by Xenon1T experiment.

not analytically traceable. Therefore, we approximate it using a Monte-Carlo integration method which allows us to rewrite it as a sum of the likelihood function evaluated in a large number of randomly picked points from the relevant parameter space $\Omega_M$:

$$
\mathcal{E}(M|D) = \frac{V_{\Omega_M}}{N_{MC}} \sum_{i=1}^{N_{MC}} \mathcal{L}(\Theta_i|D, M).
$$

(33)

In the above expression $V_{\Omega_M} = C_m \cdot C_\sigma \cdot C_{f_{DM}}$ is the volume spanned by the parameter space $\Omega_M$\(^8\) $N_{MC}$ is the number of Monte-Carlo points used in the integration and $\Theta_i = \{ \log m^{(i)}_\chi, \log \sigma^{(i)}_{\chi N}, f^{(i)}_{DM} \}$ is the parameter vector where $\log m^{(i)}_\chi$ and $\log \sigma^{(i)}_{\chi N}$ are uniformly sampled from the relevant intervals while $f^{(i)}_{DM}$ is the DM PSDF computed for a random sample from the aforementioned posterior distribution of galactic parameters. For sufficiently large number of points (in our analysis we used $N_{MC} = 2 \cdot 10^5$ and explicitly checked that further increasing $N_{MC}$ does not change the results) this allowed us to obtain an accurate approximation of $\mathcal{E}(M|D)$. By computing the latter for all the considered interaction types, one can evaluate the probability that model $M_i$ offers the optimal description of the data among the $N_M$ considered models:

$$
\Pr(M_i|D) = \frac{\mathcal{E}(M_i|D)}{\sum_{j=1}^{N_M} \mathcal{E}(M_j|D)}.
$$

(34)

Similarly, as it was done in the case of parameter reconstruction, we included the intrinsic Poissonian noise that is present in observations by generating 512 stochastic realizations of the mock dataset. To obtain the final measure of the discrimination power for a given detector (or their combination), we studied at the statistical properties of:

$$
\kappa \equiv \Pr(M_{\text{true}}|D),
$$

(35)

\(^8\) In the expression for $V_{\Omega_M}$ the factor $C_{f_{DM}}$ is related to the normalization of prior regarding the DM distribution function. However, it turns out to be irrelevant for the following discussion since it takes the same numerical value for all the interaction models and, hence, cancels out in quantities of interest for the model comparison.
The values of $\kappa$ computed for the mock datasets which were generated under the assumption of DM with $m_\chi = 100$ GeV and $\sigma_{SI}^n = 5 \cdot 10^{-47}$ cm$^2$. The black line marks the median value while the dashed lines mark the 16th and 84th percentiles.

3. Annual modulation

As it was already mentioned above, annual modulation of the nuclear recoil rate represents a valuable handle for corroborating DM origin of DD events [159,162]. The modulation arises since the DM velocity in LAB frame is
given by the sum of DM velocity in the galactic rest frame, $\vec{v}_0$, velocity of the local standard of rest (LSR), $\vec{v}_{\text{LSR}}$, peculiar motion of sun, $\vec{v}_{\odot}$, and the Earth’s circular velocity around the Sun, $\vec{v}_{\text{circ}}$:

$$\vec{v}_{\text{LAB}}(t) = \vec{v}_0 + \vec{v}_{\text{LSR}} + \vec{v}_{\odot} + \vec{v}_{\text{circ}}(t).$$  (36)

In the above equation we explicitly emphasize that $\vec{v}_{\text{circ}}(t)$, for which we use $|\vec{v}_{\text{circ}}| = 30 \text{ km/s}$ while the orientation of Earth’s orbit was adopted from [161], varies throughout the year and hence also the mapping between the two reference frames. On the other hand, the local standard of rest and peculiar motion of Sun (for which we adopt $v_{\text{LSR}} = 231 \text{ km/s}$ and $v_0 = (11.1, 12.24, 7.25) \text{ km/s}$ to be consistent with the kinematic data from section [III B]) are to an excellent approximation constants. The circular motion of Earth, therefore, induces approximately sinusoidal modulation of the expected recoil rate with its extremes roughly corresponding to $\vec{v}_{\text{circ}}(t)$ being aligned or counter-aligned with the $\vec{v}_{\text{LSR}} + \vec{v}_{\odot}$, which occurs around 1st of June and 1st of December. While the shape and phase of annual modulation are primarily determined by the Earth’s orbit around the Sun, its amplitude can be significantly affected by the assumptions regarding DM velocity distribution. To quantitatively explore these differences we re-evaluate the astrophysical factors for 1000 randomly picked samples of the galactic parameters from the MCMC scan (discussed in section [IV]) at different times $t$, which allowed us to obtain the posterior distribution of the expected recoil rate throughout the year. In the left-hand side plot of figure [12] we show the yearly evolution of expected recoil rates, normalized by the yearly average, in Xenon-based experiment for our benchmark PSDF models, assuming $m_\chi = 100 \text{ GeV}$. As can be seen from the plot, the axisymmetric models predict significantly (between 30% and 50%) larger amplitude of the annual modulation which is mainly a consequence of the velocity anisotropy of DM particles that is induced by the presence of the baryonic disc (in the scope of two-integral PSDFs the latter was shown to generically reduce the velocity dispersion of DM along the azimuthal direction while the velocity dispersion in the meridional plane is increased [22]). Consequently, the predicted recoil rates are more sensitive to the variation of Earth’s velocity along the azimuthal direction, which roughly coincides with the $\vec{v}_{\text{LSR}} + \vec{v}_{\odot}$, leading to increased yearly modulation of the signal. Significant differences can also arise due to the assumptions regarding halo’s rotation. While the predictions of non-rotating equilibrium models are fairly consistent with each other and exhibit significant overlap at the 68% confidence level, the rotating models lead to a slightly lower amplitude of the annual modulation. We find a larger difference between rotating and non-rotating halo in the case of Burkert profile, however, this is most likely due to our assumptions regarding the rotation profile (setting $r_a = r_s$ leads to larger $v_{\phi}(R_{\odot})$ for Burkert halo in comparison with the NFW case). Apart from the modulation amplitude, further differences among the predictions of various PSDFs can be observed. The equilibrium models tend to reach maximum/minimum recoil rate slightly earlier than the SHM, but also the sinusoidal shape of the modulation signal can get noticeably distorted around the peak. Both of these effects are again consequences of the DM’s orbital anisotropy and halo’s rotational properties and are most clearly exhibited in the case of rotating Burkert halo. However, it has to be noted that these features also depend on the assumed DM mass. The deviations from the sinusoidal shape and temporal shift of the extremes become most evident as DM mass approaches $m_\chi \sim 75 \text{ GeV}$, however, these features tend to diminish with increasing or decreasing DM mass. The latter also plays an important role in predicting the amplitude of annual modulation, as can be seen from the right-hand side plot of figure [12], where we plot the modulation amplitude as a function of $m_\chi$:

$$A(m_\chi) = \frac{R(t_1; m_\chi) - R(t_2; m_\chi)}{R(t_1; m_\chi) + R(t_2; m_\chi)},$$  (37)

where $R(t; m_\chi)$ is total expected recoil rate at time $t$ for DM with mass $m_\chi$ while $t_1$ and $t_2$ correspond to the 1st of June and 1st of December. From there it can be observed that the amplitude vanishes around $m_\chi \approx 75 \text{ GeV}$ while it grows with increasing and decreasing DM mass, but has the opposite sign. The low mass regime also exhibits much larger modulation amplitudes which can exceed 10% of the total recoil rate while for large DM masses, they remain below 5%. In the bottom panel of the same plot, we show the ratio of expected modulation amplitude in equilibrium models and the SHM, from where it can be seen that the relative difference is at the order of 10% at low DM masses and more than 30% at large DM masses. Even larger ratios of expected amplitudes can arise around $m_\chi \sim 75 \text{ GeV}$, however, there the amplitude vanishes which makes these distinctions unobservable. From the bottom panel, one can additionally notice that for all the considered equilibrium model the phase inversion occurs at slightly lower DM masses with respect to the SHM except for the rotating Burkert halo for which it at slightly larger DM mass.

Our results clearly show the need for using more detailed axisymmetric models for accurately predicting the annual variation of the recoil rate. While the predictions of non-rotating equilibrium models are fairly independent of the assumed DM density profile, the assumptions regarding halo’s rotational properties can have a significant
impact on the expected modulation signal. For the convenience of future analyses, we also provide tabulated values $g(v_{\text{min}})$ and $h(v_{\text{min}})$ at different times throughout the year, which can be used to compute the expected annual modulation for an arbitrary DD experiment and DM candidate.

4. Directional detection

Finally, we turn our attention to the directional distribution of DM-induced nuclear recoils. This will be of the prime interest for future DD experiments that will be capable of reconstructing the orientation of scatterings in addition to the over-all rate and its energy spectrum — for a review of various suggested experimental designs see, e.g., [142, 163]. One of the key reasons for the development of such detectors is their ability to further discriminate between genuine DM signals from otherwise irreducible backgrounds. Typical examples of such backgrounds are solar, atmospheric, and supernovae neutrinos which are expected to induce nuclear recoils with similar energy spectra as DM. Currently, existing detectors that are capable of reconstructing the direction of recoils have very poor angular resolution and/or inferior sensitivity (note that none of the DD experiments has yet reached the sensitivity needed to detect any of the aforementioned neutrino sources). Since the directional distribution of events strongly depends on the local velocity distribution of DM, we take a closer look at the predictions of axisymmetric models and compare them the ones obtained from the SHM.

In the context of directional detection experiments the key quantity to consider is the double differential recoil rate [164]:

$$\frac{d^2 R}{dE_r d\Omega}(E_r, \hat{q}) = \frac{1}{m_A m_\chi} \cdot \int d^3v f(\vec{x}, \vec{v}) \cdot \hat{v} \cdot \frac{d^2 \sigma}{dE_r d\Omega}.$$

where $\hat{q}$ is the orientation vector, $\frac{d^2 \sigma}{dE_r d\Omega}$ is the double differential DM-nucleus cross-section while other quantities are the same as in equation [20]. Up to the second order in momentum transfer and relative DM-nucleus velocity all the information regarding angular distribution of the nuclear recoils can be again fully encoded in two characteristic
functions – see, e.g., [142, 165, 166] – which we define as:

\[
i(v_{\min}, \hat{q}) = \frac{1}{h(v_{\min})} \int d^3 v \, f(\vec{x}, \vec{v}) \cdot \delta(\vec{v} \cdot \hat{q} - v_{\min}) ,
\]

(39)

\[
j(v_{\min}, \hat{q}) = \frac{1}{g(v_{\min})} \int d^3 v \, f(\vec{x}, \vec{v}) \cdot (v^2 - v_{\min}^2) \cdot \delta(\vec{v} \cdot \hat{q} - v_{\min}) .
\]

(40)

Analogously to the annual variation of \(g(v_{\min})\) and \(h(v_{\min})\) also \(i(v_{\min}, \hat{q})\) and \(j(v_{\min}, \hat{q})\) are expected to vary throughout the year due to the time dependence in mapping between the DM halo’s and LAB rest frames. In figure 13 we show the directional distribution of nuclear recoils obtained for the non-rotating axisymmetric model with NFW density profile at the yearly minimum \(t_1\) and maximum \(t_2\). As can be seen from the plots, which are a Mollweide projection of the sky sphere with origin pointing towards the galactic center, \(i(v_{\min}, \hat{q})\) exhibits a characteristic monopole pattern since the majority of events are expected from the direction of Earth’s relative movement with respect to the galactic rest coordinates, roughly coinciding with the position of Cassiopeia constellation. The position and shape of the peak slightly varies with the time of the year, however, the differences are relatively small and very good angular resolution would be required to detect them. On the other hand, the directional distribution of nuclear recoils strongly depends on \(v_{\min}\). For values well below the local escape velocity the highest recoil rates are expected in a circular band around the direction of Cassiopeia constellation, forming a ring-like feature that was previously noted in, e.g., [142, 166], while for larger values the ring disappears and the maximum becomes aligned with the Earth’s motion relative to the galactic rest frame. We find the same behavior as described above for all the considered halo models, however, appreciable differences between them can still arise. In order to demonstrate the impact of various modelling assumptions we plot in figure 14 the yearly-averaged difference between each of our four axisymmetric models and the SHM, normalized by the sum of \(i(v_{\min}, \hat{q})\) of the two models. From there one can see that the models based on NFW density profile lead to more uniform distribution of events; for \(v_{\min} \lesssim v_{\text{esc}}\) the event rate in the ring-like band tends to be slightly smaller while somewhat larger number of recoils are expected from the direction of Cassiopeia constellation as well as from the other side of the sky hemisphere. While the differences are at the order of 10% for non-rotating halo, they can become up to 25% for rotating halo since the number of events coming from the opposite direction of Earth’s movement is significantly increased. At larger \(v_{\min}\) the NFW model again leads to more uniform distribution of events, but in this case the peak is nearly unaffected while the number of recoils around it is increased which also leads to larger region of the sky from which events can originate. On the contrary, for Burkert models the characteristic peak at large \(v_{\min}\) becomes even sharper while the patch of sky from which the events originate shrinks. At small \(v_{\min}\) the trends of Burkert models are more similar to the ones with NFW density profile – the ring feature is nearly unchanged, however, at its centre and outside of it slightly higher recoil rate is expected. On the celestial hemisphere opposite to the Earth’s movement direction the change in expected number of events most strongly depends on the rotational properties of DM halo. For non-rotating haloes the recoil rate is decreased by roughly 10% while for rotating halo a few percent increase can be observed. While further differences can arise by, e.g., focusing on particular time of the year or more carefully studying the \(v_{\min}\) (i.e. recoil energy) dependence, we in this work restrain ourselves from such detailed analysis.

VI. IMPLICATIONS FOR INDIRECT DETECTION

If DM particles can annihilate in SM states, which is the generically true for thermal relic candidates, the associated emissions could be detected through various messengers, ranging from \(\gamma\)-rays, neutrinos to cosmic rays. Currently the dominant limits on most annihilation channels come from \(\gamma\)-ray observations of the galactic center [19, 167, 168] and dwarf satellite galaxies [170–172], however, also interesting limits can also be obtained in combinations with the measurements of cosmic ray fluxes [178, 179]. The results of this work are the most important in the context of possible DM annihilation signals originating from the galactic centre (GC) which crucially depend on the distribution of DM within the inner parts of our galaxy. The expected flux due to pair annihilation of DM into LFV leptons is given by:

\[
\frac{d\Phi_{\psi}}{dE_{\psi}} = \frac{1}{8\pi} \frac{\langle \sigma_{\text{ann}} v \rangle_0}{m_{\chi}^2} \frac{dN_{\psi}}{dE_{\psi}} \int_{\Delta \Omega} d\Omega \int d\ell f(\vec{x}, \vec{v}) \int d\vec{v}_1 f(\vec{x}, \vec{v}_1) \int d\vec{v}_2 f(\vec{x}, \vec{v}_2) S(|\vec{v}_{\text{rel}}|) ,
\]

(41)

where the DM particle \(\chi\) is assumed to be its own antiparticle (otherwise an extra factor of 1/2 is needed), \(m_{\chi}\) is its mass and \(dN_{\psi}/dE_{\psi}\) the energy spectrum of the produced \(\psi\) particles per annihilation. This formula is applicable to
the general case in which the pair annihilation cross-section \( \langle \sigma_{\text{ann}} v \rangle \) has a non-trivial dependence on the modulus of the relative velocity \( v_{\text{rel}} = |\vec{v}_1 - \vec{v}_2| \), with \( \vec{v}_1 \) and \( \vec{v}_2 \) being the velocities of two annihilating particles; \( \langle \sigma_{\text{ann}} v \rangle \) is factorized into the velocity independent term \( \langle \sigma_{\text{ann}} v \rangle_0 \) times a dimensionless factor fully comprising its dependence on relative velocity, \( \langle \sigma_{\text{ann}} v \rangle = \langle \sigma_{\text{ann}} v \rangle_0 \cdot S(v_{\text{rel}}) \). By isolating the astrophysical contribution in equation (41), one can define:

\[
J \equiv \int_{\Delta \Omega} d\Omega \int_{\text{l.o.s.}} d\ell \int d\vec{v}_1 f_{\text{DM}}(\vec{x}, \vec{v}_1) \int d\vec{v}_2 f_{\text{DM}}(\vec{x}, \vec{v}_2) S(v_{\text{rel}})
= \int_{\Delta \Omega} d\Omega \int_{\text{l.o.s.}} d\ell \rho^2(\vec{x}) \langle S(v_{\text{rel}}) \rangle(\vec{x}).
\]

This definition is in analogy to what is usually denoted in the literature as "\( J \)-factor", which is typically limited on the standard lore of s-wave annihilations, where \( \langle \sigma_{\text{ann}} v \rangle \) is velocity independent. In that case the expression can be significantly simplified by noting that the integrals of \( f(\vec{x}, \vec{v}_i) \) over \( d^3 v_i \) simply yield the corresponding DM density while \( S(v_{\text{rel}}) = 1 \). The lack of tangible signals from the simplest WIMP scenarios motivates the exploration of more general models in which non-trivial velocity dependence in the thermally averaged cross-section can arise. For example, there exist models in which s-wave annihilations are forbidden or severely suppressed, and hence p-wave processes become relevant \([20, 22, 180, 181]\), leading to \( S(v_{\text{rel}}) \propto v_{\text{rel}}^2 \). Alternatively, non-perturbative effects due to long-range interactions in the non-relativistic limit, commonly known as Sommerfeld enhancement, can introduce an additional velocity dependence which can be well approximated by inverse powers of \( v_{\text{rel}} \) \([23, 25, 27]\). However, it is important to note that in the modelling of GC emissions associated with DM annihilation one of the main sources of uncertainty is the DM density distribution in the very centre of our galaxy. Therefore, we in the following first turn our attention to the values of \( J \) under the assumption of \( S(v_{\text{rel}}) = 1 \) and subsequently consider a range of velocity dependences that can arise in the annihilations processes. We again obtain central values and h.p.d. regions from the sampling of the galactic mass model described in section IV but this time our results need to be taken with a degree of caution; since the innermost data used in our analysis lies at \( R \sim 2 \) kpc, the derived quantities are extrapolations of our model and are primarily driven by our assumptions regarding the DM density profiles.

Furthermore, around the GC, the dynamics are dominated by the bulge, which exhibits triaxial morphology and therefore can not be fully captured by the axisymmetric distribution functions used in this work. On the other hand, due to the lack of observational constraints and the complex structure of the region, we believe that our
results still provide valuable projections for astrophysical factors of the GC.

A. Astrophysical factors for s-wave annihilations

For annihilations with velocity independent thermally averaged cross-section the $J$-factors are fully determined by the DM density profile. However, the distribution of DM near the GC is subjected to large uncertainties since it constitutes only a small fraction of the dynamical mass while, at the same time, performing accurate observations...
is extremely challenging due to the complexity of the region. Furthermore, the central DM density slope can significantly deviate from the standard parametric forms due to, e.g., the central super-massive black hole or baryonic effects [180–191]. On the other hand, analyses of GC emissions often mask out the inner 2 around the GC, beyond which our benchmark models should provide more reliable estimates on the DM density, however, the inferred astrophysical factors still strongly depend on the assumption regarding central slope of the DM density profile. For the convenience of future analysis we express our results in terms of the differential $J$-factor with respect to the aperture angle $\alpha$:

$$\frac{dJ}{d\alpha} = 2\pi \sin \alpha \int_0^\infty dl \rho^2 (r(l, \alpha)) \quad \text{where} \quad r(l, \alpha) = \sqrt{l^2 + R_{\odot}^2 - 2lR_{\odot} \cos \alpha}.$$  \quad (43)

In figure 15 we show the central values of the above quantity for our benchmark, NFW and Burkert, density profiles together with the 68% h.p.d. regions as derived from the sampling of galactic mass models. As can be seen from the plots, there is a significant difference between the predictions of cuspy and cored DM profiles. For $\alpha \lesssim 10$ the NFW model leads to significantly larger and nearly constant values of differential $J$-factor while for Burkert case it decreases inversely proportional to $\alpha$, which leads to values that can be more than an order of magnitude below the NFW prediction for $\alpha \lesssim 3$. On the other hand, at $\alpha \approx 20$ the differential $J$-factors of the two models coincide, and the annihilation flux can be predicted independently of the assumed density profile. At even larger values of $\alpha$ the Burkert, profile leads to significantly higher $\frac{dJ}{d\alpha}$, again making the two models inconsistent by a large margin. These discrepancies in the predicted differential $J$-factors shall be interpreted as unaccounted systematic error that arises from the assumptions regarding the parametric form of the DM density profile. This could be mitigated by using tighter kinematic constraints for the inner part of the galaxy, but in such attempts also $\rho$ with a variable central slope should be used. While such endeavour is beyond the current work, we conclude that our results for Burkert profile could be taken as a lower bound on the differential $J$-factor for $\alpha \lesssim 10$. On the contrary, the NFW profile does not necessarily provide an upper limit in this range (neither a lower limit at $\alpha \gtrsim 20$) since even steeper central cusp could exist. Finally, it is also worth noting that the contribution to $J$-factor originating from $\alpha \sim 20$ minimally depends on the assumed DM density profile and could be used to constrain the DM’s annihilation cross-section without relying on a particular parametric form of the DM density profile.

### B. Velocity boost factors

In case of non-trivial velocity dependence of the annihilation cross-section one needs to additionally take into account the velocity boost factor $\langle S(v_{\text{rel}}) \rangle$. The latter is obtained by averaging the cross-section’s velocity dependence over the relative velocity distribution dictated by the PSDFs of the annihilating particles. As it was already mentioned above, in the context of indirect detection the most commonly considered velocity dependencies are due to $p$-wave annihilations with $S(v_{\text{rel}}) \propto v_{\text{rel}}^2$ or due to Sommerfeld enhancement, which can be under the assumption of Yukawa coupling approximated as $S(v_{\text{rel}}) \propto v_{\text{rel}}^{-1}$ in the Coulomb regime (i.e. for vanishing mediator mass) and as $S(v_{\text{rel}}) \propto v_{\text{rel}}^{-2}$ in the resonant regime (occurring for particular values of the related particle physics parameters). This motivates us to consider four different power-law scalings, namely $S(v_{\text{rel}}) = v_{\text{rel}}^\xi$ for $\xi \in [2, 1, -1, -2]$, corresponding to all possible combinations of the aforementioned velocity dependences. In figure 16 we show the corresponding moments of the velocity distribution evaluated at different galactocentric distances for the PSDFs obtained from the central values of the parameters, reported in section IV A. We present the results for both models, assuming either NFW or Burkert density profile, as well as the corresponding predictions of SHM with velocity dispersion profile derived from the spherical Jean’s analysis (for details see, e.g., [112]):

$$\sigma^2(r) = \frac{1}{\rho(r)} \int_0^\infty dr' \rho(r') \frac{d\psi_{\text{tot}}^{\text{SPH}}}{dr}(r').$$  \quad (44)

Since the gravitational potential that was used to fit the kinematic data is axisymmetric, the corresponding spherical gravitational potential $\psi_{\text{tot}}^{\text{SPH}}(r)$ as a function of radial distance from the center of galaxy, $r$, has to be determined for the SHM. This can be achieved by demanding that associated rotation curve remains unchanged, which can be formally expressed as:

$$\frac{d\psi_{\text{tot}}^{\text{SPH}}}{dr}(r) \equiv \frac{d\psi_{\text{tot}}}{dR}(R, z) \bigg|_{R=r, z=0}$$  \quad (45)
FIG. 15. Differential $J$-factors and their corresponding 68% h.p.d. band as a function of angle between GC and the line-of-sight (or the corresponding impact factor specified in the top axis).

On the other hand, for axisymmetric models we derive the distinct predictions of $\langle v_{\xi,rel}^\xi \rangle$ along $\hat{R}$ and $\hat{z}$ axes. From the plots we can see that the spherical Jean’s approximation performs relatively well for large galactocentric distances with respect to the disc scale length (i.e. at $D \gg a_{\text{disc}}$), except in the case of $\langle v_{\xi,rel}^{-2} \rangle$ which takes significantly lower values under the assumption of Maxwell-Boltzmann distribution (this remains true for all $D$). At large $D$ also the difference between equilibrium models, assuming either NFW or Burkert DM density profile, is relatively small. The NFW model typically leads to relative velocity distribution of DM particles that is shifted to slightly higher velocities which results in increased positive moments and decreased negative moments of $v_{\xi,rel}$. However, at galactocentric distances comparable to the size of the baryonic disc larger differences between the considered models arise. First of all, in the axisymmetric approach, one can see a significant impact of the baryonic disc on the dynamics which reflects in different values of the relative velocity moments along $\hat{R}$ and $\hat{z}$ axes, where the former is associated with higher values of positive moments and lower values of negative moments. On the other hand, the SHM model, which is built on the assumption of spherical symmetry, typically leads to values of $\langle v_{\xi,rel}^\xi \rangle$ that fall between the expectations for the corresponding axisymmetric model along different axes. At galactocentric distances smaller than the innermost kinematic measurement used in this work (grey-shaded region) the galactic bulge begins to dominate the dynamics. In our axisymmetric models, this leads to a decreasing difference between the relative velocity moments along different axes. However, it should be kept in mind that this is a consequence of our assumption regarding spherical bulge and we expect it could be appreciably modified in more general setups. For the model based on the NFW density profile also the difference with respect to the SHM model decreases (except for $\langle v_{\xi,rel}^{-2} \rangle$), while the opposite is true for the Burkert profile. However, the most significant contrasts arise due to the assumptions regarding the central density slope since the cuspy NFW profile leads to appreciably lower relative velocities of DM particles at small galactocentric distances, where the bulk of the signal is expected to originate, in comparison with the cored profile. This reflects in boost factors that are a few times larger in the case of Burkert halo for $\langle v_{\xi,rel}^\xi \rangle$ with $\xi > 0$ while for $\xi < 0$ they are a few times lower in comparison to the NFW halo. Upon convoluting the positive relative velocity moments with the corresponding $\rho^2(r)$ along the line of sight, a mild cancellation between increased DM density and lower values of $\langle S(v_{\xi,rel}) \rangle$ might occur for NFW case. In contrast, for negative velocity moments, the difference between cuspy and cored profile is expected to become even larger. These results further emphasize the importance of correctly determining the central DM density slope for accurately predicting the annihilation flux originating from the GC, even in the case of velocity-dependent annihilations.
FIG. 16. Moments of the relative velocity distribution as a function galactocentric distance. For axisymmetric models the distinct values along $\hat{R}$ and $\hat{z}$ axis are plotted.

VII. CONCLUSIONS

Modern astronomical observations and ever-increasing sensitivity of DM searches compel us to improve the modelling of DM distribution within our galaxy. While in the past crude but computationally friendly approximations were often used, we provide a refined halo model which most noticeably differs from previous works by allowing for a self-consistent axisymmetric description of a galaxy in dynamical equilibrium. Since the dynamics within inner $\sim 10$ kpc of the Milky Way are dominated by the flattened baryonic disc, and it is generically expected that DM haloes exhibit some degree of rotation around the central axis, our approach provides an important refinement of the predictions for astrophysical factors which crucially enter the interoperation of DM searches.

In the first part of this work, we introduce the method used for computing axisymmetric PSDF of equilibrium systems and discuss the available kinematic measurement that can be utilized to constrain such models within the Milky Way. Subsequently, we use a set of latest observations to sample two benchmark models, assuming either cuspy NFW or cored Burkert density profile, through the Bayesian MCMC approach. By using fairly general
parametric functions for describing baryonic components of our galaxy (namely the bulge and the disc) and generous priors on the related parameters, we obtain robust constraints on the considered galactic mass models which are in good overall agreement with previous studies. Our results show that both, NFW and Burkert, halo models provide a good fit to the kinematic tracers in the range of radial distances where the data is most constraining, 5 kpc $\leq R \leq 20$ kpc, even though there is a slight preference in favour of the NFW model that is primarily driven by the observations in outskirts of the galaxy. Not surprisingly, the obtained DM density in the aforementioned range is similar in both models with significant overlap of the corresponding 68% credibility bands. For the local DM density we find $\rho_{\text{NFW}}(R_\odot) = 0.941^{+0.053}_{-0.057} \cdot 10^{-2}$ M$_\odot$/pc$^3$ and $\rho_{\text{BUR}}(R_\odot) = 1.06^{+0.027}_{-0.034} \cdot 10^{-2}$ M$_\odot$/pc$^3$ under the assumption of NFW and Burkert profile, respectfully. Also, the posterior distributions of the parameters related to the baryonic components are fairly consistent apart from the mass and scale length of the baryonic disc. The latter tends to be slightly less massive and more extended in case of NFW density profile, which can have intricate

\[
\frac{v_{\text{esc}}}{c} = \sqrt{\frac{2GM_\odot}{R_\odot}} = 0.053 - 0.057 \cdot \frac{R_\odot}{M_\odot},
\]

and fall to zero more rapidly as $v_{\text{esc}}$ approaches the escape velocity. The miss-match between various axisymmetric models is typically small with a substantial overlap of their 68% h.p.d. bands while the deviations in comparison with the SHM can be appreciably larger. Consequently, sizeable differences can arise in the expected nuclear recoil rate, especially at the lower end of the DM mass range that can be probed in a given detector. There the cross-section limits inferred from the SHM can be overestimated by more than an order of magnitude. Smaller, but still notable, differences also arise at DM masses around the peak sensitivity of the detector, where the SHM yields up to $\sim 30\%$ weaker limits than the ones that can be set using the axisymmetric modelling. For even higher DM masses, the discrepancies between the considered models become less important. Further important differences between the SHM and axisymmetric equilibrium models arise in the attempts of reconstructing the DM properties and identifying the scattering operator upon successful detection of DM signals. To address these effects, we generated a large sample of stochastic realizations of observational datasets which we then used to reconstruct the DM mass and coupling using MCMC sampling of the energy-binned likelihood function or identify the scattering operator responsible for the coupling based on the Bayesian evidence ratios using the same likelihood function. Focusing on the next-generation experiments that are currently being developed, namely the Darwin and DarkSide 20k detectors, we find that for $m_\chi = 30$ GeV and cross-section slightly below the current most stringent limits the SHM performs reasonably well. It leads to modest (few per cent) bias and slightly larger uncertainties in the reconstructed DM mass and coupling parameter for either SI or anapole scattering operators and the axisymmetric models perform better only if the correct rotational properties of the DM halo are assumed. As has been observed in several previous works, we confirm that for heavy DM the particle physics parameters become strongly degenerate regardless of the assumed astrophysical factors and can be disentangled only by using the results of multiple detectors with different target materials. However, upon combining the mock data of Darwin and DarkSide 20k detectors for $m_\chi = 100$ GeV DM, we find that the SHM leads to $\sim 50\%$ larger uncertainties and $O(10\%)$ bias in the central values of parameters when compared with the axisymmetric models. On the other hand, the differences among considered equilibrium models are much smaller, which demonstrates the benefit of using kinematically constrained axisymmetric PSDF for computing the astrophysical factors. We found similar results for the prospects of identifying the scattering operator responsible for the interactions. While the differences are minor at $m_\chi \sim 30$ GeV, for $m_\chi = 100$ GeV DM the analysis based on SHM is more susceptible to Poissonian fluctuations in the energy-binned event rates in comparison to the trials based on axisymmetric models. While in the case of Darwin measurements alone, it is difficult to identify the correct interaction type regardless of the assumed astrophysical factors, it becomes feasible when combining Darwin and DarkSide 20k detectors. In the latter case, the SHM yields a probability measure for the true operator of $\kappa > 0.79$ while the axisymmetric models lead to $\kappa > 0.93$ for 84% of the stochastic realizations of the observational datasets. This demonstrates that the analyses based on axisymmetric models are more robust against statistical fluctuations in the event counts, which leads to more reliable identification of the interaction type. Further differences can also arise in other observables which are essential for rejecting various backgrounds and will become increasingly important as the sensitivity of detectors improves. First,
we address the sizeable variations in the expected amplitude of the annual modulation of the nuclear recoil rate. We find that the SHM can under-predict the modulation amplitude by up to 50% in a significant portion of the accessible DM mass range, which is primarily due to its implicit assumption of isotropic DM velocity distribution. Conversely, the axisymmetric models predict significantly lower velocity dispersion along the azimuthal direction in comparison with the meridional plane, which leads to larger yearly variations in the expected recoil rate. Due to the same reason also subtle differences in the position and shape of the yearly minimum and maximum can occur, however, all of these effects become suppressed for sufficiently light or heavy DM. Finally, we also demonstrate the impact of axisymmetric models on the expected directional distribution of nuclear recoils. Our results suggest that the recoil rates can differ by more than 10% in the direction with the highest number of expected events, while even more significant deviations can occur in dimmer regions. Furthermore, at large $v_{\text{min}}$ (corresponding to small DM mass or large recoil energies) the size of sky patch from which the events are expected to originate can vary appreciably. While currently such information still have no significant influence on the interpretation of the direct detection experiments, it is expected to become crucial in the future when directional experiments reach sensitivities at which neutrinos from various astrophysical sources will become the dominant background.

After examining implications of the considered halo models for the direct detection experiments, we turn our attention to indirect searches of possible DM annihilation signals originating from the GC. In this context, the central DM distribution is particularly important, which leads to significant uncertainties due to the lack of reliable kinematic measurements in that region. The NFW and Burkert haloes obtained from the MCMC sampling of the galactic mass models lead to largely inconsistent prediction for the astrophysical factors within the inner 10 around the GC. While our results for the Burkert case can be taken as lower bound on the $J$-factor, an even steeper central cusp than the $\rho \propto r^{-1}$ of the NFW density profile could be present in our galaxy, leading to even larger values of $J$. On the other hand, we identify a circular band centred at roughly 20 around the GC that is characterized by an astrophysical factor which is significantly less dependent on assumptions regarding the central slope of the DM density profile. In indirect searches further notable differences between the considered PSDF models can arise if the DM annihilation cross-section exhibits non-trivial velocity dependence which occurs in case of, e.g., p-wave of Sommerfeld enhanced annihilations. Guided by these considerations, we evaluate the first two positive and negative moments of relative velocity distribution for the DM particles as determined by our benchmark PSDF models. As could be expected, the differences between Maxwellian approximations and equilibrium models are small at large galactocentric distances, however, they become substantial in the proximity of the baryonic disc. There the axisymmetric models tend to predict $\mathcal{O}(10\%)$ higher (lower) values of positive (negative) relative velocity moments along the disc plane, resulting in slightly enhanced (suppressed) $J$-factor in comparison with the corresponding model based on Maxwell-Boltzmann velocity distribution. Within the inner kpc, the difference can become even more significant, however, there the most important uncertainties are sourced by the poorly constrained central slope of the DM density profile. Since cuspy and cored models lead to diverging predictions for both, equilibrium and Maxwellian, velocity distributions this results in large systematic errors in the moments of relative velocity. Furthermore, it should be noted that some caution is needed in extrapolating our results to the very central region of the galaxy; besides not being constrained by the observations, galactic bulge most likely exhibits a triaxial shape which can not be captured within an axisymmetric framework. Despite these shortcomings, our results still provide valuable re-evaluation of the astrophysical factors associated with the GC.

To conclude, our results provide several notable improvements over previous studies. First of all, we perform galactic mass decomposition by imposing only moderate priors on the baryonic components which can be safely established given the current observations. This allows us to obtain conservative bounds on the DM distribution under the assumption of cuspy (NFW) as well as cored (Burkert) density profile. While our results show good agreement with a number of previous studies, they provide unprecedentedly robust bounds on the DM density in the range between 5 and 20 kpc, where the available kinematic measurements are the most accurate. Furthermore, by relying on recently explored inversion method, the obtained constraints on individual galactic components allow us to compute data-driven axisymmetric phase-space distribution functions of the galactic DM, with consistently propagated errors related to the kinematic observations, for the first time. These have especially important implications for direct DM searches which crucially depend on the local DM density and its velocity distribution. Since our galactic mass models are particularly well constrained at the solar galactocentric distance, we are able to provide accurate predictions for the astrophysical factors which show only minor dependence on the assumption of underlying DM density profile. We demonstrate that our results are important for correctly predicting signatures of DM-induced signals, such as the amplitude of annual modulation and directional distribution of events, but also for accurate reconstruction of DM properties upon successful detection in next-generation experiments. On the other hand, our predictions for astrophysical factors entering indirect searches near the galactic centre are less reliable since the available kinematic constants are not sufficient to pin down the central DM density slope. Nevertheless,
our results for cored DM profile can be taken as a robust lower bound, and we additionally identify an aperture band around which the uncertainty related to the assumed parametric form of DM density profile can be minimized. We also obtain predictions for the boost factors which arise in the case of velocity-dependent annihilations, however, they again depend on the assumed DM density profile. As a final remark, we provide tabulated values for all of the discussed astrophysical factors that enter the interpretation of direct and indirect searches for the continuity of future analyses.
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