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Abstract
Sparse neural networks have received increasing interest due to their small size compared to dense networks. Nevertheless, most existing works on neural network theory have focused on dense neural networks, and the understanding of sparse networks is very limited. In this paper we study the loss landscape of one-hidden-layer sparse networks. First, we consider sparse networks with a dense final layer. We show that linear networks can have no spurious valleys under special sparse structures, and non-linear networks could also admit no spurious valleys under a wide final layer. Second, we discover that spurious valleys and spurious minima can exist for wide sparse networks with a sparse final layer. This is different from wide dense networks which do not have spurious valleys under mild assumptions.

1 Introduction

Motivation Deep neural networks (DNNs) have achieved remarkable empirical successes in the fields of computer vision, speech recognition, and natural language processing, sparking great interests in the theory underlying their architectures and training. However, DNNs are typically highly over-parameterized, making them computationally expensive with large amounts of memory and computational power. For example, it may take more than 1 week to train ResNet-52 on ImageNet with a single GPU. Thus, DNNs are often unsuitable for smaller devices like embedded electronics, sensors and smartphones. And there is a pressing demand for techniques to optimize models with reduced model size, faster inference and lower power consumption.

Sparse networks, in which a large subset of the connections are non-existent, are a possible choice for small-size networks. It has been shown empirically that sparse networks can achieve performance comparable to dense networks [13, 11, 25]. In recent years, many sparse networks are obtained from network pruning [48, 21, 24, 9]. There are many existing theoretical works on dense neural networks. One popular theoretical line of research is to analyze the loss surface of neural networks [42]. Although this line does not provide a full description of the algorithm behavior, it serves as a starting point for understanding DNNs. For deep linear networks, it is shown that every local minimum is a global minimum [2, 18]. For non-linear networks, researchers have found spurious local minima for various non-linear networks [1, 47, 43, 46, 40]. Despite the existence of suboptimal local minima, researchers discovered that non-linear neural nets can be trained to global minima. One explanation is that such over-parameterized networks still exhibit nice geometrical landscape properties such as the absence of bad valleys and basins [10, 14, 22]. Nguyen et al. [37] also considered sparse networks, showing no spurious “valleys” under strictly increasing activations as long as the bias term is not pruned.
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1There is a slight difference in the definition of spurious valleys in Nguyen et al. [37] with common adopted concept from Freeman and Bruna [10] Venturi et al. [42]. We employ the later one in our paper.
Table 1: Summary of our results and comparison of existing results for two-layer linear/non-linear networks. D nets: dense networks; SD nets: sparse networks with a sparse first layer and a dense final layer; SS nets: sparse networks with a sparse first layer and a sparse final layer. Some works adopt analogous definitions instead of valleys. We view all of them as valleys for brevity. Additionally, for SD nets, the results of linear networks hold for some special structures, and the results of non-linear networks hold for wide SD nets.

|                | Spurious valleys for linear nets | Spurious valleys for non-linear nets |
|----------------|---------------------------------|-------------------------------------|
| D nets         | No ([44])                       | No ([44], [22])                     |
| SD nets        | No (Theorem 1)                  | No ([37], [36] and Theorem 4)       |
| SS nets        | Yes (Theorem 6)                 | Yes (Theorem 6)                     |

and the width (or the connections) of the final hidden layer is larger than the number of training samples. It is not clear whether a more general sparse network (e.g., allowing the final hidden layer to be sparse with few connections) still exhibits the same nice landscape property.

**Main contribution** Since sparse networks have gained a great success in practice, we may wonder what kind of a sparse network is good for training, or still preserves the good landscape as dense networks? In this work, we show that some specific sparsity could still provide a benign landscape. But generally, sparsity can deteriorate the loss landscape and create spurious minima and spurious valleys (defined in Definitions 2 and 3) even on wide networks. We summarize our contribution in Table 1. We say a two-layer neural net to be an SD net if it has a sparse first layer and a dense final layer, and to be a SS net if it has a sparse first layer and a sparse final layer.

- For a linear SD net, we show that sparse networks can have a benign landscape as dense linear networks under some special cases (in Theorem 1). Specifically, we show no spurious valleys if one of the following conditions holds: each sparse pattern is over-parameterized, or data are orthogonal with non-overlapping filters, or the target is scalar.

- For a wide non-linear SD net, we show the consistency between sparse and dense networks (in Theorems 3 and 4). We show no spurious valleys for polynomial activations when the hidden layer width is larger than corresponding upper intrinsic dimensions [44], and for real analytic activations when the hidden layer width is larger than the number of training samples. This is the same as dense networks.

- For a linear/non-linear SS net, we identify the difference between sparse and dense networks by constructively proving the existence of spurious valleys and spurious minima (in Theorem 6) with common activations.

Finally, we conduct numerical experiments under linear/non-linear activations to verify our theoretical results. Though we mainly focus on two-layer networks, we also generalize some results to deep networks. For example, we show no spurious valleys for deep linear networks with all sparse layers under scalar output (in Theorem 2). Moreover, we prove no spurious valleys with non-empty interiors for deep sparse networks with a dense wide final layer (in Theorem 5). In summary, we hope that our work contributes to a better understanding of the landscape of sparse networks and brings insights for future research.

### 1.1 Related Work

Our work is strongly related to and inspired by a line of recent work that analyzes the landscape of neural networks.

**Landscape of neural networks** The landscape analysis of neural networks was a popular topic in the early days of neural net research; see, e.g., Bianchini and Gori [3] for an overview. One notable early work [2] proved that shallow linear neural networks do not have bad local minima. Kawaguchi [18] generalized
this result to deep linear neural networks. However, the situation is more complicated when nonlinear activations are introduced [14, 15, 12]. Many works [47, 46, 40, 15, 7] show that spurious local minima can happen even in a two-layer network with nonlinear activations. Despite the existence of spurious minima, over-parameterized networks can still exhibit some nice geometrical properties. Freeman and Bruna [10] considered the topological properties of the sublevel sets. Venturi et al. [44] showed the absence of spurious valleys for polynomial activations under a wide hidden layer, and proved the existence of spurious valleys for non-polynomial activation functions if the hidden layer is narrow. Nguyen [36] showed that a pyramidal DNN has no spurious “valleys” for one wide layer and strictly monotonic activations. Moreover, Li et al. [22] used a different notion named “spurious basin” to show that deep fully connected networks with any continuous activation admit no spurious basins. Nguyen et al. [37] also showed no spurious “valleys” defined by strict sublevel sets for general sparse networks with plenty of connections to each output neuron and strictly monotonic activations.

Some works [30, 20] also focus on the effect of regularization in deep linear networks. Mehta et al. [30] employed novel algebraic symmetries that result in “flat” critical manifolds, and analyzed how $\ell_2$-regularization breaks these symmetries to produce isolated critical points. In this work, we do not apply regularization, because linear networks and wide non-linear networks already have a benign landscape based on previous work. We consider using as little as possible in the component of the loss function to see the influence of sparsity. Moreover, Mehta et al. [30] did not distinguish between spurious minima and global minima, which we think the theory still needs to handle.

Sparse networks Sparse networks [13, 48, 24, 9, 14] have a long history, and they have gained many recent interests due to their potential in on-device AI (i.e., deploying AI models on small devices). In practice, sparse networks are mainly produced by the network pruning technique [13, 11, 21, 24, 9, 15, 16, 35, 34, 28], to name a few. There are many variants of pruning methods and surveys of this literature, e.g., Hoefler et al. [17], Mishra et al. [31]. Pruning can lead to a reduction in storage and model runtime. The performance is usually maintained by retraining the pruned network.

Most research efforts are spent on the empirical aspects. Frankle and Carbin [9] recommended reusing the sparsity pattern found through pruning and training a sparse network from the same initialization as the original training (i.e., “lottery”) to obtain comparable performance and avoid a bad solution. Moreover, several recent works also give abundant methods for choosing weights or sparse network structures while achieving comparable performance [21, 33, 20, 4, 23]. There are some theoretical investigations on representation power. Several works [29, 39] proved that an over-parameterized neural network contains a subnetwork with roughly the same accuracy as the target network, providing guarantees for existence of “good” sparse subnetworks. The closest work to ours is probably Evci et al. [8], who showed empirically that bad local minima can appear in a sparse network, but this work did not provide any theoretical result. Our work provides a partial theoretical justification for this phenomenon: we show that spurious valleys can exist in a sparse network.

1.2 Organization

This article is organized as follows. We formally define our setting and notation in Section 2. Then we begin with the analysis for linear SD nets in Section 3. And we shed light on non-linear SD nets in Section 4. In Section 5 we give a counterexample for SS nets. We verify our theorems through experiments in Section 6. Finally, we report conclusion in Section 7.

2 Preliminaries

Notation We use bold-faced letters (e.g., $\mathbf{w}$ and $\mathbf{a}$) to denote vectors, and capital letters (e.g., $W = [w_{ij}]$ and $A = [a_{ij}]$) for matrices. We sometimes use $(W)_{i\cdot}$ and $(W)_{\cdot j}$ as the $i$-th row and $j$-th column of a matrix $W$, and $(\mathbf{a})_i$ as the $i$-th entry of a vector $\mathbf{a}$, if no ambiguity. We denote $\mathbf{W}$ as a sparse matrix of $W$ (which will be illustrated in detail), and $W^+$ as the pseudoinverse matrix of $W$. We abbreviate $[n] = \{1, \ldots, n\}$. We let $\mathbf{e}_i$ as the standard $i$-th unit vector, $\mathbf{1}_n$ and $\mathbf{0}_n$ respectively denote the all-ones and all-zeros vectors in $\mathbb{R}^n$. 


directed path from one input node to one output node. A sparse network is effective if each neuron (including input and output neurons) is effective.

We begin with the SD nets (sparse-dense networks). We denote each pattern for each hidden weight \( \mathbf{w} \) as a row of vector \( \mathbf{d} \) such that \( \mathbf{W} = [\mathbf{d}_1, \ldots, \mathbf{d}_n] \). Then the objective of the effective neuron is

\[
\min_{U, W} L(U, W) := \frac{1}{2} \| U \sigma(W \mathbf{X}) - \mathbf{Y} \|_F^2,
\]

where \( W = [\mathbf{w}_1, \ldots, \mathbf{w}_p] \top \in \mathbb{R}^{p \times d_x} \), \( U = [\mathbf{u}_1, \ldots, \mathbf{u}_p] \in \mathbb{R}^{d_h \times p} \). Here \( p \) represents the width of the hidden layer and \( \sigma(\cdot) \) is a continuous element-wise activation function.

Generally, when applied to sparse patterns after weight pruning or masking, many weights become zero generally, when applied to sparse patterns after weight pruning or masking, many weights become zero generally, when applied to sparse patterns after weight pruning or masking, many weights become zero generally, when applied to sparse patterns after weight pruning or masking, many weights become zero and would not be updated in training. Our goal is to study the landscape of sparse structures after weight pruning. Thus, we pay much attention to the sparse structures, rather than the underlying pruning methods.

Problem setup Given training samples \( \{(\mathbf{x}_i, \mathbf{y}_i)\}_{i=1}^n \subset \mathbb{R}^{d_x} \times \mathbb{R}^{d_y} \), we form the data matrices \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_n] \in \mathbb{R}^{d_x \times n} \) and \( \mathbf{Y} = [\mathbf{y}_1, \ldots, \mathbf{y}_n] \in \mathbb{R}^{d_y \times n} \), respectively. We mainly focus on one-hidden-layer neural networks with squared loss, while some results can also be applied to general convex loss. Then the objective of the effective neuron is

\[
\min_{U, W} L(U, W) := \frac{1}{2} \| U \sigma(W \mathbf{X}) - \mathbf{Y} \|_F^2,
\]

where \( W = [\mathbf{w}_1, \ldots, \mathbf{w}_p] \top \in \mathbb{R}^{p \times d_x} \), \( U = [\mathbf{u}_1, \ldots, \mathbf{u}_p] \in \mathbb{R}^{d_h \times p} \). Here \( p \) represents the width of the hidden layer and \( \sigma(\cdot) \) is a continuous element-wise activation function.

Generally, when applied to sparse patterns after weight pruning or masking, many weights become zero generally, when applied to sparse patterns after weight pruning or masking, many weights become zero generally, when applied to sparse patterns after weight pruning or masking, many weights become zero generally, when applied to sparse patterns after weight pruning or masking, many weights become zero and would not be updated in training. Our goal is to study the landscape of sparse structures after weight pruning. Thus, we pay much attention to the sparse structures, rather than the underlying pruning methods.

We begin with the SD nets (sparse-dense networks). We denote each pattern for each hidden weight \( \mathbf{w}_i \) as \( \mathbf{m}_i \in \{0, 1\}^{d_h}, i \in [p] \) and the first layer weights have totally \( s \) different patterns \( \mathbf{m}_1^*, \ldots, \mathbf{m}_s^* \neq \mathbf{0} \). We recombine weights and data with the same pattern as \( S_i = \{ j : \mathbf{m}_j = \mathbf{m}_i^* \}, i \in [s] \). Then the objective of the sparse one-hidden-layer network becomes

\[
\min_{U, W} L(U, \tilde{W}) := \frac{1}{2} \left\| \sum_{i=1}^s U_i \sigma(W_i \mathbf{Z}_i) - \mathbf{Y} \right\|_F^2 = \frac{1}{2} \left\| (U_1, \ldots, U_s) \sigma \left( \begin{array}{c} W_1 \cdots \mathbf{0} \\ \vdots \\ \mathbf{0} \cdots W_s \end{array} \right) \right\|_F^2 - \mathbf{Y} \right\|_F^2,
\]

where we view sparse hidden-layer weights as a block diagonal matrix with elements \( W_i = [\mathbf{w}_j, j \in S_i] \top \in \mathbb{R}^{p_i \times d_h} \), and we also duplicate and rearrange input data as \( \mathbf{Z}_i = [\mathbf{X}_i, \mathbf{m}_i^*] \) \top \in \mathbb{R}^{d_h \times p_i} \). Here \( i \in [s], p_i = |S_i|, d_i = 1 + \sum_{j=1}^s p_i \) (see Figure 1 for example).

Note that there may be useless connections and nodes, such as a node with zero out-degree which can be retrieved and excluded from the final layer to the first layer, and other cases are shown in [A]. Thus we do not consider them and assume the sparse structure is effective by Definition [1] meaning that each neuron has a potential contribution to the network output.

Definition 1 (Effective neuron and sparse network) A neuron is effective if it appears at least in one directed path from one input node to one output node. A sparse network is effective if each neuron (including input and output neurons) is effective.

Previous works mainly pay attention to local minima (Definition [2]) and valleys (Definition [3]) for describing the landscape of neural networks. No spurious valleys imply the absence of spurious strict minima [10, 44]. Local search methods may get stuck in a spurious valley as well as a spurious strict minimum. Thus, understanding the existence of such objectives in the landscape would help understand the difficulty of training (sparse) neural networks.

---

2Adding bias is equivalent to adding a row of vector \( 1_1 \top \) to \( X \) and our setting also includes sparse bias in the first layer. Hence we do not distinguish bias terms in the subsequent content.
Definition 2 (Spurious minimum) We say a point to be a spurious (strict) minimum if it is a (strict) local minimum but not a global minimum. Here, \( f(\theta_0) \) is a local minimum, that is, there exists \( \epsilon > 0 \) such that \( f(\theta_0) \leq f(\theta), \forall \theta: \|\theta - \theta_0\| \leq \epsilon \). And \( f(\theta_0) \) is a strict local minimum, that is, there exists \( \epsilon > 0 \) such that \( f(\theta_0) < f(\theta), \forall \theta: \|\theta - \theta_0\| \leq \epsilon, \theta \neq \theta_0 \).

Definition 3 (Spurious valley) Given an \( \alpha \in \mathbb{R} \), we define the \( \alpha \)-sublevel set of \( f(\theta) \) as \( \Omega_f(\alpha) = \{\theta \in \text{dom}(f): f(\theta) \leq \alpha\} \). A spurious valley \( T \) is a connected component of a sublevel set \( \Omega_f(\alpha) \) which can not approach the infimum of \( f(\theta) \), that is, \( \inf_{\theta \in T} f(\theta) > \inf_{\theta \in \text{dom}(f)} f(\theta) \).

3 Sparse-dense Linear Networks

We begin with linear activation \((\sigma(z) = z)\) as a warm-up case to understand the landscape of neural networks. Previous works have proven that there are no spurious minima [18, 27] and no spurious valleys [44] for dense linear networks. We will inherit their descriptions of landscape to show that under certain conditions, we could guarantee no spurious valleys for SD linear networks.

Theorem 1 Under either of the following conditions, any effective SD linear network has no spurious valleys: 1) \( p_i \geq d_i, \forall i \in [s] \); 2) \( Z, Z' = 0, \forall i \neq j \in [s] \); 3) \( d_y = 1 \).

The proof of Theorem 1 leaves in B.1. We prove the results by constructing a non-increasing path to approach the infimum of the loss function (i.e., the zero loss). That is, we show Property P below under the conditions in Theorem 1. Here we use the fact that Property P implies the absence of spurious valleys [44, Lemma 2].

Definition 4 (Property P) We say the landscape of an objective \( f(\theta) \) satisfies Property P if there exists a non-increasing continuous path from any initialization to approach the infimum. Formally, given any initial parameter \( \theta_0 \in \text{dom}(f) \), there exists a continuous path \( \theta: t \in [0, 1) \rightarrow \theta(t) \in \text{dom}(f) \) such that: (a) \( \theta(0) = \theta_0 \); (b) \( \lim_{t \rightarrow 1} f(\theta(t)) = \inf_{\theta} f(\theta) \); (c) the function \( f(\theta(t)) \) in \( t \in [0, 1) \) is non-increasing.

The first condition in Theorem 1 can be viewed as over-parameterization in the sparse networks for each sparse pattern, and the second condition includes two parts: the patterns are non-overlapping (as the left graph of Figure 2 depicts) and the input data is orthogonal, showing that structured training data matched with a sparse network can preserve the benign landscape. The third condition states that the output dimension is one. From Theorem 1 we could see some special sparse linear networks still have benign landscapes as dense linear networks, which motivates researchers to discover or design efficient sparse networks.

3.1 Extensions

We generalize Theorem 1 to deep linear networks combined with previous works, and the proof can be found in B.2. The intuition is that deep linear networks have similar landscape properties as the shallow case.
Theorem 4. When applied to general non-polynomial activations, particularly on real analytic activations, Nguyen et al. [37] provided results for sparse networks but adopted strictly increasing activations and strict sublevel sets to define spurious valleys. Li et al. [22] used a different notion of “spurious basin” to show that deep fully-connected networks with any continuous activation admit no spurious basins, but did not apply it to sparse networks. Yet, we provide no spurious valleys for SD nets with real analytic activations. We show the comparison in Table 2.

Before introducing our results, we need some assumptions as previous works do.
Assumption 1 1) \( \forall i \neq j \in [n], \forall k \in [d_x], |(x_i)_k| \neq |(x_j)_k| \neq 0. \) 2) Except the last hidden-layer weight and all biases, no hidden-layer weights are all pruned, i.e., \( \tilde{W}_i \neq 0_{d_x}^T, \forall i \in [p]. \)

Assumption 2 Activation function \( \sigma(\cdot) \) is real analytic, and there exist \( n \) distinct non-negative integers \( l_1, \ldots, l_n \) which form an arithmetic sequence such that \( \sigma^{(l_i)}(0) \neq 0, \forall i \in [n], \) where \( \sigma^{(k)}(0) \) denotes the \( k \)-th order derivative of \( \sigma(\cdot) \) at zero.

The first part of Assumption 1 shows that training data have different features in each dimension, which also appears in previous works [22]. And this can be easily achieved if an arbitrarily small perturbation of data is allowed. The second part of Assumption 1 excludes useless patterns which only employ bias feature \( 1_n^T \) and do not encode any effective features among training data. Assumption 2 shows the least non-linearity requirement of activation at the origin, which can be satisfied for Sigmoid, Tanh, and Softplus (a smooth approximation of ReLU). Now we state two-layer SD networks admit no spurious valleys in the over-parametrized regime.

Theorem 4 Under Assumptions 1 and 2, if the hidden-layer width \( p \geq n \), we have \( \text{rank}(\tilde{\sigma}(\tilde{W}X)) = n, \text{a.s.} \) and any effective SD non-linear network has no spurious valleys.

The key proof idea is to show that we could always make hidden-layer \( \sigma(\tilde{W}X) \) have full column rank with invariant loss. Otherwise, we could calculate \( l_i \)-th order derivative of \( \sigma(\tilde{W}X) \) at a specific row, and show the contradiction from Assumptions 1 and 2. It is interesting to note that Theorem 4 explains no substantial difference in the scope of spurious valleys when sparsity is only introduced in the first layer. Additionally, the requirement of the large width (\( p \geq n \)) also appears in [44, 22, 37, 36].

4.3 Extension

We extend Theorem 4 to deep sparse networks. Due to the complex stack structure of deep sparse networks, we could only show no spurious valleys with non-empty interiors. Such constraint points out that spurious valleys, if exist, are certainly degenerated.

Theorem 5 Under Assumptions 1 and 2, any effective deep sparse neural network has no spurious valleys with non-empty interiors if the last hidden-layer width \( p \geq n \) and each output neuron has at least \( n \) connected neurons in the last hidden layer.

Analogous to the two-layer case, the main proof idea is to show the almost surely full rank property of the output matrix of each hidden layer. Moreover, previous works also need to refine the definition of the spurious valley to deep networks, such as the spurious basin [22], and the spurious “valley” defined by strict sublevel sets [37, 36].

5 Sparse-sparse Networks

Finally, we consider the remaining setting when sparsity is introduced in both layers, i.e., SS nets (sparse-sparse networks). In the following, we will show the necessity of a dense (or \( n \) connected) final layer for general continuous activations through a concrete example with spurious valleys. Furthermore, in our construction, the spurious valley is a global minimum set of a sub-network of the original sparse network. Since no spurious valleys appear in dense wide (two-layer) networks [44, 37, 56], our result indicates that sparsity can provably deteriorate the landscape.

Theorem 6 If the continuous activation satisfies \( \sigma(0) = 0 \) and \( \sigma(\mathbb{R}) \neq \{0\} \), and the hidden width \( p \geq 3 \), then there exists an effective SS network, which has a spurious valley. Additionally, this spurious valley corresponds to a global minimum set of a sub-network of the original sparse network.

\[3\text{That is, } l_i = l_1 + (i - 1)(l_1 - l_0), \forall i \in [n].\]

\[4\text{Here, the sub-network means a network by removing some connections from the original network.}\]
Proof: The proof mainly utilizes the relationship among sparse connections. We consider a sparse network with the sub-structure in the right graph of Figure 2 and the objective becomes:

\[
\min_{\theta=(v_1, v_2, v_3), \theta_1=(v_1, v_2, v_3, \ldots, v_n)} \quad L(\theta, \theta_1) = \frac{1}{2} \left\| \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right\| F
\]

\[
= \frac{1}{2} \left\| \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right\| F
\]

where we assume \( X = I_3 \) and \( Y = \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \) with \( y_3 > y_4 > y_1 > 0, y_2 > 0 \).

Because the variables \( v_i \) and \( V \) are unrelated to the \( w_i \), we only need to consider the \( w_i \) while assuming the \( v_i \) and \( V \) can always obtain zero loss for the remaining rows in \( Y \). Therefore, in the following, we only consider the parameter \( \theta \).

Now we consider the sublevel set \( T := \{ \theta : L(\theta) \leq y_2^2/2 \} \). Noting that when \( w_4 = 0, L(\theta) \geq y_2^2/2 \), we obtain \( L(\theta) = y_2^2/2 \) and \( (w_1, w_2, w_3, w_4) \) \( = (y_1, y_1, 0, 0) \), \( \forall \theta \in T \), leading to that:

\[
T = \left\{ \left( \theta(a, b) \mid \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} = \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right) \right\}
\]

Since \( \sigma(\mathbb{R}) \neq \{0\} \), we have \( T \neq \emptyset \). We choose a connected component of \( T_0 \subset T \) with \( a, b > 0 \) or \( a, b < 0 \) depending on \( \sigma(\mathbb{R}) \). For any small disturbances \( \delta \), \( i \in [8] \),

\[
2L(w_1 + \delta_1, \ldots, w_8 + \delta_8) = \left\| \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right\| F
\]

\[
\leq \left\| \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right\| F
\]

\[
\leq \frac{1}{2} \left\| \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right\| F
\]

where we only consider the last column and row of loss in \((i)\), and \((ii)\) uses the arithmetic and geometric means inequality, \((iii)\) is derived from small permutation when we choose \( |\delta_3| \leq |w_3|/2 \) and \( |\delta_7| \) small enough, such that \( |\sigma(w_7 + \delta_7) - \sigma(w_7)| \leq |\sigma(w_7)|/2 \) since \( \sigma(\cdot) \) is continuous and \( \sigma(w_7) \neq 0 \), leading to \(|(w_3 + \delta_3)\sigma(w_7 + \delta_7)| \geq (|w_3/2|\sigma(w_7)/2) = y_3/4 > y_4 > 0 \). Thus, each \( \theta \in T_0 \) is a local minimum, and \( T_0 \) is connected. Moreover, we can see if \( \delta_4 \neq 0 \), from \((iii)\), the equality only holds when \( \sigma(w_8 + \delta_8) = 0 \). Then from \((i)\), we obtain that \( 2L(w_1 + \delta_1, \ldots, w_8 + \delta_8) \geq \delta_4^2(\sigma(w_7 + \delta_7)^2 + y_4^2) \geq \delta_4^2(\sigma(w_7)^2/4 + y_4^2) > y_4^2 \).

Hence, a connected component of a sublevel set \( \{ \theta : L(\theta) \leq y_2^2/2 \} \) that contains \( T_0 \) would never reach some point \( \theta^* \) with \( w_4' \neq 0 \) and \( L(\theta^*) < y_2^2/2 \).

Finally, we show that \( T_0 \) is not a global minimum set. We choose a point \( \tilde{\theta}(a) \) that \( \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} = \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \)

and \( \left( \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right) = \left( \begin{pmatrix} y_1 & y_1 & 0 & y_1 \\ 0 & y_2 & y_3 & 0 \end{pmatrix} \right) \), where \( a \neq 0, 1/a \in \sigma(\mathbb{R}) \), and using intermediate value theorem for continuous activation \( \sigma(\cdot) \), we have \( y_2 \in \sigma(\mathbb{R}) \) because \( \sigma(0) = 0 \) and \( 0 < y_2 < y_2 + y_3 \). Then we obtain \( L(w_1, \ldots, w_8) = \frac{y_2^2}{a} \frac{a}{a+y_2+y_3} < y_2^2/2 < y_4^2/2 \). Hence, a spurious valley exists. \( \square \)

Remark 2 From Theorem \[2\] we already know the necessity of \( n \) connections for each output neuron to guarantee no spurious valleys as dense networks. Furthermore, we wonder whether a sparse network with at most \( n-1 \) connections for each output neuron and \( n \) hidden neurons, is the same as \( n-1 \) hidden-neuron dense networks? The answer is no. We do allow at least \( n \) effective neurons after pruning, while in narrow-network examples, no more than \( (n-1) \) neurons exist. This leads to different expressive power. We elaborate on this below. We denote \( A_{a \times b} \) as a matrix in \( \mathbb{R}^{a \times b} \). For a dense network with \( n-1 \) hidden nodes, we have
From the proof of Theorem 6, we need to underline that such a spurious valley is a set of spurious minima generated from the sub-network when \( u_4 \) is removed. We encounter no spurious valleys when applied to wide SD networks (see Theorem 4). Thus, sparse connections indeed deteriorate the landscape because sparsity obstructs the decreasing path. Moreover, when the number of unpruned weights in each row of the final layer is less than the training sample size, a strict valley may indeed exist from our construction. Note that Venturi et al. [44] also gave existence proof for spurious valleys on dense narrow networks. The difference is that our example is concrete and applies to sparse structure with arbitrary width. Furthermore, our example also covers the SS linear networks by adopting linear activation. Previous works have proven that there are no spurious valleys in dense linear networks [44]. Hence, we conclude that sparsity in the final layer also deteriorates the landscape of linear networks.

5.1 The instruction on reality

Theorems 4 and 5 show positive results for sparse networks. Specifically, with a dense final layer, the sparsity in other layers generally would not affect the benign landscape from the theoretical perspective. While Theorem 6 provides the negative part, the sparsity in the final layer would bring spurious valleys. These results convey the message that we need to be cautious when pruning the final hidden layer, because sparsifying the final-layer weight could directly deteriorate the landscape of networks. Intuitively, the final-layer weight decides the output of the network, which is crucial for fitting data from optimization even if the width is large enough. Thus, we need to preserve a dense final-layer weight if possible. Additionally, pruning the other layer weights has less impact on the landscape. Hence, we can adopt many variants of pruning methods in practice to obtain powerful features and produce high-efficient networks. Nowadays, pruning methods adopt many tricks, such as iterative pruning and retraining methods [24, 9]. Hence, we recommend a small fraction of the pruning rates in the final-layer weight to avoid spurious valleys from the landscape perspective. Moreover, a recent work [24, Appendix F] also empirically discovers that allocating more parameters to the last fully-connected layer while keeping the overall parameter count fixed could lead to higher accuracy. Such experimental findings in [24] demonstrate the importance of final layer weight from the generalization perspective, which support our viewpoint on the final-layer weight from another aspect.

6 Experiments

Previous theoretical findings mainly describe the global landscape of sparse neural networks. Now we conduct experiments to investigate deep sparse networks using practical optimization methods in this section.

Datasets We consider a synthetic dataset and the CIFAR10 dataset [19]. For the synthetic dataset, we sample training data \( x_i \sim \mathcal{N}(0, I_{100}) \) and construct the corresponding target \( y_i = Ax_i + \varepsilon_i \), where \( \varepsilon_i \sim \mathcal{N}(0, I_{d_y}) \), \( \varepsilon_i \perp \perp x_j \), and \( A_{kl} \sim \mathcal{N}(0, 1) \), \( \forall i, j \in [400], k \in [d_y], l \in [100] \). We scale \( A \) to make \( \|A\|_F = 5 \) for avoiding a small numerical output when extreme sparsity is introduced. In the following, we construct two datasets with \( d_y = 1 \) and 10. For the CIFAR10 dataset, we sample a subdataset with 400 training samples and use one-hot labels as targets (\( d_y = 10 \)).

Experimental Settings We use Mean Squared Error (MSE) loss with a unified constant learning rate of 0.01 under the gradient descent (GD) method. And we construct the same hidden width of 400 across all layers, which is the same as training samples to match our assumptions. We do not employ bias terms and any data pre-processing or data-augmentation in all of our experiments to monitor our theoretical schemes. We use default initialization in PyTorch [38] among all experiments, unless specifically mentioned.
6.1 Sparse Linear Networks

We first verify the results of deep sparse linear networks shown in Theorem 2. Specifically, there is no spurious valleys for a deep sparse linear network when 1) only the first-layer weight is sparse and each sparse pattern in the sparse first layer is over-parameterized (i.e., \( p_i \geq d_i, \forall i \in [s] \)), which is shown in Figure 3a with \( d_y = 10 \), or 2) all layer weights are sparse and the output dimension \( d_y = 1 \), which is conducted in Figure 3b. We adopt a 5-layer linear network for example, because a large depth may cause the gradient vanishing and exploding. To guarantee the effectiveness of sparse networks, we first use random pruning with fixed pruning rates for each layer, and then check the useless connections, which may lead to a sparser structure. We plot the difference between the current loss (\( L(\theta) \)) and the global minimum (\( L^* \)) obtained from linear regression in Figure 3. Here, \( \theta \) is the remaining parameters after random pruning and effectiveness detection, and from our constriction, \( L^* = 0 \). Though we only show no spurious valleys in Theorem 2, we suspect that a nice landscape enables the common optimizer to find a global minimum (i.e., zero loss) in practice. The simulation verifies our conjecture: the optimization trajectory has nearly non-increasing loss and approaches to a global minimum.

6.2 Sparse-dense Non-linear Networks

Second, we conduct experiments for deep sparse non-linear networks motivated by Theorem 5 to verify that the large width of the final layer in an SD net would preserve a benign landscape as the dense network, and the full rank property of each hidden-layer output matrix. The numerical findings are shown in Figure 4, where we use the dataset with \( d_y = 10 \) and prune all layer weights except the final layer to guarantee \( n \) connections for each output neuron. For reasonable comparison, the input neurons all have at least a directed path to one final output. We will also examine whether each neuron in the last hidden layer is effective. During optimization, we discover that default initialization gives really slow convergence on the CIFAR10 dataset. Hence we multiply each weight by 10 after initialization when running on the CIFAR10 dataset.

For non-linear networks in Figure 4, we observe that all sparse structures could obtain near-zero training loss, which matches our theoretical finding. Moreover, we discover that the outputs of the first few hidden layers are full rank, but the output matrices of the later layers become rank deficient even for dense networks in Figure 4a. We suspect that such a phenomenon could be caused by numerical overflow from the saturation of activations and the small default initialization. When applied to the CIFAR10 dataset with large initialization, we discover a stable rank phenomenon in Figure 4c. Thus, we could confirm that the outputs of hidden layers are nearly full rank.

Additionally, we also attempt the non-analytic ReLU activation in Figure 4b, though our theory does not cover it. We find it still has near-zero loss even with a large sparsity. But the training has a long distinct
Figure 4: Simulation of 5-layer non-linear sparse networks with \( d_y = 10 \) and total sparsity shown in the legend. We plot loss in the first row, and the rank of each hidden-layer output in the second row. Legend ‘0.1-L3’ means the rank of 3rd hidden-layer output under 0.1 sparsity. Since total running epochs are different for each sparsity, we rescale the epochs by total epochs to plot all results in one graph.

stuck period at the origin and oscillates around at last, and the rank variation under ReLU is also strange. For dense NNs, it preserves full rank property in the first few layers but becomes rank deficient at the last few hidden layers. When applied to sparse NNs, the rank drops quickly during training but does not recover at last. We view such phenomenon as future work.

Overall, the approximate full rank property still holds when large sparsity is introduced as long as the effective width is larger than the number of training samples. But the sparsity usually introduces a much longer convergent solutions in Table 3.

Finally, we verify the bad landscape for SS nets constructed in the proof of Theorem 6. For simplification, we select target \( \mathbf{X} = I_3, Y = \begin{bmatrix} 1 & 1 & 0 \\ 2 & 8 & 0 \\ 0 & 0 & 2 \end{bmatrix} \) following Eq. 3 and consider the sparse structure in the right graph of Figure 2 with \( d_x = 3, p = 2, d_y = 3 \), i.e., the loss function is

\[
L(\mathbf{w}) = \frac{1}{2} \left\| \begin{bmatrix} \mathbf{w}_1 \\ \mathbf{w}_2 \\ \mathbf{w}_3 \end{bmatrix} \right\|_F^2 = \frac{1}{2} \left\| \begin{bmatrix} \mathbf{w}_1 \sigma(\mathbf{w}_5) - 1 \\ \mathbf{w}_2 \sigma(\mathbf{w}_5) - 2 \\ \mathbf{w}_3 \sigma(\mathbf{w}_5) + \mathbf{w}_5 \sigma(\mathbf{w}_7) - 8 \end{bmatrix} \right\|_F^2.
\]

We use many common continuous activations including shifted Sigmoid [6], Tanh, LeakyReLU, ELU [5] and ReLU, which all satisfy our activation assumption of \( \sigma(0) = 0 \). We totally run 100 trials using GD with a learning rate of 0.01 until the training converges (up to 50000 iterations) and record the distribution of convergent solutions in Table 3.

\[5\text{Indeed, we only need } y_3 > y_4 > y_1 > 0, y_2 > 0 \text{ in the proof in Theorem 6.}\]

\[6\text{We choose the shifted Sigmoid activation as } \sigma(z) = 1/(1 + e^{-z}) - 1/2 \text{ to satisfy } \sigma(0) = 0.\]
Figure 5: Loss landscape visualization for the examples in Section 6.3. We project the landscape into a 2D space spanned by \( a \) and \( t \), where \( t \) describes the interpolation: \( t\bar{\theta}(a) + (1 - t)\theta(a,b) \). Here, \( \bar{\theta}(a) \) and \( \theta(a,b) \) follow the proof of Theorem 6. The red line is the loss value at \( \theta(a,b) \) with \( b = 10 \) and various \( a > 0 \), which form a spurious valley.

Table 3: Statistic of final convergent solutions during totally 100 trials for different continuous activations.
The number inside a square is the times trapped in our constructed valleys and the bold number is the times that the algorithm generates an approximate global minimum. Particularly, we discover totally 11 different solutions under ReLU.

From Table 3, except for ReLU, the training loss for other activations either approaches a global minimum, or traps into the valley we constructed. And we could observe that it is likely to fall into a spurious valley instead of a global minimum. Moreover, we discover that for ReLU activation, there exist 11 final convergent solutions while only 5 successful times approach global minima, showing a worse landscape compared to other activations. Finally, the landscape visualization of some activations in Figure 5 also matches well with our theorem. Overall, we could encounter severe landscape issues in SS nets from our theorems and experiments.

7 Conclusion

We have investigated the landscape of sparse networks for several scenarios. For a sparse linear network with a dense final layer, we have shown that under some specific structures there are no spurious valleys. For a sparse non-linear network with a dense wide final layer, there is no difference with the dense case in terms of spurious valleys. Finally, we have shown that spurious valleys can exist for networks with both sparse layers. These results do reveal the negative impact of sparsity on the loss landscape of neural nets. Future research directions include providing more necessary conditions for sparse non-linear networks to have a benign landscape, and analyzing the optimization trajectory under popular gradient descent methods when applied to sparse networks.

A Useless Connections and Nodes in Sparse Networks

We show several kinds of useless connections caused by sparsity or network pruning.

1. Zero out-degree I: if a node has zero out-degree, we can eliminate its input connections because this node does not influence the network’s output, e.g., \( h_1^{(2)} \) in Figure 6.
Figure 6: An example of sparse networks. Lines are connections of the original sparse network, dotted lines are useless connections that can be removed, and solid lines are effective connections.

2. Zero out-degree II: if a node has zero out-degree after removing its output connections based on the criterion of Zero out-degree I in latter layers, we also can eliminate its input connections, e.g., \( h_1^{(1)} \) in Figure 6. Though it owes one output connection, the connected node \( h_1^{(2)} \) has zero out-degree. Hence, the connection can be removed, leading to zero out-degree. So we can eliminate the input connections of \( h_1^{(1)} \) as well.

3. Zero in-degree I: if a node has zero in-degree, we can eliminate its output connections when \( \sigma(0) = 0 \) and no bias term is used, because this node only provides zero feature, e.g., \( h_4^{(2)} \) and \( h_4^{(1)} \) in Figure 6. However, when the node has a bias term, then we can not remove output connections since the bias constant will propagate to subsequent layers, though such a node only provides the feature like \( \sigma(b \cdot 1_n) \) for some \( b \in \mathbb{R} \).

4. Zero in-degree II: if a node has zero in-degree after removing its input connections based on the criterion of Zero in-degree I in former layers, we also can eliminate its output connections, e.g., \( h_3^{(2)} \) in Figure 6. Though it owes one input connection, the connected node \( h_3^{(1)} \) has zero in-degree. Hence the connection can be removed, leading to zero in-degree. So we can eliminate the output connections of \( h_3^{(2)} \) as well. Similarly, we can not remove output connections if the bias term is employed.

In conclusion, we can remove hidden nodes that do not appear in any directed path from one input node to one output node. Then the remaining structure is effective.

B Missing Proofs for Section 3

B.1 Proof of Theorem 1

Lemma 1 (Modified from [44]) For two matrices \( U = [u_1, \ldots, u_m] \in \mathbb{R}^{m \times p} \) and \( W = [w_1, \ldots, w_p]^\top \in \mathbb{R}^{p \times n} \), if rank(\( W \)) = \( r < n \), and \( w_1, \ldots, w_r \) are linearly independent, then we can construct a \( U^0 \), such that \( U^0 W = U W \) and \( U^0 \) has \((p-r)\) zero columns.

Proof: From the condition, \( U = (U_1 \ U_2), W = (W_1 \ W_2)^\top = \begin{pmatrix} I_r & 0 \\ Q & 0 \end{pmatrix} \begin{pmatrix} W_1^\top \\ 0 \end{pmatrix} \), where \( Q \in \mathbb{R}^{(p-r) \times r} \) because \( W_1^\top \) is a basis of the row space of \( W \). Then \( UW = \begin{pmatrix} U_1 \ U_2 \end{pmatrix} \begin{pmatrix} I_r & 0 \\ Q & 0 \end{pmatrix} \begin{pmatrix} W_1^\top \\ 0 \end{pmatrix} = (U_1 + U_2Q \ 0) \begin{pmatrix} W_1^\top \\ 0 \end{pmatrix} = (U_1 + U_2Q \ 0)W \). Therefore, we can choose \( U^0 = (U_1 + U_2Q \ 0) \), which satisfies the requirement. \( \square \)

Lemma 2 Suppose \( f(u) : \mathbb{R}^d \to \mathbb{R} \) is a convex function of \( u \), and \( u^* \in \text{arg min}_u f(u) \). Then given any \( u_0 \in \mathbb{R}^d \), we have \( f((1-t)u_0 + tu^*) \) as a function of \( t \in [0, 1] \) is non-increasing.
Proof: For any $1 \geq t > s \geq 0$, by the convexity of $f(\cdot)$ and $f(u_*) = \min_u f(u)$, we have

$$f((1-s)u_0 + su^*) \geq \frac{1-t}{1-s} \cdot f((1-s)u_0 + su^*) + \frac{t-s}{1-s} \cdot f(u^*) \geq f((1-t)u_0 + tu^*).$$

Thus, $f((1-t)u_0 + tu^*)$ as a function of $t \in [0,1]$ is non-increasing. \hfill \Box

Now we turn back to the proof of Theorem 1.

Proof: We prove the results of no spurious valleys by constructing the path that satisfies Property P.

1) If $p_i \geq d_i$, we reformulate the objective as

$$\min_{u_1, \ldots, u_s} L(U_1, \ldots, U_s, W_1, \ldots, W_s) := \frac{1}{2} \left\| (U_1 \cdots U_s) \begin{pmatrix} W_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_s \end{pmatrix} Z - Y \right\|_F^2, Z := \begin{pmatrix} Z_1 \\ \vdots \\ Z_s \end{pmatrix}.$$ 

Now we construct a non-increasing path to a global minimum. If for certain $i$, rank($W_i$) = $r < d_i$, we denote $W_i = [w_1, \ldots, w_r] \top$, and w.l.o.g., $w_1, \ldots, w_r$ is linearly independent. Then from Lemma 4 we are able to find $U_i^0$, such that $U_i^0 W_i = U_i W_i$, and the last $p_i - r$ columns of $U_i^0$ are zero. First fix $W_i$ and take a linear path $U_i(t) = (1-t)U_i + tU_i^0$, $0 \leq t \leq 1$ with invariant loss. Then we fix $U_i^0$ and take another linear path $W_i(t’) = (1-t’)W_i + t’W_i^0$, $0 \leq t’ \leq 1$, where $W_i^0$ has the same $r$ rows as $W_i$ and rank($W_i^0$) = $d_i$ (we can always extend linearly independent vectors to a basis due to $p_i \geq d_i$). Hence, we could reach a point $(U_i^0, \ldots, U_s^0, W_1^0, \ldots, W_s^0)$ with all full column rank $W_i^0$s with unchanged loss.

Next, note that a global minimizer $U_i^*, W_i^*$'s satisfies $(U_i^* W_1^*, \ldots, U_i^* W_s^*) = YZ^+$, where $Z^+$ is the pseudo-inverse of $Z$. Hence we could obtain a global minimizer by making $U_i^*$'s satisfy $(U_i W_i^0, \ldots, U_i^* W_s^0)^\top = YZ^+$ since $W_i$'s have full column rank. Finally, we take $U_i(t’’) = (1-t’’)U_i^0 + t’’U_i^*$, $0 \leq t’’ \leq 1, \forall i \in [s]$. Since $L(U_i, W_i, i \in [s])$ is convex related to $U_i, W_i$, the constructed path is a non-increasing path to the global minimum by Lemma 2. Hence, there are no spurious valleys.

2) If $Z_i Z_j^\top = 0, \forall i, j \in [s], i \neq j$, then $Z_i$ and $Z_j$ share no same rows of $X$. Additionally, each row in data $X$ has connections to the first layer weight $W$, thus $Z_1, \ldots, Z_s$ are an arrangement of the rows of $X$. Then we only need to consider the objective:

$$\min_{U, W_1, \ldots, W_s} L(U, W_1, \ldots, W_s) = \frac{1}{2} \left\| \sum_{i=1}^s U_i W_i Z_i - Y \right\|_F^2 \overset{(i)}{=} \frac{1}{2} \sum_{i=1}^s \left\| U_i W_i Z_i - Y \right\|_F^2 - \frac{s-1}{2} \| Y \|_F^2,$$

where $(i)$ uses the assumption $Z_i Z_j^\top = 0, \forall i, j \in [s], i \neq j$ again. We see that the objective has already been separated into $s$ parts, while each part is a two-layer dense linear network. Based on [43] Theorem 11, dense linear networks have no spurious valleys. Hence the original SD network has no spurious valleys.

3) If $d_p = 1$, we can simplify $U = (u_1, \ldots, u_p) \in \mathbb{R}^{1 \times p}$, and with some abuse of notation, we set the rows of $W_1, \ldots, W_s$ in sequence as $w_1, \ldots, w_p$ ($w_i$ may not have same dimensions) with corresponding data $Z_1, \ldots, Z_p$ (some of $Z_i$s could be), then we can reformulate the original problem as

$$\min_{u_i, w_i, i \in [p]} L(U, W) = \frac{1}{2} \left\| \sum_{i=1}^p u_i w_i^\top Z_i - Y \right\|_2^2.$$ 

From any initialization, if certain $u_i = 0, i \in [p]$, we can construct linear paths from $w_i$ to $w_i’ = 0$, and then from $u_i = 0$ to $u_i’ = 1$ with fixed other weights, where the loss is invariant. Therefore, we can assume $u_i \neq 0, \forall i \in [p]$. Then the objective is convex related to the sparse first-layer weight $\tilde{W}$. Hence, we can construct a non-decreasing path to a global minimum by Lemma 2. \hfill \Box
### B.2 Proof of Theorem [2]

Proof: The objective of an $L + 1$-layer network is $\min_{V_{i,t} \in [L], W} \frac{1}{2} ||V_L \cdots V_1 WX - Y||_F^2$. We first focus on the sparse first layer weight (i.e., $W$ is sparse) as shallow linear networks. We prove the results of no spurious valleys by constructing the path that satisfies Property $P$ following Venturi et al. [44, Lemma 2].

1) If $p_i \geq d_i$, we reformulate the objective as $(P)$ below:

$$
\min_{V_{i,t} \in [L]} L(V_L, \ldots, V_1, W_1, \ldots, W_s) := \frac{1}{2} \left\| V_L \cdots V_1 \begin{pmatrix} w_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & w_s \end{pmatrix} \begin{pmatrix} Z_1 \\ \vdots \\ Z_s \end{pmatrix} - Y \right\|_F^2.
$$

Invoked from the proof of 1) in Theorem [44] we can assume $W_s$ has full column rank, then we can take

$$
\tilde{V}_1 := V_1 \begin{pmatrix} w_1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & w_s \end{pmatrix}
$$

as new variable. Note that choosing $V_1 = V \begin{pmatrix} w_1^\top & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & w_s^\top \end{pmatrix}$ for any matrix $V$.

We can see there has no constraint for $\tilde{V}_1$. Thus, the original problem shares the same global minimum of $(P_1)$ below:

$$
\min_{V_2, \ldots, V_L, \tilde{V}_1} \tilde{L}(V_L, \ldots, V_2, \tilde{V}_1) := \frac{1}{2} \left\| V_L \cdots V_2 \tilde{V}_1 \begin{pmatrix} Z_1 \\ \vdots \\ Z_s \end{pmatrix} - Y \right\|_F^2.
$$

From Venturi et al. [44, Theorem 11], we can construct a non-decreasing path to a global minimum of $(P_1)$ from any initialization. Thus we could obtain a non-decreasing path to a global minimum for $(P)$ as well.

2) If $d_y = 1$, we directly consider the objective with all sparse layers as

$$
\min_{V_{i,t} \in [L]} \frac{1}{2} \left\| \tilde{V}_L \cdots \tilde{V}_1 \begin{pmatrix} w'_1 Z_1 \\ \vdots \\ w'_s Z_p \end{pmatrix} - Y \right\|_F^2,
$$

where $\tilde{V}_i \in \mathbb{R}^{p_i \times p_i-1}, \forall i \in [L]$ are sparse layer weights and $p_0 = p$, $w_i$ is the remaining parameters in the $i$-th row of the first layer weight, and $Z_i$ is the corresponding data matrix. Note that $(\tilde{V}_L \cdots \tilde{V}_1) \in \mathbb{R}^{1 \times p}$ due to $d_y = 1$. If the initialization satisfies $(\tilde{V}_L \cdots \tilde{V}_1)_{ij} \neq 0, \forall j \in [p]$, then the objective is convex related to $w_i, i \in [p]$. Thus we can construct a non-increasing path to its global minimum by Lemma [2]. Otherwise, for certain $j \in [p]$, such that $(\tilde{V}_L \cdots \tilde{V}_1)_{ij} = 0$, we fix $j$ and prove by induction for $L$ that we can construct a path with the invariant loss to a point $(\tilde{V}_L' \cdots \tilde{V}_1', w_1', \ldots, w_p')$ such that $w_j' = 0$ and $\tilde{V}_L' \cdots \tilde{V}_1' = \tilde{V}_L \cdots \tilde{V}_1 + a e_j'$ for some $a \neq 0$, i.e., $\tilde{V}_L' \cdots \tilde{V}_1'$ only change the $j$-th dimension of $\tilde{V}_L \cdots \tilde{V}_1$ to be nonzero. The case $L = 1$ has shown in shallow linear network. Now suppose the result hold for $L - 1$ layers, and we consider the case of $L$ layers.

**Case 1.** Suppose for some $i \in [p_1]$, $(\tilde{V}_L \cdots \tilde{V}_2_i, i) \neq 0$ and $(\tilde{V}_1)_i,j$ is not pruned. We first construct a linear path from $w_j$ to $w_j' = 0$ with fixed other weights, which gives the invariant loss due to the hypothesis that $(\tilde{V}_L \cdots \tilde{V}_1)_j = 0$. Then we can construct another linear path starting from $\tilde{V}_1$ to $\tilde{V}_1'$ with $(\tilde{V}_1')_j = e_i$ and the same other columns. The loss is still unchanged because $w_j' = 0$. Now we obtain $(\tilde{V}_L \cdots \tilde{V}_2 \tilde{V}_1')_j = (\tilde{V}_L \cdots \tilde{V}_1)_j = (\tilde{V}_L \cdots \tilde{V}_2)_k, \forall k \neq j$, which satisfies our requirement.

**Case 2.** Otherwise, for all $i \in [p_1]$, such that $(\tilde{V}_1)_i,j$ is not pruned, we have $(\tilde{V}_L \cdots \tilde{V}_2)_i = 0$. Now we view $X_{new} := \begin{pmatrix} w_1' Z_1 \\ \vdots \\ w_s' Z_p \end{pmatrix}$, and rearrange the data to define $(Z_{new})_t, t \in [p]$ similarly as Eq. (2). Then
Then the output of network becomes 
\[
    \tilde{V}_L \cdots \tilde{V}_1 x_{\text{new}} = \tilde{V}_L \cdots \tilde{V}_2 \left( \begin{array}{c} (\tilde{V}_1)_{1,} (Z_{\text{new}})_{1,} \\ \vdots \\ (\tilde{V}_p_{,})_{1,} (Z_{\text{new}})_{p,} \end{array} \right).
\]

For each \( i \) that satisfies \((\tilde{V}_L \cdots \tilde{V}_2)_{i,} = 0\), from the inductive hypothesis of \( L - 1 \) layers, we can construct a path to a point \((\tilde{V}_L', \ldots, \tilde{V}_2')_{i,} = 0\), \((\tilde{V}_1')_{i,} = 0\), \((\tilde{V}_2')_{i,} = 0\) that only changes \( i \)-th dimension of \(\tilde{V}_L \cdots \tilde{V}_2\) to be nonzero and makes \((\tilde{V}_1')_{i,} = 0\) with the invariant loss. Thus, \((\tilde{V}_1')_{i,j} = 0\). Repeating the above argument for all \( i \), we obtain \((\tilde{V}_1')_{:,j} = 0\). Finally, we construct a loss-invariant linear path from \( w_j \) to \( w'_j = 0 \) due to \((\tilde{V}_1')_{:,j} = 0\). Subsequently, noting that \( w'_j = 0 \), we can construct another loss-invariant linear path from \((\tilde{V}_1')_{:,j}\) to \((\tilde{V}_2')_{:,j} = 0\) by choosing \( k \in [p_1] \) that \((\tilde{V}_1)_{k,j} \) is not pruned and \((\tilde{V}_L \cdots \tilde{V}_2)_{k,} \neq 0\), which completes our inductive step because \((\tilde{V}_L' \cdots \tilde{V}_2'\tilde{V}_2')_{:,j} = (\tilde{V}_2' \cdots \tilde{V}_2')_{k,} \neq 0\).

Combining Case 1 and Case 2, we finish our induction. Therefore, we can always reach a point with \((\tilde{V}_L \cdots \tilde{V}_1)_{:,j} \neq 0, \forall j \in [p]\), and construct a non-increasing path with only adjusting \( w_j \)'s to a global minimum by Lemma 2.

C. Missing Proofs for Section 4

C.1 Proof of Theorem 3

Proof: The proof is partially inspired by Venturi et al. [44], but we extend the result to sparse networks. Since \( \dim^*(\sigma, X) < \infty \), then \( \forall i \in [s], \dim^*(\sigma, Z_i) < \infty \). Thus \( \forall w, z \in \mathbb{R}^{d_i} \), we have \( \sigma(w^\top z) = \langle \psi_i(w), \varphi_i(z) \rangle \) for some maps \( \psi_i, \varphi_i : \mathbb{R}^{d_i} \to \mathbb{R}^{r_i} \) with \( r_i := \dim^*(\sigma, Z_i), i \in [s] \). Denote

\[
    \psi(\tilde{W}) = \begin{pmatrix} \psi_i(W_1) & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \psi_i(W_s) \end{pmatrix},
\]

where \( \psi_i(W_i) \in \mathbb{R}^{r_i \times r_i}, \forall i \in [s] \).

Then the output of network becomes \( U\psi(\tilde{W}) \begin{pmatrix} \varphi_1(Z_1) \\ \vdots \\ \varphi_s(Z_s) \end{pmatrix} \). Once \( \psi(\tilde{W}) \) has full column rank, we only need to change \( U \) to obtain a non-increasing path to the zero loss by Lemma 2. Otherwise, we can reach a full column rank \( \psi(\tilde{W}) \) by adjusting \( U \)'s and \( W \)'s following the proof of Venturi et al. [44 Corollary 10] or Lemma 1.

C.2 Proof of Theorem 4

Lemma 3 (Dang [6]; Mityagin [32]) If \( f : \mathbb{R}^n \to \mathbb{R} \) is a real analytic function which is not identically zero, then \( \{ x \in \mathbb{R}^n | f(x) = 0 \} \) has Lebesgue measure zero.

Now we turn to the proof of Theorem 4

Proof: Suppose \( \text{rank}(\sigma(\tilde{W}X)) = t - 1 < n \), and without loss of generality, assume that the first \( t - 1 \) rows of \( \sigma(\tilde{W}X) \in \mathbb{R}^{p \times n} \) are linearly independent. Then from Lemma 1, we can construct a loss-invariant linear path from \((U, \tilde{W}) \) to \((U', \tilde{W}) \) where \( U' \) has \( p - t + 1 \) zero columns. We only need to show that \( \sigma(\tilde{W}X) \) can become full column rank after replacing the last \( p - t + 1 \) rows of \( \tilde{W} \) while the loss is unchanged due to zero columns in \( U' \).

First, we show that there exists \( w_t \) such that the first \( t \) rows of \( \sigma(\tilde{W}X) \) are linearly independent, where \( w_t \) is the \( t \)-th row of \( \tilde{W} \). We consider the determinant of the first \( t \) rows and columns of \( \sigma(\tilde{W}X) \) as

\[
g(w_t) := \det \begin{pmatrix} \sigma(w_1^\top(Z_1)_{:,1}) & \cdots & \sigma(w_1^\top(Z_1)_{:,t}) \\ \vdots & \ddots & \vdots \\ \sigma(w_t^\top(Z_t)_{:,1}) & \cdots & \sigma(w_t^\top(Z_t)_{:,t}) \end{pmatrix}.
\]
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Then $g(\mathbf{w}_t)$ is real analytic function from Assumption 2. If $g(\cdot) \neq 0$, we could find some $\mathbf{w}_t$ with $g(\mathbf{w}_t) \neq 0$ based on Lemma 3, which already shows that the first $t$ rows of $\sigma(\tilde{W}X)$ are linearly independent. Otherwise, $g(\cdot) \equiv 0$, then we have
\[
\frac{\partial^k g(\mathbf{w}_t)}{\partial (\mathbf{w}_t)_1^k} = \det \begin{pmatrix}
\sigma(\mathbf{w}_1^T (Z_{1,1})_{i,1}) & \ldots & \sigma(\mathbf{w}_1^T (Z_{1,1})_{i,l}) & \ldots & \sigma(\mathbf{w}_1^T (Z_{1,1})_{i,t}) \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\sigma(\mathbf{w}_{t-1}^T (Z_{t-1,1})_{i,1}) & \ldots & \sigma(\mathbf{w}_{t-1}^T (Z_{t-1,1})_{i,l}) & \ldots & \sigma(\mathbf{w}_{t-1}^T (Z_{t-1,1})_{i,t}) \\
(\mathbf{Z}_{t,1})_{i,1}^{t,i}, \sigma(l)(\mathbf{w}_t^T (Z_{t,1})_{i,1}) & \ldots & (\mathbf{Z}_{t,1})_{i,1}^{t,i}, \sigma(l)(\mathbf{w}_t^T (Z_{t,1})_{i,l}) & \ldots & (\mathbf{Z}_{t,1})_{i,1}^{t,i}, \sigma(l)(\mathbf{w}_t^T (Z_{t,1})_{i,t}) \\
\end{pmatrix} \equiv 0.
\]

Since the first $t-1$ rows of $\sigma(\tilde{W}X)$ are linearly independent, we obtain that the last row of $\frac{\partial^k g(\mathbf{w}_t)}{\partial (\mathbf{w}_t)_1^k}$ can be expressed by a linear combination of the remaining $t-1$ rows. Thus, the last rows of $\frac{\partial^k g(\mathbf{w}_t)}{\partial (\mathbf{w}_t)_1^k}, i \in [t]$ are linearly dependent, showing that for all $\mathbf{w}_t$,
\[
\begin{pmatrix}
(\mathbf{Z}_{t,1})_{i,1}^{t,i}, \sigma(l)(\mathbf{w}_t^T (Z_{t,1})_{i,1}) & \ldots & (\mathbf{Z}_{t,1})_{i,1}^{t,i}, \sigma(l)(\mathbf{w}_t^T (Z_{t,1})_{i,l}) \\
\vdots & \ddots & \vdots \\
(\mathbf{Z}_{t,1})_{i,1}^{t,i}, \sigma(l)(\mathbf{w}_t^T (Z_{t,1})_{i,1}) & \ldots & (\mathbf{Z}_{t,1})_{i,1}^{t,i}, \sigma(l)(\mathbf{w}_t^T (Z_{t,1})_{i,t}) \\
\end{pmatrix} = 0. \tag{4}
\]

Since $l_1, \ldots, l_n \in \mathbb{N}$ form an arithmetic sequence, we denote $d = l_1 - l_0 \in \mathbb{N}_+$ and choose $\mathbf{w}_t = 0$, then the left side of Eq. (4) equals to
\[
\prod_{i=1}^t \sigma(l_i)(0) \cdot \prod_{i=1}^t (\mathbf{Z}_{i,1})_{i,1}^{t,i} \cdot \prod_{1 \leq i < j \leq t} \left[ (\mathbf{Z}_{i,j})_{1,j}^d - (\mathbf{Z}_{i,j})_{1,i}^d \right],
\]

where we use the property of Vandermonde matrix. However, Assumption 2 implies that $\sigma(l_1)(0), \ldots, \sigma(l_t)(0) \neq 0$. Furthermore, Assumption 1 implies that $(\mathbf{Z}_{t,1})_{1,1}^d \neq (\mathbf{Z}_{t,1})_{1,i}^d$ and $(\mathbf{Z}_{t,1})_{1,i}^d \neq 0$ since $(\mathbf{Z}_{t,1})_{1,i}^d$ includes all different non-zero feature (instead of $1^T$). Therefore, we obtain contradiction, and we could find $\mathbf{w}_t$ to make the first $t$ rows of $\sigma(\tilde{W}X)$ are linearly independent.

Second, we could repeat the above step until $\sigma(\tilde{W}X)$ has full column rank. Moreover, previous argument also shows that rank($\sigma(\tilde{W}X)$) = $n$, a.s. Particularly, any $n$ rows of $\sigma(\tilde{W}X)$ have full rank with measure one. Now from $U'$ has $p - t + 1$ zero columns, we can adjust the $i$-th row of $\tilde{W}$ with $i \geq t$ arbitrarily. Hence, we could reach some $\tilde{W}'$ with the full column rank $\sigma(\tilde{W}'X)$ according to the above argument. Then we can approach zero loss by a linear path from $U'$ to $U'' = Y[\sigma(\tilde{W}'X)]^T$ with non-increasing loss from Lemma 2. \(\square\)

C.3 Proof of Theorem 5

**Lemma 4 (Lemma 3 of Li et al. [22])** Suppose $\sigma(\cdot)$ is a non-constant analytic function. Then given $a, b \in \mathbb{R}^d$, the set $\Omega = \{ z \in \mathbb{R}^d | \sigma(a^T z) = \sigma(b^T z), a \neq b \}$ has zero measure.

Now we turn to the proof of Theorem 5.

Proof: We first consider the sparse network with a dense final layer. When applied to deep sparse networks, we need to show that all hidden layer outputs still satisfy Assumption 1. Denote certain hidden-layer outputs for each training sample as $z_1, \ldots, z_n$, and $S_{ij} := \{ w | \sigma(w^T z_i)^2 = \sigma(w^T z_j)^2, z_i - z_j \neq 0 \}$. From Lemma 4 and note that $\sigma^2(\cdot)$ is still real analytic, then $S_{ij}$ has zero measure and $\cup_{i \neq j} S_{ij}$ has zero measure. Moreover, from Lemma 3 $\bigcup_{i=1}^n \{ w | \sigma(w^T z_i) = 0, z_i \neq 0 \}$ has zero measure. Therefore, each hidden-layer output satisfies 1) in Assumption 1 with measure one. Combining with the proof of Theorem 4 we obtain that each hidden-layer output has full rank with measure one by choosing a square submatrix. Therefore, the full rank argument can be applied to the next layer until the last hidden layer.

If there exists a spurious valley $\mathcal{T}$ with an interior point $\mathbf{\theta}$, then from the measure one argument, we can find a point $\mathbf{\theta}' \in \mathcal{T}$ which is arbitrary close to $\mathbf{\theta}$ and the last hidden-layer output has full rank. Using over-parametrized regime in the last layer, we derive a non-increasing path from $\mathbf{\theta}'$ to approach zero loss by only adjusting the final layer weight. Thus we obtain the contradiction for this spurious valley.
Now if the final layer weight $\tilde{U}$ is a sparse matrix, we can also rearrange the order to formulate the output as

$$\tilde{U}\sigma\left(\begin{array}{c} W_1 Z_1 \\ \vdots \\ W_s Z_s \end{array}\right) = \left(\begin{array}{c} U_1 \ldots 0 \\ \vdots \\ 0 \ldots \tilde{U}_r \end{array}\right) \left(\begin{array}{c} G_1 \\ \vdots \\ G_r \end{array}\right),$$

where $G_i$s are some rows of the last hidden layer output matrix, and $U_i$s are dense matrices with no less than $n$ columns. Repeating the argument of Theorem 4, $G_i$s have rank $n$ with measure one. Finally, the loss function is convex for each $U_i$. Thus, we can still construct a non-increasing path to zero loss by Lemma 2.
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