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Abstract—Due to the fact that fully supervised semantic segmentation methods require sufficient fully-labeled data to work well and can not generalize to unseen classes, few-shot segmentation has attracted lots of research attention. Previous arts extract features from support and query images, which are processed jointly before making predictions on query images. The whole process is based on convolutional neural networks (CNN), leading to the problem that only local information is used. In this paper, we propose a TRansformer-based Few-shot Semantic segmentation method (TRFS). Specifically, our model consists of two modules: Global Enhancement Module (GEM) and Local Enhancement Module (LEM). GEM adopts transformer blocks to exploit global information, while LEM utilizes conventional convolutions to exploit local information, across query and support features. Both GEM and LEM are complementary, helping to learn better feature representations for segmenting query images. Extensive experiments on PASCAL-5 and COCO datasets show that our approach achieves new state-of-the-art performance, demonstrating its effectiveness. Code and pretrained models will be available at https://github.com/GuoleiSun/TRFS.
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1 INTRODUCTION
With the rapid development of deep learning, semantic segmentation, one of the most fundamental tasks in computer vision, has achieved significantly better performance than before [1], [2]. However, the fully supervised methods are largely limited by their dependence on sufficient datasets with pixel-wise ground-truth annotations, which requires intensive manual labor. Thus, numerous efforts [3], [4], [5], [6], [7] are motivated to address this problem. Different tasks such as weakly supervised semantic segmentation, domain adaption in segmentation, and few-shot semantic segmentation, have been proposed. Among them, few-shot semantic segmentation is an appealing direction and has attracted much research attention [6], [7], [8], [9], [10], [11].

The goal of few-shot semantic segmentation is to segment a query image, given the support set which is comprised of a few support images and corresponding ground-truth masks. Many recent proposed few-shot segmentation approaches [6], [7], [10] follow this pipeline: first extract features for both support and query images, then process the support features and query features, and finally make predictions on query images based on the refined features. PL [9] and PANet [6] learn prototypes for each class and compute cosine similarity between prototypes and features to make predictions. Another stream of works, including CANet [10], PFENet [7], and PGNet [11], adopt convolutional layers to process features.

Despite their success, they typically only use local information when processing features, either by pixel-wise similarity computation or convolutional layers, while global relationship modelling is of vital importance for scene understanding. Motivated by this, we propose to exploit the global information when processing support and query features. Recently, transformers have been proven to be effective in various vision tasks [12], [13], [14], [15], [16] due to its ability in establishing long-range relationships within image features. Inspired by this, we propose transformer-based few-shot semantic segmentation (TRFS). Specifically, our method (shown in Fig. 1) contains two modules: Global Enhancement Module (GEM) and Local Enhancement Module (LEM). The former refines features with global receptive fields while the latter focuses on local information. The combination of both modules provides better feature refinement for segmenting the query images, guided by the support set.

Our contributions are as follows. First, we address the value of global information in few-shot semantic segmentation, which is achieved by adopting transformers. Second, we show that global information and local information are complementary in few-shot semantic segmentation. The combination of both information performs better than individual one. Third, we achieve state-of-the-art results on two standard benchmarks.

2 RELATED WORK
2.1 Semantic Segmentation
Semantic segmentation is one of the most fundamental tasks in the computer vision community. It aims to predict the semantic label for each pixel in a natural image. In the era of deep learning, it has achieved tremendous progress [1], [2], [17], [18], including popular approaches such as DeepLab [2], DPN [19], and CRF-RNN [20].

Despite the fact that promising performance has been obtained on several standard large-scale benchmarks, those methods need sufficient well-labeled data (pixel-wise annotations) to work well. However, pixel-wise labeled data are very expensive, limiting many real-world applications of semantic segmentation. To relieve the problem, weakly supervised semantic segmentation and few-shot semantic segmentation have attracted more and more attention. Both
directions are important, but they have different underlying goals, as well as formulations. Specifically, the former aims to replace the pixel-wise annotations to other weaker forms of annotations, such as bounding boxes [3], [4], scribbles [21], points [22], and image-level labels [5], [23], [24], [25]. The latter focuses on improving model’s generalizability to unseen classes with only a few well-labeled samples. In this work, we target on the few-shot setting.

2.2 Few-shot Segmentation

Few-shot semantic segmentation has gained lots of research interests after that Shaban et al. [8] first tackled this problem by proposing to adapt the classifier for each class, conditioned on the support set. One stream of works [6], [9] involves with learning prototypes. PL [9] learns prototypes for different classes and the prediction is made by computing the cosine similarity between the features and the prototypes. PANet [6] makes progress by learning consistent prototypes through introducing alignment regularization. Another stream of methods [7], [10], [11] concatenates the support and query features and let the network to figure out the relations between query and support, so that the segmentation can be conducted based on the clues given by the support set. As discussed before, existing methods merely use the local information within query-support features, while the global information is ignored. As we know, global relationship modelling is of vital importance for scene understanding in computer vision [12], [13], [26]. Motivated by this, this paper boosts the few-shot semantic segmentation by adopting transformers to exploit the global information over the merged query-support features.

2.3 Transformer

Recently, transformer, first introduced in natural language processing [27], [28], [29], [30], has attracted lots of research attention in the computer vision community. It relies on a multi-head self-attention (MHSA) module and a multi-layer perceptron (MLP), to model the global relationship within input sequences. For vision tasks, images or features are first converted into sequences of vectors, the global interactions within which are then modelled by the transformers. Since the pioneer works such as ViT [12] and DETR [14], it has been shown to be effective in various tasks, including image classification [13], [31], [32], object detection [14], semantic/instance segmentation [15], [33], video segmentation [34], crowd counting [16], [35], depth estimation [36], [37], domain adaptation [38], [39], and virtual try-on [40]. In particular, ViT [12] divides the image into patches and converts them to sequences of features, which are then used as the input to the transformers. In contrast, DETR [14] directly exploits CNN features as the input for transformers for object detection. For a more complete survey for vision transformers, please refer to [41]. However, to the best of our knowledge, there is no exploration of transformers for few-shot semantic segmentation. In this paper, we fill the gap and demonstrate the effectiveness of global relationship modelling using transformers in this task.

3 METHODS

In this section, we first give formal definition of few-shot semantic segmentation. Then we introduce how to fuse support and query features. Finally, we explain our global enhancement module, local enhancement module, and the loss functions for training our model.

3.1 Problem Formulation

For few-shot semantic segmentation, all classes are divided into two disjointed class set \( C_{\text{train}} \) (base classes) and \( C_{\text{test}} \) (unseen classes), where \( C_{\text{train}} \cap C_{\text{test}} = \emptyset \). The goal of this task is to train the model on \( C_{\text{train}} \) and evaluate the model on unseen classes \( C_{\text{test}} \). Both training and testing are conducted in episodes [8], [42]. In particular, let \( D_{\text{train}} = \{(I_i, M_i, \{I_{Sk}^i, M_{Sk}^i\}_{k=1}^K)\}_{i=1}^{N_{tr}} \) denote \( N_{tr} \) training episodes from \( C_{\text{train}} \). Here, \( I_i \) and \( M_i \) are \( i \)-th query image and the corresponding ground-truth mask, which form a query set. Each query set is associated with a small (\( K \)-shot) support set \( \{I_{Sk}^i, M_{Sk}^i\}_{k=1}^K \), where \( I_{Sk}^i \) and \( M_{Sk}^i \) are \( k \)-th support image and the corresponding ground-truth mask for the \( i \)-th query image. Each training episode (query and support sets) focuses on the same class, sampled from \( C_{\text{train}} \).

For evaluation, let \( D_{\text{test}} = \{(I_i, \{I_{Sk}^i, M_{Sk}^i\}_{k=1}^K)\}_{i=1}^{N_{te}} \) denote the test episodes. For each test episode, the model needs to segment \( I_i \) based on the information given by the support set \( \{I_{Sk}^i, M_{Sk}^i\}_{k=1}^K \), i.e., segment the same class as the ground-truth masks of the support set.

3.2 Feature Fusion

Here, we introduce how the input features for global and local enhancement modules are generated. Our formulation is based on a single episode of \( \{I_i, M_i, \{I_{Sk}^i, M_{Sk}^i\}_{k=1}^K\} \), for notation simplicity. Following previous works [6], [7], we start from the query features and support features encoded by the ImageNet [43] pre-trained backbone, whose parameters are fixed throughout the training process. Let \( \Theta, F_Q \in \mathbb{R}^{H \times W \times C}, \) and \( F_S \in \mathbb{R}^{H \times W \times C} \) denote the backbone function, the query feature map, and the \( k \)-th support feature map, respectively. \( C, H, \text{ and } W \) are feature channel number, height, and width, respectively. We have

\[
F_Q = \Theta(I_i), \quad F_{Sk} = \Theta(I_{Sk}^i).
\]

As mentioned above, few-shot semantic segmentation aims to segment the query image based on the clues given by support images and support ground-truth masks. Hence, we obtain the support prototype \( F_S \), which is used to guide the segmentation of the query image, as follows:

\[
F_S = \sum_{k=1}^K \text{GAP}(F_{Sk}[M_{Sk}^i,:]);
\]

where \( \text{GAP} \) denotes global average pooling across the spatial dimension, and the ground-truth mask \( M_{Sk}^i \in \mathbb{R}^{H \times W} \) is already resized to the feature resolution. Intuitively, the support prototype \( F_S \in \mathbb{R}^{C} \) is a feature vector averaged from the foreground features in the support set, which encodes the representative information of the target class. Different few-shot segmentation methods differ in the way to use the support prototype \( F_S \) to guide the segmentation of query images.

PANet [6] directly computes similarity between
query features and support prototypes. PFENet [7] combines different features into a new feature, and then uses several convolutional layers to refine it. Since concatenating features enables further refinement and enhancement, we follow PFENet [7] to generate input features $X \in \mathcal{R}^{H \times W \times (2C + 1)}$ by concatenating query features ($\mathcal{R}^{H \times W \times C}$), expanded support prototypes ($\mathcal{R}^{H \times W \times C}$), and the prior mask ($\mathcal{R}^{H \times W \times 1}$), which will be used in global and local information modules. For details of computing the prior mask, we refer to PFENet [7]. Simply, it pre-estimates the probability of pixels belonging to the target class, using high-level features.

3.3 Global and Local Enhancement Modules

Multi-scale Processing. Inspired by the fact that object size in both support and query images can vary largely [7], we design a multi-scale framework with the input feature map $X$ so that information over different scales can be utilized, as shown in Fig. 1. To obtain features in different scales, we use adaptive average pooling. Let $R = \{R^1, R^2, ..., R^n\}$ denote the spatial resolution after the average pooling, and we assume $R^1 > R^2 > ... > R^n$. Feature $X_i$ with spatial size of $R^i$ can be obtained by

$$X_i = \text{GAP}^i_{R_i}(X),$$

where GAP$^i_{R_i}$ indicates adaptive average pooling so that the output feature has the size of $R^i$. Hence, a feature pyramid of $\{X_1, X_2, ..., X_n\}$ is obtained, each of which will be processed by both global enhancement module and local enhancement module. In particular, $X_i \in \mathcal{R}^{R_i \times R_i \times (2C + 1)}$.

Global Enhancement Module (GEM). Different from previous study [7] which uses convolutional layers to refine the combined features, we propose to adopt transformers to enhance the features so that global information can be exploited, as shown in Fig. 1. We first reduce the channel dimension of $X_i$ by a fully connected layer and obtain $X'_i \in \mathcal{R}^{R_i \times R_i \times C}$. $X'_i$ first goes through the Feature Merging Unit (FMU), which merges the output feature from the branch refining $X_{i-1}$. If $i = 1$, then no feature merging is performed and $X'_1$ is directly output from FMU. Let $Y_i \in \mathcal{R}^{R_i \times R_i \times C}$ denote the output of FMU, given by

$$Y_i = \begin{cases} \text{Conv}_{1 \times 1}(\text{Concat}(X'_i, T_{i-1}^l)) + X'_i, & \text{if } x > 1 \\ X'_i, & \text{if } x = 1 \end{cases}$$

where Concat($\cdot$) denotes feature concatenation across channels, Conv$_{1 \times 1}$ represents $1 \times 1$ convolution with output channel of $C$ and interpolation is not shown for simplicity.

We reshape $Y_i$ into $\mathcal{R}^{R_i \times R_i \times C}$. Then, the obtained sequence of vectors is processed by $L$ transformer blocks to explore the global information, denoted as follows:

$$T_i^0 = Y_i, \quad T_i^l = \text{MHSA}(T_{i-1}^l) + T_{i-1}^l, \quad l = 1, ..., L,$$

in which MHSA($\cdot$) denotes the standard multi-head self-attention in transformer [12], [27], and MLP($\cdot$) is a two-layer multi-layer perceptron. After the transformers, we obtain $T_i^L \in \mathcal{R}^{R_i \times R_i \times C}$, which is reshaped back to $\mathcal{R}^{R_i \times R_i \times C}$. In our experiments, we use $L = 3$. After processing different scales, we have $\{T_1^L, T_2^L, ..., T_n^L\}$. The final output feature from the global enhancement module is formed by interpolation and concatenation of $n$ enhanced feature maps $T_i^L$, denoted as

$$T_i^0 = Y_i, \quad T_i^l = \text{MHSA}(T_{i-1}^l) + T_{i-1}^l, \quad l = 1, ..., L,$$

$$T = \text{Concat}(T_1^L, T_2^L, ..., T_n^L),$$

where Concat($\cdot$) indicates feature concatenation across the channel dimension, and interpolation is not shown for simplicity. $T$ is used to predict the target mask $M$.

Local Enhancement Module (LEM). The local enhancement module follows the same pipeline as GEM. $X_i$ is processed by a fully connected layer and FMU to generate
We test our method on ImageNet [43] pre-trained backbone models. Specifically, for transformer parameters, we set the number of heads in MHSA as 8 and MLP ratio as 4. GELU non-linear activation and Layernorm are used in transformer layers. For dataloader, we follow the official implementation of PFENet [7].

Implementation Details. Following previous arts [6], [7], [49], we report the number of training epochs and batch size for each experiment to validate the generalization of our approach.

**4 Experiments**

Experiments are conducted on two benchmark few-shot semantic segmentation datasets [8], [44] to validate the effectiveness of our approach. We begin this section by introducing our experimental setting, followed by state-of-the-art comparisons with previous methods. Finally, we show ablation studies to examine the effectiveness of key components of our model.

**4.1 Experimental Setup**

Datasets. We conduct experiments on standard benchmarks of PASCAL-5i [8] and COCO [44] to evaluate the proposed method. The PASCAL-5i is constructed from PASCAL VOC 2012 [45] and SDS [46] datasets. It has 20 classes, which are evenly split into 4 groups, with 5 classes for each. The COCO is a more challenging dataset, having 82,783 training images and 40504 test images. The whole 80 classes are evenly divided into 4 folds, with 20 classes for each. For both datasets, the split of class groups follows previous works [6], [7] for fair comparisons. The evaluation is done by cross-validation. Specifically, for each split, three groups of classes are used as base classes, while the remaining one is used as unseen classes. For test, we randomly sample 5,000 query-support pairs for each fold following PFENet [7], [8] on PASCAL-5i dataset. Since COCO has a large validation set, we sample 20,000 query-support pairs on each fold during the evaluation.

Implementation Details. Following previous arts [6], [7], [47], [48] and ResNet-101 [48]. For transformer parameters, we set the number of heads in MHSA as 8 and MLP ratio as 4. GELU non-linear activation and Layernorm are used in transformer layers. For dataloader, we follow the official implementation of PFENet [7].

We conduct experiments on standard benchmarks of PASCAL-5i [8] and COCO [44] to validate the effectiveness of our approach. Specifically, our method outperforms PFENet [7] by 1.3% in terms of mean mIoU over 4 folds in 5-shot setting on PASCAL-5i. For specific folds, the proposed approach achieves 3.0% mIoU gain on fold-3 in 5-shot setting using ResNet-50. Since previous works [7], [10] only consider the local information to refine the merged query-support features while ours also takes global information into account, the performance gain of ours over those methods is attributed to the GEM. Second, our approach is robust across different backbones: VGG-16, ResNet-50 and ResNet-101. For these backbones, our method achieves consistent performance gain over the corresponding state-of-the-art methods. For example, under 1-shot setting, the performance gain for VGG-16 and ResNet-50 are 1.0% and 1.1%, respectively. Third, the performance gain of our method over other methods is consistent for both 1-shot and 5-shot setting. Fourth, on the challenging COCO dataset, the proposed approach also obtains promising results. Specifically, our method (VGG-16) achieves 1.9% gain over the current state-of-the-art method PFENet in terms of mean mIoU under 5-shot setting.

Qualitative results on novel classes are shown in Fig. 2. Our method performs well on 1-shot setting where only single support image and its ground-truth mask are given. The shown examples are challenging due to: the query or support images are unclear due to bad weather or shadow, objects in query and support images cover very different object regions, object size in query and support image varies significantly, or complicated/complex background exists.

**4.3 Ablation Study**

We conduct ablation study on PASCAL-5i dataset to validate the contributions of the key components of our method. We also examine the effect of the number (L) of transformer layers and number of scales on the performance of our model.
GEM and LEM. We show the results of only using global enhancement module or local enhancement module in Table 3. It shows that GEM and LEM perform similarly in terms of the final averaged mIoU over all folds, which achieve 60.6 and 60.8 respectively. However, the model using only GEM and the one using only LEM can have very different performance for a specific split. For example, using only GEM has mIoU of 70.9 while using only LEM achieves mIoU of 69.9 in fold-1. For fold-3, using LEM outperforms the model using GEM by 1.5%. This suggests that GEM and LEM are complementary.

Number of Transformer Blocks. We also evaluate the effect of different number of transformer blocks. It shows that our approach is robust to different choice of $L$, achieving comparable results. However, the best performance is observed when setting $L$ to be 3. It may due to that when using small $L = 2$, global information is not fully explored. When using more transformer blocks ($L = 4$), the network may overfit to the base classes and achieve a little worse performance on novel classes.

Number of Scales. We conduct multi-scale processing on input feature $X \in \mathbb{R}^{H \times W \times (2C+1)}$, which is the concatenation of query features ($\mathbb{R}^{H \times W \times C}$), expanded support prototypes ($\mathbb{R}^{H \times W \times C}$), and the prior mask ($\mathbb{R}^{H \times W \times 1}$). Specifically, a series of adaptive average pooling operations with output scales $R = \{R^1, R^2, ..., R^n\}$ on $X$ is used. We ablate the effect of different scale variations in Table 4. In all our experiments, the input size is $473 \times 473$. After going through the backbone, the height/weight ($H/W$) is 60. Hence, we...
Fig. 2. Qualitative results on novel/unseen classes on PASCAL-5$I$ dataset using ResNet-50 model. From left to right: query image, query prediction, support image, support ground-truth mask, and query ground-truth mask. It shows that our method performs well on novel classes in 1-shot setting where a single support image and its associated mask are given to guide the segmentation.

### TABLE 4
Ablation study on different scale combinations on PASCAL-5$I$ dataset using ResNet-50.

| Scales      | Fold-0 | Fold-1 | Fold-2 | Fold-3 | Mean  |
|-------------|--------|--------|--------|--------|-------|
| [60]        | 60.4   | 70.1   | 54.7   | 56.3   | 60.4  |
| [60,30]     | 61.4   | 70.4   | 54.3   | 57.7   | 61.0  |
| [60,30,15]  | 62.9   | 70.7   | 56.5   | 57.5   | 61.9  |

start from a single scale of 60, and gradually add smaller scales of 30, 15, and 8. It shows that our method performs better when more scales are used. For all our results in the paper, we use $R = \{60, 30, 15, 8\}$.

### 5 CONCLUSION
In this paper, we study the value of global information in few-shot semantic segmentation. We propose global enhancement module (GEM) to refine the query-support features, together with local enhancement module (LEM). GEM exploits global information via transformer layers while LEM utilizes local information through convolutional layers. The combination of both modules help to learn better features for segmenting query images. Our experiments show that GEM and LEM are complimentary, and the proposed method combining both GEM and LEM achieves state-of-the-art performance on two standard benchmark datasets, i.e., PASCAL-5$I$ and COCO. Our qualitative results on novel classes show that our method provides promising segmentation masks on query images under challenging situations.

For future research, it is interesting to see if the feature interaction between global enhancement module and local enhancement module in intermediate layers can further boost the performance. It is also interesting to study the effect of other newly developed transformer layers in few-shot semantic segmentation.
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