Aggressive Racecar Drifting Control Using Onboard Cameras and Inertial Measurement Unit
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Abstract: Complex autonomous driving, such as drifting, requires high-precision and high-frequency pose information to ensure accuracy and safety, which is notably difficult when using only onboard sensors. In this paper, we propose a drift controller with two feedback control loops: sideslip controller that stabilizes the sideslip angle by tuning the front wheel steering angle, and circle controller that maintains a stable trajectory radius and circle center by controlling the wheel rotational speed. We use an extended Kalman filter to estimate the state. A robustified KASA algorithm is further proposed to accurately estimate the parameters of the circle (i.e., the center and radius) that best fits into the current trajectory. On the premise of the uniform circular motion of the vehicle in the process of stable drift, we use angle information instead of acceleration to describe the dynamic of the vehicle. We implement our method on a 1/10 scale race car. The car drifts stably with a given center and radius, which illustrates the effectiveness of our method.
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1 Introduction

Autonomous driving has made a lot of progress. However, controls in high complexity environments, such as drifting, are still in the exploratory stage [1-5]. In drift control, to ensure control efficiency and accuracy, the controller needs to run at high frequency, hence the update frequency of vehicle status should also be high enough.

In [1], a motion capture system was used for positioning and tracking, with a controller working at 100Hz on a 1/10 race car. It realized a stable drift with a given center and radius; Goh et al. [2] applied an Oxford Technical Systems RT4003 dual-antenna integrated RTK-GPS/Inertial Measurement Unit (IMU) to obtain vehicle state information at 250Hz with a controller working at 250Hz on a full-size car, which is able to drift along the reference path. Cutler et al. [3] used onboard sensors to measure turn rate and wheel speed, and motion capture system to obtain body-frame velocities. A small robotic car applied with reinforcement learning drifts along the reference path. These three methods rely on off-board sensors for high-frequency and high-precision vehicle state information. However, off-board sensors are expensive and the working environment needs to meet certain requirements.

Onboard sensors give the advantage of having a low cost, and increased system autonomy and mobility. Furthermore, onboard sensors are suitable for both outdoor and indoor environments. Jelavic et al. [4] used only onboard sensors (i.e. IMU, encoders) for state estimation of 1/10 race car, which can complete a parking action through drift. Zhang et al. [5] used the onboard camera to estimate the longitudinal and lateral velocity of 1/10 race car. The car can complete a U-turn through drift. These two works use only onboard sensors for drift control. However, we notice that the drift in these two works is transient.

In this paper, we propose a multi-sensor scheme using onboard cameras and inertial measurement unit (IMU). Using RGB data and depth data from onboard cameras, we leverage a target recognition algorithm to calculate the precise position of the vehicle. At the same time, another camera is used for visual tracking algorithm to make up for the lack of field of view of a single camera at certain position, and hence improve the vehicle status update frequency and meet the control requirements. We also specialize in the estimator for the drifting environment, with a simplified set of parameters to characterize the state of the vehicle. That is, angle information instead of acceleration is used to describe the dynamics of the vehicle.

The main contributions of this paper are as follows. We propose an onboard sensor estimation scheme supporting the control of a stable circular drifting task with high frequency and accuracy. Only onboard cameras and IMU are used, which is economic and suitable for both indoor and outdoor scenarios. By combining with the tracking algorithm of the ZED camera, the update frequency of vehicle status can reach a maximum of 160Hz, which can ensure the normal operation of the control algorithm at the frequency of 100Hz. The accuracy of our estimation algorithm when the anchor is in the field of view of D435i is comparable to that of the motion capture system. Moreover, our vehicle can drift stably around a given center with a specified radius for a long time.

This paper follows with Section 2, which presents the problem formulation and notations as well as an overview of our proposed control architecture. Our state estimation algorithm is proposed in Section 3. Section 4 presents the experiment result of our algorithm on our race car, and finally, Section 5 concludes the paper.

2 Problem Formulation and System Scheme

In this paper, we aim at the designing of an onboard estimation scheme and a control strategy that can achieve vehicle drifting maneuvers tracking circular paths with an assigned center and radius. The circle drifting task requires high accu-
racy and update frequency of estimators, which is an appropriate benchmark for evaluating the performance of the onboard estimation scheme and control strategy.

We will introduce the definition of coordinate frames and notations of parameters in Subsection 2.1 and then introduce the control strategy in 2.2 and estimation framework in 2.3. The detailed estimation design is introduced in Section 3.

2.1 Problem Formulation and Notations

The top view of our coordination frame definition and system layout is presented is Fig. 1.

![Fig. 1: The top view of coordination frames and parameters when drifting.](image)

The ground frame (depicted as red in Fig. 1) is a three-dimensional Cartesian coordinate with X-axis pointing to east, Y-axis pointing to north and Z-axis pointing straight up (the opposite direction of gravity). The body frame is also a three-dimensional Cartesian coordinate (depicted as blue in Fig. 1) with X-axis pointing to the right of car, Y-axis pointing straight ahead of the vehicle and Z-axis pointing straight up. Since the vehicle is moving on the ground plane with negligible centroid height change, we concentrate on the state on XY plane and illustrate the top view of the frames and parameters in Fig. 1.

The position of vehicle centroid in ground frame is denoted as \((x, y, z)\) and their time derivatives by \((\dot{x}, \dot{y}, \dot{z})\). The heading angle \(\psi\) of the vehicle is the angle of the body Y-axis projected into the ground frame XY-plane. The direction of vehicle velocity is the direction of vector \((\dot{x}, \dot{y})\), whose attitude angle is denoted as \(\theta\). The angle between car heading direction and velocity direction is denoted as \(\beta\), and is refereed as the sideslip angle. A negative sideslip angle \((0 > \beta > -\pi)\) represents that the vehicle is slipping to the right of its heading direction as shown in Fig. 1.

Our proposed estimation scheme aims at obtaining accurate state estimations \(\hat{x}, \hat{y}, \hat{\dot{x}}, \hat{\dot{y}}, \hat{\psi}\) with a high frequency and admissible delays, with only onboard cameras and IMU. The control strategy aims at maintaining a circular drifting state with stable sideslip angle and circle center, i.e., the desired system states satisfy:

\[
\begin{align*}
    x(t) &= x_0 + r_{ref} \cos(2\pi t / \tau), \\
    y(t) &= y_0 + r_{ref} \sin(2\pi t / \tau), \\
    \psi(t) &= 2\pi t / \tau + \pi - \beta_{ref},
\end{align*}
\]

where \(\tau\) represents the time required for a drift cycle.

In order to accurately estimate the state and compensate for the floating error from inertial measurements and image distortion error from cameras, we introduce a visual anchor to calibrate the position estimation when driving. The visual anchor is an object easily identified by the camera and has known position \((x_A, y_A)\). By estimating the relative distance \(d\) to anchor and the X-axis deviation of the anchor in body frame \(x_A^{\text{car}}\), one can obtain the car position \((x, y)\) in the ground frame.

In the following two subsections, we propose our control strategy and estimation scheme for the circular drifting task, the architecture of which is presented in Fig. 2. Our race vehicle is equipped with an IMU and two cameras which provide state measurements used for the estimator. The system state are then utilized to calculate the slip angle \(\beta\), trajectory radius \(r\) and expected radius \(r_{ref}\). These three critical features then feed into the controller.

2.2 Two Loop Control Scheme

The basis of our controller is two feedback control loops (see Fig. 2): The sideslip controller stabilizes the sideslip angle \(\beta\) by tuning the front wheel steering angle \(\delta\). The goal of this controller is to keep the vehicle in a roughly circular drifting trajectory, by maintaining the sideslip angle \(\beta\) as close as a constant reference angle \(\beta_{ref}\). The circle controller maintains a stable trajectory radius and circle center by controlling the wheel rotational speed \(\omega\).

We assume without loss of generality that the desired path is anticlockwise. The sideslip controller and the circle controller are both PID controller with feed-forwards:

\[
\begin{align*}
    \delta(t) &= \delta_{ff} + K_P e_\beta(t) + K_I \int e_\beta(t) + K_D \dot{e_\beta}(t), \\
    \omega(t) &= \omega_{ff} + K_P e_r(t) + K_I \int e_r(t) + K_D \dot{e_r}(t),
\end{align*}
\]

where \(e_\beta(t) = \beta(t) - \beta_{ref}, e_r(t) = r(t) - r_{ref}, \beta_{ref}, \delta_{ff}\) and \(\omega_{ff}\) are constant obtained from simulation and tire model identification. We introduce the calculation of \(r_{ref}\) in the following.

The design of the circle controller integrates both the radius control task and the circle center task by keeping radius \(r\) tracking the planned radius \(r_{ref}\). Circumnavigation using only bearing or distance information has been well-explored in the literature (e.g. [6], [7] and [8]). We adopt a similar design idea and introduce the angle \(\phi\) which is the difference between the current velocity attitude angle \(\theta = \arctan(\dot{y}/\dot{x})\) and the angle of the drift center relative to the vehicle:

\[
\phi = \arctan(\dot{y}/\dot{x}) - \arctan(y - y_0, x - x_0),
\]
where \((x_0, y_0)\) is the center of desired circular trajectory. We design the reference radius as

\[
    r_{\text{ref}} = r_0 - \gamma (\pi/2 - \phi),
\]

where \(\gamma > 0\) is the radius adjustment rate and \(r_0\) is the desired radius. The design intuition is that the reference radius should adjust \(\phi\) such that \(\phi\) converges to \(\pi/2\). It can be seen from equation (5) that when \(\phi > \pi/2\), we have \(r_{\text{ref}} > r_0\), and when \(\phi < \pi/2\), we have \(r_{\text{ref}} < r_0\) which is illustrated in Fig. 3. Moreover, by a change of coordinates, as is shown in Fig. 3, the kinematics of our vehicle can be characterized as

\[
    \dot{d} = v \cos(\phi), \quad \dot{\phi} = \frac{v}{r} - \frac{v}{d} \sin(\phi).
\]

We assume that the tracking of radius is perfect, i.e., \(r = r_{\text{ref}}\), and \(v\) is constant, then the dynamics of the vehicle will be

\[
    \dot{d} = v \cos(\phi), \quad \dot{\phi} = \frac{v}{r_0 - \gamma (\pi/2 - \phi)} - \frac{v}{d} \sin(\phi).
\]

By the same Lyapunov function as in Theorem 1 from [1], one can prove that the system in (6) has a set of globally asymptotically stable equilibrium:

\[
    \phi = \pi/2 + 2k\pi, d = r_0, \ k \in \mathbb{Z}.
\]

### 2.3 Overall Estimation Scheme

The sampling rate of different sensors usually varies greatly. Moreover, the sampling interval of sensors may also be time-varying due to fluctuating processing time under environmental change. Therefore, it is practical to develop an estimator that admits asynchronous and non-uniformly sampled measurements and updates the estimates whenever there are new measurements.

Therefore, we suppose that the measurement time stamps constitute an ascending time sequence:

\[
    0 = t_0 < t_1 < t_2 < \cdots < t_k < \cdots.
\]

Define the set of sampling time as

\[
    \Gamma \triangleq \{t_0, t_1, t_2, \cdots\}.
\]

We only concentrate on state estimation at time in the set \(\Gamma\). Denote the time interval as

\[
    \Delta_k = t_k - t_{k-1}.
\]
Since our goal is to maintain a stable circular drifting on a horizontal plane, we use a simplified set of parameters to characterize the state of the vehicle. The system state is \( X(t) = [x(t), y(t), v(t), \theta(t)]^T \). We adopt a stable circular drifting dynamic as following:

\[
\begin{align*}
    x(t_{k+1}) &= x(t_k) + v(t_k) \cdot \cos(\theta(t_k)) \cdot \Delta t_k, \\
    y(t_{k+1}) &= y(t_k) + v(t_k) \cdot \sin(\theta(t_k)) \cdot \Delta t_k, \\
    v(t_{k+1}) &= v(t_k), \\
    \theta(t_{k+1}) &= \theta(t_k) + v(t_k)/r \cdot \Delta t_k,
\end{align*}
\]

where \( v \) is the magnitude of the velocity and \( r \) the desired radius. Similar dynamics are used by Zhu et al. [9] describing a stable circular movement for circular circumnavigation.

Moreover, the control input \( \omega \) denotes the rotational speed of the wheels and changes the velocity \( v \). The control input \( \delta \) is the front wheel steering angle and changes the direction \( \theta \) of velocity. Therefore, we obtain the following linear time-varying system:

\[
\begin{bmatrix}
    x(t_{k+1}) \\
    y(t_{k+1}) \\
    \theta(t_{k+1}) \\
    v(t_{k+1})
\end{bmatrix}
= \begin{bmatrix}
    1 & 0 & 0 & \cos(\theta(t_k)) \Delta t_k \\
    0 & 1 & 0 & \sin(\theta(t_k)) \Delta t_k \\
    0 & 0 & 1 & \Delta t_k/r \\
    0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
    x(t_k) \\
    y(t_k) \\
    \theta(t_k) \\
    v(t_k)
\end{bmatrix}
+ \begin{bmatrix}
    0 & 0 \\
    0 & 0 \\
    B_\gamma & 0 \\
    0 & B_\omega
\end{bmatrix}
\begin{bmatrix}
    \delta(t_k) \\
    \omega(t_k)
\end{bmatrix}.
\]

We write it as a compact form and introduce the process noise \( w_1(t) \):

\[
X(t_{k+1}) = A(t_k)X(t_k) + Bu(t_k) + w_1(t),
\]

where \( w_1(t) \) is Gaussian process noise with zero mean and covariance matrix \( Q(t) \succeq 0 \).

And the measurements from sensors at time \( t_k \in \Gamma \) are:

\[
Y(t_k) = C(t_k)X(t_k) + w_2(t_k),
\]

where \( Y \) is composed of position measurements from D435i camera \( x_{D435i}, y_{D435i} \), position measurements from ZED camera \( x_{ZED}, y_{ZED} \), and velocity angle obtained from velocities and heading angle, i.e.,

\[
\theta_{MU} = \arctan(y/x) + \psi_{MU},
\]

where \( \psi_{MU} \) is the vehicle heading angle obtained from IMU. The measurements and noise are defined as:

\[
\begin{bmatrix}
    x_{D435i} \\
    y_{D435i} \\
    x_{ZED} \\
    y_{ZED} \\
    \theta_{MU}
\end{bmatrix}
, \begin{bmatrix}
    w_2(t_k)
\end{bmatrix}, \begin{bmatrix}
    w_{21}(t_k) \\
    w_{25}(t_k)
\end{bmatrix}.
\]

\( C(t_k) \) is the corresponding coefficient whose elements are zeros when the corresponding measurement is not available at time \( t_k \) and are ones when they are available. \( w_2(t_k) \in \mathbb{R} \) is the measurement noise with covariance \( R(t_k) \succeq 0 \) independent of the noise process \( \{w_1(t)\} \).

We introduce the following assumption to simplify the estimation update.

**Assumption 1** At each sampling time \( t_k \in \Gamma \), there is only one measurement update from one sensor.

This assumption is with loss of generality since the value of time stamp can be accurate to the nanosecond level and, in practice, no measurements have identical time stamp under this accuracy level.

In the following we establish the asynchronous extended Kalman filter.

**Prediction steps:**

\[
\begin{align*}
\dot{X}(t_k) &= A(t_k-1)\dot{X}(t_k-1) + \Delta t_k Bu(t_k-1), \\
P(t_k) &= A(t_k-1)P(t_k-1)A^T(t_k-1) + Q(t_k-1).
\end{align*}
\]

Define \( i(k) \) as the index of sensor that reports a new measurement at time \( k \). Define \( R_{i(k)}(t_k) \) as the \( i(k) \)-th diagonal element of matrix \( R(t_k) \).

**Update steps:**

\[
\begin{align*}
K(t_k) &= P(t_k)C_{i(k)}^T(t_k) \left( C_{i(k)}(t_k)P(t_k)C_{i(k)}^T(t_k) + R_{i(k)}(t_k) \right)^{-1}, \\
P(t_k) &= (I - K(t_k)C_{i(k)}(t_k))P(t_k), \\
\hat{X}(t_k) &= \dot{X}(t_k) + K(t_k) \left( y_{i(k)}(t_k) - C_{i(k)}(t_k)\dot{X}(t_k) \right).
\end{align*}
\]

**Remark 1** Notice that \( K(t_k) \) is a \( n \times 1 \) matrix and the estimation update \((17c)\) only involves the measurement at sensor \( i(k) \).

### 3 State Estimation by onboard Sensors

#### 3.1 Sensor Configuration

In our experiments, we use a 1/10 scale race car equipped with NVIDIA JETSON AGX XAVIER as the computing unit which can complete 2 different state update procedures at high frequency: state from ZED camera update at 100Hz and state from D435i camera update at 60Hz. At the same time, our visual state estimation and visual position tracking module operate at 60Hz.

Our sensor modality is image-based with a stereo camera ZED 2 installed back of the car and an RGB-D camera REALSENSE D435i installed in the front of this car. The stereo camera is intended to provide a ground frame state estimation whereas the RGB-D camera is used for providing an accurate ground frame position.

A motion capture system broadcasts pose information at 120Hz, which is further used by a Kalman filter to provide an accurate ground frame state as the reference.

#### 3.2 Primary position estimation by ZED stereo camera

The ZED uses visual tracking of its surroundings to understand the movement of the user or system holding it. As the
In order to deal with the cumulative error caused by ZED, we use the pure vision method and depth information to estimate the position of our vehicle. This method has many application cases, for example, Han et al. [10] using a mono-camera to estimate the distance between different vehicles, and Diaz-Cabrera et al. [11] using a robust technique to detect traffic lights during both day and night conditions and estimate their distance. In our case, we apply this method through a special anchor placed in the environment, a pure blue barrel. In order to avoid collisions, the anchor is suspended in the air at a certain height. At this height, the vehicle can pass under the anchor, and the camera can capture the necessary features of the anchor.

Color features are widely used in object detection. In this paper, we first filter the colors in the image to extract the same or similar colors as the anchor. After that, the extracted content is further filtered through the actual width height ratio of the anchor. We then obtain the coordinates of anchor \((x_{A}^{img}, y_{A}^{img})\) in the image, corresponding to \((x_{car}^{A}, y_{car}^{A})\) in the car frame.

Based on the principle of camera imaging and similarity, we know that the included angle \(\theta\) between the anchor and the optical axis of the camera is proportional to the transverse distance between the center of the projection of anchor on image and the center of the image \(x_{A}^{img}\). At the same time, the area occupied by the anchor in image \(S_{img}^{A}\) is inversely proportional to the square of the distance between anchor and camera. Since the shape of the projection of anchor on the image is similar to a rectangle, we conclude that the distance \(d\) between anchor and camera is inversely proportional to the height \(h_{img}\) (or width \(w_{img}\)) of the projection of anchor on image.
$$d = k_1 / \sqrt{S_{img}}, \quad \theta = k_2 x_{img}.$$  

(19a)

(19b)

From data, we can fit the specific values of $k_1$ and $k_2$. Assuming that the width height ratio of anchor is fixed as $k$, then we have

$$d = k_1 / \sqrt{S_{img}} = k_1 / \sqrt{k w^2_{img}} = k'_1 / w_{img}, \quad (20)$$

where

$$k'_1 = k_1 / \sqrt{k}.$$  

D435i can provide RGB image and depth data at the same time. Because the field angle of view of the depth camera is different from that of the RGB camera, we need to align the two images before obtaining depth information, but the calculation resources required for alignment will greatly reduce our update frequency. Therefore, we get the approximate correspondence between the two images based on data. Using the coordinate of anchor in the RGB image, and the approximate correspondence, we directly obtained the distance between the bucket and the car using depth information. Then we fuse the two distances to reduce the error.

Through the $d$ and $\theta$ obtained previously, we can calculate the relative coordinate between anchor and vehicle in the vehicle coordinate system.

$$p_X = [x_{car}^A, y_{car}^A] - [x_{car}^A, y_{car}^A] = d \cdot \begin{bmatrix} \sin(\theta) \\ \cos(\theta) \end{bmatrix}. \quad (21)$$

Then calculate the rotation matrix $T$ through yaw angle $\psi$ (provided by IMU), so that the relative coordinate relationship in the vehicle coordinate system can be transformed into the ground frame.

$$[x_c, y_c] = [x_A, y_A] + p_X \cdot T, \quad (22)$$

where $T$ is the rotation matrix mentioned before, and the $p_X$ here is the difference between the installation position of D435i camera and the center point of vehicle under the ground frame. $[x_A, y_A], [x_c, y_c]$ represent coordinate of anchor and car under the ground frame respectively.

So far, we have a more accurate coordinate compared to the ZED camera. However, the maximum update frequency of this coordinate is only 60Hz, which cannot meet the control requirements, so we need to fusion ZED camera and D435i camera to meet the requirements.

### 3.4 Subsequent Processing of State Estimation

In this subsection, we introduce the detailed processing procedure of estimated states. We intend to obtain three critical values used for drifting control, i.e., (1) Slip Angle $\beta$, (2) Trajectory radius $r$, and (3) Reference radius $r_{ref}$, used to guide the vehicle moving to the desired circle center.

#### (1) Resilient Slip Angle Estimation

According to the definition of slip angle $\beta$, one can obtain

$$\beta = \arctan(\hat{y}/\hat{x}) - \Psi. \quad (23)$$

Since the estimation of $\hat{x}, \hat{y}$ are noisy and may contain sparse outliers, we obtain the following resilient estimator:

$$\hat{\beta}(t_k) = \arctan\left(\frac{\hat{y}(t_k)}{\hat{x}(t_k)}\right) - \Psi(t_k),$$

if the following inequality holds

$$\left|\arctan\left(\frac{\hat{y}(t_k)}{\hat{x}(t_k)}\right) - \arctan\left(\frac{\hat{y}(t_{k-1})}{\hat{x}(t_{k-1})}\right)\right| < h \cdot \Delta_k, \quad (24)$$

where $h$ is the slip angle abrupt change threshold. If (24) is violated, the velocity angle is predicted using a circular drifting dynamic:

$$\hat{\beta}(t_k) = \arctan\left(\frac{\hat{y}(t_{k-1})}{\hat{x}(t_{k-1})}\right) + \frac{\hat{r}(t_{k-1})}{\hat{r}(t_k)} \cdot \Delta_k - \Psi(t_k),$$

where $\hat{r}$ is obtained from the radius estimator (will be introduced in the following) and $\hat{r}$ is obtained from the Kalman filter.

#### (2) Resilient Radius Estimation

In order to maintain a circle drifting with desired radius and center, we need to accurately estimate the parameters of the circle that best fits into the current trajectory. The problem of circle fitting has been well-investigated since the early 50’s originated from microwave engineering. An efficient method of estimating the radius of a 2D trajectory is the well-known KASA algorithm [12]. It is simple and efficient since it only involves solving a $3 \times 3$ linear equality regardless of the number of data points. However, it is not resilient to sparse outliers, which often occurs when using onboard sensors. Main efforts aiming at resilient circle fitting focus on optimization stability [13] and noise tolerance [14]. In the following, we propose a novel resilient circle fitting algorithm insensitive to sparse outliers.

Suppose that we have a sequence of $N$ points from time $k - N + 1$ to $k$ on 2D plane: $\{x(t), y(t)\}_{t=k-N+1}^k$. A classic least-square fitting algorithm proposed by Delonge and adopted by KASA [12] solves the following optimization problem:

$$\min_{x_0, y_0, r, (\Delta)} \sum_{t=k-N+1}^{k} (r^2_t - r^2)^2, \quad (25a)$$

subject to

$$\begin{align*}
(x(t) - x_0)^2 + (y(t) - y_0)^2 &= r^2_t, \quad \text{s.t.} \\
t &= k - N + 1, \cdots, k.
\end{align*} \quad (25b)$$

where the solution of $(x_0, y_0)$ is the coordination of the circle center and $r$ is the radius. Since few of the data points may be corrupted by large bias due to image detection failures or extra computation delay, we propose the following resilient radius
estimation scheme:

\[
\begin{align*}
\text{minimize} & \quad x_0, y_0, r, \{\alpha_t\} \\
\text{s.t.} & \quad \sum_{t = k - N + 1}^{k} (r^2_t - r^2) + \lambda \sum_{t = k - N + 1}^{k} |\alpha_t| \quad (26a) \\
& \quad (x(t) - x_0)^2 + (y(t) - y_0)^2 + \alpha_t = r^2_t, \quad (26b) \\
& \quad t = k - N + 1, \ldots, k.
\end{align*}
\]

where \( \lambda > 0 \) is a weighting parameter. By introducing the \( \ell_1 \) regularization term, the solution tolerates sparse outlier points \((x(t), y(t))\) by tuning \( \alpha_t \). The following Fig. 6 illustrates the data fitting results with normal points (the left figure) and with partly corrupted points (the right figure).

\[
\begin{align*}
\text{normal data} & \quad \text{partly corrupted data}
\end{align*}
\]

Fig. 6: Circle fitting results of different algorithms.

4 Experiment

We test the algorithm on our 1/10 scale race car. In the beginning, we use the motion capture system to provide the vehicle state to ensure that the vehicle can enter the drift state stably. When the vehicle can drift around the anchor stably after a certain time, the sensing data source is switched to onboard sensors.

Our race car finished 11 circles of drifting in 50 seconds. The reference radius is 1 meter and sideslip angle -1.4 radians. The drifting control and estimation performance are shown in Fig. 7 and 8 by absolute value of radius error and sideslip angle error, respectively. The data labelled by “Truth” is provided by the motion capture system. On the contrary, the data labelled by “ZED”, “D435i”, and “EKF” are the estimation error by using merely ZED, D435i, and these two, respectively.

It can be seen from the “Truth” data that our vehicle can track the given radius and sideslip angle quite well. Although the estimation performance by combining ZED and D435i is not significantly better than that of D435i, the frequency of D435i is only 60Hz, which is far lower than the 100Hz required for drifting control. The data frequency of ZED can meet the demand, but the estimation error of ZED is too large to make the vehicle drift stably for a long time. Our fusion algorithm strikes a good balance between these two, which not only improves the data frequency but also ensures accuracy.

5 Conclusion

In this paper, we implement our method on a 1/10 scale race car, it can realize stable drift with a given center and radius. We propose a state estimation algorithm using onboard cameras and IMU for aggressive racecar drifting control. The accuracy of our algorithm when the anchor is in the field of view of D435i is comparable to that of the motion capture system. At the same time, by combining with the tracking algorithm of the ZED camera, the update frequency of vehicle status can reach a maximum of 160Hz, which can ensure the normal operation of the control algorithm at the frequency of 100Hz. In future works, we intend to solve the problem of missing anchor by...
increasing the number of anchors or cameras, or other sensors to identify and locate anchors. In addition, the error caused by the ZED camera might be solved by using a more accurate positioning algorithm.
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