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Abstract

A new solution to the star–triangle relation is given, for an Ising type model of interacting spins containing integer and real valued components. Boltzmann weights of the model are given in terms of the lens elliptic gamma function, and are based on Yamazaki’s recently obtained solution of the star–star relation. The star–triangle relation given here, implies Seiberg duality for the 4–d $\mathcal{N} = 1$ $\mathfrak{S} \mathfrak{U}(2)$ index of the $\mathfrak{S} \mathfrak{U}(2)$ quiver gauge theory, and the corresponding two component spin case of the star–star relation of Yamazaki. A proof of the star–triangle relation is given, resulting in a new elliptic hypergeometric summation/integration identity. The star–triangle relation in this paper contains the master solution of Bazhanov and Sergeev as a special case. Two other limiting cases are considered one of which gives a new star–triangle relation in terms of ratios of infinite q-products, while the other case gives a new way of deriving a star–triangle relation that was previously obtained by the author.
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1. Introduction

The star–triangle relation is a distinguished form of the Yang–Baxter equation for Ising-type models on two-dimensional lattices. In these models the fluctuating variables, or ‘spins’, are assigned to lattice sites, and two spins interact only if they are connected by an edge of the lattice. Remarkably, many physically interesting models in this class can be solved exactly, for instance, the 2–d Ising [1], and chiral Potts [2, 3] models, and some others [4–10] (see also [11, 12] for a review of other known cases). The star–triangle relation plays the role of the integrability condition for these models.
Recently Bazhanov and Sergeev (BS) obtained an important ‘master’ solution [10] of the star–triangle relation, which contained all previously known solutions of this relation as particular cases, and provides interesting new examples. The above master solution is expressed in terms of the elliptic gamma function, which contains two arbitrary free parameters \( p \) and \( q \), that play the role of elliptic nome. The spin variables for the corresponding statistical mechanical model take continuous real values on the circle.

Considered as a mathematical identity the BS master solution is identical to the elliptic beta integral of Spiridonov [13]. The latter discovery was central to the modern development of the theory of elliptic hypergeometric functions [14], and some recent works further highlight that some of these identities are connected to the integrability of lattice models of statistical mechanics. Some examples include an extension of the BS master solution to the case of multi-component spins [15, 16], and remarkable correspondences to Seiberg duality in supersymmetric gauge theories [17–20]. Recently Yamazaki introduced a new integrable model [20], with Boltzmann weights satisfying the star–star relation, by using the property that the latter relation is equivalent to a particular Seiberg duality for the \( 4-d \) \( \mathcal{N} = 1 \) lens index for a class of \( SU(N) \) quiver gauge theories. This star–star relation is rather general and contains its variant for the master solution [10] and its multi-spin generalization [15, 16] as particular cases.

In section 2 it is shown that the Boltzmann weights for the model with two-component spins introduced by Yamazaki, also satisfy a star–triangle relation. A proof for the star–triangle relation is given in appendix A, which also verifies the corresponding two component spin star–star relation, since the former relation implies the latter (but the reverse is not true). The actual proof given in appendix A is for an identity more general than the star–triangle relation, resulting in a new elliptic hypergeometric summation/integration identity for the lens elliptic gamma function, that contains six complex and six integer variables. This identity contains Spiridonov’s celebrated elliptic beta integral as a particular case. Two limiting cases of the star–triangle relation are considered, resulting in one new solution to the star–triangle relation with Boltzmann weights given in terms of infinite \( q \)-products, and another new solution with Boltzmann weights given in terms of the Euler gamma function, that has recently been obtained by the author [21]. Possible relations to existing integrals in the literature are discussed.

### 1.1. Solvable square lattice model

All models may be considered here on the square lattice made up of of \( N \) sites. Spin variables

\[
\sigma_j = (x_j, m_j), \quad x_j \in \mathbb{R}, \quad m_j \in \mathbb{Z}, \quad j = 1, 2, ..., N,
\]

are assigned to each site of the lattice, where \( x_j \) takes real values, and \( m_j \) takes integer values. Two spins interact only if they are connected by an edge of the lattice. The interactions are represented by the Boltzmann weights \( \mathcal{W}_s(\sigma, \sigma) \) and \( \mathcal{V}_s(\sigma, \sigma) \), associated to horizontal and vertical edges respectively, where \( \sigma \) and \( \sigma \) are the spins located at the end of the edge, as shown in figure 1. Here two Boltzmann weights are distinguished by crossing of dashed rapidity lines, a property which allows one to also consider the model on more general \( \mathbb{Z} \)-invariant lattices [22]. The two edge Boltzmann weights, depend on the additive spectral variable \( \alpha \), and are related to each other by the crossing symmetry property \( \mathcal{V}_s(\sigma, \sigma) = \mathcal{V}_{-\alpha}(\sigma, \sigma) \). The ‘crossing parameter’, \( \eta \), is model dependent, and the regime \( 0 < \alpha < \eta \) is a physical regime of the model, where the Boltzmann weights are positive and real-valued. For all models considered in this paper, the Boltzmann weights are also spin reflection symmetric, such that \( \mathcal{W}_s(\sigma, \sigma) = \mathcal{V}_s(\sigma, \sigma) \).
To each spin $\sigma_j$ in the lattice one also associates the single-spin weights $\Sigma(\sigma_j)$, which are independent of the spectral variable $\alpha$. The partition function of the model is then defined as a product of all Boltzmann weights, with an integral (sum) over all internal continuous (discrete) spins, while boundary spins are kept fixed

$$Z = \sum \prod_{(ij)} \mathcal{W}_i(\sigma_i, \sigma_j) \prod_{(kl)} \mathcal{W}_j(\sigma_k, \sigma_l) \prod_n S(\sigma_n) \text{d}x_n.$$  \hspace{1cm} (2)

The first product is taken over all horizontal edges $(ij)$, the second over all vertical edges $(kl)$, and the third product over all internal sites of the lattice. The goal of statistical mechanics is to evaluate $Z$ in the thermodynamic limit, when the number of sites in the lattice goes to infinity. This evaluation is possible if the Boltzmann weights satisfy the star–triangle equation. For the models given here this relation reads

$$\sum_{\alpha_i, \alpha_j, \alpha_k} \int \text{d}x_0 S(\sigma_0) \mathcal{W}_{\eta-\alpha_i}(\sigma_i, \sigma_0) \mathcal{W}_{\eta-\alpha_j}(\sigma_j, \sigma_0) \mathcal{W}_{\eta-\alpha_k}(\sigma_k, \sigma_0) = \mathcal{R}(\alpha_i, \alpha_j, \alpha_k) \mathcal{W}_{\alpha_i}(\sigma_i, \sigma_j) \mathcal{W}_{\alpha_j}(\sigma_j, \sigma_k) \mathcal{W}_{\alpha_k}(\sigma_k, \sigma_l),$$  \hspace{1cm} (3)

where the three spectral parameters $\alpha_i, \alpha_j, \alpha_k$ satisfy the constraint $\alpha_i + \alpha_j + \alpha_k = \eta$ and the factor $\mathcal{R}(\alpha_i, \alpha_j, \alpha_k)$ is independent of the spins $\sigma_i, \sigma_j, \sigma_k$. The integral and sum are evaluated over a given set of continuous and discrete values respectively. There exists also a second star–triangle relation obtained by exchanging the order of spins appearing in the Boltzmann weights in (3), however for models with symmetric Boltzmann weights, $\mathcal{W}_\alpha(\sigma_i, \sigma_j) = \mathcal{W}_\alpha(\sigma_j, \sigma_i)$, the two expressions are equivalent. The star–triangle relation (3) implies that the row-to-row transfer matrices of the lattice model commute [23].

For all models considered here, the normalization of the Boltzmann weights is chosen such that the spin independent factor $\mathcal{R}(\alpha_i, \alpha_j, \alpha_k)$ in (3) is equal to one. This result is based on a factorization for $\mathcal{R}(\alpha_i, \alpha_j, \alpha_k)$ [12], which holds for all of the above mentioned solutions of the star–triangle relation, particularly for the new solutions appearing in the following section.

For this special normalization, the Boltzmann weights of the model also satisfy the following boundary conditions: [Figure 1.] Horizontal (left) and vertical edges (right), and their Boltzmann weights. Here ‘rapidity lines’ (dashed arrows) are shown to distinguish the two types of weights, $\mathcal{W}$ and $\mathcal{W}$. 

where $\delta(x)$, and $\delta_{m,n}$ are respectively Dirac and Kronecker delta functions. The exact form of the second boundary condition differs slightly depending on the symmetries of the Boltzmann weights, and explicit expressions for the boundary conditions in each case will be given for the three different models obtained in the next section.

From the boundary conditions (4), and star–triangle relation (3), one obtains the following inversion relations

$$\mathcal{W}_0(\sigma_i, \sigma_j)|_{\alpha = 0} = 1,$$

$$\mathcal{W}_{\eta-\alpha}(\sigma_i, \sigma_j)|_{\alpha = 0} = \frac{1}{2S(\sigma_i)} \left( \delta(x_i + x_j)\delta_{m_i,m_j} + \delta(x_i - x_j)\delta_{m_i,m_j} \right).$$

The above relations, (3) and (5), allow one to show that in the thermodynamic limit as the number of lattice sites goes to infinity $N \to \infty$, the bulk free energy of the model vanishes

$$\lim_{N \to \infty} N^{-1} \log \mathcal{Z} = 0.$$

A derivation of this result requires some extensions [11] of the standard inversion relation method [24–26]. Here the boundary spins are assumed to be kept finite in the limit $N \to \infty$, and there is an analyticity assumption for the free energy of the model in the physical regime. The result (6) is purely a consequence of the special choice of normalization for the Boltzmann weights [8–10].

### 2. New discrete and continuous spin solutions to the star–triangle relation

In this section the Boltzmann weights are defined that give a new solution of the star–triangle relation\(^1\) (3). This star–triangle relation and the corresponding proof given in appendix A are the main result of the paper.

Recall the definition of the spin

$$\sigma_j = (x_j, m_j), \quad x_j \in \mathbb{R}, \quad m_j \in \mathbb{Z}.$$  \hspace{1cm} (7)

Restrict the continuous real valued component $x_j$, and the discrete integer valued component $m_j$, to take values

$$0 \leq x_j < \pi, \quad m_j = 0, 1, \ldots, \left\lfloor r/2 \right\rfloor,$$

for some positive integer parameter $r = 1, 2, \ldots$, where $\lfloor \cdot \rfloor$ is the floor function. Define also the elliptic nome $p$, $q$, and crossing parameter $\eta$ as

$$p = e^{\imath \pi r}, \quad q = e^{\imath \pi r}, \quad \eta = -\pi i (\sigma + \tau)/2, \quad \text{Im} \sigma, \text{Im} \tau > 0.$$ \hspace{1cm} (9)

\(^1\) These Boltzmann weights correspond to the two-component spin version of Yamazaki’s star–star relation, which was obtained by identifying the correspondence of this relation with Seiberg duality of the lens index for a $\mathcal{N} = 1$ supersymmetric quiver gauge theory [20].
Note that a physical regime where Boltzmann weights are real and positive valued can be found for \( pq^* = 1 \).

Define the elliptic gamma function as \([15, 27]\)

\[
\Gamma_{pq}(z) = \prod_{j,k=0}^{\infty} \frac{1 - e^{2\pi j (p^2 z + q^2 (p^2 + q^2 - 1))}}{1 - e^{2\pi j (p^2 z + q^2 (p^2 + q^2 - 1))}}.
\] (10)

In terms of the elliptic gamma function, the so-called lens elliptic gamma function is defined as \([20]\)

\[
\Phi_{pq}(z + (r/2 - \lfloor m/2 \rfloor)\pi, p, q; p', q') = \prod_{j,k=0}^{\infty} \frac{1 - e^{2\pi j (p^2 z + q^2 (p^2 + q^2 - 1))}}{1 - e^{2\pi j (p^2 z + q^2 (p^2 + q^2 - 1))}}.
\] (11)

where \( \lfloor m/2 \rfloor \in \{0, 1, \ldots, r - 1\} \) denotes \( m \) modulus \( r \). From (8), note that when \( r = 1 \), and the lens elliptic gamma function reduces to the usual elliptic gamma-function (10)

\[
\Phi_{1,0}(z) = \Phi(z; p, q).
\] (12)

The lens elliptic gamma function (11), satisfies the following periodicity and inversion relations

\[
\Phi_{r,m}(z) = \Phi_{r,m}(z + \pi), \quad \frac{1}{\Phi_{r,m}(z)} = \Phi_{r,-m}(-z).
\] (13)

Now define the edge Boltzmann weight as

\[
\mathcal{W}_0(\sigma_i, \sigma_j) = \frac{e^{-2\pi (m - m_i)m_i} / r \Phi_{r,m,-m_i}(x_i - x_j + i\alpha)\Phi_{r,m,m_i}(x_i + x_j + i\alpha)}{\kappa(\alpha) \Phi_{r,m,-m_i}(x_i - x_j - i\alpha)\Phi_{r,m,m_i}(x_i + x_j - i\alpha)},
\] (14)

where \( m_{\pm} = [m], [-m] \). The spectral parameter \( \alpha \) is taken to lie in the domain \( 0 < \alpha < \eta \), where \( \eta \) is real. For \( p = q^* \), this is a physical regime of the model, where the Boltzmann weights (14) take real, positive values.

The normalization factor \( \kappa(\alpha) \) is given by

\[
\kappa(\alpha) = \exp \left\{ \sum_{n=0}^{\infty} \frac{e^{2\pi \alpha n}(pq)^{n+1} - (pq)^{-n}}{(pq)^{2n+1} - (pq)^{-2n}} \right\},
\] (15)

and satisfies the pair of functional equations

\[
\frac{\kappa(\eta - \alpha)}{\kappa(\alpha)} = \Phi_{r,0}(i(\eta - 2\alpha)), \quad \kappa(\alpha)\kappa(-\alpha) = 1.
\] (16)

For \( r = 1 \) this reduces to the normalization of the Boltzmann weights for the BS master solution [10].

Note that the functional equations (16) arise when solving for the free energy of the model, \( \lim_{N \to \infty} N^{-1} \log \mathcal{Z} \), using the inversion relation method [24–26]. The solution of these functional equations with appropriate analyticity properties, (15), is included in the normalization of the Boltzmann weights (14), and the result (6) follows [8–11].
Next define the single-spin Boltzmann weight as
\[
S(\sigma) = \frac{\Theta(2 \sigma^2; \sigma^2)}{\pi} (2^2 \sigma^2; q^2)^{1/2} \Phi_{2r-2m, l}(2r - i\eta) \Phi_{2r, m}(2r - i\eta),
\]
\[
= \frac{\Theta^2}{\pi} e^{2\sigma(2m)_{l,r}} \vartheta_4(2x_i + \frac{r/2 - 2m_{l,r}}{2 \sigma} ) \left| \frac{p'}{p} \right| \vartheta_4(2x_i - \frac{r/2 - 2m_{l,r}}{2 \sigma} ) \left| \frac{q'}{q} \right|,
\]
where
\[
\varepsilon_i = \begin{cases} 
\frac{1}{2} & m_i = 0 \text{ or } \left\lfloor \frac{r - m_{l,r}}{2} \right\rfloor, \\
1 & \text{otherwise},
\end{cases}
\]
\(\vartheta_4\) is a Jacobi theta function
\[
\vartheta_4(z | \rho) = (p^2; q^2)_{\infty} \prod_{n=1}^{\infty} \left( 1 - e^{2\pi p^{2n-1}} \right) \left( 1 - e^{-2\pi p^{2n-1}} \right),
\]
and \((x; q)_{\infty} = \prod_{j=0}^{\infty} (1 - x q^j)\) is the q-Pochhammer symbol.

The Boltzmann weights \((14)\) are reflection symmetric
\[
\mathcal{W}_b(\sigma_i, \sigma_j) = \mathcal{W}_b(\sigma_j, \sigma_i).
\]

The Boltzmann weights have an obvious \(\pi\)-periodic symmetry in the continuous spin variable, and they also are invariant under the spin transformation \(x_i \rightarrow -x_i, m_i \rightarrow r - m_i\).

Accordingly the discrete spins are restricted to values \(0, 1, \ldots, \left\lfloor \frac{r}{2} \right\rfloor\), and the \(\varepsilon_i\) factor was introduced in \((18)\) to account for this.

The Boltzmann weights \((14)\) satisfy the following boundary conditions analogous to \((4)\)
\[
\mathcal{W}_b(\sigma_i, \sigma_j) \bigg|_{a=0} = 1,
\]
\[
\mathcal{W}_{\eta-\alpha}(\sigma_i, \sigma_j) \bigg|_{a=0} = \frac{\varepsilon_i}{S(\sigma_i)} \left( \delta \left( \sin(x_i + x_j) \right) \delta_{[m_i + m_j], 0} + \delta \left( \sin(x_i - x_j) \right) \delta_{[m_i - m_j], 0} \right).
\]

where \(S(\sigma_i) \neq 0\). The \(r = 1\) case of these relations were previously obtained for the BS master solution \([10]\), and in connection with biorthogonality of elliptic hypergeometric functions \([28]\).

The Boltzmann weights \((14)\), and \((17)\), satisfy the star–triangle relation
\[
\sum_{m=0}^{\left\lfloor \frac{r}{2} \right\rfloor} \int_0^{\pi} d\theta_0 S(\sigma_i) \mathcal{W}_{\eta-\alpha}(\sigma_i, \sigma_0) \mathcal{W}_{\eta-\alpha}(\sigma_j, \sigma_0) \mathcal{W}_{\eta-\alpha}(\sigma_k, \sigma_0) = \mathcal{W}_b(\sigma_i, \sigma_j) \mathcal{W}_b(\sigma_j, \sigma_k) \mathcal{W}_b(\sigma_k, \sigma_i),
\]
with the spectral parameters satisfying \(\eta = \alpha_i + \alpha_j + \alpha_k\). For \(r = 1\) this reduces to the master solution of the star–triangle relation \([10]\).

The star–triangle relation \((22)\) is a particular case of a new elliptic hypergeometric summation/integration identity given in appendix \(A\).

---

2 This differs from Yamazaki’s single-spin weight \((\omega_x)\) in his notation \([20]\) by dropping a constant singular factor that appears to be incorrect, at least from the point of view of the statistical mechanical model (in his notation this factor is \(G_{pq}(1; p, q^{2\sigma-1})\)).

3 It follows from \((16)\) that a factor \(R(\alpha_i, \alpha_j, \alpha_k) = \Phi_{, \eta}((\eta - 2\alpha_i)) \Phi_{, \eta}((\eta - 2\alpha_j)) \Phi_{, \eta}((\eta - 2\alpha_k))\), would appear on the right-hand side of the star–triangle relation \((22)\), if the Boltzmann weights \((14)\) were not normalized by \(\kappa(\alpha)\).
2.1. Limit: $r \to \infty$

The $r \to \infty$ limit of (22) is formally fairly straightforward due to the simple asymptotics of the lens elliptic gamma function. Consider the same elliptic nomes $p, q$ from the previous section in (9). Define the function $Q$ as the $r \to \infty$ limit of the lens elliptic gamma function (11)

$$Q(z, n) = \lim_{r \to \infty} \Phi_{r,n}(z) = \begin{cases} \prod_{j=0}^{\infty} \frac{1 - e^{2\pi i \frac{p^{-2\alpha(pq)^{2j+1}}}{(pq)^{2j+1}}} n < 0,} {1 - e^{2\pi i \frac{q^{2\alpha(pq)^{2j+1}}}{(pq)^{2j+1}}} n \geq 0.} \end{cases}$$

This function satisfies the following inversion relation

$$Q(z, n) = \frac{1}{Q(-z, -n)}.$$  (24)

From this function one defines the edge Boltzmann weights

$$\mathcal{W}_b(\sigma_x, \sigma_y) = \frac{e^{-2\pi i \alpha} e^{-2\pi i m_j} \kappa(\alpha)}{\kappa(\alpha)} Q(x_j - x_j + i\alpha, m_i - m_j)Q(x_j + x_j + i\alpha, m_i + m_j) \frac{Q(x_j + x_j - i\alpha, m_i - m_j) Q(x_j + x_j - i\alpha, m_i + m_j)}{Q(x_j - x_j - i\alpha, m_i - m_j) Q(x_j - x_j + i\alpha, m_i + m_j)}.$$  (25)

with the normalization

$$\kappa(\alpha) = \exp \left\{ -\sum_{n=0}^{\infty} \frac{e^{4\pi i n}}{(pq)^{2n} - (pq)^{-2n}} \right\}.$$  (26)

The spectral variable is restricted to the region $0 < \alpha < \eta$, with $\eta$ defined in (9). The normalization factor $\kappa$ satisfies the following functional equations

$$\frac{\kappa(\eta - \alpha)}{\kappa(\alpha)} = Q(i(\eta - 2\alpha), 0), \quad \kappa(\alpha) \kappa(-\alpha) = 1,$$  (27)

which are required for (6) to hold.

Define also the single-spin Boltzmann weight as

$$S(\sigma_j) = \frac{1}{2\pi} e^{4\pi i m_j} Q(2x_j - i\eta, 2m_j) Q(-2x_j - i\eta, -2m_j).$$  (28)

The continuous spins $x_j$ and discrete spins $m_j$ now take values

$$0 \leq x_j < \pi, \quad m_j \in \mathbb{Z}.$$  (29)

The Boltzmann weights (25) satisfy spin reflection symmetry

$$\mathcal{W}_b(\sigma_x, \sigma_j) = \mathcal{W}_b(\sigma_j, \sigma_x),$$  (30)

and are $\pi$-periodic in the continuous spin $x_j$. These Boltzmann weights are real and positive for $p = q^\alpha$, and $0 < \alpha < \eta$. 
The Boltzmann weights \((25)\) satisfy the following boundary conditions
\[
\mathcal{W}_0(\sigma, \sigma)\bigg|_{\sigma = 0} = 1,
\]
\[
\mathcal{W}_{\eta-\alpha}(\sigma, \sigma)\bigg|_{\alpha = 0} = \frac{1}{2S(\sigma)} \left( \delta \left( \sin(x_i + x_j) \right) \delta_{m_p-m_q} + \delta \left( \sin(x_i - x_j) \right) \delta_{m_p+m_q} \right), \tag{31}
\]
where \(S(\sigma) \neq 0\).

The Boltzmann weights \((25)\), and \((28)\), satisfy the star–triangle relation
\[
\sum_{m \in \mathbb{Z}} \int_0^{\pi} dx_0 \, S(\sigma_0) \mathcal{W}_{\eta-\alpha}(\sigma, \sigma) \mathcal{W}_{\eta-\alpha}(\sigma_j, \sigma_0) \mathcal{W}_{\eta-\alpha}(\sigma_k, \sigma_0) = \mathcal{W}_{\eta}(\sigma_j, \sigma_k) \mathcal{W}_{\eta}(\sigma, \sigma) \mathcal{W}_{\eta}(\sigma_j, \sigma_k), \tag{32}
\]
with \(\eta = \alpha_i + \alpha_j + \alpha_k\).

Note that a similar but different identity, involving an integral and sum over continuous and discrete variables respectively, was recently obtained by Gahramanov and Rosengren in the form of a pentagon identity from \(3-d\ \mathcal{N} = 2\) supersymmetric gauge theories \([29]\). From this point of view, it would also be interesting to find an interpretation of equation \((32)\), if any, in terms of a new duality for the \(r \to \infty\) reduction of the \(S_1 \times S_3/\mathbb{Z}_r\) superconformal indices \([30, 31]\).

### 2.2. Gamma function limit

From the star–triangle relation \((32)\), one can take a further limit to obtain another new solution of the star–triangle relation, with Boltzmann weights given in terms of the Euler gamma function. The latter star–triangle relation was recently obtained by the author \([21]\).

Consider the following limit of the elliptic nome
\[
p = e^{-\eta}, \quad q = e^{-\eta}, \quad \eta = \hbar, \quad \hbar \to 0, \tag{33}
\]
and the following scaling limit of the continuous spins \(x_j\) and spectral parameters \(\alpha\) from section \(2.1\)
\[
x_j \to \hbar x_j, \quad \alpha \to \hbar \alpha, \quad \hbar \to 0. \tag{34}
\]
Under the rescaling of the spins \(\sigma_j = (x_j/\hbar, m_j)\), the asymptotics of \((23)\), in the previous section as \(\hbar \to 0\), are given in terms of the Euler gamma function \(\Gamma(z)\) by
\[
Q(\sigma_j) \simeq (4\hbar)^{\alpha} \frac{\Gamma \left( \frac{1+|m_j|+i\eta} {2} \right)}{\Gamma \left( \frac{1+|m_j|-i\eta} {2} \right)}. \tag{35}
\]
Then as \(\hbar \to 0\), the asymptotics of the Boltzmann weights \((25)\), \((28)\), and normalization \((26)\), are given by
\[
\mathcal{S}(\sigma_j) \simeq \frac{1}{2\pi} (4\hbar)^{\frac{3}{2}} \left( x^2 + m_j^2 \right), \quad \kappa(\alpha, \hbar) \simeq (8\hbar)^{-\alpha} \frac{\Gamma \left( \frac{1-\alpha} {2} \right)}{\Gamma \left( \frac{1+\alpha} {2} \right)}. \tag{36}
\]
The spins of the model now take their values \( \mathbb{R} \) and \( \mathbb{Z} \), and the spectral parameter is restricted to \( 0 < \alpha < \eta \), which is a physical regime of the model. These Boltzmann weights also obey the spin reflection identity (20), however are no longer \( \pi \)-periodic in the spin.

The Boltzmann weights (39) also satisfy the following boundary conditions

\[
\mathcal{W}_{\alpha}(\sigma, \sigma_j) \big|_{\alpha=0} = 1, \\
\mathcal{W}_{\alpha}(\sigma, \sigma_j) \big|_{\alpha=0} = \frac{1}{2S(\sigma)} \left( \delta(x_i + x_j) \delta_{m_i - m_j} + \delta(x_i - x_j) \delta_{m_i, m_j} \right),
\]

where \( S(\sigma) \neq 0 \). For additional details on this star–triangle relation, the reader is referred to the previous publication [21].

Note that different solutions to the star–triangle relation with Boltzmann weights given in terms of the Euler gamma function, were previously found in relation to the chiral Potts model [32]. The Boltzmann weights for these star–triangle relations are for models that contain only, either continuous, or discrete valued spins. It would be interesting to determine if there exists some relation between these solutions, and the star–triangle relation given in (38).

The following compact notation for products of the gamma function, \( \Gamma(x \pm y) = \Gamma(x + y)\Gamma(x - y) \), is now used for convenience.

A typo appeared in the Boltzmann weight \( S(\sigma) \) in a previous paper [21], it has been corrected here by the addition of the factor of \( \frac{1}{2} \).
As was previously remarked [21], the appearance of discrete and continuous valued spins here resemble the elliptic model obtained by Yamazaki from quiver gauge theory [20]. It has been shown here now, how these models are connected through the star–triangle relation (22), the latter relation implying the star–star relation for the two-component spin case.

The alternate method [21] to obtain (38) was to use a scaling limit of the hyperbolic beta integral solution of the star–triangle relation [18], that resulted in the star–triangle relation given by (38)\(^6\). The asymptotics of the hyperbolic beta integral in the strong coupling regime, are such that sharp delta function shaped peaks appear when the real valued spins take integer values. These asymptotics are manifest in the strong coupling limit as additional discrete integer spin variables, as appearing in (38). One might then ask whether the elliptic variant (22) of this star–triangle relation, arises in the strong coupling limit of some as yet unknown star–triangle relation. Such a relation should also then have implications for supersymmetric gauge theories, as well as providing a case of an interesting new summation/integration identity, perhaps in terms of more general special functions.

3. Conclusion

A new solution to the star–triangle relation was given in (22), for an Ising type model whose spins contain integer and real valued components. The Boltzmann weights of this model are obtained from Yamazaki’s Gauge/YBE correspondence and the related solution to the star–star relation [20]. The star–triangle relation (22) implies the two component spin case of the star–star relation given by Yamazaki. In appendix A a proof is presented of a new elliptic hypergeometric summation/integration identity which contains the star–triangle relation (22) as a particular case. The new identity contains six integer variables, in addition to six complex variables, and contains Spiridonov’s elliptic beta integral [13] as a particular case.

Two further solutions of the star–triangle relation (32), (38) were given that arise as limiting cases of (22). The Boltzmann weights for these star–triangle relations similarly describe Ising type models with integer and real valued spin components. The star–triangle relation (32) appears to be new, while the star–triangle relation (38) was previously obtained by the author, using a different limiting case. In each case the Boltzmann weights are normalized such that (6) holds for the corresponding lattice model.

It would be interesting to determine the exact role of the three star–triangle relations (22), (32), and (38), in the gauge theory setting. The Gauge/YBE duality described by Yamazaki, implies that the star–triangle relation (22) should correspond to Seiberg duality of the \(4-d\) \(\mathcal{N} = 1\) \(S_1 \times S_1/\mathbb{Z}_r\) index for SU(2) quiver gauge theory. While the star–triangle relation (32) appears to be related to the pentagon identity recently obtained by Gahramanov and Rosengren [29], and is thus expected to correspond to a duality of indices in \(3-d\) \(\mathcal{N} = 2\) supersymmetric gauge theory [30, 31].

It would also be of interest to mathematically prove star–star relations for multi-component spins given by Yamazaki, that correspond to multivariate generalizations of elliptic hypergeometric integral identities of the type in (A.13). It may be possible to do this by adapting proofs given by Rains for the continuous variable cases [33], and would likely result

\(^{6}\) Bazhanov, Mangazeev, and Sergeev originally used this limiting procedure to obtain a related solution to the star–triangle relation, with Boltzmann weights depending only on the differences of spins [9].
in new elliptic hypergeometric identities involving an integral and sum over continuous and discrete variables respectively.
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Appendix A. Proof of (22)

In this section a proof of (22) is given. This is based on and follows closely Spiridonov’s proofs of the elliptic beta integrals [14, 35]. One major difference is that rather than considering the integral over a closed contour encircling the origin, the integral is considered over the interval [0, 2π] (the difference between the contours is a simple change of variables). This is done for convenience, primarily to avoid calculations involving roots of complex numbers.

Recall the definition of the elliptic nomes
\[ p = e^{i\sigma}, \quad q = e^{i\tau}, \quad e^{-2\eta} = pq, \quad \text{Im}(\sigma), \text{Im}(\tau) > 0, \]
and now define
\[ \zeta = i\pi (1 + \tau/2 - \sigma/2), \]
and the following function
\[ \varphi(z, m) = (-2\eta - 2iz + 2\zeta([m] - [m])3)[m]_{34}/(4r), \]
with \( z \in \mathbb{C}, m \in \mathbb{Z}, r \) defined in (8), and \([m] \in \{0, 1, \ldots, r-1\}\) denotes \( m \) modulus \( r \).

Define \( \Gamma \) to be the lens elliptic gamma function [20] in the following form
\[ \Gamma(z, m) = e^{\varphi(z, m)} \prod_{j,k=0}^{\infty} \frac{1 - e^{-i\eta}p^{[m]}(pq)^{[k]}q^{[k]}}{1 - e^{i\eta}q^{[m]}(pq)^{[k]}p^{[k]}}, \]
It is useful to introduce the following compact notation for products of this function
\[ \Gamma(x \pm z, m \pm n) := \Gamma(x + z, m + n)\Gamma(x - z, m - n), \]
\[ \Gamma(x \pm 2z, m \pm 2n) := \Gamma(x + 2z, m + 2n)\Gamma(x - 2z, m - 2n). \]

See also Wilf and Zeilberger’s work [36].

This is equivalent to the definition of \([m]_i\) from section 2, with the \( r \) subscript now dropped.

This is related to \( \Phi(z, m) \) of (11) by a change of variables \( e^{-2i\eta} = \Gamma(-2z + i\eta, m) \), and squaring the elliptic nomes \( p \rightarrow p^2, q \rightarrow q^2 \).

7 See also Wilf and Zeilberger’s work [36].

8 This is equivalent to the definition of \([m]_i\) from section 2, with the \( r \) subscript now dropped.

9 This is related to \( \Phi(z, m) \) of (11) by a change of variables \( e^{-2i\eta} = \Gamma(-2z + i\eta, m) \), and squaring the elliptic nomes \( p \rightarrow p^2, q \rightarrow q^2 \).
The poles of the lens elliptic gamma function (A.4) are located at the points
\[ z = -\pi \sigma (rj + [m]) - 2i\eta k, -\pi \tau (rf + 1) - [m]) - 2i\eta k, \] (A.6)
and its zeros are located at the points
\[ z = \pi \sigma (rj + 1) - [m]) + 2i\eta (k + 1), \pi \tau (rf + [m]) + 2i\eta (k + 1), \] (A.7)
for \( j, k = 0, 1, \ldots \).

The lens elliptic gamma function (A.4) obeys the following useful identities
\[ \Gamma(z, m) = \frac{1}{\Gamma(2i\eta - z, -m)}, \] (A.8)
and
\[ \Gamma(z + n\pi \sigma, m - n) = \left( \prod_{j=0}^{n-1} \theta(z + j\pi \sigma, m - j | \tau) \right) \Gamma(z, m), \ n = 1, 2, \ldots, \] (A.9)
where the theta function is defined as
\[ \theta(z, m | \tau) = e^{\phi(z, m)} \left( e^{i\zeta q^{[m]}}; q \right)_\infty \left( e^{-i\zeta q^{[-m]}}; q \right)_\infty, \] (A.10)
and
\[ \phi(z, m) = \frac{\psi(z + \pi \sigma, m - 1)}{\psi(z, m)} \]
\[ = (\zeta (r - 1)(r + 1)/3 - ni(\tau + 2)[m]_\pm - i(\zeta + \pi)(r - 1 - 2[-m])/(2r). \] (A.11)

The theta function (A.10) obeys the following useful identities
\[ \theta(-z, -m | \tau) = -e^{i(\pi/2[m] - z/\tau)} \theta(z, m | \tau), \]
\[ \theta(z + n\pi \tau, m | \tau) = e^{i(n\pi - z - \pi(\tau - 1)/2)} \theta(z, m | \tau), \] (A.12)
where \( n \in \mathbb{Z}. \)

A more general identity than the star–triangle relation (22), is the following summation/integration identity\(^\text{10}\)
\[ (q'; q')_\infty (p'; p')_\infty \sum_{y=0}^{r-1} \int_{0}^{2\pi} \frac{dz}{4\pi} \prod_{t=1}^{6} \Gamma(t_i \pm z, u_i \pm y)}_{\Gamma(\pm 2z, \pm 2y)} \]
\[ = \prod_{1 \leq i < j \leq 6} \Gamma(t_i + t_j, u_i + u_j), \] (A.13)
where
\[ p, q, t_i \in \mathbb{C}, \ u_i \in \mathbb{Z}, \ |p|, |q| < 1, \ \text{Im}(t_i) > 0, \ i = 1, \ldots, 6, \] (A.14)
and the variables are restricted to satisfy
\[ \sum_{i=1}^{6} t_i = 2i\eta, \ \sum_{i=1}^{6} u_i = 0. \] (A.15)

\(^{10}\) Spiridonov’s elliptic beta integral [13] corresponds to the \( r = 1 \) case of this integral.
The star–triangle relation (22) is related to the identity (A.13) by the change of variables

\[ t_1 = x_1 + i\alpha_1, \quad t_3 = x_3 + i\alpha_3, \quad t_5 = x_2 - i(\alpha_1 + \alpha_3 - \eta), \]
\[ t_2 = -x_1 + i\alpha_1, \quad t_4 = -x_3 + i\alpha_3, \quad t_6 = -x_2 - i(\alpha_1 + \alpha_3 - \eta), \]

(A.16)

and

\[ u_1 = m_1, \quad u_3 = m_3, \quad u_5 = m_2, \]
\[ u_2 = -m_1, \quad u_4 = -m_3, \quad u_6 = -m_2. \]

(A.17)

The identity (A.13) is what is to be proven. This identity can be re-written in the equivalent form

\[
I(t_1, \ldots, t_5, u_1, \ldots, u_5) = \sum_{y=0}^{r-1} \int_{0}^{2\pi} \rho(z, y, t_1, \ldots, t_5, u_1, \ldots, u_5) dz
\]

\[ = \frac{4\pi}{(q'; q')_\infty (p'; p')_\infty}, \]

(A.18)

where

\[
\rho(z, y, t_1, \ldots, t_5, u_1, \ldots, u_5) = \frac{\prod_{i=1}^{5} \Gamma(t_i \pm z, u_i \pm y) \Gamma(A - t_i, U - u_i)}{\Gamma(\pm 2z, \pm 2y) \Gamma(A \pm z, U \pm y) \prod_{1 \leq i < j \leq 5} \Gamma(t_i + t_j, u_i + u_j)},
\]

(A.19)

and

\[ A = \sum_{i=1}^{5} t_i, \quad U = \sum_{i=1}^{5} u_i. \]

(A.20)

The integral (A.13) is then recovered by setting \( t_6 = 2i\eta - A \), and \( u_6 = -U \).

The integrand \( \rho \) is \( 2\pi \)-periodic in \( z \)

\[ \rho(z + 2\pi k, y, t_1, \ldots, t_5, u_1, \ldots, u_5) = \rho(z, y, t_1, \ldots, t_5, u_1, \ldots, u_5), \]

(A.21)

for \( k \in \mathbb{Z} \).

For \( |\text{Im}(A)| < |\text{Im}(2i\eta)| \), the integrand \( \rho \) has the following poles lying in the upper half plane

\[ \{ t_i + \pi\sigma (rj + [u_i - y]) + 2i\eta k + 2\pi n, t_i + \pi\tau (r(1 + j) - [u_i - y]) + 2i\eta k + 2\pi n \}, \]
\[ \{ -A + \pi\sigma (r(j + 1) - [U + y]) + 2i\eta (k + 1) + 2\pi n, \]
\[ -A + \pi\tau (r(j + 1) - [U + y]) + 2i\eta (k + 1) + 2\pi n \}, \]

(A.22)

and the following poles lying in the lower half plane

\[ \{ -t_i - \pi\sigma (rj + [u_i + y]) - 2i\eta k + 2\pi n, -t_i - \pi\tau (r(1 + j) - [u_i + y]) - 2i\eta k + 2\pi n \}, \]
\[ \{ A - \pi\sigma (r(j + 1) - [U - y]) - 2i\eta (k + 1) + 2\pi n, A - \pi\tau (r(j + 1) - [U - y]) - 2i\eta (k + 1) + 2\pi n \}, \]

(A.23)

for \( i = 1, 2, \ldots, 5, n \in \mathbb{Z}, \) and \( j, k = 0, 1, \ldots, \). By analyticity and periodicity one may also consider the integral (A.18) (or (A.13)), over any contour between the endpoints \( z = 0, 2\pi \) in the strip \( 0 < \text{Re}(z) < 2\pi \), such that the contour separates the points in the two sets of poles (A.22) and (A.23) that lie in this strip, then the \( t_i \) can be chosen to be any complex numbers as long as such a contour exists.
The idea of the proof is to use a difference equation for $\rho$ to show that $I(t_1, \ldots, t_5, u_1, \ldots, u_5)$ is independent of $t_i$ and $u_i$, $i = 1, \ldots, 5$, and thus only depends on $p$ and $q$. Then one can evaluate $I(t_1, \ldots, t_5, u_1, \ldots, u_5)$ using residues at a special value of $t_i$ and $u_i$, to give (A.18).

The first step is to establish the following relation

$$I(t_1 + \pi \sigma r, t_2, \ldots, t_5, u_1, \ldots, u_5) = I(t_1, \ldots, t_5, u_1, \ldots, u_5). \quad (A.24)$$

To establish this, observe that $\rho$ satisfies the following difference equation

$$\rho + \frac{\rho}{(t_1 + z, u_1 + y)} - \frac{\rho}{(t_1 - z, z, -y)} = \frac{\rho}{(A - t_i, U - u_i)},$$

where $G$ is defined as

$$G(z, y, t_1, \ldots, t_5, u_1, \ldots, u_5) = \rho(z, y, t_1, \ldots, t_5, u_1, \ldots, u_5) \times e^{2\pi[y - u_i]/r} \prod_{i=1}^{5} \theta(t_1 + z, u_1 + y | \tau) \frac{\theta(A - t_i, U - u_i) - \theta(A - t_i, U - u_i)}{\theta(A - z, U - y | \tau)} \theta(2z, 2y | \tau) \theta(A + z, U + y | \tau). \quad (A.26)$$

To see that (A.25) holds, divide both sides of (A.25) by $\rho(z, y, t_1, \ldots, t_5, u_1, \ldots, u_5)$, and one obtains

$$\frac{\theta(t_1 + z, u_1 + y | \tau) \theta(t_1 - z, u_1 - y | \tau)}{\theta(A - t_i, U - u_i) - \theta(A - t_i, U - u_i)} = 1$$

$$= \left[ \frac{\theta(t_1 + z, u_1 + y | \tau)}{\theta(t_1 - z, u_1 - y | \tau) \theta(A - z, U - y | \tau)} \theta(A + z, U + y | \tau) \right]^{\frac{1}{2} \pi [y - u_i - 1] + [2y - 2z]}/r \prod_{i=1}^{5} \theta(t_i - z, u_i - y | \tau) \theta(A - z, U - y | \tau) \theta(A - z, U - y | \tau). \quad (A.27)$$

Both sides of this relation are elliptic functions of $z$, sharing the same poles and corresponding residues, then from Liouville’s theorem, the difference of both sides is a constant. The constant may be shown to be zero. To check that (A.27) holds is straightforward, and involves simplifying many expressions in terms of $[m]$. Some more about the identity (A.27) is explained in appendix B.

Now integrate both sides of (A.25), over $0 \leq z \leq 2\pi$, to obtain

$$I(t_1 + \pi \sigma r, t_2, \ldots, t_5, u_1 - 1, u_2, \ldots, u_5) - I(t_1, \ldots, t_5, u_1, \ldots, u_5) = \sum_{y=0}^{r-1} \left( \int_{-\pi - \pi \text{Im}(\sigma)}^{2\pi - \pi \text{Im}(\sigma)} dz \right) G(z, y, t_1, \ldots, t_5, u_1, \ldots, u_5), \quad (A.28)$$

where $2\pi$-periodicity of $G$ has been used for the first integral on the right-hand side. This first integral is over a straight line connecting the two points $z = -\pi \text{Im}(\sigma)$ and $z = 2\pi - \pi \text{Im}(\sigma)$. Setting $\text{Im}(t_i) > 0$, and $\text{Im}(A) < \text{Im}(\pi \tau)$, the function $G$ in (A.26) has poles in the upper half plane at the points...
\[
\{ i_t + \pi \sigma (r j + [u_i - y]) + 2 i \eta j + 2 \pi n, \\
- A + \pi \sigma (r (j + 1) + [U + y]) + 2 i \eta (k + 1) + 2 \pi n, \\
- A + \pi \tau (r (j + 1) + [U + y]) + 2 i \eta (k + 1) + 2 \pi n, \\
- A + \pi \tau (r (j + 1) + [U + y]) + 2 i \eta (k + 1) + 2 \pi n, \\
- A + \pi \tau ([U + y]) + 2 i \eta (k + 1) + 2 \pi n, \}
\]

(A.29)

and for \([U + y] \neq 0,\)
\[
\{ -A + \pi \tau [U + y] + 2 \pi n \},
\]

(A.30)

and the following poles in the lower half plane
\[
\{ -t_i - \pi \sigma (r (j + 1) + [u_i + y]) - 2 i \eta (k + 1) + 2 \pi n, \\
- t_i - \pi \tau (r (j + 1) + [u_i + y]) - 2 i \eta (k + 1) + 2 \pi n, \\
- t_i - \pi \sigma (r (j + 1) + [u_i + y]) - 2 i \eta (k + 1) + 2 \pi n, \\
- t_i - \pi \sigma (r (j + 1) - [U - y]) - 2 i \eta (k + 1) + 2 \pi n, \\
- A - \pi \tau (r (j + 1) - [U - y]) - 2 i \eta (k + 1) + 2 \pi n, \\
A - \pi \tau (r [U - y]) - 2 i \eta (k + 1) + 2 \pi n, \}
\]

(A.31)

and for \([u_j + y] \neq 0,\)
\[
\{ -t_i - \pi \sigma [u_j + y] + 2 \pi n \},
\]

(A.32)

for \(i = 1, \ldots, 5, n \in \mathbb{Z}, \) and \(j, k = 0, 1, \ldots.\) Since for \(\text{Im}(t_i) > 0 \) and \(\text{Im}(A) < \text{Im}(\pi \sigma),\) there are no poles in the strip \(0 > \text{Im}(z) > -\text{Im}(\pi \sigma)\), one can shift the contour of integration in (A.28) from the line \(\text{Im}(z) = -\text{Im}(\pi \sigma)\), to the real axis on \([0, 2\pi],\) to obtain zero on the right-hand side, thus
\[
I(t_1 + \pi \sigma, t_2, \ldots, t_5, u_1 - 1, u_2, \ldots, u_5) = I(t_1, \ldots, t_5, u_1, \ldots, u_5).
\]

(A.33)

Applying this identity \(r\) times (as long as parameters remain in our allowed region), one has now obtained equation (A.24):
\[
I(t_1 + \pi \sigma r, t_2, \ldots, t_5, u_1, \ldots, u_5) = I(t_1, \ldots, t_5, u_1, \ldots, u_5).
\]

(A.34)

In a similar fashion, by requiring that \(\text{Im}(A) < \text{Im}(\pi \sigma),\) one can establish the following difference relation
\[
I(t_1 + \pi \tau r, t_2, \ldots, t_5, u_1, \ldots, u_5) = I(t_1, \ldots, t_5, u_1, \ldots, u_5).
\]

(A.35)

For now set \(\text{Re}(\sigma), \text{Re}(\tau) = 0, \text{Im}(\sigma) > \text{Im}(\tau),\) and \(\pi \sigma k = \pi \tau k\) for any \(n, k = 0, 1, \ldots.\) Also let the real parts of \(A,\) and \(t_i, i = 1, \ldots, 5,\) be non-zero and differ from each other. For the integral \(I(t_1, \ldots, t_5, u_1, \ldots, u_5)\) in (A.18), deform the contour of integration from \(z \in [0, 2\pi],\) such that the poles in (A.22), and the following points lie above the contour
\[
\left\{ h + i \pi x \mid x \geq \min \left( \text{Im}(\sigma)[u_i - y], \text{Im}(\tau)(r - [u_i - y]) \right) \wedge \\
x \leq \max \left( \text{Im}(\sigma)[u_i - y], \text{Im}(\tau)(r - [u_i - y]) + 2 \text{Im}(\sigma)r \right), \right. \\
\left. \{ -A + 2i\eta + i \pi x \mid x \geq \min \left( \text{Im}(\sigma)(r - [U + y]), \text{Im}(\tau)[U + y] - 2 \text{Im}(\sigma)r \wedge \\
x \leq \max \left( \text{Im}(\sigma)(r - [U + y]), \text{Im}(\tau)[U + y] \right) \}
\right\}
\]

(A.36)
and the poles in (A.23), and the following points lie below the contour
\[
\left\{ -t_1 - i\pi x \mid x \geq s \min \{ \text{Im}(\sigma)[u_1 + y], \text{Im}(\tau)(r - [u_1 + y]) \} \right. \\
\left. x \leq \max \{ \text{Im}(\sigma)[u_1 + y], \text{Im}(\tau)(r - [u_1 + y]) + 2 \text{Im}(\sigma)r \} \right\},
\]
\[
[A - 2i\eta - i\pi x]x \geq \min \{ \text{Im}(\sigma)(r - [U - y]), \text{Im}(\tau)([U - y]) \} - 2 \text{Im}(\sigma)r \}
\]
x \leq \max \{ \text{Im}(\sigma)(r - [U - y]), \text{Im}(\tau)([U - y]) \} \right\},
\]
(A.37)
These sets of points correspond to lines in the complex plane with constant real part. Depending on the values of \(\text{Re}(t_1)\) and \(\text{Re}(A)\), one should translate a set of points by \(2\pi k\) if needed, so that the points always lie in the strip \(0 \leq \text{Re} z \leq 2\pi\), and the contour of integration remains in this strip. Using (A.24) one then performs \(n\) shifts on the variable \(t_1\), in the form \(t_1 \rightarrow t_1 + \pi\tau r\), until \(t_1 + \pi\tau m\) enters the set of points \(\{t_1 + \pi\tau x \mid 1 \leq x \leq 2\}\). Then one transforms \(t_1 \rightarrow t_1 - \pi\sigma r\). Under these transformations the poles of the integrand \(\rho\) never cross the contour of integration. Thus one obtains
\[
I(t_1 + \pi\tau r j - \pi\sigma r k, t_2, \ldots, t_5, u_1, \ldots, u_5) = I(t_1, \ldots, t_5, u_1, \ldots, u_5),
\]
(A.38)
for all \(j, k = 0, 1, \ldots\) such that \(\pi \text{Im}(\tau) r j - \pi \text{Im}(\sigma) r k \in [0, \pi \text{Im}(\sigma) r]\).
The set of such points is dense thus \(I\) does not depend on \(t_1\), and by symmetry on any \(t_i\). Then from (A.33) one has
\[
I(t_1 + \pi\sigma, t_2, \ldots, t_5, u_1 - 1, u_2, \ldots, u_5) = I(t_1, \ldots, t_5, u_1 - 1, u_2, \ldots, u_5)
\]
\[
= I(t_1, \ldots, t_5, u_1, \ldots, u_5).
\]
(A.39)
It follows that \(I\) also does not depend on \(u_i\) and by symmetry on any \(u_i\). Thus \(I\) can only depend on \(p\) and \(q\).

Set each \(u_i = 0\). In the limit \(t_1 + t_2 \to 0\), \(\rho\) vanishes and the only contribution to the integral \(I\), is from two finite residues coming from poles which cross the contour of integration for \(\gamma = 0\). Then evaluating the integral \(I\) in this limit from its residues gives the right-hand side of (A.18).

By analytic continuation one may then extend the domain of parameter values to that allowed by the contour between the endpoints \(z = 0, 2\pi\).

### Appendix B. The identity (A.27)

In order to analyse the identity (A.27) at its poles, it is convenient to write the residues of both sides of (A.27), in terms of the following theta function\(^{11}\)
\[
\theta(z \mid \tau) = \left( e^{\tau \zeta}; q^\tau \right)_\infty \left( e^{-i\zeta}; q^\tau \right)_\infty.
\]
(B.1)
Then one finds that arguments of theta functions appearing on both sides of (A.27) differ by a simple shift \(\pi\tau r k\), \(k \in \mathbb{Z}\). The theta function (B.1) obeys the following useful identity
\[
\theta(z + \pi\tau r k \mid \tau) = \frac{\theta(z \mid \tau)}{(-e^{\pi i})^k e^{\pi i r (k-1)/2}}, \quad k \in \mathbb{Z}.
\]
(B.2)
To show that (A.27) holds requires repeated use of this identity.

The right-hand side of the identity (A.27) is chosen to have an equal set of poles and residues with the left-hand side. One wants to show that both sides of (A.27) define elliptic

\(^{11}\) This more resembles the standard theta function appearing in the literature e.g. [33, 35], with a change of variables.
functions, and share the same sets of poles and residues. Then by Liouville’s theorem the difference of both sides is a constant, which may be found to be zero. To do this, it should first be shown that no additional poles appear on right-hand side of (A.27). Also it should be shown that both sides are invariant under the shift \( z \rightarrow z + \pi \tau \), and thus define elliptic functions of \( z \).

With the use of (B.2), and identities in appendix C, the calculations involved are straightforward and are summarized below.

No additional poles appear on right-hand side of (A.27): On the right-hand side of (A.27), there should be no poles appearing at the points \( p = -\frac{1}{2} - \frac{j \tau}{r} \), or equivalently at \( 2z = \pi \tau (j r - [-2y]) \), \( j \in \mathbb{Z} \). By using the identity (B.2), at the poles \( 2z = \pi \tau (j r - [-2y]) \) the residues of the two terms on the right-hand side of (A.27) will differ by a factor

\[
\exp \left( i \pi k_m + i \pi \sigma k_p + i \pi \tau k_q + A k_A + \sum_{i=1}^{5} t_i k_i \right),
\]

for some \( k_m, k_p, k_q, k_A, k_i \in \mathbb{R} \). It can be shown that this factor is independent of the integer \( j \), and is in fact unity, i.e., \( k_p, k_q, k_A, k_i = 0 \) and \( k_m = 0 \) mod 2. Thus no additional poles appear on the right-hand side of (A.27).

Invariance under \( z \rightarrow z + \pi \tau \): One may use the relation (B.2) to show that both sides are invariant under \( z \rightarrow z + \pi \tau \). This is the most straightforward property to check.

Difference of both sides of (A.27) is zero: Evaluating both sides of (A.27) at the point \( z = -t_1 - \pi \tau [-u_1 - y] \), the left-hand side gives \(-1\), and the right-hand side gives

\[
\left( - \frac{e^{i \tau / A} e^{i \tau / U} e^{2 \pi [i (-u_1 + y) + [-2y - 1] \tau]} \theta (t_1 + A, u_1 + U \mid \tau)}{\theta (-2z, -2y \mid \tau) \theta (A - z, U - y \mid \tau)} \times \frac{\prod_{i=1}^{5} \theta (t_i - z, u_i - y \mid \tau)}{\prod_{i=2}^{5} \theta (t_i + t_i, u_1 + u_i \mid \tau)} \right)_{z=-t_1-\pi\tau[-u_1-y]}.
\]

After inspection, all theta functions in the above expression cancel up to an overall factor that makes the whole expression equal to \(-1\). Thus the difference of both sides of (A.27) is zero at the point \( z = -t_1 - \pi \tau [-u_1 - y] \). Then since it has previously been shown that both sides are elliptic functions of \( z \) sharing the same set of poles and corresponding residues, by Liouville’s theorem the difference of both sides is a constant, which must be zero. Thus the identity (A.27) holds.

Appendix C. Useful identities

Here \( m \in \mathbb{Z} \), \([m]\) denotes \( m \) mod \( r \), and \([m]_{\pm}\) denotes \([m] [-m] \).

\[
[m]_{\pm} = [-m]_{\pm}, \quad (C.1)
\]

\[
[-m] + [m - 1] = r - 1, \quad (C.2)
\]

\[
[m - 1]_{\pm} + [m]_{\pm} + 2[-m] = r - 1, \quad (C.3)
\]

\[
[m + 1]_{\pm} - [m]_{\pm} + 2[m] = r - 1, \quad (C.4)
\]
\( (2[m] - r)[m]_\pm - (2[m - 1] - r)[m - 1]_\pm = -(r - 1)(r - 2) - 6[-m] + 6[m]_\pm. \)
(C.5)

\( (2[m] - r)[m]_\pm - (2[m + 1] - r)[m + 1]_\pm = (r - 1)(r - 2) + 6[m] - 6[-m]_\pm. \)
(C.6)
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