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Abstract

This work aims to numerically construct exactly commuting matrices close to given almost commuting ones, which is equivalent to the joint approximate diagonalization problem. We first prove that almost commuting matrices generically have approximate common eigenvectors that are almost orthogonal to each other. Based on this key observation, we propose an efficient and robust vector-wise joint diagonalization (VJD) algorithm, which constructs the orthogonal similarity transform by sequentially finding these approximate common eigenvectors. In doing so, we consider sub-optimization problems over the unit sphere, for which we present a Riemannian approximate Newton method with a rigorous convergence analysis. We also discuss the numerical stability of the proposed VJD algorithm. Numerical experiments with applications in the independent component analysis are provided to reveal the relation with Huaxin Lin’s theorem and to demonstrate that our method compares favorably with the state-of-the-art Jacobi-type joint diagonalization algorithm.
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1. Introduction

It is a fundamental result in linear algebra that a set of Hermitian matrices are commuting if and only if they are jointly diagonalizable by a unitary matrix. A closely related and long-standing question \cite{38, 60}, dating back to the 1950s, was that are almost commuting matrices near commuting pairs? It was answered affirmatively by Huaxin Lin in 1995, which gave the following celebrated theorem: for any $\epsilon > 0$, there exists $\delta > 0$, such that if $A, B \in \mathbb{C}^{n \times n}$ are Hermitian matrices satisfying $\|A\|, \|B\| \leq 1$ and $\|AB - BA\| < \delta$, then there exist commuting Hermitian matrices $A', B'$ such that $\|A' - A\|, \|B' - B\| < \epsilon$. A simplified proof of Lin’s result was provided soon after by Friis and Rørdam \cite{30}, and an analogous result in the real symmetric case is recently given in \cite{51} by Loring and Sørensen. However, their arguments were abstract and did not show how to construct these matrices $A', B'$, which would be very useful from the application point of view \cite{51}. In 2008, Hastings \cite{40} suggested a constructive approach to finding the nearby commuting matrices $A'$ and $B'$ and discussed the dependence of $\delta$ on $\epsilon$ (see also \cite{43} for the extended discussions about Hastings’ method). Later, Kachkovskiy and Safarov, in their seminal work \cite{44}, revisited this problem in the framework of operator algebra theory and gave the optimal dependence of $\delta$ on $\epsilon$ by a different argument from the one in \cite{40}. We state their result below for future reference. The interested readers are referred to \cite{43, 44} for a more complete historical review of Lin’s theorem and its development. A list of notations used throughout this work is given at the end of this section.

**Theorem 1.1** \cite{44}. For any two self-adjoint operators $A, B$ on a Hilbert space $H$, there exists a pair of commuting self-adjoint operators $A', B'$ such that

$$\|A - A'\| + \|B - B'\| \leq C\|[A, B]\|^{1/2},$$ \hspace{1cm} (1.1)

where $[A, B] = AB - BA$ is the commutator and the constant $C$ is independent of $A, B$ and the dimension of $H$.

The theory of almost commuting matrices and Lin’s theorem find numerous applications in many fields, e.g., quantum mechanics \cite{39, 41, 42, 57}, computer graphics \cite{13, 46}, and signal processing \cite{16, 25, 61}. In particular, Hastings used Lin’s theorem to claim the existence of localized Wannier functions for non-interacting fermions \cite{39},
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which inspired a series of subsequent works [41, 42]. For the application in computer science, there is a famous algorithm called Joint Approximate Diagonalization (JADE) developed by Cardoso and Souloumiac for blind source separation [16, 17]. Such an algorithm has also been used in computational quantum chemistry to generate Wannier functions [36]. The machine learning-related applications are recently discussed in [33, 46]. While numerous attempts have been made to constructively prove Lin’s theorem and explore its applications in various areas, a numerically feasible algorithm for finding $A', B'$ in Theorem 1.1 remains elusive.

In this work, our focus is on designing a fast algorithm for Theorem 1.1 in the almost commuting regime. Given matrices $A, B \in S(n)$ with $\| [A, B] \| \ll 1$, we consider the following equivalent optimization problem:

$$ \min_{D_1, D_2 \in \text{diag}(n), U \in O(n)} \mathcal{J}(D_1, D_2, U) := \| U^T A U - D_1 \|^2 + \| U^T B U - D_2 \|^2. $$ (OP)

In view of practical applications [24, 33, 36], we will focus on real matrices, but all the results and discussions can be adapted to the complex case easily. It may be clear but worth emphasizing that any approximate solution to (OP) gives a potential pair of commuting matrices $(A', B') = (U D_1 U^T, U D_2 U^T)$ satisfying the estimate (1.1). The problem (OP) is generally very difficult to solve by the existing manifold optimization techniques, since the operator norm involved is closely related to the Finsler geometry [9], which is a rather uncommon structure in the optimization community. Even if we replace the operator norm with the Frobenius one, (OP) is still a challenging problem, due to the non-convexity of the objective function and the Stiefel manifold constraint. One old but popular method is a Jacobi-type algorithm represented in [14] with ideas dating back to [20, 34]. This algorithm minimizes the off-diagonal objective function: for Hermitian matrices $A$ and $B$,

$$ J(A, B, U) = \text{off}(U^* A U) + \text{off}(U^* B U), $$

by a sequence of unitary transformations constructed from Givens rotation matrices:

$$ R(i, j, c, s) := I + (e - 1) c e_i^T - s e_i e_j^T + s e_j e_i^T + (\bar{e} - 1) e_j e_i^T, $$

where $U$ is a unitary matrix with the complex adjoint $U^*$, $\text{off}(A) := \sum_{i \neq j} |a_{ij}|^2$ measures the off-diagonal part of a square matrix $A$, and parameters $c, s \in \mathbb{C}$ are the Jacobi angles satisfying $|c|^2 + |s|^2 = 1$. The optimal $c$ and $s$ are derived in [17, Theorem 1.1] in a closed-form expression. For the readers’ convenience, we briefly summarize the main procedures of the Jacobi algorithm [14] in the following pseudocode.

**Algorithm 1:** Jacobi algorithm for simultaneous diagonalization [14, 17]

**Input:** $\epsilon > 0$; Hermitian commuting matrices $A, B$

**Output:** Unitary matrix $U$ such that $\text{off}(U^* A U) + \text{off}(U^* B U) \leq \epsilon (\| A \|_F + \| B \|_F)$

1. $U = I$;
2. while $\text{off}(A) + \text{off}(B) > \epsilon (\| A \|_F + \| B \|_F)$ do
3. for $i = 1, \cdots, n$ and $j = i + 1, \cdots, n$ do
4. set parameters $c$ and $s$ as described in [17]
5. $R = R(i, j, c, s)$
6. $U = U R$; $A = R^* A R$; $B = R^* B R$
7. end
8. end

Algorithm 1 is known to have the quadratic asymptotic convergence rate [14] and can be efficiently implemented in the parallel framework as discussed in [8, 21]. Another advantage of the Jacobi algorithm is its numerical stability against rounding errors. It is worth noting that Theis [68] extended the above Jacobi algorithm for the joint block diagonalization, but the output block decomposition may not be the finest one. For the finest block diagonalization, a class of algorithms based on the theory of matrix $*$-algebra has been proposed in [18] and developed in [52, 53, 54]. Other joint diagonalization techniques in various problem settings include a gradient-based algorithm for approximately diagonalizing almost commuting Laplacians [13], subspace fitting methods with non-orthogonal transformations [71, 75], and the fast approximate joint diagonalization free of trivial solutions [48], just to name a few. In particular, Riemannian optimization algorithms have been recently explored for the joint diagonalization problem with or without orthogonality constraints. Theis et al. [69] applied the Riemannian trust-region method to the joint diagonalization on the Stiefel manifold. Within the same framework, an efficient Riemannian Newton-type
method was investigated in [62] by Sato. More recently, Bouchard et al. [11] proposed a unified Riemannian optimization framework for the approximate joint diagonalization on the general linear group, which generalizes previous algorithms [2, 4].

The joint matrix diagonalization problem is also closely related to the canonical polyadic decomposition (CPD). In [19], De Lathauwer derived a sufficient condition for the uniqueness of CPD and showed that the decomposition can be obtained by a simultaneous diagonalization by congruence. Sørensen [64] proved that for a given tensor, the optimal low-rank CPD approximation exists with one of the matrix factors being column-wise orthonormal. In particular, numerical algorithms based on joint congruence diagonalization and alternating least squares are also explored in [64] for this constrained CPD. We also mention that in a recent work [23] of Evert and De Lathauwer, they discussed the optimal CPD of a noisy low-rank tensor and connected it to a joint generalized eigenvalue problem.

In this work, we propose a practically efficient vector-wise algorithm for finding the approximate solution to the optimization problem (OP) in the case where $\|[A, B]\| \ll 1$, and present the associated error analysis. Numerical experiments demonstrate that our algorithm has comparable or even better performance than that of the state-of-the-art Jacobi-type method while significantly reducing computational time. Moreover, we numerically compute the straightforward computation of the associated projection, as shown in Lemma 2.4. The VJD algorithm proceeds as

$$\min_{\Lambda = (\lambda, \mu) \in \mathbb{R}^2, v \in \mathbb{S}^{n-1}} \mathcal{L}(\Lambda, v) := \|Av - \lambda v\|^2 + \|Bv - \mu v\|^2. \quad (\text{OP}_1)$$

Note that $\mathcal{L}(\Lambda, v)$ admits $n$ minimizers $(\Lambda_j, v_j)$ with $\mathcal{L}(\Lambda_j, v_j) = 0$ and $v_j$ being mutually orthonormal. This observation leads to an ideal approach for diagonalizing commuting matrices $(A, B)$. Suppose that we have successfully solved the first $i$ minimizers $\{(\Lambda_j, v_j)\}_{j=1}^i$ of $\mathcal{L}(\Lambda, v)$. To determine the $i + 1$-th minimizer, we solve (OP$_1$) but with an additional orthogonal constraint:

$$\min \left\{ \mathcal{L}(\Lambda, v) ; \; \Lambda \in \mathbb{R}^2, \; v \in \mathbb{S}^{n-1}, \; \langle v, v_j \rangle = 0, \; 1 \leq j \leq i \right\}. \quad (1.2)$$

However, this elegant approach may encounter practical challenges due to numerical noise and errors. Since we can not solve the optimization problem (1.2) exactly at each step, the numerical errors will accumulate so that the constraints $\langle v, v_j \rangle = 0$ may exclude the minimizers of the cost functional $\mathcal{L}$, which leads to the failure of the algorithm for finding the complete orthonormal set of common eigenvectors. Moreover, the input commuting matrices are generally subject to numerical noises or rounding errors. As proved in Lemma 2.3, any such small perturbation could disrupt all the common eigenvectors. Consequently, the functional $\mathcal{L}$ might not exhibit sufficient local minimizers, in which case the algorithm will also fail.

Our first contribution is Theorem 2.13, which proves that in the almost commuting regime, $\mathcal{L}(\Lambda, v)$ generically has $n$ local minimizers $\{(\Lambda_j, v_j)\}_{j=1}^n$ with $v_j$ being almost orthogonal to each other (which may be viewed as approximate common eigenvectors). For this, we provide a stability result in Theorem 2.6 by using perturbation techniques. Then, based on the theory of Gaussian orthogonal ensemble (GOE) [5, 65], we show that the common eigenspaces of commuting matrices are generically of one dimension from both topological and probabilistic points of view (cf. Lemma 2.9 and Corollary 2.11), similarly to the well-known genericity of simple eigenvalues of self-adjoint operators [66, 67, 70]. Combining these results with the estimates of the spectral gaps for random matrices in [56], we can immediately conclude the desired claim in Theorem 2.13.

In view of this generic property of the local minimizers of $\mathcal{L}(\Lambda, v)$, we consider a relaxed version of the aforementioned approach for finding the columns of the orthogonal matrix $U$ and the diagonal entries of matrices $\Lambda_i$ sequentially, called the vector-wise joint diagonalization (VJD); see Algorithm 2. The core idea behind VJD is to relax the exact orthogonality constraint $\langle v, v_j \rangle = 0$ in (1.2) to $|\langle v, v_j \rangle| \leq \varepsilon$. This relaxation accommodates possible numerical errors and non-commutativity of input matrices. However, enforcing constraints of the form $|\langle v, v_j \rangle| \leq \varepsilon$, $1 \leq j \leq i$, can be numerically challenging. Therefore, in practice, we adopt the equivalent constraint:

$$\text{dist}(v, S_i) \leq \sqrt{\varepsilon}, \quad (1.3)$$

where $S_i = \text{span}\{v_1, \ldots, v_j\}^\perp \cap \mathbb{S}^{n-1}$ and $\varepsilon$ is the error tolerance parameter. Notably, this form (1.3) allows for the straightforward computation of the associated projection, as shown in Lemma 2.4. The VJD algorithm proceeds as
follows; see Section 3 for more details. We first solve (OP₁) to find \((λ₁, μ₁, v₁)\). Then, for \(j \geq 2\), we consider the relaxed problem of (1.2):

\[
\min \{ \mathcal{L}(\Lambda, v) ; \; \Lambda = (λ, μ) \in \mathbb{R}^2, \; v \in \mathbb{S}^{n-1}, \; \text{dist}(v, S_{j-1}) \leq \sqrt{ε} \},
\]

which gives \((λ_j, μ_j, v_j)\). This iterative process culminates in the construction of an almost orthogonal matrix \(V = [v_1, \ldots, v_n]\) and two diagonal matrices: \(D_1 = \text{diag}(λ_1, \ldots, λ_n)\) and \(D_2 = \text{diag}(μ_1, \ldots, μ_n)\). The algorithm ends up with a classical nearest orthogonal matrix problem (i.e., orthogonal Procrustes problem [63]):

\[
\min \{ \|U - V\| ; \; U \in O(n) \},
\]

where \(\|\cdot\|\) is either the spectral norm \(\|\cdot\|_{\text{op}}\) or the Frobenius norm \(\|\cdot\|_F\). In both cases, the problem (1.4) has an analytic solution \(U = U_1U_2^T\), with \(V = U_1 \Sigma U_2^T\) being the singular value decomposition (SVD) of \(V\). For solving sub-optimization problems (OP₁) and (OP₂), we derive a Riemannian approximate Newton-type method with the approximate Hessian matrix being structurally simple and positive semidefinite; see Algorithm 3. Our method exploits the second-order information of the cost function and enjoys stability with low computational cost. We would like to remark that there might be some other algorithms that are also potentially suitable for our optimization problems, for example, the trust-region method [1], the column-wise block coordinate descent method [31, 32], the Cayley transform-based optimization [72], and the consensus-based optimization method [29, 37, 45], but the detailed discussion about these approaches is beyond the scope of this work.

Our third contribution lies in establishing the global convergence of the proposed Riemannian approximate Newton method for (OP₁) and demonstrating the numerical stability of our VJD algorithm. By leveraging techniques from [10, 47, 74] for Newton-type methods on manifolds, we prove in Theorem 4.1 that Algorithm 3 for (OP₁) converges linearly with the convergence rate \(O(\|\{A, B\}\|^{-1/2}) \ll 1\) and quadratically if \([A, B] = 0\). However, it is important to note that our optimization process, owing to its sequential nature, does not exactly correspond to solving (OP) when \(A\) and \(B\) are non-commuting matrices. Nevertheless, based on empirical observations from numerical experiments, our method provides a good approximation to the original problem. To further substantiate this numerical advantage, we theoretically establish the error-tolerant property of our VJD algorithm in Proposition 4.5. We remark that although our discussions primarily focus on a pair of almost commuting matrices, our algorithm and analysis can be directly extended to a family of matrices that are almost commuting pairwisely.

This work is organized as follows. Section 2 delves into the stability and generic behaviors of local minimizers of \(\mathcal{L}(\Lambda, v)\), serving as motivation for the VJD algorithm outlined in Section 3, which relies on an efficient approximate Newton method for sub-optimization problems. Additionally, Section 4 is dedicated to the examination of the convergence properties and numerical stability of the presented algorithms. In Section 5, various numerical examples are presented to justify the efficiency of our method.

Notations.

- Let \(S(n)\) be the set of symmetric \(n \times n\) matrices, and \(O(n)\) be the orthogonal group in dimension \(n\). We denote by \(\text{diag}(n)\) the space of \(n \times n\) diagonal matrices, and by \(\text{diag}_<(n)\) the closed subset of \(\text{diag}(n)\) with increasing diagonal entries \(λ_1 \leq \cdots \leq λ_n\). By abuse of notation, we also write \(\text{diag}(λ_1, \ldots, λ_n)\) for the diagonal matrix with diagonal entries \(\{λ_i\}_{i=1}^n\). We denote \(A \geq 0\) (resp., \(A > 0\)) for \(A \in S(n)\) if \(A\) is positive semidefinite (resp., positive definite).

- For a matrix \(M \in \mathbb{R}^{m \times n}\), \(M_{ij}\) denotes its \((i, j)\) element. Moreover, we denote by \(\|\cdot\|_F\) the Frobenius norm, and by \(\|\cdot\|_{\text{op}}\) (or, simply, \(\|\cdot\|\)) the operator norm.

- Let \((\cdot, \cdot)\) be the Euclidean inner product of \(\mathbb{R}^n\) and \(|\cdot|\) be the associated norm. The standard basis of \(\mathbb{R}^n\) is given by \(\{e_i\}_{i=1}^n\), where \(e_i\) denotes the vector with 1 in the \(i\)-th coordinate and 0 elsewhere. We will not distinguish the row vector \((x_1, \ldots, x_n)\) and the column one \((x_1, \ldots, x_n)^T\) unless otherwise specified. We define the \((n - 1)\)-dimensional unit sphere by \(\mathbb{S}^{n-1} := \{x = (x_1, \ldots, x_n) \in \mathbb{R}^n ; \; \|x\| = 1\}\).

- We denote by \(σ(X)\) the spectrum of a matrix \(X \in S(n)\) and by \(δ(X)\) its spectral gap:

\[
δ(X) = \min\{ |λ_i - λ_j| ; λ_i ≠ λ_j, \; \lambda_i, λ_j ∈ σ(X) \}.
\]

We say that an eigenvalue \(λ ∈ σ(X)\) of \(X \in S(n)\) is simple (resp., degenerate) if its multiplicity is equal to (resp., greater than) one.

- We recall the commutator \([A, B] = AB - BA\) of two matrices \(A, B \in \mathbb{R}^{n \times n}\) and define the set of commuting matrices by

\[
F_{\text{com}} := \{(A, B) ∈ S(n) × S(n) ; \; [A, B] = 0\}.
\]
Then, we say that $\Lambda := (\lambda, \mu) \in \sigma(A) \times \sigma(B)$ is an eigenvalue pair of $(A, B) \in F_{\text{com}}$ if the associated common eigenspace is non-empty:
\begin{equation}
E_{A,B}^\Lambda := \{v \in \mathbb{R}^n; Av = \lambda v, Bv = \mu v\} \neq \emptyset.
\end{equation}

With slight abuse of notation, we define the joint spectrum $\sigma(A, B) \subset \mathbb{R}^2$ of $(A, B) \in F_{\text{com}}$ by the set of all its eigenvalue pairs $\Lambda_j$ and the eigenvalue gap by
\begin{equation}
\delta(A, B) := \min\{||\Lambda_i - \Lambda_j||; \Lambda_i \neq \Lambda_j, \Lambda_i, \Lambda_j \in \sigma(A, B)\}.
\end{equation}

We also denote by $\text{conv}(\sigma(A, B)) \subset \mathbb{R}^2$ the convex hull of $\sigma(A, B)$. The multiplicity of $\Lambda \in \sigma(A, B)$ is defined by the dimension of the subspace $E_{A,B}^\Lambda$, and $\Lambda \in \sigma(A, B)$ is said to be simple (resp., degenerate) if $\dim(E_{A,B}^\Lambda)$ is equal to (resp., greater than) one.

2. Analysis of local minimizers of $(OP_1)$

This section is devoted to the analysis of the local minimizers of the functional $L(\Lambda, v)$ in $(OP_1)$. Note $L(\Lambda, v) = L(\Lambda, -v)$ and that if $(\Lambda, v)$ is a local minimum of $L$, so is $(\Lambda, -v)$. It is convenient to consider a point $(\Lambda, v) \in \mathbb{R}^2 \times S^{n-1}$ as an equivalence class $\{(\Lambda, v), (\Lambda, -v)\}$ in what follows. We shall first derive the optimality conditions of $(OP_1)$ and characterize the minimizers of $L$ in the commuting case. Then, we establish some stability estimates on the minimizers by perturbation arguments. We also show that with high probability $1 - o(1)$, the functional $L(\Lambda, v)$ for almost commuting random matrices has $n$ local minima $\{(\Lambda_i, v_i)\}_{i=1}^n$ on the manifold $\mathbb{R}^2 \times S^{n-1}$ with minimizing vectors $v_i \in S^{n-1}$ almost orthogonal to each other. These findings shed light on designing the column-wise algorithm for the optimization problem $(OP)$, which we will discuss in detail in the next section.

Recall that in this work, we consider the almost commuting symmetric matrices $(A, B)$ with $||[A, B]|| \ll 1$. By Theorem 1.1, without loss of generality, we assume that the matrices $(A, B)$ can be written as
\begin{equation}
A = A_s + \Delta A, \quad B = B_s + \Delta B,
\end{equation}
for some commuting matrices $(A_s, B_s) \in F_{\text{com}}$ with
\begin{equation}
||\Delta A|| + ||\Delta B|| \leq C||[A, B]||^{1/2} \ll 1.
\end{equation}

Note that in the case of $[A, B] = 0$ (i.e., $\Delta A = \Delta B = 0$), we can always find $n$ local (also global) minima of $L(\Lambda, v)$ (with minimum value zero) given by the eigenvalue pairs of $(A, B)$ and the associated common orthonormal eigenvectors. Indeed, the converse is also true; see Proposition 2.2 below.

We start with the optimality conditions for $(OP_1)$. For ease of exposition, we recall some basic concepts on Riemannian optimization on a smooth manifold $\mathcal{M}$ embedded in a Euclidean space $\mathbb{R}^n$ [3, 12]. We denote by $T_x \mathcal{M}$ the tangent space at $x \in \mathcal{M}$ and by $\mathcal{P}_x$ the orthogonal projection from $\mathbb{R}^n$ to $T_x \mathcal{M}$. Let $f$ be a smooth function on $\mathcal{M}$, which admits a smooth extension $\bar{f}$ to a neighborhood of $\mathcal{M}$ in $\mathbb{R}^n$. In what follows, we will denote by $\nabla$ and $\nabla^2$ the standard Euclidean gradient and Hessian, respectively. Then, the Riemannian gradient of $f$ is given by
\begin{equation}
\text{grad} f(x) = \mathcal{P}_x(\nabla \bar{f}(x));
\end{equation}
see [12, Proposition 3.53]. Letting $\bar{G}$ be any smooth extension of grad $f$, the Riemannian Hessian of $f$, as a linear map on $T_x \mathcal{M}$, can be computed by [12, Corollary 5.14]
\begin{equation}
\text{Hess} f(x) = \mathcal{P}_x(\nabla^2 \bar{G}(x)).
\end{equation}

In the special case of $\mathcal{M} = S^{n-1}$, we have the tangent space $T_v S^{n-1} = \{p \in \mathbb{R}^n; \langle p, v \rangle = 0\}$ at $v \in S^{n-1}$ with the associated projection $\mathcal{P}_v$ given by $I_n - vv^T$. Thanks to (2.3) and (2.4) above, the Riemannian gradient and Hessian of $f$ on $S^{n-1}$ can be explicitly computed as
\begin{equation}
\text{grad} f(v) = (I_n - vv^T)\nabla \bar{f}(v), \quad \text{Hess} f(v) = (I_n - vv^T)(\nabla^2 \bar{f}(v) - \langle \nabla \bar{f}(v), v \rangle I_n).
\end{equation}

We also recall the notion of retraction on $S^{n-1}$ [12, Definition 3.41]. In this work, we limit our discussion to the following one for its simplicity (another popular choice is the exponential map):
\begin{equation}
R_v(p) = \frac{v + p}{\|v + p\|}, \quad v \in S^{n-1}, \quad p \in T_v S^{n-1}.
\end{equation}
It is worth noting that $R_v$ in (2.6) is a second-order retraction on $S^{n-1}$, i.e., for any $v \in S^{n-1}$ and $p \in T,S^{n-1}$, the curve $c(t) = R_v(tp)$ satisfies $c(0) = 0$, $c'(0) = p$, and $c''(0) = 0$; see [12, Definition 5.41].

We now compute the Riemannian gradient of the functional $L(\Lambda, v)$ on the manifold $\mathbb{R}^2 \times S^{n-1}$ by (2.3). Note that $L$ is well-defined on $\mathbb{R}^{2+n}$. For $\Lambda = (\lambda, \mu) \in \mathbb{R}^2$ and $v \in S^{n-1}$, we have

$$
\text{grad} L(\Lambda, v) = \begin{bmatrix}
2\lambda - 2 \langle v, Av \rangle \\
2\mu - 2 \langle v, Bv \rangle
\end{bmatrix}
$$

with

$$
\text{grad}_v L(\Lambda, v) = 2 \left( I_n - vv^T \right) \left( (A - \lambda)^2 + (B - \mu)^2 \right) v,
$$

(2.7)

where $\text{grad}_v L$ denotes the Riemannian gradient of $L(\Lambda, v)$ in $v \in S^{n-1}$. Similarly, by (2.4), we calculate the Riemannian Hessian of $L$ as follows:

$$
\text{Hess} L(\Lambda, v) = \begin{bmatrix}
2I_2 \\
W T
\end{bmatrix}
$$

(2.8)

where the matrices $W \in \mathbb{R}^{n \times 2}$ and $\text{Hess}_v L(\Lambda, v) \in S(n)$ are given by

$$
W = -4 \left[ (I_n - vv^T) Av - (I_n - vv^T) Bv \right],
$$

(2.9)

and

$$
\text{Hess}_v L(\Lambda, v) = (I_n - vv^T) \left( \nabla_v^2 L(\Lambda, v) - \langle v, \nabla_v^2 L(\Lambda, v) v \rangle I_n \right).
$$

(2.10)

Here, $\nabla_v^2 L(\Lambda, v)$ is the Euclidean Hessian of $L(\Lambda, v)$ in $v$:

$$
\nabla^2_v L(\Lambda, v) = 2(A - \lambda)^2 + 2(B - \mu)^2.
$$

(2.11)

We define the stationary points of $\text{(OP}_1\text{)}$ by $\{(\Lambda, v) \in \mathbb{R}^2 \times S^{n-1} \mid \text{grad} L(\Lambda, v) = 0\}$. Then, if $(\Lambda, v)$ is a local minimizer of $\text{(OP}_1\text{)}$, then it is a stationary point and there holds $\text{Hess} L(\Lambda, v) \succeq 0$ on the tangent space $T_{(\Lambda, v)}(\mathbb{R}^2 \times S^{n-1}) = \mathbb{R}^2 \times T_{\Lambda}S^{n-1}$. Conversely, if $(\Lambda, v)$ is a stationary point such that $\text{Hess} L(\Lambda, v) \succ 0$ on $\mathbb{R}^2 \times T_{\Lambda}S^{n-1}$, then it is an isolated local minimizer of $\text{(OP}_1\text{)}$. We next give a characterization for the stationary points of $\text{(OP}_1\text{)}$ for commuting matrices. We denote by $\Delta_n$ the $n$-simplex:

$$
\Delta_n = \left\{ (p_i)_i \in \mathbb{R}^n \mid p_i \in [0, 1], \sum_{i=1}^{n} p_i = 1 \right\}.
$$

**Proposition 2.1.** Given $(A, B) \in F_{\text{com}}$, let $\{\Lambda_i\}_{i=1}^n$ be its eigenvalue pairs (counting multiplicity) and $\{v_i\}_{i=1}^n \subset S^{n-1}$ be the associated common orthonormal eigenvectors. We define the subset of $\Delta_n$:

$$
\Delta_{\text{sta}} := \left\{ (p_i)_i \in \Delta_n \mid \Lambda = \sum_{i=1}^{n} p_i \Lambda_i, \|\Lambda - \Lambda_i\| \text{ is constant for } \{i \mid p_i \neq 0\} \right\}.
$$

(2.12)

Then, the stationary points of $\text{(OP}_1\text{)}$ are given by

$$
\Lambda = \sum_{i=1}^{n} p_i \Lambda_i \in \text{conv}(\sigma(A, B)), \quad v = \sum_{i=1}^{n} c_i v_i \in S^{n-1},
$$

(2.13)

with $(p_i)_i \in \Delta_{\text{sta}}$ and $c_i = \pm \sqrt{p_i}$.

**Proof.** It is clear from (2.7) that $\text{grad} L(\Lambda, v) = 0$ is equivalent to $\Lambda = (\langle v, Av \rangle, \langle v, Bv \rangle)$ and

$$
((A - \lambda)^2 + (B - \mu)^2)v = \xi v,
$$

(2.14)

for some constant $\xi \geq 0$. We expand $v = \sum_i c_i v_i$ by the common eigenvectors $\{v_i\}_{i=1}^n$ with the eigenvalue pairs $\{\Lambda_i\}_{i=1}^n$, and find that the equation (2.14) reduces to

$$
\|\Lambda_i - \Lambda\|^2 c_i = \xi c_i, \quad \text{for } i = 1, \ldots, n,
$$

(2.15)

where $\Lambda = (\langle v, Av \rangle, \langle v, Bv \rangle) = \sum_i |c_i|^2 \Lambda_i \in \text{conv}(\sigma(A, B))$. Then, it readily follows that $\|\Lambda_i - \Lambda\|^2 = \xi$ for any $i$ with $c_i \neq 0$. The proof is complete. \qed
From Proposition 2.1 above, we see that for \((A, B) \in \mathbb{F}_{\text{com}}\), the stationary points of \((\text{OP}_1)\) are essentially characterized by the set \(\Delta_{\text{sta}}\) in (2.12), which always includes the nodes \(c_i\) and their averages \((e_i + e_j)/2\), while the full analytical characterization of \(\Delta_{\text{sta}}\) would rely on the distribution of the eigenvalue pairs \(\{\Lambda_i\}\) of \((A, B)\). The following result shows that in the commuting case, the local minimizers of \((\text{OP}_1)\) are exactly given by eigenvalue pairs and the common eigenvectors.

**Proposition 2.2.** For a given \((A, B) \in \mathbb{F}_{\text{com}}\), \((\Lambda, v) \in \mathbb{R}^2 \times S^{n-1}\) is a local minimizer of \((\text{OP}_1)\) if and only if \(\Lambda\) is an eigenvalue pair and \(v\) is the associated common eigenvector.

**Proof.** It suffices to prove the direction \((\Rightarrow)\). Since \((\Lambda, v)\) is a local minimizer, we have \(\text{grad} \mathcal{L}(\Lambda, v) = 0\) and \(\text{Hess} \mathcal{L}(\Lambda, v) \succeq 0\) on \(\mathbb{R}^2 \times T_v S^{n-1}\). It follows that the Schur complement of \(2I_2\) in \(\text{Hess} \mathcal{L}(\Lambda, v)\) is also positive semidefinite, that is,

\[
\text{Hess}_v \mathcal{L}(\Lambda, v) - 2^{-1} W W^T \succeq 0, \quad \text{on } T_v S^{n-1}.
\]

(2.16)

Suppose that \((\Lambda, v)\) is not an eigenvalue pair and the common eigenvector of \((A, B)\). From (2.13), \(\Lambda = \sum_{i \in I} p_i \lambda_i\) is a convex combination of some non-identical \(\{\Lambda_i\}_{i \in I}\) with \(p_i \neq 0\) for \(i \in I\) and \(v = \sum_{i \in I} c_i v_i\) with \(c_i = \pm \sqrt{p_i}\) (otherwise, \(\Lambda = \lambda_i\) for some \(i\) and \(v\) is the common eigenvector). Moreover, there holds \(\|\Lambda - \lambda_i\|^2 = \xi\) for \(i \in I\) and some constant \(\xi\). Then, for any \(q = \sum_{i \in I} b_i v_i \in T_v S^{n-1}\) with \(\|q\| = 1\), we can compute, by (2.10) and (2.16),

\[
\langle q, (\text{Hess}_v \mathcal{L}(\Lambda, v) - 2^{-1} W W^T) q \rangle
\]

\[
= \langle q, \nabla^2 \mathcal{L}(\Lambda, v) q \rangle - \langle q, \nabla^2 \mathcal{L}(\Lambda, v) v \rangle - 8(\langle q, Av \rangle^2 + \langle q, Bv \rangle^2)
\]

\[
= 2\xi - 2\xi - 8(\langle q, Av \rangle^2 + \langle q, Bv \rangle^2) = 0 .
\]

(2.17)

Noting that \(\{\Lambda_i = (\lambda_i, \mu_i)\}_{i \in I}\) are not identical, either \(Av\) or \(Bv\) is not collinear with \(v\). Thus, we can choose \(q \in T_v S^{n-1}\) such that \(\langle q, Av \rangle^2 + \langle q, Bv \rangle^2 > 0\), which contradicts with (2.17) and completes the proof.

However, the following observation shows that any small perturbation of commuting symmetric matrices could eliminate all common eigenvectors.

**Lemma 2.3.** The set \(M := \{(A, B) \in S(n) \times S(n) : (A, B)\) has no common eigenvectors\} is an open dense subset of the space \(S(n) \times S(n)\).

**Proof.** Let \(\{\lambda_i\}_{i \in I_A}\) and \(\{\mu_i\}_{i \in I_B}\) be the distinct eigenvalues of \(A\) and \(B\) with associated eigenspaces \(E_{i, A}\) and \(E_{i, B}\), respectively. We define \(S_{i, A} := S^{n-1} \cap E_{i, A}\) and \(S_{i, B} := S^{n-1} \cap E_{i, B}\), and see that both \(\cup_{i \in I_A} S_{i, A}\) and \(\cup_{i \in I_B} S_{i, B}\) are closed subsets of \(S^{n-1}\), and \((A, B)\) has no common eigenvectors if and only if the set \((\cup_{i \in I_A} S_{i, A}) \cap (\cup_{i \in I_B} S_{i, B})\) is empty. It follows that there exist open neighbourhoods of \((\cup_{i \in I_A} S_{i, A}) \cap (\cup_{i \in I_B} S_{i, B})\) in \(S^{n-1}\) with empty intersection. Then, by the perturbation theory, we can conclude that the set \(M\) is open in \(S(n) \times S(n)\). We next show that \(M\) is also dense. It suffices to prove that for \(A, B \in S(n)\) having common eigenvectors and for small enough \(\varepsilon > 0\), we can find \(A_\varepsilon, B_\varepsilon \in S(n)\) with \(\|A - A_\varepsilon\| \leq \varepsilon, \|B - B_\varepsilon\| \leq \varepsilon\) such that \(A_\varepsilon, B_\varepsilon\) have no common eigenvectors. For this, by perturbing the eigenvalues of \(A\) and \(B\), without loss of generality, we assume that both \(A\) and \(B\) have only simple eigenvalues. We let \(A_\varepsilon = A\) and next construct \(B_\varepsilon\). Consider the spectral decompositions for \(A\) and \(B\): \(A v_i = \lambda_i v_i\) and \(B v_i = \mu_i v_i\) for \(1 \leq i \leq n\). Then, for a given \(\varepsilon > 0\), we choose an orthogonal matrix \(U_\varepsilon\) satisfying \(U_\varepsilon v_i \neq v_i\) for any \(i\) and \(\|U_\varepsilon - I\| \leq \varepsilon\), and define the matrix \(B_\varepsilon\) by \(B_\varepsilon U_\varepsilon V = U_\varepsilon V D\), where \(V = [v_1, \ldots, v_n]\) and \(D = \text{diag}(\mu_1, \ldots, \mu_n)\). When \(\varepsilon\) is small enough, the condition \(\|U_\varepsilon - I\| \leq \varepsilon\) implies \(U_\varepsilon v_i \neq v_j, w_k\) for all \(1 \leq i, j, k \leq n\). Thus, \(A_\varepsilon\) and \(B_\varepsilon\) have no common eigenvectors, and the proof is complete.

Although an arbitrary pair of symmetric matrices may not have any common eigenvectors, the functional \(\mathcal{L}(\Lambda, v)\) can still admit many local minima. Indeed, recalling the decomposition (2.1) for almost commuting matrices \((A, B)\), let \(E_\varepsilon\) be a common eigenspace (1.5) of \((A_\varepsilon, B_\varepsilon)\) associated with some eigenvalue pair \(\Lambda_\varepsilon := (\lambda_\varepsilon, \mu_\varepsilon)\):

\[
E_\varepsilon := \{v \in \mathbb{R}^n : A_\varepsilon v = \lambda_\varepsilon v, B_\varepsilon v = \mu_\varepsilon v\}.
\]

(2.18)

We shall prove in Theorem 2.6 below that when \(\|A, B\| \ll 1\), there always exists a local minimizer to \(\mathcal{L}\) in some neighborhood of \((\Lambda_\varepsilon, S_\varepsilon)\) in \(\mathbb{R}^2 \times S^{n-1}\), where \(S_\varepsilon := S^{n-1} \cap E_\varepsilon\). For convenience, we denote by \(\mathcal{P}_\varepsilon\) and \(\mathcal{P}_\varepsilon^+\) the orthogonal projections to the subspace \(E_\varepsilon\) and its orthogonal complement \(E_\varepsilon^+\), respectively. The following lemma is useful in the sequel.

**Lemma 2.4.** Let the set \(S_\varepsilon\) and the projections \(\mathcal{P}_\varepsilon\) and \(\mathcal{P}_\varepsilon^+\) be defined as above. For \(v \in S^{n-1}\), it holds that

\[
\text{dist}(v, S_\varepsilon)^2 := \min_{w \in S_\varepsilon} ||v - w||^2 = (1 - \|(\mathcal{P}_\varepsilon(v))\|^2) + \|(\mathcal{P}_\varepsilon^+(v))\|^2 = 2 - 2\|\mathcal{P}_\varepsilon(v)\|^2 .
\]

(2.19)
where the minimum value is attained at \( v_* = \mathcal{P}_\varepsilon(v) / \| \mathcal{P}_\varepsilon(v) \| \). Similarly, let \( S_{\varepsilon, \varepsilon} \) be the \( \varepsilon \)-neighborhood of the set \( S_* : S_{\varepsilon, \varepsilon} := \{ v \in S^{n-1} ; \text{dist}(v, S_*) \leq \varepsilon \} \). Then, there holds, for \( v \in S^{n-1} \),

\[
\text{dist}(v, S_{\varepsilon, \varepsilon})^2 = \min_{w \in S_{\varepsilon, \varepsilon}} \| v - w \|^2 = \| v - \mathcal{P}_\varepsilon(v) \|^2 ,
\]

(2.20)

where \( \mathcal{P}_\varepsilon(v) \) is the unique minimizer to \( \text{dist}(v, S_{\varepsilon, \varepsilon}) \) given by

\[
\mathcal{P}_\varepsilon(v) = \frac{\mathcal{P}_\varepsilon(v)}{\| \mathcal{P}_\varepsilon(v) \|} + \sqrt{1 - \theta^2} \frac{\mathcal{P}_\varepsilon^\perp(v)}{\| \mathcal{P}_\varepsilon^\perp(v) \|} \quad \text{with} \quad \theta = \max \left\{ 1 - \frac{\varepsilon}{2}, \| \mathcal{P}_\varepsilon(v) \| \right\} .
\]

(2.21)

**Proof.** The first claim (2.19) directly follows from the definition, so we only show the second one (2.20). For this, we note from (2.19) that \( v \in S_{\varepsilon, \varepsilon} \) is equivalent to \( \| \mathcal{P}_\varepsilon(v) \| \geq 1 - \varepsilon/2 \). Hence the statements (2.20) and (2.21) clearly hold for \( v \in S_{\varepsilon, \varepsilon} \). Then we consider the case where \( v \in S^{n-1} \setminus S_{\varepsilon, \varepsilon} \), which gives \( \theta = 1 - \varepsilon/2 \). It is easy to see

\[
\| v - w \|^2 = \| \mathcal{P}_\varepsilon(v - w) \|^2 + \| \mathcal{P}_\varepsilon^\perp(v - w) \|^2 \geq \| \mathcal{P}_\varepsilon(v) \| - \| \mathcal{P}_\varepsilon(w) \|)^2 + \| \mathcal{P}_\varepsilon^\perp(v) \| - \| \mathcal{P}_\varepsilon^\perp(w) \|^2 .
\]

(2.22)

By elementary analysis, we have that the function \( \| \mathcal{P}_\varepsilon(v) \| - x \|^2 + \| \mathcal{P}_\varepsilon^\perp(v) \| - \sqrt{1 - x^2} \|^2 \) is monotone increasing in \( x \in [1 - \varepsilon/2, 1] \) for \( v \in S^{n-1} \setminus S_{\varepsilon, \varepsilon} \). Therefore, it follows from (2.21) and (2.22) that

\[
\text{dist}(v, S_{\varepsilon, \varepsilon})^2 \geq \| \mathcal{P}_\varepsilon(v) \| - \theta^2 + \| \mathcal{P}_\varepsilon^\perp(v) \| - \sqrt{1 - \theta^2}^2 = \| v - \mathcal{P}_\varepsilon(v) \|^2 .
\]

The proof is complete. \( \square \)

**Remark 2.5.** One can also define the distance function \( \text{dist}(v, E) := \inf_{v \in E} d(v, w) \) for \( E \subset S^{n-1} \), by using the geodesic distance \( d(v, w) := \arccos(v, w) \) on \( S^{n-1} \), which has been investigated in [26, 27]. It is easy to see that \( \text{dist}(v, E)^2 = 2 - 2 \cos \text{dist}(v, E) \) if \( 0 \leq \text{dist}(v, E) \leq \pi \), which implies that \( \text{dist} \) and \( \text{dist} \) are equivalent, and \( \mathcal{P}_\varepsilon(v) \) in (2.21) is also the unique minimizer to \( \text{dist}(v, S_{\varepsilon, \varepsilon}) \). However, the interested set \( S_{\varepsilon, \varepsilon} \) is not geodesically convex by [27, Proposition 2]. Therefore, the results in [26, 27] do not directly apply to our case and we choose to focus on the function \( \text{dist}(\cdot, \cdot) \) in (2.20) in this work.

**Theorem 2.6.** Suppose that \((A, B)\) are almost commuting matrices with decomposition (2.1), and denote by \( \delta(A_*, B_*) \) the eigenvalue gap (1.6) for commuting matrices \((A_*, B_*)\) in (2.1). Also, let the eigenvalue pair \( \Lambda_* = (\lambda_*, \mu_*) \) with the space \( E_* \) and the set \( S_* \) be defined as before Lemma 2.4. We assume

\[
\| \Delta A \| + \| \Delta B \| \leq \frac{1}{8} \delta(A_*, B_*) ,
\]

and define constants

\[
\eta := \frac{15}{4} (\| \Delta A \| + \| \Delta B \|) \quad \text{and} \quad \varepsilon := \frac{128}{3} \left( \frac{\| \Delta A \| + \| \Delta B \|}{\delta(A_*, B_*)} \right)^{2} .
\]

(2.23)

Then, it holds that \((\text{OP}_1)\) admits a local minimizer in the domain:

\[
D_{\eta, \varepsilon} := \{ (\Lambda, v) \in \mathbb{R}^2 \times S^{n-1} ; \| \Lambda - \Lambda_* \| < \eta, \text{dist}(v, S_*) < \sqrt{\varepsilon} \} .
\]

(2.24)

**Proof.** By Lemma 2.4, we write, for \( v \in S^{n-1} \),

\[
v = c_* v_* + \sum_{j=1}^{m} c_j v_j , \quad |c_*|^2 + \sum_{j=1}^{m} |c_j|^2 = 1 ,
\]

(2.25)

and then have

\[
\text{dist}(v, S_*)^2 := |c_* - 1|^2 + \sum_{i=1}^{m} |c_i|^2 = 2 - 2c_* ,
\]

(2.26)

where \( c_* = \| \mathcal{P}_\varepsilon(v) \|, v_* = \mathcal{P}_\varepsilon(v)/c_* \in S_*, \) and \( \{ v_j \}_{j=1}^{m} \) are common orthonormal eigenvectors of \((A_*, B_*)\) spanning \( E_*^\perp \). Note that for any \( \varepsilon \) and \( \eta \), the set \( D_{\eta, \varepsilon} \) is compact, which implies that \( \inf_{D_{\eta, \varepsilon}} \mathcal{L}(\Lambda, v) \) admits a minimizer. We shall prove that for small enough \( \| \Delta A \| + \| \Delta B \| \), there exists \( \varepsilon \) and \( \eta \), depending on \( \| \Delta A \| + \| \Delta B \| \) and satisfying
\( \varepsilon, \eta \to 0 \) as \( \| \Delta A \| + \| \Delta B \| \to 0 \), such that the minimizer of \( \inf_{D_{\eta, \varepsilon}} \mathcal{L}(\Lambda, v) \) is in the open set \( D_{\eta, \varepsilon} \) and hence also a local minimizer of \( (\text{OP}_1) \). For this, we define a constant

\[
L_0 := \inf_{v \in S_*} \| (A - \Lambda_*)_v^2 + \| (B - \mu_*)_v \| ^2 \\
= \inf_{v \in S_*} \| \Delta A v \| ^2 + \| \Delta B v \| ^2 \leq \| \Delta A \| ^2 + \| \Delta B \| ^2 ,
\]

and, without loss of generality, assume \( L_0 > 0 \). Indeed, if \( L_0 = 0 \) holds with a minimizer \( v \in S_* \), then we readily have \( \mathcal{L}(\Lambda, v) = 0 \), and the point \( (\Lambda, v) \) is the desired local minimizer of \( (\text{OP}_1) \) in \( D_{\eta, \varepsilon} \).

We next construct constants \( \varepsilon \) and \( \eta \) such that

\[
\inf_{D_{\eta, \varepsilon} \setminus D_{\eta, \varepsilon}} \mathcal{L}(\Lambda, v) > \| \Delta A \| ^2 + \| \Delta B \| ^2 ,
\]

which, by (2.27), yields \( \inf_{D_{\eta, \varepsilon} \setminus D_{\eta, \varepsilon}} \mathcal{L}(\Lambda, v) > L_0 \). It follows that \( \arg \min_{D_{\eta, \varepsilon}} \mathcal{L}(\Lambda, v) \in D_{\eta, \varepsilon} \) and hence completes the proof. We first have \( D_{\eta, \varepsilon} \setminus D_{\eta, \varepsilon} \subseteq D_1 \cup D_2 \) with

\[
D_1 := \left\{ (\Lambda, v) \in \mathbb{R}^2 \times S^{n-1} ; \| \Lambda - \Lambda_* \| = \eta, \text{ dist}(v, S_*) \leq \sqrt{\varepsilon} \right\}, \\
D_2 := \left\{ (\Lambda, v) \in \mathbb{R}^2 \times S^{n-1} ; \| \Lambda - \Lambda_* \| \leq \eta, \text{ dist}(v, S_*) = \sqrt{\varepsilon} \right\}.
\]

A simple estimate implies

\[
\sqrt{2} \mathcal{L}(\Lambda, v) \geq \| (A_* - \lambda)_v \| + \| (B_* - \mu)_v \| - \| \Delta A \| - \| \Delta B \|.
\]

We now estimate \( \mathcal{L}(\Lambda, v) \) on \( D_1 \). By (2.25) and (2.26), there holds \( c_* \geq 1 - \varepsilon/2 \) for \( (\Lambda, v) \in D_1 \), which gives

\[
\| (A_* - \lambda)_v \| + \| (B_* - \mu)_v \| \geq |c_*| \| \Lambda - \Lambda_* \| \geq \left( 1 - \frac{\varepsilon}{2} \right) \eta ,
\]

where we have also used \( |\lambda - \lambda_*| + |\mu - \mu_*| \geq \| \Lambda - \Lambda_* \| \). If we choose \( \varepsilon \) and \( \eta \) satisfying

\[
\left( 1 - \frac{\varepsilon}{2} \right) \eta > (1 + \sqrt{2})(\| \Delta A \| + \| \Delta B \|) ,
\]

it follows from (2.29) that

\[
\inf_{D_1} \mathcal{L}(\Lambda, v) > \| \Delta A \| ^2 + \| \Delta B \| ^2 .
\]

We next estimate \( \mathcal{L}(\Lambda, v) \) on \( D_2 \). Let \( \Lambda_j = (\lambda_j, \mu_j) \) be the eigenvalue pair of \( (A_* , B_* \) associated with the common eigenvector \( v_j \). Similarly by (2.25), we can derive

\[
\| (A_* - \lambda)_v \| + \| (B_* - \mu)_v \| \geq \sqrt{\sum_{j=1}^m |c_j(\lambda_j - \lambda)|^2 + \sum_{j=1}^m |c_j(\mu_j - \mu)|^2} \\
\geq \sqrt{\sum_{j=1}^m |c_j|^2 \| \Lambda_j - \Lambda \|^2} ,
\]

thanks to the elementary inequality \( \sqrt{x + y} \geq \sqrt{x} + \sqrt{y} \) for \( x, y \geq 0 \). For \( (\Lambda, v) \in D_2 \) and small enough \( \eta \), it is clear that \( \sum_{j=1}^m |c_j|^2 = 1 - (1 - \varepsilon/2)^2 \) and

\[
\| \Lambda - \Lambda_j \| \geq \| \Lambda_j - \Lambda_* \| - \| \Lambda - \Lambda_* \| \geq \delta(A_* , B_* ) - \eta .
\]

Then, if follows from (2.32) that

\[
\| (A_* - \lambda)_v \| + \| (B_* - \mu)_v \| \geq \sqrt{\sum_{j=1}^m |c_j|^2 \| \Lambda_j - \Lambda \|^2} \geq (\delta(A_* , B_* ) - \eta) \sqrt{1 - \left( 1 - \frac{\varepsilon}{2} \right)^2} .
\]

If we choose \( \varepsilon \) and \( \eta \) such that

\[
(\delta(A_* , B_* ) - \eta) \sqrt{1 - \left( 1 - \frac{\varepsilon}{2} \right)^2} > (1 + \sqrt{2})(\| \Delta A \| + \| \Delta B \|) ,
\]

then recalling (2.29), we have

\[
\inf_{D_2} \mathcal{L}(\Lambda, v) > \| \Delta A \| ^2 + \| \Delta B \| ^2 .
\]

One can check that in the regime \( \| \Delta A \| + \| \Delta B \| \leq \delta(A_* , B_* )/8 \), the choice (2.23) of parameters \( (\varepsilon, \eta) \) satisfies the conditions (2.30) and (2.33). Then, the claim (2.28) follows from (2.31) and (2.34) as desired. \( \square \)
Remark 2.7. The prefactors in Theorem 2.6 (e.g., $\frac{1}{8}$ and $\frac{15}{2}$) are chosen for convenience and can be improved, but the orders in $\|\Delta A\| + \|\Delta B\|$ and $\delta(A_\ast, B_\ast)$ are optimal by the standard perturbation theory.

Remark 2.8. In the extreme case where $\sigma(A_\ast, B_\ast)$ is a singleton, equivalently, $(A_\ast, B_\ast) = (aI, bI)$ for some $a, b \in \mathbb{R}$, we have $S_t = S^{n-1}$ and $\delta(A_\ast, B_\ast)$ can be set as $+\infty$ by convention (note that (1.6) is not well-defined in this case).

Theorem 2.6 is a trivial fact that $(\text{OP}_1)$ has a local minimum $(\Lambda, v) \in \mathbb{R}^2 \times S^{n-1}$ with $\Lambda$ near the point $(a, b) \in \mathbb{R}^2$. Moreover, we can see that in this case, $(\text{OP}_1)$ reduces to $\min_{(\Lambda, v) \in \mathbb{R}^2 \times S^{n-1}} \|\Delta A - \lambda\| v^2 + \|\Delta B - \mu\| v^2$ for $\Delta A, \Delta B \in S(n)$, which is hard to analyze due to its generality (except $n = 2$, in which case it is essentially a one-dimensional optimization problem; see also Lemma 3.2 below). It is possible to carry out a landscape analysis as in [76], but one may have to consider special $\Delta A$ and $\Delta B$ such as rank-one and diagonal matrices.

We next discuss generic properties of local minimizers of $(\text{OP}_1)$ for almost commuting matrices. Given $(A, B) \in F_{\text{com}}$, let $\{\Lambda_1\}_{1 \leq i \leq n} (L \leq n)$ be its distinct eigenvalue pairs and $\{E_{A,B}^\Lambda_i\}_{1 \leq i \leq n}$ be the associated common eigenspaces (1.5).

Theorem 2.6 guarantees that $(\text{OP}_1)$ for the perturbed pair $(A + \Delta A, B + \Delta B)$ with $\|\Delta A\| + \|\Delta B\| \ll 1$ admits a local minimizer in the neighborhood of each closed set $(\Lambda_i, S_i)$, where $S_i := E_{A,B}^\Lambda_i \cap S^{n-1}$. Thus, if $L = n$ holds, equivalently, all of the common eigenspaces are one-dimensional, we readily have that $\mathcal{L}(\Lambda, v)$ has at least $n$ local minima, and the associated minimizing vectors $v_j$ are almost orthogonal to each other in the sense that $\langle v_i, v_j \rangle \ll 1$ for $i \neq j$. We shall see that generically, it is indeed the case. Note that the set of commuting matrices $F_{\text{com}} \subset S(n) \times S(n)$ is a complete metric space.

**Lemma 2.9.** The subset $F_0 := \{ (A, B) \in F_{\text{com}} : \dim(E_{A,B}^\Lambda_1) = 1, \Lambda_1 \in \sigma(A, B) \}$ is open dense in $F_{\text{com}}$.

**Proof.** To show that $F_0$ is dense in $F_{\text{com}}$, it suffices to note that for $(A, B) \in F_{\text{com}}$, we can always perturb the eigenvalues of $A$ such that the perturbed matrix $A$ has only simple eigenvalues, which implies $(\tilde{A}, B) \in F_0$, while the claim that $F_0$ is open in $F_{\text{com}}$ follows from the standard perturbation result (cf. Lemma 4.3). \hfill \Box

The above lemma is an analog of Lemma 2.3, which gives the genericity of $\dim(E_{A,B}^\Lambda_1) = 1$ in the topological sense. It would also be interesting to interpret this property from a probabilistic perspective. We next define a probability model is largely motivated by GOE in random matrix theory. We recall that $X$ is a GOE if diagonal elements $X_{ii} \sim N(0, 1)$ for $1 \leq i \leq n$ are i.i.d. Gaussian random variables and off-diagonal elements $\{X_{ij}\}_{1 \leq i < j \leq n}$ are i.i.d. Gaussian $N(0, \frac{1}{2})$ that are independent of $X_{ii}$. We let $U$ be uniformly distributed on $O(n)$ and $D_i \in \text{diag}_<(n)$, $i = 1, 2$, be random diagonal matrices with diagonal entries independently sampled from the following probability density on the set $\{x_1 \leq x_2 \leq \cdots \leq x_n\}$:

$$\varphi(x_1, \cdots, x_n) = c_ne^{-\frac{1}{2}(x_1^2 + \cdots + x_n^2)} \prod_{1 \leq i < j \leq n} (x_j - x_i),$$

where $c_n$ is the normalization constant. Equivalently, we define the product probability measure:

$$\mathbb{P} = \varphi(\lambda_1, \cdots, \lambda_n)d\lambda_1 \cdots d\lambda_n \times \varphi(\mu_1, \cdots, \mu_n)d\mu_1 \cdots d\mu_n \times \mu_{\text{Haar}},$$

on $\text{diag}_<(n) \times \text{diag}_<(n) \times O(n)$, where $\mu_{\text{Haar}}$ denotes the Haar measure on the orthogonal group $O(n)$. Clearly, the map $\Phi$ is smooth and thus the pushforward measure $\mathbb{P}_{F_{\text{com}}} := \mathbb{P} \circ \Phi^{-1}$ on $F_{\text{com}}$ is well-defined. In what follows, we limit our discussion to the case where $F_{\text{com}}$ is equipped with the probability $\mathbb{P}_{F_{\text{com}}}$. One may have noted that $\varphi$ is nothing else than the joint distribution of eigenvalues of GOE [5]. Thus, the pair $(A, B) \in F_{\text{com}}$ has the same marginal distribution as GOE, i.e., $A \sim \text{GOE}, B \sim \text{GOE}$. To proceed, we recall a basic result that may be due to Wigner and von Neumann [55]; see also [65, 67].

**Lemma 2.10.** The set of symmetric matrices with degenerate eigenvalues is a surface of codimension 2 in the $n(n-1)/2$-dimensional real vector space $S(n)$. Thus, given an absolutely continuous probability on $S(n)$ with respect to Lebesgue measure, a matrix $X \in S(n)$ has all simple eigenvalues almost surely.

We immediately observe from Lemma 2.10 that

$$\mathbb{P}_{F_{\text{com}}}(F_{\text{com}} \setminus F_0) = \mathbb{P}_{F_{\text{com}}} (\Lambda \in \sigma(A, B) \text{ is degenerate}) \leq \mathbb{P}_{\text{GOE}}(X \in S(n) \text{ has a degenerate eigenvalue}) = 0,$$

and the following corollary holds.
Corollary 2.11. For a pair of random commuting matrices drawn from the probability $\mathbb{P}_{\text{F.com}}$, almost surely we have that all its common eigenspaces are one-dimensional.

In order to combine these observations with Theorem 2.6, we recall from [56, Corollary 2.2] a tail bound of the spectral gap for Wigner matrices (i.e., off-diagonal entries are i.i.d. sub-Gaussian random variables with mean 0 and variance 1 and diagonal entries are independent sub-Gaussians with mean 0 and variances bounded by $n^{1-o(1)}$), which include GOE as a subclass.

Lemma 2.12. For real symmetric Wigner matrices $X_n$ with sub-Gaussian entries, there holds
\[
\min_{1 \leq i \leq n-1} (\lambda_{i+1} - \lambda_i) \geq n^{-\frac{3}{2} - o(1)},
\]
with probability $1 - o(1)$, where $\{\lambda_i\}_{i=1}^n$ are eigenvalues of $X_n$ (counting multiplicity) in an increasing order.

Applying Lemma 2.12 to GOE, by Theorem 2.6, we can conclude the following result, which shows the desired claim that generically $\mathcal{L}(\Lambda, v)$ has almost orthogonal local minimizing vectors $v_i$.

Theorem 2.13. Let $A, B \in S(n)$ be almost commuting matrices with decomposition (2.1), where $(A_x, B_x) \in \mathbb{F}_{\text{com}}$ is sampled from $\mathbb{P}_{\text{F.com}}$. Then, for $\|\Delta A\| + \|\Delta B\| \leq n^{-3/2 - o(1)}/8$, with probability $1 - o(1)$, the function $\mathcal{L}(\Lambda, v)$ admits $n$ local minima on $\mathbb{R}^2 \times S^{n-1}$ with associated minimizing vectors $\{v_j\}_{j=1}^n$ satisfying
\[
|\langle v_i, v_j \rangle| = O\left(\frac{\|\Delta A\| + \|\Delta B\|}{n^{-3/2 - o(1)}}\right).
\]

3. Vector-wise joint diagonalization algorithm

In this section, we will provide a detailed description of the VJD algorithm for solving (OP). Following the ideas presented in the introduction, we first summarize its key steps in Algorithm 2 below.

---

**Algorithm 2: VJD algorithm for (OP)**

**Input:** almost commuting matrices $A, B \in S(n)$

**Output:** orthogonal matrix $U \in O(n)$; diagonal matrices $D_1, D_2 \in \text{diag } (n)$

1. set $(\lambda^{(1)}, \mu^{(1)}, v^{(1)})$ to the minimizer of $(\text{OP}_1)$
2. $V = v^{(1)}$
3. $w^{(1)} = v^{(1)}$
4. for $j = 2, \ldots, n$
   5. set $(\lambda^{(j)}, \mu^{(j)}, v^{(j)})$ to the minimizer of $(\text{OP}_2)$ with inputs $\{w^{(i)}\}_{i=1}^{j-1}$
   6. $V = [V, v^{(j)}]$ 
   7. compute $w^{(j)}$ by orthogonalizing $\{w^{(1)}, \ldots, w^{(j-1)}, v^{(j)}\}$ via Gram-Schmidt process
5. end
6. compute the SVD: $V = U_1 \Sigma U_2$ for solving (1.4)
7. $U = U_1 U_2, D_1 = \text{diag}(\lambda^{(1)}, \ldots, \lambda^{(n)}), D_2 = \text{diag}(\mu^{(1)}, \ldots, \mu^{(n)})$

---

Remark 3.1. The introduction of $w^{(j)}$ is conceptually unnecessary and mainly for implementing the projection $\mathcal{P}_v$ (2.21) associated with span $\{v^{(1)}, \ldots, v^{(j)}\}$, which is needed for solving $(\text{OP}_2)$; see Algorithm 3.

The rest of this section is devoted to designing algorithms for the optimization problems $(\text{OP}_1)$ and $(\text{OP}_2)$. Note that the cost functional $\mathcal{L}(\Lambda, v)$ is quadratic and convex with respect to both variables $\Lambda \in \mathbb{R}^2$ and $v \in \mathbb{R}^n$, which motivates us to consider the alternating descent framework, namely, successively updating the variables $\Lambda$ and $v$ to minimize the cost $\mathcal{L}$. In particular, we have
\[
\arg\min_{\Lambda \in \mathbb{R}^2} \mathcal{L}(\Lambda, v) = (\langle v, Av \rangle, \langle v, Bv \rangle),
\]
and there holds, for any $v \in S^{n-1}$ and $\Lambda = (\lambda, \mu) \in \mathbb{R}^2$,
\[
\tilde{\mathcal{L}}(v) \leq \mathcal{L}(\Lambda, v),
\]
with
\[
\tilde{\mathcal{L}}(v) := \mathcal{L}(\langle v, Av \rangle, \langle v, Bv \rangle, v) = \langle v, (A^2 + B^2)v \rangle - \langle v, Av \rangle^2 - \langle v, Bv \rangle^2,
\]
which is a fourth-order polynomial in $v$. Thus, we can update $\Lambda$ explicitly via (3.1). To update the vector $v \in S^{n-1}$, we consider Riemannian Newton’s method with a line search, which takes advantage of the Hessian information of $\mathcal{L}$ and enables a fast convergence. More precisely, in the $k$-th step, given $\Lambda_k = (\langle v_k, Av_k \rangle, \langle v_k, Bv_k \rangle)$ and $v_k \in S^{n-1}$, we compute the search direction $s_k \in T_v S^{n-1}$ by

$$-\text{Hess}_{v} \mathcal{L}(\Lambda_k, v_k)[s_k] = \text{grad}_{v} \mathcal{L}(\Lambda_k, v_k),$$

and then update $v_{k+1} = R_{v_k}(\alpha_k s_k)$ and $\Lambda_{k+1} = (\langle v_{k+1}, Av_{k+1} \rangle, \langle v_{k+1}, Bv_{k+1} \rangle)$, where the stepsize $\alpha_k$ is determined by a backtracking line search (cf. (3.15) below). However, our numerical experiments, such an alternating minimization may converge slowly and become less efficient when the matrix size $n$ increases. We also note that $\text{Hess}_{v} \mathcal{L}$ may have negative eigenvalues so that $s_k$ in (3.4) is not necessarily a descent direction of $\mathcal{L}(\Lambda, \cdot)$, which leads to the potential instability of the algorithm. Our practically efficient algorithm is motivated by the following lemmas.

**Lemma 3.2.** Given $A, B \in S(n)$, let functions $\mathcal{L}(\Lambda, v)$ on $\mathbb{R}^2 \times S^{n-1}$ and $\mathcal{L}(v)$ on $S^{n-1}$ be defined in (OP$_1$) and (3.3), respectively. Then, $(\Lambda_*, v_*)$ is a local minimum of $\mathcal{L}$ if and only if $\Lambda_* = (\langle v_*, Av_* \rangle, \langle v_*, Bv_* \rangle)$ and $v_*$ is a local minimum of $\mathcal{L}$. Moreover, we have

$$\text{grad} \mathcal{L}(v) = \text{grad}_{v} \mathcal{L}(\Lambda, v)|_{(\Lambda, v) = (\langle v, Av \rangle, \langle v, Bv \rangle, v)} ,$$

and $\text{Hess} \mathcal{L}(v)$ is the Schur complement of the block $2I_2$ of the Hessian $\text{Hess} \mathcal{L}$ (2.8), i.e.,

$$\text{Hess} \mathcal{L}(v) = \text{Hess}_{v} \mathcal{L}(\Lambda, v)|_{(\Lambda, v) = (\langle v, Av \rangle, \langle v, Bv \rangle, v)} - 2^{-1}WW^T .$$

**Proof.** The Riemannian gradient (3.5) and Hessian (3.6) of $\mathcal{L}(v)$ follow from a direct computation by (2.5). For the first claim, let $(\Lambda_*, v_*)$ be a local minimum of $\mathcal{L}$. Then, $\Lambda_*$ is a local minimum of the quadratic function $\mathcal{L}(\cdot, v_*)$, which gives $\Lambda_* = (\langle v_*, Av_* \rangle, \langle v_*, Bv_* \rangle)$. By (3.2), we have, for $(\Lambda, v)$ near $(\Lambda_*, v_*)$,

$$\widetilde{\mathcal{L}}(v) \leq \bar{\mathcal{L}}(v) \leq \mathcal{L}(\Lambda, v),$$

i.e., $v_*$ is a local minimum of $\bar{\mathcal{L}}(v)$. The other direction can be proved similarly. \(\square\)

Thanks to Lemma 3.2, optimizing the function $\mathcal{L}(\Lambda, v)$ is equivalent to optimizing the one $\bar{\mathcal{L}}(v)$, since they have exactly the same local minima in the variable $v \in S^{n-1}$. Noting from (3.5) that $\text{grad}_{v} \mathcal{L}(\Lambda_k, v_k) = \text{grad} \mathcal{L}(v_k)$, we will show that in the almost commuting regime $[A, B] \ll 1$, the alternating descent algorithm given above can be regarded as a Riemannian approximate Newton method for solving

$$\min_{v \in S^{n-1}} \bar{\mathcal{L}}(v) = \langle v, (A^2 + B^2)v \rangle - \langle v, Av \rangle^2 - \langle v, Bv \rangle^2 ,$$

namely, a special case of Algorithm 3 below with $H(v) = \text{Hess}_{v} \mathcal{L}(\langle v, Av \rangle, \langle v, Bv \rangle, v)$. In this work, the approximate Newton method refers to a Newton-type algorithm that employs structurally simple approximate Hessian matrices with easily computed inverses.

**Lemma 3.3.** Given a pair of almost commuting matrices $(A, B)$ with decomposition (2.1), let $v_*$ be a local minimum of the associated $\bar{\mathcal{L}}(v)$ on $S^{n-1}$. Then, for both $H(v) = \nabla^2 \mathcal{L}(\Lambda, v)$ and $H(v) = \text{Hess}_{v} \mathcal{L}(\Lambda, v)$ with $\Lambda = (\langle v, Av \rangle, \langle v, Bv \rangle)$, it holds that

$$\|\text{Hess} \mathcal{L}(v) - H(v)\| = O(\|v - v_*\|) + O(\|\Delta A\| + \|\Delta B\|),$$

for $v$ near $v_*$ and $\|\Delta A\| + \|\Delta B\|$ small enough. In particular, if $[A, B] = 0$, we have

$$\|\text{Hess} \mathcal{L}(v) - H(v)\| = O(\|v - v_*\|).$$

**Proof.** It suffices to consider $H(v) = \nabla^2 \mathcal{L}(\Lambda, v)|_{(\Lambda, v) = (\langle v, Av \rangle, \langle v, Bv \rangle, v)}$, since the other one can be similarly analyzed. By formulas (2.7) and (3.5), the optimality condition $\text{grad} \mathcal{L}(v_*) = 0$ gives

$$(H(v_*) - \langle v_*, H(v_*)v_* \rangle I)v_* = 0 ,$$

which yields, by (2.10),

$$M(v_*):= \text{Hess}_{v} \mathcal{L}(\Lambda, v)|_{(\Lambda, v) = (\langle v_*, Av_* \rangle, \langle v_*, Bv_* \rangle, v_*)} = H(v_*) - \langle v_*, H(v_*)v_* \rangle I .$$
For the desired estimate (3.9), we first observe
\[ \| \text{Hess} \bar{L}(v) - H(v) \| \leq O(\|v - v_*\|) + \| \text{Hess} \bar{L}(v_*) - H(v_*) \|, \]
by the Lipschitz continuity of \( \text{Hess} \bar{L}(v) \) and \( H(v) \). Then, recalling from Proposition 2.2 and Lemma 3.2 that the local minima of \( \bar{L}(v) \) for commuting matrices are characterized by their common eigenvectors, we have \( H(v_*)v_* = 0 \) and \( \text{Hess} \bar{L}(v_*) = M(v_*) = H(v_*) \) for \((A, B) \in F_{\text{com}}\), by formulas (2.9), (3.6), and (3.12). It follows from the stability estimate in Theorem 2.6 that \( \| \text{Hess} \bar{L}(v_*) - H(v_*) \| = O(\|\Delta A\| + \|\Delta B\|) \). Thus, (3.9) and also (3.10) hold.

In what follows, we say that a symmetric matrix \( H(v) \in S(n) \) is an approximate Riemannian Hessian of \( \bar{L}(v) \) if the property (3.9) holds as \( \|v - v_*\| \to 0 \) and \( \|\Delta A\| + \|\Delta B\| \to 0 \). In addition to \( \text{Hess} \bar{L}(\Lambda, v) \) with \( \Lambda = (\langle v, Av \rangle, \langle v, Bv \rangle) \) from the alternating minimization, Lemma 3.3 also suggests a new choice \( \nabla^2 \bar{L}(\Lambda, v) \) for approximating \( \text{Hess} \bar{L}(v) \) with the favorable positive semidefinite property. It is easy to see that its restriction on \( T_v \mathbb{S}^{n-1} \): \((I_n - vv^T)\nabla^2 \bar{L}(\Lambda, v)(I_n - vv^T)\) also satisfies the estimate (3.9) and hence can be a good candidate for the approximate Hessian as well.

We are now ready to give our approximate Newton method (Algorithm 3) for solving (OP\(_1\)) and (OP\(_2\)). We note that the only difference between (OP\(_1\)) and (OP\(_2\)) is the inequality constraint \( \text{dist}(v, S_{j-1}) \leq \sqrt{\varepsilon} \), which can be easily dealt with by a projection step, thanks to Lemma 2.4. One may also observe that for \( j = 1 \), there holds \( S_{j-1} = \mathbb{S}^{n-1} \) by definition and then (OP\(_2\)) reduces to (OP\(_1\)). Thus, it suffices to state the algorithm for (OP\(_2\)). For clarity, we recall that given \( w_1, \ldots, w_j \in \mathbb{S}^{n-1} \) \((j \geq 1)\),
\[
S_j := \text{span}\{w_1, \ldots, w_j\} \perp \mathbb{S}^{n-1},
\]
and \( S_{j, \varepsilon} := \{v \in \mathbb{S}^{n-1} : \text{dist}(v, S_j) \leq \sqrt{\varepsilon}\} \) for some \( \varepsilon > 0 \). If \( j = 0 \), then \( S_j = S_{j, \varepsilon} := \mathbb{S}^{n-1} \). We denote by \( \mathcal{P}_{j, \varepsilon} \) the projection to the minimizer of \( \text{dist}(v, S_{j, \varepsilon}) \) given in (2.21) and also recall the retraction \( R_v \) in (2.6).

**Algorithm 3:** Projected Riemannian approximate Newton method for (OP\(_1\)) and (OP\(_2\))

**Input:** almost commuting matrices \( A, B \in S(n) \);
- vectors \( w_1, \ldots, w_j \in \mathbb{S}^{n-1} \) for \( j \geq 1 \) \((j = 1 \text{ means no input vectors})\);
- parameters \( \tau \in (0, 1/2), \beta \in (0, 1), \epsilon > 0, \text{ and } 0 < \varepsilon \ll 1; \)
- approximate Hessian matrix \( H(\cdot) \in S(n) \)

**Output:** a triplet \((\lambda, \mu, v) \in \mathbb{R}^2 \times \mathbb{S}^{n-1}\)

1. generate random initial vector \( v_0 \in S_{j-1} \) with \( S_{j-1} \) defined by \( \{w_1, \ldots, w_{j-1}\} \) as in (3.13)
2. \( k = 0 \)
3. while \( \|\text{grad} \bar{L}(v_k)\| > \epsilon \) do
   4. compute the search direction \( s_k \in T_v \mathbb{S}^{n-1} \) by solving
      \[
      -H(v_k)[s_k] = \text{grad} \bar{L}(v_k)
      \]
      \( (3.14) \)
   5. compute the stepsize \( \alpha_k \) by the backtracking line search:
      \[
      \alpha_k := \max \left\{ \beta^j : \bar{L}(R_{v_k}(\beta^j s_k)) \leq \bar{L}(v_k) + \tau \beta^j \langle \text{grad} \bar{L}(v_k), s_k \rangle \right\}
      \]
      \( (3.15) \)
   6. \( v_{k+1} = \mathcal{P}_{j, \varepsilon} R_{v_k}(\alpha_k s_k) \)
   7. \( k = k + 1 \)
4. end
9. \( v = v_k \in \mathbb{S}^{n-1}, \lambda = \langle v_k, Av_k \rangle, \mu = \langle v_k, Bv_k \rangle \)

We end this section with several remarks. First, by Theorem 2.13, the parameter \( \varepsilon \) in Algorithm 3 can be chosen of the order \( (\|\Delta A\| + \|\Delta B\|)/n^{3/2} \) or larger. Second, by the above discussion, it is clear that Algorithm 3 with \( H(v) = \text{Hess}_v \bar{L}(v, Av), \langle v, Bv \rangle, v \) gives the alternating minimization for (OP\(_1\)) and (OP\(_2\)), while for \( H(v) = \text{Hess} \bar{L}(v) \), Algorithm 3 is nothing else than the standard Riemannian Newton’s method. Moreover, combining the abstract VJD scheme in Algorithm 2 with Algorithm 3 gives the one used in practice.

Finally, for the step (3.14), if the approximate Hessian maps \( T_v \mathbb{S}^{n-1} \) to \( T_v \mathbb{S}^{n-1} \), we can simply take the Moore Penrose generalized inverse of \( H \) to find \( s_k = -H(v_k)^\dagger \text{grad} \bar{L}(v_k) \). But if \( H(v) \) does not have \( T_v \mathbb{S}^{n-1} \) as an invariant subspace, say, \( H(v) = \nabla^2 v \bar{L}(v, Av), \langle v, Bv \rangle, v \), then the equation (3.14) may not admit a solution in \( T_v \mathbb{S}^{n-1} \). In this case, we consider the least-squares solution to (3.14). See Section 5.1 for more computational details, where we numerically test the aforementioned candidates of the approximate Hessian \( H(v) \).
4. Error analysis

This section is devoted to the error analysis for our VJD algorithm. In Section 4.1, we establish the global convergence of Algorithm 3 for (OP₁) (i.e., without the inequality constraint), while in Section 4.2, we discuss the numerical stability of Algorithm 2 with respect to noises and numerical errors.

4.1. Convergence of Riemannian approximate Newton method

Before stating our main theorem, we recall some preliminaries. First, by [59, Lemma 6], there exist \( a₀ > 0, a₁ > 0, \) and \( δ_{a₀,a₁} > 0 \) such that for any \( v ∈ S^{n−1} \) and \( p ∈ T_vS^{n−1} \) with \( ∥p∥ ≤ δ_{a₀,a₁}, \)

\[
a₀∥p∥ ≤ d(v, R_v(p)) ≤ a₁∥p∥, \tag{4.1}
\]

where \( d(⋅, ⋅) \) is the geodesic distance on \( S^{n−1} \). We define the norm for any \( T \) we define the norm for any \( S^{n−1} \) with \( ∥p∥ ≤ δ_{a₀,a₁}, \)

\[
δ:= \sup \left\{ \frac{d(R_v(p), R_v(q))}{∥p−q∥} : p, q ∈ T_vS^{n−1}, ∥p∥ ≤ δ_{a₀,a₁}, ∥q∥ ≤ δ_{a₀,a₁} \right\}. \tag{4.2}
\]

We denote by \( P_{v,w} \) the parallel transport of tangent vectors at \( v \) to the tangent vectors at \( w \) along the geodesic curve connecting points \( v \) and \( w \); see [12] for the precise definition of \( P_{v,w} \). We also recall the following expansion for the Riemannian gradient of a smooth function \( f \) on \( S^{n−1} \) [28, 47]: for \( w \) near \( v, \)

\[
\nabla f(w) = P_{v,w} \nabla f(v) + P_{v,w} \text{Hess} f(v)[R_v^{-1} w] + O(∥R_v^{-1} w∥^2). \tag{4.3}
\]

**Theorem 4.1.** Let \( H(v) : T_vS^{n−1} → T_vS^{n−1} \) be a positive semidefinite approximate Hessian of \( \tilde{L} \) satisfying (3.9). Suppose that \( v_* \) is an accumulation point of the iterative sequence \( \{v_k\} \) generated by Algorithm 3 for (OP₁); and that \( H(v_k) \) for all \( k \) and \( H(v_*) \) are non-singular operators on the tangent space. Then, \( v_* \) is a stationary point of (OP₁), and it holds that for \( 0 ∉ ||[A,B]|| ≪ 1, \) the sequence \( \{v_k\} \) converges to \( v_* \) linearly with the convergence rate:

\[
\limsup_{k→∞} \frac{d(v_{k+1}, v_*)}{d(v_k, v_*)} = O(||[A,B]||^{1/2}).
\]

In the commuting case \( [A,B] = 0, \) we have that \( \{v_k\} \) converges to \( v_* \) quadratically:

\[
\limsup_{k→∞} \frac{d(v_{k+1}, v_*)}{d(v_k, v_*)^2} = 0.
\]

**Proof.** In this proof, we always regard \( H(v) \) as a linear operator on the tangent space \( T_vS^{n−1}. \) By abuse of notation, we define the norm for any \( T : T_vS^{n−1} → T_vS^{n−1} \) by \( ||T|| = \sup\{∥Tv∥ : v ∈ T_vS^{n−1}, ∥v∥ = 1\}. \) Since \( H(v_*) \) is non-singular and \( H(v) \) is continuous, there exists a neighborhood \( U \) of \( v_* \) such that \( H(v) \) for \( v ∈ U \) is positive definite on \( T_vS^{n−1} \) and satisfies

\[
||H(v)^{-1}|| ≤ 2||H(v_*)^{-1}||, \tag{4.4}
\]

which implies that we can find a constant \( σ > 0 \) such that \( H(v_k)^{-1} ≥ σI \) on \( T_vS^{n−1}. \) It follows that

\[
\langle \nabla \tilde{L}(v_k), s_k \rangle = −⟨\nabla \tilde{L}(v_k), H(v_k)^{-1} \nabla \tilde{L}(v_k)⟩ ≤ −σ∥\nabla \tilde{L}(v_k)∥^2. \tag{4.5}
\]

Then by (4.5) and the line search condition (3.15), we see that the stepsize \( α_k \) is well defined.

**Step 1.** We first prove that the accumulation point \( v_* \) is also the stationary point, i.e., \( \nabla \tilde{L}(v_*) = 0. \) Again by (3.15), we have

\[
\tilde{L}(v_k) − \tilde{L}(v_{k+1}) ≥ −τα_k⟨\nabla \tilde{L}(v_k), s_k⟩ ≥ α_kστ∥\nabla \tilde{L}(v_k)∥^2 > 0, \tag{4.6}
\]

which means that \( \tilde{L}(v_k) \) is strictly decreasing. By (4.6), if \( \liminf_{k→∞} α_k = μ > 0 \) holds, then we find

\[
\sum_{k=1}^{∞} ∥\nabla \tilde{L}(v_k)∥^2 < +∞,
\]

and \( ∥\nabla \tilde{L}(v_k)∥ → 0 \) as \( k → ∞, \) which readily gives \( ∥\nabla \tilde{L}(v_*)∥ = 0. \) If not, i.e., \( \liminf_{k→∞} α_k = 0 \) holds, given any \( s ∈ N, \) we can take a subsequence \( k_j \) such that \( α_{k_j} < β^{−s} \) for \( j \) large enough. Hence, \( β^{−s} \) does not satisfy the linear search condition (3.15), that is,

\[
\tilde{L}(R_{v_{k_j}}(β^{−s}s_{k_j})) > \tilde{L}(v_{k_j}) + τβ^{−s}⟨\nabla \tilde{L}(v_{k_j}), s_{k_j}⟩. \tag{4.7}
\]
Without loss of generality, we assume that there holds \(v_{k_j} \to v_*\) and \(s_{k_j} \to s_* = -H(v_*)^{-1} \nabla \bar{L}(v_*)\). Taking the limit \(j \to \infty\) in (4.7) gives
\[
\bar{L}(R_{v_*}(\beta^{-s}s_*)) > \bar{L}(v_*) + \tau \beta^{-s} \langle \nabla \bar{L}(v_*), s_* \rangle.
\]
Then it is easy to see
\[
\tau \langle \nabla \bar{L}(v_*), s_* \rangle < \liminf_{s \to \infty} \frac{\bar{L}(R_{v_*}(\beta^{-s}s_*)) - \bar{L}(v_*)}{\beta^{-s}} = \langle \nabla \bar{L}(v_*), s_* \rangle.
\]
Noting \(\tau \in (0, 1/2)\) in Algorithm 3, we obtain \(\langle \nabla \bar{L}(v_*), s_* \rangle = 0\) and thus \(\nabla \bar{L}(v_*) = 0\).

**Step 2.** We next show that there exists a neighborhood \(V \subset U\) of \(v_*\) such that if \(v_k \in V\), then \(\alpha_k = 1\). Recalling that \(R_v\) is a second-order retraction, we have the following Taylor expansion [12, Proposition 5.43]:
\[
\bar{L}(R_v(s)) = \bar{L}(v) + \langle \nabla \bar{L}(v), s \rangle + \frac{1}{2} \langle \text{Hess} \bar{L}(v)[s], s \rangle + O(\|s\|^3),
\]
for \(s \in T_v\mathbb{S}^{n-1}\) with \(\|s\|\) small enough. Then by (4.4), for \(v\) near \(v_*\), it holds that
\[
s = -H(v)^{-1} \nabla \bar{L}(v) = O(\|v - v_*\|),
\]
which, along with (4.8), yields
\[
\bar{L}(R_v(s)) - \bar{L}(v) = \langle \nabla \bar{L}(v), s \rangle + \frac{1}{2} \langle \text{Hess} \bar{L}(v)[s], s \rangle + O(\|s\|^3)
\]
\[
= \frac{1}{2} \langle \nabla \bar{L}(v), s \rangle + O(\|\Delta A\| + \|\Delta B\|) \|v - v_*\|^2 + O(\|v - v_*\|^3),
\]
where we have also used the assumption that (3.9) holds. The above estimate (4.9) allows us to find a neighborhood \(V\) of \(v_*\) such that for any \(v \in V\), there holds
\[
\bar{L}(R_v(s)) - \bar{L}(v) \leq \tau \langle \nabla \bar{L}(v), s \rangle.
\]
By the above estimate and the line search condition (3.15), we conclude our claim.

**Step 3.** We finally consider the local convergence rate with stepsize one. For this, we claim that there exists a neighborhood \(V_0 \subset V\) of \(v_*\) such that \(R_{v_0}(s) = V_0\) holds for any \(v \in V_0\), where \(s = -H(v)^{-1} \nabla \bar{L}(v)\). Let
\[
r(v) := \nabla \bar{L}(v) - P_{v_*} \text{Hess} \bar{L}(v_*)[R_{v_*}^{-1}v].
\]
By a direct computation with the relation \(R_{v_*}^{-1}(v_*) = -P_{v_*} R_{v_*}^{-1}(v)\) [12], we have
\[
H(v)^{-1} \nabla \bar{L}(v) + R_{v_*}^{-1}(v_*) = H(v)^{-1} \left( r(v) + P_{v_*} \text{Hess} \bar{L}(v_*)[R_{v_*}^{-1}v] - H(v)P_{v_*} R_{v_*}^{-1}(v) \right),
\]
which gives the estimate
\[
\|s - R_{v_*}^{-1}(v_*)\| \leq \|H(v)^{-1}\| \left( \|r(v)\| + \|P_{v_*} \text{Hess} \bar{L}(v_*) - H(v)P_{v_*} R_{v_*}^{-1}(v)\| R_{v_*}^{-1}(v)\| \right).
\]
By the Lipschitz property of \(H(v)\) and \(\|v - v_*\| \leq d(v, v_*),\) we estimate, for \(v\) near \(v_*\),
\[
\|P_{v_*} \text{Hess} \bar{L}(v_*) - H(v_*)P_{v_*}\| \leq \|P_{v_*} \text{Hess} \bar{L}(v_*) - H(v_*)P_{v_*}\| + O(d(v, v_*)).
\]
Without loss of generality, we let \(V_0\) be small enough such that (4.1) holds with constant \(K\) defined in (4.2). Then it is easy to see from (4.10) and (4.11) that for some constant \(C\),
\[
\limsup_{v \to v_*} \frac{d(R_v(s), v_*)}{d(v, v_*)} \leq \limsup_{v \to v_*} \frac{K \|s - R_{v_*}^{-1}(v_*)\|}{a_0 \|R_{v_*}^{-1}(v)\|} \leq C \|\text{Hess} \bar{L}(v_*) - H(v_*)\| = O(\|[A, B]\|^{1/2}),
\]
where we used \(r(v) = O(\|R_{v_*}^{-1}(v_*)\|^2)\) by (4.3) and \(\nabla \bar{L}(v_*) = 0\), and the last estimate is from (2.2) and (3.9). When \(\|[A, B]\|\) is small enough, we obtain
\[
\limsup_{v \to v_*} \frac{d(R_v(s), v_*)}{d(v, v_*)} < 1.
\]
In particular, if \([A, B] = 0\), it holds that \(\text{Hess} \tilde{L}(v_*) = H(v_*)\) by Lemma 3.3. In this case, similarly, we have
\[
\limsup_{v \to v_*} \frac{d(R_v(s), v_*)}{d(v, v_*)^2} < +\infty. \tag{4.14}
\]

We now have all the ingredients to finish the proof. Since \(v_*\) is the accumulation point, there exists \(k_0\) such that \(v_{k_0} \in V_0\). Then by Step 2 and Step 3, a simple induction argument yields \(v_k \in V_0\) and \(\alpha_k = 1\) for \(k \geq k_0\). In view of estimates (4.12) and (4.14), we readily have the global convergence of \(v_k\) and its convergence rate. \(\square\)

Remark 4.2. Empirically, the projected approximate Newton method in Algorithm 3 exhibits a similar convergence rate when applied to \((\text{OP}_2)\) with inequality constraints as it does for \((\text{OP}_1)\); see Section 5.1 for the numerical results. Nevertheless, to the best of the author’s knowledge, there exists very little research on the convergence of projection-type Riemannian optimization algorithms, and we choose to postpone the convergence analysis of Algorithm 3 for \((\text{OP}_2)\) to future investigations. We also refer interested readers to [7, 50, 73] for recent advancements in Riemannian optimization with constraints.

4.2. Numerical stability

We next show that for commuting matrices \((A, B) \in F_{\text{com}}\), our VJD algorithm can produce a reliable simultaneous approximate diagonalization. Note that when \([A, B] = 0\), for suitable \(\varepsilon\) in (1.3), each sub-optimization problem \((\text{OP}_1)\) or \((\text{OP}_2)\) in Algorithm 2 admits a minimizer \((\lambda^{(j)}, \mu^{(j)}, v^{(j)})\) satisfying \(L(\lambda^{(j)}, \mu^{(j)}, v^{(j)}) = 0\). However, due to the presence of noises and iteration errors, the input matrices may not exactly commute and \((\lambda^{(j)}, \mu^{(j)}, v^{(j)})\) can not be perfectly solved. In this scenario, we assume that the sub-optimization problems \((\text{OP}_1)\) and \((\text{OP}_2)\) are solved by Algorithm 3 with outputs \((\tilde{\lambda}_j, \tilde{\mu}_j, \tilde{v}_j)\) satisfying
\[
L(\tilde{\lambda}_j, \tilde{\mu}_j, \tilde{v}_j) = O(\delta), \tag{4.15}
\]
for some precision parameter \(\delta > 0\), and prove that our Algorithm 2 can output matrices \(U \in O(n)\) and \(D_1, D_2 \in \text{diag} (n)\) with a controlled error; see Proposition 4.5. We remark that the justification of the assumption (4.15) relies on the convergence of Algorithm 3 for \((\text{OP}_2)\), and hence is left open. The proof is based on the following two lemmas: a standard perturbation result for eigenvalue problems [58, p.58] and a backward error stability result for the common eigenvector problem [22, Theorem 4].

Lemma 4.3. Suppose that \(A \in S(n)\) has \(n\) eigenvalues \(\lambda_1 \leq \cdots \leq \lambda_n\) with the associated orthonormal eigenvectors \(v_1, \ldots, v_n\). For any \(\Delta A \in S(n)\) with \(\|\Delta A\|\) small enough, let \(\bar{\lambda}_1 \leq \cdots \leq \bar{\lambda}_n\) be the eigenvalues of \(A + \Delta A\). Then, the perturbed matrix \(A + \Delta A\) has orthonormal eigenvectors \(\bar{v}_i\) associated with \(\bar{\lambda}_i\), which satisfy
\[
|\bar{\lambda}_i - \lambda_i| = O(\|\Delta A\|), \quad \|\bar{v}_i - v_i\| = O(\|\Delta A\|).
\]

Lemma 4.4. Suppose that \(v \in S^{n-1}\) is a common eigenvector of matrices \(A, B \in S(n)\) with \(Av = \lambda v\) and \(Bv = \mu v\). If \(\bar{v}\) is an approximation of \(v\), then there exist \(\bar{\lambda}, \bar{\mu} \in \mathbb{R}\) and \(\Delta A, \Delta B \in S(n)\) such that
\[
(A + \Delta A)\bar{v} = \bar{\lambda}\bar{v}, \quad (B + \Delta B)\bar{v} = \bar{\mu}\bar{v},
\]
and
\[
\sqrt{\frac{\|\Delta A\|^2}{\|A\|^2} + \frac{\|\Delta B\|^2}{\|B\|^2}} = \sqrt{\frac{\|A\|^2}{\|A\|^2} + \frac{\|B\|^2}{\|B\|^2}}.
\]

We now state and prove the main result of this section.

Proposition 4.5. For commuting matrices \(A, B \in S(n)\), suppose that the minimizers \((\lambda^{(j)}, \mu^{(j)}, v^{(j)})\) in Algorithm 2 are approximated by \((\bar{\lambda}_j, \bar{\mu}_j, \bar{v}_j)\) computed from Algorithm 3 with the estimate (4.15). Then, Algorithm 2 generates matrices \(U \in O(n)\) and \(D_1, D_2 \in \text{diag} (n)\) that satisfy
\[
\|A - UD_1U^T\|^2 + \|B - UD_2U^T\|^2 = O(n\delta) + O(n^2 \varepsilon \sqrt{\delta}),
\]
where \(\varepsilon\) is the threshold parameter in the stopping criterion of Algorithm 3.
Proof. We first estimate the error for the nearest orthogonal matrix problem (1.4) involved in Algorithm 2. From Algorithm 3, it is clear that \((\tilde{\lambda}_j, \tilde{\mu}_j, \tilde{v}_j) = (\tilde{v}_j, A\tilde{v}_j), (\tilde{v}_j, B\tilde{v}_j), \tilde{v}_j)\), and then the assumption (4.15) implies
\[
\tilde{L}(\tilde{v}_j) = O(\delta) \quad \text{for all } j.
\] (4.16)
By viewing \(\tilde{v}_j\) as an approximation to the common eigenvector \(v^{(j)}\) and applying Lemma 4.5, there exist small perturbations \(\Delta A_j, \Delta B_j \in S(n)\) such that \(\tilde{v}_j\) is an eigenvector of both \(A + \Delta A_j\) and \(B + \Delta B_j\) and there holds
\[
\sqrt{\|\Delta A_j\|^2 + \|\Delta B_j\|^2} \leq \frac{\max\{\|A\|, \|B\|\}}{\min\{\|A\|, \|B\|\}} \sqrt{\tilde{L}(\tilde{v}_j)} = O(\sqrt{\delta}).
\] (4.17)
Therefore, by (4.17) and Lemma 4.3, we obtain
\[
\|\tilde{v}_j - v_j\| = O(\sqrt{\delta}),
\]
and hence
\[
|\langle \tilde{v}_i, \tilde{v}_j \rangle| = O(\sqrt{\delta}) \quad \text{for } i \neq j.
\] (4.18)
Letting \(V = [\tilde{v}_1, \ldots, \tilde{v}_n]\), it readily follows from (4.18) that \((V^T V)_{ii} = 1\) and \((V^T V)_{ij} = O(\sqrt{\delta})\), which implies
\[
\|V^T V - I\| \leq \|V^T V - I\| = O(n\sqrt{\delta}).
\] (4.19)
Again by Lemma 4.3, the estimate (4.19) above gives that all the eigenvalues of \(V^T V\) are \(O(n\sqrt{\delta})\) perturbations of 1, that is, all the diagonal entries of \(\Sigma \in \text{diag}(n)\) in the SVD \(V = U_1 \Sigma U_2\) of \(V\) are of the form \(1 + O(n\sqrt{\delta})\). This allows us to conclude
\[
\|U_1 U_2 - V\| = \|I - \Sigma\| = O(n\sqrt{\delta}).
\]
We now write \(U = U_1 U_2 = [\tilde{v}_1, \cdots, \tilde{v}_n]\) and find
\[
\sum_{j=1}^n \|\tilde{v}_j - v_j\|^2 = \|U - V\|^2_F = \|I - \Sigma\|^2_F = O(n^3\delta).
\] (4.20)
By the stopping criterion in Algorithm 3, we directly see \(\|\text{grad} \tilde{L}(\tilde{v}_j)\| \leq \epsilon\). Then, from (4.20), we have
\[
\left| \sum_{j=1}^n \tilde{L}(\tilde{v}_j) - \sum_{j=1}^n \tilde{L}(\tilde{v}_j) \right| \leq \sum_{j=1}^n \left| \tilde{L}(\tilde{v}_j) - \tilde{L}(\tilde{v}_j) \right| \leq O(\epsilon) \sum_{j=1}^n \|\tilde{v}_j - v_j\| = O(n^2\epsilon\sqrt{\delta}),
\]
which further gives
\[
\sum_{j=1}^n \tilde{L}(\tilde{v}_j) \leq \sum_{j=1}^n \tilde{L}(\tilde{v}_j) + O(n^2\epsilon\sqrt{\delta}) = O(n\delta) + O(n^2\epsilon\sqrt{\delta}).
\]
The proof is completed by the following simple estimate:
\[
\|A - UD_1 U^T\|^2 + \|B - UD_2 U^T\|^2 \leq \|A - UD_1 U^T\|^2_F + \|B - UD_2 U^T\|^2_F \leq \sum_{j=1}^n \tilde{L}(\tilde{v}_j),
\]
where the last inequality follows from the definitions of \(U \in O(n)\) and \(D_1, D_2 \in \text{diag}(n)\).

5. Numerical experiments

In this section, we present extensive numerical experiments to verify the efficiency and robustness of our proposed algorithms in Section 3. In Section 5.1, we test the performance of the approximate Newton method (cf. Algorithm 3) with the exact Riemannian Hessian and various approximate Hessian matrices. Then in Section 5.2, we compare the Jacobi algorithm and the VJD one for almost commuting matrices in detail, and we also investigate, both numerically and theoretically, the relations between the error cost function and the magnitude of the commutator. In Section 5.3, we apply our algorithm to the independent component analysis (ICA) problem. All the experiments presented below are conducted using Python on a personal laptop with 16 GB RAM and 8-core 2.6 MHz CPU. The implementation of the JADE algorithm is based on the Python package [6]. The synthetic almost commuting matrices in Sections 5.1 and 5.2 are generated by \((A, B) = (A_1, B_1) + (\Delta A, \Delta B)\), where the commuting pair \((A_1, B_1) \in F_{\text{com}}\) is sampled from the distribution \(\mathbb{P}_{F_{\text{com}}}\) introduced in Section 2 and \((\Delta A, \Delta B) \in S(n) \times S(n)\) is the additive Gaussian noise with noise level \(\sigma\), namely, \((\Delta A)_{ij}\) and \((\Delta B)_{ij}\) with \(i \leq j\) are i.i.d. Gaussian \(\mathcal{N}(0, \sigma^2)\).
5.1. Comparison between different approximate Hessian

We explore different approximate Hessian matrices within Algorithm 3 and compare their performances for solving (OP1) and (OP2) in terms of the computing times. As discussed after Algorithm 3, these approximate Hessian matrices can be broadly categorized into two families: those with the tangent space $T_vS_n^{-1}$ as their invariant subspaces and those without. For the first family, the search direction $s_k$ in (3.14) can be readily solved by the pseudoinverse:

$$s_k = -H(v_k)^\dagger \text{grad} \bar{L}(v_k),$$

(5.1)

while for the second family, we consider the associated least-squares problem:

$$\min_{s \in T_{v_k}S_n^{-1}} \|H(v_k)s + \text{grad} \bar{L}(v_k)\| = \min_{x \in \mathbb{R}^n} \|H(v_k)(I - v_kb_i)x + \text{grad} \bar{L}(v_k)\|. \quad (5.2)$$

It is well-known [35] that the above problem (5.2) admits a minimizer:

$$s_k = - (I - v_kv_k^T)(H(v_k)(I - v_kv_k^T))^\dagger \text{grad} \bar{L}(v_k).$$

(5.3)

Here we consider the following four approximate Hessian matrices (which have been justified in Lemma 3.3 and the discussion afterward): the Euclidean Hessian of $\mathcal{L}(\Lambda, v)$ in $v$: $H_0(\nu) = \nabla^2_{\nu}\mathcal{L}(\Lambda, v)|_{(\nu, v) = (v, v e_{(v, B^e_v)}), v}$, the Riemannian Hessian of $\mathcal{L}$ in $v$ (2.10): $H_1(v) = \text{Hess}_v \mathcal{L}(\Lambda, v)|_{(\nu, v) = (v, v e_{(v, B^e_v)}), v}$, the projected Euclidean Hessian of $\mathcal{L}$: $H_2(v) = (I_n - v v^T)H_0(v)(I_n - v v^T)$, the exact Riemannian Hessian of $\bar{L}(v)$: $H_3(v) = \text{Hess} \bar{L}(v)$.

We test Algorithm 3 with the above four candidates of the approximate Hessian $H(v)$ for solving (OP1) and (OP2) with $j = 2$ and let $s_k$ be updated accordingly either by (5.1) or (5.3), for three randomly generated pairs of almost commuting matrices of dimension $n = 1000$ with $\|[A, B]\|$ of orders $O(10^{-6}), O(10^{-4}), O(10^{-2})$. The numerical results are represented in Figure 1, which clearly shows that all the candidates achieve similar levels of accuracy with nearly the same iteration steps. However, compared to the alternating minimization and the Riemannian Newton method (i.e., Algorithm 3 with approximate Hessian $H_1$ and $H_3$, respectively), Algorithm 3 with $H_0$ or $H_2$ significantly reduces the computational cost, with the running time being about five times less than that of the standard Riemannian Newton method. Note that the convergence for the case of $H_2$ has been established in Theorem 4.1. The algorithm with the approximate Hessian $H_0$, which appears to be the most efficient option, relies on the heuristic scheme (5.3) and does not align with the Riemannian optimization framework. Some additional techniques may be necessary to ensure its convergence properties. Figure 1 also verifies the robustness of the superiority of the approximate Hessians $H_0$ and $H_2$ with respect to the magnitude of $[A, B]$.

Figure 1: Convergence histories of Algorithm 3 for (OP1) (i.e., the first triplet) and (OP2) with $j = 2$ (i.e., the second triplet) with various approximate Hessian matrices $H$ for randomly generated almost commuting matrices $(A, B)$ of dimension $n = 1000$ with $\|[A, B]\| = O(10^{-6}), O(10^{-4}), O(10^{-2})$ (left to right). The results for (OP1) and (OP2) with $j = 2$ are given in the first and second rows, respectively.
5.2. Comparison with Jacobi algorithm and relation with Lin’s theorem

We test Jacobi Algorithm 1 and our VJD Algorithm 2 with approximate Hessian $H_0$ given in Section 5.1 on randomly generated almost commuting symmetric matrices of dimensions $n = 50, 100, 500, 1000$ with noise levels $\sigma = 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}$, respectively, to compare their computational efficiencies. We plot the distributions of the computing times for both algorithms across all the generated samples in Figure 2. It clearly demonstrates that our VJD algorithm is robust against noise and much more efficient than the Jacobi one in the almost commuting regime, especially when the matrix size is large (say, $n = 500, 1000$). In addition, noting that Jacobi Algorithm 1 involves $n(n-1)/2$ Givens rotation sweeps and in each sweep, $O(n)$ operations are needed to update matrices $A$ and $B$, thus the computational complexity of the Jacobi algorithm is $O(n^3)$. We numerically compare the complexities of the Jacobi algorithm and the proposed VJD one in Figure 3, where we plot the computational times of Algorithms 1 and 2 as functions of the matrix size on a double logarithmic scale with base 10. It shows that in practice, our VJD algorithm is also of complexity $O(n^3)$ but with a smaller prefactor.

Recalling that this work was initially motivated by finding a numerically feasible solution to Lin’s theorem, we are interested in whether our VJD algorithm can produce commuting matrices $(A', B')$ satisfying the estimate (1.1) in the almost commuting regime. For this, we consider the same pairs of almost commuting matrices $(A, B)$ as in Figure 2 and compute the numerical errors $J(D_1, D_2, U)$ (OP) of both Jacobi and VJD algorithms, denoted by $J_{\text{Jacobi}}$ and $J_{\text{VJD}}$, respectively. We plot $J_{\text{VJD}}$ as a function of the commutator $\|[A, B]\|$ in Figure 4(a) and find that $J_{\text{VJD}}$ scales
as \(\|A, B\|^2\), which is independent of the problem size. Thus, it is clear that when \(\|A, B\| \ll 1\), there holds
\[
\mathcal{J}_{\text{VJD}} \sim \|A, B\|^2 \ll \|A, B\|,
\] (5.4)
which means that \(A' = UD_1U^T\) and \(B' = UD_2U^T\) from Algorithm 2 would satisfy the bound (1.1). We provide a theoretical lower bound of \(\mathcal{J}_{\text{VJD}}\) below to justify (5.4), which is generalized from [33, Theorem 3.1]. The proof is given in Appendix A for the sake of completeness.

**Proposition 5.1.** Let \(A, B \in S(n)\) be symmetric matrices with \(\|A\|, \|B\| \leq 1\). Suppose that matrices \(U \in O(n)\) and \(D_1, D_2 \in \text{diag} \,(n)\) are computed by Algorithm 2 with input \((A, B)\). Then it holds that
\[
\mathcal{J}(D_1, D_2, U) \geq \frac{1}{8}\|A, B\|^2.
\] (5.5)
We also compute the relative errors between Jacobi and VJD algorithms in the same experimental setup by \(|\mathcal{J}_{\text{Jacobi}} − \mathcal{J}_{\text{VJD}}|/\mathcal{J}_{\text{Jacobi}}\) with the results shown in Figure 4(b). We can see that our VJD algorithm can achieve nearly the same accuracy as the Jacobi method but with much less computational time (cf. Figures 2 and 3).

![Figure 4: (a) Errors \(\mathcal{J}_{\text{VJD}}\) of VJD Algorithm 2 for almost commuting matrices of various dimensions used in Figure 2 (log–log scale). The black dashed line represents the lower bound \(\|A, B\|^2/8\) in (5.5). (b) Relative errors \(|\mathcal{J}_{\text{Jacobi}} − \mathcal{J}_{\text{VJD}}|/\mathcal{J}_{\text{Jacobi}}\) between Jacobi and VJD algorithms (log–log scale).](image)

5.3. Application in independent component analysis

Let \(s_1, \ldots, s_n \in \mathbb{R}^t\) be independent pure signals with length \(t\), which are assumed to be non-Gaussian. Suppose that the mixed signals \(x_1, \ldots, x_r (r \geq n)\) are the linear combinations of the pure signals, i.e., \(X = AS\), where \(X\) and \(S\) are matrices consisting of rows \(x_i\) and \(s_i\), respectively. The goal of ICA is to reconstruct the source signals \(S\) and the mixing matrix \(A\) from the noisy measured data \(X\). Cardoso et al. [15, 16] proposed a standard framework for solving this problem based on the joint diagonalization. Here we follow the setup in [61] and apply the VJD algorithm to the ICA problem. The basic procedures are summarized as follows for the reader’s convenience. First, normalize \(X\) such that each row of \(X\) has zero mean, and define the whitened matrix \(P_W = \sqrt{\Sigma}P\) with \(P\) computed from the SVD of \(X\): \(X = \Sigma Q^T\). Second, compute the fourth-order cumulant tensor of the matrix \(P_W\) by
\[
K(i, j, k, l) = \langle p_i \circ p_j \circ p_k \circ p_l \rangle - \langle p_i \circ p_j \rangle \langle p_k \circ p_l \rangle - \langle p_i \circ p_k \rangle \langle p_j \circ p_l \rangle - \langle p_i \circ p_l \rangle \langle p_j \circ p_k \rangle,
\] (5.6)
where \(p_i\) are the columns of \(P_W\); notation \(\circ\) represents the element-wise product (Hadamard product); and \(\langle \cdot \rangle\) means the expected value (average). Third, project the cumulant tensor \(K\) onto a set of \(m = n(n + 1)/2\) orthogonal eigenmatrices of dimension \(n \times n\), where \(n\) of them are zero matrices with one diagonal entry being 1, and the others are zero matrices with two symmetrically off-diagonal entries being \(\sqrt{0.5}\). Denote the projected matrices by \(M_1, \cdots, M_m\). Fourth, apply the VJD Algorithm 2 to jointly diagonalize the \(m\) matrices \(M_1, \cdots, M_m\). Denote the output orthogonal matrix by \(U\). Finally, reconstruct the source signals and the mixing matrix \(A\) by
\[
\hat{S} = \sqrt{t}U\Sigma^{-1}Q^TX, \quad \hat{A} = X\hat{S}^T (\hat{S}\hat{S}^T)^{-1}.
\]
To test our VJD algorithm in the ICA application, we consider simulated one-dimensional and two-dimensional source signals in Figures 5(a) and 6(a). We assume that the noisy measured signals are given by \( X = AS + E \), where \( A \) is a random orthogonal matrix and \( E \) is a random matrix with \( E_{ij} \) being i.i.d. Gaussian \( \mathcal{N}(0, \eta^2) \); see Figures 5(b) and 6(b). Then, in our experiments, there are 21 symmetric matrices of size 6 \( \times \) 6 to be jointly diagonalized. We plot in Figures 5 and 6 the reconstructed signals by Jacobi Algorithm 1 and VJD Algorithm 2 to compare their performance, which clearly shows that both of these two algorithms can help recover the source signals effectively. In addition, we repeat the experiments for the same source signals with 100 samples of \( A \) and \( E \) and record the average time cost and \( L^2 \)-error \( \| X_{\text{recons}} - X_{\text{true}} \|_F \) between the reconstructed signals \( X_{\text{recons}} \) and the source signals \( X_{\text{true}} \) in Tables 1 and 2. It again demonstrates the advantages of our VJD algorithm over the standard Jacobi one.

![ICA for one-dimensional signals](image-url)

Figure 5: ICA for one-dimensional signals. The operator norms of pairwise commutators \( \|[M_i, M_j]\| \) of matrices \( \{M_j\}_{j=1}^m \) to be jointly diagonalized range from 0.041 to 0.319.
Figure 6: ICA for two-dimensional signals. The operator norms of pairwise commutators $\| [M_i, M_j] \|$ of matrices $\{M_j\}_{j=1}^m$ to be jointly diagonalized range from 0.112 to 0.669.

|       | Avg. time (ms) | Avg. $L^2$-error |
|-------|----------------|------------------|
| JADE  | 5.526          | 0.227            |
| VJD   | 2.143          | 0.228            |

Table 1: Computing time and $L^2$-error for ICA in Figure 5

|       | Avg. time (ms) | Avg. $L^2$-error |
|-------|----------------|------------------|
| JADE  | 6.935          | $5.602 \times 10^{-2}$ |
| VJD   | 2.493          | $4.813 \times 10^{-2}$ |

Table 2: Computing time and $L^2$-error for ICA in Figure 6
6. Conclusion

The approximate joint diagonalization of almost commuting matrices arises in many applications and closely relates to the celebrated Huaxin Lin’s theorem. In this work, we have designed a vector-wise algorithm framework for jointly diagonalizing a given pair of almost commuting matrices \((A, B)\), which relies on solving the sub-optimization problems \((\mathcal{OP}_1)\) and \((\mathcal{OP}_2)\). To motivate our VJD algorithm (cf. Algorithm 2), we have first analyzed the stability of the local minimizers of \(\mathcal{L}(A, v)\) in \((\mathcal{OP}_1)\), and then, with the help of the random matrix theory, we have shown that for almost commuting random matrices, with high probability the functional \(\mathcal{L}\) has \(n\) local minimizers with almost orthogonal minimizing vectors (cf. Theorem 4.1). To efficiently solve the sub-optimization problems, we have proposed a projected Riemannian approximate Newton method (cf. Algorithm 3) for \((\mathcal{OP}_1)\) and \((\mathcal{OP}_2)\). Moreover, we have proved in Theorem 4.1 that in the almost commuting regime, Algorithm 3 for \((\mathcal{OP}_1)\) exhibits linear convergence with a rate of \(O(\|[A, B]\|^{1/2})\), transitioning to quadratic convergence when \(A\) and \(B\) commute. However, the convergence of the projected Newton method (i.e., Algorithm 3 for \((\mathcal{OP}_2)\)) is still open and needs further investigation. We have also proved that our VJD algorithm is stable with respect to iteration errors and noise.

Numerical results suggest that our vector-wise framework is more efficient than the popular Jacobi-type algorithm, especially for large-scale matrices, and can be applied to the ICA problem for signal reconstruction. We have also proved that our VJD algorithm is stable with respect to iteration errors and noise.
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Appendix A. Proof of Proposition 5.1

Proof of Proposition 5.1. We recall the construction of the diagonal matrices \(D_1, D_2\) in Algorithm 2:

\[
D_1 = \text{diag}(\langle v_1, Av_1 \rangle, \ldots, \langle v_n, Av_n \rangle), \quad D_2 = \text{diag}(\langle v_1, Bv_1 \rangle, \ldots, \langle v_n, Bv_n \rangle),
\]

where \(v_i\) is the \(i\)-th column of the orthogonal matrix \(U\). Then it is easy to see that

\[
J(D_1, D_2, U) = \|U^T AV - \text{diag}(U^T AV)\|^2 + \|U^T BV - \text{diag}(U^T BV)\|^2 =: J(U).
\]

Here and in what follows, \(\text{diag}(M)\) means the diagonal part of a \(n \times n\) matrix \(M\). Hence, to bound \(J(D_1, D_2, U)\) from below, it suffices to consider the lower bound of

\[
\min \{ J(U) ; U \in O(n) \} . \tag{A.1}
\]

Let \(V\) be a minimizer to the optimization problem \(A.1\), and we write

\[
V^T AV = D_A + X, \quad V^T BV = D_B + Y . \tag{A.2}
\]

where \(D_A := \text{diag}(V^T AV)\) and \(D_B := \text{diag}(V^T BV)\). Noting that \(\|A\| = \max_{u \in S^{n-1}} |\langle x, Ax \rangle|\) holds for \(A \in S(n)\), we readily have, by definition,

\[
\|D_A\| \leq \|A\| \leq 1, \quad \|D_B\| \leq \|B\| \leq 1 . \tag{A.3}
\]

The decomposition \((A.2)\) can be rewritten as \(A = VD_AV^T + VXV^T\) and \(A = VD_BV^T + VYV^T\), which implies

\[
AB = VD_A D_B V^T + VD_A Y V^T + VXD_B V^T + VX Y V^T,
\]

\[
BA = VD_B D_A V^T + VD_B X V^T + VY D_A V^T + VY X V^T .
\]
Then, a direct computation gives
\[
[A, B] = AB - BA = V ([D_A, D_B] + [D_A, Y] + [X, D_B] + [X, Y]) V^T \\
= V ([D_A, Y] + [X, D_B] + [X, Y]) V^T \\
= V ([D_A + X, Y] + [X, D_B]) V^T .
\]

By the triangle inequality and the unitary invariance of operator norm, there holds
\[
\| [A, B] \| \leq \| [D_A + X, Y] \| + \| [X, D_B] \| ,
\]
which further yields, by a simple estimate using (A.3),
\[
\| [A, B] \| \leq 2 \| D_A + X \| \| Y \| + 2 \| X \| \| D_B \| \leq 2 (\| X \| + \| Y \| ) \leq 2 \sqrt{2J(V)} .
\]

The proof is complete.
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