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Abstract. Ramanujan’s last letter to Hardy explored the asymptotic properties of modular forms, as well as those of certain interesting q-series which he called mock theta functions. For his mock theta function \( f(q) \), he claimed that as \( q \) approaches an even order 2\( k \) root of unity \( \zeta \),

\[
\lim_{q \to \zeta} \left( f(q) - (-1)^k (1 - q)(1 - q^3) \cdots (1 - 2q + 2q^4 - \cdots) \right) = O(1),
\]

and hinted at the existence of similar statements for his other mock theta functions. Recent work of Folsom-Ono-Rhoades provides a closed formula for the implied constant in this radial limit of \( f(q) \). Here, by different methods, we prove similar results for all of Ramanujan’s 5th order mock theta functions. Namely, we show that each 5th order mock theta function may be related to a modular bilateral series and exploit this connection to obtain our results. We further explore other mock theta functions to which this method can be applied.

1. Introduction

In his deathbed letter to Hardy in 1920, Ramanujan wrote down 17 curious q-series which he dubbed mock theta functions. Due to work of Zwegers [13,14], Bringmann-Ono and others [12], we are now able to recognize Ramanujan’s mock theta functions as holomorphic parts of weight 1/2 harmonic weak Maass forms. Although this has been a catalyst for recent developments in numerous areas of mathematics, here we will focus on Ramanujan’s original formulation.

Ramanujan analyzed q-hypergeometric series with asymptotics similar to those of modular theta functions near roots of unity, but which were not themselves modular. In his letter, he asked of such series:

...The question is: is the function taken the sum of two functions one of which is an ordinary theta function and the other a (trivial) function which is \( O(1) \) at all the points \( e^{2\pi in/n} \)? ...I have constructed a number of examples in which it is inconceivable to construct a \( \vartheta \)-function to cut out the singularities of the original function.

Examples of this form are what he then referred to as mock theta functions. Though Ramanujan did not prove his assertion, recent work by Griffin-Ono-Rolen [7] has confirmed that no such theta functions exist for Ramanujan’s examples. The only example Ramanujan offered details for is the function

\[
f(q) := 1 + \frac{q}{(1 + q)^2} + \frac{q^4}{(1 + q)^2(1 + q^2)^2} + \cdots .
\]
He claimed that as \( q \) approaches an even order \( 2k \) root of unity \( \zeta \) radially within the unit disk, we have that
\[
\lim_{q \to \zeta} (f(q) - (-1)^k b(q)) = O(1),
\]
where \( b(q) := (1 - q)(1 - q^3)(1 - q^5) \cdots (1 - 2q + 2q^4 - \cdots) \) is a modular form.

**Remark.** Here and throughout this paper, we take \( \lim_{q \to \zeta} \) as \( q \) approaches an even order \( 2k \) root of unity \( \zeta \) radially within the unit disk, we have that
\[
\lim_{q \to \zeta} (f(q) - (-1)^k b(q)) = -4 \sum_{n=0}^{k-1} (1 + \zeta)^2 (1 + \zeta^2)^2 \cdots (1 + \zeta^n)^2 \zeta^{n+1}.
\]

To obtain their closed form, they utilized a bilateral series associated to \( f(q) \) that is not a modular form, but does have similar asymptotics to \( b(q) \). The goal of this paper is to show that a bilateral series naturally associated to a given mock theta function can sometimes be used to not only provide a similar closed formula, but can also be modular and play the role of \( b(q) \). When this is the case, we obtain the closed formulas by using a different method of proof than that employed in [3,4].

We first consider Ramanujan’s 5th order mock theta functions:
\[
\begin{align*}
f_0(q) &:= \sum_{n \geq 0} \frac{q^{n^2}}{(-q; q)_n}, & f_1(q) &:= \sum_{n \geq 0} \frac{q^{n(n+1)}}{(-q; q)_n}, \\
\psi_0(q) &:= \sum_{n \geq 0} q^{(n+1)(n+2)/2} (-q; q)_n, & \psi_1(q) &:= \sum_{n \geq 0} q^{n(n+1)/2} (-q; q)_n, \\
\phi_0(q) &:= \sum_{n \geq 0} q^{n^2} (-q; q^2)_n, & \phi_1(q) &:= \sum_{n \geq 0} q^{(n+1)^2} (-q; q^2)_n, \\
F_0(q) &:= \sum_{n \geq 0} \frac{q^{2n^2}}{(q; q^2)_n}, & F_1(q) &:= \sum_{n \geq 0} \frac{q^{2n(n+1)}}{(q; q^2)_{n+1}}, \\
\chi_0(q) &:= \sum_{n \geq 0} \frac{q^n}{(q^{n+1}; q)_n}, & \chi_1(q) &:= \sum_{n \geq 0} \frac{q^n}{(q^{n+1}; q)_{n+1}},
\end{align*}
\]
where \( (a; q)_n \) is the \( q \)-Pochhammer symbol defined as
\[
(a; q)_n = \frac{(a; q)_\infty}{(aq^n; q)_\infty},
\]
where \( (a; q)_\infty := (1 - a)(1 - aq)(1 - aq^2) \cdots \) and \( n \in \mathbb{Z} \). From this formulation, we see the well-known form (see [2], [5] for example)
\[
(a; q)_n = \frac{(-a)^{-n} q^{n(n+1)/2}}{(a^{-1}q; q)_n}.
\]
For a mock theta function $M(q) := \sum_{n \geq 0} c(n; q)$, we define its associated bilateral series by $B(M; q) := \sum_{n \in \mathbb{Z}} c(n; q)$. For example, the bilateral series $B(f_0; q)$ is given by

$$B(f_0; q) := \sum_{n \in \mathbb{Z}} \frac{q^{n^2}}{(-q; q)_n}. \quad (6)$$

Surprisingly, the bilateral series associated to the 5th order mock theta functions are in fact modular forms (with the exception of $B(\chi_0; q)$ and $B(\chi_1; q)$ which will be addressed in Section 4). Since a key component of Ramanujan’s claim (1.1) is the fact that $b(q)$ is a modular form, these bilateral series beautifully lend themselves to similar radial limits. Moreover, these bilateral series can be written as linear combinations of mock theta functions which then reveal the following simple closed formulas similar to Theorem 1.1 in [3].

**Theorem 1.1.** Let $\zeta$ be a primitive root of unity, $k \in \mathbb{N}$, and suppose $q \to \zeta$ radially within the unit disk:

(a) If $\zeta$ has order $2k$, then we have that

$$\lim_{q \to \zeta} (f_0(q) - B(f_0; q)) = -2 \sum_{n=0}^{k-1} \zeta^{(n+1)(n+2)/2}(-\zeta; \zeta)_n,$$

$$\lim_{q \to \zeta} (f_1(q) - B(f_1; q)) = -2 \sum_{n=0}^{k-1} \zeta^{n(n+1)/2}(-\zeta; \zeta)_n,$$

where $B(f_0; q)$ and $B(f_1; q)$ are modular forms of weight $1/2$ with level $\Gamma_1(20)$.

(b) If $\zeta$ has order $2k - 1$, then we have that

$$\lim_{q \to \zeta} (F_0(q) - B(F_0; q)) = 1 - \sum_{n=0}^{k-1} (-\zeta)^{n^2}(\zeta; \zeta^2)_n,$$

$$\lim_{q \to \zeta} (F_1(q) - B(F_1; q)) = \zeta^{-1} \sum_{n=0}^{k-1} (-\zeta^{(n+1)^2})(\zeta; \zeta^2)_n,$$

where $B(F_0; q)$ and $B(F_1; q)$ are modular forms of weight $1/2$ with level $\Gamma_1(10)$.

**Theorem 1.2.** Let $\zeta$ be a primitive root of unity, $k \in \mathbb{N}$, and suppose $q \to \zeta$ radially within the unit disk:

(a) If $\zeta$ has order $2k - 1$, then we have that

$$\lim_{q \to \zeta} (\psi_0(q) - B(\psi_0; q)) = -\frac{1}{2} - \sum_{n=1}^{2k-1} \frac{\zeta^{n^2}}{(-\zeta; \zeta)_n},$$

$$\lim_{q \to \zeta} (\psi_1(q) - B(\psi_1; q)) = -\frac{1}{2} - \sum_{n=1}^{2k-1} \frac{\zeta^{n(n+1)}}{(-\zeta; \zeta)_n},$$

where $B(\psi_0; q)$ and $B(\psi_1; q)$ are modular forms of weight $1/2$ with level $\Gamma_1(20)$. 

(b) If \( \zeta \) has order \( m \), then we have that
\[
\lim_{q \to \zeta} (\phi_0(q) - B(\phi_0; q)) = \begin{cases} 
-2 \sum_{n=1}^{2k-1} \frac{\zeta^{2n^2}}{(-\zeta; \zeta^2)_n} & \text{if } m = 2k - 1, \\
-2 \sum_{n=1}^{2k} \frac{\zeta^{2n}}{(-\zeta; \zeta^2)_n} & \text{if } m = 4k,
\end{cases}
\]
\[
\lim_{q \to \zeta} (\phi_1(q) - B(\phi_1; q)) = \begin{cases} 
-2\zeta \sum_{n=1}^{2k-1} \frac{\zeta^{2n(n-1)}}{(-\zeta; \zeta^2)_n} & \text{if } m = 2k - 1, \\
-2\zeta \sum_{n=1}^{2k} \frac{\zeta^{2n(n-1)}}{(-\zeta; \zeta^2)_n} & \text{if } m = 4k,
\end{cases}
\]
where \( B(\phi_0; q) \) and \( B(\phi_1; q) \) are modular forms of weight \( 1/2 \) with level \( \Gamma_1(10) \).

Four remarks.

(a) These theorems cover all of the roots of unity where the mock theta functions \( f_0, f_1, F_0, F_1, \psi_0, \psi_1, \phi_0, \) and \( \phi_1 \) have singularities.
(b) The hypotheses on the roots of unity in Theorem 1.2 ensure that the denominators in the closed formulas do not cause singularities.
(c) The modular forms \( B(M; q) \) are given explicitly in Section 2.3.
(d) These results are particularly elegant because only one modular form is needed to cut out all of the singularities. This differs from Ramanujan’s claim (1.1) where the modular form changes by a factor of \((-1)^k\) depending on which even order \( 2k \) root of unity is being considered.

These theorems, coupled with the fact that the bilateral series are modular forms, provide insight into why Ramanujan might have been so fascinated with these functions. The above formulas embody the property that, although mock theta functions are not themselves modular, they do have similar asymptotic properties to modular forms. Additionally, the closed formulas for each of the radial limits suggest further connections between mock theta functions and quantum modular forms (see [3]).

In Section 2 we prove the modularity of the bilateral series in Theorems 1.1 and 1.2. In Section 3 we provide the proofs of these theorems. In order to obtain results for \( \chi_0 \) and \( \chi_1 \), we use a different type of bilateral series, which is covered in Section 4. Section 5 develops similar results for other mock theta functions where this method using bilateral series can be applied.

2. Modularity of the bilateral series

As mentioned in the introduction, a key component in Theorems 1.1 and 1.2 is that the bilateral series are in fact modular forms. This section is devoted to showing the modularity of these series, as is summarized in the following lemma.

Lemma 2.1. The bilateral series \( B(M; q) \) is a modular form of weight \( 1/2 \) with level \( \Gamma_1(20) \) when \( M \in \{ f_0, f_1, \psi_0, \psi_1 \} \) and level \( \Gamma_1(10) \) when \( M \in \{ \phi_0, \phi_1, F_0, F_1 \} \).

To prove this, we first rewrite our bilateral series as linear combinations of mock theta functions. This then allows us to utilize the mock theta conjectures, which relate these linear combinations to specific modular forms. Using the work in Section 2.2, we are then able to determine weight and level.
2.1. **Alternative forms of bilateral series.** By using (1.2), we can express the bilateral series associated to each of the 5th order mock theta functions in Lemma 2.1 as follows:

\[ B(f_0; q) = f_0(q) + 2\psi_0(q) = 2B(\psi_0; q), \]
\[ B(f_1; q) = f_1(q) + 2\psi_1(q) = 2B(\psi_1; q), \]
\[ B(F_0; q) = F_0(q) + \phi_0(-q) - 1 = B(\phi_0; -q), \]
\[ B(F_1; q) = F_1(q) - q^{-1}\phi_1(-q) = -q^{-1}B(\phi_1; -q). \]

2.2. **Reformulations of the Rogers-Ramanujan functions.** In our proof of Lemma 2.2 we will make use of the Rogers-Ramanujan functions.

We provide a reformulation of \( G(q) \) and \( H(q) \) in terms of the Dedekind \( \eta \) function and Klein forms as defined below. This will be helpful in determining the weight and level of the bilateral series described in the lemma. Though these functions have been studied in great detail, we were unable to find these reformulations in the literature and therefore we include them for completeness.

The Klein form \( t^{(N)}_{(r,s)} = t_{(r,s)} \) for \( N \in \mathbb{N} \) and \( (r, s) \in \mathbb{Z}^2 \) such that \( (r, s) \not\equiv (0, 0) \) mod \( N \times N \) is a function on \( \mathbb{H} \) defined as

\[ t_{(r,s)}(\tau) := -\frac{\zeta_{2N^2}^{(r-N)}}{2\pi i} q^{\frac{(r-N)}{2N^2}} (1 - \zeta_N^r q^{\frac{r}{N}}) \prod_{n=1}^{\infty} \frac{(1 - \zeta_N^s q^{n+\frac{r}{N}})(1 - \zeta_N^{-s} q^{n-\frac{r}{N}})}{(1 - q^n)^2}, \]

where \( \zeta_n := e^{2\pi i/n} \).

The Klein form has the following transformation law under \( \gamma = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}) \):

\[ t_{(r,s)}(\gamma \tau) = (c\tau + d)^{-1} t_{(r,s)}(\tau) \]

where \( (r, s) \gamma = (ra + sc, rb + sd) \). For more details on Klein forms see \cite{9}.

**Lemma 2.2.** Assuming the notation above,

\[ G(q) = -\frac{\zeta_5^3}{2\pi i} \frac{q^{-\frac{1}{5}}}{\eta(5\tau)} \quad \text{and} \quad H(q) = -\frac{\zeta_{10}^7}{2\pi i} \frac{q^{-\frac{1}{10}}}{\eta(5\tau)} . \]

**Proof.** By taking \( r = 1, s = 5 \) and \( N = 5 \) in (2.3), we get that

\[ t_{(1,5)}(\tau) = -\frac{\zeta_5^{-2}}{2\pi i} q^{-\frac{2}{5}} (1 - q^{\frac{1}{5}}) \prod_{n=1}^{\infty} \frac{(1 - q^{n+\frac{1}{5}})(1 - q^{n-\frac{1}{5}})}{(1 - q^n)^2}. \]

Then, letting \( \tau \mapsto 5\tau \), we see

\[ t_{(1,5)}(5\tau) = -\frac{\zeta_5^3 q^{-\frac{1}{5}}}{2\pi i} \frac{(q; q^5)_\infty (q^4; q^5)_\infty}{\eta^2(5\tau)}. \]

This implies that

\[ -\zeta_5^3 (2\pi i)q^{-\frac{1}{5}} t_{(1,5)}(5\tau) \eta^2(5\tau) = (q; q^5)_\infty (q^4; q^5)_\infty. \]
Now, by using the definition of $G(q)$ and equation (2.24), we immediately obtain the desired form for $G(q)$. Similarly, by taking $r = 2$, $s = 5$, $N = 5$ and letting $\tau \mapsto 5\tau$, we get the result for $H(q)$. \hfill \Box

Note that $t^{(N)}_{(r,N)}(N\tau)$ is a modular form of weight $-1$ and level $\Gamma_1(N)$. Therefore from Lemma 2.2, we immediately see that the Rogers-Ramanujan functions $G$ and $H$ are modular forms of weight 0 and level $\Gamma_1(5)$.

2.3. Proof of Lemma 2.1. We start by proving the modularity of $B(f_0; q)$. For this, we use four of the identities established by Watson [11] (reprinted as (2.13)$_R$ and (2.16)$_R$ in [1]),

\begin{equation}
C_1(q) := f_0(q) + 2F_0(q^2) - 2 - \vartheta_4(0; -q)G(-q) = 0,
C_2(q) := \phi_0(-q^2) + \psi_0(q) - \vartheta_4(0; -q)G(-q) = 0,
C_3(q) := 2\phi_0(-q^2) - F_0(q) - \vartheta_4(0; q)G(q) = 0,
C_4(q) := \psi_0(q) - F_0(q^2) + 1 - qK(q^2)H(q^4) = 0,
\end{equation}

where

\[ \vartheta_4(0; q) := \sum_{n \in \mathbb{Z}} (-1)^n q^{n^2} = \eta(\tau)^2 \eta(2\tau) \] and \[ K(q) := \sum_{n \geq 0} q^n(n+1)/2 = \frac{\eta(2\tau)^2}{q^{1/8} \eta(\tau)}. \]

Note that to obtain $C_1(q)$ and $C_2(q)$ in (2.5), we let $q \mapsto -q$ in (2.13)$_R$ and (2.14)$_R$, respectively, from [1]. In this form, it is not hard to see that

\[ 4C_4(q) - 2C_2(q) + C_3(q) + 2C_1(q) = f_0(q) + 2\psi_0(q) - \vartheta_4(0; q)G(q) + 4qK(q^2)H(q^4) = 0, \]

that is,

\[ B(f_0; q) = f_0(q) + 2\psi_0(q) - \vartheta_4(0; q)G(q) + 4qK(q^2)H(q^4). \]

We now make use of the well-known fact that, for $N \in \mathbb{N}$, $\eta(N\tau)$ is a weight $1/2$ modular form on $\Gamma_0(N) \supseteq \Gamma_1(N)$ (see, for example, [10]). Then, using Lemma 2.2 and the transformation of the Klein forms, we see that $B(f_0; q)$ is a weight $1/2$ modular form on $\Gamma_1(20)$, as desired. Since $B(f_0; q) = 2B(\psi_0; q)$, we have shown that $B(\psi_0; q)$ is a modular form as well.

The modularity of the remaining bilateral series is obtained similarly: using the mock theta conjectures in Section 2 of [1], also proved by Watson, we can show that

\[ B(f_1; q) = 2B(\psi_1; q) = -\vartheta_4(0; q)H(q) + 4K(q^2)G(q^4). \]

Further, using the mock theta conjectures in Section 3 of [1], proved by Hickerson in [8], we can show that

\begin{align*}
B(F_0; q) &= F_0(q) + \phi_0(-q) - 1 = \frac{(q^5; q^5)_{\infty}G(q^2)H(q)}{H(q^2)} - qK(q^5)H(q^2), \\
B(F_1; q) &= F_1(q) - q^{-1}\phi_1(-q) = 3K(q^5)G(q^2) - \frac{H(q^2)(q^5; q^5)_{\infty}}{G(q)}.
\end{align*}
Then, since $B(F_0; q) = B(\phi_0; -q)$ and $B(F_1; q) = -q^{-1}B(\phi_1; -q)$, we have shown the modularity of each of these bilateral series. □

3. Proof of Theorems 1.1 and 1.2

3.1. Proof of Theorem 1.1

Proof. We start by considering $f_0$. Let $\zeta$ be a primitive root of unity of order $2k$. From (2.1), we have that
\[
\lim_{q \to \zeta} (f_0(q) - B(f_0; q)) = -2 \lim_{q \to \zeta} \sum_{n \geq 0} q^{(n+1)(n+2)/2} (-q; q)_n
\]
\[
= -2 \lim_{r \to 1^-} \sum_{n \geq 0} (r\zeta)^{(n+1)(n+2)/2} (-r\zeta; r\zeta)_n
\]
\[
= -2 \sum_{n=0}^{k-1} \zeta^{(n+1)(n+2)/2} (-\zeta; \zeta)_n.
\]

We can interchange the limit and the summation since, as shown in Section 6 of [11], the above infinite sum is absolutely convergent for all $0 < r \leq 1$. Then, the last equality follows from the fact that, since $\zeta$ has order $2k$,
\[
(-\zeta; \zeta)_n = (1 + \zeta)(1 + \zeta^2) \cdots (1 + \zeta^{k-1})(1 + \zeta^k) \cdots (1 + \zeta^n) = 0
\]
for all $n \geq k$. The modularity of $B(f_0; q)$ is shown in Lemma 2.1. This proves the result for $f_0$. The remaining statements of the theorem are proved in a similar fashion. □

3.2. Proof of Theorem 1.2

Proof. We start by considering $\psi_0$. Let $\zeta$ be a primitive root of unity of order $2k - 1$. From (2.1), we have that
\[
\lim_{q \to \zeta} (\psi_0(q) - B(\psi_0; q)) = \frac{1}{2} \lim_{q \to \zeta} \left( \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q; q)_n} \right)
\]
\[
= \frac{1}{2} \lim_{r \to 1^-} \left( \sum_{n=0}^{\infty} \frac{(r\zeta)^{n^2}}{(-r\zeta; r\zeta)_n} \right).
\]

We will write this limit as a finite sum. Due to the shape of the series, the proof in this case is more subtle. Therefore, we provide more details.

For any complex number $u = \cos \theta + i \sin \theta$ of modulus 1, let us consider $|\frac{1}{r} + u|$ as a function of $r$. For $0 < r \leq 1$, the function $|\frac{1}{r} + u|$ has a minimum at $r = 1$ since
\[
\frac{d}{dr} \left| \frac{1}{r} + u \right| = \frac{-(1 + r \cos \theta)}{r^3 \sqrt{\frac{1}{r^2} + \frac{2}{r} \cos \theta + 1}} \leq 0.
\]

Using this, we can construct a dominating series, which shows that the right-most sum in (3.1) is absolutely convergent for all $0 < r \leq 1$. Therefore, we can
interchange the limit with the infinite sum, yielding
\[
\lim_{q \to \zeta} \left( \psi_0(q) - B(\psi_0; q) \right) = -\frac{1}{2} \lim_{r \to 1} \lim_{n \to \infty} \frac{(r \zeta)^n}{(-r \zeta; r \zeta)_n}
\]
\[
= -\frac{1}{2} \sum_{n=0}^\infty \frac{\zeta^n}{(-\zeta; \zeta)_n}
\]
\[
= -\frac{1}{2} \left( 1 + \sum_{N=0}^\infty \sum_{n=1}^{2k-1} \frac{\zeta^{N(2k-1)+n}}{(1 + \zeta) \cdots (1 + \zeta^{N(2k-1)+n})} \right)
\]
\[
= -\frac{1}{2} \left( 1 + \sum_{N=0}^\infty \frac{1}{2^N} \sum_{n=1}^{2k-1} \frac{\zeta^n}{(1 + \zeta) \cdots (1 + \zeta^n)} \right)
\]
\[
= -\frac{1}{2} \sum_{n=1}^{2k-1} \frac{\zeta^n}{(-\zeta; \zeta)_n}.
\]

The modularity of \( B(\psi_0; q) \) is shown in Lemma 2.1. The remaining statements in the theorem are proved in a similar fashion. \( \square \)

4. Results for \( \chi_0 \) and \( \chi_1 \)

To complete our study of Ramanujan’s 5th order mock theta functions, we now consider \( \chi_0 \) and \( \chi_1 \). As previously mentioned, the bilateral series \( B(\chi_0; q) \) and \( B(\chi_1; q) \) are not modular forms. In fact, \( B(\chi_0; q) \) and \( B(\chi_1; q) \) are not even defined on any half-plane. However, we can modify our definition of the bilateral series for these two mock theta functions to attain similar results.

To do so, we use the following alternative forms for \( \chi_0 \) and \( \chi_1 \) from the mock theta conjectures:

\[
\chi_0(q) = 2F_0(q) - \phi_0(-q),
\]
\[
\chi_1(q) = 2F_1(q) + q^{-1}\phi_1(-q).
\]

We then define the bilateral series associated to \( \chi_0 \) and \( \chi_1 \) as follows:

\[
B(\chi_0; q) := 2B(F_0; q) - B(\phi_0; -q) = B(F_0; q),
\]
\[
B(\chi_1; q) := 2B(F_1; q) + q^{-1}B(\phi_1; -q) = B(F_1; q),
\]

where the second equality in each definition follows from (2.2). We can then use Lemma 2.1 to immediately show that \( B(\chi_0; q) \) and \( B(\chi_1; q) \) are modular forms of weight 1/2 with level \( \Gamma_1(10) \). Therefore, we can use this definition of the bilateral series for \( \chi_0 \) and \( \chi_1 \) to obtain analogous radial limits for these mock theta functions.

**Theorem 4.1.** Let \( \zeta \) be a primitive root of unity, \( k \in \mathbb{N} \), and suppose \( q \to \zeta \) radially within the unit disk:

(a) If \( \zeta \) has order \( 2k - 1 \), then we have that

\[
\lim_{q \to \zeta} \left( \chi_0(q) - 2B(\chi_0; q) \right) = -3 \sum_{n=0}^{k-1} (-\zeta)^n (\zeta; \zeta^2)_n + 2,
\]
\[
\lim_{q \to \zeta} \left( \chi_1(q) - 2B(\chi_1; q) \right) = 3\zeta^{-1} \sum_{n=0}^{k-1} (-\zeta)^{n+1} (\zeta; \zeta^2)_n.
\]
Proof. We make use of Ramanujan’s it is not hard to show that Moreover, \( B(\chi_0; q) \) and \( B(\chi_1; q) \) are modular forms of weight 1/2 with level \( \Gamma_1(10) \).

Note that the denominators indicated in part (b) of Theorem 4.1 do not vanish since \( \zeta \) has order 2k.

Proof. To show part (a), we note that

\[
\chi_0(q) - 2B(\chi_0; q) = -3\phi_0(-q) + 2 \quad \text{and} \quad \chi_1(q) - 2B(\chi_1; q) = 3\phi_1(-q).
\]

Then the result follows directly from Theorem 4.1. To show part (b), we note that

\[
\chi_0(q) + B(\chi_0; q) = 3F_0(-q) + 2 \quad \text{and} \quad \chi_1(q) + B(\chi_1; q) = 3F_1(-q).
\]

Then, using a similar argument to that in the proof of Theorem 4.2, we obtain the desired result.

5. Mock theta functions of other orders

Having fully explored all of Ramanujan’s 5th order mock theta functions using the method of bilateral series, we now turn our attention to applying this method to mock theta functions of other orders. We discuss in this section the cases where bilateral series can be exploited to give results akin to those listed above.

We start by exploring 3rd order mock theta functions. Then we move on to those of even order.

5.1. 3rd order mock theta functions. The method of looking at the associated bilateral series can be applied to the following three mock theta functions:

\[
\phi(q) := \sum_{n=0}^{\infty} \frac{q^{n^2}}{(-q^2;q^2)_n}, \quad \psi(q) := \sum_{n=1}^{\infty} \frac{q^{n^2}}{(q;q^2)_n}, \quad \nu(q) := \sum_{n=0}^{\infty} \frac{q^{n(n+1)}}{(-q;q^2)_{n+1}}.
\]

We form the bilateral series as before. Using (1.2) and equation (6.1) from [2],

\[
\sum_{n \geq 0} (aq;q)_nt^n = \frac{1}{1-t} \sum_{n \geq 0} \frac{(-at)^nq^{(n^2+n)/2}}{(tq;q)_n},
\]

it is not hard to show that

\[
B(\phi; q) = \phi(q) + 2\psi(q) = 2B(\psi; q) \quad \text{and} \quad B(\nu; q) = \nu(q) + \nu(-q).
\]

We first establish the modularity of these bilateral series.

Lemma 5.1. \( B(\phi; q) \), \( B(\psi; q) \), and \( B(\nu; q) \) are modular forms of weight 1/2 and level \( \Gamma_0(4) \).

Proof. We make use of Ramanujan’s \( _1\psi_1 \) formula,

\[
_1\psi_1(\alpha; \beta; q; z) := \sum_{n \in \mathbb{Z}} \frac{(\alpha; q)_n}{(\beta; q)_n} z^n = \frac{\beta/\alpha; q}_\infty (\alpha z; q)_\infty q/\alpha z; q)_\infty (q; q)_\infty}{(q/\alpha; q)_\infty (\beta/\alpha z; q)_\infty (\beta; q)_\infty (z; q)_\infty}
\]
for $|\beta/\alpha| < |z| < 1$ (see, for example, [3]). Letting $n \mapsto -n$ in $B(\phi; q)$, we see that

$$B(\phi; q) = \sum_{n \in \mathbb{Z}} q^{n^2}(-1; q^2)_n = \sum_{n \in \mathbb{Z}} q^n(-1; q^2)_n = 1\psi_1(-1, 0; q^2; q).$$

Similarly, we have

$$B(\nu; q) = 1\psi_1(-q, 0; q^2; q).$$

Therefore, by Ramanujan’s $1\psi_1$ formula, we can realize these bilateral series as products of $q$-Pochhammer symbols. Then, using the definition of $\eta$, one can show

$$B(\phi; q) = \frac{q^{1/24}\eta(2\tau)^7}{\eta(\tau)^3\eta(4\tau)^3} \quad \text{and} \quad B(\nu; q) = \frac{2\eta(4\tau)^3}{q^{1/3}\eta(2\tau)^2}.$$

Written in this form and given the fact that $B(\psi; q) = \frac{1}{2}B(\phi; q)$, modularity follows with the desired weight and level easily computed.

We now provide radial limits for these mock theta functions using their associated bilateral series.

**Theorem 5.2.** Let $\zeta$ be a primitive root of unity, $k \in \mathbb{N}$, and suppose $q \to \zeta$ radially within the unit disk:

(a) If $\zeta$ has order $4k$, then we have that

$$\lim_{q \to \zeta} (\phi(q) - B(\phi; q)) = -2\zeta \sum_{n=0}^{k-1} \zeta^n(-\zeta^2; \zeta^2)_n.$$

(b) If $\zeta$ has order $2k - 1$, then we have that

$$\lim_{q \to \zeta} (\psi(q) - B(\psi; q)) = -\sum_{n=0}^{k-1} (-1)^n(\zeta; \zeta^2)_n.$$

(c) If $\zeta$ has order $4k - 2$, then we have that

$$\lim_{q \to \zeta} (\nu(q) - B(\nu; q)) = -\sum_{n=0}^{k-1} \zeta^n(-\zeta; \zeta^2)_n.$$

Moreover, for $M \in \{\phi, \psi, \nu\}$, $B(M; q)$ is a modular form of weight $1/2$ and level $\Gamma_0(4)$.

**Proof.** Note that by using equation (5.1) we have the following relations:

$$2\psi(q) = 2q \sum_{n \geq 0} q^n(-q^2; q^2)_n, \quad \frac{1}{2}\phi(q) = \sum_{n \geq 0} (-1)^n(q; q^2)_n, \quad \nu(q) = \sum_{n \geq 0} q^n(-q; q^2)_n.$$

Now with these equations, the proof of the theorem is similar to that of Theorem 1.1. The modularity of the bilateral series follows from Lemma 5.1. □

The mock theta function $f(q)$ is treated in [3,4]. In that case, the bilateral series $B(f; q)$ is the product of a modular form and a mock modular form. In the cases of the 3rd order mock theta functions $\omega$, $\rho$, and $\chi$, as well as for the 7th order mock theta functions, it is not immediately clear how the bilateral series could be utilized.
Table 5.1. Mock theta functions of order 6

| M(q)     | B(M;q) | Order of $\zeta$ | C(M; $\zeta$) |
|----------|--------|------------------|----------------|
| $\lambda$ | $\lambda(q) + 2\rho(q)$ | 2k | \(-2 \sum_{n=0}^{k-1} \zeta^{\frac{1}{2}n(n+1)}(-\zeta; \zeta)_n \) |
| $\mu$    | $\mu(q) + 2\sigma(q)$ | 2k | \(-2 \sum_{n=0}^{k-1} \zeta^{\frac{1}{2}(n+1)(n+2)}(-\zeta; \zeta)_n \) |
| $\phi$   | $\phi(q) + 2\nu(q)$ | 2k | \(-2 \sum_{n=0}^{k-1} \zeta^{n+1}(-\zeta; \zeta)_{2n+1} \) |
| $\psi$   | $\psi(q) + 2\xi(q)$ | 2k | \(-2 \sum_{n=0}^{k-1} \zeta^{n+1}(-\zeta; \zeta)_{2n} \) |
| $\rho$   | $\rho(q) + \frac{1}{2}\lambda(q)$ | 2k - 1 | \(-\frac{1}{2} \sum_{n=0}^{k-1} (-1)^n \zeta^n (-\zeta; \zeta)_n \) |
| $\sigma$ | $\sigma(q) + \frac{1}{2}\mu(q)$ | 2k - 1 | \(-\frac{1}{2} \sum_{n=0}^{k-1} (-1)^n (-\zeta; \zeta)_n \) |
| $\nu$    | $\nu(q) + \frac{1}{2}\phi(q)$ | 2k - 1 | \(-\frac{1}{2} \sum_{n=0}^{k-1} (-1)^n \zeta^n (-\zeta; \zeta)_n \) |
| $\xi$    | $\xi(q) + \frac{1}{2}\psi(q)$ | 2k - 1 | \(-\frac{1}{2} \sum_{n=0}^{k-1} (-1)^n \zeta^{n+1} (-\zeta; \zeta)_{2n+1} \) |

5.2. Even order mock theta functions. We now turn our attention to the associated bilateral series for even order mock theta functions. Using similar methods to Section 2, we can use the linear relations between functions of the same order to prove that the bilateral series are modular forms for eight of the 6th order and six of the 8th order mock theta functions. (See [6] for a full description of these linear relations.) Through arguments similar to those in the proofs of Theorems 1.1 and 1.2, we then are able to provide the associated closed forms.

For the sake of brevity, we summarize the relevant information for each of these cases in Tables 5.1 and 5.2. We list only the essential information in order to recreate the corresponding statement associating the closed form to the radial limits. For example, given the mock theta function $M(q)$, we list the associated bilateral series, the order of the roots of unity for which the radial limit will be taken, and the closed formula for this radial limit. Given this information we can form the following statement.
Table 5.2. Mock theta functions of order 8

| $M(q)$  | $B(M; q)$                                      | Order of $\zeta$ | $C(M; \zeta)$                  |
|---------|-----------------------------------------------|-------------------|--------------------------------|
| $S_0$   | $S_0(q) + 2T_0(q)$                           | $4k$              | $-2 \sum_{n=0}^{k-1} \zeta^{(n+1)(n+2)}(-\zeta^2; \zeta^2)_n / (-\zeta; \zeta^2)_{n+1}$ |
| $S_1$   | $S_1(q) + 2T_1(q)$                           | $4k$              | $-2 \sum_{n=0}^{k-1} \zeta^{n(n+1)}(-\zeta^2; \zeta^2)_n / (-\zeta; \zeta^2)_{n+1}$ |
| $T_0$   | $T_0(q) + \frac{1}{2} S_0(q)$                | $4k - 2$          | $-\frac{1}{2} \sum_{n=0}^{k-1} \zeta^{n^2}(-\zeta; \zeta^2)_n / (-\zeta; \zeta^2)_{n+1}$ |
| $T_1$   | $T_1(q) + \frac{1}{2} S_1(q)$                | $4k - 2$          | $-\frac{1}{2} \sum_{n=0}^{k-1} \zeta^{n(n+2)}(-\zeta; \zeta^2)_n / (-\zeta; \zeta^2)_{n+1}$ |
| $V_0$   | $V_0(q) + V_0(-q) + 1$                       | $2k - 1$          | $-2 \sum_{n=0}^{k-1} -\zeta^{n^2}(\zeta; \zeta^2)_n / (-\zeta; \zeta^2)_{n+1}$ |
| $V_1$   | $V_1(q) - V_1(-q)$                           | $2k - 1$          | $\sum_{n=0}^{k-1} -\zeta^{(n+1)^2}(\zeta; \zeta^2)_n / (-\zeta; \zeta^2)_{n+1}$ |

Theorem 5.3. Let $\zeta$ be an appropriate root of unity with $k \in \mathbb{N}$, and suppose $q \to \zeta$ radially within the unit disk. We have that

$$\lim_{q \to \zeta} (M(q) - B(M; q)) = C(M; \zeta),$$

where $M(q)$, $C(M; \zeta)$, and $\zeta$ are as in Tables 5.1 and 5.2. Moreover, $B(M; q)$ is a modular form of weight 1/2.

Remark. The level and character of $B(M; q)$ can be explicitly calculated using methods as in the proofs of Theorems 1.1 and 1.2.

Note that Table 5.1 is specifically for mock theta functions of order 6, despite the reuse of notation with mock theta functions of other orders. For full definitions of these $q$-series, see Section 5 of [6]. Further, as noted in the remarks after Theorem 1.2, the denominators in the closed formulas $C(M; \zeta)$ in the tables never vanish under the hypotheses on the given root of unity $\zeta$.

By writing the bilateral series as linear combinations of mock theta functions, we can then use the linear relations in [8] to show that these series are in fact modular. For example, for the 6th order mock theta function $\lambda(q)$, we have that $B(\lambda; q) = \lambda(q) + 2\rho(q)$. Then, from relations (5.8) in [7], we see that

$$B(\lambda; q) = (q; q^2)_\infty^2(q; q^6)_\infty(q^5; q^6)_\infty(q^6; q^6)_\infty + 2(-q; q^2)_\infty^2(-q^5; q^6)_\infty(-q^6; q^6)_\infty(q^6; q^6)_\infty.$$

Then, using methods similar to those in Section 2 (or more generally in [10] for example), we can easily recognize this sum of infinite products as a modular form of weight 1/2. The proof of all remaining $B(M; q)$ in the tables is similar.
This appears to be an exhaustive list of the mock theta functions for which this method of using bilateral series can be applied to obtain closed formulas for the radial limits. For those mock theta functions listed in [6] but not included here, the method seems to fail because the bilateral series $B(M; q)$ associated to each of these mock theta functions do not appear to be modular forms. In a small number of cases, we can apply the method of Section 4 to obtain a modular form. For example, for the 8th order mock theta function $U_0$, we can define $B(U_0; q)$ using the equation $U_0 = S_0(q^2) + qS_1(q^2)$. However, despite the modularity of these bilateral series, they do not immediately reveal closed formulas for the radial limits. Therefore, the authors believe an alternate method is needed for the mock theta functions not addressed here.
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