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Abstract—By facilitating multiple independent owners to jointly control a distributed network, blockchain can be used to solve the problem of device collaboration in complex networks (e.g., 5G, health care industries) through a distributed consensus mechanism. However, the state-of-the-art blockchain-based solutions cannot meet the demand of high transaction rate for those applications, due to the unavoidable data synchronization cost in decentralized systems. To address this issue, recent research splits blockchain nodes into multiple groups as parallel shards to improve scalability at the cost of increased communication and storage per node. This paper proposes a fast and secure distributed blockchain protocol to reduce the traffic complexity while enhancing the transaction rates and the capability of fault-tolerance. We introduce Proof-of-Behavior (PoB), a behavior-based incentive mechanism, for stimulating honest behavior and neutralizing malicious attacks. We design a blockchain protocol by integrating PoB with Raft, another classic consensus protocol with supervision, called Beh-Raft-Chain. Our approach replaces Practical Byzantine Fault Tolerance (PBFT) with Behavior-based Raft to lower the traffic complexity to $O(n)$ and boost the capability of fault-tolerance from $n/4$ to $n/3$, where $n$ is the scale of blockchain. In our solution, we weigh all nodes based on their money and behaviors, and then set an adjustment parameter to increase the probability of candidate nodes being chosen beyond only a few nodes with the highest weight, in order to incentivize honest behavior in our mechanism. Our comparative experiments confirm Beh-Raft-Chain’s theoretical low complexity and high fault-tolerance properties.
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I. INTRODUCTION

BLOCKCHAIN technology has attracted huge investments from some of the world’s leading enterprises because of its security and immutability. For example, health care industries have applied blockchain technology to build electronic health chain (EHC) and medical supply chains (MSC) to revolutionize the interoperability, security, and accountability of electronic health records and health information technology [1]. The 5th-generation (5G) network, which involves massive complex entities and complex network environment, use blockchain technology to verify the integrity protection of mutual information among the complex entities and guarantee the nonreputation of interactive behavior [21]. Industry projects have been building blockchain-based IoT platforms in domains such as supply chain, manufacturing automation, and energy grid [22]–[24].

The blockchain system is designed for operating in a decentralized setting and independent of a centralized server or a trusted third party, which is different from traditional distributed databases. A decentralized consensus system, also known as the consensus model, is necessary for all participants to synchronize their data. Most studies [2]–[5] implemented blockchain solutions that use Proof-of-Work (PoW) [6] consensus to probabilistically elect the leader, which employs billions of CPUs to search for hash values [7] and has limitations on the maximum transaction rate. On the other hand, another set of studies [8], [9] adopted permissioned blockchains with Practical Byzantine-Fault Tolerance (PBFT) [11] consensus, which requires every two nodes communicate with each other. The traffic complexity of PBFT is at least $O(n^2)$ and the capability of fault-tolerance is up to $n/4$, where $n$ is the scale of participants. The processing speed is very important to achieve meaningful interoperability in those applications, such as health care industries, 5G network and IIoT. Thus, the limitations of performance and scalability are open challenges with the exponential rise in the number of devices.

Aiming at the performance and scalability limitations, Luu, et.al. [10] proposed ELASTICO, a secure sharding protocol, which is scalable at the price of lower fault toleration. The key
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idea is to construct a two-layer consensus. In the first layer, ELASTICO divides the blockchain into shards with fixed size $c$ to make the protocol scalable. The reason is that the size of the sharding does not grow with the size of the blockchain and the number of shardings increases with the size of the blockchain. In the second layer, ELASTICO applies PBFT with the presence of byzantine adversaries for local consensus [11] in each sharding to tolerate byzantine adversaries of up to one-fourth of the total computational power. However, ELASTICO is not efficient in its network messages which are at least quadratic even cubical to the size of sharding as partial and almost quadratic to the size of blockchain as a whole. Furthermore, its capability of fault-tolerance is only proportional to one quarter of its nodes. However, the fault tolerance effect of this protocol is not ideal; some of the original issues, such as scalability, are still present. To improve the performance of fault tolerance and optimize the number of network messages under the ELASTICO protocol, this paper designs a new protocol called Beh-Raft-Chain which uses the incentive mechanism based on behavior for weighing users and applies the consensus protocol Raft [12] with supervision to lower network messages and increase fault-tolerance. Our goal is to seek a protocol for the open, permissionless network wherein participating processors have no pre-established identities and their consensus interaction messages are linear with high fault-tolerance. The solution which uses classic Raft consensus protocols [12] cannot work in an open environment like blockchain because of two fundamental challenges. First, the Raft consensus protocol is suitable for networks with only honest nodes, which do not exist in open environments like blockchain. Second, the Raft consensus protocol, which is designed for a closed cluster, reaches consensus when any majority of their participants are accepted. Thus, the scale of participants in the protocol cannot grow sufficiently to ensure the necessary level of transaction throughput of a network. For the first problem, we seek compensation by designing a behavior-based Raft consensus protocol in blockchain with the presence of byzantine adversaries or malicious nodes by weighing users based on their behaviors, called Beh-Raft for short. The key idea in the approach is to distinguish honest nodes from malicious nodes according to their weights which are driven by the fundamental forces of rewards and punishments for normal or malicious behaviors. Thus, we can minimize the impact of malicious nodes by electing based on the weight in the Raft protocol. We also designed a supervisory mechanism to guarantee the security of consensus. For the second problem, inspired by ELASTICO proposed in [10], we apply RAFT to the sharding-based consensus protocol which has a fixed and small number of members for guaranteeing the scalability of our consensus protocol. We also modify identity setup and committee formation based on weight so as to keep the protocol secure. To our knowledge, we provide the first behavior-based Raft protocol with supervision integrating sortition for open blockchains which linearly gain throughput and high security while tolerating byzantine nodes in numbers up to one third of the total number of network nodes.

We claim the following contributions: 1) **Behavior-Based Incentive Mechanism**: to prevent Sybil attacks, we design Proof-of-Behavior (PoB), a behavior-based incentive mechanism, by electing honest nodes as a leaders/miners; 2) **Sublinear Communication**: we design a behavior-based Raft consensus protocol instead of the PBFT consensus protocol, which allows others to verify and accept the identity of a processor excepting PoW solutions in Bitcoin; 3) **Intra Consensus with Supervisory Mechanism**: we achieve consensus by applying sharding-based protocol to ensure scalability and the probability of consensus failure will be guaranteed by the supervisory mechanism; 4) **Secure Partition**: to prevent an adversary from targeting committee members, we built on the Cuckoo rule [18], [19] and improve it to provably protect against targeted attacks; 5) **Decentralized Bootstrapping**: Beh-Raft-Chain is designed for public chains allowing open membership; 6) **Weight-based Sortition**: To guarantee the sustainability of Beh-Raft-Chain, we design a weight-based sortition algorithm to elect the leadership. To the best of our knowledge, Beh-Raft-Chain is the first blockchain protocol for integrating Raft protocol with supervisory and PoB mechanism.

## II. Problem Statement

Storage and consensus are two challenges to the scalability of the public chain introduced by the total transaction volume and the number of independent participants. This paper focuses on solving these two issues.

### A. Problem Definition

We assume these are some external nodes sent the set of transactions to our protocol which include inputs and outputs. We can verify their validity by checking their issuer’s signature. We partition the set of transactions into $k$ non-intersect blocks. Let $x_{i,j}$ denotes the $j$-th transaction in the $i$-th block. For all nodes participating in consensus, we use an externally specified constraint function $f \rightarrow \{0, 1\}$ wherein 1 presenting valid and 0 presenting invalid of each transaction to reach a consensus. Consider a peer-to-peer network with $n$ nodes and $b$ nodes controlled by a byzantine adversary where we seek a Beh-Raft protocol that runs between the processors which output a set $X$ containing $k (k = n/c)$ separate subsets or sharding $X_i = \{x_{i,j}\} (1 \leq j \leq |X_i|)$ such that the following conditions hold under the preconditions that 51% of identity-less processors be honest nodes:

- **Agreement**. Honest processors agree on $X_i$ with a probability of 100% and malicious nodes agree on $X_i$ with a probability of a given security parameter $p$.

- **Validity**. The agreed shard $X_i$ satisfies the specified constraint function $C$, i.e., $\forall i \in \{1 \ldots k\}, \forall x_{i,j} \in X_i, f(x_{i,j}) = 1$.

- **Scalability**. The number of shardings $k$ grows linearly with $n$.

- **Efficiency**. The computation and bandwidth of each processor are not affected by $n$ and $k$. The per-node communication and computation complexity are $O(n)$ and the per-node storage complexity is $O(s/k)$, where $s$ is the total number of transactions.

### B. Network Model

We apply the standard synchronous model for the underlying network, which is adopted by most public blockchain
protocols. To facilitate the reading, we applied the same assumption as defined in prior works [10], [16]: the honest nodes in the network are well connected and their communication channels are synchronous.

We apply the sharding framework of ELASTICO. The difference is that we replace PBFT by Behavior-based RAFT to boost the fault tolerance of the system. Only 1/2 of the nodes are required to be honest nodes in Raft while PBFT requires 2/3. Furthermore, RAFT implements consensus by assuming the leader is unconditionally trusted. Thus, our approach enhances ELASTICO investigating about how to apply the Raft consensus in a practical setting with malicious nodes or byzantine nodes while keeping it secure. The first significant distinction is that we require the honest processors to be in exact agreement, while the malicious nodes to be in probabilistic agreement. The reason is that the processors which are honest or malicious can be checked externally in our case; each honest processor can check if the behaviors of neighboring processors are normal or malicious and reward or punish them by adding or subtracting their weight value. Thus, we assume that malicious nodes may pretend to be normal for gaining the reward of weight value. The second distinction is that our incentive behavior mechanism can ensure that the agreed value is the input of the honest processors only, while the ELASTICO cannot.

C. Threat Model

We assume that processors controlled by the byzantine or malicious adversary can arbitrarily deviate from the protocol, such as reject responses, send fake messages and so on. All malicious nodes can collude together but they are only effective for the same shard in our Beh-Raft-Chain. Further, we consider that the adversary has full information about the messages transmitted on all links since any processor in the same shard can setup point-to-point communication links to each other. To differentiate the malicious behavior of rejecting responses from the network delay of honest processors, we assume that the network graph between honest processors is connected and the communication channel between honest processors is synchronous. That is to say those other honest processors will receive a message within a bounded delay parameter of Δ seconds. Byzantine nodes can delay even more significantly. Note that in our Raft protocol, an adversary can do nothing but reject responses when a malicious processor is not the leader. There is no effect on the consensus process at all, because our Beh-Raft-Chain can guarantee that the number of malicious processors in each sharding is less than half of the committee size, as shown in Section IV-A. However, if a malicious processor is elected as a leader, an adversary can send fake messages and make the consensus process fail because we design a supervisory mechanism to ensure the security of local consensus. In Section IV, we will show how to ensure that the malicious processor can’t be elected as a leader by proposing a PoB mechanism.

During protocol runs, we make the assumption of honest nodes being reliable and failed nodes being considered malicious nodes. Moreover, we use standard majority assumptions for the total computational power of the byzantine adversaries, who corrupt b < n/3 of the nodes at any time. Similar to most sharding-based protocols [8], [16], we assume that the adversary can corrupt some nodes at the beginning of the protocol or between each epoch. However, the set of corrupt nodes cannot change within an epoch. And the adversary can corrupt a certain number of honest nodes while maintaining their identities at the final phase of each epoch. In addition, the adversary can run a join-leave attack [13], [19], meaning that it rejoins a small number of corrupt nodes with fresh identities in order to take over one or more committees. However, at any moment, at least two-thirds of the total number of nodes are honest.

D. Challenges

To provide “scale-out” transaction processing capacity competitively without compromising security for permissionless decentralization, we face three challenges: 1) Identities’ Acceptance: we must design an effective mechanism to resist Sybil attacks in a permissionless setting without the use of PoW; 2) Malicious Churn: a malicious processor can re-enter with a new identity after quitting or simulate many virtual nodes thereby creating a large set of Sybils [13], [14], since there are no inherent identities or external Public Key Infrastructure (PKI) to trust for processors; 3) Secure Partition: extra efforts are needed to ensure that all processors split into multiple shards uniformly, thus, each shard has the majority honest processors with high weight.

III. BEH-RAFT-CHAIN SOLUTION

In this section, we present Beh-Raft-Chain in detail. The algorithm proceeds in fixed periods called epochs and we describe the first epoch as a one-time bootstrapping protocol and the steps used in the subsequent epochs periodically.

A. Bootstrapping and Solution Overview

Inspired by Rapidchain [16] and Algorand [17], we replace the synchronous consensus protocol by integrating the Raft consensus protocol with the PoB mechanism. Specifically, we run the bootstrapping protocol to construct a behavior committee (BC) based on weighted nodes. In the meantime, the weights are generated based on their account balance against Sybil attacks as in Algorand [17] to ensure the honesty of the majority in BC, which is responsible for driving periodic reconfiguration events between epochs. The architecture overview of Beh-Raft-chain is shown in Fig. 1. At the bootstrapping phase, assume that all nodes start with a certain amount of money in their account and they can get a weight based on the money in their accounts. Each processor will be assigned to a local committee, which processes a disjoint set of transactions (or shards). The number of local committees grows proportionally to the total number of nodes in the network, which is k = n/c. All local committees with a relatively small number of members run an understandable consensus protocol of behavior-based Raft internally to reach an agreement of shards.
In subsequent epoch, the protocol is processed in the following four steps: identity establishment and committee formation, intra-committee consensus, overlay setup for committees, committee reconfiguration and weight updating, as shown in Fig. 1. First, we design a behavior-based method to eliminate the computational cost of PoW while preventing Sybil attacks. The algorithm can divide all nodes into multiple subsets of committees according to their weights; that is, the weight distribution of committees is well-proportioned and similar to that of the network. Then, the $c$ nodes with the highest weights will be chosen and we design a sortition electing algorithm (detailed in 4.3), to enlarge the range of options and ensure that the nodes with higher weights are most likely to be chosen. Second, after the committee formation step, each local committee runs a standard Raft consensus protocol [12] integrating the PoB mechanism and supervisory mechanism to reach an agreement on a shard (or a set of transactions) and add it to its ledger. Third, the consensus results of local committees will be sent to the final committee, which is responsible for checking and piecing these agreed shards together for computing a cryptographic digest. Fourth, the final committee broadcasts only the cryptographic digest and the ID of the relative committee to the whole network to verify. It means that the protocol is to reach an agreement. And the specific transaction data is only stored in the relative ID of the local committee to minimize the storage problem. The last step in the epoch is the update of the weights of all processors by the behavior committee. All local committees will reward or punish their members’ weights according to their normal or malicious behaviors and send new weights to the behavior committee. These weights are used in the subsequent epoch(s) as a basis for distinguishing honest processors from malicious ones. The weights are accumulated from previous epochs to ensure that the adversary cannot temporarily disguise themselves to gain high weights during this epoch.

B. Behavior Formulations

To be more clearly described and easier to read, we list the glossary of symbols in Table I and the formal specification of behaviors as follows.

First, we describe the concepts of Entity and Action. Entity ($=$ $\{A,B,C,\ldots\}$) is a set of objects. It can be divided into three classes: ME, LE, MO. They are called Roles. In the real world, an entity of ME is a member of a local committee; An entity of LE is a leader of a local committee; An entity of MO is a monitor of a local committee.

Action $=$ $\{receive, send, reply, require, validate, election, success, fail, update, deny, confirm, consensus, report, accept, refuse, timeout\}$. It consists of all the operations executed by entities in the system.

Definition 1 (Behavior). A behavior of entity A is a binary $\langle A, tr \rangle$, where $A \in Entity$ and $tr$ is a Trace. It expresses a finite action sequence executed by the entity A.

We use three types of Deterministic Finite Automaton (DFA) to identify the malicious behavior of different types of entities. A DFA is a quintuple $(S, \Sigma, \delta, S_0, F)$, in which $S$ is a finite set of states, where $S_0$ is the initial state; $F$ is a set of acceptable states, and $\Sigma$ is the finite set of alphabets. $\delta = s \times \Sigma \rightarrow S$ is a function of state transition.

We define three DFAs for the 3 roles ME, LE and MO, respectively.

1) The Distinguishing Automaton for the behaviors of an entity in ME (short for ME-A) is defined in Fig. 2. Where, $\Sigma = \text{Action}$, $S = \{0,1,2,3,4,5\}$, 0 is the initial state, and $F = \{1,3,5\}$.

2) The Distinguishing Automaton for the behaviors of an entity in LE (short for LE-A) is defined in Fig. 3. Where, $\Sigma = \text{Action}$, $S = \{0,1,2\}$, 0 is the initial state, and $F = \{2\}$.

3) The Distinguishing Automaton for the behaviors of an entity in MO (short for MO-A) is defined in Fig. 4. Where, $\Sigma = \text{Action}$, $S = \{0,1,2\}$, 0 is the initial state, and $F = \{2\}$.
Criterion 1 (Malicious Behavior of Member). Given that <A, tr> is a behavior of an entity A. If A ∈ ME and tr is accepted by the DFA ME-A, then <A, tr> is considered a malicious behavior.

According to Criterion 1 and the DFA ME-A, malicious behaviors for the member entity consists of the following three cases:

1) ME-A reaches the acceptable state 1, meaning that the entity A keeps silent when one should respond to.
2) ME-A reaches the acceptable state 3, meaning that the entity A denies the message that should be accepted.
3) ME-A reaches the acceptable state 5, meaning that the entity A accepts the message that should be denied.

Criterion 2 (Malicious Behavior of Leader). Given that <A, tr> is a behavior of an entity A. If A ∈ LE and tr is accepted by the DFA LE-A, then <A, tr> is considered a malicious behavior.

According to Criterion 2 and the DFA LE-A, if LE-A reaches the acceptable state 2, the leader entity A was successfully reported by monitors. It must execute some sorts of malicious behavior.

Criterion 3 (Malicious Behavior of Monitor). Given that <A, tr> is a behavior of an entity A. If A ∈ MO and tr are accepted by the DFA MO-A, <A, tr> is considered a malicious behavior.

Criterion 4 (Proof of Behavior Mechanism). If a behavior of a member entity A is accepted by the state 2 of DFA EL-A, we perform the normal behavior mechanism based on its behavior.

Criterion 5 (Joining of Leadership-node). For a member entity A, if its behavior is accepted by the state 3 of DFA EL-A, we perform the double mechanism based on its behavior.
Certainly, for all leadership-node, we perform the double mechanism based on their behaviors.

C. Identity Establishment and Committee Formation

In the following section, we will explain each step of identity establishment and committee formation in detail. First, each processor locally chooses its own identity of the form (IP, PK), which are IP address and public key respectively for authenticated communication later. To limit the number of Sybil identities created by malicious processors and ensure that the majority of processors would be honest, we adopt the behavior-based Proof-of-Stake mechanism of Bitcoin, which is called PoB for short, to accept these chosen identities in the network. Different from the PoS mechanism, our PoB mechanism first weighs all nodes based on their accounts at the committee formation phase, and then updates weight at the nodes based on their behaviors in the following epochs. And our PoB mechanism can avoid the disadvantage that the priority is controlled by a few people by setting an adjustment parameter. In detail, as shown in Fig. 1, we weigh nodes based on money in their accounts just as Proof-of-Stake (PoS) initially. During any epoch after that, all nodes are weighted based on their behaviors, which is different from PoS. The weights will be adjusted according to their behaviors. The first $c$ nodes with high weights are appointed as the members of the behavior committee. This is under the assumption that most of the money belongs to honest nodes, which can ensure that the behavior-based Proof-of-Stake mechanism is safe.

And other processors’ identities will be allocated by the behavior committee according to their weights while ensuring that each local committee has members with high and low weights uniformly distributed. The detail is shown in algorithm 1. Once the identities are allocated then the corresponding committees are determined.

D. Overlay Setup for Committees

We borrow from ELASTICO’s overlay setup for committees instead of flooding broadcasts to reduce the number of broadcast messages. We design a special behavior committee of size $c$ to serve as a set of “indices” and a weight ledger of all nodes. More specifically, the behavior committee is simply a committee of the $c$ nodes with the highest weights. But the difference is that each leader of the local committee contacts several members of the behavior committee and gets the final list of their committee peers’ links. If the list of members obtained is different, then contact all members of the behavior committee and reserve the majority of nodes and abandon the minority of nodes while reporting the corrupt nodes for punishments. This is a supervisory mechanism in the behavior committee to ensure security. In the end, the local members send the final list of all identities in their committees to the behavior committee for setting up point-to-point links. The Raft mechanism can greatly reduce the number of communication messages.

To prevent collusion attacks, each behavior member belongs to a different local committee. To ensure that the members of the behavior committee are honest, we employ the original PoS mechanism to obtain the weight of nodes for the first time and employ the behavior-based incentive mechanism to obtain the weight of nodes in the subsequence epoch.

E. Intra-Committee Consensus With Supervisory Mechanism

Next, we discuss how to efficiently implement transaction verification checks in a hypothetical cryptocurrency built on top of Beh-Raft-Chain. Typical Raft consensus algorithms make progress when any majority of their processors are available without considering the malicious ones; Raft implements consensus by first electing a distinguished leader, then giving the leader complete responsibility for checking the transactions. And data flows in a simple fashion from the leader to other processors. Thus, we just need to make sure that the leader is honest and most processors are available.

In each local committee of Beh-Raft-Chain, there are three roles: one leader, $m$ monitors (one in the behavior committee, one in the final committee), and other processors. The unavailable nodes are considered malicious nodes. All processors run a standard Raft consensus protocol [12] integrating the PoB mechanism and supervisory mechanism to reach an agreement on a shard (or a set of transactions). The difference between us and [12] is that the leader performs the consensus under the supervision of the $m$ monitors and is elected based on their behavior to prevent a malicious leader in our case. We elect the leader based on their weights to ensure the honesty of the leader because increased weights also mean a higher degree of honesty in normal operation. In this way, our Beh-Raft-Chain can run on real-world scenes which include both honest and malicious processors. Because Beh-Raft-Chain can ensure that the elected leader is honest and the followers, even malicious ones, should perform the normal operation or at most keep silent under the leadership of the honest leader. The protocol can perform securely and continuously when there are less than $c/2$ malicious members in the local committee.

Besides, we set the supervisory mechanism to ensure the failure of consensus and verify it in the experiment. Each committee has several monitors that can supervise whether the behaviors of the leader were acting honestly or not. The reason is that the supervising node can receive all the messages of the
leader’s to judge the leader’s behavior. If the leader node is found to be dishonest, a report will be launched by a monitor; then, all supervisory nodes will run a consensus and reach an agreement. The leader will be removed and re-elected when the report is accepted. The supervisory mechanism stimulates monitors by offering a double reward/punishment. Yet, it is a challenging problem to set an appropriate number of supervisory nodes to balance the security of consensus and the number of interaction messages. Detailed security theoretical analysis is shown in Section IV-A and experimental results are shown in Section V.

F. Committee Reconfiguration and Storage

Reconfiguration allows new nodes to join the existing committees and regenerate only a fraction of the committees’ members against the corrupt attack. A new challenge called churn will be introduced by partitioning the nodes into committees for scalability. To be specific, the adversary can control corrupt nodes to leave and rejoin the system strategically for taking over one or more committees. Moreover, the adversary can actively rejoin while its weight is lower than a new one. Thus, the weight is not further down when it is equal to zero in order to prevent churn in our solution. Then, we improve the Cuckoo rule [18], [19] based on weight to re-organize only a subset of committee members (such as 10%) during the reconfiguration event at the beginning of each epoch. We design an algorithm against the corrupt attack by using the Cuckoo rule [18], [19] with re-organizing only a subset of committee members during the reconfiguration event. And we improve the Commensal cuckoo rule [18] by considering the weight to distinguish honest new nodes from malicious ones.

Definition 4 (Weight-based cuckoo rule). When a new node wants to join the system, pick a random \( x \in [0, 1] \), and get its weight \( w_i \) over the highest weight \( w_{\text{max}} \) in the system so as to obtain a priority coefficient \( y = w_i / w_{\text{max}} \). If the group containing \( x \) has a node at \( x \) with weighty degree \( y' < y \) or the group containing \( x \) has received at least \( k - 1 \) secondary joins since its last primary join, we place the node at \( x \) and move (cuckoo) \( k' / g \) random nodes in the group to random locations in \( [0, 1] \). \( g \) is the average group size and \( g' \) is the group’s current size. Otherwise, we start over with a new random \( x' \in [0, 1] \).

As defined in [18], [19], we call the new node’s join a primary join and the sub-sequent joins of the cuckoo nodes secondary joins. A node is called new only when it joined the system for the first time. Interestingly, there is one modification based on commensal Cuckoo rule [18], which can force repeated joins to join distinct groups by vetting repeated join attempts. First, we pick a random \( x \) to assure the randomness in the re-join process. Then, we add a condition on it: the new node with a sufficient weight has a higher privilege to join. The condition can distinguish whether joins come from a malicious node or a real new node because the malicious joined nodes do not have sufficient money in their accounts to gain higher weight or the adversary must invest enough money to obtain the joining privilege. In such a way, the condition can accelerate the joining speed of the real new ones without affecting the random distribution of malicious nodes. Besides, we design the condition to improve the problem of the commensal Cuckoo rule [18]: if too few secondary joins occurred, the commensal Cuckoo rule would risk deadlocking because no groups would accept a join.

To significantly improve the storage and communication overhead, the newcomer only has the permission to download the transactions within the sharding ledger, in order to verify future transactions and adopt the routing design of the Kademlia, which is inspired by the Rapidchain [16]. In Kademlia [33], each node stores information about all nodes within a logarithmic distance. We keep a routing table with log \( n \) records pointing to log \( n \) different committees at the distance of \( 2^i (0 \leq i \leq \log n - 1) \) in every committee. The communication between the committees can enable node discovery and message routing in log \( n \) steps. We omitted the detail of the Kademlia routing protocol due to the space limit. Interested readers may find more details in [33]. Under the routing mechanism Kademlia, we maintain disjoint ledgers according to the committee ID. Each committee only stores the specific transaction data of its committee ID to minimize the storage problem.

At the end of each epoch, the leaders of the local committee reward/punish their members’ behavior via increasing/decreasing their weights and sending the agreed values list to the behavior committee. Then, the behavior committee updates these values for the next epoch.

IV. SECURITY AND PERFORMANCE ANALYSIS

A. Security Analysis

In this section, we provide our security analysis of Beh-Raft-Chain. We also discuss how malicious adversaries gain no significant advantage. We begin by clarifying the definition of behavior-based incentive mechanism.

Definition 5 (Behavior-based Incentive Mechanism). In the process of information exchange, honest nodes responding properly will get a bonus as a reward while malicious nodes will receive a minus as a punishment. The typical behaviors of changing weights are defined according to the criterions 1-3 in Section III.B.

As defined in definition 3 and criterions 4-5, we design the double mechanisms to stimulate honest behavior and neutralize malicious attacks for reducing the impact of malicious behaviors. If the node is a leadership-node, the corresponding reward or penalty will be adjusted adaptively. When a new node joins the system, its weight is zero when its account balance is zero. If the node maintains normal behavior, its weight will increase and have more opportunities to be selected as a leadership-node. Otherwise, if the node violates protocol rules, its weight continuously decreases until it reaches zero. When the weight is lower than the threshold, the node will be judged as a malicious node and will be ineligible to become a leadership candidate node.

Next, we present the detail theoretical analysis of how to reduce the impact of malicious behaviors and ensure the success rate of consensus.
Hypothesis 1. The number of honest nodes is more than 2/3 in the whole blockchain. The network is partially synchronous with the maximum delay of $\Delta$.

Lemma 1 (Good Majority). In the first epoch, as assumed in [10], the possibility of the first $c$ identities being controlled by the malicious adversary is $c/4$ at most. At any epoch after that, we elect the leadership based on their behaviors; honest members will be selected with a higher probability.

Proof. Let $c$ be the size of committees. Based on hypothesis 1 and algorithm 1, we can ensure that a committee has $b < c/2$ malicious nodes and they perform any malicious activity has a probability $p < 0.1$. Let $p = 1/2$, thus these $c/4$ nodes have been decremented with a minus. The positive possibility of the honest nodes being selected as honest nodes is $C^c_{c/2}$ at least while the negative possibility of malicious nodes is $C^c_{c/4}$ at most. With several interaction processes, more and more malicious nodes will be minus, thus the positive possibility will go higher and higher.

Let $x_i$ be the random variable, $f$ be the rate of malicious nodes when the system reaches stability (As proven above $f = 1/2^{1/2}/1/2 = 1/4$). If the $i$th node is an honest node, $x_i$ is 1. $X$ presents the number of honest nodes in the committee, which follow a binomial distribution $X = \sum_{i=1}^{c} X_i$. Thus, the security is

$$\Pr[X < \frac{3c}{4}] = \sum_{i=0}^{\frac{c}{4}} \Pr[X = i] = \sum_{i=0}^{\frac{c}{4}} \binom{c}{i} f^{-i}(1 - f)^i$$

Obviously, the probability is lower as the size of the committee $c$ is larger, and according to our experimental results, when $c$ is equal to 600, the probability is lower than $10^{-7}$.

According to Lemma 1, in the absence of any other assumptions, the maximum number of malicious identities that can be created before honest processors find all $c$ identities is $c/4$. Furthermore, we choose the members of the behavior committee based on the Proof-of-stake which will greatly reduce the ratio of malicious nodes. The reason is that most of the money belongs to the honest. At any epoch after that, we can choose the leadership-node based on their weights, which can reduce the possibility of malicious nodes being chosen. The reason is that the malicious node not obeying the network rules must be punished by reducing their weights and the honest node following the rules must be awarded by giving a bonus to their weights. Thus, the gap between the honest and malicious nodes will get wider and wider. So, the possibility of malicious nodes being elected as a leadership-node is getting smaller and smaller.

However, as a member of the following node, the malicious processor can only withhold their identities and responds with nothing. In our case, honest members always share the same list of honest identities.

Next, we show how a committee (including the final committee and other committees) decides a single value correctly.

Lemma 2 (Local Consensus). In every epoch with hypothesis 1 and a good majority, the honest members agree on a unique set $X_i$ with at least $c/2 + 1$ signatures, with high probability.

Proof. The leader and monitors are honest nodes, we can assume the probability of malicious nodes performing a malicious activity is $p = 1/2$, and there are $c/4$ nodes responding with nothing or fake messages at most. Thus, the local consensus will certainly be reached with $3c/4$ signatures.

Besides, we design a supervisory mechanism to guarantee the success rate of consensus by setting several monitoring nodes as described above. Apparently, there is no problem when the leadership node is honest. Next, we will give a theoretical analysis of the failure of consensus if there is a problem with the leadership node. Let $Y$ be the total number of honest leaders and monitoring nodes, $m^\prime$ be the total number of leader and monitoring nodes, and the consensus fails when the number of signatures is less than $m^\prime/2$. Thus, the security is

$$\Pr[Y < \frac{m^\prime}{2}] = \sum_{i=0}^{\frac{m^\prime}{2}} \Pr[Y = i] = \sum_{i=0}^{\frac{m^\prime}{2}} \binom{[cf]}{m^\prime - i} \binom{c - [cf]}{i}$$

where $f$ represents the percentage of malicious nodes when the system reaches stability.

For example, if the committee size $c$ is 600 and $m^\prime$ is $c/10$, the probability of failure is $10^{-6}$. In addition, the final or behavior consensus protocol we borrowed from reference [8] will be reached with high probability as proven in [8].

In subsequent steps, we elect the leaders/monitors of local committees and the members of final or behavior committees based on our behavior-based incentive mechanism, which can guarantee that honest nodes occupy important roles. Since the number of malicious nodes is less than $c/2$, the consensus is successfully reached and the impact of malicious nodes is minimal and almost negligible.

B. Performance Analysis

Compared to previous works, we make a theoretical analysis of the performance of Beh-Raft-Chain and summarize them in Table II.

| Protocol            | Re-silience | ID Generation | Boot-strap | Consensus | Storage per Node |
|---------------------|-------------|---------------|------------|-----------|-----------------|
| Beh-Raft-Chain      | $f < n/3$   | $O(n \log n)$| $O(n \log n)$| $O(c + b + \log n)$| $O(c - 1B1/n)$ |
| Elastico            | $f < n/4$   | $O(n2)$      | $\Omega(n2)$| $O(c + b + \log n)$| $O(1B1)$         |
| Om-      | $f < n/4$   | $O(n^2)$      | $\Omega(n^2)$| $O(c + b + \log n)$| $O(1B1/n)$       |
| Rapid-Chain         | $f < n/3$   | $O(n^2)$      | $O(n^2)$   | $O(c + b + \log n)$| $O(c - 1B1/n)$ |

TABLE II

Complexities of Previous Sharding-Based Blockchain Protocols

Proof. The leader and monitors are honest nodes, we can assume the probability of malicious nodes performing a malicious activity is $p = 1/2$, and there are $c/4$ nodes responding with nothing or fake messages at most. Thus, the local consensus will certainly be reached with $3c/4$ signatures.
the user sends $t$ to the leader and a constant number of monitors (e.g., $m$). This imposes a communication and computational overhead of $(m+1) = O(1)$. Next, the leader of C drives an intra-committee Raft, which requires $mc/2b$ communication to be amortized on the block of size $b$ due to batching. In the end, the final committee broadcasting the results to all nodes requires $O(c\log n)$ communication when employing the Kademlia routing mechanism. Thus, the total cost of consensus iteration is $O(c\log + c\log n)$.

**Complexity of ID Generation.** During ID Generation, each node sorting based on weights requires $O(n\log n)$ communication. After sorting, broadcasting the result incur an $O(n)$ overhead. Thus, the total complexity is $O(n\log n + n)$.

**Complexity of Bootstrap Protocol.** In the bootstrapping step, the sorting algorithm requires $O(n\log n)$ communication. Then, each node will be allocated to a local committee insecure $O(n)$ overhead. Thus, the total complexity is $O(n\log n + n)$.

**Complexity of Storage.** Let $|B|$ denote the size of the blockchain. We divide the ledger among $n/c$ shards, thus each node stores $O(1/B)/n$ units of data. Note that the cost of weighty storage is asymptotically negligible relative to the size of the ledger that each node has to store.

**C. Sustainability Analysis**

One challenge of our weight-based election mechanism introducing is that a few given users may be chosen more than once on account of their high weights which may incur a case of the leadership only being controlled by few nodes in a situation known as *monopoly attack*. To solve this attack, we design an active parameter $\alpha$ (i.e., 0.9) to adaptively adjust the possibility of being elected to incentivize more nodes being elected. Parameter $\text{num}$ indicates the number of times a user has been chosen. Meanwhile, we set a threshold $\rho(0<\rho<1)$ to determine the minimum node weight that is capable of being selected to guarantee honesty. Namely, a node with weight $w_i$ can be a candidate of the leadership if and only if its weight $w_i$ is bigger than the threshold $\rho$. For example, given a set of nodes with weights $w_i > \rho$ and the total weight of them $W = \sum_{i} w_i \cdot \alpha^{\text{num}}$, the probability that user $i$ is selected is equal to $p_i = w_i \cdot \alpha^{\text{num}}/W$. In the initial, the value of $\text{num}$ is 0.

We use VRFs to implement cryptographic sortation as shown in algorithm 2 on the basis of reference [20]. Aiming at implement cryptographic sortation, we use for reference [17] the algorithmic framework of sortition and introduce the role parameter for distinguishing the different roles that a user may be selected for; such as the local committee leader or the member of the behavior/final committees at a certain step. We specify a threshold $\tau$ that determines the expected number of users selected for that role. The $f$ function is a monotone increasing function that maps weights to the interval $(0,1)$. $f$ can guarantee that higher weights gain higher probabilities of selection. $\alpha^{\text{num}}$ is the adjustment parameter according to the number of times $\text{num}$ a user has been chosen in the previous phase. The adjustment parameter is used to adjust the probability of being chosen and expand the options beyond simply choosing the node with the highest weights. Informally, $\text{VRF}_{sk}(x)$ can returns two values of a hash and a proof for any input string $x$. The hash, a hashlen-bit-long value, is indistinguishable from random values to those adversaries who do not know the value of $sk$ since it is uniquely determined by $sk$ and $x$. The proof $\pi$ makes anyone with knowing $pk$ and without having to know $sk$ for checking whether the hash indeed corresponds to $x$ or not. AS shown in algorithm 2 and 3, we require that the VRFs $(pk, sk_i)$, which is a public/private key pair, provides these properties for security even that $pk$ and $sk_i$ are chosen by an attacker. Once the specified number of nodes has been elected, the round terminates. This mechanism enables the protocol to withstand deviations such as malicious nodes and enables us to show that honest behavior is in an approximate equilibrium under reasonable assumptions regarding the costs of running the protocol.

**V. Evaluation**

In this section, we implement Beh-Raft-Chain in Python and empirically evaluate the scalability of Beh-Raft-Chain and previous solutions. The goals of our evaluation are three-fold. We first measure the system efficiency by latency and consensus cost as the committee size increases. The second goal is to guarantee the success rate of consensus under different monitors to find the suitable number of monitors. The third goal is to measure the scalability of Beh-Raft-Chain by system performance and communication cost over different network sizes. The experimental environment was set on a Windows 10 computer equipped with an eight-i7 Core CPU and 8 GB RAM. In our experiments, we consider the worst case of that c/4 members are unavailable as described in Lemma 1. All experiments take the average of the results over 10 iterations.

**A. The Accuracy of the Consensus Algorithm**

This paper compared the operation efficiency of PBFT and Raft consensus mechanisms. We compared the number of message exchanges of the consensus algorithm and the time required to reach an agreement. The scale of our experiment is from 20 to 160, and the step size is 20. The average of all experimental results is taken from 10 runs for the average. We generate the network bandwidth by reference [31], [32] to simulate variable delays.

The experimental results are shown in Fig. 6. As depicted in Fig. 6(a), the delay of our consensus algorithm is almost a
straight line. The delay is calculated in terms of the end time of consensus minus the start time. It is less than 2 seconds when the number of nodes is 100, and about 8 seconds even when the number of nodes is 160. In contrast, the curve of PBFT delay experiences a dramatic surge from 25 seconds to over 3 minutes when the number of nodes increased from 60 to 140. In fact, the delay of PBFT consensus will further increases in practice given the existence of Byzantine nodes. A similar conclusion can be observed in terms of message traffic as shown in Fig. 6(b). This phenomenon can be explained by the difference in the communication complexity of the PBFT and our consensus algorithm, which are $O(n^2)$ and $O(n)$, respectively.

B. The Security of the Consensus Algorithm

The security of consensus is measured by the probability of consensus failure as the number of monitors varies. Simulation results in Fig. 7 shows that the rate of consensus failures decreases as the number of the monitoring nodes and the size of the committee increase. The failure rate is about 0.014 in the case of the committee size is 100 with 10% rate of the monitoring nodes, while the failure rate is about 10e-6 while the committee size is 600 with 10% rate of the monitoring nodes. Since these results have validated our theoretical analysis in Section IV-A, we set 10% of monitoring nodes as the default rate in later experiments. Note that, all of the above do not consider the influence of weights. Thus, the failure rate will be much less than the rate in the actual situation. The reason is that the leadership of the committee with higher weights is impossible to perform malicious behavior.

C. The Scalability of the Blockchain

In this experiment, we expanded the network scale from 100 to 1600 when each district committee has a size of 100. We counted the time spent on the formation and consensus in each epoch, and took the average of the results over 10 iterations. As shown in Fig. 8, our approach scales up the block throughput at an almost linear rate of growth relative to the size of the network. Different from ELASTICO [10], whose establish time increases as the number of nodes increases because of the PoW mechanism, the time consensus and establishment of Beh-Raft-Chain almost maintain a constant value. The reason is that each partition is an independent parallel processing transaction and we eliminate the PoW mechanism. So, the total delay time of the system remains nearly constant even while the node size increases, which means that our method makes a much more scalable system.

D. The Efficiency of Blockchain

The efficiency of blockchain, mainly indicated by the number of communication messages sent and received per node,
was summarized in Fig. 9. We show the average number of messages per node under different system scales. Note that the amount of communication decreases as the system size increases. This is because a lot of focus message nodes (mainly of behavior committees and final committees) traffic has been split. Experiments have shown that our methods communicate less because we use the Raft consensus algorithms in the local committees with lower complexity.

VI. RELATED WORK

The scalability of consensus algorithms in open blockchains is an active problem. There have been several solution proposals from both academia and industry. We summarize these existing consensus protocols of blockchain into the following two aspects.

The first category is consensus protocols based on the committee. Based on PBFT [11], PeerCensus [25] is the first consensus protocol inside a committee resulting in strong consistency guarantees, while how a committee is formed and we can ensure an honest majority is not mentioned. ByzCoin [26] proposes using a multi-signature protocol inside a committee to reduce the communication complexity of PBFT. However, they do not remove trailing unstabilized blocks from the blockchain for committee election and consistency can be broken when the nodes do not agree on the committee. Unfortunately, both of them are vulnerable to the same type of selfish mining attack [27]. That is, they cannot tolerate 1/3 corruption due to degraded chain quality. Hybrid Consensus [28] studied the feasibilities of achieving responsiveness in permissionless consensus. They propose a Byzantine consensus protocol that allows transactions confirmed after a warmup period and assumes that the adversary can only corrupt honest nodes without stickiness. Algorand [17] proposed a new Byzantine Agreement protocol (called BA*) to reach a consensus for oncoming transactions with a delay of no more than one minute. They weighed users based on the money in their account and ran consensus protocol by a committee chosen based on the users’ weights in a private and non-interactive way. Algorand mitigated targeted attacks on the committee members by requiring committee members to speak just once and electing new committee members in each step of BA*. However, the randomness used in each VRF invocation can be biased by the adversary, which resulted in a biased coin problem. To solve the issue, Dfinity [29] proposed a new VRF protocol with unbiased and verifiable property based on a unique-deterministic and non-interactive threshold signature scheme.

The other category is consensus protocols based on sharding, which partition the whole nodes into multiple shards and allow them dealing with incoming transactions in parallel for increasing its transaction processing power. We only focus on these researchers’ work on handling sharding in the Bitcoin transaction model. ELASTICO [10] is the first consensus protocol based on sharding to improve the throughput and latency of open blockchain and its performance has upgraded several orders of magnitude. However, as analyzed in [16], it requires extra time to solve enough PoWs to fill up the trust problem between all the committees and the sizes of committees can heavily influence the security of the protocol. Moreover, ELASTICO requires a trusted setting for generating unbiased randomness without affects from any adversary. Besides, ELASTICO runs a Byzantine fault-tolerant protocol which can only tolerate up to a quarter of parties being faulty even with a high probability of failure. Thus, OmniLedger was proposed by Kokoris-Kogias et al. [15] recently. To fix some of the issues of ELASTICO, OmniLedger is designed with concurrency to generate identities and assign participants to committees, in which both the whole system and each shard separately validate transactions in parallel. Each epoch generates a random number with bias-resistant property using a VRF. However, OmniLedger is difficult to resist highly adaptive attacks. For example, a malicious user can leverage the atomic cross-shard protocol to lock any transaction to launch a denial-of-service (DoS) attack. Furthermore, Zamani et al. [16] proposed a Byzantine-resilient public blockchain protocol, called RapidChain, to improve upon the scalability and security limitations of previous works. They scale the throughput of the system proportionally to the number of committees by partitioning nodes into committees and enabling parallelization of the consensus work. They also reduce storage by maintaining disjoint ledgers and building upon the Cuckoo rule [18], [19] to provably protect against a slowly-adaptive Byzantine adversary which is unlike the basic consensus protocol. More recently, Huang et al. [30] proposed a RepChain with double chain architecture which enables a reputation chain with moderate generation speed to support a high throughput transaction chain. However, this method would incur other problems: high storage and message costs.

VII. CONCLUSION

In this study, we focused our attention on the scalability of sharding-based blockchain protocols and developed a Beh-Raft-Chain solution to reduce the traffic complexity while enhancing the transaction rates and the amount of fault-tolerance for complex network applications. Compared with existing blockchain protocols as discussed in Section IV-B, Beh-Raft-Chain will get more applications in 5G networks,
health care industries, and IIoTs. In detail, we replaced the classic PBFT consensus protocol with the other classic Raft consensus protocol based on the PoB mechanism, which can incentivize honest behaviors and neutralize malicious attacks. We also devised a well-proportioned allocation algorithm to assign a local committee to each node while guaranteeing that each committee has the same distribution of weights. Then, we designed a supervisory mechanism to guarantee the security of local consensus. Under our solution, we set a self-adaptive parameter to satisfy sustainability requirements by incentivizing honest behavior by enlarging the range of candidate nodes being chosen to resist monopoly attacks. Through extensive experiments, we measured the scalability and efficiency of Beh-Raft-Chain by comparing it with previous approaches in [10], [15], [16]. The results demonstrated that our solution preserves a higher level of scalability than the existing sharding-based protocols for different utility requirements.
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