A Novel Measurement-Based Model for Calculating Diffusive Fluxes Across Substrate-Water Interfaces of Marine Aggregates, Sediments and Biofilms
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Our understanding of the small-scale processes that drive global biogeochemical cycles and the Earth’s climate is dependent on accurate estimations of interfacial diffusive fluxes to and from biologically-active substrates in aquatic environments. In this study, we present a novel model approach for accurate calculations of diffusive fluxes of dissolved gases, nutrients, and solutes from concentration profiles measured across the substrate-water interfaces using microsensors. The model offers a robust computational scheme for automatized determination of the interface position and enables precise calculations of the interfacial diffusive fluxes simultaneously. In contrast to other methods, the new approach is not restricted to any particular substrate geometry, does not require a priori determination of the interface position for the flux calculation, and, thus, reduces the uncertainties in calculated fluxes arising from partly subjective identification of the interface position. In addition, it is robust when applied to measured profiles containing scattered data points and insensitive to reasonable decreases of the spatial resolution of the data points. The latter feature allows for significantly reducing measurement time which is a crucial factor for in situ experiments.
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INTRODUCTION

Biogeochemical functions and microbial respiration are key processes for our understanding of the aquatic element cycling (Jorgensen, 2000) and, to a large extent, related to the substrate-water interfaces, e.g., aggregate-water and sediment-water interfaces. Our knowledge on processes of these highly dynamic and heterogenous interfaces, however, is still limited because they
occur at microscopic scale of microbial communities (Alldredge and Cohen, 1987; Azam and Long, 2001; Azam and Malfatti, 2007) and also include interfaces with distinct physicochemical properties (Roy et al., 2002; Jackson, 2012; Seymour et al., 2017; Klawonn et al., 2020). Insights into metabolic processes at these interfaces are often achieved by using microsensors to measure solute concentrations in the associated diffusive boundary layer (DBL) within which the molecular diffusion is the dominant solute transport mechanism (Jørgensen and Revsbech, 1985; Gundersen and Jørgensen, 1990; Kühl and Revsbech, 2001; Ploug, 2001). The DBL is formed in a thin water layer surrounding all biologically active marine particles, including individual free-living microorganisms and phytoplankton cells, colonies of microorganisms, aggregates formed from detritus, or fecal pellets (Simon et al., 2002; Iversen et al., 2010, 2017; Belcher et al., 2016). It is also formed above seafloor sediments (Glud, 2008) and around marine biofilms (Lewandowski, 2000; Flemming and Wurz, 2019). Microsensor measurements are largely non-destructive, measure in real-time, and allow high spatial resolution profiling across interfaces of marine substrates and seawater due to a microsensor tip size of down to 2 µm (Revsbech and Ward, 1983; Revsbech and Jørgensen, 1986; de Beer et al., 1993). Measured O₂ concentration profiles have been extensively used to calculate O₂ fluxes to and from marine substrates and subsequently to derive metabolic rates of, e.g., respiration and photosynthesis (Jørgensen and Revsbech, 1985; Paerl and Bebout, 1988; Ploug et al., 1997, 1999; Berg et al., 1998, 2003; Ploug and Grossart, 2000; Glud, 2008; Eichner et al., 2017).

Several methods have been developed for calculations of benthic interfacial diffusive fluxes from measured concentration profiles in the sediment or in the overlying water of sediment (Jørgensen and Revsbech, 1985; Reichert, 1994; Urban et al., 1997; Berg et al., 1998; Hondzo et al., 2005; Glud, 2008; O’Connor and Harvey, 2008). Common for these methods is that interfacial fluxes can only be accurately calculated if the precise position of the sediment-water interface has been determined simultaneously. Yet, the accurate determination of the interface from a solute profile is challenging and often manual interpretation is necessary. This became apparent when Bryant et al. (2010) compared five different methods for the benthic O₂ flux calculation and obtained almost similar results when comparing estimated fluxes and DBL thicknesses. However, the authors argued that one factor for the deviations in the results is the definition of the sediment-water interface in different methods. For marine particles (e.g., aggregates and phytoplankton colonies), it is particularly important to precisely determine the surface interface as the particle shape and size may impact the exchange of solutes between particles and surrounding water (Zetsche et al., 2020). Assuming spherical particle geometry as well as constant consumption rate inside marine particles, Ploug et al. (1997) developed a model for flux calculation into (and out of) marine particles. In that model, the analytical solutions of the reaction-diffusion equation inside and the diffusion equation within the DBL around the particle were fitted to the measured solute profile and the associated model parameters were optimized to yield mass conservation—total consumption rate inside the particle must be equal to the corresponding area-integrated interfacial diffusive flux at steady state.

To improve the precision of calculating interfacial diffusive fluxes from measured concentration profiles, we here present a general (and computationally efficient) model for accurate and simultaneous determinations of both the substrate-water interface position and the interfacial flux. The method differs from previous methods, in that (i) it doesn’t require a prior determination of the substrate-water interface position for flux calculations, (ii) it is based on the full mass transfer equation (advection-diffusion-reaction equation), and (iii) it is not restricted to any particular surface geometry of the substrates. Thus, both the interface position and flux are calculated objectively. In addition, it is robust when the measured concentration data points fluctuate in space and time—which is often the case when measuring in situ—or in situations where the spatial resolution of data points has to be decreased due to constrains in measurement time.

In the following, we present our new model approach and validate it using a number of previously published O₂ profiles measured in marine aggregates and seafloor sediments. The obtained results are compared with those of previous methods and the advantages and extent of applications of the approach are discussed. Henceforth, for ease of referring, we name our approach as “Derivative-Max” model and refer to the model of Ploug et al. (1997) as “Sphere” model.

MATERIALS AND EQUIPMENTS

Microsensor Profiling

Marine Aggregates

O₂ profiles measured across the aggregate-water interface considered in this study (Figures 1, 2) have already been used to calculate O₂ specific respiration rates in cyanobacterial aggregates by Klawonn et al. (2015) and sinking aggregates by Stief et al. (2016) and Iversen and Ploug (2010). Aggregates were sampled in the field (Klawonn et al., 2015) or formed from Skeletonema marinoi (Stief et al., 2016) or E. huxleyi and S. costatum (Iversen and Ploug, 2010) in roller tanks (Shanks and Edmondson, 1989). Oxygen profiles were measured in a net-jet flow system (Ploug and Jørgensen, 1999) using a Clark-type oxygen microelectrode with a guard cathode (Revsbech, 1989) mounted in a micromanipulator and calibrated at air-saturation and at anoxic conditions. The electrode current was measured on a picoamperemeter (Unisense, PA2000) and read on a strip chart recorder (Kipp and Zonen) at high resolution (2 µmol O₂ cm⁻² s⁻¹). The tip diameter of the microsensor was 2–10 µm.

Seafloor Sediment

O₂ profiles measured across the sediment-water interface considered in this study (Figure 3) were digitalized from Figure 2 in Jørgensen and Revsbech (1985). The sediment was collected in the Aarhus Bay (Denmark) during summer 1982. The O₂ concentration measurements were performed using microelectrodes with a gold-coated tip of 5–10 µm, made according to Baumgärtl and Lübbers (1973, 1983) and...
Revsbech (1983). The measurement was repeated 10 times in the same sample. The sediment-water interface was determined using the electrode vibration method and set to $z = 0.0$ [see Jørgensen and Revsbech (1985) for details].

In this work, digitalization of all data from previously published concentration profiles was carefully performed using the WebPlotDigitizer software\(^1\). The associated errors in the obtained positions of the data on the $z$ (depth) and $x$ (concentration) axes were less than 1% and were therefore insignificant.

**METHODS**

**Model Description**

**Derivative-Max Model**

Transfer of solutes and dissolved gases to and from sinking aggregates, phytoplankton colonies and sediments can be formulated as a 3-dimensional advection-diffusion-reaction equation (Nield and Bejan, 1998; Moradi et al., 2018):

$$
\varepsilon \frac{\partial C(x, y, z)}{\partial t} + u(x, y, z) \nabla C(x, y, z) = \nabla (\varepsilon \nabla C(x, y, z)) + R(x, y, z),
$$

(1)

where the parameters $\varepsilon$, $C$, $t$, $u$, $D$, and $R$ represent substrate porosity, solute concentration, time, fluid velocity (flow), diffusion coefficient and biological reaction term, respectively. In the above equation, the symbol “$\cdot$” denotes the dot product and $\nabla$ the gradient operator. The latter is defined as $\nabla = \frac{\partial}{\partial x}\hat{i} + \frac{\partial}{\partial y}\hat{j} + \frac{\partial}{\partial z}\hat{k}$ where $\hat{i}$, $\hat{j}$ and $\hat{k}$ represent the unit vectors along $x$, $y$, and $z$ directions, respectively. Technically, due to the often unknown form of reaction term and complex surface topography, it is very difficult to analytically solve Eq. 1 for a real system. However, Eq. 1 can be simplified at the substrate-water interface with the help of some justified assumptions. In situations in which the flow becomes insignificant at substrate-water interface we can assume the no slip boundary condition, i.e., $u = 0$ at the substrate surface. At the immediate vicinity of the substrate surface in the water domain, the porosity is equal to unity ($\varepsilon = 1$), the microbial reaction term is assumed to be zero ($R = 0$) as compared to that of in the substrate, and the diffusion coefficient is considered to be constant (often equal to its value in the ambient water, $D_0$). Therefore, the steady-state mass transfer equation at the substrate-water interface is reduced to:

$$
\nabla^2 C(x, y, z) = \nabla.V C(x, y, z) = 0.
$$

(2)

This equation implies that the “second derivative” of the concentration function, $C(x,y,z)$, becomes zero at the interface. If the concentration function is known, Eq. 2 can thus be used as a criterion for determining the interface position. Note that this condition is locally valid and independent of the surface topography and type of microbial reactions. Once the position of the interface is determined, the interfacial diffusive flux is calculated using Fick’s 1st law as $-D_0 \nabla C(x,y,z)$.

The concentration measurements using microsensor (profiling) are often performed along the $z$-direction perpendicular to the substrate surface crossing the interface. Thus, the local concentration variation along $x$ and $y$ directions can be often neglected (at the interface) and the interface criterion (Eq. 2) can be applied along the $z$-direction:

$$
\frac{d^2 C(z)}{dz^2} = 0.
$$

(3)

If a measured concentration profile is characterized by a representative mathematical function, $C(z)$, Eq. 3 can be then directly applied to determine the accurate position of the interface, $z_i$. Mathematically, the interface criterion (Eq. 3) is met at $z$ positions in which the first derivative function of $C(z)$, i.e.,
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**FIGURE 2** | O$_2$ concentrations profiles (close circles) measured in sinking diatom aggregates (A–E), coccolithophore aggregates (F–J) and mixture of diatom and coccolithophore aggregates (K–N) (Iversen and Ploug, 2010). The highest and lowest concentrations represent the onset of concentration variation in the ambient water above the aggregate (ambient concentration) and the concentration in the middle of each aggregate (minimum concentration), respectively. The origin of the $z$-axis ($z=0$) has been set at the middle of the aggregates with the positive direction upwards. The red curves are the best fit of the first fit-model function (Eq. 4). The blue curves represent the corresponding diffusive flux functions (Eq. 5 multiplied by the diffusion coefficient). The horizontal dashed lines identify the position of aggregate-water interface (corresponding to the maximum diffusive fluxes).

**FIGURE 3** | Head-to-head comparison of the fluxes (A) and the interface positions (B) obtained by using the Sphere and Derivative-Max models applied on all the 14 profiles shown in Figure 2. Panel (C) shows the corresponding relative deviations with respect to the results of Derivative-Max model for each profile.
dC(z)/dz has a local maximum or minimum (hill or valley). This is because the first derivative (slope) of a mathematical function f(z) (here f(z) = dC(z)/dz) is zero wherever the function has a local maximum or minimum. Since the diffusive flux cannot be a minimum at the interface, it is expected that the absolute values of dC(z)/dz, i.e., |dC(z)/dz|, shows a local maximum and this determines the position of the interface. The reason for using the absolute values is to account for both negative (solute consumption) and positive (solute production) fluxes. At the same time, the maximum of |dC(z)/dz| calculates the diffusive flux when multiplied by the diffusion coefficient.

In the following, we introduce two appropriate mathematical functions that could accurately fit measured solute concentration profiles across the substrate-water interface of marine aggregates and sediments.

**Standard Hyperbolic Tangent Fit-Model Function**

The examination of several oxygen profiles (measured along the z-axis) in sinking aggregates and phytoplankton colonies demonstrated that O2 concentration profiles across the interface typically follow a mathematical function of the form:

\[
C(z) = \alpha + \beta \left[ 1 + \tanh \left( \frac{z + \gamma}{\delta} \right) \right], \tag{4}
\]

where the \( \tanh \) function is defined as \( \tanh(x) = (e^x - e^{-x})/(e^x + e^{-x}) \) and \( \alpha, \beta, \gamma, \) and \( \delta \) are free parameters to be determined by the best fit of Eq. 4 on the considered profile. The corresponding first derivative of \( C(z) \) can be formulated as:

\[
\frac{dC(z)}{dz} = \frac{\beta}{\delta} \left( 1 - \tanh^2 \left( \frac{z + \gamma}{\delta} \right) \right). \tag{5}
\]

Since \( \tanh^2 \left( \frac{z + \gamma}{\delta} \right) \) is \( \geq 0 \), the maximum value of \( dC(z)/dz \) amounts to \( \beta/\delta \) which is obtained at \( z = -\gamma \). This means the interface criterion, Eq. 3, is met at \( z = -\gamma \), while \( \gamma \) determines the location of the interface on the z-axis. Accordingly, the corresponding interfacial diffusive flux amounts to \( J_1 = D_0 \beta/\delta \). Note that Eq. 4 has been constructed in a way that the obtained fitting parameters can provide all the information needed without the need to further survey the first derivative equation (Eq. 5). This information includes the position of the interface as well as the corresponding interfacial diffusive flux. For methodological reasons and visual purposes, however, we plotted both the fitted Eq. 4 and the corresponding first derivative, Eq. 5, for all the examined profiles in this study.

**Distorted Hyperbolic Tangent Fit-Model Function**

A distorted \( \tanh \) function can be applied in situations where the mathematical shape of measured profiles deviates from the standard \( \tanh \) function (Eq. 4). Such profiles are often measured across interfaces of substrates with low biological activities particularly in sediments or in situations where the flow has strong effect on the profiles. An appropriate distorted \( \tanh \) function can be constructed as:

\[
\tanh_{\text{dis}}(z) = \frac{\exp(z + \mu)}{\exp(z + \mu) + \exp(-z + \mu)} \tag{6}
\]

in which, as compared to Eq. 4, two additional fitting parameters, \( \mu \) and \( \sigma \), have been added. Accordingly, the extended version of Eq. 4 reads as:

\[
C_{\text{ext}}(z) = \alpha + \beta \left[ 1 + \tanh_{\text{dis}}(z) \right]. \tag{7}
\]

Since Eq. 7 has two additional fitting parameters, it is more flexible to fit the measured concentration profiles. Its first derivative, i.e., \( dC_{\text{ext}}(z)/dz \), on the other hand, has a rather complex form (see Eqs. 8–13) and its maximum, in contrast to Eq. 5, cannot be given in terms of a simple relation of fitting parameters. However, once the fitting parameters are determined, one can easily evaluate and plot \( dC_{\text{ext}}(z)/dz \) for the considered range of \( z \) positions and determine its maximum value, and thus the interface position, \( z_i \). This can be readily done with the available built-in functions in all scripting languages such as Python and R, or in Excel at almost no computational cost (in a fraction of a minute). The maximum of \( dC_{\text{ext}}(z)/dz \) multiplied by the diffusion coefficient gives the diffusive flux at the interface. The first derivative of \( C_{\text{ext}}(z) \) can be formulated as:

\[
\frac{dC_{\text{ext}}(z)}{dz} = \beta \left[ t_1/t_2 - t_3 \times t_4/t_5 \right] \tag{8}
\]

in which

\[
t_1 = \left[ \exp \left( \frac{z + \mu}{\delta} \right) + \exp(-\frac{z + \mu}{\delta}) \right] \times (1/\delta), \tag{9}
\]

\[
t_2 = \exp \left( \frac{z + \mu}{\sigma} \right) + \exp(-\frac{z + \mu}{\sigma}), \tag{10}
\]

\[
t_3 = -\exp \left( -\frac{z + \mu}{\delta} \right) + \exp \left( \frac{z + \mu}{\delta} \right), \tag{11}
\]

\[
t_4 = \left[ -\exp \left( -\frac{z + \mu}{\delta} \right) \right] \times (1/\delta) + \left[ \exp \left( \frac{z + \mu}{\sigma} \right) \right] \times (1/\sigma), \tag{12}
\]

\[
t_5 = \left[ \exp \left( -\frac{z + \mu}{\delta} \right) \right] + \left[ \exp \left( \frac{z + \mu}{\sigma} \right) \right]^2. \tag{13}
\]

**Computational Procedure**

(i) The measured profile across the interface is fitted with an appropriate mathematical function, \( C(z) \), i.e., Eq. 4 or 7, and the fitting parameters are determined. The considered profile (or profile portion) must include data points measured in both sides of the substrate surface, i.e., the substrate and the overlaying water of substrate. For the marine particles, a portion of the profile down to the particle center where the minimum concentration—or maximum in the case of solute production—has been measured can be selected. For calculations, the positive direction of z-axis is considered to be upwards (the position value of microsensor on the z-axis decreases as it goes down toward the substrate).

(ii) The first derivative of the fitted function, i.e., \( dC(z)/dz \), is analytically calculated and numerically evaluated and plotted for the considered range of z positions.
(iii) The position on the z-axis at which \( dC(z)/dz \) shows a local maximum determines the interface position \( z_i \).

(iv) The product of the diffusion coefficient, \( D_0 \), and the maximum value of the first derivative function gives the interfacial diffusive flux, i.e., \( J_i = D_0 \times [dC(z)/dz] \). Since it was assumed that the interface is situated at the immediate vicinity of the substrate surface in the water domain, the diffusion coefficient of the solute in the ambient water has been used.

As mentioned already, the sign of \( dC(z)/dz \) can be positive or negative at the interface, depending on the type of biological reaction (consumption or production). Therefore, the maximum value of \( [dC(z)/dz] \) is used to determine the position of the interface and the diffusive flux.

**Model Validation**

Figure 1A shows the best fit of the first fit-model function, Eq. 4, on an \( \text{O}_2 \) profile measured in a \( N. \text{spumigema} \) aggregate together with the corresponding first derivative function, Eq. 5. The suggested fit-model function represented well the measured profiles [data were taken from Figure 2 in Klawonn et al. (2015)]. The maximum value of \( dC(z)/dz = 1.799 \text{ µmol cm}^{-2} \) occurred at \( z_i = 1.763 \text{ mm} \) very close to the localized aggregate surface reported in the original study \((z = 1.83 \text{ mm})\). Using the reported diffusion coefficient \((D_0 = 1.96 \times 10^{-5} \text{ cm}^2 \text{s}^{-1})\) the interfacial diffusive flux equated to \( J_i = 126.94 \text{ nmol cm}^{-2} \text{ h}^{-1}\). This agrees well with the reported flux of \( 126 \text{ nmol cm}^{-2} \text{ h}^{-1} \) calculated by Klawonn et al. (2015).

Figures 1B–E show the best fits of the second fit-model function, Eq. 7, on the \( \text{O}_2 \) profiles measured across a \( \text{Skeletonema} \) diatom aggregate (exposed to different \( \text{O}_2 \) air-saturation levels) together with the corresponding first derivative function (Eq. 8). The measured profiles were digitized from Figure 1 in Stief et al. (2016). The aggregate surface was localized at \( z = 0.0 \) in the original study. As shown, the second fit-model function can adequately represent all the profiles and the maxima of the corresponding first derivative function could accurately reproduce the reported interface position, i.e., they occur at \( z \) positions very close to \( z = 0.0 \) in all the cases. Accordingly, the interfacial diffusive fluxes equated to \( J_i = 36.02, 62.58, 46.55, 57.51 \text{ nmol cm}^{-2} \text{ h}^{-1} \), respectively, at 15, 40, 75, and 100% air saturation levels \((D_0 = 1.67 \times 10^{-5} \text{ cm}^2 \text{s}^{-1})\). The associated diffusive fluxes have not been explicitly reported for these profiles in the original study which hinders a direct flux comparison.

Additional validations for the model outputs can be also perceived in the “Results” section where further comparisons have been presented.

**RESULTS**

We applied the Derivative-Max model to calculate the flux and interface position for 14 oxygen concentration profiles measured through different types of sinking aggregates (see section “Microsensor Profiling”). Eq. 4 accurately represented the measured \( \text{O}_2 \) profiles in all tested cases (Figure 2, red curves). Combing the steps (iii) and (iv) explained in the section “Computational Procedure”, the corresponding diffusive flux function, i.e., Eq. 5 multiplied by the diffusion coefficient \((D_0 = 1.714 \times 10^{-5} \text{ cm}^2 \text{s}^{-1})\), has been plotted for all the profiles (Figure 2, blue curves). The maximum (pick) of the flux function returned the interfacial diffusive flux, and its position on the z-axis simultaneously determined the optimum location of the aggregate-water interface (displayed by horizontal dashed lines). Interestingly, as seen, the flux function shows a local maximum in all the tested cases. It should be noted that, as mentioned before, if Eq. 4 is used to fit the concentration profiles, one only needs to determine the fitting parameters to calculate the interfacial diffusive flux and the interface location, i.e., \( J_i = D_0 \beta/\gamma \) and \( z_i = -\gamma \), respectively. For methodological reasons, we plotted the fitted as well as the corresponding diffusive flux functions for the considered range of \( z \) positions in all the cases. We applied the Sphere model (Ploug et al., 1997) on these profiles to provide direct comparisons of calculated fluxes and the interface positions using both the models (Figure 3). The positions of the interfaces obtained by applying the Sphere model were slightly larger than those by Derivative-Max model, and the Sphere model overestimated ca. 21% (in average) diffusive fluxes compared to the Derivative-Max model. To understand the potential source of this flux difference, the best fitted functions obtained from both the models have been compared for each profile (Figure 4). Since both models used the least square method to find the best fit of profiles the residual sum of squares (RSS) is also shown for each profile in the inset plots (Figure 4). As seen quantitatively from the RSS plots (and also visually) the Derivative-Max model significantly improved the quality of the fitted functions. That is because the Derivative-Max model does not need assumptions on the geometry of the substrate or the type of reaction inside the particles while the Sphere model assumes spherical geometry as well as constant volumetric consumption rate inside the aggregates (Ploug et al., 1997). In addition, the Derivative-Max model does not also exclude the effect of advection on the measured profiles in the DBL. Note that all the aggregate-water interface profiles considered here have been measured in aggregates subject to flow.

We applied the second fit-model function, Eq. 7, to fit \( \text{O}_2 \) profiles measured in seafloor sediments (see section “Microsensor Profiling”). While Eq. 4 could not accurately fit these profiles, Eq. 7 could adequately represent all the measured profiles (Figure 5, red curves). All curves of the corresponding diffusive flux functions (Eq. 8 multiplied by the reported diffusion coefficient \((D_0 = 2.0 \times 10^{-5} \text{ cm}^2 \text{s}^{-1})\) showed a local maximum, which determined the interfacial flux and the location of the interface on the z-axis. Interestingly, in all cases, the maximum of the diffusive flux occurred around \( z = 0 \). This is the position that has been identified as the interface position in the original study [see Figure 2 in Jørgensen and Revsbech (1985)]. The fluxes and interface positions obtained from the Derivative-Max model are given in Table 1. The average flux amounts to \( 0.129 \pm 0.0149 \text{ µmol cm}^{-2} \text{ h}^{-1} \) \((n = 10)\) which agrees with the reported value of \( 0.111 \pm 0.004 \text{ µmol cm}^{-2} \text{ h}^{-1} \) in the original study. Since these measurements are replicate measurements of the same sediment it is also interesting to make a single
FIGURE 4 | Comparison of the best fit-model functions obtained by using the Sphere (green color) and the Derivative-Max (red color) models applied on all the 14 profiles (A–N) shown in Figure 2. The inset plots show the residual sum of squares (RSS) for the best fit of each model.

fit on all data points of the 10 profiles. The fitted function (Eq. 7) on the pooled data and the corresponding diffusive flux function are shown in Figure 6A. This way, the flux amounted to 0.125 µmol cm$^{-2}$ h$^{-1}$ with the interface to be at $z = -0.083$ mm which again are in line with the reported values. Note that, in the plots presented here we simply applied $D_0$ also for the sediment domain (below the horizontal dashed lines). Yet, the diffusive flux of the solute below the interface in the sediment domain has to be calculated as $J = -\varphi D_s \frac{dC(z)}{dz}$ in which $D_s$ is the diffusion coefficient of the considered solute in the sediment (Glud, 2008; Bryant et al., 2010). This, however, has no effect on the flux calculation in our model since the interface criterion (Eq. 3) was derived under the assumption that the interface is situated in the immediate vicinity of the substrate surface in the water domain. In fact, we are solely interested in the maximum value of the diffusive flux curve—that occurs at the interface—and not the rest of the curve.

To test the robustness of the Derivative-Max model we considered two different cases. The first case included O$_2$ profiles with lower spatial resolutions. We reduced the spatial resolution of the profiles shown in Figure 2A and Figure 5A by a factor of 2 and applied the model on the resulted (coarser) profiles (Figures 6B,C). As seen, in both cases, the calculated flux and interface position are very close to those obtained from the original profiles. The second case included noisy profiles containing scattered data points. Figure 6D shows an example of a noisy O$_2$ profile measured in an aggregate subject to irregular (nonlaminar) flow. As shown, the Derivative-Max model could calculate reasonable interface position and diffusive flux from the noisy profile.

DISCUSSION

Calculating Interfacial Fluxes

Sinking marine aggregates and phytoplankton colonies are essential for the sequestration of CO$_2$ from the atmosphere in the ocean’s interior and sediments. Therefore, accurate quantification of associated microbial processes and small-scale mass transfers is crucial for understanding large-scale biogeochemical processes
FIGURE 5 | Ten O₂ concentrations profiles (A–J) measured in the sediment as a function of the z position (close circles). The data were digitalized from Figure 2 in Jørgensen and Revsbech (1985). The red curves are the best fit of Eq. 7 on the profiles. The blue curves represent the corresponding diffusive flux functions (Eq. 8 multiplied by the diffusion coefficient). The horizontal dashed lines indicate the position of the sediment-water interface (corresponding to the maximum diffusive fluxes).

TABLE 1 | Fluxes and interface positions in the considered sediment (Figure 5) obtained by using the Derivative-Max model.

| Profile label | A   | B   | C   | D   | E   | F   | G   | H   | I   | J   |
|---------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Diffusive flux (µmol cm⁻² h⁻¹) | 0.124 | 0.103 | 0.131 | 0.127 | 0.109 | 0.137 | 0.158 | 0.134 | 0.134 | 0.142 |
| Interface position on z-axis (mm) | −0.090 | −0.081 | −0.134 | 0.008 | 0.064 | −0.103 | 0.100 | −0.079 | 0.038 | −0.125 |

FIGURE 6 | Outputs of Derivative-Max model applied on different type of measured profiles: Replicated profiles (A), low resolution profiles (B,C), and noisy profiles (D). The profiles in panel (A) are pooled data of all the 10 profiles shown in Figure 5. Panels (B,C) show the profiles considered in Figures 2A, 5A in which every second data point has been removed, resulting a coarser profile of 100 µm resolution for the considered aggregate (B) and ca. 200 µm for the sediment (C). Panel (D) shows an example noisy profile containing scattered data points. Eq. 7 and 4 (red curves) have been used to fit the profiles shown in (A,C) and (B,D), respectively. Blue curves show the corresponding diffusive flux functions and the dashed lines determine the position of interface on the z-axis (corresponding to the maximum diffusive fluxes).
Precise determination of the position of the substrate-water interfaces is pivotal for accurate calculation of the interfacial fluxes. In addition, localization of the interface position is also important for estimating the volume or surface area of marine particles if biological volumetric rates are of interest (e.g., Iversen and Ploug, 2010). However, the surface of marine substrates is often rugged at the microscale level and thus localization of the interface can be arguable and might be biased by the executor's interpretation. In previous studies, the interface position has been often localized either by microscopy during data acquisition (e.g., Ploug and Jørgensen, 1999), via the interpretation of the slope of the measured profiles, assessment of the O₂ concentration standard deviations or visual interpretation of the profile itself (Wenzhöfer et al., 2001; Roy et al., 2004; Brand et al., 2007; Bryant et al., 2010; Klawonn et al., 2015). To some extent, all these approaches require subjective decisions. For instance, Figure 7 demonstrates how the angle of a camera lens or a microscope may bias the precise localization of the true substrate surface or the slope of a profile can be calculated differently based on the choice of data considered. In our model, the suggested interface criterion, \( \frac{dC(z)}{dz} = 0 \), has been derived from the mass transfer equation. Therefore, the determination of the interface is made objectively which leads to fewer biases in both determination of interface position and flux calculation. Indeed, the Derivative-Max model reproduces same results when analyses are repeated by another model executor for the same O₂ profile.

### Interface Criterion

The suggested interface criterion theoretically implies that the concentration profile varies linearly "exactly" at the interface, i.e., a linear solution, \( C(z) = Az + B \) (\( A \) and \( B \) are two constants) meets the criterion at the interface. This local linear concentration variation is then interpolated by a proper representative function (Eq. 4 or 7), and its position is exactly and easily specified (where the first derivative of the fitted function is maximal). Notably, together with the interface position, the corresponding interfacial diffusive flux is calculated simultaneously. Assuming flat geometry for the substrate surface as well as negligible flow effects in the substrate's overlying water—which is often the case in deep-sea sediments—the mass transfer equation can be practically reduced to a one-dimensional problem along the \( z \)-axis through the substrate. Therefore, the linear concentration variation is extended through the DBL and the concentration gradient can be directly obtained from the slope of the linear portion of the measured profile in the DBL, the so-called direct method (Jørgensen and Revsbech, 1985; Bryant et al., 2010). In contrast, if the flow effect cannot be neglected and/or the substrate surface cannot be treated as flat, the solute concentration varies nonlinearly in the overlying water and the flux cannot be accurately determined by a linear approach (Ploug et al., 1997, 2002; Kiorboe et al., 2001; Bryant et al., 2010; Moradi et al., 2018). This is the case in sinking marine particles (aggregates and colonies) or in coarser sandy sediments in which the flow effect in the DBL cannot be neglected.

It should be mentioned that, the interface criterion (Eq. 3) was derived under the assumption of zero flow velocity at the substrate surface. This condition will be met if the substrate is impermeable to flow (e.g., in sinking marine aggregates) or where the flow effect at the interface is negligible (e.g., in many deep-ocean sediments). In situations in which a permeable substrate, such as a sandy sediment, is subject to a strong advective flow which is often the case in the shelf waters or in rivers, two scenarios can be considered. First, the water flow is parallel to the substrate surface and has a negligible vertical component along the \( z \)-axis through the substrate. In this case, assuming that the local concentration variations along the \( x \) and \( y \) axes are insignificant at the interface—that is a reasonable assumption if the profiling is performed normal to the substrate surface—the term \( u(x,y,z) \cdot \nabla C(x,y,z) \) in Eq. 1 can be neglected and, thus, Eq. 3 can still serve as a criterion at the interface, providing reliable estimates of the interface position. Second, if the water velocity has a nonnegligible vertical component through the substrate, \( u_z \), the interface criterion becomes a more complex equation including the velocity components, and the diffusive flux may not be maximal at the interface anymore. In these situations, the fluid velocity at the substrate surface is often unknown and, thus, solving such equation to determine the precise position of the interface is not possible. Here, one can still make use of the suggested fit-model functions (Eq. 4 and 7) to fit the concentration profile and calculate their derivatives (gradients) for flux calculation by applying the Fick's 1st law. However, the position of the interface has to be identified using the previous approaches. Note that, the second fit-model function (Eq. 7) is a robust function that can properly fit a broad range of microsensor profiles and its derivative can be easily evaluated (Eq. 8) at any point at which the interface is assumed to be. Nevertheless, as mentioned before, one should keep in mind that if the gradient of the fitted profile in the substrate domain is considered for flux calculation, the diffusive flux has to be calculated as \( J = -D \frac{dC(z)}{dz} \). At the interface, this should be equal to the flux obtained from the gradient of the profile in the water domain, \( J = -D \frac{dC(z)}{dz} \) (Glud, 2008; Bryant et al., 2010).

### Advantages

An interesting feature of the present model is that it does not make any strict assumptions neither on the geometry of the substrate nor on the flow effect within the DBL. In addition, the suggested fit-model functions (Eq. 4 and 7) are robust enough to capture linear or nonlinear concentration variation across the interface in both the water and the substrate domains. This increases the field of application of the model and makes it useful to serve as a general approach. Another important feature of the model, as compared to other methods, is that it fits a single function (Eq. 4 or 7) on a large portion of (or entire) the concentration profile measured across the interface (overall fitting). This reduces uncertainty and improves the reproducibility of the calculated fluxes as compared to other existing methods in which (i) a subset of data points is used for finding the slope of the profile at the interface (local fitting) and thus the obtained fluxes may vary depending on the choice of data points; (ii) heterogeneous topography and microbe distribution,
irregular flow or unstable experimental conditions cause that the measured concentrations data points get scattered (e.g., see Figure 6D); (iii) the spatial resolution of measured data points is decreased (Figures 6B,C). The latter is important for in situ oxygen measurement in deep-sea sediments measured using autonomous lander systems. Such landers are often equipped with several oxygen electrodes (Reimers, 1987; Glud et al., 1994; Wenzhöfer and Glud, 2002) and can measure numerous profiles simultaneously. Typical profiles cover a depth range of 5–15 cm and require between 1 and 2 h measuring time. However, to save station time at sites with deep oxygen penetration, the overall measurement time is kept short by measuring at a relatively coarse vertical resolution with increment step sizes up to 500 µm (e.g., Wenzhöfer et al., 2016). This rather low spatial resolution often makes it difficult to identify the location of the sediment-water interface from the shape of the profile. The overall fitting approach used in the present model can significantly improve the accuracy of the interface location and we obtained similar results for interface location and diffusive flux when using either a low or high spatial resolution of data points for the same vertical O2 profiles. Due to its efficient performance on standard CPUs, the present model has the potential to be implemented into fully autonomous measuring platforms for long-term investigations or network systems. In this way, the present model can help to set the in situ autonomous measuring frequency in relation to the sedimentation rate of organic matter and associated benthic flux. Thereby, changes in the calculated benthic consumption rate could be used to identify periods of intensified activities at the seafloor and thus trigger other instruments or platforms to cover a larger spatial and temporal resolution. For instance, when using the present model on autonomous mobile platforms routinely measuring once a week [e.g., benthic crawler (Wenzhöfer et al., 2016; Lemburg et al., 2018)] the calculated flux information could be used as a measure of the benthic microbial metabolic rates in the sediment and frequency, depth, and areal coverage of the measured profiles adjusted accordingly—e.g., higher measuring frequency or larger spatial coverage in periods of elevated fluxes.

It is also worth mentioning that the application of the model is not restricted to O2 microsensor profiles. Indeed, the “Derivative-Max” model can also be applied to microprofiles of other solutes such as pH, redox, N2O, etc. (see examples for ammonium and nitrate in Figure 8) provided that the associated diffusive flux is

---

**FIGURE 7** | While the interface is at \( z = z_s \), the interface might be mistakenly determined by microscopy to be located at \( z = z_m \), due to the surface roughness as shown by a simplified 2D sketch (A). If the concentration data points used for linear fitting are not adequately close to the interface the concentration gradient (slope) might be underestimated as illustrated by the fitted blue and red lines (B).

**FIGURE 8** | Oxygen (A), ammonium (B) and nitrate (C) microprofiles (close circles) measured in nitrifying bacterial aggregates. Data were digitalized from Figure 3 in de Beer et al. (1993). The obtained \( z \) values were multiplied by \(-1\) setting the positive direction of \( z \)-axis upwards. As seen, Eq. 4 properly fits all the three profiles (red curves) and the picks of the corresponding derivative function, Eq. 5 (blue curves) occur around \( z = 0 \), the position at which the interface has been identified in the original study. Note that, in contrast to the cases of oxygen and ammonium, the nitrate concentration increases gradually going from the bulk water towards the aggregate center, and that is why the values of the derivative function is negative for the nitrate microprofile.
expected to be maximal around the interface. Here, if needed, one may have to further modify the Eq. 4 or 7 to be able to properly fit the considered profiles that belong to a different profile-shape class.

CONCLUSION

The Derivative-Max model offers a robust computational scheme for automatized and simultaneous determination of the interface position and calculation of diffusive flux of measured concentration profiles. Calculations are independent of any other subjective parameters (e.g., visible inspection of the substrate surface) and thus results obtained more objectively. This is of particular interest when full automatized systems are used, e.g., on autonomous robotic deep-sea platforms.
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