Graph reliability evaluation via random $K$-out-of-$N$ systems

Hiroaki Mohri*  Jun-ichi Takeshita†

2021-12-20T01:48:33Z

Abstract

The present study was concerned with network failure problems for simple connected undirected graphs. A connected graph becomes unconnected through edge failure, under the assumptions that only edges can fail and each edge has an identical failure distribution. The main purpose of the present study was to show recurrent relations with respect to the number of edges in graph generation procedures. To this end, simple connected undirected graphs were correlated to random $K$-out-of-$N$ systems, and key features of such systems were applied. In addition, some simple graph cases and examples were analyzed.
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1 Introduction

The present study was concerned with simple connected undirected graphs of the type, $G = (V(G), E(G))$, where each element in $V(G)$ is called a vertex, and each element in $E(G) \subset V(G)^2$ is called an edge, which comprises a pair of vertices. A graph is said to be undirected if its edges do not have a direction. A graph is said to be simple if there are not more than two edges between the same pair of vertices, and connected if there is at least one path between any pair of vertices. As graphs are useful for illustrating network structures, we sometimes use them to model infrastructures such as electrical, transportation, and water networks in and among cities. One of the primary analytical interests regarding such infrastructures is reliability evaluation.

There are two main fields concerned with graph reliability: reliability engineering and discrete system study. The former assesses the reliability of redundant systems with two special vertices (a sink and a source), under the assumption that each vertex and each edge has a failure distribution function that depends on time; and typically analyzes the failure distribution function for whole systems, mean time to failure, optimal replacement policy, etc. (see Barlow and Proschan [1] and Nakagawa [6], for fundamental texts in this field). The latter assesses reliability in terms of the probability of connectedness in graphs with a constant probability of edge failure (e.g., Colbourn[3]), seeking to properly estimate or precisely calculate the reliability of very large graphs, based on the connectivity among the vertices in the graphs.
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In modeling infrastructural networks and evaluating their reliability, we should consider connectivity among all the vertices, under the assumption that each vertex and edge has a failure function that depends on time. However, the studies cited above do not include such reliability analysis.

The present study, then, focused on simple undirected connected graphs, and assumed that only edges can fail in the graphs, based on a failure distribution function that depends on time. When a connected graph becomes unconnected through edge failure, we call it “Network failure.” In order to model network failure problems, we used the idea of random $K$-out-of-$N$ systems, originally proposed by Ito and Nakagawa [5]. The system operates when at least $K$ units out of a total of $N$ units operate, and $K$ is a random variable. When each edge is considered to correspond to a unit in a random $K$-out-of-$N$ system, we can analyze the graph reliability by applying the knowledge of random $K$-out-of-$N$ systems. To determine the probability distribution $P(K \leq k)$ for a given graph, we show the recurrent relations with respect to the number of edges in the graph generation procedure.

The present paper is organized as follows: Section 2 summarizes basic notions of graphs and $K$-out-of-$N$ systems, as well as preliminary facts. Section 3 defines graph reliability, and Section 4 summarizes the main results of the study and provides relevant proofs. Section 5 describes the results of simple graph-structure cases, and Section 6 provides an example of graph generation.

2 Preliminaries

2.1 Basic graph definitions

Let $G = (V(G), E(G))$ be a graph, where $V(G)$ and $E(G)$ are the sets of vertices and edges of $G$, respectively. First, we prepare some common terms in graph theory. There are several good texts on graph theory, but we mainly refer to two works: Bondy and Murty [3], [2].

A vertex is *incident* to an edge if the vertex is one of the two vertices connected by the edge. The two incident vertices are said to be *adjacent* and are called *neighbors*. An edge is a *loop* if the two incident vertices are identical; while an edge is a *link* if the two incident vertices are distinct. Two or more links are *parallel edges* if the links have the same two incident vertices.

**Definition 2.1** (walk, path, closed walk).

- A *walk* in $G$ is a sequence of alternating vertices and edges, $\pi = v_0e_1v_1e_2\ldots e_kv_k$, such that the two incident vertices of $e_i$ ($i = 1, \ldots, k$) are $v_{i-1}$ and $v_i$; specifically, the walk $\pi$ is called $v_0v_k$-walk.
- A walk $\pi$ is called a *path* if the vertices $v_i$ ($i = 0, \ldots, k$) and the edges $e_i$ ($j = 1, \ldots, k$) are distinct; specifically, the path $\pi$ is called $v_0v_k$-path.
- A walk $\pi$ is said to be *closed* if the first vertex $v_0$ and the final vertex $v_k$ are identical.

In the present study, we consider only simple connected undirected graphs, which are defined as follows.

**Definition 2.2** (undirected, simple, connected).

- An *undirected graph* is a graph in which all the edges are bidirectional.
- A graph is said to be *simple* if the graph has neither loops nor parallel edges;
- A graph is said to be *connected* if, for any two distinct vertices $v_1, v_2 \in V(G)$, there is a walk between them.
2.2 Random $K$-out-of-$N$ systems

In this subsection, we summarize key features of conventional $K$-out-of-$N$ systems (Barlow and Proschan [1]) and random $K$-out-of-$N$ systems. The random type was originally introduced by Ito and Nakagawa [5].

Definition 2.3 (Conventional and random $K$-out-of-$N$ system). Both conventional and random $K$-out-of-$N$ systems cannot work if and only if at least $K$ units of the total $N$ units are not operational.

• the system is called a conventional $K$-out-of-$N$ system if both $K$ and $N$ are constant;
• the system is called a random $K$-out-of-$N$ system if $N$ is constant but $K$ is a random variable.

For random $K$-out-of-$N$ systems, Ito and Nakagawa [5] derived the failure function of the system at time $t$ as follows.

Lemma 2.4. Suppose that, for a given constant integer $N$, $K$ is a random variable with the probability function $p_k := P(K = k)$ ($k = 1, \ldots, N$), and each unit has the identical failure distribution function $F(t)$ ($t \geq 0$). Then the failure distribution function of the system at time $t$, say $F(t)$, is given by

$$F(t) = \sum_{k=1}^{N} p_k \binom{N}{k} (1 - F(t))^k F(t)^{N-k}.$$ (2.1)

Remark 2.5. Ito and Nakagawa [5] originally derived the reliability of the system at time $t$. Thus, the original $P_k$ corresponds to $1 - P_k$ in the present study.

3 Formulation of the graph reliability

In the present study, we assume that only the edges of simple connected undirected graphs can fail, and we define graph failure as follows.

Definition 3.1 (Failure of graphs). A simple connected undirected graph $G = (V(G), E(G))$ is said to be in fail if it is not connected.

The number of failed edges that result in graph failure depends on the structure of the graph. In other words, which and how many edges fail determines whether the graph is in fail or not. For a given simple connected undirected graph $G = (V(G), E(G))$ with $|E(G)| = M$, we consider each edge of the graph to correspond to a unit in a random $K$-out-of-$M$ system. Also, we assume that each edge has an identical independent failure distribution function $F(t)$. Then the distribution function of $K$ that is $P_k := P(K \leq k)$ ($k = 1, \ldots, M$), corresponds to the probability that the graph becomes in fail when choosing $k$ out of $M$ edges. Thus, we can determine the failure function of a graph by determining the distribution function of $K$ in the corresponding random $K$-out-of-$M$ system.

4 Main theorems

First, in order to describe the main results, we introduce some terms.

Definition 4.1 (G-disconnected set, G-cut set). Let $G = (V(G), E(G))$ be a simple connected undirected graph. Then

• an edge set $F \subseteq E(G)$ is called a $G$-disconnected set if the graph $G - F$ is not connected;
• an edge set $F \subseteq E(G)$ is called a $G$-cut set if $F$ is a $G$-disconnected set, but for any proper subset $F' \subsetneq F$, $F'$ is not a $G$-disconnected set.
Further, if $|F| = k$, we call its size $k$.

**Definition 4.2 (uv-disconnected set, uv-cut set).** Let $u,v \in V(G)$ be two distinct vertices of a graph $G = (V(G), E(G))$, and $F \subseteq E(G)$. Then

- an edge set $F \subseteq E(G)$ is called a **uv-disconnected set** of graph $G$ if no paths from $u$ to $v$ exist in the graph $G - F$;
- an edge set $F \subseteq E(G)$ is called a **uv-cut set** of graph $G$ if $F$ is a uv-disconnected set, but for any proper subset $F' \subsetneq F$, $F'$ is not a uv-disconnected set.

Further, if $|F| = k$, we call its size $k$.

See Figure 1 for examples of uv-disconnected and uv-cut sets.

![Figure 1: The edge set \{e_1, e_2, e_3, e_4\} is a uv-disconnected set, but not a uv-cut set. However, the set includes two uv-cut sets, \{e_1\} and \{e_2, e_3\}.](image-url)

Using the terms above, the failure of a graph $G$, when $k$ edges have failed, is equivalent to choosing a $G$-disconnected set of the graph $G$ with size $k$. Hence, the distribution function $P_k$ of the corresponding random $K$-out-of-$M$ system is the ratio of $G$-disconnected sets with size $k$ to all the edge sets with size $k$.

Let $H = (V(H), E(H))$ be a simple connected undirected graph with $N$ vertices and $M - 1$ edges (that is, $|V(H)| = N$ and $|E(H)| = M - 1$); and $P^H_k := P(K \leq k)$ is the distribution function of $K$ in the corresponding random $K$-out-of-$(M - 1)$ system. We consider a simple connected undirected graph $G = (V(G), E(G))$, constructed by adding an edge to the graph $H$. Then $|V(G)|$ is either $N$ or $N + 1$, and $|E(G)| = M$. In fact, if an end of the additional edge is a vertex $v \in V(H)$ and the other end is a new vertex, then $|V(G)| = N + 1$ and $|E(G)| = M$; while, if the ends of the additional edges are two discontiguous vertices $u, v \in V(H)$ ($u \neq v$), then $|V(G)| = N$ and $|E(G)| = M$.

For the case $|V(G)| = N + 1$, the following holds.

**Theorem 4.3.** Let $M \geq 2$ and $N \geq 1$ be integers, $H = (V(H), E(H))$ be a simple connected undirected graph with $|V(H)| = N$ and $|E(H)| = M - 1$, and the distribution function of the corresponding random $K$-out-of-$(M - 1)$ system be $P^H_k$ ($k = 1, \ldots, M - 1$). We take $v_0 \in V(H)$ and a new vertex $v^+ \not\in V(H)$, and construct a graph $G = (V(G), E(G))$ with $V(G) := V(H) \cup \{v^+\}$ and $E(G) := E(H) \cup \{(v_0, v^+)\}$. Also, let $P^G_k$ be the distribution function of the $K$-out-of-$M$ system corresponding to the graph $G$. Then $P^G_k$ can be described by using $P^H_k$, as follows:

$$P^G_k = \begin{cases} 
\binom{M-1}{k} + \binom{M-1}{k-1} & \text{if } 1 \leq k \leq M - 1 \text{ and } P^G_{k-1} < 1, \\
1 & \text{otherwise.}
\end{cases}$$ (4.1)

We here define $\binom{M-1}{0} = 1$ for any $M \geq 2$.
Proof. Consider a graph $G = (V(G), E(G))$, constructed by adding one vertex and one edge, say $e^+$. Then we can divide when the graph $G$’s failure as a result of $j \geq 1$ failing edges into two cases:

(i) The new edge fails;

(ii) The new edge does not fail, but part of the graph $H$ fails.

The corresponding $G$-disconnected sets with size $k$ in the two cases above are, respectively, $\{e^+\} \cup F \ (F \subseteq E(H), |F| = k - 1)$ and $H$-disconnected sets with size $k$. Note that $F = \emptyset$ when $k = 1$. The number of the sets $\{e^+\} \cup F \ (F \subseteq E(H), |F| = k - 1)$ is $\binom{M - 1}{k - 1}$; while that of the $H$-connected sets with size $k$ is $P_k^H(\binom{M - 1}{k - 1})$.

Furthermore, it is clear that $P_k^G = 1$ if $P_{k-1}^G = 1$. Therefore, we have equation (4.1). \hfill \Box

For the case $|V(G)| = N$, the following holds.

**Theorem 4.4.** Let $M \geq 2$ and $N \geq 1$ be integers, $H = (V(H), E(H))$ be a simple connected undirected graph with $|V(H)| = N$ and $|E(H)| = M - 1$, and the distribution function of its corresponding random $K$-out-of-$M$ system be $P_k^H \ (k = 1, \ldots, M - 1)$. We take two discontiguous vertices $u, v \in V(H) \ (u \neq v)$ and construct a graph $G = (V(G), E(G))$ with $V(G) := V(H)$ and $E(G) := E(H) \cup \{(uv)\}$. Also, let $P_k^G$ be the distribution function of the $K$-out-of-$M$ system corresponding to the graph $G$. Then $P_k^G$ can be described by using $P_k^H$, as follows:

$$P_k^G = \begin{cases} 
\frac{P_k^H(\binom{M - 1}{k - 1}) + P_{k-1}^H(\binom{M - 1}{k - 1}) - n_k^H}{\binom{M}{k}} & \text{if } 1 \leq k \leq M - 1 \text{ and } P_{k-1}^G < 1, \\
1 & \text{otherwise,}
\end{cases} \tag{4.2}$$

where $n_k^H$ stands for the number of $H$-disconnected sets with size $k$, say $F_k^H$, which includes only one $uv$-cut set, say $F'$, and $F_k^H \setminus F'$ is not a $H$-disconnected set. Also, we here define $P_0^H(\binom{M - 1}{0}) = 0$ for any $M \geq 2$.

**Proof.** Consider two discontiguous vertices $u, v \in V(H) \ (u \neq v)$ and a graph $G = (V(G), E(G))$ with $V(G) = V(H)$ and $E(G) = E(H) \cup \{(uv)\}$. Then we can divide the $G$-disconnected sets with size $k$, say $F_k^G$, into two cases:

(i) $(uv) \in F_k^G$;

(ii) $(uv) \notin F_k^G$.

Since Case (i) means the edge $(uv)$ fails, $F_k^G$ for Case (i) is a $G$-disconnected set if and only if $F_G \setminus \{(uv)\}$ is an $H$-disconnected set with size $k - 1$. In other words, the number of $H$-disconnected sets with size $k - 1$, that is $P_{k-1}^H(\binom{M - 1}{k - 1})$, is equal to that of $F_k^G$ for Case (i).

In order to count the number of $F_k^G$ in Case (ii), we consider the $H$-disconnected sets with size $k$, say $F_k^H$. For any $F_k^H$, there exists the set of $H$-cut sets $F_i := \{F_i \subset E(H) \mid i = 1, \ldots, l \text{ and } F_i \cap F_j = \emptyset \ (i \neq j)\}$, and a non-$H$-disconnected set $F' \subseteq E(H)$, such that

$$F_k^H = \left( \bigcup_{i=1}^{l} F_i \right) \cup F'. \tag{4.3}$$

From (4.3), we can divide Case (ii) into three cases:

(a) $l \geq 2$;
(b) $l = 1$ and $F_1$ is a $uv$-cut set;
(c) $l = 1$ and $F_1$ is not a $uv$-cut set.
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For Case (a), since the graph $H - F^H_k$ has more than three connected components, the sets $F^H_k$ are still $G$-disconnected sets with size $k$.

Also, for Case (c), the sets $F^H_k$ are still $G$-disconnected sets. Since $F_1$ is not a $(uv)$-cut set in $H$, there exist two distinct vertices $w_1, w_2 \in V(H)$ ($w_1 \neq w_2$), such that $F_1$ is a $(w_1w_2)$-cut set and at least one of $w_1$ and $w_2$ can reach neither $u$ nor $v$ in $H - F^H_k$. If both $w_1$ and $w_2$ can reach either $u$ and $v$, then $w_1$ and $w_2$ are connected in $H - F^H_k$. Indeed, since there exists a path between $u$ and $v$, one can reach from $w_1$ to $w_2$ through the $uv$-path. This implies that there is no $w_1w_2$-walk in $G$ and $F^H_k$ are $G$-disconnected sets with size $k$.

On the other hand, for Case (b), there are no $uv$-walks, but all the vertices can reach either $u$ or $v$. If there exists a vertex $w$ that can reach neither $u$ nor $v$, the three distinct vertices $u$, $v$, and $w$ cannot reach each other in $H - F^H_k$. This implies that $H - F^H_k$ has at least three connected components, which contradicts $l = 1$. Therefore, by adding the edge $(uv)$ to $H - F^H_k$, all the vertices can reach both $u$ and $v$ in $H - F^H_k + (uv)$. Thus, only in Case (b), the $H$-disconnected sets with size $k$ are not $G$-disconnected sets with size $k$. Here we denote the number of $H$-disconnected sets belonging to Case (b) by $n^H_k$.

Since the number of $H$-disconnected sets with size $k$ is $P^H_k(M - 1)$, we have $P^H_k(M - 1) - n^H_k$, which is the number of $G$-disconnected sets with size $k$ in Case (ii).

Furthermore, it is clear that $P^G_k = 1$ if $P^G_{k-1} = 1$. Thus, we have equation (4.2).

From these theorems, we have the following main theorem.

**Theorem 4.5.** Let $M \geq 1$ and $N \geq 1$ be integers, $G_M = (V(G_M), E(G_M))$ be a simple connected undirected graph with $|V(G_M)| = N$ and $|E(G_M)| = M$, and $P^M_k$ be the distribution function of its corresponding random $K$-out-of-$M$ system. Then the recurrence relations of $P^M_k$ with respect to the number of edges $M$ are as follows:

- When $M = 1$,
  \[ P^1_k = 1 \text{ for any } k; \quad (4.4) \]

- When $M \geq 2$,
  \[
  P^M_k = \begin{cases}
  P^M_{k-1} \binom{M-1}{k} + P^M_{k-1} \binom{M-1}{k-1} - n^M_{k-1} \binom{M}{k} & \text{if } V(G_M) = V(G_{M-1}), E(G_M) = E(G_{M-1}) \cup \{(u,v)\}, \\
  & \text{where } u, v \in V(H) \text{ and discontiguous}; 1 \leq j \leq M - 1; \text{ and } P^G_{k-1} < 1,
  \\
  P^M_{k-1} \binom{M-1}{k} + \binom{M-1}{k-1} \binom{M}{k} & \text{if } V(G_M) = V(G_{M-1}) \cup \{v^\dagger\}, E(G_M) = E(G_{M-1}) \cup \{(u,v^\dagger)\}, \\
  & \text{where } u \in V(G_{M-1}) \text{ and } v^\dagger \notin V(G_{M-1}); 1 \leq k \leq M - 1; \text{ and } P^G_{k-1} < 1,
  \\
  1 & \text{otherwise},
  \end{cases} \quad (4.5)
\]

where we define $\binom{M-1}{0} = 1$ and $P^0_{0-1} = 0$ for any $M \geq 2$, and $n^M_{k-1}$ is the number of $(uv)$-disconnected sets of $G_{M-1}$ that include only one $(uv)$-cut set.
5 Simple cases

This section deals with two simple cases: a tree and a cycle (Figure 2). In these cases, we do not have to use the recurrent relations to determine their corresponding random K-out-of-N systems.

**Definition 5.1 (tree, cycle).**
- A graph $G$ is called a **tree** if the graph has no closed walks and is connected.
- A graph $G$ is called a **cycle** if the graph is a closed path.

![Figure 2: Graph $G_1$ is an example of a tree, graph $G_2$ that of a cycle.](image)

First, we describe well-known properties of trees and cycles.

**Lemma 5.2 (Properties of trees).** Let $G = (V(G), E(G))$ be a simple undirected graph with $|V(G)| = N$. If $N \geq 2$, then the following (a)-(d) are equivalent:

(a) $G$ is connected and has no closed walks, which is the definition of a tree;
(b) $G$ is connected and has $N - 1$ edges;
(c) $G$ is connected, but if one edge is deleted then $G$ is not connected;
(d) there is only one path from a given vertex to another distinct vertex.

**Lemma 5.3 (Properties of cycles).** A closed walk $\pi$ is a cycle if and only if one cannot make another closed walk by deleting an edge from $\pi$.

For trees, the following propositions immediately hold from Lemma 5.2.

**Proposition 5.4.** If $G = (V(G), E(G))$ is a tree with $|E(G)| = M$, then $G$ is a random $K$-out-of-$M$ system with the distribution functions $P_{G_1}^i = 1$ for any $i \geq 1$.

**Proposition 5.5.** If $G = (V(G), E(G))$ is a simple connected undirected graph with $|V(G)| = N$ and $|E(G)| = N - 1$, then $G$ is a random $K$-out-of-$(N - 1)$ system with the distribution function $P_{G_1}^i = 1$ for any $i \geq 1$.

Regarding cycles, the following propositions immediately hold from Lemma 5.3.

**Proposition 5.6.** If $G = (V(G), E(G))$ is a cycle with $|E(G)| = M$, then $G$ is a random $K$-out-of-$M$ system with the distribution functions $P_{G_1}^i = 0$ and $P_{G_1}^i = 1$ for any $i \geq 2$.

**Proposition 5.7.** If $G = (V(G), E(G))$ is a cycle with $|V(G)| = N$, then $G$ is a random $K$-out-of-$N$ system with the distribution functions $P_{G_1}^i = 0$ and $P_{G_1}^i = 1$ for any $i \geq 2$. 
6 Examples

This section illustrates graph generation, from a graph with one edge to a graph with five edges (Figure 3).

Let \( P^i_k \) be the cumulative probability up to \( i \) of \( G_i \). Then \( P^i_k = 1 \) for any \( k \) from 4.4. From 4.6 and 4.7,

\[
P^1_1 = \left[ P^1_1 \binom{1}{1} + 1 \right] / \binom{1}{2} = 1, \quad P^2_k = 1 \ (k \geq 2).
\]

From 4.5 and 4.7,

\[
p^3_1 = \left[ p^2_1 \binom{2}{1} + p^2_0 \binom{2}{0} - 2 \right] / \binom{1}{3} = 0,
\]

\[
p^3_2 = \left[ p^2_2 \binom{2}{2} + p^2_1 \binom{2}{1} - 0 \right] / \binom{2}{3} = 1,
\]

\[
p^3_k = 1 \ (k \geq 3).
\]

From 4.6 and 4.7,

\[
p^4_1 = \left[ p^3_1 \binom{3}{1} + \binom{3}{0} \right] / \binom{1}{4} = \frac{1}{4},
\]

\[
p^4_2 = \left[ p^3_2 \binom{3}{2} + \binom{3}{1} \right] / \binom{2}{4} = 1,
\]

\[
p^4_k = 1 \ (k \geq 3).
\]

From 4.5 and 4.7,

\[
p^5_1 = \left[ p^4_1 \binom{4}{1} + p^4_0 \binom{4}{0} - 1 \right] / \binom{1}{5} = 0
\]

\[
p^5_2 = \left[ p^4_2 \binom{4}{2} + p^4_1 \binom{4}{1} - 5 \right] / \binom{2}{5} = \frac{1}{5},
\]

\[
p^5_3 = \left[ p^3_1 \binom{4}{1} + p^4_2 \binom{4}{2} - 0 \right] / \binom{3}{5} = 1,
\]

\[
p^5_k = 1 \ (k \geq 3).
\]

Figure 3: Graph generation, from a graph with one edge (\( G_1 \)) to a graph with five edges (\( G_5 \)).
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