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Abstract—Symbol detection for Massive Multiple-Input Multiple-Output (MIMO) is a challenging problem for which traditional algorithms are either impractical or suffer from performance limitations. Several recently proposed learning-based approaches achieve promising results on simple channel models (e.g., i.i.d. Gaussian). However, their performance degrades significantly on real-world channels with spatial correlation. We propose MMNet, a deep learning MIMO detection scheme that significantly outperforms existing approaches on realistic channels with the same or lower computational complexity. MMNet’s design builds on the theory of iterative soft-thresholding algorithms and uses a novel training algorithm that leverages temporal and spectral correlation to accelerate training.

Together, these innovations allow MMNet to train online for every realization of the channel. On i.i.d. Gaussian channels, MMNet requires two orders of magnitude fewer operations than existing deep learning schemes but achieves near-optimal performance. On spatially-correlated channels, it achieves the same error rate as the next-best learning scheme (OAMPNet [1]) at 2.5dB lower signal-to-noise ratio (SNR) and with at least 10× less computational complexity. MMNet is also 4–8dB better overall than a classic linear scheme like the minimum mean square error (MMSE) detector.

Index Terms—Massive MIMO, symbol detection, deep learning, online learning, spatial channel correlation

I. INTRODUCTION

The fifth generation of cellular communication systems (5G) promises an order of magnitude higher spectral efficiency (measured in bits/s/Hz) than legacy standards such as Long Term Evolution (LTE) [2]. One of the key enablers of this better efficiency is Massive Multiple-Input Multiple-Output (MIMO) [3], in which a base station (BS) equipped with a very large number of antennas (around 64–256) simultaneously serves multiple single-antenna user equipments (UEs) on the same time-frequency resource.

Legacy systems already use MIMO [4], but this is the first time it will be deployed on such a large scale, creating significant challenges for signal detection. The goal of signal detection is to infer the transmitted signal vector x from the vector y = Hx + n received at the BS antennas, where H is the channel matrix and n is Gaussian noise. Traditional MIMO detection methods with strong performance [5, 6, 7, 8] are feasible only for small systems and have prohibitive complexity for massive MIMO deployments. Thus, there is a need for low-complexity symbol detection schemes that perform well and scale to large system dimensions.

In recent work, researchers have proposed several learning approaches to MIMO detection. Samuel et al. [9] developed a deep neural network architecture called DetNet with impressive performance, e.g., matching the performance of a semidefinite relaxation (SDR) baseline for independent and identically distributed (i.i.d.) Gaussian channel matrices while running 30× faster. Shortly afterwards, inspired by the Orthogonal AMP algorithm [10], He et al. [1] introduced OAMPNet and demonstrated strong performance on both i.i.d. Gaussian and small-sized correlated channel matrices based on the Kronecker model with exponentially-distributed spatial correlations [11]. DetNet and OAMPNet are both trained offline: they try to learn a single model during training for a family of channel matrices (e.g., i.i.d. Gaussian channels). However, the two schemes have different design philosophies. DetNet embeds little domain knowledge into the model and relies on a large neural network with 1-10 million parameters depending on the system size and modulation scheme. By contrast, OAMPNet takes a model-driven approach and follows the OAMP algorithm closely; it adds only 2 trainable parameters per iteration of the OAMP algorithm.

In this paper we show that neither approach is effective in practice. We conduct extensive experiments using a dataset of channel realizations from the 3GPP 3D MIMO channel [12], as implemented in the QuaDRiGa channel simulator [13]. Our results show that DetNet’s training is unstable for realistic channels, while OAMPNet suffers a large performance gap (5–7dB at symbol error rate of $10^{-3}$) compared to the optimal Maximum-Likelihood detector on these channels. Both models (as well as several classical baselines) perform well in simpler settings used for evaluation in prior work (e.g., i.i.d. Gaussian channels, low-order modulation schemes). Our results demonstrate the difficulty of learning a fixed detector that generalizes across a wide variety of channel matrices (esp. poorly-conditioned channels that are difficult to invert).

DetNet’s approach is, in a sense, too general, making the large model difficult to train, while OAMPNet makes strong assumptions about channel matrices (OAMP was designed for unitarily-invariant channels [10]) and, therefore, performs poorly on channels that deviate from these assumptions.

Motivated by these findings, we revisit MIMO detection from an online learning perspective. We ask: Can a receiver adapt its detector for every realization of the channel matrix? Such an approach would arguably be simpler and could perform better than a fixed detector that must handle a wide variety of channel matrices. However, conventional wisdom
suggests that training a deep neural network online is “impossible” in this context because of the stringent performance requirements of MIMO detectors [9].

MMNet overcomes this challenge with two key ideas. First, it uses a neural network architecture that strikes a balance between expressivity and complexity. MMNet’s neural network is based on iterative soft-thresholding algorithms [14, 15]. It preserves important aspects of these algorithms in MIMO detection, such as a denoiser architecture tailored for uncorrelated Gaussian noise for different transmitted signals. At the same time, MMNet introduces adequate flexibility into these algorithms, with trainable parameters that are optimized for each channel realization. Second, MMNet’s online training algorithm exploits the locality of channel matrices at a receiver in both the frequency and time domains. By leveraging locality, MMNet accelerates training 250× compared to naively retraining the neural network from scratch for each channel realization. Taken together, these ideas enable MMNet to achieve performance within 1.5dB of the optimal Maximum-Likelihood detector with 10-15× less computational complexity than the second best scheme, OAMPNet. On random i.i.d. Gaussian channels, we show that a simple version of MMNet with 100× less complexity than OAMPNet and DetNet, achieves near-optimal performance without requiring any retraining.

We empirically analyze the dynamics of errors across different layers of MMNet and OAMPNet to understand why MMNet achieves higher detection accuracy. Our analysis reveals that MMNet shapes the distribution of noise at the input of denoisers to ensure they operate effectively. In particular, as signals propagate through the MMNet neural network, the noise distribution at the input of denoiser stages approaches a Gaussian distribution, to create precisely the conditions in which the denoisers can attenuate noise maximally.

The rest of this paper is organized as follows. § II provides background on classical and learning-based detection schemes, and introduces a general iterative framework that can express many of these algorithms. § III introduces the MMNet design in addition to a simple variant for i.i.d. channels. § IV shows performance results of detection algorithms on i.i.d. Gaussian and 3GPP MIMO channels for different modulations. § V discusses the error dynamics of MMNet and empirically studies why it performs better than OAMPNet. § VI introduces the MMNet online training algorithm and how temporal and spectral locality of channel matrices can significantly reduce the computational complexity of training MMNet. We release our Tensorflow [16] implementation of learning-based schemes, spatially correlated channels dataset, and benchmark schemes at https://github.com/mehrdadkhani/MMNet.

**Notation**: We will use lowercase symbols for scalars, bold lowercase symbols for column vectors and bold uppercase symbols to denote matrices. Symbols \{θ, θ, Θ\} are used to represent the parameters of trainable models. The pseudo-inverse of the matrix \( \mathbf{H} \) is denoted by \( \mathbf{H}^+ = (\mathbf{H}^\mathbf{H})^{-1}\mathbf{H}^\mathbf{H} \). \( \mathbf{I}_n \) stands for identity matrix of size \( n \).

**II. BACKGROUND AND RELATED WORK**

This section introduces the MIMO detection problem and reviews the most relevant related work.

**A. Problem Definition**

We consider a communication channel from \( N_t \) single-antenna transmitters to a receiver equipped with \( N_r \) antennas. The received vector \( \mathbf{y} \in \mathbb{C}^{N_r} \) is given as

\[
\mathbf{y} = \mathbf{H}\mathbf{x} + \mathbf{n}
\]

where \( \mathbf{H} \in \mathbb{C}^{N_r \times N_t} \) is the channel matrix, \( \mathbf{n} \sim \mathcal{C}\mathcal{N}(0, \sigma^2 \mathbf{I}_{N_r}) \) is complex Gaussian noise, and \( \mathbf{x} \in \mathcal{X}^{N_t} \) is the vector of transmitted symbols. \( \mathcal{X} \) denotes the finite set of constellation points. We assume that each transmitter chooses a symbol from \( \mathcal{X} \) uniformly at random, and all transmitters use the same constellation set. Further, as is standard practice, we assume that the constellation set \( \mathcal{X} \) is given by a quadrature amplitude modulation (QAM) scheme [17]. All constellations are normalized to unit average power (e.g., the QAM4 constellation is \( \{\pm\frac{1}{\sqrt{2}}, \pm\frac{1}{\sqrt{2}}\} \)).

The channel matrix \( \mathbf{H} \) is generated by a stochastic process, but it is assumed to be perfectly known at the receiver. The goal of the receiver is to compute the maximum likelihood (ML) estimate \( \hat{\mathbf{x}} \) of \( \mathbf{x} \):

\[
\hat{\mathbf{x}} = \arg\min_{\mathbf{x} \in \mathcal{X}^{N_t}} \|\mathbf{y} - \mathbf{H}\mathbf{x}\|_2.
\]

The optimization problem in (2) is NP-hard due to the finite-alphabet constraint \( \mathbf{x} \in \mathcal{X}^{N_t} \) [18]. Over the last three decades, researchers have proposed a variety of detectors for this problem with differing levels of complexity. We briefly describe a small subset of existing detection schemes in this section. We refer the interested reader to [6, 7] for a comprehensive overview of MIMO detection schemes.

**B. An iterative framework for MIMO detection**

We focus on a class of iterative estimation algorithms for solving (2) as shown in Fig. 1. Each iteration of these algorithms comprises the following two steps:

**General Iteration:**

\[
\mathbf{z}_t = \hat{\mathbf{x}}_t + \mathbf{A}_t (\mathbf{y} - \mathbf{H}\hat{\mathbf{x}}_t) + \mathbf{b}_t
\]

The first step takes as input \( \hat{\mathbf{x}}_t \), a current estimate of \( \mathbf{x} \) and the received signal \( \mathbf{y} \) and applies a linear transformation to obtain an intermediate signal \( \mathbf{z}_t \). In the second step, a non-linear “denoiser” is applied to \( \mathbf{z}_t \) to produce \( \mathbf{x}_{t+1} \), a new estimate of \( \mathbf{x} \) that is used as the input for the next iteration. Together, the
linear and denoising operations aim to improve the quality of
the estimate \( \hat{x} \), from one iteration to the next.

We refer to \( y - \mathbf{H} \hat{x}_t \) as the residual term. The
denoiser \( \eta_t(\cdot) \) can be any non-linear function in general; however, most
algorithms apply the same thresholding function \( \beta_t : \mathbb{C} \to \mathbb{C} \)
to each element. Using an element-wise thresholding function can
significantly reduce the complexity of the denoising step.

Typically denoisers also require one or more scalar parameters
which depend on the detector information of the system
(channel measurement, residuals, etc.) and which need to
be updated for each iteration of the algorithm. We denote them by
\( \sigma_t \). We use the terms step, layer, and block interchangeably
to refer to one complete iteration (the linear step followed
by the non-linear denoiser) of the algorithms. All algorithms
discussed assume \( \hat{x}_0 = 0 \).

A natural choice for the denoising function is the minimizer of
\( \mathbb{E}[\| \hat{x} - x \|^2 | z_t] \), which is given by:

\[
\eta_t(z_t) = \mathbb{E}[x | z_t].
\] (4)

**Optimal denoiser for Gaussian noise:** Assume that the
noise at the input of the denoiser \( z_t - x \) has an i.i.d. Gaussian
distribution with covariance \( \sigma_t^2 \mathbf{I}_{N_t} \). The element-wise thresholding function derived from (4) has the form

\[
\beta_t^\eta(z; \sigma_t^2) = \frac{1}{Z} \sum_{x_t \in \mathcal{X}} x_t \exp \left( -\frac{\| z - x_t \|^2 \| \sigma_t^2 \|}{2} \right)
\] (5)

where \( Z = \sum_{x_t \in \mathcal{X}} \exp \left( -\frac{\| z - x_t \|^2}{2 \sigma_t^2} \right) \). As we see here, \( \sigma_t \) in
(5) represents the standard deviation of the Gaussian noise on
the denoiser inputs. In all denoisers in \( \eta_t(\cdot; \sigma_t^2) \) format in this
paper, \( \sigma_t^2 \) refers to the variance of noise in denoiser input.

In the following, we briefly describe several algorithms for
MIMO detection. We begin with traditional, non-learning
approaches (§ II-C) and then discuss recent deep learning
proposals (§ II-D). We show how many of these algorithms
can be expressed in the iterative framework discussed above.

### C. Classical MIMO detection algorithms

1) **Linear:** The simplest method to approximately solve (2)
   is to relax the constraint of \( x \in \mathcal{X}^{N_t} \) to \( x \in \mathbb{C}^{N_t} \) and then round the relaxed solution to a point on the constellation:

\[
\begin{align*}
\mathbf{z} &= \arg\min_{x \in \mathbb{C}^{N_t}} \| y - \mathbf{H} x \|_2 = \mathbf{H}^\dagger y \\
\hat{x} &= \arg\min_{x \in \mathcal{X}^{N_t}} \| x - \mathbf{z} \|_2.
\end{align*}
\] (6)

Rounding each component of \( \mathbf{z} \) to the closest point in the
constellation set \( \mathcal{X} \) leads to the well-known zero-forcing (ZF)
detector, which is equivalent to a single step of (3) with initial
condition of \( \hat{x}_0 = 0 \), \( \mathbf{A}_0 = \mathbf{H}^\dagger \), \( \mathbf{b}_0 = 0 \), and a hard-decision
denoiser with respect to the points in the constellation. Other
widely-used single-step linear detectors include the matched
filter and the minimum mean square error (MMSE) detectors
[3] with \( \mathbf{A}_0 = \mathbf{H}^\dagger \) and \( \mathbf{A}_0 = (\mathbf{H}^\dagger \mathbf{H} + \sigma_t^2 \mathbf{I}_{N_t})^{-1} \mathbf{H}^\dagger \),
respectively. Linear detectors are attractive for practical implementa-
tion because of their low complexity, but they perform
substantially worse than the optimal detector.

We can also perform the optimization in (6) in multiple iterations using gradient descent. The gradient of the objective function in the first equation of (6) with respect to \( x \) is

\[-2\mathbf{H}^\dagger (y - \mathbf{H} \hat{x}_t)\]. Hence, if we set \( \mathbf{A}_t \) to \( 2\alpha_t \mathbf{H}^\dagger \) and \( \mathbf{b}_t = 0 \), the linear step of (3) is equivalent to minimizing \( \| y - \mathbf{H} \mathbf{x} \|_2 \)
using gradient descent with step size \( \alpha \). This is followed by a
mapping onto the constellation set in the denoising step.

If we had a compact convex constellation set, this projected
gradient descent procedure is guaranteed to converge to the
global optimum. Discrete constellation sets, however, are not
compact convex. Nonetheless, solving the linear least squares
problem in (6) iteratively may be desirable to avoid the cost of calculation the pseudo-inverse of the channel matrix.

2) **Approximate Message Passing (AMP):** MIMO detection can, in principle, be solved through belief propagation (BP)
   if we consider a bipartite graph representation of the model
   in (1) [19]. BP on this graph requires \( \mathcal{O}(N_r N_t) \) update
   messages in each iteration, which would be prohibitive for
   large system dimensions. In the large system limit, Jeon
   et al. [15] introduce approximate message passing (AMP) as a
   lower complexity inference algorithm for solving (2) for i.i.d.
   Gaussian channels. AMP reduces the number of messages in
   each iteration to \( \mathcal{O}(N_r + N_t) \). The algorithm performs the
   following sequence of updates:

\[
\begin{align*}
z_t &= \hat{x}_t + \mathbf{H}^\dagger (y - \mathbf{H} \hat{x}_t) + \mathbf{b}_t \\
\mathbf{b}_t &= \alpha_t \left( \mathbf{H}^\dagger (y - \mathbf{H} \hat{x}_{t-1}) + \mathbf{b}_{t-1} \right)
\end{align*}
\] (7)

Consider AMP in our iterative framework: we use \( \mathbf{A}_t = \mathbf{H}^\dagger \) as
the linear operator; the vector \( \mathbf{b}_t \) is known as the On-
sager term; the scalar sequences \( \sigma_t \) and \( \alpha_t \) can be computed
given the signal-to-noise ratio (SNR) and system parameters
(constellation and number of transmitters and receivers) [20].

The denoising function \( \eta_t(\cdot) \) applies the optimal denoiser for Gaussian noise in (5) to each element of the vector \( z_t \). Jeon
et al. [15] prove that AMP is asymptotically optimal for large
i.i.d. Gaussian channel matrices.

Orthogonal AMP (OAMP) [10] was proposed for unitarily-
invariant channel matrices [21] to relax the i.i.d. Gaussian
channel assumption in the original AMP algorithm:

\[
\begin{align*}
z_t &= \hat{x}_t + \gamma_t \mathbf{H}^\dagger \left( v_t^2 \mathbf{H} \mathbf{H}^\dagger + \sigma_t^2 \mathbf{I} \right)^{-1} (y - \mathbf{H} \hat{x}_t) \\
\hat{x}_{t+1} &= \eta_t(z_t; \sigma_t^2)
\end{align*}
\] (8)

where \( \gamma_t = N_t / \text{trace} \left( v_t^2 \mathbf{H} \mathbf{H}^\dagger + \sigma_t^2 \mathbf{I} \right)^{-1} \mathbf{H} \) is a
normalizing factor and \( v_t^2 \) is proportional to the average noise
power at the denoiser output at iteration \( t \) and can be computed
given the SNR and system dimensions. Notice that OAMP
requires computing a matrix inverse in each iteration, making
it more computationally expensive than AMP.

3) **Other techniques:** Several detection schemes relax the
   lattice constraint \( \{ x \in \mathcal{X}^{N_t} \} \) in (2). For example, Semi-
   Definite Relaxation (SDR) [8] formulates the problem as a
   semi-definite program. Sphere decoding [5] conducts a search
   over solutions \( x \) such that \( \| y - \mathbf{H} x \|_2 \leq r \). Increasing \( r \) covers
a larger set of possible solutions, but this comes at the cost of increased complexity, approaching that of brute-force search. There is a large body of variations on improvements to this idea which can be found in [6, 7]. While these approaches can perform well, their computational complexity is prohibitive for Massive MIMO systems with currently available hardware.

Another class of detector applies several stages or iterations of linear detection followed by interference subtraction from the observation $y$. The V-BLAST scheme [22] does this by detecting the strongest symbols, which are then successively removed from $y$. The drawbacks of this approach are error propagation of early symbol decisions and high complexity due to the $N_t$ required stages, as well as the necessary reordering of transmitters after each step. Parallel interference cancellation (PIC) has been proposed to circumvent these limitations. PIC jointly detects all transmitted symbols and then attempts to create an interference-free channel for each transmitter through the cancellation of all other transmitted symbols [23, 24]. A large system approximation of this approach was recently developed in [25] based on [26]. However, it is currently limited to binary phase shift keying (BPSK) modulation and leads to unsatisfactory performance for realistic system dimensions.

In summary, most existing techniques are too complex to be implemented at the scale required by next-generation Massive MIMO systems. On the other hand, light-weight techniques like AMP cannot handle correlated channel matrices. These limitations have motivated a number of learning-based proposals for MIMO detection, which we discuss next.

D. Learning-based MIMO detection schemes

1) DetNet: Inspired by iterative projected gradient descent optimization, Samuel et al. [27] propose DetNet, a deep neural network architecture for MIMO detection. This architecture performs very well in case of i.i.d. complex Gaussian channel matrices and achieves the performance of state-of-the-art algorithms for lower-order modulation schemes, such as BPSK and QAM4. However, it is far more complex. The neural network is described by the following equations:

$$\begin{align*}
q_t &= \hat{x}_{t-1} - \theta_t^{(1)} H^H y + \theta_t^{(2)} H^H \hat{H} \hat{x}_{t-1} \\
\eta_t &= [\Theta_t^{(3)} q_t + \Theta_t^{(4)} v_{t-1} + \theta_t^{(5)}]_+ \\
v_t &= \Theta_t^{(6)} \eta_t + \theta_t^{(7)} \\
\hat{x}_t &= \Theta_t^{(8)} u_t + \theta_t^{(9)}
\end{align*}$$

(9)

where $[x]_+ = \max(x, 0)$, which is also known as ReLU activation function [28], is applied element-wise.

Although DetNet’s performance is promising, it has two main limitations. First, its heuristic nature makes it difficult to reason about how the neural network works, and how to extend its architecture, for example, to support spatially correlated channel matrices or higher-order modulation schemes. Second, DetNet’s architecture does not incorporate known properties of iterative methods and is thus unnecessarily complex. For example, many iterative soft-thresholding schemes (including AMP described above) apply a denoiser tailored for Gaussian noise (5) independently to each transmitted signal. DetNet’s neural network can also be thought to be performing non-linear denoising steps intermixed with linear transformations. However, DetNet’s denoisers are fully-connected 2-layer neural networks that operate on the entire vector of transmitted signals, i.e., they are $N_t$-dimensional functions instead of simple scalar functions.

2) OAMPNet: He et al. [1] design a learning-based iterative scheme based on the OAMP algorithm. OAMPNet adds two tuning parameters per iteration to the OAMP algorithm. OAMPNet shows very good performance in the case of i.i.d. Gaussian channels, but it does not generalize to realistic channels with spatial correlations, as our experiments in § IV show. The OAMPNet design can be expressed as:

$$\begin{align*}
\text{OAMPNet:} & \quad z_t = \hat{x}_t + \theta_t^{(1)} H^H \left(y - \hat{H} \hat{x}_t\right) \\
\hat{x}_{t+1} &= \eta_t \left(z_t; \sigma_t^2\right).
\end{align*}$$

(10)

OAMPNet uses the same denoisers used by AMP, which are optimal for Gaussian noise.

By basing its design on OAMP, OAMPNet makes a strict assumption about the system: unitarily-invariant channel matrices. This reduces OAMPNet to training a few parameters per iteration. However, as our results show, OAMPNet’s assumptions make it brittle, and its performance degrades on realistic channel matrices that do not conform to the assumptions. Further, like OAMP, OAMPNet must compute a matrix pseudo-inverse in each iteration and, therefore, its complexity is still quite high compared to schemes like AMP.

III. MMNet Design

The MMNet design follows the iterative framework described in § II-B. The main idea behind MMNet is to introduce the right degree of flexibility into the linear and denoising components of the iterative framework while preserving its overall structure. We observe that prior architectures do not strike the right balance between model flexibility and complexity.

In practice, not much is known about the distribution of channel matrices. We therefore propose a data-driven approach in which we learn a set of model parameters for each realization of $H$. In this approach, the receiver continually adapts its parameters as it measures new channel matrices $H$. We demonstrate that this can be realized in practice with a suitable neural network architecture by exploiting the fact that realistic channels exhibit locality in both the frequency and time domains. We introduce the neural network architecture in this section and discuss a practical training algorithm in § VI.

We present separate neural network models for (1) i.i.d. Gaussian channels and (2) arbitrary channels. In the i.i.d. Gaussian case, the model is extremely simple:

$$\begin{align*}
\text{MMNet-iid:} & \quad z_t = \hat{x}_t + \theta_t^{(1)} H^H \left(y - \hat{H} \hat{x}_t\right) \\
\hat{x}_{t+1} &= \eta_t \left(z_t; \sigma_t^2\right).
\end{align*}$$

(11)

Here, the denoiser is the optimal denoiser for Gaussian noise given in (5). MMNet-iid assumes the same distribution of
noise at the input of the denoiser for all transmitted symbols and estimates its variance $\sigma^2_t$ according to

$$\sigma^2_t = \frac{\theta^{(2)}_t}{N_t} \left( \frac{|\mathbf{I} - \mathbf{A}_t \mathbf{H}|^2_F}{|\mathbf{H}|^2_F} \left[ ||\mathbf{y} - \mathbf{H} \hat{\mathbf{x}}_t||^2_2 - N_r \sigma^2 \right]_+ + \frac{||\mathbf{A}_t||^2_F}{|\mathbf{H}|^2_F} \sigma^2 \right).$$

(12)

The intuition behind (12) is that the noise at the input of the denoiser at step $t$ is comprised of two parts: (i) the residual error caused by deviation of $\hat{x}_t$ from the true value of $x_t$ and (ii) the contribution of the channel noise $n_t$. The first component is amplified by the linear transformation $(\mathbf{I} - \mathbf{A}_t \mathbf{H})$, and the second component is amplified by $\mathbf{A}_t$. See [10, 15] for further details on this method for estimating noise variance.

This model has only two parameters per layer: $\theta^{(1)}_t$ and $\theta^{(2)}_t$. We discuss this model merely to illustrate that, for the i.i.d. Gaussian channel matrix case (which most prior work has used for evaluation), a simple model that adds a small amount of flexibility to existing algorithms like AMP can perform very well. In fact, our results will show that, in this case, we do not even need to train the parameters of the model online for each channel realization; training offline over randomly sampled i.i.d. Gaussian channel suffices.

The MMNet neural network for arbitrary channel matrices is as follows:

$$\text{MMNet:} \quad z_t = \hat{x}_t + \Theta^{(1)}_t (y - \mathbf{H} \hat{x}_t)$$

$$\hat{x}_{t+1} = \eta_t (z_t; \sigma^2_t)$$

(13)

where $\Theta^{(1)}_t$ is an $N_t \times N_r$ complex-valued trainable matrix. In order to enable the model to handle cases in which different transmitted symbols have differing levels of noise, we add an extra degree of freedom to our estimations of noise per transmitter, resulting in:

$$\sigma^2_t = \frac{\theta^{(2)}_t}{N_t} \left( \frac{|\mathbf{I} - \mathbf{A}_t \mathbf{H}|^2_F}{|\mathbf{H}|^2_F} \left[ ||\mathbf{y} - \mathbf{H} \hat{\mathbf{x}}_t||^2_2 - N_r \sigma^2 \right]_+ + \frac{||\mathbf{A}_t||^2_F}{|\mathbf{H}|^2_F} \sigma^2 \right).$$

(14)

where the parameter vector $\theta^{(2)}_t$ of size $N_t \times 1$ scales the noise variance by different amounts for each symbol. This approach distinguishes MMNet from both the highly-constrained OAMPNet and overly complex DetNet solution. In particular, MMNet uses a flexible linear transformation (which does not need to be linear in $\mathbf{H}$) to construct the intermediate signal $z_t$, but it applies the standard optimal denoiser for Gaussian noise in (5). Further, unlike OAMPNet, MMNet does not require any expensive matrix inverse operation.

MMNet concatenates $T$ layers of the above form. We use the average L2-loss over all $T$ layers in order to train the model, which is given by

$$L = \frac{1}{T} \sum_{t=1}^T ||\hat{x}_t - \mathbf{x}_t||^2_2.$$
We consider a base station (BS) equipped and Fig. 2b realistic channel simulation described below. N_0.5, with the total number of receivers fixed at a dataset of channel realizations from the 3GPP 3D MIMO deployments. For the case of realistic channels, we generate are typical values for 4G/5G base stations in urban cellular schemes other than Maximum-Likelihood can achieve a symbol for every training batch, the SNR(dB) is chosen uniformly at random and uniformly over the corresponding constellation. All transmitters are assumed to use the same modulation. The channel noise n is sampled from a zero-mean i.i.d. normal distribution with a variance that is set according to the operating SNR, defined as SNR(dB) = 10 \log(\mathbb{E}[\|\mathbf{x}\|^2]/\mathbb{E}[\|\mathbf{n}\|^2]). For every training batch, the SNR(dB) is chosen uniformly at random in the desired operating SNR interval. This interval depends on the modulation scheme. For each modulation in each experiment, the SNR regime is chosen such that the best scheme other than Maximum-Likelihood can achieve a symbol error rate (SER) of 10^{-3}–10^{-2}.

The channel matrices H are either sampled from an i.i.d. Gaussian distribution (i.e., each column of H is a complex-normal C\mathcal{N}(0,(1/N_r)I_{N_c})) or, they are generated via the realistic channel simulation described below.

Here, we study two system size ratios (N_t/N_r) of 0.25 and 0.5, with the total number of receivers fixed at N_r = 64. These are typical values for 4G/5G base stations in urban cellular deployments. For the case of realistic channels, we generate a dataset of channel realizations from the 3GPP 3D MIMO channel model [12], as implemented in the QuaDRiGa channel simulator [13]. We consider a base station (BS) equipped with a rectangular planar array consisting of 32 dual-polarized antennas installed at a height of 25 m. The BS is assumed to cover a 120\degree-cell sector of radius 500 m within which N_t \in \{16,32\} single-antenna users are dropped randomly. A guard distance of 10 m from the BS is kept. Each user is then assumed to move along a linear trajectory with a speed of 1 m/s. Channels are sampled every \lambda/4 m at a center frequency of 2.53 GHz to obtain sequences of length 100. Each channel realization is then converted to the frequency domain assuming a bandwidth of 20 MHz and using 1024 sub-carriers from which only every fourth is kept, resulting in F = 256 effective sub-carriers. We gather a total of 40 user drops, resulting in 40 \times 256 length 100 sequences of channel matrices (i.e., 1M channel matrices in total). Since the pathloss can vary dramatically between different users, we assume perfect power control, which normalizes the average received power across antennas and sub-carriers to one. Denote \mathbf{H}[f,k] as the kth column of H on sub-carrier f. Our normalization ensures that

$$\frac{1}{N_r N_c F} \sum_{f=1}^{N_c} \sum_{k=1}^{N_r} \|\mathbf{H}[f,k]\|^2 = 1.$$ 

3) Training: MMNet, DetNet, and OAMPNet require training and were implemented in TensorFlow [16]. We have converted (2) to its equivalent real-valued representation for TensorFlow implementations (cf. [31, Sec. II]). DetNet and OAMPNet are both trained as described in the corresponding publications (i.e., batch size of 5K samples). We trained each of the latter two algorithms for 50K iterations.

To train MMNet, we use the Adam optimizer [32] with a learning rate of 10^{-3}. Each training batch has a size of 500 samples. We train MMNet for 1K iterations on each realization of H in the naive implementation. In § VI-B, we exploit frequency and time domain correlations to reduce the training requirement to 4 iterations per channel matrix.

In spatially correlated channels, we do an additional 5K iterations of training with a batch size of 5K samples for each realization of H on the pre-trained OAMPNet model in order to have a fair comparison with MMNet online training. However, as this extra training does not improve the performance of OAMPNet meaningfully, we do not count this re-training overhead in the complexity of OAMPNet algorithm in § VI.

For i.i.d. Gaussian channels, MMNet-iid is not trained per channel realization H. Instead, we use 10K iterations with a batch size of 500 samples to train a single MMNet-iid neural network, which we then test on new channel samples.

B. Results

We compare different schemes along two axes: performance and complexity. In this section, we focus on performance, leaving a comparison of complexity to § VI. We use the SNR required to achieve an SER of 10^{-3} as the primary performance metric. In practice, most error correcting schemes operate around an SER of 10^{-3}–10^{-2}, so this is the relevant regime for MIMO detection.

1) i.i.d. Gaussian channels: Fig. 2 shows the SER vs. SNR of the state-of-the-art MIMO schemes on i.i.d. channels for two system sizes: 32 and 16 transmitters (Fig. 2a and Fig. 2b, respectively). We make the following observations:

1) The SNR required to achieve a certain SER increases by 2–3dB as we double the number of transmitters (notice the different range of x-axes). The reason is that there is higher interference with more transmitters.
2) There is a 2–3dB performance gap between Maximum-Likelihood and MMSE across all modulations for N_t = 32. However, this gap decreases to 1dB for N_t = 16, because received signals have lower interference in this case.
3) Multiple schemes perform similarly to Maximum-Likelihood, especially at lower-order modulations like QAM4. As we move to QAM64, the performance of several schemes degrades compared to Maximum-Likelihood.
4) SDR performs better than MMSE, but its gap with Maximum-Likelihood increases with modulation order.
5) V-BLAST achieves almost the optimal performance across all modulations when we have 16 transmit antennas. However, its performance is sensitive to system size and degrades when we increase the number of transmitters to 32.
6) AMP is near-optimal in many cases (recall that, theoretically, AMP is asymptotically optimal for i.i.d. Gaussian channels). However, it suffers from robustness issues at higher SNR levels, especially with higher-order modulations like QAM64.

7) DetNet has a good performance on QAM4, but its gap with Maximum-Likelihood increases as we move to QAM16 and QAM64. With QAM64, DetNet performs even worse than MMSE for $N_t = 16$.

8) OAMPNet and the simple MMNet-iid approach are both very close to Maximum-Likelihood across different modulations over a wide range of SNRs, even though these models have only two parameters per layer. Unlike OAMPNet, MMNet-iid does not require any matrix inversions. As we discuss in § VI, MMNet-iid has $O(N_r) \times$ lower computational complexity than OAMPNet because it does not need matrix inversions and must learn only 20 parameters in total, compared to the more than 1M trainable parameters of DetNet.

In summary, these results show that for i.i.d. Gaussian channel matrices, adding just a small amount of flexibility via tuning parameters to existing iterative schemes like AMP can result in equivalent or improved performance over much more complex deep learning models like DetNet. These models may even outperform classical algorithms like SDR.

2) Realistic channels: Fig. 3 shows the results for the realistic channels derived using the 3GPP 3D MIMO channel model. We consider only MMSE (as a baseline), OAMPNet, MMNet and Maximum-Likelihood. As shown in the i.i.d. Gaussian case, schemes like SDR, V-BLAST and DetNet do not perform as well as the OAMPNet baseline. Also, AMP is not designed for correlated channels and is known to perform poorly (see discussion in § V).

We make the following observations:

1) There is a much larger gap with Maximum-Likelihood for all detection schemes on these channels compared to the i.i.d. case.

2) We require 4–7dB increase in the SNR ranges relative to Fig. 2. Also, doubling the number of transmitters from

---

Fig. 2: SER vs. SNR of different schemes for three modulations (QAM4, QAM16 and QAM64) and two system sizes (32 and 16 transmitters, 64 receivers) with i.i.d. Gaussian channels.
Fig. 3: SER vs. SNR of different schemes for three modulations (QAM4, QAM16 and QAM64) and two system sizes (32 and 16 transmitters, 64 receivers) with 3GPP MIMO channels.

(a) 32 Transmit, 64 Receive Antennas
(b) 16 Transmit, 64 Receive Antennas

Fig. 3b to Fig. 3a costs about 5dB in SNR for each scheme this time (compare with 2–3dB in i.i.d. case.)

3) MMSE as a baseline shows a relatively flat SER vs. SNR in this case. For example, it requires 5dB SNR improvement on QAM16 to go from an SER of 2% to 1%.

4) OAMPNet performance improvement slope is faster than MMSE. It shows 2–3dB average improvement in SNR requirement relative to MMSE to achieve the same SER.

5) MMNet outperforms MMSE and OAMPNet schemes for both system sizes and in all modulations.

In Fig. 4, we plot the performance gap with Maximum-Likelihood for these three detection schemes. For this purpose, we measure the difference in the minimum SNR level that is required to have SER of $10^{-3}$. In this figure, we have also attempted to show the variability of this requirement across different channel situations by adding the 90th-percentile gap over different channel conditions. We observe that MMNet can achieve up to 5dB and 8dB improvement, respectively, over OAMPNet and MMSE on more realistic channels.

V. WHY MMNET WORKS

In this section, we examine why MMNet performs better than other schemes. By analyzing the dynamics of the error $(\hat{x}_t - x)$, we find that MMNet’s denoisers are significantly more effective than those in OAMPNet. We show that this occurs because MMNet’s linear stages control the distribution of noise at the input of the denoisers. Specifically, MMNet ensures that the noise input to the denoisers is nearly Gaussian, whereas the noise distribution for OAMPNet is far from Gaussian. Since the denoisers in both architectures are tailored for Gaussian noise, they perform much better in MMNet.

A. Error dynamics

Define the error at the outputs of the linear and denoiser stages at iteration $t$ as $e^{lin}_t = z_t - x$ and $e^{den}_t = \hat{x}_{t+1} - x$, respectively. For algorithms such as MMNet and OAMPNet
with $b_t = 0$, we can rewrite the update equations of (3) in terms of these two errors in the form:

$$e^{lin}_t = (I - A_t H_t) e^{den}_{t-1} + A_t n$$

$$e^{den}_t = \eta_t(x + e^{lin}_t) - x.$$  

Eq. (16a) includes two terms, corresponding to the contribution of the error of the previous stages’ output and the channel noise to $e^{lin}_t$ respectively. To gain intuition, consider the effect of several choices of $A_t$.

If we set $A_t$ to $H^+$ (the pseudo-inverse of the channel matrix), we are only left with the term $H^+ n$ in $e^{lin}_t$, thus eliminating the error caused by the previous stage entirely. However, this comes at a price: we are left with Gaussian noise with covariance matrix $\sigma^2 H^+ H$ which presents two potential problems: (i) if $H$ is ill-conditioned, it might amplify the channel noise (e.g., inversely proportional to the smallest singular value of $H$ in some directions); (ii) if $e^{lin}_t$ is correlated noise, applying an element-wise denoising function to it may not be effective.

We could also remove the channel noise term entirely by setting $A_t$ to zero. This would effectively remove the linear stage. However, if optimal denoisers are used, removing the linear stage and applying the denoiser function twice should have no effect on reducing the error.

For i.i.d. Gaussian channels with variance $1/N_t$, if we set $A_t = H^H$, the factor $I - A_t H$ asymptotically goes to zero as we increase $N_t$ [20]. The auto-covariance of $A_t n$, $\sigma^2 H^H H$, is approximately equal to $\sigma^2 I_{N_t}$. This means that the channel noise term is neither amplified nor correlated following this linear transformation with i.i.d. channels, while the error from the previous stage, $e^{den}_{t-1}$, is attenuated significantly via $I - A_t H$. These calculations explain why AMP has great performance on i.i.d. Gaussian channels. However, in case of correlated channels, neither $I - A_t H$ is close to zero, nor is $A_t n$ uncorrelated. This is the primary reason that AMP cannot perform well on more realistic channels.

---

**Fig. 4:** SNR requirement gap with Maximum-Likelihood at SER of $10^{-3}$. The total bar height shows the 90th-percentile gap (over different channels) while the hatched section depicts the average.

---

**Fig. 5:** Noise power after the linear and denoiser stages at different layers of OAMPNet and MMNet. The OAMPNet denoisers become ineffective after the third layer on 3GPP MIMO channels.

**B. Analysis**

As noted earlier, the key element in MMNet and prior schemes such as OAMPNet is how to pick the linear transformation $A_t$. Based on the above discussion of the error dynamics, we identify two desirable properties:

1) $A_t$ must reduce the magnitude of $e^{lin}_t$. This requires striking a balance between the two terms in (16a), because attenuating one term may amplify the other and vice-versa.

2) $A_t$ must “shape” the distribution of $e^{lin}_t$ to make it suitable for the subsequent denoiser. In particular, the denoisers in most iterative schemes (e.g., MMNet and OMAPNet) are specifically designed for i.i.d. Gaussian noise. Thus, ideally, the linear stage should avoid outputting correlated or non-Gaussian noise.

Fig. 5 shows the average noise power at the output of the linear and denoiser stages across iterations, for both OAMPNet and MMNet on $64 \times 16$ 3GPP MIMO channels. The average noise power before and after the denoiser saturate at the same value in OAMPNet from the third layer ($t = 2$) onwards, showing that the denoisers are no longer effective after a few iterations.

We hypothesize that the reason OAMPNet’s denoisers become ineffective is that the noise distribution for OAMPNet is not Gaussian, whereas MMNet is able to provide near-Gaussian noise to its denoiser. We evaluate how close the noise distribution is to Gaussian for both schemes using the Anderson test [33]. In order to measure this score, we generate 10,000 samples per channel realization $H$. We then calculate the Anderson score for the noise distribution at each linear stage output per transmitter, and per channel matrix. If this score is below a threshold of 0.786, it indicates that the noise comes from a Gaussian distribution with a significance of 5%, i.e. the probability of false rejection of a Gaussian distribution is less than 5%.

In Fig. 6, we plot the average ratio of transmitters that have Normally-distributed noise at the output of the linear stage according to this test. Since in both schemes we start with $x_0 = 0$, the output of the linear stage at layer $t = 0$ is $A_0 n$, which is Gaussian. Thus, the fraction of transmitters
with Gaussian noise is 1 in layer $t = 0$ for both schemes. However, both schemes deviate from Gaussian noise in layer $t = 1$ while sharply reducing the total noise power as seen in Fig. 5. However, MMNet deviates less from a Gaussian distribution. Unlike OAMPNet, in which the noise for 95% of the transmitters is not Gaussian at layer $t = 1$, for MMNet nearly 40% of the transmitter exhibit Gaussian noise. On the other hand, MMNet reduces the noise power slightly less than OAMPNet in layer $t = 1$.

In subsequent layers, the noise distribution for MMNet becomes increasingly Gaussian, with nearly 90% of transmitter passing the Anderson test by layer $t = 9$. By contrast, most transmitters in OAMPNet continue to exhibit non-Gaussian noise in subsequent layers, though the fraction of transmitter with Gaussian noise increases marginally.

Next, we measure the effect of input error power on the output error distribution of linear stages in both schemes. In other words, we are interested to know how $\|e^{den}_{t-1}\|$ impacts the Gaussian distribution property of $e^{lin}_t$. For this purpose, we choose the median of Anderson scores as a measure of the linear stage’s ability to control the distribution of its output errors. In Fig. 7, we show the 2D histogram of this median score for different values of $\|e^{den}_{t-1}\|$. We also plot three thresholds of 1%, 5% and 15% significance for the normality test with dashed horizontal lines as a reference. To be Normally distributed with 1%, 5% or 15% confidence, the Anderson scores must fall below the respective line.

We notice that the median score in both schemes increases with the norm of the error from the previous denoiser stage. In other words, the linear stages that have a higher input noise power produce outputs that deviate more from Gaussian noise. However, MMNet is 100× better in terms of the median score at controlling the input error for large value of $\|e^{den}_{t-1}\|$. This figure also suggests that the poor performance of OAMPNet in final layers is likely not only because of the aggressive approach it has taken at $t = 1$. Later linear stages are also not very good at controlling the distribution of their output errors.

### C. Impact of channel condition number

Finally, we evaluate the impact of the channel condition number on MMNet and OAMPNet. A channel’s condition number is defined as the ratio of its largest singular value to the smallest. It is well-known that symbol detection is difficult for channel matrices with higher condition number.

OAMPNet tries to address this issue by introducing filtering over the singular values. In fact, the linear update equation in (10) attempts to map each singular value $s$ in $\mathbf{H}$ to $\theta^{(1)}_t s/(v^2_t s^2 + \sigma^2)$. This in turn attempts to dynamically adjust the shape of the sphere mapping in each iteration by tuning $\theta^{(1)}_t$ and $v^2_t$. We see that if all singular values are near each other, as is usual the case in i.i.d. Gaussian channels, OAMPNet easily maps each sphere of signals in the transmit space to a non-skewed sphere in the receive signals space. However, our results show that manipulating the singular values is not the best option for poorer channel condition numbers.

In Fig. 8a, we show the scatterplot of performance of MMNet linear stage in terms of preserving the Gaussian distribution property of their output error distribution across different channel condition numbers sample from our 3GPP MIMO dataset after a few initial iterations ($t = 4$). We see that the fraction of Normally-distributed errors decreases quickly for OAMPNet with the increase in condition number, while MMNet maintains the ratio for a broader range of condition numbers in 3GPP MIMO channels. The consequence of this failure in meeting the underlying assumptions of the model shows up in Fig. 8b. In this figure, we show the scatterplot of SER at different condition numbers for 3GPP MIMO channels. Although all schemes’ performances are affected by the condition number, MMNet can almost maintain an SER of around $10^{-3}$ almost across all conditions.
VI. ONLINE TRAINING ALGORITHM

Training deep-learning models is a computationally intensive task, often requiring hours or even days for large models. The computation overhead depends on two factors: (i) the total number of required training samples, and (ii) the size of the model. For example, in training a model like DetNet with an order of 1M parameters, we need 50K iterations with a batch size of 5K samples, i.e., 250M training samples. If we assume each parameter of the model shows up in at least one floating-point operation per training sample, we require a minimum of $2.5 \times 10^{14}$ floating-point operations for the entire process of training DetNet. This extreme computational complexity makes training such models online for each realization of $\mathbf{H}$ impossible.

By contrast, MMNet has only $\sim$40K parameters, and training it from scratch requires about 1000 iterations with batch size of 500. Further, this section will show that by taking advantage of locality of the channels observed at a receiver, we can effectively train the model for each channel realization in four iterations (with batch size 500) on average. Thus training MMNet has six orders of magnitude lower computational overhead than DetNet, making online training for each realization of $\mathbf{H}$ practical.

In this section, we first discuss the temporal and spectral locality of 3GPP MIMO channels. Next, we show how we can exploit these localities to accelerate online training.

A. Channel locality

The channel matrices measured at a base station exhibit two forms of locality:

- **Temporal:** Channel matrices change gradually over time as user devices move within a cell or the multipath environment changes. The samples of $\mathbf{H}$ at nearby points in time are thus correlated.

- **Spectral:** A BS needs to recover signals from several frequency subcarriers (1024 in our 3GPP MIMO model). The channels for subcarriers in nearby frequencies are also strongly correlated, as the frequency merely affects the phase for multipath signal components incident on receiver antennas. For a path of length $l$, the phase difference for two subcarriers $\Delta f$ apart in frequency is $\propto l \cdot \Delta f$. Therefore the received signal and the channels for adjacent subcarriers will be similar at each receiver antenna.

Both forms of locality reduce the complexity of training for each channel realization, because (i) the cost of channel-specific computations can be amortized across multiple correlated channel realizations across time and frequency, (ii) the trained model for one channel realization can serve as strong initialization for training for adjacent channel realizations in the time-frequency plane.

Fig. 9 shows both forms of locality by plotting the correlation among the 3GPP MIMO channel samples across time and frequency (subcarriers). In order to compute these correlations, we have averaged the inner-product of the channel matrices with their shifted realization by the step value in the corresponding dimension. In this experiment, a shift of one step in the time domain corresponds to two channels at the same subcarrier frequency that are 118ms apart in time. Similarly, a shift of 1 step in the frequency domain corresponds to two channels at adjacent subcarriers (78.1KHz apart) at the same time. We normalize the inner-product by the norm of matrices, such that the correlation of a channel matrix with itself is 1. We observe a stronger locality in the frequency domain than in the time domain on these channels.

B. Training algorithm and results

In this section, we show how channel locality can help reduce the total number of operations MMNet needs to decode each received signal $\mathbf{y}$ at the BS. The computational complexity of MMNet is mostly dominated by the cost of online training for each new realization of the channel $\mathbf{H}$. This cost in turn depends on the channel coherence time. In the case of a quasi-static channel, as expected for instance in fixed-wireless access or backhaul solutions such as 5G home wireless (see Section 7.6.2 in [3]), the channel between the transmitter and receiver does not change for extended periods of time. In such cases, MMNet does not require frequent retraining and can reuse the same model until the communication channel changes significantly. However, MMNet can also operate at reasonable computation cost when the channel is changing.
fairly frequently. For example, our 3GPP MIMO channel samples were generated assuming all devices constantly move at a speed of 1 m/s, and after about 500ms, the channel correlation is less than 0.5. However, even in this scenario, we require only 4 training iterations on average per channel realization, as explained next.

To see how, note that a receiver at a BS must simultaneously decode signals from different subcarriers. Since channels exhibit strong correlations across subcarriers (Fig. 9), training the MMNet detector on \( H \) for one subcarrier produces a detector that will achieve very similar performance on adjacent subcarriers. The performance of this detector will however decay for more distant subcarriers in the frequency domain.

Based on this observation, we propose the online training scheme in Algorithm 1. We start from a random initialization of the MMNet neural network model \( M \). We define \( n \) as an index for time intervals in which we can assume that channels do not change substantially. For each interval \( n \), we measure a channel matrix \( H[f] \) for each subcarrier frequency \( f \). The basic idea in the algorithm is to train the model for 1000 iterations (with a batch size of 500) for the first subcarrier \( f = 1 \), then retrain the model using only 3 additional training iterations per subcarrier for all subsequent subcarriers. For each channel matrix \( H[f] \), we generate \( (x, y) \) training data pairs using (1). Once the model has trained for subcarrier \( f \), we save a copy of the model as \( M_n[f] \) for detecting all signals received in time interval \( n \) on that subcarrier. We repeat the entire training algorithm in each time interval.

In Fig. 10, we show the result of this online training method on 3GPP MIMO channels for the QAM16 modulation. Roughly 95% of samples are decoded with SER of less than 0.02, while OAMPNet (trained explicitly for thousands of iterations on each realization of \( H \) at each time interval \( n \) and subcarrier \( f \)) is only able to decode 50% of the samples at the same error rate. With this approach, MMNet performs 3.55K iterations of training with batch size 500 in order to learn a detector for all 1024 subcarriers in total at each time interval \( n \). Therefore the cost of online training is less than 4 iterations on average per channel realization, yet MMNet delivers better performance than other schemes, like OAMPNet and MMSE.

### Algorithm 1 MMNet online training

\[
\begin{align*}
&M \leftarrow \text{model}(\text{MMNet}) \quad &\text{load MMNet model} \\
&M.\text{initialize}() \quad &\text{Initialize model parameters randomly} \\
&\text{batchsize} \leftarrow 500 \quad &\text{Training batch size} \\
&n \leftarrow 0 \quad &\text{\( n \) keeps time} \\
&\text{while True do} \quad &
\begin{align*}
&\text{for } f \text{ in } \{1, 2, \ldots, F\} \text{ do} \\
&\quad H[f] \leftarrow \text{Measured channel at time } n \text{ and frequency } f \\
&\quad D \leftarrow \text{Generate random } (x, y) \text{ pairs for } H[f] \text{ using } (1) \\
&\quad \text{if } f == 1 \text{ then} \\
&\qquad \text{numTrainIterations} \leftarrow 1000 \\
&\quad \text{else} \\
&\qquad \text{numTrainIterations} \leftarrow 3 \\
&\text{end if} \\
&\quad M.\text{train}(D, \text{numTrainIterations}, \text{batchsize}) \quad &\text{Update model parameters} \\
&\quad M_n[f] \leftarrow M.\text{copy}( ) \\
&\text{end for} \\
&n \leftarrow n + 1 \\
&\text{end while}
\end{align*}
\]

Fig. 10: CDF of SER using Algorithm 1 for training MMNet on QAM16 modulation. MMNet requires only 4 overall iterations of batch size 500 per channel realization to train to a reasonable performance.

### C. Computational complexity

One iteration of training MMNet on a batch of size \( b \) has a complexity of \( O(bN^2) \), as detection takes \( O(N^2) \) in MMNet. To put this in perspective, a light-weight algorithm like AMP has a complexity of \( O(N^2) \) dominated by the multiplication of the channel matrix and residual vectors. The MMSE scheme has a higher complexity of \( O(N^3) \) because it needs to invert a matrix. OAMPNet similarly requires a matrix inversion, resulting in a complexity of \( O(N^3) \).

Moving beyond \( O(\cdot) \) analysis, Fig. 11 shows the average number of multiplication operations required per signal detection on 3GPP MIMO channels for learning-based algorithms in addition to two classic baselines, MMSE and AMP. All algorithms may reuse their computation if feasible. In particular, in every interval of channel coherence in 3GPP MIMO model, each algorithm receives \( \sim 100 \) signals to detect [3, Definition 2.2 on page 220]. MMSE takes the best advantage of this as it calculates the required channel matrix inversion only once for all 100 received signals in the coherence interval. This way, MMSE depreciates its principal bottleneck calculation by a factor of \( 100 \times \) resulting in 5–7× less computation than AMP algorithm which cannot reuse the calculations but still
has very moderate computation overhead by design. MMNet with online training and detection operations together, places after AMP with 2–5× fewer multiplications than pre-trained DetNet. However, neither AMP nor DetNet extend to spatially correlated channels. MMNet reuses the weights it trains with 4 iterations of batch size 500 for all 100 received signals in a coherence interval. However, unlike MMSE, OAMPNet has to calculate a new matrix inversion in each layer for every received signal as $v_2^2$ in (10) depends on $x_t$.

Consequently, the cost of MMNet with its online training algorithm is 10–15× less than OAMPNet depending on the system size. MMNet has only 41× higher computational complexity than a very light iterative approach like AMP, which only works near Maximum-Likelihood under specific circumstances of i.i.d. Gaussian channels.

VII. CONCLUSION AND FUTURE WORK

This paper proposed a new deep learning architecture for Massive MIMO detection with an online training algorithm. MMNet outperforms state-of-the-art detection algorithms on realistic channels with spatial correlation. We designed MMNet as an iterative algorithm and showed that a carefully chosen degree of flexibility in the model, in addition to leveraging the channel’s spectral and temporal correlation, can enable online training at a less or equal computation complexity than other deep-learning based schemes like OAMPNet. MMNet is 4–8dB better overall than the classic MMSE detector and it requires 2.5dB lower SNR at the same SER, relative to the second-best detection scheme, OAMPNet, at 10–15× less computational complexity. Many extensions of MMNet are possible to support, for example, a varying number of transmitters with possibly different modulation schemes.

From a hardware perspective, implementation of MMNet has its own challenges and requires an in-depth study. For example, the sequential online training algorithm introduced in this paper incurs significant latency which may be traded off with parallel training of multiple sub-carriers at the cost of more training iterations and hence increased complexity. The optimal trade-off depends on the channel coherence time.

We would also like to point out, that assumptions like the i.i.d. Gaussian property of the channel matrices can lead to misleading conclusions for MIMO detection performance. Future work should therefore be based on realistic channel models, from either simulation, ray-tracing, or measurements. We release the simulated 3GPP MIMO channels dataset used in this work as an effort in this direction with a hope for more practical benchmarks from the community.

Fig. 11: Number of multiplication operations per signal detection for different algorithms on QAM16 with $N_r = 64$ receive antennas in 3GPP MIMO model. Detection with MMNet, including its online training process, requires fewer multiplication operations than detection with pre-trained DetNet and OAMPNet models.
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