Hybrid quantum ResNet for car classification and its hyperparameter optimization

Asel Sagingalieva, Mohammad Kordzanganeh, Andrii Kurkin, Artem Melnikov, Daniil Kuhmistrov, Michael Perelshtein, and Alexey Melnikov
Terra Quantum AG, 9000 St. Gallen, Switzerland∗

Andrea Skolik1,3 and David Von Dollen2,3
1 Volkswagen Data:Lab, 80805 Munich, Germany
2 Volkswagen Group of America, Auburn Hills, MI 48326, USA and
3 Leiden University, 2333 CA Leiden, The Netherlands

Image recognition is one of the primary applications of machine learning algorithms. Nevertheless, machine learning models used in modern image recognition systems consist of millions of parameters that usually require significant computational time to be adjusted. Moreover, adjustment of model hyperparameters leads to additional overhead. Because of this, new developments in machine learning models and hyperparameter optimization techniques are required. This paper presents a quantum-inspired hyperparameter optimization technique and a hybrid quantum-classical machine learning model for supervised learning. We benchmark our hyperparameter optimization method over standard black-box objective functions and observe performance improvements in the form of reduced expected run times and fitness in response to the growth in the size of the search space. We test our approaches in a car image classification task and demonstrate a full-scale implementation of the hybrid quantum ResNet model with the tensor train hyperparameter optimization. Our tests show a qualitative and quantitative advantage over the corresponding standard classical tabular grid search approach used with a deep neural network ResNet34. A classification accuracy of 0.97 was obtained by the hybrid model after 18 iterations, whereas the classical model achieved an accuracy of 0.92 after 75 iterations.

INTRODUCTION

The field of quantum computing has seen large leaps in building usable quantum hardware during the past decade. As one of the first vendors, D-Wave provided access to a quantum device that can solve specific types of optimization problems [1]. Motivated by this, quantum computing has not only received much attention in the research community, but was also started to be perceived as a valuable technology in industry. Volkswagen published a pioneering result on using the D-Wave quantum annealer to optimize traffic flow in 2017 [2], which prompted a number of works by other automotive companies [3–5]. Since then, quantum annealing has been applied in a number of industry-related problems like chemistry [6, 7], aviation [8], logistics [9] and finance [10]. Aside from quantum annealing, gate-based quantum devices have gained increased popularity, not least after the first demonstration of a quantum device outperforming classical counterparts [11]. A number of industry-motivated works have since been published in the three main application areas that are currently of interest for gate-based quantum computing: optimization [12–16], quantum chemistry and simulation [17, 18], and machine learning [19–27]. Research in the industrial context has been largely motivated by noisy intermediate-scale quantum (NISQ) devices [28] – early quantum devices with a small number of qubits and no error correction. In this regime, variational quantum algorithms (VQAs) have been identified as the most promising candidate for near-term advantage due to their robustness to noise [29]. In a VQA, a parametrized quantum circuit (PQC) is optimized by a classical outer loop to solve a specific task like finding the ground state of a given Hamiltonian or classifying data based on given input features. As qubit numbers are expected to stay relatively low within the next years, hybrid alternatives to models realized purely by PQCs have been explored [25, 26, 30–35]. In these works, a quantum model is combined with a classical model and optimized end-to-end to solve a specific task. In the context of machine learning, this means that a PQC and neural network (NN) are trained together as one model, where the NN can be placed either before or after the PQC in the chain of execution. When the NN comes first, it can act as a dimensionality reduction technique for the quantum model, which can then be implemented with relatively few qubits.

In this work, we use a hybrid quantum-classical model to perform image classification on a subset of the Stanford Cars data set [36]. Image classification is an ubiquitous problem in the automotive industry, and can be used for tasks like sorting out parts with defects. Supervised learning algorithms for classification have also been extensively studied in quantum literature [37–40], and it has been proven that there exist specific learning
tasks based on the discrete logarithm problem where a separation between quantum and classical learners exists for classification [41]. While the separation in [41] is based on Shor’s algorithm and therefore not expected to transfer to realistic learning tasks as the car classification mentioned above, it motivates further experimental study of quantum-enhanced models for classification on real-world data sets.

In combining PQCs and classical NNs into hybrid quantum-classical models, we encounter a challenge in searching hyperparameter configurations that produce performance gains in terms of model accuracy and training. Hyperparameters can be considered values that are set for the model and do not change during the training regime, and may include variables such as learning rate, decay rates, choice of optimizer for the model, number of qubits or layer sizes. Often in practice, these parameters are selected by experts based upon some a priori knowledge and trial-and-error. This limits the search space, but in turn can lead to producing a suboptimal model configuration.

Hyperparameter optimization is the process of automating the search for the best set of hyperparameters, reducing the need for expert knowledge in hyperparameter configurations for models, with an increase in computation required to evaluate configurations of models in search of an optimum. In the 1990s, researchers reported performance gains leveraging a wrapper method, which tuned parameters for specific models and data sets using best-first search and cross validation [42]. In more recent years, researchers have proposed search algorithms using bandits [43], which leverage early stopping methods. Successive Halving algorithms such as the one introduced in [44] and the parallelized version introduced in [45] allocate more resources to more promising configurations. Sequential model-based optimization leverages Bayesian optimization with an aggressive dual racing mechanism, and also has shown performance improvements for hyperparameter optimization [46, 47]. Evolutionary and population-based heuristics for black-box optimization have also achieved state-of-the-art results when applied to hyperparameter optimization in numerous competitions for black-box optimization [48–50]. In recent years, a whole field has formed around automating the process of finding optimal hyperparameters for machine learning models, with some prime examples being neural architecture search [51] and automated machine learning (AutoML) [52]. Automating the search of hyperparameters in a quantum machine learning (QML) context has also started to attract attention, and the authors of [53] have explored the first version of AutoQML.

Our contribution in this paper is not only to examine the performance gains of hybrid quantum-classical models vs. purely classical, but also to investigate whether quantum-enhanced or quantum-inspired methods may offer an advantage in automating the search over the configuration space of the models. We show a reduction in computational complexity in regard to expected run times and evaluations for various configurations of models, the high cost of which motivate this investigation. We investigate using the tensor train decomposition for searching the hyperparameter space of the HQNN framed as a global optimization problem as in [54]. This method has been successful in optimizing models of social networks in [55], and as a method of compression for deep neural networks [56].

RESULTS

A. Hyperparameter Optimization

The problem of hyperparameter optimization (HPO) is described schematically in Fig. 1(a). Given a certain data set and a machine learning (ML) model, the learning model demonstrates an accuracy $A(h)$ which depends on the hyperparameters $h$. To achieve the best possible model accuracy, one has to optimize the hyperparameters. To perform the HPO, an unknown black-box function $A(h)$ has to be explored. The exploration is an iterative process, where at each iteration the HPO algorithm provides a set of hyperparameters $h$ and receives the corresponding model accuracy $A(h)$. As a result of this iterative process, the HPO algorithm outputs the best achieved performance $A(h_{opt})$ with the corresponding hyperparameters $h_{opt}$.

The HPO could be organized in different ways. One of the standard methods for HPO is a tabular method of grid search (GS), also known as a parameter sweep (Fig. 1(b)). To illustrate how a grid search works, we have chosen two hyperparameters: the learning rate ($h_1$) and the multiplicative factor of learning rate ($h_2$). They are plotted along the x-axis and the y-axis, respectively. The color on the contour shows the accuracy of the model $A(h_1, h_2)$ with two given hyperparameters changing from light pink (the lowest accuracy) to dark green (the highest accuracy). In the GS method, the hyperparameter values are discretized, which results in a grid of values shown as big dots. The GS algorithm goes through all the values from this grid with the goal of finding the maximum accuracy. As one can see in this figure, there are only three points at which this method can find a high accuracy with 25 iterations (shown as 25 points in Fig. 1(b)). This example shows that there could be a better tabular HPO in terms of the best achievable accuracy and the number of iterations used.

B. Tensor train approach to hyperparameter optimization

Here, we propose a quantum-inspired approach to hyperparameter optimization based on the tensor train (TT) programming. The TT approach was initially introduced in the context of quantum many-body system analysis, e.g., for finding a ground state with minimal
energy of multi-particle Hamiltonians via Density Matrix Renormalization Groups (DMRG) [57]. In this approach, the ground state is represented in the TT format, often referred to as the Matrix Product State in physics [58]. We employ the TT representation (shown in Fig. 1(c)) in another way here, and use it for the hyperparameter optimization. As one can see in Fig. 1(c), the TT is represented as a multiplication of tensors, where an individual tensor is shown as a circle with the number of “legs” that corresponds to the rank of the tensor. $h_1$ and $h_d$ circles are the matrices of $n \times r$ dimension, and $\{h_i\}_{i=2}^{d-1}$ is a rank 3 tensor of dimensions $n \times r^2$. The two arrows in the Fig. 1(c) illustrate sweeps right and left along with the TT. This refers to the algorithm described below. Leveraging the locality of the problem, i.e., a small correlation between hyperparameters, we perform the black-box optimization based on the crossapproximation technique applied for tensors [59, 60].

Similar to the previously discussed GS method, we discretize the hyperparameter space with TT optimization (TTO) and then consider a tensor composed of scores that can be estimated by running an ML model with a corresponding set of hyperparameters. However, compared to GS, the TT method is dynamic, which means that the next set of evaluating points in the hyperparameter space is chosen based on the knowledge accumulated during all previous evaluations. With TTO we will not estimate all the scores $A(\bar{h})$ available to the model. Instead of this, we will approximate $A(\bar{h})$ via TT, referring to a limited number of tensor elements using the crossapproximation method [59]. During the process, new sets of hyperparameters for which the model needs to be evaluated are determined using the MaxVol routine [61]. The MaxVol routine is an algorithm that finds an $r \times r$ submatrix of maximum volume, i.e., a square matrix with a maximum determinant module in an $n \times r$ matrix.

Hyperparameters are changed in an iterative process, in which one is likely to find a better accuracy $A(\bar{h})$ after each iteration, and thus find a good set of hyperparameters. Notably, the TTO algorithm requires an estimate of $O(dnr^2)$ elements and $O(dnr^3)$ of calculations, where $d$ is the number of hyperparameters, $n$ is a number of discretization points, and $r$ is a fixed rank. If one compares it with the GS algorithm, which requires estimation of $O(n^d)$ elements, one is expected to observe practical advantages, especially with a large number of hyperparameters.

The TTO algorithm for the HPO is presented as the Algorithm 1 pseudocode that also corresponds to Fig. 1(d). The TTO algorithm can be described with 9 steps:

1. Suppose each of $d$ hyperparameters is defined on some interval $h_i \in [h_i^{\text{min}}, h_i^{\text{max}}]$, where $i \in [1, d]$. One first discretizes each of $d$ hyperparameters by
Algorithm 1 Tensor Train Optimization

1: Accuracy $A(h_{opt}) = 0$
2: $i_{swp} = 1$
3: Core = 1
4: $j_{swp} = 1$
5: Discretize each of $d$ hyperparameters with $n$ points
6: Randomly choose $r$ combinations of $(h_2, h_3, \ldots, h_d)$
7: while $i_{swp} \leq n_{swp}$ do
8: \hspace{1cm} while $j_{swp} \leq 2$ do
9: \hspace{2cm} while Core $< d$ do
10: \hspace{3cm} if Core $== 1$ then
11: \hspace{4cm} Estimate $A(h)$ of $nr$ elements with all $n$ values of $h_1$
12: \hspace{5cm} if $A(h_{opt}) < A(h)$ then
13: \hspace{6cm} $A(h_{opt}) = A(h)$
14: \hspace{5cm} end if
15: \hspace{4cm} MaxVol
16: \hspace{5cm} Fix corresponding $r$ values of $h_1$
17: \hspace{3cm} else
18: \hspace{4cm} Estimate $A(h)$ of $nr$ elements for fixed $(h_1, \ldots, h_{Core-1})$ with all $n$ values of $h_{Core}$
19: \hspace{5cm} if $A(h_{opt}) < A(h)$ then
20: \hspace{6cm} $A(h_{opt}) = A(h)$
21: \hspace{5cm} end if
22: \hspace{4cm} MaxVol
23: \hspace{5cm} Fix corresponding $r$ values of $(h_1, \ldots, h_{Core})$
24: \hspace{3cm} end if
25: Core = Core + 1
26: end while
27: Change index order $(h_d, \ldots, h_1)$
28: Relabel $(h_1, \ldots, h_d)$
29: Core = 1
30: $j_{swp} = j_{swp} + 1$
31: end while
32: $j_{swp} = 1$
33: $i_{swp} = i_{swp} + 1$
34: end while

\begin{itemize}
\item defining $n$ points
\[ \{h_i(1), h_i(2), \ldots, h_i(n)\}_{i=1}^{i=d}. \]
\end{itemize}

2. Then, we need to choose the rank $r$. This choice is a trade-off between computational time and accuracy, which respectively require a small and a large rank.

3. $r$ combinations of
\[ \{h_2^1(j), h_3^1(j), \ldots, h_d^1(j)\}_{j=1}^{j=r} \quad \text{(1)} \]
are chosen.

4. In the next three steps, we implement an iterative process called the “sweep right”. The first step of this iterative process is related to the first TT core evaluation:

- The accuracy of $nr$ elements is estimated with all $n$ values of the first hyperparameter $\{h_1(i_1)\}_{i_1=1}^{i_1=n}$ and for the $r$ combinations
\[ \{h_2^1(j), h_3^1(j), \ldots, h_d^1(j)\}_{j=1}^{j=r}. \]
\[ \{A(h_1(i_1), h_2^1(j), h_3^1(j), \ldots, h_d^1(j))\}_{j=1}^{j=r, i_1=n, i_2=1}. \quad \text{(2)} \]

- In this matrix of size $n \times r$ we search for a submatrix with maximum determinant module:
\[ \{A(h_1^1(i_1), h_2^1(j), h_3^1(j), h_d^1(j))\}_{j=1}^{j=r, i_1=n, i_2=1}. \quad \text{(3)} \]
The corresponding $r$ values of the first hyperparameter are fixed $\{h_1^1(i_1)\}_{i_1=1}^{i_1=n}$.

5. The next step of this iterative process is related to the second TT core evaluation:

- We fix $r$ values $\{h_1^1(i_1)\}_{i_1=1}^{i_1=r}$ of the previous step as well as $r$ combinations $\{h_2^1(j), h_3^1(j), \ldots, h_d^1(j)\}_{j=1}^{j=r}$ of the third step. We, then, estimate the accuracy of the $nr^2$ elements with all $n$ values of the second hyperparameter $\{h_2(i_2)\}_{i_2=1}^{i_2=n}$:
\[ \{A(h_1^1(i_1), h_2(i_2), h_3^1(j), \ldots, h_d^1(j))\}_{j=1}^{j=r, i_1=r, i_2=n, i_1=i_2=1}. \quad \text{(4)} \]

- Again, in this matrix of size $nr \times r$ we search for a submatrix with the maximum determinant module:
\[ \{A((h_2^1(k), h_3^1(k), h_d^1(j)))\}_{j=1}^{j=r, k=r, i_2=1}. \quad \text{(5)} \]
$r$ combinations $\{(h_2^1(k), h_3^1(k))\}_{k=1}^{k=r}$ of the first and the second hyperparameters are fixed.

6. The $d-1$ TT core evaluation:

- We fix $r$ combinations $\{(h_1^{d-2}(k), h_2^{d-2}(k), \ldots, h_d^{d-2}(k))\}_{k=1}^{k=r}$ of the $d-2$ TT core as well as $r$ combinations $\{h_d^1(j)\}_{j=1}^{j=r}$ of the third step. We, then, estimate the accuracy of the $nr$ elements with all $n$ values of the $\{h_{d-1}(i_{d-1})\}_{i_{d-1}=1}^{i_{d-1}=n, i_1=r}$:
\[ \{A((h_1^{d-2}(k), \ldots, h_2^{d-2}(k)), h_{d-1}(i_{d-1}), h_d^1(j))\}_{k=1}^{k=r, i_{d-1}=n, j=r, i_{d-1}=1, i_1=1}. \quad \text{(6)} \]

- Again, in this matrix of size $nr \times r$ we search for a submatrix with the maximum determinant module:
\[ \{A((h_1^{d-1}(k), h_2^{d-1}(k), \ldots, h_d^{d-1}(k)))\}_{k=1}^{k=r, j=r, k_{d-2}=1}. \quad \text{(7)} \]
r combinations $\{(h_1^{d-1}(k), h_2^{d-1}(k), \ldots, h_d^{d-1}(k))\}_{k=1}^{k=r}$ of the first hyperparameters are fixed.
The end of one “sweep right” is reached.

7. Similar to step 3, we have \( r \) combinations of hyperparameters, but they are not random anymore. We next perform a similar procedure in the reverse direction (from the last hyperparameter to the first). The process is called the “sweep left”.

One first changes the index order:

\[
\{(h^{d-1}_1(k), h^{d-1}_2(k), \ldots, h^{d-1}_{d-1}(k)) \}_{k=1}^{k=r} \Rightarrow \text{relabel}
\]

\[
\{(h^{d-1}_{d-1}(k), h^{d-1}_{d-2}(k), \ldots, h^{d-1}_2(k)) \}_{j=1}^{j=r}
\] (8)

And then, continues from the fourth step of the TTO algorithm.

8. A combination of the “sweep right” and the “sweep left” is a full sweep. We do \( n_{\text{swp}} \) full sweeps in this algorithm.

9. During all the iterations, we record it if we estimate a new maximum score.

C. Benchmarking HPO Methods

In order to ascertain the solution quality in our proposed method for hyperparameter optimization, we tested over three black-box objective functions. These functions included the Schwefel, Fletcher-Powell, and Vincent functions from the optproblems Python library [62]. We ran 100 randomly initialized trails and recorded average fitness and maximum number of function evaluations in response to the change in the problem size \( d \) for each objective function. We compared grid search (GS) and tensor train (TT) - both tabular methods for hyperparameter optimization. For tensor train and grid search, we partitioned the hyperparameter ranges with 4 discrete points per hyperparameter. For tensor train we set the rank parameter \( r = 2 \).

![Grid Search vs Tensor Train](image)

FIG. 2: Tensor Train (TT) and Grid Search (GS): Expected Runtime in maximum objective function evaluations vs. growth of problem dimension \( d \).

### Table I: Table of results comparing HPO methods for Schwefel, Fletcher-Powell, and Vincent objective functions.

| HPO Method | Average Fitness | \( d \) | \( ER \) |
|------------|-----------------|--------|--------|
| Schwefel   |                 |        |        |
| TT         | -541.76         | 3      | 32     |
| GS         | -541.76         | 3      | 64     |
| TT         | -1083.53        | 6      | 80     |
| GS         | -1083.53        | 6      | 4092   |
| TT         | -1805.89        | 10     | 144    |
| GS         | -1805.89        | 10     | 10000  |
| Fletcher-Powell |                 |        |        |
| TT         | 5136.64         | 3      | 32     |
| GS         | 4113.78         | 3      | 64     |
| TT         | 23954.5         | 6      | 80     |
| GS         | 14295.2         | 6      | 4092   |
| TT         | 78101.4         | 10     | 144    |
| GS         | 36390.11        | 10     | 10000  |
| Vincent    |                 |        |        |
| TT         | -0.232          | 3      | 32     |
| GS         | -0.243          | 3      | 64     |
| TT         | -0.242          | 6      | 80     |
| GS         | -0.243          | 6      | 4092   |
| TT         | -0.241          | 10     | 144    |
| GS         | -0.243          | 10     | 10000  |

Computer vision and classification systems are ubiquitous within the mobility and automotive industries. In this article, we investigate the car classification problem using the Car data set [63] provided by Stanford CS Department. Examples of cars in the data set are shown in Fig. 3. The Stanford Cars data set contains 16,185 images of 196 classes of cars. The data is split into 8,144 training images and 8,041 testing images. The classes are typically at the combination of Make, Model, Year, e.g., Volkswagen Golf Hatchback 1991 or Volkswagen Beetle Hatchback 2012. Since the images in this data set have different sizes, we resized all images to 400 by 400 pixels. In addition, we apply random rotations by maximum \( 15^\circ \), random horizontal flips, and normalization to the training data. For testing data, only normalization has been applied.

We use transfer learning to solve the car classification problem. Transfer learning is a powerful method for training neural networks in which experience in solv-
As shown in the Fig. 3(a), in the classical network after ResNet34 we add three fully-connected layers. Each output neuron corresponds to a particular class of the classification problem, e.g., Volkswagen Golf Hatchback 1991 or Volkswagen Beetle Hatchback 2012. The output neuron with the largest value determines the output class. Since the output from the ResNet34 is composed of 512 features, the first fully-connected layer consists of 512 input neurons and a bias neuron and \( n \) output features. The second fully-connected layer connects \( n \) input neurons and a bias neuron with \( nq \) output features. The value of \( n \) and \( q \) can vary, thus changing the number of weights in the classical network. Since the network classifies \( k \) classes in the general case, the third fully-connected layer takes \( nq \) neurons and a bias neuron as input and feeds \( k \) neurons as output.

In the hybrid analog as shown in Fig. 3(b) we replace the second fully-connected layer with a quantum one. It is worth noting that the number of qubits used for the efficient operation of the model is initially unknown. In the quantum layer, the Hadamard transform is applied to each qubit, then the input data is encoded into the angles of rotation along the \( y \)-axis. The variational layer consists of the application of the CNOT gate and rotation along \( x \), \( y \), \( z \)-axes. The number of variational layers can vary. Accordingly, the number of weights in the hybrid network can also change. The measurement is made in the \( X \)-basis. For each qubit, the local expectation value of the \( X \) operator is measured. This produces a classical output vector, suitable for additional post-processing. Since the optimal number of variational layers (\( q \), depth of quantum circuit) and the optimal number of qubits \( n \) are not known in advance, we choose these values as hyperparameters. A thorough analysis of the quantum circuit for \( n = 2 \) is given in the Appendix, where three approaches are employed to measure the efficiency, trainability, and the expressivity of this quantum model.

We use the cross-entropy as a loss function

\[
    l = - \sum_{c=1}^{k} y_c \log p_c \tag{9}
\]

where \( p_c \) is the prediction probability, \( y_c \) is 0 or 1, determining respectively if the image belongs to the prediction class, and \( k \) is the number of classes. We use the Adam optimizer \([68, 69]\) and reduce the learning rate after several epochs. There is no one-size-fits-all rule of how to choose a learning rate. Moreover, in most cases, dynamic control of the learning rate of a neural network can significantly improve the efficiency of the backpropagation algorithm. For these reasons, we choose the initial learning rate, the period of learning rate decay, and the multiplicative factor of the learning rate decay as hyperparameters. In total, together with number of variational layers and number of qubits, we optimize five hyperparameters presented in Table 11 to improve the accuracy of solving the problem of car classification.

FIG. 3: Classical (a) and Hybrid (b) quantum neural network architectures.
FIG. 4: (a) Dependence of accuracy on the number of iterations HPO. TTO for the hybrid model found a set of hyperparameters that gives an accuracy of 0.852 after 6 iterations, 0.977 after 18 iterations, for the classical model found 0.977 after 6 iterations. Grid search for the hybrid model found a set of hyperparameters that gives an accuracy of 0.989 after 75 iterations, for the classical model found 0.920 after 75 iterations. (b) Dependence of accuracy on the number of epochs with the found optimal set of hyperparameters.

| Hyperparameter                  | Label                  | Range       | Hybrid HPO values | Classical HPO values |
|--------------------------------|------------------------|-------------|-------------------|----------------------|
| number of qubits, number of neurons | n                      | 4 – 16      | 13                | 5                    |
| depth of quantum circuit       | q                      | 1 – 5       | 4                 | x                    |
| number of neurons              | nq                     | 4 – 80      | ×                 | 80                   |
| initial learning rate          | α₀                     | 1 – 10×10⁻⁴ | 5×10⁻⁴            | 5 × 10⁻⁴             |
| step of learning rate          | αₜ                     | 1 – 8       | 8                 | 5                    |
| multiplicative factor of learning rate decay | αᵦ                  | 0.1 – 0.2   | 0.1               | 0.2                  |

TABLE II: The table shows which hyperparameters are being optimized, their labels, limits of change, and the best values found during HPO.

E. Simulation Results

We next perform a simulation of the hybrid quantum residual neural network described in the previous section. The simulation is compared to its classical analog, the residual neural network, in a test car classification task. Because of the limited number of qubits available and computational time constraints, we used a classification between two classes, Volkswagen Golf Hatchback 1991 and Volkswagen Beetle Hatchback 2012, to compare the classical and hybrid networks fairly. In total, we used 88 testing images and 89 training images. Both the hybrid quantum HQNN model, and the classical NN model, were used together with the GS and TTO methods for hyperparameter optimization. All machine learning simulations were carried out in the QMware cloud, on which the classical part was implemented with the PyTorch framework, and the quantum part was implemented with the <basiq> SDK [25, 28, 70]. The results of the simulations are shown in Fig. 4.

Fig. 4(a) shows the dependence of accuracy on the number of HPO iterations on the test data, where one iteration of HPO is one run of the model. Green color shows the dependence of accuracy on the number of iterations for the HQNN, blue color shows for the classical NN. As one can see from Fig. 4(a), TTO works more efficiently than GS and in fewer iterations finds hyperparameters that give an accuracy above 0.9. HQNN with TTO (marked with green crosses) finds a set of hyperparameters that yields 97.7% accuracy over 18 iterations. As for the GS (marked solid green line), it took 44 iterations to pass the threshold of 98% accuracy.

TTO finds in 6 iterations a set of hyperparameters for the classical NN, which gives an accuracy of 97.7%, which is the same as the accuracy given by the set of hyperparameters for the HQNN that found in 18 iterations. As for the GS, it is clear that the optimization for the HQNN works more efficiently than for the classical one. And the optimization of the HQNN requires fewer iterations to achieve higher accuracy compared to the optimization of the classical NN. A possible reason is that a quantum layer with a relatively large number of qubits and a greater depth works better than its classical counterpart.

The best values found during HPO are displayed in Table II. The quantum circuit corresponding to the optimal set of hyperparameters has 52 variational parameters, leading to a total of 6749 weights in the HQNN. In the classical NN there are 9730 weights. Therefore, there are significantly fewer weights in a HQNN compared to a classical NN. Nevertheless, as can be seen from the Fig. 4(b), the HQNN, with the hyperparameters found using the GS, reaches the highest overall accuracy (98.9%). The Fig. 5 shows examples of car images that were classified correctly by the HQNN model. The HQNN with an optimized set of hyperparameters achieved an accuracy of 0.989.
DISCUSSION

We introduced two new ML developments to image recognition. First, we presented a quantum-inspired method of tensor train decomposition for choosing ML model hyperparameters. This decomposition enabled us to optimize hyperparameters similar to other tabular search methods, e.g., grid search, but required only $O(n^2 r^2)$ hyperparameter choices instead of $O(n^d)$ in the grid search method. We verified this method over various black box functions and found that the tensor train method achieved comparable results in average fitness, with a reduced expected run time for most of the test functions compared to grid search. This indicates that this method may be useful for high dimensional hyperparameter searches for expensive black-box functions. Future work could investigate using this method in combination with local search heuristic, where the tensor train optimizer performs a sweep over a larger search space within a budget, and seeds another optimization routine for a local search around this region. This method could also be applied to the $B/n$ problem for successive halving algorithm by decomposing the search space to find the optimal ratio of budget $B$ over configurations $n$. Future work could investigate these applications in more detail.

Second, we presented a hybrid quantum neural network model for supervised learning. The hybrid model consisted of the combination of ResNet34 and a quantum circuit part, whose size and depth became the hyperparameters. The size and flexibility of the hybrid ML model allowed us to apply it to car image classification. The hybrid ML model with GS showed an accuracy of 0.989 after 75 iterations in our binary classification tests with images of Volkswagen Golf Hatchback 1991 and Volkswagen Beetle Hatchback 2012. This accuracy was better than of a comparable classical ML model with GS showed an accuracy of 0.920 after 75 iterations. In the same test, the hybrid ML model with TTO showed an accuracy of 0.977 after 18 iterations, whereas the comparable classical ML model with TTO, which showed the same accuracy of 0.977 after 6 iterations. Our developments provide new ways of using quantum and quantum-inspired methods in practical industry problems. In future research, exploring the sample complexity of the hybrid quantum model is of importance, in addition to generalization bounds of the quantum models similar to research in Ref. [71]. Future work could also entail investigating state-of-the-art improvements in hyperparameter optimization for classical and quantum-hybrid neural networks and other machine learning models by leveraging quantum-inspired or quantum-enhanced methods.
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There are many methods to do this and in this paper we focus on three of them:

• Fourier accessibility, first suggested in Ref [73]

• Fisher information degeneracy and the effective dimension as suggested in Ref [74]

• ZX calculus circuit-reducibility as suggested in Ref [72]

In this section, we critically analyze the parameterized quantum circuit (PQC) suggested in Section D. There are many methods to do this and in this paper we focus on three of them:

- ZX calculus circuit-reducibility as suggested in Ref [72]
- Fisher information degeneracy and the effective dimension as suggested in Ref [73]
- Fourier accessibility, first suggested in Ref [74]
FIG. A1: The only changes we could make to this circuit are fusing some constant spiders, which we will need to re-introduce later for circuit efficiency. Additionally, measurements are in the X-basis, so all variational parameters to the right of the last CNOT only contribute to the qubit that they are applied to. This is particularly evident in Figs A5(a) and (e), where there is only one CNOT in the system. This allows us to assign a variable specific to each qubit which we can use to tune the output of each qubit independently.

We see that the circuit in use is optimally chosen based on these measures.

1. ZX calculus

ZX calculus is a graphical language that can reduce a circuit to an identical, simpler one[72]. To reduce a circuit using ZX calculus we need to first convert the quantum circuit to a ZX graph. Then we can use the ZX calculus rules, suggested in Ref [75], to reduce this graph to a more fundamental version of itself. We then convert the reduced ZX graph back to a new and reduced circuit. If a circuit cannot be reduced, we shall refer to it as ZX-irreducible. A circuit of this type can use the maximum potential of the trainable layers and includes no fully redundant parameters.

Our circuit produces the graph in Fig A1. None of the parameterized gates shown in this figure can commute or be simplified, and therefore our circuit is ZX-irreducible. Specifically, the following two crucial steps were taken to make sure that this is the case:

- Due to the final $R_Z$ rotation gates, measurements were made in the X-basis to make sure these gates were not made redundant, and
- $R_Y$ rotation gates were employed to prevent the non-commutativity through the CNOT gates.

Although ZX-irreducibility is a crucial condition to look for, further analysis is required to understand the expressivity and the efficiency of the circuit.

2. Fisher information and effective dimension

We can summarise supervised machine learning as creating a hypothesis model $h_{\theta}(\hat{x})$ from a labelled dataset $(x, y) \in \mathcal{X} \times \mathcal{Y}$ that could produce an approximation to the distribution of the data in nature, $f(x)$. We are provided with a subset of $S$ labelled data points from this distribution and we need to optimise our hypothesis model to be a representative model of $f(\hat{x})$.

To do this, we need to maximize the probability that given the model parameters $\theta$ and some data point $x$ we get the associated label $y$. This conditional probability can be written as $P(y|x, \theta)$. However, the latter notion assumes a uniform distribution over $\mathcal{X}$, and to be more accurate we need to consider the joint probability, $P(y, x|\theta)$. The joint probability distribution can be empirically evaluated for any value of $\theta$ for a given subset of data. Thus, we can think of the joint probability as an N-dimensional manifold where N is the number of trainable parameters $N = |\theta|$. The Fisher information matrix $F(\theta)$ can define a metric over this manifold[73, 76]

$$F(\theta) = \mathbb{E}_{(x_i, y_i)} [\nabla_\theta \log(P) \nabla_\theta \log(P)^T].$$

(10)

This metric can be diagonalized to produce a locally Euclidean tangential basis whose diagonal values provide the square of the gradient of our joint probability in this diagonalized basis. These values can be obtained by calculating the eigenvalues of the Fisher matrix. To understand the usefulness of this insight, we need to understand the issue of barren plateaus in quantum neural networks (QNNs). Ref [77] suggested that for a chosen QNN, the expectation values of the gradients are zero and their variances decrease exponentially with the number of qubits. This combination means that QNNs suffer from vanishing gradients, a phenomenon known as the barren plateau problem. We must
avoid these barren plateaus by ensuring our network can produce a spectrum of gradients rather than a large number of zeros. We showed that the eigenvalues of the Fisher information matrix produced the square of our gradients. Therefore, by calculating the eigenvalue spectrum of Fisher matrices for many realizations of $\theta$ we can investigate the trainability - the robustness of the QNN against barren plateaus - of the specific 2-qubit network. It is noteworthy that the barren plateau phenomenon scales exponentially with the qubit count and that this section of the analysis is only applicable to the 2-qubit case. A network with high trainability would have a lower eigenvalue degeneracy about zero.

Ref [78] takes this concept a step further by assuming that - under some weak conditions - the Fisher information matrix above is equal\(^1\) to the Hessian matrix defined as

$$H(\theta) = E_{\{x_i, y_i\}}[\nabla^T \nabla \log(P)],$$

which is the matrix of second-order derivatives. Then, it uses this equivalence to derive a complexity measure that is dependent on the size of the subset $S$. This measure of complexity is defined as the effective dimension and was

\(^{1}\) It is noteworthy that this idea is sometimes contested in the statistical learning literature [79, 80].
first practically explored in Ref [73] to show that QNNs can have a higher expressivity than classical machine learning models. The latter work defines the effective dimension as

\[
\gamma S \left( \mathcal{M}_\theta \right) := 2 \log \frac{1}{V_\theta} \sqrt{\det \left( \mathbf{I}_N + \frac{\gamma S}{2 \pi \log S} \hat{F}(\theta) \right)} \frac{d\theta}{\log \left( \frac{\gamma S}{2 \pi \log S} \right)},
\]

(12)

where \( V_\theta := \int \Theta d\theta \) is the volume of the parameter space, \( \gamma \) is a constant in \((0, 1]\) introduced in Ref [73], and \( \hat{F}(\theta) \) is the normalised Fisher matrix defined as

\[
\hat{F}_{ij}(\theta) := N \frac{V_\theta}{\int \Theta tr(F(\theta))d\theta} F_{ij}(\theta).
\]

(13)

We can calculate the Fisher information for the specific hyperparameter settings of our circuit. Specifically, we consider a 2-qubit variation of this circuit with the number of trainable layers varying from 1 to 20. Following the lead of Ref [73], we create a Gaussian dataset \( x \sim \mathcal{N}(\mu = 0, \sigma^2 = 1) \) and evaluate the joint probability by overlapping the specific resultant state with the state of our QNN

\[
P(y, x | \theta) = \langle y | \psi(\theta, x) \rangle,
\]

(14)

where \( y \) is the output state. Note that this has to be averaged over all possible \( y \) and \( x \). This way, we can calculate the empirical Fisher information for any \( \theta \). Fig A2 shows the mean-square, normalised Fisher matrix for 1000 data points and 100 uniform weight realizations \( \theta \in (0, 2\pi] \). Observing the diagonal elements, it seems that none of the parameters is especially dominant or redundant. A further test would be to look at the Fisher eigenvalue spectra shown in Fig A3. We can see that the degeneracy of the eigenvalues around zero increases for a higher number of trainable layers.

Finally, to obtain the effective dimension, we can evaluate the integral in Eq 12 by taking the average of 100 Fisher realizations. Fig A4(a) shows the effective dimension against the number of trainable layers of our network. Increasing the number of trainable layers increases the effective dimension. This is unsurprising as we defined the effective dimension as a measure of expressivity and we expect that adding trainable layers would increase the expressivity of the network. However, we also see that adding trainable layers could yield diminishing returns at higher values.

Additionally, it was shown in Ref [81] that certain QNNs can become over-parameterized and exhibit lowered parameter efficiency. This was quantified by finding the parameterization for which, at least at one point in the loss landscape, any added parameter would leave the rank of the Fisher information matrix unchanged - in other words,
the rank of the Fisher matrix becomes saturated for an over-parameterized circuit. Examining Fig A4(b), we see the FIM rank of the circuit increases linearly with the number of trainable parameters and then plateaus at 6 trainable layers, reaching a maximal rank of \( r = 12 \). This means that although the effective dimension seems to increase beyond this point, the circuit is saturated and there is no further increase in expressivity.

These analyses signify a trade-off between trainability, determined by the eigenvalue spectra in Fig A3, and the expressivity quantified by the effective dimension and upper-bound by the maximal rank.

### 3. Fourier accessibility

Ref [74] showed that a QNN that uses angle-embedding\(^2\) produces a truncated Fourier series of degree \( L \). This degree is dependent on the number of encoding repetitions employed in a QNN, a strategy first employed in Ref [83]. Furthermore, Refs [74, 84] showed that for a multi-feature setting we get a multi-dimensional truncated Fourier series. For a two-feature setting, we get

\[
f(\theta, x) = \langle \psi(\theta, x) | M | \psi(\theta, x) \rangle
\]

\[
f(\theta, x) = \sum_{l_1 = -L_1}^{L_1} \sum_{l_2 = -L_2}^{L_2} 2 |c_{l_1, l_2}| \cos(l_1 x_1 + l_2 x_2 - \arg(c_{l_1, l_2}))
\]

where \( |\psi(\theta, x)\rangle \) is the quantum state of the system after encoding and variational layers, \( M \) is the measurement gate, and \( L_1 \) and \( L_2 \) are the number of encoding repetitions of the first and the second feature respectively. The complex coefficients \( c_{l_1, l_2} \) determine the amplitude and the phase of each Fourier term. These coefficients depend only on the variational gates, and so, our accessibility to a full Fourier series is limited by how these variational gates span the Fourier space. We can investigate a specific subset of our networks with 2 features and a single encoding repetition. This means that our circuit has \( L_1 = L_2 = 1 \). Thus, we can set up the circuit and randomly realize the weights many times to assess the Fourier accessibility of the circuit. Fig A5 shows the Fourier accessibility of our network for 100 uniform realizations of weights \( \theta \in [0, 2\pi)^N \). It is evident that increasing the number of trainable layers improves the Fourier accessibility of the QNN. Furthermore, we can see that to have an unimpeded network we need at least 3 layers of variational gates.

### 4. Summary

In this analysis, we assessed the feasibility of the chosen quantum circuit and looked at three approaches for analyzing its effectiveness: ZX-reducibility, Fisher information, and Fourier analysis. In Sec 1 we proved that there are no redundant parameters in the circuit caused by commutation of the quantum gates and that certain weights are reserved for independent contribution to each qubit. Then, in Sec 2 we showed that none of the parameters dominated the training and that by increasing the number of trainable layers, the trainability and the complexity of our model respectively decreased and increased. The increase in model complexity stopped at 6 layers, where we showed that the rank of the Fisher information matrix was saturated and any additional parameterization would be futile. Finally, in Sec 3 we used the theoretical findings of Ref [74] to show that for a 2-qubit version of our network we at least needed 3 layers of variational gates to represent the full Fourier landscape.

---

\(^2\)Ref [82] provided expressivity analysis for different angle embedding strategies.
FIG. A5: The Fourier accessibility of our circuit when employed for two features. Note that $l_1$ is only shown to span the positive half of its indices and this is due to the symmetry of these coefficients $c_{l_1, l_2} = c_{-l_1, -l_2}$. In all figures, we see that the circuit is not able to change the offset coefficient. This sets a constraint but also increases our accessibility because at a maximum the amplitude of the Fourier output cannot exceed 1 (as the expectation value of our circuit needs to remain between -1 and 1). Figs (a) and (e) respectively show the output of the first and the second qubits when only one trainable layer is implemented. In this case, the associated qubit has an asymmetric advantage in accessibility. We also see that in this case, the phases of our coefficients remain fixed. Both of the mentioned issues can be improved by adding trainable layers, and Figs (d) and (h) corroborate this statement. Note that this does not show the full extent of Fourier accessibility as a complete investigation would also look into the inter-dependence of these coefficients, but that lies outside the scope of this work.