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Abstract

We aim to enable an autonomous robot to learn new skills from demo videos and use these newly learned skills to accomplish non-trivial high-level tasks. The goal of developing such autonomous robot involves knowledge representation, specification mining, and automated task planning. For knowledge representation, we use a graph-based spatial temporal logic (GSTL) to capture spatial and temporal information of related skills demonstrated by demo videos. We design a specification mining algorithm to generate a set of parametric GSTL formulas from demo videos by inductively constructing spatial terms and temporal formulas. The resulting parametric GSTL formulas from specification mining serve as a domain theory, which is used in automated task planning for autonomous robots. We propose an automatic task planning based on GSTL where a proposer is used to generate ordered actions, and a verifier is used to generate executable task plans. A table setting example is used throughout the paper to illustrate the main ideas.
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1. Introduction

Our work is motivated by the quest for high-level autonomy in service robots that can adapt to our everyday life. The key challenge comes from the fact that we cannot pre-program the robot since the working environment of a service robot is unpredictable [1], and the tasks for the robot to accomplish could be new in the sense that the robot has never been trained before. Instead of waiting for hours’ trial-and-error, we expect the robot can learn new skills instantly and achieve high-level tasks even when the tasks are only partially or vaguely specified, e.g., “John is coming for dinner, set-up the dinner table.” Setting up a table for dinner may be new for the robot if it has never done the task before.

The solution we propose is to learn related new skills through observing demo videos and apply the skills in solving a vague task assignment. In the solution, we assume that the robot can go to internet and fetch demo videos for the task at hand (like we learn new skills by searching Google or watching YouTube videos). We also assume that the robot can reliably detect the objects in the demo videos and match the objects in its surrounding environment. Our key idea of the solution is to formally specify the learned skills by employing a graph-based spatial temporal logic (GSTL), which was proposed recently for knowledge representation in autonomous robots [2]. GSTL enables us to formally represent both spatial and temporal knowledge that is essential for autonomous robots. It is also shown in [2] that the satisfiability problem in GSTL is decidable and can be solved efficiently by SAT. In this paper, we further ask (a) how to automatically mine GSTL specifications from demo videos and generate a domain theory, and (b) how to achieve an automated task planning based on the newly learned domain theory.

Specifically, for the first question, we propose a new specification mining algorithm that can learn a set of parametric GSTL formulas describing spatial and temporal relations from the video. By parametric GSTL formulas, we mean the temporal and spatial variables in GSTL formulas are yet to be decided. Specification mining for spatial logic or temporal logic has been studied separately in the literature [3, 4, 5, 6, 7]. However, we cannot simply combine the existing specification mining techniques for GSTL as GSTL has a broader expressiveness (e.g. parthood, connectivity, and metric extension) compared to existing spatial temporal logic [4]. The present techniques face difficulties when it models actions involving coupled spatial and temporal information with metric extension, e.g., a hand holds a plate with a cup on top of it for one minute. To handle this difficulty, our basic idea is to generate simple spatial GSTL terms and construct more complicated spatial terms and temporal formulas based on the simple spatial terms inductively. Specifically, we construct spatial terms by mining both parthood and connectivity of the spatial elements and temporal formulas by considering preconditions and consequences of a given spatial term. The obtained parametric GSTL formulas can represent skills demonstrated by the video and form as a domain theory to facilitate automated task planning.

For the second question, we propose an interacting proposer and verifier to achieve an automated task planning based on the newly learned domain theory in parametric GSTL. Many
approaches have been proposed in AI and robotics on automated task planning, which can be roughly divided into several groups, including graph searching [8], model checking [9], dynamic programming [10], and MDP [11]. Despite the success of existing approaches, there is a big gap between planning and executing where the task plan cannot guarantee the feasibility of the plans. The interaction between proposer and verifier aims to fill this gap. The proposer generates ordered actions, and the verifier makes sure the plan is feasible and can be achieved by robots. In the proposer, we use the available actions in the domain theory as basic building blocks and generate ordered actions for the verifier. The verifier checks temporal and spatial constraints posed by the domain theory and sensors by solving an SMT satisfiability problem for the temporal constraints and an SAT satisfiability problem for the spatial constraints.

The contributions of this paper are mainly twofold. First, we propose a new specification mining algorithm for GSTL, where a set of parametric GSTL is learned from demo videos. The proposed specification mining algorithm can mine both spatial and temporal information from the video with limited data. The parametric GSTL formulas form the domain theory, which is used in the planning. Our work differs from the existing work where the domain theory is assumed to be given. Second, we design an automatic task planning framework containing an interactive proposer and a verifier for autonomous robots. The proposer can generate ordered actions based on the domain theory and the task assignment. The verifier can verify the feasibility of the proposed task plan and generate time instances for an executable action plan. The overall framework is able to independently solve a vague task assignment with detailed and executable action plans with limited human inputs.

The rest of the paper is organized as follows. In Section 2, we introduce related work on pursuing autonomous robots. In Section 3, we give a motivating scenario and formally state the problem. In Section 4, we briefly introduce the graph-based spatial temporal logic, GSTL. In Section 5, we introduce the specification mining algorithm based on demo videos. An automatic task planning framework is given in Section 6. We evaluate the proposed algorithms in Section 7 with a table setting example. Section 8 concludes the paper.

2. Related work

A high-level autonomy for mobile robots is a very ambitious goal that needs support from many areas, such as navigation & mapping, perception, knowledge representation & reasoning, task planning, and learning. In this section, we will briefly introduce the most relevant work to us in knowledge representation, specification mining, and automated task planning.

2.1. Knowledge representation and reasoning

One of the most promising fields in knowledge representation and reasoning is the logic-based approach, where knowledge is modeled by predefined elementary (logic and non-logic) symbols [12], and automated planning is performed through primitive operations manipulating the symbols [13]. Classic logic such as propositional logic [14], first-order logic [15], and description logic [16] are well developed and can be used to represent knowledge with a great expressiveness power in different domains. However, this is achieved at the expense of tractability. The satisfiability problem of classic logic is often undecidable, which further limits its application in autonomous robots. Furthermore, in general, classic logic fails to capture the temporal and spatial characteristics of the knowledge. For example, it is difficult to capture information such as a robot hand is required to hold a cup for at least five minutes. As spatial and temporal information are often particularly important for autonomous robots, spatial logic and temporal logic are studied both separately [17, 18] and combined [19, 20, 21, 22]. By integrating spatial and temporal operators with classic logic operators, spatial temporal logic shows great potential in specifying a wide range of task assignments for autonomous robots with automated reasoning ability.

However, two significant concerns limit the applications of spatial temporal logic in autonomous robots. First, the knowledge needed for task planning is often given by human experts in advance. The dependence on human experts is caused by the lack of specification mining algorithm between the real world and the symbolic-based knowledge representation. Second, there are few results in spatial temporal logic where the task plan is automatically generated and is executable and explainable to robots. Lots of existing spatial temporal logic are undecidable due to their combination of spatial operators and temporal operators [19], and the resulting task plan may not be feasible for robots to complete. In summary, the lack of specification mining and executable task planning limits spatial temporal logic’s applications on autonomous robots.

2.2. Learning and specification mining

Learning is essential for autonomous robots since deployment in real worlds with considerable uncertainty means any knowledge the robot has is unlikely to be sufficient. By focusing on specific scenarios, robots can increase their knowledge through learning, which has been applied to applications such as assembling robots [22] and service robots [23]. As the applications in autonomous robots are often task-oriented, the goal of learning is often to find a set of control policies for given tasks. Such policy can be learned through approaches such as learning from demonstration [24] and reinforcement learning [25, 26].

In a logic-based approach, learning is often addressed by specification mining, where a set of logic formulas are learned from data or examples. Most of the recent research has focused on the estimation of parameters associated with a given logic structure [27, 28, 6, 29]. However, the selected formula may not reflect achievable behaviors or may exclude fundamental behaviors of the system. Furthermore, by giving the formula structure a priori, the mining procedure cannot derive new knowledge from the data. Few approaches such as directed acyclic graph [3] and decision tree [5] are explored for temporal logic where the structures are not entirely fixed.

Despite the success of specification mining, the majority of specification mining algorithms developed to date generate
a purely reactive policy that maps directly from a state to action without considering temporal relations among actions [24]. They have difficulty addressing complicated temporal and spatial requirements, such as accomplishing particular task infinity often or holding a cup for at least 5 minutes. One possible solution is encoding temporal and spatial information in the policy derivation process.

With the ability of learning and reasoning, robots can independently solve a task assignment through automated task planning. We review related work on automated task planning as follows.

2.3. Automated task planning

The automated task planning determines the sequence of actions to achieve the task assignment. Existing planning approaches such as GRAPHPLAN [8], STRANDS [30], CoBot [31] and Tangy [32] are able to generate ordered actions for a given task assignment from users. Different systems vary on if they consider preconditions and effects of robots’ actions on time and resources. In GRAPHPLAN, both preconditions and effects of actions are modeled during the task planning. In STRANDS and CoBot, task planning is generated based on models (e.g., MDP model for a working environment) learned from the previous execution. Even though existing work can generate ordered actions, there is no guarantee that the ordered actions are feasible and executable for robots when spatial and temporal constraints are considered. A verification process is needed for the ordered actions [33].

As robots are more adaptable to a structured environment, the research trending is integrating learning and task planning processes in robots for a less structured environment. The performance of robots is evaluated over variation in task assignment and available resources [33] so that the plans are feasible and executable for robots.

3. Problem formulation

We introduce the motivating scenarios and a formal problem statement in this section. In this paper, we aim to develop an autonomous robot with the ability to learn available actions from examples and generating executable actions to fulfill a given task assignment. The motivating scenario is given in Fig. 1 where the initial table setup is given in the left figure, and the goal is to set up the dining table as shown in the right figure. We formally state the problem as follows.

**Problem 1.** Given a set of demo videos $G$ and an initial table setup $s_1, s_2, \ldots$ as shown in the left in Fig. 1, we aim to accomplish a target setup $s_1^*, s_2^*, \ldots$ shown in the right in Fig. 1 through an executable task plan $\psi$ as GSTL formulas. Here, $s_i$ and $s_i^*$ are GSTL spatial terms representing table setup. The problem is solved by solving the following two sub-problems.

1. Generate a domain theory $\Sigma = \{a_1, a_2, \ldots\}$ in GSTL via specification mining based on video $G$.
2. Generate the task plan $\psi$ based on the initial setup $s_i$, the target setup $s_i^*$, and the domain theory $\Sigma$.

![Figure 1: An example of specification mining and automatic task planning for the dining table setting. The left figure is the initial table setup. The right figure is the target table setup.](image)

To solve Problem 1, we adopt the following assumptions with justifications. First, we assume that we know the objects and concepts we are interested in and all the prehension relations for the objects. For example, we know “hand is part of body part” and “cup is a type of tool.” Second, we assume reliable object detection with an accurate position tracking algorithm is available since there are many mature object detection algorithms [34] and stereo cameras like ZED can provide an accurate 3D position for objects [35].

4. Graph-based spatial temporal logic

In this section, we briefly introduce the graph-based spatial temporal logic (GSTL). First, we introduce the temporal and spatial representation for GSTL.

4.1. Temporal and spatial representations

There are multiple ways to represent time, e.g., continuous-time, discrete-time, and interval. As people are more interested in time intervals in autonomous robots, in this paper, we use a discrete-time interval. We employ Allen interval algebra (IA) [36] to model the temporal relations between two intervals. Allen interval algebra defines the following 13 temporal relations between two intervals, namely before ($b$), meet ($m$), overlap ($o$), start ($s$), finish ($f$), during ($d$), equal ($e$), and their inverse ($^{-}$) except equal.

As for the spatial representations, we use regions as the basic spatial elements instead of points. Within the qualitative spatial representation community, there is a strong tendency to take regions of space as the primitive spatial entity [17]. In practice, a reasonable constraint to impose would be that regions are all rational polygons. To consider the relationships between regions, we consider parthood and connectivity in our spatial model, where parthood describes the relational quality of being a part, and connectivity describes if two spatial objects are connected. GSTL further includes directional information in connectivity. It is done by extending Allen interval algebra into 3D, which is more suitable for autonomous robots. The relations between two spatial regions are defined as $R = \{A, B, C: A, B, C \in \mathcal{R}_{IA}\}$, where $13 \times 13 \times 13$ basic relations are defined. An example is given in Fig. 2 to illustrate the spatial relations. For spatial objects, $X$ and $Y$ in the left where $X$ is at the front, left, and below of $Y$, we have $X((b, b, o))Y$. For
spatial objects, $X$ and $Y$ in the right where $Y$ is completely on top of $X$, we have $X((e, e, m)) Y$.

![Diagram](image)

Figure 2: Representing directional relations between objects $X$ and $Y$ in 3D interval algebra

We apply a graph with a hierarchy structure to represent the spatial model. Denote $\Omega = \bigcup_{i=1}^{n} \Omega_i$ as the union of the sets of all possible spatial objects where $\Omega_i$ represents a certain set of spatial objects or concepts.

**Definition 1** (Graph-based Spatial Model). The graph-based spatial model with a hierarchy structure $G = (V, E)$ is constructed by the following rules. 1) The node set $V = \{V_1, ..., V_n\}$ is composed of a group of node set where each node set $V_k$ represents a finite subset spatial objects from $\Omega_i$. Denote the number of nodes for node set $V_k$ as $n_k$. At each layer, $V_k = \{V_k,1, ..., V_k,n_k\}$ contains nodes which represent $n_k$ spatial objects in $\Omega_i$. 2) The edge set $E$ is used to model the relationship between nodes, such as whether two nodes are adjacent or if one node is included within another node. $e_{ij} \in E$ if and only if $v_i$ and $v_j$ are connected. 3) $V_{k,j}$ is a parent of $V_{k+1,j}, \forall k \in [1, ..., n-1], j$ if and only if objects $V_{k+1,j}$ belongs to objects $V_{k,j}$. $V_{k+1,j}$ is called a child of $V_{k,j}$ if $V_{k,j}$ is its parent. Furthermore, if $v_i$ and $v_j$ are a pair of parent-child, then $e_{ij}$ in $E$. $v_i$ is a neighbor of $v_j$ and $e_{ij} \in E$ if and only if there exist $k$ such that $V_i \in V_k, v_j \in V_k$, and the minimal distance between $v_i$ and $v_j$ is less than a given threshold $\epsilon$.

An example is given in Fig. 3 to illustrate the proposed spatial model. In Fig. 3, $V_1 = \{\text{kitchen}\}$, $V_2 = \{\text{body part, tool, material}\}$ and $V_3 = \{\text{head, hand, cup, bowl, table, milk, butter}\}$. The parent-child relationships are drawn in solid lines, and the neighbor relationships are drawn in dashed lines. Each layer represents the space with different spatial concepts or objects by taking categorical values from $\Omega_i$, and connections are built between layers. The hierarchical graph can express facts such as “head is part of a body part” and “cup holds milk.”

Based on the temporal and spatial model above, the spatial temporal signals we are interested in are defined as follow.

**Definition 2** (Spatial Temporal Signal). A spatial temporal signal $x(v, t)$ is defined as a scalar function for node $v$ at time $t$

$$x(v, t) : V \times T \rightarrow D,$$

where $D$ is the signal domain.

4.2. Graph-based spatial temporal logic

With the temporal model and spatial model in mind, we now give the formal syntax and semantics definition of GSTL.

**Definition 3** (GSTL Syntax). The syntax of a GSTL formula is defined recursively as

$$\tau := \mu | \neg \tau | \tau_1 \wedge \tau_2 | \tau_1 \vee \tau_2 | P_{A} \tau | C_{A} \tau | N_{A}^{(\alpha, \beta)} \tau, \varphi := \tau | \neg \varphi | \varphi_1 \wedge \varphi_2 | \varphi_1 \vee \varphi_2 | \Box_{[\alpha, \beta]} \varphi | \varphi_1 \equiv \varphi_2, \varphi_3 \equiv \varphi_4 \equiv \varphi_5 \equiv \varphi_6,$$

where $\tau$ is spatial term and $\varphi$ is the GSTL formula; $\mu$ is an atomic predicate (AP), negation $\neg$, conjunction $\wedge$ and disjunction $\vee$ are the standard Boolean operators; $\Box_{[\alpha, \beta]}$ is the “always” operator and $\equiv$ is the “until” temporal operators with an Allen interval algebra extension, where $[\alpha, \beta]$ being a real positive closed interval and $* \in \{b, o, d, \equiv, m, s, f\}$ is one of the seven temporal relationships defined in the Allen interval algebra. Spatial operators are “parent” $P_A$, “child” $C_A$, and “neighbor” $N_A^{(\alpha, \beta)}$, where $A$ denotes the set of nodes which they operate on. Same as the until operator, $* \in \{b, o, d, \equiv, m, s, f\}$

The parent operator $P_A$ describes the behavior of the parent of the current node. The child operator $C_A$ describes the behavior of children of the current node in the set $A$. The neighbor operator $N_A^{(\alpha, \beta)}$ describes the behavior of neighbors of the current node in the set $A$.

We first define an interpretation function before the semantics definition of GSTL. The interpretation function $\iota(\mu, x(v, t)) : AP \times D \rightarrow \mathbb{R}$ interprets the spatial temporal signal as a number based on the given atomic proposition $\mu$. The qualitative semantics of the GSTL formula is given as follows.

**Definition 4** (GSTL Qualitative Semantics). The satisfiability of a GSTL formula $\varphi$ with respect to a spatial temporal signal $x(v, t)$ at time $t$ and node $v$ is defined inductively as follows.

1. $x(v, t) \models \mu$, if and only if $\iota(\mu, x(v, t)) > 0$;
2. $x(v, t) \models \neg \varphi$, if and only if $\neg x(v, t) \models \varphi$;
3. $x(v, t) \models \varphi \wedge \psi$, if and only if $x(v, t) \models \varphi$ and $x(v, t) \models \psi$;
4. $x(v, t) \models \varphi \vee \psi$, if and only if $x(v, t) \models \varphi$ or $x(v, t) \models \psi$;
5. $x(v, t) \models \Box_{[\alpha, \beta]} \varphi$, if and only if $\forall t' \in [t + \alpha, t + \beta], x(v, t') \models \varphi$.
6. \( x(v, t) = \psi \text{ if and only if } \exists \tau \in [t + \alpha, t + \beta], x(v, t') = \psi \)

The spatial operators with interval algebra extension is defined as follows.

1. \((x, t_1) = \psi \sqsubseteq_{[\alpha, \beta]} \psi \), if and only if \((x, t_1) = [\alpha, \beta], x(v, t_2) > \beta \) such that \((x, t_2) = [\alpha, \beta] \psi \land \neg \psi \land \neg \psi \); where \( \alpha, \beta \)
\n2. \((x, t_1) = \psi \sqcap_{[\alpha, \beta]} \psi \), if and only if \((x, t_1) = [\alpha, \beta], x(v, t_2) > \beta \) such that \((x, t_2) = [\alpha, \beta] \psi \land \neg \psi \land \neg \psi \); where \( \alpha, \beta \)
\n3. \((x, t_1) = \psi \sqcup_{[\alpha, \beta]} \psi \), if and only if \((x, t_1) = [\alpha, \beta], x(v, t_2) > \beta \) such that \((x, t_2) = [\alpha, \beta] \psi \land \neg \psi \land \neg \psi \); where \( \alpha, \beta \)
\n4. \((x, t_1) = \psi \sqsubseteq_{[\alpha, \beta]} \psi \), if and only if \((x, t_1) = [\alpha, \beta], x(v, t_2) > \beta \) such that \((x, t_2) = [\alpha, \beta] \psi \land \neg \psi \land \neg \psi \); where \( \alpha, \beta \)
\n5. \((x, t_1) = \psi \sqcap_{[\alpha, \beta]} \psi \), if and only if \((x, t_1) = [\alpha, \beta], x(v, t_2) > \beta \) such that \((x, t_2) = [\alpha, \beta] \psi \land \neg \psi \land \neg \psi \); where \( \alpha, \beta \)

The spatial operators are defined as follows.

1. \( x(v, t) = \mathbb{P}_\pi \tau, \text{ if and only if } \forall p \in A, x(v, t) = \tau \text{ where } v_p \text{ is the parent of } v; \)
\n2. \( x(v, t) = \mathbb{C}_i \tau, \text{ if and only if } \forall c \in C, x(v, t) = \tau \text{ where } v_c \text{ is a child of } v; \)
\n3. \( x(v, t) = \mathbb{N}^{(\text{v}^* \text{r})}_v \), if and only if \( \forall n \in A, x(v, t) = \tau \text{ where } v_n \text{ is a neighbor of } v \text{ and } x(v, t) < v[v^*]; \)
\n4. \( x(v, t) = \mathbb{N}^{(\text{v}^* \text{r})}_v \), if and only if \( \forall n \in A, x(v, t) = \tau \text{ where } v_n \text{ is a neighbor of } v \text{ and } x(v, t) < v[v^*]; \)
\n5. \( x(v, t) = \mathbb{N}^{(\text{v}^* \text{r})}_v \), if and only if \( \forall n \in A, x(v, t) = \tau \text{ where } v_n \text{ is a neighbor of } v \text{ and } x(v, t) < v[v^*]; \)
\n6. \( x(v, t) = \mathbb{N}^{(\text{v}^* \text{r})}_v \), if and only if \( \forall n \in A, x(v, t) = \tau \text{ where } v_n \text{ is a neighbor of } v \text{ and } x(v, t) < v[v^*]; \)
\n7. \( x(v, t) = \mathbb{N}^{(\text{v}^* \text{r})}_v \), if and only if \( \forall n \in A, x(v, t) = \tau \text{ where } v_n \text{ is a neighbor of } v \text{ and } x(v, t) < v[v^*]; \)
\n8. \( x(v, t) = \mathbb{N}^{(\text{v}^* \text{r})}_v \), if and only if \( \forall n \in A, x(v, t) = \tau \text{ where } v_n \text{ is a neighbor of } v \text{ and } x(v, t) < v[v^*]; \)
\n9. \( x(v, t) = \mathbb{N}^{(\text{v}^* \text{r})}_v \), if and only if \( \forall n \in A, x(v, t) = \tau \text{ where } v_n \text{ is a neighbor of } v \text{ and } x(v, t) < v[v^*]; \)

The restriction that no temporal operators are allowed in the spatial term is reasonable for robotics since usually predicates are used to represent objects such as cups and bowls. We do not expect cups to change to bowls over time. Thus, we do not need any temporal operator in the spatial term and adopt the following assumption.

Assumption 1 (Domain closure). The only objects in the domain are those representable using the existing symbols, which do not change over time.

5. Specification mining based on video

One of the key steps in employing spatial temporal logics for autonomous robots is specification mining. Specifically, it is crucial for autonomous robots to learn new information in the form of GSTL formulas from the environment via sensor (e.g., video) directly without human inputs. In this section, we introduce an algorithm of mining a set of parametric GSTL formulas through specification mining based on a demo video.

We first pre-processed the video and stored each video as a sequence of frames: \( G^i = (G^i_1, \ldots, G^i_n) \), where \( G^i_j = (V^i_j, W^i_j) \). \( G^i_j \) represents frame \( i \) in the original video \( i \). \( V^i_j = (v^i_{j,1}, \ldots, v^i_{j,k}) \) stores objects in frame \( i \) where \( v^i_{j,k} \) is the object such as “cup” and “hand.” \( w^i_{j,k} \in W^i_j \) stores the 3D directional information (e.g., left, right, front, back, top, down) between object \( v^i_{j,k} \) and object \( v^i_{j,k} \) at frame \( i \). \( w^i_{j,k} \) can be obtained easily based on the 3D information returned by the stereo camera.

The specification mining procedure is introduced as follows, with an example to illustrate the algorithm. The basic idea of the proposed specification mining is to first build spatial terms inductively and then construct more complicated temporal formulas by assembling the spatial terms from the previous steps. Specifically, for each frame \( G^i_j \) of the video \( i \), we generate spatial terms \( v \) for each objects detected in \( G^i_j \). For autonomous robots, both connectivity and parthood spatial relations are crucial to make decisions. Thus, we need to mine both of them from each frames.

For connectivity, we generate spatial terms \( v_1 \land N^1_{\text{a1}} \) if the distance of the objects represented by spatial terms \( v_1 \) and \( v_2 \)}
$v_2$ is less than a given threshold $d$. The direction variable $\star$ is replaced with proper 3D spatial relations between the objects represented by $v_1$ and $v_2$. If the relative position of the two objects satisfies at any six directions defined in the neighbor operator semantic definition, we replace $(\star, \star, \star)$ with corresponding directional relations. For parthood, we generate spatial terms $P_{3i}$ for each object in $G_i$. As we mentioned in Section 3, we assume we know parthood relations for objects we are interested in.

Next, we build more complicated spatial terms by combining spatial terms from the previous steps. Let us assume the hierarchical graph defined in GSTL has three layers. We obtain the following spatial terms for frame $G_i$ which include both connectivity and parthood spatial information.

$$
C^3_i(v_1 \land N_{3}^{i,\star,\star,\star}v_2), \; C^3_i(P_{3i}), \; C^3_i(v_1 \land N_{3}^{i,\star,\star,\star}P_{3i}v_2), \; C^3_i(P_{3i}v_1 \land N_{3}^{i,\star,\star,\star}P_{3i}v_2).
$$

(3)

For an example in Fig 5 we can generate the following GSTL terms for $G_i$, where $r_1$ states that the cup is behind the plate, $r_2$ states that the fork is at the left of the plate, $r_3$ states that the hand is operating the cup, $r_4$ states tools are in the current frame, $r_5$ states hand is operating tools, $r_6$ states body parts and tools are connected in the current frame. Some GSTL terms are omitted for simplicity.

$$
r_1 = C^3_3(cup \land N_{3}^{i,\star,\star,\star}plate),
$$

$$
r_2 = C^3_3(fork \land N_{3}^{i,\star,\star,\star}plate),
$$

$$
r_3 = C^3_3(hand \land N_{3}^{i,\star,\star,\star}cup),
$$

$$
r_4 = C^3_3(P_{3i}tool), \; r_5 = C^3_3(hand \land N_{3}^{i,\star,\star,\star}P_{3i}tool),
$$

$$
r_6 = C^3_3(P_{3i}body part \land N_{3}^{i,\star,\star,\star}P_{3i}tool).
$$

To generate temporal formulas, we first merge consecutive $G_i$ with the exact same set of GSTL terms from the previous step by only keeping the first and the last frame. For example, assuming for video $i$ from $G_{i0}$ to $G_{i3}$, all frames satisfy $\tau_1$ and $\tau_2$, then we merge them together by only keeping $G_{i0}$, $G_{i3}$, and the GSTL terms they satisfied. Then we generate “Always” formula based on the frames and terms we kept from the previous step. We find the maximum time interval for each GSTL term from the previous step. Then, for example, $\varphi_1 = [0,50]r_1$, $\varphi_2 = [50,100]r_2$, and $\psi = [45,590]r_3$. In theory, the “Always” GSTL formulas generated by the previous step include all the information from the video. However, it does not show any temporal relations between any two formulas. Thus, we use “Until” operators to mine more temporal information based on the template with a temporal structure. As our goal is to build a domain theory focusing on available actions, we are interested in what can “hand” do to other tools. Specifically, we want to generate a motion primitive in GSTL formulas which includes the action itself and the preconditions and effects of the action. Thus, we generate the following GSTL formula

$$
a = (\Box_{[i,\psi]}r_1) \lor (\Box_{[i,\psi]}r_2) \lor (\Box_{[i,\psi]}r_3),
$$

$$
\tau_1 = C^3_3(v_1 \land N_{3}^{i,\star,\star,\star}v_2), \; v_1 \vDash P_{3i}tool, \; v_2 \vDash P_{3i}tool,
$$

$$
\tau_2 = C^3_3(hand \land N_{3}^{i,\star,\star,\star}v_1), \; v_1 \vDash P_{3i}tool,
$$

$$
\tau_3 = C^3_3(v_1 \land N_{3}^{i,\star,\star,\star}v_3), \; v_3 \vDash P_{3i}tool.
$$

(4)

As we can see from Fig 5, $\tau_1$, $\tau_2$, and $\tau_3$ share the same object $v_1$ because the hand is operating the object. We check if any “Always” GSTL formulas satisfy $\tau_i$. If so, we generate a GSTL formula by replacing $\tau_i$ with the “Always” GSTL formulas. Let us continue the previous example. Denote the “Always” formulas generated from the previous step as $\varphi_1$ and $\varphi_2$ (formulas without hands) and $\varphi_i$ (formulas with hands). If $\varphi_i$ and $\varphi_j$ have common objects and $\psi_i$ operates the object, then we check if they have the temporal relationship defined in Fig 6 if and only if their time intervals satisfy the overlap relations defined in Allen’s interval algebra. For example, $\varphi_1$, $\varphi_2$, and $\psi$ satisfy $a_1 = \varphi_1 \lor \varphi_2 \lor \psi \lor [50,100]r_2$.

In the end, we replace the time stamps in the formulas with temporal variables as specific time instances do not apply to other applications. The specification mining algorithm is summarized in Algorithm 1. The proposed specification mining based on video algorithm terminates in finite time for finite length video since the number of GSTL terms and formulas one can get is finite.

6. Automatic task planner based on domain theory

From the specification mining through video, robots are able to learn a set of available actions to alter the environment along with its preconditions and effects. In this section, we focus on developing a task planner for autonomous robots to generate a detailed task plan from a vague task assignment using the available actions learned from the previous section. We first introduce the domain theory, which stores necessary information to accomplish the task for autonomous robots. Then we introduce the automatic task planner composed of the proposer and the verifier. In the end, an overall framework for autonomous robots that combines the task planner and domain theory is given.

6.1. Domain theory

On the one hand, the proposed GSTL formulas can be used to represent knowledge for autonomous robots. On the other hand, robots need a set of knowledge or common sense to solve a new task assignment. Thus, we define a domain theory in GSTL for autonomous robots which stores available actions for robots to solve a new task. In the domain theory, the temporal parameters are not fixed. The domain theory is defined as a set of parametric GSTL formulas as follows.

**Definition 5.** Domain theory $\Sigma$ is a set of parametric GSTL formulas that satisfies the following consistent condition.

- Consistent: $\forall \varphi_i, \varphi_j \in \Sigma$, there exists a set of parameters such as $\varphi_i \land \varphi_j$ is true.
Algorithm 1: Specification mining based on demo videos

**input**: A set of video and parametric GSTL formulas

**output**: Parametric GSTL formulas

1. For each video $i$, pre-process the video and stored each video as a sequence of graph $G_i = (G_{i1}, ..., G_{iT})$;

2. for each $G_i$ do

3.   for for object $v_{i,k}$ in $G_i$ do

4.     Generate $C_3^2(P_{3v_{i,k}})$ using the parthood information of $v_{i,k}$;

5.     if the distance between $v_{i,k}$ and $v_{i,j}$ in $G_i$ is smaller than a given distance $d$ then

6.       if $v_{i,k}$ and $v_{i,j}$ satisfy any formulas in (3) then

7.         Replace the $v_1$ and $v_2$ with $v_{i,k}$ and $v_{i,j}$;

8.         Replace the directional variable $*$ with the corresponding 3DIA directions;

9.       end

10. end

11. end

12. Merge consecutive $G_i$ with the exact same set of GSTL terms by only keeping the first and the last frame and generate “Always” formula based on the frame and terms;

13. if “Always” GSTL formulas satisfy GSTL formula $a$ in (3) then

14.     Replace $\tau_i$ with the “Always” GSTL formulas;

15. end

16. Output the parametric GSTL formula;

17. end

18. Output the parametric GSTL formula.

For example, the set $\Sigma$ including the following parametric GSTL formulas is a domain theory.

$$\square_{(t_1, t_2)} C_3(\text{tools} \land C_3(\text{cup} \lor \text{plate} \lor \text{fork} \lor \text{scoop}))$$

$$\varphi_1 = \square_{(t_1, t_2)} C_3(\text{hand} \land C_3^{(n,s,s)}(\text{cup}),$$

$$\varphi_2 = \square_{(t_1, t_2)} C_3(\text{cup} \land C_3^{(d,s,m)}(\text{table}),$$

$$\varphi_3 \sqsubseteq_{(t_1, t_2)} \varphi_1 \sqsubseteq_{(t_1, t_2)} \varphi_2.$$  \hspace{1cm} (5)

It states common sense such that tools includes cup, plate, fork, and spoon and action primitives such as hand grab a cup from a table and put it back after use it.

**Remark 1** (Modular reasoning). Our domain theory inherits the hierarchical structure from the hierarchical graph from the GSTL spatial model. This is an important feature and can be used to reduce deduction systems complexity significantly. Domain theory for real-world applications often demonstrates a modular-like structure in the sense that the domain theory contains multiple sets of facts with relatively little connection to one another \cite{37}. For example, a domain theory for kitchen and bathroom will include two sets of relatively self-contained facts with a few connections such as tap and switch. A deduction system that takes advantage of this modularity would be more efficient since it reduces the search space and provides less irrelevant results. Existing work on exploiting the structure of a domain theory for automated reasoning can be found in \cite{38}.

In this paper, we generate the domain theory through specification mining based on the demo video. Using the algorithm from the previous section, we have the following domain theory, which will be presented in the evaluation section. The domain theory in (3) is used in automated task planning. Notice that the domain theory does not limit to any specific initial state. The domain theory can be applied to any table set up involving cup, plate, spoon, and fork.

$\begin{align*}
s_1 &= C_3^2(\text{cup} \land C_3^{(b,c)} \text{plate}), \\
s_2 &= C_3^2(\text{fork} \land C_3^{(o,c)} \text{cup}), \\
s_3 &= C_3^2(\text{scoop} \land C_3^{(e,f)} \text{fork}), \\
s_4 &= C_3^2(\text{fork} \land C_3^{(e,f)} \text{empty}), \\
s_5 &= C_3^2(\text{cup} \land C_3^{(o,c)} \text{plate}), \\
s_6 &= C_3^2(\text{fork} \land C_3^{(o,c)} \text{plate}), \\
s_7 &= C_3^2(\text{scoop} \land C_3^{(e,f)} \text{plate}), \\
α_1 &= C_3^2(\text{hand} \land C_3^{(n,s,s)} \text{cup}), \\
α_2 &= C_3^2(\text{hand} \land C_3^{(n,s,s)} \text{fork}), \\
α_3 &= C_3^2(\text{hand} \land C_3^{(n,s,s)} \text{scoop}), \\
α_4 &= C_3^2(\text{hand} \land C_3^{(n,s,s)} \text{plate}), \\
α_5 &= (\square_{(t_1, t_2)} s_1) \sqsubseteq_{(t_1, t_2)} (\square_{(t_1, t_2)} a_1) \sqsubseteq_{(t_1, t_2)} \square_{(t_1, t_2)} s_1, \\
α_6 &= (\square_{(t_1, t_2)} s_2) \sqsubseteq_{(t_1, t_2)} (\square_{(t_1, t_2)} a_2) \sqsubseteq_{(t_1, t_2)} \square_{(t_1, t_2)} s_2, \\
α_7 &= (\square_{(t_1, t_2)} s_3) \sqsubseteq_{(t_1, t_2)} (\square_{(t_1, t_2)} a_3) \sqsubseteq_{(t_1, t_2)} \square_{(t_1, t_2)} s_3, \\
α_8 &= (\square_{(t_1, t_2)} s_4) \sqsubseteq_{(t_1, t_2)} (\square_{(t_1, t_2)} a_4) \sqsubseteq_{(t_1, t_2)} \square_{(t_1, t_2)} s_4. \\
\end{align*}$  \hspace{1cm} (6)

6.2. Control synthesis

The task planner takes environment information from sensors and available actions from the domain theory and solves a vague task assignment with detailed task plans. For example, we give a task assignment to a robot by asking it to set up a dining table. A camera will provide the current dining table setup, and the domain theory stores information on what actions robots can take. The goal for the task planner is to generate a sequence of actions robots need to take such that the robot can set up the dining table as required. Specifically, we propose to implement the task planner as two interacting components, namely proposer and verifier. The proposer first proposes a plan based on the domain theory and its situational awareness. The verifier then checks the feasibility of the proposed plan based on the domain theory. If the plan is not feasible, then it will ask the proposer for another plan. If the plan turns out to be feasible, the verifier will output the plan to the robot for execution. The task planner may be recalled once the situation changes during the execution.

6.2.1. Proposer

For the proposer, we are inspired to cast the planning as a path planning problem on a graph $M = (S, A, T)$ as shown in Fig. 7 where node $s_i \in S$ represents a GSTL term for objects that hold true at the current status. The initial term $s_0$ corresponding to a point or a set of points in $S$, while the target
terms $s_1^*$, $s_2^*$, and $s_n^*$ in $S$ corresponds to the accomplishment of the task. Actions $a$ available to robots are given in $A$ as GSTL formulas from the domain theory. The transition function $T : S \times A \rightarrow S$ mapping one spatial term to another is triggered by an action $a \in A$ that the robot can take. The example is given in Fig. 4 where the goal is to set up the dinner table as shown in the right figure. The initial states $s_1, s_2, s_3$, target states $s_1^*, s_2^*, s_n^*$, and available actions $a_1, a_2, a_3, a_4$ are given in the domain theory [6].

The goal of the proposer is to find an ordered set of actions that transform initial spatial terms into target terms. It is worth pointing out such a graph in Fig. 7 is not given a priori to robots. Robots need to expand the graph and generate serial actions by utilizing information in the domain theory. Similar to the task planning in GRAPHPLAN [8], the proposer generates a potential solution in two steps, namely forward graph expansion and backward solution extraction.

In the graph expansion, we expand the graph forward in time until the current spatial terms level includes all target terms, and none of them is mutually exclusive. To expand the graph, we start with initial terms and expanding the graph by applying available actions to the terms. The resulting terms based on the transition function $T$ will be new current terms. We define an exclusive mutual relation (mutex) for actions and terms and label all mutex relations among actions and terms. Two actions are mutex if they satisfy one of the following conditions. 1) The effect of one action is the negation of the other action. 2) The effect of one action is the negation of the other action’s precondition. 3) Their preconditions are mutex. Furthermore, we say two terms are mutex if their supporting actions are mutex. If the current term level includes all target terms, and there is no mutex among them, then we move to the solution extraction phase as a solution may exist in the current transition system. The algorithm is summarized in Algorithm 2 where $A_{\mathcal{T}}$ is the set of supporting actions for $s_i^*$.

In the solution extraction phase, we extract solution backward by starting with the current term level. For each target term $s_i^*$ at the current term level $k$, we denote the set of its supporting actions as $A_{\mathcal{T}^k}$. We choose one action from each $A_{\mathcal{T}^k}$ with no mutex relations for all target terms, formulate a candidate solution set at this step $\mathcal{A}^{k}$, and denote the precondition terms of the selected actions as $S_{\text{pre}}^{k}$. Then we check if the precondition terms have mutex relations. If so, we terminate the search on $\mathcal{A}^{k}$ and choose another set of action as a candidate solution until we enumerate all possible combinations. If no mutex relations are detected in $S_{\text{pre}}^{k}$, then we repeat the above backtracking step until the mutex is founded or $S_{\text{pre}}^{k}$ includes all initial terms. The solution extraction algorithm is summarized in Algorithm 3.

6.2.2. Verifier

Next, we introduce the implementation of the verifier and the interaction with the proposer. The verifier checks if the plan generated by the proposer is executable based on constraints in the domain theory and information from the sensors. The plan is executable if the verifier can find a set of parameters for the ordered actions given by the proposer while satisfying all constraints posed by the domain theory and the sensors. If the plan is not executable, then it will ask the proposer for another plan. If the plan is executable, it will output the effective plans to autonomous robots.

As the task plans from the proposer are parametric GSTL formulas, the verifier needs two steps to verify if the parametric GSTL formulas are feasible. First, the verifier reformulates the parametric GSTL formulas in $\land_i (\forall j \pi_{ij})$, where $\pi_{ij}$ is either spatial terms or spatial terms with “Always” operators. The verifier finds feasible temporal parameters for every term in $\land_i (\forall j \pi_{ij})$ using a satisfiability modulo theories (SMT) solver. Then, the verifier checks if there is a feasible solution for the spatial terms by formulating them in CNF and solving it using an SAT solver. We explain the two steps in detail as follows.

We first use SMT to find feasible temporal parameters for the parametric GSTL formulas from the proposer. SMT is the extension of the SAT, where the binary variables are replaced with predicates over a set of non-binary variables. The predicate is a binary function $f(x) \in \mathbb{B}$ with non-binary variables $x \in \mathbb{R}$. The predicate can be interpreted with different theories. For example, the predicate in SMT can be a function of linear inequality, which returns one if and only if the inequality holds true. An example of linear inequality predicate is given below.

$$(\beta - a < 5) \land ((\alpha + \beta < 10) \lor (\alpha - \beta > 20)) \land (\alpha + \beta > \gamma)$$

Here, $\alpha, \beta, \gamma$ are non-binary variables and we use the linear inequality to represent the predicate for simplicity. To obtain the above form $\land_i (\forall j \pi_{ij})$ so that we can apply SMT solver, we re-formulate the parametric GSTL formulas in the following form,
Algorithm 3: Task planning for the solution extraction phase of the proposer

input : The transition graph from the expansion phase; output: A sequence of actions $a_1, a_2, \ldots, a_l$;
1 $\forall \tau_k \in \tau^*$ at the current state level $k$, denote the set of its supporting actions as $A_{\pre_k}$;
2 Pick one solution set $\mathcal{A}$ by choosing one actions from each set $A_{\pre_k}$ where no mutex relations are allowed;
3 Denote the precondition terms of the selected actions as $S_{\pre_k}^e$;
4 if $S_{\pre_k}^e$ has no mutex terms then
5 if $S_{\pre_k}^e$ includes all initial terms then
6 Output the ordered actions;
7 end
8 $\forall \tau_k \in S_{\pre_k}^e$ denote the set of its supporting actions as $A_{\pre_k}$;
9 Repeat the extraction process for $A_{\pre_k}$ by going to line 2;
10 else Discard the solution $\mathcal{A}$ and pick a new solution from $A_{\pre_k}$ by going to line 2 until all combinations have been enumerated;  
11 end
12 if No feasible solution has been found then
13 Go to Algorithm 2 and expand the graph.
14 end

$$\varphi := \land (\forall \pi),$$
$$\pi := \tau | \neg \tau | \bigcirc_{[0,1)} \tau | \bigcirc_{[1,2]}^{-} \tau,$$
$$\tau := \mu | \neg \tau | \tau_1 \land \tau_2 | \tau_1 \lor \tau_2 | P_\tau | C_\tau | N_{\tau}^{\land \land \land \land}.$$

One can write any GSTL formula in $\land (\forall \pi)$ because any GSTL formula can be formulated in CNF form as shown in [2]. We define the lower temporal bound and the upper temporal bound for each spatial term $\tau$ of $\pi$ in (7) as two temporal variables (say $\alpha$ and $\beta$) in real domain. If $\tau$ only hold true at current time instance, then $\alpha = \beta$. Then $\pi$ in (7) can be represented with the following linear inequality predicates.

$$\pi = \tau \Leftrightarrow \alpha \leq t \leq \beta,$$
$$\pi = \neg \tau \Leftrightarrow (t < \alpha) \lor (t < \beta),$$
$$\pi = \bigcirc_{[0,1)} \tau \Leftrightarrow (\alpha \leq t_1) \land (t_2 \leq \beta),$$
$$\pi = \bigcirc_{[1,2]}^{-} \tau \Leftrightarrow (t_2 \geq \alpha) \land (t_1 \leq \beta),$$

where $t$ is the current time. According to the first two lines of (7) and (8), we can formulate any parametric GSTL formulas in the following SMT form.

$$\varphi = \land (\forall j f_{i,j}),$$

where $f_{i,j}$ is predicates with linear inequality shown in (8).

We use existing SMT solvers to find a feasible solution for the problem above. If the parametric GSTL formulas are feasible, the solver will return a time interval $[\alpha, \beta]$ for each spatial term $\tau$ in (7). The spatial term $\tau$ between $[\alpha, \beta]$ must hold true, which will be checked via SAT.

The rest of the verifier is implemented through SAT. Assume we have a set of spatial terms $\Gamma = \{\tau_1, \tau_2, \ldots, \tau_n\}$ whose lower temporal bound $\alpha$ and upper temporal bound $\beta$ are given by the SMT solver. We aim to check if all spatial terms can hold true in their corresponding time interval. We have shown in [2] that any spatial term $\tau$ can be written in CNF $\land (\forall \mu_{i,j})$ by following the Boolean encoding procedure. Then we obtain a set of logic constraints for spatial terms $\mu_{i,j}$ in CNF whose truth value is to be assigned by the SAT solver. This is done by checking the satisfaction of the following formulas.

$$\varphi = \land_{k=1}^n \tau_k = \land_{k=1}^n (\land_{i \neq j} \tau_{k,j}),$$

$$\tau_{k,j} = \land (\forall j f_{i,j}).$$

The solver will give two possible outcomes. First, the solver finds a feasible solution and $\varphi$ holds true. The plans generated by the proposer successfully solve the new task assignment. In this case, the verifier will output the effective plans to robots with temporal parameters generated from SMT solver. Second, the solver cannot find a feasible solution where $\varphi$ holds true which means the task assignment is not accomplished and there are conflicts in the plans generated by the proposer. The verifier will inform the proposer the plan is infeasible. The proposer will take the information as additional constraints and replan the transition system. The algorithm is summarized in Algorithm 4.

6.3. Overall framework

The overall framework is summarized in Fig. 4. Given a parametric domain theory $a_1, a_2, \cdots$ obtained from the specification mining based on video, current spatial terms $\land \land \land \land _{i,j}$, and a task assignment $\psi$, we aim to generate a detailed sequence of task plans such that the task assignment $\psi$ can be accomplished. In the framework, the proposer takes the current terms as the initial nodes and the task assignment $\psi$ as the target nodes. Available actions, along with preconditions and the effect of taking those actions, are obtained from the domain theory in (6) and used in expanding the graph in the proposer. Ordered actions are generated by the backward solution extraction and passed to the verifier. The verifier takes the ordered actions from the proposer and verifies them based on the constraints posed by the domain theory, current spatial terms, and the task assignment. The verifier first checks the feasibility of temporal parameters in the parametric GSTL formulas from the proposer via SMT. Then it checks if there is a feasible solution for the spatial terms under logic constraints, which is solved by the SAT solver. If the actions are not executable, then it will inform the proposer that the current plan is infeasible. If the ordered actions are executable, they will be published for robots to implement.

7. Evaluation

In this section, we evaluate the effectiveness of the proposed specification mining algorithm and automated task plan-
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| Algorithm 4: Verifier |
|----------------------|
| **input**: Ordered actions from the proposer $a_1, a_2, ..., task assignment $\psi$, observed event, and domain theory |
| **output**: An executable sequence of actions or counter-example |
| 1 Rewrite ordered action plans as $\phi_1 = a_1 \lor_{\{1, 2\}} a_2 \lor_{\{1, 3\}} \cdots$ and denote $\Sigma = \{\phi_1, \psi\}$; |
| 2 while there are $\Diamond_{\{\alpha, \beta\}} \psi$ and $\lor_{\{\alpha, \beta\}} \psi$ operators in formulas of $\Sigma$ do |
| 3 for GSTL formula $\varphi = \Diamond_{\{\alpha, \beta\}} \psi$, we have $\varphi = \neg \Box_{\{\alpha, \beta\}} \neg \psi$; |
| 4 for GSTL formula $\psi_1 \lor_{\{\alpha, \beta\}} \psi_2$, we have $\square_{\{\alpha, \beta\}} (\varphi_1 \land \varphi_2) \land \square_{\{\alpha - 1, \beta - 1\}} \neg \varphi_2 \land \square_{\{\beta - 1, \beta - 1\}} \neg \varphi_1$ (other IA relations can be transferred in the similar way); |
| 5 end |
| 6 Reform $\Sigma$ as $\Sigma$; |
| 7 Replace $\pi$ in $\psi$ with linear inequality predicates based on $\psi$; |
| 8 Solve the corresponding SMT in $\psi$; |
| 9 Reform $\tau$ at each time in CNF form $\psi$; |
| 10 Solve the SAT problem in $\psi$ by assigning a set of truth value $u : \tau \rightarrow \{1, 0\} \in U$ to each $\mu_j$; |
| 11 if a feasible solution has been found then |
| 12 Output the executable ordered action plan; |
| 13 else |
| 14 Inform the proposer such plan is infeasible; |
| 15 end |

7.1. Specification mining

7.1.1. Data preprocessing

We record several videos of table setting for the specification mining algorithm. In order to obtain both color and depth images, we chose to use the ZED Stereo camera. The camera uses two lenses at a set distance apart to capture both a right and left color image for each frame. Using those images and the distance between the lenses, the camera’s software is able to calculate depth measurements for each pixel of the frame.

We first perform object detection on the obtained video. There are numerous results on object detection algorithms. As object detection is not the focus of this paper, we choose color-based filtering for object detection due to its robust performance.

The goal for object detection is to be able to isolate each object of interest individually and find a mask that can then be applied to the depth images and isolate each object’s depth data. The first step to creating masks is color filtering. Each object

Figure 4: An overall framework for the automatic task planning with the proposer and the verifier

Figure 5: Color based object detection using HSV color scheme

in our test setup has a distinct color that will allow for isolation with a color filter. Hue, Saturation, Value (HSV) color scheme was used for the color filters, where hue is the base color or pigment, saturation is the amount of pigment, and value is the darkness. We further apply kernel filters and median filters to improve the performance of the color-based object detection by removing high-frequency noise. The usefulness of the HSV color scheme for color filtering is exemplified in Fig. 5.

Once the object masks are found, they can then be used to isolate each object in the corresponding depth image for each frame. With an object isolated in depth image, other parameters like average depth are calculated. This data is vital for specification mining because information like relative location and contact are very important to learn how the objects interact throughout a target process. Fig. 6 shows the depth value for each object.

We consider six directional relations, namely front, back, left, right, top, and down, between any two objects that are closer than a certain distance. For each frame, only objects with similar depth value are eligible for left, right, top, and down relations. Objects with similar horizontal positions in Fig. 5 and
different depth values are eligible for front and back relations. We store the relative position between two objects in a table where each row records time, objects name, relative directional relations. The table will be used in the specification mining algorithm.

7.1.2. Specification mining based on video

We record six demo videos where a person set up the dining table using two different approaches. We first show detailed results for the first video and then overall results for all six videos. Following Algorithm 1, we first generate spatial terms for each frame. We obtain the spatial terms \(s_1, s_2, s_3, s'_1, s'_2, s'_3\), and the following spatial terms from the first video

\[ a'_1 = C_2^1(\text{hand} \land N_{(s,s')} \text{cup}) \]

\[ a'_3 = C_2^1(\text{hand} \land N_{(s,s')} \text{spoon}) \]

\[ a'_4 = C_2^1(\text{hand} \land N_{(s,s')} \text{plate}) \]

\[ s_4 = C_2^1(\text{fork} \land N_{\text{empty}}) \]

Some spatial terms are omitted for simplicity. After we merge the consecutive frame with the same spatial terms and mine “Always” formulas, we have the following “Always” formulas for the first video

\[
\begin{align*}
\Box_{[1,117]}s_1, & \quad \Box_{[1,75,jal]}s_2, & \quad \Box_{[1,494,jal]}s_3, & \quad \Box_{[118,393,jal]}s_4, \\
\Box_{[75,183,jal]}s_1' , & \quad \Box_{[274,386,jal]}s_1', & \quad \Box_{[340,669,jal]}s_2', & \quad \Box_{[458,584,jal]}s_3', & \quad \Box_{[535,669,jal]}s_4'.
\end{align*}
\]

Then, we learn temporal relations among these “Always” formulas and obtain the following results for the video.

\[
\begin{align*}
\Box_{[1,117,jal]}L_{[75,117]}s_1', \quad \Box_{[75,183,jal]}s_1', \quad \Box_{[126,669,jal]}s_1', \\
\Box_{[118,339,jal]}s_4', \quad \Box_{[75,183,jal]}s_2', \quad \Box_{[274,386,jal]}s_4', \quad \Box_{[340,386,jal]}s_4', \\
\Box_{[1,494,jal]}L_{[458,584,jal]}s_3', \quad \Box_{[458,584,jal]}s_3', \quad \Box_{[535,584,jal]}s_3'.
\end{align*}
\]

After we apply the same algorithm to multiple video and replace the time instances with temporal variables, we obtain the following results.

\[
\begin{align*}
& a_1 = (\Box_{[t_1,t_2]}s_1) \land_{[a_1,a_1]} (\Box_{[t_1,t_2]}a_1) \land_{[a_2,a_2]} (\Box_{[t_1,t_2]}a_2), \\
& a_2 = (\Box_{[t_1,t_2]}s_2) \land_{[a_1,a_1]} (\Box_{[t_1,t_2]}a_1) \land_{[a_2,a_2]} (\Box_{[t_1,t_2]}a_2), \\
& a_3 = (\Box_{[t_1,t_2]}s_3) \land_{[a_1,a_1]} (\Box_{[t_1,t_2]}a_1) \land_{[a_2,a_2]} (\Box_{[t_1,t_2]}a_2), \\
& a_4 = (\Box_{[t_1,t_2]}s_4) \land_{[a_1,a_1]} (\Box_{[t_1,t_2]}a_1) \land_{[a_2,a_2]} (\Box_{[t_1,t_2]}a_2),
\end{align*}
\]

where \(a'_1 = C_2^1(\text{hand} \land N_{(s,s')} \text{fork})\) is the spatial term learned from other video.

7.2. Automated task planning

7.2.1. Proposer

We use the same example in Fig. 1 to evaluate the proposer. Fig. 7 illustrates the graph expanding and solution extraction algorithm. Initially, we have three terms \(s_1, s_2, \) and \(s_3\) and three available actions \(a_1, a_2, \) and \(a_3\). We expand the graph by generating terms \(s'_1, s_2, \) and \(\neg s_2\) from applying \(a_1\) to \(s_1\), terms \(s'_2\) and \(\neg s_3\) from applying \(a_2\) to \(s_2\), and terms \(s'_3\) from applying \(a_3\) to \(s_3\). \(a_1\) and \(a_2\) are mutex since \(a_1\) generate the negation of the precondition of \(a_2\). \(a_2, a_3\) and \(a_3\) are mutex for the same reason. Consequently, \(s'_1\) and \(s'_2\) are mutex since their supporting actions \(a_1\) and \(a_2\) are mutex. We label all mutex relations as the red dash line in Fig. 7. Even though the current term level includes all target terms, we need to further expand the graph as \(s'_1\) and \(s'_2\) are mutex. Notice that we move terms to the next level if there are no actions applied. We expand the second term level following the same procedure and label all mutex with red dash lines. In the third term level, \(s'_1\) and \(s'_2\) are not mutex anymore since they both have “no action” as their supporting actions, and they are not mutex. Since the third term level includes all target terms, and there is no mutex, we now move to the backward solution extraction.

From the previous forward graph expansion phase, we obtain a graph with three levels of terms and two levels of actions. From Fig. 7, we can see that available actions for \(s'_1\) at level 3 is \(A_{s'_1} = \{a_1, e\}\), available actions for \(s'_2\) is \(A_{s'_2} = \{a_2, e, a_4\}\), and available actions for \(s'_3\) is \(A_{s'_3} = \{a_3, e\}\), where \(a_1\) and \(a_2\) are mutex, \(a_2\) and \(a_3\) are mutex, \(a_2\) and \(a_4\) and \(a_3\) and \(a_4\) are mutex. Thus, all possible solutions for action level 2 are \(\{a_1, e, a_1\}, \{a_1, e, a_2\}, \{a_1, a_3, e\}, \{e, a_2, e\}, \{e, a_2, a_3\}, \{e, a, e\}, \{e, a_2, a_3\}, \{e, a_2, a_3\}\). Let us take \(A^k = \{a_1, e, a_2\}\) as an example. The precondition for it at level 2 is \(\{s_1, s'_1, s_2\}\). Since \(s_1\) and \(t_2\) are mutex, thus \(A^k = \{a_1, e, a_2\}\) is not a feasible solution. In fact, there are no feasible solution for the current transition system. In the case where no feasible solution after the solution extraction phase enumerate all possible candidate, we go back to the graph expanding phase and further grow the graph. For example in Fig. 7 after we grow another level of actions and terms, the solution extraction phase is able to find two possible ordered actions: \(a_1, a_2, a_1\) and \(a_1, a_2, a_3\). They are highlighted with green and purple lines in Fig. 7 respectively. The results will be tested in the verifier to make sure the plan is executable.

7.2.2. Verifier

Let us continue the dining table set up example. We write one of the ordered actions given by the proposer as a GSTL formula \(\phi = a'_1 L_{[a_1,a_1]} a'_2 L_{[a_1,a_1]} a'_1\). We assume the domain theory requires that robots need 5 seconds to move spoon, fork, and cup. The task assignment is setting up the table in 40 seconds which can be represented as a GSTL formula \(\psi = \Box_{[0,40]}(s'_1 \land s'_2 \land s'_3)\). Based on the domain theory we obtained from the specification mining algorithm, we have the following...
reframe the GSTL formula in terms of a linear inequality predicate for the temporal parameters. We employ the SMT solver MathSAT \[39\] and implement in Python with pySMT API \[40\]. The SMT solver reformulates the following results.

\[
\phi = a_1^j \sqcup [13,14] a_2^j \sqcup [25,26] a_1^l \\
a_3 = ([1,7] s_1) \sqcup [2,13] a_2^l \sqcup [8,13] \sqcup [8,14] s_3^j, \\
a_2 = ([13,19] s_2) \sqcup [14,19] ([14,25] a_2^l) \sqcup [20,25] \sqcup [20,26] s_2^j, \\
a_1 = [25,31] s_1 \sqcup [26,31] \sqcup [32,37] \sqcup [32,38] s_3^j.
\]

As we can see from the above CNF form \[12\], temporal parameters are solved by the SMT solver. To verify the spatial terms in \[12\], we use the Boolean encoding in \[2\] and obtain the following CNF form for \( s_3 \) as an example.

\[
s_3 = C_3^{spoon} \land N_{31}^{left fork} = \bigvee_{j=1}^{n_j} (\varphi_j \land \phi_j)
\]

\[
\varphi_j = \bigwedge_{i=1}^{n_i} C_{AI} \land C_{A} \land \text{spoon}, \\
\phi_j = \bigvee_{k=1}^{n_{\text{spoon}}} C_{AI} \land C_{A} \land N_{31}^{left fork} \land \text{fork},
\]

where the truth value of \( \varphi_j \) and \( \phi_j \) are to be assigned by the SAT solver. We apply the same procedure for the rest of spatial term in \[12\] at different time and use a SAT solver to check the feasibility of the set of obtained logic constraints. We use PicoSAT \[41\] as the SAT solver where each spatial term at a different time is independent from the others.
different time is modeled as a Boolean variable. The solver returns a feasible solution meaning the task plans generated by the proposer is feasible.

Let us assume the domain theory requires that robots need 10 seconds to move a plate with the following GSTL formulas
\[ a_4 = \square_{t_4, t_5, t_6} [\mu_c (t_4, t_5, t_6, t_7)] a_4' \]
\[ \bigwedge\{t_4, t_5, t_6, t_7\} (a_4') \bigwedge\{t_8, t_9, t_{10}, t_{11}\} a_4'' . \]

We use the same algorithm for the verifier to check the feasibility of the ordered actions from the proposer. The verifier cannot find a feasible solution for the other ordered actions \( \phi = a_4' [\square_{t_4, t_5, t_6}] a_4' [\bigwedge\{t_8, t_9, t_{10}, t_{11}\} a_4'' ] \) because the SMT cannot find a feasible solution where the task assignment can be accomplished within 40 seconds.

8. Conclusion

We study specification mining based on demo videos and automated task planning for autonomous robots using GSTL. We use GSTL formulas to represent spatial and temporal information for autonomous robots. We generate the domain theory in GSTL by learning from demo videos and use the domain theory in the automatic task planning. An automatic task planning framework is proposed with an interacted proposer and verifier. The proposer generates ordered actions with unknown temporal parameters by running the graph expansion phase and the solution extraction phase iteratively. The verifier verifies if the plan is feasible and outputs executable task plans through an SMT solver for temporal feasibility and an SAT solver for spatial feasibility.
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