Sensitivity Analysis of Discrepancy Terms introduced in Turbulence Models using Field Inversion
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Abstract. RANS simulations with the Spalart-Allmaras turbulence model are improved for cases with flow separation using the Field Inversion and Machine Learning approach. A compensatory discrepancy term is introduced into the turbulence model and optimized using high-fidelity reference data from experiments. Influences on the optimization results with respect to regularization, grid resolution and areas in which the optimization is active are investigated. Finally, a neural network is trained and used to augment simulations on a test case.

Keywords: data-driven turbulence modeling, field inversion, machine-learning

1 Introduction

Turbulent flows often play a key role in engineering and in science, hence it is important to be able to predict these flows accurately by numerical simulation. Methods which can resolve turbulent scales like LES and DNS are often still too expensive to be used regularly. Hence, Reynolds-Averaged Navier Stokes (RANS) simulations, which model the influence of turbulence on the mean flow, are the standard method for daily use. One difficulty however is that RANS simulations often fail to predict flow separation accurately e.g. in high-lift flows.

Over the last decades, many approaches aiming to improve turbulence modeling have been tried with varying degrees of success, such as extending existing models, for example with rotation corrections, or using more complex turbulence models, e.g. two equation models or Reynolds-stress models. One approach that has gained increasing interest in the recent years is the Field Inversion and Machine Learning (FIML) approach [2]. For this approach, it is argued that RANS models have always been largely empirical, and hence, with the increasing maturity of machine learning techniques, they can further be improved using machine learning models trained on datasets derived from high-fidelity simulations like DNS and LES or from experiments.
In this paper, an implementation of the FIML approach based on the negative Spalart-Allmaras turbulence model \cite{7} in the DLR TAU-Code is described. In particular, findings on the influence of the regularization, grid resolutions and regions of the computational domain where the field inversion is active on the field inversion results are presented. Finally, the turbulence model is augmented with a machine learning model and improved results computed with the augmented model are shown.

2 Methodology

2.1 Field Inversion and Machine Learning

The basic idea of the FIML approach is to introduce a discrepancy term $\beta$ into the turbulence model, here the negative Spalart-Allmaras model:

$$\frac{D\tilde{\nu}}{Dt} = \beta(\mathbf{U}, \tilde{\nu})P(\mathbf{U}, \tilde{\nu}) - D(\mathbf{U}, \tilde{\nu}) + T(\mathbf{U}, \tilde{\nu})$$  \hspace{1cm} (1)

Here, $P$, $D$ and $T$ denote the turbulent production, destruction and transport terms respectively and $\mathbf{U}$ and $\tilde{\nu}$ denote the flow state and the Spalart-Allmaras transport variable. The correction term $\beta$ is an unknown, spatially varying variable which is assumed to be a function of $\mathbf{U}$ and $\tilde{\nu}$. Since $\beta$ is unknown, it must be modeled as well. The modeling is done in two separate steps: During a field inversion step training data is generated which is then used in a machine learning step to train a model relating $\beta$ and $(\mathbf{U}, \tilde{\nu})$.

Field Inversion. The training data needed for machine learning consists of pairs of $\beta$ and the corresponding flow state $(\mathbf{U}, \tilde{\nu})$, one pair per control volume. These pairs are obtained from high-fidelity reference data $d_{\text{ref}}$ by solving the inverse problem

$$d_{\text{RANS}}(\beta) = d_{\text{ref}}$$  \hspace{1cm} (2)

where $d_{\text{RANS}}$ is the RANS solution depending on $\beta$, for $\beta$. Solving Eq. \ref{eq:2} is an optimization problem, for which a cost function, here

$$\mathcal{I} = \frac{1}{2} \sum_{i}^{N_i} \sum_{j}^{N_{j,i}} \left[ d_{i,\text{ref}}^j - d_{i,\text{RANS}}(\beta, \mathbf{U}, \tilde{\nu}) \right]^2 + \lambda \frac{1}{2} \sum_{k}^{N_k} \left( \beta_k - 1 \right)^2$$  \hspace{1cm} (3)

needs to be minimized. The first term of the cost function, $\mathcal{I}_1$, measures the deviation between $d_{\text{ref}}$ and $d_{\text{RANS}}$ and is calculated as the squared difference of $d_{\text{ref}}$ and $d_{\text{RANS}}$, summed over all $N_{j,i}$ cells where reference data is given and over all $N_i$ reference quantities. Reference quantities can be field variables, such as velocities $u$, surface variables, such as the skin friction $c_f$, or integral values such as the lift coefficient $c_l$. 


The second term, $I_2$, measures and penalizes the magnitude of the turbulence model modification, acting as a Tikhonov regularization. Regularization is needed as the optimization problem typically is ill-posed due to noise in the reference data and the degrees of freedom, i.e. number of cells where $\beta$ must be optimized, being much higher than the number of cells where reference data is given. The regularization parameter $\lambda$ is selected according to the $L$-Curve criterion \[3\].

Because of the non-linearities in the RANS equations which are contained in $I$, minimization of $I$ with respect to $\beta$ must be done iteratively. Hence, a gradient descent method is employed for which the gradient can be computed efficiently using the adjoint method.

**Machine Learning.** The field inversion step returns discrete values of $\beta$ at the grid nodes, which can’t be transferred directly to simulations on different geometries or different flow conditions. Hence, a relation between $\beta$ and $(U, \tilde{\nu})$ must be found first. Therefore, dimensionless flow features $\eta_i(U, \tilde{\nu})$ are derived and then machine learning is used to find a model

$$f_\beta : \eta_0(U, \tilde{\nu}), \ldots, \eta_n \mapsto \beta$$

approximating $\beta$. In particular, neural networks are used for this regression task. Due to the limited space here, the interested reader is referred to dedicated publications such as \[1\] for a detailed description of the principles of neural networks.

### 2.2 Implementation

The Field Inversion and Machine Learning approach has been implemented using the DLR TAU code \[8\], a highly optimized, parallel, state of the art CFD solver for unstructured grids, using and extending its adjoint capabilities. TensorFlow \[9\] is used for training and evaluating the machine learning model. The negative Spalart-Allmaras (SA-neg) \[7\] model is used as turbulence model due to its focus on aeronautical boundary layer flow.

### 3 Sensitivity Analysis

For the following sections, field inversions are conducted on the S809 airfoil. This airfoil was developed at the National Renewable Energy Laboratory (NREL) for wind turbines, and pressure distributions from wind tunnel measurements are available for a wide range of angles of attack and for multiple Reynolds numbers \[5\]. At an angle of attack of $\alpha \approx 6^\circ$, flow separation starts to develop at the trailing edge and the predictions of the RANS simulations become unreliable, hence making this case suitable for the FIML approach, where it has been used...
The field inversions in this section are based on a case with an angle of attack of \( \alpha = 12.2^\circ \), a Mach number of \( \text{Ma} = 0.1 \) and a Reynolds number of \( \text{Re} = 2 \times 10^6 \) with the experimentally measured surface distribution of \( c_p \) from [5] as reference.

### 3.1 Regularization

As described in Chapter [2], the present optimization problem is ill-posed and therefore requires regularization. For an optimal choice of the parameter \( \lambda \), the L-Curve criterion [3] is considered. Hence, field inversions are conducted for a range of values for \( \lambda \) and the resulting cost function terms \( I_1, I_2 \) are plotted against each other in the log-log plot in Figure 1, on the left. The optimal \( \lambda_{\text{opt}} \) is found at the curve’s inflection point, indicating the point beyond which \( I_1 \) does not decrease significantly anymore but the magnitude of the model modification represented by \( I_2 \) increases fast. For the current case, the optimal value for the regularization parameter is \( \lambda = 5 \times 10^{-4} \) as indicated by the arrow in Figure 1.

![Fig. 1. Left: The L-Curve for the field inversion results for the S809. The optimal \( \lambda \) is marked by the arrow. Right: \( c_p \)-distributions from field inversions for different \( \lambda \).](image)

The right side of Figure 1 shows the \( c_p \) distributions of the baseline turbulence model, the field inversion results for \( \lambda = \lambda_{\text{opt}}, \) a \( \lambda < \lambda_{\text{opt}} \) and a \( \lambda > \lambda_{\text{opt}} \) and the reference data. The reference data as well as the field inversion results exhibit a pressure plateau beginning at \( x/c \approx 0.5 \), indicating flow separation at the trailing edge which is not predicted by the baseline model. For \( \lambda = \lambda_{\text{opt}} = 5 \times 10^{-4} \), the \( c_p \)-distribution (solid line) is close to the reference data and the value of cost function part \( I_1 \) has decreased to 5.16% of its initial value. For stronger regularization, here e.g. \( \lambda = 2 \times 10^{-3} \), the \( c_p \)-distribution (dash-dotted...
line) deviates further from the reference data with a decrease of cost function $I_1$ to 20.1% of its initial value. A pressure plateau is still developed, but is predicted to begin further downstream compared to the results for $\lambda = \lambda_{opt}$ and the reference data. For weaker regularization, here e.g. $\lambda = 1 \times 10^{-6}$, the $c_p$-distribution (dashed line) matches the reference data very closely with a decrease of cost function $I_1$ down to 3.62% of its initial value. However, overfitting can be observed: In the pressure plateau, the reference data include slight fluctuations, to which the inversion result with the weak regularization tries to fit as well. These fluctuations most probably stem from imprecisions during the process of injecting the reference data and should hence not be incorporated.

Resulting $\beta$-fields for all three cases are shown in Figure 2. While the $\beta$-field for the stronger regularization ($\lambda = 2 \times 10^{-3}$) appears to be equivalent to a down-scaled version of the $\beta$-field for $\lambda = \lambda_{opt}$, the $\beta$-field for the weak regularization ($\lambda = 1 \times 10^{-6}$) shows signs of overfitting by exhibiting more pronounced and additional extrema. These findings confirm the relevance of choosing an optimum $\lambda$ and the L-Curve criterion as a method to do so.

3.2 Grid Resolution

In the next step, the influence of the grid resolution on the field inversion result is investigated. Therefore, field inversions are conducted on six different grids at the same flow conditions as before. The grids were obtained from [6] and range from resolutions of $353 \times 49$ grid points to $2113 \times 289$ grid points, with $y_{max}^+$ ranging from 4.185 to 0.799. The outer boundary of the computational domain has a distance of 1000c from the airfoil, where c is the airfoil chord length. Grid convergence with the baseline turbulence model is reached for the $1057 \times 145$ grid.

For each grid, the optimal regularization parameter $\lambda_{opt}$ was determined separately as described in the previous section. The corresponding results for $\beta$ are plotted in Figure 3. On all grids, the field inversion process was successful and the cost function could be reduced adequately. In general, the magnitude of
the correction $\beta$ appears to increase with the grid resolution. For the $1057 \times 145$ and the $1409 \times 193$ grid, almost no differences in magnitude for the $\beta$-field can be made out in the region of flow separation. For the $2113 \times 289$ grid, additional maxima can be seen, qualitatively similar to those appearing due to over-fitting as found in the chapter before.

Since the field inversion shows good results on all grids, including under-resolved grids, it must be assumed that the obtained $\beta$-fields on the under-resolved grids also account for discretization errors. Currently, we are interested only in improving the turbulence model itself and hence use only results from converged grids, but it can be reasoned that a FIML approach could be used to improve simulations on under-resolved grids in general as well.

### 3.3 Area of Optimization

Finally, the influence of the correction term $\beta$ depending on the area where it is active is investigated. As seen on the left in Figure 4, three areas where $\beta$ has changed noticeably can be distinguished, marked with $A$, $B$ and $C$. In region $A$, at the upper surface close to the leading edge, turbulent production was increased by increasing $\beta$. In region $B$, spanning almost the entire upper surface except for the leading edge, turbulent production was reduced by decreasing $\beta$. Region $C$, which encompasses the two spots corresponding to the vortices downstream of the trailing edge, again sees a reduction in turbulent production.

The influence of the correction term depending on the area where it is active is investigated by running RANS simulations with the augmented model starting with the full $\beta$-field as seen in Figure 4 and turning off the correction in the different areas one by one by setting $\beta$ to 1. The different tries are declared as $R_{ABC}$, where $A$, $B$ and $C$ are either 1 or 0, depending on whether the correction is active in the respective region or not.

The results are shown on the right in Figure 4. Turning the correction term off in all regions ($R_{000}$) corresponds to the baseline turbulence model, hence
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the cost function part $I_1$ remains unchanged at 100% of its initial value. Activating the correction term in regions $A$ and $C$ decreases $I_1$ only slightly to 98.0% ($R_{100}$), 95.8% ($R_{001}$) and 93.7% ($R_{101}$) of its initial value. The correction term in region $B$ has by far the largest influence by reducing $I_1$ to 4.53% ($R_{010}$) of the initial value alone and to 4.35% ($R_{110}$), 3.88% ($R_{011}$) and 3.84% ($R_{111}$) when active in conjunction with regions $A$ and $C$. This behaviour was expected however since region $B$ covers the largest area and especially the area where flow separation occurs.

4 Application

4.1 Training

In this section the entire FIML approach is applied. First, training data is generated by conducting field inversions on the S809 airfoil for angles of attack $\alpha = 6.2^\circ$, $10.2^\circ$ and $20.1^\circ$. As discussed in the previous chapter, for each case the regularization parameter $\lambda$ is determined separately and the field inversions are conducted only on the fully resolved $1057 \times 145$ grid to ensure optimal training data. From the complete set of data, the samples in the freestream, where the turbulence model is not active, are discarded together with 99.5% of the remaining samples where $\beta = 1$. This is done to reduce the frequency at which $\beta = 1$ appears in the training data as otherwise the machine learning model would simply learn to always predict $\beta = 1$. The remaining samples are split into a training set totaling approximately 38000 samples and a testing set totaling approximately 4000 samples.

Second, a machine learning model is trained to model $\beta$ according to Eq. (4). The neural network used in this case is a fully connected network with two layers with 200 neurons each. Dropout layers are applied after each hidden layer with a drop-out rate of 0.2. The mean squared error is used as loss function and the
network is trained for 500 epochs using the Adam optimizer. The dimensionless flow features $\eta_i(U, \tilde{\nu})$ used as input are

$$
\eta_1 = \log\left(\frac{P_D}{D}\right), \eta_2 = \log(\chi), \eta_3 = \log\left(\frac{|S|}{|\Omega|}\right) \text{ and } \eta_4 = \log\left(\frac{\mu_t |S|}{\tau_w}\right),
$$

(5)
similar to the features presented in [4]. The features represent the ratio of the production and the destruction term of the SA model, the non-dimensionalized SA transport variable, the ratio of the strain and vorticity magnitudes and the ratio of the local turbulent shear stress to the shear stress at the wall respectively. The logarithms are applied due to the fact that each features’ values span multiple orders of magnitudes.

4.2 Numerical Results

Finally, RANS simulations with the ML-augmented turbulence model are conducted for multiple angles of attack from $\alpha = 0.0^\circ$ up to $\alpha = 20.1^\circ$.

![Fig. 5. Left: Lift coefficients for the S809 airfoil at Re = 2 \times 10^6. Right: $c_p$-distributions for $\alpha = 12.2^\circ$](image)

Figure 5 compares results from the augmented RANS model, the original turbulence model, the field inversion and the reference data. For $\alpha \leq 6.2^\circ$, the agreement between the measured lift and the predicted lift using the original RANS model is good, while it quickly worsens for larger $\alpha$ as soon as flow separation occurs. The lift predictions of the field inversion results agree much better, matching the reference lift with deviations of only 0.8% ($\alpha = 6.2^\circ$), 2.3% ($\alpha = 10.2^\circ$) and 8% ($\alpha = 20.1^\circ$). The predictions of the ML-augmented turbulence model remain unchanged in the linear area of the lift curve, which is
intended since the results of the original turbulence model are already satisfying here. For higher $\alpha$, the augmentation improves the turbulence model noticeably as the lift is predicted far more accurately. The maximum deviation of the augmented model is considerably lower with 13% (at $\alpha = 10.2^\circ$) as opposed to a maximum deviation of $> 50\%$ (at $\alpha = 20.1^\circ$) of the baseline model.

![Fig. 6. Left: $\beta$-field from field inversion and as predicted by the ML-model. Right: Mach number and stream lines from the baseline turbulence model and the ML-augmented model.](image)

On the right in Figure 5, the improvement of the predictions due to the ML-augmentation is illustrated based on the $c_p$-distribution exemplary for $\alpha = 12.2^\circ$, for which the field inversion was done but not included in the training data for the ML model. While the $c_p$-distribution of the augmented model (dashed line) doesn’t come as close to the experimental values as the field inversion result (dotted), it still represents a large improvement with respect to the baseline model (solid). Figure 6 compares the results for the $\beta$-field as computed during field inversion and as predicted by the ML-augmentation. While the inversion result is smoother in general and shows stronger modifications, the presumably most import area leading up to the point of flow separation shortly after the thickest airfoil section, is predicted similarly by the ML-model. In the right half of Figure 6 the Ma-number and the streamlines of the solution are plotted for the original turbulence model and the ML-augmented model. While the original model shows only a very small region of flow separation, the ML-augmented model develops a much larger separation bubble as expected.

## 5 Conclusion

The field inversion and machine learning approach was successfully reproduced based on the DLR TAU-code and the negative Spalart-Allmaras model. The influence of the regularization parameter, the grid resolution and the regions where $\beta$ is optimized during field inversion on the field inversion results were investigated based on the flow around the S809 airfoil with flow separation at the
trailing edge. For the regularization, a method to determine the optimal regularization parameter was demonstrated and the influence a suboptimal choice can have was discussed. It was shown and discussed that the field inversion can also compensate for spatial discretization, returning correct results on coarse grids as well. Different regions where the optimization is active were detected and their influence on the end result was investigated. Under consideration of these information, a machine learning model was trained using data from field inversions of the S809 at multiple angles of attack. The RANS turbulence model was then augmented by the machine learning model and improved results were shown on the S809 airfoil.

A future step in the context of the FIML approach is to include inversion results from additional test cases with different geometries and at different flow conditions in the training data, which is expected to be essential to be able to provide a robust and reliable augmentation.
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