Gaussian Thermal Operations and The Limits of Algorithmic Cooling
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The study of thermal operations allows one to investigate the ultimate possibilities of quantum states and of nanoscale thermal machines. Whilst fairly general, these results typically do not apply to continuous variable systems and do not take into account that, in many practically relevant settings, system-environment interactions are effectively bilinear. Here we tackle these issues by focusing on Gaussian quantum states and channels. We provide a complete characterization of the most general Gaussian thermal operation acting on an arbitrary number of bosonic modes, which turn out to be all embeddable in a Markovian dynamics, and derive necessary and sufficient conditions for state transformations under such operations in the single-mode case, encompassing states with nonzero coherence in the energy eigenbasis (i.e., squeezed states). Our analysis leads to a no-go result for the technologically relevant task of algorithmic cooling: We show that it is impossible to reduce the entropy of a system coupled to a Gaussian environment below its own or the environmental temperature, by means of a sequence of Gaussian thermal operations interspersed by arbitrary (even non-Gaussian) unitaries. These findings establish fundamental constraints on the usefulness of Gaussian resources for quantum thermodynamic processes.
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Introduction and summary.—The past few years have witnessed a resurgence of studies into the thermodynamics of quantum systems [1], which have lent novel insight into the nature of thermodynamic relations, as well as into the role of thermodynamic quantities such as temperature, entropy and work [2,3], set against the practical backdrop of realizing superior thermal machines operating in the quantum regime [4].

A key ingredient to any attempt to analyze these questions beyond the limited scope of a specific model is the characterization of a class of “thermal operations,” i.e., of operations that can be realized with the aid of the surrounding environment [5,6] (for reviews, see [7,8]). Whilst the frameworks resulting from this approach may yield significant wisdom concerning the ultimate limitations that constrain thermal scenarios, they are at times fraught by a certain “lack of realism,” in that they include interaction Hamiltonians which are not necessarily encountered in practice. Also, they are limited to finite-dimensional settings. It is therefore desirable to single out and characterize subclasses of thermal operations with direct practical relevance.

To this aim, this Letter shall consider the subclass of Gaussian thermal operations (GTOs), i.e., the class of operations on continuous variable systems obtained by considering energy-preserving bilinear interaction Hamiltonians between the system and a thermal environment. This subclass is extremely relevant in practice, given that quadratic Hamiltonians, which generate Gaussian unitaries, are very common and that system-bath interactions are often linear or may be linearized, especially in quantum optics and analogous setups. Indeed, various experimental platform relevant to quantum thermodynamics operate in the Gaussian regime. Examples include cavity optomechanics [9,10], Bose-Einstein condensates loaded into cavities [11], ions in harmonic traps [12,13]. In view of the same practical reasons, work extraction, storage and fluctuations [14–17], entropy production [18], heat transport [19], thermometry [20], and fluctuation-dissipation theorems [21] have been investigated in Gaussian scenarios. The capabilities of Gaussian operations in other, not necessarily thermodynamical, settings are also being considered [22,23].

The other defining feature of GTOs, alongside Gaussianity, is energy preservation. As we will prove, this feature implies that GTOs may be physically reproduced through operations corresponding, in the optical picture, to passive optical elements (i.e., semireflectant mirrors and dielectric plates), even in presence of thermal noise (which can be represented as a beam splitter coupling the input with a thermal mode). Alternately, dynamics equivalent to GTOs can be obtained by contact with a Markovian thermal reservoir (giving rise to the so-called quantum optical master equation, see [24,25]), or in coupled resonant cavities or optomechanical systems with negligible counter-rotating terms [26].
Gaussian states are then defined as the ground and (Gibbs) states of a symmetric Hamiltonian matrix \( H \) and a real vector \( \sigma \) satisfying that any positive-definite real matrix has \( \sigma + i\Omega \) \(\geq 0\) [25]. Gaussian unitary operations—ones that map Gaussian states into Gaussian states—are those generated by second-order Hamiltonians and admit a symplectic representation: their action on the second moments may be written as \( \sigma \mapsto S\sigma S^T \), where \( S \in \mathbb{P}_{2n,\mathbb{R}} \) (i.e., \( S \) is such that \( S\Omega S^T = \Omega \)). It is well known that any such operation can be written as a linear transformation \( r \mapsto \hat{r} \) by congruence with a symplectic transformation: \( \exists \Sigma \in \mathbb{P}_{2n,\mathbb{R}} \) \( SP_{2n,\mathbb{R}} = \Sigma H \Sigma^T \), where the \( \nu_j \) are the “symplectic eigenvalues” of \( P \); if \( P \) is a Hamiltonian matrix, the quantities \( \nu_j \) represent the eigenfrequencies of \( P \) (the frequencies of its normal modes). In the case of the CM of a quantum state, one has \( \nu_j \geq 1 \) (an expression of the uncertainty principle). Bear in mind that the spectrum of a Gaussian state is entirely determined by its symplectic eigenvalues and that tensor products at the Hilbert space level translate into direct sums in the Gaussian and phase space descriptions.

In the following, a major role will be played by the set of orthogonal symplectic transformations, for which \( SS^T = \mathbb{I} \) (also known as “compact” or “passive” transformations, as they do not require any source of energy in standard optical implementations). Further specific notation will prove convenient: we shall adopt the shorthand notation \( S[\sigma] = S\sigma S^T \) and the symbol \( TrS \) to denote partial tracing of the bath’s degrees of freedom in the phase space, which just corresponds to pinching out the relevant part of a CM, discarding the rest.

Let us also recall that the most general deterministic Gaussian CP map, obtained by letting the system interact with an environment in a Gaussian state through a quadratic interaction Hamiltonian, is characterized, up to arbitrary displacements of the first moments, by the mapping \( \sigma \mapsto \hat{X}\sigma X^T + Y \), with \( Y \geq -iX\Omega X^T + i\Omega \) [25]. The first aim of this Letter will be characterizing the subclass of deterministic Gaussian CP maps that are also thermal. A particularly relevant class of single-mode channels, which will play a prominent role in what follows, is the so-called phase-covariant ones, where \( X = xI_2 \) and \( Y = yI_2 \), with \( y \geq |1 - x^2| \) [25,29], (throughout the Letter, the symbol \( 1_d \) denotes the identity matrix in dimension \( d \)).
CP-maps. It might still be possible to obtain legitimate operations from nonpositive system Hamiltonians, but we shall disregard such peculiar cases in this treatment.

First-order terms in the interaction Hamiltonian generate displacements (shifts in the first-moment vector $r$). Since no first-order term commutes with a strictly positive quadratic Hamiltonian (linear displacements do affect the energy of trapped systems), displacements must be severely limited if they are to give rise to thermal operations. Rather than complicating our treatment with the inclusion of first-order terms, which do not add anything conceptually remarkable, we defer such a discussion to the Supplemental Material [30], and set all first-order terms $d_r$, $d_b$, and $d_l$ to zero to present our main results.

Simulating Gaussian thermalizations.—Within the above restrictions, a GTO generally involves an arbitrary number of bath modes, as well as an arbitrary sequence of second order interactions between these and the system modes. A crucial question is then if there exists a simpler protocol able to reproduce every Gaussian thermalization with less extension.

The second step to obtain the compact characterization above is that, due to the symmetries of the problem at hand, each $O_j$ admits a very simple structure:

$$O_j = (W_j \oplus \mathbb{1}_b) \circ M_j \circ (Z_j \oplus \mathbb{1}_b),$$

where, as already stated, $W_j$ and $Z_j$ are passive symplectic on the system, and $M_j$ is a set of beam splitters independently mixing each mode $j = 1, \ldots , n_1$ with a corresponding mode of the environment: $M_j = R^{(i)}_j \oplus \ldots \oplus R^{(i)}_n \oplus R^{(i)}_1$, where $R^{(i)}_j$ denotes a beam splitter mixing system mode $k$ [with ladder operator $\hat{a}_k = (\hat{x}_k + i\hat{p}_k)/\sqrt{2}$] with bath mode $k$ [with ladder operator $\hat{b}_k$]; at the Hilbert space level, $R^{(i)}_j = e^{i[\hat{a}^\dagger_k - \hat{a}_k]D_k\phi_j}$. Thus, in a GTO, each oscillator within the degenerate frequency sector is mixed with a correspondent thermal oscillator by means of a beam splitting operation. Tracing out the bath after such an interaction gives rise to the tensor product of phase-covariant channels that were denoted with $\Phi_r$. What is perhaps surprising is that every GTO can be simulated in this simple way, by independent interactions with the environmental modes. Besides, since the loss channels $\Phi_l$ are Markovian [25], the most general Gaussian thermalization can be generated by a simple Markovian master equation. Indeed, GTOs are the most common as well as easiest to implement transformations, corresponding, in the normal mode basis, to passive optics or loss to a thermal Markovian reservoir.

Single-mode criteria.—For each nondegenerate system eigenfrequency, a GTO reduces to a single-mode transformation. All single-mode passive transformations are phase shifters, and the transformation $Z_j$ may always be simplified by left multiplication with phase shifters (see [30]) and may thus, on a single mode, be reduced to the identity without loss of generality. Hence, the most general GTO on a nondegenerate eigenfrequency subspace takes a very simple form indeed.

Proposition 1—Single-mode GTOs: Let $\hat{H}_s = \frac{1}{2} \hat{r}^T H_s \hat{r}$ be a single-mode system Hamiltonian, then the class of GTOs is given by

$$\sigma \mapsto S[pD_\phi S^{-1}\sigma S^{-1}T + (1 - p)\nu_b 1_2] ST,$$

with $p \in [0, 1], \nu_b = [(e^{i\omega_0} + 1)/(e^{i\omega_0} - 1)]$ and $D_\phi = (\cos \phi, \sin \phi, -\sin \phi, \cos \phi)$.

We can now spell out the full criterion for Gaussian state transformations through single-mode GTOs. That is, given
an input CM \( \sigma_i \) and an output CM \( \sigma_f \), is there a GTO mapping \( \sigma_i \) into \( \sigma_f \)? Here, one should recall that the most general single-mode CM \( \sigma \) may be written as a rotated and squeezed thermal state: \( \sigma = \nu D_{q_\varphi}(z, 1/z)D_{q_\varphi}^* \), for \( \varphi \in [0, 2\pi[ \), \( z \geq 1 \) and \( \nu \geq 1 \).

**Proposition 2—Single-mode state transformations:** Let \( \hat{H} = \frac{1}{2} \hat{H}^2 \hat{H} = (\alpha^2/2)SS^T \) be a single-mode system Hamiltonian. An initial Gaussian state with CM \( \sigma_i = \nu_i D_{q_\varphi_i}(z_i, 1/z_i)D_{q_\varphi_i}^* S^T \) may be mapped into a Gaussian state with CM \( \sigma_f = \nu_j D_{q_\varphi_j}(z_j, 1/z_j)D_{q_\varphi_j}^* S^T \) via a GTO at inverse temperature \( \beta \) if and only if

\[
\exists \ p \in [0, 1] \ ; \ \frac{\nu_i z_i}{\nu_j z_j} = p \nu_i z_i + (1 - p) \nu_j z_j
\]

with \( \nu_b = (\varphi_0 - 1)/\varphi_0 \).

Note that the parameters \( q_\varphi \) and \( q_\varphi^* \) are irrelevant to the transformation criterion, which admits a geometrical representation: if one parametrizes the class of single-mode Gaussian states (in the basis of normal modes of \( \hat{H}_s \) and modulo phase shifters) in the two-dimensional space \((\nu z, \nu/z)\), one can thermally map the states \((\nu_i z_i, \nu_i/z_i)\) only into states lying along the segment connecting \((\nu_i z_i, \nu_i/z_i)\) to \((\nu_b, \nu_b)\) (see [30]). Note that the squeezed states to which this criterion applies display quantum coherence (off-diagonal elements) in the energy eigenbasis. In the case with no squeezing, where the states have no coherence (off-diagonal elements) in the energy eigenbasis, states to which this criterion applies display quantum coherence (off-diagonal elements) in the two-dimensional space modulo phase shifters.

**Algorithmic cooling.**—Let us now discuss the main repercussions of the characterization derived above on the algorithmic cooling of Gaussian systems. In the spirit of heat-bath algorithmic cooling (HBAC) [38] one aims at cooling a system by alternating Gaussian unitaries and thermal operations which, if one allows for partial rather than complete thermalizations, may lead to improvements in the cooling of finite-dimensional systems [27,39]. For example, a single qubit can be cooled arbitrarily close to the ground state by applying to it Pauli \( x \) unitaries interspersed with thermal operations, without the need of extra ancillas. In fact, at low enough temperatures, the required thermal operations can be approximated by resonant Jaynes-Cummings couplings to a single, initially thermal oscillator. A natural question is then if a single system oscillator can be cooled below the environment temperature in a similar fashion, that is, by unitaries on the system acting between the GTOs. This would be particularly advantageous because it would only require standard quadratic interaction Hamiltonians.

Here we answer this question in the negative for single-mode systems: if \( U_j \) are single-mode (not necessarily Gaussian) unitaries and \( T_j \) arbitrary single-mode GTOs, for each \( N \) the state \( T_N \circ U_{N} \circ \ldots \circ U_1 \circ U_0 \) cannot be cooled below the minimum between the environment’s entropy and the initial system entropy. This is the case since the output entropy of phase-covariant, single-mode Gaussian channels at given input entropy is minimized by (Gaussian) thermal inputs (with respect to the normal mode Hamiltonian) [40], with optimal output entropy that is monotonic in the input entropy. Thus, the best the unitaries \( U_j \) can do is put the state in normal form which, for given initial symplectic eigenvalue \( \nu_j \), yields the output symplectic eigenvalue \( p\nu_j + (1 - p)\nu_b \geq \min(\nu_j, \nu_b) \), so that the minimum entropy is obtained by either shielding completely from the environment or by complete thermalization. Notice that, rather remarkably, such an entropic bound holds for any unitary operation and any input state, not necessarily Gaussian. We also show in the Supplemental Material [30] that the impossibility of lowering the system entropy below the environment’s value is maintained if one extends the class of thermal operations to include single-mode squeezed baths, which are not encountered spontaneously in nature but may be engineered under certain controlled conditions [41–45].

Cooling opportunities open up if nonquadratic interaction Hamiltonians or control over the energy levels’ structure are allowed, as is commonly assumed for quantum refrigerators [46], or if some of the thermal ancillary modes can be manipulated by general Gaussian unitaries. In point of fact, these latter schemes, unless restricted by practical constraints, allow one to always cool any oscillator arbitrarily close to the ground state. To this aim, one may in principle include a thermal ancillary mode at high enough frequency so that its entropy is arbitrarily low, and then swap such a low entropy state into the system through a beam splitter acting in the unitary step (notice that such an interaction between modes at different frequencies would not be prohibited, since the unitary does not have to be a thermal operation in the general setup we are considering). This is nothing but the discrete version of sideband cooling, where excitations are extracted from the system of interest (such as a mechanical oscillator) into a coupled oscillator (such as a mode of light, in optomechanical setups) at higher frequency, from where they leak to the environment.

Our no-go theorem complements the impossibility of engineering absorption refrigerators with Gaussian resources alone, pointed out in [47]. Our treatment is more broader, relying on the general GTOs rather than on a
specific time-evolution, and focuses on the system temperature, rather than heat transport between reservoirs.

Conclusions and outlook.—We presented a full characterization of Gaussian thermal operations, implying that they are all generated by a simple, time-local master equation, determined necessary and sufficient conditions for transformation under GTO on a single-mode and proved that no algorithmic cooling acting on a single-mode system alone can ever lower the entropy below the background or initial ones, a fact which is relevant in practice given the broad applicability of noise models based on bilinear interactions with an environment. The latter finding is intimately related to the fact that GTOs are all Markovian. As such, any dynamical trajectory reaching the thermal state must terminate there. In fact, the cooling protocol for a single qubit presented in [27] relied precisely on the fact that system-bath correlations can be used to cross the thermal state and achieve temperatures lower than that of the environment. This possibility is precluded, for Gaussian systems, by our no-go result. Our framework, however, sets up the scene to explore transformation conditions and more articulate cooling schemes in multimode scenarios (we refer the reader to the final section of the Supplemental Material [30] for a detailed discussion of future perspectives).
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Note added.—During the completion of this Letter, we became aware of closely related work [48], where thermal transformations are constrained to passive unitaries by design and several multimode necessary conditions for state transformation are discussed.
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