Collaborative Automation and IoT Technologies for Coastal Ocean Observing Systems
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Coastal observing systems are typically nationally funded and built around national priorities. As a result, there are presently significant differences between countries in terms of sustainability, observing capacity and technologies, as well as methods and research priorities. Ocean observing systems in coastal areas must now move toward an integrated, multidisciplinary and multiscale system of systems, where heterogeneity should be exploited to deliver fit-for-purpose products that answer the diversity and complexity of the requirements from stakeholders and end-users. Essential elements of such distributed observation systems are the use of machine-to-machine communication, data fusion and processing applying recent technological developments for the Internet of Things (IoT) toward a common cyberinfrastructure. This perspective paper illustrates some of the challenges for sustained coastal observations and provides details on how to address present gaps. We discuss the role of collaborative robotics between unmanned platforms in coastal areas and the methods to benefit from IoT technologies. Given present trends in cost-effective solutions in ocean sensors and electronics, and methods for marine automation and communication, we consider that a distributed observation system can effectively provide timely information in coastal regions around the world, including those areas that are today poorly observed (e.g., developing countries). Adaptation in space and time of the sensing nodes, and the flexibility in handling different sensing platforms can provide to the system the ability to quickly respond to the rapid changes in oceanic and climatic processes, as well as to promptly respond to evolving stakeholder and end-user requirements.
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INTRODUCTION

Coastal areas are the most dynamic and productive parts of the oceans, which makes them a significant source of resources and services for mankind. Coastal waters are located immediately in contact with human populations and exposed to anthropogenic disturbances, placing these resources and services under threat (e.g., Lynch et al., 2014). These concerns explain why, in several coastal regions, a rapidly increasing number of observing systems have been implemented in the last decade (Moltmann et al., 2019). Expansion of coherent and sustained coastal observations has been fragmented and driven by national and regional policies and is often undertaken through short-term research projects (Farcy et al., 2019). This results in significant differences between countries both in terms of sustainability and observing technologies, methods and research priorities.

Unlike the open ocean, where challenges are rather well-defined and stakeholders are fewer and well-identified, coastal processes are complex, acting on several spatial and temporal scales, with numerous and diversified users and stakeholders, often with conflicting interests. To adapt to such complexity coastal ocean observing system must be an integrated, multidisciplinary and multiscale system of systems (GOOS, 2012). But the diversification in data acquisition, handling and storage can inevitably create problems in data management and delivery, hampering interoperability and limiting opportunities to advance our knowledge on coastal processes and resource management.

Looking at the future, system’s diversification will likely increase as new sensors and platforms become available, activities in new sectors of the ocean economy are developed, and an increasing number of users will provide heterogeneous societal demands for specific observations. In this perspective we present some of the challenges for sustained coastal observations and illustrate methods to address them. We suggest an approach to exploit current and future system heterogeneity while serving the needs of a sustainable and robust coastal observation. The specific aim of such a system should be harmonized and autonomous acquisition, use of best-practices for data handling and storage and to provide information to enable ecosystem based management of the ocean while responding to data requirements of different blue-economy sectors.

ELEMENTS OF A NETWORK OF DISTRIBUTED OBSERVING PLATFORMS FOR COASTAL AREAS

Coastal systems demands the use of diverse observing platforms for the collection of relevant oceanographic variables, i.e., Essential Ocean Variables (EOVs, Lindstrom et al., 2012; Bax et al., 2018). Present solutions are based on different approaches which include a limited number of cabled observatories, collecting high frequency data on a larger number of EOVs, supplemented by a variety of other platforms typically observing a lower number of variables (Figure 1). Similarly, the expected expansion of citizen science programs (Kelly et al., 2020) into the ocean domain can enable in the future many more devices observing selected variables. This intrinsic heterogeneity in observation systems is a challenge for centralized management. But, when managed in a coordinated way, it could offer more flexibility and the opportunity to optimally respond to future ocean data needs. Indeed, a network of heterogeneous systems can better adapt and promptly react to diverse and complex coastal processes and the diverse user demands and priorities, hence delivering fit-for-purpose data and products.

In this perspective we present methods to move toward a distributed system for coastal ocean observations composed of a network of fixed and mobile heterogeneous nodes, which can coordinate data acquisition tasks and data management. Diversity and heterogeneity are two key characteristics which can increase system resilience, as evidenced during the COVID-19 pandemic when the overall observation system performance was rather unaffected although some platforms were impacted. Nodes of the network are stand-alone platforms (e.g., buoys, moorings), cabled observatories, research vessels, FerryBoxes, autonomous underwater and surface vehicles, gliders, bio-logging, satellites and different low-cost, low-power sensors systems, e.g., from citizen science initiatives. Communications in the network are enabled exploiting Internet of Things (IoT) technologies. Data management is performed over a web-infrastructure with near-real-time (nRT) communications, long term storage, secure data retrieval and services for data processing that are offered online by exploiting cloud technologies and services.

An important feature is machine-to-machine (m2m) communication among the nodes to enable adaptive sampling. When specific signals are recorded by one node (e.g., harmful algal bloom, oil spills, ocean heatwaves, etc.) other nodes can refine the event’s data acquisition strategy (e.g., extend...
geographical coverage, provide higher sampling rate, etc.) using collaborative robotic solutions. The distributed structure will also ensure a better tolerance to individual node failures and enable the flexibility to satisfy specific tasks (e.g., aquaculture monitoring, support to tourism, etc.). The complexity of the network structure and functioning is generally hidden to the final users (Carpenter and Cannady, 2004; Crise et al., 2018; Montella et al., 2018) and this process of abstraction is relevant to deliver a portfolio of products. Special interest groups may have specific needs that can be met by these ad hoc products and the requirements can change in time and space (e.g., the constant evolution of marine directives) along with the technological advances. Services on the cyberinfrastructure are customizable by the end-users according to the requirements of the specific use (i.e., precision, accuracy, sampling frequency, etc.). Thus, both data and products have to follow FAIR principles (Findable, Accessible, Interoperable, Reusable; Wilkinson et al., 2016), although regional economic, legal and security aspects could in same cases limit data access.

In this context IoT solutions could be exploited for the interconnection at different scales: locally (e.g., sensors), regionally (e.g., platforms) and globally (e.g., observatories). In particular, they include the coordinated (common objective—yet separate execution) and cooperative (common objective—frequent interaction) operations of the components including domain specific high computing facilities for numerical ocean modeling tasks. In the future deployment bottlenecks in the area of interoperability (i.e., common calibration and communication standards) are to be expected.

An extended review of the challenges for global ocean observing system is presented elsewhere (e.g., Molmann et al., 2019). The use of best practices and recent technology for sensors and data interoperability (Buck et al., 2019), unmanned marine platforms (Testor et al., 2019), cabled observatories (Howe et al., 2019), and marine observatories (Crise et al., 2018) have all been identified to contribute toward implementation of sustainable ocean observations. Here we focus on the role of m2m coordination and IoT techniques as essential elements for the operationalization of a sustained distributed ocean sensing system in coastal regions.

**Automation and Collaborative Robotics**

The nodes of the distributed system are sensing platforms that have standardized metadata information accessible via a common cyberinfrastructure (e.g., a dashboard), including geographical as well as technical specifications on sensors and platforms. Sensor-web architectures (see del Río et al., 2017) are used to achieve process automation, sensor interoperation, and service synergy. Autonomy in the system is expanded relying on a range of unmanned platforms for surface- and underwater-operations (Domingo, 2012; Whitt et al., 2020). Cooperative and collaborative robotics approaches have been developed for autonomous marine vehicles, using different m2m communication and decision-making paradigms (Thompson and Guihen, 2019). Those approaches are not mutually exclusive although generally optimized for different data gathering missions. Specifically:

**Cooperative solutions** work on a single or a small set of similar tasks to accelerate or optimize aspects of the mission (e.g., minimizing completion time; maximizing the coverage area). In these cases, decision-making and m2m communication focus on enforcing a control system that governs each participating platform. Ocean survey missions have particularly benefited from cooperative control methods resulting in solutions that are effective for monitoring over extended periods (Leonard, 2016; Ocean Infinity, 2020; Simetti et al., 2020).

**Collaborative solutions** focus on complex missions that have a “deep” sequence of dependent and interdependent tasks. The m2m communication is shaped to achieve machine-consensus on task allocation and sequencing between platforms based on their metadata profiles and constraints. Collaborative robotics and m2m communications have enabled adaptive sampling (Branch et al., 2019) and extended operations (Lima et al., 2019) in coastal areas, provided an abstract mission planning paradigm.

Different multi-marine platform mission planning tools are available to specify the above tasks that can be executed by individual marine platforms (e.g., Neptus, Pereira et al., 2006; LSTS Toolchain, Pinto et al., 2013; MOOS-IvP, Benjamin et al., 2010; JANUS, Petroccia et al., 2017).

Improved onboard machine intelligence (e.g., nRT data processing, mission planning and optimization, fault response and risk management) is possible with present development in miniaturized electronics and power-efficient algorithms providing direct feedback to the control system of the sensing platform (Zhou et al., 2019). The developments of technology for underwater communication (Song et al., 2019), autonomous-docking, -calibration and -power supply (Yazdani et al., 2020) as well as bio-inspired algorithms for collective behavior and optimal search (Tholen and Nolle, 2017), can open interesting perspectives for the operations of a large fleet of autonomous platforms in coastal areas with little or no human supervision (Schmidt et al., 2016).

Nonetheless, significant technical, operational, economical and legislative challenges must be solved before conducting unmanned coastal observations as a sustainable and long-term program. The technical issues are typically related to limitations in the available power, suitable navigation solutions (for mobile systems), and sensor stability. Existing communication solutions are often expensive and power hungry. Operational challenges are often related to fouling, such as bio-fouling but also fouling due to floating or submerged debris (e.g., ghostnets). Coastal observations often suffer from effects of surface traffic, leading to collisions, unwanted recoveries or a lack thereof, thus leading to limitations in communications, maintenance and recovery. Additionally, existing legislation in coastal regions might limit the operations with unmanned vehicles. The extremely dynamic coastal domain requires significant sensor density to establish an adequate observation capability. Despite recent developments in

1Ocean Infinity (2020). Discover Our Projects, available online at https://oceaninfinity.com/projects/.
cost-effective ocean sensors and platforms (Wang et al., 2019), often the cost of sensors alone poses a severe economic challenge to the establishment of a sustainable and comprehensive coastal observation system.

**IoT Communication Technologies**

In open ocean environments satellites are the only viable communications means, but they are often expensive solutions and can present high latency. Recently, several new initiatives have promised cheaper and faster satellite-based solutions for data collection and continuous monitoring in the ocean. Nevertheless, in coastal areas other technologies are available that offer significant advantages in terms of cost, throughput and latency. For applications in which a limited number of small messages are adequate, long-range low-power wide-area networks (LPWAN) are an inexpensive solution that can reach considerable distances from the coastline.

Among the several LPWAN implementations, the most prominent are Sigfox, LoRaWAN, NB-IoT, and LTE-M (Mekki et al., 2018). Sigfox is currently deployed in more than 70 countries in all five continents, able to cover 1.3 B people1, while LoRaWAN is currently deployed in 162 countries2. When choosing among the different options, the main factors to be considered are: communication range, data rate, spectrum usage, number and size of messages, energy consumption, and cost (Mekki et al., 2019). Sigfox is a proprietary long-range low-power solution widely used for IoT, but it is quite limited in the number of messages per day and the amount of data that can be transferred. LoRa is also based on a proprietary technology, but only at the physical layer, while the data transmission protocol, namely LoRaWAN, is open and free to use and deploy. As for cellular communications, they have been traditionally leveraged for IoT, but their high-power consumption limits their use in battery-operated devices. Newer cellular technologies (e.g., NB-IoT, LTE-M) consume less power, offer longer ranges, and are protected from interference thanks to their use of licensed frequencies. Therefore, where these cellular technologies are available, they can offer a viable solution, but currently they are not yet widely deployed.

Given the characteristics of these long-range technologies (reviewed in Mekki et al., 2019; Parri et al., 2019; Cecílio et al., 2020; and Park et al., 2020) it appears that LoRa implementations are the most effective solutions for IoT-based coastal monitoring systems. A considerable advantage of LoRa is the use of unlicensed spectrum at frequencies below 1 GHz, which are available in most countries and may remove a significant factor in the cost of the communications services. This allows even small organizations to install, operate and maintain the network, independently of commercial communication providers. This can be particularly appealing for building sustainable observing systems with common protocols worldwide, including developing countries where commercial communication services can be unaffordable, or even lacking in certain areas. The use of unlicensed spectrum poses, however, limits to the maximum allowable transmission power and channel occupancy time, to allow sharing the resource among concurrent users. These limitations are country-specific but as exemplified by the great success of WiFi do not constitute a major obstacle for its widespread usage.

The open LoRaWAN protocol offers variable transmission speeds from about 300 bps up to 50 kbps and paves the way for a complete solution from the sensing ocean platform to the network server and from there to a number of application-specific web accessible servers (Figure 2). Experiments on coastal areas have already shown that LoRaWAN-based systems yield promising results (Petajärvi et al., 2015; Parri et al., 2019). Recently, the impact of the height of the nodes when deployed in the water have been investigated (Cecílio et al., 2020), demonstrating that tides have an impact on the communication distance and reliability. A factor that needs to be considered when building the system, by for example positioning the end-nodes as high as possible.

The LoRaWAN gateways and servers can be installed and managed directly by the interested party, but their functionalities can also be obtained from commercial providers or leveraging crowdsourcing initiatives such as the [TheThingsNetwork](https://www.thethingsnetwork.org), a global endeavor that provides LoRaWAN services at no cost. Several end-devices installed on the sensing platform send messages to one or more LoRaWAN gateways, which will then forward them to the network server using IP-based connections (Seid et al., 2020). Nevertheless, when there is a need for higher data rates (e.g., transmission of videos) modified WiFi for long-distance offers a low-cost solution that can be directly installed by the interested organization (Pietrosemoli et al., 2014). Finally delay-tolerant transmission protocols (Msaad et al., 2020) should be considered since some devices, due to their mobile nature, might be connected with the on-land infrastructure only intermittently.

The IoT enabled devices will be crucial in the framework of Digital Ocean initiatives as they will provide the means to assimilate ocean measurements including the potential ability to modify the sampling behavior, on temporal and spatial scales, according to the needs of the digital ocean initiatives (such as the Digital Ocean Twin). This is also a prime example of a cooperative vs. coordinated system.

**DISCUSSION**

Essential elements toward the implementation of a distributed and autonomous architecture for ocean monitoring and observation are described to achieve the ability to measure physical, chemical, and biological variables across a range of spatial and temporal scales in coastal areas. Cooperative autonomous devices with on-board system management and data processing should be combined with low-power long-range communication technologies, to coordinate data acquisition and management and enable machine-machine interactions, to deliver fit-for-purpose information to a range of end-users with

---
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complex and diverse requirements. These transformative changes in the use of marine robotics, communication technology and autonomous data handling, can strengthen modern coastal ocean observing systems by supporting their economic viability while addressing overlapping interests of end-user groups from science, technology, industry, and policymakers.

The global ARGO program is a prime example of how such step-change can be achieved, demonstrating the successful implementation and operation of a global blue ocean observation system, technologically and scientifically, over the past 20 years with major perspectives for future developments (Roemmich et al., 2019). Albeit being a homogeneous observation system it illustrates the realization of key functionalities such as simple m2m communications, on-board data preprocessing, data quality and sensor standards as well as model integrations and bespoke data products for the open ocean.

Coastal observatories have different economic challenges compared to the open ocean, as they are nationally funded and serve the requirements of several stakeholders; e.g., water authorities, legislative bodies, aquaculture companies, etc. Hence a modular and flexible structure in the observational system is needed to adapt to local requirements while ensuring a coherent data access and interoperability. The Balearic Islands Coastal Ocean Observing and Forecasting System (SOCIB, Tintoré et al., 2013) provides operational solutions for a multi-platform, integrated and multidisciplinary observing system which is able to leverage system’s diversity and automation to better respond to end-user needs (Heslop et al., 2019). To achieve integration in such heterogeneous system communication and coordination among nodes is paramount (Leonard, 2016; Thompson and Guihen, 2019) and semi-autonomous planning and monitoring tools should evolve to integrate numerical ocean and atmospheric models as well as in situ data in order to coordinate and optimize usage of the individual nodes. Underlying all of these attributes should be the adoption of standard methods and best practices to create a foundation for the desired interoperability (Pearlman et al., 2019).

The capacity of a network of heterogeneous system to transfer data is a critical issue, since the quantity of data produced by the platforms is expected to be large. Delay tolerant methods and protocols allowing local data storage and retrieval of the platform could be needed to secure collection of large data. Moreover, modified WiFi could enable near-real time long-distance information transfer of broadband data (Pietrosemoli et al., 2014). Additionally, communication of data or information from mobile systems can rely on surface radio-frequency communications or underwater communication to cabled seafloor communication nodes. While acoustic underwater communication will improve in terms of reliability and in effective bandwidth, high-bandwidth,
low-energy, long-range communication (>10 km) will most likely not be achieved (Song et al., 2019). Low-power on-board data processing, fusion and data compression algorithms can alleviate some of the shortcomings imposed by the physics of the acoustic communication channel. Similarly, underwater optical communications will play in the future a more prominent role providing short range point-to-point high bandwidth (>10 Mbps) line-of-sight connectivity. It is foreseen that combined (optical, acoustic) communication systems could provide the means for reliable underwater communication for a range of environmental conditions such as those found in coastal regions.

The ability to benefit from a wide range of diverse sensing platforms to monitor EOVs, could greatly expand our ability to achieve sustained coastal observations in the global ocean. Indeed, the potential low cost of the distributed observational framework can enable data collection, handling and storage in areas that are currently poorly observed (e.g., in developing countries). The arctic region is an important example of where advanced in communication and automation can contribute to design and implementation of sustained observing system (Lee et al., 2019). A network of moored, wirelessly connected platforms, complemented by autonomous vehicles with advanced control systems and a range of low-cost sensors could provide the baseline for sustained coastal observations in many regions. Those systems might initially not have all the EOVs but could be expanded upon availability of reliable sensors to fill the EOV gaps.

The need for sensors in the coastal zone is essentially the same as for the offshore environment, however, the concentrations of the compounds of interest, nutrients, pollutants, etc., are generally higher in the shelf areas. The coastal observatories may then require more frequent servicing due to the faster degradation of sensor performances as a result of biofouling, adverse impacts of oil slicks, marine litter, etc. It has been demonstrated that regular servicing of the observatory and sensors could be performed with unmanned autonomous vehicles (Barceló-Llull et al., 2019; Scoulding et al., 2020) which could also collect samples for ground-truthing to be analyzed using standard techniques to ensure that the data collected are reliable. The availability of reliable and cost-effective ocean sensors is central to the implementation of large distributed observation networks. Some of the required sensors to monitor EOVs are not yet available, but considering the fast evolving technology, many of the variables not covered now, will be likely covered in the near future (Wang et al., 2019).
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