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1. Introduction

Single file diffusion (SFD) is a term coined to describe the diffusion of particles constrained to a narrow channel with the condition that the mutual passage of particles is excluded. Ranging from the original evidence of the reduced transport of ion potassium through a giant nerve axon membrane of *Sepia Officinalis* [1] to molecular diffusion in zeolites [2] there has been an intense and continued research activity in order to understand the anomalous character of SFD. In particular, during past decades there has been a plethora of experiments and theoretical analysis to provide confirmation of the universal validity of its subdiffusion behaviour, that is, the mean-square displacement (MSD) of a tagged particle at time $t$ turns out to be proportional to $t^{1/2}$. Let us summarize the developments most significant for the present work. On the experimental side, by confining paramagnetic colloids to a circular channel made by photolithography [3], then creating one-dimensional channels with scanned optical tweezers to avoid hydrodynamic effects [4, 5], and weakly interacting colloids confined to a narrow groove [6] it was possible to show a non-Fickian long time behaviour in an anomalous SFD process. In contrast, the diffusion of millimetric balls mimicking vortices in a superconductor in a circular channel showed a significant deviation from the usual SFD [7]; moreover, using a fluctuating modulated potential a significant enhancement of the tagged particle’s diffusion contrasted with a bald channel was reported in [8]. However, the transport of macroscopic charged beads interacting with a screened electrostatic potential behaves as the SFD [9]. On the theoretical side, the anomalous SFD diffusion was set on a firm footing in [10] using a general theory based on the generalized Smoluchowski equation [11], where the proportionality pre-factor in the MSD was found to be given in terms of the compressibility of the system, as well as in [12, 13] using a macroscopic fluctuation theory [14], where a generalization of the pre-factor is provided to account for hard-core interactions, colloidal suspensions and lattice gases, among others. Also, an exact analytical expression for the tagged particle’s probability density function (PDF) using a Bethe ansatz was derived in [15], and by means of a large deviation function in [16, 17], where particular emphasis was put in the sensitivity on the initial conditions observed in the pre-factor of the MSD [18]. Introducing a harmonization technique to map a many-body interacting system into a system of beads interconnected by harmonic springs it was possible to derive a stochastic fractional Langevin equation for the tracer particle that captures the essence of the SFD behaviour [19].

A Brownian harmonic chain was considered and treated by means of the Langevin equation in [20] where different size-effects of the single-file diffusion were found, in particular, for a finite number of particles it was found that after a sufficiently long time the system presents free diffusion with a reduced diffusion coefficient $D/N$, where $D$ is the free particle self-diffusion coefficient; this behaviour was also seen in [21, 22]. The SFD behaviour was corroborated for point-like particles in a file with a periodic substrate [23], and a rich variety of absorbate phases were found for charged and superparamagnetic colloidal particles in a similar file using numerical simulations [24, 25]. A comprehensive and profound revision of the SFD with a scientific and technological perspective can be found in [26].
According to these results the transport phenomenon behind SFD is the result emerging from the collective interactions of Brownian particles confined to a straight line with the constraint that particles cannot pass each other through. Even though the SFD behaviour $\sim t^{1/2}$ is found in all the aforementioned physical scenarios it is natural to ask whether the single file behaviour is the unique file diffusion occurring in the long time regime. For instance, what would have happened with SFD behaviour in the low, or high-temperature regime in an open long line?, or how is the SFD affected by the thermodynamic phase of the system? Even if the general answer to these questions lies beyond the scope of this work, here we investigated the diffusive regime that emerges in the file’s dynamics when the temperature is increased in a file system at the crystalline phase. Although Brownian dynamics (BD) has already been approached using different theoretical frameworks such as many-particle Langevin equations, generalized Smoluchowski equation or BD simulations adapted to various physical scenarios [27], in this work we have found an useful approach through the path-integral formalism [28–31]. In this paper we approach BD from the perspective of Feynman’s path integral formalism. As a starting point we consider BD based on the so called generalized Smoluchowski diffusion equation [11] (here simply called Smoluchowski equation), the basic treatment consists then of carrying out simple transformations that allow to convert the Smoluchowski equation into a high-dimensional Schrödinger type equation [32] at which point a standard treatment [30, 31] can be followed using the path integral formalism. Using this idea we study a fluid with strong interactions near the crystallization state, first through the Frenkel–Kontoreva model with a flat substrate, and second for an approximation of the paramagnetic interaction.

It is shown that the results coming from the path integral approach, and those from the Langevin description, analytical and numerical, are identical and very close to the standard Ermak–McCammon BD simulation results. This fact places the BD path-integral formulation on a firm ground with an outlook to perform further more complex calculations. For instance, in [32], this formalism was used to improve a version of the Monte-Carlo algorithm in order to investigate the long-time dynamics of several molecular systems. Here we take advantage of the BD path-integral formulation to study analytically a simple temperature perturbation of the crystalline state of the system. Our findings show consistency between the regime parameters considered in the theory and the typical behaviour of the SFD before a sufficiently long time and below a certain temperature. From the physical point of view this result is reasonable and should be expected despite the increment of thermal agitation; this phenomenon, observed at the level of MSD, is also achieved from the crystallization phase due to the mutual passage exclusion in an open one dimensional system. These results were validated using BD simulations.

This paper is organized as follows: in section 2, we present a model based on an interaction potential for the one dimensional particle system near crystallization. In particular we introduce the simplest version of the Frenkel–Kontoreva model with a flat substrate and a model near crystallization for the paramagnetic interaction between colloidal particles. In section 3, we provide a revision of the many-particle Langevin equation applied to the one-dimensional system for the harmonic interaction between particles to draw a comparison with the results obtained from the path integral
method. In section 4, we present the path integral approach developed for a system in $d$-dimensional space with an effective interaction potential, we show the path integral solution of the $N$-particle Smoluchowski equation. In section 5, we give the main results for the harmonic approximation obtained from the Langevin description and the path integral approach. Furthermore, starting off the crystal phase we performed subdominant perturbation theory by increasing the temperature and found a consistent behaviour with the single-file diffusion behaviour, within the allowed values in the theoretical approximation. In the concluding section 6, we give our main remarks and comment on the outlook of this work.

2. Potential model near crystallization

The physical system considered here consists of a set of a Brownian interacting particles confined to a straight line. The total interaction potential is assumed to be pairwise additive

$$\Phi(x) = \sum_{i<j=1}^{N} V(|x_i - x_j|),$$

where $V(r)$ is the pair potential between two particles on the line. Next, we will consider the one dimensional situation $d = 1$, unless stated otherwise and in particular we will consider $x = (x_1, \ldots, x_N)$ to be an abstract arbitrary position in $\mathbb{R}^N$ so that the components of $x$ represent the positions of the particles.

The SFD phenomenon in this system is studied close to the crystalline phase using a harmonization procedure [19]. Thus it becomes convenient to assume the existence of a mechanical equilibrium point $x^{eq}$ such that $\partial_\ell \Phi(x^{eq}) = 0$, with $\ell = 1, 2, \ldots, N$, where the partial derivative is denoted by $\partial_\ell := \frac{\partial}{\partial x_\ell}$. Now, it is clear that for any repulsive potential $V(r)$ the particles prefer to be away from each other. In the absence of thermal fluctuations, and if the number of particles remain finite the mechanical equilibrium can be achieved as long as the particles are confined in a finite length $L$, all the while we consider rigid endings; this can be accomplished physically by anchoring two particles at the end points. Additionally, in the thermodynamic limit, $N \rightarrow \infty$ and $L \rightarrow \infty$, while the particle density $\rho := N/L$ is kept fixed, this equilibrium can also be guaranteed in the bulk. As a consequence of constraining the system to a line the equilibrium positions are found starting off the usual equidistant positions. In particular, for an odd number of particles, these positions would be at

$$x_j^o = a(j - 1) - \frac{a(N - 1)}{2},$$

with $a$ being the average separation between particles, and also $a = 1/\rho$ is approximately the inverse particle density. In the following, we carry out a Taylor expansion around $x^o$ for the interaction potential to the quadratic order

$$\Phi(x) = \Phi^o - F_\ell y^\ell + \frac{1}{2} U_{\ell k} y^\ell y^k + \cdots,$$
where the coefficients of the expansion are given by the standard expressions, \( \Phi^o := \Phi(x^o) \), \( F_j := -\partial_j \Phi(x^o) \), \( U_{ij} := \partial_i \partial_j \Phi(x^o) \), and \( y^\ell := x^\ell - x^o \). Since, in general \( F_k \neq 0 \), the equilibrium positions in this case are \( x^o_{eq} = x^o_i + (U^{-1})_{ij} F^j \). The coefficients of the Taylor expansion can be obtained using the first and second partial derivatives of the interaction potential (see appendix D), these are given for a pairwise potential function \( V(r) \) by equations (D.2) and (D.4).

In the following, we compute the coefficients in (3) shown above for specific interactions potentials.

**Example 1.** The simplest potential corresponds to the Frenkel–Kontoreva model with a flat substrate [33]. This is given by a quadratic total interaction potential as

\[
\Phi(x) = \frac{1}{2} \kappa \sum_{i=1}^{N-1} (x_{i+1} - x_i - l)^2, \tag{4}
\]

where the average separation, \( a \), between particles in (2) coincides with the spring’s natural length \( l \). It is not difficult to show that this potential can be written as

\[
\Phi(x) = \frac{\kappa}{2} \mathbf{x} \cdot \mathbf{V} \mathbf{x} - \mathbf{x} \cdot \mathbf{b} + \frac{1}{2} \kappa l^2 (N - 1), \tag{5}
\]

where \( \mathbf{b} = \kappa l (-1,0,\ldots,0,1) \) is a constant vector. Additionally, this potential corresponds to (3) for \( F_k = 0 \), with \( \mathbf{U} = \kappa \mathbf{V} \), where the matrix \( \mathbf{V} \) is a tridiagonal matrix whose values are given by the diagonal elements \( V_{11} = V_{NN} = 1 \), and \( V_{kk} = 2 \) for \( k = 1,\ldots,N-2 \); while the off-diagonal elements \( V_{kk+1} = V_{k-1k} = -1 \), and \( V_{k+\ell k} = 0 \) for \( \ell > 0 \).

**Example 2.** A pairwise potential used to compare against experimental results of the SFD phenomenon is the paramagnetic potential [3], given by

\[
V(r) = \frac{\mu_0}{4\pi} \frac{M^2}{r^3}, \tag{6}
\]

where \( \mu_0 \) the vacuum permeability, and \( M \) is the magnetization of the particles that for paramagnetic colloids satisfies \( M = \chi_{\text{eff}} B \) being \( \chi_{\text{eff}} \) an effective magnetic susceptibility and \( B \) the transversal applied magnetic field [34].

Now, we compute the force acting on the \( k \)th particle using \( F_k := -\partial_k \Phi \) at \( x^o \). By straightforward calculation the force can be expressed as

\[
F_k = -\frac{1}{4} \kappa_P a \left( \zeta^{(4)}_k - \zeta^{(4)}_{N-k+1} \right), \tag{7}
\]

where \( \zeta^{(m)}_k := \zeta(m,k) \) is the Hurwitz zeta function [35] and \( \kappa_P = 3\mu_0 M^2 \rho^5/\pi \) is a convenient constant. Clearly, the force on the \( k \)th particle is non zero implying that strictly speaking the system is not in mechanical equilibrium at \( x^o \), even in the absence of thermal fluctuations, reminiscent of the classical Earnshaw’s theorem [36]. However, in the large \( N \) limit it may be shown that particles in the bulk satisfy \( F_k \approx 0 \). For instance for \( N = 200 \), the particles in positions \( x_{35} \) up to \( x_{165} \) experience a force in units of \( \kappa_P a \)
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of around $10^{-6}$, meaning that the particles in the bulk are approximately in mechanical equilibrium at $x^o$.

Now we proceed to calculate the coefficients of the Taylor expansion (3) at the equidistant positions (2). For the quadratic coefficient one has

$$U_{\ell k} = \kappa_P \begin{cases} H^{(5)}_{k-1} + H^{(5)}_{N-k}, & \text{for } \ell = k, \\ \frac{1}{|\ell - k|^5}, & \text{for } \ell \neq k, \end{cases}$$

(8)

where $H^{(r)}_n$ is the harmonic number of order $r$ [35]. By numerical inspection $U = \kappa_P \zeta(5) (V + \epsilon)$, where each element of the matrix $\epsilon$ is less than $10^{-5}$.

3. Langevin approach revisited: the harmonic-chain case

In this section we treat the SFD phenomenon using the many-particle Langevin equation in the overdamped limit.

The MSD is calculated in order to have a quantity to compare against the result obtained from the path integral approach. The BD of the chain can be described using the overdamped limit of the many-particle Langevin equation

$$-\gamma \dot{x}_i + \sum_j F_{ij} + \sqrt{2k_B\theta \gamma} \eta_i = 0,$$

(9)

where $k_B\theta$ is the thermal energy, being $k_B$ Boltzman’s constant, and $\theta$ the absolute temperature. Also, $x_i$ represents the $i$th particle’s position, and hydrodynamic interactions amongst the constituents of the chain are neglected. Here $\eta_i$ is a Gaussian stochastic variable with zero mean and variance 1 for each $i$ such that $1 \leq i \leq N$, and, in consistency with the fluctuation–dissipation theorem, these random variables have correlation functions that satisfy

$$\langle \eta_i(\tau) \eta_j(\tau') \rangle = \delta_{ij} \delta(\tau - \tau').$$

(10)

In the above stochastic differential equation (9) $\gamma$ is a damping friction coefficient, while $F_{ij}$ denotes the force that the $j$th particle exerts upon the $i$th particle. In addition, the free diffusion coefficient is denoted by $D = k_B \theta / \gamma$. In our model at hand all such forces are derived from a potential $\sum_j F_{ij} = -\partial_i \Phi(x)$, where $\Phi(x)$ is the total interaction potential. The average MSD $\sigma_N^2(t)$, is defined as

$$\sigma_N^2(t) = \frac{1}{N} \sum_{i=1}^N \left( \langle x_i^2(t) \rangle - \langle x_i(t) \rangle \right)^2,$$

(11)

and can be calculated numerically by a simple Monte-Carlo simulation following Langevin’s stochastic description. In the large $N$ limit $\sigma_N^2(t)$ is the same as the MSD of a randomly chosen (tracer) particle in the chain since there is not a preferred particle in the bulk. Using this reasoning, we simply called $\sigma_N^2(t)$ the MSD of
the tracer particle. Now we focus on the quadratic expansion of the total interaction potential \( \Phi(x) = \Phi^{eq} + \frac{1}{2} U_{ij}(x - x^{eq})^i(x - x^{eq})^j \) in (3). For this type of potential we have \(- \nabla \Phi = -Ux + b\), where \( b := Ux_{eq} \), and \( U_{k\ell} := (U)_{k\ell} \). Using these elements equation (9) is rendered into a linear Bernoulli equation whose solution in closed form is [27]

\[
x(t) = \langle x(t) \rangle + \sqrt{2D} \int_0^t \, \mathrm{d}\tau \, e^{-\frac{1}{\gamma} U(t-\tau)} \eta(\tau),
\]

while the expectation value of \( x(t) \) is \( \langle x(t) \rangle = \frac{1}{\gamma} \int_0^t \, \mathrm{d}\tau \, e^{-\frac{1}{\gamma} U(t-\tau)} b + e^{-\frac{1}{\gamma} U} x(0) \), and \( \eta = (\eta_1, \ldots, \eta_N) \). Now using equation (12) it follows directly that

\[
\sigma^2_N(t) = \frac{2D}{N} \int_0^t \, \mathrm{d}\tau \, \text{tr} \left( e^{-\frac{2}{\gamma} U(t-\tau)} \right).
\]

It is noteworthy to mention that this result is valid even if the matrix \( U \) has a zero eigenvalue.

### 4. Path integral formulation of Brownian dynamics

In this section, the path integral approach is introduced in order to study BD. The starting point is the relationship between the Fokker–Plank equation and its path integral formulation developed, for instance, in [30]. This gives a Feynman path integral representation of the BD of a fluid of strongly interacting particles without hydrodynamic interactions. The following approach is developed in \( d \) space dimensions, while below it is applied to one-dimensional systems. We shall assume that the BD is governed by Smoluchowski equation (see for instance [27])

\[
\frac{\partial P}{\partial t} = D \sum_{j=1}^N \nabla r_j \cdot \left[ \beta (\nabla r_j \Phi) P + \nabla r_j P \right],
\]

where \( \beta = 1/(k_B \theta) \) and \( P = P(r_1, \ldots, r_N, t) \) is the PDF of finding the \( N \) particles at the positions \( (r_1, \ldots, r_N) \) at time \( t \), given that at \( t_0 = 0 \) they were located at \( (r'_1, \ldots, r'_N) \). The above equation (14) can be obtained from the Langevin stochastic equation (9) using standard procedures [37]. Although the interaction potential is assumed to be pairwise additive \( \Phi(r_1, \ldots, r_N) = \sum_{i<j}^N V(|r_{ij}|) \), wherein \( r_{ij} = r_i - r_j \), this condition is not necessary in what follows henceforth.

It is clearly possible to identify \( x \in \mathbb{R}^{dN} \) so that \( x = (r_1, \ldots, r_N) \) is an abstract general position, and the initial position is denoted by \( x_0 = (r'_1, \ldots, r'_N) \). Using this identification it is possible to define super-gradient and super-Laplacian operators as

\[
\nabla = (\nabla r_1, \ldots, \nabla r_N),
\]

\[
\nabla^2 = \nabla \cdot \nabla = \sum_{j=1}^N \nabla^2 r_j,
\]
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In this manner Smoluchowski equation for \( N \) interacting particles is identified with Smoluchowski equation for one particle in an Euclidean space of higher dimension \( dN \), subjected to an external field \( \Phi \),

\[
\frac{\partial P}{\partial t} = D \nabla^2 P + D \beta \nabla \cdot [(\nabla \Phi) P], \tag{16}
\]

where \( P = P(x, x', t) \) is the PDF to find a particle at the position \( x \) at time \( t \), when at time \( t = 0 \) it was at the position \( x_0 \). Additionally, the initial condition \( \lim_{t \to 0} P(x, x_0, t) = \delta(x - x_0) \), and the normalization condition \( \int_{x \in \mathbb{R}} dx \ P(x, x_0, t) = 1 \) are imposed.

Equation (16) is a particular example of a Fokker–Planck equation, therefore we may transform it into a Schrödinger-like equation, and then look at a path integral formulation following the same lines implemented in \([30–32]\). Using this procedure, one can prove that the PDF satisfies

\[
P(x, x_0, t) = e^{-\frac{1}{2} \beta \left( \Phi(x) - \Phi(x_0) \right)} \mathbb{P}(x, x_0, t), \tag{17}
\]

where \( \mathbb{P}(x, x_0, t) \) satisfies the Schrödinger-type equation \( -\frac{\partial^2 \mathbb{P}}{\partial t^2} = -D \nabla^2 \mathbb{P} + V_{\text{eff}}(x) \mathbb{P} \), where the resulting ‘effective potential’ \( V_{\text{eff}}(x) \), is given by

\[
V_{\text{eff}}(x) = \frac{1}{4} D \beta^2 |\nabla \Phi(x)|^2 - \frac{D \beta}{2} \nabla^2 \Phi(x), \tag{18}
\]

and has the same structure as the one given in \([30, 32]\). Using now this Schrödinger representation it is possible to write a formal solution to it in terms of a Feynman path integral as follows \( \mathbb{P}(x, x_0, t) = \int_{x_0}^x \mathcal{D}x(\tau) \ e^{\frac{-\int_{\tau_0}^\tau d\tau [\dot{x}(\tau) \cdot \nabla \Phi(x(\tau))]}{D}} \), where the Lagrangian-like term is given by \( \mathcal{L}[\dot{x}(\tau), x(\tau)] = \frac{1}{16} \dot{x}^2(\tau) + V_{\text{eff}}(x(\tau)) \), and \( \mathcal{D}x \) is an appropriate functional measure. Furthermore, one has the following identity \( \Phi(x) - \Phi(x_0) = \int_{x_0}^x d\tau \dot{x}(\tau) \cdot \nabla \Phi(x(\tau)) \).

Hence, using (17) a formal solution in the path integral representation for the Smoluchowski PDF \( P(x, x_0, t) \) can be obtained as

\[
P(x, x_0, t) = \int_{x_0}^x \mathcal{D}x(\tau) \ e^{\frac{-\int_{\tau_0}^\tau d\tau [\dot{x}(\tau) \cdot \nabla \Phi(x(\tau))]}{D}}, \tag{19}
\]

where the Lagrangian-like function \( L \) is given by

\[
L[\dot{x}(\tau), x(\tau)] = \frac{\gamma \beta}{4} \left( \dot{x}(\tau) + \frac{1}{\gamma} \nabla \Phi(x(\tau)) \right)^2 - \frac{1}{2 \gamma} \nabla^2 \Phi(x(\tau)), \tag{20}
\]

here the relation \( D = 1/(\gamma \beta) \) was used, recalling that \( \gamma \) is the damping friction coefficient.

The path integral representation (19) shall be the starting point to our approach to the SFD. In particular, as expected, exact analytical results are obtained for the harmonic potential (4) using this method. In addition, approximated results near the crystallization phase can be reached using other more realistic potentials. This latter point will be illustrated using a paramagnetic potential.

For most potentials the above path integral cannot be solved exactly, and approximation methods are most useful, for instance the method of steepest descent. Usually this procedure works best in the weak potential regime \([31]\), here however it is appropriate
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for the low temperature regime so as to maintain strong interactions and capture the SFD behaviour. In the Lagrangian (20) the second term \(-\nabla^2\Phi/(2\gamma)\) does not depend on temperature, therefore it can be treated as a perturbation. The basic idea behind this technique consists of expanding the Lagrangian (20) around a classical solution of the corresponding Euler–Lagrange equations \(\frac{d}{d\tau}\left(\frac{\partial L}{\partial \dot{x}}\right) = \frac{\partial L}{\partial x}\), namely

\[
\frac{\beta\gamma}{2} \ddot{x} = \nabla V_{\text{eff}}(x).
\] (21)

Let us call \(x_{\text{cl}}(\tau)\) the classical solution of the Euler–Lagrange equation (21) satisfying the boundary conditions \(x_0 = x_{\text{cl}}(0)\) and \(x = x_{\text{cl}}(t)\), where \(x_0\) and \(x\) are the initial and final positions in the path integral configuration (19).

Now, we write the trajectory as \(x = x_{\text{cl}} + q\), where \(q\) is interpreted as a fluctuation around the classical solution. The boundary conditions chosen imply for the fluctuation \(q(0) = q(t) = 0\). Taking this into account the PDF can be rewritten as

\[
P(x, x_0, t) = e^{-\int_0^t \int L[x_{\text{cl}}(\tau), x_{\text{cl}}(\tau)]} \mathcal{P}(x, x_0, t),
\] (22)

where the function \(\mathcal{P}(x, x_0, t)\) is given by

\[
\mathcal{P}(x, x_0, t) = \oint Dq(\tau) e^{-\int_0^t \int L[x_{\text{cl}}(\tau) + q(\tau), x_{\text{cl}}(\tau) + q(\tau)]} e^{-L[x_{\text{cl}}(\tau), x_{\text{cl}}(\tau)]}.\] (23)

where the path integral, \(\oint = \int_{q(t)=0}^{q(0)=0}\), is taken over closed trajectories \(q(\tau)\) obeying the indicated boundary conditions. The next step consists in expanding \(L[x_{\text{cl}} + q, x_{\text{cl}} + q]\) in powers of \(q(\tau)\), and evaluate (23) approximately.

5. Single file diffusion from the path-integral approach

In this section we present applications of the path integral approach to SFD in concrete models.

5.1. Probability density function \(P(x, x_0, t)\) for the quadratic model

The aim of this section is to determine the PDF \(P(x, x_0, t)\) using the path integral formulation of BD, (19), presented in the last section. Let us consider a system consisting of \(N\) bodies interacting through the potential (1) embedded in a fluid whose molecules have geometric dimensions that are much smaller than those of the bodies. This system corresponds to a finite Brownian chain. In the thermodynamic limit, when \(N \to \infty\), we shall simply refer to the system as a Brownian chain.

Clearly, it is not possible to treat the general situation for any pairwise potential \(V(r)\), however, let us assume the existence of the mechanical equilibrium \(x^{\text{eq}}\) considered in the last subsection. This equilibrium can be achieved classically in the low temperature regime, and hence as far as the damping friction parameter \(\gamma\) is kept fixed, the steepest descent method can be carried out in (19) as long as \(\beta\) is large. A manner to proceed is to
start off from the quadratic approximation (3), where we have $-\nabla \Phi (x) = -U (x - x^\text{eq})$ and $-\nabla^2 \Phi = -\text{tr} (\mathbb{U})$. We find that the effective potential $V_{\text{eff}} (x)$ (18) is in fact

$$V_{\text{eff}} (x) = \frac{1}{4} D\beta^2 [U (x - x^\text{eq})]^2 - \frac{1}{2} D\beta \text{ tr} (\mathbb{U}).$$

(24)

It is now convenient to introduce the change of variables $y = x - x^\text{eq}$. In this manner the path integral appearing in $P$, (19), may be rewritten as

$$P(y, y_0, t) = \int_{y_0}^y D y (\tau) e^{-\int_{t_0}^t d\tau L(y(\tau), y(\tau))},$$

(25)

where the Lagrangian function is

$$L [y(\tau), y(\tau)] = \frac{\gamma \beta}{4} \left( \dot{y}(\tau) + \frac{1}{\gamma} U y(\tau) \right)^2 - \frac{1}{2\gamma} \text{ tr} (\mathbb{U}).$$

(26)

Now, since the matrix $\mathbb{U}$ is diagonalizable there exists an $N \times N$ orthogonal matrix, $\mathcal{O}$, such that $\mathcal{O} \mathbb{U} \mathcal{O}^\dagger = \text{diag} (\lambda_1, \ldots, \lambda_N)$ is a diagonal matrix, where $\{\lambda_i\}_{i=1,...,N}$ are its eigenvalues. After the coordinate transformation $y = \mathcal{O} z$, the path integral (25) becomes

$$P(z, z_0, t) = \prod_{\ell=1}^N \int_{z_0}^z D z_\ell (\tau) e^{-\int_{t_0}^t d\tau L_\ell (z_\ell (\tau), z_\ell (\tau))},$$

(27)

where the Lagrangian $L_\ell$ for the $\ell$th mode is given by

$$L_\ell (z_\ell, z_{\ell0}) = \frac{1}{4D} (\dot{z}_\ell (\tau) + \omega_\ell z_\ell (\tau))^2 - \frac{1}{2} D\beta \text{ tr} (\mathbb{U}),$$

(28)

where $\omega_\ell = D\beta \lambda_\ell$ are the normal frequencies. In addition, for completeness, the Euler–Lagrange equation, $\ddot{z}_\ell = \omega_\ell z_\ell$, for the Lagrangian in (27) has the following classical solution

$$z_\ell^{\text{cl}} (\tau) = z_\ell^0 \sinh (\omega_\ell \tau) + z_\ell^f \sinh (\omega_\ell (t - \tau)) \big/ \sinh (\omega_\ell t),$$

(29)

where $z_\ell^0 := z_\ell^f (0)$ and $z_\ell^f := z_\ell^f (t)$ are the initial and final positions of the $\ell$ mode. Notice that (28) has the same Euler–Lagrange equations as the harmonic oscillator with imaginary time. Additionally, each one of the path integrals appearing in $P(z, z_0, t)$ is closely related to the path integral corresponding to a quantum harmonic oscillator (QHO) after the identification of parameters: $m = \frac{1}{2\gamma}$, and $\omega/\hbar = D\beta \lambda_k$ where $m$ is the mass and $\omega$ the frequency of the QHO, respectively, and the imaginary time correspondence $t = -\frac{1}{\hbar} t_{\text{QHO}}$, where $t_{\text{QHO}}$ is the time parameter in the QHO. The path integral of the QHO has been solved exactly (see e.g. [30, 31]), it is then not surprising to find an exact result for (27). Now, the path integral (22), in this case, is obtained by substituting the above classical solution in the Lagrangian (28), and then using (23), this latter quantity turns out to be independent on $z_{0\ell}$ and $z_\ell$, indeed, one has $P(z_\ell, z_{0\ell}, t) := Z$, where

$$Z = \oint D q_\ell (\tau) e^{-\int_{t_0}^t d\tau (\dot{q}_\ell (\tau) + \omega q_\ell (\tau))^2},$$

(30)
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depends only on time \( t \). Since \( P(x, x_0, t) \) is requested to be normalized the value of \( P(z_\ell, z_0\ell, t) \) satisfies a normalization condition. Considering this condition, the Smoluchowski probability density (19) is found straightforwardly to be

\[
P(z_\ell, z_0\ell, t) = \prod_{\ell=1}^{N} \frac{1}{\sqrt{2\pi\sigma_{\ell}^2}} e^{-\frac{(z_\ell - z_0\ell)^2}{2\sigma_{\ell}^2}},
\]

where \( \sigma_{\ell}^2 \) and \( z_0\ell \) are given by

\[
\sigma_{\ell}^2 = \frac{2D(\coth(\omega_\ell t) + 1)^{-1}}{\omega_\ell},
\]

\[
z_0\ell = e^{-\omega_\ell t} z_0\ell.
\]

Notice that the matrix \( U \) may have zero modes, in that case we can split the degrees of freedom with zero modes from those with nonzero modes in (27). An equivalent regulating procedure is to add the diagonal matrix \( \delta I \) to \( U \), and after mean-values are evaluated, take the limit \( \delta \to 0^+ \); this limit can also be taken directly in the PDF to evaluate it.

### 5.2. Mean-square displacement

In this section we will use the PDF (31) obtained previously to calculate the mean square displacement (MSD) (11). First notice that \( \sigma_N^2(t) \), in the quadratic approximation, is invariant under the transformation \( x \to z = O(x - x_{eq}) \), which entails \( \sigma_N^2(t) = \frac{1}{N} \langle (z - \langle z \rangle)^2 \rangle \); this quantity corresponds exactly to the variance of \( P(z, z_0, t) \) (31), and from (32) it follows that

\[
\sigma_N^2(t) = \frac{1}{N} \sum_{\ell=1}^{N} \sigma_{\ell}^2 = \frac{1}{N} \sum_{\ell=1}^{N} 2D(\coth(\omega_\ell t) + 1)^{-1} \omega_\ell.
\]

Using the definition of \( \coth(x) \) it is not difficult to see that this expression (34) is the same as the one found using the Langevin equation (13). Indeed, using the orthogonal matrix \( O \) introduced above, and the following identities

\[
\text{tr} \left( e^{-\frac{2}{\gamma}U(t-\tau)} \right) = \text{tr} \left( O e^{-\frac{2}{\gamma}U(t-\tau)} O^\dagger \right),
\]

\[
O e^{-\frac{2}{\gamma}U(t-\tau)} O^\dagger = e^{-\frac{2}{\gamma}OUO^\dagger(t-\tau)},
\]

where \( OUO^\dagger = \text{diag}(\lambda_1, \ldots, \lambda_N) \) is the diagonal matrix, it is not difficult to show that

\[
\text{tr} \left( e^{-\frac{2}{\gamma}U(t-\tau)} \right) = \sum_{k=1}^{N} e^{-\frac{2}{\gamma}\lambda_k(t-\tau)}.
\]

Now, this result is substituted in equation (13), and after integration over \( \tau \) the equivalence between (34) and (13) follows. Therefore (34) demonstrates the effectiveness of
the proposed Feynman path integral approach to solve Smoluchowski equation within the physical assumptions in our working example.

5.3. Perturbed expression for the mean-square displacement

In this section we present a perturbation expression for the MSD. The essential idea is to expand up to quartic order the total interaction potential \( \Phi(x) \) around an equilibrium \( x_{\text{eq}} \), keeping a quadratic order approximation for the Lagrangian (20). The Taylor expansion of \( \Phi(x) \) up to quartic order in \( y := x - x_{\text{eq}} \) is

\[
\Phi(x) \simeq \Phi_{\text{eq}} + \frac{1}{2} U_{\ell k} y^\ell y^k + \frac{1}{3!} U^{(3)}_{\ell k m} y^\ell y^k y^m + \frac{1}{4!} U^{(4)}_{\ell k m n} y^\ell y^k y^m y^n,
\]

where coefficients \( U^{(3)}_{\ell k m} \) and \( U^{(4)}_{\ell k m n} \) are obtained in appendix E. Keeping quadratic terms in (20) is tantamount to the following replacements for \( \nabla \Phi \) and \( \nabla^2 \Phi \)

\[
\nabla^2 \Phi \simeq \text{tr} U + U^{(3)}_{\ell k} y^\ell y^k + \frac{1}{2} U^{(4)}_{\ell i j} y^i y^j,
\]

\[
(\nabla \Phi)_i \simeq U_{i j} y^j.
\]

The Lagrangian (20) is now given approximately by

\[
L[x(\tau), x(\tau)] = \frac{\gamma \beta}{4} \left( \dot{y} + \frac{1}{\gamma} U y \right)^2 - \frac{1}{2 \gamma} \text{tr} U - \frac{1}{2 \gamma} V_I(y).
\]

where \( V_I(y) = U^{(3)}_{\ell k} y^k + \frac{1}{2} U^{(4)}_{i j} y^i y^j \). The first two terms in the above Lagrangian correspond naturally to the approximation (26) treated in the preceding subsection. Most importantly, in the low-temperature regime the term \( V_I(y) \) can be handled as a perturbative term, where the first two terms of 40 must be greater than the last term, this occurs for certain values of time and temperature. This can be achieved for certain values of time and temperature. Performing a dimensional analysis at the Lagrangian level one can show that \( \frac{t}{t_0} < \frac{1}{2 \sqrt{15}} \left( \frac{\zeta(5) \kappa \mu a^2}{k_B T} \right) \) and \( \theta < \frac{1}{15} \zeta(5) \kappa \mu \).

After the change of coordinates \( y = \Omega z \) we obtain

\[
P(z, z_0, t) = \int_{z_0}^z \prod_{\ell=1}^N Dz_\ell(\tau) e^{-\int_{t_0}^t d\tau \left[ \sum_{\ell=1}^N L_\ell(z_\ell(\tau), z_\ell(\tau)) - \frac{1}{2} \nabla_I(z) \right]},
\]

where \( \nabla_I(z) = V^{(1)}_k z^k + \frac{1}{2} V^{(2)}_{i j} z^i z^j \) is the transformed perturbative potential in the new coordinates, being \( V^{(1)}_k = O_{i k} U^{(3)}_{i l} \), and \( V^{(2)}_{i j} = O_{i k} O_{j l} U^{(4)}_{k l} \). Next we expand the exponential containing the perturbation term, we use the steepest descent approximation, and then exponentiate it back again. It is not difficult to prove that

\[
P(z, z_0, t) \simeq \frac{1}{Z} e^{-\int_{t_0}^t d\tau \sum_{\ell=1}^N \frac{1}{2} (z_\ell(\tau) + \omega_\ell z_\ell(\tau))^2 + \frac{1}{2} \int_{t_0}^t d\tau \left[ \nabla_I(z_\ell(\tau) + \omega_\ell z_\ell(\tau)) \right]},
\]
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where $Z$ is the normalization factor, and $z_i^c(\tau)$ is the classical solution (29). Additionally, the expectation value $\langle \ldots \rangle$ is found as usual

$$
\langle \ldots \rangle = \frac{1}{Z} \int \mathcal{D}q(\tau) \ldots e^{-\int_0^\tau d\tau \left( \frac{1}{2}\dot{q}(\tau)q(\tau) + \frac{1}{2}\nu q(\tau) \right)^2},
$$

(43)

while the partition function is given by (30).

Next, we will obtain an expression for the joint-probability function $P(z, z_0, t)$ computing the expectation value $\langle \mathcal{V}_f(z_{cl}(\tau) + q(\tau)) \rangle$ (see appendix F). After performing the $\tau$ integrations in (42) it can be shown that

$$
P(z, z_0, t) = \frac{1}{Z} e^{-\frac{1}{2} \sum_{\ell,k} z_{\ell k} A_{\ell k} z_{k \ell} + \sum_{\ell} J_{\ell} z_{\ell}},
$$

(44)

where the partition function $Z$, associated to the joint density probability function is given by

$$
Z = \int \left( \prod_{\ell=1}^N dz^\ell \right) e^{-\frac{1}{2} \sum_{\ell,k} z_{\ell k} A_{\ell k} z_{k \ell} + \sum_{\ell} J_{\ell} z_{\ell}},
$$

(45)

with the coefficients

$$
A_{\ell k} = \frac{\delta_{\ell k}}{\sigma^2_{\ell}} - \frac{1}{4\gamma} V_{\ell k}^{(2)} \mu_{\ell k},
$$

(46)

$$
J_k = \frac{z_k^{\prime 2}}{2 \gamma} + \frac{1}{4\gamma} V_k^{(1)} \nu_k - \frac{1}{2\gamma} \sum_{\ell} V_{\ell k}^{(2)} z_0^k \eta_{\ell k},
$$

(47)

where we defined $\mu_{\ell k} = (\omega_{\ell} \coth(\omega_{\ell} t) - \omega_k \coth(\omega_k t)) / (\omega_{\ell}^2 - \omega_k^2)$, $\nu_k = \tanh(\omega_k t) / \omega_k$ and $\eta_{\ell k} = (\omega_{\ell} \csch(\omega_{\ell} t) - \omega_k \csch(\omega_k t)) / (\omega_{\ell}^2 - \omega_k^2)$. Note that $P(z, z_0, t)$ in (44) reduces to (31) when $V^{(1)}$ and $V^{(2)}$ are neglected as it should.

It is well known that the partition function $Z$ can be solved in closed form [30]

$$
Z = \left( \sqrt{2\pi} \right)^N (\det(\mathbb{A}))^{-1/2} e^{\frac{1}{2} \sum_{ij} A_{ij}^{-1} J_i J_j}. \tag{48}
$$

Using this expression for $Z$ one can generate all the correlation functions using the standard procedure, that is, for the correlation functions $\langle z_{i_1} \ldots z_{i_N} \rangle = \frac{\partial}{\partial J_{i_1}} \ldots \frac{\partial}{\partial J_{i_N}} Z$, while the connected correlation functions can be obtained similarly using the formula $\langle z_{i_1} \ldots z_{i_N} \rangle_c = \frac{\partial}{\partial J_{i_1}} \ldots \frac{\partial}{\partial J_{i_N}} \log Z$. For instance, the MSD can be calculated using

$$
\sigma^2_N(t) = \frac{1}{N} \sum_{i=1}^N \langle z_i^2 \rangle_c. \tag{49}
$$

For the MSD it is enough consider the approximation $(A^{-1})_{\ell k} \simeq \sigma^2_{\ell} \delta_{\ell k} + \frac{1}{4\gamma} \sigma^2_{\ell} \left( V_{\ell k}^{(2)} \mu_{\ell k} \right) \sigma^2_{k}$. Taking into account this approximation, the MSD can be cast into
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the form
\[ \sigma_{N,\text{imp}}^2(t) = \frac{1}{N} \sum_{\ell} \sigma_{\ell}^2 \left\{ 1 + \frac{1}{4\gamma}\sigma_{\ell}^2 \mu_{\ell}^2 V_\ell(2) + \cdots \right\}, \]
where \( \mu_{\ell}^2 = \left( \coth(\omega_{\ell} t) - (\omega_{\ell} t) \csc h^2(\omega_{\ell} t) \right) / \omega_{\ell} \). The first term of this expression corresponds to the MSD of the quadratic approximation (34).

For the harmonic approximation as well as the present approximation, there are two situations to be considered, the case when \( N \) is finite, and the thermodynamic limit when \( N \to \infty \).

6. Results and discussion

6.1. Calculation of MSD for quadratic potential
Here, we will carry out the calculation of the MSD using the expression (34) valid for a potential given by \( \Phi(x) = \Phi^{\text{eq}} + \frac{1}{2} U_{ij}(x - x^{\text{eq}})(x - x^{\text{eq}}) \) (3). This potential is the same as the harmonic potential when \( U = \kappa V \), and near the crystalline phase this potential approximates the paramagnetic potential for nearest-neighbor interactions when \( U \simeq \kappa p \zeta(5) V \). Therefore the model becomes a valid treatment for both harmonic interacting particles and paramagnetic particles near crystallization. This harmonic interaction potential introduces naturally a temporal scale associated with overdamping given by \( t_0 = \gamma / \kappa \), or \( \gamma / (\kappa p \zeta(5)) \) for the paramagnetic potential.

Remarkably an analytical result using (34) can be found by calculating the eigenvalues \( \lambda_{\ell} \) of the tridiagonal matrix \( V \), where \( \lambda_{\ell} \) are the eigenvalues of \( V \), given by
\[ \lambda_{\ell} = 4 \sin^2 \left( \frac{(\ell-1)\pi}{2N} \right) \]
with \( \ell = 1, \ldots, N \), where \( \ell = 1 \) corresponds to the zero mode (see appendix B).

Since there is a zero eigenvalue it is convenient to split the sum into \( \ell = 1 \) and \( \ell \geq 2 \), and in considering the zero mode it is convenient to regulate such mode, as described in subsection 5.1, indeed \( \lambda_1(\delta) = \delta \) and then the limit \( \delta \to 0 \) is taken afterwards to find
\[ \sigma_N^2(t) = \frac{2D t}{N} + \frac{D t_0}{N} \sum_{\ell=2}^{\infty} \left[ 1 - 2e^{-2\lambda_{\ell} t / t_0} \right], \]
(51)
The first term in this expression represents the usual diffusive behaviour with a reduced diffusion coefficient \( D / N \) and is to be interpreted as the free diffusion of the whole cluster of particles [20].

The short- and long-time regimes are defined by \( t \ll t_0 \) and \( t \gg t_0 \), respectively, the formula (51) has the asymptotic corresponding behaviours
\[ \sigma_N^2(t) = \begin{cases} 2D t, & \text{for } t \ll t_0, \\ \frac{2D}{N} t, & \text{for } t \gg t_0. \end{cases} \]
(52)
\footnote{We may also express formally \( \sigma_N^2(t) = \frac{D t}{N} \sum_{\ell=1}^{\infty} \left[ 1 - e^{-2\lambda_{\ell} t / t_0} \right] \) interpreting the singular term using L’Hospital’s rule and arrive at the same result.}
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This result establishes that, as long as $N$ remain finite, there are two diffusive regimes in the line; the free diffusion regime with diffusion coefficient $D$ and a cluster diffusion regime with reduced diffusion coefficient $D_N := D/N$ [20] and, on the other hand, an explicit behaviour of the MSD in the thermodynamic limit $N \to \infty$. To analyse the thermodynamic limit $N \to \infty$ of MSD, we approximate the sum in (51) by an integral

$$\sigma^2(t) := \lim_{N \to \infty} \sigma^2_N(t),$$

where $T = t/t_0$. We now expand the exponential function, and after identity (B.7) we find the following series representation

$$\sigma^2(t) = \frac{Dt_0}{4\sqrt{\pi}} \sum_{k=1}^{\infty} \frac{(-1)^{k+1}}{k!} \frac{(8T)^k}{\Gamma(k)} \frac{\Gamma(k - \frac{1}{2})}{\Gamma(k)} + \frac{8}{T} \int_0^T d\theta \sin^2(\pi p),$$

which is most useful in the short-time behaviour. This series can also summed in terms of Bessel functions, to this end consider the change of variables $\theta = \pi p$, and the derivative of the integral (53) $d\sigma^2/dT = 8Dt_0 e^{-4T} I_0(4T)$, where the classical integral representation of the Bessel function, $I_0(x) = \frac{1}{\pi} \int_0^\pi d\theta e^x \cos \theta$, was used. Finally, integration over $T$ can be carried out integrating by parts and using the basic identities (B.6) fixing the integration constant from $\sigma^2(0) = 0$.

The MSD turns out to be

$$\sigma^2(t) = 2Dt_0 T e^{-4T} [I_0(4T) + I_1(4T)],$$

where $I_k(x)$ are the modified Bessel functions of the first kind and order $k$, from which the series representation (54) can also be obtained. From the asymptotic of the Bessel functions we find that the $\sigma^2(t)$ behaves in the long- and short-time regimes as

$$\sigma^2(t) \approx 2D \left\{ \begin{array}{ll}
\left( \frac{t_0}{2\pi} \right)^{\frac{1}{2}} t^{\frac{1}{2}}, & \text{for } t \gg t_0, \\
\frac{t}{t_0}, & \text{for } t \ll t_0.
\end{array} \right.$$

For $t \ll t_0$ the systems presents the diffusive behaviour of a free particle, and for $t \gg t_0$ it has the typical behaviour of the single-file diffusion.

The approximation obtained has the same asymptotic behaviour as that reported in [18]. Using both behaviours it is possible to determine a time transition between both regimes by equating the short- and long-time behaviour, we estimate such transition time to be $t_\ast = \frac{k_B \theta}{2D\pi}$. Now, in the harmonic and nearest-neighbour approximation for the system of paramagnetic particles we replace $\kappa$ by $\kappa_P \zeta(5) = 3\zeta(5) \mu_0 M^2 \rho^5 / \pi$ in the expression for $t_\ast$ obtaining

$$t_\ast \simeq \frac{k_B \theta}{6\zeta(5) D \mu_0 M^2 \rho^5},$$

showing that the transition time is shorter when the particle density (or magnetization) is larger.
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6.1.1. Numerical analysis of MSD. Consider the dimensionless quantities
\[ \mu_N(t) := \frac{\sigma^2_N(t)}{D_0 t_0}, \quad T = t/t_0 \]
and perform the change of variables \( \tau = T(1 - u) \), and \( \zeta(u) := \sqrt{T} \eta(T(1 - u)) \) we can then calculate \( \sigma^2(t) \) independently of the length scale by the numerical estimate of the average

\[
\mu_N(T) = \frac{2T}{N} \int_0^1 \int_0^1 \int_0^1 \langle \zeta(u') \cdot e^{-T(u+u')N} \zeta(u) \rangle,
\]

through generation of large samples of random numbers with the required normal Gaussian distribution and correlation functions to approximate the relation \( \langle Z_{AB}K_{AB} \rangle = \delta_{ij} \delta(u - u') \). To this end we partition the integration variable becomes discretized \( u \rightarrow \alpha/M \) and \( \int_0^1 du f(u) \rightarrow \frac{1}{M} \sum_{\alpha=1}^{M} f(\alpha/M) \). In particular we will replace \( \zeta_i(u) \rightarrow \zeta_i = \sqrt{M} z_i^\alpha \) where each \( z_i^\alpha \) is a stochastic random variable normally distributed with zero mean and unit variance. The correlation function now takes the form \( \langle \zeta_i \zeta_j \rangle = M \delta_{ij} \delta_{\alpha \beta} \). We shall further introduce collective indices \( A = (i, \alpha) \) ranging \( 1 \leq A \leq MN \)

\[
\mu_N(T) \approx \frac{2T}{MN} \sum_{\alpha=1}^{M} \sum_{\beta=1}^{M} \sum_{i,j=1}^{N} \langle z_i^\alpha z_j^\beta \rangle [e^{-T(\alpha + \beta)V/M}]_{ij}
\]

\[
= \frac{2T}{NM} \sum_{A,B=1}^{MN} Z_{AB}K_{AB}, \tag{59}
\]

where we have introduced the matrix representation \( K_{AB} \) of the kernel \( \exp(-T(\alpha + \beta)V/M) \) traced against the matrix representation \( Z_{AB} \). In figure 1, we display and compare the numerical results against their analytical counterpart for different number of particles. In this graph we used for \( N = 2, 3, 5, 10, 25 \) the values \((n, m) = (10^2, 5 \times 10^2), (10^2, 10^2), (10^2, 2 \times 10^2), (80, 3 \times 10^2), (80, 5 \times 10^2)\) respectively. To calculate \( Z_{AB} \) several sets, labeled by \( p \), of random variables \( z_A = z_i^\alpha \) are generated by a standard Box–Muller transform, the numerical estimation is then used \( Z_{AB} \approx \frac{1}{n} \sum_{p=1}^{n} Z_A^{(p)} Z_B^{(p)} \) where \( p \) is the index that labels the \( n \) sets of the Monte Carlo samples, this requires overall generating \( nMN \) random variables. In a perfectly calculated average \( Z \) would be the identity matrix, but for a finite sample fluctuations around the identity matrix are present. In order to speed up the evaluation we used an approximation by truncating the Taylor series to order \( L = 25 \) in the following form \( e^{-2aTV/M} \approx \mathcal{F} := e^{-4aTV/M} \sum_{k=0}^{L} \mathcal{F}_k \), with \( V = 21 - Q \) to approximate the exponential in (59) for \( N = 10, 25 \). We kept the full exponential for \( N \leq 5 \). It was also efficient to split the contributions into diagonal and off-diagonal parts \( \sum_{A,B=1}^{MN} Z_{AB}K_{AB} = \sum_{A=1}^{MN} Z_{AA}K_{AA} + 2 \sum_{A=B}^{MN} Z_{AB}K_{AB} \), the off-diagonal terms were further split

\[
\sum_{A<B} Z_{AB}K_{AB} = \sum_{i<j} Z_{ij}K_{ij} + \sum_{i\neq j} Z_{ij}K_{ij}.
\]

The computation time for each contribution grows as the number of components, that is \( t_{\text{diag}} \sim MN \) and \( t_{\text{off}}:1 \sim MN(N - 1) \), \( t_{\text{off}}:2 \sim N^2 M (M - 1) \) for the off-diagonal

https://doi.org/10.1088/1742-5468/ac21d8
contributions respectively. An excellent agreement was obtained within the error bars to about 3% between the numerical simulation of the stochastic dynamics of the Brownian chain and the predicted values through the path-integral approach for the average mean square deviation observable $\mu_N(T)$. Greater values of $T$ are of course possible at greater computational cost.

6.2. Calculation from the perturbed version of MSD

6.2.1. Finite $N$ analysis: free and cluster diffusion. The short- and long-time regimes are defined by $t \ll t_0$ and $t \gg t_0$, respectively. In the short-time regime one has $\sigma^2_t \simeq 2Dt$ and $\mu^2_t = t/3$ for each $\ell$ so that (50) has the standard free diffusive behaviour, $\sigma^2_N(t) \simeq 2Dt$, in the short-time regime. In the long-time regime it will be convenient to split the sum into $\ell = 0$ and $\ell > 0$ contributions. For the second contribution it is not difficult to show that $\sigma^2_\ell \simeq D/\omega_\ell$ and $\mu^2_\ell \simeq 1/(2\omega_\ell)$, therefore the modes $\ell > 1$ contribute on the MSD just in a constant $C$. The dominant mode in this regime is $\ell = 1$ so that the MSD has the following form

$$\sigma^2_{N,\text{pert}}(t) \simeq \frac{1}{N} \sigma^2_1 \left\{ 1 + \frac{1}{4\gamma} \sigma^2_1 \mu^2_1 V^{(2)}_{11} \right\} + C. \quad (60)$$

For $\sigma^2_1$ and $\mu^2_1$ we must take into account the regulated zero mode $\omega_1 = \delta$ in the limit $\delta \to 0$. We get for $\sigma^2_1 = 2Dt$ and $\mu^2_1 = t/3$. It remains to calculate $V^{(2)}_{11}$, in doing so we should be careful since it depends on the orthogonal matrix $\mathcal{O}$ whose elements are given by $(\mathcal{O})_{kl} = V^{(l)}_k$ (B.5), namely

$$V^{(2)}_{11} = \sum_{J} (\mathcal{O}^1)^{1\rho}(\mathcal{O}^1)^{1\kappa} U^{(4)}_{\rho\kappa}. \quad (61)$$
Notice that \((O^\dagger)_{tk} = v_k^{(l)}\) and \(v_k^{(l)} = 1/\sqrt{N}\), for each \(k\), is the eigenvector corresponding to the zero mode. Using the selection rules found in appendix \(E\) we find

\[
V_{11}^{(2)} = \frac{1}{N} \sum_{j\ell k} U_{jj\ell k}^{(4)} \approx 0.
\] (62)

This means that \(\sigma_{N,\text{pert}}^2 (t) = 2Dt/N\) for \(t \gg t_0\). These results show that for finite \(N\) the MSD \(\sigma_{N,\text{pert}}^2 (t)\) (50) has the same asymptotic behaviour in the short- and large time regimes as the harmonic case (52). Therefore, in both situations the asymptotic behaviour of the MSD, in the short- and in the large time regime, does not depend on the interaction potential.

6.2.2. Large \(N\) analysis: single-file diffusion. We will now treat the thermodynamic limit \(N \to \infty\). In what follows we will consider only \(2 \leq \ell \leq N\) since in this limit the contribution from \(\ell = 1\) becomes negligible. In (50) the factor \(V_{\ell\ell}^{(2)}\) is

\[
V_{\ell\ell}^{(2)} = \sum_{k_1, k_2, j} v_k^{(l)} v_k^{(l)} U_{jjk_1k_2}^{(4)},
\] (63)

where the orthogonal matrix \(O_{kl} = v_k^{(l)}\) was used. At this point we make use of the selection rules derived in appendix \(E\), for this we split each index \(k_1\) and \(k_2\) around \(j - 1, j, j + 1\), and we neglect the irrelevant terms according to the selection rules. Direct calculation produces

\[
V_{\ell\ell}^{(2)} = -\left(\frac{30\kappa_P}{a^2}\right) \left\{ \left( v_1^{(l)} \right)^2 + \left( v_N^{(l)} \right)^2 \right\} - \sum_j \left[ \left( v_j^{(l)} - v_{j-1}^{(l)} \right)^2 + \left( v_{j+1}^{(l)} - v_j^{(l)} \right)^2 \right].
\] (64)

Using now the explicit form of the eigenvectors \(v_k^{(l)}\) (B.5), for \(2 \leq \ell \leq N\) it may be shown that

\[
\left( v_1^{(l)} \right)^2 = \left( v_N^{(l)} \right)^2 = \frac{2}{N} \cos^2 \left( \frac{(\ell - 1)\pi}{2N} \right),
\] (65)

and

\[
v_j^{(l)} - v_{j-1}^{(l)} = -\sqrt{2} \frac{\sin \left( \frac{(\ell-1)\pi}{N} \right) \sin \left( \frac{(\ell-1)(j-1)\pi}{N} \right)}{\cos \left( \frac{(\ell-1)\pi}{2N} \right)}.
\] (66)

Using these expressions the sum in (50) is calculated (see (B.8) in appendix \(B\)) in closed form

\[
V_{\ell\ell}^{(2)} = -\left(\frac{30\kappa_P}{a^2}\right) \left[ \frac{4}{N} \cos^2 \left( \frac{(\ell - 1)\pi}{2N} \right) - 2 \frac{\sin^2 \left( \frac{(\ell-1)\pi}{N} \right)}{\cos^2 \left( \frac{(\ell-1)\pi}{2N} \right)} \right].
\] (67)
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After substituting $V_{tt}^{(2)}$, $\sigma_t^2$, and $\mu_t^2$ in (50) we proceed to take the thermodynamic limit $N \to \infty$. In this limit, it is not difficult to observe that the first term in $V_{tt}^{(2)}$ does not contribute, and hence in this limit the perturbed MSD $\sigma_{\text{pert}}^2(t) = \lim_{N \to \infty} \sigma_{N,\text{pert}}^2(t)$ becomes

$$\sigma_{\text{pert}}^2(t) = \sigma^2(t) + 15(Dt\rho)^2 \int_0^1 dp \, K \left( 4 \sin^2 \left( \frac{\pi p}{2} \right) \frac{t}{t_0} \right) + \cdots ,$$

(68)

where $\sigma^2(t)$ is the MSD of the quadratic approximation (55), and $K(x) := (1 - \exp(-x))^2 \left[ \coth(x) - x \csch^2(x) \right] / x^2$. It remains to obtain the asymptotic behaviour of the perturbed MSD, $\sigma_{\text{pert}}^2(t)$, at short, and long times.

We begin with the short-time regime where $t \ll t_0$, a series expansion shows that in such case $K(x) \simeq 8x/3$, and hence the contribution coming from the correction in (68) up to the third order in time can be found indeed using (54) expanding up to $t^3$ producing

$$\sigma_{\text{pert}}^2(t) = 2Dt - 4\frac{D}{t_0}t^2 + \left( 80(D\rho)^2 \frac{t}{t_0} + 8\frac{D}{t_0^2} \right) t^3 + \cdots$$

(69)

Now we turn to the asymptotic behaviour in the long-time regime $t \gg t_0$. Observe that the function $K(x)$ goes to zero for $x \to \infty$, hence the most important contribution of the integral in this regime, occurs when $p$ is near 0. We can approximate the integral in (68) as $\sim \int_0^\infty dq \, K \left( \pi^2q^2t_0^2 \right)$, therefore the asymptotic behaviour obtained in this manner is

$$\sigma_{\text{pert}}^2(t) \simeq \frac{a^2}{\sqrt{6\pi\Gamma(5)}} \frac{\theta}{\theta_0} \left( \frac{t}{\tau} \right)^{\frac{1}{2}} \left[ 1 + c \frac{\theta}{\theta_0} \left( \frac{t}{\tau} \right) + \cdots \right] ,$$

(70)

where $c = 80(3\sqrt{2} - 4)/(3\sqrt{\pi})$ and $\theta_0 = 4\rho M^2/(15\pi\kappa_0)$ is a characteristic temperature, with $\Gamma$ the dimensionless strength parameter of the paramagnetic potential (see appendix G). Recall that above we used the characteristic time $t_0 = \gamma/(\kappa_P \Gamma(5))$, with $\kappa_P = 3\mu_0 M^2/\rho^2 \pi$ and $\rho = 1/a$, which was natural in the analytical calculations. However, for the mere purpose of comparing against the BD simulation we used the characteristic time $\tau = a^2/D_0$, where $D_0 = k_B \theta_0/\gamma$.

In the figure 2 the behaviour of the perturbed MSD (68) is shown in order to compare the MSD obtained within the quadratic approximation (55) and the BD simulation (see appendix G), we can appreciate how $\sigma_{\text{pert}}^2(t)$ differs from $\sigma^2(t)$ and the simulation data when the temperature $\theta$ increases from $\theta = 0.043$ to $\theta_0$. In addition, the agreement between harmonic approximation and the simulation results is remarkable, with an error around $10^{-4}$ for the lowest temperature and $10^{-3}$ for the highest temperature. This deviation is due to the fact that we are out of the valid temporal regime provided by the perturbation theory near the crystallization regime. Through the dimensional analysis performed above we can show by a simple change of units that the temporal regime where the perturbed MSD is valid just for times $t/\tau < (\theta_0/\theta)^{\frac{1}{2}}/(2\sqrt{15\Gamma(5)})$ and for temperatures $\theta < 4\theta_0/5$. In particular, for the temperatures considered and for the value $\Gamma = 10$, chosen in the simulation, it is clear that the deviation shown in $\sigma_{\text{pert}}^2(t)$ is non-physical. Notice that in the case $\theta = \theta_0$ where
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the perturbation theory breaks down the deviation from the SFD behaviour is clearly pronounced. Note that the term obtained from perturbation theory does not give any significant contribution. It would not be a surprise that further perturbation theory renormalizes the coefficient $\kappa_P$ maintaining the SFD behaviour, but these terms are beyond the scope of this work. This analysis allows us to highlight that at the crystalline state of the paramagnetic particles the SFD behaviour is observed in the MSD, that is to say that these results show that in the long time regime the behaviour the MSD coincides with the usual behaviour of the single-file diffusion $\sim t^4$. As far as the authors know this analysis has not been reported before in the literature.

7. Concluding remarks

In this paper we investigated the BD of a system consisting of interacting particles confined to a straight line through the path integral method. The system was examined near crystallization through the harmonization of the total interaction potential around equidistant positions. Using as a model a harmonic potential the system was analyzed through the many-body Langevin equation in order to compare and validate the result obtained from the path integral formalism.

The path integral approach we have presented was developed explicitly for a system of interacting particles subjected to a total interaction potential $\Phi(x)$ where the configuration vector $x \in \mathbb{R}^{dN}$ being $d$ the dimension of the space, and $N$ the number of particles. Using this formalism we showed that an actual solution of the Smoluchowski equation (14) for the joint probability density of finding the system $P(x, x_0, t)$ is given
by solving the path integral

$$P(x, x_0, t) = \int_{x_0}^x \mathcal{D}x(\tau) e^{-\int_0^t d\tau \left[ \frac{1}{2} \dot{x}(\tau) + \frac{1}{4} \nabla \Phi(x(\tau)) \right] - \frac{1}{2} \nabla \Phi(x(\tau)) \right]} . \quad (71)$$

This result is the same reported in [30–32] in different contexts. In this work we used (71) to study a system of strongly interacting particles confined to a straight line with $d = 1$, near crystallization, in particular, the BD of the tracer particle was explored through this formalism using a harmonic interaction potential, $\Phi(x) = \frac{1}{2} \kappa \sum_{i=1}^{N-1} (x_{i+1} - x_i - l)^2$, finding an excellent agreement between the results implied by the Langevin approach and the path integral at the level of the observable MSD in both analytical and numerical analysis.

Notably we found that when the number of particles $N$ remains constant, the behaviour of the MSD when $t \ll t_0 = \gamma/\kappa$, that is at short times, corresponds to free diffusion, while for long times $t \gg t_0$ the behaviour is akin to free diffusion with a reduced diffusion coefficient $D_{\text{eff}} = D/N$; this agrees with the result previously reported in [20–22]. In the thermodynamic limit $N \to \infty$ it was possible to find a closed formula for the MSD for all time values in terms of Bessel functions (that is (55)). This formula shows that the tracer particle shows a free diffusion behaviour in the short-time regime, and displays a typical behaviour of SFD $\sim t^{1/2}$ in the long-time regime.

To investigate the universal character of the $t^{1/2}$ behaviour for confined particles in the line, we treated also the model with a paramagnetic potential, $V(r) = \mu_0 M^2/(4\pi r^3)$ near crystallization through the harmonization method [19]; here $M$ is the magnetization of the colloidal particles and $\mu_0$ the vacuum permeability. Such potential can be thought as having an harmonic form with an effective Hooke coefficient given by $3\zeta(5)\mu_0 M^2 \rho^5 / \pi$, where $\rho$ is the density of the system, within a relative error of the order $10^{-5}$. In this approximation the same behaviour as in the above harmonic interaction is observed for the MSD.

In addition a perturbed MSD was obtained in (71) considering anharmonic terms in the potential $\Phi(x)$ around the mechanical equilibrium positions, within the quadratic potential approximation at the Lagrangian level; we also calculated the subdominant term when the temperature is increased off the crystallization state. Such rise in temperature is consistent with the SFD character $\sim t^{1/2}$ for sufficiently long times, within the allowed values in the theoretical approximation. This means increasing the temperature retains this $t^{1/2}$ behaviour, an indication that the SFD of the tracer particle is enhanced by a higher temperature. Our findings using the BD simulation show strong evidence that at the low temperature regime the harmonic approximation (that is (55)) with the paramagnetic Hooke coefficient represents a remarkably good approximation, even for the paramagnetic interacting system.

The method developed here can be extended in several directions. For interacting particle systems of dimension $d$, it is possible to analyze the weak interaction regime using the effective potential, $V_{\text{eff}}(x)$ as a perturbative term. This procedure constitutes an alternative method [27] to study a diluted system subjected to different external fields (e.g. shear, gravitational or electric field) acting on the particles using an $N$-particle path integral representation. Following a different direction it is possible to include hydrodynamic interactions by replacing Smoluchowski operator in (14).
by $\nabla_a D^{ab} \nabla_b \cdot + \beta \nabla_a D^{ab} \left( (\nabla \Phi)_b \right)$, where $D$ is the hydrodynamic diffusion tensor; this problem in particular can be reinterpreted as the diffusion of a particle in a higher dimensional Riemannian manifold with a metric tensor proportional to $D^{-1}$, where a path integral formulation can be also be implemented. The method can be also be used in Monte-Carlo simulations to model more complex diffusion phenomena.
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Appendix A. Deduction of the effective potential $V_{\text{eff}}(x)$

Consider a function $U \neq 0$ over $\mathbb{R}^3$, such that $P/U \equiv \mathbb{P}$ satisfies an equation similar to Schrödinger’s (with imaginary time). After substituting $P = \mathbb{P} U$ in the Smoluchowski equation we get

$$\nabla^2 (U \mathbb{P}) = D \nabla^2 (U \mathbb{P}) + D \beta \nabla \cdot (U \mathbb{P} \nabla \Phi),$$

$$(\nabla \cdot (U \mathbb{P} \nabla \Phi)) = (\nabla U \cdot \nabla \Phi) \mathbb{P} + U \nabla (\mathbb{P} \nabla \Phi),$$

(A.1)

to obtain

$$\frac{\partial \mathbb{P}}{\partial t} = D \nabla^2 \mathbb{P} + \left( 2D \frac{\nabla U}{U} + D \beta \nabla \Phi \right) \cdot \nabla \mathbb{P} + \left( \frac{D \nabla^2 U}{U} + D \beta (\nabla \log U) \cdot \nabla \Phi + D \beta \nabla^2 \Phi \right) \mathbb{P}.$$  

(A.2)

In this manner we choose $U$ in such manner that the coefficient of the first derivative term $\nabla \mathbb{P}$ vanishes, i.e. $2D \nabla \log U + D \beta \nabla \Phi = 0$. From this equation we find $U(x) = K(x_0) \exp \left(-\frac{1}{2} \beta \Phi(x) \right)$. Notice that $U$ is not the equilibrium solution. The constant $K$ is chosen so that $K = \exp(\frac{1}{2} \beta \Phi(x_0))$ holds, and consequently $\mathbb{P}(x, x_0, t)$ satisfies the initial condition $\mathbb{P}(x, x_0, 0) = \delta(x - x_0)$. Now collect the coefficient of $\mathbb{P}$ in equation (A.2) to obtain the following Schrödinger-type equation

$$-\frac{\partial \mathbb{P}}{\partial t} = -D \nabla^2 \mathbb{P} + V_{\text{eff}}(x) \mathbb{P},$$

(A.3)

where the resulting ‘effective potential’ is $V_{\text{eff}}(x)$, given by (18).
Appendix B. Matrix diagonalization, and useful identities

B.1. Matriz diagonalization

In what follows we derive the closed form for the eigenvalues and the characteristic polynomial of the $N \times N$ matrix

$$V = \begin{pmatrix} 1 & -1 & 0 & \ldots & \ldots & 0 \\ -1 & 2 & -1 & \ldots & \ldots & 0 \\ 0 & -1 & 2 & -1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & -1 & 2 & -1 \\ 0 & 0 & 0 & \ldots & -1 & 1 \end{pmatrix},$$

(B.1)

to this end let the characteristic polynomial be $p_N(\lambda) = \det(V - \lambda 1)$, an expansion in minors about the first row gives $p_N = (1 - \lambda) \delta_{N-1} - \delta_{N-2}$ where $\delta_N$ refers to the determinant of the $N \times N$ matrix

$$\delta_N(\lambda) = \begin{vmatrix} 2 - \lambda & -1 & 0 & \ldots & \ldots & 0 \\ -1 & 2 - \lambda & -1 & \ldots & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & -1 & 2 - \lambda & -1 \\ 0 & 0 & 0 & \ldots & -1 & 1 - \lambda \end{vmatrix},$$

expanding likewise around the last row one gets the relation $\delta_N = (1 - \lambda) \Delta_{N-1} - \Delta_{N-2}$ where now we have introduced the determinant

$$\Delta_N(\lambda) = \begin{vmatrix} 2 - \lambda & -1 & 0 & \ldots & \ldots & 0 \\ -1 & 2 - \lambda & -1 & \ldots & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \ldots & -1 & 2 - \lambda & -1 \\ 0 & 0 & 0 & \ldots & 0 & 2 - \lambda \end{vmatrix},$$

therefore we have the relation

$$p_N(\lambda) = (1 - \lambda)^2 \Delta_{N-2} - 2(1 - \lambda) \Delta_{N-3} + \Delta_{N-4},$$

and the problem falls back to finding an expression for $\Delta_N(\lambda)$. A minors expansion about the first row gives $\Delta_N = (2 - \lambda) \Delta_{N-1} - \Delta_{N-2}$; to solve this recursion we give the Ansatz $\Delta_N = a r_+^N + b r_-^N$ where $r_{\pm}$ are the roots of the quadratic equation that follows from the Ansatz, namely $r_{\pm} = (2 - \lambda \pm \sqrt{(2 - \lambda)^2 - 4})/2$. At this point we change variable $1 - \frac{1}{2} = \cos \varphi$ so that $r_{\pm} = e^{\pm i \varphi}$. Now the constants $a = b = \frac{1}{2}$ are determined from the initial conditions $\Delta_1 = 2 \cos \varphi$, $\Delta_2 = 4 \cos^2 \varphi - 1$, resulting into $\Delta_N = \sin((N + 1)\varphi)/\sin \varphi$. We obtain the following closed expression for the characteristic polynomial $p_N = 2(\cos \varphi - 1) \sin(N\varphi)/\sin \varphi$, that can be expressed as

$$p_N(\lambda) = -\lambda U_{N-1} \left( 1 - \frac{\lambda}{2} \right),$$
where $U_N$ is the $N$th Chebyshev polynomial of the second kind. The roots of the characteristic polynomial include a zero mode $\lambda = 0$ and others that can altogether be interpreted geometrically in terms of $\varphi$ as the real parts of the vertices of an unit regular $n$-gon in the complex plane being $\varphi = \frac{k - 1}{N} \pi$ with $k = 1, 2, \ldots, N$. The full spectrum of (B.1) is found to be

$$\lambda_k = 4 \sin^2 \left( \frac{(k - 1) \pi}{2N} \right), \quad 1 \leq k \leq N. \tag{B.2}$$

The corresponding eigenvectors of (B.1) can be found using the eigenvalue equations for $k = 2, \ldots, N - 1$:

$$v_1^{(\ell)} - v_2^{(\ell)} = \lambda_\ell v_1^{(\ell)},$$

$$-v_{N-1}^{(\ell)} + v_N^{(\ell)} = \lambda_\ell v_N^{(\ell)},$$

$$-v_{k-1}^{(\ell)} + 2v_k^{(\ell)} - v_{k+1}^{(\ell)} = \lambda_\ell v_k^{(\ell)}. \tag{B.3}$$

The value of $v_1^{(\ell)} = N^\ell$ is fixed by the normalization condition, hence we can find the eigenvectors solving the recurrence relation implied by (B.3)

$$v_{k+1}^{(\ell)} + (\lambda_\ell - 2)v_k^{(\ell)} + v_{k-1}^{(\ell)} = 0, \tag{B.4}$$

with the initial conditions $v_2^{(\ell)} = (1 - \lambda_\ell)N^\ell$ and $v_3^{(\ell)} = ((2 - \lambda_\ell)(1 - \lambda_\ell) - 1)N^\ell$ for (B.4). For each value of $\ell$ (B.4) is a linear recurrence relation with well posed initial conditions. The solution of the recurrence relation is obtained by the standard method proposing $v_k^{(\ell)} = c_+ r_+^{k-1} + c_- r_-^{k-1}$, where $c_\pm$ is to be determined from the initial conditions.

A straightforward calculation of the eigenvectors reveals that the eigenvector corresponding to the zero eigenvalue is $v_1^{(1)} = 1/\sqrt{N}$ whereas the remaining eigenvectors are

$$v_k^{(\ell)} = \frac{1}{\sqrt{2N}} \frac{\cos \left( \frac{(\ell-1)k\pi}{N} \right) + \cos \left( \frac{(\ell-1)(k-1)\pi}{N} \right) - \cos \left( \frac{(\ell-1)\pi}{2N} \right)}{\cos \left( \frac{(\ell-1)\pi}{2N} \right)}. \tag{B.5}$$

The components of the orthogonal matrix $O$ are given by $(O)_{k\ell} = v_k^{(\ell)}$.

### B.2. Useful identities

The following identities are useful for the calculation of the MSD

$$I_0'(x) = I_1(x),$$

$$I_1'(x) = I_0(x) - \frac{I_1(x)}{x}. \tag{B.6}$$
where $I_0(x)$ and $I_1(1)$ are the modified Bessel functions of the first kind of order 0 and 1, respectively. We also used the identities

$$I_0(x) \text{ and } I_1(1)$$

and

$$\int_0^{\pi/2} d\theta \sin^{2k-2}(\theta) = \frac{\sqrt{\pi} \Gamma(k - \frac{1}{2})}{2 \Gamma(k)}, \quad (B.7)$$

and

$$\sum_{j=1}^{N} \sin^2\left(\frac{(j-1)(\ell-1)\pi}{N}\right) = \frac{N}{2}. \quad (B.8)$$

**Appendix C. Estimation of numerical error**

There are three sources of error present in our numerical calculation that give rise to error bars in figure 1, these are: (i) the quadrature error $\epsilon_M$ for approximating the integral as a Riemann sum of $M$ terms (ii) the truncation error $\epsilon_L$ in the exponential series at order $L$ (iii) the error due to the finite size $n$ of the statistical Monte Carlo sample $\epsilon_n$. To estimate each error consider all three sources of error

$$\Delta \mu(T) = \frac{2T}{N} \left[ \int_0^1 \text{tr} \left( e^{-2\alpha TV/M} \right) - \sum_{\alpha=1}^{M} \frac{1}{M} \text{tr} \left( e^{-2\alpha TV/M} \right) \right]$$

$$+ \frac{2T}{N} \sum_{\alpha=1}^{M} \frac{1}{M} \text{tr} \left( e^{-2\alpha TV/M} - F \right) - \frac{2T}{N} \sum_{\alpha=1}^{M} \frac{1}{M} \text{tr}(F \Phi)$$

$$= \epsilon_M + \epsilon_L + \epsilon_n, \quad (C.1)$$

where we have introduced the matrix $\Phi = 1 - Z$ and used $F = e^{-4\alpha T/M} \sum_{k=0}^{L} \frac{Q_k}{k!}$.

Using the Euler–Maclaurin formula we may show that the truncation by $M$ underestimates the integral by the amount

$$\epsilon_M = \frac{T}{MN} \left( \sum_{\ell=0}^{N-1} e^{-2T\lambda\ell} - N \right) + O(1/M^2),$$

a good estimation of this error is

$$\epsilon_M \approx -\frac{T}{M}. \quad (C.2)$$

This is the dominant source of error. A closed form for the error $\epsilon_L$ can be found based upon the exact partial sum of the exponential series

$$\epsilon_L = \frac{2T}{MN!} \sum_{\alpha=1}^{M} \sum_{\ell=0}^{N-1} e^{-2\alpha T\lambda\ell/M} \gamma(L + 1, 4\alpha T \cos(\pi\ell/N)/M), \quad (C.3)$$

https://doi.org/10.1088/1742-5468/ac21d8
where $\gamma$ is the lower incomplete gamma function. This second source of error turns out to play no role in our calculations since for $N \leq 5$ it vanishes and for $N = 10, 25$ is always $\epsilon_L < 2 \times 10^{-5}$, at least three orders of magnitude smaller than $\epsilon_M$.

Finally the error due to statistical fluctuations on a finite size $n$ sample is

$$\epsilon_n = - \frac{2T}{MN} \sum_{a=1}^{M} \sum_{k=1}^{L} e^{-4aT/M} \frac{\text{tr}(Q^k \Phi)}{k!}.$$ 

Let the eigenvalues of $Q$ be $q_\ell$, consider the inequality $\text{Tr}(Q^k \Phi) \leq \sqrt{\sum_{\ell} q_\ell^2} \sum_{r,s} \Phi_{rs}^2$ and the estimate of the elements of $\Phi$ given by the central limit theorem $\Phi_{rs} \sim \pm (1 - \delta_{rs})/\sqrt{n}$.

A reasonable estimate of the fluctuation error for finite $L$ is then found to be

$$\epsilon_n \approx \frac{2T}{M \sqrt{n}} \sum_{a=1}^{M} \sum_{k=1}^{L} e^{-4aT/M} \frac{2^k}{k!} \left( \sum_{\ell=0}^{N-1} \cos^2(\pi \ell/N) \right)^{1/2}.$$ 

(T.4)

Taking $L \to \infty$ in our data does not change the error estimate substantially so $L = 25$ is used throughout all estimations.

Appendix D. Taylor coefficients of the total potential

The Taylor coefficients of the total potential (1) up to fourth power are given by

$$\partial_k \Phi(x) = \sum_{i=1}^{N} V^{(1)}(|x_k - x_i|) \frac{(x_k - x_i)}{|x_k - x_i|}, \quad (D.1)$$

$$\partial_\ell \partial_k \Phi(x) = \begin{cases} \sum_{i=1}^{N} V^{(2)}(|x_i - x_k|), & \text{for } \ell = k, \\ -V^{(2)}(|x_\ell - x_k|), & \text{for } \ell \neq k, \end{cases} \quad (D.2)$$

$$\partial_\ell \partial_k \partial_m \Phi(x) = \begin{cases} \sum_{i=1}^{N} V^{(3)}(|x_k - x_i|) \frac{(x_k - x_i)}{|x_k - x_i|}, & \text{for } \ell = k = m \\ \sum_{i=1}^{N} V^{(3)}(|x_\ell - x_k|) \frac{(x_\ell - x_k)}{|x_\ell - x_k|}, & \text{for } m = k \\ 0, & \text{for } \ell \neq k \neq m \neq \ell \end{cases} \quad (D.3)$$
\[ \partial_t \partial_k \partial_m \partial_n \Phi (\mathbf{x}) = \begin{cases} \sum_{i=1}^{N} V^{(4)} (|x_k - x_i|), & \text{for } \ell = k = m = n \\ -V^{(4)} (|x_\ell - x_k|), & \text{for } \ell = m = n \neq k \\ V^{(4)} (|x_\ell - x_x|), & \text{for } \ell = m \neq n = k, \\ 0, & \text{for otherwise.} \end{cases} \] (D.4)

In the above expressions \( V^{(n)}(r) \) means the \( n \)th ordinary derivative respect to the argument.

**Appendix E. Selection rules from the anharmonic terms**

By using (D.3) and (2), the third coefficient is given by

\[ U^{(3)}_{\ell km} = \frac{5 \kappa_p}{a} \begin{cases} \zeta_{N-k+1}^{(6)} - \zeta_{k}^{(6)}, & \text{for } \ell = m = k \\ -\frac{(\ell - k)}{|\ell - k|^7}, & \text{for } m = k \\ 0, & \text{for otherwise.} \end{cases} \] (E.1)

By numerical inspection we observe that the central terms satisfy \( U^{(3)}_{1111} = U^{(3)}_{NNNN} = \frac{5 \kappa_p}{a} (1 + \epsilon_{111}) \), \( U^{(3)}_{kkkk} = \frac{5 \kappa_p}{a} \epsilon_{kkkk} \), where both \( \epsilon_{111} \) and \( \epsilon_{kkkk} \) are less than \( 10^{-2} \), moreover for the particles in the bulk the later terms satisfy \( \epsilon_{kkkk} \leq 10^{-9} \). The off-central terms satisfy \( U^{(3)}_{k+1,k,k} = -U^{(3)}_{k-1,k,k} = \frac{5 \kappa_p}{a} \) while \( U^{(3)}_{k\pm\ell,k,k} = \mp \frac{5 \kappa_p}{a} \epsilon_{kk\ell} \), where \( \epsilon_{kk\ell} < 1.6 \times 10^{-2} \) for \( \ell \geq 2 \). By using (D.4) and (2), the fourth coefficient is given by

\[ U^{(4)}_{\ell kmn} = \frac{30 \kappa_p}{a^2} \begin{cases} H^{(7)}_{k-1} + H^{(7)}_{N-k}, & \text{for } \ell = k = m = n \\ -\frac{1}{|\ell - k|^7}, & \text{for } \ell = m = n \neq k \\ \frac{1}{|\ell - k|^7}, & \text{for } \ell = m \neq n = k, \\ 0, & \text{for otherwise.} \end{cases} \] (E.2)

By numerical inspection the central terms satisfy \( U^{(4)}_{11111} = U^{(4)}_{NNNNNN} = \frac{30 \kappa_p}{a^2} (1 + \epsilon_{11111}) \), \( U^{(4)}_{kkkkk} = \frac{30 \kappa_p}{a^2} (2 + \epsilon_{kkkkk}) \) where both \( \epsilon_{11111} \) and \( \epsilon_{kkkkk} \) are of the order of \( 10^{-3} \). Finally, the off-central terms satisfy \( U^{(4)}_{k\pm\ell,1,k,k,k} = -U^{(4)}_{k,k\pm\ell,1,k,k} = -\frac{30 \kappa_p}{a^2} \) and \( U^{(4)}_{kk\ell,k\pm\ell,k,k\pm\ell} = -U^{(4)}_{k\ell,k,k\pm\ell,k,k\pm\ell} \approx -\frac{30 \kappa_p}{a^2} \epsilon_{kk\ell\ell} \) where \( \epsilon_{kk\ell\ell} < 7.9 \times 10^{-3} \) for \( \ell \geq 2 \).
Appendix F. Partition function and the Green function

To calculate \( \langle V_I (z_{cl}(\tau) + q(\tau)) \rangle \), we use (43). To achieve this we perform the coordinate transformation \( q = \mathcal{O} r \), where \( \mathcal{O} \) is the orthogonal matrix that diagonalizes \( \mathbb{U} \). In this manner introducing a source term \( \mathbf{J} \) in the partition function \( Z [\mathbf{J}(\tau)] \) we define

\[
Z [\mathbf{J}(\tau)] = \prod_{\ell=1}^{N} \int D r_{\ell}(\tau) e^{-J_{\ell}^{0} (\mathcal{L}_{0,t}(r_{\ell}(\tau), r_{\ell}(\tau)) - J_{\ell}^{0} (\tau) r_{\ell}(\tau))},
\]

where \( \mathbf{J}^{O} = \mathcal{O}^{\dagger} \mathbf{J} \), and the Lagrangian \( \mathcal{L}_{0,t} (\dot{r}_{\ell}(\tau), r_{\ell}(\tau)) \) is given by (28). We recall the boundary conditions \( r_{\ell}(0) = r_{\ell}(t) = 0 \), and follow the standard procedure to complete the square in the argument of the exponential, this leads to

\[
Z [\mathbf{J}(\tau)] = Z [0] \prod_{\ell=1}^{N} e^{\frac{1}{2} J_{\ell}^{0} \int_{0}^{t} dr^{t} J_{\ell}^{0} (\tau) G_{\ell}(\tau, \tau') J_{\ell}^{0} (\tau')},
\]

where \( G_{\ell}(\tau, \tau') \) is the Green function associated with the Helmholtz-like operator \( -\mathcal{D}^{2} := -\frac{1}{2D} \left( \frac{\partial}{\partial \tau} + \omega_{\ell} \right)^{2} \) with Dirichlet boundary conditions \( G(0, \tau') = G(t, \tau') = 0 \).

Using the standard methods one could solve for the Green function, however this is not necessary for the present work. The factor \( Z [0] \) can be found explicitly [30], but it plays no role whatsoever for our purposes.

The potential \( V_I (x) \) after the coordinate transformation \( y = \mathcal{O} z \) can be obtained by replacing \( y \rightarrow z \) and \( \nabla^{(n)} \rightarrow \nabla^{(n)} \), where \( \nabla^{(n)} = \mathcal{O}^{\dagger} \mathcal{O}^{\dagger} \ldots \mathcal{O}^{\dagger} \nabla^{(n)} \mathcal{O} \ldots \mathcal{O}^{\dagger} \mathcal{O}^{\dagger} \) are the transformed tensors, after the coordinate transformation. After the substitution \( z \rightarrow z_{cl} + r \) we take the expectation value using (2.2). Notice that expectation values of an odd number of \( r_{\ell}(\tau) \) are zero when \( \mathbf{J} = 0 \).

Therefore the only terms that contribute in the expectation value of \( V_I (z_{cl} + r) \) are

\[
\langle V_I (z_{cl} + Q) \rangle \simeq \nabla^{(1)} (z_{cl}^{(1)} (\tau) + \nabla^{(2)} (z_{cl}^{(2)} (\tau) + \nabla^{(2)} (\tau r_{\ell}(\tau)), \quad (F.3)
\]

where the correlation function is \( \langle r_{\ell}^{k} (\tau) r_{\ell}^{k} (\tau') \rangle = \delta^{k\ell} G_{\ell}(\tau, \tau') \), and \( z_{cl}^{(1)} \) is the classical solution (29). Note that the coefficient \( \nabla^{(2)} \) already has information of the quartic term in the Taylor expansion (3).

After calculating the integrals \( I_{1} := \int_{0}^{t} d\tau \, z_{cl}^{k} (\tau), \quad I_{2} := \int_{0}^{t} d\tau \, G_{\ell}(\tau, \tau'), \quad \) and \( I_{3} := \int_{0}^{t} d\tau \, z_{cl}^{k} (\tau) z_{cl}^{k} (\tau) \) results

\[
I_{1} = \frac{1}{\omega_{k}} \left( z_{0}^{k} + z_{0}^{k} \right) \tanh \left( \frac{\omega_{k} t}{2} \right),
\]

and

\[
I_{3} = \frac{1}{\omega_{k}^{2} - \omega_{\ell}^{2}} \left( \left( z_{0}^{k} z_{0}^{k} - z_{0}^{k} \right) \left( \omega_{k} \coth(\omega_{k} t) - \omega_{\ell} \coth(\omega_{\ell} t) \right) \right.

- \left. \left( z_{0}^{k} + z_{0}^{k} \right) \left( \omega_{k} \csch(\omega_{k} t) - \omega_{\ell} \csch(\omega_{\ell} t) \right) \right). \quad (F.5)
\]
We point out that the function $P(x, x_0, t)$ can be written approximately as

$$P(x, x', t) \simeq Z[0] e^{-\int_0^t d\tau \langle V_i(z_{cl}(\tau)+r_\ell(\tau)) \rangle}.$$  (F.6)

and since $I_2$ depends only on time $t$ this term does not play any role, and neither does $Z[0]$ as it cancels out when the normalization constant $Z$ in (44) is considered.

**Appendix G. Brownian dynamics simulations**

In all BD simulations we consider $N$ particles on a line inside the simulation box. The distance between all pairs of adjacent particles starting the simulation is a constant denoted with $a$. Let $x_i$ be the coordinate position of the $i$th particle, and $r$ the distance between $i$th and $j$th particles. The dimensionless paramagnetic interaction potential between a pair of particles is $U_{ij}(x) = \Gamma/x^3$, where $x = r/a$ and $\Gamma = \mu_0 M^2/(4\pi k_B \theta a^3)$, with $\theta$ the absolute temperature. Therefore, the length and energy scales employed in the simulation are $a$ and $k_B \theta$, respectively; the time scale is $a^2/D$, where $D = k_B \theta/\gamma$ is the single particle diffusion coefficient.

Starting with the equidistant configuration, particles are let to evolve according to the standard Ermak–McCammon one-step integration scheme [38]

$$x_i(t + \Delta t) = x_i(t) + F_i(t) \Delta \tau + \Delta x^a,$$  (G.1)

where all quantities are already given in dimensionless form, e.g. $\Delta \tau = D \Delta t/a^2$. Here $\Delta x^a$ is a Gaussian random displacement of zero mean and variance $\langle (\Delta x^a)^2 \rangle = 2 \Delta \tau$. Note here that temperature dependences only appear in the white noise $\Delta x^a$, for as long and insofar as the dependence of $M$ on $\theta$ can be ignored and since $F_i \propto \theta^{-1}$ and $\Delta \tau \propto \theta$.

We start the simulation with $N = 5000$ paramagnetic particles located on a lattice of regular spacing $a$, all of them with $\Gamma = 10$. We let them to evolve through $10^5$ configurations according to (G.1), with periodic boundary conditions to emulate an infinite system and with $\Delta \tau = 10^{-5}$. For the calculation of the averages in $\sigma^2 = \langle x(t)^2 \rangle - \langle x(t) \rangle^2$, we take the arithmetic mean over the 5000 particles, and, additionally, we perform 20 simulation runs starting from the regular lattice, each with different random seeds that generate the white noise. Thus, for the calculation of $\sigma$ at each instant $t$ we used a statistical sample of $10^5$ elements which means that the inherent fluctuations are at most of order $1/\sqrt{10^5} \sim 10^{-3}$ at long times and smaller at short times.

To simulate the different temperature conditions, we start from the reference temperature $\theta_0 = 0.209$ for which we consider $\langle (\Delta x^a)^2 \rangle = 2 \Delta \tau$. Then, this variance is reduced in proportion to the corresponding reduction factor in the temperature as $\langle (\Delta x^a)^2 \rangle = 2 \frac{\theta}{\theta_0} \Delta \tau$, where the time scale corresponds to $\tau = a^2/D_0$, where $D_0 = k_B \theta_0/\gamma$.

For instance, in the case $\theta = 0.159$ we take $\langle (\Delta x^a)^2 \rangle = 2 \left( \frac{159}{209} \right) \Delta \tau$. Figure G1 shows the obtained distribution functions along the line, for the different temperature values. As is expected, they show that as the temperature is decreased the height of the
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Figure G1. Pair distribution function $g(x)$ for a paramagnetic particle system on a line for the values of temperatures $\theta/\theta_0 = \{0.0430622, 0.282297, 0.521531, 0.760766, 1\}$. Each dashed line is the algebraic envelope through the maxima of each $g(x)$ function.

peaks increases while their width decreases, showing a stronger particle trapping as the temperature decreases.
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