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Dimitra Maoutsa
Technical University of Berlin
& University of Potsdam
dimitra.maoutsa@tu-berlin.de

Manfred Opper
Technical University of Berlin
& University of Birmingham
manfred.opper@tu-berlin.de

Abstract

Devising optimal interventions for diffusive systems often requires the solution of the Hamilton-Jacobi-Bellman (HJB) equation, a nonlinear backward partial differential equation (PDE), that is, in general, nontrivial to solve. Existing control methods either tackle the HJB directly with grid-based PDE solvers, or resort to iterative stochastic path sampling to obtain the necessary controls. Here, we present a framework that interpolates between these two approaches. By reformulating the optimal interventions in terms of logarithmic gradients (scores) of two forward probability flows, and by employing deterministic particle methods for solving Fokker-Planck equations, we introduce a novel fully deterministic framework that computes the required optimal interventions in one shot.

1 Introduction

Constrained diffusions and optimal control. Consider the problem of imposing constraints $C$ to the state of a stochastic system, whose unconstrained dynamics are described by a stochastic differential equation (SDE)

$$dX_t = f(X_t, t)dt + \sigma dW_t,$$

(1)

with drift $f(x, t) \in \mathbb{R}^d \times \mathbb{R} \rightarrow \mathbb{R}^d$ and diffusion coefficient $\sigma \in \mathbb{R}$. For a time interval $[0, T]$, the constraints $C$ may pertain either the transient state of the system through a path-penalising function $U(x, t) \in \mathbb{R}^d \times \mathbb{R} \rightarrow \mathbb{R}$ for $t \leq T$, or its terminal state $X_T$ through the function $\chi(x) \in \mathbb{R}^d \rightarrow \mathbb{R}$.

One way to obtain the path probability measure $Q$ of the constrained process is by reweighting paths $X_{0:T}$ generated from Eq.(1) over the interval $[0, T]$. Path weights result from the Radon–Nikodym derivative with respect to the path measure of the unconstrained process $P_f$

$$\frac{dQ}{dP_f}(X_{0:T}) = \frac{\chi(X_T)}{Z} \exp \left[ - \int_0^T U(X_t, t)dt \right],$$

(2)

where $Z$ is a normalising constant.

How shall we modify the system of Eq.(1) to incorporate the desired constraints $C$ into its dynamics, while also minimising the relative entropy between the path distributions of the constrained and unconstrained processes?

Problems of this form appear often in physics, biology, and engineering, and are relevant for calculation of rare event probabilities [1, 2], latent state estimation of partially observed systems [3, 4], or for precise manipulation of stochastic systems to target states [5, 6] with applications on artificial selection [7, 8], motor control [9], epidemiology, and more [10–15]. Yet, although stochastic optimal control problems are prevalent in most scientific fields, their numerical solution remains computationally demanding for most practical problems.

1For brevity, we restrict ourselves to state- and time- independent scalar diffusions, but the framework easily generalises to time-dependent multiplicative noise settings with non-isotropic diffusion functions.

Preprint. Under review.
The constrained process, defined by the weight of Eq. (2), can be also expressed as a diffusion process with the same diffusion \( \sigma \), but with a modified time-dependent drift \( g(x, t) \) [16, 17]. The computation of this drift adjustment or control \( u(x, t) \) amounts to solving a stochastic control problem to obtain the optimal control \( u^*(x, t) \) that minimises the expected cost

\[
\mathcal{J}(x, t) \doteq \min_u \mathbb{E}_{\phi_t} \left[ \int_0^T \left( \frac{1}{2\sigma^2} \|u(X_t, t)\|^2 + U(X_t, t) \right) dt - \ln \chi(X_T) \right].
\] (3)

The expectation \( \mathbb{E}_{\phi_t} \) is over paths induced by the constrained SDE \( dX_t = g(X_t, t)dt + \sigma dW_t \). (4)

This control setting is known as Path Integral- or Kullback-Leibler-control (PI/KL-control) [4, 5, 18, 19]. Finding the exact optimal interventions for general stochastic control problems amounts to solving the HJB equation [20], a computationally demanding nonlinear PDE. Yet, for the PI-control problem, the logarithmic Hopf-Cole transformation [21], i.e. \( \ln(\chi) = L \phi_t(x) \), linearises the HJB equation [5], and the optimally adjusted drift becomes

\[
g(x, t) = f(x, t) + \sigma^2 \nabla \ln \phi_t(x), \quad \frac{\partial \phi_t(x)}{\partial t} + \mathcal{L}_f \phi_t(x) - U(x, t)\phi_t(x) = 0,
\] (6)

where \( \phi_t(x) \) is a solution to the backward PDE of Eq.(6) with terminal condition \( \phi_T(x) = \chi(x) \), and \( \mathcal{L}_f \phi(x) = f(x, t) \nabla \cdot \phi + \frac{\sigma^2}{2} \nabla^2 \phi(x) \) denotes the adjoint Fokker–Planck operator acting on \( \phi(x) \).

The PDE of Eq.(6) is often treated either with grid based solvers [22, 23], or with iterative stochastic path sampling schemes [5, 19, 24, 25]. Both approaches suffer, in general, from high computational complexity with increasing system dimension. (However note recent neural network advances towards this direction [26, 27].)

2 Method

Constrained diffusion densities from backward smoothing. To avoid directly solving the backward PDE (Eq. 6), we view the marginal density \( q_t(x) \) of the constrained process as the smoothing density in an inference setting. By considering Eq.(2) as a likelihood function, and treating the constraints \( U(x, t) \) and \( \chi(x) \) as continuous time observations of the process \( X_t \), the path measure \( \mathbb{Q} \), i.e. the product of the a priori distribution \( \mathbb{P}_T \) with the likelihood, can be interpreted as the posterior distribution over paths that account for the observations as soft constraints. Thus, in a similar vein to the forward–backward smoothing algorithms for hidden Markov models [28, 29], we factorise the marginal density into two terms that account for past and future constraints separately

\[
q_t(x) \propto \rho_t(x) \phi_t(x).
\] (7)

The density \( \rho_t(x) \) satisfies the forward filtering equation with initial condition \( \rho_0(x) \) (Eq.(8)), while the marginal constrained density \( q_t(x) \) fulfils a Fokker–Planck equation (Eq.(9))

\[
\frac{\partial \rho_t(x)}{\partial t} = \mathcal{L}_f \rho_t(x) - U(x, t)\rho_t(x), \quad \frac{\partial q_t(x)}{\partial t} = \mathcal{L}_g q_t(x).
\] (8)

Here the Fokker–Planck operator \( \mathcal{L}_g \) is defined for the process with optimal drift \( g(x, t) \) (Eq.(5)). By replacing \( \phi_t(x) \) with \( q_t(x) / \rho_t(x) \) in Eq.(5), we obtain a new representation of the optimal drift in terms of the logarithmic gradients (score functions) of two forward probability flows, \( q_t(x) \) and \( \rho_t(x) \)

\[
g(x, t) = f(x, t) + \sigma^2 \left( \nabla \ln q_t(x) - \nabla \ln \rho_t(x) \right).
\] (9)

This formulation still requires knowledge of the unknown \( \nabla \ln q_t(x) \). Yet, by inserting Eq.(10) into Eq.(9), and introducing a time-reversion through the variable \( \tau = T - t \), we obtain a Fokker–Planck equation for the flow \( \tilde{q}_t(x) = q_{T-\tau}(x) \)

\[
\frac{\partial \tilde{q}_t(x)}{\partial \tau} = -\nabla \cdot \left( \sigma^2 \nabla \ln \rho_{T-\tau}(x) - f(x, T-\tau) \right) \tilde{q}_t(x) + \frac{\sigma^2}{2} \nabla^2 \tilde{q}_t(x),
\] (11)

that depends only on the time-reversed forward flow \( \rho_t(x) \), with \( \tilde{q}_0 \propto \rho_T(x) \chi(x) \). Thus, for the exact computation of the optimal controls \( u^*(x, t) = \sigma^2 \left( \nabla \ln \tilde{q}_{T-\tau}(x) - \nabla \ln \rho_t(x) \right) \), we require the logarithmic gradients of two forward probability flows \( \tilde{q}_{T-\tau}(x) \) and \( \rho_t(x) \).

Deterministic particle dynamics. To sample the two forward flows \( \rho_t(x) \) and \( \tilde{q}_{T-\tau}(x) \) (Eq.(8) and Eq.(9)) we employ a recent deterministic particle framework for solving Fokker–Planck equations [30], modified to fit our purposes. We approximate \( \rho_t(x) \) with the empirical distribution \( \tilde{\rho}_t(x) \approx \frac{1}{N} \sum_{i=1}^N \delta \left( x - X_t^{(i)} \right) \) constructed from an ensemble of \( N \) "particles" \( X_t^{(i)} \).
For flows without path costs ($U(x, t) \equiv 0$), we express the particle dynamics as a system of ordinary differential equations (ODEs) [30]
\[
dX_i^t = f(\mathbf{X}_i^t, t) \, dt - \sigma^2 / 2 \nabla \ln \hat{\rho}_t(\mathbf{X}_i^t) \, dt, \tag{12}
\]
where $\nabla \ln \hat{\rho}_t(\mathbf{X}_i^t)$ denotes the estimated score function of the empirical distribution $\hat{\rho}_t(x)$.

For flows with path costs ($U(x, t) \neq 0$), the flow dynamics in terms of operator exponentials\(^2\) reads
\[
\rho_{t+\delta t}(x) = e^{\delta t(\mathcal{L}_f-U(x,t))} \rho_t(x) \tag{13}
= e^{-\delta tU(x,t)} e^{\delta t\mathcal{L}_f} \rho_t(x) + \mathcal{O}(\delta t^2).
\]

### 3 Numerical Experiments

We employed our method (deterministic particle flow control-DPF) on a model that can be thought of as describing the mean deterministic particle flow control writes

\[
df = \nabla F(x, y) = \nabla ((1-x)^2 + (y-x^2)^2) \text{ and genetic drift represented by white noise} \text{ [7].} \]

To regularise this optimisation we assume that $h$ belongs to a Reproducing Kernel Hilbert Space associated with a radial basis function kernel, and employ a sparse kernel score function estimator [30]. More precisely, we obtain each dimensional component $a \in \{1, \ldots, d\}$ of $\nabla \ln \rho(x)$ from the solution of the variational problem of minimising the functional $\mathcal{Z}_a[\hat{h}, \rho]$
\[
\partial_a \ln \rho(x) = \arg \min_{\hat{h}} \mathcal{Z}_a[h, \rho](x) = \arg \min_{\hat{h}} \int \rho(x) \left(2\partial_a h(x) + h^2(x)\right) \, dx. \tag{14}
\]

In both settings, we benchmark our method against the path integral cross entropy method (PICE) [24], by comparing summary statistics, control costs $\|u(x, t)\|^2_2$, and deviations from target $\|X_T - x^*\|^2$ of 1000 independent trajectories controlled by each framework (purple:DPF, grey:PICE).

Our method successfully controlled the system towards the predefined target ($x^*$-grey cross) (Figure 2 a.e.), and showed complete agreement with PICE in terms of the transient mean and standard deviation of the marginal densities $q_t(x)$ captured by the 1000 trajectories controlled with each method. Comparing the control effort characterising the optimality of the interventions (Figure 2 c.g.), both methods dissipated comparable energy with DPF showing slightly larger variance among individual trajectories. Nevertheless, by examining the terminal errors, DPF was consistently more

\(^2\)In the second equality, we considered that for small $\delta t$ the commutator of the two operators $\mathcal{L}_f$ and $U(x, t)$ is negligible.
Deterministic particle flow (DPF) control provides optimal interventions to drive the system to target state (grey cross). (a.) Example controlled trajectory (blue-yellow) successfully reaches target, while an uncontrolled one (orange) remains in the vicinity of initial state for the same time interval. (b.) Agreement between summary statistics of marginal densities estimated from 1000 trajectories controlled by DPF (purple) and PICE (grey) (transient mean $\hat{\mu}_q(t)$ and standard deviation $\hat{\sigma}_q(t)$). Orange indicates mean and standard deviation of 1000 uncontrolled trajectories. (Used $N = 400$ particles for DPF, and $N = 500$ for PICE to obtain the optimal controls.) (c.) Comparison of (upper) logarithmic control energy, and (lower) deviation of terminal state from target for each controlled trajectory (dots) with interventions computed according to DPF (magenta) and PICE (grey). Light grey lines identify the mean of each quantity over the 1000 trajectories. (d.) (upper) Control energy, and (lower) terminal error for increasing particle number $N$. (inducing point number for DPF magenta: $M = 50$, green: $M = 100$). Grey line indicates the performance of PICE in the same setting. (e.-h.) Same as (a.-d.) with additional path constraint $U((x, y), t) = 10^3(y - 1)^2$.

accurate and precise in reaching the target. Comparing the performance of both methods for increasing particle number employed for obtaining the controls, our approach delivered more efficient controlled from PICE for small number of particles ($N = 500$), while both methods were comparable for increasing particle number (Figure 2 d.). These results suggest that our method delivers equally optimal controls with PICE in one-shot, while it is also relatively more accurate in reaching the targets.

4 Conclusions

Forward-backward algorithms for smoothing densities have been extensively used in hidden Markov models. Here by relying on the duality between inference and control [19, 32–34], we borrowed ideas from the inference literature to derive non-iterative sampling schemes for constraining diffusive systems. By employing score function estimation, and recent deterministic approaches for solving Fokker–Planck equations, we proposed a non-iterative stochastic control framework that relies solely on deterministic particle dynamics. Our method interpolates between classical space-discretising PDE solutions that are inherently non-iterative, and stochastic Monte Carlo ‘particle’ methods that rely on the Feynman-Kac formula to obtain PDE solutions through sample paths.

The major limitation in applying our approach more broadly in higher dimensional systems is the curse of dimensionality. The number of particles required to provide enough evidence for accurate score estimation increases with system dimension, and more advanced methods of model reduction shall be combined with the present work. A further computational bottleneck when path constraints are pertinent is the computational complexity of ensemble transform particle filter algorithm ($O(N^3 \log N)$ [35]). Yet, there is room for improvement here by applying entropy regularised approaches for particle reweighting [36].
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A Appendix

A.1 Score function estimator

The empirical formulation of the score estimator from $N$ particles representing an unknown density $\rho(x)$ is

$$\partial_\alpha \ln \rho(x) \approx \sum_{i=1}^M \left( \sum_{k=1}^M B_{ik}(x) \sum_{l=1}^N \nabla X_l K(X_l, Z_k) \right), \quad (15)$$

with $B_{ik}$ denoting the $i$-th row, and $k$-th column of the matrix $B(x)$ defined as

$$B(x) \doteq K(x, Z) \left[ \lambda I + (K(Z, Z))^{-1} (K(X, Z))^\top K(X, Z)) \right]^{-1} (K(Z, Z))^{-1}, \quad (16)$$

where $X = \{X_i\}_{i=1}^N$ and $Z = \{Z_i\}_{i=1}^M$ denote the sets of samples and inducing points respectively, while $I$ stands for an $M \times M$ identity matrix. (Here we set the regularising constant $\lambda = 10^{-3}$). We used an gaussian kernel

$$K(x, x') = \exp \left[ -\frac{1}{2l^2} \|x - x'\|^2 \right], \quad (17)$$

where the lengthscale $l$ was set to two times the standard deviation of the particle ensemble for each time step.
A.2 Implementation details

Here we provide the algorithm for computing optimal interventions $u^*(x,t)$. Since the initial conditions for the flows $\rho_t(x)$ and $\tilde{q}_t(x)$ are delta functions centered around the initial and target state, $x_0$ and $x_1$, i.e. $\rho_0(x) = \delta(x - x_0)$ and $\tilde{q}_t(x) = \delta(x - x_1)$, we employ a single stochastic step at the beginning of each (forward and time-reversed) flow propagation. Since the inducing point number $M$ employed in the gradient–log–density estimation is considerably smaller than sample number $N$, i.e., $M \ll N$, the overall computational complexity of a single gradient-log-density evaluation amounts to $O(NM^2)$. We perform Euler integration for the ODEs, and Euler-Maruyama for stochastic simulations. For all numerical integrations we employ $dt = 10^{-3}$ discretisation step.

For the numerical experiments with path constraints, we solved the optimal transport problem with the implementation of FastEMD [37].

For some of the visualisations of our results we used the Seaborn [38] python toolbox.