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Abstract In this tutorial, I demonstrate how to address endogeneity with instrumental variable (IV) regression using my newly developed EndoS macro for SPSS. EndoS implements the generalized instrumental variable estimator in the form of a two-stage least square (TSLS) estimator and is capable of performing three endogeneity diagnostic tests indispensable in empirical IV regression papers: Hausman’s specification tests, overidentifying restriction tests and weak instrument tests. I present two illustrative examples using data from published studies.
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Introduction

One of the challenges faced by researchers who use regression analysis is that their hypothesized model should not suffer from an endogeneity problem. This problem arises when an independent variable in a regression model correlates with the regression error term. A variable that possesses this characteristic is commonly termed as an endogenous variable. The most common source of endogeneity is when an influential variable is omitted from the model creating a so-called omitted variable bias. In fact, omitted variable is considered to be the most common source of endogeneity (Abdallah, Goergen, & O’Sullivan, 2015; Papies, Ebbes, & Van Heerde, 2017; Sajons, 2020). The endogeneity problem can be remedied by applying a regression method called an instrumental variable regression (IV regression, for short; Stock & Watson, 2015). Recent editorials or publications in management/applied psychology that discuss endogeneity and IV estimation as a possible solution are Antonakis, Bendahan, Jacquart, and Lalive (2010); Bascle (2008); Bollen (2012); Gnenetian, Magnuson, and Morris (2008); Kotokivi and McIntosh (2017); Papies et al. (2017); Reeb, Sakakibara, and Mahmood (2012); Rutz and Watson (2019); Shaver (2019) and Sajons (2020).

Instrumental variable (IV) regression requires the use of an external variable that is not part of the core model. This variable is labelled as an instrumental variable, or instrument for short. An instrument separates the part of the endogenous variable that is not correlated with the error term and uses this part instead in the regression model to explain the dependent variable. In doing so, an instrument must be correlated with an endogenous variable (the relevance condition), and not be correlated with the regression error term, i.e., an instrument must be exogeneous. The latter implies that an instrument must be related to the dependent variable only via the endogenous variable (i.e., the exclusion restriction condition; Stock & Watson, 2015).

The relationship between an endogenous variable X, and instrumental variable Z, an omitted variable O and a dependent variable Y can be illustrated by a mediation model as depicted in Figure 1 where the relationship among the variables is assumed to be linear. As can be seen in Figure 1, information about the omitted variable O is kept in the regression error term U if OLS regression is applied to explain Y from X. Note that the model in Figure 1 can be estimated using path or structural equation modelling (SEM) with maximum likelihood estimation where the error term for X and the error term for Y—due to an omitted variable, should be allowed to covary (Maydeu-Olivares, Shi, & Rosseel, 2019).

The IV regression method, to the best of my knowl-
edge, is rarely taught in the quantitative modules for graduate students in psychology, business and management. There are two reasons for the lack of teaching. Firstly, the textbooks commonly used in the quantitative modules for these students do not sufficiently cover the IV regression method. For instance, the popular multivariate statistics books by Tabachnick and Fidell (2017), Lattin, Carroll, and Green (2003), and Hair, Black, Anderson, and Babin (2018), which are widely taught at the graduate level in psychology, business and management, do not cover IV regression at all. Secondly, SPSS is the typical software used in these modules, and has very limited features in performing IV regression. For instance, SPSS ver. 25 has a ‘two-stage least squares’ option, but its outputs are very basic and do not provide essential information usually required by journals to assess endogeneity. For example, diagnostic tests for endogeneity in instrumental variable estimation covered in this paper (also known as specification tests for endogeneity, Hausman’s specification tests, overidentifying restriction tests and weak instrument tests) are not available in the SPSS two-stage least square (TSLS; another popular notation in the econometrics literature is 2SLS) regression option. For these reasons, I have created an SPSS macro called EndoS, which allows newcomers in IV regression and seasoned SPSS researchers to undertake IV regression analysis. Specifically, I hope that it helps students to learn the implementation of IV regression and the interpretations of the IV regression outputs. Furthermore, with the use of EndoS, it will help researchers to present results for diagnostic tests for endogeneity in instrumental variable estimation, especially with the reporting of weak instrument tests that have limited discussion in recent psychology, business and management journals (e.g., Abdallah et al., 2015; Jean, Deng, Kim, & Yuan, 2016; Rutz & Watson, 2019; Zaeffarian, Kadile, Henneberg, & Leischig, 2017).

In the next section, I will explain the main features of EndoS and show users how to use the macro using two illustrative examples. For the first illustration, I use the Mroz.sav data (Mroz, 1987; Wooldridge, 2000) which is discussed in one of the chapters in Wooldridge’s econometrics textbook about IV regression (Wooldridge, 2016). For the second illustration, I replicate part of the results obtained by Acemoglu, Johnson, and Robinson (2001) using data used in their paper.

**Estimation procedure used in EndoS**

The common form of IV regression is the two-stage least squares (TSLS). As the name suggests, TSLS procedures are conducted in two stages. For simplicity, let us consider a regression model that has one endogenous variable.

\[ Y = \beta_0 + \beta_1 X + u \]  

where \( X \) is an endogenous variable that is correlated with the error term \( u \) and \( \beta_0 \) and \( \beta_1 \) are the regression slopes. In the first stage of TSLS, \( X \) is regressed on an instrument \( Z \).

\[ X = \pi_0 + \pi_1 Z + v \]

where \( Z \) must be uncorrelated with the error term \( v \) and \( \pi_0 \) and \( \pi_1 \) are regression slopes. In this stage, the predicted score for \( X \), i.e., \( \hat{X} = \hat{\pi}_0 + \hat{\pi}_1 Z \) is calculated by using regression estimates (\( \hat{\pi}_0 \), \( \hat{\pi}_1 \)) obtained from the ordinary least squares (OLS) regression. In the second stage, \( Y \) is regressed on \( \hat{X} \) using OLS, i.e.,

\[ Y = \gamma_0 + \gamma_1 \hat{X} + \varepsilon \]
where $\gamma_0$ and $\gamma_1$ are called the TSLS estimates. The two-stages procedure described above is not the one usually employed in any statistical or econometric software. In fact, the two-step procedure should never be done manually because that would yield incorrect standard errors (Stock & Watson, 2015). Rather, the general formula in a matrix form is used. Like any other econometric software, EndoS uses the generalized IV estimator, also commonly known as the two-stage least square (TSLS) estimator, which takes the following matrix form (Stock & Watson, 2015):

$$
\hat{B}_{IV} = \left(X^T P_Z X\right)^{-1} X^T P_Z y
$$

(4)

where $P_Z$ is an idempotent projection matrix that takes the following form:

$$
P_Z = Z (Z^T Z)^{-1} Z^T
$$

(5)

The matrix $Z$ in the above equation contains instruments. The matrix $X$ includes both the endogenous variables and covariates assumed to be exogenous. EndoS distinguishes between external and internal instruments. $Z$ are external instruments that are truly exogenous whereas internal instruments refer to covariates that can act as their own instruments so as to achieve model identification (i.e., variables that are used as instruments such as variable ‘age’ discussed in illustration 2 later). EndoS computes the variance of the $\hat{B}_{IV}$ by applying the following formula:

$$
V(\hat{B}_{IV}) = MSE \left(X^T P_Z X\right)^{-1}
$$

(6)

where MSE is the mean square of residuals obtained from calculating the average squared difference between the estimated values and the actual values. The estimated values are calculated using the TSLS estimates, $\hat{B}_{IV}$.

**Diagnostic tests for endogeneity in EndoS**

Model specification tests, also called diagnostic tests, are vital in endogeneity studies. There are three fundamental tests covered by EndoS, which assess the adequacy of the IV regression models: (1) Hausman’s specification test, (2) the overidentifying restriction test, and (3) the weak instrument test. I explain these three tests in a separate subsection below.

**Hausman’s specification test.** The aim of the Hausman’s specification test is to test whether $X$ is truly endogenous. It is also framed in a textbook as a procedure to test whether IV regression is a better estimator compared to the ordinary least square (OLS) estimator. If OLS is better than IV regression, i.e., produces smaller variances than that of IV, hence better precision, then one does not necessarily use IV regression (Wooldridge, 2016). As the name suggests, the test was originally developed by Hausman (1978) who suggested directly comparing and testing the regression coefficients from OLS and IV regressions. If the regression coefficients obtained from OLS regression are not significantly different from those obtained from IV regression, then the IV regression is not necessary because, as explained above, the OLS variances are smaller than the IV variances.

The direct estimates comparison approach can be achieved via another attractive computational technique—commonly known as the Durban-Wu-Hausman test (or the omitted variables version of the Hausman test; Kennedy, 2003) which produces equivalent results (Wooldridge, 2016). The alternative method tests whether a variable is, or set of independent variables are, endogenous. The rationale is that if the OLS and IV regression produce significantly different estimates, then the suspected independent variables are endogenous. EndoS produces results for testing the null hypothesis that variables that are suspected to be endogenous are indeed endogenous.

To test for the endogeneity of a set of independent variables, EndoS conducts two-stage OLS regression using residuals as the independent variables. In the first stage, each endogenous variable is regressed on the independent variables and the external instruments. EndoS stores the residuals from the first stage regresions in a matrix to be used in the second stage. In the second stage, the dependent variable is regressed on the independent variables and residuals obtained from stage 1. EndoS has a maximum capacity of storing 10 residuals named as resid1, resid2, ..., resid10 in the outputs. The number of residuals corresponds to the number of endogenous variables that appear in the model. This threshold can be easily increased by changing the number in the EndoS syntax file, but it is quite rare in empirical studies that one will have more than 10 endogenous variables, thus 10 is kept as the maximum. EndoS produces an $F$ test in the case of one endogenous variable and joint $F$ test if there are multiple endogenous variables. If the $F$ statistic is significant then the null hypothesis of all instruments being exogeneous will be rejected.

**Overidentifying restriction test.** The overidentifying restriction test is used to test whether extra instruments are really needed. The test requires that the extra instruments must be exogeneous or valid—the null hypothesis is that
all instruments are not correlated with a regression error term. However, the overidentifying restriction test does not test for the exogeneity of the instruments overall but only a part of it, i.e., exclusion restriction. This is because assessing exogeneity requires an expert judgment about the domain of the research context (Stock & Watson, 2015).

For the overidentifying restriction test, EndoS calculates the $J$-statistic, $J = mF$, where $F$ is the $F$ value obtained from the OLS regression with the TSLS residuals as the dependent variable and the instruments and exogenous variables as the independent variables, and $m$ is the number of the instruments in the regression. In a large sample, the $J$-statistic follows a chi-square distribution with $m − k$ degree of freedom, where $k$ is the number of endogenous variables in the model. If there are as many instruments as endogenous variables (i.e., $m = k$), the model is just-identified. For this just-identified model, EndoS will display in the outputs that the statistic cannot be computed because the model is just-identified (in fact $J$-statistic equals zero). For the just-identified model, it is impossible to test whether the instruments are exogenous (Stock & Watson, 2015). If the number of instruments is less than the number of endogenous variables, i.e., when the model is un-identified, EndoS will stop its estimation procedure.

**Weak instrument test.** As explained at the beginning of the paper, an instrument must correlate with the endogenous variable. However, when an instrument is only weakly correlated with an endogenous variable, little of the exogenous variation in the instrument can be used to predict the potentially endogenous $X$, thus producing biased and inconsistent IV estimates (Andrews, Stock, & Sun, 2019; Bound, Jaeger, & Baker, 1995). To test whether the instruments are weak, EndoS calculates the so-called Cragg-Donald-$F$ statistic. For a special case when there is only one endogenous variable, the Cragg-Donald-$F$ statistic is just the $F$ value obtained from the first stage of the two-stage least squares regression. If there is only one endogenous variable, an instrument is considered weak if the $F$-statistic is less than 10 (Staiger & Stock, 1997). If there are multiple endogenous variables, EndoS reports the critical values for TSLS size and the TSLS relative bias at the 5% significance level, which is known as the Stock-Yogo test (Stock & Yogo, 2005). The null hypothesis in the Stock-Yogo test is that instruments are weak, against the alternative hypothesis that the instruments are strong. Instruments are considered strong if the bias of the TSLS estimator is at most 10% of the bias of the OLS estimator (Stock & Watson, 2015, p. 517).

---

**Note on the binary decisions in the diagnostic tests**

Note that in the above three procedures, researchers are forced to make a binary decision (reject vs. not reject) upon seeing the statistical results related to the null hypothesis significance testing (NHST). For example, in the Hausman tests, the null hypothesis is $H_0$: Instrumented variables are exogenous (OLS is efficient); in the over-identifying restriction test, the null hypothesis is $H_0$: All instruments are exogenous (overidentifying restrictions are valid); and in the weak instruments test, the null hypothesis is $H_0$: Instruments are weak (e.g., first-stage $F$ statistic < 10). In fact, the possibility of making these types of binary decisions is one of the reasons why the specification or diagnostic tests are very popular in applied research such as economics as the tests allow researchers to evaluate different models (e.g., IV vs. OLS models; Woutersen & Hausman, 2019). However, these are also possible limitations of the above tests as false decisions due to NHST are not unlikely as the tests might lack power (Gill, 1999). Recently, Woutersen and Hausman (2019) introduced a novel method to increase the power of the specification test, however this method is beyond of the scope of my paper. Thus, one must be aware of these limitations.

**Using EndoS with illustrative examples**

In this section, I demonstrate how to use EndoS (see Appendix for installation and the cautionary note) using two illustrative examples. In the first example, the focus is on the interpretation of the outputs with less attention given to the quality of the instruments being used. In the second example, more attention is given to development of the instrumental variable regression model and the search for the instruments.

**Illustration 1. Using data from (Mroz, 1987)**

I use Mroz.sav data that contains 428 observations of working women (Mroz, 1987; Wooldridge, 2000), which is also discussed in Wooldridge (2016). As stated in Mroz (1987), this data is part of the University of Michigan Panel Study of Income Dynamics for the year 1975. Mroz (1987) used this data to study married women’s labour force participation. The sample was white married women aged between 30 and 60 years in 1975. Data collected by interviewing respondents (i.e., self-reported data), include, among others, the following variables: yes/no variable indicating whether or not a respondent worked for a wage outside home during the year, age, years of education, hourly wage (in dollars), husband’s age, husband’s hourly wage (in dollars), husband’s hours of work, number of children under

---

1I wish to thank an anonymous reviewer for pointing this out.

8I wish to thank an anonymous reviewer for his/her suggestion to include this explanation.
six years of age, number of kids between six and 18 years of age, and father’s and mother’s level of education. For this illustration, I focus on this famous return-to-education regression model:

\[
\log(Wage) = \beta_0 + \beta_1 Edu\text{c} + u \tag{7}
\]

where \( Edu\text{c} \) is the respondent’s years of schooling and Wage is the respondent’s reported earnings at the time data was collected. Because the dependent variable is in the log form, the coefficient \( \beta_1 \) if multiplied by 100% tells us about the percentage return for another year in education. Estimating Equation (7) with OLS will give the coefficient estimate for \( Edu\text{c} \) as 0.109 \((t = 7.545)\), which means that an additional year in education will give a 10.9% increase in wage.

As an individual’s level of education might not be the only variable that affects his/her wages, \( \log(Wage) \) in equation (7) will be affected by an unobserved individual ability—highly able individuals will earn more than the less talented individuals. Ability will also correlate with \( Edu\text{c} \) because more intelligent individuals will tend to stay longer in education. Because ability exists in the error term \( u \), this implies that \( Edu\text{c} \) correlates with \( u \), thus by definition, \( Edu\text{c} \) is endogenous. The 10.9% return on education is biased—no longer equal to its true value—due to the variable ability being omitted in equation (7).

To overcome this endogeneity problem, for the sake of this demonstration, I use two instruments: mother’s and father’s education captured by variables motheduc and fatheduc in the Mroz data set, respectively. As in Wooldridge (2016), I assume that motheduc and fatheduc are valid instruments for \( Edu\text{c} \). This assumption may not be true as motheduc and fatheduc may be correlated with children’s ability (e.g., highly educated parents tend to pay more attention to their children’s educational progress and attainment than lowly educated parents). However, for the present illustration of using the macro, I assume that the use of the two instruments is justified. In this illustration, I also use women’s age (in years) as a covariate assuming that older individuals earn more than the younger individuals. After EndoS is installed on SPSS, EndoS can be found by clicking Analyze: Regression. The screen capture of the EndoS for this particular example can be seen in Figure 2. Clicking the ‘Option’ button, users can tick all boxes under the ‘Diagnostic’ tests (see the right image of Figure 2) to instruct EndoS to perform the three diagnostic tests explained in the previous section.

Interpretations of the EndoS outputs

EndoS outputs can be seen in Listing 1 (see Appendix) and will be annotated as follows. First, EndoS produces information on the sample size and the input variables. In the example, the instrumental variables are age, motheduc, and fatheduc with the last two variables being the external instruments \((Z)\). Notice that age appears both in the ‘independent variable’ box and the ‘instrument’ box. Age is the covariate that can be used as an internal instrument. If age is omitted from the instrument box, age will be considered as another endogenous variable in which case the model will have two endogenous variables \((m = 2)\) and two instruments \((k = 2)\). In this new situation, the model is said to be just identified as the number of the endogenous variable being equal to the number of instruments. When the model is identified \((m = k)\), EndoS will still produce the TSLS outputs, but no diagnostic tests for overidentifying restrictions are performed.

EndoS produces the OLS outputs presented in lines 1-34. As can be seen from the output, the regression coefficient for \( Edu\text{c} \) equals 0.11, which means that an additional year in education will give a 11% increase in wage.

The TSLS outputs are presented in lines 37-151. As can be seen from the output, the regression coefficient for \( Edu\text{c} \) now equals 0.058, which means that an additional year in education will give a 5.8% increase in wage, which is far below the coefficient obtained from OLS regression—about 5% lower representing a drop of almost 50%. This suggests that the original value of the return on education from OLS is upward biased. At this stage, users might be tempted to interpret the R-square of IV regression reported in the output, where they should ignore it as R-square is meaningless in IV regression. In IV regression, R-square can be negative because the model sum of squares can be less than zero (Stock & Watson, 2015).

Lines 77-117 produce outputs for Hausman’s specification test. The information about the two-step OLS procedure was also given in the first few lines of the outputs. The most important information is presented in lines 109-111, which shows the \( F \) statistic for the significance of the ‘resid’ variable. As there is only one endogenous variable in the model, only one ‘resid’ variable (resid1), appears in the output. The \( F \) value is 3.322 \((p = 0.069)\), which can be considered as marginally significant. One can conclude that \( Edu\text{c} \) might be endogenous. The null hypothesis printed in the output is: H0: Instrumented variables are exogenous (OLS is efficient; i.e., estimates of all residuals are equal to zero).

Lines 119-127 are outputs from the overidentifying restriction test. The outputs of the test will tell us whether an extra instrument (motheduc or fatheduc) is really necessary—an extra instrument will not reduce TSLS standard errors or increases precision. However, as explained above, for a just-identified model, the test cannot be conducted. The overidentifying restriction test assumes a large sample size, the presence of strong instruments and
error to be homoskedastic. The $J$-statistic for this example is 1.72 with p-value equal to 0.678. The null hypothesis printed in the output is that: $H_0$: All instruments are exogeneous. The results show that this null hypothesis is not rejected at the 5% significance level, which means that motheduc and fatheduc are indeed valid instruments.

Lines 129-147 are outputs for the weak instrument test. The Cragg-Donald $F$-statistic is 55.3015. Because there are two instruments, one cannot use the rule-of-thumb ($F < 10$) by Staiger and Stock (1997). In the next line, the output shows the results of the weak instrument test based on TSLS size. For this example, for 10% of the maximal IV size, the critical value is 19.93; for 15% of the maximal IV size, the critical value is 11.59, and so on. Thus, the Cragg-Donald $F$-statistic from the two instruments in this example ($F = 55.3015$) exceeds the critical value of 10% maximal bias ($p<0.05$), and is even larger than all Stock-Yogo’s critical values, thus one can conclude that motheduc and fatheduc are not weak instruments. The critical values for the relative bias are not available for models with less than three instruments as noted in the EndoS outputs.

**Illustration 2. Replicating Acemoglu et al. (2001) study**

In the second illustration, I present the replication of the results of the famous endogeneity paper by Acemoglu et al. (2001) that examined the effect of a country’s current political institutions on the country’s GDP. I use Acemoglu.sav data that contains 163 observations. The data were converted to SPSS format from the Stata format available to download at https://economics.mit.edu/faculty/acemoglu/data/ajr2001. The number of countries or observations actually used is 64, which are the base countries in the data set—those with variable baseco equals 1. Finding the answer to this question was aimed at addressing the more fundamental question: why are there large differences in income per capita across the colonialized countries in Africa, Asia and Latin America? They estimated the following model:

$$\log (GDP) = \beta_0 + \beta_1 Risk + u$$

where $GDP$ is the country’s GDP per capita in 1995, and $Risk$ is a proxy variable that captures the quality of the country’s current political institutions. It is an index that “measures differences in institutions originating from different types of states and state policies” (Acemoglu et al., 2001, p. 1370). Estimating model (8) with OLS gives $\beta_1 = 0.522$. The interpretation of the coefficient is that the difference between the GDP of two countries with one point different in the index of political institution is about 5.22%.

The regression model (8) suffers from an endogeneity problem as $Risk$ is correlated with the error term, thus is said to be endogenous. The error term includes factors that affect political institutions, which in turn will affect GDP.

In the search for an instrumental variable, Acemoglu et al. (2001) argued that the differences in the GDP that still exist today are related to the current political institutions that were shaped during the European colonial time during which the colonizers implemented either an extractive...
or migrant strategy. An extractive strategy means that the colonizers were more interested in “transferring as much of the resources of the colony to the colonizer” (Acemoglu et al., 2001, p. 1370) rather than migrating or settling down in the colonized countries, thus setting up an extractive institution in the colonized countries. The migrant strategy is the opposite of the extractive strategy where colonizers aimed to establish settlements in the colonized countries.

What factors affect the choice of strategy? Acemoglu et al. (2001) argues that the mortality rates of the European settlers in the colony influences the choice. European settlers that faced high mortality rates (e.g., in a colony with a higher chance to contract a disease) would choose to implement the extractive strategy. Those who faced low mortality rates in a colony would choose the migrant strategy and would set up political institutions that resembled those in Europe. However, mortality rates at the time of the colonization have no influence on the current GDP. Thus, mortality rates satisfy both the relevance (i.e., correlated with Risk) and exogeneity condition (i.e., uncorrelated with GDP) to be an instrument.

Listing 2 shows EndoS outputs from OLS on the top lines followed those of TSLS estimations. The outputs show that the coefficient for Risk now equals $\beta_1 = 0.944$. This means that the difference between the GDP of two countries with one point different in the index of political institution is about 9.44%, which is nearly 10%. This value clearly shows that the OLS coefficient is downward biased. The Hausman’s test reveals that Risk is indeed endogenous ($F = 17.621$). As there is only one instrument, the overidentifying restriction test is not relevant. For a just-identified model, EndoS gives a message in the outputs that the statistic cannot be computed (see Lines 119–120 in Listing 2). The weak instrument test gives the Cragg-Donald $F$-statistic as equal to 22.9468. This value is larger than any critical values in the table, showing evidence to reject the null hypothesis of weak instrument. Thus, mortality rate is a strong instrument.

**Limitations**

It is worth mentioning here that the computation in EndoS assumes that the error term is homoskedastic—variance of the error term is constant. Therefore, all the three diagnostic tests discussed in the paper are not valid for heteroskedastic errors—e.g., distribution of errors depends on an independent variable. For instance, if the errors are heteroskedastic, then the $J$-statistic no longer has a chi-squared distribution, in which case the Generalized Method of Moments (GMM) can be used and is more efficient than the TSLS estimator (Stock & Watson, 2015). The GMM estimator is not yet implemented in EndoS. Nevertheless, like the OLS estimator, the calculation of the standard errors that are robust to heteroskedasticity of unknown form is possible for the IV estimator by using the sandwich form that modifies equation (4) (see Davidson & MacKinnon, 2004, p. 335) Davidson & MacKinnon, 2004, p. 335). EndoS offers an option to conduct heteroskedasticity tests in the form of the Breusch-Pagan and Koenker tests. Furthermore, EndoS computes the heteroskedasticity-consistent standard errors for the IV estimator giving four types of error corrections as possible options, i.e., HC1, HC2, HC3, and HC4.

**Conclusion**

The issue of endogeneity is increasingly recognized and widely discussed in psychology, business and management research. However, the use of IV regression in applied research is still very sporadic. Although IV regression is not the only tool to address endogeneity, and TSLS is not the only estimation procedure, the technique can help researchers in uncovering a causal mechanism that is hidden beyond the model. With the help of two illustrations, this paper has provided working examples of how to assess endogeneity.

This paper also introduces EndoS as a pedagogic and research tool. It covers three diagnostic tests for endogeneity in instrumental variable estimation (i.e., Hausman’s specification test, overidentifying regression test, and weak instrument test) that are commonly addressed in endogeneity empirical studies. Having EndoS written in the SPSS syntax file means that users can easily access its source code (i.e., by clicking ‘paste’ instead of OK in the EndoS windows), which may help users in understanding the mechanics of the method.

I hope this paper serves as helpful guidance on how to use the EndoS macro in general and explains how to undertake diagnostic tests for endogeneity in particular. For pedagogical reasons, because of its ease of use, EndoS can be recommended for use in SPSS-based quantitative modules for social science students in general (e.g., psychology, education, health, business and management). Furthermore, using EndoS can be students’ first step to learn endogeneity and SPSS matrix programming because of easy access to the macro’s source codes. Lastly, I hope that seasoned empirical researchers might find this macro useful for their work and the macro can be considered for addition to SPSS statistical training courses aimed at researchers and professionals.
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**Appendix A: EndoS installation**

EndoS is written in the spd format. To install the macro, one must download the EndoS.spd, which is available on my google website or the journal website. Next, one must start a SPSS session. For SPSS ver 24 and 25, the macro can be installed by clicking Extensions: Utilities: Install Custom Dialog. For SPSS ver 23 and earlier, it can be installed within SPSS by clicking: Utilities: Custom Dialogs: Install Custom Dialog. Next, locate the EndoS.spd file and click the file. The dialog box will appear on the screen; click OK. The macro will be installed under SPSS menu: Analyze: Regression: EndoS.

The above way of installing the macro will work just fine for personal PCs on which users have admin rights to change the default folder where the macro should be installed. For PCs that required admin rights and are part of a network (e.g., a desktop PC in the workplace), installing via the above procedure will prompt users with an installation error. To circumvent this problem, I have provided three files: defaultExtensionDialog.png, EndoS.properties, and EndoS.xml, which can be downloaded from my google website and placed into this location: C:\Program Files\IBM\SPSS\Statistics \XX\ext\lib\spss.command, where XX is the version of the IBM SPSS statistics. After this step has been done, open SPSS, and the macro should be found under the SPSS menu: Analyze: Regression: EndoS.

**Cautionary note**

First, EndoS puts great faith in its users that they must understand that the input matrix in a regression must not be singular, e.g., no independent variable is a linear combination of any other independent variables. If the input matrix is singular, EndoS will produce a list of error messages. Second, EndoS assumes no missing data, if otherwise, SPSS error messages will appear, and no outputs will be printed out.

**Listing 1. Outputs from EndoS for illustration 1.**

1 Run MATRIX procedure:
2
3 Two-Stage Least Squares
4
5 Written by Ahmad Daryanto
6
7 https://sites.google.com/site/ahmaddaryanto/
8
9 -------------------------------
10 OLS regression
11
12 Sample size
13 428
14
15 Dependent variable (DV)
16 lwage
17
18 Independent variable (IVs)
19 educ age
20

I wish to thank the action editor who pointed out this solution.
Model summary

R^2  Adj  SER
.1232  .1170  .6788

Note: Adj = Adjusted R^2, SER = Std. error of regression.

OLS outputs

| b    | se  | t     | sig | 95%LB | 95%UB |
|------|-----|-------|-----|-------|-------|
| constant | -.488 | .264 | -1.848 | .065 | -1.005 | .030 |
| educ   | .110 | .014 | 7.633 | .000 | .082 | .138 |
| age    | .007 | .004 | 1.606 | .109 | -.002 | .015 |

* Note: standard errors are assumed to be homoskedastic--no adjustments.

Two-Stage Least Squares

Sample size
428

Dependent Variable
lwage

Endogeneous (instrumented) variable
educ

Instrument(s)
age   motheduc   fatheduc

External instrument(s)
motheduc   fatheduc

Note: External instrument(s) is truly exogeneous, not part of the original model.

Model summary

R^2  Adj  SER
.0969  .0905  .6889

df(m)  df(res)  F  Sig.
2.0000  425.0000  2.3683  .0949

Note: Adj = Adjusted R^2, SER = Std. error of regression.

TSLS outputs

| b    | se  | t     | sig | 95%LB | 95%UB |
|------|-----|-------|-----|-------|-------|
| constant | .196 | .465 | .421 | .674 | -1.005 | .030 |
| educ   | .058 | .032 | 1.821 | .069 | .082 | .138 |
| age    | .006 | .004 | 1.391 | .165 | -.002 | .015 |
Hausman’s specification test: Two-stage OLS regression using residuals as predictors.

Note: Results obtained via two stages.

Stage 1: Endogeneous variables are regressed on the IVs and external instruments.

Stage 2: DV is regressed on IVs and residuals obtained from stage 1.

The test assumes that the errors in stage 2 are homoskedastic.

Dependent variable
lwage

Model summary
R^2 Adj SER
.1301 .1218 .6769

df(m) df(res) F Sig.
3.0000 424.0000 21.1291 .0000

Note: Adj = Adjusted R^2, SER = Std. error of regression.

=======

b  se  t  sig  95%LB  95%UB
constant .196 .457 .429 .668 -.700 1.092
educ  .058 .032 1.853 .065 -.003 .120
age  .006 .004 1.416 .158 -.002 .014
resid1  .065 .035 1.828 .068 -.005 .134

---

Joint F test for the significance of the ’resid’ variables

df1  df2  F  Sig.
1.000 424.0000 3.322 .069

H0: Instrumented variables are exogeneous (OLS is efficient) (i.e., estimates of all resids are equal to zero).

H1: Instrumented variables are endogeneous.

Overidentifying restrictions test (The J-statistic)
Value .172
Sig. .678
H0: All instruments are exogenous.

The test assumes a large sample size, strong instruments, and homoskedastic errors.

-------------------------

Weak instrument tests

Cragg-Donald F-statistic

55.3015

Stock-Yogo critical values for the weak instrument test based on TSLS size at 5% significance level:

| Size | Values |
|------|--------|
| .10  | 19.93  |
| .15  | 11.59  |
| .20  | 8.75   |
| .25  | 7.25   |

Stock-Yogo critical values for relative bias are not available for models with less than 3 instruments.

Note: For one endogeneous variable, Cragg-Donald F-statistic is the F-value of first stage regression.

For one endogeneous regressor, instruments are weak if the F-statistics is less than 10 (Staiger and Stock, 1997).

Note: Tables for the critical values (Stock & Yogo, 2002) are reproduced by permission--email communication (Stock, 16-11-2019).

==============================
------ END MATRIX ------

Listing 2. Outputs from EndoS for illustration 2.

Run MATRIX procedure:

Two-Stage Least Squares

Written by Ahmad Daryanto

https://sites.google.com/site/ahmaddaryanto/

OLS regression

Sample size

64
Dependent variable (DV)
logpgp95

Independent variable (IVs)
avexpr

Model summary

\[
R^2 \quad \text{Adj} \quad \text{SER} \\
.5401 \quad .5250 \quad .7132
\]

Note: Adj = Adjusted R^2, SER = Std. error of regression.

OLS outputs

\[
\begin{array}{rrrrrr}
\text{b} & \text{se} & t & \text{sig} & 95\%\text{LB} & 95\%\text{UB} \\
\text{constant} & 4.660 & .409 & 11.408 & .000 & 3.860 & 5.461 \\
avexpr & .522 & .061 & 8.533 & .000 & .402 & .642 \\
\end{array}
\]

Note: standard errors are assumed to be homoskedastic--no adjustments.

Two-Stage Least Squares

Sample size
64

Dependent Variable
logpgp95

Endogeneous (instrumented) variable
avexpr

Instrument(s)
logem4

External instrument(s)
logem4

Note: External instrument(s) is truly exogeneous, not part of the original model.

Model summary

\[
\begin{array}{rrrr}
\text{df}(m) & \text{df(res)} & F & \text{Sig.} \\
1.0000 & 62.0000 & 36.3941 & .0000 \\
\end{array}
\]

Note: Adj = Adjusted R^2, SER = Std. error of regression.

TSLS outputs

\[
\begin{array}{rrrrrr}
b & \text{se} & t & \text{sig} & 95\%\text{LB} & 95\%\text{UB} \\
\end{array}
\]
| constant  | 1.910 | 1.027 | 1.860 | .068 | 3.860 | 5.461 |
| avexpr    | .944  | .157  | 6.033 | .000 | .402  | .642  |

Hausman’s specification test: Two-stage OLS regression using residuals as predictors.

Note: standard errors are assumed to be homoskedastic—no adjustments.

Stage 1: Endogeneous variables are regressed on the IVs and external instruments. Stage 2: DV is regressed on IVs and residuals obtained from stage 1.

The test assumes that the errors in stage 2 are homoskedastic.

| R^2 | Adj   | SER |
|-----|-------|-----|
| .6708 | .6544 | .6084 |

Model summary

| df(m) | df(res) | F     | Sig. |
|-------|---------|-------|------|
| 2.0000 | 61.0000 | 62.1532 | .0000 |

Note: Adj = Adjusted R^2, SER = Std. error of regression.

Joint F test for the significance of the 'resid' variables

| df1  | df2   | F     | Sig. |
|------|-------|-------|------|
| 1.000 | 61.000 | 17.621 | .000 |

H0: Instrumented variables are exogeneous (OLS is efficient) (i.e., estimates of all resids are equal to zero).

H1: Instrumented variables are endogeneous.
Overidentifying restrictions test (The $J$-statistic).
The statistic cannot be computed because the model is just-identified.

Weak instrument tests

Cragg-Donald F-statistic

22.9468

Stock-Yogo critical values for the weak instrument test based on TSLS size at 5% significance level:

| Size | Values |
|------|--------|
| .10  | 16.38  |
| .15  | 8.96   |
| .20  | 6.66   |
| .25  | 5.53   |

Stock-Yogo critical values for relative bias are not available for models with less than 3 instruments.

Note: For one endogeneous variable, Cragg-Donald F-statistic is the F-value of first stage regression.

For one endogeneous regressor, instruments are weak if the F-statistics is less than 10 (Staiger and Stock, 1997).

Note: Tables for the critical values are reproduced by permission--email communication with JS dated 16-11-19 (Stock & Yogo, 2005)
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