Springback angle prediction of circular metal tube considering the interference of cross-sectional distortion in mandrel-less rotary draw bending
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Abstract

The springback directly affects the forming accuracy and quality of metal bent-tube, and accurate springback prediction is the key to the springback compensation and control. This paper investigates the springback of mandrel-less rotary draw bending (MLRDB) of circular metal tubes, and an innovative method, springback angle prediction considering the interference of cross-sectional distortion (IoCSD-SAP), is proposed. The digit decomposition condition variational auto-encoder generative adversarial network (D2CVAE-GAN) is developed to augment the data samples. Considering the nonlinear interference of the cross-sectional distortion on springback, auxiliary extended radial basis function (AE-RBF) is proposed. It establishes the mapping relationship between the characteristic parameters and cross-sectional distortion. By extracting the information encode of cross-sectional distortion as the condition input, this model realizes the condition prediction of springback angle. Taking MLRDB of 6060-T6 Al-alloy circular tube as a case study, the proposed method, IoCSD-SAP, is verified. According to the experimental results, the mean absolute percentage error (MAPE) for the springback angle of our proposed method is 4.73%, and three different analytical models are 38.92%, 14.39%, and 14.22%, respectively. It can be seen that our proposed method significantly improves the prediction accuracy of springback angle. For the springback angle prediction of circular metal tube in MLRDB, the data augmentation can effectively reduce the generalization error and improve the prediction accuracy. The nonlinear interference of the cross-sectional distortion on springback should be taken into account to improve the accuracy and robustness of the springback prediction model.
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Introduction

The metal bent-tubes are widely used in aero engines, ship steam turbines, etc.\(^1\) The complex bending process of metal tubes, the compact layout of the pipeline and the high assembly accuracy of tubes put high requirements on the bending process of tubes. NC mandrel-less rotary draw bending (MLRDB) is currently a commonly used bending method of metal tubes. When the load is removed, the shape of the tube will partially recover and the springback inevitably occurs. The actual geometric dimensions of bent-tubes deviate from the design requirements, directly affecting the forming accuracy and quality of the metal tube. Therefore, the accurate springback prediction of the metal bent-tube is the key to the compensation and control of springback in MLRDB. Experts and scholars have carried out a lot of research in the analysis of springback factors, springback mechanism and law, and springback prediction.

The main factors affecting the springback include the mechanical properties of material, the forming process parameters, etc. Jiang et al.\(^2\) and Li et al.\(^3\) revealed the effect of the material properties and the forming parameters on the springback. Zhu et al.\(^4\) and Zhang et al.\(^5\) studied the sensitivities of process and material parameters on the springback and the section deformation. Wu et al.\(^6\) investigated the influences of temperature, bending velocity and original grain size on the bendability of tubes.

Regarding the springback mechanism and law of metal bent-tubes, Gu et al.\(^7\) and Zhan et al.\(^8\) revealed the springback mechanism of thin-walled tube using numerical simulation. Clausen et al.\(^9\), Miller et al.\(^10\), Corona\(^11\), and Zhu and Stelson\(^12\) investigated the influence of loading path, friction, tensile force on the deformation, and springback of rectangular tube.

Through theoretical calculation, an analytical model can be established to predict the springback of metal bent-tube. Al-Qureshi and Russo\(^13\) derived an analytical model for predicting springback behavior and residual stress distribution. Zhan et al.\(^14\) proposed a numerical-analytic method to analyze the springback mechanism of the tube bending. El Megharbel et al.\(^15\) and Daxin and Chen\(^16\) derived the numerical formula to calculate springback angle based on exponential hardening law. Wu et al.\(^17\), Zhang et al.\(^18\), and Zhang and Wu\(^19\) developed the analytical model for springback of 3D tubes. Liu and Daxin\(^20\) and Zhu et al.\(^21\) established the theoretical analysis model of springback angle by taking sectional deformation into consideration. Li et al.\(^22\) and Zhan et al.\(^23\) established the analytical model for springback prediction considering neutral layer shift.

The analytical models can cause large error because of simplifications and assumptions. Therefore, researchers used surrogate model to predict springback. Liu et al.\(^24\), Katayama et al.\(^25\), Zeng et al.\(^26\) and Han et al.\(^27\) used the response
surface method to predict the springback of metal sheet. Kazan et al.\textsuperscript{28} used artificial neural network to develop the prediction model of springback. Baseri et al.\textsuperscript{29} proposed a new fuzzy learning back-propagation algorithm to predict the springback. Narayanasamy and Padmanabhan\textsuperscript{30} compared the regression and neural network modeling for predicting springback of steel sheet.

The above researches have made progress in the analysis and prediction of springback, which helps to improve the accuracy and quality of metal bent-tubes. However, the metal bent-tubes have the characteristics of mini-batch and multi-type, resulting in low springback prediction accuracy. The cross section of the metal tube will be distorted during the bending process, and the cross-sectional deformation have a complex effect on springback. The existing methods cannot fully consider the nonlinear interference of cross-sectional distortion on springback, which limit the accuracy and efficiency of springback prediction.

**Problem description**

Elastoplastic deformation occurs in the process of MLRDB of circular metal tubes. The deformation distribution is uneven along the thickness of the tube and the direction of the bending line, as shown in Figure 1(a). When the load is removed, the elastic strain energy is released, and the volume and shape of the bent-tube are partially restored. Springback inevitably occurs, so that the bending angle of bent-tube decreases and the bending radius of bent-tube increases, as shown in Figure 1(b). In this figure, $R_{\text{bef}}$ and $\theta_{\text{bef}}$, respectively represents the bending radius and bending angle of the bent-tube before springback; $R_{\text{e}}$ and $\theta_{\text{e}}$ respectively represents the bending radius and bending angle of the bent-tube after springback; $\Delta \theta = \theta_{\text{bef}} - \theta_{\text{e}}$ is the springback angle of bent-tube; the cross section A-A is at half bending angle, which is the most central cross section of the bent-area of the tube before springback; and the cross section B-B is the cross section corresponding to cross section A-A after springback.

As can be seen from Figure 1, the inner and outer contours of the cross section of the circular metal bent-tube bending area have different degrees of flattening deformation. The degree of flattening is unevenly distributed along the direction of the bending line. The complex cross-sectional distortions occur in the process of bending. In the figure, $d$ and $d_i$ respectively represent the initial outer and inner diameter of the tube before bending; $d_{\text{iminb}}$ and $d_{\text{ominb}}$ respectively represent the minimum inner and outer diameter of the tube cross section before springback; $d_{\text{imin}}$ and $d_{\text{omina}}$ respectively represent the minimum inner and outer diameter of the tube cross section after springback; $t_0$ is the initial wall thickness of tube before bending; $\Delta t_o$ and $\Delta t_i$ respectively represent the wall thinning on the convex side and wall thickening on the concave side of tube after bending. The complex cross-sectional distortions make the deformation of tube uneven, and reduce the distance from the wall to the neutral layer of tube. It affects the bending stress and strain distribution of the bent-tube, thus influencing the springback of the bent-tube. The springback angle of the bent-tube can be estimated by the elastic deformation under the action
of the reverse bending moment generated by the elastic recovery stress. Therefore, the cross-sectional shape of the bent-tube directly affects the springback angle.

Data augmentation method based on D2CVAE-GAN

The metal bent-tubes have the characteristics of mini-batch and multi-type, and the number of samples used for springback prediction could be small. It leads to low accuracy of springback prediction. Therefore, the data augmentation method is applied to enlarge the number of training data samples and increase the data diversity, thus reducing the generalization error of the springback angle prediction model and improving the prediction accuracy.

Conditional variational auto-encoder generative adversarial networks (CVAE-GANs)\textsuperscript{31} consists of four components: Encoder network (E), Generator network (G), Classifier network (C), and Discriminator network (D). By combining variational auto-encoder and generative adversarial networks, CVAE-GANs uses discrete class labels of samples to achieve conditional generation, which can generate real and diverse data samples.

Figure 1. Sketch of NC mandrel-less rotary draw bending of the circular metal tube: (a) before springback and (b) after springback.
Considering that the springback angle and cross-sectional distortion rate of data sample have continuous numerical properties but are not characterized by discrete categories, the proposed data augmentation model, digit decomposition condition variational auto-encoder generative adversarial network (D2CVAE-GAN), makes two improvements on the basis of the original CVAE-GANs. This model applies the continuous response value (springback angle or cross-sectional distortion) of the data sample to achieve conditional generation, thus improving the quality of the generated samples. The framework of D2CVAE-GAN is shown in Figure 2. The two improvements are as following: (1) replace the original Classifier network with a Predictor network (P), which predicts the response value of the given sample; (2) replace the original category label $c$ with the code $e$ of continuous response value of data sample as one of the inputs of encoder and generator.

In order to use the continuous response value of data samples as one of the inputs of encoder and generator, a digit decomposition coding method is developed to encode the response value. As shown in Figure 2, the coding process of this method includes the following steps: (1) decompose the response value of the given sample into an integer and n decimal values. The number of decimal values n depends on the accuracy of the response value; (2) take the integer value and n decimal values obtained by decomposition as the corresponding integer place label and n decimal place labels, respectively; (3) encode the decimal place labels separately and then take the average of these codes as the decimal place code; (4) encode the integer place label and take the code as the integer place code; (5) multiply the integer place code and the decimal place code of the given sample, and take the element-wise product result as the code of the response value of given sample. According to the accuracy requirement of springback angle and cross-sectional distortion of bent-tubes, n is set as 4.

Based on the digit decomposition coding method, the code of the continuous response value of given sample can be expressed as:

![Figure 2. Framework of D2CVAE-GAN. The model contains four components: Encoder network, E; Generator network, G; Discriminator network, D; Predictor network, P.](attachment:image.png)
\[ e = \text{Embedding}(y_{\text{int}}) \odot \text{Avg} \left( \sum_{j=1}^{n} \text{Embedding}(y_{dj}) \right) \],

\[ y = y_{\text{int}} + \sum_{j=1}^{n} 10^{-j} \times y_{dj}, \]

where \( e \) is the code of response value of given sample; \( \text{Embedding}(\cdot) \) denotes the embedding operator, which encodes the discrete integer or decimal place label as a vector of specified dimension; \( \text{Avg}(\cdot) \) denotes the average operator; \( \odot \) denotes the element-wise product operator; \( n \) is the number of the decimal place labels; \( y \) denotes the response value of given sample; \( y_{\text{int}} \) denotes the integer place label; \( y_{dj} \) denotes the \( j \)-th decimal place label.

For a given sample, Encoder network outputs the mean and covariance of the latent vector corresponding to the sample. In order to reduce the gap between the prior distribution of the latent vector and the distribution of training samples, the KL divergence is applied as the loss function of Encoder network. That is:

\[ L_{KL} = \frac{1}{2} \left( \mu^T \mu + \sum (\exp(\epsilon) - \epsilon - 1) \right), \]

\[ [\mu, \epsilon] = E(x, \epsilon), \]

where \( L_{KL} \) denotes the loss function for the parameter updating of Encoder network; \( \mu \) and \( \epsilon \) are the outputs of Encoder network, which respectively denote the mean and covariance of the latent vector; \( x \in \mathbb{R}^{m \times 1} \) denotes the given sample, which is a column vector of input features of the sample (\( m \) is the size of input features of the given sample); \( E(\cdot) \) denotes the output of Encoder network.

According to \( \mu \) and \( \epsilon \), the latent vector can be obtained by sampling. That is:

\[ z = \mu + r \odot \exp(\epsilon), \]

where \( z \in \mathbb{R}^{d \times 1} \) denotes the latent vector (\( d \) is the dimension of the latent feature space); \( r \sim N(0, I) \) is the random vector obeying the standard normal distribution.

Predictor network outputs the response value for a given sample, thus minimizing the \( \ell_2 \) loss function to train it.

\[ L_{p} = -\frac{1}{2} \mathbb{E}_{x \sim p_{\text{data}}(x)} \left[ ||y(x) - y||_2^2 \right], \]

where \( L_{p} \) denotes the loss function for the parameter updating of Predictor network; \( y(x) \in \mathbb{R}^{K \times 1} \) is the prediction value vector of responses (i.e. springback angle and cross-sectional distortion rate), and \( K \) is the number of the responses; \( y \in \mathbb{R}^{K \times 1} \) is the true value vector of responses; \( ||\cdot||_2^2 \) denotes the \( L_2 \) norm; \( p_{\text{data}}(x) \) denotes the distribution of training samples; \( \mathbb{E}_{x \sim p_{\text{data}}(x)} [\cdot] \) denotes the expectation function over the training samples.
Discriminator network distinguishes whether a given sample is real or generated, thus minimizing the following loss function to train it.

\[
L_D = - \mathbb{E}_{x \sim p_{\text{data}}(x)}[\log D(x)] - \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z,e)))],
\]

where \(L_D\) denotes the loss function for the parameter updating of Discriminator network; \(D(\cdot)\) and \(G(\cdot)\) denote the output of Discriminator and Generator network, respectively; \(p_z(z)\) denotes the distribution of generated samples; \(\mathbb{E}_{z \sim p_z(z)}[\cdot]\) denotes the expectation function over the generated samples.

In order to make the training process of Generator network more stable, mean feature matching and pair-wise feature matching are used, thus minimizing the following loss function to train it.

\[
L_{GD} = \frac{1}{2} \left\| \mathbb{E}_{x \sim p_{\text{data}}(x)}[f_D(x)] - \mathbb{E}_{z \sim p_z(z)}[f_D(G(z,e))] \right\|_2^2,
\]

\[
L_{GP} = \frac{1}{2} \left\| \mathbb{E}_{x \sim p_{\text{data}}(x)}[f_P(x)] - \mathbb{E}_{z \sim p_z(z)}[f_P(G(z,e))] \right\|_2^2,
\]

\[
L_G = \frac{1}{2} \left( \|x - x^*\|_2^2 + \|f_D(x) - f_D(x^*)\|_2^2 + \|f_P(x) - f_P(x^*)\|_2^2 \right),
\]

\[
L_G^* = L_{GD} + L_{GP} + L_G,
\]

where \(L_G^*\) denotes the total loss function for the parameter updating of Generator network, while \(L_{GD}, L_{GP},\) and \(L_G\) denote the mean feature matching loss between Generator and Discriminator networks, the mean feature matching loss between Generator and Predictor networks, and the pair-wise feature matching loss, respectively; \(f_D(\cdot)\) and \(f_P(\cdot)\) denote the feature vector on the intermediate layer of Discriminator and Predictor network, respectively; \(x^*\) denotes the reconstructed sample of the given sample.

Therefore, the training goal of D2CVAE-GAN is to minimize the following loss function:

\[
\mathcal{L} = L_D + L_P + \lambda_1 L_{KL} + \lambda_2 L_G + \lambda_3 L_{GD} + \lambda_4 L_{GP},
\]

where \(\mathcal{L}\) denotes the loss function for the training of the whole model D2CVAE-GAN; \(\lambda_1, \lambda_2, \lambda_3,\) and \(\lambda_4\) are the hyperparameters, which are empirically set as \(\lambda_1 = 3, \lambda_2 = 2, \lambda_3 = 2 \times 10^{-3},\) and \(\lambda_4 = 10^{-3}\) according to the performance of the sample generation.

**Springback angle prediction method based on AE-RBF**

**Springback angle prediction process**

To predict the springback angle of circular metal bent-tubes in MLRDB, the method, springback angle prediction considering the interference of cross-sectional distortion (IoCSD-SAP), is proposed. Considering the nonlinear interference of
cross-sectional distortion on springback, the Taguchi method, finite element (FE) simulation, analysis of variance (ANOVA), the developed D2CVAE-GAN and auxiliary extended radial basis function (AE-RBF) model are integrated to realize the credible prediction of springback angle of circular metal bent-tube in MLRDB. The Taguchi method for design of FE simulation experiment is utilized to organize orthogonal experiments, thus effectively reducing the number of experiments. The FE simulation obtains the springback angle and cross-sectional distortion of the circular metal bent-tube. ANOVA is applied to identify the most important factors related to the springback and cross-sectional deformation. D2CVAE-GAN is developed to realize the data augmentation. It enlarges the training samples to reduce the generalization error of the springback angle prediction model. AE-RBF is developed to predict the springback angle. This model establishes the mapping relationship between the impact factors and cross-sectional distortion, and expresses the features of different levels of cross-sectional distortion. By extracting the information encode of cross-sectional distortion as the condition input of the springback angle prediction, this model realizes the condition prediction of springback angle and improved the prediction accuracy. The prediction process of the springback angle of circular metal bent-tube in MLRDB is shown in Figure 3.

It can be seen from Figure 3 that the main steps of springback angle prediction include the acquisition and processing of the data samples obtained by FE simulations, data augmentation, and springback angle prediction. The specific process can be described as:

Step 1: Identify the parameters that have an influence on the springback and sectional deformation as design variables, and determine the value range.
Step 2: Apply the Taguchi method to execute the design of FE simulation experiment, and conduct FE simulations to obtain the springback angle and cross-sectional distortion rate of the bent-tube.
Step 3: Analyze the data samples obtained by FE simulations through ANOVA. Identify the important design variables that have significant impact on springback angle and cross-sectional distortion rate, and determine the input features of data augmentation and springback angle.
Step 4: Data augmentation. Taking the data samples obtained by FE simulations in Step 2 as training samples, construct and train the D2CVAE-GAN model, and then generate samples in the same distribution as the original data samples obtained by FE simulations. In the training process, the mini-batch learning method is adopted, and the parameters of each component are updated in the order of predictor, discriminator, generator, and encoder.
Step 5: Springback angle prediction. Taking the augmented data samples (the mixed samples of original samples obtained by FE simulations and generated samples) as training samples, construct and train the AE-RBF model. This model is applied to predict the springback angle, which consists of two components, an encoder and a predictor. Considering the nonlinear interference of cross-sectional distortion on springback, the process of realizing the springback
angle prediction includes: (1) encoding process of cross-sectional distortion information of circular metal bent-tube based on the encoder; (2) prediction process of springback angle of circular metal bent-tube based on the predictor.

Step 5.1: Encoding process of cross-sectional distortion information. Construct and train the encoder, which establishes the mapping relationship between the input parameters and cross-sectional distortion. It can identify the features of cross-sectional distortion at different levels, and express the information of cross-sectional distortion at different granularity.

Step 5.2: Prediction process of springback angle. Construct and train the predictor, which predicts the springback angle. The parameters of the encoder are frozen, and the code of cross-sectional distortion information is extracted through the encoder. The conditional prediction of springback angle can be realized by taking the extracted code as the condition input of the predictor.

Figure 3. Flowchart of the springback angle prediction.
Encoding of cross-sectional distortion information

For the pure bending of power-hardened tubes, the springback angle $\Delta \theta$ can be expressed as:

$$\Delta \theta = \frac{MR}{EI} \theta,$$

(13)

where $M$ and $I$ respectively represent the bending moment and cross-sectional moment of inertia of the bending section; $R$ is the bending radius; $\theta$ is the bending angle; $E$ is the elastic modulus of the metal tube.

If the interference of cross-sectional distortion is not considered, the bending moment $M$ and the cross-sectional moment of inertia $I$ in equation (13) are expressed as:

$$M = 2 \left\{ \int_{0}^{r-t} y \cdot C \left( \frac{y}{R} \right)^n \cdot 2 \left[ \sqrt{r^2 - y^2} - \sqrt{(r - t)^2 - y^2} \right] dy \right\} + \left\{ \int_{r-t}^{r} y \cdot C \left( \frac{y}{R} \right)^n \cdot 2 \sqrt{r^2 - y^2} dy \right\}$$

(14)

$$I = \frac{\pi}{4} \left[ r^4 - (r - t)^4 \right]$$

(15)

If the interference of cross-sectional distortion is considered but its non-uniformity along the bending line is not considered, the bending moment $M$ and the cross-sectional moment of inertia $I$ in equation (13) are expressed as:

$$M = 2 \left\{ \int_{0}^{b-t} y \cdot C \left( \frac{y}{R} \right)^n \cdot 2 \left[ a \sqrt{1 - \left( \frac{y}{b} \right)^2} - (a - t) \sqrt{1 - \left( \frac{y}{b - t} \right)^2} \right] dy \right\} + \left\{ \int_{b-t}^{b} y \cdot C \left( \frac{y}{R} \right)^n \cdot 2a \sqrt{1 - \left( \frac{y}{b} \right)^2} dy \right\}$$

(16)

$$I = \frac{\pi}{4} \left[ ab^3 - (a - t)(b - t)^3 \right]$$

(17)

In comparison with equations (14)-(17), the change of the cross-sectional shape of the bent-tube can directly affect the bending moment and the cross-sectional moment of inertia during the springback process. It can cause errors in the analysis and prediction of springback angle.

According to theoretical analysis to establish the analytical model for springback angle prediction, the bent-area of tube is discretized into a plurality of uniformly distorted micro-tubes, and the cross section of each micro-tube is simply approximated as an ellipse. In this way, when considering the nonlinear interference of cross-sectional distortion on springback, there are assumptions and simplifications, and the nonlinear interference of cross-sectional distortion cannot be accurately expressed.
In order to express the nonlinear interference of cross-sectional distortion on springback more accurately, the cross-sectional distortion information is encoded, as shown in Figure 4. In this figure, the encoder establishes the mapping relationship between the input feature parameters (bending angle, relative bending radius, relative wall thickness, friction coefficient between bending die and tube, friction coefficient between wiper die and tube, clearance between wiper die and tube, relative boosting velocity) and cross-sectional distortion rate. It can identify the feature of cross-sectional distortion at different level, thus expressing the information of cross-sectional distortion at different granularities.

Back Propagation Neural Network (BPNN) with four-layer network architecture is used as the encoder, which consists of one input layer, two hidden layers and one output layer, as shown in Figure 4. The input layer contains seven nodes, which respectively correspond to the input feature parameters of the training samples. The parameters are bending angle, relative bending radius, relative wall thickness, friction coefficient between bending die and tube, friction coefficient between wiper die and tube, clearance between wiper die and tube and relative boosting velocity. The two hidden layers contain \( k_1 \) and \( k_2 \) nodes, respectively, which are determined by a step-by-step approach. The output layer contains one node, which corresponds to the cross-sectional distortion rate. The activation functions between input layer and hidden layer or between hidden layers are the \textit{LeakyRelu} function, and the activation function between hidden layer and output layer is the linear function.

Using the \( \ell_2 \) loss function to train the encoder, the following function needs to be minimized:

![Figure 4. Encoding process of cross-sectional distortion information based on the encoder component of AE-RBF model.](image)
\[ \mathcal{L}_{\text{Enc}} = \frac{1}{2N_{\text{batch}}} \sum_{k=1}^{N_{\text{batch}}} \| \hat{y}_{aux}^k - y_{aux}^k \|^2, \]  
\[ \hat{y}_{aux}^k = W_3(\text{sigmoid}(W_2(\text{sigmoid}(W_1X + b_1)) + b_2)) + b_3, \]

where \( \mathcal{L}_{\text{Enc}} \) denotes the loss function for the parameter updating of the encoder; \( N_{\text{batch}} \) is the number of a mini-batch samples; \( y_{aux}^k \) and \( \hat{y}_{aux}^k \) are respectively the true and predicted cross-sectional distortion rate of the \( k \)-th sample of the mini-batch; \( X \) is the input feature matrix of the mini-batch samples; \( W_1, W_2, \) and \( W_3 \) are the connection weight matrix between the input layer and the first hidden layer, the two hidden layers, the second hidden layer and the output layer, respectively; \( b_1, b_2, \) and \( b_3 \) are the bias of the first hidden layer, the second hidden layer, and the output layer, respectively.

The more times the neural network layer is processed the finer the recognized features and the richer the information expressed. Therefore, the output of the second hidden layer is extracted as the code of cross-sectional distortion information. The code can be expressed as:

\[ c = \text{sigmoid}(W_2 \cdot \text{sigmoid}(W_1x + b_1) + b_2), \]

where \( x \) and \( c \) are the input feature vector and the code of cross-sectional distortion information of the given training sample, respectively.

**Springback angle prediction based on E-RBF**

Considering the nonlinear interference of cross-sectional distortion on springback, the feature vector of the cross-sectional distortion information is extracted as the condition input of the springback angle prediction, as shown in Figure 5. In this figure, the parameters of the encoder are frozen, and the code \( c \) of cross-sectional distortion information is extracted through the encoder. The predictor receives the input feature vector \( x \) and the code \( c \) as inputs, and outputs the springback angle. It can realize the conditional prediction of springback angle of the circular metal bent-tube in MLRDB.

Extended radial basis function (E-RBF)\(^{32}\) is used as the predictor, which uses a combination of radial basis functions (RBFs) and non-radial basis functions (N-RBFs) to build. Compared with the classic radial basis function (RBF), E-RBF makes the meta-modeling process more flexible in various complex engineering applications, avoids unique solvability, and is more adaptable under widely varying conditions.

N-RBFs is composed of three distinct components:

\[ \phi_{ij}(\xi_j^i) = \alpha_{ij}^L\phi^L(\xi_j^i) + \alpha_{ij}^R\phi^R(\xi_j^i) + \beta_{ij}\phi^R(\xi_j^i), \]

\[ \xi_j^i = u - u', \]
where $\xi \in \mathbb{R}^{m \times 1}$ is the coordinate vector, each element of which corresponds to an independent coordinate dimension; $x^T$, $c^T$, and $u^T$ denote the transpose of the input feature vector of the given sample, the code of cross-sectional distortion information, and the input vector of E-RBF model, respectively; $\sqcup$ denotes the concatenate operator; $u'$ and $u$ denote the given and general input of E-RBF model, respectively; $\phi_{ij}^L(\cdot)$ is the N-RBFs; $\xi_j$ is the coordinate of $u$ relative to $u'$ along the $j$-th dimension; $\alpha_{ij}^L$, $\alpha_{ij}^R$, and $\beta_{ij}$ are coefficients; and the functions $\phi^L(\cdot)$, $\phi^R(\cdot)$, and $\phi^B(\cdot)$ are defined in Table 1.

E-RBF model is the linear combination of RBFs and N-RBFs, and defined as:

$$u^T = x^T \sqcup c^T,$$

(23)
\[
\hat{y} = \sum_{i=1}^{N} \sigma_i \varphi \left( \| u - u^i \|^2 \right) + \sum_{i=1}^{N} \sum_{j=1}^{m} \left\{ \alpha_{ij} \phi^s \left( \xi^i_j \right) + \alpha_{ij}^R \phi^R \left( \xi^i_j \right) + \beta_{ij} \phi^R \left( \xi^i_j \right) \right\}, \quad (24)
\]

where \( \hat{y} \) is the predicted springback angle; \( \sigma_i (i = 1, 2, \ldots, N) \) is the weight coefficient of the RBFs; \( \varphi (\cdot) \) is the radial basis function \( N \) denotes the number of the augmented training samples; \( m \) denotes the number of the input features of the training sample.

Gaussian function is selected as the radial basis function, which can expressed as:

\[
\varphi (r) = \exp \left\{ -\tau r^2 \right\}, \quad (25)
\]

\[
r = \| u - u^i \|^2 = \sqrt{(u - u^i)^T (u - u^i)}, \quad (26)
\]

where \( r \) is the Euclidean distance; \( \tau > 0 \) is the hyperparameter, which is empirically set as 0.9 according to the prediction performance.

Using the \( \ell_2 \) loss function to train the predictor, the following function needs to be minimized:

\[
\mathcal{L}_{pre} = \frac{1}{2N} \sum_{i=1}^{N} \| y^i - \hat{y}^i \|^2_2, \quad (27)
\]

where \( y^i \) and \( \hat{y}^i \) are the true and predicted springback angle of the \( i \)-th training sample, respectively.

**Experimental design**

**FE simulation model**

Taking 6060-T6 Al-alloy circular tube as a case study, its mechanical properties are shown in Table 2. The mechanical properties of 6060-T6 Al-alloy are derived from the public webpage and published literature.\(^{33,34}\) The plastic stress-strain response of the alloy 6060-T6 for the major part of the fatigue life has been investigate in Borrego et al.\(^{34}\) Based on the monotonic and cyclic stress-strain curves presented in Borrego et al.,\(^{34}\) the exponent hardening law as \( \bar{\sigma} = K (a + \tilde{\varepsilon})^n \) is used to calibrate the stress-strain curves of 6060-T6 Al-alloy. The FE simulation analysis of MLRDB of the circular metal tube is executed through Dassault Systèmes® SIMULIA™ Abaqus.\(^{35}\) The process of FE simulation analysis includes the loading bending process and the unloading springback process. Abaqus/Explicit software module is used to simulate the bending of the circular metal tube, and Abaqus/Standard software module is used to simulate the springback of the circular metal tube. Double precision computation is used in the bending analysis and the single precision for springback analysis.

The 3D FE models for the MLRDB of the circular 6060-T6 Al-alloy tube is shown in Figure 6. The tube is defined as a 3D deformable shell body, and the dies
are defined as discrete rigid bodies. The tube material is an isotropic, homogeneous, and rate independent material. The 3D linear reduction integration continuum elements with eight nodes (C3D8R) are used to mesh the shell of the tube, and the dies are meshed by 3D bilinear rigid quadrilateral elements with four nodes (R3D4). The global seeds are used to mesh the tube and dies. The sizing controls for the global seeds are as follows: the approximate global size is 2 mm; the maximum deviation factor of the curvature control is 0.03 which means that the approximate number of elements per circle is 26 when the outer diameter of the tube is 10 mm; the minimum size controlled by fraction of global size is 0.1.

The "surface-to-surface contact" method is used to define the interaction between the tube and the dies. The "penalty contact method" is used to describe the mechanical constraints formulation, and the "finite sliding" is used to describe the sliding formulation for all contact pairs. The "penalty" is applied to describe the friction formulation of the contact property between the tube and the bending die, pressure die and wiper die, while the "rough" is applied between the tube and the clamp die. The "beam connection" is used to define the connection between the bending die and clamp die and the "kinematic coupling" method is used to define the constraint between the tube and clamp die, where all degrees of freedom are constrained to ensure the synchronous movement between the tube, clamp die and bending die. The "displacement/rotation" and "symmetry/antisymmetry/encastre" conditions are applied to define the boundary conditions, which can simulate the actual mandrel-less rotary draw bending process. As shown in Figure 6, the bending die is constrained to rotate along the global Z-axis, while the pressure die is constrained to translate only along the global X-axis. The "Encastre" condition is used to constrain the wiper die, which is constrained along all degrees of freedom. For the rotation of the bending die and the translation of the pressure die, the smooth step amplitude curves, which describe the change of the velocity with time, are defined to ensure little inertial effects.

After the bending analysis is finished, the results from the bending simulation in Abaqus/explicit are imported into Abaqus/standard to implement springback

### Table 2. Mechanical properties of 6060-T6 Al-alloy circular tube.

| Value | Property                           |
|-------|-----------------------------------|
| 68    | Young's modulus/GPa               |
| 11%   | Elongation at break               |
| 0.33  | Poisson's ratio                   |
| 70    | Fatigue strength/MPa              |
| 26    | Shear modulus/GPa                 |
| 130   | Shear strength/MPa                |
| 220   | Tensile strength: ultimate (UTS)/MPa |
| 170   | Tensile strength: yield (proof)/MPa|
| 0.038 | Hardening exponent                |
| 267.3 | Strength coefficient/MPa          |
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analysis. In the static implicit analysis of the springback, all dies and corresponding interactions are removed. The “predefined field,” which is imported from the result of bending analysis, describes the stress state of the bent-tube before springback and is used to define the initial state of the tube. The “Encastre” boundary condition is used to constrain the rigid motion of the tube in the springback process, which is applied at the end away from the bent area of the bent-tube. In addition, the “specify damping factor” is used to stabilize the implicit iteration procedures of the springback analysis.

**Design of simulation experiment**

The Taguchi method is used in the design of FE simulation experiment to collect the data samples. The springback and cross-sectional distortion of the metal tube with specific material are influenced by factors such as geometric parameters and process parameters. Thus, the bending angle \((a_b)\), relative bending radius \((p_o)\); ratio of bending radius \(R_0\) to outer diameter of tube \(d_0\), \(R_0/d_0\), relative wall thickness of tube \((t_r)\); ratio of wall thickness of tube \(t_0\) to outer diameter of tube \(d_0\), \(t_0/d_0\), friction coefficient between bending die and tube \((f_{bd})\), clearance between bending die and tube \((c_{bd})\), friction coefficient between pressure die and tube \((f_{pd})\), clearance between pressure die and tube \((c_{pd})\), friction coefficient between wiper die and tube \((f_{wd})\), clearance between wiper die and tube \((c_{wd})\), relative boosting velocity \((v_b)\) are selected as the design variables, and the springback angle and cross-sectional distortion rate are selected as the response features.

The bending of tube is completed under the constraint of dies. The long axis of the cross section of tube changes little because of the limitation of the groove of the bending die. In addition, the ellipse change rate is a comparison parameter and cannot accurately describe the real situation of the cross-sectional distortion. Therefore, the change rate of the short axis is used to measure the cross-sectional distortion of bent-tube.

**Figure 6.** The FE models of MLRDB of circular metal tube: (a) bending forming model and (b) springback of bent-tube.
The degree of cross-sectional distortion is the largest and evenly distributed along the bending line in the middle section of the bent-tube. Therefore, the average of the short axis change rate of the cross-sectional inner and outer contours at the center of the bent-tube bending area is calculated as the cross-sectional distortion rate of the bent-tube.

According to the selected design variables, the settings of orthogonal experimental level for each design variable are shown in Table 3. The orthogonal array table is $L_{27}(3^{13})$ and shown in Table 4. The results of FE simulations for each sample in Table 4 are shown in Table 5.

**Configuration of practical experiment**

In the practical experiments, the material, outer diameter, and wall thickness of the circular metal tube are 6060-T6 Al-alloy, 10 mm, and 1.7 mm respectively; the bending device is A89CNC tube bender, as shown in Figure 7.

**Results and discussion**

**Impact factors analysis of springback**

The ANOVA can determine the most important design variables that have a significant impact on the selected response features to simplify the input of D2CVAE-GAN and AE-RBF. The results of ANOVA for springback angle and cross-sectional distortion rate are shown in Tables 6 and 7, respectively. The results are obtained by a statistical software, SPSS 21.0.

According to ANOVA, the following conclusions can be drawn: when $p$-value is less than or equal to 0.01, the corresponding design variable has an extremely significant effect on the response; when $p$-value is greater than 0.01 and less than or equal to 0.05, the corresponding design variable has a significant effect on the

---

**Table 3. Impact factors and level of Taguchi DOE.**

| Design variables                        | Level  |
|----------------------------------------|--------|
| Bending angle ($a_b$) [$\text{[°]}$]    | 30     |
| Relative bending radius ($\rho_b$)      | 2      |
| Relative wall thickness ($t_e$)         | 0.05   |
| Friction coefficient between bending die and tube ($f_{bt}$) | 0.1    |
| Clearance between bending die and tube ($c_{bt}$) [mm] | 0      |
| Friction coefficient between pressure die and tube ($f_{pt}$) | 0.2    |
| Clearance between pressure die and tube ($c_{pt}$) [mm] | 0      |
| Friction coefficient between wiper die and tube ($f_{wt}$) | 0.05   |
| Clearance between wiper die and tube ($c_{wt}$) [mm] | 0      |
| Relative boosting velocity ($v_b$)      | 0.9    |

---
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response; and, when \( p \)-value is greater than 0.05, the corresponding design variable has no significant effect on the response.

The results in Table 6 show that \( a_b \), \( \rho_b \), and \( t_r \) are extremely significant for springback angle (\( p \)-value \( \leq 0.01 \)), while \( f_{bt} \), \( c_{wt} \), and \( v_b \) have significant effect on springback angle (0.01 \( \leq p \)-value \( \leq 0.05 \)).

The results in Table 7 show that \( a_b \), \( \rho_b \), \( t_r \), \( f_{bt} \), \( f_{wt} \), and \( v_b \) have extremely significant effect on cross-sectional distortion rate (\( p \)-value \( \leq 0.01 \)), while \( c_{wt} \) has significant effect on cross-sectional distortion rate (0.01 \( \leq p \)-value \( \leq 0.05 \)).

Because the proposed method takes the nonlinear interference of cross-sectional distortion on springback into account, the design variables that have a great influence on springback or cross-sectional distortion should be chosen. The bending angle \( (a_b) \), relative bending radius \( (\rho_b) \), relative wall thickness of tube \( (t_r) \), friction coefficient between bending die and tube \( (f_{bt}) \), friction coefficient between wiper die and tube \( (f_{wt}) \), clearance between wiper die and tube \( (c_{wt}) \), and relative boosting velocity \( (v_b) \) are determined as the input features of D2CVAE-GAN and AE-RBF.

### Table 4. Orthogonal array table.

| No. | Design variables | \( \alpha_b \) [\( \cdot \)] | \( \rho_b \) | \( t_r \) | \( f_{bt} \) [\( \cdot \)] | \( c_{bt} \) [\( \cdot \)] | \( f_{wt} \) | \( c_{wt} \) [\( \cdot \)] | \( v_b \) |
|-----|------------------|-----------------|--------|--------|-----------------|-----------------|---------|-----------------|--------|
| 1   |                  | \( 30 \) | 2      | 0.05   | 0.1             | 0.2             | 0       | 0.05            | 0      |
| 2   |                  | \( 30 \) | 2      | 0.05   | 0.1             | 0.25            | 0.02    | 0.075           | 0.02   |
| 3   |                  | \( 30 \) | 2      | 0.05   | 0.1             | 0.3             | 0.04    | 0.1             | 0.04   |
| 4   |                  | \( 30 \) | 3      | 0.075  | 0.15            | 0.2             | 0       | 0.075           | 0.02   |
| 5   |                  | \( 30 \) | 3      | 0.075  | 0.15            | 0.25            | 0.02    | 0.1             | 0.04   |
| 6   |                  | \( 30 \) | 3      | 0.075  | 0.15            | 0.3             | 0.04    | 0.05            | 0.09   |
| 7   |                  | \( 30 \) | 4      | 0.1    | 0.2             | 0.2             | 0       | 0.1             | 0.04   |
| 8   |                  | \( 30 \) | 4      | 0.1    | 0.2             | 0.25            | 0.02    | 0.05            | 0.09   |
| 9   |                  | \( 30 \) | 4      | 0.1    | 0.2             | 0.3             | 0.04    | 0.075           | 0.02   |
| 10  |                  | \( 90 \) | 2      | 0.075  | 0.2             | 0.25            | 0.04    | 0.05            | 0.02   |
| 11  |                  | \( 90 \) | 2      | 0.075  | 0.2             | 0.3             | 0       | 0.075           | 0.04   |
| 12  |                  | \( 90 \) | 2      | 0.075  | 0.2             | 0.4             | 0.02    | 0.1             | 0      |
| 13  |                  | \( 90 \) | 3      | 0.1    | 0.1             | 0.25            | 0.04    | 0.075           | 0.04   |
| 14  |                  | \( 90 \) | 3      | 0.1    | 0.1             | 0.3             | 0       | 0.1             | 0      |
| 15  |                  | \( 90 \) | 3      | 0.1    | 0.1             | 0.4             | 0.2      | 0.05            | 0.02   |
| 16  |                  | \( 90 \) | 4      | 0.05   | 0.15            | 0.25            | 0.04    | 0.1             | 0      |
| 17  |                  | \( 90 \) | 4      | 0.05   | 0.15            | 0.3             | 0       | 0.05            | 0.02   |
| 18  |                  | \( 90 \) | 4      | 0.05   | 0.15            | 0.4             | 0.2      | 0.075           | 0.04   |
| 19  |                  | \( 150 \) | 2     | 0.1    | 0.15            | 0.3             | 0.02    | 0.05            | 0.04   |
| 20  |                  | \( 150 \) | 2     | 0.1    | 0.15            | 0.4             | 0.2      | 0.075           | 0      |
| 21  |                  | \( 150 \) | 2     | 0.1    | 0.15            | 0.45            | 0.02    | 0.1             | 0.02   |
| 22  |                  | \( 150 \) | 3     | 0.05   | 0.2             | 0.3             | 0.02    | 0.075           | 0      |
| 23  |                  | \( 150 \) | 3     | 0.05   | 0.2             | 0.2             | 0.04    | 0.1             | 0.02   |
| 24  |                  | \( 150 \) | 3     | 0.05   | 0.2             | 0.25            | 0         | 0.05            | 0.04   |
| 25  |                  | \( 150 \) | 4     | 0.075  | 0.1             | 0.3             | 0.02    | 0.1             | 0.02   |
| 26  |                  | \( 150 \) | 4     | 0.075  | 0.1             | 0.2             | 0.04    | 0.05            | 0.04   |
| 27  |                  | \( 150 \) | 4     | 0.075  | 0.1             | 0.4             | 0.25    | 0.075           | 0      |
Data augmentation of springback

Based on the results of ANOVA and data samples obtained by FE simulations, the data augmentation model D2CVAE-GAN is constructed and trained. The trained model receives a hundred data samples which randomly sampled from standard FE simulation results.

Table 5. FE simulation results.

| No. | Springback angle [°] | Cross-sectional distortion rate [%] | No. | Springback angle [°] | Cross-sectional distortion rate [%] |
|-----|----------------------|------------------------------------|-----|----------------------|------------------------------------|
| 1   | 1.8140               | 19.6676                            | 15  | 4.0499               | 9.8265                             |
| 2   | 1.9005               | 17.7399                            | 16  | 5.8120               | 18.2679                            |
| 3   | 1.8981               | 17.5566                            | 17  | 4.4324               | 14.6338                            |
| 4   | 2.0868               | 13.0436                            | 18  | 6.2203               | 25.6309                            |
| 5   | 2.0946               | 11.8592                            | 19  | 5.3246               | 20.4566                            |
| 6   | 1.9630               | 16.5923                            | 20  | 4.6164               | 19.6883                            |
| 7   | 2.3757               | 5.7228                             | 21  | 5.3326               | 29.6346                            |
| 8   | 2.1092               | 10.6154                            | 22  | 5.7852               | 22.8132                            |
| 9   | 2.4149               | 6.4720                             | 23  | 8.6470               | 32.6597                            |
| 10  | 3.5331               | 26.6471                            | 24  | 8.7401               | 25.8990                            |
| 11  | 3.3373               | 36.4247                            | 25  | 11.3673              | 20.9630                            |
| 12  | 3.5805               | 28.7241                            | 26  | 11.7146              | 12.2959                            |
| 13  | 4.4923               | 17.0949                            | 27  | 7.3972               | 12.8641                            |
| 14  | 4.2828               | 10.4685                            |      |                      |                                    |

Figure 7. The practical experimental machine and material: (a) bent-tube and (b) A89CNC tube bender.

Data augmentation of springback

Based on the results of ANOVA and data samples obtained by FE simulations, the data augmentation model D2CVAE-GAN is constructed and trained. The trained model receives a hundred data samples which randomly sampled from standard
normal distribution as its input, and then generates data samples as shown in Table 8.

To verify the authenticity of the generated data samples, five data samples in Table 8 are selected to conducted FE simulations. The comparison between simulation results and generated results of the selected samples are shown in Table 9 and Figure 8. The mean absolute percentage error (MAPE)\(^{36}\) is used to measure the accuracy of the generated responses, which is the average of the absolute percentage errors. The MAPE of the springback angle and cross-sectional distortion rate are 4.03% and 6.35%, respectively, both of which are controlled below 10%. Not exceeding 10% margin of error indicates that the results are quite rational.\(^{37}\) Therefore, the generated data samples are credible.

### Table 6. ANOVA result of springback angle.

| Source | DOF | Adj SS  | Adj MS  | F-value | p-value |
|--------|-----|---------|---------|---------|---------|
| \(a_b\) | 2   | 141.598 | 70.7990 | 185.75  | 0.000   |
| \(\rho_b\) | 2   | 28.156  | 14.0781 | 36.94   | 0.000   |
| \(t_r\) | 2   | 9.417   | 4.7083  | 12.35   | 0.007   |
| \(f_{bt}\) | 2   | 7.377   | 3.6884  | 9.68    | 0.013   |
| \(c_{bt}\) | 2   | 0.135   | 0.0676  | 0.18    | 0.842   |
| \(f_{pt}\) | 2   | 1.204   | 0.6018  | 1.58    | 0.281   |
| \(c_{pt}\) | 2   | 1.556   | 0.7781  | 2.04    | 0.211   |
| \(f_{wt}\) | 2   | 3.088   | 1.5441  | 4.05    | 0.077   |
| \(c_{wt}\) | 2   | 4.631   | 2.3154  | 6.07    | 0.036   |
| \(v_b\) | 2   | 6.546   | 3.2729  | 8.59    | 0.017   |
| Error | 6   | 2.287   | 0.3812  |         |         |
| Total | 26  | 205.994 |         |         |         |

### Table 7. ANOVA result of cross-sectional distortion rate.

| Source | DOF | Adj SS  | Adj MS  | F-value | p-value |
|--------|-----|---------|---------|---------|---------|
| \(a_b\) | 2   | 402.27  | 201.136 | 236.23  | 0.000   |
| \(\rho_b\) | 2   | 451.00  | 225.502 | 264.84  | 0.000   |
| \(t_r\) | 2   | 255.30  | 127.652 | 149.92  | 0.000   |
| \(f_{bt}\) | 2   | 184.18  | 92.090  | 108.16  | 0.000   |
| \(c_{bt}\) | 2   | 4.52    | 2.259   | 2.65    | 0.149   |
| \(f_{pt}\) | 2   | 1.11    | 0.557   | 0.65    | 0.553   |
| \(c_{pt}\) | 2   | 0.11    | 0.057   | 0.07    | 0.936   |
| \(f_{wt}\) | 2   | 22.79   | 11.395  | 13.38   | 0.006   |
| \(c_{wt}\) | 2   | 11.82   | 5.909   | 6.94    | 0.027   |
| \(v_b\) | 2   | 290.53  | 145.263 | 170.60  | 0.000   |
| Error | 6   | 5.11    | 0.851   |         |         |
| Total | 26  | 1628.75 |         |         |         |
To evaluate the distribution consistency between generated samples and original data samples obtained by FE simulations, the proposed model D2CAE-GAN is compared with three other widely used generative methods: autoencoder, variational autoencoder (VAE) and generative adversarial networks (GANs). The comparison results are shown in Figure 9, and this figure shows the distributions in the two-dimensional feature space. In this figure, red lines and green lines represent features of the original simulation samples distribution and the generated samples distribution, respectively. The solid lines correspond to the same feature, and the dashed line correspond to the other same feature.

The mean distance and the relative error of KL divergence are used to measure the distribution consistency. The mean distance is the Euclidean distance between

### Table 8. Generated samples.

| No. | Input features | Springback angle [°] | Cross-sectional distortion rate [%] |
|-----|----------------|----------------------|------------------------------------|
| 1   | ab [°] | 27.6 | 4.0131 | 0.0731 | 0.2019 | 0.0872 | 0.0249 | 0.9403 | 2.9872 | 15.7787 |
| 2   | ab [°] | 51.9 | 3.3333 | 0.0722 | 0.1603 | 0.0799 | 0.0329 | 0.9921 | 3.368 | 16.4511 |
| 3   | ab [°] | 53.9 | 3.2351 | 0.0685 | 0.1431 | 0.078 | 0.0303 | 0.9901 | 3.4702 | 16.8883 |
| 4   | ab [°] | 61.1 | 3.1284 | 0.0706 | 0.1434 | 0.0779 | 0.031 | 0.9981 | 3.6474 | 17.6146 |
| 5   | ab [°] | 67.4 | 2.9571 | 0.0682 | 0.128 | 0.0763 | 0.0311 | 1.0021 | 3.8572 | 18.3996 |
| 6   | ab [°] | 105.3 | 2.7868 | 0.0692 | 0.1344 | 0.0783 | 0.0211 | 0.9849 | 5.3942 | 22.9304 |
| 7   | ab [°] | 119.7 | 2.7538 | 0.0677 | 0.1325 | 0.0783 | 0.0143 | 0.971 | 6.0277 | 23.8086 |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| 50  | ab [°] | 123.7 | 2.7198 | 0.0687 | 0.1349 | 0.0788 | 0.0152 | 0.9733 | 6.148 | 24.1285 |
| 51  | ab [°] | 134.9 | 2.7103 | 0.0659 | 0.131 | 0.0786 | 0.0095 | 0.9558 | 6.6899 | 24.8890 |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| 100 | ab [°] | 164.0 | 2.4014 | 0.0761 | 0.1528 | 0.0825 | 0.0114 | 0.9711 | 7.2105 | 25.6620 |

### Table 9. Comparison between generated results and FE simulations.

| No. | Generated samples | FE simulations | Error |
|-----|--------------------|---------------|-------|
|     | springback angle [°] | cross-sectional distortion rate [%] | springback angle [°] | cross-sectional distortion rate [%] | springback angle [%] | cross-sectional distortion rate [%] |
| 1   | 3.368 | 16.4511 | 3.163 | 15.097 | 6.4 | 8.97 |
| 2   | 3.6474 | 17.6146 | 3.4403 | 18.571 | 6.02 | 5.15 |
| 3   | 5.3942 | 22.9304 | 5.2265 | 23.5782 | 3.21 | 2.75 |
| 4   | 6.148 | 24.1285 | 6.0971 | 26.2049 | 0.83 | 7.92 |
| 5   | 7.2105 | 25.6620 | 7.4859 | 27.5763 | 3.68 | 6.94 |
|     | MAPE | 4.03 | 6.35 |
the mean vectors of two distribution. The relative error of KL divergence is the relative error of the KL divergence of the generated sample distribution to the KL divergence of the original simulation sample distribution. As shown in Figure 9, it can be found that the distribution of samples generated by D2CVAE-GAN is more consistent with the distribution of original simulation samples compared with other three models.

Experimental verification of springback prediction

To verify the prediction accuracy of the proposed prediction model AE-RBF, the predicted results of springback angle are quantitatively compared with FE simulation results and practical experimental results, as shown in Table 10. The MAPE of predicted results to FE simulation results and practical experimental results are 5.07% and 4.73%, respectively. FE simulation results are close to practical experimental results. Considering the processing and measurement errors, the predicted results can meet the requirement of prediction accuracy, which can verify the effectiveness of our proposed prediction model.

In addition, the following four methods are used to predict the springback angle of the samples: (1) D2CVAE-GAN + AE-RBF; (2) D2CVAE-GAN + E-RBF; (3) AE-RBF; (4) E-RBF. The predicted results given by the above four methods are compared with the results of practical experiments and FE simulations, as shown in Figure 10.
In Figure 10, red points represent the observations of practical experiments in Table 10 and blue points represent the observations of FE simulations in Table 4. In the left subfigure of Figure 10(a) to (d), black lines indicate that prediction equals to true value, so that the closer the observation point is to the black line, the higher the prediction accuracy. In the right subfigure of Figure 10(a) to (d), black dash lines indicate that the difference between the prediction and true value equals to zero, so that the observation points are evenly distributed on both sides of the black dash line and the closer the distance from the black dash line, the better the prediction.

Figure 9. The comparison between the distribution of generated samples and the distribution of original simulation samples in two-dimensional latent space: (a) D2CVAE-GAN, (b) autoencoder, (c) VAE, and (d) GANs.
Table 10. Experimental results and prediction errors.

| No. | Input features | Springback angle [°] | Error |
|-----|----------------|----------------------|-------|
|     | $a_b$ [°]      | $b$ [°]              | $f_{bl}$ | $f_{w}$ | $c_{w}$ [mm] | $v_b$ | Prediction | Simulation | Practical experiment | Simulation % | Practical experiment % |
| 1   | 30             | 2.5                  | 0.17    | 0.17    | 0.17 | 0 | 1 | 1.7099 | 1.9071 | 1.88 | 10.34 | 9.05 |
| 2   | 45             | 2.5                  | 0.17    | 0.17    | 0.17 | 0 | 1 | 2.1916 | 2.3125 | 2.22 | 5.23  | 1.28 |
| 3   | 60             | 2.5                  | 0.17    | 0.17    | 0.17 | 0 | 1 | 2.5842 | 2.7167 | 2.54 | 4.88  | 1.74 |
| 4   | 75             | 2.5                  | 0.17    | 0.17    | 0.17 | 0 | 1 | 3.0012 | 3.1301 | 2.9  | 4.12  | 3.49 |
| 5   | 90             | 2.5                  | 0.17    | 0.17    | 0.17 | 0 | 1 | 3.5887 | 3.6172 | 3.32 | 0.79  | 8.09 |
| MAPE |                |                      |         |         |      |   |   | 5.07   | 4.73   |       |       |      |
performance of the prediction model. By comparison, AE-RBF has higher prediction accuracy and more robust prediction performance combined with D2CVAE-GAN.

**Comparison of springback prediction methods**

Based on the practical experiments in Table 10, our proposed method is compared with three different analytical models.\textsuperscript{13,16,20} The comparison results are shown in Table 11 and Figure 11.
It can be seen that the MAPE of the proposed model is 4.73%, and the MAPE of three different analytical models\textsuperscript{13,16,20} are 38.92%, 14.39%, and 14.22%, respectively. Therefore, the prediction accuracy of our proposed method is much higher than the analytical models\textsuperscript{13,16,20} listed in Table 11.

### Conclusion

For the springback angle prediction of the MLRDB of the circular metal tube, we propose a springback angle prediction method considering the interference of cross-sectional distortion (IoCSD-SAP). The conclusions are as follows:

1. D2CVAE-GAN model realizes the data augmentation and enlarges the size of the training samples for springback angle prediction by generating data samples at the same distribution as original simulation samples. It can effectively reduce the generalization error and improve the prediction accuracy of the springback angle prediction model. In addition, the proposed digit decomposition coding method encodes the continuous response value of the data sample. It makes full and reasonable use of the response value of data samples during the condition generation process of D2CVAE-GAN, thus effectively improving the authenticity and credibility of the generated samples.

2. The proposed prediction model AE-RBF consists of two components: the encoder and the predictor. The encoder encodes the cross-sectional distortion and expresses the distortion features at different levels and the distortion information at different granularities. The predictor predicts the springback angle of the circular metal tube. This model considers the nonlinear interference of cross-sectional distortion on springback, and realizes the conditional prediction of springback angle through taking the information encoding of the cross-sectional distortion extracted by the encoder as the condition input of the predictor.

3. The MAPE of springback angle and cross-sectional distortion of the samples generated by D2CAVE-GAN are 4.03% and 6.35%, respectively, both of which are controlled below 10%. The effectiveness of the data augmentation model D2CVAE-GAN can be verified. Compared to three widely

### Table 11. Springback angle prediction models comparison.

| Prediction models         | Number of validation experiments | MAPE   |
|---------------------------|---------------------------------|--------|
|                           | 1      | 2      | 3      | 4      | 5      |        |
| Experimental results      | 1.88   | 2.22   | 2.54   | 2.9    | 3.32   | /      |
| Proposed method           | 1.7099 | 2.1916 | 2.5842 | 3.0012 | 3.5887 | 4.73%  |
| Analytical model-1\textsuperscript{13} | 0.8120 | 1.2181 | 1.6241 | 2.0301 | 2.4361 | 38.92% |
| Analytical model-2\textsuperscript{16} | 1.2235 | 1.8352 | 2.4469 | 3.0586 | 3.6704 | 14.39% |
| Analytical model-3\textsuperscript{20} | 1.26   | 1.89   | 2.52   | 3.1501 | 3.7801 | 14.22% |
used generative models (Auto-encoder, VAE and GANs), the distribution of the samples generated by D2CVAE-GAN are more consistent with the distribution of the original simulation samples. Combined with D2CVAE-GAN, the MAPE of our proposed springback angle prediction model AE-RBF for springback angle is 4.73%, and the MAPE of three different analytical models\cite{13,16,20} are 38.92%, 14.39%, and 14.22%, respectively. The prediction accuracy of AE-RBF can reach 3～8 times of the enumerated analytical models. The effectiveness of our springback angle prediction method IoCSD-SAP can be verified.
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