ZrTe$_5$ has recently been widely studied due to its exotic electronic properties and topological nature. Although initially of interest because of a resistance anomaly which was proposed to indicate a charge density wave (CDW), no evidence was found for a CDW in zero field. Nevertheless, in an applied magnetic field, Dirac materials can be strongly susceptible to formation of phases such as density waves, Axion insulators, or nematic phases. ZrTe$_5$ specifically has shown remarkable behavior such as the chiral magnetic effect and 3D quantum Hall effect in a magnetic field. Anomalous thermoelectric effects are also observed in the quantum limit, possibly connected to the unusual dispersion behavior.

Excitonic insulators may also be induced by electronic interactions. In Dirac systems, particle-hole symmetry can promote formation of electrons and holes bound by the Coulomb force. The resulting condensate generates a finite energy gap at the Dirac point and turns the semimetal into an excitonic insulator. There has been much recent interest in systems which may form such a state, and in nodal-line Dirac semimetals ZrSIS and ZrSiSe, it has been proposed that the enhanced density of Dirac states in the vicinity of the node may promote such a ground state.

In this Letter, we examine magnetic quantum effects in ZrTe$_5$ using $^{125}$Te nuclear magnetic resonance (NMR) spectroscopy to investigate the Dirac semimetal ZrTe$_5$. With the NMR magnetic field parallel to the $b$-axis, we observe significant quantum magnetic effects. These include an abrupt drop at 150 K in spin-lattice relaxation rate. This corresponds to a gap-opening transition in the Dirac carriers, likely indicating the onset of excitonic pairing. Below 50 K, we see a more negative shift for the Te$_b$ bridging site indicating the repopulation of Dirac levels with spin polarized carriers at these temperatures. This is the previously reported 3D quantum Hall regime; however, we see no sign of a charge density wave as has been proposed.

We apply $^{125}$Te nuclear magnetic resonance (NMR) spectroscopy to investigate the Dirac semimetal ZrTe$_5$. With the NMR magnetic field parallel to the $b$-axis, we observe significant quantum magnetic effects. These include an abrupt drop at 150 K in spin-lattice relaxation rate. This corresponds to a gap-opening transition in the Dirac carriers, likely indicating the onset of excitonic pairing. Below 50 K, we see a more negative shift for the Te$_b$ bridging site indicating the repopulation of Dirac levels with spin polarized carriers at these temperatures. This is the previously reported 3D quantum Hall regime; however, we see no sign of a charge density wave as has been proposed.

FIG. 1. (a) Layered structure of ZrTe$_5$. (b) View along $a$ with Te$_a$, Te$_z$, and Te$_b$ labeled, showing the NMR field ($H_0$) along $b$.

Spin-lattice relaxation was measured by inversion recovery and well-fitted to $M(t) = M(\infty)(1 - Ce^{-t/T_1})$, yielding results shown in Fig. 3. With ZrTe$_5$ Dirac and band-edge states dominated by Te $p$-states, core polarization and dipolar hyperfine coupling would be expected to play significant roles. In most cases, these terms cause site dependence. Instead, the behavior shown in Fig. 3 is independent of site for the whole temperature range, similar to the results for $H_0 \parallel a$. At high temperatures, $1/T_1T$ follows a $\mu^2\ln\mu$ curve [Fig. 3(a)], assuming $\mu \propto T$ with a $T$-independent background. Fig. 3(c) compares $H_0 \parallel a$ to $H_0 \parallel b$. The $\mu^2\ln\mu$ behavior is similar for both orientations, due to a long-range orbital mechanism for 3D Dirac systems, which can operate when high mobility carriers are present. For $H_0 \parallel b$, the results extrapolate to a crossing of the Dirac node by the chemical potential at $T_0 = 97$. 
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K. Compared to \( T_0 = 85 \text{ K} \) \cite{17} for \( H_0 \parallel a \), this is consistent with the field-induced increase of the resistance-anomaly temperature which is absent for \( H_0 \parallel a \) \cite{18}.

At 150 K, there is a sudden \( 1/T_1 T \) drop [Fig. 3(b)]. This is an indication of a reduction of \( g(E_F) \), since the extended orbital \( T_1 \) mechanism involves states within about \( k_B T \) of \( E_F \), as is the general case for relaxation induced by charge carriers. Thus, this change must correspond to a gap opening in the high-mobility Dirac carriers associated with the \( \mu^2 \ln \mu \) behavior for \( T > 150 \text{ K} \).

Near 120 K, there is a small \( 1/T_1 T \) peak [Fig. 3(b)]. This is consistent in temperature and magnitude with what has been observed in other low-carrier density materials \cite{22}, caused by dipolar coupling to dilute paramagnetic moments, such as perhaps the donors causing \( n \)-type behavior here. Similar to the long-range orbital mechanism, this term will be independent of site. Since this contribution and any remaining charge carrier terms will be additive, it can be seen that the reduction in carrier-based \( 1/T_1 T \) is at least an order of magnitude.

Fig. 2(c) shows the \( T \)-dependence of the shifts. The bridging Te\(_{2}\) site exhibits distinctive behavior, as was also the case for \( H_0 \parallel a \) \cite{17}. In the present case, distinctive features are associated with the quantum magnetic response for this orientation. The shifts can generally be divided into a Knight shift (\( K \)) due to the spin response of carriers and chemical shift associated with the orbital susceptibility. For Dirac systems, the orbital term can include an enhanced diamagnetic response \cite{21, 22, 24, 29}; however, this term is likely to be small for the present 3D Dirac case, and we do not observe the characteristic temperature dependence. Other than such a term, chemical shifts are typically slowly varying with \( T \), and likely constant at low \( T \) as seen in the Te\(_{a}\) and Te\(_{d}\) data. The \( T \)-dependence for the Te\(_{c}\) is shown below to be consistent with a core-polarization-induced Knight shift, and thus for convenience we denote the entire shift as \( K \).

DFT calculations \cite{17} indicate that aside from the Dirac crossing at \( \Gamma \), there is also a conduction band (CB) minimum along the \( Y-X_1 \) direction, approximately 20 meV above the Dirac node. Thus, we model this system in a 3-band approximation, including the Dirac electrons and holes, and quadratic CB pocket. For the Dirac-cone dispersion, magneto-optic measurements \cite{10} are consistent with approximately quadratic dispersion along \( k_b \), and linear in other directions, while other recent work \cite{11, 27} also points to a non-Dirac dispersion along \( k_b \). To include the effect of a flatter \( k_b \) dispersion, we compare the limiting cases of a 3D linear Dirac cone, and the quasi-2D case with no dispersion along \( k_b \).

Results from such a model are shown in Figs. 4(a)-
(c), for a 3D Dirac cone with \( v_F = 2.1 \times 10^{5} \text{ m/s} \), from the product of the 3 principal Fermi velocities reported in Ref. 8, and \( n = 5 \times 10^{17} \text{ cm}^{-3} \) assumed fixed due to native doping. We assume an effective mass \( m^* = m_e \) for the quadratic CB, while the Dirac cone with linear dispersion has a density of states (both spins) \( g(E) = E^2/\pi^2(hv_F)^3 \). We also assign a \( g \)-factor of 22.5 for the Dirac states, a mean of the reported results \cite{3, 25, 29}. Solving numerically with \( n \) fixed, we obtain the \( T \)-dependent CB and Dirac carrier densities, and corresponding chemical potential (\( \mu \)) shown in Fig. 4 (curves labeled DC). Near room temperature the CB electron and Dirac hole densities become large, a result which is not very sensitive to the total \( n \). The quasi-2D Dirac case gives qualitatively similar results, see Supplemental Material \cite{30}. In the results, \( \mu \) crosses the Dirac node near 100 K, in agreement with the fitting of the high-\( T \) \( 1/T_1 T \) giving an extrapolated node crossing of 97 K.

The large Dirac \( g \)-factor also leads to an increasingly more negative \( K \) as room temperature is approached in this model. This was calculated from the spin density difference of Dirac cones shifted by the Zeeman energy \( \pm g \mu_B H_0/2 \) in the 9 T NMR field. Assuming the core polarization hyperfine interaction dominates for Te\(_{p}\)-states with \( H_{HF} = -15 \text{ T}/\mu_B \) \cite{31}, and the spin density locates on the Te\(_{c}\) sites, \( K \) is the ratio of the net hyperfine field to \( H_0 \). The calculated trend shown in Fig. 4(c) agrees with the measured Te\(_{c}\) shift above 150 K, although the magnitude is about 3 times smaller than observed –
previous NMR measurements for $H_0 \parallel a$ indicated a somewhat faster change of $\mu$ vs $T$ than given in this model, which may be due to excitation of carriers into additional CB pockets which exist at higher energies.

The model described above assumed continuous Dirac states; however, at low $T$ discrete Landau levels will be important, as sketched in Fig. 4(d). Landau Level separations at $k_b = 0$ are $E_N = \text{sgn}(N)\sqrt{2e\mu_b}H_0\Phi_0^{-1}|N|$, with each single-spin level occupied by $n_0 = \mu_0H_0/(\Phi_0 b)$ per volume, where $\Phi_0$ is the flux quantum and $b$ the lattice constant. With $v_F = 5.6 \times 10^5$ m/s (the mean $a$ and $c$-direction values), we obtain the separation between $N = 0$ and ±1 levels $E_1 = 61$ meV, and $n_0 = 1.6 \times 10^{18}$ cm$^{-3}$. For $n = 0.5 \times 10^{18}$ cm$^{-3}$, the $N = 0^+$ level is thus about 0.3 filled at $T = 0$. The 9 T Zeeman splitting of the $N = 0$ levels is 10 meV, which may be enhanced by the $T$-dependent Dirac gap. From the Hamiltonian parameters quoted in Ref. [28], we calculate an energy dispersion of about 10 meV over the range of the filled $N = 0^+$ states, and the proposed $k_b$ dispersion implies a situation closer to quasi-2D discrete Landau levels. Thus, our sample is within the quantum limit in the 9 T measuring field, with only the $N = 0^+$ level occupied at low temperatures in absence of interactions.

Figs. 4(a)-4(c) shows results according to the above parameters (labeled LL) with the Landau states treated as quasi-2D. In this case, below about 50 K, the CB becomes depleted in favor of the large density of states in the $0^+$ level. At high temperatures, the overlap of higher levels becomes important and the 3D continuous model better represents the situation.

The abrupt $1/T_2T$ drop at 150 K indicates the disappearance of the long-range orbital relaxation and hence the depletion of Dirac states near $\mu$, signaling a gap-opening process. There have been many discussions of interactions on Dirac electron systems, with a magnetic field effectively reducing the dimensionalities to promote this, and in ZrTe$_5$ the quadratic dispersion along $k_b$ may also enhance these effects. Possible resulting states include excitonic condensates, charge or spin density waves, or other symmetry breaking phases. It seems unlikely that the development of a density wave is responsible since there will be no well-defined Fermi surface at 150 K with $\mu$ approaching the node and the Dirac carrier density undergoing significant changes vs $T$ (Fig. 4). On the other hand, this situation, with balanced Dirac electron and hole numbers, is favorable for spontaneous exciton formation, enhanced by the Dirac electron-hole symmetry.

While exciton condensate formation normally would be continuous, the reservoir of CB carriers provides a likely explanation for the abrupt change, as illustrated in Fig. 4(e): With holes and electrons nearly equal, transfer of electrons from the CB to attain balance could bootstrap the process since they will aid in the lowering of the condense energy. This requires a relatively small electron transfer, and not the disappearance of all carriers with balanced Dirac electron and hole numbers, which the CB will retain the native carrier density as $\mu$ continues to change vs $T$. The Knight shift results match this scenario, since the large $g$-factor makes $K$ particularly sensitive to the Dirac spins, and the small increase in Te$_z$ shift at 150 K indicates a decrease in spin density due to the negative core polarization hyperfine field $H_{HF}$. The constant shift below this corresponds to a zero net-spin configuration, and thus a singlet condensate with no net Dirac spin polarization.

Starting at ~50 K, the Te$_z$ shift begins to decrease [Fig. 2(c)], and by 4 K its magnitude is reduced by almost 200 ppm. This corresponds to an increase of paramagnetic spin density on Te$_z$, because of the negative $H_{HF}$ for Te $p$-orbitals. At these temperatures, $\mu$ is expected to be close to the $0^+$ level, with the $n = 0.5 \times 10^{18}$ cm$^{-3}$ available carriers settled on this level [Fig. 4(a)]. The $0^-$ level completely occupied (by $1.6 \times 10^{18}$ cm$^{-3}$ as noted above). To the extent that spin-orbit coupling does not mix spin configurations, due to the positive $g$-factor the $0^-$ level will contain the paramagnetic-sign spins. This implies a net spin density of $1.1 \times 10^{18}$ cm$^{-3}$. With 8
FIG. 4. (a)-(c) Numerical results vs $T$ for continuous Dirac (DC) and quasi-2D Landau level (LL) models in text: (a) Carrier concentrations. (b) Chemical potential. (c) Knight shift. (d) Sketch of Landau levels and low-$T$ spins. (e) Condensation process with CB pocket participation.

Te$_2$ sites per 795 Å$^3$ unit cell [36] this is $1.1 \times 10^{-4}$ spins per Te$_2$ site, and with $H_{HF} = -15$ T/$\mu_B$, the net $-1.6$ mT hyperfine field yields an expected $K = (-1.6$ mT)/(9 T) = $-180$ ppm, very close to what is measured.

This scenario implies the dissolution of the exciton condensate which we identify below 150 K. The carriers which settle into Dirac states at low $T$ can lead to such a condensate destabilization [12]. An alternative situation in which electrons are simply added to the 0$^+$ level would instead cause a positive shift change, the opposite of what we observe below 50 K. The increase in $1/T_1 T$ as $T$ is lowered in this regime is also consistent with the reappearance of high-mobility Dirac carriers, based on the extended-orbital mechanism described above, which is expected to operate for the Dirac electrons and extend to all sites as observed.

Ref. [8] proposed a phase diagram which aligns with the quantum effects observed here: At the 150 K boundary between hole- and electron-dominated phases we show that there is a gap opening in the Dirac states. Below 50 K is a series of quantum states; in our sample $n$ is about 4 times larger than Ref. [8], so our results are comparable to those for $B = 9$ T/4 $\sim$ 2 T, just above the quantum limit identified, in the 3DQHE regime.

The quantum limit identification in Ref. [8] includes a 4-fold enhancement in areal carrier density associated with a proposed field-induced CDW. Without this enhancement, our sample will be well-past the quantum limit, with level filling of $\sim 0.3$ as determined above. We do not find evidence for a CDW in our sample, which normally would cause characteristic NMR splitting [37]. We do see a low-$T$ increased broadening [Fig. 2(a) inset]; however, to within uncertainty this is a dynamical linewidth, and matches a decrease in the $T_2$ coherence decay time we observe at low temperatures. Because of this enhanced natural width, it could be possible for CDW splitting to be hidden; however, the amplitude must be small: The proposed [8] 4-unit-cell CDW, if its effect is to confine the Dirac electrons into a conducting layer every 4 cells and thereby promote the 3DQHE, implies a charge density in these layers 4 times larger than for the sample as a whole. Repeating the above estimate of $K = 180$ ppm, this leads to an enhanced $K$ in the conducting layers of about 600 ppm based on the filling factor of our sample. The majority of the NMR line would have no Knight shift, with a net 600 ppm CDW splitting. This should be readily apparent in our experiment. TaSe$_2$ [38] and NbSe$_2$ [39] similarly exhibit CDW splittings of about 500 ppm for $^{77}$Se, which similar to $^{125}$Te has no nuclear quadrupole splitting, giving further indication of the expected magnitude. Thus, there is no evidence for a CDW in our spectra, even though the reappearance of the Dirac carriers evidenced in our results appears to match the onset of the 3DQHE phase identified in Ref. [8]. We speculate that this onset leads instead to an intrinsic 3DQHE, perhaps due to the unusual Dirac-cone dispersion which puts the system closer to a quasi-2D behavior.

In conclusion, we observe a field-induced Dirac gap opening at 150 K in NMR studies of ZrTe$_5$. This occurs when the Dirac electron and hole densities are nearly equal, suggesting an exciton condensate mechanism. The abrupt nature of this transition points to the importance of a normal-electron pocket in stabilizing the condensate. Below 50 K, the gap-opened state dissolves, however we do not see evidence of a CDW state as has been proposed.
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