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Abstract: The effect of social interactions on how opinions are developed and changed over time is crucial to public processes that involve citizens and their points of view. In this opinion dynamics exercise, we address the topic of nuclear waste repositories in Switzerland and suggest a more realistic investigation of public opinion using agent-based modeling in combination with empirical data and sociopsychological theory. Empirical data obtained from an online questionnaire \((N=841)\) is used for the initialization of the model, whose agents directly represent the participants. We use social judgment theory (SJT) to describe how opinions can be adapted during social interactions, including through mechanisms of contrast and assimilation. Furthermore, we focus on the definition of “opinion” itself, claiming that working with disaggregated opinions (i.e., arguments) can play a determining role if one aims to capture real-world mechanisms of opinion dynamics. Simulation results show different patterns for the three different argument categories used for this specific topic (i.e., risk, benefit, and process), suggesting a mutual influence between an individual’s initial knowledge and evaluations and an individual’s social dynamics and opinion changes. The importance of content-related and empirical information, as well as the theory and mechanisms used in the social simulation, are discussed.
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Introduction

1.1 People discuss their points of view about many topics that affect them personally and/or socially. These social interactions are influenced by many factors, including prior knowledge, the perception of new information, the judgment of interacting partners, and the situation in which interaction occurs [Martin & Hewstone 2003; Wood 2000; Forgas & Williams 2001]. Based on these communications, people form and adapt their opinions. But how does this work? In this study, we want to address this basic question, focusing especially on the content and the form of opinions and using empirical evidence and agent-based modeling (ABM) to analyze a part of the big picture of social interaction.

1.2 We based our investigation on models of continuous opinion dynamics under bounded confidence [Deffuant et al. 2000; Deffuant 2006; Hegselmann & Krause 2002; Salzarulo 2006], in which agents gradually adjust their opinions by comparing them with those of other agents. This repeated averaging occurs within the context of bounded confidence, by which agents only interact if they are close in opinion to each other.

1.3 An extension of these classical opinion dynamics models includes the implementation of contrast effects [Huet et al. 2008; Dykstra et al. 2013; Jager & Amblard 2005]. Contrast effects refer to the mechanism of shifting away from an advocated position when this position is distant to the receivers’ initial position (see also the Section on theoretical background). For instance, in the model developed by Jager & Amblard (2005), the inclusion of contrast effects permitted shifts in opinion and resulted in the emergence of different patterns, including divergent, convergent, and pluriform distributions.

1.4 Another method of understanding why these phenomena of converging or diverging opinions in social interaction occur relates to social influence in terms of attraction (i.e., homophily) and distancing (i.e., heterophoby)
In fact, in addition to positive influence among social groups (i.e., seeking consensus in interactions), negative influence (i.e., moving away from others’ opinions in interactions) is also shaping the way in which social influence occurs. Positive and negative social influences are mainly used in studies that investigate in-group and out-group dynamics, as well as those that examine social dynamics in different cultures (e.g., Axelrod 1997, Mark 1998, 2003, Mäs et al. 2013, Salzarulo 2006). Experimental studies (Mäs & Flache 2013, Takacs et al. 2014) have tested positive and negative mechanisms in social interactions, and their results have revealed the presence of homophily; however, they have not found supporting results for negative social influence.

1.5 Despite the various successful studies of opinion dynamics, a commonality among these models is the fact that agents only have their opinions represented as one-dimensional concepts. In such studies, opinions are either positive or negative, with binary or continuum characteristics (e.g., Latané & Nowak 1997, Weisbuch et al. 2002, 2003). Some scholars have pointed out the necessity of viewing opinions as multidimensional (Urbig & Malitz 2005); however, the lack of empirical data in opinion dynamics remains. In fact, what we learn from these models about opinion dynamics is often presented in artificial, abstract terms. The concrete case may differ considerably, and real populations/samples do not always exist in the same homo- or heterogeneous manner, as arbitrary distributions of agent populations assume. With our contribution, we aim to test what happens when we fill these data gaps and explore a more realistic model based on empirical data and a specific real-world issue (related to contested infrastructures).

1.6 Switzerland is currently active in a participatory site selection process for the building of deep geological repositories (DGR) for nuclear waste, and citizens’ opinions are important if the overall support of the population is to be obtained (Swiss Federal Office of Energy 2008). Prior research has shown that there are different opinion types regarding this specific topic, such as extreme opinions (against or in favor) and moderate opinions (ambiguous or indifferent) (Seidl et al. 2013).

1.7 Thus, it is important to determine how lay people communicate and adapt their opinions on this topic in the long term. In fact, when people discuss any issue, what they compare is usually not a mean value of their overall opinion on the discussed topic. What we observe is that people communicate arguments to each other. An individual’s opinion is not an aggregate; rather, it is split up into subcategories (arguments), which can have different valences.

1.8 Usually, each individual identifies pro and con arguments in different amounts and ratios depending on the topic. This is also a reason why moderate opinions (i.e., ambivalence) can occur (see Jonas et al. 2000 for an overview). The disaggregation of opinions has been inspired by prior work on arguments in opinion dynamic models.

1.9 For instance, in their paper on multidimensional opinion dynamics, Urbig & Malitz 2005 emphasize the fact that attitudes are multidimensional by nature. They propose a simple attitude model where evaluations and associations regarding the object are conceived as different opinion dimensions. Mäs et al. 2013 also approached multidimensional opinion dynamics and used arguments to represent the elements that form opinions in order to explain homophily and social influence. These contributions, however, do not include empirical data in their model dynamics. A successful attempt to include empirical data in multidimensional opinion dynamics was performed by Mäs & Flache 2013. These scholars tested their hypotheses regarding social influence through argument communication via a group discussion experiment.

1.10 In line with the efforts of these prior research contributions, we concluded that in our simulation, the use of concrete arguments rather than aggregated opinions was the path to follow. Furthermore, we wished to emphasize the inclusion of empirical data in the model parameters. We aim to conduct an opinion dynamic exercise that studies argument communication on a specific topic; this examination will be made on the basis of sociopsychological concepts. The results of this exercise should provide a ground for discussion regarding the implementation of empirical data into opinion dynamic models with disaggregated opinions. Moreover, this study will introduce empirical groundings for simulation models of contrast effects.

Theoretical Background

2.1 The theoretical pillar for our investigation on opinion changes comes from social psychology. Social judgment theory (SJT) (Sherif & Hovland 1961) offers a good basis for modelers of social simulations (e.g., Dykstra et al. 2013, Jager & Ambillard 2005) because it allows for a good balance between complexity and simplification (Railsback & Grimm 2011, Starfield et al. 1990). An anchor based on prior knowledge and experience provides the basis for comparison and places the new information on the social judgment continuum, which also determines the
persuasive power of the message O’Keefe[1990], Sherif et al.[1965]. This social judgment continuum is divided into three latitudes with rejection at one extreme, acceptance at the other, and non-commitment in the middle.

2.2 In this process, people might stumble across perceptual errors explained in SJT as contrast and assimilation effects. A contrast effect means that new information that falls within the latitude of rejection is perceived as more opposed to one’s own attitude (because it is perceived as being further away from one’s own anchor or point of view) than it really is. An assimilation effect means that new information that falls within the latitude of acceptance is perceived as less opposed to one’s own attitude (because it is perceived as being much closer to one’s own anchor or point of view) than it really is.

2.3 However, changes in opinion might occur during the second step, in which people adjust their own attitude or opinion either toward or away from the new information, depending on whether the new information has been previously judged as being in the latitude of acceptance, non-commitment, or rejection. If the new information is judged to be in the latitude of acceptance, the receiver will adopt his or her attitude or opinion toward it. If the opposite occurs (i.e., the new information is judged to be in the latitude of rejection), the receiver will adjust his or her attitude or opinion away from that of the other person. In both cases, it is believed that the greater the discrepancy between opinions, the larger the change. For new information in the latitude of non-commitment, the common interpretation is that no change occurs.[Sherif & Hovland[1961].

2.4 Born as a sociopsychological theory in the 1960s (and being under acknowledged in the last few decades), SJT has found some recent applications in communication science. Smith et al.[2006] focused their investigation on the latitude of non-commitment. They found that information presented in social norm campaigns that fell under the latitude of non-commitment provoked a change in attitude and behavior in the direction of the presented norm. The latitudes of acceptance and rejection were not compared, which impedes comparison between these latitudes for possible changes.

2.5 In an experimental study on persuasion, Park et al.[2007] focused on argument quality and involvement, which is an additional factor in SJT determining the acceptance or rejection of persuasive messages. They found no evidence of involvement’s relevance to attitude change. However, argument quality was found to be a determinant of the ability of information to provoke attitude change.

2.6 All in all, the applicability of SJT is yet to be proven in social simulations of opinion dynamics with empirical cases. In the following section, we will describe our social simulation model, in which we implement SJT and use empirical data for the investigation of opinion dynamics based on arguments.

Method

Empirical study

Sample

3.1 Our sample comprised 841 participants (43.4% women and 56.6% men) with an age range between 19 and 84 years ($M = 56.2$, $SD = 16.86$); participants completed the online questionnaire in January of 2014. The sample participants lived in the German-speaking part of Switzerland, as the potential sites for nuclear waste repositories are all located in German-speaking regions. We recruited the sample in collaboration with a market research institute. This permitted a wide distribution of the questionnaire based on specific quotes aimed at recruiting a representative sample of the Swiss German-speaking population. Furthermore, the selection of the final sample was directly linked to the quotes and to the completeness of the responses; this allowed us to obtain a complete data set without missing values.

Questionnaire

3.2 A short factual description of the topic of nuclear waste in Switzerland and the ongoing repository site selection process introduced the participants to the online questionnaire. In the first part, ten arguments related to this topic were to be evaluated on (a) a valence scale, asking participants if, in their opinion, the argument was in favor of or against a DGR on a seven-point Likert scale (from “totally against” to “totally in favor”), with the option of an “I don’t know” answer, and on (b) an importance scale, asking the degree of importance they would attribute to each argument on a seven-point Likert scale (from “not important at all” to “very important”).
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Of the ten arguments, four focused on the risks of a DGR (e.g., “A deep geological repository would represent a health risk”), four on the benefits of a DGR (e.g., “A deep geological repository would create new and lasting job opportunities in the region”), and two on the ongoing site selection process (e.g., “The communication during the site selection process should be transparent”) (see Table 1).

The decision to include the dimensions of risk and benefit was made in order to ascribe to classical research on contested technologies and infrastructures (e.g., Slovic 1972). The focus lies in the evaluative aspect of certain attitudes toward, for instance, nuclear issues, which in many studies is described as the risk and benefit perception (e.g., Poortinga & Pidgeon 2006; Visschers & Wallquist 2013). However, concerning the specific issue of nuclear waste in relation to its political process, procedural aspects should also be taken into consideration. Factors such as fairness and transparency have been described as fundamental to the participatory processes of contested infrastructures (Krütli et al. 2012). Therefore, we included in our questionnaire the dimension of process, which refers to the procedural aspects of the site selection process in Switzerland.

After the evaluation of the ten arguments, we measured the social judgment continuum of the participants for each argument. For this purpose, we used an adapted measurement called the ordered alternative scale (OAS) (Sherif & Hovland 1961; Sherif et al. 1965; Smith et al. 2006). The adaptation of the original measurement rooted in the studies on conception measurements (see Jackson 1960) was necessary for the best implementation in the ABM. In our online questionnaire, participants had to sort the ten arguments on a three-point scale from “objectionable” to “acceptable,” with a neutral position “neither acceptable nor objectionable.” This neutral position represented arguments in the latitude of non-commitment. The arguments reported as being objectionable were represented in the latitude of rejection, and arguments reported as being acceptable were represented in the latitude of acceptance.

### Results

The results of the evaluations of the arguments are depicted in Table 1. As expected, benefit-oriented arguments were rated as more favorable to DGR in Switzerland (valence). The process-oriented arguments were rated as the most favorable and the most important among the sample. The importance ratings show higher values for risk-oriented arguments than for benefit-oriented arguments.

| Arguments                                      | Valence M | Valence SD | Importance M | Importance SD |
|-----------------------------------------------|-----------|------------|--------------|---------------|
| More working places (BO)                      | 5.0       | 1.60       | 4.1          | 1.75          |
| Better infrastructure (BO)                    | 4.3       | 1.81       | 3.8          | 1.68          |
| Lower taxes for citizens (BO)                 | 4.6       | 1.80       | 3.8          | 1.84          |
| Sustainable development in the region (BO)    | 4.0       | 1.78       | 3.8          | 1.69          |
| Environmental damages (RO)                    | 3.3       | 1.92       | 4.8          | 1.87          |
| Transport accidents (RO)                      | 3.8       | 1.89       | 4.8          | 1.83          |
| Health risk (RO)                              | 3.3       | 1.87       | 4.8          | 1.90          |
| Later generations reach into the repository (RO) | 3.1       | 1.79       | 4.2          | 1.99          |
| Fairness of the political process (PO)        | 6.1       | 1.31       | 6.0          | 1.38          |
| Transparency of the communication process (PO)| 6.2       | 1.27       | 6.1          | 1.30          |

Table 1: Descriptive statistics for the valence and importance of the ten arguments. Note. RO = risk-oriented argument; BO = benefit-oriented argument; PO = process-oriented argument.

For the computation of the scales (see Sections 5.3, 5.6), we ran a factor analysis (FA) on the ten arguments both for the valence and importance dimension. Results of the FA showed a three-factor solution, which was consistent with the argument types defined as risk-, benefit-, and process-oriented. Each scale represented the mean values for valence and the importance of the arguments by type (see Table 2).
Table 2: Descriptive statistics for the valence and importance of the ten arguments. Note. RO = risk-oriented argument; BO = benefit-oriented argument; PO = process-oriented argument.

| Scale       | Valence | Importance |
|-------------|---------|------------|
|             | M      | SD        | M    | SD    |
| Benefit-scale| 4.5    | 1.75      | 3.9  | 1.74  |
| Risk-scale  | 3.4    | 1.87      | 4.7  | 1.9   |
| Process-scale| 6.1    | 1.29      | 6.1  | 1.34  |

Agent-Based Model

5.1 For our simulation, we used an agent-based model (ABM) and described it by following the ODD-protocol [Grimm et al., 2010; Müller et al., 2013]. In the following sections, we will only illustrate the protocol subsections relevant to our ABM.

Purpose

5.2 The purpose of our ABM was to investigate the mechanisms of opinion dynamics over time on the basis of the assumptions of SJT and arguments related to the specific issue of DGR. The paired agents in the model interact unidirectionally, compare argument-scales, and adapt them (or not) depending on the position of each argument on their own social judgment continuum (see the input data section). Based on the simulation output, we will be able to draw conclusions regarding the applicability of SJT, the differentiation of opinions into arguments for opinion dynamics simulations, and the utilization of empirical data for simulation purposes.

Entities, state variables, and scales

5.3 The model consists of 841 agents representing Swiss citizens. The argument values \( A_i \) taken from the empirical study have been computed as the product of valence ratings \( V_i \) [-1, 1] and importance ratings \( I_i \) [0, 1]. The mean values of the arguments belonging to the same category (i.e., risk, benefit, and process) resulted in the argument scales \( S_x \), where \( x \) is the related category, assuming values between -1 and 1 (see Figure 1). Therefore, each agent \( T \) possesses a set of three argument-scales \( S_x \) computed as the mean of the argument values \( A_i \) belonging to each category \( x \).

5.4 The agents’ profiles were completed using information about the distribution of latitudes (i.e., rejection, non-commitment, and acceptance) for each of the three argument scales \( S_x \) on the social judgment continuum \( SJC_x \) of each agent (see Figure 1) step 1 on the right). This information has been directly implemented using the empirical data that measured the distribution of latitudes (i.e., OAS measurement, see section questionnaire for more details).

5.5 This data has been computed as a probabilistic distribution on the social judgment continuum \( SJC_{x} \) (see Figure 1) step 2 on the right). This means that for each scale, a minimal probability of \( p = 0.25 \) \((p = 0.5\) for the process scale) was multiplied by the number of entries for each latitude. As an example: if, for the risk scale, Participant \( i \) reported two arguments in the latitude of rejection \( (L_{ay} = 1) \), one argument in the latitude of non-commitment \( (L_{ay} = 2) \), and one argument in the latitude of acceptance \( (L_{ay} = 3) \), the social judgment continuum for the risk scale \( SJC_{risk i} \) would comprise the probabilities \([0.5; 0.25; 0.25]\).

5.6 Each interaction between all pairs of agents randomly chosen from the social network is represented by a one-time step \( t \). Time in the model was thus a discrete measure and did not represent a real time interval.
Figure 1: Transformations of arguments to scales and latitudes to social judgment continua. This empirical data is used as input data in the model (see the questionnaire and input data section).

Process overview and scheduling

5.7 The simulation world consisted of a 29 x 29 two-dimensional grid with wrapped boundaries (i.e., all agents are interconnected) based on a Moore neighborhood (i.e., eight neighbors for each agent). This type of social network and the number of links for each agent was selected based upon empirical information (73.2% of the participants reported having interactions with between one and eight persons about DGR). Because spatial representation was not a focus in our study, the Moore neighborhood was assumed to be a good compromise to facilitate simple, readily explicable dynamics. It should be noted that the implementation of more complex social networks (i.e., small worlds, preferential attachments, etc.) and the inclusion of agent characteristics that can be attributed to the social dynamics of different groups have been explicitly omitted. With the exception of general interaction frequency, we do not have empirical information about the network itself (i.e., to whom people may talk and how often they do so). To assume other mechanisms based on arbitrary assumptions would have been beyond the scope of this exercise.

5.8 As described in Figure 2, at each time step $t$, each agent randomly chose a neighbor from the social network. The one-directional interaction (meaning that only the interacting agent $T_a$ could adapt its argument-scale value $S_{a,x}$) started with the comparison of a similar argument-scale $S_{y,x}$.
5.9 The choice of the latitude to use in the comparison for each agent and each argument-scale depended on a random process using the probabilistic distributions of the social judgment continuum related to each argument-scale $SJC_a$. The occurrence of an adaptation directly depended on the chosen latitude type and on the valence of the compared argument-scale values $S_{xa}$ and $S_{xb}$ (i.e., positive or negative).

5.10 If the latitude for the chosen argument-scale was in the latitude of non-commitment, no adaptation occurred. The argument-scale value $S_{xa}$ of the interacting agent $T_a$ remained unvaried, and $T_a$ moved on to the next argument-scale.

5.11 An adaptation for agent $T_a$ would only occur if the latitude for the chosen argument-scale was in the latitude of rejection or acceptance. Based on the general quadratic functions (see functions 1 and 2) and depending on the latitude (see Tables 3 and 4), the argument-scale value $S_{xa}$ was permitted to shift up or down to a maximum of 1 or a minimum of -1. The quadratic term in function 1 leads to an asymptotic approach to the extreme positions so as to best represent the two effects of contrast and assimilation described in SJT (see Section 2).

5.12 The constant $s$ set at $s = 0.01$ slowed down the speed of change in the argument-scale values (see also Jager & Amblard 2005). This facilitates better observation during the simulation and better reflects the generally slower changes in people’s opinions in the real world.

$$f(x) = \pm(x^2 \times s) \rightarrow f(x) = \pm(S_{2b}^2 \times s) \quad (1)$$

$$S_{x(t+1)} = S_{xa(t)} \pm y \rightarrow S_{xa(t+1)} = S_{xa(t)} \pm (S_{2b}^2 \times s) \quad (2)$$
However, we must bear in mind that the process of DGR takes several decades to complete; we decided to adopt this figure as the maximum number of interactions for the purposes of our study. This would ensure that the change was negligible and no significant deviations or emerging patterns were detected; thus, we ran several prior sensitivity analyses using our model in order to define a level of stability and to ensure the robustness of the parameters (the simulation was run over 2000 time-steps). Examining the number of runs, the model showed relatively stable patterns at approximately 500 time-steps. A more than 500 time-steps, the change was negligible and no significant deviations or emerging patterns were detected; thus, we decided to adopt this figure as the maximum number of interactions for the purposes of our study. This would represent each individual (i.e., agent) having 500 interactions with other people, which is apparently a great deal of interaction. However, we must bear in mind that the process of DGR takes several decades to complete; therefore, discussions regarding this issue could realistically entail such a large number of interactions.

### Design concepts – Implementation and initialization

The model was implemented in the freely available, multi-agent, programmable modeling environment NetLogo 5.0.3 (Wilensky, 1999).

During the initialization, every agent profile was sequentially built upon the following empirical information about its state variables:

- values for each argument-scale ($S_a$) were computed as the mean of the argument-values $A_x$ and the argument-values $A_x$ were computed as the product of valence $V_x$ and importance $I_x$ and
- the probability for every latitude (i.e., latitude of rejection, acceptance, or non-commitment) of location in each of the three social judgment continuum $SJC_x$ related to a category $x$.

### Input data

The input data for every variable described above consisted of the empirical data from an online questionnaire. This investigation was conducted in January, 2014 in the German-speaking part of Switzerland. Thus, at the beginning of the simulation, every agent directly represents one of the participants of the online questionnaire.

### Results

We ran several prior sensitivity analyses using our model in order to define a level of stability and to ensure the robustness of the parameters (the simulation was run over 2000 time-steps). Examining the number of runs, the model showed relatively stable patterns at approximately 500 time-steps. After more than 500 time-steps, the change was negligible and no significant deviations or emerging patterns were detected; thus, we decided to adopt this figure as the maximum number of interactions for the purposes of our study. This would represent each individual (i.e., agent) having 500 interactions with other people, which is apparently a great deal of interaction. However, we must bear in mind that the process of DGR takes several decades to complete; therefore, discussions regarding this issue could realistically entail such a large number of interactions.

---

**Table 3:** Formulæ used when the latitude of acceptance has been chosen for the compared argument-scale. Note: $S_{xa} =$ argument-scale value for category $x$ of agent $T_a$ (positive or negative), $S_{xb} =$ argument-scale value for category $x$ of agent $T_b$ (positive or negative), $t =$ time step in the model, and $s =$ speed of change constant ($s = 0.01$).

| $S_{xa}$ | $S_{xb}$ |
|----------|----------|
| $S_{xa(t+1)} = S_{xa(t)} + (S_{xb}^2 * s)$ | $S_{xa(t+1)} = S_{xa(t)} - (S_{xb}^2 * s)$ |
| $S_{xb(t+1)} = S_{xb(t)} + (S_{xa}^2 * s)$ | $S_{xb(t+1)} = S_{xb(t)} - (S_{xa}^2 * s)$ |

**Table 4:** Formulæ used when the latitude of rejection has been chosen for the compared argument-scale. Note: $S_{xa} =$ argument-scale value for category $x$ of agent $T_a$ (positive or negative), $S_{xb} =$ argument-scale value for category $x$ of agent $T_b$ (positive or negative), $t =$ time step in the model, and $s =$ speed of change constant ($s = 0.01$).

| $S_{xa}$ | $S_{xb}$ |
|----------|----------|
| $S_{xa(t+1)} = S_{xa(t)} - (S_{xb}^2 * s)$ | $S_{xa(t+1)} = S_{xa(t)} + (S_{xb}^2 * s)$ |
| $S_{xb(t+1)} = S_{xb(t)} - (S_{xa}^2 * s)$ | $S_{xb(t+1)} = S_{xb(t)} + (S_{xa}^2 * s)$ |
To test the parameters, we primarily focused on the trajectories of the latitudes to see if the changes in the argument-scale values directly depended on the latitudes. This means that for each argument-scale, only one distribution of the latitudes was taken sequentially, without allowing for changes during the simulation in the first place (no random choice based on the probabilistic distribution). Different runs showed that the trajectories did depend directly on the latitudes and not on random effects not defined in the model.

**Results among the entire sample**

If we consider the entire sample of 841 agents, the runs on the three different argument-scales (considering the individual social judgment continuum for each agent) showed different pictures for all three scales.

In our sample, the participants (and thus the agents in the model) varied in their evaluations of the risk-scale, showing different initial states along the continuum from absolutely against to absolutely in favor of (Figure 3). We observed a huge variance in the scale-values over the course of the simulation, with a minor tendency to converge on the low extreme of -1 and a diffusion in the middle part. This heterogeneity is also noticeable in the social judgment continuum, resulting in high variance during the simulation exercise. We also noted very different trajectories for the agents (each represented by a curve in the graph), showing that they adapted their values in different ways, without a clear general tendency.

The benefit-scale produced a similar yet horizontally flipped picture of the scale-values in the simulation (Figure 4). The agents possess more heterogeneous initial values compared to those of the risk-scale, which converge to the neutral position with a slight positive tendency. Hence, the lower part (benefit-scale as arguments against a DGR) is less represented, and we noted only a small percentage of the sample in the lower part. During the simulation, we also noted more stable trajectories for the agents in the model than for those in the risk-scale, with distinguishable tendencies. It appears that agents starting with positive values tended to adapt towards more positive values, whereas agents starting with negative values tended to adapt toward more negative values. Additionally, we noted a remarkable number of agents in the middle section, showing stable trajectories and indicating a less prominent adaptation of their scale-values over time.

---

Figure 3: Trajectories of the risk-scale values over 500 time steps for the entire sample ($N = 841$).
Finally, the process-scale shows a tendency toward a high degree of consensus that occurs significantly more rapidly than in the other two scales (Figure 5). We can observe that already after the first 200 interactions, process-scale agents began to converge to the upper limit of 1. Only a small subset of agents shows either no significant change over the interactions or a falls towards the negative limit of -1. This is related to the initial state values almost exclusively represented in the positive segment, already showing a favorable evaluation of this scale. The rapid adaptation towards a positive consensus is also triggered by a high representation of the social judgment continuum, entailing almost the latitude of acceptance among the agents (see below, Figure 7).
Results among subgroups of the entire sample

5.23 To allow for a better comprehension of these graphs, we decided to divide each scale into the different social judgment continua. We divided the sample into groups whose members reported the same latitude distributions in each scale. As an example, Figure 7 illustrates in greater detail the grouping of the sample for the risk scale. We subsequently obtained 15 different cases for both the risk and benefit scales (3 latitudes x 4 arguments) and six cases for the process scale (3 latitudes x 2 arguments). In Figure 7 the cases are described and provided along with the percentage of agents who share the same social judgment continuum across the entire sample.

| Case | Rej | N-Com | Acc | Description |
|------|-----|-------|-----|-------------|
| 1    | 0   | 0     | 0   | 4 arguments in Rej |
| 2    | 20  | 0     | 25  | 3 arguments in Rej, 1 argument in N-Com |
| 3    | 0   | 25    | 0   | 3 arguments in Rej, 1 argument in Acc |
| 4    | 20  | 0     | 0   | 2 arguments in Rej, 2 arguments in N-Com |
| 5    | 0   | 0     | 50  | 2 arguments in Rej, 2 arguments in Acc |
| 6    | 20  | 0     | 25  | 2 arguments in Rej, 1 argument in N-Com, 1 argument in Acc |
| 7    | 0   | 75    | 0   | 1 argument in Rej, 3 arguments in N-Com |
| 8    | 50  | 0     | 25  | 1 argument in Rej, 2 arguments in N-Com, 1 argument in Acc |
| 9    | 50  | 25    | 0   | 1 argument in Rej, 1 argument in N-Com, 2 arguments in Acc |
| 10   | 25  | 0     | 75  | 1 argument in Rej, 3 arguments in Acc |
| 11   | 0   | 100   | 0   | 4 arguments in N-Com |
| 12   | 0   | 75    | 25  | 3 arguments in N-Com, 1 argument in Acc |
| 13   | 0   | 50    | 50  | 2 arguments in N-Com, 2 arguments in Acc |
| 14   | 0   | 25    | 75  | 1 argument in N-Com, 3 arguments in Acc |
| 15   | 0   | 0     | 100 | 4 arguments in Acc |

Figure 6: A detailed description of the process of splitting up the scales into cases. Example refers to the risk scale. Note: Rej = Latitude of rejection; N-Com = Latitude of non-commitment; Acc = Latitude of acceptance.
In dividing the sample into subgroups of agents who share the same social judgment continuum (cases), we observed different stylized facts related to this cases. For example, the distribution of the cases among the scales is quite different. The largest difference is observed in the process scale, which clearly indicates a skewed distribution. Only a few participants reported both process arguments to be in their latitude of rejection (0.6%), whereas the majority (72.5%) reported both arguments to be in the latitude of acceptance. The risk scale shows that half of the sample participants (50.3%) reported a latitude of rejection that fell within the scale, at least to a probability of \( p = 0.5 \) (which indicates that at least two of four arguments were reported to exist in this latitude). For the benefit scale, however, this was the case for only 29.6% of the sample. Conversely, the probability of an individual having at least \( p = 0.5 \) of their arguments fall within the scale reported in the latitude of acceptance is similar for both the risk scale (32.5%) and the benefit scale (35.1%).

Shifting the focus to the dynamics in the simulation, we take the most extreme cases for every scale as examples of the different trajectories in order to relate them to the initial values. Cases 1 and 15 were used for the risk-scale (17.5% and 9.3%, respectively) and the benefit-scale (9% and 9.9%, respectively), and case 6 was used for the process-scale (72.5%). We omitted case 1 for the process scale because of the underrepresented sample (0.6%).
Figure 8: Diagrams of scale-value changes over 500 time steps, divided into scales and cases: A: benefit-scale, case 1; B: risk-scale, case 1; C: benefit-scale, case 15; D: risk-scale, case 15; E: process-scale, case 15.

**5.26** For case 1 (in which the probability for the latitude of rejection in the social judgment continuum equals 100%) we see a major difference in the dynamics if we compare the risk-scale with the benefit-scale. The values for the risk-scale in case 1 (see Figure[8B]) present much more variability and less consensus than those for the benefit-scale. Both extreme values of -1 and 1 are reached, and the dynamics of value adaptations do not show any clear tendencies over time. Even if the social judgment continuum is the same for all agents represented in the graph, a clear relationship among the starting values, the adaptations, and the social judgment continuum is absent.

**5.27** The benefit-scale (see Figure[8A]) in case 1 shows more homogeneous starting values and presents a clear tendency in the dynamics. The direction of the dynamics is either negative (reaching the extreme of -1) or more or less stable over time (diffusing the scale-values over the negative spectrum). No changes are visible in the upper positive space of the graph. It seems that agents with prevailing rejection tendencies in their social judgment continua also rate benefit-related arguments as being against a DGR.

**5.28** For case 15 (in which the probability for the latitude of acceptance in the social judgment continuum equals 100%) differences between the risk-scale and the benefit-scale are visible again. For the risk-scale in case 15 (see Figure[8D]), we observe a variability in both the dynamics and in the starting values. Even though there is a tendency for a convergence to the extreme values of -1, the trajectories are of different speeds and in some cases are also of different directions (stable or towards more positive values). Again, no clear relationship among the starting values, the adaptations, and the social judgment continuum is present.

**5.29** The benefit-scale in case 15 (see Figure[8C]) presents more homogeneous values at the start of the simulation than the risk-scale. Almost all agents’ initial values cover the entire positive spectrum, meaning that those agents see the benefit-scale as representing arguments in favor of a DGR. Except for a few outliers, the dynamic is rather stable, with a tendency toward the positive extreme of 1. Thus, after the 500 time steps in the simulation, we notice a slightly stronger consensus toward a favorable position.

**5.30** Concerning the similar case for the process scale (i.e., case 6, the same social judgment continuum with a 100% probability of acceptance) we observe a strong representation of the initial values in the positive half of the spectrum (see Figure[8E]). Moreover, the dynamics are very fast, all in the same direction (positive), and reach consensus in the upper extreme of 1 after around 100 interactions. That is, agents rapidly accept the process-related arguments to be in favor of a DGR.


Discussion

6.1 The simulation based on empirical data from an online questionnaire about DGR in Switzerland provides insight regarding the structure of opinions in a context-specific opinion dynamic exercise. The opinion structure is discussed in terms of the process of opinion disaggregation into arguments (empirical basis) and of disaggregation into scales representing different categories of arguments. Our results show different patterns depending on these categories.

6.2 We adapted prior models of opinion dynamics based on SJT and contrast effects by allowing for individual differences and variations in the latitudes during the simulation, as well as by including real empirical data, which facilitates a content-based simulation related to a specific topic.

6.3 Summing up the results, we can observe a mutual influence between individuals’ current knowledge and what they value (initial state) and how they evaluate new information (dynamics). However, it is important to note the large differences among the scales in this respect.

6.4 This suggests that not only do dynamics and the initial values play a role in the simulation but the content-related part is also very important. We see, based on our results, that the risk category has a much more diffused dynamic compared to the other two categories (i.e., the benefit and process categories). In addition, the process category has the most rapid adaptation toward a positive consensus among the other categories (i.e., the risk and benefit categories).

6.5 This indicates that the dynamics over time depend on the category of an argument. This category may be valued differently for different topics. Thus, the pattern of risk/benefit/process is most likely linked to the topic at hand. We assume that a very different pattern and set of related dynamics would exist for more controversial topics, such as the fair distribution of refugees from Syria. In this case, for instance, the salience of the topic and the almost constant media coverage might provide different sources of information and could affect the way in which new information is being processed, considering also the cultural issues at hand (see e.g., Gonzalez-Avella et al. 2007). It could be plausible to have higher importance ratings that lead to stronger and more polarized positions (as the valence of arguments is weighted in opinion communication). Furthermore, the debate would focus on specific arguments that could be related to other categories, such as values or ethics. It is therefore advisable to study the topic carefully and to derive assumptions that are possibly based on empirical evidence.

Why not (only) psychology?

6.6 Studying human behavior and cognition is commonly related to the social sciences – such as psychology and sociology, as well as neuroscience and biology – with their respective established methods. So, why should scientists bother to invest time in simulation models to better understand human cognition and behavior?

6.7 Observing most social and psychological phenomena, we can state that they are not the results of behaviors and/or cognitions performed by individuals alone. As social beings, people interact with, learn from, and are influenced by each other. People repeatedly interact and hence build their opinions, enhance their experiences, and make decisions.

6.8 Yet, domains such as social psychology use suboptimal theory-building and modeling techniques to capture dynamic processes related to social interactions (Smith & Conrey 2007). Social simulations can help overcome these shortcomings (Squazzoni et al. 2014). However, it is important to acknowledge the importance of keeping the investigations near to the real world. This means that empirical information should be incorporated into the models along with theories.

6.9 With our contribution, we provide an example of how this combination can be performed. Sociopsychological theories can be used in empirical investigations and can be translated into codes for computer simulations. Working with these assumptions using empirically-based generated populations of agents can enable a different perspective, which is very helpful in attempting to comprehend thematic social dynamics (Jager 2017).

Why should social simulations incorporate real data, theories, and specific topics?

6.10 Our contribution aims to accomplish the following goals. We seek to:

1. operationalize a sociopsychological theory,
2. find a traceable compromise between very abstract models and very case-specific models to facilitate the investigation of a specific problem, and
3. include real data in order to better match real world opinion communications.

6.11 Concerning point 1, we can conclude from our examination that SJT applies well to simulation studies. It allows researchers to capture structural information about individuals’ cognitions, provides a way to implement an algorithm that describes social interaction and attitude changes, and captures specific effects such as assimilation and contrast. However, we should note that from a sociopsychological perspective, the theory is not perfectly grounded and has not been put forward in empirical investigations (e.g., [Eagly & Telaak 1972] [Hovland et al., 1957]).

6.12 Obviously, there are other theories that explain cognitive mechanisms related to persuasion and attitude change in greater detail. The more popular dual-system models, such as the elaboration-likelihood model (ELM) (Petty & Cacioppo, 1986) or the heuristic-systematic model (HSM) (Eagly & Chaiken, 1993) have attracted a great deal of attention and have been widely studied in psychology (for an overview, see Evans, 2008). In addition, the social simulation community has successfully implemented these models, albeit with considerable effort (e.g., Mosler et al., 2001).

6.13 Nonetheless, the complexity of the latter models restricts the inclusion of empirical data into simulations. Our conclusion is that, in order to better comprehend social interaction and attitude change, one must find the best possible compromise between a suitable theory, a comprehensible model, and empirical information. Moreover, especially for attitude change and persuasion mechanisms, there is still an ongoing debate surrounding the establishment of a standard in social psychology (Evans, 2008). This means that there is not one theory one must apply, but several more or less suited for the case at hand.

6.14 Referring to point 2, our contribution can be seen as a meso-level approach to the investigation of opinion dynamics. This refers to the multidimensionality of attitudes (e.g., Urbig & Malitz, 2005), which claims that an opinion should not be seen as a single general variable, but rather should be divided to the best degree of disaggregation in order to capture differences among the real content of what we call “opinions.” The “best degree,” however, is not evident from the case but instead results from experience with this meso-level approach, which is currently seldom applied. This refers again to the more general issue of complexity and simplification when it comes to social dynamics, and as scientists we must face the fact that we cannot have a perfect model:

“No one knows precisely the dynamics of a single individual, nor the way he interacts with others. Moreover, even if one knew the very nature of such dynamics and such interactions, they would be much more complicated than, say, the forces that atoms exert on each other. ... Therefore, any modeling of social agents inevitably involves a large and unwarranted simplification of the real problem. It is then clear that any investigation of models of social dynamics involves two levels of difficulty. The first is in the very definition of sensible and realistic microscopic models; the second is the usual problem of inferring the macroscopic phenomenology out of the microscopic dynamics of such models. Obtaining useful results out of these models may seem a hopeless task.” (Castellano et al., 2009, p. 592)

6.15 To provide some hope, we assume that a meso-level approach can provide relevant benefits for the investigation of social interaction and opinion dynamics, instead of focusing either on realistic microscopic models that are difficult to generalize or on macroscopic models, which are usually too abstract and out of touch with reality.

6.16 We are of course aware of the fact that these types of model (such as the one in this contribution), compared to works for instance by Hegselmann & Krause (2002), may appear “messy” in their results and lack the beauty of the more mathematically exact models. However, as well-done and interesting as such models are, they are devoid of empirical application. As long as we do not apply models to simulate real world opinion dynamics on actual topics, the contribution of social simulation to, for instance, social or environmental psychological research is unclear. Of course, one can learn from the results – for example by gathering stylized facts derived from random distributions as input variables – and find applications from empirical cases.

6.17 However, we noted that to some extent, the meso-level between fully empirically grounded simulations (Tobias, 2009) and very abstract simulations is missing (for physics-based simulation models, see Sobkowicz, 2009). This is obviously because such meso-level simulations are difficult to execute and yield “messy” results. More research and simulation studies are definitely needed to gain more experience and further test the value of empirically-based agent-based models of opinion dynamics.

6.18 This leads us to point 3, which highlights the meaningful nature of gathering and using empirical data for simulation purposes. Our study provides an example of how multidimensional opinion dynamics can be investigated.
on the basis of empirical data that concerns a specific real-world problem. Though limited by the study design, when considered in conjunction with previous research on the topic of nuclear waste, we find that it is not necessarily whole opinions that are communicated between people; rather, people communicate various types of arguments (i.e., the differentiation of issues within an opinion). Thus, in the context of modeling and the simulation of opinion dynamics, heterogeneity with respect to the arguments and their latitudes of acceptance and rejection is of great importance. As stated above, we assume that similar studies on other topics may reveal diverse risk-benefit-process patterns and that simulation of opinion dynamics should consider this.

### Conclusion

**7.1** Based on our simulation exercise, the empirical data gathered, and the results related to both the dynamics and the context of the study, we claim that there is more need for social simulations addressing concrete topics. It is highly important to find a good balance between empirical details and modeling abstractions and to strike this balance on a content-specific level. In fact, speaking about opinion dynamics, one should first define what “opinion” means for the purposes of a given study. Short-term social discussions – such as those surrounding political elections or the migration crisis – can offer more detailed insights into social interactions. This is related to the usually high salience of those topics in the public and the media, and a relatively manageable timespan. In these cases, one could build a simulation model and initialize it with empirical data based on diary studies, which would allow for more detailed parameters and dynamics.

**7.2** The complexity and the effort of combining empirical information with cognitive theories and of relating them to concrete topics in a social simulation model is very demanding. However, we claim that the insights gained from such efforts could significantly contribute to the implementation of new policies and the building of new infrastructures.

### Notes

1. The terms “attitude” and “opinion” are often interchangeably used in the literature. In our understanding and for the purpose of the study, we define both as overt evaluations – made up of affective and cognitive elements – of a target or an object (for an overview, see Maio & Haddock 2010).

2. The original OAS, developed to assess an individual’s judgment on one issue, comprised a set of statements (usually nine) representing different points of view on a defined issue, arranged from one extreme to the other (Sherif & Hovland 1961). The adaptation in our investigation was that the statements would be represented by the ten arguments on the issue of DGR in Switzerland. Even though we do not have a clear ranking from one extreme to the other, we can confidently assume that we covered the full range of arguments for this specific issue based on prior research (Seidl et al. 2013).

3. The results displayed for the entire sample (this section) and those displayed for the subsamples (see Sections 5.23, 5.30) are based on the mean data computed over 10 simulation runs.
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