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Abstract
Vehicular Ad Hoc Networks (VANETs) are characterized by intermittent connectivity, which leads to failures of end-to-end paths between nodes. Named Data Networking (NDN) is a network paradigm that deals with such problems, since information is forwarded based on content and not on the location of the hosts. In this work, we propose an enhanced routing protocol of our previous topology-oblivious Multihop, Multipath, and Multichannel NDN for VANETs (MMM-VNDN) routing strategy that exploits several paths to achieve more efficient content retrieval. Our new enhanced protocol, improved MMM-VNDN (iMMM-VNDN), creates paths between a requester node and a provider by broadcasting Interest messages. When a provider responds with a Data message to a broadcast Interest message, we create unicast routes between nodes, by using the MAC address(es) as the distinct address(es) of each node. iMMM-VNDN extracts and thus creates routes based on the MAC addresses from the strategy layer of an NDN node. Simulation results show that our routing strategy performs better than other state of the art strategies in terms of Interest Satisfaction Rate, while keeping the latency and jitter of messages low.
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1 Introduction

Vehicular Ad Hoc Networks (VANETs) are a sub-category of MANETs [1]. VANET applications are divided mostly into two categories: infotainment and safety applications [2]. Infotainment applications include video streaming, navigation, and advertisements, while safety applications include traffic information, road accident warnings, and/or weather conditions. These applications require a stable end-to-end connection with a source like a server, which holds some information (e.g., a highly requested video). This information source may be located far away from the requester node. Since VANETs consider vehicles, end-to-end connections are not stable, because the location of a vehicle could change in an unpredictable way while traveling with high speed. In addition, even if an end-to-end connection has been established, varying wireless channel conditions may lead to signal loss and/or bad Quality of Service (QoS) and Quality of Experience (QoE) (e.g., freezing of a video, delay in a safety notification).

To address these issues, Named Data Networking (NDN) in VANETs has been proposed [3]. NDN is a variant of Information Centric Networking (ICN), where information is forwarded based on content names but not on the location of the hosts [4]. NDN messages are described with a unique name. Routing and forwarding decisions are based on this name. NDN mechanisms are described in Section 2.2.

This paper presents an enhanced routing protocol of our previous work [5], which presents a Vehicle to Vehicle (V2V) Multihop and Multipath routing protocol for NDN-VANETs. The main drawback of [5] is that it always uses broadcast MAC addresses to flood messages in the network. Hence, to perform the forwarding decisions of an NDN message, new fields in the NDN messages are created. The new protocol does not create additional fields in the NDN messages; therefore, the message overhead is lower than in [5]. Instead, the proposed protocol floods Interest messages with broadcast MAC addresses, and when the content source responds with a Data message, we create unicast routes in vehicles that target destination nodes.
Moreover, our new protocol uses IEEE 802.11p that has been proposed for VANETs [6] as the communication standard on top of NDN, instead of IEEE 802.11a that is used in [5]. Furthermore, in this work, we present extended experimental evaluations based on real traffic information from the Luxembourg map [7].

We developed an enhanced protocol of our topology-oblivious V2V Multihop, Multipath, and Multichannel routing strategy for VANETs using NDN, MMM-VNDN [5]. In this work, we present improved MMM-VNDN, iMMM-VNDN, which creates unicast paths from a requester to a content source. iMMM-VNDN has the following characteristics:

- We flood Interest messages with broadcast MAC addresses to discover potential content sources. Thus, all nodes receiving such a message will continue flooding it.
- When a content source responds with content to one broadcast Interest message, we create hop-by-hop routes by using MAC unicast addresses in each node. The combination of these routes leads to paths between the requester node and the source node.
- We exploit these routes to target next nodes, by defining destination MAC addresses to forward the next Interest messages by unicast.
- For each route, we measure the latency of the route and how many times this route was selected for forwarding. With this information, we develop three different approaches for route selection:
  
  (i) We distribute the traffic uniformly to all recently created available routes.
  
  (ii) We choose a route based on the lowest latency of the route.
  
  (iii) We combine the two previous path selection approaches by distributing traffic uniformly to all recently created available routes with the lowest latency.

We use the MAC addresses of each node as a main identifier to identify specific nodes. Thus, we create unicast transmissions by addressing each node by its MAC address(es). The main difference between the two protocols, MMM-VNDN [5] and the proposed iMMM-VNDN is on the NDN message transmission. In MMM-VNDN, we created two new fields in the NDN messages, called Target MAC Address (TMA), which contains the MAC address of the next hop (target node) and Origin MAC Address (OMA), which contains the MAC address of the node that forwards the message. In MMM-VNDN, we insert the MAC address of the interface of a node into the OMA (in either an Interest or a Data message) and the MAC address of the next node that should receive the message into the TMA. Then, we always use broadcast MAC addresses to flood this message into the network, and based on the TMA that is extracted from the NDN messages, we accept or reject incoming messages. Specifically, the OMA and TMA decide whether a node will accept or reject a message on top of the broadcast transmission.

In iMMM-VNDN, we extract the OMA and the TMA from the strategy layer of the node, and we use them as fields inside the strategy layer. Thus, we leave the original NDN messages unchanged. The strategy layer of NDN is equivalent to the data link layer of the OSI model. Then, we create unicast transmissions to send messages by using the OMA as source address and the TMA as destination addresses. We show that iMMM-VNDN allows the network to support high mobility and speeds of vehicles, and enables the VANET to adjust to many scenarios that could happen, e.g., content source moves out of range of requester etc. In addition, by reducing the broadcast transmissions of messages (since we create unicast transmissions) and by containing no additional information in the messages, iMMM-VNDN achieves better results, in terms of content retrieval and latency, compared to MMM-VNDN and other state of the art protocols. In iMMM-VNDN, a message is discarded in the strategy layer of the NDN stack, when the unicast MAC address of the message is not the same as the MAC address of the node, thus allowing us to suppress duplicate transmissions and have a local overview of the incoming messages. The main characteristic is that in iMMM-VNDN we do not attach additional information to the NDN messages; thus, the overhead of NDN messages remains the same. Moreover, by making the decision in one of the lower levels of the NDN stack, we allow the upper layers to make decisions about only forwarding a message.

The rest of this paper is organized as follows: Section 2 presents an overview of related work about VANETs and NDN. We introduce our architecture and present the developed forwarding decisions in Section 3. We present the performance evaluation in Section 4. Finally, we draw our conclusions in Section 5.

2 Background and related work

2.1 Routing in VANETs

Authors in [8] propose an extension of AODV, an on-demand reacting routing protocol [9], where the direction of the vehicle is the main parameter to determine the next hop. Moreover, in [10], OLSR [11] is extended, which is a proactive link state routing algorithm, by using an automatic optimization tool to define optimal parameters. Cluster-Based Routing (CBR) [12] is a routing protocol that divides the geographical area into grids and assigns a vehicle as
a cluster head to each grid to forward the packet to the destination node. VNIBR [13] is a routing protocol that is running on top of a virtualization layer in VANETs. This layer divides the geographical area into regions (clusters) and in each region there are three types of virtual nodes, each responsible for handling packets differently. Abdou et al. [14] deals with the broadcasting problem in VANETs and proposes an Autonomic Dissemination Method (ADM), a method that delivers messages according to the network density and the given priority level of a message.

2.2 Named data networking

Named Data Networking (NDN) [4] has been introduced to solve some of the problems that arise with today’s TCP/IP host-to-host-based network model [15]. There are two NDN packet types, Interest and Data packets. A requester node sends an Interest (request for some information) and waits for the Data packet to be returned from a content source, thus satisfying the Interest. Every node has its own data structures: the Pending Interest Table (PIT), the Content Store (CS), and the Forwarding Information Base (FIB). The PIT stores information about already forwarded, but not yet satisfied, Interests. The CS stores previously received Data packets and the FIB stores information on how to forward Interests, based on their name. When an Interest arrives at a node, the CS is checked to determine whether a previously cached Data packet can satisfy the Interest. If no Data can be found in the CS, the PIT entry is checked. An existing PIT entry means that the Data has been requested already and further forwarding of the Interest is not necessary. If there is no PIT entry, the FIB is checked, a PIT entry is created, and the Interest is forwarded upstream towards the content source. Once the content source has been reached, the Data is sent downstream following the PIT entries of the Interest.

2.3 NDN in VANETs

NDN has been proposed for V2V (Vehicle to Vehicle), V2I (Vehicle to Infrastructure), and V2R (Vehicle to Roadside Unit Communication) [3]. One of the problems is that NDN does not allow forwarding a packet through its incoming face, which is sound for wired networks but poses unnecessary restrictions on Wi-Fi networks, especially with low numbers of network interfaces per node [16]. The authors solved the multihop wireless issue by allowing rebroadcasting of an Interest through its incoming Wi-Fi face. In this work, we add multiple network interfaces in one node and we also allow the rebroadcasting of an Interest through its incoming Wi-Fi face.

In [17], the addition of GPS location services in the NDN-VANET is proposed, to get the geographical distance between entities (vehicles, infrastructure, etc.) and let the strategy decide which node is farthest away from the sender for continued propagation. Also in [17], authors implemented an opportunistic caching strategy for the CS. In [18], Interests are broadcast to identify paths between requesters and content sources, and a new data structure is created, called Content Request Tracker (CRT), to decide whether an Interest should be broadcast (in case there are many requesters) or be sent along a unicast path. In [19–21], Content-Centric Vehicular Networking (CCVN) for general-purpose multihop content distribution is introduced. CCVN is based on the CCN ideas [22] and is compliant with the Wireless Access in Vehicular Environments (WAVE) architecture [23]. A controlled Data and Interest propagation scheme (CODIE) is presented in [24], where each node and each message maintains a hop count indicating the minimum hop count to reach a destination. If the hop count is exceeded, the message is discarded. This approach reduces the flooding of a Data packet, by controlling its dissemination in the network. The network though is still burdened with all Data packets that exist in it. In [25], authors develop two solutions for low densities of vehicles in a VANET: delegating content retrieval through infrastructure or taking advantage of the store, carry, and forward mechanism by vehicles and retransmitting NDN messages from these vehicles. NCC Strategy [26] presents NCC, a forwarding strategy that sends an Interest through the face with the lowest prediction time. In [27], the combination of NDN with Software-Defined Networking (SDN) is proposed and a network architecture in VANETs is presented. Gomes Duarte et al. [28] combines NDN, SDN, and Floating Content to efficiently disseminate messages in VANETs.

Our work does not rely on geographical information, since we cannot always assume that we know the location of each node. Therefore, we use omni-directional antennas in the network nodes, to cover all geographical locations around a node (360°), in order to reach every vehicle around a node. Moreover, this study does not require any infrastructure assistance, since until today many cities do not support infrastructure for VANETs (e.g., Road Side Units - RSUs). Finally, we propose to use the existing NDN data structures and NDN messages, and not to create new data structures to retrieve content, allowing us to be compatible with other NDN devices (such as servers that support the default NDN data structures).

3 IMM-VNDN: description of main concepts

3.1 Overview

A main characteristic of VANETs is the mobility of nodes. Thus, traditional TCP/IP fails, when an end-to-end path
between requester and source breaks before content retrieval. Cellular network infrastructure has also been proposed for VANETs. Mir and Filali [29] proposes LTE in VANETs because of its high scalability and its mobility support. However, ad-hoc networks cannot rely only on cellular infrastructure for all communications. We emphasize that the use of V2V communication is crucial in a VANET, since it allows message exchange and direct communication among vehicles in a restricted local area, hence reducing network delays. Moreover, cellular network infrastructure could be used for VANETs as a backup mechanism, e.g., for content retrieval, when the content is unavailable in an area, or the content does not exist in local caches of the vehicles anymore.

Traditional MANET routing protocols require either neighbor discovery by broadcasting HELLO messages (e.g., AODV [9]) or knowledge of the content location, such as GPSR [30]. However, in VANETs, we can not assume that the location of the content will be known to everyone in the network, or that the content will always be kept at the same node or location. In our proposed routing protocol, we flood Interest messages with a broadcast MAC address to discover potential content sources, and to create paths. Thus, we avoid broadcasting additional messages, such as HELLO messages, that would burden the network.

The new routing protocol is presented in this Section. iMMM-VNDN discovers content sources, creates paths, and forwards messages based on information that these paths provide. Our algorithm saves network resources by minimizing the possible transmissions in nodes. The main characteristic is the creation of paths, by creating unicast routes from broadcast transmissions (as in Wi-Fi communications). The advantage of path creation is that a limited number of nodes participate in the content retrieval process, thus saving network resources, which are available for other applications. To avoid redundant transmissions and to target destination nodes, we add a unique identifier to the PIT and the FIB table in each node: the MAC address(es) of a node’s interface(s). We explain the reason behind this approach, together with the forwarding of Data and Interest messages, in Subsection 3.2.

3.2 Routing

In both of our algorithms, i.e., Multihop, Multipath, and Multi-channel for VANETs using NDN (MMM-VNDN) and improved MMM-VNDN (iMMM-VNDN), the first task is to identify the content source(s) and to create paths between it and the requester node(s), which can be used to receive messages.

iMMM-VNDN creates unicast transmissions in VANETs, by using a unique identifier to distinguish the nodes. We use the MAC address(es) of a node’s interface as unique node identifiers. Thus, the current NDN implementation has been extended and developed by including the following:

- Target MAC Address (TMA) is the destination MAC address of the message. Thus, it shows the next hop that the Interest or Data message will be forwarded to.
- Origin MAC Address (OMA) is the source MAC address of the message. It shows the network device of the node that the Interest or Data message has been forwarded from (previous hop).

OMA and TMA assist in identifying intermediate nodes forwarding messages and creating paths, cf. Section 3.2.2. In addition, new fields in the PIT and FIB tables of every node have been added to the existing NDN implementation.

In MMM-VNDN, we create additional fields into the NDN messages that include the OMA and the TMA. Instead, in iMMM-VNDN, we leave the NDN header unchanged. Therefore, we do not use the OMA and the TMA as fields in the NDN message. We extract the MAC addresses, the origin MAC address, and the target MAC address, from the strategy layer at each NDN node. Then, we use the OMA and the TMA as fields inside the strategy layer of each node to perform routing decisions.

3.2.1 First phase — flooding

To begin with, every node has an empty FIB table. Thus, it should populate its FIB table to identify possible next hops towards the content source. A node that requests content (requester), first floods an Interest message to request a segment of the content. This Interest message contains in its OMA (source address) the MAC address of the interface of the node that has forwarded the Interest message (in this case the requester). The TMA in this Interest message is a broadcast MAC address.

Let us assume that the topology of a VANET is as shown in Fig. 1a. The MAC addresses of the participating nodes are also shown in Fig. 1a. Node A is the requester node and node G is the content source. First, node A floods an Interest containing 00:00:00:00:00:01 as OMA and FF:FF:FF:FF:FF:FF as TMA, which is the MAC broadcast address. When an intermediate node receives this Interest message, it checks the OMA to identify the node that sent the message. Then, this node checks its CS, to identify if it has the requested Data already cached. If the CS of the node does not contain the requested Data, the node creates or updates a PIT entry, containing the OMA. Since the TMA is broadcast, this intermediate node continues flooding the message with the broadcast MAC address. As shown in Fig. 1b, node B that received the broadcast Interest from node A creates a PIT entry with MAC address: 00:00:00:00:00:01. Node B updates the Interest’s
(a) Broadcasting of the Interest by the requester node for the first time - Flooding

(b) Interest processing and forwarding from node B

OMA to 00:00:00:00:00:02 and floods the message with TMA: FF:FF:FF:FF:FF:FF. This process continues until this Interest message arrives at the node holding the requested Data. In iMMM-VNDN, the content source, after receiving the Interest, responds with a Data message and performs the following actions:

(i) It takes the OMA (source address of the previous hop) of the Interest message and inserts it into the Data message as its TMA (destination MAC address).
(ii) It takes its own MAC address and inserts it into the OMA of the Data message.
(iii) It unicasts the Data message into the network, to all nodes that previously broadcast the Interest message to it.

This process is illustrated in Fig. 2a. Node G, which is the content source, receives an Interest that has a broadcast TMA and OMA: 00:00:00:00:00:03. Node G, then, creates a Data message by entering 00:00:00:00:00:03 into the TMA and 00:00:00:00:00:04 into the OMA. Then, it unicasts the Data message into the network.

When an intermediate node receives a Data message, it checks if the Data message is meant for itself, i.e., if the TMA (destination address) in the Data message is the same as its own MAC address. If not, the message is discarded. If the TMA of the message and the node’s MAC address are the same, the node checks the PIT table. If there is no matching PIT entry, the Data message is discarded. If there exists a PIT entry, the node performs the following actions:

(i) The node creates (or updates) a new FIB entry that contains the OMA of the Data message (source address of the previous hop of the message).
(ii) The node updates the OMA of the Data message to contain its own MAC address.
(iii) The node checks the PIT entry that has been created from the respective Interest, and sets the TMA of the Data message to the MAC address of the PIT entry.
(iv) The node enters the Data packet in its CS.
(v) The node sends via unicast the updated Data message to the network.

The above process is outlined in Algorithm 1. To continue with our example, the Data message sent by node G in Fig. 2a is now coming in at node D. As shown in Fig. 2b, node D first checks the TMA that is set to 00:00:00:00:00:02 (as shown in Fig. 2a). Since it is the same as node D’s MAC address, the message is accepted. Then, node D checks if a PIT entry exists for this Data message. Since a PIT entry exists, node D creates a FIB...
entry with 00:00:00:00:00:04 and updates the TMA to 00:00:00:00:00:02, and the OMA to 00:00:00:00:00:03.

This process continues until the requester receives the Data message. All nodes will continue flooding messages, until they have one FIB entry in their FIB table. This means that a node will continue the flooding of Interests with broadcast MAC address, until a route to a next hop is available.

### 3.2.2 Second phase — forwarding based on FIB

After the first phase (cf. Section 3.2.1), the requester(s) and intermediate nodes will have received the same Data message by different nodes, and will have created FIB entries that will contain multiple MAC addresses (multiple next hops). If several next hops exist, a node should select one of them. Hence, the FIB was extended with two additional fields, as shown in Table 1. For the selection of the next hop of the Interest, we propose three path selection approaches.

(i) When a FIB next hop is created, the counter field is set to 0. Every time this next hop is chosen for forwarding, the counter field is incremented by one. The first approach is selecting the next hop field that corresponds to the lowest counter. This ensures that we distribute the traffic to all possible next hops. When there are multiple next hops with the same counter, the selection is based on the last added next hop of the FIB table.

(ii) The second approach is to choose the next hop with the lowest latency. Latency is defined as the time that has passed from the transmission of the Interest message to the reception of the Data message in a specific node. This latency is included in the respective FIB entry. If the path is chosen several times, the latency field resets and shows always the last counted latency. Based on Table 1, node A chooses the second next hop, because of the lowest latency, with a MAC address of 00:00:00:00:00:05.

(iii) The third approach is based on the combination of the two approaches above. Each time a next hop is selected, the counter is increased by one. When multiple next hops exist, which have been added almost at the same time and have not been selected for forwarding, their counters have the same value. In that case, the next hop with the lowest latency is chosen. For the values that are shown in Table 1, their counter field is zero. Hence, the latency field will be checked, and the next hop with the lowest latency will be selected, i.e., 00:00:00:00:00:05.

Subsequently, when the requester node sends the second Interest, it checks the FIB table to identify possible routes. It searches the FIB for possible MAC addresses of next hops, i.e., destination MAC addresses of next nodes to unicast the Interest.

In iMMM-VNDN, the requester selects a next hop and sets the Interest fields as follows: The OMA contains the current node’s MAC address and the TMA contains the MAC address of the next hop that has been selected as the destination MAC address from its FIB. Node A, as shown in Fig. 3a, checks its FIB, where it identifies two possible next hops: 00:00:00:00:00:02 and 00:00:00:00:00:05. It selects one (according to the above path selection approaches), and updates the TMA of the Interest to 00:00:00:00:00:05 and the OMA to 00:00:00:00:00:01. When a node receives an Interest containing a TMA, it checks if the latter is the same MAC address as its own. If the TMA is different, it discards the message. If the TMA is the same as its own, the node accepts the Interest. Then, the node checks if there is a match in its CS. If no match is found, the node enters the OMA from the Interest message to the PIT. Then, it

---

**Table 1** FIB entry next hop additional fields

| MAC address   | Latency (ms) | Counter |
|--------------|--------------|---------|
| 00:00:00:00:00:02 | 100          | 0       |
| 00:00:00:00:00:05 | 50           | 0       |

---

**Fig. 3** Forwarding based on FIB entries
checks its FIB table in order to identify possible next hops. After, it forwards the message with an updated OMA that is set to its own MAC address and a TMA that is set to the MAC address of the chosen next hop. Figure 3b shows this process, where an incoming Interest arrives at node E. Node E checks the TMA of the Interest: 00:00:00:00:00:05, creates a PIT entry with 00:00:00:00:00:01, and searches its FIB for possible next hops: 00:00:00:00:00:06. Then it updates the OMA of the Interest to 00:00:00:00:00:05 and the TMA of the Interest to 00:00:00:00:00:06. This process continues until the Interest message arrives at the content source. The responding Data message follows the reverse path, as described in Section 3.2.1.

3.3 Node discovery and FIB deletion

Since the topology in VANETs is constantly changing, created paths from a requester to a content source may break unexpectedly. In order to discover new routes and new content sources, the chosen approach is to flood an Interest every few seconds with a broadcast MAC address. The FIB is populated regularly with new and active connections. When new vehicles in the network are discovered, they are also used for forwarding, and new routes that include them are created. Every time when an Interest message is flooded with a broadcast MAC address, the FIB table entries are deleted. In this way, we control the FIB size and update it accordingly every time a new route is created.

4 Performance evaluation

4.1 Path selection approaches and metrics

To evaluate the routing protocols, we used the three different path selection approaches as described in Section 3.2.2. To evaluate the routing protocols three metrics were used:

- Interest Satisfaction Rate (ISR) describes the number of received Data messages that were received by the requester divided by the total number of Interest messages being sent.
- Average Latency: The average latency for all received Data messages describes the average time that passed from the time a requester sent an Interest message to the time that the requester received the Data message. When a Data has not been received until its expiration time, the requester node retransmits the Interest message and the initial time is reset.
- Average Jitter: Jitter is defined as the mean deviation of the difference in packet spacing at the receiver node compared to the sender for a pair of packets [31].

4.2 Simulation parameters

We used the ndnSIM simulator [32] as our evaluation environment. ndnSIM is a software module providing the basic NDN implementation [32–34] for the ns-3 network simulator [35].

To obtain the network traffic simulation, we used SUMO [36]. We have chosen two different topologies to evaluate the algorithms, the Manhattan map and the Luxembourg map [7]. The Manhattan map is a 1km x 1-km grid, with the number of nodes (cars) varying from 20 to 100 and the average speed is around 15m/s. In the Luxembourg map, we have chosen an area of 1km x 1km in the city center. Luxembourg traces are available for 24 h. We have chosen different times during these 24 h to extract the mobility traces. Then, in these different mobility traces, we have extracted the density of vehicles, varying from 109 to 396. The average speed of cars depends on the time slot when the mobility traces were extracted. The parameters of the algorithms are shown in Table 2. All nodes in all algorithms have three network interfaces installed.

In both maps, one node is sending 10 Interests per second and there exists one content source in the network that holds the content of size 1.752MB. We experimented with three different Interest Lifetime (I.L.) values, i.e., the time that the Interest is being forwarded through the network.

Table 2 Simulation parameters

| STRATEGY  | PROPAGATION LOSS MODEL                  | STANDARD-TRANSMISSION RANGE | DATA RATE | CHANNEL BANDWIDTH |
|-----------|-----------------------------------------|-----------------------------|-----------|-------------------|
| MMM-VNDN  | Three log distance and Nakagami         | IEEE802.11a-200m            | 24 Mbps   | 20MHz             |
| iMMM-VNDN | Two-ray ground                          | IEEE802.11p-250m            | 6 Mbps    | 10MHz             |
| Flooding  | Three log distance and Nakagami         | IEEE802.11a-200m            | 24 Mbps   | 20MHz             |
| Best route| Three log distance and Nakagami         | IEEE802.11a-200m            | 24 Mbps   | 20MHz             |
| NCC       | Three log distance and Nakagami         | IEEE802.11a-200m            | 24 Mbps   | 20MHz             |
| CCVN      | Two-ray ground                          | IEEE802.11p-250m            | 6 Mbps    | 10MHz             |
| CODIE     | Two-ray ground                          | IEEE802.11p-250m            | 6 Mbps    | 10MHz             |
before it expires. For the first and second path selection approach, we compare MMM-VNDN and iMMM-VNDN, to show the advantages that our new protocol offers. For the third path selection approach, we compare our protocol with the flooding strategy, which broadcasts every Internet message into the network, the best-route strategy, which chooses the best face to forward an Interest according to its cost [34], the NCC strategy [26], the Content-Centric Vehicular Networking (CCVN) algorithm [21], and the Controlled Data and Interest packet propagation strategy (CODIE) [24]. The presented results run for 149s and have a confidence interval of 95%. Finally, for both of our proposed protocols, we flood an Interest message with a broadcast MAC address every 10 s, as explained in Section 3.3.

4.3 Simulation results

4.3.1 Manhattan map

We compare the two routing protocols for the first path selection approach in Fig. 4. iMMM-VNDN keeps the Interest Satisfaction Rate above 93% compared to MMM-VNDN that keeps the ISR above 70%. This is due to the fact that the decision of processing or discarding a message is performed in the strategy layer of the NDN stack, thus allowing us more control over the incoming messages. In addition, the average latency is lower for iMMM-VNDN than for MMM-VNDN and remains in between 2.5 and 3 ms, regardless of the number of nodes. iMMM-VNDN performs worse in terms of jitter, which stays almost at 0.5 ms independent of the density of the nodes.

In the second presented path selection approach in Fig. 5, we observe that for both protocols the ISR fluctuates. Generally, iMMM-VNDN performs better than MMM-VNDN, but it is clear that choosing the path with the lowest latency does not guarantee that the path will be valid. In contrast, because of the path breaks, we see that the ISR for both approaches is lower than in Fig. 4. Also, despite the fact that the goal was to decrease the average latency, the average latency is kept at the same levels as in Fig. 4. The average jitter also remains the same for both algorithms, and we observe that there are small fluctuations in jitter for low ISR.

For the third path selection approach, we achieve the best results compared to the other two. This is due to the fact that the selection of a next hop is based on the average latency of the path together with the latest time when the path was established. The results for the ISR are shown in Fig. 6. iMMM-VNDN achieves the highest ISR compared to other protocols, independent from the I.L. value. We also highlight that the ISR of MMM-VNDN strategy fluctuates from 70 to 80% and is almost 10% higher compared to flooding. In Fig. 6, we observe that best-route and CCVN strategies have higher ISR in some cases than MMM-VNDN. But, as shown in Fig. 7, CCVN’s delay of the delivered content is up to 20 times higher.

Figure 7 shows the average latency of each strategy. The results indicate that our algorithms together with the best-route strategy have the lowest latency for all network sizes. The average latency fluctuates for MMM-VNDN from 3 to 5 ms and for iMMM-VNDN from 2.5 to 3 ms. This difference comes from the number of messages that are...
Fig. 6  Interest satisfaction rate in Manhattan map for the 3rd proposed path selection approach

Fig. 7  Average latency in Manhattan map for the 3rd proposed path selection approach

Fig. 8  Average jitter in Manhattan map for the 3rd proposed path selection approach

Fig. 9  Interest satisfaction rate in Luxembourg map for the 3rd proposed path selection approach

Fig. 10  Average latency in Luxembourg map for the 3rd proposed path selection approach
being delivered. Higher ISR for iMMM-VNDN means that more messages exist in the network. Thus, the possibility of collisions is higher. In contrast, other strategies achieve much higher delay than both of our proposed protocols. By considering the results of the ISR graph in Fig. 6, we manage to deliver more requested content. We reduced the latency by selecting paths. Furthermore, the network resources are released, because not all nodes participate in message transmissions, and the network is less congested.

Figure 8 shows the average jitter for all strategies. CODIE outperforms our protocols by keeping the jitter very low. iMMM-VNDN and MMM-VNDN perform similar to the previous path selection approaches, keeping the jitter above 1ms, compared to the other strategies.

4.3.2 Luxembourg map

For the second set of experiments, we used the map of the Luxembourg City Center, where we selected an area of 1km x 1km. There, we selected different time slots to extract the mobility traces. Each simulation runs for 149 s. We chose to use the traces that have more than 100 nodes to show what happens in a more dense network than the Manhattan map. Since with the Manhattan map iMMM-VNDN performs better than MMM-VNDN, we chose to include only iMMM-VNDN for these experiments in the 3rd path selection approach, i.e., when the selection of a path is based both on the newest creation time of the path combined with the lowest latency, compared to the other aforementioned strategies. Figure 9 shows the ISR for all strategies. The ISR is kept almost the same for iMMM-VNDN independent of the I.L.. It is higher than 94% for low number of nodes, and it decreases to around 80%, if the node density is high. Moreover, iMMM-VNDN outperforms all other approaches considering the average latency, as seen in Fig. 10. In particular, the average latency is stable at 2–4 ms, compared to all other strategies that have a latency bigger than 950 ms. We observe in Fig. 11 that the average jitter of iMMM-VNDN is higher than for other approaches, in particular than for the CODIE strategy. This happens, because in a dense network CODIE only manages to retrieve messages that are 1-hop away from the requester node, thus the jitter is non-existent. But, since in iMMM-VNDN, multihop communication is supported, the jitter is increased compared to 1-hop communication algorithms. By creating unicast paths, we are able to reduce overall message transmissions in the network, and thus avoid collisions that happen in the network. This leads to a more stable environment for message transmissions, since collisions and congestion in general are avoided.

5 Conclusions

In this paper, we present an enhanced routing protocol based on our previous work. In particular, we develop a routing strategy by using Multihop, Multipath, and Multichannel communication in VANETs that uses NDN as a communication paradigm. We present a new routing protocol of the forwarding strategy, called improved MMM-VNDN, iMMM-VNDN. In iMMM-VNDN, we extract the MAC addresses from the strategy layer of NDN, contrary to MMM-VNDN where we added two new fields in the NDN messages. The MAC addresses are used for node identification and assist us in performing the forwarding decisions. The main goal is to save network resources in a VANET. Our results show that we satisfy more Interest messages than other approaches, by keeping the delay and jitter to a minimum, and thus improving the QoS of VANETs.
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