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Abstract

This paper addresses the degraded discrete-time Poisson wiretap channel (DT–PWC) in an optical wireless communication system based on intensity modulation and direct detection. Subject to nonnegativity, peak- and average-intensity as well as bandwidth constraints, we study the secrecy-capacity-achieving input distribution of this wiretap channel and prove it to be unique and discrete with a finite number of mass points; one of them located at the origin. Furthermore, we establish that every point on the boundary of the rate-equivocation region of this wiretap channel is also obtained by a unique and discrete input distribution with finitely many mass points. In general, the number of mass points of the optimal distributions are greater than two. This is in contrast with the degraded continuous-time PWC when the signaling bandwidth is not restricted and where the secrecy capacity and the entire boundary of the rate-equivocation region are achieved by binary distributions. Furthermore, we extend our analysis to the case where only an average-intensity constraint is active. For this case, we find that the secrecy capacity and the entire boundary of the rate-equivocation region are attained by discrete distributions with countably infinite number of mass points, but with finitely many mass points in any bounded interval. Additionally, we shed light on the asymptotic behavior of the secrecy capacity in the regimes where the constraints either tend to zero (low-intensity) or tend to infinity (high-intensity). In the low-intensity regime, we observe that: 1) when only the the peak-intensity constraint is active, the secrecy capacity scales quadratically in the peak-intensity; 2) when both peak- and average-intensity constraints are active with their ratio held fixed, the secrecy capacity again scales quadratically in the peak-intensity constraint; 3) when both peak- and average-intensity constraints are active and the peak-intensity is held fixed while the average-intensity tends to zero, the secrecy capacity scales linearly in
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the average-intensity constraint; 4) when only the average-intensity constraint is active and the channel gains of the legitimate receiver and the eavesdropper are identical, the secrecy capacity scales linearly in the average-intensity; 5) finally, when only the average-intensity constraint is active and the channel gains are different, the secrecy capacity scales, to within a constant, like $(\alpha_B - \alpha_E)\mathcal{E} \log \log \frac{1}{\mathcal{E}}$, where $\mathcal{E}$ is the average-intensity constraint and $\alpha_B$, and $\alpha_E$ are the legitimate receiver’s and the eavesdropper’s channel gains, respectively. In the high-intensity regime, we establish that under peak- and/or average-intensity constraints, the secrecy capacity is always upper bounded by a constant. This implies that the in this regime, the secrecy capacity does not scale with the constraints and converges to a constant.

I. INTRODUCTION

In this section, we first briefly outline the background motivating the current channel model. Next comes a brief overview of the related literature survey. Then, the paper’s contributions are outlined.

A. Background

Intensity modulation and direct detection (IM-DD) is the simplest and the most commonly used technique for optical wireless communications. In this scheme, the channel input modulates the intensity of the emitted light. Thus, the input signal is proportional to the light intensity and is nonnegative. The receiver is usually equipped with a photodetector which absorbs integer number of photons and generates a real valued output corrupted by noise. Based on the distribution of the corrupting noise there exist several models for the underlying optical wireless communication channels. Free space optical (FSO) channels [1], [2], optical channels with input-dependent Gaussian noise [2], [3], and Poisson optical channels [2], [4]–[6] are the most widely used models for optical wireless communications. Among these models, the most accurate one that can capture most of the optical channel impairments is the Poisson model. The studies conducting research on Poisson optical channels are mainly categorized in two mainstreams. The first category considers the continuous-time Poisson model where the input signals can admit arbitrarily waveforms and there are no bandwidth constraints on the transmission. The second category concerns the discrete-time Poisson channel and deals with the cases where stringent transmission bandwidths are assumed.
B. Summary of Prior Work

For the discrete-time Poisson channel, Shamai [5] studied the single-user channel capacity and showed that the capacity-achieving distribution under nonnegativity, peak- and average-intensity constraints is discrete with a finite number of mass points. This specific structure of the capacity-achieving input distribution is also observed for other optical intensity channels, such as the input-independent Gaussian noise (also known as the free-space optical intensity channel) and the optical intensity channel with an input-dependent Gaussian noise [7]. Furthermore, Cheraghchi et al. studied the structure of the capacity-achieving input distribution of the discrete-time Poisson channel with nonnegativity and average-intensity constraints [8]. In particular, the authors proved that the capacity-achieving input distribution is discrete with the following properties: 1) the intersection of the support set of the optimal input distribution with any bounded set is finite; 2) the optimal support set itself is an unbounded set. In [6], [9], authors provided asymptotic analysis of the channel capacity in the regimes where the peak- and/or average-intensity constraints tend to zero (low-intensity regime) or to infinity (high-intensity regime). The work in [9] focused on characterizing the channel capacity in the low-intensity regime of an average-intensity constrained or an average- and peak-intensity constrained inputs and found upper and lower bounds which in some cases coincide. Additionally, authors in [6] investigated the high-intensity behavior of the channel capacity for a peak- and average-intensity constrained inputs and presented tight bounds, thus fully characterizing the channel capacity in the high-intensity regime. Finally, for the discrete-time Poisson channel with an average-intensity constraint, Martinez provided an upper bound on the channel capacity that can accurately capture the high-intensity behavior of the channel capacity [10].

While the capacity of the discrete-time Poisson channel is generally unknown in closed-form, the capacity of the continuous-time Poisson channel where the signaling bandwidth is not restricted is known in closed-form [4], [11]. For the peak-intensity constrained or peak- and average-intensity constrained inputs the capacity of the continuous-time Poisson channel is achieved by a binary distribution with mass points located at the origin and at the peak-intensity constraint [11], however, the channel capacity of the average-intensity constrained input is infinite and the capacity-achieving input is unknown [11].

The broadcast nature of optical wireless signals imposes a security challenge, especially in the presence of unauthorized eavesdroppers. This problem has been conventionally addressed by
cryptographic encryption [12] without considering the imperfections introduced by the communication channels. Wyner [13], on the other hand, proved the possibility of secure communications without relying on encryption by introducing the notion of a degraded wiretap channel. This result was later generalized by Csiszar and Korner by dropping the degradedness assumption of the wiretap channel [14].

The wiretap channels are studied with respect to the rate-equivocation region, which is defined as the set of all rate pairs for which the transmitter can communicate confidential messages reliably with a legitimate receiver at a certain secrecy level against an eavesdropper [15]. A wiretap channel is called degraded when given the observations of the legitimate user, the observations of the eavesdropper are independent of the secret messages. For this type of channels, Wyner established that there exists a single-letter characterization for the rate-equivocation region [13].

Authors in [16] studied the degraded Gaussian wiretap channel under amplitude and variance constraints, and prove that the entire rate-equivocation region of this wiretap channel is attained by discrete input distributions with finitely many mass points. Furthermore, the authors observed that the secrecy-capacity-achieving input distribution may not be identical to the capacity-achieving counterpart in general, resulting in a tradeoff between the rate and its equivocation. It is worth mentioning that the results pertaining to the Gaussian wiretap channel with amplitude and variance constraints can be directly applied to characterize the optimal distributions exhausting the entire rate-equivocation region of the FSO wiretap channel with peak- and average-intensity constraints. Furthermore, Dytso et al. establish that the secrecy-capacity-achieving distribution of the FSO wiretap channel with an average-intensity constraint admits a countably infinite support set [17]. The authors also provide conditions for when the support set is or is not bounded.

The work in [18] considers the degraded optical wiretap channel with input-dependent Gaussian noise under peak- and average-intensity constraints and verified the optimality of distributions with a finitely many mass points for attaining the entire boundary of the rate-equivocation region. Besides, the authors provided asymptotic behavior of the secrecy capacity in the low- and high-intensity regimes. For this wiretap channel, authors observed that, in general, there is a tradeoff between the rate and its equivocation. Finally, [19] examined the degraded continuous-time Poisson wiretap channel (CT–PWC) under only a peak-intensity constraint and gave a closed-form expression for the secrecy capacity. Particularly, the authors showed that binary input distributions with mass points located at the origin and the peak-intensity constraint along with a very short duty cycle exhaust the entire rate-equivocation region.
C. Contributions

In this work, we consider a degraded discrete-time PWC (DT–PWC) which consists of a transmitter, a legitimate user and an eavesdropper. In this setup, the input signals are restricted to have finite bandwidths. This fact distinguishes the DT–PWC from its continuous-time counterpart, where input signals can have infinite bandwidths. Using an IM-DD system, the photodetectors at the legitimate user and the eavesdropper count the number of received photons and output signals that follow Poisson distributions. Here, the objective is to have secure communication with the legitimate user over a discrete-time Poisson channel while keeping the eavesdropper ignorant of the transmitted messages as much as possible.

We start by the secrecy capacity of the degraded DT–PWC and employ the functional optimization problems addressed in, for example [5], [16], [18], [20], to derive the necessary and sufficient optimality equations, also known as Karush-Kuhn-Tucker (KKT) conditions, that must be satisfied by an optimal solution. Using these equations, we confirm that a unique distribution with a countably finite number of mass points achieves the secrecy capacity of the degraded DT–PWC when only peak-intensity or both peak- and average-intensity constraints are active. This is done by providing a contradiction argument. We start by assuming, on the contrary, that the support set of the optimal solutions contains an infinite number of elements. Then recalling the Identity and Bolzano-Weierstrass Theorems from complex analysis we conclude that: 1) when the legitimate user’s and the eavesdropper’s channel gains are not identical, a nonnegative constant must be lower bounded by a logarithmically increasing function in \( x \) where \( x \geq 0 \), which is a contradiction; 2) when the channel gains are identical, the nonnegative constant must be upper bounded by \( -\infty \) and a contradiction occurs. Following along similar lines of the above mentioned analysis, we extend the optimality of distributions with a finite number of mass points to the entire boundary of the rate-equivocation.

Additionally, we investigate the secrecy capacity of the DT–PWC with nonnegativity and average-intensity constraints, and verify that a unique distribution with the following structural properties is secrecy-capacity-achieving: 1) the support set of the optimal solution contains a finitely many mass points in any bounded interval; 2) the support set of the optimal solution is an unbounded set. These two properties imply that the optimal distribution is discrete with countably infinite number of mass points, but with finitely many mass points in any bounded
TABLE I
STRUCTURE OF THE OPTIMAL DISTRIBUTIONS ATTAINING THE SECURE CAPACITY AND THE BOUNDARY OF RATE-EQUIVOCATION REGION.

| Active constraints | Structure of Optimal Input Distributions |
|--------------------|------------------------------------------|
| Peak               | Discrete distributions with a finite number of mass points |
| Peak and average   | Discrete distributions with a finite number of mass points |
| Average            | Discrete distributions with countably infinite number of mass points, but with finitely many mass points in a bounded interval |

interval. The first property is shown by means of contradiction. We assume, on the contrary, that for some bounded interval, the intersection of the support set of the optimal solution and the bounded interval has an infinite number of mass points. Then, using the KKT conditions and invoking the Bolzano-Weierstrass and Identity Theorems from complex analysis, we find that a nonnegative constant is upper bounded by $-\infty$ which results in a contradiction. The second property is also shown through a contradiction approach. We assume that the optimal support set is bounded and we consider the following cases: 1) when legitimate user’s and the eavesdropper’s channel gains are not identical, our contradiction hinges on the fact that a linearly increasing function in $x$ must be lower bounded by another function which grows as fast as $x \log x$. This is not possible for large values of $x$ and hence a contradiction occurs; 2) when the channel gains are identical, we find that the Lagrangian multiplier must be lower bounded by a constant and thus, using the Envelope Theorem [21], we observe that the secrecy capacity would at least grow linearly in the average-intensity constraint. However, in Appendix G we establish that the secrecy capacity is always upper bounded by a constant for all values of the average-intensity. Therefore, the desired contradiction is reached and the result follows. Moreover, we show that every point on the boundary of the rate-equivocation region is also attained by a unique distribution with countably infinite number of mass points, but finitely many mass points in any bounded interval. This, in turn, implies that the capacity of the discrete-time Poisson channel with average-intensity constraint is also achieved by a discrete distribution with countably infinite number of mass points and settles down Shamai’s conjecture in [5]. For convenience, we summarize our contributions with respect to the structure of the optimal input distributions achieving the secrecy capacity and exhausting the entire rate-equivocation region of the DT–PWC in Table I.

Furthermore, we study the asymptotic behavior of the secrecy capacity in the low- and high-intensity regimes (i.e., the regimes where the peak- and/or the average-intensity constraints tend
to zero or infinity, respectively), and fully characterize the secrecy capacity in these regimes. In the low-intensity regime, we find the closed-form expression of the secrecy capacity for the following cases: 1) when only the peak-intensity constraint is active; 2) when both peak- and average-intensity constraints are active with their ratio held fixed; 3) when both peak- and average-intensity constraints are active and the peak-intensity is held fixed while the average-intensity tends to zero; 4) when only the average-intensity constraint is active and the channel gains of the legitimate receiver and the eavesdropper are identical; 5) when only the average-intensity constraint is active and the channel gains are different.

For the first two cases, we find the secrecy capacity and the secrecy-capacity-achieving distribution. We observe that the secrecy capacity scales quadratically in the peak-intensity constraint and the secrecy-capacity-achieving input distribution is binary with mass points located at the origin and the peak-intensity constraint. We establish these results by deriving lower and upper bounds on the secrecy capacity and showing that these bounds coincide. We note that a valid upper bound on the secrecy capacity of the DT–PWC is the secrecy capacity of the CT–PWC across all intensity regimes. This is because in the continuous-time version, input signals are not restricted to have a finite transmission bandwidth and can admit arbitrary waveforms with a very large bandwidth. Thus, under the same constraints, i.e., peak- and/or average-intensity constraints, the secrecy capacity of the CT–PWC is always greater than that of the DT–PWC. Also, a legitimate lower bound on the secrecy capacity of the DT–PWC is the difference between the capacities of the legitimate user’s and the eavesdropper’s channels.

For case 3, we also fully characterize the secrecy capacity and the secrecy-capacity-achieving distribution. In this case, we find that the secrecy capacity scales linearly in the average-intensity constraint. We establish these result by showing that the secrecy capacity is a concave function in the average-intensity constraint and invoking the secrecy capacity per unit cost argument established by El-Halabi et al. [22]. However, we note that the secrecy capacity per unit cost argument does not lead to the characterization of the secrecy-capacity-achieving distribution [22]. Therefore, by leveraging the fact that the secrecy-capacity-achieving input distribution must have a finite number of mass points (as discussed above), we evaluate the mutual information difference (i.e., the secrecy rate) for a binary input distribution with mass points located at the origin and the peak-intensity constraint with vanishingly small probability mass for the mass point at the peak-intensity constraint. We show that the secrecy rate induced by this specific binary distribution is identical to the secrecy capacity. Thus, we conclude that this specific binary input
distribution attains the secrecy capacity. Additionally, we use the secrecy capacity per unit cost argument to find the closed-form expression of the secrecy capacity for case 4. Once again, we see that the secrecy capacity scales linearly in the average-intensity constraint. In this case, despite having a closed-form expression for the secrecy capacity, we do not characterize the secrecy-capacity-achieving distribution. This is because, as mentioned above, the optimal input distribution admits a countably infinite number of mass points and evaluating the secrecy rate for such a distribution is cumbersome.

Finally, for case 5, we observe that the capacity per unit cost argument will not lead to useful results for finding the asymptotic secrecy capacity. We circumvent this issue by finding lower and upper bounds for the secrecy capacity. Thus, in this case, we analyze the asymptotic behavior of the secrecy capacity through these bounds. The lower bound is derived based on a binary input distribution which gives rise to a secrecy rate that grows like \( \frac{(\alpha_B - \alpha_E)}{2} \mathcal{E} \log \log \frac{1}{\mathcal{E}} \), where \( \mathcal{E} \) is the average-intensity constraint and \( \alpha_B \) and \( \alpha_E \) are the legitimate receiver’s and the eavesdropper’s channel gains, respectively. Also, we can upper bound the secrecy capacity by the capacity of a discrete-time Poisson channel under an average-intensity constraint. To this end, we invoke the results established by Lapidoth et al. which shows that the channel capacity scales like \( 2(\alpha_B - \alpha_E) \mathcal{E} \log \log \frac{1}{\mathcal{E}} \) in the average-intensity constraint for vanishingly small \( \mathcal{E} \) [9, Proposition 2]. This constitutes an asymptotic behavior for the upper bound of the secrecy capacity. As a result, the secrecy capacity of the DT–PWC with an average-intensity constraint and different channel gains scales, to within a constant, like \( (\alpha_B - \alpha_E) \mathcal{E} \log \log \frac{1}{\mathcal{E}} \) in the low-intensity regime.

In the high-intensity regime, we establish that under peak- and/or average-intensity constraints, the secrecy capacity is always upper bounded by a constant. This implies that the in this regime, the secrecy capacity does not scale with the constraints and converges to a constant. To establish this, we consider two cases: 1) when the channel gains of the legitimate receiver and the eavesdropper are identical; 2) when the channel gains are different. For case 1, we upper bound the secrecy capacity using the properties of entropy of a Poisson random variable and prove that across all intensity regimes, the secrecy capacity is upper bounded by a constant. For case 2, we invoke the duality upper bound expression for the conditional mutual information. We note that the duality upper bound expression for the mutual information was introduced by Lapidoth et al. in [6], [23] which provides an upper bound on the channel capacity. Using the duality bound expression, we find an output distribution which results to a constant upper bound on the secrecy
TABLE II
THE ASYMPTOTIC BEHAVIOR OF THE SECRECY CAPACITY $C_S$ IN LOW- AND HIGH-INTENSITY REGIMES.

| Active constraints                              | Low-intensity behavior | High-intensity behavior |
|-------------------------------------------------|------------------------|-------------------------|
| Peak                                            | Scales quadratically in peak | Does not scale in peak |
| Peak and average with fixed ratio               | Scales quadratically in peak | Does not scale in peak or average |
| Peak and average with fixed peak and vanishingly small average | Scales linearly in average | Does not scale in peak or average |
| Average with equal channel gains               | Scales linearly in average | Does not scale in average |
| Average with different channel gains           | Scales like $\frac{E}{\log \log \frac{1}{E}}$ | Does not scale in average |

capacity across all the intensity regimes. For convenience, we summarize our contributions with respect to the asymptotic analysis of the secrecy capacity in both low- and high-intensity regimes in Table II.

Finally, through our numerical inspections, we find that when peak-intensity or both peak- and average-intensity constraints are active, in general, the secrecy capacity and the capacity of the DT–PWC are not achieved by the same distribution. Therefore, there is a tradeoff between the rate and its equivocation. This is also true for the CT–PWC when peak-intensity or both peak- and average-intensity constraints are active [19]. It is worth mentioning that since with only an average-intensity constraint, the optimal input distribution admits a countably infinite number of mass points, numerical computation of the secrecy-capacity as well as the boundary of the rate-equivocation region is not feasible. Therefore, for these case, we only resort to providing the asymptotic analysis of the secrecy capacity in the low- and high-intensity regimes.

D. Paper Organization

The rest of the paper is structured as follows. The degraded DT–PWC is formally defined in Section II. The main results of our work regarding the characterization of the optimal distributions attaining the secrecy capacity as well as the entire rate-equivocation region along with the asymptotic behavior of the secrecy capacity in the low- and high-intensity regimes are presented in Section III. Proofs of the main results are provided in Section IV. Numerical results are shown in Section V, and finally, conclusions are drawn in Section VI.

II. THE DEGRADED DISCRETE-TIME POISSON WIRETAP CHANNEL

We consider a practical optical wireless communication system where IM-DD is employed. In this setup, the channel input modulates the emitted light intensity from the light emitting
diode (LED) at the transmitter and photodetectors are used for receiving the optical signal at the legitimate user’s and the eavesdropper’s receivers.

In the considered wiretap channel, confidential data are transmitted by sending pulse amplitude modulated (PAM) intensity signals which are constant in discrete time slots of $\Delta$ seconds [5]. This model is referred to as the DT–PWC where a bandwidth constraint is imposed on the input signals by constraining the signals to be rectangular PAM of duration $\Delta$ seconds. We note that in the limiting case where the pulse duration $\Delta$ converges to zero, i.e., $\Delta \rightarrow 0$, the DT–PWC becomes the CT–PWC. In this limiting case, the transmitted pulses are no longer required to be rectangular PAM signals and can admit any arbitrary waveforms. Notice that the results pertaining to the degraded CT–PWC have been reported by Laourine et al. in [19]. Therefore, in this work, our mere focus is on addressing the problem of secure communications over the DT–PWC, i.e., the case where $\Delta$ does not approach zero.

A. Channel Model

In the DT–PWC, the receiver is modeled as a photon counter which generates an integer representing the number of received photons. Specifically, in each time slot of $\Delta$ seconds an input intensity $X$ is corrupted by the constant channel gains $\alpha_B$ and $\alpha_E$ and the combined impact of background radiation as well as the photodetectors’ dark currents $\lambda_B$ and $\lambda_E$ at the legitimate user’s and the eavesdropper’s receivers, respectively. The channel outputs at the legitimate receiver and the eavesdropper are denoted by $Y$ and $Z$, respectively, and are random variables related to the number of received photon in $\Delta$ seconds. These channel outputs conditioned on the input signal obey the Poisson distributions with mean $(\alpha_B X + \lambda_B)\Delta$ and $(\alpha_E X + \lambda_E)\Delta$, respectively, i.e., [5, equation 16]

$$p_{Y|X}(y|x) = e^{-(\alpha_B x + \lambda_B)\Delta} \frac{[(\alpha_B x + \lambda_B)\Delta]^y}{y!}, \ y \in \mathbb{N},$$  \ (1)

$$p_{Z|X}(z|x) = e^{-(\alpha_E x + \lambda_E)\Delta} \frac{[(\alpha_E x + \lambda_E)\Delta]^z}{z!}, \ z \in \mathbb{N},$$  \ (2)

where $\mathbb{N}$ is the set of all nonnegative integers. It is worth mentioning that in this work, we assume that the dark currents of the legitimate receiver and the eavesdropper are positive constants, i.e., $\lambda_B > 0$ and $\lambda_E > 0$. 
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In the DT–PWC, the channel input $X$ is a nonnegative random variable representing the intensity of the optical signal. Since intensity is constrained due to practical and safety restrictions by peak- and average-intensity constraints, the input must satisfy

$$0 \leq X \leq \mathcal{A},$$  

$$\mathbb{E}[X] \leq \mathcal{E}.\quad (3)$$  

In this work, we are interested in the degraded DT–PWC. Therefore, we are interested in the case where the following conditions hold

$$\alpha_B \geq \alpha_E,\quad (5)$$  

$$\frac{\lambda_B}{\alpha_B} \leq \frac{\lambda_E}{\alpha_E},\quad (6)$$

which implies that the random variables $X$, $Y$, and $Z$ form the Markov chain $X \rightarrow Y \rightarrow Z$ and consequently, the DT–PWC becomes stochastically degraded [13], [19], [24]. In the sequel, without loss of generality, we consider that at least one of the inequalities (5) or (6) is strict. This is because if both are tight, then the legitimate receiver’s and eavesdropper’s channels become identical and the secrecy capacity (defined later in this section) is equal to zero.

**B. The Rate-Equivocation Characterization of the DT–PWC**

An $(n, 2^{nR})$ code for the DT–PWC consists of the random variable $W$ (message set) uniformly distributed over $\mathcal{W} = \{1, 2, \cdots, 2^{nR}\}$, an encoder at the transmitter $f_n : \mathcal{W} \rightarrow \mathbb{R}_+^n$ satisfying the constraints (3)–(4), and a decoder at the legitimate user $g_n : \mathbb{N}^n \rightarrow \mathcal{W}$. Equivocation of a code is measured by the normalized conditional entropy $\frac{1}{n} H(W|Z^n)$. The probability of error for such a code is defined as $P_e^n = \Pr [g_n(Y^n) \neq W]$. A rate-equivocation pair $(R, R_e)$ is said to be achievable if there exists an $(n, 2^{nR})$ code satisfying

$$\lim_{n \to \infty} P_e^n = 0,$$  

$$R_e \leq \lim_{n \to \infty} \frac{1}{n} H(W|Z^n),\quad (8)$$

where $H(W|Z^n)$ is the conditional entropy of $W$ given the observations $Z^n$. The rate-equivocation region consists of all achievable rate-equivocation pairs. A rate $R$ is said to be perfectly secure if we have $R_e = R$, that is, if there exists an $(n, 2^{nR})$ code satisfying $\lim_{n \to \infty} \frac{1}{n} I(W; Z^n) = 0$, where $I(W; Z^n)$ is the mutual information between the random variables $W$ and $Z^n$. The supremum of such rates is defined to be the secrecy capacity and is denoted by $C_S$. 
Since under the assumptions (5)–(6), the DT–PWC is degraded, its entire rate-equivocation region, denoted by \( R \), can be expressed in a single-letter expression and it is given by the union of all rate-equivocation pairs \((R, R_e)\) such that [13]

\[
\begin{cases}
0 \leq R \leq I(X;Y), \\
0 \leq R_e \leq I(X;Y) - I(X;Z),
\end{cases}
\]

for some input distribution \( F_X \in \mathcal{F}^+ \) where the feasible set \( \mathcal{F}^+ \) is given by one of the following sets

\[
\begin{align*}
\Omega_{\mathcal{A},\mathcal{E}}^+ & \triangleq \left\{ F_X : \int_0^{A} dF_X(x) = 1, \int_0^{A} x dF_X(x) \leq \mathcal{E} \right\}, \\
\Omega_\mathcal{A}^+ & \triangleq \left\{ F_X : \int_0^{A} dF_X(x) = 1 \right\}, \\
\Omega_\mathcal{E}^+ & \triangleq \left\{ F_X : \int_0^{\infty} dF_X(x) = 1, \int_0^{\infty} x dF_X(x) \leq \mathcal{E} \right\}.
\end{align*}
\]

III. MAIN RESULTS

In this section, we present our main results regarding the structure of the optimal input distributions achieving the secrecy capacity and exhausting the entire rate-equivocation region of the degraded DT–PWC. Furthermore, we characterize the behavior of the asymptotic secrecy capacity in the low- and high-intensity regimes.

A. Structure of the Secrecy-Capacity-Achieving Distributions

For the degraded DT–PWC, the secrecy capacity is given by a single-letter expression as [5], [15, Chap. 3]

\[
C_S = \sup_{F_X \in \mathcal{F}^+} f_0(F_X) \triangleq \sup_{F_X \in \mathcal{F}^+} [I(X;Y) - I(X;Z)],
\]

where the feasible set \( \mathcal{F}^+ \) is given by one of the sets in (10)–(12).

We start by characterizing the secrecy-capacity-achieving distribution when \( \mathcal{F}^+ = \Omega_{\mathcal{A},\mathcal{E}}^+ \) in (13), i.e., when both peak- and average-intensity constraints are active. In this case, we observe that the solution to the optimization problem in (13) exists, is unique and is discrete with finitely many mass points in the interval \([0,A]\). This is formally stated by the following theorem.

**Theorem 1.** There exists a unique input distribution that attains the secrecy capacity of the DT–PWC with nonnegativity, peak- and average-intensity constraints. Furthermore, the support set of this optimal input distribution is a finite set.
Proof. For convenience, the proof is presented in Section IV.

The proof of Theorem 1 is sketched as follows. Firstly, the set of input distributions $\Omega_{+A,E}$ is shown to be sequentially compact in the Lévy metric sense and convex. Secondly, it is shown that the objective functional is continuous, weakly differentiable and strictly concave in $F_X$. Thus, a unique solution to (13) exists. Thirdly, the necessary and sufficient KKT conditions that must be satisfied by an optimal solution $F_X^*$ are derived. Fourthly, it is established that the support set of $F_X^*$ contains finitely many mass points. This is done by providing a contradiction argument. We start by assuming, on the contrary, that the support set contains an infinite number of elements. Next, we invoke the Identity and Bolzano-Weierstrass Theorems from complex analysis and we conclude that: 1) when the legitimate user’s and the eavesdropper’s channel gains are not identical, the Lagrangian multiplier (which is a nonnegative constant) must be lower bounded by a logarithmically increasing function in $x$ which is a contradiction; 2) when the channel gains are identical, the Lagrangian multiplier is upper bounded by $-\infty$ which again is a contradiction. Following along similar lines of the proof of Theorem 1, we extend the optimality of distributions with a finite number of mass points to the entire boundary of the rate-equivocation.

It is worth mentioning that in the CT–PWC studied in [19], the secrecy-capacity-achieving input distribution is always binary with mass points located at the origin and the value of the peak-intensity constraint [19, Theorem 1]. Furthermore, to achieve the secrecy capacity, input signals must have a very short duty cycle (i.e., $\Delta \to 0$ or equivalently, a very large transmission bandwidth is required). However, in the DT–PWC the number of mass points of the optimal distribution depends on the value of $\Delta, A, E$, and in general, it is greater than two.

Next, we present a corollary which concerns the characterization of the optimal distribution attaining the secrecy capacity of the DT–PWC with nonnegativity and peak-intensity constraints.

Corollary 1. The secrecy capacity of the DT–PWC with nonnegativity and peak-intensity constraints, i.e., the case when $F^+ = \Omega_{+A}$ in (13), is achieved by a unique and discrete input distribution with a finite number of mass points.

Proof. The proof follows along similar lines of those mentioned in the proof of Theorem 1.

Next, we consider the case where $F^+ = \Omega_{+E}$ in (13) and establish that a discrete distribution with countably infinite number of mass points, but with finitely many mass points in any bounded
interval, achieve the secrecy capacity when nonnegativity and average-intensity constraints (no peak-intensity constraint) are active.

**Theorem 2.** There exists a unique input distribution which attains the secrecy capacity of the DT–PWC with nonnegativity and average-intensity constraints. The optimal distribution is discrete with countably infinite number of mass points, but only finitely many mass points in any bounded interval.

**Proof.** Theorem 2 is established in Section IV. ■

To prove Theorem 2, we first prove that the set of input distributions $\Omega_X^+$ is compact and convex. We then invoke similar arguments to those presented in the proof of Theorem 1 to show that the objective function in (13) is continuous, strictly concave and weakly differentiable in the input distribution $F_X$. Therefore, we conclude that the solution to the optimization problem (13) exists and is unique. We continue the proof by showing that first, the intersection of the support set of the optimal input distribution denoted by $S_{F_X^*}$ with any bounded interval $B$ contains a finite number of mass points, i.e., $|S_{F_X^*} \cap B| < \infty$, where $|B|$ denotes the cardinality of the set $B$. Next, we show that $S_{F_X^*}$ must be an unbounded set. These structural properties imply that the optimal distribution is discrete with countably infinite number of mass points, but with finitely many mass points in any bounded interval. The first property is shown by means of contradiction. We assume that $|S_{F_X^*} \cap B| = \infty$. Then, using the KKT conditions and invoking the Bolzano-Weierstrass and Identity Theorems from complex analysis, we find that the Lagrangian multiplier is upper bounded by $-\infty$ which is a contradiction. The second property is also shown through contradiction. Assuming that the optimal support set is bounded, we consider the following cases: 1) if the legitimate user’s and the eavesdropper’s channel gains are not identical, our contradiction hinges on the fact that a linearly increasing function in $x$ must be lower bounded by another function which grows as fast as $x \log x$ which is a contradiction for large values of $x$; 2) if the channel gains are identical, we find that the Lagrangian multiplier would be lower bounded by a constant and using the Envelope Theorem [21], we observe that the secrecy capacity must at least grow linearly in the average-intensity constraint. However, in Appendix G we establish that the secrecy capacity is always upper bounded by a constant for all values of the average-intensity. Therefore, the desired contradiction occurs.

Finally, we establish the existence of a mass point at $x = 0$ in the support set of the secrecy-
capacity-achieving input distributions under all the possible choices for \(\mathcal{F}^+\) given in (10)–(12).

**Proposition 1.** Let \(S_{\mathcal{F}_X^*}\) be the support set of the secrecy-capacity-achieving input distribution \(F_{X}^*\) for the DT–PWC under one of the constraints in (10)–(12). Then \(x = 0\) always belong to \(S_{\mathcal{F}_X^*}\).

*Proof.* The proof is by contradiction and follows along similar lines of [18, Proposition 1] with the difference that the conditional channel laws follow Poisson distribution. For completeness, the proof is relegated to Appendix B.

Next, we present a corollary which establishes that the support set of the capacity-achieving input distribution of the discrete-time Poisson channel (the case without the secrecy constraint) under each of the constraints (10)–(12) possesses a mass point at the origin.

**Corollary 2.** The capacity-achieving distribution of the discrete-time Poisson channel, i.e., the case without secrecy constraint, under nonnegativity, peak- and/or average-intensity constraints has a mass point located at the origin.

*Proof.* The proof is via contradiction and it follows along similar lines of the proof of Proposition 1 without a secrecy constraint, i.e., disregarding the the eavesdropper’s link and its observations.

It is worth mentioning that this result provides an alternative proof of the existence of a mass point at the origin which was previously established in [25, Corollary 2].

**B. Structure of the Optimal Distributions Exhausting the Entire Rate-Equivocation Region**

By a time-sharing argument, it can be shown that the rate-equivocation region of the DT–PWC is convex. Therefore, the region can be characterized by finding tangent lines to \(\mathcal{R}\) which are given by the solutions of

\[
\sup_{F_X \in \mathcal{F}^+} f_\mu(F_X) \triangleq \sup_{F_X \in \mathcal{F}^+} [\mu I(X;Y) + (1 - \mu)[I(X;Y) - I(X;Z)]], \quad \forall \mu \in [0, 1],
\]

where the feasible set \(\mathcal{F}^+\) is one of the sets given by (10)–(12). We start by proving that the entire boundary of the rate-equivocation region of the DT–PWC with nonnegativity, peak- and average-intensity constraints (i.e., \(\mathcal{F}^+ = \Omega_{\lambda, \varepsilon}^*\)) is obtained by discrete input distributions with a finite number of mass points.
Theorem 3. Every point on the boundary of the rate-equivocation region of the DT–PWC with nonnegativity, peak- and average-intensity constraints, is achieved by a unique input distribution which is discrete with a finite number of mass points.

Proof. For convenience, Theorem 3 is established in Section IV.

The proof of Theorem 3 follows along similar lines as the one in the proof of Theorem 1 with the difference in the contradiction argument. Here, our contradiction is based on the fact that (regardless of having \( \alpha_B = \alpha_E \) or not) the Lagrangian multiplier is lower bounded by a function that grows logarithmically in \( x \).

Next, we present a corollary which states that the entire boundary of the rate-equivocation region of the DT–PWC under nonnegativity and peak-intensity constraints is attained by discrete distributions with finitely many mass points.

Corollary 3. Every point on the boundary of the rate-equivocation region of the DT–PWC with nonnegativity and peak-intensity constraints is achieved by a unique and discrete input distribution with a finite number of mass points.

Proof. The proof follows by invoking similar arguments to those in the proof of Theorem 3.

Finally, we consider the case where \( \mathcal{F}^+ = \Omega^+_{\xi} \) in (13) and characterize the optimal distributions exhausting the entire rate-equivocation region when nonnegativity and average-intensity constraints are active.

Theorem 4. Every point on the boundary of the rate-equivocation region of the DT–PWC with nonnegativity and average-intensity constraints is achieved by a unique and discrete input distribution with countably infinite number of mass points, but finitely many mass points in any bounded interval.

Proof. The proof is presented in Section IV.

The proof of Theorem 4 follows along similar lines of the proof of Theorem 2 with a difference in the unboundedness proof of the optimal support set. Here, we do not consider different cases on the channel gains and the desired contradiction occurs by showing that a linearly increasing function in \( x \) would be lower bounded by another function growing as fast as \( x \log x \).
A direct consequence of Theorem 4 is that when \( \mu = 1 \) in (14) (the point corresponding to the capacity of the discrete time Poisson channel with nonnegativity and average-intensity constraints), the optimal distribution is discrete with a countably infinite number of mass points, but finitely many mass points in any bounded interval. This result settles down Shamai’s conjecture in [5] using different and simpler arguments than those that appeared in [8, Theorem 15].

**Remark.** In this work, although we have assumed that \( \lambda_B \) and \( \lambda_E \) are positive constants, our results pertaining to the structural properties of the optimal input distributions achieving the secrecy capacity and exhausting the entire rate-equivocation region of the DT–PWC can be easily extended to the case where \( \lambda_B = 0 \), and \( \lambda_E \geq 0 \). For completeness, we present the proof regarding this specific case in Appendix I.

C. Asymptotic Behavior of the Secrecy Capacity in the Low- and High-Intensity Regimes

This section investigates the asymptotic analysis for the secrecy capacity of the DT–PWC in both low- and high-intensity regimes.

1) **Low-Intensity Results**: We begin the asymptotic analysis of the secrecy capacity for asymptotically small values of \( \mathcal{A} \) and \( \mathcal{E} \). To achieve this, we consider five different cases as follows: 1) both peak- and average-intensity constraints are active, and they tend to zero while their ratio is held fixed at \( p \triangleq \frac{\mathcal{E}}{\mathcal{A}} \), where \( 0 < p \leq 1 \); 2) only the peak-intensity constraint is active and it tends to zero; 3) both peak- and average-intensity constraints are active and the peak-intensity constraint is held fixed while the average-intensity constraint tends to zero, i.e., \( p \to 0 \); 4) only the average-intensity constraint is active and it approaches zero along with the fact that the channel gains of the legitimate receiver and the eavesdropper are identical; 5) only the average-intensity constraint is active and it tends to zero, and the channel gains of the legitimate receiver and the eavesdropper are different. The following theorems present a full characterization of the secrecy capacity in the low-intensity regimes for the aforementioned cases.

**Theorem 5.** In the regime where the peak-intensity constraint \( \mathcal{A} \to 0 \) or both peak- and average-intensity constraints \( \mathcal{A} \to 0 \), \( \mathcal{E} \to 0 \) while their ratio is held fixed at \( p \triangleq \frac{\mathcal{E}}{\mathcal{A}} \), the asymptotic secrecy capacity satisfies

\[
\lim_{A \to 0} C_S(A^2) = \begin{cases} 
\frac{1}{8} \left( \frac{\alpha_2^2}{\lambda_B} - \frac{\alpha_2^2}{\lambda_E} \right), & \text{if } \frac{1}{2} \leq p \leq 1, \\
\frac{1}{2} p (1 - p) \left( \frac{\alpha_2^2}{\lambda_B} - \frac{\alpha_2^2}{\lambda_E} \right), & \text{if } 0 < p < \frac{1}{2}.
\end{cases}
\] (15)
Proof. The proof is based on deriving lower and upper bounds that asymptotically coincide in the low-intensity regime. The lower bound is based on evaluating the mutual information difference between the legitimate receiver and the eavesdropper for a binary input distribution with mass points at \( \{0, A\} \) and corresponding probability masses \( \{\frac{1}{2}, \frac{1}{2}\} \) when only the peak-intensity constraint is active, and \( \{1 - p, p\}, p \in (0, \frac{1}{2}) \) when both peak- and average-intensity constraints are active. The upper bound is given by the secrecy capacity of the CT-PWC with peak- or both peak- and average-intensity constraints. For convenience, the derivation of these bounds are presented in Appendix C.

Theorem 5 implies that when \( \frac{1}{2} \leq p \leq 1 \), the average-intensity constraint is inactive and only the peak-intensity constraint is active. Furthermore, this theorem shows that the asymptotic secrecy capacity scales quadratically in the peak-intensity constraint when only peak- or both peak- and average-intensity constraints are active. Additionally, we observe that the asymptotic secrecy capacity is independent of the pulse duration \( \Delta \) and thus, there is no tradeoff between the secrecy capacity and the transmission bandwidth. In other words, in this case, only the amplitude level of the transmitted pulses affect the secrecy capacity and not the pulse duration.

**Theorem 6.** When both peak- and average-intensity constraint are active and in the regime where the peak-intensity constraint \( A \) is held fixed while the average-intensity constraint \( E \rightarrow 0 \), the asymptotic secrecy capacity satisfies

\[
\lim_{E \to 0} \frac{C_S}{E} = \left[ \left( \alpha_B + \frac{\lambda_B}{A} \right) \log \left( 1 + \frac{\alpha_B A}{\lambda_B} \right) - \left( \alpha_E + \frac{\lambda_E}{A} \right) \log \left( 1 + \frac{\alpha_E A}{\lambda_E} \right) + (\alpha_E - \alpha_B) \right].
\]

(16)

Proof. First, we note that the RHS of (16) is strictly positive. This is due to the fact that the function

\[
\Phi(x) \triangleq \left[ \left( \alpha_B + \frac{\lambda_B}{x} \right) \log \left( 1 + \frac{\alpha_B x}{\lambda_B} \right) - \left( \alpha_E + \frac{\lambda_E}{x} \right) \log \left( 1 + \frac{\alpha_E x}{\lambda_E} \right) + (\alpha_E - \alpha_B) \right]
\]

(17)

is strictly increasing over the interval \( x \in [0, A] \). This is established in Appendix E. This implies that \( \Phi(A) > \Phi(0) \). Note that here \( \Phi(0) \) is not defined, but \( \lim_{x \to 0} \Phi(x) = 0 \).

We continue the proof by showing that the secrecy capacity is a concave function in the average-intensity constraint (regardless of whether the peak-intensity constraint is active or not). Next, we invoke the secrecy capacity per unit cost argument established by El-Halabi et al. [22] to find a closed-form expression of the secrecy capacity. However, we note that the secrecy capacity
per unit cost argument does not lead to the characterization of the secrecy-capacity-achieving input distribution [22]. Therefore, by leveraging the fact that the secrecy-capacity-achieving input distribution must have a finite number of mass points (as shown in Theorem 1), we evaluate the mutual information difference for a binary input distribution with mass points at \{0, A\} with corresponding probability masses \{1−p, p\}, where \( p = \frac{E}{A} \) and \( E \to 0 \). Finally, we show that this specific binary distribution achieves the asymptotic secrecy capacity. The details of the proof are relegated to Appendix D.

From Theorem 6, we infer that in the low-intensity regime, the asymptotic secrecy capacity scales \textit{linearly} in the average-intensity constraint. Furthermore, similar to the results proved in Theorem 5, when the peak-intensity constraint is held fixed while the average-intensity approaches zero, the secrecy capacity is independent of the pulse duration \( \Delta \). Consequently, in this regime, there is no tradeoff between the secrecy capacity and the transmission bandwidth and only the amplitude levels of the transmitted signals affect the secrecy capacity.

**Theorem 7.** When only an average-intensity constraint is considered and in the regime where the average-intensity \( E \to 0 \) along with identical channel gains (\( \alpha_B = \alpha_E \)), the asymptotic secrecy capacity satisfies

\[
\lim_{{E \to 0}} \frac{C_S}{E} = \left[ \frac{\alpha_B \log \left( \frac{\lambda_E}{\lambda_B} \right)}{\lambda_B} \right].
\]

**Proof.** The proof follows along similar lines of the proof of Theorem 6 with the difference that the peak-intensity constraint is now inactive, i.e., \( A = +\infty \). Moreover, we do not characterize the optimal distribution that attains the secrecy capacity. This is because, as established by Theorem 2, the optimal distribution admits a countably infinite number of mass points and evaluating the mutual information difference for such a distribution is onerous. For brevity, the proof is presented in Appendix E.

Similar to Theorem 6 results, here too, the asymptotic secrecy capacity scales linearly in the average-intensity constraint.

**Theorem 8.** With only an average-intensity constraint and different channel gains, i.e., \( \alpha_B > \alpha_E \), the asymptotic secrecy capacity, in the regime \( E \to 0 \), satisfies

\[
\frac{1}{2} \leq \lim_{{E \to 0}} \frac{C_S}{(\alpha_B - \alpha_E)E \log \log \frac{1}{\bar{E}}} \leq 2.
\]
Proof. We establish Theorem 8 by providing lower and upper bounds on the secrecy capacity. The lower bound is based on evaluating the mutual information difference for the binary input distribution with mass points located at \( \{0, \zeta\} \) with corresponding probability masses \( \{1-p, p\} \), where \( \zeta \triangleq \sqrt{\frac{\lambda_B}{\alpha_E^2} \log \frac{1}{E}} \) and \( p = \frac{\xi}{\xi} \). Furthermore, we upper bound the secrecy capacity of the DT–PWC under an average-intensity constraint by the capacity of another discrete-time Poisson channel whose input is \( X \) and whose output is \( \tilde{Z} \) with \( p_{\tilde{Z}|X}(\tilde{z}|x) = e^{-(\tilde{\alpha}x+\tilde{\lambda})\Delta \frac{[\tilde{\alpha}x+\tilde{\lambda}]}{\tilde{z}!}} \), where \( \tilde{\alpha} \triangleq \alpha_B - \alpha_E \), \( \tilde{\lambda} \triangleq \left( \frac{\alpha_B}{\alpha_E} - 1 \right) \lambda_E \), and the input is subject to nonnegativity and average-intensity constraint \( E[X] \leq E \). We derive the upper bound by invoking the results found by Lapidoth et al. pertaining to the asymptotic capacity of the discrete-time Poisson channel with an average-intensity constraint and with constant nonzero dark current [9, Proposition 2]. For convenience, the details of the proof are relegated to Appendix F.

Theorem 8 suggests that the asymptotic secrecy capacity scales, to within a constant, like \( E \log \log \frac{1}{E} \) in the average-intensity constraint \( E \) in the low-intensity regime when the channel gains are different.

Now that we have fully analyzed the asymptotic behavior of the secrecy capacity of the degraded DT–PWC under a variety of constraints in the low-intensity regime, we turn our focus to provide asymptotic analysis in the high-intensity regime.

2) High-Intensity Results: This section sheds light on the asymptotic behavior of the secrecy capacity of the DT–PWC when the constraints tend to infinity. We start by considering two scenarios based on the degradedness conditions in (5)–(6) and for each of these scenarios, we provide an upper bound on the secrecy capacity. The first scenario deals with the case where the inequality (5) is tight and the inequality (6) is strict, i.e., \( \alpha_B = \alpha_E, \frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B} \). The second scenario refers to the case where the inequality (5) is strict and the inequality (6) is either strict or tight, i.e., \( \alpha_B > \alpha_E, \frac{\lambda_E}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B} \). We find that the secrecy capacity of the DT–PWC for both of these scenarios can be upper bounded by a constant across all intensity regimes. This implies that the secrecy capacity does not scale with the constraints in the high-intensity regime, and therefore, it must be a constant value.

Before we present the main results regarding the asymptotic behavior of the secrecy capacity in the high-intensity regime, we state a lemma which we use in our analysis throughout this section.

Lemma 1. For a degraded DT–PWC (i.e., when the conditions in (5)–(6) hold true), the mutual
information difference \( f_0(F_X) = I(X; Y) - I(X; Z) \) can be upper bounded as
\[
f_0(F_X) = I(X; Y) - I(X; \tilde{Y}) + I(X; \tilde{Y}) - I(X; Z) \leq I(X; Y) - I(X; \tilde{Y}) + I(X; \tilde{Z}).
\] (20)
where \( \tilde{Y} \overset{\Delta}{=} Y + N_D \), with \( N_D \) being a Poisson distributed random variable with mean \( \lambda_D \Delta \) independent of \( X \) and \( Y \), where \( \lambda_D \overset{\Delta}{=} \frac{\alpha_B}{\alpha_E} \lambda_E - \lambda_B \). Moreover, \( \tilde{Z}|X \) is a Poisson random variable with mean \( (\tilde{\alpha}X + \tilde{\lambda})\Delta \) independent of \( Z|X \) and such that \( \tilde{Y}|X = Z|X + \tilde{Z}|X \), where \( \tilde{\alpha} = \alpha_B - \alpha_E \) and \( \tilde{\lambda} = \left( \frac{\alpha_B}{\alpha_E} - 1 \right) \lambda_E \).

Proof. The proof follows along a similar line of [19, Lemma 1, Lemma 7].

Now, we are ready to present the asymptotic results of the secrecy capacity in the high-intensity regime.

a) Upper Bound on the Secrecy Capacity When \( \alpha_B = \alpha_E \), and \( \frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B} \): We start by noting that according to Lemma 1, the random variable \( \tilde{Z} \equiv 0 \) and the secrecy capacity of the DT–PWC is upper bounded by
\[
C_S = f_0(F_X^*) = H_Y(F_X^*) - H_{\tilde{Y}}(F_X^*) + H_{\tilde{Y}|X}(F_X^*) - H_{Y|X}(F_X^*) \leq \lambda_D^2 + \lambda_B \Delta \lambda_B, \] (21)
where \( F_X^* \in \mathcal{F}^+ \) with \( \mathcal{F}^+ \) being one of the feasible sets defined in (10)–(12), and \( H_Y(F_X^*) \) and \( H_{\tilde{Y}}(F_X^*) \) are the entropies of the discrete random variables \( Y \) and \( \tilde{Y} \), respectively, induced by the optimal input distribution \( F_X^* \). Furthermore, \( H_{Y|X}(F_X^*) \) and \( H_{\tilde{Y}|X}(F_X^*) \) are the conditional entropies of \( Y|X \) and \( \tilde{Y}|X \), respectively, induced by \( F_X^* \). Next, we present the upper bound on the secrecy capacity of the DT–PWC in the high-intensity regime.

Theorem 9. The secrecy capacity of the DT–PWC with either of the considered constraints in (10)–(12) and under the assumption of \( \alpha_B = \alpha_E \), \( \frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B} \) is upper bounded by
\[
C_S \leq \frac{\lambda_D^2 + \lambda_B \Delta \lambda_B}{\lambda_B}, \] (22)
with \( \lambda_D = \lambda_E - \lambda_B \).

Proof. Under the assumption of \( \alpha_B = \alpha_E \), and \( \frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B} \), we show in Appendix G that \( H_Y(F_X^*) - H_{\tilde{Y}}(F_X^*) < 0 \). Thus, to upper bound the secrecy capacity, it is sufficient to provide an upper bound for the term \( H_{\tilde{Y}|X}(F_X^*) - H_{Y|X}(F_X^*) \). For convenience, the details of the proof are presented in Appendix G. ■
From Theorem 9, we notice that the upper bound in (22) holds for all values of the peak- and/or average-intensity constraints. This implies that the secrecy capacity of the DT–PWC in the high-intensity regime, where either of the constraints $A \to \infty$ or $E \to \infty$, does not scale with the constraints and approaches a positive constant, i.e.,

$$C_S = O(1).$$

\[ (23) \]

\[ b) \] Upper Bound on the Secrecy Capacity When $\alpha_B > \alpha_E$ and $\frac{\lambda_E}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B}$. In this case, we first note that the secrecy capacity can be upper bounded as

$$C_S = \sup_{F_X \in F^+} [I(X;Y) - I(X;Z)]$$

$$= \sup_{F_X \in F^+} [I(X;Y) - I(X;\tilde{Y}) + I(X;\tilde{Y}) - I(X;Z)]$$

$$\leq \sup_{F_X \in F^+} [I(X;Y) - I(X;\tilde{Y})] + \sup_{F_X \in F^+} [I(X;\tilde{Y}) - I(X;Z)],$$

\[ \triangleq C_{S,U1} \]

\[ \triangleq C_{S,U2} \]

where $\tilde{Y} = Y + N_D$ according to Lemma 1, and the last inequality follows from the property of supremum.

Now, are ready to upper bound the secrecy capacity. To this end, we provide an upper bound for each of the terms $C_{S,U1}$ and $C_{S,U2}$ and show that these upper bounds are constant values and do not scale with the peak- and/or average-intensity constraints. These results are formally stated by the following theorem.

**Theorem 10.** The secrecy capacity of the DT–PWC with either of the considered constraints in (10)–(12) and under the assumption of $\alpha_B > \alpha_E$ and $\frac{\lambda_E}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B}$ is upper bounded by

$$C_S \leq \frac{\lambda_D^2}{2} + \frac{\lambda_D}{\Delta} + \frac{1}{\Delta} \log \left( \frac{\alpha_B}{\alpha_E} \right),$$

\[ (25) \]

where $\lambda_D = \frac{\alpha_B}{\alpha_E} \lambda_E - \lambda_B$.

**Proof.** We start the proof by noting that according to Theorem 9, $C_{S,U1}$ can be readily upper bounded by a constant value as

$$C_{S,U1} \leq \frac{\lambda_D^2}{2} + \frac{\lambda_D}{\Delta},$$

\[ (26) \]

where $\lambda_D = \frac{\alpha_B}{\alpha_E} \lambda_E - \lambda_B$.

We continue the proof by upper bounding $C_{S,U2}$. To this end, we first note that $C_{S,U2}$ is the secrecy capacity of a degraded DT–PWC whose input is $X$, and whose outputs are $\tilde{Y}$ and
Z. Observe that \( \tilde{Y} | X \) is a Poisson distributed random variable with mean \( (\alpha_B X + \frac{\alpha_B}{\alpha_E} \lambda_E) \Delta \). Also, \( Z | X \) is another Poisson distributed random variable with mean \( (\alpha_E X + \lambda_E) \Delta \). Observe that the observations of the eavesdropper, i.e., \( Z \) is obtained from \( \tilde{Y} \) by thinning with erasure probability \( 1 - \frac{\alpha_E}{\alpha_B} \) [19], [24]. Next, we note that this new DT–PWC is degraded because the conditions in (5)–(6) are met since \( \alpha_B > \alpha_E \) and \( \frac{\lambda_E}{\alpha_E} = \frac{\alpha_B \lambda_E}{\alpha_B} \). As a result, we have that \( I(X; \tilde{Y} | Z) = I(X; \tilde{Y}) - I(X; Z) \) and \( C_{S,U} = \sup_{F_X} I(Y; \tilde{Y} | Z) \). By applying the duality upper bound expression found in [3], [6] to the conditional mutual information \( I(X; \tilde{Y} | Z) \), we find an upper bound on the secrecy capacity as

\[
C_{S,U} \leq \frac{1}{\Delta} \log \left( \frac{\alpha_B}{\alpha_E} \right).
\]

For brevity, we present the remainder of the proof details in Appendix H.

Since the upper bounds (26)–(27) are constant values and do not scale with the peak- and/or average-intensity constraints, the direct consequences of Theorem 9 and Theorem 10 are that the secrecy capacity of the DT–PWC in the high-intensity regime converges to a positive constant, i.e.,

\[
C_S = O(1).
\]

IV. PROOF OF THE MAIN RESULTS

In this section, we first provide the required preliminaries for the development of the main results. We then give the detailed proofs of theorems and the proposition mentioned in Sec. III.

A. Preliminaries

Since both legitimate user’s and eavesdropper’s channels are discrete-time Poisson channels, the output densities for \( Y \) and \( Z \) exist for any input distribution \( F_X \), and are given by

\[
P_Y(y; F_X) = \int_0^A p(y|x) dF_X(x), \quad y \in \mathbb{N},
\]

\[
P_Z(z; F_X) = \int_0^A p(z|x) dF_X(x), \quad z \in \mathbb{N},
\]

where \( p(y|x) \) and \( p(z|x) \) are given by (1)–(2). We define the secrecy rate density \( c_s(x; F_X) \) as

\[
c_s(x; F_X) \triangleq \Delta i_B(x; F_X) - i_E(x; F_X),
\]
where $i_B(x; F_X)$ and $i_E(x; F_X)$ are the mutual information densities for the legitimate user’s and the eavesdropper’s channels, respectively, and are as follows

\begin{equation}
    i_B(x; F_X) = \frac{1}{\Delta} \sum_{y=0}^{+\infty} p(y|x) \log \frac{p(y|x)}{P_Y(y; F_X)},
\end{equation}

\begin{equation}
    i_E(x; F_X) = \frac{1}{\Delta} \sum_{z=0}^{+\infty} p(z|x) \log \frac{p(z|x)}{P_Z(z; F_X)}.
\end{equation}

Plugging (1)–(2) and (29)–(30) into (32)–(33) and after some algebra, we get

\begin{equation}
    i_B(x; F_X) = (\alpha_B x + \lambda_B) \log[(\alpha_B x + \lambda_B)\Delta] - \alpha_B x - \frac{1}{\Delta} \sum_{y=0}^{+\infty} p(y|x) \log g_B(y; F_X),
\end{equation}

\begin{equation}
    i_E(x; F_X) = (\alpha_E x + \lambda_E) \log[(\alpha_E x + \lambda_E)\Delta] - \alpha_E x - \frac{1}{\Delta} \sum_{z=0}^{+\infty} p(z|x) \log g_E(z; F_X),
\end{equation}

where $g_B(y; F_X)$ and $g_E(z; F_X)$ are respectively defined as

\begin{equation}
    g_B(y; F_X) \triangleq \int_0^A e^{-\alpha_B x \Delta} \left[(\alpha_B x + \lambda_B)\Delta\right]^y dF_X(x),
\end{equation}

\begin{equation}
    g_E(z; F_X) \triangleq \int_0^A e^{-\alpha_E x \Delta} \left[(\alpha_E x + \lambda_E)\Delta\right]^z dF_X(x).
\end{equation}

Furthermore, we have the following identities

\begin{equation}
    I(X; Y) = \int_0^A i_B(x; F_X) dF_X(x) \triangleq I_B(F_X),
\end{equation}

\begin{equation}
    I(X; Z) = \int_0^A i_E(x; F_X) dF_X(x) \triangleq I_E(F_X),
\end{equation}

\begin{equation}
    f_0(F_X) = \int_0^A c_S(x; F_X) dF_X(x).
\end{equation}

Next, we prove Theorem 1 using the preliminaries provided in this section.

\textbf{B. Proof of Theorem 1}

We start by proving that the set of input distributions $\Omega_{A, E}^+$ is compact and convex. We then show that the objective functions $f_0(F_X)$ in (13) is continuous, strictly concave and weakly differentiable in the input distribution $F_X$ and hence, we conclude that the optimization problems in (13) has a unique solutions. We continue the proof by deriving the necessary and sufficient conditions (KKT conditions) for the optimality of the optimal input distribution $F_X^*$. Finally, by means of contradiction we show that the optimal input distributions are discrete with a finite number of mass points. The proof is then streamlined into a few lemmas which we state below.
Lemma 2. The feasible set $\Omega_{A,E}^+$ is convex and sequentially compact in the Levy metric sense.

Proof. The proof follows along similar lines as [5, Lemma 1].

Lemma 3. The functional $f_0 : \Omega_{A,E}^+ \to \mathbb{R}$, $f_0(F_X) = I_B(F_X) - I_E(F_X)$ is continuous in $F_X$.

Proof. The proof follows along similar lines as presented in [5, Lemma 3].

From Lemma 2 and Lemma 3, $f_0(F_X)$ is continuous in $F_X$ over $\Omega_{A,E}^+$ which itself is a compact set, then by the Extreme Value Theorem, $f_0(F_X)$ is bounded above and attains its supremum. That is, the supremum in (13) is actually a maximum which is achievable by at least one input distribution $F_X$.

Lemma 4. The functional $f_0(F_X)$ is strictly concave in $F_X$.

Proof. The proof is by contradiction and follows along similar lines as in [18, Appendix A] with the difference that the conditional channel laws follow Poisson distribution. For completeness, the proof is relegated to Appendix A.

Lemma 5. The functional $f_0(F_X)$ is weakly differentiable in $\Omega_{A,E}^+$ and its weak derivative at the point $F_X^*$, denoted by $f_0'(F_X)$ is given by

$$f_0'(F_X, F_X^*) \triangleq \lim_{t \to 0} \frac{f_0((1-t)F_X^* + tF_X) - f_0(F_X^*)}{t} = \int_0^A c_S(x; F_X^*) dF_X(x) - f(F_X^*),$$

where $t \in [0, 1]$.

Proof. The proof is based on the definition of the weak derivative and follows along similar lines as the one in [18].

From Lemma 2, Lemma 4, and Lemma 5, we have a strictly concave and weak-differentiable function $f_0(F_X)$ over $\Omega_{A,E}^+$ which is a convex set, then the necessary and sufficient conditions for an input distribution $F_X^*$ to be optimal is

$$f_0'(F_X, F_X^*) \leq 0, \quad \forall F_X, F_X^* \in \Omega_{A,E}^+.$$ 

Now, we define the mapping

$$g(F_X) = \int_0^A x dF_X(x) - \mathcal{E},$$

(43)
from $\Omega_{A,\varepsilon}^+$ to $\mathbb{R}$. This mapping is linear in $F_X$ and hence convex. Furthermore, the weak-
derivative of $g(F_X)$ at the point $F_X^0$ is given by

$$g'(F_X, F_X^0) = g(F_X) - g(F_X^0). \quad (44)$$

Using the Lagrangian Theorem, and noting that $f_0(F_X) - \gamma g(F_X)$ (where $\gamma \geq 0$ is the Lagrangian
coefficient) is weakly differentiable and strictly concave in $F_X$, the necessary and sufficient
conditions for $F_X^* \in \Omega_{A,\varepsilon}^+$ to be optimal is

$$f'_0(F_X, F_X^*) - \gamma g'(F_X, F_X^*) \leq 0, \quad \forall F_X, F_X^* \in \Omega_{A,\varepsilon}^+, \quad (45)$$

that is

$$\int_0^A [c_S(x; F_X^*) - \gamma x] \, dF_X(x) \leq C_S - \gamma \mathcal{E}, \quad (46)$$

where the secrecy capacity is $C_S = f_0(F_X^*) = I_B(F_X^*) - I_E(F_X^*)$. Next, we present a theorem
which states the KKT conditions for the optimality of $F_X^* \in \Omega_{A,\varepsilon}^+$.

**Theorem 11.** Let $S_{F_X^*} \subset [0, A]$ be the support set of $F_X^*$, then

$$\int_0^A [c_S(x; F_X^*) - \gamma x] \, dF_X(x) \leq C_S - \gamma \mathcal{E}, \quad (47)$$

for all $F_X \in \Omega_{A,\varepsilon}^+$ if and only if

$$c_S(x; F_X^*) - \gamma x \leq C_S - \gamma \mathcal{E}, \quad \forall x \in [0, A], \quad (48)$$

$$c_S(x; F_X^*) - \gamma x = C_S - \gamma \mathcal{E}, \quad \forall x \in S_{F_X^*}. \quad (49)$$

**Proof.** The implication from (48) to (47) is immediate. For the converse, assume (48) is false. Then there exists an $\hat{x}$ such that

$$c_S(\hat{x}; F_X^*) > C_S + \gamma (\hat{x} - \mathcal{E}). \quad (50)$$

If $F_X(x) = u(x - \hat{x})$, where $u(\cdot)$ is the unit step function, then

$$\int_0^A [c_S(x; F_X^*) - \gamma x] \, dF_X(x) = c_S(\hat{x}; F_X^*) - \gamma \hat{x} > C_S - \gamma \mathcal{E}, \quad (51)$$

which contradicts (47). Now, assume that (48) is true, but (49) is false, i.e., there exists $\hat{x} \in S_{F_X^*}$
such that

$$c_S(\hat{x}; F_X^*) < C_S + \gamma (\hat{x} - \mathcal{E}). \quad (52)$$
Lemma 6. The secrecy rate density $c_S(x; F_X) - \gamma x$ has an analytic extension to the open connected set $\mathcal{O} \triangleq \{ w \in \mathbb{C} : \Re(w) > -\frac{\lambda_B}{\alpha_B} \}$, where $\Re(w)$ is the real part of the complex variable $w$.

Proof. The mutual information densities $i_B(w; F_X)$ and $i_E(w; F_X)$ have analytic extension to the open connected sets $\mathcal{O}_B \triangleq \{ w \in \mathbb{C} : \Re(w) > -\frac{\lambda_B}{\alpha_B} \}$ and $\mathcal{O}_E \triangleq \{ w \in \mathbb{C} : \Re(w) > -\frac{\lambda_E}{\alpha_E} \}$, respectively, according to [5]. Therefore, the secrecy rate density $c_S(w; F_X) - \gamma w$ has an analytic extension to the open connected set $\mathcal{O} = \mathcal{O}_B \cap \mathcal{O}_E$. Since $\frac{\lambda_B}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B}$ (based on (6)), we have $\mathcal{O} = \mathcal{O}_B$. This completes the proof of Lemma 6.

Next, we are ready to prove the discreteness and finiteness of the support set of $F_X^*$ using a contradiction argument. We start by assuming that $S_{F_X^*}$ has an infinite number of elements. In view of the optimality condition (49), the analyticity of $c_S(w; F_X) - \gamma w$ over $\mathcal{O}$ and the Identity Theorem from complex analysis along with Bolzano-Weierstrass Theorem, if $S_{F_X^*}$ has an infinite number of mass points, we deduce that $r_c(w; F_X^*) - \gamma w = C_S - \gamma \mathcal{E}$ for all $w \in \mathcal{O}$. Since $(-\frac{\lambda_B}{\alpha_B}, +\infty) \subset \mathcal{O}$, we conclude that

$$c_S(x; F_X^*) - \gamma x = C_S - \gamma \mathcal{E}, \quad \forall x > -\frac{\lambda_B}{\alpha_B}. \tag{54}$$

Next, we show that (54) results in a contradiction. Observe that (54) implies that $c_S(x; F_X^*) - \gamma x$ is a constant function in $x$ for all $x \in (-\frac{\lambda_B}{\alpha_B}, +\infty)$. Therefore, to reach a contradiction, we...
show that $c_S(x; F_X^*) - \gamma x$ is not a constant function over this interval. To that end, we take the derivative of both sides of (54) with respect to $x$ and we find
\[
\frac{dc_S(x; F_X^*)}{dx} = \gamma, \quad \forall x > -\frac{\lambda_B}{\alpha_B}.
\] (55)
Substituting (34)–(35) into (31) and taking the derivative with respect to $x$, we can write
\[
\frac{dc_S(x; F_X^*)}{dx} = \alpha_B \log[(\alpha_B x + \lambda_B)\Delta] + \alpha_B \sum_{y=0}^{+\infty} p(y|x) \log \frac{g_B(y; F_X^*)}{g_B(y + 1; F_X^*)} - \alpha_E \log[(\alpha_E x + \lambda_E)\Delta] - \alpha_E \sum_{z=0}^{+\infty} p(z|x) \log \frac{g_E(z; F_X^*)}{g_E(z + 1; F_X^*)}, \quad \forall x > -\frac{\lambda_B}{\alpha_B}. \tag{56}
\]
It can be easily shown that
\[
\lambda_B \Delta \leq \frac{g_B(y + 1; F_X^*)}{g_B(y; F_X^*)} \leq (\alpha_B A + \lambda_B)\Delta, \tag{57}
\]
\[
\lambda_E \Delta \leq \frac{g_E(z + 1; F_X^*)}{g_E(z; F_X^*)} \leq (\alpha_E A + \lambda_E)\Delta. \tag{58}
\]
Using the bounds in (57)–(58), one obtains
\[
\frac{dc_S(x; F_X^*)}{dx} \geq (\alpha_B - \alpha_E) \log[(\alpha_B x + \lambda_B)\Delta] + \alpha_E \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} - \alpha_B \log[(\alpha_B A + \lambda_B)\Delta] + \alpha_E \log \lambda_E \lambda_B, \forall x > -\frac{\lambda_B}{\alpha_B}. \tag{59}
\]

Finally, we consider two cases and for each case we provide a contradiction argument.

- **Case 1: $\alpha_B > \alpha_E$**

  In this case, we note that for sufficiently large values of $x$, the right-hand-side (RHS) of (59) scales logarithmically in $x$, i.e., $\frac{dc_S(x; F_X^*)}{dx} = \Omega(\log x)$ which means that there exist constants $c > 0$ and $x_0 > -\frac{\lambda_B}{\alpha_B}$ such that $\frac{dc_S(x; F_X^*)}{dx} \geq c \log x$ for all $x > x_0$. However, this results in a contradiction since based on (55), $\frac{dc_S(x; F_X^*)}{dx}$ must be a constant function in $x$ for all $x > -\frac{\lambda_B}{\alpha_B}$.

- **Case 2: $\alpha_B = \alpha_E$**

  For this case, using the bounds in (57)–(58), we first upper bound $\frac{dc_S(x; F_X^*)}{dx}$ as follows
\[
\frac{dc_S(x; F_X^*)}{dx} \leq (\alpha_B - \alpha_E) \log \frac{\alpha_B x + \lambda_B}{\alpha_E A + \lambda_E} + \alpha_E \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} + \alpha_B \log \frac{\alpha_E A + \lambda_E}{\lambda_B} = \alpha_B \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x + \frac{\lambda_E}{\alpha_E}} + \alpha_B \log \frac{\alpha_E A + \lambda_E}{\lambda_B}, \quad \forall x > -\frac{\lambda_B}{\alpha_B}. \tag{60}
\]
Recall that at least one of the inequalities in (5)–(6) is strict (due to the degradedness assumption). Therefore, in this case, (6) is strict. Now, to reach a contradiction, it suffices to compute the limit of the RHS of (60) as \( x \to -\frac{\lambda_B}{\alpha_B} \). For this purpose and in regard of (55), we have

\[
\gamma \leq \lim_{x \to -\frac{\lambda_B}{\alpha_B}} \alpha_B \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x + \frac{\lambda_E}{\alpha_E}} + \alpha_B \log \frac{\alpha_E A + \lambda_E}{\lambda_B}.
\]

Observe that since \( \frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B} \), the limit \( \lim_{x \to -\frac{\lambda_B}{\alpha_B}} \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x + \frac{\lambda_E}{\alpha_E}} = -\infty \) and therefore, we get

\[
\gamma \leq -\infty \text{ which is a contradiction because } \gamma \text{ is a nonnegative constant.}
\]

Hence, for each case we reach a contradiction which implies that the support set \( S_{F_X} \) must have finitely many mass points in the interval \([0, A]\). This completes the proof of Theorem 1.

**C. Proof of Theorem 2**

This section presents the proof of Theorem 2 by extending the analysis in the previous section to the case where only an average-intensity constraint is active. We start the proof by noting that the feasible set \( \Omega_e^+ \) is convex and sequentially compact in the Lévy metric sense [26, Appendix I.A]. Furthermore, the functional \( f_0 : \Omega_e^+ \to \mathbb{R}, f_0(F_X) = I_B(F_X) - I_E(F_X) \) is continuous in \( F_X \). This is because each one of the mutual information terms \( I_B(F_X) \) and \( I_E(F_X) \) are continuous in \( F_X \) based on [8, Lemma 17]. Therefore, we conclude that the supremum in (13) for \( \mathcal{F} = \Omega_e^+ \) is achieved by at least one element \( F_X \in \Omega_e^+ \). Furthermore, the functional \( f_0(F_X) \) is strictly concave, and weakly differentiable by following along similar lines of Lemma 4 and Lemma 5. Hence, the maximum is achieved by a unique distribution. Finally, invoking similar arguments that appear in the statement of Theorem 11, we find the following necessary and sufficient KKT conditions for the optimality of the input distribution \( F_X^* \) as

\[
c_S(x; F_X^*) - \gamma x \leq C_S - \gamma \mathcal{E}, \quad \forall \ x \in [0, +\infty), \tag{62}
\]

\[
c_S(x; F_X^*) - \gamma x = C_S - \gamma \mathcal{E}, \quad \forall \ x \in S_{F_X^*}. \tag{63}
\]

Next, we prove that the secrecy-capacity-achieving input distribution \( F_X^* \) has the following structural properties: 1) the intersection of \( S_{F_X} \) with any bounded interval \( B \) contains a finite number of mass points, i.e., \( |S_{F_X} \cap B| < \infty \); 2) the support set of the optimal distribution is an unbounded set. These two properties imply that \( S_{F_X^*} \) is a countably infinite set. The first property is shown by means of contradiction. We assume, on the contrary, that for some bounded
interval $B$, $\mathcal{S}_{F_X} \cap B$ contains an infinite number of elements. Then, using the KKT conditions in (62)–(63), the analyticity of the secrecy rate density $c_S(x; F_X^*)$ over $\mathcal{O}$, and invoking the Bolzano-Weierstrass and Identity Theorems, we find that $\gamma \leq -\infty$ which is not possible, and hence results in a contradiction. The second property is also shown through a contradiction approach. We consider two cases for the channel gains $\alpha_B$ and $\alpha_E$ and for each case, we provide a contradiction arguments. These cases are as follows: 1) when $\alpha_B > \alpha_E$, our contradiction hinges on the fact that if $\mathcal{S}_{F_X}$ is a bounded set, then the cost function which grows linearly in $x$ must be lower bounded by the secrecy rate density which grows as fast as $x \log x$. This is not possible for large values of $x$ and hence a contradiction occurs; 2) when the channel gains are identical, we find that the Lagrangian multiplier must be lower bounded by a constant and thus, using the Envelope Theorem [21] we observe that the secrecy capacity must at least grow linearly in the average-intensity constraint. However, in Appendix G we establish that the secrecy capacity is always upper bounded by a constant for all values of the average-intensity. Therefore, the desired contradiction is reached and the result follows.

1) The support set of the optimal solution has finitely many mass points in any bounded interval: Let $B$ be a bounded interval and assume, to the contrary, that $\mathcal{S}_{F_X} \cap B$ has an infinite number of elements. Now based on the optimality equation (63), the analyticity of $c_S(x; F_X^*)$ over $\mathcal{O}$, and the Bolzano-Weierstrass and Identity Theorems from complex analysis, one can find

$$c_S(x; F_X^*) - \gamma x = C_S - \gamma \mathcal{E}, \quad \forall x > -\frac{\lambda_B}{\alpha_B}. \quad (64)$$

Next, we show that this results in a contradiction. To this end, we note that

$$g_E(z + 1; F_X^*) = \int_0^{+\infty} e^{-\alpha_E x \Delta} [(\alpha_E x + \lambda_E) \Delta]^{z+1} dF_X(x) = e^{\lambda_E \Delta}(z + 1)! \left\{ \int_0^{+\infty} p(z|x) dF_X^*(x) \right\} \leq 1 \quad \text{as} \quad p(z|x) \leq 1$$

$$\leq e^{\lambda_E \Delta}(z + 1)!.$$ \quad (65)

Furthermore, observe that

$$g_E(z; F_X^*) \geq (\lambda_E \Delta)^z E_{F_X^*} e^{-\alpha_E X \Delta} \geq (\lambda_E \Delta)^z e^{-\alpha_E E_{F_X^*}[X]} = (\lambda_E \Delta)^z e^{-\alpha_E \mathcal{E}}. \quad (66)$$
where (i) is due to the Jensen’s Inequality as $e^{-\alpha_B x \Delta}$ is a convex function in $x$. Plugging the bounds in (65)–(66) into (56), we get

$$
\frac{dS(x; F^x_k)}{dx} \leq (\alpha_B - \alpha_E) \log[(\alpha_B x + \lambda_B) \Delta] + \alpha_E \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} + \alpha_E \sum_{y=0}^{\infty} p(y|x) \log \frac{g_B(y; F^x_k)}{g_B(y + 1; F^x_k)} + \alpha_E \sum_{z=0}^{\infty} p(z|x) \log \frac{e^{\lambda_E \Delta (z + 1)!}}{e^{-\alpha_E \Delta (\lambda_E \Delta)^z}}.
$$

(67)

Next, we provide upper bounds on $\Xi_B(x)$ and $\Xi_E(x)$ as follows

$$
\Xi_B(x) \leq \sum_{y=0}^{\infty} p(y|x) \log \frac{1}{\lambda_B \Delta} = - \log(\lambda_B \Delta)
$$

(iii)

$$
\Xi_E(x) = \mathbb{E}_{Z|x}[\log(Z + 1)! - Z \log(\lambda_E \Delta)] + (\alpha_E \mathcal{E} + \lambda_E) \Delta
$$

(iii)

$$
= \mathbb{E}_{Z|x}[\log(Z!)] + \mathbb{E}_{Z|x}[\log(Z + 1)] - [(\alpha_E x + \lambda_E) \Delta] \log(\lambda_E \Delta) + (\alpha_E \mathcal{E} + \lambda_E) \Delta
$$

(iii)

$$
= \mathbb{E}_{Z|x}[\log(Z!)] + \log(\mathbb{E}_{Z|x}[Z] + 1) - [(\alpha_E x + \lambda_E) \Delta] \log(\lambda_E \Delta) + (\alpha_E \mathcal{E} + \lambda_E) \Delta
$$

(iii)

$$
\leq \frac{1}{2} \log(2 - \mathbb{E}_{Z|x}[Z] + \frac{1}{12}] - \mathbb{E}_{Z|x}[Z] + \mathbb{E}_{Z|x}[Z] \log(\mathbb{E}_{Z|x}[Z]) + \log(\mathbb{E}_{Z|x}[Z] + 1)
$$

(iii)

$$
- [(\alpha_E x + \lambda_E) \Delta] \log(\lambda_E \Delta) + (\alpha_E \mathcal{E} + \lambda_E) \Delta
$$

(iii)

$$
\leq [(\alpha_E x + \lambda_E) \Delta] \log[(\alpha_E x + \lambda_E) \Delta] - [(\alpha_E x + \lambda_E) \Delta](1 + \log(\lambda_E \Delta))
$$

(iii)

$$
+ \frac{3}{2} \log[(\alpha_E x + \lambda_E) \Delta + 1] + (\alpha_E \mathcal{E} + \lambda_E) \Delta + \frac{1}{2} \log(2\pi e),
$$

(68)

where (ii) follows from (57), (iii) is due to the Jensen’s Inequality as $\log x$ is a concave function, and (iv) follows from an upper bound on the entropy of the Poisson random variable \cite[Lemma 10]{6}. Combining (67)–(69), we get

$$
\frac{dS(x; F^x_k)}{dx} \leq (\alpha_B - \alpha_E) \log[(\alpha_B x + \lambda_B) \Delta] + \alpha_E \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x + \frac{\lambda_E}{\alpha_E}} + \alpha_E \log \frac{\alpha_B}{\alpha_E}
$$

$$
+ \alpha_E \left( [(\alpha_E x + \lambda_E) \Delta] \log[(\alpha_E x + \lambda_E) \Delta] - [(\alpha_E x + \lambda_E) \Delta](1 + \log(\lambda_E \Delta)) \right)
$$

$$
+ \frac{3}{2} \log[(\alpha_E x + \lambda_E) \Delta + 1] + (\alpha_E \mathcal{E} + \lambda_E) \Delta + \frac{1}{2} \log(2\pi e)
$$

$$
- \alpha_B \log(\lambda_B \Delta), \quad \forall x > - \frac{\lambda_B}{\alpha_B}.
$$

(70)
In order to see a contradiction it suffices to compute the limit of the RHS of (70) as \( x \to -\frac{\lambda_B}{\alpha_B} \).

For this purpose and in regard of (55) and (70), we have

\[
\gamma \leq \lim_{x \to -\frac{\lambda_B}{\alpha_B}} \left( (\alpha_B x + \lambda_B) \log \frac{\alpha_B x + \lambda_B}{\lambda_B} + \lim_{x \to -\frac{\lambda_B}{\alpha_B}} \alpha_E \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x + \frac{\lambda_E}{\alpha_E}} + \alpha_E \log \frac{\alpha_B}{\alpha_E} \right)
+ \alpha_E \lim_{x \to -\frac{\lambda_B}{\alpha_B}} \left[ (\alpha_E x + \lambda_E) \Delta \log((\alpha_E x + \lambda_E) \Delta) - [(\alpha_E x + \lambda_E) \Delta](1 + \log(\lambda_E \Delta)) \right]
\]

\[
\begin{align*}
&\text{finite value for } \frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B} \\
+ \alpha_E \lim_{x \to -\frac{\lambda_B}{\alpha_B}} \left[ \frac{3}{2} \log((\alpha_E x + \lambda_E) \Delta + 1) + (\alpha_E \epsilon + \lambda_E) \Delta + \frac{1}{2} \log(2\pi e) \right] \\
&\text{finite value for } \frac{\lambda_E}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B} \\
- \alpha_E \log(\lambda_B \Delta). 
\end{align*}
\]

Thus, we obtain that \( \gamma \leq -\infty \) which is a contradiction as \( \gamma \) is a nonnegative constant. Therefore, the \( S_{F_X} \cap B \) has a finite cardinality. This implies that the optimal input distribution \( F_X^* \) possess a countably finite number of mass points in any bounded interval.

2) The support set of the optimal distribution \( S_{F_X} \) is unbounded: To prove this, we again resort to a contradiction approach. Assume, to the contrary, that \( S_{F_X} \) is a bounded set, i.e., \( S_{F_X} \subseteq [0, h] \), where \( h \) is some finite positive constant. In the previous section, we proved that the intersection of \( S_{F_X} \) with any bounded interval has a finite cardinality. Since, we are assuming that \( S_{F_X} \) is bounded, thus, it has a finite cardinality. This implies that \( F_X^*(x) = \sum_{i=1}^{N} p_i u(x - x_i) \), where \( N < +\infty, 0 \leq x_1 < x_2 < \cdots < x_N \leq h \) are the mass points with corresponding probabilities \( \{p_1, \ldots, p_N\} \). Furthermore, we can write

\[
g_E(z; F_X^*) = \int_{0}^{h} e^{-\alpha_E x \Delta} \left[ (\alpha_E x + \lambda_E) \Delta \right]^z dF_X^*(x)
= \sum_{i=1}^{N} p_i e^{-\alpha_E x_i \Delta} \left[ (\alpha_E x_i + \lambda_E) \Delta \right]^z
> p_N e^{-\alpha_E x_N \Delta} \left[ (\alpha_E x_N + \lambda_E) \Delta \right]^z. \tag{72}
\]

\[
g_B(y; F_X^*) = \int_{0}^{h} e^{-\alpha_B x \Delta} \left[ (\alpha_B x + \lambda_B) \Delta \right]^y dF_X^*(x)
= \sum_{i=1}^{N} p_i e^{-\alpha_B x_i \Delta} \left[ (\alpha_B x_i + \lambda_B) \Delta \right]^y
\leq \left[ (\alpha_B x_N + \lambda_B) \Delta \right]^y \tag{73}
\]
Therefore, \(\log g_E(z; F_X^*) > \log p_N - \alpha_E x_N \Delta + z \log[\alpha_E x_N + \lambda_E]\) and \(\log g_B(y; F_X^*) \leq y \log[\alpha_B x_N + \lambda_B \Delta]\). In light of the optimality equation (62) and using these bounds we obtain

\[
C_S + \gamma(x - \mathcal{E}) \geq (\alpha_B x + \lambda_B) \log[(\alpha_B x + \lambda_B) \Delta] - (\alpha_E x + \lambda_E) \log[(\alpha_E x + \lambda_E) \Delta]
\]

\[
+ (\alpha_E - \alpha_B) x + \frac{1}{\Delta} \sum_{z=0}^{+\infty} p(z|x) \log g_E(z; F_X^*) - \frac{1}{\Delta} \sum_{y=0}^{+\infty} p(y|x) \log g_B(y; F_X^*)
\]

\[
> (\alpha_B x + \lambda_B) \log[(\alpha_B x + \lambda_B) \Delta] - (\alpha_E x + \lambda_E) \log[(\alpha_E x + \lambda_E) \Delta]
\]

\[
+ (\alpha_E - \alpha_B) x + \frac{\log p_N}{\Delta} - \alpha_E x_N + (\alpha_E x + \lambda_E) \log[(\alpha_E x_N + \lambda_E) \Delta]
\]

\[
- (\alpha_B x + \lambda_B) \log[(\alpha_B x_N + \lambda_B) \Delta]
\]

\[
= (\alpha_B - \alpha_E) x \log[(\alpha_B x + \lambda_B) \Delta] + \alpha_E x \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E}
\]

\[
+ x \left[ (\alpha_E - \alpha_B) + (\alpha_E - \alpha_B) \log[(\alpha_E x_N + \lambda_E) \Delta] + \alpha_B \log \frac{\alpha_E x_N + \lambda_E}{\alpha_B x_N + \lambda_B} \right]
\]

\[
+ \lambda_B \log \frac{\alpha_B x + \lambda_B}{\alpha_B x_N + \lambda_B} - \lambda_E \log \frac{\alpha_E x + \lambda_E}{\alpha_E x_N + \lambda_E} + \frac{\log p_N}{\Delta} - \alpha_E x_N, \quad \forall x \geq 0.
\]

(74)

Now, we consider the following cases and for each case we provide a contradiction argument.

- **Case 1:** \(\alpha_B > \alpha_E\)

Observe that in this case, the RHS of (74) scales like \(x \log x\) for sufficiently large values of \(x\), i.e., \(C_S + \gamma(x - \mathcal{E}) = \Omega(x \log x)\). However, this is clearly a contradiction because \(C_S + \gamma(x - \mathcal{E})\) grows linearly in \(x\). Thus, the optimal support set \(\mathcal{S}_{F_X}\) must be an unbounded set.

- **Case 2:** \(\alpha_B = \alpha_E\)

In this case, (74) can be simplified further as

\[
C_S + \gamma(x - \mathcal{E}) \geq \alpha_B x \left[ \log \frac{x_N + \frac{\lambda_E}{\alpha_E}}{x_N + \frac{\lambda_B}{\alpha_B}} + \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x + \frac{\lambda_E}{\alpha_E}} \right] + \lambda_B \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x_N + \frac{\lambda_B}{\alpha_B}}
\]

\[
- \lambda_E \log \frac{x + \frac{\lambda_E}{\alpha_E}}{x_N + \frac{\lambda_E}{\alpha_E}} + \frac{\log p_N}{\Delta} - \alpha_E x_N, \quad \forall x \geq 0.
\]

(75)

Observe that the RHS of (75) grows linearly in \(x\) for large values of \(x\). Thus, dividing the sides of (75) by \(x > 0\) and taking the limit as \(x \to \infty\), we find

\[
\gamma \geq \alpha_B \log \frac{x_N + \frac{\lambda_E}{\alpha_E}}{x_N + \frac{\lambda_E}{\alpha_B}}.
\]

(76)
We note that since $\alpha_B = \alpha_E$, the inequality in (6) is strict, i.e., $\frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B}$ and therefore, $\alpha_B \log \frac{x_N + \frac{\lambda_E}{\alpha_E}}{x_N + \frac{\lambda_B}{\alpha_B}} > 0$. Next, we show that this lower bound on the Lagrangian multiplier $\gamma$ results in a contradiction. To that end, we first note that the Lagrangian multiplier $\gamma$ and the location of the last mass point in the support set of the optimal distribution depend on the value of the average-intensity constraint. Thus, in (76) one must replace $\gamma$ by $\gamma(E)$ and $x_N$ by $x_N(E)$. Now, we recall the Envelope Theorem [21] which shows that the Lagrangian multiplier $\gamma$ and the secrecy capacity (the optimal value of the objective functional) are related as follows

$$\frac{dC_S(E)}{dE} = \gamma(E), \ \forall \ E > 0. \quad (77)$$

In light of this relationship and the lower bound in (76), the following lower bound can be found

$$C_S(E) = \int_0^E \gamma(t) dt \geq \int_0^E \alpha_B \log \frac{x_N(t) + \frac{\lambda_E}{\alpha_E}}{x_N(t) + \frac{\lambda_B}{\alpha_B}} dt = \int_0^E \alpha_B \log \left[ 1 + \frac{\frac{\lambda_E}{\alpha_E} - \frac{\lambda_B}{\alpha_B}}{x_N(t) + \frac{\lambda_B}{\alpha_B}} \right] dt. \quad (78)$$

Now, based on the contradiction assumption we have $x_N(t) < h$ with $h$ being a finite positive constant. Therefore, (78) can be further lower bounded as

$$C_S(E) \geq \int_0^E \alpha_B \log \left[ 1 + \frac{\frac{\lambda_E}{\alpha_E} - \frac{\lambda_B}{\alpha_B}}{h + \frac{\lambda_B}{\alpha_B}} \right] dt = \alpha_B \log \left[ 1 + \frac{\frac{\lambda_E}{\alpha_E} - \frac{\lambda_B}{\alpha_B}}{h + \frac{\lambda_B}{\alpha_B}} \right] E, \quad (79)$$

which must hold for all $E > 0$. Since $h > 0$ and $\frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B}$, the logarithm term is always positive implying that $C_S(E)$ must at least grow linearly in $E$ for all $E > 0$. However, in Appendix G, we establish that the secrecy capacity of the DT–PWC with nonnegativity and average-intensity constraints when $\alpha_B = \alpha_E$ is upper bounded by a constant for all $E > 0$. Therefore, the implication in (79) results in a contradiction. This implies that the optimal support set $S_{F^*_X}$ must be an unbounded set.

Showing that $S_{F^*_X}$ is an unbounded set for these considered cases completes the proof of Theorem 2.

**D. Proof of Theorem 3**

We start the proof by noting that the feasible set $\Omega^+_{A,E}$ is compact and convex, and the objective function $f_\mu(F_X)$ in (14) is continuous in $F_X$, strictly concave, and weakly differentiable. Therefore, the optimization problem in (14) has a unique maximizer. We denote the optimal input distribution for (14) by $F^*_X$ which depends on the value $\mu$. 
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Next, we obtain the KKT conditions for the optimal input distribution of the optimization problem in (14). Following along similar lines of the proof of Theorem 1 and noting that the objective function $f_{\mu}(F_X)$ is weakly differentiable with a weak derivative given as

$$f'_{\mu}(F_X, F_X^*) = \int_0^A [\mu i_B(x; F_X^*) + (1 - \mu) c_S(x; F_X^*)] \, dF_X(x) - f_{\mu}(F_X^*), \tag{80}$$

the KKT conditions for the optimality of $F_X^*$ are obtained as follows

$$\mu i_B(x; F_X^*) + (1 - \mu) c_S(x; F_X^*) - \gamma x \leq \mu I_B(F_X^*) + (1 - \mu) [I_B(F_X^*) - I_E(F_X^*)] - \gamma \mathcal{E}, \quad \forall \, x \in [0, A], \tag{81}$$

$$\mu i_B(x; F_X^*) + (1 - \mu) c_S(x; F_X^*) - \gamma x = \mu I_B(F_X^*) + (1 - \mu) [I_B(F_X^*) - I_E(F_X^*)] - \gamma \mathcal{E}, \quad \forall \, x \in \mathcal{S}_{F_X^*}. \tag{82}$$

Next, we show that the optimal input distribution $F_X^*$ has a finite support. To this end, assume to the contrary, that $\mathcal{S}_{F_X^*}$ has an infinite number of elements. Under such an assumption, (82), the analyticity of $i_B(w; F_X^*)$ and $i_E(w; F_X^*)$ over $\mathcal{O}$ in the complex plane and the Bolzano-Weierstrass and Identity Theorems of complex analysis, one obtains

$$\mu i_B(x; F_X^*) + (1 - \mu) c_S(x; F_X^*) - \gamma x = \mu I_B(F_X^*) + (1 - \mu) [I_B(F_X^*) - I_E(F_X^*)] - \gamma \mathcal{E}, \quad \forall \, x > -\frac{\lambda_B}{\alpha_B}. \tag{83}$$

We continue the proof by showing that (83) results in a contradiction. To do so, we first observe that RHS of (83) does not depend on $x$ and hence, it is a constant function in $x$. Taking the derivative of both sides of (83) with respect to $x$, we get

$$\mu \frac{di_B(x; F_X^*)}{dx} + (1 - \mu) \frac{dc_S(x; F_X^*)}{dx} = \gamma, \quad \forall \, x > -\frac{\lambda_B}{\alpha_B}, \tag{84}$$

or equivalently

$$\gamma = \mu \left[ \alpha_B \log[(\alpha_B x + \lambda_B)\Delta] + \alpha_B \sum_{y=0}^{+\infty} p(y|x) \log \left( \frac{g_B(y; F_X^*)}{g_B(y+1; F_X^*)} \right) \right] + (1 - \mu) \left[ (\alpha_B - \alpha_E) \times \log[(\alpha_B x + \lambda_B)\Delta] + \alpha_E \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} + \alpha_B \sum_{y=0}^{+\infty} p(y|x) \log \left( \frac{g_B(y; F_X^*)}{g_B(y+1; F_X^*)} \right) 

- \alpha_E \sum_{z=0}^{+\infty} p(z|x) \log \left( \frac{g_E(z; F_X^*)}{g_E(z+1; F_X^*)} \right) \right], \quad \forall \, x > -\frac{\lambda_B}{\alpha_B}. \tag{85}$$
Using the bounds in (57)–(58), the RHS of (84) can be lower bounded as
\[ \gamma \geq \mu \alpha_B \log \frac{\alpha_B x + \lambda_B}{\alpha_B A + \lambda_B} + (1 - \mu) \left[ (\alpha_B - \alpha_E) \log \frac{\alpha_B x + \lambda_B}{\alpha_B A + \lambda_B} + \alpha_E \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} + \alpha_E \log \frac{\lambda_E}{\alpha_B A + \lambda_B} \right], \quad \forall \ x > -\frac{\lambda_B}{\alpha_B}. \quad (86) \]

Observe that the RHS of (86) scales logarithmically, i.e., \( \Omega(\log x) \) for large values of \( x \). This is clearly a contradiction because the constant value \( \gamma \) cannot be greater than a logarithmically increasing function. This implies that \( S_{F_X^*} \) cannot have infinite elements in the interval \([0, A]\). Hence, \( F_X^* \) is discrete with a finite number of mass points. Additionally, we note that for \( \mu = 0 \), \( F_X^* \) must be discrete with a finite support according to Theorem 1, and for \( \mu = 1 \) (the point corresponding to the capacity of the discrete-time Poisson channel with peak- and average-intensity constraints), \( F_X^* \) is also discrete with a finite number of mass points; reproofing the results presented in [5]. Consequently, the entire rate-equivocation region of the DT–PWC with peak- and average-intensity constraints is exhausted by discrete input distributions with finitely many mass points. This completes the proof of Theorem 3.

**E. Proof of Theorem 4**

We start the proof by noting that the feasible set \( \Omega^+_E \) is compact and convex, and the objective function \( f_\mu(F_X) \) in (14) is continuous in \( F_X \), strictly concave, and weakly differentiable. Therefore, the optimization problem in (14) has a unique maximizer. We denote the optimal input distribution for (14) by \( F_X^* \) which depends on \( \mu \).

The KKT conditions for the optimal input distribution \( F_X^* \) of the optimization problem in (14) is given by
\[ \mu i_B(x; F_X^*) + (1 - \mu) c_S(x; F_X^*) - \gamma x \leq \mu I_B(F_X^*) + (1 - \mu) [I_B(F_X^*) - I_E(F_X^*)] - \gamma E, \quad \forall \ x \in [0, +\infty), \quad (87) \]
\[ \mu i_B(x; F_X^*) + (1 - \mu) c_S(x; F_X^*) - \gamma x = \mu I_B(F_X^*) + (1 - \mu) [I_B(F_X^*) - I_E(F_X^*)] - \gamma E, \quad \forall \ x \in S_{F_X^*}. \quad (88) \]

We show that the optimal input distribution \( F_X^* \) has the following structural properties: 1) the intersection of the optimal support set with any bounded interval contains finitely many mass points; 2) The optimal support set itself is an unbounded set. Theses properties are proved via similar contradiction approaches that appear in the proof of Theorem 2.
1) The intersection of the optimal support set with any bounded interval contains a finite number of elements: Let $B$ be a bounded interval and assume, to the contrary, that $S_{F_X} \cap B$ has an infinite number of elements. Now based on the optimality equation (88), the analyticity of $i_B(x; F_X^*)$ and $c_S(x; F_X^*)$ over $\mathcal{O}$, the Bolzano-Weierstrass and Identity Theorems from complex analysis, we get

$$
\mu i_B(x; F_X^*) + (1 - \mu) c_S(x; F_X^*) - \gamma x = \mu I_B(F_X^*) + (1 - \mu) [I_B(F_X^*) - I_E(F_X^*)] - \gamma E,
$$

\forall x > -\frac{\lambda_B}{\alpha_B}, \tag{89}

and we show that (89) results in a contradiction. By taking the derivative of both sides of (89) with respect to $x$ we find

$$
\mu \frac{di_B(x; F_X^*)}{dx} + (1 - \mu) \frac{dc_S(x; F_X^*)}{dx} = \gamma, \quad \forall x > -\frac{\lambda_B}{\alpha_B}. \tag{90}
$$

Using the bounds in (67)–(69) the RHS of (90) can be upper bounded as

$$
\gamma \leq \mu \alpha_B \log \frac{\alpha_B x + \lambda_B}{\lambda_B} + (1 - \mu) \left[ (\alpha_B - \alpha_E) \log [(\alpha_B x + \lambda_B)\Delta] + \alpha_E \log \frac{\alpha_B}{\alpha_E} 
+ \alpha_E \log \frac{x + \frac{\lambda_B}{\alpha_B}}{x + \frac{\lambda_E}{\alpha_E}} + \alpha_E \left[ (\alpha_E x + \lambda_E)\Delta \log [(\alpha_E x + \lambda_E)\Delta] - [(\alpha_E x + \lambda_E)\Delta] \right.
\times (1 + \log (\lambda_E \Delta)) + \frac{3}{2} \log [(\alpha_E x + \lambda_E)\Delta + 1] + (\alpha_E \epsilon + \lambda_E)\Delta + \frac{1}{2} \log (2\pi e)
\left] - \alpha_B \log (\lambda_B \Delta) \right], \quad \forall x > -\frac{\lambda_B}{\alpha_B}. \tag{91}
$$

Taking the limit from both sides of (91) as $x \to -\frac{\lambda_B}{\alpha_B}^+$, we obtain $\gamma \leq -\infty$. This is a contradiction and we conclude that $S_{F_X} \cap B$ must contain finitely many mass points. Notice that this holds true for all $\mu \in [0, 1]$ implying that the support set of the capacity-achieving input distribution for the discrete-time Poisson channel with nonnegativity and average-intensity constraints has a finite number of mass points in any bounded interval. Notice that the upper bound in (91) depends on $\Delta$ for all $\mu \in [0, 1)$, but it does not depend on $\Delta$ for $\mu = 1$. Therefore, in this case we conclude that the capacity-achieving distribution of the continuous-time PWC with nonnegativity and average-intensity constraints admits a finite number of mass points in any bounded interval. Nevertheless, the capacity of the continuous-time version under an average-intensity constraint is infinite [11].
2) The support set of the optimal distribution $S_{F_X}$ for all $\mu \in [0, 1]$ is unbounded: Assume, to the contrary, that $S_{F_X}$ is a bounded set, i.e., $S_{F_X} \subseteq [0, h]$ where $h$ is some finite positive constant. In the previous section, we proved that the intersection of $S_{F_X}$ with any bounded interval has a finite number of elements for all $\mu \in [0, 1]$. Since we are assuming that $S_{F_X}$ is bounded, thus, it must contain finitely many mass points. This implies that $F_X^*(x) = \sum_{i=1}^N p_i \delta(x - x_i)$, where $N < +\infty$, $0 \leq x_1 < x_2 < \cdots < x_N \leq h$ are the mass points with corresponding probabilities $\{p_1, \ldots, p_N\}$. Following along similar lines of the proof of Theorem 2 and in view of the optimality condition (87), one can write

$$
\Psi(\mu, \Delta, F_X^*) + \gamma(x - \mathcal{E}) \geq (1 - \mu) c_S(x; F_X^*) + \mu \mu_B(x; F_X^*) \\
> (1 - \mu) \left[ (\alpha_B - \alpha_E) x \log[(\alpha_B x + \lambda_B)\Delta] + \alpha_E x \log \frac{\alpha_B x + \lambda_B}{\alpha_B x + \lambda_E} \\
+ x \left[ (\alpha_E - \alpha_B)(1 + \log[(\alpha_E x_N + \lambda_E)\Delta]) + \alpha_B \log \frac{\alpha_E x_N + \lambda_E}{\alpha_B x_N + \lambda_B} \\
+ \lambda_B \log \frac{\alpha_B x + \lambda_B}{\alpha_B x_N + \lambda_B} - \lambda_E \log \frac{\alpha_E x + \lambda_E}{\alpha_E x_N + \lambda_E} + \frac{\log p_N}{\Delta} - \alpha_E x_N \right] \\
+ \mu \left[ (\alpha_B x + \lambda_B) \log \frac{\alpha_B x + \lambda_B}{\alpha_B x_N + \lambda_B} - \alpha_B x \right], \quad \forall x \geq 0,
$$

(92)

where $\Psi(\mu, \Delta, F_X^*) \triangleq \mu I_B(F_X^*) + (1 - \mu)[I_B(F_X^*) - I_E(F_X^*)]$. Observe that the RHS of (92) scales like $x \log x$ for large values of $x$ and for all $\mu \in (0, 1]$, but the left hand side (LHS) of (92) is a linear function in $x$. Therefore, for all $\mu \in (0, 1]$ we reach a contradiction and we have that $S_{F_X}$ must be an unbounded set. Furthermore, we have already established in Theorem 2 that when $\mu = 0$ (the point corresponding to the secrecy capacity) $S_{F_X}$ is also unbounded. Consequently, we conclude that $S_{F_X}$ is an unbounded set for all $\mu \in [0, 1]$. This completes the proof of Theorem 4.

V. NUMERICAL RESULTS

In this section, we provide numerical results for the secrecy capacity and the entire rate-equivocation region of the DT–PWC.

Figure 1 provides a plot of the KKT conditions given by (48)–(49) for an optimal input distribution when $A = 10$, $\mathcal{E} = \frac{4}{5}$, $\alpha_B = 2$, $\lambda_B = 1$, $\alpha_E = 1$, $\lambda_E = 2$, and $\Delta = 0.5$ seconds. We numerically found that for these parameters, the optimal input distribution has four mass points located at $x = 0$, 3.2541, 6.3032, and 10 with probability masses 0.4799, 0.3630, 0.0683, and 0.0888, respectively. Furthermore, the corresponding Lagrange multiplier is $\gamma = 0.0513$. We
observe that $C_S - c_S(x; F_X^*) + \gamma(x - \mathcal{E})$ is generally nonnegative and is equal to zero at the optimal mass points; verifying the optimality conditions in (48)–(49).

Figure 2 illustrates the secrecy capacity $C_S$ and the difference $C_B - C_E$ versus the peak-intensity constraint $\mathcal{A}$, where $C_B$ and $C_E$ are the legitimate user’s and the eavesdropper’s channel capacities, respectively. First, we observe that the secrecy capacity is an increasing function in $\mathcal{A}$. Furthermore, we see that this difference is a lower bound on the secrecy capacity $C_S$. 

Fig. 1. Illustration of $C_S - c_S(x; F_X^*) + \gamma(x - \mathcal{E})$ yielded by the optimal input distribution when $A = 10$, $\mathcal{E} = \frac{\lambda}{4}$, $\alpha_B = 2$, $\lambda_B = 1$, $\alpha_E = 1$, $\lambda_E = 2$, and $\Delta = 0.5$ seconds.

Fig. 2. The secrecy capacity when $\mathcal{E} = \frac{\lambda}{4}$, $\alpha_B = 2$, $\lambda_B = 1$, $\alpha_E = 1$, $\lambda_E = 2$, and $\Delta = 0.5$ seconds versus the peak-intensity constraint $\mathcal{A}$. 
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We also observe that, for small values of $A$, $C_B - C_E$ and $C_S$ are identical. However, as $A$ increases $C_B - C_E$ and $C_S$ become different. Similar to the secrecy capacity results of the FSO wiretap channel and optical wiretap channel with input-dependent Gaussian noise under a peak- and average-intensity constraints provided in [16], [18], here too, $I(X; Y)$ and $I(X; Z)$ are maximized by the same discrete distribution, however, $I(X; Y) - I(X; Z)$ is maximized by a different distribution. As a specific example, when $A = 4$, while both $I(X; Y)$ and $I(X; Z)$ are maximized by the same *binary* distribution with mass points at $x = 0$ and 4 with probability masses 0.75 and 0.25, respectively, $I(X; Y) - I(X; Z)$ is maximized by a *ternary* distribution with mass points at $x = 0$, 2.6848, and 4 with probability masses 0.6884, 0.1872, and 0.1244, respectively. This explains the difference between $C_S$ and $C_B - C_E$ at $A = 4$ in this figure.

In Fig. 3, we plot the effect of pulse duration $\Delta$ on the secrecy capacity of the DT-PWC with nonnegativity, peak- and average-intensity constraints. From the figure, we observe that, in the low-intensity regime, the effect of decreasing $\Delta$ on the secrecy capacity is not significant. However, in the moderate- to high-intensity regime, $\Delta$ becomes significantly influential and the decrease in $\Delta$ results in a higher secrecy capacity. Furthermore, we see that the secrecy capacity of the continuous-time PWC (when $\Delta \to 0$) is always an upper bound on the secrecy capacity of the DT-PWC.

Figure 4 depicts the entire rate-equivocation region of the DT-PWC with nonnegativity, peak-
and average-intensity constraints when $E = \frac{A}{4}$, $\alpha_B = 2$, $\lambda_B = 1$, $\alpha_E = 1$, $\lambda_E = 2$, and $\Delta = 0.5$ for two different values of $A$. When $A = 3$, it is clear from the figure that both the secrecy capacity and the capacity can be attained simultaneously (Point “M” in the figure). In particular, for $A = 3$, the binary input distribution with mass points located at $x = 0$ and $3$ with probabilities $0.75$ and $0.25$, respectively, achieves both the capacity and the secrecy capacity. This implies that, when $A = 3$, the transmitter can communicate with the legitimate user at the capacity while achieving the maximum equivocation at the eavesdropper. On the other hand, when $A = 4$ the secrecy capacity and the capacity cannot be achieved simultaneously (notice the curved shape in the figure). More specifically, for $A = 4$ the binary input distribution with mass points at $x = 0$ and $4$ with probability masses $0.75$ and $0.25$, respectively, achieves the capacity, while a ternary distribution with mass points located at $x = 0$, $2.6848$, and $4$ with probability masses $0.6884$, $0.1872$, and $0.1244$, respectively, achieves the secrecy capacity. This implies that the optimal input distributions for the secrecy capacity and the capacity are different. In other words, there is a tradeoff between the rate and its equivocation in the sense that, to increase the communication rate, one must compromise on the equivocation of this communication, and to increase the achieved equivocation, one must compromise on the communication rate.

Figure 5 illustrates the entire rate-equivocation region of the DT–PWC with nonnegativity, peak- and average-intensity constraints for the case when $\alpha_B > \alpha_E$ and $\frac{\lambda_B}{\alpha_B} = \frac{\lambda_E}{\alpha_E}$. In this case,
Fig. 5. The rate-equivocation region when $\mathcal{E} = \frac{A}{4}$, $\alpha_B = 2$, $\lambda_B = 1$, $\alpha_E = 1$, $\lambda_E = 0.5$, and $\Delta = 0.5$ for peak-intensity constraints $A = 2.8$ and $A = 4$. Point M refers to the case when secrecy capacity and capacity are achieved simultaneously.

Fig. 6. The asymptotic and exact secrecy capacity for $\alpha_B = 2$, $\lambda_B = 1$, $\alpha_E = 1$, $\lambda_E = 2$, and $\Delta = 0.5$ versus $A$ for both peak- and average-intensity constraints.

the eavesdropper’s observations are just the thinned version of those of the legitimate receiver’s and [19] shows that for the continuous-time PWC, $C_S = C_B - C_E$, i.e., there is no tradeoff between the rate and its equivocation. This is in contrast to the case of the DT–PWC as shown in this figure. We observe that even in this extreme case, in general, there is a tradeoff between the rate and its equivocation.
In Fig. 6, we plot the exact and asymptotic secrecy capacity results in the low-intensity regime versus the peak-intensity constraint $A$ when peak-intensity or both the peak- and average-intensity constraints are active. From the figure, we observe that the asymptotic results for the secrecy capacity given in (15) are in precise agreement with the numerical result.

VI. CONCLUSIONS

We studied the DT–PWC where a combination of peak- and average-intensity constraints were considered. We formally characterized the secrecy-capacity-achieving input distribution to be unique and discrete with a finite number of mass points when peak-intensity or both peak- and average-intensity constraints were active. Also, we established that the entire rate-equivocation region of the DT–PWC under peak-intensity or both peak- and average-intensity constraints is exhausted by discrete distributions with finitely many mass points. However, when only an average-intensity constraint is imposed we showed that the secrecy capacity as well as the entire boundary of the rate-equivocation region are attained by discrete distributions with countably infinite number of mass points, but finitely many mass points in any bounded interval.

Besides, we characterized the behavior of the secrecy capacity in both the low- and high-intensity regimes. In the low-intensity regime, we fully characterized the secrecy capacity and the secrecy-capacity-achieving input distribution when peak-intensity or both peak- and average-intensity constraints are active. We proved that in this regime the secrecy capacity scales quadratically in the peak-intensity constraint and the optimal input distribution is binary. Also, when both peak- and average-intensity constraints were active and the peak-intensity was held fixed while the average-intensity tended to zero, we established that the secrecy capacity scales linearly in the average-intensity constraint and the optimal input distribution is binary. Moreover, when only the average-intensity constraint was active and the channel gains of the legitimate receiver and the eavesdropper were identical, the secrecy capacity scaled linearly in the average-intensity. Finally, we observed that with only the average-intensity constraint and different channel gains, the secrecy capacity scaled, to within a constant, like $\mathcal{E} \log \log \frac{1}{\mathcal{E}}$. In the high-intensity regime, we established that under either of the peak- or average-intensity constraints, the secrecy capacity must be a constant.

Towards the ending part of our work, we provided numerical experiments. Our numerical results indicated that under both the peak- and average-intensity constraints, the secrecy capacity
and the capacity of the DT–PWC channel cannot be obtained simultaneously in general, i.e., there is a tradeoff between the rate and its equivocation.

**APPENDIX A**

**THE STRICT CONCAVITY OF \( f(F_X) \) IN \( F_X \)**

We start the proof by noting that for random variables \( X, Y \) and \( Z \) that form the Markov chain \( X \rightarrow Y \rightarrow Z \), \( I(X; Y| Z) = I(X; Y) - I(X; Z) \) is a concave functional in \( F_X \) [27, Appendix A]. Now, let \( X_1 \) and \( X_2 \) be two channel inputs generated by \( F_{X_1} \) and \( F_{X_2} \), respectively, and \( Q \) be a binary-valued random variable such that

\[
p(y, z, x|q) = \begin{cases} 
    p(y, z|x)p_{X_1}(x), & q = 1, \\
    p(y, z|x)p_{X_2}(x), & q = 2, 
\end{cases}
\]  

(93)

where \( p_{X_1}(x) \) and \( p_{X_2}(x) \) are the probability density functions of the random variables \( X_1 \) and \( X_2 \). Based on (93), we have the following Markov chain

\[
Q \rightarrow X \rightarrow Y \rightarrow Z.
\]  

(94)

Following along the same lines as [27, Appendix A], one can show that

\[ I(X; Y|Z, Q) - I(X; Y|Z) = -I(Q; Y|Z). \]  

(95)

Since \( I(Q; Y|Z) \geq 0 \), \( I(X; Y|Z, Q) \leq I(X; Y|Z) \). This implies that \( I(X; Y|Z) \) is a concave function in \( F_X \). Now, we prove that with the Markov chain \( Q \rightarrow X \rightarrow Y \rightarrow Z \), \( I(X; Y|Z) \) is strictly concave in \( F_X \), i.e., \( I(Q; Y|Z) > 0 \). Assume, to the contrary, that there exists an \( F_X \) such that \( I(Q; Y|Z) = 0 \). This implies that random variables \( Q, Y \) and \( Z \) also form the Markov chain

\[
Q \rightarrow Z \rightarrow Y.
\]  

(96)

Furthermore, from the Markov chain (94), we have

\[
Q \rightarrow X \rightarrow Z.
\]  

(97)

Combining Markov chains (96) and (97) results in a new Markov chain given by

\[
Q \rightarrow X \rightarrow Z \rightarrow Y.
\]  

(98)
Now, based on (94) and (98), we obtain the following
\[ p(y, z, x) \bigg| \text{Markov chain (94)} = p(y, z, x) \bigg| \text{Markov chain (98)} \]
\[ p_X(x) p(y|x) p(z|y) = p_X(x) p(z|x) p(y|z) \]
\[ \frac{p(y|x)}{p(z|x)} = \frac{p(y|z)}{p(z|y)}. \]  \hspace{1cm} (99)

We note that (99) holds for any \( y, z \in \mathbb{N} \) and \( x \in S_{F_X} \), where \( S_{F_X} \) is the support set of \( F_X \).

As a result, for fixed values of \( y \) and \( z \) the RHS of (99) is fixed, while the LHS is a function of \( x \). Since \( Y|X \) and \( Z|X \) are Poisson distributed with mean \((\alpha_B x + \lambda_B)\Delta\) and \((\alpha_E x + \lambda_E)\Delta\), respectively, (99) reduces to
\[ \frac{e^{-(\alpha_B x + \lambda_B)\Delta}[(\alpha_B x + \lambda_B)\Delta]^y/y!}{e^{-(\alpha_E x + \lambda_E)\Delta}[(\alpha_E x + \lambda_E)\Delta]^z/z!} = \frac{p(y|z)}{p(z|y)}. \]  \hspace{1cm} (100)

To reach a contradiction, let us choose \( y = z = 1 \). Now, it is sufficient to show that the LHS of (100) is not a constant function in \( x \). To this end, let \( h(x) \) denote the LHS of (100) for \( y = z = 1 \). In this case, we have \( h(x) = e^{[(\alpha_E - \alpha_B) x + (\lambda_E - \lambda_B)\Delta] \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E}} \). It is clear that \( h(x) \) is not a constant function in \( x \), for \( x \in S_{F_X} \). This is because at least one of the inequalities in (5) or (6) is strict. Therefore, we reach a contradiction. This, in turn, implies that \( I(Q; Y|Z) > 0 \) and as a result, \( I(X; Y|Z) \) is strictly concave in \( F_X \).

Furthermore, the output distributions are unique, i.e., if \( F_{X_1} \) and \( F_{X_2} \) are both secrecy-capacity-achieving, then \( p_Y(y; F_{X_1}) = p_Y(y; F_{X_2}) \) and \( p_Z(z; F_{X_1}) = p_Z(z; F_{X_2}) \).

**APPENDIX B**

**THE EXISTENCE OF A MASS POINT AT THE ORIGIN**

Suppose, to the contrary, that \( x = 0 \) does not belong to the support set of the optimal input distribution \( S_{F_X} \). Let \( 0 < x_1 \leq x_2 \leq \ldots \leq x_N \leq \infty \) be the mass points in the set \( S_{F_X} \). Consider two DT–PWC depicted in Fig. 7. Wiretap channel 1 is the original optical wiretap channel, and wiretap channel 2 is obtained from wiretap channel 1 by appending a pre-coder and a post-coder before and after the inner optical channel in the legitimate user’s link. Specifically, \( \hat{X} = X - x_1 \) and \( Y = \hat{Y} + \hat{N}_B \), where \( \hat{N}_B \) is a Poisson random variable with mean \( \alpha_B x_1 \Delta \) and is independent from \((X, \hat{Y})\). For any \( x \geq x_1 \), the conditional probability density functions \( p(y|x) \) and \( p(z|x) \) are the same in both wiretap channels. Thus, the joint probability density functions of \( p(y, x) \) and \( p(z, x) \) in the two wiretap channels are also the same, if the input distribution is \( F_X^* \). As a result, \( C_S \) is identical in both wiretap channels.
In the second wiretap channel, as $X, \hat{X}, \hat{Y}, Y$ and $Z$ form the Markov chain $X \to \hat{X} \to \hat{Y} \to Y \to Z$, we have $I(\hat{X}; \hat{Y}|Z) \geq I(X; Y|Z)$ by the data processing inequality. This indicates that $I(\hat{X}; \hat{Y}) - I(\hat{X}; Z) \geq I(X; Y) - I(X; Z)$. Now, let $F^*_X$ be the distribution function of $\hat{X}$ when the distribution function of $X$ is $F^*_X$. Clearly, $F^*_X$ satisfies either of the constraints in (10)–(12) that are active. Hence, $F^*_X$ is also secrecy-capacity-achieving for wiretap channel 1.

Based on Appendix A, the secrecy-capacity-achieving output distribution is unique, as a result, $p_Y(y; F^*_X) = p_Y(y; F^*_X)$. Therefore, for wiretap channel 2, given the input distribution function of $X$ is $F^*_X$, the probability density functions for $Y$ and $\hat{Y}$ are the same, which is not possible since $E[Y] = E[\hat{Y}] + \alpha_B x_1 \Delta$. Hence, we reach a contradiction and the proposition follows.

**APPENDIX C**

**PROOF OF THEOREM 5**

To derive (15), we provide lower and upper bounds on the secrecy capacity and show that these bounds coincide in the low-intensity regime. To that end, we consider the secrecy capacity of the continuous-time PWC and we note that it is a valid upper bound on the secrecy capacity of the DT–PWC across all the intensity regimes. This is because in the continuous-time version, input signals are not restricted to be PAM and can have arbitrary waveforms with an infinite transmission bandwidth. Furthermore, it can be easily shown that the difference between the capacities of the legitimate user’s and the eavesdropper’s channels is a valid lower bound on the secrecy capacity.
Based on these arguments, we present two lemmas that provide closed-form expressions for the lower and the upper bounds on the secrecy capacity in the low-intensity regime.

A. Lower Bound

Lemma 7. The secrecy capacity of the DT–PWC in the low-intensity regime when peak-intensity or both peak- and average-intensity constraints are active is lower bounded by

\[
C_S \geq C_B - C_E \geq \begin{cases} \\
\frac{A^2}{8} \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2), & \text{if } \frac{1}{2} \leq p \leq 1, \\
\frac{A^2}{2} p (1 - p) \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2), & \text{if } 0 < p < \frac{1}{2},
\end{cases}
\]

(101)

where \(C_B\) is the capacity of the legitimate receiver’s channel and \(C_E\) is the capacity of the eavesdropper’s channel, and \(o(A^2)\) refers to the terms that tend to zero faster than \(A^2\), i.e.,

\[
\lim_{A \to 0} \frac{o(A^2)}{A^2} = 0.
\]

Proof. We start the proof by noting that \(C_B \geq I(X^b; Y)\) where \(X^b\) is the channel input with a binary distribution. We choose the input distribution to be either \(F_X(x) = \frac{1}{2} u(x) + \frac{1}{2} u(x - A)\) when only the peak-intensity constraint is active or to be \(F_X(x) = (1 - p) u(x) + pu(x - A), \ 0 < p < \frac{1}{2},\) when both peak- and average-intensity constraints are active and they both go to zero with their ratio held fixed at \(p\). Now, we follow along similar lines of [9, Proposition 2] to find the closed-form expression of the mutual information \(I(X^b; Y)\) in the low-intensity regime when both peak- and average-intensity constraints are active, i.e., \(0 < p < \frac{1}{2}\). We note that

\[
I(X^b; Y) = - \frac{1}{\Delta} \sum_{y=0}^{+\infty} \left[ (1 - p) p(y|0) + pp(y|A) \right] \log \left[ (1 - p) p(y|0) + pp(y|A) \right] \\
\quad + \frac{(1 - p)}{\Delta} \sum_{y=0}^{+\infty} p(y|0) \log(p(y|0)) + \frac{1}{\Delta} \sum_{y=0}^{+\infty} p(y|A) \log(p(y|A)) \\
= - \frac{p}{\Delta} \sum_{y=0}^{+\infty} p(y|A) \left( \log \frac{p(y|0)}{p(y|A)} + \log \left( (1 - p) + pp(y|A) \right) \right) - \frac{(1 - p)}{\Delta} \sum_{y=0}^{+\infty} p(y|0) \\
\quad \times \log \left( (1 - p) + pp(y|A) \right) \\
\approx \frac{1}{\Delta} \sum_{y=0}^{+\infty} p(y|A) \log \frac{p(y|A)}{p(y|0)} - \frac{1}{\Delta} \sum_{y=0}^{+\infty} \left[ (1 - p) p(y|0) + pp(y|A) \right] \\
\quad \triangleq T_1(A)
\]
peak-intensity constraint is active, we choose $p$. Hence, in the regime where $A \to T$, we observe that $T_2(A, y) = \log \left(1 - p + p e^{-o_B A} \left(1 + \frac{o_B A}{\lambda_B}\right)^y\right)$, and the Taylor expansion of $T_2(A, y)$ around $A = 0$ gives

$$T_2(A, y) = p \alpha_B \left(\frac{y}{\lambda_B} - \Delta\right) A + \left(p \left(\frac{\alpha^2_B A^2}{2} - \frac{\alpha^2_B y^2}{2\lambda_B} - \frac{\alpha^2_B y \Delta}{\lambda_B}\right) - p^2 \alpha^2_B \frac{1}{2} \frac{(\Delta - \frac{y}{\lambda_B})^2}{2}\right) A^2 + \Delta o(A^2 y).$$

Plugging (104) into (102), the second term in (102) denoted by $T_3(A)$ becomes

$$T_3(A) = - \sum_{y=0}^{+\infty} ((1 - p)p(y|0) + pp(y|A)) T_2(A, y) = -(1 - p)p \left(\frac{\lambda_B \Delta}{\lambda_B} - \Delta\right) A - (1 - p)p \left(\frac{\lambda_B \Delta^2}{2\lambda_B} - \frac{\alpha^2_B A^2}{2\lambda_B} - \frac{\alpha^2_B \Delta^2}{2\lambda_B} - \frac{\alpha^2_B y \Delta}{\lambda_B}\right) A^2 + (1 - p)p^2 \alpha^2_B \frac{A^2}{2\lambda_B} \Delta$$

$$- p^2 \alpha^2_B \frac{A^2}{\lambda_B} \Delta - p^2 A^2 \left(\frac{\alpha^2_B \Delta^2}{2\lambda_B} + \frac{\alpha^2_B A \Delta}{2\lambda_B} - \frac{\alpha^2_B \Delta^2}{2\lambda_B} - \frac{\alpha^2_B A \Delta}{2\lambda_B}\right) + p^3 \alpha^2_B \frac{A^2}{2} \left(\Delta^2 - \frac{2 \alpha_B A \Delta}{\lambda_B} - 2 \Delta^2\right)$$

$$+ \frac{\alpha^2_B A^2 \Delta^2}{2\lambda_B} + \Delta^2 + 2 \frac{\alpha_B A \Delta^2}{\lambda_B} + \frac{\alpha_B A \Delta}{\lambda_B} + \Delta \frac{\Delta}{\lambda_B} + \Delta o(A^2)$$

$$= - p^2 \frac{A^2}{2\lambda_B} \alpha^2_B \Delta + \Delta o(A^2).$$

Combining this with $T_1(A)$, one obtains

$$I(X^h; Y) = \frac{A^2}{2\lambda_B} \alpha^2_B p (1 - p) + o(A^2 \Delta).$$

Hence, in the regime where $A \to 0$, $C_B \geq I(X^h; Y) \geq \frac{A^2}{2\lambda_B} \alpha^2_B p (1 - p)$. Note that when only the peak-intensity constraint is active, we choose $p = \frac{1}{2}$. Thus, we have

$$C_B \geq \begin{cases} \frac{A^2}{8} \frac{\alpha^2_B}{\lambda_B} + o(A^2), & \text{if } \frac{1}{2} \leq p \leq 1, \\ \frac{A^2}{2} p (1 - p) \frac{\alpha^2_B}{\lambda_B} + o(A^2), & \text{if } 0 < p < \frac{1}{2}. \end{cases}$$
Next, we observe that $C_E$ can be upper bounded by the capacity of the continuous-time Poisson channel since in this case, the channel input admits infinite bandwidth and is not restricted to be a PAM signal. Therefore, in the low intensity regime $C_E$ can be upper bounded by [11, Theorem 2]

$$C_E \leq \begin{cases} \frac{A^2}{8} \frac{\alpha_B^2}{\lambda_B} + o(A^2), & \text{if } \frac{1}{2} \leq p \leq 1, \\ \frac{A^2}{2} p (1-p) \frac{\alpha_E^2}{\lambda_E} + o(A^2), & \text{if } 0 < p < \frac{1}{2}. \end{cases} \tag{108}$$

Finally, from (107) and (108), we find that

$$C_S \geq \begin{cases} \frac{A^2}{8} \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2), & \text{if } \frac{1}{2} \leq p \leq 1, \\ \frac{A^2}{2} p (1-p) \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2), & \text{if } 0 < p < \frac{1}{2}. \end{cases} \tag{109}$$

This completes the proof of the lemma.

\section*{B. Upper Bound}

\textbf{Lemma 8.} The secrecy capacity of the DT–PWC in the low-intensity regime when peak-intensity or both peak- and average-intensity constraints are active is upper bounded by

$$C_S \leq C_{CT,LI}^S = \begin{cases} \frac{A^2}{8} \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2), & \text{if } \frac{1}{2} \leq p \leq 1, \\ \frac{A^2}{2} p (1-p) \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2), & \text{if } 0 < p < \frac{1}{2}. \end{cases} \tag{110}$$

where $C_{CT,LI}^S$ is the secrecy capacity of the degraded continuous-time PWC in the low-intensity regime with either peak-intensity or both peak- and average-intensity constraints.

\textbf{Proof.} We start the proof by noting that the secrecy capacity of the DT–PWC with peak- and average-intensity constraints is upper bounded by the secrecy capacity of the continuous-time PWC with peak- and average-intensity constraints. This is because in the continuous-time version, the input signals are not restricted to be PAM signals and can admit any waveform with very large transmission bandwidth. Now, we recall the secrecy capacity of the degraded continuous-time PWC with a peak-intensity constraint from [19, Theorem 3]

$$C_S^{CT} = pK(A) + (1-p)K(0) - K(pA), \quad 0 \leq p \leq 1, \tag{111}$$

where $K(x) = (\alpha_B x + \lambda_B) \log(\alpha_B x + \lambda_B) - (\alpha_E x + \lambda_E) \log(\alpha_E x + \lambda_E)$ and where $p$ is the solution of the equation

$$K(A) - K(0) = AK'(pA), \tag{112}$$
where $K'(x)$ denotes the derivative of $K(x)$ with respect to $x$. The secrecy capacity $C'_{ST}$ is achieved by a binary input distributions with mass points at \{0, $A$\} and respective probabilities \{1 - $p$, $p$\}. We now find the closed-form expression of $C'_{ST}$ in the regime where $A \rightarrow 0$. To this end, we expand $K(A)$ around $A = 0$ and we get

$$K(A) = \log \frac{\lambda_B}{\lambda_E} + \left( (\alpha_B - \alpha_E) \log \frac{\lambda_B}{\lambda_E} \right) A + \left( \frac{\alpha_B^2}{\lambda_B^2} - \frac{\alpha_E^2}{\lambda_E^2} \right) \frac{A^2}{2} + o(A^2).$$

(113)

Therefore, plugging this expansion into (112), the optimal $p$ in the regime where $A \rightarrow 0$ is given by

$$\left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) \frac{A^2}{2} = \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) p A^2 \Rightarrow p = \frac{1}{2}.$$  

(114)

Thus, $C'_{ST}$ in the regime where $A \rightarrow 0$ is denoted by $C'_{ST,LI}$ and is given by

$$C'_{ST,LI} = \frac{A^2}{8} \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2).$$

(115)

Furthermore, we observe that when both peak- and average-intensity constraints are active, the optimal input distribution is also binary with mass points \{0, $A$\} and respective probabilities \{1 - $p$, $p$\} where $p = \frac{\xi}{A}$. Therefore, in the regime where $A \rightarrow 0$ and $E \rightarrow 0$ with their ratio held fixed at $p$, $C'_{ST,LI}$ is

$$C'_{ST,LI} = \frac{A^2}{2} p(1 - p) \left( \frac{\alpha_B^2}{\lambda_B} - \frac{\alpha_E^2}{\lambda_E} \right) + o(A^2).$$

(116)

Finally, note that since $p = \frac{1}{2}$ is the optimal value of (112), we conclude that when $\frac{\xi}{A} \geq \frac{1}{2}$, $p = \frac{1}{2}$ and the average-intensity constraint is not active. This completes the proof of the lemma. 

We observe that the lower and upper bounds on the secrecy capacity of the DT–PWC asymptotically coincide, when peak-intensity or both peak- and average-intensity constraints are active. Thus, we can fully characterize the asymptotic secrecy capacity of the DT–PWC in this regime.

**APPENDIX D**

**PROOF OF THEOREM 6**

In this appendix, we prove that when the peak-intensity constraint $A$ is held fixed, while the average-intensity constraint $E$ tends to zero, the asymptotic secrecy capacity satisfies (16), and it scales linearly in $E$. Additionally, we characterize the optimal input distribution that achieves the asymptotic secrecy capacity in this regime.
A. Asymptotic Secrecy Capacity Expression

We start the proof by first making an important observation. We observe that when the channel input of the degraded DT–PWC is constrained by an average-intensity constraint (regardless of the peak-intensity constraint being active or not), i.e., $\mathbb{E}[X] \leq \mathcal{E}$, the input alphabet contains a zero-cost symbol.

Here, by cost, we mean the mapping $b : [0, A] \rightarrow [0, A], b(x) = x$. Note that the input alphabet contains a zero-cost symbol because $b(0) = 0$. Thus, the average-intensity constraint can be expressed as $\mathbb{E}[b(X)] \leq \mathcal{E}$. Intuitively speaking, "0" will contribute nothing to the average constraint while it belong to the set $[0, A]$.

Next, we recall the secrecy capacity per unit cost argument established by El-Halabi et al. in [22, Theorem 1, Theorem 2] for a degraded wiretap channel which is stated by the following lemma.

**Lemma 9.** The secrecy capacity per unit cost, denoted by $C_{S,PUC}$, of the stochastically degraded DT–PWC with a zero-cost input letter and when the channel input is constrained by both peak- and average-intensity constraints, is given by

$$C_{S,PUC} = \sup_{\mathcal{E}>0} \frac{C_S(A, \mathcal{E})}{\mathcal{E}} = \frac{1}{\Delta} \sup_{x \in [0,A]} \frac{N(x)}{b(x)},$$

(117)

where $C_S(A, \mathcal{E})$ is the secrecy capacity of the DT–PWC under peak- and average-intensity constraints, and $N(x)$ is defined as

$$N(x) \triangleq D \left( p_{Y|X=x}(y|x) \parallel p_{Y|X=0}(y|0) \right) - D \left( p_{Z|X=x}(z|x) \parallel p_{Z|X=0}(z|0) \right),$$

(118)

with $D(p \parallel q)$ denoting the Kullback-Liebler divergence between two probability distributions $p$ and $q$.

**Proof.** The proof follows along similar lines of [22, Theorem 1, Theorem 2].

Lemma 9 is instrumental to establish the behavior of the secrecy capacity in the low-intensity regime due to the fact that one can link the secrecy capacity per unit cost of the degraded DT–PWC to the secrecy capacity with an average-intensity constraint in the regime where $\mathcal{E} \rightarrow 0$.

To establish this link, we need to prove that the secrecy capacity of the degraded DT–PWC with an average-intensity constraint (regardless of the presence of a peak-intensity constraint) is a concave function in the average-intensity constraint. This is formally presented by the following lemma.
Lemma 10. The secrecy capacity of the degraded DT–PWC with an average-intensity constraint and regardless of the existence of a peak-intensity constraint is a concave function in the average-intensity constraint.

Proof. Without loss of generality, we assume that both the peak- and average-intensity constraints are active. To prove the concavity of $C_S(\mathcal{A}, \mathcal{E})$ in $\mathcal{E}$, we first observe that due to the degradedness (i.e., $X \to Y \to Z$), we have

$$C_S = I(X^*; Y) - I(X^*; Z) = I(X^*; Y|Z), \quad (119)$$

where $X^* \in [0, \mathcal{A}]$, $\mathbb{E}[X^*] = \mathcal{E}$ is the channel input distributed according to the secrecy-capacity-input distribution. Next, let $X_1^* \in [0, \mathcal{A}]$ and $X_2^* \in [0, \mathcal{A}]$ be the optimal channel inputs of the DT–PWC with corresponding $\mathbb{E}[X_1^*] = \mathcal{E}_1$ and $\mathbb{E}[X_2^*] = \mathcal{E}_2$, respectively, such that $\mathcal{E} = \delta \mathcal{E}_1 + (1 - \delta) \mathcal{E}_2$, where $\delta \in [0, 1]$. Furthermore, let $Q$ be a binary-valued random variable in such a way that

$$p(y, z, x|q) = \begin{cases} p(y, z|x) p^*_X(x), & q = 1, \\ p(y, z|x) p^*_X(x), & q = 2, \end{cases} \quad (120)$$

where $\Pr\{Q = 1\} = \delta$, $p^*_X(x)$ and $p^*_X(x)$ are the optimal probability mass functions of the random variables $X_1^*$ and $X_2^*$, respectively. Based on (120), we have the following Markov chain

$$Q \to X^* \to Y \to Z. \quad (121)$$

Following along similar lines of [27, Appendix A], one can show that

$$I(X^*; Y|Z, Q) \leq I(X^*; Y|Z), \quad (122)$$

or equivalently

$$\delta I(X_1^*; Y|Z) + (1 - \delta) I(X_2^*; Y|Z) \leq I(X^*; Y|Z). \quad (123)$$

Observe that (123) is equivalent to

$$\delta C_S(\mathcal{A}, \mathcal{E}_1) + (1 - \delta) C_S(\mathcal{A}, \mathcal{E}_2) \leq C_S(\mathcal{A}, \delta \mathcal{E}_1 + (1 - \delta) \mathcal{E}_2), \quad (124)$$

i.e., the secrecy capacity $C_S(\mathcal{A}, \mathcal{E})$ is a concave function in $\mathcal{E}$. Since $\mathcal{E} > 0$, the function $C_S(\mathcal{A}, \mathcal{E})$ is concave on $(0, +\infty)$. This completes the proof of the lemma.
Now that we showed $C_S(A, \mathcal{E})$ is a concave function in $\mathcal{E}$, we are ready to establish the link between the secrecy capacity per unit cost and the secrecy capacity in the regime where $\mathcal{E} \to 0$. Notice that due to the concavity of $C_S(A, \mathcal{E})$ on $(0, +\infty)$, the function $\frac{C_S(A, \mathcal{E})}{\mathcal{E}}$ is monotone and nonincreasing over $(0, +\infty)$. Hence, we have
\[
\sup_{\mathcal{E} > 0} \frac{C_S(A, \mathcal{E})}{\mathcal{E}} = \lim_{\mathcal{E} \to 0} \frac{C_S(A, \mathcal{E})}{\mathcal{E}}. \tag{125}
\]
From (117) and (125), we deduce that
\[
\lim_{\mathcal{E} \to 0} \frac{C_S(A, \mathcal{E})}{\mathcal{E}} = \frac{1}{\Delta} \sup_{x \in [0, A]} \frac{N(x)}{x}, \tag{126}
\]
where $N(x)$ is given by (118). We continue the proof by expanding $N(x)$ and plugging in $p_{Y|X=x}(y|x)$, $p_{Y|X=0}(y|0)$, $p_{Z|X}(z|x)$, and $p_{Z|X=0}(z|0)$ into (118). After some algebraic manipulations, we find that
\[
\lim_{\mathcal{E} \to 0} \frac{C_S(A, \mathcal{E})}{\mathcal{E}} = \sup_{x \in [0, A]} \Phi(x), \tag{127}
\]
where $\Phi(x)$ is defined as
\[
\Phi(x) \triangleq \left[ (\alpha_E - \alpha_B) + \left( \alpha_B + \frac{\lambda_B}{x} \right) \log \left( 1 + \frac{\alpha_B x}{\lambda_B} \right) - \left( \alpha_E + \frac{\lambda_E}{x} \right) \log \left( 1 + \frac{\alpha_E x}{\lambda_E} \right) \right]. \tag{128}
\]
Next, we observe that $\Phi(x)$ is a strictly increasing function over $[0, A]$. This is formally established below.

**Proposition 2.** The function $\Phi(x)$ is a strictly increasing function over $[0, A]$ whenever at least one of the following inequalities
\[
\begin{cases}
\alpha_B \geq \alpha_E \\
\frac{\lambda_E}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B},
\end{cases} \tag{129}
\]
is strict.

**Proof.** To prove that $\Phi(x)$ is strictly increasing on $[0, A]$, we take the derivative of $\Phi(x)$ and find that
\[
\frac{d\Phi(x)}{dx} = \frac{(\alpha_B - \alpha_E) x + \lambda_E \log \left( 1 + \frac{\alpha_B x}{\lambda_B} \right) - \lambda_B \log \left( 1 + \frac{\alpha_E x}{\lambda_E} \right)}{x^2}. \tag{130}
\]
Now, in order to establish strictly increasing, we need to show that $\frac{d\Phi(x)}{dx} > 0$. To this end, we note that the numerator of (130) is positive for all $x > 0$ whenever at least one of the inequalities in (129) is strict. This is because the numerator of (130) is a strictly increasing function for $x > 0$. 
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provided that at least one of the inequalities in (129) is strict. To be more specific, let \( \Pi(x) \) denote the numerator of (130), i.e.,

\[
\Pi(x) \triangleq (\alpha_B - \alpha_E)x + \lambda_E \log \left( 1 + \frac{\alpha_E x}{\lambda_E} \right) - \lambda_B \log \left( 1 + \frac{\alpha_B x}{\lambda_B} \right).
\]  

We have that

\[
\frac{d\Pi(x)}{dx} = \frac{\alpha_B^2 x^2}{\alpha_B x + \lambda_B} - \frac{\alpha_E^2 x^2}{\alpha_E x + \lambda_E}
\]

\[
= \frac{\alpha_B \alpha_E (\alpha_B - \alpha_E)x^2 + x \alpha_B \alpha_E \left( \frac{\lambda_B}{\alpha_B} - \frac{\lambda_E}{\alpha_E} \right)}{(\alpha_B x + \lambda_B)(\alpha_E x + \lambda_E)}.
\]  

(132)

Notice that \( \frac{d\Pi(x)}{dx} > 0 \) for all \( x > 0 \) provided that at least one of the inequalities in (129) is strict. This implies that \( \Pi(x) \) is strictly increasing for all \( x > 0 \). In other words, for all \( x > 0 \), we have \( \Pi(x) > \Pi(0) = 0 \). This, in turn, implies that for all \( x > 0 \), we have \( \frac{d\Phi(x)}{dx} > 0 \). This completes the proof of the proposition.

From Proposition 2, we infer that \( \sup_{x \in [0,A]} \Phi(x) = \Phi(A) \). Substituting this into (127), we get

\[
\lim_{\varepsilon \to 0} \frac{C_S(A, \varepsilon)}{\varepsilon} = \Phi(A).
\]  

(133)

Therefore, we find that the asymptotic secrecy capacity satisfies (16).

B. Optimal Input Distribution

Now that we have found the closed-form expression of the asymptotic secrecy capacity in the regime \( \varepsilon \to 0 \) while \( A \) is held fixed, we will strive to find an input distribution that attains the secrecy capacity. To this end, we invoke similar arguments of the proof of Lemma 7 in Appendix C. We again resort to a binary input distribution with mass points at \( \{0, A\} \) and corresponding probability masses \( \{1 - p, p\} \) where \( p = \frac{\varepsilon}{A} \) and \( \varepsilon \to 0 \). This choice will lead us to find that

\[
I(X^b; Y) - I(X^b, Z) = \frac{p}{\Delta} \sum_{y=0}^{+\infty} p(y|A) \log \frac{p(y|A)}{p(y|0)} - \sum_{y=0}^{+\infty} \left( (1 - p)p(y|0) + pp(y|A) \right)
\]

\[
\times \log \left( (1 - p) + p \frac{p(y|A)}{p(y|0)} \right)
\]

\[
- \frac{p}{\Delta} \sum_{z=0}^{+\infty} p(z|A) \log \frac{p(z|A)}{p(z|0)} + \sum_{z=0}^{+\infty} \left( (1 - p)p(z|0) + pp(z|A) \right)
\]

\[
\times \log \left( (1 - p) + p \frac{p(z|A)}{p(z|0)} \right).
\]  

(134)
After some algebraic manipulations, we obtain

\[
I(X^b; Y) - I(X^b; Z) = \left[ (\alpha_E - \alpha_B) + \left( \alpha_B + \frac{\lambda_B}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_B A}{\lambda_B} \right) - \left( \alpha_E + \frac{\lambda_E}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_E A}{\lambda_E} \right) \right] \mathcal{E} \\
- \frac{1 - p}{\Delta} \mathbb{E}_{Y|X=0} \left[ \log \left( 1 + re^{-\alpha_B A \Delta \xi_B} \right) \right] - \frac{1 - p}{\Delta} \mathbb{E}_{Z|X=0} \left[ \log \left( 1 + re^{-\alpha_E A \Delta \xi_E} \right) \right] + \frac{1 - p}{\Delta} \mathbb{E}_{Z|X=0} \left[ \log \left( 1 + re^{-\alpha_E A \Delta \xi_E} \right) \right],
\]

where \( r \triangleq \frac{p}{1 - p}, \xi_B \triangleq 1 + \frac{\alpha_B A}{\lambda_B}, \) and \( \xi_E \triangleq 1 + \frac{\alpha_E A}{\lambda_E}. \) Now, observe that since \( \mathcal{E} \to 0, \) \( p \to 0 \) and as a result \( r \to 0. \) Hence, one can approximate \( \log \left( 1 + re^{-\alpha_B A \Delta \xi_B} \right) \sim re^{-\alpha_B A \Delta \xi_B}. \) Plugging this approximation into (135), we get

\[
I(X^b; Y) - I(X^b; Z) = \left[ (\alpha_E - \alpha_B) + \left( \alpha_B + \frac{\lambda_B}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_B A}{\lambda_B} \right) - \left( \alpha_E + \frac{\lambda_E}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_E A}{\lambda_E} \right) \right] \mathcal{E} \\
- \frac{1 - p}{\Delta} \mathbb{E}_{Y|X=0} \left[ \xi_B \right] - \frac{1 - p}{\Delta} \mathbb{E}_{Y|X=0} \left[ \xi_B \right] + \frac{1 - p}{\Delta} \mathbb{E}_{Z|X=0} \left[ \xi_E \right] + \frac{1 - p}{\Delta} \mathbb{E}_{Z|X=0} \left[ \xi_E \right].
\]

Since \( Y|X = x \) and \( Z|X = x \) are Poisson distributed random variables with means \( (\alpha_B x + \lambda_B) \Delta \) and \( (\alpha_E x + \lambda_E) \Delta, \) respectively, we have that \( \mathbb{E}_{Y|X=x} \left[ \xi_B \right] = e^{(\alpha_B x + \lambda_B)\Delta} \) and \( \mathbb{E}_{Z|X=x} \left[ \xi_E \right] = e^{(\alpha_E x + \lambda_E)\Delta}. \) Therefore, (136) becomes

\[
I(X^b; Y) - I(X^b; Z) = \left[ (\alpha_E - \alpha_B) + \left( \alpha_B + \frac{\lambda_B}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_B A}{\lambda_B} \right) - \left( \alpha_E + \frac{\lambda_E}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_E A}{\lambda_E} \right) \right] \mathcal{E} \\
- \frac{1 - p}{\Delta} r e^{(\alpha_B A)^2 \Delta} \left( \alpha_B + \frac{\lambda_B}{\mathcal{A}} \right) - \frac{1 - p}{\Delta} r e^{(\alpha_E A)^2 \Delta} \left( \alpha_E + \frac{\lambda_E}{\mathcal{A}} \right) + \frac{\mathcal{E}^2}{(\mathcal{A}^2 - \mathcal{A})\Delta} \left( e^{(\alpha_E A)^2 \Delta} - e^{(\alpha_B A)^2 \Delta} \right) + \frac{\mathcal{E}^0}{\mathcal{A}} \left( (\alpha_E - \alpha_B) \right) + \left( \alpha_B + \frac{\lambda_B}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_B A}{\lambda_B} \right) - \left( \alpha_E + \frac{\lambda_E}{\mathcal{A}} \right) \log \left( 1 + \frac{\alpha_E A}{\lambda_E} \right) \right] \mathcal{E} + o(\mathcal{E}).
\]

Thus, we observe that the binary input distribution with mass points at \( \{0, \mathcal{A} \} \) with corresponding probability masses \( \left\{ 1 - \frac{\xi}{\mathcal{A}}, \frac{\xi}{\mathcal{A}} \right\} \) where \( \mathcal{E} \to 0, \) asymptotically achieves the asymptotic secrecy capacity. This completes the proof of the theorem.
APPENDIX E

PROOF OF THEOREM 7

In this appendix, we prove that when the peak-intensity constraint \( A \) is inactive, i.e., \( A = +\infty \), and the average-intensity constraint \( E \) tends to zero, the asymptotic secrecy capacity satisfies (18), and it scales linearly in \( E \). We follow along similar lines of Appendix D and establish the behavior of the asymptotic secrecy capacity. We note that based on (127), and in the absence of the peak-intensity constraint with \( \alpha_B = \alpha_E \), the asymptotic secrecy capacity satisfies

\[
\lim_{E \to 0} \frac{C_S(A, E)}{E} = \sup_{x \in [0, +\infty)} \left[ \left( \alpha_B + \frac{\lambda_B}{x} \right) \log \left( 1 + \frac{\alpha_B x}{\lambda_B} \right) - \left( \alpha_B + \frac{\lambda_E}{x} \right) \log \left( 1 + \frac{\alpha_B x}{\lambda_E} \right) \right],
\]

(138)

where \((a)\) is justified since \( \Phi(x) \) is a strictly increasing function for all \( x > 0 \) (as shown in Proposition 2 in Appendix D). This completes the proof of the theorem.

APPENDIX F

PROOF OF THEOREM 8

Before starting the proof, we need to state that invoking the secrecy capacity per unit cost argument, which we used in proving Theorem 6 and Theorem 7, does not lead to a sensible results to establish the Theorem at hand, i.e., Theorem 8. This is because in the absence of the peak-intensity constraint, the asymptotic secrecy capacity, which is identical to the secrecy capacity per unit cost, is given by

\[
\lim_{E \to 0} \frac{C_S(E)}{E} = \sup_{x \in [0, +\infty)} \Phi(x),
\]

(139)

where \( \Phi(x) \) is defined in (128). We note that when \( \alpha_B > \alpha_E \) and \( \frac{\lambda_E}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B} \), \( \Phi(x) \) is a strictly increasing function for all \( x > 0 \) as shown in Proposition 2. Thus, \( \sup_{x \in [0, +\infty)} \Phi(x) = \lim_{x \to +\infty} \Phi(x) \). Now, we observe that because \( \alpha_B > \alpha_E \) and \( \frac{\lambda_E}{\alpha_E} \geq \frac{\lambda_B}{\alpha_B} \), the limit

\[
\lim_{x \to +\infty} \Phi(x) = +\infty,
\]

(140)

which does not lead into a closed-form expression for the asymptotic secrecy capacity in this case. This implies that in this case, the asymptotic secrecy capacity must grow faster than the linear growth established in Theorem 6 and Theorem 7.
To circumvent this issue, we resort to providing lower and upper bounds on the secrecy capacity and we will strive to characterize the asymptotic secrecy capacity using the provided bounds.

A. Lower Bound

To find a lower bound on the secrecy capacity, we evaluate the mutual information difference $I(X; Y) - I(X; Z)$ for the binary input distribution with mass points located at $\{0, \zeta\}$ with corresponding probability masses $\{1 - p, p\}$, where $\zeta = \sqrt{\frac{\lambda B}{\Delta^2}} \log \frac{1}{\epsilon}$ and $p = \xi \zeta$. We note that in this case, as $\epsilon \to 0$, $\zeta \to +\infty$ and $p \to 0$. Next, we try to lower bound the secrecy capacity by $I(X^b; Y) - I(X^b; Z)$, where $X^b$ is the input random variable distributed according to the aforementioned binary distribution. To this end, we lower bound $I(X^b; Y)$ and upper bound $I(X^b; Z)$. We start by lower bounding $I(X^b; Y)$ as follows

$$I(X^b; Y)$$

$$= -\alpha_B \epsilon + \left( \alpha_B \epsilon + \frac{\lambda_B \epsilon \zeta}{\zeta} \right) \log \left( 1 + \frac{\alpha_B \zeta^2}{\lambda_B} \right) - \frac{1 - p}{\Delta} \mathbb{E}_{Y|X=0} \left[ \log \left( 1 - p + pe^{-\alpha_B \zeta \Delta \epsilon^Y \xi_{B,1}} \right) \right]$$

$$\geq -\alpha_B \epsilon + \left( \alpha_B \epsilon + \frac{\lambda_B \epsilon \zeta}{\zeta} \right) \log \left( 1 + \frac{\alpha_B \zeta^2}{\lambda_B} \right) - \frac{(1 - p)p}{\Delta}$$

$$- \frac{p^2}{\Delta} e^{-\frac{\alpha_B \epsilon \zeta^2}{\lambda_B}} \Delta \sum_{y=0}^{+\infty} \epsilon \left( \frac{(\alpha_B \epsilon \zeta^2 + 2\alpha_B \zeta + \lambda_B)}{\lambda_B} \right) \Delta \left( \frac{\alpha_B \epsilon \zeta^2 + 2\alpha_B \zeta + \lambda_B}{\lambda_B} \right) \Delta^y y!$$

$$= -\alpha_B \epsilon + \left( \alpha_B \epsilon + \frac{\lambda_B \epsilon \zeta}{\zeta} \right) \log \left( 1 + \frac{\alpha_B \zeta^2}{\lambda_B} \right) - \frac{p}{\Delta} - \frac{p^2}{\Delta} \left( e^{-\frac{\alpha_B \epsilon \zeta^2}{\lambda_B}} - 1 \right), \quad (141)$$

where $\xi_{B,1} \triangleq 1 + \frac{\alpha_B \zeta}{\lambda_B}$.

Next, we upper bound $I(X^b; Z)$ as follows

$$I(X^b; Z)$$

$$= -\alpha_E \epsilon + \left( \alpha_E \epsilon + \frac{\lambda_E \epsilon \zeta}{\zeta} \right) \log \left( 1 + \frac{\alpha_E \epsilon \zeta^2}{\lambda_E} \right) - \frac{1 - p}{\Delta} \mathbb{E}_{Z|X=0} \left[ \log \left( 1 - p + pe^{-\alpha_E \epsilon \zeta \Delta \epsilon^Z \xi_{E,1}} \right) \right]$$

$$\geq (1 - p) \log(1) + p \log(e^{-\alpha_E \epsilon \zeta \Delta \epsilon^Z \xi_{E,1}})$$
\[
- \frac{p}{\Delta} \mathbb{E}_{Z | X = \zeta} \left[ \log \left( 1 - p + p e^{-\alpha_E \Delta \zeta Y \xi_{E,1}} \right) \right] \\
\geq (1 - p) \log(1 + p) \log \left( e^{-\alpha_E \Delta \xi_{E,1}} \right)
\]

\[
\geq -\alpha_E \mathcal{E} + \left( \alpha_E \mathcal{E} + \frac{\lambda_E \mathcal{E}}{\zeta} \right) \log \left( 1 + \frac{\alpha_E \zeta}{\lambda_E} \right) + \frac{(1 - p)p}{\Delta} \alpha_E \Delta - \frac{(1 - p)p}{\Delta} \lambda_E \Delta \log(\xi_{E,1})
\]

\[
+ \frac{p^2}{\Delta} \alpha_E \Delta - \frac{p^2}{\Delta} (\alpha_E \zeta + \lambda_E) \Delta \log(\xi_{E,1})
\]

\[
= (1 - p) \alpha_E \mathcal{E} \log(\xi_{E,1}),
\]

where \( \xi_{E,1} \triangleq 1 + \frac{\alpha_E \zeta}{\lambda_E} \). In (142), the inequality \((a)\) is justified because \( \log(\cdot) \) is a concave function. To establish the inequality, we consider the argument of the logarithm to be the expected value of a binary random variable, say \( T \), with mass points located at \( \{1, e^{-\alpha_E \Delta \xi_{E,1}} \} \) with corresponding probability masses \( \{1 - p, p\} \). Therefore, from the concavity of the logarithm function, we have that \( \mathbb{E}[\log(T)] \leq \log(\mathbb{E}[T]) \).

Now, that we found a lower bound for \( I(X^b; Y) \) and an upper bound for \( I(X^b; Z) \), we can lower bound the secrecy capacity by combining (141)–(142) as

\[
C_S \geq I(X^b; Y) - I(X^b; Z)
\]

\[
\geq [\alpha_B \log(\xi_{B,1}) - \alpha_E \log(\xi_{E,1})] \mathcal{E} - \alpha_B \mathcal{E} + \frac{\alpha_E \log(\xi_{E,1}) \mathcal{E}^2}{\zeta} + \frac{\lambda_E \log(\xi_{B,1}) \mathcal{E}}{\zeta} - \frac{\mathcal{E}^2}{\Delta \zeta} \left( e^{\frac{\alpha_E \zeta^2 \Delta}{\lambda_E}} - 1 \right)
\]

By plugging the value of \( \zeta = \sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}} \) into (143), we obtain

\[
C_S \geq \left[ \alpha_B \log \left( 1 + \alpha_B \sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}} \right) \right] \mathcal{E} - \alpha_B \mathcal{E}
\]

\[
+ \frac{\alpha_E \mathcal{E}^2}{\sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}}} \log \left( 1 + \frac{\alpha_E}{\lambda_E} \sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}} \right) + \frac{\lambda_E \mathcal{E}}{\sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}}} \log \left( 1 + \frac{\alpha_E}{\lambda_E} \sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}} \right)
\]

\[
- \frac{\mathcal{E}}{\Delta} \sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}} - \frac{\mathcal{E}^2}{\Delta \frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}} \left( \frac{1}{\mathcal{E}} - 1 \right)
\]

Now, from (144), we can write

\[
\lim_{\mathcal{E} \to 0} \frac{C_S}{\mathcal{E} \log \log \frac{1}{\mathcal{E}}}
\]

\[
\geq \lim_{\mathcal{E} \to 0} \frac{\left[ \alpha_B \log \left( 1 + \frac{\alpha_B}{\lambda_B} \sqrt{\frac{\lambda_B}{\alpha_B \Delta} \log \frac{1}{\mathcal{E}}} \right) \right] \mathcal{E} - \alpha_B \mathcal{E}}{\mathcal{E} \log \log \frac{1}{\mathcal{E}}}
\]
\[
\alpha_E \mathcal{E}^2 \frac{\log \left( 1 + \frac{\alpha E}{\lambda_B} \sqrt{\frac{\lambda_B}{\alpha B} \log \frac{1}{\mathcal{E}}} \right)}{\mathcal{E} \log \log \frac{1}{\mathcal{E}}} + \lim_{\mathcal{E} \to 0} \frac{\Delta}{\mathcal{E} \log \log \frac{1}{\mathcal{E}}} - \lim_{\mathcal{E} \to 0} \frac{\Delta^2}{\mathcal{E} \log \log \frac{1}{\mathcal{E}}} + \lim_{\mathcal{E} \to 0} \frac{\lambda_B \mathcal{E}^2}{\mathcal{E} \log \log \frac{1}{\mathcal{E}}}
\]

This completes the analysis of the lower bound for the asymptotic secrecy capacity. Next, we provide an upper bound for the asymptotic secrecy capacity.

**B. Upper Bound**

To find an upper bound on the secrecy capacity we start by noting that due to Lemma 1, we have

\[
C_S \leq \sup_{F_X \in \Omega^E} \left( I(X;Y) - I(X;\tilde{Y}) + I(X;\tilde{Z}) \right) 
\]

\[
\leq \sup_{F_X \in \Omega^E} I(X;Y) - I(X;\tilde{Y}) + \sup_{F_X \in \Omega^E} I(X;\tilde{Z}),
\]

where \(\tilde{Y}|X\) is a Poisson random variable with mean \((\alpha_B X + \frac{\alpha_B}{\alpha_E} \lambda_E)\), and \(\tilde{Z}|X\) is a Poisson random variable with mean \((\tilde{\alpha} x + \tilde{\lambda})\), where \(\tilde{\alpha} \triangleq \alpha_B - \alpha_E\), \(\tilde{\lambda} \triangleq \left( \frac{\alpha_B}{\alpha_E} - 1 \right) \lambda_E\). Observe that \(C_{S,1}\) is the secrecy capacity of a degraded DT-PWC whose input is \(X\) such that \(X \geq 0\) and \(\mathbb{E}[X] \leq \mathcal{E}\) and whose outputs are \(Y\) and \(\tilde{Y}\). Furthermore, notice that \(C_1\) is the channel capacity of a discrete-time Poisson channel whose input is \(X\) subject to nonnegativity and average-intensity constraint and whose output is \(\tilde{Z}\). Consequently, from Theorem 7, we know that

\[
\lim_{\mathcal{E} \to 0} \frac{C_{S,1}}{\mathcal{E}} = \alpha_B \log \left( \frac{\lambda_E \alpha B}{\lambda B \alpha E} \right).
\]

Furthermore, since \(\alpha_B > \alpha_E\), we have that \(\tilde{\lambda} > 0\). Thus, we can invoke the asymptotic channel capacity results by Lapidoth *et al.* in [9, Proposition 2]. From [9, Proposition 2], we have that in the absence of the peak-intensity constraint and with nonzero constant dark current along with an average-intensity constraint, the asymptotic channel capacity satisfies

\[
\lim_{\mathcal{E} \to 0} \frac{C_1}{\mathcal{E} \log \log \frac{1}{\mathcal{E}}} \leq 2(\alpha_B - \alpha_E).
\]
Finally, from (147)–(148), we can conclude that the asymptotic secrecy capacity satisfies

\[
\lim_{\varepsilon \to 0} \frac{C}{\varepsilon \log \log \frac{1}{\varepsilon}} \leq \lim_{\varepsilon \to 0} \frac{\alpha_B \log \left( \frac{\lambda_B \alpha_B}{\lambda_B \alpha_E} \right)}{\log \log \frac{1}{\varepsilon}} + 2(\alpha_B - \alpha_E) = 2(\alpha_B - \alpha_E). \tag{149}
\]

By combining (145) and (149), we find the lower and upper bounds on the asymptotic secrecy capacity. This completes the proof of the theorem.

**APPENDIX G**

**UPPER BOUND ON THE S E C R E T Y C A P A C I T Y IN THE HIGH-INTENSITY REGIME FOR EQUAL CHANNEL GAINS**

We start the proof by noting that the output of the eavesdropper’s channel $Z$ can be written as $Z = \tilde{Y} = Y + N_D$, where $N_D$ is defined in the statement of Lemma 1. Therefore, $H_Z(F_X^*) > H_{Z|N_D}(F_X^*) = H_Y(F_X^*)$, and consequently $H_Y(F_X^*) - H_Z(F_X^*) < 0$ for any nontrivial input distribution $F_X^* \in \mathcal{F}^+$. Furthermore, we can expand $H_{Z|X}(F_X^*) - H_{Y|X}(F_X^*)$ as follows

\[
H_{Z|X}(F_X^*) - H_{Y|X}(F_X^*) = \frac{1}{\Delta} \mathbb{E}_{X,Z} \left[ - \log p_{Z|X}(z|x) \right] - \frac{1}{\Delta} \mathbb{E}_{X,Y} \left[ - \log p_{Y|X}(y|x) \right]
\]

\[
= \frac{1}{\Delta} \left[ \mathbb{E}_{Z|X,Y} \left[ \log p_{Y|X}(y|x) \right] \right] - \frac{1}{\Delta} \left[ \mathbb{E}_{Y|X,Z} \left[ \log p_{Z|X}(z|x) \right] \right]
\]

\[
= \frac{1}{\Delta} \left[ \log \frac{p_{Y|X}(y|x)}{p_{Z|X}(z|x)} \right], \tag{150}
\]

where $(a)$ follows as $\log p_{Y|X}(y|x)$ and $\log p_{Z|X}(z|x)$ do not depend on $Z$ and $Y$, respectively.

Plugging (1) and (2) into (150), we get

\[
H_{Z|X}(F_X^*) - H_{Y|X}(F_X^*) = \frac{1}{\Delta} \mathbb{E}_{X,Y,Z} \left[ \log \frac{e^{-(\alpha_B x + \lambda_B)\Delta}}{e^{-(\alpha_E x + \lambda_E)\Delta}} \frac{y}{y!} \right]
\]

\[
= \lambda_D + \mathbb{E}_X \left[ (\alpha_B x + \lambda_B) \log \frac{e^{-(\alpha_B x + \lambda_B)\Delta}}{e^{-(\alpha_E x + \lambda_E)\Delta}} \frac{y}{y!} \right] + 1 \text{ log } [(\alpha_E x + \lambda_E)\Delta] + \frac{1}{\Delta} \mathbb{E}_{X,Y,Z} \left[ \log \frac{Z!}{Y!} \right]. \tag{151}
\]

Next, we consider the last term in (151) and try to find an upper bound on it. To this end, we first note that

\[
\mathbb{E}_{X,Y,Z} \left[ \log \frac{Z!}{Y!} \right] = \mathbb{E}_X \left[ \mathbb{E}_{Y|X} \left[ \mathbb{E}_{Z|Y} \left[ \log \frac{Z!}{Y!} \right] \right] \right]. \tag{152}
\]
as $X \rightarrow Y \rightarrow Z$ is a Markov chain. Now, we have to find the conditional PDF of $Z|Y$. We proceed by observing that $Z = Y + N_D$, hence, one can show that

$$p_{Z|Y}(z|y) = \begin{cases} 0, & \text{if } z < y, \\ e^{-\lambda_D \Delta (\lambda_D \Delta)^{(x-y)}} (z-y)!/ (z-y)! & \text{if } z \geq y. \end{cases} \tag{153}$$

In what follows, we present chain of inequalities based on (153) which leads to the upper bound in (22),

$$E_{X,Y,Z} \left[ \log \frac{Z!}{Y!} \right] = E_X \left[ E_{Y|X} \left[ \sum_{z=0}^{\infty} p_{Z|Y}(z|y) \log \frac{z!}{y!} \right] \right]$$

$$= E_X \left[ E_{Y|X} \left[ \sum_{z=y}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{(z-y)}} (z-y)!/ (z-y)! \log \frac{z!}{y!} \right] \right]$$

$$= E_X \left[ E_{Y|X} \left[ \sum_{t=0}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{t}} t!/ t! \log \frac{(t+y)!}{y!} \right] \right]$$

$$= E_X \left[ E_{Y|X} \left[ \sum_{t=0}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{t}} t! \sum_{i=1}^{t} \log(y + i) \right] \right]$$

$$(b) \leq \sum_{t=0}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{t}} t! \sum_{i=1}^{t} \log[(\alpha_B x + \lambda_B) \Delta + i]$$

$$= E_X \left[ \sum_{t=0}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{t}} t! \log[(\alpha_B x + \lambda_B) \Delta] \right.$$  

$$+ \sum_{i=1}^{t} \log \left[ 1 + \frac{i}{(\alpha_B x + \lambda_B) \Delta} \right] \left] \right.$$  

$$(c) \leq \sum_{t=0}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{t}} t! \log[(\alpha_B x + \lambda_B) \Delta] + \sum_{i=1}^{t} \frac{i}{(\alpha_B x + \lambda_B) \Delta}$$

$$= E_X \left[ \log[(\alpha_B x + \lambda_B) \Delta] \sum_{t=0}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{t}} t! + \frac{1}{(\alpha_B x + \lambda_B) \Delta} \right.$$  

$$\times \sum_{t=0}^{\infty} e^{-\lambda_D \Delta (\lambda_D \Delta)^{t}} t(t+1)!/ 2 \left] \right.$$  

$$= E_X \left[ (\lambda_D \Delta) \log[(\alpha_B x + \lambda_B) \Delta] + \frac{1}{(\alpha_B x + \lambda_B) \Delta} \left[ \frac{(\lambda_D \Delta)^2}{2} + \lambda_D \Delta \right] \right],$$

where $(b)$ follows from sliding the expectation $E_{Y|X}$ through the summations and then applying the Jensen’s Inequality (as $\log(y + i)$ is a concave function in $y$), and $(c)$ follows from the fact
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that \( \log(1 + x) \leq x, \forall x \geq 0 \). Now, using the upper bound in (154), \( H_{Z|X}(F^*_X) - H_{Y|X}(F^*_X) \) can be upper bounded as

\[
H_{Z|X}(F^*_X) - H_{Y|X}(F^*_X) \leq \lambda_D + \mathbb{E}_X \left[ (\alpha_B x + \lambda_B) \log((\alpha_B x + \lambda_B)\Delta) - (\alpha_E x + \lambda_E) \times \log((\alpha_E x + \lambda_E)\Delta) \right] + \mathbb{E}_X [\lambda_D \log((\alpha_B x + \lambda_B)\Delta)]
\]

\[
+ \lambda_D + \mathbb{E}_X \left[ \frac{1}{(\alpha_B x + \lambda_B)\Delta^2} \left[ \frac{(\lambda_D\Delta)^2}{2} + \lambda_D\Delta \right] \right]
\]

\[
= \lambda_D + \mathbb{E}_X \left[ (\alpha_E x + \lambda_E) \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} \right]
\]

\[
+ \left[ \frac{\lambda_D^2}{2} + \frac{\lambda_D}{\Delta} \right] \mathbb{E}_X \left[ \frac{1}{\alpha_B x + \lambda_B} \right].
\]

(155)

Now, we note that since \( x \geq 0 \), \( \mathbb{E}_X \left[ \frac{1}{\alpha_B x + \lambda_B} \right] \leq \frac{1}{\lambda_B} \). Furthermore, denoting \( \psi(x) \triangleq (\alpha_E x + \lambda_E) \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} \), we observe that \( \psi(x) \) is strictly negative when \( \alpha_B = \alpha_E \) and \( \frac{\lambda_E}{\alpha_E} > \frac{\lambda_B}{\alpha_B} \).

Furthermore, \( \psi(x) \) is a strictly increasing function in \( x \) due to the fact that

\[
\frac{d\psi(x)}{dx} = \alpha_B \left[ -\log \left[ 1 + \frac{\lambda_D}{\alpha_B x + \lambda_B} \right] + \frac{\lambda_D}{\alpha_B x + \lambda_B} \right] > 0, \quad \forall \ x \geq 0.
\]

(156)

This implies that the maximum value of \( \psi(x) \) is located at the end point of the interval \([0, A]\), if the peak-intensity is active, and is located at \( x = +\infty \), if the average-intensity is the only active constraint. In either of these cases, we can write

\[
\psi(x) \leq \lim_{{x \to +\infty}} (\alpha_E x + \lambda_E) \log \frac{\alpha_B x + \lambda_B}{\alpha_E x + \lambda_E} = -\lambda_D.
\]

(157)

From the upper bound on \( \mathbb{E}_X \left[ \frac{1}{\alpha_B x + \lambda_B} \right] \) and (157), one can upper bound (154) as

\[
H_{Z|X}(F^*_X) - H_{Y|X}(F^*_X) \leq \frac{\lambda_D^2}{2} + \frac{\lambda_D}{\Delta} \frac{1}{\lambda_B}.
\]

(158)

We note that this constant upper bound is valid for all values of the peak- and/or average-intensity constraints. This completes the proof of the proposition.

**APPENDIX H**

**Upper Bound on the Secrecy Capacity in the High-Intensity Regime For Different Channel Gains**

We start the proof by making the following important observation for the conditional mutual information \( I(X; \tilde{Y}|Z) \) [3], [6], [28], [29]

\[
I(X; \tilde{Y}|Z) + \frac{1}{\Delta} \mathbb{E}_{X,Z} \left[ D \left( p_{\tilde{Y}|Z}(\tilde{y}|z) \| q_{\tilde{Y}|Z}(\tilde{y}|z) \right) \right] = \frac{1}{\Delta} \mathbb{E}_{X,Z} \left[ D \left( p_{\tilde{Y}|X,Z}(\tilde{y}|x,z) \| q_{\tilde{Y}|Z}(\tilde{y}|z) \right) \right],
\]

(159)
Towards achieving this goal, we note that based on Lemma 1, we have that
because we have the Markov chain
\[ X \rightarrow \tilde{Y} \rightarrow Z \]
with erasure probability
\[ q_{\tilde{Y}|Z}(\tilde{y}|z) \]
where
\[ q \text{ is nonnegative, we have the following upper bound on } I(X; \tilde{Y}|Z) \]
as follows
\[ I(X; \tilde{Y}|Z) \leq \frac{1}{\Delta} \mathbb{E}_{X,Z} \left[ D \left( p_{\tilde{Y}|X,Z}(\tilde{y}|x,z) \parallel q_{\tilde{Y}|Z}(\tilde{y}|z) \right) \right]. \] (160)
Observe that the inequality (160) holds for all the admissible input distributions and any arbitrary conditional probability mass function \( q_{\tilde{Y}|Z}(\tilde{y}|z) \). Hence, we can upper bound the secrecy capacity as follows
\[ C_S = I(X^*; \tilde{Y}|Z) \leq \frac{1}{\Delta} \mathbb{E}_{X^*,Z} \left[ D \left( p_{\tilde{Y}|X^*,Z}(\tilde{y}|x^*,z) \parallel q_{\tilde{Y}|Z}(\tilde{y}|z) \right) \right], \] (161)
where \( X^* \) is the input random variable distributed according to the secrecy-capacity-achieving distribution. Therefore, the problem of finding a constant upper bound on the secrecy capacity which does not scale with the constraints boils down to finding a clever choice for \( q_{\tilde{Y}|Z}(\tilde{y}|z) \).

Next, we will expand the RHS of (161) as follows
\[
\mathbb{E}_{X^*,Z} \left[ D \left( p_{\tilde{Y}|X^*,Z}(\tilde{y}|x^*,z) \parallel q_{\tilde{Y}|Z}(\tilde{y}|z) \right) \right]
= \sum_{x^* \in S_{X^*}} \sum_{\tilde{y}=0}^{+\infty} \sum_{z=0}^{+\infty} p_{X^*,\tilde{Y},Z}(x^*,\tilde{y},z) \log \left( \frac{p_{\tilde{Y}|X^*,Z}(\tilde{y}|x^*,z)}{q_{\tilde{Y}|Z}(\tilde{y}|z)} \right)
= \sum_{x^* \in S_{X^*}} \sum_{\tilde{y}=0}^{+\infty} \sum_{z=0}^{+\infty} p_{X^*,\tilde{Y},Z}(x^*,\tilde{y},z) \log \left( \frac{p_{Z|X^*,\tilde{Y}}(z|\tilde{y})p_{\tilde{Y}|X^*}(\tilde{y}|x^*)}{p_{X^*,Z}(x^*,z)q_{\tilde{Y}|Z}(\tilde{y}|z)} \right)
\leq (a) \sum_{x^* \in S_{X^*}} \sum_{\tilde{y}=0}^{+\infty} \sum_{z=0}^{+\infty} p_{X^*,\tilde{Y},Z}(x^*,\tilde{y},z) \log \left( \frac{p_{Z|\tilde{Y}}(z|\tilde{y})p_{\tilde{Y}|X^*}(\tilde{y}|x^*)}{p_{Z|X^*,Z}(z|x^*)q_{\tilde{Y}|Z}(\tilde{y}|z)} \right)
= \Delta \left[ H(Z|X^*) - H(\tilde{Y}|X^*) \right] + \mathbb{E}_{X^*,\tilde{Y},Z} \left[ \log \left( \frac{p_{Z|\tilde{Y}}(z|\tilde{y})}{q_{\tilde{Y}|Z}(\tilde{y}|z)} \right) \right], \] (162)
where \( S_{X^*} \) is the support set of the secrecy-capacity-achieving input distribution, and \((a)\) follows because we have the Markov chain \( X \rightarrow \tilde{Y} \rightarrow Z \). Now, we will further upper bound (162).

Towards achieving this goal, we note that based on Lemma 1, we have that \( H(\tilde{Y}|X^*) \geq H(\tilde{Y}|X^*,\tilde{Z}) = H(Z|X^*) \). As such, \( H(Z|X^*) - H(\tilde{Y}|X^*) \leq 0 \). Next, we have to identify \( p_{Z|\tilde{Y}}(z|\tilde{y}) \) and find a clever choice for \( q_{\tilde{Y}|Z}(\tilde{y}|z) \). Observe that since \( Z \) is obtained by thinning \( \tilde{Y} \) with erasure probability \( 1 - \frac{\alpha_E}{\alpha_B} \), we can write [30]
\[
p_{Z|\tilde{Y}}(z|\tilde{y}) = \begin{cases} 
0, & \text{if } z > \tilde{y} \\
\left( \frac{\tilde{y}}{z} \right)^z \left( \frac{\alpha_E}{\alpha_B} \right)^{\tilde{y}-z}, & \text{if } z \leq \tilde{y}
\end{cases} \] (163)
The conditional probability mass function \( p_{\tilde{Y}|Z}(\tilde{y}|z) \) hints us towards choosing a clever \( q_{Z|\tilde{Y}}(z|\tilde{y}) \). Amongst all the possible conditional probability mass functions and in light of the nature of \( p_{\tilde{Y}|Z}(\tilde{y}|z) \), if we choose \( q_{\tilde{Y}|Z}(\tilde{y}|z) \) to be a negative Binomial distribution with \( \tilde{y} - z \geq 0 \) failures and \( z + 1 \) successes with success probability \( \frac{\alpha_E}{\alpha_B} \), we then can have

\[
q_{\tilde{Y}|Z}(\tilde{y}|z) = \begin{cases} 
0, & \text{if } \tilde{y} < z \\
\left(\frac{\alpha_E}{\alpha_B}\right)^{z+1} \left(1 - \frac{\alpha_E}{\alpha_B}\right)^{\tilde{y}-z}, & \text{if } \tilde{y} \geq z
\end{cases}
\]

By substituting (163)–(164) into (162) and noting that \( H(Z|X^*) - H(\tilde{Y}|X^*) \leq 0 \), we find that the secrecy capacity can be upper bounded as follows

\[
C_S \leq \frac{1}{\Delta} \log \left(\frac{\alpha_B}{\alpha_E}\right).
\]

Therefore, the secrecy capacity is upper bounded by a constant value across all intensity regimes. This completes the proof of the theorem.

**APPENDIX I**

**STRUCTURE OF THE OPTIMAL INPUT DISTRIBUTIONS WHEN \( \lambda_B = 0 \)**

Without loss of generality, we will provide the proof for the structure of the optimal input distribution which attains the secrecy capacity of the DT–PWC with nonnegativity and average-intensity constraints, i.e., \( \mu = 0 \) in (87)–(88). For \( \mu \in [0,1] \) along with the existence of both peak- and average-intensity constraints, the proof follows along similar lines as below.

We establish that for \( \lambda_B = 0 \), the optimal input distribution \( F_X^* \) has the following structural properties: 1) the intersection of the optimal support set with any bounded interval contains finitely many mass points; 2) The optimal support set itself is an unbounded set.

1) The intersection of the optimal support set with any bounded interval contains a finite number of elements:

Let \( B \) be a bounded interval and assume, to the contrary, that \( S_{F_X^*} \cap B \) has an infinite number of elements. Now based on the optimality equation (88), the analyticity of \( c_S(x; F_X^*) \) over \( \mathcal{O} \) and the Identity Theorem from complex analysis, if \( S_{F_X^*} \cap B \) has an accumulation point in \( \mathcal{O} \), then (88) applies everywhere in \( \mathcal{O} \). That \( S_{F_X^*} \cap B \) has an accumulation point is guaranteed by the Bolzano-Weierstrass Theorem since \( S_{F_X^*} \cap B \subseteq B \) and \( B \) is bounded. However, the accumulation point might be equal to 0 and \( 0 \notin \mathcal{O} \). Next, we show that 0 cannot be an accumulation point of \( S_{F_X^*} \cap B \) so that (88) actually applies over \( \mathcal{O} \) and in particular over \((0, +\infty)\). Assume to the
contrary that 0 is an accumulation point of \( S \cap B \). Then, there exists a sequence \( (x)_i \) defined on \( S \cap B \) such that \( x_i \neq 0 \) and \( \lim_{i \to +\infty} x_i = 0 \).

For convenience, let \( \alpha_B^\Delta = \alpha_B \Delta \), \( \alpha_E^\Delta = \alpha_E \Delta \), \( \lambda_B^\Delta = \lambda_B \Delta \) and \( \lambda_E^\Delta = \lambda_E \Delta \). Then, by expanding \( p_{y|x}(y|x) \) around 0 we find that

\[
p_{y|x}(y|x) = \frac{e^{-\lambda_B^\Delta}(\lambda_B^\Delta)^y}{y!} + \frac{\alpha_B e^{-\lambda_B^\Delta}(\lambda_B^\Delta)^{y-1}(y - \lambda_B^\Delta)}{y!} x + o(x),
\]

implying that

\[
c_S(x; F_X^\ast) = (\alpha_B x + \lambda_B) \log(\alpha_B^\Delta x + \lambda_B^\Delta) - (\alpha_E x + \lambda_E) \log(\alpha_E^\Delta x + \lambda_E^\Delta)
\]

\[
- \frac{1}{\Delta} \sum_{y=0}^{+\infty} \frac{e^{-\lambda_B^\Delta}(\lambda_B^\Delta)^y}{y!} \log(g_B(y; F_X^\ast)) + \frac{1}{\Delta} \sum_{z=0}^{+\infty} \frac{e^{-\lambda_E^\Delta}(\lambda_E^\Delta)^z}{z!} \log(g_E(z; F_X^\ast)) + \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) x + o(x),
\]

where

\[
\kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) = - \frac{1}{\Delta} \sum_{y=0}^{+\infty} \frac{\alpha_B e^{-\lambda_B^\Delta}(\lambda_B^\Delta)^{y-1}(y - \lambda_B^\Delta)}{y!} \log(g_B(y; F_X^\ast)) - \alpha_B
\]

\[
+ \frac{1}{\Delta} \sum_{z=0}^{+\infty} \frac{\alpha_E e^{-\lambda_E^\Delta}(\lambda_E^\Delta)^{z-1}(z - \lambda_E^\Delta)}{z!} \log(g_E(z; F_X^\ast)) + \alpha_E,
\]

In particular, we can write

\[
c_S(0; F_X^\ast) = \lambda_B \log(\lambda_B^\Delta) - \lambda_E \log(\lambda_E^\Delta)
\]

\[
- \frac{1}{\Delta} \sum_{y=0}^{+\infty} \frac{e^{-\lambda_B^\Delta}(\lambda_B^\Delta)^y}{y!} \log(g_B(y; F_X^\ast)) + \frac{1}{\Delta} \sum_{z=0}^{+\infty} \frac{e^{-\lambda_E^\Delta}(\lambda_E^\Delta)^z}{z!} \log(g_E(z; F_X^\ast)).
\]

Substituting (169) in (167) yields

\[
c_S(x; F_X^\ast) = c_S(0; F_X^\ast) + (\alpha_B x + \lambda_B) \log(\alpha_B^\Delta x + \lambda_B^\Delta) - (\alpha_E x + \lambda_E) \log(\alpha_E^\Delta x + \lambda_E^\Delta)
\]

\[
- \lambda_B \log(\lambda_B^\Delta) + \lambda_E \log(\lambda_E^\Delta) + \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) x + o(x),
\]

Considering the KKT condition (88) for \( \mu = 0 \) and the fact that \( (x)_i \in S_{F_X^\ast} \cap B \), one obtains

\[
\frac{C_S - \gamma \mathcal{E} - c_s(0; F_X^\ast)}{x_i} = \frac{\alpha_B x_i + \lambda_B}{x_i} \log(\alpha_B^\Delta x_i + \lambda_B^\Delta) - \frac{\alpha_E x_i + \lambda_E}{x_i} \log(\alpha_E^\Delta x_i + \lambda_E^\Delta)
\]

\[
- \frac{\lambda_B \log(\lambda_B^\Delta)}{x_i} + \frac{\lambda_E \log(\lambda_E^\Delta)}{x_i} + \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) - \gamma + o(1).
\]

(171)
Also, in regard of (87) for $\mu = 0$, $C_S - \gamma \mathcal{E} - c_s(0; F_X^*) \geq 0$. Hence,

$$\lim_{i \to \infty} \frac{C_S - \gamma \mathcal{E} - c_s(0; F_X^*)}{x_i} = \begin{cases} +\infty, & \text{if } C_S - \gamma \mathcal{E} - c_s(0; F_X^*) > 0 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (172)

Let us compute the limit of the right hand side (RHS) of (171) as $i \to \infty$. For this purpose, we distinguish two cases.

- **Case 1**: $\lambda_B = 0$ and $\lambda_E > 0$

In this case, the RHS of (171) becomes:

$$\text{RHS of (171)} = \alpha_B \log(\alpha_B x_i) - \alpha_E \log(\alpha_E x_i + \lambda_E) - \frac{\lambda_E}{x_i} \log(\alpha_E x_i + \lambda_E)$$

$$+ \frac{\lambda_E}{x_i} \log(\lambda_E) + \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) - \gamma + o(1)$$

$$= \alpha_B \log(\alpha_B x_i) - \alpha_E \log(\alpha_E x_i + \lambda_E) - \frac{\lambda_E}{x_i} \log \left(1 + \frac{\alpha_E}{\lambda_E} x_i \right)$$

$$+ \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) - \gamma + o(1)$$

$$= \alpha_B \log(\alpha_B x_i) - \alpha_E \log(\alpha_E x_i + \lambda_E) - \alpha_E + \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) - \gamma + o(1),$$

where (175) follows since $\log(1 + x) = x + o(x)$. Hence, $\lim_{i \to +\infty} \text{RHS of (171)} = -\infty$, thus reaching a contradiction.

- **Case 2**: $\lambda_B = 0$ and $\lambda_E = 0$

In this case, the RHS of (171) becomes:

$$\text{RHS of (171)} = \alpha_B \log(\alpha_B x_i) - \alpha_E \log(\alpha_E x_i + \lambda_E) + \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) - \gamma + o(1).$$  \hspace{1cm} (176)

Note that in regard of the degradedness assumptions (5) and (6), we must have $\alpha_B > \alpha_E$ (otherwise the secrecy capacity is equal to 0). That is $\alpha_B = \alpha_E + \alpha_{BE}$, with $\alpha_{BE} = \alpha_B - \alpha_E > 0$.

Substituting the value of $\alpha_B$ in (176), we get:

$$\text{RHS of (171)} = \alpha_E \log \left(\frac{\alpha_B}{\alpha_E} \right) + \alpha_{BE} \log(\alpha_B x_i) + \kappa(\alpha_B, \alpha_E, \lambda_B, \lambda_E, \Delta) - \gamma + o(1),$$

which clearly converges to $-\infty$ as $i \to +\infty$, thus reaching a contradiction again.

Summarizing both case 1 and case 2, we conclude that when $\lambda_B = 0$, 0 cannot be an accumulation point of the set $\mathcal{S}_{F_X^*} \cap B$ and hence its accumulation point is necessarily in $(0, +\infty)$ and therefore (88) holds for all $x \in (0, +\infty)$. This implication is itself not possible since

$$\lim_{x \to 0} \frac{c_s(x; F_X^*) - c_s(0; F_X^*)}{x} = -\infty,$$  \hspace{1cm} (178)
whereas $c_S(x; F^*_X) - c_S(0; F^*_X) = C_S - \gamma E + \gamma x - c_S(0; F^*_X) \geq 0$ due to (87) for $\mu = 0$, thus reaching a contradiction. Therefore, $S_{F^*_X} \cap B$ cannot have an infinite number of elements and must be necessarily a finite set as claimed.

2) The support set of the optimal distribution $S_{F^*_X}$ is unbounded:

This part of the proof is similar to the one of Theorem 4 and does not require a special treatment for the case $\lambda_B = 0$.
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