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SUMMARY   Network function virtualization (NFV) flexibly provides services by virtualizing network functions on a general-purpose server, and attracted research interest in recent years. In NFV environment, providing service chaining, which dynamically connects each network function (virtual network function: VNF), is critical issue. However, as it is challenging to select the optimal sequence of VNF services in the service chain in a decentralized manner, the distances between the VNFs tend to increase, leading to longer communication and processing delays. Furthermore, it has never considered that certain VNFs that can be exchange the order of services with one another. To address this problem, in this paper, we propose a distributed search method for ordered VNFs to reduce delays while considering the load on control server, by exploiting an in-network guidance technology, called Breadcrumbs, for query messages.
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1. Introduction

Networks are currently constructed using network functions composed of a wide variety of network devices. Conventionally, for such changes to the network as updating or adding a network function, it is necessary to replace the network equipment, which entails considerable cost in terms of equipment and labor.

To address this problem, Network Function Virtualization (NFV) virtualizes network functions on a general-purpose server, and has thus attracted considerable research interest in recent years. For example, it is supposed that network functions such as network address translation, firewall, intrusion detection and prevention system, and so on, will be virtualized as Virtual Network Functions (VNFs). In addition to these fundamental and conventional network functions, many kinds of as-yet-unknown network functions would emerge in near future; for example, network functions for big data processing. As NFV replaces dedicated network devices with general-purpose servers, there is no need to prepare specific devices for each network function. Thus, equipment cost can be reduced. Moreover, as new functions can be implemented in the network by updating functions on the general-purpose server, the new network services and operations can be flexibly implemented.

As network functions are virtualized, it also becomes possible to share these virtualized network functions (VNFs) on the network. Thus, each user on the network can utilize these network functions without the need to prepare specific network devices by other hardware. As there are several VNFs with same function on the network, it is possible to use an alternative VNF, even when a certain VNF becomes unusable due to breakdown, i.e., it is possible to construct a network with high fault tolerance.

There are two types of NFV environments: a centralized type, in which numerous VNFs are arranged in a data center, and a distributed type, where several small-scale VNFs are arranged at edges near to users in a decentralized manner. The former environment is the mainstream at present, but the latter environment is also being studied[1], [2]. In this paper, a distributed environment, that is complex but offers considerable potential for scalability and resilience, is assumed. For service provision in NFV environments, data are transferred and adequately via multiple network functions in sequence, which is called service chaining. However, in a distributed environment, when there are many VNFs, it is impractical to select a globally optimal solution because collecting many types of states in VNFs, deployed over in a wide area, is difficult process in real time. In other words, it is difficult to select nearest server considering statuses of all VNF servers and positions of users and VNF servers on time.

In this paper, to search VNFs by configuring a service chain efficiently in a realistic way, we propose a distributed search method for VNFs by applying in-network guidance technology as basis. We aim to build a decentralized NFV infrastructure based on the design policy whereby appropriate VNFs are selected by logging and using past usage histories of VNFs configuring service chains for simple but effective search. This is because there are several patterns in the types that need to be combined as a service chain. To satisfy this design policy, we focus on Breadcrumbs [3], [4] as a in-network guidance method. Breadcrumbs framework realized in-network guidance like Information Centric Network (ICN) over IP network. In this framework, queries are guided towards nodes with caches of the target content, by using past guidance histories logged at routers in a decentralized manner. This framework is appropriate for our design policy described above.

The main contributions of this paper are as follows: We propose and design distributed infrastructure for NFV, based on in-network guidance. In this infrastructure, we establish a distributed search method for ordered VNFs configuring service chaining. We show that the proposed method re-
duces the load on control server and redundant communication, through extensive computer simulation. As future challenge, finally, we insist on the need for decentralized NFV infrastructure.

The remaining of this paper is organized as follows. We show background technologies and related works in Sect. 2. In Sect. 3, we explain our proposed method. The proposed method is evaluated in Sect. 4. Focusing on VNFs which have exchangeability, we extend our proposed method in Sect. 5, and evaluate it in Sect. 6. We describe the conclusion of this paper in Sect. 7.

2. Background Technologies and Related Works

2.1 Network Function Virtualization

NFV virtualizes various network functions such as router, switch, firewall on general-purpose servers, and provides virtualized network functions (VNFs) on cloud computing platforms [5], [6]. Through communication and process via a series of intermediate VNFs from each user to its destination, a specific services are provided. The performance of VNF has been investigated in various environments [7], [8].

The advantages of NFV environments are as follows:

- They reduce capital investment and maintenance cost by eliminating the need for specific devices [9].
- They improve fault tolerance by providing multiple VNFs of a same type.
- They improve network flexibility, e.g., through easier provision of new services.

On the contrary, the following are disadvantages of NFV environments:

- They increase the end-to-end delay from each user to their destination because of detouring through multiple VNFs.
- They require complicated management because all operators need to manage several VNFs.

2.2 Service Chaining

In NFV environments, services are provided by transferring data through multiple types of VNFs from users to their destinations. This series of VNFs is called a service chain. In environments assumed in this paper, there are various types of VNFs, and many VNF servers support certain types of VNF. Of these VNF servers, good solutions for selecting a series of VNF configuring service chains need to be determined by a control server in charge of network and service administration by considering the resource usage at each VNF server and the distances between neighboring VNF servers in a service chain. In general, it is difficult to provide the number of VNF types which is enough to provide all kinds of service chains at a few VNF servers. Thus, the selection of VNFs configuring a service chain, so that data transfer delay through the VNFs in the order of the processing becomes as small as possible, is a challenging problem.

There are several patterns in VNF types that need to be combined as a service chain. Such patterns have been discussed in Internet Engineering Task Force (IETF) [10]. An example of a service chain is shown in Fig. 1; a user uses VNF 1, VNF 2, and VNF 3 as the service chain by transferring data via one of the VNF servers corresponding to each VNF type.

In configuring service chain, we need to solve problems in the arrangement of VNFs [11], which determine where the VNFs are placed and which VNFs are selected. M. T. Beck et al. [12] proposed a heuristic algorithm for optimizing VNF arrangement to reduce communication resource consumption among data centers and the conversion between optical and electrical signals. M. Xia et al. [13] proposed a VNF allocation method for minimizing bandwidth usage in the network within a realistic execution time. S. Ahvar et al. [14] proposed to search VNFs for service chains by using Tabu search to reduce some costs like network bandwidth, operation cost, and so on. However, the hop counts of query and data are not considered. On the other hand, one objective of our proposed method is to reduce the hop counts as explained in Sect. 5.

The European telecommunication standards institute (ETSI) has defined the NFV framework [15]. According to it, the NFV framework can be roughly divided into three parts: the first is VNF, the second is NFV infrastructure representing physical resources and virtualization functions for VNFs, and the third is NFV management and orchestration (MANO), which manages and orchestrates the physical and virtual resources and VNFs.

R. Mijumbi et al. [16] claimed that a MANO framework is needed to manage NFV; The model-oriented repository for scalable access (MORSA) [17] has been proposed as a MANO frameworks. It performs resource scheduling for NFV infrastructure and satisfies various objective functions using a multi-objective genetic algorithm. A distributed and privacy-preserving algorithm using non-cooperative game theory [18] has also been proposed.

Our proposed method is a type of MANO. It is a distributed search method for VNFs that provides resource management. VNF search using simple and passive Information Centric Network (ICN) feature, such as in-network guidance technology, according to the requesting resource attribute, has not been studied to date, to the best of the au-

![Fig. 1 Example of a service chain](image-url)
Fig. 2 Processes to search for and provide resources in the RBC method

thors knowledge.

2.3 Resource Breadcrumbs

Resource Breadcrumbs (RBC) [19] is an overlay method for searching computer resources in a distributed manner in edge computing environments over an IP network. The RBC method extends the method of content search and acquisition based on breadcrumbs (BC) method [3], [4], whereby a query to the content cache is guided by in-network guidance information.

As shown in Fig. 2, a system based on RBC consists of suppliers providing resources, routers that autonomously guide queries while storing resource guidance information, and a control server that is a central database.

2.3.1 Distribution of the Guidance Information

Suppliers, which are resource provider nodes, autonomously distribute RBCs with guidance information centering themselves to their surrounding nodes by disseminating messages. At the same time, suppliers register their resource information with the control server. The distributed RBCs are appropriately updated according to the changes in their resource utilization.

2.3.2 Search for Resources

Each user searches for resources by sending a query to the control server. When a query passes through a router on the route from a user to the control server, if an RBC with guidance information to a supplier that can provide the corresponding resource is found, the query is forwarded to the supplier by using the guidance information. However, if the corresponding RBC cannot be found on the route, the query reaches the control server, which transfers the query to the corresponding supplier, based on such registered information as the registered resource utilization. Upon receiving the query, the supplier retains the requested resource for the user and sends an ACK to the user. The user determines the supplier to be used, based on the received ACKs.

In Fig. 2, the user in the top of the figure sends queries searching for blue and red resources. The query for the blue resource finds the corresponding RBC and is guided to the supplier by the RBC. However, the query for the red resource does not find the RBC for red on the way to the control server and is guided to the supplier by the control server.

2.4 En-Route RBC

In the RBC method, guidance information should be distributed within a limited range because the load on the network to disseminate messages increases as the range of distribution expands. En-route RBC (ERBC) has been proposed as an extension to compensate for this drawback [20].

In the ERBC method, in addition to RBC distribution, when an ACK message is returned from the supplier to the user, information concerning the resource is added to the ACK message. Further, each router on the forwarding route reads this information and creates guidance information called ERBC. Queries are guided by the ERBC to the supplier, but if the corresponding RBC is found during guidance by the ERBC, the query is forwarded by RBC guidance because of a higher priority. The ERBC operation is shown in Fig. 3. The supplier sends an ACK message to the user who uses the resource of the supplier. Routers that forward the ACK message constitute the ERBC for the supplier.

The RBC and ERBC frameworks described in Sects. 2.3 and 2.4 perform a resource search with the in-network guidance capability. However, they cannot be applied for VNF environments with service chaining which orders a series of VNFs according to the user’s request.

3. Proposed Method

Conventional in-network guidance techniques including BC method are designed to search not resources but contents, and such techniques are not applicable to resource and VNF searching. Thus, RBC method is designed to search resources by extending the content search technology in BC method. In RBC method, users request combination of some computer resources like CPU and memory, and the resources are reserved and used at the same time. In contrast, in NFV environment, VNFs configuring a service chain are used not simultaneously but step by step. Thus, if such VNFs are reserved simultaneously based on RBC method, the VNFs’ resources are reserved for longer time than necessary. To solve this problem, in the proposed method, each VNF configuring a service chain is searched not by the user
Table 1  FBC entry

| VNF_ID | Server_ID | Max_resource | Used_resource | Upstream_node (only EFBC) | Downstream_node (only EFBC) | Hop_count | TTL |
|--------|-----------|--------------|---------------|--------------------------|---------------------------|-----------|-----|

itself but by the VNF server which has just processed the data of an intermediate VNF in the service chain, except for the firstly used VNF that is searched by the user. In RBC method, each user sends some queries for all requesting resources. On the other hand, in the proposed method, each user sends a query for the service chain. The query has information about the requested VNFs of the service chain. VNF servers are informed of a service chain by the query. In addition, information of VNF servers in a service chain, including the information of adjacent downstream and upstream VNF servers, is preserved on data route in the proposed method. While, in RBC method, information of only a resource supplier is preserved on data route by ERBC.

Thus, we design a decentralized NFV infrastructure where appropriate VNFs configuring service chains are searched simply and effectively by exploiting past usage histories. This is inspired by the in-network content guidance technology in information centric network (ICN). To implement this search scheme, we propose the Function Bread-crumbs (FBC) method that guides queries to appropriate VNF servers by considering the processing orders of VNFs in service chains. The FBC method can be divided into the following two types according to the method of distribution: spread FBC (SFBC) and en-route FBC (EFBC) methods. SFBCs are distributed by limited flooding and EFBCs by the en-route dissemination, which is explained in Sect. 3.2.

In the FBC method, FBCs that have guidance information concerning the VNF servers are distributed to routers. The information in each FBC entry is shown in Table 1. VNF_ID represents the type of VNF, Server_ID is the VNF server that distributed the FBCs. Max_resource shows the maximum size of the resource that the server can supply for the VNF, and Used_resource indicates the current resource utilization for the VNF on the VNF server. Upstream_node and downstream_node represent EFBC message trails, where upstream is the server side that sends the EFBC message. Data are divided into packets, and control messages are represented by a packet.

The routers refer to the time-to-live (TTL) of the FBC and deletes it if it is zero. The router that receives the query checks whether it has an FBC corresponding to the target VNF server. If the router has the FBC, the query is guided to the VNF server specified by the FBC. However, if the router does not have the FBC, the query is forwarded to the control server, according to normal IP routing. A control server has FBCs for all types of VNF servers, and guides the query to the VNF server specified by FBC.

3.1 Service Provision Flow in the Proposed Method

In the proposed method, a series of VNF servers in service chaining are searched for, according to the following procedures (1–5).

1. Data to be processed by service chaining with \( n \) types of VNFs \((v_1, v_2, \ldots, v_n)\) are generated by a user. The destination of the data is also specified by the user.
2. The user sends a query to the control server to find \( v_k = v_1 \).
3. If the SFBC of \( v_k \) found along the route, the query is directed to the VNF server specified in the SFBC; otherwise, if the EFBC of \( v_k \) found along the route, the query is directed to the VNF server specified in the EFBC. Otherwise, the query reaches the control server, and is transferred to the VNF server specified by the control server.
4. Upon completion of the process at the VNF server for \( v_k \), the VNF server (not the user) sends a query to the control server to find \( v_{k+1} \).
5. Procedures 3) to 4) are repeated, until the data have been processed at the VNF server of \( v_n \). The data are finally transferred to the destination.

The details of the procedures 1, 3–5 are explained as follows.

3.1.1 Detail of Procedure 1

Assume that data to be processed by a service chain with \( n \) types of VNFs \((v_1, v_2, \ldots, v_n)\), where the order of specification of \( v_i \) \((i = 1, 2, \ldots, n)\) represents the processing order of these VNFs, are generated by a user. The destination user of the data is also specified by the user.

3.1.2 Detail of Procedure 3

The flowchart of procedure 3 is shown in Fig. 4. The query to search for \( v_k \) is transferred to the control server according to normal IP routing.

When the query encounters a router with an SFBC whose VNF_ID is \( v_k \), the query is transferred by IP routing to the VNF server specified as Server_ID in the SFBC. If there are multiple SFBCs whose VNF_IDS are the same but Server_IDS are different on the router, the SFBC with the minimum Hop_count (as the first priority) or minimum Used_resource (as the second priority) is selected, and the query is transferred to the corresponding VNF server. In this transfer process, the query is no longer guided by another FBC by setting the FBC guidance prohibition flag to the query. This prevents a loop of query forwarding.

On the contrary, if the query encounter a router with EFBC, and not SFBC, whose VNF_ID is \( v_k \), the query is
transferred by IP routing to the VNF server specified as Server_ID in the EFBC. If there are multiple EFBCs on the router whose VNF_IDS are the same but Server_IDS are different, an EFBC is selected in the same manner as in the case of SFBC, and the query is transferred to the corresponding VNF server. In this forwarding, prohibition flag with EFBC as guide, and not FBC, is set, and the query is no longer guided by another EFBC. However, if the query finds an SFBC whose VNF_ID is also \(v_k\), the query is redirected to the server specified as Server_ID in the SFBC. This is because SFBC is distributed in a limited area from the corresponding VNF server by flooding, which is explained in Sect. 3.2. Thus, the SFBC entry implies the existence of the VNF server in a smaller area than that of the EFBC.

Otherwise, no FBC including SFBC and EFBC for \(v_k\) is found on any routers to the control server, and the control server forwards the query to the VNF server, supporting \(v_k\), which is nearest in terms of IP hop count from the control server. If there are multiple candidate VNF servers with a same IP hop count, the VNF server with lowest resource utilization is selected. Each VNF server notifies the control server of its resource utilization for its VNF type whenever its use status changes, and the control server manages the VNF type, resource utilization for the type, and the IP hop count of each VNF server.

Following this, when the selected VNF server receives the query, it sends an ACK back to the user (in the case of \(v_1\) is searched) or the VNF server that has processed \(v_{k-1}\) (in the case of \(v_i\) \((i = 2, 3, \ldots, n - 1)\) is searched), if it can provide the requested resource. On the contrary, if the requested resources cannot be provided, the query is forwarded to the control server, and it searches for another VNF server that can provide \(v_k\). If the control server cannot find any VNF servers, it finally sends a NACK.

Then, when the user/VNF server that has processed \(v_{k-1}\) receives the ACK from the VNF server for \(v_k\), it sends its data to the VNF server, and the VNF server processes \(v_k\) for the data.

### 3.1.3 Detail of Procedures 4 and 5

Once the process has finished, the VNF server sends the query to the control server to search for a server providing \(v_{k+1}\), according to normal IP routing. Such procedures are repeated until the data have been processed at the VNF server of \(v_n\). Thus, the VNF server that processed \(v_k\) searches for a VNF server providing \(v_{k+1}\), where \(k = 1, \ldots, n - 1\).

Finally once the processing of \(v_n\) is completed, the VNF server of \(v_n\) sends the data to the destination user.

### 3.2 Distribution and Update of FBC

FBCs are distributed to routers in the following two ways: limited flooding and en-route dissemination. SFBCs are distributed by the limited flooding, and EFBCs are distributed by the en-route dissemination. When the load of each VNF server is changed, the information of distributed SFBCs is updated by distributing control messages from the VNF server according to the SFBC distribution process described in Sect. 3.2.1. This updating process needs the duration for control messages to reach routers. On the other hand, the information of distributed EFBCs is not updated except for the case that new EFBCs with the same information are deployed based on the process in Sect. 3.2.2. Thus, the proposed method cannot use latest information for the load optimization. However, the proposed method is designed to achieve better load optimization with information that can be obtained in a realistic way, and it is also effective if the performance indices evaluated in Sects. 4 and 6 are improved even with the information.

#### 3.2.1 SFBC Distribution Process

SFBCs are distributed by limited flooding from each VNF server. Specifically, they are distributed using control messages that are distributed by flooding within the range of the specified number of hops from each VNF server. In the distributed SFBCs, Server_ID, VNF_ID, Max_resource, and Used_resource are set according to the server that distributes them, where VNF_ID, Max_resource, and Used_resource represent the VNF type that the server provides, the maximum amount of resources that it can provide for the VNF type, and the amount of used resources for the VNF type, respectively. These items of required informations are included in the control message. Hop_count in each of the SFBCs is set depending on the number of hops from the server. When the amount of used resources for the VNF type changes at the VNF server, another control message to update the SFBCs is distributed by the server in the same manner, and the Used_resource in each SFBCs is updated.

The range of distribution of the SFBC should not be wide because the loads used to create them and forward messages on the routers exponentially increase, and this
must be avoided.

3.2.2 EFBC Distribution Process

To compensate for the limitation in the range of distribution of the SFBC, EFBCs are deployed by en-route dissemination. The order of processing of some VNF types is similar among some service chains due to their characteristics. Thus, the proposed method deploys EFBCs on nodes through which data are passed between various VNFs, instead of nodes between users and the VNF servers, to distribute FBCs more effectively. This is the most distinct procedure of the FBC method to provide service chaining. This enables the system to find VNFs for various service chains without sending queries to the control server. Therefore, the workload on the control server can be reduced, and the response delay in the transfer of query from source user to destination one can be suppressed.

For the specific EFBC distribution scheme, when data processing is completed at a VNF server, the VNF server distributes EFBCs, to redirect queries to itself, by sending a message for EFBC dissemination to the VNF server that has processed the previous type of VNF and the server that will process the next type of VNF in the service chain. The EFBC is registered on each relay node that forwarded the message. In addition to containing the same information as the SFBC, the EFBC contains the information pertaining to Upstream_node and Downstream_node. This is included in the control message. Note that the VNF server for the first VNF type of a service chain also disseminates the EFBCs to itself and the user, and the VNF server for the last VNF type of the service chain disseminates EFBCs to itself and the destination.

3.2.3 FBC Delete Process

The router refers to the TTL of the FBC and deletes it if TTL is zero. Furthermore, when the amount of used resources for the VNF type is zero at the server, the control message to delete the SFBCs is distributed by the server by flooding. Each router that received the message deletes the SFBC. If the router has an EFBC for the VNF type of the server, the router sends a control message to downstream node of the EFBC to delete the EFBCs.

3.3 Data Processing Example with a Series of VNF Servers

Figure 5 shows an example of the dissemination of the EFBC. In this case, the user has requested three types of VNFs: VNF 1, VNF 2, and VNF 3 in order. The arrows indicate the data flow. There are two servers for VNF 1 and among them the one at the bottom of Fig. 5 is used. There are two servers for VNF 3 as well, and the one at the top of Fig. 5 is used. Data sent by the user pass the VNF 1, VNF 2, and VNF 3, and the destination user, in order. Thus, between the user and the VNF 1 server, EFBCs for VNF 1 are disseminated along with the data trail. Moreover, between the VNF1 and VNF 2 servers, EFBCs for VNF 1 and VNF 2 are disseminated separately. Furthermore, between the VNF 2 and VNF 3 servers, EFBCs for VNF 2 and VNF 3 are disseminated. Finally, between the VNF 3 server and the destination user, FBCs for VNF 3 are disseminated. Thus, when the same type of service chaining request occurs subsequently, it is possible to discover these EFBCs.

4. Performance Evaluation in Static VNF Processing Order

The performance of the proposed method in Sect. 3 under the assumption of the static VNF processing order in each service chain was evaluated with computer simulation by varying the range of SFBC through limited flooding.

The proposed method is operated in distributed VNF environment and VNFs are searched in the decentralized manner. At present, few researchers study VNFs search in distributed VNF environment. The method [18] uses game theory. However, users need to know all information about other users and VNF servers for using game theory. On the other hand, we suppose that only the control server knows information about all users and VNF servers in the network though it might not be the latest. Thus, we cannot use the method [18] as comparable conventional method. Thus, for performance comparison, we used a method where the control server selected all VNFs for all the queries without using FBC (No-FBC), and another one where only SFBCs were distributed and EFBC was not used (Only-SFBC).

One objective of our proposed method is to reduce the delays to search VNFs configuring service chains and to transfer data from each user to its destination via VNFs configuring the service chain. The other objective is to reduce the load on the control server. The searching delay can be reduced by decreasing the number of query hops, and data transfer delay can be reduced by decreasing data hops. Thus, we used the number of hops of query and data, and the workload on the control server. Reducing these two delays is important for users to complete their tasks as quickly as possible, and reducing the workload is also important to avoid the processing bottleneck at the control server. In addition, the proposed method uses some control messages, and we should evaluate how the messages increase the network load. Thus, the other performance index is the number
Table 2  Parameter settings

| Parameters                  | Value |
|-----------------------------|-------|
| Number of routers           | 1000  |
| Number of users             | 5000  |
| Number of VNF servers       | 100   |
| Number of overall VNF types | 6     |
| Number of VNF types held by one VNF server | 1 |
| VNF server processing time  | 1000  |
| Packet size                 | 1500 Byte |
| Link capacity               | 5 Mbps |
| Data size                   | 50 MByte |

Table 3  Service chain patterns of users’ request

| Pattern | VNFs |
|---------|------|
| Pattern 1 | A     |
| Pattern 2 | A-B   |
| Pattern 3 | A-B-C |
| Pattern 4 | D-A-B-C |
| Pattern 5 | D-A-E-B-C |
| Pattern 6 | F-B-E-C |

Fig. 6  Number of query hops averaged by each adjacent VNF server pair (including source to $v_1, v_n$ to destination)

Fig. 7  Number of data hops averaged by each adjacent VNF server pair (including source to $v_1, v_n$ to destination)

Fig. 8  Number of messages in the network per unit time

of messages in the network.

The parameters used in this evaluation are shown in Table 2. We used the Waxman model [21] to create the network topology composed of routers and links. Five users were then connected to each router by following the evaluation setting in RBC[19]; each VNF server was connected randomly to a router. Thus, when the range of SFBC distribution was set to one, only the router connected directly to a VNF server held the FBC of the VNF server. Thus, in this case, limited flooding was not performed. The amount of resources on each VNF server was uniformly distributed from 50–100 unit, where processing a VNF according to a user’s request consumed one unit. The interval of request occurrence from each user followed an exponential distribution with an average of 3,600 unit. The service chain of each request was randomly selected from the six patterns in Table 3 with equal probability. There were six VNF types (VNF A, B, C, D, E, and F), and there are 28, 25, 20, 12, 10, and 5 A–F VNFs on the network, respectively. We chose these numbers of the VNF types by taking into account the occurrence frequency of each VNF type in the service chain patterns of Table 3. In all the service chain patterns randomly generated with same probability, each VNF type A-F appears 5, 5, 4, 2, 2, 1 times, respectively (see Table 3). According to the occurrence frequency, 95 VNF servers were assigned to each VNF type A-F as 25, 25, 20, 10, 10, and 5 VNFs. In addition, considering the position in the service chain pattern, VNF A was assigned 3 more servers and VNF D was assigned 2 more servers.

Figures 6 and 7 show the average number of hops averaged by each adjacent VNF server pair (including source to $v_1, v_n$ to destination). In these figures, the case where the range of SFBC distribution was zero corresponds to No-FBC method. From Fig. 6, the Only-SFBC method reduced the number of query hops as the range of SFBC distribution was extended because more queries were guided by the SFBC and did not need to reach the control server. The proposed method further reduced the query hop count because EFBCs in addition to SFBCs guided queries to their VNF servers. From Fig. 7, the number of data hops was reduced by both the Only-SFBC method and the proposed method. This reduction means that the hop count of VNF servers whose VNF types neighbored in the order of processing of the service chain decreased. When a VNF server, which had finished processing data by its VNF, searched for a VNF server providing the next type of VNF in the service chain, the SFBC and EFBC guided the query to nearby VNF server providing the next VNF. Thus, the proposed method can find a series of VNFs whose distances are close. These results of Figs. 6 and 7 show that the average delay to finish services was reduced by the proposed method.

Figure 8 compares the number of control messages required to disseminate and update FBCs, in the network per unit time by different methods. The results show that the increase in the number of messages in the proposed method was not significant compared with that in the Only-SFBC because it was negligible compared with the number of messages needed to distribute SFBCs by flooding. Note that
range of SFBC distribution needed to be limited even in the proposed method to reduce the number of control messages.

Figure 9 depicts the workload on control server. Note that the workload is defined as \( 1 - \frac{\text{number of queries guided by SFBC}}{\text{number of generated queries}} \). As shown in Fig. 9, the proposed method reduced the load on the control server compared with the Only-SFBC method, irrespective of the range of FBC distribution, by using limited flooding. In the “range of SFBC distribution 1”, flooding was not used. However, the workload was reduced drastically because of the EFBC, as many queries guided by SFBCs did not need to use the control server. The result shows that FBCs reduce the load on the control server.

From the above results, it is clear that the proposed method can select VNF servers that are close to one another. These indices evaluated in Figs. 6–9 change non-linearly. Performance improvements of the number of the hops and workload become small as SFBC distribution range is extended. In particular, the performance differences are very small when SFBC distribution range is increased from 4 to 5. On the other hand, the number of control messages increases exponentially as SFBC distribution range is extended. Thus, we conclude that SFBC distribution range 4 is reasonable. An extended method is proposed for the adaptation to exchangeable VNFs.

5. Extended Proposed Method for the Adaptation to Exchangeable VNFs

We consider functions of data processing like big data processing will be used in the future, as one of forthcoming network functions. These functions have exchangeability in some cases. For specific exchangeability, we considered the following three cases.

1. Two VNF types, VNF-A and VNF-B, can be exchanged with each other.
2. A VNF type VNF-A could be processed in an arbitrary order within a certain section of the service chain.
3. VNFs were classified into groups, and VNFs in each group could be processed in an arbitrary order, while the order of each group was preserved.
4. VNFs were classified into groups, and each group could be processed in an arbitrary order while the order of each member of a given group was preserved.

For order exchange, we extended our proposed method. We added two functions to the initially proposed method. One was for VNF search, where the VNF that could be exchanged was also searched for at the same time. The other function was one using which the EFBC was distributed to connect VNF servers of all patterns that could be exchanged.

5.1 VNF Search Method Considering Order Exchange

In this method, a query requests multiple types of VNF. When a query for VNF-A and VNF-B, which can be exchanged, encounters a router with an SFBC whose VNF_ID is VNF-A or an EFBC whose VNF_ID is VNF-B, the query is transferred by IP routing to the VNF server corresponding to the SFBC with the minimum Hop_count (first priority) or the minimum Used_resource (second priority). Moreover, if the query encounters a router with the EFBC, and not SFBC, corresponding to either of the VNF types, the query is transferred by IP routing to the VNF server selected in the same manner as the SFBC. In this forwarding, not the FBC but the EFBC’s guide prohibition flag is set, and the query is no longer guided by another EFBC. However, if the query finds an SFBC whose VNF_ID is also either of the VNF types, the query is redirected to the server specified as Server_ID in the SFBC.

If the query reaches the control server but finds neither an SFBC nor an EFBC, the control server forwards the query according to the same rules.

In the proposed method, there is no problem of the complexity of searching processes when the chain is long or many VNFs are exchangeable. Even in such case, although the number of candidates for search is increased, the increase is linear.

5.2 VNF Distribution Considering Order Exchange

To deal with order exchange, it is effective to distribute the EFBC along each service chaining in which the order is changed. Therefore, in the service chain consisting of \( v_1 \) to \( v_n \), if \( v_k \) and \( v_l \) are exchangeable in terms of order, in addition to normal EFBC distribution, EFBCs are distributed to connect \( v_k \) to \( [v_{k-1}, v_{k+1}] \) and \( v_l \) to \( [v_{l-1}, v_{l+1}] \), respectively, where \( [a, b] \) represents each element; \( a, b \), and \( v_0 \) represents the source user, and \( v_{n+1} \) represents the destination user. Figure 10 shows the additional distribution of EFBC. In this
case, VNF 2 and VNF 4 were exchangeable. The servers VNF 2 and VNF 4 were already connected to VNF 3 server with normal EFBC distribution. Therefore, VNF 2 sent an additional EFBC message to the destination user and VNF 4 sent additional one to VNF 1.

6. Performance Evaluation in Exchangeable VNF Processing Order

As in the evaluation in Sect. 4, the performance was evaluated with computer simulation by varying the SFBC distribution range by limited flooding. We used the same simulation settings as Sect. 4 except for the service chain patterns of user request. The patterns in this section considered exchangeable VNF types. We changed the patterns of user requests as shown in Fig. 11. Patterns 3 to 6 had exchangeable VNF types. In pattern 3, VNF-C could be processed before VNF-A or VNF-B. In patterns 4 and 6, VNFs specified by the dotted bidirectional arrows could be exchanged. In pattern 5, the VNF-D and VNF-A could be exchanged with the other group VNF-B and VNF-C while maintaining order inside the groups. We compared the proposed method between the one that can deal with order exchange (Exchangeable) and the one that cannot (Not-Exchangeable) for quantitative evaluation. This comparison is important to quantitatively evaluate how the performance indices used in Sect. 4 are changed by applying exchangeable VNF processing order.

Figures 12 and 13 show the average number of hops through which the queries and data passed when moving from the previous VNF server (including source) to the next one (including destination). From these figures, it is clear that regardless of the range of flooding, Exchangeable reduced a greater number of hops of queries and data than Not-Exchangeable. Moreover, the reduction in the number of query hops was larger than that in the number of data hops. This is because the data were transmitted through the shortest route to the server found by the query. However, because the query first went to the control server, it did not take the shortest route. Therefore, by reducing the number of queries arriving at the control server, the number of queries transferred from the control server to the VNF server is decreased. This also reduced the number of hops through which queries passed. Reducing the number of data hops means that a closer VNF server could be used by Exchangeable.

Figure 14 shows the number of control messages for FBC. In Exchangeable, the number of EFBC messages in-
increased for order exchange. However, the influence in terms of other aspects of performance improvement was greater than the increase in the number of messages.

We show the workload of a control server in Fig. 15. Due to order exchange, the likelihood of FBCs as guide queries increased in Exchangeable. For this reason, the number of queries that reached a control server decreased. Therefore, the workload of a control server decreased.

7. Conclusion

In this paper, we proposed a method that suppresses delays by considering the constraint pertaining to load on the control server by using in-network guidance technology that pursues the local optimum in a passive and distributed manner. Its effectiveness was shown through extensive computer simulations. In the proposed method, the user can use the neighboring VNF server to form the desired service chain, and at the same time, the network administrator can reduce the workload on the control server and distribute it among the corresponding VNF servers. We intend to conduct a more detailed performance evaluation by proposing a more efficient FBC distribution method to reduce the load on the network in future work.
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