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Abstract
Aspect-based sentiment analysis (ABSA) has become a prevalent task in recent years. However, the absence of a unified framework in the present ABSA research makes it challenging to compare different models’ performance fairly. Therefore, we develop an open-source ABSA framework, namely PyABSA. Besides, previous efforts usually neglect the precursor aspect term extraction (ASC) subtask and focus on the aspect sentiment classification (ATE) subtask, while PyABSA includes the features of aspect term extraction, aspect sentiment classification, and text classification. Furthermore, multiple ABSA subtasks can be adapted to PyABSA owing to its modular architecture. To facilitate ABSA applications, PyABSA seamlessly integrates multilingual modelling, automated dataset annotation, etc., which are helpful in deploying ABSA services. In ASC and ATE, PyABSA provides up to 33 and 7 built-in models, respectively, while all the models provide quick training and instant inference. Besides, PyABSA contains to 180K+ ABSA examples from 21 augmented ABSA datasets for applications and studies. PyABSA is available at https://github.com/yangheng95/PyABSA.

1 Introduction
Recent years, aspect-based sentiment analysis (Pontiki et al., 2014, 2015, 2016) have seen a tremendous improvement, particularly the subtasks of ASC (Ma et al., 2017; Zhang et al., 2019; Huang and Carley, 2019; Phan and Ogbonna, 2020; Zhao et al., 2020; Li et al., 2021a; Dai et al., 2021; Tian et al., 2021; Wang et al., 2021) and ATE (Yin et al., 2016; Wang et al., 2016a; Li and Lam, 2017; Wang et al., 2017; Li et al., 2018b; Xu et al., 2018; Ma et al., 2019; Yang, 2019; Yang et al., 2020). The various open-source models’ architectures (e.g., BERT or LSTM) and implementation details (e.g., data pre-processing methods) are diverse, making performance comparisons and experimental results reproduction challenging. On the other hand, even though ABSA is an application-driven task, earlier works tend to release research-oriented code without promising any inference support. These models are unavailable in practical applications because they are difficult to deploy. Therefore, in order to reduce the model performance deviation caused by model-irrelevant code and encourage fair comparisons, we introduce an open-source unified framework for aspect-based sentiment analysis that supports quick model training, evaluation, and inference. With only a few lines of code, everyone can train and deploy a model using PyABSA’s user-friendly interfaces¹.

Although, previous works generally focus on the ASC² subtask, aspect-based sentiment analysis includes many other subtasks. For example, aspect category detection (ACD). PyABSA provides the multi-task based ATESC models, which is a pipeline model that simultaneously performs ATE and ASC subtasks. We build PyABSA into five main modules: dataset manager, data preprocessor, hyperparameter manager, trainer, and checkpoint manager. In this design, PyABSA allows the addition of other subtasks or models based on provided templates. Furthermore, the modular structure makes it easy to deploy an ABSA service in a Python environment. PyABSA offers more than 40 models (including variants), with some of them achieving state-of-the-art performance according to Paperswithcode³, making it one of the most accessible and user-friendly ABSA frameworks.

When compared to other NLP tasks, ABSA suffers a more significant data shortage, which leads to problems such as performance volatility and
limited domain coverage. Hence, we provide automated dataset annotation interface and manual dataset annotation tool to encourage the community to annotate and contribute custom datasets to PyABSA to tackle the data shortage problem. Currently, PyABSA provides up to 21 ABSA datasets in 8 languages that cover several domains. To the best of our knowledge, PyABSA offers the most open source datasets compared to other open-source projects. In addition, based on our self-developed ABSA data augmentor, we are able to provide up to 180K+ ABSA examples. According to our evaluation, the augmented datasets can boost performance by 1−3%. Inspired by the Transformers, we pre-trained a range of models using these datasets and released checkpoints that are available for users to fine-tune with custom datasets to increase model robustness and performance, especially for multilingual data.

Compare to previous works, PyABSA contains the following features:

• PyABSA provides quick training and fair evaluation for all models, which can alleviate the deviations in different model comparisons.
• PyABSA contains enough multilingual built-in datasets from different domains for users to study. Anyone can annotate a custom dataset based on PyABSA and contribute the custom dataset to PyABSA to enrich the open-source ABSA datasets.
• PyABSA is equipped with some user-friendly features compared to other works. e.g., model ensembling, dataset ensembling, and auto-metric visualization.

2 Frame Architecture

Figure 1 demonstrates the main architecture of PyABSA. As an extensible ABSA framework, PyABSA is decomposed into five core modules to accommodate a variety of subtasks or models. In the following sections, we will discuss the primary modules.

---

4We release the integrated datasets at https://github.com/yangheng95/ABSADatasets. All the public and community-shared datasets are released under its own license.

5This ABSA dataset augmentor will be open-sourced soon.

6https://github.com/huggingface/transformers

7https://huggingface.co/spaces/yangheng/Multilingual-Aspect-Based-Sentiment-Analysis/blob/main/checkpoint-v1.16.json

Figure 1: The main architecture of PyABSA framework.

2.1 Configuration Manager

Each ABSA subtask has an independent configuration manager used for training environment configuration, model hyperparameter configuration and other global configurations. The configuration manager extends the Python Namespace object to improve usability. We also set a hyperparameter calling counter to help users check training setting and debug code. The configuration manager applies a hyperparameter check module with the purpose of terminating execution if any hyperparameter is incorrectly specified. PyABSA saves and loads the configuration manager object synchronously with the checkpoints and prints all configuration information and calling counters during training and inference.

2.2 Trainer

The trainer is used for ABSA and text classification model training. The PyABSA trainer assembles a set of models and datasets based on the configuration manager’s settings. The trainer supports k-fold cross-validation and accepts model output as a Python dictionary object, enabling users to utilise custom loss within the model and improve the model’s ability to learn features with custom loss functions without modifying the framework. When there are insufficient datasets, it is often required to combine the training and testing sets to obtain a ensemble dataset for training. This is due to the fact that the trainer automatically detects the existence of the testing and validation sets, and if neither exists, it continues training without validation rather than cancelling the training.
2.3 Dataset Manager

The dataset manager is utilised to manage built-in and custom datasets. In PyABSA, each dataset object has a unique ID, name, and data file list. All the datasets are easy to combine for ensemble training and testing. The Dataset manager is responsible for handling automatic dataset downloading and datafile location. In particular, we include both automated and manual dataset annotation methods in ABSA Dataset Utils, enabling users to use PyABSA for custom datasets compared to existing work. This is a really effective way to annotate custom datasets. In the case of community-contributed Yelp datasets, the built-in data augmentation method can improve performance by 2% to 4% (refer to Section 4.3). Before feeding the data into the model, the dataset manager delivers the loaded data to the suitable data processor of the model for further processing.

2.4 Checkpoint Manager

PyABSA instantiates the inference models using the checkpoint manager, which provides the following three ways for loading checkpoints, in order to standardise the inference process across distinct subtasks.

- Querying available cloud checkpoints and downloading them automatically by name.
- Using keywords or paths, the checkpoint manager can search for local checkpoints.
- Acquiring trained models return by the trainers to build inference models.

The checkpoint manager for any subtask is compatible with GloVe and pre-trained models based on transformers. Using the interface provided by PyABSA, everyone just need a few lines of code when launching an ATESC service (refer to Section 4.2).

2.5 Metric Visualizer

As a vital step toward facilitating accurate evaluation and fair comparison, we developed the metric visualizer to automatically record, measure, and visualize a wide variety of metrics (such as accuracy, F-measure, standard deviation, IQR, etc.) for various models. The metric visualizer can monitor metrics or load metrics records to create many plots (e.g., box plots, violin plots, trajectory plots, Scott-Knott test plots, etc.). Figure 2 show an example of auto-visualizations generated by the metric visualizer, refer to Appendix 7.2.1 for more plots and related experiment setting. The metric visualizer reduces the difficulty of visualizing performance metrics and eliminates metric statistical biases.

![Figure 2: An example of auto-metric visualizations of the Fast-LSA-T-V2 model grouped by maximum modeling length.](image)

3 Models & Dataset

3.1 Models

PyABSA provides a range of models developed for ABSA, including LSA models for aspect sentiment classification and LCF-ATESC models for aspect term extraction. We also merge some popular ASC models from ABSA-PyTorch in order to provide users with more choices. The models currently supported by PyABSA are shown in Table 1, and we provide users with templates for creating their own models.

3.2 Datasets

PyABSA contains datasets on laptops, restaurants, MOOCs, Twitter, and other domains in 8 languages. As far as we are aware, PyABSA is one of the repositories with the most open-source datasets. The available ABSA datasets can be found in Table 3. Based on the built-in datasets, anyone can conduct their own research or augment their own datasets by merging built-in datasets in training.

3.3 Performance Evaluation

We have conducted some preliminary performance evaluations based on the models and datasets provided by PyABSA to help users understand the performance variations between the various models; the experimental results are available in Table 2.
The following code snippet demonstrates an example of quick ATESC training on a multilingual dataset using the Fast-LCF-ATESC model.

```python
from pyabsa.functional import (ATEPCConfigManager, Trainer, ABSADatasetList)
config = ATEPCConfigManager.get_atepc_config_multilingual()
multilingual = ABSADatasetList.Multilingual
aspect_extractor = Trainer(config=config, dataset=multilingual, load_trained_model=True)
```

Note that we adopt the default hyperparameter configurations for each model. Altering these hyperparameters may result in significant performance variations.

## 4 Quick Examples

**PyABSA** is an application-oriented framework that provides brief interfaces to allow unified training and inference. With **PyABSA**, users are able to run training and inference with only a few lines of code. Section 4.1 and Section 4.2 show the quick training and inference examples based on **PyABSA**. Furthermore, **PyABSA** is an available package on PyPi\(^9\), allowing users to integrate it into any existing application as a dependent.

### 4.1 Training

The following code snippet demonstrates an example of quick ATESC training on a multilingual dataset using the Fast-LCF-ATESC model.
Table 3: The details of datasets in different languages available in PyABSA, where “∗∗” indicates the datasets are used for adversarial attack study. The datasets denoted by “∗∗∗” are a subset with 10K examples from the original datasets. The augmented examples of the training set are generated by our own ABSA augmentor.

| Dataset       | Task       | Language | # of Examples | # of Augmented Examples | Source       |
|---------------|------------|----------|---------------|-------------------------|--------------|
| Laptop        | English    |          | 2336          | 638                     | SemEval 2014 |
| Restaurant14  | English    |          | 5004          | 1120                    | SemEval 2014 |
| Restaurant15  | English    |          | 1299          | 399                     | SemEval 2014 |
| Restaurant16  | English    |          | 1494          | 814                     | SemEval 2016 |
| Twitter       | English    |          | 5890          | 654                     | Ding et al. (2014) |
| HAM           | English    |          | 11181         | 1336                    | Jang et al. (2015) |
| Transcription | English    |          | 3647          | 915                     | Minhuyen et al. (2011) |
| T-shirt       | English    |          | 1834          | 465                     | Minhuyen et al. (2021) |
| Trip          | English    |          | 814           | 245                     | Wen et al. (2017) |
| Phone         | Chinese    |          | 1940          | 841                     | Peng et al. (2018) |
| Car           | Chinese    |          | 361           | 264                     | Peng et al. (2018) |
| Notebook      | Chinese    |          | 664           | 214                     | Peng et al. (2018) |
| Camera        | Chinese    |          | 1390          | 371                     | Peng et al. (2018) |
| HDC          | Chinese    |          | 1353          | 396                     | jie-12/14/Golden |
| Sample        | Chinese    |          | 5110          | 915                     | NlpGigas/Golden |
| HDC-En        | English    |          | 1492          | 859                     | apenaroli/Golden |
| Arabic        | Arabic     |          | 3620          | 2372                    | SemEval 2016 |
| Dutch         | Dutch      |          | 1283          | 564                     | SemEval 2016 |
| Spanish       | Spanish    |          | 1928          | 731                     | SemEval 2016 |
| Turkish       | Turkish    |          | 1385          | 446                     | SemEval 2016 |
| Russian       | Russian    |          | 609           | 396                     | Zhe et al. (2016) |
| French        | French     |          | 1369          | 718                     | SemEval 2016 |
| Arabic_SemEval2016Task5 | Arabic       |          | 6950          | 1821                    | Soker et al. (2013) |
| English_SemEval2016Task5 | English       |          | 8544          | 2210                    | Stanford Sentiment Treebank |
| Phone_SemEval2016Task5 | Phone       |          | 10000         | 2000                    | Zhang et al. (2019) |
| Car_SemEval2016Task5 | Car       |          | 10000         | 2000                    | Zhang et al. (2019) |

Figure 3: An example from the demo of multilingual aspect term extraction and sentiment classification. Our demo accepts user input or random example from existing datasets.

4.2 Inference

PyABSA supports quick training and inference for all models, regardless of whether they are based on Word2Vec or a pre-trained language model. Figure 3 shows an inference example output by the demo ATESC service we launched on the HuggingFace. Section 4.1 indicates different ways to obtain a inference model:

```python
from pyabsa import ATEPCCheckpointManager, available_checkpoints, ABSADatasetList
available_checkpoint = available_checkpoints()
AspectExtractor = ATEPCCheckpointManager.get_aspect_extractor(checkpoint='multilingual')
for aspect_extractor in AspectExtractor:
    # load a local checkpoint by specifying the checkpoint path.
    AspectExtractor = ATEPCCheckpointManager.get_aspect_extractor(checkpoint='mycheckpoints/multilingual')
examples = ['I love this phone! It has good quality and battery life. But the battery capacity is not enough.
I love this phone! It has good quality and battery life. But the battery capacity is not enough.
I love this phone! It has good quality and battery life. But the battery capacity is not enough.
I love this phone! It has good quality and battery life. But the battery capacity is not enough.]
atepc_result = aspect_extractor.extract_aspect(inference_source=examples, pred_sentiment=True)
```

4.3 Dataset Annotation

There is currently no open-source tool for annotating ABSA datasets, making the creation of custom datasets very difficult. In PyABSA, both an automatic annotated interface and a manual tool for dataset annotation are included. Using our automated inference for dataset annotation, users may quickly complete the annotation, training, and deployment of inference models.

4.3.1 Automated Annotation

Unlike text classification, annotating ASC and ATESC datasets is difficult. Therefore, we developed an automated dataset annotation interface based on the ATESC inference model, converting ATESC inference results into ASC and ATESC.
annotations. Note that the F1 measures on the Chinese, English, and multilingual datasets are up to ~ 85%. In this case, this method is helpful for obtaining annotated ABSA instances to augment small datasets. The following example illustrates the interface of automated dataset annotation.

```python
from pyabsa import make_ABSA_dataset
make_ABSA_dataset(dataset_name_or_path='raw_data', checkpoint='multilingual')
```

4.3.2 Manual Annotation
In order to conduct precise manual annotation, our contributor developed a specialized ASC annotation tool\textsuperscript{10} for PyABSA. Furthermore, we provide an interface for converting existing ASC datasets to ATESC datasets. Figure 4 shows the manual annotation tool.

5 Related Works
In recent years, a large number of outstanding open-source ASC (Li et al., 2021a; Tian et al., 2021; Li et al., 2021b; Wang et al., 2021) and ATESC (Li et al., 2018b; Xu et al., 2018; Ma et al., 2019; Yang, 2019; Yang et al., 2020) models have been proposed. However, the related open-source repositories for these models usually lack inference support, and most of them are no longer maintained. There are two works most similar to PyABSA, ABSA-PyTorch and Aspect-based Sentiment Analysis, respectively. ABSA-PyTorch (Song et al., 2019) incorporates multiple reimplemented third-party GloVe-based and BERT-based models as an early effort to propagate fair comparisons of accuracy and F1 amongst models. Nevertheless, ABSA-PyTorch is no longer maintained and only supports the ASC subtask. ASC subtasks are also handled by Aspect-based Sentiment Analysis (Consultants, 2020), which provides an ASC inference interface based on constrained models. PyABSA is a research- and application-friendly framework that supports a number of ABSA subtasks and includes multilingual, open-source ABSA datasets. We developed instant inference interfaces for ASC and ATESC subtasks, which facilitate the implementation of multilingual ABSA services, using inspiration from Transformers.

6 Conclusion
We developed an open-source ABSA framework, namely PyABSA. By diminishing the influence of model-irrelevant code and automating metric visualization, etc., PyABSA seeks to encourage fair comparisons across ABSA models. Furthermore, to facilitate ABSA applications, we implement instant ASC and ATESC inference interfaces that enable anyone to launch ABSA services with a few lines of code. For starters, PyABSA integrates a set of built-in models and datasets. It also encourages users to develop new models based on our templates or contribute custom datasets. PyABSA is a lightweight, open-source framework that can be added to any Python environment as a dependency to provide ASC and ATESC services. In the future, we plan to include more ABSA subtasks into PyABSA, such as aspect triplet extraction.
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7 Appendix

7.1 Training and Inference Pipeline

Similar to ATESC, ASC may be completed with a few lines of code. We also provide a range of
choices to make training easier for users; please see the function’s comments for more information.

7.1.1 ASC Training Pipeline

```python
from pyabsa.functional import Trainer
from pyabsa.functional import APCConfigManager
from pyabsa.functional import ABSADatasetList
from pyabsa.functional import APCModelList

apc_config_multilingual = APCConfigManager.get_apc_config_multilingual()
apc_config_multilingual.model = APCModelList.FAST_LSA_T_V2
datasets_path = ABSADatasetList.Multilingual

sent_classifier = Trainer(config=apc_config_multilingual,
                          dataset=datasets_path,
                          checkpoint_save_mode=1,
                          # save state_dict instead of model
                          auto_device=True,
                          # auto-select cuda device
                          load_aug=True,
                          # training using augmentation data
                          ).load_trained_model()
```

7.1.2 ASC Inference Example

```python
from pyabsa import ABSADatasetList, APCCheckpointManager, available_checkpoints

checkpoint_map = available_checkpoints(from_local=False)
sent_classifier = APCCheckpointManager.get_sentiment_classifier(checkpoint='Multilingual')
text = 'everything is always cooked to perfection, the [ASP] service[ASP] is excellent, the [ASP] decor[ASP] cool and understated.'

sent_classifier.infer(text, print_result=True)
```

7.1.3 Text Classification Training

```python
from pyabsa import TCTrainer, TCConfigManager, TCDatasetList

config = TCConfigManager.get_tc_config_english()
config.cross_validate_fold = 5
dataset = TCDatasetList.SST2
text_classifier = TCTrainer(config=config,
                          dataset=dataset,
                          checkpoint_save_mode=1,
                          auto_device=True).

config.MV.next_trial()
```

7.1.4 Text Classification Inference Example

```python
from pyabsa import TCTrainer, TCCheckpointManager

model_path = 'lstm' # 'lstm' is a keyword to search the checkpoint in the folder
text_classifier = TCCheckpointManager.get_t_c_config_english(checkpoint=model_path)

# batch inference works on the dataset files
inference_sets = TCDatasetList.SST2
results = text_classifier.batch_infer(target_file=inference_sets,
                                      print_result=True,
                                      save_result=True,
                                      ignore_error=True)
```

7.2 Metric Visualization in PyABSA

7.2.1 Code for Auto-metric Visualization

PyABSA provides standardised methods for monitoring metrics and metric visualisations. PyASBA will automatically generate trajectory plot, box plot, violin plot, and bar charts based on metrics to evaluate the performance differences across models, etc. This example aims at evaluating the influence of maximum modelling length as a hyperparameter on the performance of the FAST-LSA-T-V2 model on the Laptop14 dataset.

```python
import random
import os
from metric_visualizer import MetricVisualizer
from pyabsa.functional import Trainer
from pyabsa.functional import APCConfigManager
from pyabsa.functional import ABSADatasetList
from pyabsa.functional import APCModelList

class Config:
    def __init__(self):
        self.config = APCConfigManager.get_apc_config_english()
        self.config.model = APCModelList.FAST_LSA_T_V2
        self.config.lcf = 'cdw'
        # each trial repeats with different seed
        self.config.seed = [random.randint(0, 10000) for _ in range(3)]
        self.MV = MetricVisualizer()
        self.config.MV = self.MV

    def setup(self, dataset):
        self.max_seq_lens = [50, 60, 70, 80, 90]
        for max_seq_len in self.max_seq_lens:
            self.config.max_seq_len = max_seq_len
            self.dataset = ABSADatasetList.Laptop14
            self.config.MV.next_trial()
            save_prefix = os.getcwd()
            # save fig into .tex and .pdf format
            self.MV.summary(save_path=save_prefix, no_print=True)
            # plots grouped by model name or setting name
            self.MV.traj_plot_by_trial(save_path=save_prefix)
            self.MV.violin_plot_by_trial(save_path=save_prefix)
            self.MV.box_plot_by_trial(save_path=save_prefix)
            self.MV.avg_bar_plot_by_trial(save_path=save_prefix)
            self.MV.sum_bar_plot_by_trial(save_path=save_prefix)
            self.MV.scott_knott_plot(save_path=save_prefix)
            self.MV.A12_bar_plot(save_path=save_prefix)

config = Config()
for max_seq_len in config.max_seq_len:
    config.max_seq_len = max_seq_len
dataset = ABSADatasetList.Laptop14
    Trainer(config=config,
            dataset=dataset,
            auto_device=True)
    config.MV.next_trial()
```

7.2.2 Visualizations

There are some visualization examples auto-generated by PyABSA. Note that the metrics are not stable on small datasets.
Figure 5: An example of auto-metric visualizations of the Fast-LSA-T-V2 model grouped by metric names.

Figure 6: The significance level visualizations of the Fast-LSA-T-V2 grouped by different max modeling length. The left is scott-knott rank test plot, while the right is A12 effect size plot.