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This supplementary document provides more details about the basic framework for correspondence learning, in addition to the concise description in Section 3.

The image similarity and transformation smoothness losses: As shown in Fig. 1 to implement atlas-based segmentation with deep convolutional neural networks (DCNNs), a generator network $G_F$ is employed to learn the correspondences from the atlas to unlabeled images, and two unsupervised loss functions—the image similarity loss $\mathcal{L}_{\text{sim}}(u, \bar{u})$ and the transformation smoothness loss $\mathcal{L}_{\text{smooth}}(\Delta p_F)$—are used to supervise the learning process. Minimizing $\mathcal{L}_{\text{sim}}$ encourages $\bar{u}$ to approximate $u$, whereas minimizing $\mathcal{L}_{\text{smooth}}$ regularizes $\Delta p_F$ to be smooth.

To introduce robustness against global intensity variations in medical images caused by the differences in manufactures, scanning protocols, and reconstruction methods, we adopt a locally normalized cross-correlation loss [8,9] to formulate $\mathcal{L}_{\text{sim}}$ that encourages local coherence, which has been proven to be highly effective in correspondence-related tasks [8,9]. Let $f_u(t)$ and $f_{\bar{u}}(t)$ denote the functions to calculate local mean intensities of the unlabeled volume $u$ and deformed atlas $\bar{u}$: $f_u(t) = \frac{1}{n^3} \sum_{t_i} u(t_i)$ and $f_{\bar{u}}(t) = \frac{1}{n^3} \sum_{t_i} \bar{u}(t_i)$, where $t_i$ iterates over a $n^3$ cube around position $t$ in the volume, with $n = 9$ in our experiments (the same as [1]). Then $\mathcal{L}_{\text{sim}}(u, \bar{u})$ is defined as:

$$\mathcal{L}_{\text{sim}}(u, \bar{u}) = -\sum_{t \in \Omega} \left( \sum_{t_i} \left( u(t_i) - f_u(t) \right) \left( \bar{u}(t_i) - f_{\bar{u}}(t) \right) \right)^2 \left( \sum_{t_i} \left( \bar{u}(t_i) - f_{\bar{u}}(t) \right)^2 \right)^{-1}.$$ (1)

The smoothness constraint plays a key role in atlas-based segmentation methods [8,9]; it is also widely used in other correspondence learning problems, such as optical flow estimation [6,7] and stereo matching [5]. In addition, smoothness regularization can be considered as a strategy to alleviate the overfitting problem while encoding the anatomical prior. Here, $\mathcal{L}_{\text{smooth}}$ is formulated with the first-order derivative of $\Delta p_F$:

$$\mathcal{L}_{\text{smooth}}(\Delta p_F) = \sum_{t \in \Omega} \| \nabla (\Delta p_F(t)) \|_2,$$ (2)

where $t \in \Omega$ iterates over all spatial locations in $\Delta p_F$, and we approximate $\| \nabla (\Delta p(t)) \|_2$ with spatial gradient differences between neighboring voxels along $x, y, z$ directions [1]:

$$\| \nabla (\Delta p(t)) \|_2 = \frac{1}{3} \left( \| \nabla_x (\Delta p(t)) \|_2 + \| \nabla_y (\Delta p(t)) \|_2 + \| \nabla_z (\Delta p(t)) \|_2 \right).$$ (3)

The generative adversarial network (GAN) subnet: Besides $\mathcal{L}_{\text{sim}}(u, \bar{u})$ and $\mathcal{L}_{\text{smooth}}(\Delta p_F)$—which are pretty much the standard configuration in atlas-based segmentation problems [3] (e.g., they were used as the main losses in VoxelMorph [1]), we introduce a GAN [2] into our basic framework to offer additional supervision. The GAN subnet
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in our framework comprises $G_F$ and an additional discriminator network $D$ (see Fig. 1). A vanilla GAN would make the discriminator $D$ differentiate $\Delta p_F$ from the true underlying correspondence map. In practice, however, it is usually infeasible to obtain the true correspondence between a pair of clinical images. Instead, we make $D$ distinguish $\bar{u}$ from $u$. In this sense, $\bar{u}$ serves as a delegate of $\Delta p_F$, and $G_F$ is trained to generate $\Delta p_F$ that can be used to synthesize $\bar{u}$ authentically enough to confuse $D$; meanwhile, $D$ becomes more skilled at flagging synthesized images. This delegation strategy provides indirect supervision to $G_F$ and $\Delta p_F$, and allows the networks to be trained end-to-end with a large number of unlabelled images.
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