Artificial intelligence for celestial object census: the latest technology meets the oldest science
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Astronomy is the oldest natural science based on observation, and a census of objects in the sky map to create a catalog is the basis for further research. This effort is achieved through astronomical object detection, also known as “source finding,” which aims to identify individual objects in an astronomical image and then retrieve the properties of those objects to form a catalog. The completeness, reliability, and accuracy of the resulting catalog has a profound impact on astrophysical research.

We are currently in an era of explosive information growth, where big data is revolutionizing human life, as well as changing the paradigm of scientific research. For example, the Large Synoptic Survey Telescope (LSST)\textsuperscript{1} under construction will generate up to 20 terabytes of raw data per night, a scale comparable to that of the Sloan Digital Sky Survey (SDSS)\textsuperscript{2} in a decade! The Euclid space mission\textsuperscript{3} is expected to create approximately tens of petabytes of total data. The Square Kilometre Array (SKA)\textsuperscript{4} is taking the scale of astronomical big data to a new level, generating raw data in a rate of several Tera bits per second in its first phase (10% of the total scale) and 700 petabytes of scientific data per year\textsuperscript{1, 2}. The challenge for astronomers around the world is how to access and utilize this massive amount of information.

Sky surveys with modern telescopes have led to a dramatic increase in image size and quality, presenting enormous challenges as well as opportunities for new discoveries. As an example, the Australian SKA Pathfinder (ASKAP) all-sky survey is expected to detect 70 million radio galaxies\textsuperscript{3}, and the classification and morphology of these radio sources provide key information for understanding the formation and evolution of the Universe. However, it is impossible to identify such a vast amount of objects by visual inspection, and classifying the extracted sources is even more challenging. To tackle these challenges, algorithms for automatic source finding and classification need to be developed\textsuperscript{4}.

Early source finding algorithms were integrated in data processing software packages. To process large astronomical data, a number of stand-alone source finding software packages have been developed and offered higher reliability and accuracy than the old ones. Artificial intelligence (AI) technology has been widely used in industries, such as geological monitoring, robotics, autonomous driving, face recognition, medical image analysis, etc. Compared to standard (non-AI) source finders in radio astronomy, AI-based automated methods, especially deep learning (DL) methods, aided by the acceleration of graphics processing unit (GPU) devices, offer pronounced advantages in terms of operating speed. Moreover, machine learning can also analyze data without our instructions, i.e., it can identify unexpected patterns, e.g., identifying more types of galaxies. This new discovery capability will certainly improve our understanding of the Universe.

Convolutional neural networks (CNNs) are the best performing image recognition classifiers in academia and industry. Recently, many DL-based astronomical source detectors or classifiers have been developed ([5, 6] and references therein), and they are divided into single-stage and two-stage algorithms: the former is faster but less accurate and suitable for fast detection; the later is more accurate but slower. A suitable CNN architecture needs to be chosen according to the task requirements, with a trade-off between recognition precision and computational cost.

Among the region-based CNN (R-CNN) family, Faster R-CNN has the advantage of faster training speed and easier data annotation. CLARAN\textsuperscript{5} v0.1 is a detector built on top of Faster R-CNN, and it can locate and associate the radio source components with ~90% precision, making it one of the highest-precision CNN-based classifiers. However, the performance of CLARAN v0.1 is limited by the backbone network it uses, Visual Geometry Group Network (VGGNet). When the number of network layers of VGGNet increases, the model complexity increases and the recognition performance decreases accordingly; in addition, increasing parameters significantly increases the computational complexity, training time, and GPU memory usage. Another shortcoming of CLARAN v0.1 is that it can only classify radio sources by peak and component, and lacks relevance for extended sources. In fact, most of the commonly used source finders can only identify compact point-
like sources, rather than directly identifying and classifying extended sources, which is done by visual inspection in post-processing.

To overcome these shortcomings, we construct a new source finder, named HeTu\footnote{HeTu is named after two mysterious patterns handed down from ancient China, which contains profound cosmic astrology.}, based on an improved CNN model and a new classification method. HeTu uses a combined network structure with Residual Network (ResNet) and Feature Pyramid Networks (FPN) as the backbone network. It exploits the advantage of ResNet in balancing recognition precision and computational cost and the advantage of FPN in multi-feature object detection. As a result, HeTu not only increases the network depth, but also provides multi-scale feature maps without causing a significant decrease in running speed. In this study, we used two different layers (50 and 101 layers) of ResNet, the generated models are called HeTu-50 and HeTu-101, respectively. The backbone network ResNet50-FPN is also used in ClaRUN v0.2\cite{4}. The workflow of HeTu is depicted in Fig. C.1 and the HeTu network is discussed in details in Appendix C.3 and Appendix C.4.

We run three experiments to verify the performance of HeTu: (1) training experiment; (2) testing experiment; (3) predicting experiment. All experiments were conducted on the China SKA Regional Centre Prototype\cite{7} (Appendix D).

In the training experiment, we used the same datasets and the same source classification scheme as ClaRUN\cite{5} in order to compare the results. The metric of the mean Average Precision (mAP)\cite{8} increases from 78.4\% for ClaRUN to 86.7\% for HeTu-50 and to 87.6\% for HeTu-101 (Table D.3), indicating a significant improvement in the recognition performance of HeTu compared to ClaRUN. mAPs obtained from HeTu are also much higher than those derived from the ResNet models alone (Tables D.4–D.5), validating the higher performance of the combined ResNet-FPN network. The deeper HeTu-101 network increases the precision by 0.9\% over HeTu-50, therefore, HeTu-101 is used for both testing and predicting experiments. We also found that HeTu’s performance is not strongly dependent on the dataset used and it is therefore widely adaptable. HeTu supports parallel execution using multiple GPU devices, and in our training experiment the training speed is 2.5 times faster than without parallelism.

In the testing experiment (Appendix D.2), we used a different source classification scheme from ClaRUN. HeTu automatically locates radio sources in the images and at the same time assigns them to one of the four classes according to their morphology: compact point-like sources (CS), Fanaroff-Riley type I (FRI) sources characterized with a central core and prominent two-sided jets which are weaker further from the core, Fanaroff-Riley type II (FRII) sources characterized by two prominent terminal components with symmetric shapes, and core-jet (CJ) sources showing a bright core component at one end of an elongated weaker jet feature. This classification scheme encompasses most of the radio sources with practical astrophysical meaning. We re-labelled all images of the training dataset by visual recognition according to the new classification scheme. To avoid overfitting due to the imbalance of the different classes, we used the data augmentation technique to enlarging the FRI, FRII and CJ samples. It took 4.9 hours to train the workflow of HeTu-101 over 40,000 steps for the re-labelled augmented dataset on 8 GPU devices. The processing time is about 5.4 milliseconds per image, two orders of magnitude faster than the visual recognition. mAP is 94.2\% for the re-labelled augmented dataset, 4.3\% higher than the unaugmented dataset (Table D.7). The average precisions (APs) for some source classes are as high as 0.994 (CS) and 0.981 (FRII). After augmentation, increasing the network depth did not greatly improve the recognition performance. Moreover, the total loss curves show that the training model for the augmented dataset is stable for all classes (Fig. D.9).

Based on the successful establishment of the training set and CNN model from the training experiment, we applied HeTu to the practical astronomical data processing (the predicting experiment, see details in Appendix D.3). We used HeTu for source detection and classification on the images from the all-sky survey GLEAM\cite{9} observed with the SKA-low precursor telescope MWA\cite{10}, and compared the results with those obtained with the traditional source finding software AEGEAN\cite{11}. HeTu detection (and classification) speed is 100 milliseconds per image, 21 times faster than AEGEAN. If only the identification task is performed without classification (Gaussian fitting), HeTu’s runtime is even ~2.5 times faster. We cross-matched the sources detected by HeTu and AEGEAN with a search radius of 30 arcsec. The cross-matching fraction varies when different detection thresholds are adopted (Table D.8). For example, when the detection threshold is 6\sigma, the cross-matched CS objects account for 94.5\% of the HeTu-detected CS sources and 94.3\% for the AEGEAN-detected CS sources. If the detection threshold is set to 5\sigma, the cross-match rates change to 96.9\% and 89.2\% for the HeTu and AEGEAN CS catalogs. A lower detection threshold results in more weaker sources detected, but at the cost of introducing more fake sources. A large fraction of the un-matched sources are found at the image edges (e.g., Fig. D.14), and they are discarded by HeTu since HeTu considers them morphologically incomplete. At lower thresholds, AEGEAN detects fake sources associated with sidelobes of very bright sources, which are not identified by HeTu. The predicting experiment shows that HeTu not only has high recognition precision, but also has excellent ability in identifying weak sources (Fig. D.16).

HeTu is able to classify the detected sources into relevant classes while recognizing them; in contrast, AEGEAN only identifies the components of a source and can not directly determine whether there is a connection between adjacent components, leading to the classification of extended sources to be done in an offline manner by visual inspection. After associating the HeTu-detected extended sources with the brightest component of the corresponding AEGEAN-detected sources, we found that: the cross-match rate is 100\% for FRII, 97.4\% for FRI and 97.6\% for CJ classes (Table S8), respectively, indicating that HeTu performs very well in identifying extended sources.

The ongoing and upcoming large radio continuum survey
projects using the SKA pathfinder telescopes\footnote{see latest advances of the SKA pathfinder telescopes at 2021 SKA Science Meeting: https://www.skatelescope.org/skascicon21/} and SKA itself will produce a tremendous amount of images. Automated and accurate source finding and classification tools are particularly important to support these large sky surveys and to mine the data archive. Future predicting experiments will be performed to further improve HiTu’s recognition performance and speed, to support larger-scale images and to focus more on extended sources.

Neural networks have a deeper understanding of data than expected, but require large data sets for training (learning), and the vast Universe provides neural networks with a naturally enormous amount of data, and AI will undoubtedly have a profound impact on astronomy. However, it is important to note that AI can only perform certain tasks well if there is a large, correctly labelled dataset to learn from, and the trained model performs a single type of tasks. In other words, AI is not an “all-around champion”. But even so, the speed and efficiency of AI is increasingly shaping our understanding of the natural world. The network framework of HiTu is used not only for astronomical source identification and classification but also in other fields such as medical CT image analysis (e.g., automated tumor detection).
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Appendix A. Supplementary materials

Large surveys using modern telescopes are producing images that are increasing exponentially in size and quality. Identifying objects in the generated images by visual recognition is time-consuming and labor-intensive, while classifying the extracted radio sources is even more challenging. To address these challenges, we develop a deep learning-based radio source detector, named HiTu, which is capable of rapidly identifying and classifying radio sources in an automated manner for both compact and extended radio sources. HiTu is based on a combination of a residual network (ResNet) and feature pyramid network (FPN). We classify radio sources into four classes based on their morphology. The training images are manually labeled and data augmentation methods are applied to solve the data imbalance between the different classes. HiTu automatically locates the radio sources in the images and assigns them to one of the four classes. The experiment on the testing dataset shows an average operation time of 5.4 millisecond per image and precision of 99.4% for compact point-like sources and 98.1% for double-lobe sources. We applied HiTu to the images obtained from the GaLactic and the Galactic Extragalactic All-Object Murchison Wide-field Array (GLEAM) survey project. More than 96.9% of the HiTu-detected compact sources are matched compared to the source finding software used in the GLEAM. We also detected and classified 2,298 extended sources (including Fanaroff-Riley type I and II sources, and core-jet sources) above 5σ. The cross-matching rates of extended sources are higher than 97%, showing excellent performance of HiTu in identifying extended radio sources. HiTu provides an efficient tool for radio source finding and classification and can be applied to other scientific fields.

Appendix B. Background

We are currently in an era of explosive information growth, where big data is profoundly changing economic development, social progress and daily life, as well as changing the paradigm of scientific research. Astronomy is one of the oldest natural sciences based on observations, and astronomical data are growing at an unprecedented rate as large modern astronomical facilities survey the sky in ever-increasing depth and scope. The Large Synoptic Survey Telescope (LSST)\footnote{The LSST has a 3.5-meter primary mirror and the layout is comparable to that of the Sloan Digital Sky Survey (SDSS)} under construction will generate up to 20 terabytes of raw data per night, a scale comparable to that of the Sloan Digital Sky Survey (SDSS)\footnote{The Sloan Digital Sky Survey (SDSS) is a large astronomical survey and public data archive that produces a large catalogue of approximately 25 million galaxies and 1.5 billion stars} in a decade! The Square Kilometre Array (SKA)\footnote{The SKA is an international project with 48 countries around the world collaborating on the construction of a world-class research facility that will have the capability of imaging the sky in radio waves at a resolution of 50,000 times better that the Hubble Space Telescope.} is taking the scale of astronomical big data to a new level, generating raw data in a rate of several Tera bits per second in its first phase (constructing 10% of the total scale) and ~700 petabytes of pre-calibrated scientific data per year\cite{1, 2}. The challenge for astronomers around the world is how to access and make use of this massive amount of information.

Establish catalogs is the basis for conducting further astronomical research. This effort is achieved through astronomical object detection, also known as “source finding”, which is a fundamental step in the standard procedures for astronomical data processing and analysis. The purpose of source finding is to identify individual astronomical objects in the survey images and then return the physical parameters (e.g., position, flux density, size, etc) of these objects to form a catalogue. Based on the created catalogue, the sky models can be built and further calibration can be performed. The study of radio source classes and morphology can address key scientific questions about the formation and evolution of the galaxies and Universe\cite{15}. Therefore, the completeness, reliability and precision of the resulting catalogues have a profound impact on astrophysical studies.

Early source finding algorithms were integrated into the data processing packages. These algorithms still play an important role in survey campaigns today, for example, the task Search and Destroy (SAD) in Astronomical Image Processing System (AIPS)\footnote{The AIPS is an integrated architecture for astronomical image processing and data analysis.} was used to create the catalogue of both the Faint Images of the Radio Sky at Twenty-Centimeters (FIRST) survey\cite{17} and National Radio Astronomy Observatory (NRAO) VLA Sky Survey (NVSS)\cite{18}; the tasks IMSAD and SFIND
in the MIRIAD package [19, 20] were used for the surveys of the Australia Telescope Compact Array (ATCA) [21, 22].

With the upgrading of radio telescopes and the need for new survey projects, many stand-alone source finding software packages have been developed [23], such as Source Extractor (SExtractor) [24], DUCHAMP [25], BLOBCAT [26], AEGEAN [27], Python Blob Detection and Source Finder (PyBDSF) formerly known as Python Blob Detection and Source Measurement (PyBDSM) [28], etc. These packages offer higher reliability and precision than the old ones and are widely used in modern radio surveys. However, they are mainly focused on compact sources with the exception of PyBDSM which has good detection performance for both compact and extended sources.

The existing radio telescopes are carrying out increasingly wide-field, deep, and high-resolution radio surveys. Examples include the Evolutionary Map of the Universe (EMU) survey of the Australian Square Kilometre Array Pathfinder (ASKAP) [3], and the GaLactic and Extragalactic All-Sky MWA (GLEAM) survey of the Murchison Widefield Array (MWA) [29, 9]. EMU is expected to detect about 70 million radio sources, which is 25 times the number of radio sources detected by the largest survey NVSS in the past [18]. In addition, the EMU’s sensitivity and angular resolution are 45 times deeper and five times better than the NVSS, respectively. In the next step, the massive amount of image data generated by the survey projects places higher demands on the source finding software, which should be more complete and faster (near real-time) [23]. To further improve the operation speed and sample completeness, the current source finding software packages have been upgraded, such as AEGEAN 2.0 [11]. And new source finding software packages are under development, such as CAESAR Source Finder [30] and ProFound [31], which will provide better performance on both compact sources and extended sources. CAESAR supports distributed processing of large radio images on a single computing node or on multiple computing nodes. Radio sources detected by ProFound will be labelled as segmented maps, showing the pixel attribution of the detected sources, and ProFound can give more accurate flux density measurements for extended sources than component-based source finding algorithms or software packages.

Artificial intelligence (AI) technology has been widely used in industries, such as geological monitoring, robotics, autonomous driving, face recognition, medical image analysis, etc. Compared to standard non-AI source finding algorithms or software packages, AI-based automated methods, especially deep learning methods, aided by the acceleration with Graphics Processing Unit (GPU) devices, offer pronounced advantages in running speed and thus have promising applications. Moreover, the standard source finders can only identify islands or components of a radio source, but are not able to link the separated components for direct classification, which is done by humans in post processing by visual inspection. This may result in incomplete information about the morphology of the diffuse extended sources obtained.

Convolutional neural networks (CNNs) are the best performing classifiers for image recognition in academic and industrial communities. CNN is a special type of neural network that learns which features are important to extract from an image and then uses these learned features for classification. To our knowledge, TOOTHLess was the first CNN developed for the radio galaxy classification based on their morphology [32]. Recently, many deep learning-based radio sources classifiers [33], [34], [35], [36], [37], [38] or detectors [5], [39] have been developed.

In computer vision, the radio source classifiers are related to the classification task, while the detectors belong to the object detection task. Classification is concerned with the overall characteristics of the object, and it gives a description of the content of the whole image in which there is a single object. Detection, on the other hand, is concerned with specific objects and returns information about the classification and localization of multiple objects. An image obtained from an actual observation may contain multiple sources, and one needs to localize each detected radio source with a bounding box and then determine the morphological class of each source. Therefore the detection task algorithm in deep learning is more suitable for astronomical source finding.

Object detection is one of the key problems in computer vision and its purpose is to determine whether there are instances of a given class in a given image. If so, the attributes of each object, including label name, localization, coverage and bounding box, are returned. Deep learning-based object detection algorithms are divided into single-stage algorithms and two-stage algorithms [40]. Single-stage algorithms perform region proposal and classification throughout the process and give detection results directly, such as the single-shot multibox detector (SSD) [41] and the you-only-look-once (YOLO) [42], [43], [44], [45]. In contrast, two-stage algorithms first generate region proposals, and then classify and recognize objects based on the region proposals, such as the region-based convolutional neural network (R-CNN) family: R-CNN [46], Spatial Pyramid Pooling Pooling Netwo (SPP-Net) [47], Fast R-CNN [48], Faster Region-based Convolutional Neural Network (R-CNN) [49], Mask R-CNN [50]. Single-stage algorithms are faster but less accurate and suitable for fast detection, while two-stage algorithms have higher precision but slower speed. There is a trade-off between recognition precision and computational cost [6], and a suitable CNN architecture needs to be selected according to the actual requirements of the task.

With the development of the R-CNN family, its performance and precision continue to improve. In particular, Mask R-CNN not only returns a bounding box for each detected object, but also marks whether each pixel in the bounding box belongs to that object. However, the dataset annotation file of Mask R-CNN is completely different from other R-CNNs, and it needs to contain not only the class name and bounding box, but also the mask of each object, which requires a lot of human eye recognition to achieve the data annotation. When the training set is very large, modeling before running Mast CNN becomes a time-consuming challenge. In contrast, Faster R-CNN has slightly lower performance but faster training speed and easier data annotation. CLaRAN is a detector built on Faster R-CNN, and it can locate and associate the radio source components with ~90% precision in each image [5]. CLaRAN is one of the
highest-precision CNN-based classifiers, so the present study is mainly based on the pioneering work of CLA-RAN. The performance of the published CLA-RAN version 0.1 (v0.1) is limited by the old backbone network used; moreover, it can only classify radio sources by the number of peaks and components, and such classification lacks astrophysical relevance for most extended sources.

We developed a radio source finding and classification tool called HeTu based on Faster R-CNN but using a more advanced backbone network compared to CLA-RAN v0.1. The development of HeTu is described in Sec. Appendix C. An existing labelled dataset is used to train HeTu in Sec. Appendix D.1. The recognition performance based on a re-labelled dataset is presented in Sec. Appendix D.2. In Sec. Appendix D.3, HeTu is applied to source finding and classification of the GLEAM images and the detection results from HeTu are compared with those from AEGEAN. The main results are summarized in Sec. Appendix E.

Appendix C. Methods and Data

Architecture is undoubtedly a key factor affecting the performance of CNNs. The network structure of Faster R-CNN mainly consists of feature extraction, Region Proposal Network (RPN), classification and regression [49]. Feature extraction is performed by convolving the input image with a convolutional layer network composed of CNNs. Such a convolutional layer network is called the backbone network in deep learning and determines the eventual performance of the Faster R-CNN.

Appendix C.1. ResNet

The Visual Geometry Group Network (VGGNet) is a deep CNN developed by the Computer Vision Group at University of Oxford and Google DeepMind company [51]. VGGNet investigates the relationship between the depth of a CNN and its performance. It successfully constructed deep CNNs with 16 layers (called VGGNet-16) and 19 layers (VGGNet-19) and demonstrated that increasing the depth of the network can improve the final performance of the network to some extent. VGGNet has been widely used for image feature extraction in object detection, such as CLA-RAN v0.1 [5]. However, it should be noted that while there is a weak correlation between the model complexity and recognition performance, increasing the number of parameters will increase computational complexity, training time, and GPU memory usage. The number of parameters of VGGNet increases dramatically due to the rapid expansion of parameters and the construction of deep structures. The network has to continuously perform gradient propagation during the back propagation. When the number of network layers increases, the gradient decays during the layer-by-layer propagation. As a result, the weights of the previous network layers cannot be adjusted effectively. To address this limitation of the VGGNet, Microsoft Research Institute proposed the Residual Network (ResNet), which successfully trained a 152-layer neural network with fewer parameters than VGGNet [52]. Due to the seamless integration of the ResNet with other network structures, the training of the neural network can be greatly accelerated and the precision of the trained model can be significantly improved.

Appendix C.2. Feature Pyramid Networks

In the case of high resolution, the shallow neural networks obtain smaller receptive fields and learn more detailed features in the image. On the contrary, the deep neural networks have lower resolution, acquire feature maps with larger receptive fields and learn more semantic features. In wide-field radio images, the size of radio sources varies from a few arcseconds to a few degrees, and each source has different characteristics: small-size and simple-structure sources can be identified with shallow feature maps, while complex and extended sources need to be distinguished with deep feature maps. However, the original Faster R-CNN and most of its variants use a single high-level feature map for object detection. This may result in that small-sized objects with less pixel information can be easily missed by the down-sampling process. For example, using a single high-level feature map network for a point-like source or compact source can limit its detection precision and performance. To address this problem, Lin et al. [8] proposed a feature pyramid network (FPN) structure suitable for multi-scale object detection, which can solve the problem of multi-scale variation in object detection with little memory consumption and computational effort.

Appendix C.3. ResNet-FPN network

Using a combined network structure with ResNet and FPN (hereafter ResNet-FPN) as the backbone network takes advantage of ResNet in balancing recognition precision and computational cost and FPN in multi-feature object detection. ResNet-FPN not only increases the network depth, but also provides multi-scale feature maps without causing a significant decrease in running speed. ResNet-FPN consists of two networks: a bottom-up network and a top-down, laterally connected network.

Bottom-up network. The bottom-up network uses a ResNet network, which is processed no differently from the original ResNet. Modern CNN networks are generally divided into different stages according to the size of the feature map, and the difference of the feature map between each stage is scaled by a factor of 2. In the bottom-up network, each stage corresponds to a feature pyramid level, and the last layer of each stage is selected as the feature of the corresponding level in ResNet-FPN. For ResNet, it has 5 layers of features, denoted as C1, C2, C3, C4, and C5 [52]. C1 is the last layer of head convolution (conv1) in ResNet. C2, C3, C4, and C5 are the last residual block layer features of conv2, conv3, conv4 and conv5. Due to the large amount of memory occupied by C1, C2–C5 were finally selected as features of ResNet-FPN [52], [8]. The step sizes of these feature layers relative to the input processed image are 4, 8, 16 and 32, respectively.
Top-down and laterally connected networks. Four sets of feature maps are obtained through the bottom-up network. Shallow feature maps such as C2 contain more texture information, while deep feature maps such as C5 involve more semantic information. To combine these four groups of feature maps with different characteristics, a top-down and laterally connected strategy is used in ResNet-FPN. C2–C5 obtained by ResNet experience different down-sampling times, so the obtained feature maps have different sizes. To improve the computational efficiency, we first convolved the C2–C5 feature maps with a convolution layer of size $n_{\text{chan}} \times 1 \times 1$ to reduce the dimensionality of the channels, where $n_{\text{chan}}$ is 256. After processing by this convolution layer, they have the same number of channels, but different sizes. Then, the top-level small feature maps are up-sampled to make them the same size as the feature maps of the previous stage, for example, the height and width of C5 will be the same size as C4 after up-sampling. The upsampling method is implemented by an un-pooling algorithm that un-pools the input with a fixed matrix for kronecker product [53]. The feature map is updated by adding the up-sampled features and the previously convolved features. The whole process is updated from the top to the bottom layers of the network, so it is called the top-down network. The units of addition operations are called lateral connections. The advantage of this network structure is that it utilizes both the strong semantic features of the upper layer (more suitable for classification) and the high-resolution information of the lower layer (better for localization).

After updating the feature maps, these feature maps are convolved with a convolutional layer of size $n_{\text{chan}} \times 3 \times 3$ to obtain the final feature maps (P2, P3, P4 and P5). This convolution operation is performed to reduce the aliasing effect of up-sampling. The feature map P6 is used for the 5th anchor scale in the RPN, which is generated by sub-sampling P5 with a step size of 2, using two-dimensional Max Pooling layers.

Appendix C.4. HiTu – an improved Faster R-CNN

We developed a source detector named HiTu⁸ based on ResNet-FPN. The workflow of HiTu is shown in Fig. C.1, which includes four steps: image pre-processing, ResNet-FPN network, multi-level RPN proposals network, and classification and box regression network (Faster R-CNN network). First, the input radio images are pre-processed; second, the processed images are sent to the ResNet-FPN network to generate multi-scale features maps (P2, P3, P4, P5 and P6). Then, the multi-scale features maps are fed into the multi-level RPN network to obtain the proposal scores and the proposal bounding boxes, respectively. Finally, the processed images, features maps and proposals results are fed into the Faster R-CNN network for final radio source classification and precise localization.

Appendix C.4.1. Image Pre-processing

In the image pre-processing step, two operations are performed for each input image in the streaming format: image resizing and image data normalization. In the image resizing operation, the shortest edge in the input image is resized to a certain value (SHORT EDGE SIZE) while the longest edge is avoided to exceed MAX SIZE using bi-linear interpolation. In the workflow, based on the experience of Wu et al [5], the SHORT EDGE SIZE and MAX SIZE are set to 600 and 1,333 pixels, respectively. Thus the height and width of the input image are adjusted to 600 pixel $\times$ 600 pixel. The normalization makes the input image data have the same distribution, which prevents the gradients from disappearing and makes the network converge faster. After image resizing, the pixel values of each image data are subtracted to a certain mean value for each dimension (channel, height, width), and then the pixel values of the resulting data are divided by a given standard deviation value for each dimension.

Appendix C.4.2. ResNet-FPN Network

For more details on the ResNet-FPN network, please refer to Sec. Appendix C.3. ResNet has three different layers: 50 (hereafter ResNet-50), 101 (ResNet-101), and 152 (ResNet-152). We note that C4aRAN v0.2 replaces VGGNet with ResNet-50-FPN. In this work, we used both ResNet-50 and ResNet-101, and the corresponding models generated by HiTu are called HiTu-50 and HiTu-101, respectively. The training results shown in Sec. Appendix D.1 are obtained from the experiment on HiTu-101. The learning rate curve, total loss, weight decay curves using HiTu-50 are similar to those of HiTu-101, so we don’t repeat the presentation.

Appendix C.4.3. Multi-level RPN Proposals Network

Based on the ResNet-FPN design, RPN replaces the original single-scale feature map with an FPN model for multi-scale processing [8]. Each layer of the feature pyramid is processed using the same network header. The output is called RPN class and RPN frame, which includes one convolutional layer of size $n_{\text{chan}} \times 3 \times 3$ and two convolutional layers of size $1 \times 1$. The number of channels in the latter two convolutional layers is $n_{\text{anchos}}$ and $4 \times n_{\text{anchos}}$, respectively. Since the network header is a dense sliding window for all positions of all feature pyramid layers, there is no need to set multi-scale anchors for specific feature pyramid layers. Therefore, $n_{\text{anchos}}$ is equal to the number of anchor ratios. P2, P3, P4, P5, and P6 correspond to anchor ratios of $32^2$, $64^2$, $128^2$, $256^2$, and $512^2$ pixels, respectively. Astronomical objects cannot be square in morphology, so three ratios are used: 0.5, 1 and 2. For a common pathway, the RPN class and RPN box results are entered into the “Generate RPN Proposal” process, which generates proposal scores and proposal boxes using the NMS (Non-Maximum Suppression) algorithm [49]. The RPN class and RPN box results are also input to the multi-level anchors for multi-level RPN loss processing to obtain the RPN box loss and RPN label loss for the training pathway only.

Appendix C.4.4. Classification and box regression network

We use Faster R-CNN as the classification and recognition network. First, the four feature maps (P2, P3, P4, and P5) from the ResNet-FPN network and the proposal box from the RPN network were imported into the “multi-level region of interest

⁸https://github.com/lao19881213/rgz_resnet_fpn
(roi) align", and the feature maps were cropped and resized to have the same resolution size of 14 pixel \(\times\) 14 pixel. For the testing route only, the proposal boxes are directly used as the output of the RPN network. And for the training route, the proposal boxes are a number of box samples from all proposals. Then, the process is similar to the original Faster R-CNN, and the aligned feature maps are placed into two fully connected layers (fc6 and fc7) with a total of 1024 channels. Next, classification and box regression are performed using these two fully connected layers, and the detected label names and bounding boxes, called Rcnn labels and Rcnn boxes, are exported. Finally, the Rcnn labels, Rcnn boxes, proposed boxes, processed images and ground truth boxes are processed by the ‘Rcnn header’ function to generate the final labels, boxes and scores of the detected sources in the test dataset, and the box loss and label loss (i.e., Rcnn box loss and Rcnn label loss) of the Faster R-CNN are computed separately.

**Appendix D. Experiments**

We run three experiments to verify the performance of HiTu: (1) training experiment; (2) testing experiment; (3) predicting experiment.

All experiments in this paper were conducted on a single GPU node of the China SKA Regional Centre Prototype (CSRC-P) system [7]. As shown in Table D.1, this node is equipped with 36 CPU cores operating at 2.3 GHz, eight NVIDIA V100 SXM2 GPUs with 32 GB high-bandwidth memory, 7.68 GB local Solid State Disk (SSD) storage and 512 GB main memory. These 8 GPUs have a theoretical computing power of over 80 TFLOPS with double precision.

The proposed workflow described in Sec. Appendix C.4 is based on the TensorFlow framework. We used a data parallelism strategy to accelerate the training of the synchronous update. In this strategy, the whole model parameters (i.e., weights) were replicated across multiple GPU devices. It created one tower on each GPU device within its own variable scope. Each tower independently processed a different sub-batch (local batch) of data, which was split from the original data batch, and output the gradient of the weights with respect to the loss of the model over the local batch. As described in Table D.1, 8 GPU devices were used, so the batch size was 8. Each gradient update was summed across the towers using “ALL-Reduce” collective communication primitives through Nvidia Collective multi-GPU Communication Library (NCCL) [54]. For the same dataset, the training experiments using eight GPU devices were executed, but the batch size was 8. Each gradient update was summed across the towers using “ALL-Reduce” collective communication primitives through Nvidia Collective multi-GPU Communication Library (NCCL) [54].

For the same dataset, the training experiments using eight GPU devices were executed, but the batch size was 8. Each gradient update was summed across the towers using “ALL-Reduce” collective communication primitives through Nvidia Collective multi-GPU Communication Library (NCCL) [54].

**Appendix D.1. Training and validation experiment**

The first experiment is used to train HiTu and validate its performance.
Table D.1: The specification of the GPU node on CSRC-P

| Type        | Quantity | Specification                  | Capacity         |
|-------------|----------|--------------------------------|------------------|
| CPU         | 2        | Intel(R) Xeon(R) Gold 6140, 2.30 GHz | 36 cores         |
| Memory      | 16       | DDR4-32GB-2666-ECC              | 512 GB           |
| Hard disk   | 4        | 1.92TB-SSD-2.5                  | 7.68 TB          |
| GPU         | 8        | Nvidia Tesla V100 SXM2 32 GB    | 80 TFLOPS (double precision) |

Table D.2: Number of radio sources for each class in the first dataset [5]

| Class name | Training | Testing |
|------------|----------|---------|
| 1C,1P      | 3,516    | 1,782   |
| 1C,2P      | 810      | 521     |
| 1C,3P      | 728      | 684     |
| 2C,2P      | 647      | 604     |
| 2C,3P      | 608      | 599     |
| 3C,3P      | 666      | 668     |
| Total      | 6367     | 4858    |

Appendix D.1.1. Training

The training dataset used for the verification experiment is the same as those used in the Wu et al. [5] for the sake of comparison with our method. The dataset is derived from the citizen science project Radio Galaxy Zoon Data Release 1 (DR1) ([55], Wong et al., in preparation). The radio source data include the 1.4-GHz FIRST radio images [56] in both FITS and PNG formats and mid-infrared images at 3.4 μm from the Wide-field Infrared Survey Explorer (WISE, [57]) in PNG format. The ClaRAN dataset contains 10,744 subjects, of which 6,141 subjects are used for training and 4,603 subjects for testing. Each subject is a PNG image with a size of 132 × 132 × 3 (pixel × pixel × channel). The size of each pixel is 1.375 arc-sec, so the field of view of each image is 3 arcmin×3 arcmin. One image (subject) may contain more than one source. The class name of the first dataset is defined as iC,jP, where i is the number of components (C), and j is the number of flux density peaks (P) [5]. C refers to the discrete independent radio source component identified above 4σ noise level, and P represents the distinguishable peak identified in each class of objects. To ensure that the visual distinguishability of the radio source morphology and the balanced of the training datasets, finally, ClaRAN used four datasets (i.e., D1, D2, D3, D4) and six source classes (i.e., 1C,1P, 1C,2P, 1C,3P, 2C,2P, 2C,3P, 3C,3P). The number of radio sources in each class is summarized in Table D.2.

In this paper, we only utilized the D1, D3, and D4 datasets, as shown in Fig. D.2. D1 are a set of three-channel (RGB) images generated from the original FIRST FITS files at the log-min-max scale and ‘cool’-colour index maps. D3 is a composite image set generated by overlaying the FIRST image (contour map) on top of the corresponding WISE image (color-scale map) with a 5σ threshold. D4 images are derived from D3 images by plotting a convex hull overall radio contours of D3 and then labelling all pixels outside the convex hull with the average pixel value of each channel on all images.

A linear warm-up strategy was used to adjust the learning rate. The learning rate (LR) function is shown in Eq. D.1. Since the weights of the model were randomly initialized at the beginning of the training, a large learning rate would introduce the instability of the model. The linear warm-up strategy used a smaller initial learning rate (LRinit), and the learning rate increased linearly from the beginning of the first global step or
iteration to the end of warm-up steps. When the trained model was stable and the number of the global step or iteration \( (G_{\text{step}}) \) was equal to the number of warm-up steps \( (WP_{\text{steps}}) \), the learning rate was modified to a normal value \( (\text{base learning rate}) \). The learning rate was then decayed using a step-based exponential decay strategy, where the learning rate was decayed over multiple specified decay steps \( (D_{\text{steps}}) \) with a decay coefficient \( (D_{\text{coef}}) \). As the learning rate changed dynamically, the training process became smoother and it was easier to reach a local optimum. Besides, we adopted a momentum optimizer of 0.9 and L2 regularization (or weight decay) of 0.0001 to accelerate the network convergence and prevent overfitting of the model.

\[
LR = \begin{cases} 
LR_{\text{init}} \left(1 + \frac{G_{\text{step}}}{E_{\text{steps}}} \right) & \text{if } G_{\text{step}} < WP_{\text{steps}} \\
LR_{\text{base}} \left(D_{\text{coef}} \right)^{G_{\text{step}}/D_{\text{steps}}} & \text{if } G_{\text{step}} \geq WP_{\text{steps}},
\end{cases}
\]  

(D.1)

where, the symbol \( \lfloor \cdot \rfloor \) indicates division and rounding, \( E_{\text{steps}} \) is the number steps of per epoch.

In training, \( LR_{\text{init}} \) was set to 0.0033, \( WP_{\text{steps}} \) to 1,000, \( LR_{\text{base}} \) to 0.01, \( E_{\text{steps}} \) to 500, \( D_{\text{coef}} \) to 0.1, and \( D_{\text{steps}} \) to a list set of \([20,000, 30,000, 40,000]\). Fig. D.3 shows the learning rate curve in training. At global step 1, the learning rate was initially 0.0033. Then, the learning rate increased linearly according to the \( LR \) function. When the global step was equal to \( WP_{\text{steps}} \), the learning rate was set to 0.01, after which the learning rate decayed to 0.001 and 0.0001 after 20,000 and 30,000 steps, respectively. Using HeTu-50 and HeTu-101 networks, the training speeds were 0.42 seconds and 0.49 seconds per step on D1, D3, and D4 datasets. Thus, a workflow instructed to execute 40,000 steps required 4.7 to 5.4 hours of training time on 8 GPU devices.

The efficiency and effectiveness of the training workflow is mainly determined by the loss function \( (L_{\text{total}}) \), which is the sum of RPN loss, Faster R-CNN loss and weight decay cost \( (L_{\text{wd.cost}}) \). Both RPN loss and Faster R-CNN loss include label classification loss \( (L_{\text{rpn.label}}) \) and bounding box loss \( (L_{\text{rpn.box}}) \) and \( L_{\text{rcnn}} \). The total loss is calculated as:

\[
L_{\text{total}} = L_{\text{rpn.box}} + L_{\text{rpn.label}} + L_{\text{rcnn}} + L_{\text{wd.cost}}.
\]

(D.2)

The purpose of training is to reduce the training loss and obtain a better model. The light blue and orange lines in Fig. D.4 represent the total and weight decay cost curves for the HeTu-101 model on the D1 dataset. The total loss and weight decay cost curves derived from D3 and D4 datasets are similar to Fig. D.4 and therefore are not shown in this paper. In Fig. D.4, the total training loss of D1 dataset decreases from 0.62 to 0.36 and the weight decay cost decreases from 0.51 to 0.34. Due to the imbalance in the amount of D1 dataset, the total loss curves fluctuates but decreases in the first 20,000 iterations, and fluctuates more when the iteration is around 13,500. In contrast, the weight decay cost curves drop slowly over the first 20,000 iterations. Both curves seem to be stabilized in their decline after 20,000 to 40,000 iterations, indicating that the model has reached its learning capacity with the current network architecture and data sets. This also suggests that most of the loss contribution comes from the weight decay cost.

Fig. D.5 shows four additional loss curves for the HeTu-101 model on the D1 dataset. \( L_{\text{rcnn.box}} \) loss decreases from 0.030 to 0.0038, \( L_{\text{rcnn.label}} \) decreases from 0.0796 to 0.0099, indicating an approximately 8-fold reduction in loss after Faster R-CNN training. \( L_{\text{rpn.box}} \) loss decreases from 0.0036 to 0.00039, \( L_{\text{rpn.label}} \) from 0.0047 to 0.000042, indicating that \( L_{\text{rpn.box}} \) is reduced 9 times and \( L_{\text{rpn.label}} \) is reduced 112 times after the training converges. These curves show that the learning ability of the model is well validated on the current datasets.
The recall $R$ is given by

$$R(k) = \frac{\sum_{i=1}^{k} TP(i)}{GT_c}, \quad 1 \leq k \leq |L_c|,$$  \hspace{1cm} (D.5)

where $GT_c$ is the total number of ground truth of class $c$ sources in the testing set.

For $AP$, instead of using the $P_{rec} - R$ curve directly, we use the smoothed $P_{rec} - R$ curve. For each point on the $P_{rec} - R$ curve, the value of $P_{rec}$ takes the maximum value of $P_{rec}$ to the right of that point, i.e., the envelope $P_{envelope}$ of $P_{rec}$ is calculated.

The formula for $P_{envelope}$ is

$$P_{envelope}(n-1) = \max(P_{new}(n-1), P_{new}(n)), |L_c| + 1 \leq n \leq 1,$$  \hspace{1cm} (D.6)

where $P_{new}$ is given by appending the sentinel value 0 at both the front-end and back-end of $P_{rec}$.

The $AP$ of class $c$ can be obtained by calculating the sum of the discrete areas formed by the $P_{envelope}$

$$AP_c = \sum_{m=0}^{\infty} (R_{new}(m+1) - R_{new}(m))P_{envelope}(m+1),$$  \hspace{1cm} (D.7)

where $R_{new}$ is given by appending sentinel values 0 and 1 at the front-end and back-end of $R$, respectively.

Finally, the $mAP$ of $N_c$ classes is calculated as

$$mAP = \frac{\sum_{c=1}^{N_c} AP_c}{N_c}.$$  \hspace{1cm} (D.8)

Eq. D.7 and Eq. D.8 are applied to evaluate the D1, D3, and D4 datasets using their own trained models, as illustrated in Fig. D.2. The testing speeds using the trained HiTu-50 and HiTu-101 model were 4.9 milli-second (ms) and 5.9 ms per image, respectively. Tables D.3, D.4, and D.5 show the results of $AP$ and $mAP$ for different methods.

For the D1 datasets, $mAP$ increased from 78.4% for CLaRAN v0.1, to 86.7% for HiTu-50 and to 87.6% for HiTu-101. $mAP$ increased from 82.5% for ResNet-50 to 86.7% for HiTu-50, and from 83.9% for ResNet-101 to 87.6% for HiTu-101. In particular, $AP$s for all classes were greatly improved using the trained ResNet-FPN (i.e., HiTu-50 and HiTu-101) models compare to only using the trained ResNet models (ResNet-50 and ResNet-101).\(^7\) Especially the $AP$s of compact radio sources have been greatly improved, for example, the maximum increase of $AP$ for class 1C_1P was 0.062, and the maximum increase of 0.101 for 1C_2P. These values indicate that the recognition performance using HiTu is significantly better than CLaRAN v0.1, and also higher than the un-trained ResNet models as well.

$AP$ and $mAP$ show similar improvements on the D3 and D4 datasets, but their percentage improvements are slightly lower than that of the D1 dataset, indicating that the trained ResNet-FPN model (i.e., HiTu) has better scalability on D1. When HiTu uses the same trained ResNet-FPN model, the derived

---

\(^7\)https://github.com/laol19881213/rgz_resnet
mAPs for these three datasets are almost the same (Tables D.3–D.5): 87.6%, 88.2%, and 88.0% for D1, D3 and D4 datasets, respectively. This indicates that HeTu is only slightly affected by the visualization of the fusion method. In other words, the performance of HeTu does not strongly depend on the dataset used, and changing the dataset has little effect on the mAP.

ClaraRAN v0.2 replaces the VGGNet with the more advanced ResNet-50-FPN, which has a similar backbone network to that of HeTu-50. The mAP values derived from ClaraRAN v0.2 on the D1 and D3 datasets are 85.9% and 86.1%, respectively. As a comparison, we can see that the recognition precision of HeTu-50 is slightly (0.8 percentage) higher than that of ClaraRAN v0.2.

Appendix D.2. Testing experiment and evaluation

The testing experiment makes use of re-labelled augmented dataset.

Appendix D.2.1. Re-labelled dataset

The classification scheme used in the training experiment (see Sec. Appendix D.1), also adopted in ClaraRAN [5], relies solely on the morphological characteristics. With the exception of the compact sources (i.e., class 1C, 1P), all other classifications in ClaraRAN lack a real corresponding classification with astrophysical relevance. Therefore, such classifications may not be the best solution for radio astronomy. Typically, radio sources can be classified into compact sources (CS) and extended sources according to their morphology. Extended sources are usually divided into Fanaroff and Riley class I (FRI) and class II (FRII) [59]. Some previous studies [32, 60, 6] classified the radio sources into a total of six classes: compact sources, FRI, FRII, bent-tailed galaxies, X-shaped galaxies, and ringlike galaxies. Bent-tailed galaxies are by nature FRII galaxies whose jets are bent by the ram pressure of the intra-galactic medium during the motion of the radio sources in the cluster environment. In addition to the six classes mentioned above, there is another class of sources with a prominent compact component and a weaker elongated feature. They are mostly associated with radio-loud quasars, whose core and jets are subject to the Doppler boosting effect and are observed only one-sided jet, with the opposite-side jet being too weak to be detected. This class of sources is not a small group and their radio emission characteristics are distinctly different from those of FRI/II galaxies, but they have not been considered separately in previous radio source classifications. In this work, we define them as core-jet (CJ) sources. The irregular X-shaped and ringlike galaxies are not well represented in the total radio galaxy population, and their physical nature is still under debate. Therefore, we exclude X-shaped and ringlike classifications. In summary, we consider four morphological classes in our study: CS, FRI, FRII and CJ.

We re-labelled all images of the D1 dataset of ClaraRAN [5] by visual recognition according to our new classification scheme. The re-labelled dataset contains a total of 4,381 PNG-format images. Compared to the original dataset, we have discarded some images with lower quality or with complex source structures, while only kept the high-quality images with high-confidence classifications. Fig. D.6 shows example images of the four classes. Although we used a subset of the D1 dataset as Wu et al. [5] did, there is no direct one-to-one correspondence between our classified sources and theirs because we used different classification schemes and we discarded some images. Similarly, in contrast to Ma et al. [60], both we and they have re-labelled the FIRST images by visual inspection using different schemes (note that the D1 dataset stems from the FIRST image data), so it is not possible to directly compare the two training sets. The details of the re-labelled dataset are presented in Table D.6.

Appendix D.2.2. Data Augmentation

Deep neural networks generally require a large amount of training data to obtain the optimal model. When the training set is relatively small, overfitting often occurs. The overfitting problem can be solved by enlarging the training sample. However, in many cases, the actual number of observed images is fixed and limited, so it is difficult to obtain the required large amount of data. To solve this problem, data augmentation is invoked to increase the diversity and the sample size of training samples, improve the robustness of the model and avoid overfitting.

Data augmentation is a technique that artificially expands the training datasets by allowing a limited amount of data to produce more comparable data. It is an effective approach to overcome the lack of training data and is currently widely used in various fields of deep learning [61]. Deep neural networks generally require a large amount of training data to obtain a more desirable model. However, it is usually not possible to get large amounts of data in many scenarios. To solve this problem, data augmentation can be used to increase the diversity of training samples, improve the robustness of the model and avoid overfitting. By changing the training samples randomly, the model’s dependence on certain attributes can be reduced, thus improving the generalization energy of the model. There are two modes of data augmentation: offline augmentation and online augmentation. Offline augmentation is the direct processing of image data and allows linear augmentation of specified categories to balance the data volume in each category. Online augmentation is the augmentation of the batch data in the program prior to training and is very suitable for automated training. However, some datasets cannot be linearly enhanced and this method is always used for large datasets.

We use offline methods to enhance the training images of re-labelled datasets. Image data augmentation typically involves flipping, rotation, scaling, cropping, translation and adding noise. Given the specificity and authenticity of radio images, only image flipping and rotation are adopted for our datasets. Becker et al. [6] considered rotational invariance and used an augmentation method of rotating the images every 15°. Instead, we rotated the images by random angles. By randomly changing the training samples, the dependence of the model on certain attributes can be reduced, thus improving the generalization of the model. An example of image augmentation is shown in Fig. D.7. The original datasets contain the

https://github.com/chenwuperth/claran
Table D.3: AP and mAP results of evaluation on D1 datasets

| Class name | ResNet-50 | ResNet-101 | HeTu-50 | HeTu-101 | CLaRAN v0.1 [5] |
|------------|-----------|------------|---------|----------|-----------------|
| 1C_1P      | 0.8904    | 0.9180     | 0.9519  | 0.9621   | 0.8580          |
| 1C_2P      | 0.6583    | 0.6782     | 0.7597  | 0.7636   | 0.6882          |
| 1C_3P      | 0.8920    | 0.9004     | 0.9126  | 0.9186   | 0.8816          |
| 2C_2P      | 0.7836    | 0.8358     | 0.8398  | 0.8674   | 0.7014          |
| 2C_3P      | 0.8013    | 0.7809     | 0.8037  | 0.8057   | 0.7099          |
| 3C_3P      | 0.9269    | 0.9230     | 0.9322  | 0.9413   | 0.8636          |
| mAP        | 82.5%     | 83.9%      | 86.7%   | 87.6%    | 78.4%           |

Table D.4: AP and mAP results of evaluation on D3 datasets

| Class name | ResNet-50 | ResNet-101 | HeTu-50 | HeTu-101 | CLaRAN v0.1 [5] |
|------------|-----------|------------|---------|----------|-----------------|
| 1C_1P      | 0.8971    | 0.9456     | 0.9523  | 0.9582   | 0.8485          |
| 1C_2P      | 0.6312    | 0.6817     | 0.7452  | 0.7476   | 0.6746          |
| 1C_3P      | 0.8709    | 0.8911     | 0.8925  | 0.9026   | 0.8876          |
| 2C_2P      | 0.8321    | 0.8773     | 0.8708  | 0.8784   | 0.7983          |
| 2C_3P      | 0.8190    | 0.8337     | 0.8386  | 0.8374   | 0.8047          |
| 3C_3P      | 0.9728    | 0.9770     | 0.9670  | 0.9678   | 0.9424          |
| mAP        | 83.7%     | 86.8%      | 87.8%   | 88.2%    | 82.6%           |

Table D.5: AP and mAP results of evaluation on D4 datasets

| Class name | ResNet-50 | ResNet-101 | HeTu-50 | HeTu-101 | CLaRAN v0.1 [5] |
|------------|-----------|------------|---------|----------|-----------------|
| 1C_1P      | 0.9026    | 0.9108     | 0.9552  | 0.9579   | 0.8784          |
| 1C_2P      | 0.6748    | 0.7118     | 0.7313  | 0.7425   | 0.7074          |
| 1C_3P      | 0.8970    | 0.9064     | 0.8881  | 0.9024   | 0.8941          |
| 2C_2P      | 0.8451    | 0.8656     | 0.8704  | 0.8770   | 0.8200          |
| 2C_3P      | 0.8155    | 0.8248     | 0.8300  | 0.8301   | 0.7916          |
| 3C_3P      | 0.9688    | 0.9747     | 0.9675  | 0.9683   | 0.9269          |
| mAP        | 85.1%     | 86.6%      | 87.4%   | 88.0%    | 83.6%           |
Figure D.6: Example images for each class in re-labelled datasets, showing 3 images per class. More details are discussed in Sec. Appendix D.2.1. CS is characterized with a single component or a point source and corresponds to the 1C_1P class in the C\textit{LaRAN}. An FRI is a three-component or multiple-component extended source with a central bright core and two (or more) peaks located on the opposite sides of the core; FRI sources are re-labelled from parts of the 1C_3P, 2C_2P, 2C_3P and 3C_3P sources in C\textit{LaRAN}. An FRII is characterized by two prominent terminal components and an extended feature between them. Some FRIIs have a visible central core, but not all. FRIIs are re-labelled from parts of 1C_2P, 1C_3P, 2C_2P, 2C_3P and 3C_3P sources with two peaks or three peaks. A core-jet (CJ) has a prominent compact component (core) at one end of an elongated weaker feature. CJs may contain multiple peaks and are re-labelled from some 1C_1P and 1C_2P sources.
PNG images and the annotation files, which record the localization and class label corresponding to each image. While the images are augmented, the localization and size of the bounding box (4 points coordinate values of the bounding box) are transformed accordingly to generate the new annotation file. In Fig. D.7, the top-left panel shows the original image with a red bounding box from its annotations file. The other three show the enhanced images with its new bounding box.

In the re-labelled datasets, there were serious imbalances in the number of four classes, where the number of FRI and core-jet sources was about 11–13 times less than the number of CS sources. After many training and testing, we found that the following augmentation scheme has the best performance. FRI source images underwent about 15 times data augmentation overall images, each time the images were randomly performed in one of these three ways: flipping top-down, flipping left-right and rotating randomly in the range from $-180\degree$ to $+180\degree$. Core-jet source images were performed about 20 times, with each data augmentation performed in the same way as FRI. FRII source images were performed flipping top-down and flipping left-right overall images. CS sources images performed flipping top-down overall images. More details of augmented datasets as shown in the third column of Table D.6.

### Appendix D.2.3. Results and Evaluation

The experiments are based on the proposed workflow described in Sec. Appendix C.4. We used the warm-up and the data parallelism strategies described in Sec. Appendix D.1 to optimize and accelerate the training. Using the same initial learning rate $L_{init}$ and parameters as the D1 dataset in Sec. Appendix C.4, the learning rate curve for the re-labelled datasets is identical to Fig. D.3. Since the amount of the re-labelled augmented dataset is much larger than that without augmentation, parallel operation of the training of these datasets can better utilize the capability of multiple GPUs and significantly reduce the training time. Using HeTu-50 and HeTu-101 networks, the average training speeds are 0.45 seconds and 0.49 seconds per step for the re-labelled dataset, 0.41 seconds and 0.45 seconds for the augmented dataset. Executing the workflow of more than 40,000 steps, the re-labelled and augmentation dataset required 4.6 and 4.9 hours of training time on 8 GPU devices, which are 0.1 hours and 0.5 hours shorter than those on the D1, D3 and D4 datasets.

In Fig. D.4, green-color and purple-color lines show the total cost curves for HeTu-101 on the re-labelled datasets, and pink and brown line show the corresponding weight decay curves.

The weight decay curves almost overlap with the curves for the D1 dataset. The overall trend of the total training loss on the re-labelled datasets is similar to that on the D1 dataset, but decreases from 0.610 to 0.355 for re-labelled un-augmented dataset, and from 0.570 to 0.346 for the augmented dataset. The total loss curves on the augmented dataset is relatively stable and smooth, and the curves on the un-augmented datasets have large fluctuations at 10,000 and 17,500 iterations. This indicates that the augmentation method makes the data samples more diverse and thus the training model more stable.

In Fig. D.8, four additional loss curves of the HeTu-101 model on the re-labelled augmented datasets are shown for $L_{rpn\_label}$, $L_{rcnn\_label}$, $L_{rpn\_box}$ and $L_{rcnn\_box}$. These four losses are very small compared to the weight decay cost shown in Fig. D.4. $L_{rpn\_box}$ loss decreases from 0.033 to 0.0034, and $L_{rcnn\_label}$ decreases from 0.063 to 0.0062, indicating that the loss is reduced by a factor of $\sim 10$ after Faster R-CNN training. $L_{rpn\_box}$ loss decreases from 0.0035 to 0.00022, and $L_{rcnn\_label}$ from 0.0085 to 0.000023, indicating a 16-fold reduction in $L_{rcnn\_box}$ and a 370-fold reduction in $L_{rpn\_label}$ when the training converges.

Using the trained HeTu-50 and HeTu-101 models, the testing speeds per image are 4.6 ms and 5.4 ms, respectively. Both AP and $mAP$ results are presented in Table D.7. For the re-labelled augmented dataset, $mAP$ increased to 94.2% using the trained HeTu-101 model and to 92.6% using the trained ResNet-101 model only, compared to 87.2% using the CLARAN. In particular, $AP$s of all classes have been greatly improved using the trained ResNet-FPN model compared to only using the trained ResNet model. Especially the AP of compact radio source has been greatly improved with the maximum of 0.995, which is close to 1. For the re-labelled datasets, $mAP$ trained on un-augmented datasets using HeTu-50 and HeTu-101 model are 88.6% and 89.9%, respectively. The $AP$s of CS and FRII were close to 1. The maximum increase in AP for FRI is 0.066, and the maximum increase in AP for CJ is 0.131. The $mAP$ of the trained model on the augmented datasets increases by 5.4 percentage and 4.2 percentage in the same backbone network due to the large increase in AP for both FRI and CJ. This indicates that the data augmentation method can effectively solve the data imbalance problem.

The $P_{rec} – R$ curves of the HeTu-101 model tested on re-labelled and augmented datasets are plotted in Fig. D.9. In general, the $mAP$s near the top-right corner of the $P_{rec} – R$ curve have better precision than those far away. The $P_{rec}$ for CS remained a horizontal line at the $P_{rec}$ level of $\sim 1.0$ until $R$ reaches a level close to 1.0. This suggests that almost all detected sources are truly positive, and these sources account for near 100% of the total true CS sources in the test datasets. This is consistent with the high $mAP$ results shown in Table D.7. The FRII $P_{rec} – R$ curve has two horizontal lines at $P_{rec}$ levels of 1.0 and 0.98, with a step at $R = 0.4$. It shows that up to 98% of the detected sources are truly positive. The CJ $P_{rec} – R$ curve also has two horizontal lines similar to FRII, but its second line is at a lower level, and starts to decrease after $R = 0.75$. The entire curve of CJ is almost above the $P_{rec}$ level of 0.8. The FRI $P_{rec} – R$ curve starts with a shorter horizontal line from

| Class name | Training | Training (augmented) | testing |
|------------|----------|----------------------|---------|
| CS         | 1,720    | 3,949                | 1,127   |
| FRI        | 157      | 2,512                | 106     |
| FRII       | 825      | 2,475                | 553     |
| Core-jet   | 132      | 2,628                | 87      |
| Total      | 2,834    | 11,564               | 1,873   |
Figure D.7: An example of image augmentation. The top-left panel is the original image, with the size and localization of the source shown as abounding rectangular box. The top-right panel is flipped up and down on the original image. The bottom-left panel is flipped left and right on the original image. The bottom-right panel is a 45° rotation on the original image. The size and localization of the bounding box also change with the image flipping and rotation.

Table D.7: AP and mAP results of the re-labelled dataset

| Class name | HrTu-50  | HrTu-101 | HrTu-50 (augmented) | HrTu-101 (augmented) |
|------------|----------|----------|---------------------|----------------------|
| CS         | 0.9849   | 0.9860   | 0.9950              | 0.9940               |
| FRI        | 0.8167   | 0.8507   | 0.8824              | 0.8962               |
| FRII       | 0.9810   | 0.9643   | 0.9889              | 0.9806               |
| Core-jet   | 0.7625   | 0.7951   | 0.8934              | 0.8961               |
| mAP        | 88.6%    | 89.9%    | 94.0%               | 94.2%                |
Figure D.8: RPN and Faster R-CNN loss (Y-axis) curves of using HtTv-101 network for training re-labelled augmented datasets. X-axis represents the number of iterations. The red line and circle markers are the smoothed and measured Faster R-CNN label classification loss ($L_{rcnn, label}$), the black line and square markers are the smoothed and measured Faster R-CNN bounding box loss ($L_{rcnn, box}$), the blue line and diamond markers are the smoothed and measured Faster R-CNN label classification loss ($L_{rcnn, label}$), the magenta line and triangle markers are the smoothed and measured Faster R-CNN bounding box loss ($L_{rcnn, box}$).

\[ R = 0.0 \text{ to } R = 0.12, \text{ drops at } R = 0.12 \text{ and fluctuates between } R = 0.12 \text{ and } 0.22. \text{ The fluctuations are due to some sources in other classes being mistakenly identified as FRIs. The morphology of FRIs is rather complex and some FRIs are difficult to distinguish from other categories (also discussed in Sec. Appendix D.3). An example is shown in the left panel of Fig. D.10, where an FRII source is mistakenly identified as an FRI. This is why the P-R curve of FRI fluctuates between } R = 0.12 \text{ and } R = 0.22, \text{ while the P-R curve of FRII remains a flat horizontal line at } P = 1.0. \]

Examples of the images detected by the HtTv-101 model for re-labelled augmented datasets are depicted in Table D.6 and shown in Fig. D.11. The localization and size of the detected sources are labelled with four colored rectangular boxes: red for CS, black for FRI, magenta for FRII and green for CJ. Each source is labelled with the associated class or label name with a score between 0 and 1 on the top of a rectangular box. In Fig. D.11, all detected radio sources are identified with a higher score.

In summary, HtTv using ResNet-FPN as the backbone network achieves higher recognition precision than CLARAN and ResNet alone. The network depth affects the recognition precision to some extent: before augmentation, the precision of network depth is relatively low for classes (e.g., CJ and FRI) with less data, and the data augmentation significantly improves their recognition precision. After augmentation, increasing the network depth does not greatly improve the recognition performance. However, the training time does not increase significantly with increasing network depth, so the HtTv-101 model will be used as the final model of HtTv.

Appendix D.3. Predicting

In this section, we apply HtTv to the MWA GLEAM images for radio source finding and classification, and compare the results with those obtained by the conventional source finding software AEGEAN. Fig. D.12 shows the flowchart of the predicting experiment. First, the GLEAM images (in FITS format) are segmented into small images (see Sec. Appendix D.3.1 for the detailed image segmentation process). Then, the source finding of the segmented FITS files is performed by using AEGEAN, and the corresponding catalog of each image is generated in the VOTable file. At the same time, all the small-sized FITS files are pre-processed and saved in PNG-format images. To make the output information more practical and to create the same catalog results comparable with AEGEAN, the predict function in HtTv calculates the main physical information of the detected extended sources and also integrates a Gaussian fitting function to the detected CS sources by using the task imfit\(^\text{11}\) in Miriad software package. Finally, all resulting information is exported into a TXT file.

Appendix D.3.1. Dataset used for predicting experiment

For the predicting data set, we selected the imaging data in the frequency range 200.32 MHz–231.04 MHz obtained from the GLEAM observations on 2013 August 10. The sky center of this observation is at RA = 23h, DEC = −17°. The frequency band is the highest of the GLEAM project, so the image resolution is the highest. The size of each snapshot image is 4000 pixel × 4000 pixel, and 1 pixel corresponds to 23.43″. After data processing includes radio frequency interference mitigation, calibration, and imaging, we obtained 46 total intensity

\[ \text{\url{https://www.atnf.csiro.au/computing/software/miriad/doc/imfit.html}} \]
Figure D.10: An example of mis-identification between FRI and FRII. This may cause the fluctuations in the precision-recall curve in Fig. D.9.

(Stokes I) snapshot images in FITS file format. For detailed data processing and results, please refer to Refs. [62, 9].

Due to the higher noise level at the edges of each snapshot image, the image quality in these areas is lower. The new snapshot images have been considered in this predicting experiment, which are generated by cropping 2000 pixel × 2000 pixel around the center of the original snapshot image. To ensure that HiTu detects the radio sources correctly, we further divide each new snapshot image into multiple smaller images of size 132 pixel × 132 pixel. To identify radio sources that are not to be missed due to image edge corruption, 20 pixels are retained at the edge of each partition. Images with a width less than 132 pixels are discarded, and finally a total of 13, 294 images are used for the predicting experiment in both FITS and PNG formats. The field of view of each image is approximately 0.86° × 0.86°. In order to make the morphology of all the radio sources in each image visually distinguishable, all images are displayed with ‘cool’ colormaps. 60% of the images have color bars ranging from −10σm to +10σm, where the σm is the local standard deviation in the image, and the others 40% images have color bars ranging from −5σm to +5σm.

Appendix D.3.2. Results and evaluation

Aegean is a source finder widely used for data processing in the Murchison Widefield Array (MWA) project and in particular the GLEAM project [11]. Aegean is performed on FITS files, while HiTu is performed on PNG images. This is the reason why we save each image file in both FITS and PNG formats. Aegean has two key parameters: seed threshold (σs) and flood threshold (σf). Pixel values above σs are used to define an island, while pixel values above σf are used to compose an island, then all pixels of this island will be considered as coming from the same source. We set σs = 6σ and use σf = 4σ (the default values in the GLEAM data processing) to find sources, where σ is the local Root Mean Square (RMS) noise level of the image. The average RMS noise is 14.7 mJy beam⁻¹ for all images. We have tried lower thresholds that resulted in more sources being detected, but also introduced more noise-induced fake sources, which impacts negatively on building the catalog. Aegean outputs a VOTable file after completing the source finding. The VOTable file is a table recording the properties of the identified sources, which include peak position (Right Ascension (RA) and Declination (DEC) in degrees), peak flux density in Jy beam⁻¹, local RMS in Jy beam⁻¹, and others parameters.¹² We run the source finding task in Aegean on the GPU node of the CSRC-P described in Sec. Appendix D using its 20 CPU cores.

The information of the detected sources is recorded into a TXT-format file (examples are shown in Appendix D.3.3), which for extended sources includes image name, label name, score, 4 points coordinate values of the bounding box, peak flux density in Jy beam⁻¹, peak position in pixels and (RA, DEC) coordinates in degrees. For CS sources, in addition to the above parameter values, HiTu also performs an additional

¹²https://github.com/PaulHancock/Aegean/wiki/Output-Formats
Figure D.11: Examples of images detected by HeTu-101 model on re-labelled test datasets. The different colored rectangular boxes represent the identified sources: red for CS (cs), black for FRI (fr1), magenta for FRII (fr2) and green for core-jet (cj). Each source is labelled with a class name and a score between 0 and 1 on the top left of the rectangular box.

Figure D.12: The flowchart of HeTu predicting and Aegean source finding. First, the input images (FITS files) are split into many small-sized images, and each image is saved in FITS format. Second, source finding is performed for each FITS file using Aegean and a catalog is generated in VOTable file. Meanwhile, the small FITS files are pre-processed to create PNG-format files which are used for inputs to HeTu-101 model for batch predicting. The labels, scores and boxes of detected sources are exported. If the detected source is a CS source, Gaussian fitting is performed on the source according to the box information, and the fitted parameters are output. Otherwise, the main physical information of the detected source is calculated and output to a TXT file.
Gaussian fitting and exports the fitted parameter values. More details on the output format of HiTu are described in Sec. Appendix D.3.3. To ensure the reliability of the results, only information of sources with higher scores than 0.7 is recorded.

Table D.8 shows the comparison of the detection results of HiTu with those of AEGEAN. Fig. D.15 shows example images of the detection results for AEGEAN and HiTu. One point to note is that the size of all the radio sources that can be detected within the GLEAM image is smaller than 1.63" (or 250 pixels), while some extended sources may be missed if their source sizes are larger than 250 pixels. Whereas, such large-scale radio sources are very rare and have little impact on the total source detection rate. A total of 77,919 sources are identified by AEGEAN above 6σ, including 73,999 CS sources. 8,523 CS sources are detected by AEGEAN, but not identified by HiTu. We find that a large proportion of these sources are located close to the image edges. Fig. D.14 shows the distribution of the source position offset from the image center. We find 4,594 (or 54%) sources are located within 5 pixels from the image boundary. HiTu identifies sources from their morphology and considers the sources close to the image edge incomplete and discards them. An example is shown in Fig. D.16: panel (a) contains an identified CS source in the upper edge of this image; however, this source is not identified by HiTu in panel (c). By subtracting these image edge sources, the number of the CS sources detected by AEGEAN is reduced to 69,405.

HiTu identifies in total 85,290 sources using the trained HiTu-101 model: 82,821 CS sources, 770 FRI sources, 685 FRII sources and 1,014 core-jet sources. The total number of HiTu-detected CS sources, 82,821, is higher than the number of AEGEAN CS sources (i.e., 69,405), because the number of AEGEAN detections is related to the threshold value while HiTu does not set flux density threshold. For example, a CS source with a score of 0.99 at the bottom-right corner in panel (d) of Fig. D.16 is detected by HiTu but not by AEGEAN in panel (b). The peak flux density of this CS source is 82.2 mJy beam⁻¹, while the RMS of this image is 15.6 mJy beam⁻¹, corresponding to a peak-to-noise ratio of 5.3σ. Another example is seen in panels (a) and (c) of Fig. D.16, in which a CS source with a score of 0.86 is detected by HiTu, but not by AEGEAN. The ratio of the peak flux density to the noise level of this source is 5.1. If we consider the same peak flux density threshold of ≥ 6σ, then we find 69,263 CS sources from the HiTu catalog (see Table D.8). We use the TopCat software [63] to cross match the sources detected by HiTu and AEGEAN with a searching radius of 30 arcsec and obtain 65,476 CS sources detected by both, accounting for 94.5% of the total populations for HiTu-detected CS sources and 94.3% for AEGEAN-detected CS sources.

If the AEGEAN detection threshold is set to a lower value, weaker sources can be detected, but at the cost of introducing a number of fake sources. For example, if the detection threshold is set to 5σ, AEGEAN can detect 82,894 CS sources (5,786 image edge sources are not counted). 73,967 sources are cross-matched, accounting for 89.2% and 96.9% of the AEGEAN-detected and HiTu-detected CS sources, respectively. 8,491 new sources are cross-matched compared to the 6σ values. Fig. D.13 shows the signal-to-noise ratio of HiTu-detected sources. 7,065 sources with 6 > SNR ≥ 5 are detected by HiTu and they form the bulk of the new cross-matched 8,491 sources. This means that lowering the threshold value does increase the detection number, but at the same time, more fake sources are introduced. There are 8,927 sources detected by AEGEAN but not by HiTu. We inspect these sources visually and find that they are mostly associated with the sidelobes of very bright sources. As shown in Table D.8, when the detection threshold is set as 4σ, AEGEAN can detect ~ 100,000 CS sources, but also results in a total of 17,646 un-detected CS sources. The un-detected number is doubled compared to the 5σ case, and 4.5 times the 6σ case. On the other hand, the ratio of the cross-detected CS sources to the HiTu-detected sources slightly changes from 94.5% to 96.9% and 96.2% for the three thresholds. Our experiments suggest that the AEGEAN detection using a threshold of 5σ gives an optimal compromise between the cross-matching rate and fidelity rate. The comparison between HiTu and AEGEAN catalogs below will be based on the 5σ threshold limit.

AEGEAN employs a component-based source finding algorithm which can identify an extended source with multiple discrete components (i.e., multiple sources). Diffuse emission between close components cannot be identified as Gaussian components, so AEGEAN cannot directly determine whether there is a connection between adjacent components, causing it to lack the ability to automatically classify extended sources. The classification needs to be manually done in an offline manner at a later stage. We associate the HiTu-detected extended sources with the brightest component in the corresponding AEGEAN source.

All FRII sources (N = 685) identified by HiTu are also detected by AEGEAN, corresponding to a cross-matching rate of 100%. AEGEAN identifies two radio lobes of an FRII as two separated sources; if an FRII has a bright central core, AEGEAN

![Figure D.13: Distribution of the number of the sources detected by HiTu but not by AEGEAN versus the signal to noise (SNR) ratio of the source’s peak flux density.](image-url)
identifies it as an additional CS source. Instead, HeTu identifies an FRII as a single source, regardless of how many subcomponents it contains. As a result, the detection component number of the FRII class by AEgeAN is 2.06 times that by HeTu.

AEgeAN identifies an FRI as at least one CS source, with the brightest one corresponding to the radio core. If the jet of an FRI contains bright hotspots, AEgeAN would identify it as one or more CS sources. On the other hand, HeTu identifies an FRI as a single source. The number of FRI sources identified by HeTu is 770, and the number of FRI components identified by AEgeAN is about 1.7 times that by HeTu. For each FRI, we associate the brightest AEgeAN FRI component with the corresponding HeTu source. Taking the 5σ AEgeAN results as an example, we get 747 cross-match sources. The cross-matched sources account for 97.4% of the total HeTu FRI population. The 20 FRI sources not recognized by AEgeAN are mainly associated with some weaker emission features. That is, when the FRI jet is weak and diffuse, AEgeAN is unable to identify and fails to fit it as a Gaussian component. As shown in Table D.8, the FRI number increases as the detection threshold decreases from 6σ to 4σ, indicating that more weak FRIs are detected and the matching rate with the results of HeTu gradually increases.

AEgeAN identifies 1293 components associated with CJ sources above 5σ, in which 851 have counterparts in HeTu CJ catalog. The cross-matching rate of the CJ class varies from 95.5% to 98.9%, depending on the detection threshold.

Fig. D.17 shows the distribution of the comparison of the fitted parameters, in forms of the ratio of the fitted source flux densities $S_{\text{HeTu}}/S_{\text{AEgeAN}}$, the ratio of the fitted Gaussian major axis length $\text{Major}_{\text{HeTu}}/\text{Major}_{\text{AEgeAN}}$ and the ratio of the fitted Gaussian minor axis length $\text{Minor}_{\text{HeTu}}/\text{Minor}_{\text{AEgeAN}}$. The distribution of $S_{\text{HeTu}}/S_{\text{AEgeAN}}$ is concentrated around 1.0, indicating that the flux densities fitted by two methods are in excellent agreement. In the region with ratio > 1.0, the flux density and major axis length fitted by HeTu show an elevated shoulder (systematically larger than that fitted by AEgeAN). AEgeAN sets a 4σ limit on the minimal source flux density, while HeTu defines the scope of the source emission based on its morphology and does not set a limit on the flux density base. Therefore, for sources with somewhat resolved structures, the scopes of the sources used for fitting by HeTu are slightly larger than those used in the AEgeAN fitting. Since this extended structure is mainly along the major axis direction of the fitted elliptical Gaussian component, the fitted minor axis length (right panel) is not affected by the above different flux density base adopted in HeTu and AEgeAN (see the bottom panel of Fig. D.17).

Fig. D.18 shows the histogram of the difference between the fitted source position angles $\text{PA}_{\text{HeTu}}/\text{PA}_{\text{AEgeAN}}$. The distribution is concentrated around 0°, indicating that the morphology of the fitted model by HeTu and AEgeAN is in good agreement.

HeTu supports multiple-GPUs parallel batch execution. The predicting experiment of HeTu was carried out on a GPU node described in Sec. Appendix D using 8 GPU devices. The batch prediction of all images by HeTu takes 23.87 minutes, which translates into an average runtime of about 100 ms per image. In comparison, the total runtime of AEgeAN is 501.50 minutes for the detection threshold of 5σ, indicating that HeTu is about 21 times faster than AEgeAN. If only identification is considered and no Gaussian fitting is performed, the runtime of HeTu is only 9.52 minutes. Thanks to the GPU acceleration capability and the deep learning framework, the running time of source finding and classification using HeTu is greatly improved while maintaining high precision. Moreover, different from AEgeAN and other traditional component-based source finding software, HeTu can identify and classify radio sources simultaneously and obtains excellent performance especially in the classification of extended sources.

### Appendix D.3.3. Output format of HeTu

The information of the detected sources generated by HeTu is recorded into a TXT file, and the columns of CS sources in the output files are as follows:

- **imagename**: image file name
- **classname**: class name of the detected source
- **score**: probability of being detected as a specific ‘classname’ source within the bounding box
- **box**: the border coordinate values of the four points in pixels, in the format xmin-ymin-xmax-ymax
- **local_rms**: local rms of the detected image, in Jy-beam$^{-1}$
- **peak**: peak flux density of the detected source, in Jy-beam$^{-1}$
- **peak_err**: fitting error of the peak flux density, in Jy-beam$^{-1}$
- **int_flux**: integrated flux density of the fitted component, in Jy-beam$^{-1}$
- **int_flux_err**: fitting error of the integrated flux density, in Jy-beam$^{-1}$
Figure D.15: Examples of detected results for AEGEAN with $\sigma_s = 5\sigma$ (top) and HeTu (bottom). The detected sources are labelled with red cycles by AEGEAN and with red rectangles by HeTu. HeTu also labels the class name and associated score. The RMS noises of the (b) and (d) images are 15.6 mJy beam$^{-1}$. The peak flux density of CS source (score=0.99) in the bottom right corner of the (d) image is 82.2 mJy beam$^{-1}$.

Table D.8: Results of Detection in GLEAM Images

| Threshold | Methods | CS | FRI | FRII | CJ | Runtime |
|-----------|---------|----|-----|------|----|---------|
| $\sigma_s = 6\sigma$ | HeTu | 69,263 (94.5%) | 751 (94.9%) | 685 (100%) | 801 (98.9%) | 23.87 mins |
| AEGEAN | 69,405 (94.3%) | 1,298 components* | 1,415 components | 1,207 components | 499.35 mins |
| Cross match | 65,476 | 713 | 685 | 799 | – |
| $\sigma_s = 5\sigma$ | HeTu | 76,328 (96.9%) | 767 (97.4%) | 685 (100%) | 872 (97.6%) | – |
| AEGEAN | 82,894 (89.2%) | 1,347 components | 1,415 components | 1,293 components | 501.50 mins |
| Cross match | 73,967 | 747 | 685 | 851 | – |
| $\sigma_s = 4\sigma$ | HeTu | 81,834 (96.2%) | 770 (97.9%) | 685 (100%) | 961 (95.5%) | – |
| AEGEAN | 96,340 (81.7%) | 1,367 components | 1,415 components | 1,395 components | 504.52 mins |
| Cross match | 78,694 | 754 | 685 | 918 | – |

Note – The trained model used in this experiment is HeTu-101. The figures in the brackets are the ratio of the cross-matched number to the detected number.

*: AEGEAN detected multiple components for FRI, FRII and CJ sources but did not directly classified them. The most prominent component detected by AEGEAN is associated with the source detected by HeTu.
Figure D.16: Examples of detection results for Aegean with $\sigma_s = 5\sigma$ and HiTu. Panels (a) and (b) show the results from Aegean. The detected sources of Aegean are labelled as localization with red circle. Panels (c) and (d) show the results corresponding to panels (a) and (b) from HiTu. The RMS noise in the (a) and (c) images are 11.1 mJy beam$^{-1}$. The peak flux density of CS source (score=0.86) in the (c) image is 56.4 mJy beam$^{-1}$. 
Figure D.17: Distribution of the fitted parameter values. Top: histogram of the ratio of the fitted source flux densities $S_{\text{HeTu}}/S_{\text{Aegean}}$. Middle: histogram of the ratio of the fitted Gaussian major axis length $\text{Major}_{\text{HeTu}}/\text{Major}_{\text{Aegean}}$. Bottom: histogram of the ratio of the fitted Gaussian minor axis length $\text{Minor}_{\text{HeTu}}/\text{Minor}_{\text{Aegean}}$. The dashed lines represent the Gaussian fits to the histograms.

Figure D.18: Histogram of the difference between the fitted source position angles $PA_{\text{HeTu}} - PA_{\text{Aegean}}$. The dashed line is the Gaussian fits to the histograms.

- RA: Right Ascension of the emission peak of the fitted Gaussian model component, in hh:mm:ss
- DEC: Declination of the emission peak of the fitted Gaussian model component, in dd:mm:ss
- major: semi-major axis length of the fitted Gaussian model component, in arcsec
- major_err: fitting error of the fitted semi-major axis length, in arcsec
- minor: semi-minor axis length of the fitted Gaussian model component, in arcsec
- minor_err: fitting error of the fitted semi-minor axis length, in arcsec
- pa: position angle of the fitted Gaussian model component, in degrees
- pa_err: fitting error of the Gaussian model component’s position angle, in degrees

The first 10 rows of the predicting results of the GLEAM images for the CS class are shown in Tables D.9 and D.10.

Extended sources in output files have the following columns:

- imagename: image file name
- classname: class name of the detected source
- score: probability of being detected as a specific ‘classname’ source within the bounding box
- box: the border coordinate values of the four points in pixels, in the format xmin-ymin-xmax-ymax
- peak: peak flux density in the bounding box, in Jy·beam$^{-1}$
- peak_x: x-coordinate of the peak position, in pexels
- peak_y: y-coordinate of the peak position, in pexels
- RA: Right Ascension of the peak position, in degrees
- DEC: Declination of the peak position, in degrees

The extended sources examples of output information are shown in Table D.11.

Appendix E. Conclusion

We developed an improved Faster R-CNN based radio source detector named HeTu that automatically identifies and classifies radio sources with associated morphological information (label name, score and bounding box). HeTu is built on the pioneering work of ClaRAN and further employs a combined ResNet and FPN network as the backbone network. A new morphology classification scheme more suitable for radio astronomy study (compact sources, Fanaro-Riley type I, Fanaro-Riley type II and core-jet sources) is adopted. HeTu supports training and testing in parallel using multiple GPU devices in a node as well as multiple GPU nodes. In our experiment using 8 GPU devices in a single node, the training speed is 2.5 times faster than without parallelism. Even faster execution can be achieved by using more GPU devices and more nodes. The trained HeTu
Table D.9: The first 10 rows of the output information for the detected CS sources -I

| imagename                              | classname | score | box            | local_rms | peak | peak_err | int_flux | int_flux_err |
|----------------------------------------|-----------|-------|----------------|-----------|------|----------|----------|--------------|
| 1060195176_200-231MHz_1344_1232.png    | cs        | 1.00  | 23.52101-51.55266-37.39066-65.50194 | 0.0093    | 0.57 | 0.024    | 0.68     | 0.041        |
| 1060195176_200-231MHz_1344_1232.png    | cs        | 1.00  | 62.29266-26.80662-72.92683-37.71486 | 0.0093    | 0.22 | 0.014    | 0.22     | 0.020        |
| 1060195176_200-231MHz_1344_1232.png    | cs        | 1.00  | 48.67455-104.37875-59.72747-115.36621 | 0.0093    | 0.27 | 0.012    | 0.28     | 0.019        |
| 1060195176_200-231MHz_1344_1232.png    | cs        | 1.00  | 47.93584-69.70512-78.76936 | 0.0093    | 0.17 | 0.008    | 0.19     | 0.013        |
| 1060195176_200-231MHz_1344_1232.png    | cs        | 1.00  | 51.16666-77.96612-71.88255-92.78156 | 0.0093    | 1.02 | 0.018    | 1.05     | 0.027        |
| 1060195176_200-231MHz_1344_1232.png    | cs        | 1.00  | 90.45789-120.70591-97.45632-128.00775 | 0.0093    | 0.10 | 0.011    | 0.12     | 0.023        |
| 1060189176_200-231MHz_784_1904.png     | cs        | 1.00  | 12.42670-41.87839-26.41370-56.01190 | 0.0301    | 2.57 | 0.042    | 2.83     | 0.067        |
| 1060189176_200-231MHz_784_1904.png     | cs        | 1.00  | 83.77074-76.54671-91.29866-84.01656 | 0.0301    | 0.28 | 0.022    | 0.37     | 0.048        |
| 1060189176_200-231MHz_784_1904.png     | cs        | 1.00  | 33.40170-50.41240-39.44162-56.24206 | 0.0301    | 0.22 | 0.018    | 0.19     | 0.028        |
| 1060189176_200-231MHz_784_1904.png     | cs        | 1.00  | 65.37304-88.52624-72.09946-95.49663 | 0.0301    | 0.28 | 0.019    | 0.34     | 0.037        |

Table D.10: The first 10 rows of output information for the detected CS sources -II

| imagename                              | RA          | DEC         | major      | major_err  | minor      | minor_err  | pa         | pa_err     |
|----------------------------------------|-------------|-------------|------------|------------|------------|------------|------------|------------|
| 1060195176_200-231MHz_1344_1232.png    | 23:37:20.415 | 24:29:22.259 | 116.1      | 4.90       | 106.8      | 4.51       | 31.7       | 0.0        |
| 1060195176_200-231MHz_1344_1232.png    | 23:36:15.468 | 24:18:40.355 | 110.7      | 7.33       | 93.4       | 5.91       | 65.0       | 15.1       |
| 1060195176_200-231MHz_1344_1232.png    | 23:36:37.116 | 24:49:20.989 | 116.2      | 5.59       | 94.7       | 4.53       | 69.5       | 9.4        |
| 1060195176_200-231MHz_1344_1232.png    | 23:36:40.842 | 24:35:15.831 | 115.0      | 5.50       | 98.9       | 4.67       | 88.8       | 12.9       |
| 1060195176_200-231MHz_1344_1232.png    | 23:36:20.481 | 24:39:27.576 | 111.1      | 1.99       | 96.1       | 1.72       | 69.0       | 5.1        |
| 1060195176_200-231MHz_1344_1232.png    | 23:35:28.137 | 24:54:44.304 | 117.7      | 14.83      | 110.7      | 16.48      | 34.9       | 0.0        |
| 1060189176_200-231MHz_784_1904.png     | 21:37:13.466 | 27:54:56.387 | 111.3      | 1.85       | 103.1      | 1.71       | 5.8        | 0.0        |
| 1060189176_200-231MHz_784_1904.png     | 21:35:09.509 | 28:05:51.049 | 129.6      | 11.71      | 108.2      | 9.86       | 5.3        | 0.0        |
| 1060189176_200-231MHz_784_1904.png     | 21:36:43.068 | 27:56:24.400 | 112.9      | 12.59      | 79.2       | 7.81       | 82.7       | 10.4       |
| 1060189176_200-231MHz_784_1904.png     | 21:35:41.524 | 28:11:00.263 | 122.8      | 9.84       | 102.2      | 7.64       | 31.8       | 0.0        |
models achieve excellent performance with $mAP$ (mean Average Precision) of 87.6%, 88.2%, 88.0% on the D1, D3, and D4 datasets, which are 4.4, 5.6 and 9.2 percentage higher than CLARAN v0.1 using the same datasets. On our re-labelled augmented dataset, $mAP$ is as high as 94.2%. Some source classes have $AP$ values as high as 0.994 (compact sources) and 0.981 (Fanarroff-Riley type II galaxies). The augmented datasets can be used for training other CNN models. Image testing using the HeTu-101 model takes 5.4 milliseconds per image, two orders of magnitude faster than the visual recognition. The predicting experiment on the MWA GLEAM images shows that HeTu’s detection and classification speed is 43 ms per image, 21 times faster than the standard software package. The overall cross-matching rate between HeTu and AEGEAN (the GLEAM source finder) is ~ 97%, and the rate is 100% for FRII sources. Note that we can not exclude that some of the identified FRII sources might be CJ-class sources, or vice versa, so further inspection with higher resolution images is needed to determine whether they are indeed FRII-type galaxies. Some weaker sources are detected by HeTu but not by AEGEAN, suggesting that HeTu not only has high recognition precision but also has excellent ability in identifying weak sources. Compared with traditional component-based software, HeTu classifies the detected sources into relevant classes in addition to identification, and outputs the results in a table to facilitate astronomers’ research.

The ongoing and upcoming large radio continuum survey projects using the SKA pathfinder telescopes and SKA itself will produce a tremendous amount of images. Automated and accurate source finding and classification tools are particularly important to support these large sky surveys and to mine the data archive. Additional predicting experiments will be conducted to further improve HeTu’s recognition performance and speed. These studies will be of practical value in extending HeTu to other radio continuum survey projects. Future work will focus on improving the current version of the detector so that it can handle even larger images. The development will also focus on upgrading the detector to support Mask R-CNN based instance segmentation, and on improving the measure statistics of the detected sources. Another effort is to increase the numbers of Fanarroff-Riley type I galaxies and core-jet source images; this will contribute to reducing the imbalance between the different classes. Deep surveys may also discover irregular-shaped sources (e.g., circular radio objects found in the EMU pilot survey [64]) and enrich the radio source classification.

Neural networks have been shown to understand data more deeply than imagined, but require large data sets for training (learning). The vastness of the Universe provides a naturally large amount of data for training neural networks, and, in turn, the applications of neural networks in astronomy will facilitate the development of AI. On the other hand, AI is actually a form of supervised machine learning, which means that a computer

---

Footnote: See latest advances of the SKA pathfinder telescopes at the 2021 SKA Science Conference, “A precursor view of the SKA Sky”: https://www.skatelescope.org/skascicon21/
can perform certain tasks well only if it has a correctly labelled dataset to learn from, and the dataset should be large enough to train a good model; moreover, a well-trained model performs a single (fixed) type of task. Successful AI applications have proven that once the dataset is large enough, it can get better and better at specific tasks; for example, as we have seen, the best human chess players are helpless in front of the AlphaGo. In some specific areas, AI has far surpassed human beings, but it is important to note that AI is not an “all-around champion”. Even so, the speed and efficiency of AI is increasingly shaping our understanding of the world we live in. The network framework of HuTu developed in this study can be used not only for astronomical source identification and classification but also be potentially used in other fields such as medical CT image analysis (e.g., automated tumor detection), target recognition (e.g., autonomous driving), etc.
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