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ABSTRACT
Network intrusion detection requires analysis of network data streams for identification of possible attacks. An Intrusion Detection System (IDS) is used to analyse such attacks and prevent future attacks. Main categories of IDS are anomaly detection and misuse detection. The limitation of anomaly based detection is high false positive rate whereas misuse detection based systems can only deal with known attack types. To address these, the main contribution of this paper is to propose a framework using hybrid approach based on clustering and classification methods for Intrusion Detection (CCID).
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1. INTRODUCTION
Due to substantial increase in internet usage, it is essential to secure the network and avoid potential attacks. To get access to the private data, illegal users perform scanning of the systems and networks to find out the vulnerabilities and then break into the system. To prevent this type of situations, Intrusion Detection Systems (IDS) were designed which detect and respond to intrusions and generate alerts so that appropriate measures can be taken [9], [12-13]. An IDS investigates various data sources such as user behaviour, network traffic or logs to find out traces of computer misuse. Many detection schemes for IDS exist. Misuse Detection is a detection scheme used by many intrusion detection systems in which known bad behaviors are represented in the form of signatures. IDS based on this technique are good in detecting only well-known attacks. An alternative to this is anomaly detection in which users' normal behavior is represented [1, 6]. For detecting such anomalies various learning techniques are used including data mining and machine learning. The detection is done by matching the new data in opposition to the normality model, and any variations are considered as anomalies. Such systems are good in detecting unseen attacks because the normality model's training does not require any prior knowledge of attacks. However, there are short comings to both approaches. For example, unknown attacks may be missed in misuse detection because it is impossible to define all possible attacks. In case of anomaly detection, it is difficult to separate boundaries between normal and abnormal which leads to high false positive rate which means normal instances are classified as abnormal. To benefit from anomaly and misuse detection methods and address their limitations, this paper proposes hybrid approach based on Clustering and Classification for Intrusion Detection (CCID). The framework will consist of two stages. Stage 1 for anomaly detection and stage 2 for misuse detection. Anomaly analysis will use K-Means clustering [3] and use cluster centroid to detect the network connections as normal or abnormal. The connections labeled as normal from stage 1 will be further tested for false negatives by misuse detection stage. It will use inter class distance and K-Nearrest Neighbor (K-NN) [8] to evaluate the instances from stage 1. They will be considered normal if no similarity is found with the attacks in the training data otherwise they are abnormal connections misclassified as normal from stage 1.

The rest of the paper is organized as follows: Section 2 highlights the related work. Proposed framework is discussed in section 3. Section 4 presents the experiments with section 5 containing experimental analysis. Section 6 concludes the paper and provide details for future implementation.

2. RELATED WORK
Data mining is used to discover patterns of interest in data and can complement the process of intrusion detection. This can be achieved by analyzing the data for many interesting patterns as different attack types using statistical methods and data mining algorithms. One widely used unsupervised approach is Clustering which finds patterns of interest from high dimensional unlabeled data [11]. Clustering techniques use different criteria to group data points in a cluster. For instance, hierarchical clustering uses distance measure between items to form clusters, statistical distribution (Expectation Maximization) creates clusters which are compliant with a statistical distribution, centroid based such as K-Means represents a cluster by its mean value and graph-based techniques considers data points as connected nodes where data points are connected to each other with at least one data point.

Various previous studies have used clustering methods for the detection of anomalous traffic in the network [7]. Authors in [7] used two clustering schemes. First, to identify the attack and second to determine normal traffic in a supervised way. Their main idea is to perform these two tasks in parallel. The output of these stage is used to extract signatures which can later be used by thesecurity professionals. They used KDD data set in experiments. Accuracy and cluster integrity were used as performance metric. The results were reported to achieve 70% to 80% detection rate for unknown attacks. The authors in [2] used DBSCAN clustering to categorize normal and anomalous traffic. Clustering method threshold was used to control the FAR of system. They preprocessed KDD data set and used correlation analysis to select features. Furthermore, an attack to no attack ratio of 10% was set during data preprocessing. Data of nine users from Purdue University comprising of 500 sessions was used by [10]. To differentiate between a regular user and intruder, they used user command level data. Users' commands in a session were represented as sequence of tokens. The authors used longest common subsequence metric as a similarity measure for sequence matching.

Another approach comes under classification such as Baysian networks which is a probabilistic graphical model representing the variables and the relationships between them.
[5], It can be used for classification of network streams. A study by [4] proposed a framework using Bayesian network classifiers. For anomaly detection stage, an inference junction tree was used to make a decision. They reported a performance of 88% on normal and 89% on attack categories. Next, an anomaly detection module was used to recognize different attack types from the attack data. For attack types of DoS, Probe or Scan, R2L, U2R, and other classes, a performance of 89%, 99%, 21%, 7%, and 66% was reported respectively.

3. PROPOSED METHODOLOGY
The proposed framework will consist of two stages. Fig. 1 shows an overview of the proposed framework. Stage 1 for anomaly detection and stage 2 for misuse detection. Anomaly analysis will use K-Means clustering [3] and use cluster centroid to detect the network connections as normal or abnormal. The connections labelled as normal from stage 1 will be further tested for false negatives by misuse detection stage. It will use interclass distance and K-NN [8] to evaluate the instances from stage 1. They will be considered normal if no similarity is found with the attacks in the training data otherwise they are abnormal connections misclassified as normal from stage 1. First, a cluster consisting of training instances from normal class will be created using K-Means. The centroid of this cluster will be recorded and set as external threshold. This external threshold will be used by anomaly detection module to declare connections as normal or abnormal. The details for both sections are provided below.

3.1 Anomaly Detection Module
The purpose of this module is to declare connections as normal or abnormal. The module works by partitioning the training data set consisting of normal and abnormal connection into K clusters \( C_1, C_2, \ldots, C_k \). The centroid of each cluster \( C_i \) will be computed and compared with the external threshold. If cluster centroid is greater than the threshold, the cluster will be separated and all the instances in that cluster will be labelled as abnormal. The instances for which the centroid is less will be labelled as normal. The steps are listed below:

(i) Partition the training data set consisting of normal and abnormal connection into K clusters \( C_1, C_2, \ldots, C_k \).

(ii) Compute centroid of each cluster \( C_i \) from (i) using K-Means.

(iii) Compare each \( C_i \) with the centroid set as external threshold \( C_e \). If \( C_i < C_e \) then label instance as "normal" otherwise label instance as "abnormal".

(iv) For clusters where instances are labelled as abnormal, compute interclass distance \( d_i \) between these clusters using (Eq.1) and select the maximum distance. Interclass distance is the distance between two clusters which defines the level of isolation between instances in each cluster. This maximum inter class distance will be set as internal threshold \( d_i \) which shows the maximum distance between classes representing attack type instances. This will be used in the next stage of misuse detection.

\[
d_i = | C_i - C_{i+1} | \quad \text{Eq.1}
\]

Where \( d_i \) is the interclass difference between two cluster based on their centroids and \( C_i \) represents centroid.

3.2 Misuse Detection Module
The purpose of this module is to further analyze instances classified as normal by anomaly detection module. It will investigate whether the instance is a false positive (when an instance is normal but misclassified as attack) or actually abnormal instance. This module will be based on (i) using K-Nearest Neighbor (K-NN) which uses cosine similarity to measure similarity between instances and (ii) using internal threshold. Initially, cosine similarity will be computed between each training instance \( x_i \) and the instance labeled as normal \( x_n \) from anomaly detection module. Higher the similarity means more closeness to attack type. Next, average of top k similarity scores will be computed and compared with the internal threshold to predict the label as attack or normal.

Steps for this module are below:

(i) For each instance in training set with attack types, calculate \( \text{cos sim}(x_n, x_i) \) where \( x_n \) is the instance labeled as normal from anomaly detection module and \( x_i \) is the instance in training data. If \( \text{cos sim}(x_n, x_i) = 1 \) then label \( x_i \) as attack

(ii) Find top K score of \( \text{cos sim}(x_n, x_i) = 1 \) and calculate the averagescore.

(iii) If average score is less than internal threshold then label \( x_n \) as attack otherwise label \( x_n \) as normal.

4. EXPERIMENTS
The KDD cup99 data set was used for testing the proposed methodology. The kddcup99 dataset is widely used dataset for intrusion detection and was first given by Massachusetts Institute of Technology. The dataset contains 24 kinds of attacks that can be categorized as four types to be named as denial of service attack (DOS), user to root attack (U2R), remote to local(R2L) attack and probe attack (PR). It contains 41 attributes divided into 34 nominal and 7 numeric attributes[14]. The KDD’s dataset is divided into two categories as training set and test set, both of which contains a large number of connection records. Table 1. shows data set details. More details of data set can be found at [14].

4.1 Data set Pre-processing
The 10% training and test data set were further split into 4 files each comprising of approx. 250-350 instances. The main focus is on the connection records with DOS attack type represented by labels as smurf, back and neptune along with the class label normal. The instances approximately represent equal distribution of all the above mentioned types. The attributes dimension for each record was reduced from 41 to 10 as proposed by [15] in order to increase classifier speed and accuracy. Table 1 shows distribution of normal and attack type data in the training and test data and Table 2 provides details about the data set attributes used in the experiments.

| Table 1. Distribution of Normal and Attack Data in Training and Test Files |
|-----------------|-----------------|-----------------|-----------------|
| Category        | No. of Connections | % Split     | Class           |
| Training Data   | 5 Million         | 10%          | 97,277          |
|                 |                   | 494,020      | Normal          |
|                 |                   | 39,674       | Attacks         |
| Testing Data    | 2 Million         | 10%          | 60,593          |
|                 |                   | 311,029      | Normal          |
|                 |                   | 250,436      | Attacks         |
Table 2. Selected Attributes used in the experiments

| Sr. No. | Attribute order based on Information Gain Ratio | Attribute | Type    | Description                                                                 |
|---------|------------------------------------------------|-----------|---------|-----------------------------------------------------------------------------|
| 1       | 3                                               | service   | discrete| network service on the destination, e.g., http, telnet, etc.                |
| 2       | 4                                               | flag      | discrete| normal or error status of the connection                                    |
| 3       | 5                                               | src_bytes | continuous| number of data bytes from source to destination                             |
| 4       | 6                                               | dst_bytes | continuous| number of data bytes from destination to source                             |
| 5       | 8                                               | Wrong_fragment | continuous| number of `wrong` fragments                                                 |
| 6       | 10                                              | hot       | continuous| number of `hot` indicators                                                  |
| 7       | 13                                              | num_compromised | continuous| number of `compromised` conditions                                           |
| 8       | 23                                              | count     | continuous| number of connections to the same host as the current connection in the past two seconds |
| 9       | 24                                              | srv_count | continuous| number of connections to the same service as the current connection in the past two seconds |
| 10      | 37                                              | dst_host_srv_diff_host_rate | continuous| % connection to the different hosts                                         |
5. RESULTS AND ANALYSIS
After performing K-Means clustering the instances are grouped into four clusters according to the data distribution. The following clusters results are shown after loading second file. Here the rectangle shows the instances that are misclustered. A total of five iterations were performed and sum of cluster centroids and inter-class distance were recorded in each iteration. Refer to Table. 3 for detailed results.

Initially the classifier is supplied with the training data for the construction of base model and afterwards the classifier was retrained according to the results of clustering process. Classifiers error rate shown to be an indicative measure to represent that change of concept has been successfully detected or not. After applying K-NN classifier to the data set the instances are classified according to the following classes. The rectangles (in red presenting the smurf class) show the misclassified instances. The classifier’s error-rate in Iteration 1 was 32%. After updating the classifier by using clustering results the classifier’s accuracy has been increased and error-rate had been reduced from 32% to 28%. A total of five iterations were performed and the classifier’s error-rate was recorded in each iteration. Refer to Table. 3 for detailed results.
6. CONCLUSION AND FUTURE WORK

This paper proposed a hybrid model based on K-means clustering and K-NN classification for Intrusion Detection. It uses cluster centroids and interclass distance as external and internal thresholds. First stage in the framework deals with anomaly detection and labels instances as normal or attack. To further investigate the instances identified as normal to see if they are misclassified, second stage of misuse detection employs K-NN and use interclass distance measure.

The experiments performed leads to the result that Inter-Class distance is a strong measure to segregate instances of normal and attack type data. Also, the graph showing differences between maximum inter-class distances and the classifier’s error rate clearly indicates that an increase in the distance significantly decreases the classifier’s error-rate. The various cluster statistics represent information regarding the clusters made, including the data elements diversity, data distribution etc. Similarly, interclass distance represents the difference between the two clusters, i.e., it shows the maximum difference that can be among the clusters. This implies that the distance increases only if data elements have diversity in them, as elements in one cluster are grouped based on some similarity and they differ from the elements in other clusters. So, greater the interclass difference, more the change in the concept (e.g., attack type instance or normal instance). Future research will focus on evaluating this framework on more instances by considering other attack types and also determining which other cluster statistics along with interclass distance can be helpful in the detection of intrusive concepts in network data streams. Furthermore, the proposed approach will be tested on NSL-KDD data set to evaluate the effectiveness of the proposed method on a variety of data sets.
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