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ABSTRACT
This paper proposes a learning-based video codec, specifically used for Challenge on Learned Image Compression (CLIC, CVPR Workshop) 2020 P-frame coding. More specifically, we designed a compressor network with Refine-Net for coding residual signals and motion vectors. Also, for motion estimation, we introduced a hierarchical, attention-based ME-Net. To verify our design, we conducted an extensive ablation study on our modules and different input formats. Our video codec demonstrates its performance by using the perfect reference frame at the decoder side specified by the CLIC P-frame Challenge. The experimental result shows that our proposed codec is very competitive with the Challenge top performers in terms of quality metrics.

Index Terms— Video Codec, Enhancement, P-Frame Coding, CLIC

1. INTRODUCTION
In the past three decades, video coding has been a popular research topic in multimedia signal processing. For the entertainment and communication industries, the need for better video coding scheme is very desirable to cut down the transmission and storage cost. Even though there are well-established video coding standards such as H.265 and H.266\textsuperscript{[1]}\textsuperscript{[2]}, video coding research is always ready for its next generation. With the advancement of machine learning, the research on video coding entering a new era. The learning-based schemes integrate deep learning (DL) techniques to further enhance or even replace the existing components such as intra frame coding and inter frame coding. Lu, et al.\textsuperscript{[3]} initiates the end-to-end scheme for learning-based video coding. The main components inside the conventional video codec, such as motion estimation and residual coding, are replaced by the trained neural-network models and the learned codec produces results close to H.265 in their evaluation.

In the past 3 years, an annual workshop has been held in CVPR called Workshop and Challenge on Learning Image Compression (CLIC)\textsuperscript{[4]}. Since 2018, CLIC hosted low-rate lossy image compression challenge sponsored by several well-known research institutes. In 2020, CLIC launched a new challenge item for P-frame coding. Given the reference frame and the target frame, the participant must compress video frames at around 0.075 bpp in average. On the leaderboard, the performance of submissions is compared using the MS-SSIM metric. This competition has proven to be able to gather submissions with interesting approaches, promoting the advancement of research in learning-based image/video coding.

As one of the participates in CLIC2020, we expand our previous P-frame coding proposal significantly and present our refined video coding system in this paper. First, a compressor is designed to encode the sparse residual image signals and motion vector maps. Second, we introduce a refinement network (Refine-Net) to enhance the reconstructed image quality. It is an integral part of our compressor. Unlike the conventional residual signal compressor, which tries to approximate only the frame difference, our compressor generates some side information, which can assist the Refine-Net to reconstruct the target image. Third, we propose a cost hierarchical motion estimator with local-attention, which produces smooth (low coding rate) optical fields with low computational complexity. Forth, we enable a bypass coding mode, which disables motion compensation in the case that motion compensation does provide coding advantage. If an acronym is needed, our system may be called Deep Enriched Video Compressor, or DEVC in short. Compared to the top teams on the CLIC2020 leader board, our method shows competitive results and produces similar reconstruction quality.

In Section 2, we review the related work in deep video coding. Section 3 describes our system framework, its components, and the training process. In Section 4, we provide the dataset details, the evaluation setup, and the evaluation result, and we discuss and conclude our scheme in Section 5. Limited by space, additional information is included in the Appendix.

2. RELATED WORK
There are a number of video coding papers including DL technologies published recently. Some papers use DL techniques to optimize the selection of parameter values in a traditional video codec (such as H.266). Here, we pay attention only to
Fig. 1. Our framework for P-frame Coding. It mainly consists of the motion estimation and compensation part and the residual coding part. Noted that the proposed Refine-Net is used together with Motion Compressor and Residual Compressor. The image luminance and chrominance components are separately processed by similar Motion-compensated Wrapper and Residual Compressor. But motion vectors are estimated using only the luminance component and the motion information is shared by the chrominance components. The decoder system is a subset of the encoder enclosed by the dashed lines. The green arrows inside the dashed lines indicate the decoding process at the decoder.

DVC [3] is one of the earlier DL-based video coding schemes. It adopts the structure of the traditional motion-compensated transform codec but replaces its components by the DL-based counterparts. For example, the conventional block motion estimator is replaced by a DL-based optical flow estimator (Flow Estimation Network). The conventional transform codec is replaced by a CNN-based compressor (Residual Coding Network). In the coding process, its Group of Picture (GOP) contains only I-frame and P-frames. The other recent DL-based video codecs often adopt a similar structure of DVC but have their own enhanced building blocks. For example, M-LVC [5] suggests multiple-frame motion computation and motion vector prediction. Agustsson, et al. [6] proposes a scale-space flow network to handle the challenging issues of disocclusion and fast motion in motion estimation/compensation. To reduce motion vector coding bit rate, Hu, et al. [7] designs a multi-scale resolution-adaptive flow coding scheme. Using a different approach, Ho, et al. [8] incorporates the classical parametric overlapped block motion compensation (POBMC) and reduces the motion vector number by a learning algorithm. Djeoulah, et al. [9] and Yang, et al. [10] introduce B-frame coding scheme in a learning-based video framework.

In most of the above published works, the residual or motion vector compressors (codec) adopt the still image codec proposed by Balle, et al. [11] or Minnen, et al. [12]. However, both the residual images (motion-compensated frame difference, MCFD) and the motion field (optical flow map, motion vector map) are information sparse signals. We believe a DL-based compressor specifically designed for coding residual signals would be more efficient than the existing solutions. Indeed, coupled with a Refine-Net, our compressor can generate “side information” to be used by Refine-Net at low bit rates. In addition, in this study, we improve the motion estimation and compensation networks. Different from the previous video codec of fixed coding path, we introduce a switchable bypass coding mode to improve individual coding efficiency.

3. PROPOSED METHOD
3.1. Overall Architecture
As shown in Fig. 1 the our proposed system pipeline is similar to that of DVC [3]. However, there are many differences. Our unique proposals are the residual and motion vector compressor network (Encoder and Decoder), the ME-Net, the Refine-Net, and the Bypass Coding Mode. The entire encoder (Fig 1) has two main parts. The upper part is motion vector estimation (ME-Net), motion vector coding (MV codec), MV Refinement net (Refine-Net) and reference frame warping (Warping). The lower part is residual signal coding (Residual codec) and reconstructed frame refinement (Refine-Net). The part enclosed by the dashed lines is the decoder (receiver) system, which is a subset of the encoder. The EC box in the codec is Entropy Codec. In our design, the MV compressor network is applied to the motion vectors coming out of ME-Net. And the Residual Codec compresses the motion compensated frame differences (MCFD). However, in case of the Bypass Coding Mode, the motion vectors are not used, only the frame differences (FD) are coded and transmitted.

It is worth to mention that the input color image is represented in the YUV (or YCbCr) format (the format used in...
CLIC20 P-frame Challenge). The 1D spatial resolution (image size) of U and V channels are half of that of Y. Each color channel is processed separately. The Y (luminance) channel is first processed using the entire system to produce the Y residual signals and the motion field, and the latter is to be used by all Y, U and V channels. The U and V channels are processed by two separate systems, which exclude the ME-Net and MV codec in Fig. 1. Although Y, U, and V are processed independently (except for the shared motion field), but their neural nets share the same parameters (weights).

### 3.2. Motion Estimation

Our framework uses a learning-based motion estimator, PWC-Net \cite{13}. To improve the extracted motion vector quality, we adopted the local attention residual block (LARB) proposed by Zhang, \textit{et al.} \cite{14}. As shown in Fig. 2, given the inputs of reference $x_{t-1}$ and target frame $x_t$, PWC-Net$(x_{t-1}, x_t)$ produces motion vector $v'_t$. Then, $v'_t$ passes through the motion enhancement network (MV Refine-Net) to produce the refined motion vector $v_t$. In the training phase, we calculate the loss function using $MSE(Warp(x_{t-1}, v_t), x_t)$. To speed up PWC-Net in computing MVS, the input images to PWC-Net are downsampled to $(1/8) \times (1/8)$ of its original size. To get back to the full size, we designed a learning-based multi-step hierarchical upsampling process. In the training process, we average the distortion loss at all levels. The hierarchical network also offers a smoother motion field using fewer bits to code. Its detail is described in the Appendix.

The Warping operation is simply using the coded backward MVS, $\tilde{v}_t$, to construct an estimated frame, $\tilde{x}_t$. That is, every pixel of $\tilde{x}_t$ comes from $\tilde{x}_{t-1}$ guided by its associated coded MV.

### 3.3. Residual Coding

Residual images are sparse signals. The motion field is also information-sparse in the sense that the object and the background often have rather uniform values. Therefore, we design an CNN architecture aiming at compressing the sparse signals. Fig. 11 (Appendix) shows the architecture of the proposed system. The main backbone is similar to that of Balle, \textit{et al.} \cite{11}. However, we include an attention block, which is critical in picking up the sparse signals. With fewer internal channels (64) and the attention block, the compressor performs better than the original model with 128 internal channels. In addition, we found that for estimating the probability used by the Entropy Coder, the network proposed by Cheng, \textit{et al.} \cite{15} is more effective. Then, the entire compressor is finetuned to cope with our target sparse signals. Two separate models are trained for coding residual image signals (MCFD) and motion field, separately. The inputs to the residual compressor are in the single channel format mentioned earlier. The input values are normalized to (-1, 1). The encoder produces 128 output feature maps. An attention block (Fig. 5) is placed at the end of the encoder to reduce the channel number to 64 (latent variables) and it also enhances the selection of sparse signals. Thus, the decoder has 64 channel input channels. We show the attention layer effect on the feature maps in Fig. 7 in the Appendix. Similarly, the enhanced motion vectors are compressed using a compressor of the same structure as the residual codec. The MV encoder also has 64 output channels (similar to that of residual codec). However, the input to the MV compressor has only two channels because a MV has only the horizontal and the vertical displacements. The input value is normalized between 0 to 1.

### 3.4. Refine-Net

Our Refinement net (Refine-Net) is not a simple noise (artifacts) reduction post-processor as proposed by many other deep video codecs. When paired with our residual compressor, the compressor sends extra signaling to hint the Refine-
To train the motion estimator, we define the loss as the rate-distortion loss, which includes both rate and distortion terms. The loss function is given by:

\[ L_{ME} = \frac{1}{d} \sum_{i=1}^{d} MSE(warp(x'_t, v'_i), x'_t) \]  

The loss function in training the compressor is the usual rate-distortion loss, \( L = \lambda \ast D + R \). As said earlier, we train our Compressor/Refine-Net models in three steps. In the first step, we exclude the Refine-net and only train the compressor networks to reconstruct the original inputs. The distortion term is calculated using \( D = MSE(x, \hat{x}) \). The rate term \( R \) is calculated from the Gaussian-mixture hyperprior model. In the second step, we freeze the compressor and train the Refine-Net using MSE. In the last step, we train the Compressor and the Refine-Net together in the end-to-end manner by changing the distortion term for \( D = 1 - MSSSIM(x, \hat{x}) \). The model is trained with high \( \lambda \) in the early training. We switch to the target \( \lambda \) after the model reaches convergence.

### 3.5. Quantization and Entropy Coding

We adopted the range coder of Duda, et al. [16] (a version of arithmetic coder) as our lossless Entropy Codec. The feature maps of motion field or residual signal are first quantized using a binary quantizer for each feature map (channel). The quantizer threshold value and dequantizer reconstruction levels are based on the mean and variance produced by the context predictor in the hyperprior module defined by Eq. (1), where \( \hat{y}^k \) is the reconstructed level at sample \( k \), \( b^k \) is the transmitted binary bit stream drawn values from -1,+1, \( \sigma^k \) and \( \mu^k \) are the outputs of the context predictor (Fig. 11).

\[ \sigma^k, \mu^k = ctx\_predictor(codes < k), \quad \hat{y}^k = \mu^k + \sigma^k b^k \]  

Then, the Entropy Encoder converts the quantized signals to a binary stream. Because the quantization and entropy coding process is a non-differentiable operation, in the training process, we estimate the bit rate using the Gaussian-mixture model proposed by [15] (Fig. 11 in Appendix) and performs entropy encoding and decoding only during the inference (testing) phase.

### 3.6. Training Procedure

We train the motion estimator and the compressors separately. To train the motion estimator, we define the loss \( L_{ME} \) as the average MSE of the warped frame at all levels as defined by Eq. (2), \( d \) is the number of levels in Fig. 10. To be noted, the MV compressor using distortion loss \( D = MSE(x, \hat{x}) \).

The loss function in training the compressor is the usual rate-distortion loss, \( L = \lambda \ast D + R \). As said earlier, we train our Compressor/Refine-Net models in three steps. In the first step, we exclude the Refine-net and only train the compressor networks to reconstruct the original inputs. The distortion term is calculated using \( D = MSE(x, \hat{x}) \). The rate term \( R \) is calculated from the Gaussian-mixture hyperprior model. In the second step, we freeze the compressor and train the Refine-Net using MSE. In the last step, we train the Compressor and the Refine-Net together in the end-to-end manner by changing the distortion term for \( D = 1 - MSSSIM(x, \hat{x}) \). The model is trained with high \( \lambda \) in the early training. We switch to the target \( \lambda \) after the model reaches convergence.

### 4. EXPERIMENTS

We evaluate our system performance using CLIC 2020 P-frame compression scenario. Given a perfect reference image frame and a target image frame, we use the proposed scheme to code one P-frame. In case where the motion field fails to do motion compensation well (i.e., the squared MCFD is larger than the squared FD for that frame), we send a Bypass Mode code (from the encoder) to the decoder to do the frame difference decoding and reconstruction without using the motion compensated frame. There are roughly 15-20% frames using the Bypass Mode, mostly, animation, graphics, and games.
Fig. 5. Upper Row - residual compressor with Refine-Net at low rates, and Lower Row - residual compressor with Refine-Net at higher rates. (a) The reconstruction of residual signal, (b) Intermediary result before Refine-Net, (c) Reconstructed frame after Refine-Net.

4.1. Experimental Setting

4.1.1. Training Setup

We used Vimeo-90k [17] triplet dataset to train our model. It contains 73,171 3-frame sequences with a fixed resolution of 448 x 256. During the training, each RGB image is cropped and flipped randomly into 256x256 and is converted to YUV format. To avoid over-fitting, we did not use UVG dataset in training, because its subset is used as the test dataset specified by CLIC. We reserve more bits for sending residual information; therefore, \( \lambda = 128 \) in training the motion compressor in MSE. On the other hand, to meet the bytes limit, we empirically adjust \( \lambda \) in the final training step. We set \( \lambda = 1024 \) for training the residual compressor with MSE loss at first step and use \( \lambda = 128 \) for MS-SSIM loss before it is adjusted to achieve the target bpp.

4.1.2. Evaluation Method

In the evaluation, we use CLIC 2020 P-frame Test Set. The dataset has 12,786 selected video frames drawn from the UGC Dataset without HDR video, vertical video, interlaced video, and smaller than 720p videos. Each frame is extracted using ffmpeg tool and converted to three separated channels, Y, U, and V following the YUV420 format. That is, the U and V image resolution (1D) is half of that of Y.

CLIC selects MS-SSIM as the quality measure of the reconstructed frames. To ensure fair evaluation, we follow the method used in the CLIC as given in Eq. (3), where \( size_i \) is the image size (pixel number) of the i-th frame. That is, given the total number of frames, \( n \), in the dataset, we multiply the MS-SSIM score of a particular frame \( i \) with its image size, \( size_i \), and then we divide the total MS-SSIM by the total frame sizes in the dataset. We do the same operation for the PSNR calculation. Our model targets at an average bit rate of 0.075 bit per pixel (bpp) or the total compressed files not exceeding 3,900,000,000 bytes.

\[
MS - SSIM = \frac{\sum_{i=1}^{n} MS - SSIM_i \ast size_i}{\sum_{i=1}^{n} size_i}
\]  

(3)

4.2. Experimental Results

The performance for our scheme is shown in Table 1. We compare our MS-SSIM results with the top 5 performers on the CLIC leader board. Our result at 0.074 bits per pixel has MS-SSIM=0.99675 and PSNR=37.46. Compared to the top performers in CLIC, our proposed scheme competes rather well. The final training step in this model was trained using 2x TESLA-V100 in DDP (Distributed Data Parallel) mode with batch size 8 for 1,000 epochs.

|                      | Bytes   | MSSSIM  | PSNR   |
|----------------------|---------|---------|--------|
| Ours                 | 38799603| 0.99675 | 37.460 |
| TUCODEC_SSIM         | 37871408| 0.99681 | 37.360 |
| TUCODEC_VIDEO        | 38152157| 0.99681 | 37.355 |
| DAMO_XG              | 38720613| 0.99676 | 41.547 |
| IMCL_MSSSIM          | 37962951| 0.99670 | 37.663 |
| SR_VCOR              | 38831925| 0.99659 | 40.914 |

Table 1. Comparison with the CLIC 2020 P-frame top performers at MSSSIM and PSNR.

Motion Vector and Residual Information Proportion.

Under our setting, the MV part is compressed in the range of 0.01 to 0.05 bpp and has acceptable quality to be used for motion compensation. Meanwhile, our residual information has a wider range and use more rate. Overall, our MV information uses 18% of the total bits.

Fig. 6. Motion compressor with Refine-Net: (a) The original motion vector map, (b) Decoder output, (c) Reconstructed motion vector map (BPP: 0.05 bpp, PSNR: 27.86).

4.3. Ablation Study

We studied different combinations and settings of the components in our system.

Refine-Net. We validate the usefulness of Refine-Net by conducting an experiment with and without Refine-Net. Fig. 9 (in Appendix) shows that Refine-Net provides about 1dB PSNR improvement, even higher at lower bit rates in our chosen subset of HEVC Class D Test set.

Input format. The input format to the compressor network has an impact on the compression efficiency. Our experiments show that compressing Y, U, and V separately is...
more efficient than using three channels together as RGB or YUV as the input. The evaluation in Fig. 8 (Appendix) shows that the separate input-channel residual compressor, which is trained for Y+U+V, outperforms the model trained for RGB format and YUV format.

**Model Size.** We compare the model size of our compressor with the original architecture and channel setting from Balle, et al. [11]. With the additional Refine-Net, our model size is still smaller by about 1M. Table 2 in the Appendix shows a size comparison for the model.

**Compressor Performance.** We tested our compressor with and without the attention-layer and the hyperprior from Cheng, et al. [15]. The compressor architecture is shown in Fig. 11 (Appendix). The evaluation result is shown in Fig. 9 (Appendix). Compare to its predecessor, our compressor works particularly well at lower rates with fewer number of channels.

5. CONCLUSION

This paper proposed a learning-based video codec for P-frame coding, which includes our designs of compressor, refinement net, and hierarchical motion estimator. Particularly, we design a compressor network and Refine-Net for coding motion field and residual information, and we propose a hierarchical ME-Net with local attention. Because motion-compensated frame difference and motion field are sparse signals, our dedicated compressors show better compression efficiency than using the conventional still-image compressors. Our final result is on-a-par with the winner of the CLIC 2020 P-frame competition.
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1. **Attention Layer Effect on Encoder.** Figure 7 shows the effect of the attention layer on the residual signals in coding. We can observe at the feature map is strengthened after adding in the attention layer, which helps the decompressor to reconstruct better with fewer number of channels in the encoder output feature maps.

![Figure 7](image)

**Fig. 7.** The effect of attention layer on residual signals. The encoder output feature map without the attention layer (middle), the output feature map with the attention layer (right), and the decompressed residual (left), which comes from the feature map with the attention layer (right).

2. **Input Format.** We compare different input formats for our model. The Y+U+V input model means each channel is compressed separately. The YUV (or RGB) input model means 3 channels are concatenated together to form the input to a single model. As Fig. 8 shows, the Y+U+V model has a higher MS-SSIM value.

![Figure 8](image)

**Fig. 8.** Comparison of compressor input format. The PSNR evaluation on CLIC 2020 P-frame Test-Set. The Y+U+V model reaches the highest MS-SSIM compares to the YUV and RGB models.

3. **Model Size.** Our compressor model is compared with Balle, *et al.* [11] in model size. The number in Table 2 shows the parameter size of each compressor model.

|                | Ours   | Balle, *et al.* [11] |
|----------------|--------|----------------------|
| Encoder        | 1.393M | 3M                   |
| Decoder        | 2.702M | 3M                   |
| Refine-net     | 1M     | -                    |

**Table 2.** Comparison for our compressor model size. We save approximately 1M parameters (with Refine-Net).

4. **Compressor Performance.** Figure 9 compares our compressor performance with its predecessor (Balle, *et al.* [11]). With the help of attention layer and Refine-Net, ours performed better with fewer channel numbers.

![Figure 9](image)

**Fig. 9.** Ablation study on the compressor architecture. It shows the PSNR and BPP of single P-Frame coding when using scale-hyperprior (SC) [11], attention block (AT) and auto-regressive hierarchical priors (AR) [15], attention block, auto-regressive, and refine-net (REF). $c_{64} = 64$ internal channels, $f_{m128} = 128$ output feature maps to quantizer. This test is conducted on a chosen subset of class D HEVC Test Set (RaceHorse, BasketBall, BlowingBubble).
5. **Hierarchical motion field generator (ME-Net).** Instead of using an optical flow net such as PWC Net to generate the full-size motion filed (motion vector map), we design a hierarchical motion field generator, PWC net plus a hierarchical upsampling structure. It offers the following advantages. (1) It produces a smoother motion field, which requires few bits to transmit compared to the full-size flow net generated motion field. (2) With multiple-step enhancement, it often produces better quality motion field. (3) It reduces the computational complexity because a full-size flow net has very high complexity. Our motion field generator is shown in Fig. 10. The original current frame \(x_t\) and reference frame \(x_{t-1}\) are down-sampled three times by the average pooling operator. The \((1/8)\times(1/8)\) frames, \(x_t^{1/8}\) and \(x_{t-1}^{1/8}\), are fed into the PWC Net to produce the motion field, \(\tilde{v}_t^{1/8}\). \(\tilde{v}_t^{1/8}\) is used to produce an intermediate warped image, \(\tilde{x}_t^{1/8}\). Then, \(\tilde{v}_t^{1/8}\) is enhanced by a simple Motion Enhancement Net to produce \(\nu_t^{1/8}\). Note that the Motion Enhancement Net (1/8-level) takes in \(x_t^{1/8}\) and the warped prediction, \(\tilde{x}_t^{1/8}\), in addition to \(\tilde{v}_t^{1/8}\). Hence, \(\nu_t^{1/8}\) is a polished version of \(\tilde{v}_t^{1/8}\) to produce a better warped frame for \(x_t^{1/8}\). Then, \(\nu_t^{1/8}\) is upsample to \(\nu_t^{1/4}\), and then another Motion Enhancement Net (1/4-level) is employed to produce a polished motion field at 1/4-level, \(\nu_t^{1/4}\). The same Motion Enhancement Net structure is repeated until we obtain the full-size motion field. In the training process, we use the motion field produced at each level to produce the warped frame and calculate the average MSE of that level. The average MSE of all levels is used to calculate the final loss function.

Fig. 10. Hierarchical motion field generator (ME-Net): The Motion Enhancement Net (left) is a module used in the hierarchical structure (right) of our ME-Net. The PWC-Net is performed on the 1/8 scale of the original frame size. To accommodate the loss information due to the 3-stage scaling, we construct a hierarchical enhancement structure to improve the motion field in the upscaling process. Our Motion Enhancement Net (left) uses two Local-Attention Residual Block. Note that the inputs to the Motion Enhancement Net is a concatenation of the warped frame (Y channel), the current frame (Y channel) and the estimated motion field. In training, the average MSE of every less are summed together to form the overall distortion.
Fig. 11. Our compressor consists of basic codec (left half) and hyperprior module (right half). The basic encoder and decoder are similar to the codec of Balle, et al. [11]. We add an attention block into the end of the encoder. In training, our quantization is modeled as additive uniform noise. This architecture is used for coding the residual signals and the motion field. The hyperprior architecture is adopted from Cheng, et al. [15]. The yellow block has GDN activation. The green block has IGDN activation. The red block has ReLU activation.

Fig. 12. The decoder part in our compressor. It is a subset of the complete codec (Fig.11). The hyperprior uses an auto-regressive mechanism to decode y at the cost of computation.

Fig. 13. The decoder for the CLIC P-Frame scenario. It needs two inputs, compressed motion field and compressed residual signals, to reconstruct the target \( \hat{x}_t \). Noted that we use the perfect reference frame under the CLIC specification.
Fig. 15. Our decoding process uses the decompressed motion field \( \hat{v}_t \) (0.01 bpp) to construct the motion compensated frame \( \tilde{x}_t \). We add the decompressed residual signals \( \hat{r}_t \) (0.16bpp) and the motion compensated frame to produce the intermediary result \( \tilde{x}_t + \hat{r}_t \), and then it goes through the Refine-Net to generate \( \hat{x}_t \) (PSNR = 44.26, MSSSIM = 0.999). The reconstruction for U channel takes 0.065 bits-per-pixel (PSNR= 52.52, MSSSIM=0.999), and the reconstruction for V channel takes 0.056 bit-per-pixel (PSNR=51.81, MSSSIM=0.998). Only the Y-Channel images are shown here.
Fig. 16. Our decoding process skips the motion compensation when the motion estimation produces more error than without. It adds the decompressed residual signals $\hat{r}_t$ (0.16bpp) and the perfect reference frame $x_{t-1}$ to produce the intermediary result $x_{t-1} + \hat{r}_t$ and then it goes through the Refine-Net to generate $\hat{x}_t$ (PSNR = 43.18, MSSSIM = 0.999). The reconstruction for U channel takes 0.034 bit-per-pixel (PSNR=54.92, MSSSIM=0.999), and the reconstruction for V channel takes 0.040 bit-per-pixel (PSNR=53.39, MSSSIM=0.999). Note that $\hat{r}_t$ contains extra signaling (grid pattern on face) to be used and removed by Refine-Net. Only the Y-Channel images are shown here.