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**A B S T R A C T**

We propose a cost-effective online nesting procedure (CONeP) for regional atmospheric models to improve computational efficiency. The conventional procedure of online nesting is ineffective because computations are executed sequentially for each domain, and it does not enable users freely to determine the number of computational nodes. However, CONeP can completely avoid this limitation through three actions: 1) splitting the processes into multiple subgroups; 2) making each subgroup manage just one domain; and 3) executing the computations for each domain simultaneously. Since users can assign an optimal number of nodes to each domain, the model with CONeP is computationally efficient. We demonstrate the computational advantage of CONeP over the conventional procedure, comparing the elapsed times with both procedures on a supercomputer. The elapsed time with CONeP is markedly shorter than that observed with the conventional procedure using the same number of computational nodes. This advantage becomes more significant as the number of nesting domains increases.

© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license. (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Regional atmospheric models are widely used for numerical weather prediction and regional climate projection. The lateral boundary and initial conditions in such simulations are given by external data that represent large-scale phenomena, e.g., the output of an atmospheric general circulation model or reanalysis data. For example, the fine structures of squall lines accompanied by local heavy rain within the large-scale environment are often investigated using the regional model. To express both the large-scale environment and fine structures simultaneously, it is necessary to configure a wide area for the former, on the order of thousands of kilometers, and a high-resolution area for the latter, on the order of a few kilometers. This type of experiment requires considerable computational resources within a single simulation with a homogeneous spatial resolution.

One possible solution to reduce the computational resources required is the domain nesting method, shown in Fig. 1. This method is adopted in many regional atmospheric models, such as the Advanced Regional Prediction System (ARPS) model
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Fig. 1. Domain-nesting experiment. The computational domains are triply nested. Gray rectangles indicate the nesting location of the child domain. Shading indicates the topography of the domain.

![Domain-nesting Experiment](image)

Fig. 2. Execution procedures for offline nesting, the conventional procedure of online nesting, and the new implementation of online nesting. "parent-d" and "child-d" denote the parent domain and child domain, respectively. Jobs for each domain are executed separately in offline nesting. A single job is executed for both domains in online nesting.

Although the procedure for offline nesting is simpler and easier to implement than that for online nesting, intermediate files are necessary for data transfer between the two domains. Fig. 2(a) shows the procedure of offline nesting for a doubly-nested domain. Since the simulations for the outer and inner domains are conducted separately, the history data of the outer domain simulation should be saved once in a storage location. Generally speaking, in order to suppress temporal errors due to the lateral boundary condition from the outer-domain simulation, it is desirable to update its interval in the inner-domain simulation as frequently as possible. The sufficient update interval of the lateral boundary condition has been investigated [12]. Denis [13] concluded that a 6h interval is sufficient for a 45 km horizontal resolution, but a much shorter interval is required for higher resolution. Mass [14] suggested that a 6h interval is insufficient for regional numerical weather prediction. Recent high-resolution simulations tend to demand a high updating frequency. As a result, tremendous data storage is required to satisfy the sufficient update interval of the input data to the inner simulation. It is often unrealistic. Practically, the output interval is compromised by the file size of the history data.
Online nesting resolves this issue. It is free from the file-size problem because calculations for the outer and inner domains are conducted simultaneously. The history data of the outer domain is transferred by means of intercommunications instead of files. The boundary conditions for the inner domain can be updated with ideal frequency, e.g., for every time step of the outer domain. Online nesting is available in the current regional atmospheric models. Michalakes [15] implemented online nesting by means of a straightforward extension from offline nesting. Both domains are handled by the same processes in Michalakes’s implementation, as shown in Fig. 2(b). This conventional procedure of online nesting (CNV) is commonly used in regional atmospheric models.

Considering modern architectures and future trends in high-performance computing (HPC), the CNV is not suitable for obtaining efficient computational performance because of the difficulty of strong scaling. In modern HPC architectures, the numbers of processors are markedly increasing, outpacing improvements in intercommunication speed. Assuming that the outer domain has fewer grid points and a coarser resolution than the inner domain, the problem size per processor in the outer domain is smaller than that in the inner domain. It is because the same number of computational nodes is used for all domains in the CNV. Thus, the computational efficiency for computing the outer domain is considerably degraded due to amount of data that must be communicated between neighboring nodes.

Does a more effective procedure exist for online nesting with respect to computational performance? This is the motivation of our study. Recently, a new task-assignment scheme has been implemented for parallel computation of multiple domains in the National Centers for Environmental Prediction (NCEP) Nonhydrostatic Multi-Scale Model on the B grid (NMMB) [16,17]. However, the advantage of this procedure over the CNV has not yet been verified formally on any massively parallel system.

In this study, we propose a procedure based on the aforementioned parallelization concept for online nesting that adds several specialized functions and demonstrate its usefulness. Our framework of nesting is called cost-effective online nesting procedure (CONeP). This procedure makes it possible to execute nested domain calculations simultaneously, as in the NMMB. We also add additional convenient functions and flexible settings for vertical grid arrangements and map-projection types, on a domain-by-domain basis.

The other aspect of domain nesting concerns inter-domain communication using either the one-way (constraining) or two-way (interactive) method. We focus on the one-way method, and discuss the merits of one-way method against two-way method in the next section. In addition, we examine the case of a stationary domain and do not address the moved nesting case.

We describe in detail the aspects of CONeP in Section 2, specifically the design concept, management of processes, details of resolving the domain relationship, and computational procedures for domains. We demonstrate the usefulness of CONeP through experiments in Section 3. Finally, we provide the study’s conclusion in Section 4.

2. Detail framework for CONeP

We assume that processes and inter-process communications are managed by the message passing interface (MPI) [18] and a single process is assigned to a single computational node. Henceforth, process refers to a single specific node.

2.1. Design concept

CONeP is designed so that multiple domain computations can be executed in parallel by splitting computational processes. Fig. 2(c) shows the schematic diagram, in which the calculations of the outer and inner domains overlap; while the inner-domain calculation is performed until the next boundary-update time, the outer-domain calculation is performed in parallel for the next time step. Since the latter result is used immediately for the inner-domain calculation as the boundary condition, the inner-domain calculation can be continued. By assigning all the required computational processes properly into the inner- and outer-domain simulations, the outer-domain calculation can be hidden behind the inner-domain calculation. At this time, the number of processes for each domain can be tuned to achieve optimal computational efficiency. Thus, CONeP is expected to be superior to the CNV in terms of computational efficiency. So far, we have considered only the two-domain case for simplicity. However, the actual implementation of CONeP enables its application to any multi-domain case.

Flexibility in configuring an experiment domain by domain is another issue. In the nesting framework, each domain requires an experimental configuration that is free from restrictions enforced by the settings of the other domains, such as limits on the sizes of the regional and horizontal/vertical resolutions. Although offline nesting easily satisfies such demands, most existing online implementations of models seriously suffer from such restrictions. For example, users of most existing online systems cannot determine the vertical grid arrangements of the inner and outer models individually. The selection of map projections of horizontal grid systems for inner models has a similar problem.

In online nesting, two types of data communication method are available: the one-way and the two-way methods. Originally, the two-way method was proposed to remove numerical noise near the interface between the coarse-grid and fine-grid domains [19–21]. Here, the results in the fine-grid domain are fed back to the coarse-grid domain. On the other hand, a sponge-layer method is then useful for the one-way method to reduce the numerical noise [22]. Based on idealized numerical experiments, Harris [23] concluded that the two-way and sponge-layer methods are effective in reducing numerical noise. Soriano [24] conducted numerical experiments for real atmospheric phenomena and revealed that the capabilities of
the one- and two-way methods vary with different phenomena. In reality, both the one- and two-way methods are used in applications and operational forecasts [23]. Furthermore, a virtue of the one-way method is that we can place an intentional limitation on simulated small-scale phenomena under a certain large-scale state, especially in ideal test cases.

In terms of computational performance, the one-way method has the great merit of performing parallel calculations for nested domains. This is because the time integration of the coarse-grid domain is not dependent on that of the fine-grid domain. The possibility of parallel computation represents a major advantage in reducing the computational time. Therefore, we focus on the one-way method in this study.

The necessary components of CONeP to satisfy the aforementioned requirements are as follows: 1) splitting processes and a communication interface; 2) resolution of domain relationships; and 3) the procedures of computation in each domain. These are explained in the following sections.

2.2. Splitting processes and establishing a communication interface

For simplicity, we assume that 25 processes are used for an experiment with doubly-nested domains, as shown in Fig. 3. The inner domain is located completely within the outer domain. The outer and inner domains are referred to as the parent (PD) and child (CD) domains, respectively. In the MPI, a communicator defines a group of processes, which can communicate with others in the same group. A general communicator, i.e., MPI_COMM_WORLD, is created automatically, including all processes, when the program is launched. To realize parallel computation for multiple domains, MPI_COMM_WORLD is split into several sub-communicators, which are assigned to each domain (Fig. 4). The 25 processes are split into two groups, with 9 and 16 processes for the PD and CD, respectively. To split MPI_COMM_WORLD, an MPI function called “MPI_COMM_SPLIT” is used for ease of implementation.
Any specific process can be identified by its color and its key. Each sub-communicator has its own “color”, and each process within any sub-communicator has its own unique “key”; color is an id number of the sub-communicator and key is a rank number or task-id within the sub-communicator. A communication interface is needed to transfer data between different colors. The “inter-communicator” is the interface that connects Color 1 with Color 2 in Fig. 4. Note that even when more than two domains exist, a unique inter-communicator is defined for any two domains that are communicating with one another.

A process assigned to a domain cell is denoted in the manner of “p-key:0” or “c-key:0” in Fig. 3; the first characters “p” and “c” refer to parent and child, respectively, and the number is the key number. As shown in Fig. 3(a), the PD is divided into 9 domain cells with three-by-three mapping, and the 9 processes are assigned to compute over the domain cells. In the same manner, the CD is divided into 16 domain cells with four-by-four mapping, and the 16 processes are assigned to the 16 domain cells, as shown in Fig. 3(b). This is the two-dimensional domain-decomposition scheme of the domain cells, similar to those in Sathyne [1] and Michalakes [7]. Intra-domain communication is necessary for halo data communication in stencil calculations. Since processes for each domain belong to one common sub-communicator, halo data communication is executed within this sub-communicator in the same manner as in a single-domain experiment.

When time integration is executed, data are transferred from the PD to the CD using the inter-communicator. Before starting the time integration, we must specify the method in which a key in the sub-communicator of Color 2 is related to the keys in that of Color 1. The detailed method for this specification is explained in the following section.

2.3. Resolving domain relationships

To achieve flexible settings for the domain location, a relationship between the PD and the CD should be resolved within the program automatically. Two tasks must be completed to resolve a domain relationship. The first is to determine the corresponding PD keys for any CD key. The second is to interpolate data from the PD grid points to the CD grid points.

2.3.1. Determining inter-domain key relationships

To determine communication destinations, we must find the set of keys of the PD domain cells that spatially overlap with a certain CD domain cell. We call the set of keys the corresponding PD keys. For each CD key, we determine the corresponding PD key based on the key distribution over the domain cells and the latitude/longitude information. The identified PD keys are saved in memory as a destination list in the CD keys, and a destination list in the PD keys is generated as a reverse resolution of the list in the CD keys. Thus, two lists for each domain communication consistently form the pairs. Using the list, a PD key specifies all destinations of the corresponding CD keys in the inter-domain communication. When more than two domains exist (i.e., multiple nesting), lists are generated for all parent-child relationships.

Fig. 5 provides an example of the manner in which corresponding PD keys are determined for the same configuration as in Fig. 3. We can usually specify PD keys by the coordinates of the southwestern (SW) and northeastern (NE) corners. For example, consider c-key:5. In this domain cell, the SW corner is located at 134.0°E/33.6°N and the NE corner is located at 135.6°E/34.9°N. In the domain cell of p-key:4, the SW corner is located at 133.5°E/33.3°N and the NE corner is located at 136.8°E/36.1°N. Since both the SW and NE corners of c-key:5 are within the internal region of p-key:4, the corresponding PD key for c-key:5 is determined to be the p-key:4 only. The corresponding PD key for c-key:0 is likewise determined with respect to the NE and SW corners. Thus, the four corresponding PD keys are given as the four keys of 0, 1, 3, and 4. After the PD keys for each CD key are determined, destination lists are generated to describe the relationship, as shown in Fig. 6.
2.3.2. **Data interpolation on the CD grid points**

Horizontal interpolation is conducted based on the distance from the CD grid point to the PD grid point, which is calculated using latitude/longitude data. The linear interpolation is defined as

\[
C(x, y) = \sum_{i=1}^{n} F_{x,y,i} P(X(i), Y(i)),
\]

\[
F_{x,y,i} = \frac{(1/Wt_{x,y,i})}{\sum_{i=1}^{n} (1/Wt_{x,y,i})},
\]

where \(C\) is the interpolated data at the CD grid point, and \(P\) represents the original data at the PD grid point. \(x\) and \(y\) are grid-point indices in the CD, and \(X\) and \(Y\) are grid-point indices in the PD having the array size of \(n\). \(F\) is an interpolation factor and \(i\) is the index of the source grid points \((i = 1, 2, \ldots, n)\), where \(n\) is the total number of source grid points; in our implementation, the default setting is \(n = 4\) for horizontal interpolation. The PD grid points \((P_{X(i), Y(i)})\) are determined as the nearest points to the CD grid point \((C_{x, y})\). When \(n = 1\), the interpolation corresponds to the nearest-neighbor method. \(Wt\) is a weighting factor, namely, the value of the distance between the CD and PD grid points. The latitude/longitude data of the PD were previously transferred to the CD by means of inter-domain communication to calculate the weighting factors.

Source grid points are searched and interpolation factors are calculated only for the necessary grid points, i.e., halo regions of stencil calculations and nudging regions at the boundary. Since the domain relationship does not change during time integration, these procedures can be performed before the time integration process starts.

2.4. **Sequence of the computations in each domain**

The sequence of the computations in each domain is chosen to allow for the execution of the time integration in parallel in each domain. The inter-domain communication is implemented with asynchronous communication, using the MPI function MPI_SEND/MPI_RECV.

**Fig. 7** shows the sequence of a series of inter-domain communications. The program is initialized for the double-nesting case. Here, the time interval of the integration in the CD is assumed to be half that in the PD. In **Fig. 7**, \(t_1\) and \(t_2\) (\(= t_1 \times 2\)) indicate the times at each time step. \(t_0\) is the initial time, and the time integration is conducted up to \(t_2\). PD data at two time points are required to determine a boundary condition for the CD. The boundary condition at an intermediate time, such as \(t_{1/2}\), is calculated with linear interpolation, using the data at these two time points. Thus, the CD process waits at the initialization stage until the PD data at \(t_0\) and \(t_1\) are transferred to the CD process. The time integration in the PD between \(t_1\) and \(t_2\) is overlapped with that in the CD between \(t_0\) and \(t_1\). The inter-domain communication with the PD processes at \(t_2\) is also overlapped with the time integration in the CD between \(t_0\) and \(t_1\). Since the receiving cue is issued before the time integration, the PD data can be received by the CD processes in the background, as indicated by “rv cueing” in **Fig. 7**. Thus, the two sets of time integration procedures in the two domains are conducted in parallel. The PD processes must wait to receive the final boundary data from the CD processes before finalizing the program.

To run continuously without any pause in the integration of the CD, the sum of elapsed times for the time integration of the PD and the inter-domain communications should be shorter than the elapsed time for the time integration of the CD. The user can satisfy this condition by setting the process numbers assigned to each domain.

2.5. **For flexible experimental settings**

To ensure flexible settings in online nesting, we use a three-dimensional linear interpolation. This allows us to set different vertical grid arrangements for each domain. The vertical interpolation is also defined by (1) and (2); the default setting is \(n = 2\) for vertical interpolation.
Since the horizontal interpolation depends only on latitude/longitude data, users can freely set the domain locations and/or the map-projection types for each domain, as long as the CD is located on the inner PD. To interpolate between the different map projections, vector variables such as horizontal wind components \((u(x, y), v(x, y))\) are given special treatment. The vector variables are rotated on a local Cartesian grid system, having been converted from the map-projected grid. Thus, information on the map projection about other domains is not required. The horizontal vector components are converted using relational expressions as follows.

\[
\begin{pmatrix}
u_{\text{cart}} \\
v_{\text{cart}}
\end{pmatrix} = \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix} \begin{pmatrix} u_{\text{map}} \\
v_{\text{map}} \end{pmatrix},
\]

where \(u_{\text{cart}}\) and \(v_{\text{cart}}\) are the west–east component and the south–north component, respectively, on the local Cartesian grid system; \(u_{\text{map}}\) and \(v_{\text{map}}\) are the same as \(u_{\text{cart}}\) and \(v_{\text{cart}}\) but on the map-projected grid system; and \(\alpha\) is a rotation angle between two grids, which is formed by the x-axis on the map-projected grid and that on the Cartesian grid at the same location.

### 3. Test experiment of the new implementation

We applied CONeP to SCALE-RM \([10, 11]\) and tested its performance using the model. SCALE-RM is based on the finite volume method and uses a cuboid control volume with the Arakawa-C grid system. The K computer was used for performance measurements and its peak performance reaches to ten petaflops within the full system. The computational performances were measured using the profiler of the Parallelnavi \([25, 26]\). We measured the elapsed time of CNV as the sum of those for all domains, based on Michalakes \([15]\).

#### 3.1. Experimental settings

We conducted an experiment to assess performance. Details of the experimental settings are shown in Table 1. The computational domains were triply nested. The nesting relationship was the same as that shown in Fig. 1. The region of
Domain 1 had an area of $2160 \times 2160$ km, and Domain 2 an area of $720 \times 720$ km within Domain 1. In a similar fashion, Domain 3 had an area of $240 \times 240$ km, embedded within Domain 2. The computational space is defined by the three-dimensional Cartesian coordinates in the SCALE-RM model. The total numbers of grid points $(nx \times ny \times nz$, where $nx$, $ny$, and $nz$ are the longitudinal, meridional, and vertical directions, respectively) are 307,200, 409,600, and 512,000 for Domains 1, 2, and 3, respectively. To compare the performance of CONeP to that of CNV, the experimental settings were configured regarding the process distribution, as shown in Table 2. A single process was assigned to a single computational node, and 100 nodes were used in both the CNV and CONeP cases. It is important that the number of computational nodes be the same in the two experimental cases for a fair comparison. If the elapsed time of the simulation with CONeP is shorter when using the same number of computational nodes as with CNV, the leading time against the wall clock (i.e., the available period, as forecasted) becomes longer in the numerical weather prediction model. Since the computational nodes are distributed over the domain by means of a two-dimensional mapping, as shown in Fig. 3, the grid number in a cell in Table 2 is defined by the grid number/node number on each axis. Thus, the grid numbers in the domain cell differ for the two experimental cases. A mapping of computer nodes should be arranged similarly to the mapping of the domain decomposition. This is because neighboring communication in the intra-domain is executed as a data transfer without node hopping in such a node mapping. Since the network topology of the computational nodes on the K computer is a six-dimensional mesh/torus fusion (Tofu) interconnect topology [27], this is achieved with a two-dimensional node mapping. For the CNV case, the node mapping is specified as $(mx, my) = (10, 10)$. For the CONeP case, the node mapping should be tuned by considering Domain 3. This is because the elapsed time for Domain 3 is dominant over the other parts of the elapsed time in the new implementation. The node mapping for the 100 nodes is specified as $(mx, my) = (8, 13)$ to retain a similarity to the domain decomposition in the nodes of $(8, 10)$ in Domain 3, and computational nodes for Domains 1 and 2 are provided from the remaining nodes of $(8, 3)$. Although $104 (\equiv 8 \times 13)$ total nodes are assigned to the job, four nodes are not used in the program execution. With these settings, the neighboring communication in the intra-domain is executed as a data transfer without node hopping in all domains for the CNV case, and in Domain 3 for the CONeP case.

In this evaluation, the computational performance was measured only in the dynamical core of the numerical model. The effects of physics schemes, such as cloud microphysics, are discussed in Section 3.3. Note that the initialization part of the program was eliminated from the performance measurement. The experiments were conducted nine times for each case, and the results contained only the minimum elapsed times, i.e., maximum performances, in the experimental runs to avoid contamination by the run-to-run variability. To examine the largest load case for inter-domain communication in this study, the inter-domain communication and corresponding interpolation of CONeP was implemented so that all fields of PD data in the domain cell were transferred to the CD.

### 3.2. Experimental results

The elapsed times for a 1350-s time integration are shown in Table 3. The total elapsed time for the CNV case was 21.3 s, while it was 16.6 s for the CONeP case, approximately 22% faster than CNV with the same number of computational nodes. Thus, CONeP has better computational efficiency than the conventional process. As a reference, we measured the sole domain case for Domain 1 region by Domain 3 grid space, the elapsed time for a 1350-s time integration was 354.0 s by using 100 nodes.

In the CNV case, the elapsed times for computation and inter-domain communication were measured as individual executions in each domain, i.e., as single domain runs. In this experiment, two types of inter-domain communications were
conducted: from Domain 1 to Domain 2 (d1 d2) and from Domain 2 to Domain 3 (d2 d3). The elapsed times of inter-domain communication for one time step were measured as 0.0020 s in d1 d2, and 0.0021 s in d2 d3, according to the interval measurement. For 1350 s integration, inter-domain communications in d1 d2 and d2 d3 were executed 50 and 150 times, respectively. Therefore, the total elapsed time of inter-domain communication was \( (0.0020 \times 50) + (0.0021 \times 150) = 0.42 \) s.

In CONeP, the elapsed time of the inter-domain communication should be hidden, ideally by that of the computation. In our experiment, although the elapsed time was sufficiently short, it was not zero; it was measured as 0.5 s by the interval measurement (Table 3). This finding is mainly attributable to the interpolation process and memory copying for updating the lateral boundary condition. The elapsed times for others in Table 3 include the entire process except for time integration calculations and communications, e.g., log file output. We assumed that the elapsed times for others in CNV are exactly the same as those in CONeP because both use the framework of the SCALE-RM model.

### 3.3. Discussion of computational performance

In this study, we discuss computational performance by considering the difference in total elapsed time between CNV and CONeP. The computational performance for each domain was measured on the K computer using the profiler of the Parallel-navi. Table 4 shows the computational performances of CNV and CONeP. This result clearly reveals that CONeP outperformed CNV in all domains. Owing to the appropriate assignment of the node numbers to each domain in CONeP, the computational performance is maintained in the outer domains. On the other hand, in CNV, the computational performances for Domains 1 and 2 are particularly low. This degradation of computational performance derives from the difficulty of strong scaling for the stencil calculation, as described in Section 1.

The performance degradation becomes critical when the number of nesting domains increases. We assumed that the inner domain has more grid points and higher spatial resolution than the outer domain (i.e., the inner domain has a larger problem size than the outer domain). When another innermost domain was added to calculate with higher resolution, the total problem size became dramatically large. To perform the calculation within the shortest elapsed time possible, we would use a greater number of nodes than in the previous configuration. For CNV, the computational performance in the outer domains may degrade as a result of assigning too many nodes for a small problem size. In contrast, for CONeP, the node assignment for pre-existing domains is not changed, and the extra nodes should be assigned to the newly added domain. If sufficiently many nodes are allocated in order to calculate the newly added domain within a similar elapsed time with the other domains, we can add higher resolution domains to the experiment without increasing the elapsed time in CONeP.

For example, if we add a fourth domain to the interior of Domain 3, the performance degradation would become greater in CNV. To demonstrate the quad-nesting case, we conducted another experiment. The details of these experimental settings are shown in Table 5. Considering this quad-nesting case with 576 nodes on the K computer, the total elapsed time for CNV is 62.6 s, and that of CONeP is 43.3 s (Table 6). Thus, the elapsed time for CNV is approximately 31% shorter than that for CONeP. Therefore, CONeP has a greater advantage with an increased number of nested domains.

Considering the recent trends of HPC architecture, the improved interconnect speed is slower than the computational speed. CNV is more significantly affected by the relative degradation of interconnect speed than CONeP because the ratio of intra-domain communications to computations in CNV is greater than that in CONeP. In short, the difference between the elapsed times in CONeP and CNV will be greater in consideration of strong scaling. Thus, CONeP is a more promising method than CNV.

In the previous discussion, we assumed that the inner domain has a larger problem size than the outer domain. However, the advantages of CONeP can be maintained in principle when the outer domain has a larger problem size than the inner domain, or when the intermediate domain has the largest problem size. CONeP is free from such problems. We can assign the proper node numbers for each domain by considering the problem size.

Considering the future of HPC, inter-domain communications should be optimized, depending on the network topology and speed. Potential exists for further improvements in our online nesting procedure. One possibility is node mapping. For example, in the Tofu interconnect topology, the elapsed time for inter-domain communications could be reduced by stacking the nodes assigned to Domain 2 onto those assigned to Domain 1, instead of placing them side-by-side. The distances between computational nodes are shorter than in the side-by-side case, and the collision frequency between intra-domain and inter-domain communications can be decreased by using different axes of the dimensions. In a fat-tree topology, the
aggregation layer can be separated between intra-domain and inter-domain communications, and the frequency of communication congestion can be decreased by allocating different branches of the tree to the different domains.

Another possibility for improving its performance involves careful implementation of data transfer in inter-domain communications. In inter-domain communications, all PD data over the domain are transferred to the CD in the SCALE-RM model, as described in Section 3.1, to examine the worst-case scenario. In fact, only PD data corresponding to the boundary and nudging areas in the CD are required for data transfer. In this case, the data size is reduced by transferring only the necessary data, so that the speed of inter-domain communications is increased.

To date, we did not include physics schemes, such as the cloud microphysics scheme, in our performance measurements. Since most physics schemes do not have dependencies in the horizontal direction, higher scalability for computation in areas other than the dynamical core is expected in physics schemes. However, the scalability of physics schemes worsens with larger nodes because of load imbalance (e.g., [28]). Based on architecture trends for the future of HPC, improvements in memory or communication speed will be less significant, compared to improvements in computational performance. The weight of the dynamical core in the total elapsed time will increase in the future. This is the reason why we focused only on an estimation for the dynamical core in this study.

4. Conclusions

We proposed a cost-effective online nesting procedure (CONeP), which has great advantages over the conventional procedure of online nesting (CNV). These advantages include an update interval for the data and the lack of a need for an intermediate file. As shown in this paper, the CNV is not suitable for cases with multiple nested domains on a massively parallel computer from the viewpoint of computational efficiency.

In CONeP, the processes are split into multiple sub-communicators, each assigned to a different domain. The time integration in each domain is conducted in parallel by multiple sub-communicators. The computational performance of CONeP is higher than that of CNV because the process parameters can be tuned specifically for each domain in CONeP. The performance improvement was assessed by measuring the elapsed time for ideal experiments. In the quad-nested case using 576 nodes (processes), the total elapsed time of CONeP was 31% shorter than that of CNV.

Table 5
Experimental settings and settings for the MPI process distribution for performance assessment with quad-nested domains.

|                      | Domain 1 | Domain 2 | Domain 3 | Domain 4 |
|----------------------|----------|----------|----------|----------|
| Grid space           | 27 km    | 9 km     | 3 km     | 1 km     |
| Grid number (nx)     | 120      | 120      | 120      | 120      |
| Grid number (ry)     | 120      | 120      | 120      | 120      |
| Vertical levels (nz) | 48       | 64       | 80       | 96       |
| Time interval        | 27 s     | 9 s      | 3 s      | 1 s      |
| Integration period   | 1350 s   | 1350 s   | 1350 s   | 1350 s   |
| Time steps           | 50       | 150      | 450      | 1350     |

Table 6
Elapsed time for 1350-s time integration for a quad-nesting case.

| Elapsed time for inter comms | CNV | CONeP |
|------------------------------|-----|-------|
| 1.6 s                        | 1.2 s |       |
| 1.3 s                        | Behind (9.3 s) |       |
| 4.4 s                        | Behind (17.7 s) |       |
| 14.1 s                       | Behind (23.2 s) |       |
| 40.8 s                       | 41.7 s |       |
| 0.4 s                        | 0.4 s |       |
| Total elapsed time           | 62.6 s | 43.3 s |
Considering the future of HPC, internode communication speed will likely increase to a lesser degree than computation speed, and strong scaling will become more difficult. Thus, the framework of CONeP is necessary for adjusting process numbers according to the problem size of each domain. This framework has also advantages for flexible settings with domain location, vertical grid arrangement, and map projection selection. This virtue is inherited from the offline nesting method. In this sense, we can say that CONeP is a promising nesting procedure, directed toward the future of HPC.
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