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Abstract—Learning representations from unlabeled time series data is a challenging problem. Most existing self-supervised and unsupervised approaches in the time-series domain fall short in capturing low- and high-frequency features at the same time. As a result, the generalization ability of the learned representations remains limited. Furthermore, some of these methods employ large-scale models like transformers or rely on computationally expensive techniques such as contrastive learning. To tackle these problems, we propose a noncontrastive self-supervised learning (SSL) approach that efficiently captures low- and high-frequency features in a cost-effective manner. The proposed framework comprises a Siamese configuration of a deep neural network with two weight-sharing branches which are followed by low- and high-frequency feature extraction modules. The two branches of the proposed network allow bootstrapping of the latent representation by taking two different augmented views of raw time series data as input. The augmented views are created by applying random transformations sampled from a single set of augmentations. The low- and high-frequency feature extraction modules of the proposed network contain a combination of multilayer perceptron (MLP) and temporal convolutional network (TCN) heads, respectively, which capture the temporal dependencies from the raw input data at various scales due to the varying receptive fields. To demonstrate the robustness of our model, we performed extensive experiments and ablation studies on five real-world time-series datasets. Our method achieves state-of-art performance on all the considered datasets.

Index Terms—Noncontrastive learning, self-supervised learning (SSL), temporal convolutional network (TCN), time-series.

I. INTRODUCTION

TIME-SERIES data such as electroencephalogram (EEG), electrocardiogram (ECG), or data collected from wearable devices are extensively used in various fields, particularly health care. With the advancement of technology, the volume of captured time-series data is rapidly expanding; thus, computer-aided algorithms are needed to assist physicians in making accurate and timely diagnoses. Deep learning models [1], [2], [3], [4] outperform traditional time series analysis methods such as applied statistical and machine learning. However, training data-hungry deep learning models with a limited amount of annotated samples is difficult. Unlike natural images, understanding and annotating time-series data is challenging and expensive and often requires a domain expert [5], [6]. Further, supervised deep learning models with small annotated datasets often learn the task-specific representations which have limited generalizability.

Self-supervised learning (SSL) has emerged as a popular choice due to its ability to learn meaningful generalized representations from the underlying structure of unlabeled data itself [7], [8], [9], [10]. SSL encourages unsupervised pretraining followed by data-efficient supervised fine-tuning with a limited set of annotated data thus, provides a way to leverage abundant unlabeled time-series data generated in daily clinical practices. Recently, it gained a lot of attention in various domains like computer vision, natural language processing (NLP), graphs, and speech, as it achieved near state-of-the-art supervised learning performance. SSL based upon the nature of pretraining, is mainly divided into three paradigms.

1) Predictive: Pretext objectives relevant to the domain and the input data are designed first in the SSL pretraining part, which is then solved by a model to learn generic representations. The learned representations are then subsequently applied to the different downstream tasks, such as object classification and detection. For example, [11] proposed to learn representation by solving a jigsaw puzzle, [12] proposed Exempler-CNN, [13] prediction of the rotated angle of the input image, [14] proposed image colorization pretext task. Although solving the pretext task enables the model to learn meaningful representations, however, identifying and designing the right pretext task is itself a challenge. Also, pretext tasks are not generalizable across different domains and tasks; for example, if the pretext task is to predict the rotation angle of an image, it may deviate the model from learning other features like color and distortions [7].

2) Generative: In this, the pretext task is designed to reconstruct the original input while learning the meaningful latent representation. In [15], authors proposed a context autoencoder, which is trained to fill in the missing piece
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Discriminative: In contrast to generative models, discriminative approaches are led by contrastive learning [7], [8], [9]. Contrastive learning is an instance-level discriminative approach, where the basic idea is to learn transformation invariant representations by pushing the augmented samples from the same input image (positive pairs) toward each other in the embedding space, while those belonging to different input images (negative pairs) are pushed apart. Recent advances in contrastive learning have shown prominent results. Recently, non-contrastive approaches [18], [19] have also emerged to mitigate the inherent challenges of contrastive learning by relying only on positive pairs to learn effective representations.

Existing discriminative SSL approaches are developed explicitly for image or text data since there are multiple augmentation strategies available to create positive and negative pairs. Recently, some works based on contrastive learning [20], [21], [22] for EEG, ECG, and other time series data have been proposed. However, augmentations from image and text modality are not readily transferable to time-series data due to its inherent heterogeneity in magnitude, frequency, and time [23], [24]. Time-series data, in general, need domain and problem-specific augmentations, as augmentations like color distortion, superpixel, and cartoonization may not work for time series data. Further, most existing methods cannot capture low- and high-frequency features simultaneously, which are essential for learning effective representations [23], [25].

To overcome the aforementioned challenges, we propose a noncontrastive SSL approach for large-scale time-series representation learning via simultaneous bootstrapping of low- and high-frequency input features. The approach is motivated by bootstrapping your own latent (BYOL) [18], which circumvents the issues of contrastive learning, i.e., costly training, by relaxing the requirement of negative pairs. To simultaneously capture the low- and high-frequency features, we employed low- and high-frequency feature extraction modules using multilayer perceptron (MLP) and temporal convolutional network (TCN) [26] heads, respectively. The idea of introducing low- and high-frequency feature extraction modules in a noncontrastive SSL framework is driven by the nature of time-series data. Therefore, it results in an efficient and generalized approach to learning time-series representation and works across different datasets. Our contributions are summarized as follows.

1) We propose a novel noncontrastive SSL method for analyzing the time-series data, which is simple yet effective and can work without a large pool of labeled data.

2) Our method can capture low- and high-frequency features at the same time. It uses MLP and TCN heads which capture temporal dependencies at various scales in a complementary manner to learn effective representations.

3) We perform extensive experiments using a wide range of real-world time-series datasets. Experimental results show that the learned representations are effective for downstream tasks under both linear evaluation and semisupervised settings of SSL.

II. RELATED WORKS

A. Representation Learning

Bengio et al. [27] reported that a good representation is one that disentangles the underlying factors of variation and constructs a space that is discriminative for downstream tasks. It is based on the idea of better network convergence by adding (unsupervised) pretrained vectors that encode mutual information from the multiple interacting underlying features. This work led various approaches in domains like Computer vision, NLP, Speech, and Time-Series [10], [28], [29], [30], [31], [32], [33]. With the recent advances in deep learning, researchers can now capture the semantics of time-series data from the healthcare domain. Med2Vec [34] and Wave2Vec [35] are two popular approaches that capture the interpretable representations from the healthcare data with a temporal aspect. Inspired by word embeddings, Med2Vec treats medical codes (medication, diagnosis) as discrete words. It learns representations for concise medical codes by leveraging skipgram embeddings [36] along with longitudinal representations of patient visits. Wave2Vec, on the other hand, focuses on continuous waveform biosignals (ECG, EMG). The authors used a fixed-size sliding window to segment the waveform into fragments and preprocess it using wavelet transform before training a unified model. The model learns temporal relationships between signal fragments.

B. Self-Supervised Learning

SSL is a paradigm in which the model is first trained in an unsupervised way and followed by supervised fine-tuning or transfer learning using small labeled data. Generally speaking, SSL based on the nature of pretraining divides into three main types, predictive, generative, and contrastive. A wide range of predictive and generative tasks have been proposed to learn representation like rotation prediction [13], jigsaw puzzle [11], context encoders [15], split-brain autoencoders [16], and colorization [14]. However, predictive and generative pretext tasks are application specific and not generalizable. In contrast to hand-crafted pretext tasks, contrastive learning learns invariant and robust feature representation using augmentations. The leading approaches for SSL based upon contrastive paradigm are momentum contrast (MoCo) [8] and simple contrastive-learning (SimCLR) [9], which learn representation by maximizing the similarity of different views from the same sample while simultaneously minimizing the similarity among views from different input samples. More recently proposed approaches like BYOL [18], SimSiam [19], and Barlow Twins [37] learn representation with only positive pairs.

C. SSL for Time-Series

SSL for time-series has recently received attention from researchers. A wide range of pretext tasks has been explored to learn good time-series representation. For
example, SSL-ECG [20] predict transformations similar to rotation prediction [13] pretext task. Similarly [21] proposed transformation prediction task for human activity recognition (HAR). Inspired by the success of contrastive learning in other domains, [7] proposed contrastive predictive coding (CPC), which learned latent representations that encode the underlying information shared between different parts of the input, by predicting the discrete future representations in the latent space. It showed great advances in various speech recognition tasks. Also, [22] extended SimCLR model [9] to EEG data. More recently [38] proposed multitask contrastive learning approach named time-series recognition tasks. Also, existing approaches failed to simultaneously capture low- and high-frequency features, which are essential characteristics of time series. These approaches are either not generalizable or need labeled data. Also, existing approaches failed to simultaneously capture low- and high-frequency features, which are essential characteristics of time series. [23]. The proposed approach addresses all the above-mentioned issues effectively.

III. PROPOSED METHOD

This section describes the details of our proposed method. As shown in Fig. 1, we first generate two different augmented versions from input time-series data. These augmented versions pass through weight-sharing backbone encoders named online \(F^o\) and target \(F^e\) networks, which are three-block convolution networks, followed by low-frequency and high-frequency feature bootstrapping modules. The proposed method has a large kernel size in backbone CNN encoders which enables them to capture rich representations of the input time series data. Representations learned by the backbone encoders have both low- and high-frequency components which are further decomposed by the low- and high-frequency bootstrapping modules.

The low-frequency feature bootstrapping (LFFB) module using MLP heads is responsible for capturing features from longer time intervals i.e., having low frequency. The low-frequency regions indicate a general trend that constitutes the global semantic features. Particularly, the LFFB module is composed of three MLP heads: two for the online branch, \(T^o_{tcn}\) and \(Q^o_{mlp}\), and one for the target branch, \(T^e_{mlp}\).

Similar to LFFB, the high-frequency feature bootstrapping module (HFFB) encompasses two temporal convolution network (TCN) [26] heads named as \(T^o_{tcn}\) and \(Q^o_{tcn}\) in the online branch while one in target branch named as \(T^e_{tcn}\). HFFB is responsible for learning time-varying features in higher frequency (shorter time period) windows where the data contain discontinuities, ruptures, and singularities.

TCN is a simple convolutional approach. It consists of dilated causal convolution operations, which makes it an efficient method for the analysis of time series data. Similar to recurrent neural network (RNN), TCN can also map input sequences of any length to the same length output sequence. Further dilation and causal convolution in TCN offer large receptive fields, which makes it suitable to capture longer historical information with a faster learning speed with lower memory requirements [39]. As shown in [40], [41], [42] that due to dilated convolutions, TCN can capture higher frequency components efficiently, which have local information and strong randomness.

Both LFFB and HFFB modules capture complementary features, which results in making the model robust. The target network provides regression targets to train the online network while its own parameters \(\epsilon\) update as an exponential moving average (EMA) of the online parameters \(\theta\). More precisely as in the equation below

\[
\epsilon \leftarrow \tau \epsilon + (1 - \tau)\theta.
\] (1)

We perform above mentioned update for each training step with a decay rate \(\tau \in [0, 1]\). Each module is explained in detail in Sections III-A–III-D.

A. Domain-Guided Augmentations

Data augmentation is a crucial component of SSL, where the goal is to learn viewpoint-invariant representations.
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TABLE I

| Datasets       | Samples | Length | Channels | Classes |
|----------------|---------|--------|----------|---------|
| HAR            | 10299   | 128    | 9        | 6       |
| Sleep-EDF      | 11500   | 3000   | 1        | 5       |
| Epilepsy       | 11500   | 178    | 1        | 2       |
| IMU Sensor Data| 4578    | 128    | 9        | 10      |
| ECG MEDH       | 1021225 | 23     | 1        | 13      |

By creating diverse but related versions of the input data while maintaining semantic meaning, data augmentations enable the SSL framework to capture representations that remain invariant to the augmented versions [8], [9], [18], [19]. In the context of SSL for time series data, we generate two augmented views, \( x_1 \) and \( x_2 \), by applying data augmentations, including jittering, permutations, and rotations, where Jittering is simply an addition of random noise, typically drawn from a Gaussian distribution to the time series data at each time point while keeping the time steps constant. Permutation in the time-series data refers to shuffling the different time slices of the data points while preserving their values. Rotation in the context of multivariate time series data can be applied by utilizing an element-wise random rotation matrix \( R \) with a defined angle, while in the case of univariate time series data, rotation can be achieved by applying circular shifting to the data, which involves shifting the entire time series data circularly. Mathematically, given a univariate time series \( X = \{x_1, x_2, x_3, \ldots, x_t\} \), circular shifting by \( k \) time steps can be achieved by moving the last \( k \) elements of \( x \) to the front, creating a circular permutation. In case of multivariate time series data \( X' = X \times R \), i.e. \( X' = \{x_1 \times R, x_2 \times R, \ldots, x_t \times R\} \). These augmentations are chosen according to the specific characteristics of time series data to enhance the diversity in \( x_1 \) and \( x_2 \). As reported in Table I out of 5, two datasets are multivariate (HAR and IMU), while three (Sleep-EDF, Epilepsy, and ECG) are univariate datasets.

For the input to the \( F^\theta \), we introduce random variations to the signal through jittering and split the signal into a random number of segments (up to a maximum of \( M \)), and randomly shuffle them to apply permutation. Subsequently, a rotation of \( 30^\circ \) is applied to the augmented views. Similarly, the same set of augmentations is performed on the input to the \( F^\varphi \), but with a rotation angle of \( 45^\circ \). The choice of different rotation angles for online and target network branches is inspired by the BYOL architecture of SSL, where the idea is to learn generalized representations which are invariant to different transformations. By rotating the input data for both online and target networks with different angles, the proposed approach introduces a range of transformations that the network needs to nullify to learn effective representations. The choice of rotation angles, specifically \( 30^\circ \) for the online network and \( 45^\circ \) for the target network, has been empirically determined based on the preliminary experiments. These values aim to strike a balance between introducing enough variability in the input and maintaining the coherence and integrity of the time-series data.

B. HFFB Module

This module is responsible for capturing high-frequency features from the input time-series signal, which has shorter time intervals with discontinuities, singularities, and ruptures. Specifically as shown in Fig. 1, \( x_1 \) and \( x_2 \) pass through \( F^\varphi \) and \( F^\theta \), respectively, to extract high-dimensional latent representation \( Z^\varphi \) and \( Z^\theta \). Particularly, \( Z^\varphi = \{z_0^\varphi, z_1^\varphi, \ldots, z_n^\varphi\} \) and \( Z^\theta = \{z_0^\theta, z_1^\theta, \ldots, z_n^\theta\} \), which can be denoted as

\[
\begin{align*}
    z_i^\theta &= F^n (x_i^n) \\
    z_i^\varphi &= F^n (x_i^n)
\end{align*}
\]

where, \( i \) denotes number of time-stamps and \( n \in (\theta, \epsilon) \). \( F^n \) consists of \( N \) convolutional layer with a large kernel followed by batchnorm, ReLu activation, and a pooling layer.

Now, given representations \( Z^\varphi \) and \( Z^\theta \) for each \( x_1 \) and \( x_2 \) projection heads \( T_{tcn}^\varphi \) and \( T_{tcn}^\theta \) capture high-frequency representations, \( t_{tcn}^\varphi \) and \( t_{tcn}^\theta \) as depicted in the following equation:

\[
t_i^\theta = N \times [TCN(BNorm(ReLU(z_i^\theta)), K, D)]
\]

In (3), \( K \) and \( D \) parameters denote kernel and dilation rate, while the other parameters are the same as in (2). We keep \( K \) small for TCN while the dilation rate \( D \) changes hierarchically.

This enables the model to capture high-frequency features as the dilation rate increases the receptive field of the TCN hierarchically. Further \( t_{tcn}^\varphi \) are then passed through \( Q_{tcn}^\theta \) which is responsible for predicting the embeddings from \( T_{tcn}^\varphi \). To update the parameters \( \theta \) of \( F^\varphi \), mean squared error is applied between \( q_{tcn}^\theta \) and \( t_{tcn}^\varphi \), which are the representations learned by \( Q_{tcn}^\theta \) and \( T_{tcn}^\varphi \) respectively, as shown in the following equation:

\[
L_{HFFB} = \|\tilde{q}_{tcn} - \hat{t}_{tcn}\|_2^2
\]

\[
L_{HFFB} = 2 - 2 \cdot \frac{\langle \tilde{q}_{tcn}, \hat{t}_{tcn} \rangle}{\|\tilde{q}_{tcn}\| \cdot \|\hat{t}_{tcn}\|}
\]

where \( \tilde{q}_{tcn} \) and \( \hat{t}_{tcn} \) are the \( l_2 \) normalized version of \( q_{tcn}^\theta \) and \( t_{tcn}^\varphi \) respectively.

C. LFFB Module

This module is responsible for capturing low-frequency features from the latent representation produced by the backbone encoder using MLP head. As can be seen from (2), projection heads \( T_{mlp}^\theta \) and \( T_{mlp}^\varphi \) employ both representations respectively to generate latent low dimensional lower frequency representation \( m_{mlp}^\varphi \) and \( m_{mlp}^\theta \) as shown in the following equation:

\[
m_i^\theta = N \times MLP(z_i^\theta)
\]

where MLP consists of one linear layer followed by Batchnorm, ReLU, and another linear layer. Further \( m_{mlp}^\varphi \) is passed through \( Q_{mlp}^\theta \) which is same as in (6) and responsible for predicting the embeddings generated from \( T_{mlp}^\varphi \). After that, to update the parameters \( \theta \) of \( F^\varphi \), mean squared error is calculated between \( q_{mlp}^\theta \) and \( m_{mlp}^\varphi \), where \( q_{mlp}^\theta \) is the representation learned by \( Q_{mlp}^\theta \). The following equation shows the
mean squared error between \( l_2 \) normalized \( q_{\text{mlp}}^0 \) and \( m_{\text{mlp}}^e \):

\[
L_{\text{LFFB}} = \| \tilde{q}_{\text{mlp}}^0 - \bar{m}_{\text{mlp}}^e \|_2^2 \tag{7}
\]

\[
L_{\text{LFFB}} = 2 - 2 \cdot \frac{\langle \tilde{q}_{\text{mlp}}^0, \bar{m}_{\text{mlp}}^e \rangle}{\| \tilde{q}_{\text{mlp}}^0 \| \cdot \| \bar{m}_{\text{mlp}}^e \|} \tag{8}
\]

where \( \tilde{q}_{\text{mlp}}^0 \) and \( \bar{m}_{\text{mlp}}^e \) are the \( l_2 \) normalized version of \( q_{\text{mlp}}^0 \) and \( m_{\text{mlp}}^e \), respectively.

**D. Low- and High-Frequency Feature Bootstrapping Module**

This module combines both LFFB and HFFB to capture complementary features. The motivation of high- and low-frequency modules is to capture both low- and high-frequency features. For example, in the wake stage and stage 1 of sleep, signals are of low frequency (up to 4 Hz), and as we move into stage 2 sleep, the body goes into a state of deep relaxation, and we start to see bursts of activity known as sleep spindles. A sleep spindle is a rapid burst of higher frequency brain waves [43]. Stage 3 and stage 4 of sleep are often referred to as deep sleep or slow wave sleep because these stages are characterized by low frequency (up to 4 Hz). Similarly, in ECG signals, it is important to detect R-peaks. These are typically the highest peaks in an ECG signal. Similarly, in HAR, sitting and running correspond to low- and high-frequency signals.

In TCN, the convolution operation is applied to the input time-series data using fixed-size convolutional kernels. TCN consists of multiple layers with dilated causal convolutions, where each layer captures information at different temporal scales. Mathematically, the convolution operation in TCN can be represented as

\[
(f * w)(t) = \sum_{i=1}^{N} f(t - d \cdot i) \cdot w_i \tag{9}
\]

where \( f(t) \) is the input time series data, \( w_i \) represents the learnable convolutional filter weights, \(* \) denotes the convolution operation, \( t \) is the time parameter, and \( d \) is the dilation rate. The convolution operation is performed by sliding the convolutional kernel over the input sequence with a fixed step size determined by the dilation rate. This allows the network to capture information from a larger receptive field without increasing the number of parameters or the computational complexity.

Continuous wavelet transform (CWT) is a signal processing technique that also provides a hierarchical representation of time series data in a different way than TCN. In CWT, the convolution operation is performed between the input time series signal and the wavelet function at different scales and translations. Mathematically, the CWT of a signal \( f(t) \) with respect to a wavelet function \( g(t) \) can be written as

\[
(f * g)(t) = \frac{1}{\sqrt{d}} \int_{-\infty}^{\infty} f(\tau) g\left(\frac{\tau - t}{d}\right) d\tau \tag{10}
\]

where \( \tau \) represents the translation factor, and \( d \) is the dilation or scale factor. The wavelet function \( g \) is continuous both in time and frequency domains. The convolution is performed over the entire range of \( \tau \) to capture the similarities between the input signal and the wavelet function at different scales and translations \( (t) \).

To relate TCN and CWT, we can rewrite (9) similar to (10) as

\[
(f * w)(t) = \sum_{i=1}^{N} f(t - d \cdot i) \cdot w_i, \quad \text{where } t = t - d \cdot i. \tag{11}
\]

As we see that the wavelet function \( g \) in (10) is dependent on the scale parameter \( d \) and the difference between \( \tau \) and \( t \). Furthermore, \( f(\tau) \) in continuous convolution equation (10) corresponds to \( f(t - d \cdot i) \) in (9) in the sampled form. Similarly, \( g((\tau - t)/d) \) in the continuous convolution equation can be interpreted as the weights \( w_i \) in the discrete convolution form.

Both TCN and CWT involve convolution operations between the input signal and certain functions (kernels in TCN and wavelet functions in CWT). However, CWT involves convolving the input signal with the wavelet at different scales and translations. This operation is computationally expensive, especially for long-range signals or large datasets. Also, CWT relies on selecting appropriate scales and translations for the wavelet. Choosing the right parameters is challenging and requires prior knowledge about the signal characteristics. Furthermore, CWT typically involves a separate feature extraction step where relevant features are extracted from the transformed signal. This requires domain expertise and manual feature engineering. Also, CWT’s time-frequency representation provides information about the signal at specific time points and frequency bands but may not capture long-term dependencies or contextual information over a larger time window. In contrast, TCN operates on fixed-size convolutional kernels, making it computationally efficient, especially for long signals or large datasets. TCN learns to extract features directly from the input data in an end-to-end manner.

It eliminates the need for explicit feature engineering or a separate feature extraction step, as CWT requires. This makes TCN more flexible and adaptable to different signal classification tasks without relying on prior domain knowledge. Also, TCN is designed to capture long-range dependencies in the input signal effectively. Using dilated convolutions, TCN can exponentially increase the receptive field as the network depth increases. This enables the network to model and learn dependencies across a larger time window, allowing it to capture long-term temporal patterns in the data. Additionally, TCN architecture can be easily scaled up or down to handle different input sequence lengths. With longer input sequences, TCN can increase its depth or adjust the kernel size to capture adequate historical information without encountering gradient explosion or vanishing gradients. This scalability makes TCN suitable for tasks involving variable-length time-series data. We employed various experimental settings to validate the behavior of TCN and reported the results in Tables II and III.

Similar observations can be made for MLP by considering dilation \( d = 1 \) with several 1-D kernels, which enable it to capture lower frequency features. Thus, MLP and TCN module work in tandem to simultaneously extract low- and high-frequency learned representation while utilizing BYOL architecture. The complete model enables learning complex
TABLE II

| Methods                  | HAR       | Sleep-EDF  | Epilepsy   |
|--------------------------|-----------|------------|------------|
|                          | ACC       | MF1        | ACC        | MF1        | ACC        | MF1        |
| Random Initialization    | 77.77±4.31| 77.12±4.54 | 37.84±7.48 | 28.72±9.12 | 92.52±2.57 | 87.61±5.42 |
| Supervised               | 92.47±2.31| 92.27±2.10 | 83.41±1.44 | 74.78±8.66 | 97.10±0.44 | 96.64±0.53 |
| CPC [7]                  | 83.85±1.51| 83.27±1.66 | 82.82±1.68 | 73.94±1.75 | 96.61±0.43 | 94.44±0.69 |
| SimCLR [9]               | 80.97±2.46| 80.19±2.64 | 78.91±3.11 | 68.60±2.71 | 96.05±0.34 | 93.53±0.63 |
| SimSiam [19]             | 91.74±0.27| 91.68±0.31 | 80.10±2.15 | 72.34±0.60 | 93.84±0.52 | 94.04±0.15 |
| TS-TCC [38]              | 91.13±0.54| 90.98±0.33 | 82.90±0.41 | 73.49±1.24 | 97.33±0.24 | 96.14±0.42 |
| Ours (TCN + MLP)         | 93.74±0.30| 93.28±0.25 | 82.84±0.65 | 76.54±0.90 | 98.14±0.22 | 97.54±0.35 |
| Ours (TCN + No MLP Head) | 92.72±0.29| 92.56±0.34 | 80.24±1.15 | 72.64±1.95 | 96.34±0.12 | 96.14±0.10 |
| Ours (MLP + No TCN Head) | 92.34±0.47| 92.28±0.51 | 79.64±1.95 | 72.74±1.20 | 94.44±0.12 | 94.30±0.55 |
| Ours (TCN & MLP + Conv Backbone) | 93.76±0.34| 91.11±0.39 | 80.23±0.58 | 71.54±0.24 | 98.13±0.11 | 98.12±0.13 |

It is worth noting that we have trained all the baselines from scratch under the same hyperparameters setting. It can be observed that the proposed SSL pretraining approach consistently outperforms all the defined baselines by a considerable margin.

TABLE III

| Methods                  | IMU Sensor Data | ECG MEDH |
|--------------------------|-----------------|----------|
|                          | ACC             | MF1      | ACC        | MF1        |
| Random Initialization    | 20.77±4.31      | 15.12±4.54 | 68.69±2.45 | 54.57±3.75 |
| Supervised               | 74.57±2.31      | 73.10±2.10 | 87.11±0.24 | 77.99±0.14 |
| CPC [7]                  | 28.39±0.13      | 21.49±0.46 | 72.01±0.47 | 60.55±0.63 |
| SimCLR [9]               | 66.34±3.51      | 55.61±3.11 | 86.32±1.03 | 76.29±0.96 |
| SimSiam [19]             | 72.64±0.19      | 72.15±0.67 | 85.40±0.24 | 75.85±0.53 |
| TS-TCC [38]              | 37.97±2.34      | 24.58±3.29 | 84.57±0.34 | 61.60±0.65 |
| Ours (TCN + MLP)         | 75.84±1.50      | 73.28±0.25 | 87.81±0.25 | 78.20±0.25 |
| Ours (TCN + No MLP Head) | 73.58±1.39      | 73.06±2.42 | 86.84±0.15 | 76.90±0.35 |
| Ours (MLP + No TCN Head) | 72.94±0.89      | 72.66±1.33 | 85.90±0.80 | 76.75±0.23 |
| Ours (TCN & MLP + Conv Backbone) | 75.68±0.38 | 73.48±0.46 | 87.79±0.41 | 78.24±0.63 |

This table is the extension of Table II, which shows the performance of our model on IMU sensor, and ECG MEDH datasets for linear evaluation under accuracy and MF1 metrics. We observe from the table that our proposed SSL pretraining approach consistently outperforms all baselines for both datasets.

Features from raw signals without external supervision. Therefore, this module is responsible for capturing both types of features from data. The low- and high-frequency feature bootstrapping is as follows:

\[ L_{LHFFB} = \lambda \times L_{LFB} + (1 - \lambda) \times L_{HFFB} \]  

where \( \lambda \) is a fixed scalar hyperparameter that denotes each loss’s relative weight.

IV. EXPERIMENTAL SETUP

A. Descriptions of Datasets

In our experiments, we used five datasets, HAR [44], Sleep-EDF [45], Epilepsy [46], IMU sensor dataset [47], and Mobile Health dataset (ECG MEDH) [48]. The HAR dataset accumulates six human activities, which include walking, sitting, standing, walking_upstairs, and walking_downstairs from 30 individuals in the 19–48 years age group. The dataset was collected using an embedded accelerometer and gyroscope of the smartphone with a sampling rate of 50 Hz. The sleep-EDF dataset contains whole-night PolysomnoGraphic sleep recordings divided into five classes according to sleep stages. In our experiments, we use a single EEG channel with a sampling rate of 100 Hz. IMU sensor data are collected while driving a small mobile robot where the task is to predict which one of the nine-floor types (carpet, tiles, and concrete), the robot is on using sensor data such as acceleration and velocity. The mobile health dataset has ECG measurements of body motion and vital signs from ten volunteers while performing 12 physical activities. Table I provides more details regarding datasets. The important aspect of these datasets is that they contain both low- and high-frequency components, where the high-frequency components correspond to sudden bursts or rapid fluctuations in the signal, while the low-frequency components exhibit limited fluctuations and interruptions. It is worth noting that we did not explicitly preprocess the data to extract the low- and high-frequency features. Further, to ensure a fair comparison with the baselines, we adopted the preprocessing steps employed by TS-TCC. These steps mainly involved scaling and normalization of the data. To maintain consistency, we utilized the preprocessing scripts provided by TS-TCC, which are publicly accessible in their GitHub repository [link]. This approach established a standardized and comparable experimental setup across the different datasets. Further, in our deep learning-based SSL approach, we employed a combination of CNN, TCN, and...
MLP networks for automatic feature extraction from raw time-series data. These neural network architectures are designed to capture different aspects of the data and extract meaningful representations without requiring extensive manual feature engineering. Combining these network architectures allows the proposed approach to automatically learn and extract discriminative features from raw time-series data. This reduces the reliance on manual feature engineering, simplifies the preprocessing steps, and potentially improves the model’s ability to capture complex patterns and representations in the data.

B. Implementation Details

All datasets are split into 60%, 20%, and 20% for training, validation, and testing. We follow the training strategy of [38]. We train our model for 40 epochs on HAR and E�ipesy for both pretraining and downstream training. We used batch sizes from 128 to 32 depending on the size of the dataset. For SleepEDF and ECG MEDH datasets, we pretrain our model for 20 and 50 epochs, respectively, and downstream training is done for 40 and 50 epochs, respectively. We set a batch size of 150 for both of them. For the IMU sensor dataset, pretraining and downstream training is done for 100 epochs each. For all datasets, we used Adam optimizer with a learning rate of 3e-4, weight decay of 3e-4, $\beta_1 = 0.9$, and $\beta_2 = 0.99$. We set $\lambda = 0.51$ for all datasets. The dropout rate for all datasets is 0.35. We used two layers of TCN for both projection and prediction heads, and for each layer, we used kernel size and dilation rate of 50 and 2, where $i$ is a hidden dimension for TCN. Following [18], [19], each MLP head has two linear layers. To ensure a fair comparison, we adopted the hyperparameters specified in the baseline paper TS-TCC as a starting point. However, for any hyperparameters not mentioned in the baseline paper, we determined them through empirical experimentation.

C. Baselines

We compare our proposed approach with baselines, including supervised (random initialization and supervised), contrastive (CPC [7], SimCLR [9]), and noncontrastive (SimSiam [19], BYOL [18]) SSL approaches. We also include the current top-performing method TS-TCC [38]. In random initialization, we train a linear classifier on top of a randomly initialized backbone encoder, whereas in supervised, we train both the backbone encoder and linear classifier with labeled data. To make a fair comparison, we keep the hyperparameter setting identical across all the experiments. Further, we did not train BYOL exclusively, as our proposed method without a TCN head is equivalent to BYOL.

V. RESULTS AND DISCUSSION

A. Evaluation Protocols

Following TS-TCC [38], to demonstrate the robustness and efficiency of our proposed method, we employed two different evaluation protocols: 1) linear evaluation and 2) semisupervised evaluation. These evaluation protocols have been widely used in the field of SSL [8], [9], [18], [19], [38]. In the linear evaluation protocol, we trained a single linear layer classifier on top of the backbone CNN encoder. It is important to note that during this evaluation, the parameters of the backbone CNN encoder are kept frozen, ensuring that only the parameters of the linear layer are updated. This setup allows us to assess the discriminative power of the representations learned by the backbone CNN encoder during pretraining for their effectiveness in a downstream classification task. By isolating the linear layer for downstream training, we could measure the impact of the self-supervised pretraining on enhancing the model’s ability to classify instances accurately. On the other hand, in the semisupervised evaluation protocol, we fine-tuned the pretrained backbone CNN encoder along with the newly added linear layer classifier, using different subsets of randomly sampled data from the training set. Specifically, as reported in the article, we utilized 1%, 5%, 10%, and 50% of the training samples to fine-tune the model. By fine-tuning the model on this limited labeled data while leveraging the knowledge gained from self-supervised pretraining, we aimed to evaluate the model’s ability to generalize and make accurate predictions on unseen or partially labeled data. This evaluation protocol provides insights on the proposed method’s performance under scenarios where labeled data are scarce or expensive to obtain.

Further, to effectively measure the performance of our proposed method, we utilized two widely used evaluation metrics: accuracy and macro $F_1$ (MF1) score. Accuracy is a commonly used metric that quantifies the proportion of correctly classified instances in the evaluation dataset, providing an overall measure of classification performance. However, accuracy alone may not provide a comprehensive evaluation of the performance of the time-series models, particularly when dealing with imbalanced datasets. Time-series data often exhibits class imbalance, where certain classes have a larger number of instances compared to others. To address this, we also used the MF1 score, which calculates the $F_1$ score for each class individually and then averages them, assigning equal importance to each class. This $F_1$ score combines precision and recall into a single metric using the harmonic mean as: $F_1 = 2 \times (\text{precision} \times \text{recall})/(\text{precision} + \text{recall})$.

B. Results

We report the performance of the proposed model for linear evaluation in Tables II and III, where standard deviation indicates results for three runs with different seeds. The model compared with different baselines include a fully supervised method, CPC, SimCLR, SimSiam, and TS-TCC, and different variations of the proposed approach. These baselines represent state-of-the-art methods in the field of SSL for time-series data. The evaluation metrics used are the accuracy and MF1 score, which provides insights into the classification performance of the models.

Comparing the results, it can be observed that the proposed SSL approach consistently outperforms all baselines in terms of both accuracy and MF1 score across all the considered datasets. This indicates the effectiveness and superiority of the proposed SSL pretraining in capturing relevant patterns and learning effective representations from the time-series
data, which leads to improved classification performance. For instance, in the HAR dataset, the proposed approach achieves an accuracy of 93.74%, while the best-performing SSL baseline achieves an accuracy of 91.74%. This is a considerable improvement in classification accuracy by the proposed approach compared to the SSL baselines. Similarly, in terms of the MF1 score, the proposed SSL approach achieves a relatively higher score of 93.28% as compared to the SSL baselines. It is worth noting that the proposed approach is also able to surpass the fully supervised method with a margin of more than 1% in terms of both accuracy and MF1 score. Similarly, in the Sleep-EDF dataset, our approach achieves 76.54% MF1 score, which is an average of 2.5% higher than all the baselines, including fully supervised methods and TS-TCC as well. Further, in the Epilepsy dataset, the proposed approach achieves an accuracy of 98.14% and an MF1 score of 97.54%. Once again, the proposed approach outperforms all the baselines with a margin of more than 1%, showcasing its ability to learn meaningful representations.

Furthermore, the evaluation of the IMU Sensor Data and ECG MEDH datasets also demonstrates the superiority of the proposed SSL approach. In both datasets, our approach achieves higher accuracy and MF1 scores compared to the baselines, especially in comparison with TS-TCC, which is considered to be the state-of-the-art for certain other datasets. This suggests that the baselines struggle to capture the intricate patterns and relationships present in these specific types of time-series data. On the other hand, the proposed approach is able to capture the unique characteristics and patterns specific to these datasets, resulting in more accurate and informative representations.

It is important to note that TS-TCC, which shows competitive performance in HAR, Sleep-EDF, and Epilepsy datasets, incurs a higher computation cost compared to the proposed SSL approach. This is primarily due to a large number of model parameters, excessive memory requirements, and high computation demands associated with TS-TCC’s architecture. TS-TCC utilizes a multitask contrastive loss and employs transformers as the backbone encoder. While transformers have shown promising results in various domains, they typically require a large number of parameters to achieve their full potential. As a result, TS-TCC ends up with a large number of model parameters, which increases the computational complexity and memory requirements. On the other hand, the proposed SSL approach, which combines TCN and MLP architectures, offers a more efficient alternative. The TCN architecture, known for its parallelism and efficient processing of sequential data, provides effective feature extraction capabilities. This combination strikes a balance between model complexity and computational efficiency, resulting in a more practical and scalable solution. Therefore, in addition to outperforming the baselines in terms of performance metrics, the proposed SSL approach offers the advantage of lower computation cost also.

Our approach also shows its effectiveness in semisupervised evaluation, in which we fine-tune the backbone CNN encoder along with the linear layer classifier on different subsets of the train data. Specifically, we created the subsets with varying percentages, including 1%, 5%, 10%, 50%, and 75%. We presented these results in the form of plots for all the datasets in Fig. 2, which provide a detailed comparison between the proposed SSL approach and traditional supervised training. For the subsets with a small percentage of labeled data (e.g., 1%, 5%, and 10%), we observed a significant performance advantage for the proposed approach over the supervised training. This indicates that the representations learned during pretraining capture high-quality features from the unlabeled data, enabling the model to generalize effectively even with a limited number of labeled samples. This is particularly valuable in scenarios where acquiring labeled data is expensive or time-consuming. As the percentage of labeled data increases (e.g., 50% and 75%), the performance gap between the proposed SSL approach and supervised training gradually reduces. This suggests that the availability of more labeled samples allows the supervised training to catch up to some extent; however, it is important to note that the SSL approach still maintains a competitive advantage, consistently outperforming supervised training. This indicates that the pretraining phase successfully captures meaningful and discriminative features from the unlabeled data, enabling
the model to leverage this knowledge and achieve superior performance compared to traditional supervised training.

Further, the t-distributed stochastic neighbor embedding (t-SNE) plots provide valuable insights into the quality of representations learned by the proposed approach compared to traditional supervised training. We specifically examined the t-SNE plots for the HAR and Epilepsy datasets (Fig. 3). These plots visualize how the different classes are distributed in the learned feature space. It is important to note that there is considerable overlap between the class embeddings in the t-SNE plots corresponding to the supervised training. In contrast, in the t-SNE plots corresponding to the representations learned by the proposed SSL approach, there is a clear and distinct separation between the representations of different classes for both the Epilepsy and HAR datasets. This indicates that the SSL approach has learned more discriminative features, allowing for better separation between classes, while the supervised method struggles to separate the classes effectively. Furthermore, when examining the distribution of class embeddings, we can see that the proposed method yields a more compact distribution compared to the supervised method. This suggests that the SSL approach has learned more discriminative features, allowing for better separation between classes, while the supervised method struggles to separate the classes effectively.

C. Computational Requirements

In the case of the proposed method, we aimed to strike a balance between performance and efficiency. It is worth noting that it offers advantages not only in terms of performance but also in computational efficiency compared to some of the baselines, specifically contrastive methods like CPC [7], SimCLR [9], MoCo [8], and TS-TCC [38]. For example, TS-TCC is primarily uses multitask contrastive loss and transformers as the backbone encoder, contributing to increased computational resources and time needed for training and inference. Similarly, SimCLR also often requires substantial computational resources due to the use of large negative sample sets and the need for extensive training iterations to learn desired representations. Similarly, CPC is also computationally demanding as it uses an autoregressive model to generate latent codes, which are then contrasted against a set of negative samples to learn informative representations. The autoregressive model used in CPC requires sequential processing, which limits parallel processing and increases training time. Additionally, generating negative samples for contrastive learning also increases memory usage and computational complexity. On the other hand, the proposed approach utilizes TCN architecture which allows for parallel and efficient processing of temporal data due to its ability to capture long-range dependencies. Additionally, the proposed approach follows the noncontrastive SSL paradigm, which results in a simplified training pipeline as it eliminates the need for negative sampling. However, when comparing to other non-contrastive methods like SimSiam [19], our approach incurs slightly higher parameter count due to the additional TCN
head in both online and target network branches. This TCN head driven parameter increase is reasonable considering the performance gains over SimSiam. These benefits contribute to the effectiveness of our approach for learning high-quality representations from time-series data. The proposed method is developed using PyTorch version 1.10 and is compatible with Python version 3.7 or higher. The experiments are conducted on a machine equipped with an NVIDIA Tesla V100 graphical processing unit (GPU).

D. Ablation Studies

To show the significance of each module in our model, we perform an extensive ablation study. The ablation study is divided into four parts: 1) the effect of head Branches; 2) the effect of TCN position; 3) the effect of dilation and kernel size; and 4) the effect of augmentations.

1) Effect of Head Branches: To understand how much TCN and MLP branch is contributing to the performance of our model, we train our model by Case(1): removing MLP head branches from both online and target network and Case(2): removing TCN head branches from both online and target network. In both cases, we observe lower accuracy compared to our main results across all the datasets. Note that in Case(2), the proposed model becomes equivalent to BYOI [18], which does not have TCN heads. All results are shown in Tables II and III. HAR, IMU sensor, and ECG MEDH dataset are sampled at 50 Hz sampling frequency and are dominated by low-frequency components. On the other hand, SleepEDF and Epilepsy datasets are sampled at 100 and 173.5 Hz, respectively. These contain an adequate amount of high-frequency components. As can be seen in Tables II and III, a combination of TCN and MLP provides improvement over TCN or MLP alone for these datasets. Overall, this shows that the backbone is efficiently capturing global features, and TCN then hierarchically captures features at various levels in the global feature space. Combining both modules further boosts the performance to outperform the current state-of-the-art method TS-TCC.

2) Effect of TCN Position: To validate the efficiency of the convolution network as the backbone encoders, we did experiments with TCN and MLP in the backbone network. As mentioned above in Section III, TCN captures high-frequency components while MLP captures low-frequency components from the time-series data. In this experiment, we pass raw input directly into the TCN and MLP head in both the online and the target branches to extract high- and low-frequency components from the input signal. The extracted high- and low-frequency components are then processed by the CNN encoders in each branch of the network. The embeddings learned by the CNN encoders have both high- and low-frequency components, which are utilized further by the projection and prediction heads of each branch. The projection and prediction heads are similar to our main experiments and follow the same processing pipeline as described in the methodology section.

The last row of Tables II and III corresponds to the numbers obtained from this experiment. The accuracy and MF1 obtained under this setting are comparable to our main results. However, this setup results in a huge increment in the computational overhead in terms of space and time complexity. Besides the main architecture, the network has extra TCN and MLP heads in both the online and target branch of the network, which essentially increases the training time and also the memory footprints of the GPU. This experiment validates the effectiveness of our proposed architecture which outperforms all the baselines with comparatively lower computational requirements.

3) Effect of Augmentation: Data augmentation is an important part of SSL. We train our model on the HAR dataset by applying the following steps.

1) Same augmentation: augmentation from the same family. We apply Jitter-permutation-rotation on both sides. Rotation is 30° and 45° for each augmentation, respectively.

2) Different augmentation: augmentation from different families. We applied Jitter-permutation-rotation as a strong augmentation and jitter-scale as a weak augmentation. As shown in Table IV, the same augmentations result in better learning of the network.

4) Effect of Kernel and Dilation: Choosing the correct size for kernel and dilation is an important factor in our model. We train our model for different kernel and dilation sizes. As discussed above in the proposed method, the kernel size of TCN must be larger than the kernel size of the backbone encoder and the dilation rate of TCN must be greater than the kernel size of TCN. We prove this empirically by training our model in two different settings $(K1 < K2, D > K1) − K2$ and $(K1 > K2, D < K1) − K2$, where $K1$ and $D$ is a kernel of TCN and $K2$ is the kernel of backbone. Results are shown in Table V.

5) Sensitivity of Balance Factor in Loss: We performed a sensitivity analysis of $\lambda$ on the HAR dataset. $\lambda$ is a balance factor in our loss function. Selecting the wrong lambda values leads to lower performance. We train our model for four different combinations of $\lambda$ values. Results are shown in Table VI. It shows that very large or small values of $\lambda$ result in suboptimal performance.

Following the ablation studies, we find that, using augmentations from the same augmentation family results in better performance of the model. Further, we also find that keeping

| Methods         | HAR       |
|-----------------|-----------|
| Same Aug        | 93.28 ± 0.30% |
| Different Aug   | 78.78 ± 1.25% |

| Methods         | HAR       |
|-----------------|-----------|
| $(K1 < K2, D > K1) − K2$ | 93.28 ± 0.36 |
| $(K1 > K2, D < K1) − K2$ | 89.90 ± 1.26 |
the kernel size of TCN larger than the kernel size of the backbone encoder and the dilation rate of TCN greater than the kernel size of TCN generally gives the best results. Also, assigning equal weight ($\lambda$) to both low- and high-frequency modules (LFFB and HFFB) results in the best performance.

VI. LIMITATIONS

The proposed method for learning representations from unlabeled time series data presents advantages over existing approaches; however, it is also important to highlight the limitations and potential areas for improvement. One limitation is the specific set of augmentations used in the proposed method, namely the jitter-permute-rotate augmentations. While these augmentations are effective for capturing certain types of variations in the time series data, they may not be suitable for all types of datasets or domains. Investigating a broader range of augmentations, tailored toward time series data could enhance the generalization ability of the learned representations. Additionally, the proposed method is evaluated on five real-world time series datasets, demonstrating superior performance. However, the generalizability of the method to other domains remains unexplored. Conducting experiments on a wider range of diverse datasets, including multimodal time series data and applications, would provide a more comprehensive assessment of the method’s performance and robustness. Furthermore, the proposed method has limited interpretability of the learned parameters and intermediate representations. While the model achieves promising performance on various time-series datasets, understanding the underlying reasons for its decisions may require additional effort. Future work could focus on incorporating interpretability techniques into the proposed approach.

VII. CONCLUSION

In this article, we propose a novel SSL approach for time-series representation learning. Unlike existing contrastive approaches, our proposed approach does not use negative pairs to learn representation. First, it creates two different augmentations and passes them into the encoder to learn the desired representation through HFFB and LFFB modules. LHFFB is further deployed to learn complementary representation which LFFB and HFFB are unable to learn individually. In this way, the model learns robust representation from raw time series data with very few labels. By using only 10% of the labeled data, the proposed method can achieve close performance to the supervised training with full labeled data. The proposed approach has advantages but also has certain limitations.

The specific set of augmentations used in the method may not be suitable for all datasets and domains, warranting further exploration of tailored augmentations for time-series data. Additionally, the generalizability of the method to different datasets and domains needs to be investigated through experiments on diverse datasets. The limited interpretability of the learned representations is another limitation, which could be addressed by incorporating interpretability techniques into the approach. Another important aspect to consider in time-series analysis is the presence of multimodality, so it may be beneficial to explore alternative SSL architectures in the future that can better capture the multimodality present in time series data. The proposed idea would provide motivation and future direction to develop more SSL approaches for time-series data, which take into account the nature of the problem.
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