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Abstract

We introduce a new stochastic differential model for global optimization of nonconvex functions on compact hypersurfaces. The model is inspired by the stochastic Kuramoto-Vicsek system and belongs to the class of Consensus-Based Optimization methods. In fact, particles move on the hypersurface driven by a drift towards an instantaneous consensus point, computed as a convex combination of the particle locations weighted by the cost function according to Laplace’s principle. The consensus point represents an approximation to a global minimizer. The dynamics is further perturbed by a random vector field to favor exploration, whose variance is a function of the distance of the particles to the consensus point. In particular, as soon as the consensus is reached, then the stochastic component vanishes. In this paper, we study the well-posedness of the model and we derive rigorously its mean-field approximation for large particle limit.
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1 Introduction

Over the last decades, large systems of interacting particles (or agents) are widely used to investigate self-organization and collective behavior. They frequently appear in modeling phenomena such as biological swarms [14,18], crowd dynamics [27,8], self-assembly of nanoparticles [38] and opinion formation [3,35,47]. Similar particle models are also used in metaheuristics [1,6,10,31], which provide empirically robust solutions to tackle hard optimization problems with fast algorithms. Metaheuristics are methods that orchestrate an interaction between local improvement procedures and global/high level strategies, and combine random and deterministic decisions, to create a process capable of escaping from local optima and performing a robust search of a solution space. Starting with the groundbreaking work Ref. [51] of Rastrigin on Random Search in 1963, numerous mechanisms for multi-agent global optimization have been considered, among the most prominent instances we recall the Simplex Heuristics [48], Evolutionary Programming [28], the Metropolis-Hastings sampling algorithm [34], Genetic Algorithms [36], Particle Swarm Optimization (PSO) [41,50], Ant Colony Optimization (ACO) [23] and Simulated Annealing (SA) [37,42]. Despite the tremendous empirical success of these techniques, most metaheuristical methods
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still lack proper mathematical proof of robust convergence to global minimizers. In fact, due to the random component of metaheuristics, their asymptotic analysis would require to discern the stochastic dependencies, which is a daunting task, especially for those methods that combine instantaneous decisions with memory mechanisms.

Recent work Refs. [13,49] on Consensus-Based Optimization (CBO) focuses on instantaneous stochastic and deterministic decisions in order to establish a consensus among particles on the location of the global minimizers within a domain. In view of the instantaneous nature of the dynamics, the evolution of the system can be interpreted as a system of first order stochastic differential equations, whose large particle limit is approximated by a deterministic partial differential equation of mean-field type. The large time behavior of such a deterministic PDE can be analyzed by classical techniques of large deviation bounds and the global convergence of the mean-field model can be mathematically proven in a rigorous way for a large class of optimization problems. Certainly CBO is a significantly simpler mechanism with respect to more sophisticated metaheuristics, which can include different features including memory of past exploration. Nevertheless, it seems to be powerful and robust enough to tackle many interesting nonconvex optimizations [15,29,33], which would be harder to solve by gradient descent methods that have been dominating the field of optimization, especially in relevant applications such as machine learning. In fact in many of these problems the objective function is not differentiable and CBO do not use any gradient information for their exploration. Moreover, in certain models, such as training of deep neural networks, the gradient tends to explode or vanish. Finally, although there exist situations where global optimization by gradient descent methods can be ensured under ad hoc conditions, see, e.g. Refs. [16,44,45], they do not offer in general guarantees of global convergence. Instead, CBO has potential of a rather general and rigorous global asymptotic/convergence analysis. Some theoretical gaps remain open in the analysis of CBO though, in particular the rigorous derivation of the mean-field limit, due to the difficulty in establishing bounds on the moments of the probability distribution of the particles [13]. Because of this lack of compactness, a direct proof of convergence of the stochastic particle method has been recently derived in Ref. [33], which does not require the mean-field limit, but at the same time it is not able to provide a quantitative error estimate with respect to the number of particles.

Motivated by these theoretical gaps and several potential applications in machine learning, the main task of the present work is to develop a CBO approach to solve the following constrained optimization problem

\[ v^* \in \arg\min_{v \in \Gamma} E(v), \quad (1.1) \]

where \( 0 \leq E : \mathbb{R}^d \to \mathbb{R} \) is a given continuous cost function, which we wish to minimize over a hypersurface \( \Gamma \). Here we assume that \( \Gamma \) is a connected smooth compact hypersurface embedded in \( \mathbb{R}^d \), which is represented as the 0-level set of a signed distance function \( \gamma \) with \( |\gamma(v)| = \text{dist}(v, \Gamma) \). This means that

\[ \Gamma = \{ v \in \mathbb{R}^d | \gamma(v) = 0 \} \, . \]

If \( \partial \Gamma = \emptyset \), we also assume for simplicity that \( \gamma < 0 \) on the interior of \( \Gamma \) and \( \gamma > 0 \) on the exterior. The gradient \( \nabla \gamma \) is then the outward unit normal on \( \Gamma \) wherever \( \gamma \) is defined. Moreover, we assume that there exists an open neighborhood \( \tilde{\Gamma} \) of \( \Gamma \) such that \( \gamma \in C^2(\tilde{\Gamma}) \). Such setting of hypersurface \( \Gamma \) has been used in Ref. [22].

**Example 1.1.** Examples of hypersurfaces \( \Gamma \) in this setting are

- the unit sphere \( S^{d-1} \), in which case \( \gamma(v) = |v| - 1, \nabla \gamma(v) = \frac{v}{|v|} \) and \( \Delta \gamma(v) = \frac{d-1}{|v|^2} \);
- a torus radially symmetric about the \( v^d \)-axis and of inner radius \( r > 0 \) and external radius \( R > 0 \) that is expressed in Cartesian coordinates as the 0-level set of the signed distance function \( \gamma(v) = \sqrt{(\sqrt{|v|^2 - (v^d)^2} - R)^2 + (v^d)^2} - r \), where \( v = (v^1, \ldots, v^d) \).
In particular, we consider a system of $N$ interacting particles $((V^i_t)_{t \geq 0})_{i=1,\ldots,N}$ satisfying the following stochastic differential dynamics expressed in Itô’s form

$$dV^i_t = -\lambda P(V^i_t)(V^i_t - v_{\alpha,\mathcal{E}}(\rho^N_t))dt + \sigma |V^i_t - v_{\alpha,\mathcal{E}}(\rho^N_t)| P(V^i_t)dB^i_t - \frac{\sigma^2}{2} (V^i_t - v_{\alpha,\mathcal{E}}(\rho^N_t))^2 \Delta \gamma(V^i_t) \nabla \gamma(V^i_t)dt,$$

where $\lambda > 0$ is a suitable drift parameter, $\sigma > 0$ a diffusion parameter,

$$\rho^N_t = \frac{1}{N} \sum_{i=1}^N \delta_{V^i_t},$$

is the empirical measure of the particles ($\delta_v$ is the Dirac measure at $v \in \mathbb{R}^d$), and

$$v_{\alpha,\mathcal{E}}(\rho^N_t) = \frac{\sum_{j=1}^N V^j_t e^{-\alpha \mathcal{E}(V^j_t)}}{\sum_{j=1}^N e^{-\alpha \mathcal{E}(V^j_t)}} = \frac{\int_{\mathbb{R}^d} v \omega_{\alpha}(v) d\rho^N_t}{\int_{\mathbb{R}^d} \omega_{\alpha}(v) d\rho^N_t} \quad \text{with} \quad \omega_{\alpha}(v) := e^{-\alpha \mathcal{E}(v)}.$$

For simplicity, we write $v^2$ to mean $|v|^2$ for any vector $v \in \mathbb{R}^d$, and $|v|$ is the standard Euclidean norm. This stochastic system is considered complemented with independent and identical distributed (i.i.d.) initial data $V_0^i \in \Gamma$ with $i = 1, \cdots, N$, and the common law is denoted by $\rho_0 \in \mathcal{P}(\Gamma)$. The trajectories $((B^i_t)_{t \geq 0})_{i=1,\ldots,N}$ denote $N$ independent standard Brownian motions in $\mathbb{R}^d$. In (1.2), the projection operator $P(\cdot)$ is defined by

$$P(v) = I - \nabla \gamma(v) \nabla \gamma(v)^T.$$ 

In the case of sphere we know $\nabla \gamma(v) = \frac{v}{|v|}$, so one has $P(v) = I - \frac{vv^T}{|v|^2}$, and (1.2) corresponds to a stochastic Kuramoto-Vicsek type model [12,43,53].

The choice of the weight function $\omega_{\alpha}(\cdot)$ in (1.4) comes from the well-known Laplace’s principle [21,46,49], a classical asymptotic method for integrals, which states that for any probability measure $\rho \in \mathcal{P}(\Gamma)$, it holds

$$\lim_{\alpha \to \infty} \left( -\frac{1}{\alpha} \log \left( \int_{\Gamma} e^{-\alpha \mathcal{E}(v)} d\rho(v) \right) \right) = \inf_{v \in \text{supp}(\rho)} \mathcal{E}(v).$$

Let us discuss the mechanism of the dynamics. The right-hand-side of the equation (1.2) is made of three terms. The first deterministic term $-\lambda P(V^i_t)(V^i_t - v_{\alpha,\mathcal{E}}(\rho^N_t))dt$ imposes a drift to the dynamics towards $v_{\alpha,\mathcal{E}}$, which is the current consensus point at time $t$ as approximation to the global minimizer. This drift term is the projection onto the tangent space to the hypersurfaces at $V^i_t$ of the vector $v_{\alpha,\mathcal{E}} - V^i_t$. Hence $V^i_t$ gets drifted in the direction of $v_{\alpha,\mathcal{E}}$, which is not normal to the hypersurface, and the term disappears when $V^i_t = v_{\alpha,\mathcal{E}}$. In fact, the consensus point $v_{\alpha,\mathcal{E}}$ is explicitly computed as in (1.4) and it may lay in general outside $\Gamma$. This choice of an embedded weighted barycenter is very simple, compatible with fast computations, and, for compact manifolds $\Gamma$, it is a good proxy for a minimizer $v^*$. One could alternatively consider the computation of a weighted barycenter on the manifold

$$v^*_\alpha,\mathcal{E}(\rho_t) = \arg \min_{v \in \Gamma} \int_{\Gamma} d\Gamma(v, w)p e^{-\alpha \mathcal{E}(v)} d\rho(t)(w),$$

where $d\Gamma$ is a (Riemannian) distance on $\Gamma$, $p \geq 1$, and $\rho_t$ is the particle distribution. However, the computation of $v^*_\alpha,\mathcal{E}$ is in general not explicit (because the distance function might not be simple or explicit)
and one may have to solve at each time $t$ an optimization problem over the manifold in order to compute $v_{\alpha,E}^t$. In view of the potentially variable curvature of $\Gamma$, the distance $v \mapsto d_\Gamma(v,w)$ could locally behave in general as a geodesically convex or nonconvex function, rendering such a global optimization rather difficult in general. These are reasons for choosing the embedded alternative \[1.4\]. The second stochastic term $\sigma[V_i^t - v_{\alpha,E}(\rho_t^i)]P(V_i^t)dB^i_t$ introduces a random decision to favor exploration, whose variance is a function of the distance of the particles to the current consensus points. In particular, as soon as consensus is reached, then the stochastic component vanishes. The last term $-\frac{\sigma^2}{2}(V_i^t - v_{\alpha,E}(\rho_t^i))^2\Delta_\gamma(V_i^t)\nabla_\gamma(V_i^t)dt$ combined with $P(\cdot)$ is needed to ensure that the dynamics stays on the hypersurface despite the Brownian motion component. Intuitively, it simply compensates the normal direction of the noise produced by the isotropic Brownian motion and leaves the tangential component active. In fact, we will initially analyze the well-posedness of the system \[1.2\] as defined in the whole space $\mathbb{R}^d$ instead of being immediately considered constrained on the hypersurface $\Gamma$, and we will check afterwards that, if the initial data $(V_i^0)_{i=1,...,N}$ is set on the hypersurface, then the particles $((V_i^t)_{t\geq 0})_{i=1,...,N}$ remain there at all times. We further notice that the dynamics does not make use of any derivative of $\mathcal{E}$, but only of its pointwise evaluations, which appear integrated in \[1.4\]. Hence, the equation can be in principle numerically implemented at discrete times also for cost functions $\mathcal{E}$ which are just continuous and with no further smoothness. We require below more regularity to $\mathcal{E}$ exclusively to ensure formal well-posedness of the evolution.

The main results of this paper are about the well-posedness of \[1.2\] and its rigorous mean-field limit - which is an open issue for unconstrained CBO \[13\] - to the following nonlinear, nonlocal Fokker-Planck equation

$$
\partial_t \rho_t = \lambda \nabla_{\Gamma} \cdot (P(v)(v - v_{\alpha,E}(\rho_t)))\rho_t + \frac{\sigma^2}{2} \Delta_{\Gamma}(|v - v_{\alpha,E}(\rho_t)|^2\rho_t), \quad t > 0, \ v \in \Gamma,
$$

with the initial data $\rho_0 \in \mathcal{P}(\Gamma)$. Here $\rho = \rho(t,v) \in \mathcal{P}(\Gamma)$ is a Borel probability measure on $\Gamma$ and

$$v_{\alpha,E}(\rho_t) = \frac{\int_{\Gamma} v\omega_{\alpha}^E(v) \, d\rho_t}{\int_{\Gamma} \omega_{\alpha}^E(v) \, d\rho_t}.$$

The operators $\nabla_{\Gamma}$ and $\Delta_{\Gamma}$ denote the divergence and Laplace-Beltrami operator on the hypersurface $\Gamma$ respectively. The mean-field limit will be achieved through the coupling method $\[11\,26\,39\,40\,52\]$ by introducing an auxiliary mono-particle process, satisfying the self-consistent nonlinear SDE

$$dV_t = -\lambda P(V_t)(V_t - v_{\alpha,E}(\rho_t))dt + \sigma|V_t - v_{\alpha,E}(\rho_t)|P(V_t)dB_t - \frac{\sigma^2}{2}(V_t - v_{\alpha,E}(\rho_t))^2\Delta_\gamma(V_t)\nabla_\gamma(V_t)dt,$$

with the initial data $V_0$ distributed according to $\rho_0 \in \mathcal{P}(\Gamma)$. Here we require $\rho_t = \text{law}(V_t)$, and we will show that $\rho_t$ as a measure concentrated on $\Gamma$ solves the PDE \[1.7\]. We call the SDE \[1.8\] the mean-field dynamic, and the PDE \[1.7\] is called the mean-field PDE. In our follow up paper Ref. \[29\], for more regular datum $\rho_0$, we also prove existence and uniqueness of distributional solutions $\rho \in L^2([0,T],H^1(\Gamma))$ at any finite time $T > 0$. This model and the analysis we provide in this paper are very much inspired by the homogeneous version of the kinetic Kolmogorov-Kuramoto-Vicsek model on the sphere $\Gamma = S^{d-1}$, which was formally derived by Degond and Motsch \[20\] as a mean-field limit of the discrete Vicsek model $\[4\,17\,53\]$. Recently, the stochastic Vicsek model has received extensive attention in the mathematical community to establish its mean-field limit, hydrodynamic limit, and phase transitions. Bolley, Cañizo and Carrillo \[12\] have rigorously justified the mean-field limit in case of smoothed force field, and Gamba and Kang \[30\] and Figalli, Kang, and Morales \[27\] extended the global existence and uniqueness of weak solutions of the kinetic Kolmogorov-Kuramoto-Vicsek model to the case of singular mean-field force field. Recently, Degond, Frouvelle and Liu \[19\] provided also a complete and rigorous description of phase
transitions such as the number and nature of equilibria, stability, convergence rate, phase diagram and hysteresis. Our results build very much upon these developments.

Before starting our analysis of (1.2), (1.8), and (1.7), let us illustrate numerically the behavior of the dynamics in the case of the minimum solution of the Ackley function for $d = 3$ constrained over an hypersurface $\Gamma$

$$E(v) = -A \exp \left( -a \sqrt{\frac{b^2}{d} \sum_{k=1}^{d} (v_k - v_k^*)^2} \right) - \exp \left( \frac{1}{d} \sum_{k=1}^{d} \cos(2\pi b (v_k - v_k^*)) \right) + e + B, \tag{1.9}$$

with $A = 20$, $a = 0.2$, $b = 3$, $B = 20$ and $v = (v^1, \ldots, v^d)^T$ with $\gamma(v) = 0$.

The global minimum is at $v = v^*$. In Figure 1 we report in the case $d = 3$ the Ackley function constrained over the half sphere $v^i \geq 0$ and over the torus with external radius $R = 1$ and inner radius $r = 0.5$. The colors over the surface represent the values attained by the function.

In the reported simulations we initialize the particles with a uniform distribution over the hypersurface (this typically requires the use of a suitable algorithm, see Ref. [29]) and employ a simple Euler-Maruyama scheme with projection and time step $\Delta t > 0$. We report in Figure 2 the case of the half-sphere together with the particle trajectories for $t \in [0, 5]$ with $N = 20$, $\Delta t = 0.05$, $\sigma = 0.25$ and $\alpha = 50$. On the left we consider the case with minimum at $v^* = (0, 0, 1)^T$, on the right the case with minimum at $v^* = (1/\sqrt{2}, -1/2, 1/2)^T$. The time evolution of the particle distribution $\rho(t, v)$ in the numerical mean field limit for $N = 10^6$ is also reported in the upper part of the same figure.

In Figure 3 we report an analogous simulation in the constrained case on the torus. The numerical parameters are the same as in the previous case. On the left the minimum is located at $v^* = (0.5, 0, 0, 0)^T$, whereas on the right is located at $v^* = (0.5, 0, 0, 0)^T$.

As these figures show it, the dynamics consistently converges to the global minimizers totally regardless of the many local minimizers and the large particle system does converges numerically to its mean-field approximation. In the related paper Ref. [29] we rigorously analyze the large time behavior of the system for $\Gamma = S^{d-1}$, we prove its convergence to global minimizers in a suitable sense, and we provide several applications in machine learning. A proof of convergence to global minimizers for more general hypersurfaces is the subject of current investigation.
Figure 2: Particles trajectories along the simulation for the Ackley function on the half-sphere in the case $d = 3$, $N = 20$ with minimum at $v_\star = (0, 0, 1)^T$ (left) and $v_\star = (-1/\sqrt{2}, -1/2, 1/2)^T$ (right). On the top corresponding time evolution of the particle distribution $\rho(t, v)$ in angular coordinates at $t = 1$ and $t = 2.5$ for $N = 10^6$. The simulation parameters are $\Delta t = 0.05$, $\sigma = 0.25$ and $\alpha = 50$. Although we run the simulation on the entire sphere, we display the result on the half-sphere because, eventually, all particles do converge to one point, hence, all particles do eventually belong to a half sphere (mind that the stochastic process is a time continuous function). Displaying half-sphere is simply aesthetically more pleasing and it allows a better reading of the figures. On the other hand, as soon as one generates initial particles on the half-sphere containing a minimizer, then they - empirically - tend generically to remain on that half sphere, hence there is no need of displaying the rest of the sphere and we do not use any confinement mechanism rather than the given dynamics. Also boundary conditions are actually not imposed.

Let us conclude this introduction by mentioning that the optimization on the hypersurface offers further numerous advantages, besides allowing a rigorous proof of mean-field limit thanks to the compactness of the hypersurface. First of all a vast class of optimization problems can be reduced to constrained optimizations over hypersurfaces: in a related paper Ref. [29], where we focus on the numerical implementation of the method on the sphere and its asymptotic/convergence analysis to global minimizers, we present also a few relevant and challenging applications in signal processing and machine learning. Due to compactness of the hypersurface, local smoothness and boundedness requirements on $E$ are necessarily a uniform and global property. However, against these properties that greatly simplify the analysis of the well-posedness of the system and its mean-field limit, the specific topology of the hypersurface may make it harder to prove asymptotic convergence of the dynamics to global minimizers, requiring major technical variations with respect to the approach of unconstrained CBO [13]. We refer to Ref. [29] for the details of the large time analysis of solutions $\rho(t, v)$ of (1.7) on the sphere and examples of applications in high-dimension. There we needed to develop ad hoc arguments to prove the asymptotic convergence. A similar consensus dynamics could be in principle defined also on more general compact manifolds [29], but
Figure 3: Particles trajectories along the simulation for the Ackley function constrained on the torus with \( R = 1 \) and \( r = 0.5 \) in the case \( d = 3, N = 20 \) with minimum at \( v_\ast = (0, 1, 0.5)^T \) (left) and \( v_\ast = (0.5, 0, 0)^T \) (right). The simulation parameters are \( \Delta t = 0.05, \sigma = 0.25 \) and \( \alpha = 50 \).

we still lack a general approach to deal with its (global) asymptotic analysis and this research direction needs certainly further investigations.

The rest of the paper is organized as follows: in Section 2 we show that the equations (1.2), (1.7) and (1.8) are well-posed, that is, there is a unique solution for any initial distribution \( \rho_0 \), which depends continuously on the initial datum, and in Section 3 we address the mean-field limit.

2 Well-posedness

This section focuses on proving the well-posedness for the particle system (1.2), the mean-field dynamic (1.8) and the mean-field PDE (1.7). To ensure this, we make the following smoothness assumption on the objective function \( \mathcal{E} \).

**Assumption 2.1.** The objective function \( 0 \leq \mathcal{E} : \mathbb{R}^d \to \mathbb{R} \) is locally Lipschitz continuous.

2.1 Well-posedness for the interacting particle system (1.2)

Recall that the particle system (1.2) is assumed to evolve in the whole space \( \mathbb{R}^d \) instead of on the hypersurface \( \Gamma \) directly. We choose this embedding because it provides an explicit and computable representation of the system and it allows for a global description. The difficulty in showing first the well-posedness of (1.2) in the ambient space \( \mathbb{R}^d \) is that the projection \( P(V_i^t) \), \( \Delta \gamma(V_i^t) \) and \( \nabla \gamma(V_i^t) \) may not be well defined when \( V_i^t \in \hat{\Gamma} \). For example, in the case of the sphere \( S^{d-1} \), the projection \( P(V_i^t) = I - \frac{V_i^t(V_i^t)^T}{|V_i^t|^2} \) and \( \Delta \gamma(V_i^t)\nabla \gamma(V_i^t) = (d-1)\frac{V_i^t}{|V_i^t|^2} \) are not defined for \( V_i^t = 0 \). In order to overcome this problem, we regularize the diffusion and drift coefficients, that is, we replace them with appropriate functions \( P_1, P_2 \) and \( P_3 \) respectively: let \( P_1 \) be a \( d \times d \) matrix valued map on \( \mathbb{R}^d \) with bounded derivatives such that \( P_1(v) = P(v) \) for all \( v \in \hat{\Gamma} \), \( P_2 \) be a \( \mathbb{R}^d \) valued map on \( \mathbb{R} \) with bounded derivatives such that \( P_2(v) = \Delta \gamma(v) \) if \( v \in \hat{\Gamma}, \) and \( P_3 \) be a \( \mathbb{R}^d \) valued map on \( \mathbb{R}^d \), again with bounded derivatives such that \( P_3(v) = \nabla \gamma(v) \) if \( v \in \hat{\Gamma} \). It is also useful to mention that

\[
P(v)\nabla \gamma(v) = 0 \tag{2.1}
\]
and 
\[ \nabla \gamma(v) \cdot P(v) y = 0 \]  
(2.2)
hold for any \( y \in \mathbb{R}^d \). For later use, let us denote \( [N] = \{1, \ldots, N\} \). Additionally, we regularize the locally Lipschitz function \( \tilde{\mathcal{E}} \): Let us introduce \( \tilde{\mathcal{E}}(v) \) satisfying the following assumptions

**Assumption 2.2.** The regularized extension function \( \tilde{\mathcal{E}} : \mathbb{R}^d \rightarrow \mathbb{R} \) is globally Lipschitz continuous and satisfies the properties

1. \( \tilde{\mathcal{E}}(v) = \mathcal{E}(v) \) when \( v \in \tilde{\Gamma} \);
2. \( \tilde{\mathcal{E}}(v) - \tilde{\mathcal{E}}(u) \leq L|v - u| \) for all \( u, v \in \mathbb{R}^d \) for a suitable global Lipschitz constant \( L > 0 \);
3. \( -\infty < \tilde{E} := \inf \tilde{\mathcal{E}} \leq \sup \mathcal{E} := \tilde{\mathcal{E}} < +\infty \).

**Remark 2.1.** Here \( \tilde{\mathcal{E}} \) is introduced as an auxiliary function for the proof of well-posedness and mean-field limit only, and it does not play any role in actual optimization problem, which is defined on \( \Gamma \). Indeed, as we can see in Theorem 2.1 below, particles stay on the hypersurface \( \Gamma \) all the time, which means that certainly \( v \in \tilde{\Gamma} \), so one has \( \tilde{\mathcal{E}}(v) = \mathcal{E}(v) \).

We note here that \( \mathcal{E} \) and \( \tilde{\mathcal{E}} \) appearing the sequel always satisfy Assumptions 2.1 and 2.2. Given such \( P_1, P_2, P_3 \) and \( \tilde{\mathcal{E}} \), we introduce the following regularized particle system

\[
dV_t^i = -\lambda P_1(V_t^i)(V_t^i - v_{\alpha,\tilde{\mathcal{E}}}(\rho_t^N))dt + \sigma |V_t^i - v_{\alpha,\tilde{\mathcal{E}}}(\rho_t^N)|P_1(V_t^i)dB_t^i - \frac{\sigma^2}{2} (V_t^i - v_{\alpha,\tilde{\mathcal{E}}}(\rho_t^N))^2 P_2(V_t^i)P_3(V_t^i)dt,
\]
(2.3)
for \( i \in [N] \), where

\[
v_{\alpha,\tilde{\mathcal{E}}}(\rho_t^N) = \frac{\int_{\mathbb{R}^d} v\omega_{\tilde{\mathcal{E}}}(v)d\rho_t^N}{\int_{\mathbb{R}^d} \omega_{\tilde{\mathcal{E}}}(v)d\rho_t^N}, \quad \omega_{\tilde{\mathcal{E}}}(v) = e^{-\alpha \tilde{\mathcal{E}}(v)}.
\]
(2.4)

Next we can deduce that the coefficients in (2.3) are locally Lipschitz continuous and have linear growth. More precisely, we have the following result.

**Lemma 2.1.** Let \( N \in \mathbb{N}, \alpha > 0 \) be arbitrary and \( \tilde{\mathcal{E}} \) satisfy Assumption 2.2. Then for any \( \mathbf{V}^N, \tilde{\mathbf{V}}^N \in \mathbb{R}^{Nd} \), and corresponding empirical measures \( \rho^N = \frac{1}{N} \sum_{i=1}^N \delta_{\mathbf{V}_t^i} \), \( \tilde{\rho}^N = \frac{1}{N} \sum_{i=1}^N \delta_{\tilde{\mathbf{V}}_t^i} \), it holds

\[
|v_{\alpha,\tilde{\mathcal{E}}}(\rho^N)| \leq \frac{1}{N} C_{\alpha,\tilde{\mathcal{E}}} \|\mathbf{V}^N\|_1
\]
(2.5)

and

\[
|v_{\alpha,\tilde{\mathcal{E}}}(\tilde{\rho}^N) - v_{\alpha,\tilde{\mathcal{E}}}(\rho^N)| \leq \left( C_{\alpha,\tilde{\mathcal{E}}} + \frac{2\alpha LC_{\alpha,\tilde{\mathcal{E}}} \|\tilde{\mathbf{V}}^N\|_\infty}{N} \right) \|\mathbf{V}^N - \tilde{\mathbf{V}}^N\|_1,
\]
(2.6)

where \( C_{\alpha,\tilde{\mathcal{E}}} = e^{\alpha(\tilde{\mathcal{E}} - \tilde{\mathcal{E}})} \). Here we used the notations for norms of vectors \( \|\mathbf{V}\|_\infty = \sup_{i \in [N]} |V_t^i| \) and \( \|\mathbf{V}\|_1 = \sum_{i=1}^N |V_t^i| \).

**Proof.** First, one notes that

\[
e^{-\alpha \mathcal{Z}} \leq \omega_{\tilde{\mathcal{E}}}(V_t^i) = e^{-\alpha \tilde{\mathcal{E}}(V_t^i)} \leq e^{-\alpha \tilde{\mathcal{E}}}.
\]
(2.7)

Then we have

\[
|v_{\alpha,\tilde{\mathcal{E}}}(\rho^N)| = \left| \sum_{j=1}^N V_t^j e^{-\alpha \tilde{\mathcal{E}}(V_t^j)} \right| \leq \frac{1}{N} e^{\alpha(\tilde{\mathcal{E}} - \tilde{\mathcal{E}})} \sum_{j=1}^N |V_t^j| = \frac{1}{N} C_{\alpha,\tilde{\mathcal{E}}} \|\mathbf{V}^N\|_1,
\]

8
where $C_{\alpha,\xi} := e^{\alpha(\xi-\xi')}$. Next we split the error
\[ v_{\alpha,\xi}(\rho^N) - v_{\alpha,\xi}(\rho^N) = \sum_{j=1}^N (V^j - \bar{V}^j)\omega^\xi_{\alpha}(V^j) = \sum_{j=1}^N \bar{V}^j(\omega^\xi_{\alpha}(V^j) - \omega^\xi_{\alpha}(\bar{V}^j)) + \sum_{j=1}^N \frac{\omega^\xi_{\alpha}(\bar{V}^j)}{\sum_{j=1}^N \omega^\xi_{\alpha}(V^j)} \sum_{j=1}^N (\omega^\xi_{\alpha}(V^j) - \omega^\xi_{\alpha}(\bar{V}^j)) \left( \sum_{j=1}^N \omega^\xi_{\alpha}(V^j) \right) \right) =: I_1 + I_2 + I_3. \tag{2.8} \]

For $I_1$, the previous computation yields
\[ |I_1| \leq \frac{1}{N} C_{\alpha,\xi} \|V^N - \bar{V}^N\|_1, \tag{2.9} \]

Notice that it holds
\[ |\omega^\xi_{\alpha}(V^j) - \omega^\xi_{\alpha}(\bar{V}^j)| = |e^{-\alpha \xi(V^j)} - e^{-\alpha \xi(\bar{V}^j)}| \leq \alpha e^{-\alpha \xi}|\xi(V^j) - \bar{\xi}(\bar{V}^j)| \leq \alpha e^{-\alpha \xi}|\xi(V^j) - \bar{\xi}(\bar{V}^j)|. \]

Thus we conclude that
\[ \max\{|I_2|,|I_3|\} \leq \frac{\alpha LC_{\alpha,\xi}}{N} \|\bar{V}^N\|_\infty \|V^N - \bar{V}^N\|_1. \tag{2.10} \]

Collecting estimates (2.9) and (2.10) completes the proof. \hfill \Box

**Theorem 2.1.** Under Assumptions [2.1] and [2.2], let $\rho_0$ be a probability measure on $\Gamma$ and, for every $N \in \mathbb{N}$, $(V^j_i)_{i \in [N]}$ be $N$ i.i.d. random variables with the common law $\rho_0$. For every $N \in \mathbb{N}$, there exists a pathwise unique strong solution $(V^j_i)_{i \geq 0, i \in [N]}$ to the particle system (1.2) with the initial data $(V^j_0)_{i \in [N]}$. Moreover, it holds that $V^j_i \in \Gamma$ for all $i \in [N]$ and any $t > 0$.

**Proof.** Given $P_1$, $P_2$, $P_3$ and $\hat{\xi}$, the SDE (2.3) has locally Lipschitz coefficients, so it admits a pathwise unique local strong solution by standard SDE well-posedness result [21, Chap. 5, Theorem 3.1]. Moreover, it follows from Itô’s formula (5.1) (choosing $\varphi(x) = \gamma(x)$), as long as $V^j_i \in \bar{\Gamma}$ (the process is continuous and we can nevertheless consider a smooth extension of $\gamma$ out of $\Gamma$), that
\[ d\gamma(V^j_i) = -\lambda \nabla \gamma(V^j_i) \cdot P(V^j_i) (V^j_i - v_{\alpha,\xi}(\rho^N))dt + \sigma |V^j_i - v_{\alpha,\xi}(\rho^N)| \nabla \gamma(V^j_i) \cdot P(V^j_i)dB^i_t \]
\[ - \frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \Delta \gamma(V^j_i) dt + \frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \sum_{k=1}^d \partial_{k,\ell}^2 \gamma(V^j_i) \left( e^T_k - \partial_k \gamma(V^j_i) \nabla \gamma(V^j_i) \right) \left( e^T_\ell - \partial_\ell \gamma(V^j_i) \nabla \gamma(V^j_i) \right) dt \]
\[ = -\frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \Delta \gamma(V^j_i) dt + \frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \sum_{k=1}^d \partial_{k,k}^2 \gamma(V^j_i) dt \]
\[ + \frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \left( - \sum_{k=1}^d \partial_{k,k} \gamma(V^j_i) \partial_k \gamma(V^j_i) \partial_k \gamma(V^j_i) \right) dt \]
\[ = -\frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \Delta \gamma(V^j_i) dt + \frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \Delta \gamma(V^j_i) dt \]
\[ + \frac{1}{2} \sigma^2 (V^j_i - v_{\alpha,\xi}(\rho^N))^2 \left( - \frac{1}{2} \sum_{k=1}^d \partial_k |\nabla \gamma(V^j_i)|^2 \partial_k \gamma(V^j_i) \right) dt \] (since $|\nabla \gamma| = 1$)
\[ \frac{\alpha e^{-\alpha \hat{z}}}{\|e^{-\alpha \hat{z}}\|_{L^1(\rho)}} \leq e^{\alpha (\tilde{Z} - \hat{z})} = C_{\alpha, \hat{z}}. \]  

A direct application of above leads to

\[ |v_{\alpha, \hat{z}}(\rho)| := \left| \frac{\int_{\mathbb{R}^d} \omega e^{-\alpha \omega} \, d\rho}{\int_{\mathbb{R}^d} \omega e^{-\alpha \omega} \, d\rho} \right| = \left| \frac{\int_{\mathbb{R}^d} v e^{-\alpha \hat{z}(v)} \, d\rho}{\|e^{-\alpha \hat{z}}\|_{L^1(\rho)}} \right| \leq C_{\alpha, \hat{z}} \int_{\mathbb{R}^d} |v| d\rho. \]  

**Lemma 2.2.** Assume that \( \rho, \hat{\rho} \in \mathcal{P}_c(\mathbb{R}^d) \) (with compact support), then the following stability estimate holds

\[ |v_{\alpha, \hat{z}}(\rho) - v_{\alpha, \hat{z}}(\hat{\rho})| \leq C W_p(\rho, \hat{\rho}), \]  

for any \( 1 \leq p < \infty \), where \( C = C(C_{\alpha, \hat{z}}, \alpha, L) > 0 \).

**Proof.** Let us compute the difference

\[ v_{\alpha, \hat{z}}(\rho) - v_{\alpha, \hat{z}}(\hat{\rho}) = \frac{\int_{\mathbb{R}^d} v e^{-\alpha \hat{z}(v)} \, d\rho(v)}{\|e^{-\alpha \hat{z}}\|_{L^1(\rho)}} - \frac{\int_{\mathbb{R}^d} \tilde{v} e^{-\alpha \hat{z}(\tilde{v})} \, d\hat{\rho}(\tilde{v})}{\|e^{-\alpha \hat{z}}\|_{L^1(\hat{\rho})}}. \]
Collecting the above estimates, we obtain

\[\int_{\mathbb{R}^d \times \mathbb{R}^d} v e^{-\alpha \xi(v)} \left[ \frac{\|e^{-\alpha \xi(v)}\|_{L^1(\rho)}}{\|e^{-\alpha \xi(v)}\|_{L^1(\rho)}} - \frac{\|e^{-\alpha \xi(\hat{v})}\|_{L^1(\hat{\rho})}}{\|e^{-\alpha \xi(\hat{v})}\|_{L^1(\hat{\rho})}} \right] d\pi(v, \hat{v}) =: h(v) - h(\hat{v})\]

where \(\pi \in \Pi(\rho, \hat{\rho})\) is an arbitrary coupling of \(\rho\) and \(\hat{\rho}\). We can write the integrand as follows

\[h(v) - h(\hat{v}) = \frac{(v - \hat{v}) e^{-\alpha \xi(\hat{v})}}{\|e^{-\alpha \xi(\hat{v})}\|_{L^1(\rho)}} + \frac{\hat{\xi}(v) e^{-\alpha \xi(v)} - e^{-\alpha \xi(\hat{v})}}{\|e^{-\alpha \xi(v)}\|_{L^1(\rho)}} + \frac{\hat{v} \xi(v) e^{-\alpha \xi(\hat{v})} - \hat{v} \xi(v) e^{-\alpha \xi(v)}}{\|e^{-\alpha \xi(\hat{v})}\|_{L^1(\hat{\rho})}}, \]

where the last two terms on the right hand side can be rewritten as

\[\int_{\Omega} e^{-\alpha \xi(\hat{v})} \frac{\|e^{-\alpha \xi(v)}\|_{L^1(\rho)}}{\|e^{-\alpha \xi(v)}\|_{L^1(\rho)}} \|e^{-\alpha \xi(\hat{v})}\|_{L^1(\hat{\rho})} \bigg[ 1 + \frac{\|e^{-\alpha \xi(v)}\|_{L^1(\rho)}}{\|e^{-\alpha \xi(v)}\|_{L^1(\rho)}} \bigg] \frac{\|e^{-\alpha \xi(\hat{v})}\|_{L^1(\hat{\rho})}}{\|e^{-\alpha \xi(\hat{v})}\|_{L^1(\hat{\rho})}} \bigg] d\pi(v, \hat{v}), \]

where we have defined \(\mathcal{I}_1\), \(\mathcal{I}_2\), and \(\mathcal{I}_3\).

Under Assumption 2.2, one can obtain the bounds

\[|\mathcal{I}_1| \leq \frac{e^{-\alpha \xi}}{\|e^{-\alpha \xi}\|_{L^1(\rho)}} |v - \hat{v}| \leq C_{\alpha, \xi} |v - \hat{v}|, \quad (2.17)\]

and

\[|\mathcal{I}_2| \leq \frac{|\hat{\xi}| e^{-\alpha \xi L}|v - \hat{v}|}{\|e^{-\alpha \xi}\|_{L^1(\rho)}} \leq \alpha C_{\alpha, \xi} L |v - \hat{v}|. \quad (2.18)\]

Similar to the estimate of \(\mathcal{I}_2\), we estimate \(\mathcal{I}_3\)

\[|\mathcal{I}_3| \leq \alpha C_{\alpha, \xi}^2 L |v - \hat{v}| \int_{\mathbb{R}^4 \times \mathbb{R}^4} |v - \hat{v}| d\pi(v, \hat{v}). \quad (2.19)\]

Notice that \(\rho, \hat{\rho} \in \mathcal{P}_c(\mathbb{R}^d)\), so for any \(1 \leq p < \infty\) one has

\[\max \left\{ \int_{\mathbb{R}^d} |v|^p d\rho(v), \int_{\mathbb{R}^d} |\hat{v}|^p d\hat{\rho}(\hat{v}) \right\} < \infty. \quad (2.20)\]

Collecting the above estimates, we obtain

\[|v_{\alpha, \xi}(\rho) - v_{\alpha, \xi}(\hat{\rho})| \leq C_{\alpha, \xi} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - \hat{v}| d\pi(v, \hat{v}) + \alpha C_{\alpha, \xi} L \int_{\mathbb{R}^d \times \mathbb{R}^d} |\hat{v}| |v - \hat{v}| d\pi(v, \hat{v}) + \alpha C_{\alpha, \xi}^2 L \int_{\mathbb{R}^d \times \mathbb{R}^d} |\hat{v}|^2 |v - \hat{v}| d\pi(v, \hat{v}) \leq C \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - \hat{v}|^p d\pi(v, \hat{v}) \right)^{\frac{1}{p}}. \quad (2.21)\]

where \(C\) depends only on \(C_{\alpha, \xi}\) and \(\alpha, L\). Lastly, optimizing over all couplings \(\pi\) yields (2.16). \(\square\)
The following theorem states the well-posedness for the mean-field dynamic (1.8).

**Theorem 2.2.** Let $\mathcal{E}$ and $\tilde{\mathcal{E}}$ satisfy Assumptions 2.1 and 2.2. Then there exists a unique process $\mathcal{V} \in C([0, T], \mathbb{R}^d)$, $T > 0$, satisfying the nonlinear SDE (1.8)

$$
\frac{d\mathcal{V}_t}{dt} = -\lambda P_1(\mathcal{V}_t) (\mathcal{V}_t - \xi_t) dt + \sigma |\mathcal{V}_t - \xi_t| P_1(\mathcal{V}_t) dB_t - \frac{\sigma^2}{2} (\mathcal{V}_t - \xi_t)^2 P_2(\mathcal{V}_t) P_3(\mathcal{V}_t) dt,
$$

in strong sense for any initial data $\mathcal{V}_0 \in \Gamma$ distributed according to $\rho_0 \in \mathcal{P}(\Gamma)$, where

$$
v_{\alpha, \mathcal{E}}(\rho_t) = \int_{\mathbb{R}^d} \frac{v e^{-\alpha \mathcal{E}(v)}}{\int_{\mathbb{R}^d} e^{-\alpha \mathcal{E}(v)} \, d\rho_t} \, d\rho_t,
$$

and $\rho_t = \text{law}(\mathcal{V}_t)$ for all $t \in [0, T]$. Moreover $\mathcal{V}_t \in \Gamma$ for all $t \in [0, T]$.

**Proof.** The proof in the following is based on the Leray-Schauder fixed point theorem, see, e.g., Chapter 10, and it will be carried out through 5 steps.

- **Step 1:** For some given $\xi \in C([0, T], \mathbb{R}^d)$, a distribution $\rho_0$ on $\Gamma$ and $\mathcal{V}_0$ with law $\rho_0$, we can uniquely solve the SDE

$$
\frac{d\mathcal{V}_t}{dt} = -\lambda P_1(\mathcal{V}_t) (\mathcal{V}_t - \xi_t) dt + \sigma |\mathcal{V}_t - \xi_t| P_1(\mathcal{V}_t) dB_t - \frac{\sigma^2}{2} (\mathcal{V}_t - \xi_t)^2 P_2(\mathcal{V}_t) P_3(\mathcal{V}_t) dt
$$

(2.22)

because the coefficients are locally Lipschitz continuous and $\xi$ is independent of $\mathcal{V}$. In addition, following the same argument as in (2.11) we have $d\gamma(\mathcal{V}_t) = 0$, so that $\mathcal{V}_t \in \Gamma$ for all time. This introduces $\rho_t = \text{law}(\mathcal{V}_t)$ and $\rho \in C([0, T], \mathcal{P}_c(\mathbb{R}^d))$. Setting $\mathcal{T} \xi := v_{\alpha, \mathcal{E}}(\rho) \in C([0, T], \mathbb{R}^d)$ we define the map

$$
\mathcal{T} : C([0, T], \mathbb{R}^d) \rightarrow C([0, T], \mathbb{R}^d), \quad \xi \mapsto \mathcal{T}(\xi) := v_{\alpha, \mathcal{E}}(\rho)
$$

(2.23)

which we will show to be compact in the next step.

- **Step 2:** For any $0 \leq s < t \leq T$, one has

$$
\mathcal{V}_t - \mathcal{V}_s = -\lambda \int_s^t P_1(\mathcal{V}_r) (\mathcal{V}_r - \xi_r) \, d\tau + \int_s^t \sigma |\mathcal{V}_r - \xi_r| P_1(\mathcal{V}_r) \, dB_r - \int_s^t \frac{\sigma^2}{2} (\mathcal{V}_r - \xi_r)^2 P_2(\mathcal{V}_r) P_3(\mathcal{V}_r) \, d\tau.
$$

(2.24)

Then applying Itô’s isometry yields

$$
\mathbb{E} \left[ |\mathcal{V}_t - \mathcal{V}_s|^2 \right] \leq C_1 |t - s|^2 + 3\sigma^2 \int_s^t \mathbb{E} \left[ |\mathcal{V}_\tau - \xi_\tau|^2 |P_1(\mathcal{V}_\tau)|^2 \right] \, d\tau + C_2 |t - s|^2
$$

(2.25)

$$
\leq C |t - s|^\frac{3}{2}.
$$

(2.26)

where the constants $C_1, C_2, C$ only depend on $\sigma, d, T, \lambda, \|P_1\|_{L^\infty}, \|P_2\|_{L^\infty}, \|P_3\|_{L^\infty} \|\xi\|_{L^\infty}$. Therefore, by definition of the Wasserstein distance we have

$$
W_2(\rho_t, \rho_s) \leq C |t - s|^\frac{1}{2}.
$$

(2.27)

By an application of Lemma 2.2 one obtains

$$
|v_{\alpha, \mathcal{E}}(\rho_t) - v_{\alpha, \mathcal{E}}(\rho_s)| \leq C |t - s|^\frac{1}{2}.
$$

(2.28)

This provides the Hölder continuity of $t \mapsto v_{\alpha, \mathcal{E}}(\rho_t)$. Thus one has $\mathcal{T}(C([0, T], \mathbb{R}^d)) \subset C^{\frac{1}{2}}([0, T], \mathbb{R}^d) \hookrightarrow C([0, T], \mathbb{R}^d)$, which implies the compactness of the map $\mathcal{T}$.
\begin{itemize}
\item **Step 3:** Let us define the set
\[ \mathcal{A} := \{ \xi \in C([0, T], \mathbb{R}^d) : \xi = \vartheta T \xi \text{ for some } 0 \leq \vartheta \leq 1 \} \quad (2.29) \]
For \( \xi \in \mathcal{A} \), there exists some \( \overline{V}_t \) satisfying (2.22) with its law \( \xi \in C([0, T], P_c(\mathbb{R}^d)) \) such that \( \xi = \vartheta v_{\alpha, \epsilon}(\rho) \).
Due to (2.15), we have that for any \( t \in [0, T] \)
\[ |\xi|^2 = \vartheta^2 |v_{\alpha, \epsilon}(\rho_t)|^2 \leq \vartheta^2 \left( C_{\alpha, \epsilon} \int_{\mathbb{R}^d} |v| d\rho \right)^2 < \infty, \quad (2.30) \]
since \( \rho \) has a compact support, which verifies the boundedness of the set \( \mathcal{A} \). Applying the Leray-Schauder fixed point theorem, there exists a fixed point \( \xi \) for the mapping \( T \) and thereby a solution of
\[ d\overline{V}_t = -\lambda P_1(\overline{V}_t)(\overline{V}_t - v_{\alpha, \epsilon}(\rho_t))dt + \sigma |\overline{V}_t - v_{\alpha, \epsilon}(\rho_t)|P_1(\overline{V}_t)dB_t - \frac{\sigma^2}{2} (\overline{V}_t - v_{\alpha, \epsilon}(\rho_t))^2 P_2(\overline{V}_t)P_3(\overline{V}_t)dt \]
with law(\( \overline{V}_t \)) = \( \rho_t \).

\item **Step 4:** In this step, we shall prove the uniqueness. Suppose we have two fixed points \( \xi^1 \) and \( \xi^2 \), and their corresponding process \( \overline{V}^1_t, \overline{V}^2_t \) satisfying (2.22) respectively, denote by \( \rho^1_t \) and \( \rho^2_t \) their laws. We compute the difference \( \overline{Z}_t := \overline{V}^1_t - \overline{V}^2_t \) and applying Itô’s isometry yields
\[ \mathbb{E}[|\overline{Z}_t|^2] \leq C \left( \mathbb{E}[|\overline{Z}_0|^2] + \int_0^t \mathbb{E}[|\overline{Z}_s|^2]ds + \int_0^t |\xi^1_s - \xi^2_s|^2 ds \right), \quad (2.32) \]
where \( C \) depends on \( \lambda, \sigma, d, t, \| \nabla P_3 \|_\infty, \| P_3 \|_\infty, \| \nabla P_2 \|_\infty, \| P_2 \|_\infty, \| \nabla P_1 \|_\infty, \| P_1 \|_\infty, \| \xi^1 \|_\infty, \| \xi^2 \|_\infty \). According to Lemma (2.2) one has
\[ |\xi^1_s - \xi^2_s|^2 = |v_{\alpha, \epsilon}(\rho^1_s) - v_{\alpha, \epsilon}(\rho^2_s)|^2 \leq CW_2^2(\rho^1_s, \rho^2_s) \leq CE\mathbb{E}[|\overline{Z}_s|^2], \quad (2.33) \]
which implies that
\[ \mathbb{E}[|\overline{Z}_t|^2] \leq CE\mathbb{E}[|\overline{Z}_0|^2] + C \int_0^t \mathbb{E}[|\overline{Z}_s|^2]ds . \quad (2.34) \]
Therefore, applying Gronwall’s inequality with \( \mathbb{E}[|\overline{Z}_0|^2] = 0 \), one obtain \( \mathbb{E}[|\overline{Z}_t|^2] = 0 \) for all \( t \in [0, T] \). This leads to \( \xi^1 = \xi^2 \) by (2.33). Hence, we obtain the uniqueness for solutions to (2.31).

\item **Step 5:** Similar to the argument in Theorem 2.1 the unique solution to the regularized SDE (2.31) is also the unique solution to the nonlinear SDE (1.8) due to the fact that \( \gamma(\overline{V}_t) = 0 \) for all \( t \in [0, T] \). \( \square \)
\end{itemize}

**2.3 Well-posedness for the PDE (1.7)**
Let \( \rho_0 \in \Gamma \), and let \{ \( \overline{V}_t \) : \( t \geq 0 \) \} be the solution to (1.8) obtained in the last section with the initial data \( \overline{V}_0 \) distributed according to \( \rho_0 \). For any \( \varphi \in C^\infty_c(\mathbb{R}^d) \), it follows from Itô’s formula (5.1) that
\[ d\varphi(\overline{V}_t) = \nabla \varphi(\overline{V}_t) \cdot \left( -\lambda P_1(\overline{V}_t)(\overline{V}_t - v_{\alpha, \epsilon}(\rho_t)) - \frac{\sigma^2}{2} (\overline{V}_t - v_{\alpha, \epsilon}(\rho_t))^2 \Delta \gamma(\overline{V}_t) \nabla \gamma(\overline{V}_t) \right) dt \]
\[ + \sigma |\overline{V}_t - v_{\alpha, \epsilon}(\rho_t)| \nabla \varphi(\overline{V}_t) \cdot P(\overline{V}_t) dB_t \]
\[ + \frac{\sigma^2}{2} (\overline{V}_t - v_{\alpha, \epsilon}(\rho_t))^2 \nabla^2 \varphi(\overline{V}_t) : (I - \nabla \gamma(\overline{V}_t) \nabla \gamma(\overline{V}_t)^T) dt, \quad (2.35) \]
where $\nabla^2 \phi$ is the Hessian and $A : B := \text{Tr}(A^T B)$. Taking expectation on both sides of (2.35), the law $\rho_t$ of $\nabla_t$ as a measure on $\mathbb{R}^d$ satisfies

$$
\frac{d}{dt} \int_{\mathbb{R}^d} \phi(v) d\rho_t(v) = \int_{\mathbb{R}^d} \nabla \phi(v) \cdot \left( -\lambda(I - \nabla \gamma(v) \nabla \gamma(v)^T)(v - \nu_{\alpha, \xi}(\rho_t)) - \frac{\sigma^2}{2}(v - \nu_{\alpha, \xi}(\rho_t))^2 \Delta \gamma(v) \nabla \gamma(v) \right) d\rho_t(v)
$$

$$
+ \int_{\mathbb{R}^d} \frac{\sigma^2}{2}(v - \nu_{\alpha, \xi}(\rho_t))^2 \nabla^2 \phi(v) : (I - \nabla \gamma(v) \nabla \gamma(v)^T) d\rho_t(v).
$$

(2.36)

As we have proved that $\nabla_t \in \Gamma$, almost surely, that is, the density $\rho_t$ is concentrated on $\Gamma$ for any $t$, we have $\text{supp}(\rho_t) \subset \Gamma$. Let us now define the restriction $\mu_t$ of $\rho_t$ on $\Gamma$ by

$$
\int_{\Gamma} \Phi(v) d\mu_t(v) = \int_{\mathbb{R}^d} \phi(v) d\rho_t(v)
$$

(2.37)

for all continuous maps $\Phi \in \mathcal{C}(\Gamma)$, where $\phi \in \mathcal{C}_b(\mathbb{R}^d)$ equals $\Phi$ on $\Gamma$.

Next we define the projection $\Pi_\Gamma(v) = v - \gamma(v) \nabla \gamma(v) \in \Gamma$, for $v \in \mathbb{R}^d$.

We then let $\Gamma_\delta \subset \mathbb{R}^d$ be a strip of width $\delta > 0$ about $\Gamma$, where $\delta > 0$ is sufficiently small to ensure that the decomposition

$$
v = \Pi_\Gamma(v) + \gamma(v) \nabla \gamma(v)
$$

(2.38)

is unique for $v \in \Gamma_\delta$. We know such $\delta$ exists since $\gamma \in \mathcal{C}^2(\hat{\Gamma})$, see for example [22, Section 2.1]. Let now $\Phi \in \mathcal{C}_c^\infty(\Gamma)$ and define a function $\phi \in \mathcal{C}_c^\infty(\mathbb{R}^d)$ such that

$$
\phi(v) = \Phi(\Pi_\Gamma(v)) \quad \text{for all } v \in \Gamma_\delta.
$$

(2.39)

Then $\phi$ defined above is 0-homogeneous in $v$ in the strip $\Gamma_\delta$, so that $\nabla \phi(v) \cdot \nabla \gamma(v) = 0$ for all $v$ in the support $\Gamma$ of $\rho_t$, which leads to $\nabla^2 \phi(v) \cdot \nabla \gamma(v) \nabla \gamma(v)^T = 0$. Hence,

$$
\frac{d}{dt} \int_{\Gamma} \Phi(v) d\mu_t(v) = \frac{d}{dt} \int_{\mathbb{R}^d} \phi(v) d\rho_t(v)
$$

$$
= -\lambda \int_{\mathbb{R}^d} \nabla \phi(v) \cdot \left( (I - \nabla \gamma(v) \nabla \gamma(v)^T)(v - \nu_{\alpha, \xi}(\rho_t)) \right) d\rho_t(v) + \int_{\mathbb{R}^d} \frac{\sigma^2}{2}(v - \nu_{\alpha, \xi}(\rho_t))^2 \Delta \phi(v) d\rho_t(v).
$$

Let us now relate the Euclidean differential operators to corresponding operators on $\Gamma$, so that for $v \in \Gamma$ it holds $\nabla_\Gamma \Phi(v) = \nabla \phi(v)$ and $\Delta_\Gamma \Phi(v) = \Delta \phi(v)$. Therefore, we obtain

$$
\frac{d}{dt} \int_{\Gamma} \Phi(v) d\mu_t(v) = -\lambda \int_{\Gamma} \nabla_\Gamma \Phi(v) \cdot \left( (I - \nabla \gamma(v) \nabla \gamma(v)^T)(v - \nu_{\alpha, \xi}(\mu_t)) \right) d\mu_t(v)
$$

$$
+ \int_{\Gamma} \frac{\sigma^2}{2}(v - \nu_{\alpha, \xi}(\mu_t))^2 \Delta_\Gamma \Phi(v) d\mu_t(v),
$$

(2.40)

where

$$
\nu_{\alpha, \xi}(\mu_t) = \frac{\int_{\Gamma} v e^{-\alpha \xi(v)} d\mu_t}{\int_{\Gamma} e^{-\alpha \xi(v)} d\mu_t}.
$$

(2.41)

Thus by this construction we obtain a weak solution $\mu_t$ to the PDE (1.7).
Next we prove the uniqueness of solutions to (1.7). Assume that \( \rho_1 \) and \( \rho_2 \) are two solutions to (1.7) with the same initial data \( \rho_0 \), and at each time \( t \) we treat them as measures on \( \mathbb{R}^d \) concentrated on the hypersurface \( \Gamma \). Then we construct two linear process \( \{\nabla_t^i\}_{t \geq 0} \) \( (i = 1, 2) \) satisfying

\[
d\nabla_t^i = -\lambda P((\nabla_t^i)(\nabla_t^i - v_{\alpha,\varepsilon}(\rho_t^i)))dt + \sigma|\nabla_t^i - v_{\alpha,\varepsilon}(\rho_t^i)|P_1(\nabla_t^i)dB_t - \frac{\sigma^2}{2}(\nabla_t^i - v_{\alpha,\varepsilon}(\rho_t^i))^2P_2(\nabla_t^i)p_3(\nabla_t^i)dt,
\]

with the common initial data \( \nabla_0 \) distributed according to \( \rho_0 \). Let us denote \( \text{law}(\nabla_t^i) = \tilde{\rho}_t^i \) \( (i = 1, 2) \) as measures on \( \mathbb{R}^d \), which are solutions to the following linear PDE

\[
\partial_t \tilde{\rho}_t^i = \nabla \cdot \left( \tilde{\rho}_t^i \left( \lambda P(\nabla_t^i)(\nabla_t^i - v_{\alpha,\varepsilon}(\rho_t^i)) + \frac{\sigma^2}{2}(\nabla_t^i - v_{\alpha,\varepsilon}(\rho_t^i))^2P_2(\nabla_t^i)p_3(\nabla_t^i) \right) \right) + \frac{\sigma^2}{2} \sum_{k,l=1}^{d} \frac{\partial^2}{\partial v_k \partial v_l} (|v - v_{\alpha,\varepsilon}(\rho_t^i)|^2(P_1P_1^T)_{kl}) \tilde{\rho}_t^i.
\]

Since the uniqueness for the above linear PDE holds and \( \tilde{\rho}_t^i \) is also a solution to the above PDE on \( \mathbb{R}^d \) (see (2.36)), it follows that \( \tilde{\rho}_t^i = \tilde{\rho}_t^1 \) \( (i = 1, 2) \). Consequently, the process \( \{\nabla_t^i\}_{t \geq 0} \) are solutions to the nonlinear SDE (1.8), for which the uniqueness has been obtained. Hence \( \{\nabla_t^1\}_{t \geq 0} \) and \( \{\nabla_t^2\}_{t \geq 0} \) are equal, which implies \( \int_0^T \tilde{\rho}_t^1 = \int_0^T \tilde{\rho}_t^2 = \int_0^T \tilde{\rho}_t^2 \). Thus the uniqueness is obtained.

3 Mean-field limit

The well-posedness of (1.2), (1.7) and (1.8) obtained in the last section provides all the ingredients we need for the mean-field limit. Let \( \{(\nabla_t^i)_{t \geq 0}\}_{i \in [N]} \) be \( N \) independent copies of solutions to (1.8). They are i.i.d. with the same distribution \( \rho_t \). Assume that \( \{(\nabla_t^i)_{t \geq 0}\}_{i \in [N]} \) is the solution to the system (1.2). Since \( \nabla_t^i, V_t^i \in \Gamma \) for all \( i \) and \( t \), \( \{(\nabla_t^i)_{t \geq 0}\}_{i \in [N]} \) and \( \{(\nabla_t^i)_{t \geq 0}\}_{i \in [N]} \) are solutions to the corresponding regularized systems (2.31) and (2.33) respectively. We denote below \( \tilde{\rho}_t^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{\nabla_t^i} \) and \( \rho_t = \text{law}(\nabla_t) \).

Before stating our theorem on the mean-field limit, let us introduce the following lemma on a large deviation bound.

**Lemma 3.1.** Let \( \mathcal{E} \) and \( \tilde{\mathcal{E}} \) satisfy Assumptions (2.1) and (2.2). Let \( \{(\nabla_t^i)_{t \geq 0}\}_{i \in [N]} \) be the solution to the mean-field dynamics (2.31), which are i.i.d. with common distribution \( \rho \in C([0,T], \mathcal{P}_{\infty}(\mathbb{R}^d)) \). Then there exists a constant \( C \) depending only on \( \Gamma \) and \( C_{\alpha,\varepsilon} \) such that

\[
\sup_{t \in [0,T]} \mathbb{E} \left[ \left| v_{\alpha,\varepsilon}(\tilde{\rho}_t^N) - v_{\alpha,\varepsilon}(\rho_t) \right|^2 \right] \leq CN^{-1}.
\]

**Proof.** We start by estimating

\[
\left| v_{\alpha,\varepsilon}(\tilde{\rho}_t^N) - v_{\alpha,\varepsilon}(\rho_t) \right| = \left| \sum_{j=1}^{N} \nabla_t^j e^{-\alpha\tilde{\mathcal{E}}(\nabla_t^j)} \right| - \frac{1}{\int_{\mathbb{R}^d} e^{-\alpha\tilde{\mathcal{E}}(v)} \, dv} \int_{\mathbb{R}^d} ve^{-\alpha\tilde{\mathcal{E}}(v)} \, dv.
\]

\[\leq \left| \frac{1}{N} \sum_{j=1}^{N} e^{-\alpha\tilde{\mathcal{E}}(\nabla_t^j)} \left( \sum_{j=1}^{N} \nabla_t^j e^{-\alpha\tilde{\mathcal{E}}(\nabla_t^j)} - \int_{\mathbb{R}^d} ve^{-\alpha\tilde{\mathcal{E}}(v)} \, dv \right) \right| \]

\[+ \int_{\mathbb{R}^d} ve^{-\alpha\tilde{\mathcal{E}}(v)} \, dv \left( \frac{1}{N} \sum_{j=1}^{N} e^{-\alpha\tilde{\mathcal{E}}(\nabla_t^j)} - \frac{1}{\int_{\mathbb{R}^d} e^{-\alpha\tilde{\mathcal{E}}(v)} \, dv} \right) \]
\[ \leq e^{\alpha \bar{\xi}} \left| \frac{1}{N} \sum_{j=1}^{N} \nabla_v e^{-\alpha \bar{\xi}(\nabla_v^i)} \int_{\mathbb{R}^d} v e^{-\alpha \bar{\xi}(v)} d\rho_t \right| + e^{\alpha (2\bar{\xi} - \bar{\xi})} \left| \frac{1}{N} \sum_{j=1}^{N} e^{-\alpha \bar{\xi}(\nabla_v)} - \int_{\mathbb{R}^d} e^{-\alpha \bar{\xi}(v)} d\rho_t \right| \right. \]. (3.2)

Here we used explicitly the upper and lower bounds \( \bar{\xi}, \bar{\xi}_e \). Denote

\[ Z_j^i := \nabla_v e^{-\alpha \bar{\xi}(\nabla_v^i)} - \int_{\mathbb{R}^d} v e^{-\alpha \bar{\xi}(v)} d\rho_t, \] (3.3)

then one can rewrite

\[ \frac{1}{N} \sum_{j=1}^{N} \nabla_j e^{-\alpha \bar{\xi}(\nabla_v^i)} - \int_{\mathbb{R}^d} v e^{-\alpha \bar{\xi}(v)} d\rho_t = \frac{1}{N} \sum_{j=1}^{N} Z_j^i. \] (3.4)

It is obvious that \( \mathbb{E}[Z_i^1] = 0 \), since \( \{(\nabla_j^i)_{j \geq 0}\}_{j=1}^{N} \) are i.i.d. with common distribution \( \rho \). Next we compute

\[ \mathbb{E} \left[ \left| \frac{1}{N} \sum_{j=1}^{N} \nabla_j e^{-\alpha \bar{\xi}(\nabla_v^i)} - \int_{\mathbb{R}^d} v e^{-\alpha \bar{\xi}(v)} d\rho_t \right|^2 \right] = \frac{1}{N^2} \mathbb{E} \left[ \left( \sum_{j=1}^{N} Z_j^i \right)^2 \right], \]

where we have used the fact that \( \mathbb{E}[Z_i^j Z_i^k] = 0 \) for \( j \neq k \). It is also easy to check that

\[ \mathbb{E}[Z_i^j]^2 \leq 2 \mathbb{E} \left[ \left| \nabla_j e^{-\alpha \bar{\xi}(\nabla_v^i)} \right|^2 \right] + 2 \left( \int_{\mathbb{R}^d} v e^{-\alpha \bar{\xi}(v)} d\rho_t \right)^2 \leq 4C_\Gamma e^{-2\alpha \bar{\xi}}. \] (3.5)

Here we have used the fact that \( \nabla_j^i \in \Gamma \), so it holds \( \mathbb{E} \left[ \left| \nabla_j^i \right|^2 \right] = \int_{\mathbb{R}^d} |v|^2 d\rho_t \leq C_\Gamma \) for some \( C_\Gamma > 0 \) depending on \( \Gamma \). Thus we conclude

\[ \mathbb{E} \left[ \left| \frac{1}{N} \sum_{j=1}^{N} \nabla_j e^{-\alpha \bar{\xi}(\nabla_v^i)} - \int_{\mathbb{R}^d} v e^{-\alpha \bar{\xi}(v)} d\rho_t \right|^2 \right] \leq \frac{1}{N} 4C_\Gamma e^{-2\alpha \bar{\xi}}. \] (3.6)

By following the same argument it also holds that

\[ \mathbb{E} \left[ \left| \nabla_j e^{-\alpha \bar{\xi}(\nabla_v)} - \int_{\mathbb{R}^d} e^{-\alpha \bar{\xi}(v)} d\rho_t \right|^2 \right] \leq \frac{1}{N} 4C_\Gamma e^{-2\alpha \bar{\xi}}. \] (3.7)

Combining the above two estimates and (3.2), one has

\[ \mathbb{E} \left[ |v_{a, \bar{\xi}}(\sigma_N) - v_{a, \bar{\xi}}(\rho_t)|^2 \right] \leq \frac{1}{N} 4C_\Gamma e^{-2\alpha \bar{\xi}} + \frac{1}{N} 4C_\Gamma e^{\alpha (2\bar{\xi} - 3\bar{\xi})} \frac{1}{N} \leq C_\Gamma e^{\alpha (3\bar{\xi} - 2\bar{\xi})} \frac{1}{N} = C_\Gamma C_\alpha \bar{\xi} \frac{1}{N}. \] (3.8)

Thus we have completed the proof.

Then we get the following mean-field limit result by the classical Szmitman’s theory.
Remark 3.1. The estimate above guarantees the weak convergence of the empirical measure $\rho_t^N$ towards $\rho_t$, in the following sense

$$\sup_{t \in [0,T]} \mathbb{E} \left[ |\langle \rho_t^N, \phi \rangle - \langle \rho_t, \phi \rangle|^2 \right] \to 0 \text{ as } N \to \infty \text{ for any test function } \phi \in C^1_c(\mathbb{R}^d).$$ (3.10)

Indeed, one has

\[ \mathbb{E} \left[ |\langle \rho_t^N, \phi \rangle - \langle \rho_t, \phi \rangle|^2 \right] = \mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} \phi(V_t^i) - \int_{\mathbb{R}^d} \phi(v) d\rho_t(v) \right]^2 \leq 2\mathbb{E} \left[ |\phi(V_t^i) - \phi(V_t^1)|^2 \right] + 2\mathbb{E} \left[ \frac{1}{N} \sum_{i=1}^{N} \phi(V_t^i) - \int_{\mathbb{R}^d} \phi(v) d\rho_t(v) \right]^2 \leq \frac{C}{N} ||\phi||_{C^1}^2. \]

We refer to Refs. [11, 52] for more details.

Proof. Notice that $((V_t^i)_{t \geq 0})_{i \in [N]}$ and $((V_t^i)_{t \geq 0})_{i \in [N]}$ are also solutions to the corresponding regularized systems (2.31) and (2.3) respectively, and

\[
\begin{align*}
    d(V_t^i - \overline{V}_t^i) &= -\lambda \left( P_1(V_t^i)(V_t^i - v_{\alpha,\varepsilon}(\rho_t^N)) - P_1(\overline{V}_t^i)(\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t)) \right) dt \\
    &\quad + \sigma \left( |V_t^i - v_{\alpha,\varepsilon}(\rho_t^N)| P_1(V_t^i) - |\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t)| P_1(\overline{V}_t^i) \right) dB_t^i \\
    &\quad - \frac{\sigma^2}{2} \left( (V_t^i - v_{\alpha,\varepsilon}(\rho_t^N))^2 P_3(V_t^i) P_3(\overline{V}_t^i) - (\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t))^2 P_3(\overline{V}_t^i) P_3(\overline{V}_t^i) \right) dt.
\end{align*}
\]

(3.11)

By applying Itô’s formula one has

\[
\begin{align*}
    d(V_t^i - \overline{V}_t^i)^2 &= -2\lambda (V_t^i - \overline{V}_t^i) \cdot \left( P_1(V_t^i)(V_t^i - v_{\alpha,\varepsilon}(\rho_t^N)) - P_1(\overline{V}_t^i)(\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t)) \right) dt \\
    &\quad + 2\sigma (V_t^i - \overline{V}_t^i) \cdot \left( (V_t^i - v_{\alpha,\varepsilon}(\rho_t^N))^2 P_3(V_t^i) P_3(\overline{V}_t^i) - (\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t))^2 P_3(\overline{V}_t^i) P_3(\overline{V}_t^i) \right) dt \\
    &\quad - \sigma^2 \sum_{k=1}^{d} \left( |V_t^i - v_{\alpha,\varepsilon}(\rho_t^N)| P_{1k}(V_t^i) - |\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t)| P_{1k}(\overline{V}_t^i) \right) \right) \cdot \left( |V_t^i - v_{\alpha,\varepsilon}(\rho_t^N)| P_{1k}(V_t^i) - |\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t)| P_{1k}(\overline{V}_t^i) \right) dt.
\end{align*}
\]

(3.12)

where $P_{1k}(\cdot)$ represents the $k$-th row of the matrix $P_1(\cdot)$. Using Lemma 2.1 it is easy to compute that

\[
\left| P_1(V_t^i)(V_t^i - v_{\alpha,\varepsilon}(\rho_t^N)) - P_1(\overline{V}_t^i)(\overline{V}_t^i - v_{\alpha,\varepsilon}(\rho_t)) \right|
\]
where we have used the fact that
Hence it yields
that
\[C \leq C \left( \sum_{i=1}^{N} \frac{|V_i^j - \nu_i^{jN}|}{N} + |V_i^j - \bar{\nu}_i^{jN}|^2 + |V_i^j - \tilde{\nu}_i^j|^2 + |v_{a,e}(\tilde{\nu}_i) - v_{a,e}(\nu_i)|^2 \right), \tag{3.13}\]
where we have used Cauchy’s inequality and C depends only on \(\alpha, \|\nabla P_1\|_{\infty}, \|P_1\|_{\infty}, L, C_\Gamma\) and \(C_{a,e}\), and \(\|P_1\|_{\infty}\) is the spectral norm of the matrix \(P_1\).

Similarly we compute
\[
\left| (V_i^j - v_{a,e}(\rho_i^N))^2 P_2(V_i^j) P_3(V_i^j) - (\bar{\nu}_i - v_{a,e}(\nu_i))^2 P_2(\bar{\nu}_i) P_3(\bar{\nu}_i) \right|
= \left| (V_i^j - v_{a,e}(\rho_i^N))^2 \left( P_2(V_i^j) P_3(V_i^j) - P_2(\bar{\nu}_i) P_3(\bar{\nu}_i) \right) + P_2(\bar{\nu}_i) P_3(\bar{\nu}_i) \left( (V_i^j - v_{a,e}(\tilde{\nu}_i))^2 - (V_i^j - v_{a,e}(\rho_i))^2 \right) \right|
\leq C|V_i^j - \bar{\nu}_i| + C \sum_{i=1}^{N} \frac{|V_i^j - \nu_i^{jN}|}{N} + C|v_{a,e}(\tilde{\nu}_i) - v_{a,e}(\nu_i)|,
\]
where we have used Lemma 2.11 and the fact that \(|V_i^j|, |\bar{\nu}_i| \leq C_\Gamma$. Here C depends only on \(\alpha, \|\nabla P_2\|_{\infty}, \|P_2\|_{\infty}, \|P_3\|_{\infty}, L, C_\Gamma\) and \(C_{a,e}\). This leads to
\[
- \sigma^2 (V_i^j - \bar{\nu}_i) \cdot \left( (V_i^j - v_{a,e}(\rho_i^N))^2 P_2(V_i^j) P_3(V_i^j) - (\bar{\nu}_i - v_{a,e}(\rho_i))^2 P_2(\bar{\nu}_i) P_3(\bar{\nu}_i) \right)
\leq C \left( \sum_{i=1}^{N} \frac{|V_i^j - \nu_i^{jN}|}{N} + |V_i^j - \bar{\nu}_i|^2 + |v_{a,e}(\tilde{\nu}_i) - v_{a,e}(\nu_i)|^2 \right), \tag{3.14}\]
where C depends only on \(\alpha, \lambda, \sigma, \|\nabla P_2\|_{\infty}, \|P_2\|_{\infty}, \|\nabla P_3\|_{\infty}, \|P_3\|_{\infty}, L, C_\Gamma\) and \(C_{a,e}\).

Now let us compute
\[
\left| V_i^j - v_{a,e}(\rho_i^N) \right| P_1^k(V_i^j) - (\bar{\nu}_i - v_{a,e}(\rho_i)) P_1^k(\bar{\nu}_i)
= \left| V_i^j - v_{a,e}(\rho_i^N) \right| ( P_1^k(V_i^j) - P_1^k(\bar{\nu}_i) ) + P_1^k(\bar{\nu}_i) \left( |V_i^j - v_{a,e}(\rho_i^N)| - |V_i^j - v_{a,e}(\tilde{\nu}_i)| \right)
\]
\[ + P_i^k (\mathbf{\nabla}_i) \left( |V_i^i - v_{\alpha, \check{\varepsilon}}(\mathbf{p}_i^N) - |\mathbf{\nabla}_i - v_{\alpha, \check{\varepsilon}}(\rho_i)| \right) \right| \]
\[ \leq C \left( |V_i^i - \mathbf{\nabla}_i| + \frac{\sum_{i=1}^{N} |V_i^i - \mathbf{\nabla}_i|^2}{N} + |v_{\alpha, \check{\varepsilon}}(\mathbf{p}_i^N) - v_{\alpha, \check{\varepsilon}}(\rho_i)| \right) , \]

where \( C \) depends only on \( \alpha, \|\nabla P_1\|_{\infty}, \|P_1\|_{\infty}, L, C_1 \) and \( C_{\alpha, \check{\varepsilon}} \). This implies that

\[ \sigma^2 \sum_{k=1}^{d} \left( |V_i^i - v_{\alpha, \check{\varepsilon}}(\rho_i)| P_k^i (\mathbf{V}_i) - |\mathbf{\nabla}_i - v_{\alpha, \check{\varepsilon}}(\rho_i)| P_k^i (\mathbf{\nabla}_i) \right) \cdot \left( |V_i^i - v_{\alpha, \check{\varepsilon}}(\rho_i)| P_k^i (\mathbf{V}_i) - |\mathbf{\nabla}_i - v_{\alpha, \check{\varepsilon}}(\rho_i)| P_k^i (\mathbf{\nabla}_i) \right) \]
\[ \leq C \left( \frac{\sum_{i=1}^{N} |V_i^i - \mathbf{\nabla}_i|^2}{N} + |V_i^i - \mathbf{\nabla}_i|^2 + |v_{\alpha, \check{\varepsilon}}(\mathbf{p}_i^N) - v_{\alpha, \check{\varepsilon}}(\rho_i)|^2 \right) , \quad (3.15) \]

where \( C \) depends only on \( \alpha, \sigma, \|\nabla P_1\|_{\infty}, \|P_1\|_{\infty}, L, C_1 \) and \( C_{\alpha, \check{\varepsilon}} \).

Taking expectation of both sides of (3.12), and collecting estimates (3.13), (3.14) and (3.15), one concludes

\[ \mathbb{E}[|V_i^i - \mathbf{\nabla}_i|^2] \leq \mathbb{E}[|V_0^i - \mathbf{\nabla}_0|^2] + C \int_0^t \sum_{i=1}^{N} \mathbb{E}[|V_i^i - \mathbf{\nabla}_i|^2] ds + C \int_0^t \mathbb{E}[|V_s^i - \mathbf{\nabla}_s|^2] ds + C \int_0^t \mathbb{E}[|V_s^i - \mathbf{\nabla}_s|^2] ds + CT \frac{1}{N} , \]

where we have used the fact that

\[ \mathbb{E} \left[ (V_i^i - \mathbf{\nabla}_i) \cdot (V_i^i - v_{\alpha, \check{\varepsilon}}(\rho_i)|P_1| (V_i^i) - |\mathbf{\nabla}_i - v_{\alpha, \check{\varepsilon}}(\rho_i)| P_1 (\mathbf{\nabla}_i) d\mathbf{B}^i_t \right] = 0 , \]

and Lemma 3.4 in the last inequality. Applying Gronwall’s inequality with \( \mathbb{E}[|V_0^i - \mathbf{\nabla}_0|^2] = 0 \), one concludes

\[ \sup_{i=1, \ldots, N} \mathbb{E}[|V_i^i - \mathbf{\nabla}_i|^2] \leq CT \left( 1 + CT e^{CT} \right) \frac{1}{N} , \quad (3.16) \]

for all \( t \in [0, T] \), which completes the proof.

**Remark 3.2.** The constant \( C > 0 \) appearing in the estimate (3.9) may depend on the dimension through the norm of \( P_2 \) or \( \nabla P_2 \), see (3.14). Nevertheless we expect this dependency to scale at most linearly as \( d - 1 \). In fact, for the case of sphere \( \Gamma = \mathbb{S}^{d-1} \) it is \( P_2(v) = \Delta \gamma(v) = \frac{d-1}{|v|} \). We conclude that in general there is no curse of dimensionality involved in the estimate (3.9).

### 4 Conclusions

We presented a new consensus-based model for global optimization on hypersurfaces, which is inspired by the kinetic Kolmogorov-Kuramoto-Vicsek equation on the sphere. The main results of this paper are the well-posedness of the stochastic particle system and its mean-field limit, which is obtained by the coupling method through introducing an auxiliary self-consistent nonlinear SDE. The presented mean-field limit is not affected by curse of dimension, i.e., the rate of convergence is of order \( N^{-1} \) in the particle number \( N \). This favorable theoretical rate is confirmed by numerical experiments in very high dimension (\( d \approx 3000 \)) [29]. In the related paper Ref. [29] we analyze the large time behavior of the system for \( \Gamma = \mathbb{S}^{d-1} \), we prove its convergence to global minimizers in a suitable sense, and we provide several applications in machine learning. We consider the results of this paper as a preliminary step towards the formulation of consensus-based optimization on compact manifolds [25], which requires a more general approach for the analysis of the global large time asymptotics.
5 Appendix

Theorem 5.1 (Multidimensional Itô’s formula). Let

\[ dX_t = u(t)dt + v(t)dB_t \]

be an \( d \)-dimensional Itô process, where \( X_t \in \mathbb{R}^d \), \( u(t) \in \mathbb{R}^d \), \( v(t) \in \mathbb{R}^{d \times d'} \), and \( B_t \) is \( d' \)-dimensional Brownian motion. Assume \( \varphi(x) \) be a \( C^2 \) map from \( \mathbb{R}^d \) to \( \mathbb{R} \), then it holds that

\[
\varphi(X_t) = \varphi(X_0) + \int_0^t \left( \nabla \varphi(X_s) \cdot u(s) + \frac{1}{2} \sum_{i,j=1}^d \frac{\partial^2 \varphi}{\partial x_i \partial x_j}(X_s)v_i(s)v_j(s)^T \right) ds + \int_0^t \nabla \varphi(X_s) \cdot v(s) dB_s
\]

(5.1)

with \( v_i(s) \) being the \( i \)-th row of the matrix \( v(s) \).
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