Abstract: We consider the robust control of a two-mass oscillator with a dominant input delay. Our aim is to compare a fractional-order tuning approach including the partial compensation of non-minimum phase zeros with a classical $\mathcal{H}_\infty$ loop-shaping design, since both these designs lead to a relatively high controller order. First of all a detailed physical model is derived and validated using measurement data. Based on the linearized model both controllers are designed to be comparable, i.e. they show a similar crossover frequency in the open loop and the final controller order is reduced to the same range for both designs. The major differences between both are the different methods how the feed-forward action is included. The loop-shaping approach with fractional-order elements relies on the plant inverse using a flat output, whereas the $\mathcal{H}_\infty$ design incorporates a two-degree of freedom control, i.e. the reference signal is included into the known inputs of the generalized plant. Each controller is tested in simulation and experiment. As both open-loops are nearly identical in the frequency range of interest, the results from an input disturbance experiment show no major difference. The different design approaches of the feed-forward path are clearly visible in the tracking experiment.

1. INTRODUCTION

With many numerical tools available (Tepljakov et al., 2011; Oustaloup et al., 2000; Valério and da Costa, 2004), the use of fractional-order (FO) operators in control loops has gained popularity. Especially the extension of the classical PID-controller (Podlubny, 1999) by FO terms has been investigated intensively (Monje et al., 2010), as the FO integral part leads to a reduced phase loss compared to an integer-order (IO) integrator. In addition to that the scalable slopes in the amplitude response offer a high degree of freedom in the frequency domain with a minimal number of parameters to tune.

A drawback of these FO design concepts yet is the implementation. As FO operators are non-local, a lot of physical memory is necessary, i.e. a higher-order IO approximation, to apply these control strategies in real-time. In most contributions an FO controller approach is only compared to standard PID controllers, despite the fact that the controller orders are hardly comparable, e.g. a reasonable approximation of an FO term requires five states, whereas a realizable PID-controller only needs two. As all of various approximations schemes lead to controllers of a high order, it is natural to compare the performance of these FO approaches with design approaches leading to a similar number of states, e.g. the $\mathcal{H}_\infty$ framework. A first attempt for such a comparison can be found in (Seyedtabaii, 2019).

In this paper we consider the control of a two-mass oscillator with a nominal input delay. We design two higher-order controllers and compare the resulting tracking- and disturbance performance. The first controller approach is based on an open-loop PI controller, which is extended by a partial FO compensator and a notch filter. In this case the feed-forward control is designed based on the model inverse. The approximation of the FO part is chosen such that the overall controller order does not exceed order 7. For comparison, a two-degree of freedom (2DOF) $\mathcal{H}_\infty$ controller is applied. With similar open loop-characteristics both controllers show the expected disturbance rejection behavior. The major difference can be seen in the tracking experiment. The model inverse leads to a faster response, but the effect of an unknown input delay is more severe as the overshooting changes significantly.

The structure of this contribution is as follows. In Section 2 a detailed description of the experimental setup is given and a model of the two-mass oscillator is derived. As a focus of this paper is to investigate the partial cancellation of non-minimum phase zeros, a communication delay is included and approximated by a Padé-term. The controller design is explained in Section 3. We compare an open-loop design including an FO partial compensator with an IO $\mathcal{H}_\infty$ controller. Both controllers show a nearly identical open loop within the frequency range of interest. However, the different approaches to include the feed-forward action lead to significant differences regarding the robustness and tracking performance. The simulation and experimental results are given in Section 4. Besides the
tracking test with different time delays, both controllers are also subjected to an artificially injected band-limited white noise. Section 5 concludes the paper.

2. SYSTEM DYNAMICS

The considered plant is a two-mass oscillator with non-collocated actuator (MGV 52 (Akribis, 2018)) and measurement (BAW003K (BALLUFF, 2021)). An illustration of the system in the laboratory setting is given in Fig. 1. The control signal $u(t) \in [0 \text{ V}, 10 \text{ V}]$ leads to a force at the active mass $m$ that is connected to the load (passive mass $M$) by a spring with stiffness constant $k$. The displacement of the active mass is bounded within $0 \text{ mm} \leq x_1(t) \leq 20 \text{ mm}$. Both the active and the passive masses are subject to gravity $d = -mg$ and $D = -Mg$, respectively, where $g$ is the gravity constant. Only the position of the hanging load $x_3(t)$ is available for control by contact-less measurement and is used in relative coordinates $x_3(t) = \tilde{x}_3(t) - \tilde{x}_{3,0}$, where $\tilde{x}_{3,0}$ is the steady-state measurement for $u = 0$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{two_mass_oscillator.png}
\caption{Experimental setup of the two-mass oscillator (Ruderman, 2021, 2022).}
\end{figure}

Since the actuator inductance is relatively small (Akribis, 2018), the current dynamics can be neglected. This results in a model similar to (Ruderman, 2021) with state-space representation

$$\dot{x} = Ax + Bu + E \begin{bmatrix} d \\ D \end{bmatrix}, \quad y = Cx, \quad x(t_0) = x_0$$

(1)

with the state vector $x = [x_1 \ x_2 \ x_3 \ x_4]^\top$ where $x_2 = \tilde{x}_1$ and $x_4 = \tilde{x}_3$, initial conditions $x_0$, the input and output vectors $B = \begin{bmatrix} 0 \\ \frac{m}{k} \frac{m}{M} \frac{1}{M} \end{bmatrix}$ and $C = \begin{bmatrix} 0 & 0 & 1 & 0 \end{bmatrix}$, respectively, as well as the matrices

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ \frac{m}{k} & \frac{m}{M} & \frac{m}{M} & \frac{1}{M} \\ \frac{m}{k} & \frac{m}{M} & \frac{m}{M} & \frac{1}{M} \\ \frac{1}{M} & \frac{1}{M} & \frac{1}{M} & \frac{1}{M} \end{bmatrix}, \quad E = \begin{bmatrix} 0 & 0 & 0 & 0 \\ \frac{m}{k} & \frac{m}{M} & \frac{m}{M} & \frac{1}{M} \end{bmatrix}.$$

The actuator properties $\Psi$ and $R$ are the back electromotive force (EMF) constant and resistance, $\eta$ and $\zeta$ characterize the damping of the active mass and connecting spring, respectively, while $\zeta \ll \eta$. As the gravitational forces are assumed to be constant and known, they can be compensated by feed-forward action $u_k = -(d + D) \frac{d}{w} = (m + M) \frac{d}{w}$, if we choose the coordinate system to be located at the equilibrium point with respect to $D$. Thus, they are not part of further discussions. By utilizing the state-space realization (1) and the nominal values of the parameters, given in Table 1, the transfer function is

$$G_{yu}(s) = C (sI - A)^{-1} B = \frac{0.1583 (s + 10^4)}{s (s + 332.4) (s^2 + 1.027s + 267.4)},$$

(2)

where $I$ denotes the identity matrix of appropriate dimensions. Apart from a stable fast pole ($p_1 = -332.4$) and zero, the dominant dynamics are described by the free integrator ($p_2 = 0$) as well as the low-damped complex pole-pair at $p_{3,4} = -0.514 \pm 16.346$.

A symmetrical open-loop excitation has revealed a good fit of the eigenfrequency $\omega_0 = 16.346 \text{ rad/s}$, however major differences in the transient peaking and damping. Furthermore, the actuator property of a stroke-dependent force can be observed in terms of a state-dependent input gain $k_n(x_1)$. Closed-loop experiments have been conducted in order to identify $k_n(x_1)$. As the active and the passive mass are connected with a spring (cf. Fig. 1), their relative displacement equals in steady-state: $x_{1,ss} = x_{3,ss}$. By utilizing a controller with integral action, steady-state tracking accuracy for a reference step can be achieved. Thus, given the steady-state reference value $r_{ss}$ for the position of the passive mass, the necessary input signal can be linked to the active mass’ position: $u_{ss} = u_{ss}(x_{1,ss})$. For this purpose, a grid of reference positions is targeted from two opposite initial conditions $x_{0,1} = [0 \ 0 \ 0 \ 0]^\top$ and $x_{0,2} = [0.02 \ 0.02 \ 0 \ 0]^\top$. The experimental results are summarized in Fig. 2. Furthermore, the least-squares opti-

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Parameter & Value & Unit & Meaning \\
\hline
$k$ & 200 & $\text{N/m}$ & Spring constant \\
$m$ & 0.6 & $\text{kg}$ & Active mass \\
$M$ & 0.75 & $\text{kg}$ & Passive mass (load) \\
$\eta$ & 200 & $\text{kg/s}$ & Visc. damping of active mass \\
$\zeta$ & 0.02 & $\text{kg/s}$ & Visc. damping of comm. spring \\
$\Psi$ & 17.16 & $\text{V.s/m}$ & Actuator EMF constant \\
$R$ & 5.23 & $\text{V/A}$ & Actuator resistance \\
g & 9.81 & $\text{m/s}^2$ & Gravitational acceleration \\
\hline
\end{tabular}
\caption{Nominal values of model parameters.}
\end{table}

Fig. 2. Experimental identification of the steady-state input voltage to compensate the gravitational forces.

**Table 1. Nominal values of model parameters.**
equilibrium of forces in steady-state, i.e. the gravitational forces on the one hand and the actuator force on the other hand, leading to

$$k_u(x_1) = (m + M)gR(\Psi u_{\text{m}}(x_1))^{-1}.$$  \hspace{1cm} (3)

Note that we cannot use the inverse of this nonlinearity because the position of the active mass is not measured. Best results are achieved by utilizing the mean of the inverse input gain \( \mu (k_u^{-1}) \) as static pre-compensation. Still, \( k_u(x_1) \) is utilized to improve the model for later simulation studies.

In order to simulate a possible essential communication delay, a dominant input delay \( \tau \) is added to the plant model. This results in the transfer function

$$G(s) = G_{yu}(s) e^{-\tau s} \equiv G_{yu}(s)G_d(s)$$  \hspace{1cm} (4)

with the nominal value for the delay \( \tau_n = \frac{\tau}{\omega_n} = 0.3844s \).

3. CONTROLLER DESIGN

In this section, two different synthesis methods are utilized to derive controllers for the plant model \( G(s) \), provided in (4), including the dominant communication delay. On the one hand, \( H_\infty \) controller synthesis methods are used to design a reference controller. On the other hand, FO loop shaping with classical feed-forward is utilized. A minimum phase margin of 30° is to be achieved to allow for delay uncertainties. For a fair comparison, both controllers are designed to have a similar order \( n \), open-loop crossover frequency \( \omega_c \) and gain for low frequencies. For good tracking performance, 2DOF control structures are used.

3.1 Two Degree of Freedom \( H_\infty \) Control

To be able to use the classical \( H_\infty \) synthesis methods (Zhou, 1996), we introduce the second-order all-pass Padé-term \( \tilde{G}_d,2 \approx G_d \) from Padé (1892) leading to

$$\tilde{G}(s) = G_{yu}(s) \tilde{G}_d,1,$$  \hspace{1cm} (5)

where the time delay for the controller design \( \tau_n \) coincides with the nominal delay of the plant. For better tracking performance a 2DOF control structure is utilized, see Fig. 3, mainly inspired by (Gu et al., 2005).

![Two degree of freedom control structure](image)

Fig. 3. Two degree of freedom control structure.

Furthermore, the disturbance attenuation for input disturbances is of special interest. For this purpose, the external input is extended to \( w = [r \quad d_u]^T \). The performance output

$$z = [z_1 \quad z_2]^T = [W_2(y - r) \quad W_1u]^T$$  \hspace{1cm} (6)

takes the effect of the reference \( r \) and the disturbance \( d_u \) on the control error \( e = (r - y) \) and the controller output \( u \) into account. Leading to the generalized plant

$$P = \begin{bmatrix} -W_1 W_1 & W_1 G \hline 0 & W_2 + W_2 \end{bmatrix}$$

$$0 \quad 0 \quad G$$

\[
\begin{bmatrix}
\mathbf{r} \\
\mathbf{d}_u \\
\mathbf{y}
\end{bmatrix}
\]

with

$$P(s) = \begin{bmatrix} \mathbf{r} \\
\mathbf{d}_u \\
\mathbf{y}
\end{bmatrix}.$$  \hspace{1cm} (7)

where the arguments are omitted for clarity reasons. As proposed by Skogestad and Postlethwaite (2001), the weight functions are chosen as

$$W_1(s) = \frac{0.01(s + 15)}{s + 1.5 \cdot 10^{-3}} \quad \text{and} \quad W_2(s) = \frac{0.95(s + 3)}{s + 2850}.$$  \hspace{1cm} (8)

The low-pass filter \( W_1 \) with high gain for low frequencies leads to an (almost) integrating behavior with a pole at \( -\epsilon \), whereas the high-pass filter \( W_2 \) limits the tracking performance but ensures noise reduction by limiting the bandwidth of \( u \).

Using the MATLAB Robust Control Toolbox function \texttt{hinfsyn}, a sub-optimal stabilizing 2DOF controller \( \hat{C}_\infty \) is found determining

$$\left| P_{\text{11}} + P_{\text{12}}\hat{C}_\infty(s) \left(I - P_{\text{22}}\hat{C}_\infty(s)\right)^{-1} P_{\text{21}} \right|_{\infty} < 1$$  \hspace{1cm} (11)

for the transfer function from the external input \( w \) to the performance output \( z \). In order to achieve zero steady state error, an integrator is introduced

$$\hat{C}_\infty(s) = \frac{1}{\epsilon + s} \hat{C}_\infty \approx \frac{1}{\epsilon} \hat{C}_\infty \equiv C_\infty(s)$$  \hspace{1cm} (12)

where \( \epsilon < 2 \cdot 10^{-3} \). Finally, the controller order is reduced via balanced truncation (based on (Varga, 1991)) resulting in a controller order of \( n_\infty = 7 \) and the controller given by \( C_\infty = [C_{\infty,1} \quad C_{\infty,2}] \), see (9) next page, where \( C_{\infty,1} \) and \( C_{\infty,2} \) correspond to the reference \( r \) and the output \( y \), respectively. For later comparison, a Bode plot of the open loop \( L_\infty = -\tilde{C}_\infty(s)G \) for \( r = 0 \) is depicted in Fig. 4, showing a crossover frequency of \( \omega_c,\infty = 1.44 \frac{\text{unit}}{s} \), a phase margin of \( \Phi_c,\infty = 32.09^\circ \) and a gain margin of \( A_c,\infty = 2.18 \).

The magnitude plot of feedforward path \( F_\infty = C_{\infty,1} \) from reference \( r \) to control signal \( u \) is shown in Fig. 5. High frequencies of the reference signal are not amplified, whereas it shows integrating behavior for low frequencies.

3.2 FO Loop-Shaping with Classical Feedforward

The classical PI-Lead controller design is combined with partial cancellation of the non-minimum phase zero of \( \tilde{G} \) and the integer-order (IO) compensation of the conjugate complex pole-pair at \( \omega_\delta = 16.346 \frac{\text{unit}}{s} \). Figure 6 shows the 2DOF control structure.

Using a first-order Padé-approximation \( \tilde{G}_{d,1} \approx G_d \) from Padé (1892) for time delay \( \tau_n = 0.3844s \) leads to a non-minimum phase zero in \( \tilde{G} \) close to the desired crossover frequency \( \omega_c \) (see (5) and Fig. 4). Following the reasoning of (Voß et al., 2022), we partially compensate the non-minimum phase zero \( z = 2/\tau_n \) with \( \tilde{Q}_{2/\tau_n} \) of order \( \nu = \alpha^{-1} = 2 \), leading to a minimum phase lag and gaining some magnitude slope as well.

Designing a PI control for \( \tilde{Q}_{2/\tau_n} \tilde{G} \) in order to reach a crossover frequency similar to \( \omega_c,\infty \) reveals two difficulties. First, the damping of the magnitude peak at \( \omega_\delta \) limits the applicable proportional gain significantly. Knowing that the model damping is over-estimated, this poses a major issue. However, since the eigenfrequency fits the model, we can use the non-proper integer-order filter

$$F_{pp}(s) = \frac{0.034 (s^2 + 1.027s + 267.4)}{s + 9}.$$  \hspace{1cm} (13)
It significantly reduces the magnitude slope and thus canceled. However, this would not lead to similar results, as it significantly reduces the magnitude slope and thus the damping of the eigenfrequency without adding enough positive phase in the crossover region.

For implementing the controller \( \dot{C}_{\text{FO}} = K_{\text{PIL}} F_{\text{PP}} \dot{Q}_{2/\tau_{\text{c},2}} \) and to use it in a real-time experimental setup, the FO-element \( \dot{Q}_{2/\tau_{\text{c},2}} \) is approximated with an Oustaloup-Filter in the relevant frequency band \([\omega_{l}, \omega_{h}] = [0.05 \text{ rad/s}, 50 \text{ rad/s}] \) with \( N = 1 \), as described in (Voß et al., 2022).

This approximation of the FO element leads to the overall controller \( \dot{C}_{\text{FO}} \) of (10). A Bode plot of \( L_{\text{FO}} = \dot{C}_{\text{FO}} G \) is part of Fig. 4, where the open-loop crossover frequency is \( \omega_{c,\text{FO}} = 1.49 \text{ rad/s} \), the phase and gain margins are \( \Phi_{\text{FO}} = 37.36^\circ \) and \( A_{\text{FO}} = 1.81 \).

As the reference trajectory \( r(t) \) is known a priori, it can be differentiated offline and the classical feedforward

\[
u^*(t) = -\frac{CA^2 x^*(t) + r(3)(t - \tau_{\text{n}})}{CA^2 B}
\]

(15)
can be applied, where the matrices \( A, B \) and \( C \) correspond to the model equations in (1) and \( x^* \) to the state fitting the desired trajectory (Isidori, 2013).

The open-loop feedforward path \( F_{\text{FO}} \) from \( r \) to \( u \) can be calculated by utilizing the Laplace transform on (15) for zero initial conditions, resulting in the non-proper

\[
F_{\text{FO}}(s) = C_{\text{FO}}(s) + G_{\text{FO}}^{-1}(s) e^{-\tau_{\text{n}} s}.
\]

(16)

As the reference signal is known a-priori, this does not pose feasibility problems. Figure 5 holds a magnitude plot. It shows the dominance of \( C_{\text{FO}} \) for low frequencies and of the inverse plant for high frequencies, including the characteristic notch at \( \omega_{l} \). In comparison with \( C_{\infty} \), it is expected to act faster and more aggressive.

The controllers of the same order \( n_{\infty} = n_{\text{PP}} \) show very similar open-loop frequency characteristics for \( r = 0 \) with \( \omega_{c,\infty} \approx \omega_{c,\text{FO}} \) but differences in the feedforward path, compare Figs. 4 and 5, respectively.

4. SIMULATION AND EXPERIMENTAL RESULTS

Two scenarios have been designed in order to evaluate the disturbance attenuation and the tracking performance. As the robustness against time delay uncertainties is of special interest, the communication delay is varied by \( 10 \% \), i.e. \( \tau = \tau_{\text{n}} (1 \pm 0.1) \). The simulation model consists of the plant (1), the state-dependent input gain \( k_{\text{in}} (x_1) \) of (3) and the communication delay \( \tau \). The experimental setup is depicted in Fig. 1.

Closed-loop experiments have revealed a necessary adjustment of the model input gain by \( k_{\text{m}} = 1.3 \). This is addressed by the pre-compensation \( k_{\text{m}}^{-1} \). Furthermore, a sticking phenomenon of the actuator similar to static friction is observed. Like in other fields, this can be addressed by injecting a high-frequency, low-amplitude jitter.
signal on top of the control signal, cf. (Hägglund, 2002) and (Hofer and D’Andrea, 2018). Best results have been achieved with a square wave with amplitude $A_j = 0.4 \, \text{V}$ and frequency $\omega_j = 450 \, \text{rad/s}$.

4.1 Disturbance Attenuation

In order to investigate the robustness against input disturbances, the disturbance sensitivity function

$$S_{y_d}(s) = \frac{G_{y_d}(s)}{1 + C(s)G_d(s)G_{y_d}(s)} \quad (17)$$

is depicted in Fig. 7 for the nominal time delay of $\tau = \tau_n$, where $C_{FO}$ and $-C_{\infty,2}$ correspond to the FO loop-shaping and the 2DOF $\mathcal{H}_{\infty}$ control, respectively. There are only slight differences in the crossover region leading to

$$\|S_{y_d, FO}\|_{\infty} = 0.0173 \quad \text{and} \quad \|S_{y_d, \infty}\|_{\infty} = 0.0203. \quad (18)$$

Fig. 7. Magnitude plot of disturbance sensitivity functions.

The largest effect of the disturbance on the output is expected for frequencies $\omega \in [0.1 \, \text{rad/s}, 20 \, \text{rad/s}]$. Therefore, a band- and amplitude-limited disturbance signal $d(t)$ is constructed from band-limited white noise via inverse Fourier transformation and normalization, such that the actuator input and states are prevented from saturation.

The initial conditions for the disturbance attenuation experiments are chosen as $x_{0,d} = [0.01 \, 0.01 \, 0]^T$ to be in the middle of the actuator range. Exemplary time responses for both controllers and $\tau = \tau_2$ are illustrated in Fig. 8 (for a short period of time), where the disturbance injection starts at $t = 2$ s. There are only very little differences between the controllers, as expected by the similarity of the disturbance sensitivity functions in Fig. 7. Furthermore, the simulation results reasonably match the measurements, apart from short-time deviations (e.g. at $t \approx 6.3$ s).

![Fig. 8. Exemplary input disturbance responses where 'M.' abbreviates measurement and 'S.' simulation.](image)

| Exp. | Contr. Metric | Unit | $\tau = 0.9\tau_n$ | $\tau = \tau_n$ | $\tau = 1.1\tau_n$ |
|------|---------------|------|-------------------|-----------------|-------------------|
| $C_\infty$ | $e_{\text{RMS}}$ | mm   | 1.624            | 1.702           | 1.729 |
| $|e_{\text{max}}|$ | mm   | 7.603            | 7.986           | 8.511 |
| $|u_{\text{max}}|$ | V    | 4.692            | 4.974           | 5.080 |
| $C_{FO}$ | $e_{\text{RMS}}$ | mm   | 1.637            | 1.632           | 1.692 |
| $|e_{\text{max}}|$ | mm   | 8.312            | 8.781           | 8.683 |
| $|u_{\text{max}}|$ | V    | 5.031            | 5.010           | 5.174 |

Table 2. Quantitative evaluation.

In order to analyze the experimental data, the root mean square (RMS) error

$$e_{\text{RMS}} = \left( \frac{1}{N} \sum_{n=1}^{N} e_n^2 \right)^{\frac{1}{2}}, \quad (19)$$

as well as the maximum absolute error and control effort

$$|e_{\text{max}}| = \max_{1 \leq n \leq N} |e_n| \quad \text{and} \quad |u_{\text{max}}| = \max_{1 \leq n \leq N} |u_n| \quad (20)$$

are calculated, where $e_n = e(nT_s)$, $u_n = u(nT_s)$ and the sample time is $T_s = 2 \cdot 10^{-4}$ s. Table 2 summarizes the results. Obviously, $C_\infty$ performs the best for the reduced plant time delay $\tau = 0.9\tau_n$. Focusing on the absolute values $|e_{\text{max}}|$ and $|u_{\text{max}}|$, it outperforms $C_{FO}$. However, it shows more variations for a change in $\tau$ than $C_{FO}$, especially for the RMS error $e_{\text{RMS}}$. Still, the overall differences are rather small between the two controllers.

4.2 Tracking Performance

To analyze the tracking behavior, a transition polynomial

$$r(t) = r_0 + (r_1 - r_0) \left( \frac{\sum_{k=0}^{7} 840 \, (-1)^{k-2} \, t^{k-2}}{k! \, (k-2)! \, (7-k)!} \right) \left( \frac{t}{T_s} \right)^k$$

of order 7 with vanishing derivatives at the boundaries for up to order 3 is utilized, i.e. a set-point change from $r_0 = 5 \, \text{mm}$ to $r_1 = 10 \, \text{mm}$ in $T_1 = 2$ s.

Exemplary simulation and experimental results are shown in Fig. 9. The simulation results are given for the nominal time delay only (red dashed line) since the variation

![Fig. 9. Time responses to the set-point change for both controllers (top: $C_\infty$, bottom: $C_{FO}$).](image)
is very little. The set-point responses using 2DOF $H_\infty$ controller $C_\infty$ (9), turn out to be robust against time delay uncertainties. The results for the FO controller $C_{\text{FO}}$ (10) with prefilter (15) show a faster, however less robust behavior. This is mainly caused by the differences in the feed-forward paths, compare Fig. 5.

The control signals for the experiments are depicted in Fig. 10 and confirm the expectations. The direct and more aggressive action of the FO controller is more affected by time delay uncertainties, whereas the behavior of the $H_\infty$ controller is slower but more robust.

The quantitative evaluation of the results is summarized in Table 2 with the metrics defined in (19) and (20), averaged for three set-point changes. A time horizon of 20s is used for the evaluation. Due to the different prefilters, there are significant differences between the two controllers for the error-related metrics, where $C_{\text{FO}}$ with prefilter (15) outperforms $C_\infty$. However, $C_\infty$ is more robust against time delay uncertainties with respect to tracking performance leading to only slight variations of the metrics in contrast to $C_{\text{FO}}$. Here, the error related metrics increase significantly for an increasing time delay. The maximum control effort $|u_{\text{max}}|$, however, increases for any deviation from the nominal time delay due to the combination of the explicit time shift of the reference signal in $u^*(t)$ of (15) and the slower feedback control $C_{\text{FO}}$.

5. CONCLUSIONS

The two designed controllers, a robust PI-Lead controller with FO elements and an IO $H_\infty$ controller, with similar frequency characteristics and controller orders show comparable results. Moreover, the simulations with a detailed model are in agreement with the experimental setup.

As expected from the magnitude plot of the input disturbance sensitivity function, the simulation and experimental results show very similar disturbance attenuation capabilities for both controllers. However, the $H_\infty$ controller turns out to be more robust against delay uncertainties.

Significant differences are observed for the tracking performance due to the different feedforward actions. As expected from the magnitude plot, the FO controller with classical feedforward is more aggressive. Due to the explicit time-shift of the reference signal, it is sensitive to delay uncertainties. In contrast, the 2DOF $H_\infty$ controller is significantly slower, but generally more robust, as the delay uncertainties are not visible in the sample output graphs and the evaluation metric changes are marginal.
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