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Abstract. The usage of digital filters with infinite impulse response (IIR) allows reducing computing and hardware costs significantly. However, the instability of such filters prevents their wide usage. This problem is obvious when creating narrowband filters under conditions of limited hardware resources and limited capacity of digital filter coefficients. This work aims to analyze the stability of a two-stage form, in particular an interpolated IIR filter and a smoothing filter with an infinite impulse response.
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1. Introduction

The usage of digital IIR-filters allows reducing computing and hardware costs significantly. The main drawback of such filters is their instability, which prevents their wide adoption. This problem is obvious when creating narrowband filters under conditions of limited hardware resources and limited capacity of digital filter coefficients.

The main way, which is usually used to solve the problem, is transition to a structure of sequential-connected first and second order filters [1]. In this case, the minimum required order of a filter increases, but it also becomes possible to reduce the bit depth of the coefficients [2]. However, the direct form of implementation is more convenient for digital signal processors (DSP) and programmable logic devices such as field-programmable gate arrays (FPGA).

According to [3], the structure of two series-connected filters shown in [4]
allows to solve the problem of inaccuracy in the coefficients representation.

This work aims to analyze the stability of a two-stage form, in particular an interpolated IIR filter and a smoothing filter with an infinite impulse response. The analysis was performed with varying narrowband and the bandwidth shape factors of the amplitude-frequency characteristic of a filter. A comparison of two-stage and direct forms is also presented.

2. Two-stage digital form of an IIR-filter

An interpolated infinite impulse response (IIIR) filter is a recursive filter where the current output depends on previous outputs. The equation is shown below:

\[
y(n) = \sum_{r=0}^{N_1=N/v} b_r x[(n - vr)T] - \sum_{k=1}^{M_1=M/v} a_k y[(n - vr)T],
\]

where \( a_k \) and \( b_r \) are the coefficients of a kernel low-pass IIR filter without interpolation that consequently determine the filter characteristics.

To convert a kernel low-pass filter (KF) to an IIIR one, the \( z^{-1} \) delay elements must be replaced by the \( z^{\nu} \) buffers [5]. The amount of memory required to implement the filter will increase by the \( \nu \) factor.

On the other hand, when an interpolated filter is used, it’s possible to filter simultaneously \( \nu \) input signal bands with a bandwidth that is \( \nu \) times smaller than a kernel low-pass filter bandwidth.

As shown in [3], the use of an IIIR filter significantly reduces effects of the limited bit depth on the accuracy of reproducing the frequency characteristics of an interpolated filter with respect to a passband of a kernel low-pass filter. Also, the poles sensitivity to the limited bit depth of an interpolated filter is completely determined by the sensitivity of the poles of a kernel filter.

Let’s consider the design of a two-stage low-pass filter. The structure of a designed low-pass filter of the \( N \)-th order with the desired \( H(\omega) \) characteristic is represented in the form of a cascade connection of an interpolated IIR filter with the \( H_{IIIR}(\omega) \) periodic frequency characteristic and a digital smoothing filter with the \( H_{SF}(\omega) \) frequency characteristic. The components of the \( H_{IIIR}(\omega) \) repeat the frequency
selectivity properties of the narrowband low-pass filter by ν times within the operating frequency range 0≤ω≤2π. The smoothing filter (SF) selects the main lobe located in the zero frequency area, from the set of lateral components at the output of the IIIR filter [6, 7].

The general view of the structure described above is shown in Figure 1. Figure 2 shows the frequency characteristics of the designed low-pass filter as well of the digital IIIR and smoothing filters.

As mentioned above, the poles sensitivity of the digital interpolated filter is approximately ν^{M-1} times smaller than the poles sensitivity of the non-cascade filter. A pole shift from the calculated position determines the reproduction accuracy of the desired frequency characteristics.

![Fig. 1. Two stage structure of a narrowband IIR filter](image)

Fig. 1. - Two stage structure of a narrowband IIR filter

![Fig. 2. Amplitude-frequency characteristics of the equivalent LP filter, IIR- and SF-filters](image)

Fig. 2. Amplitude-frequency characteristics of the equivalent LP filter, IIR- and SF-filters

At the same time, the poles sensitivity of the smoothing filter is also significantly smaller than the poles sensitivity of the filter providing the required properties of the H(ω) frequency selectivity within the framework of a non-cascade structure. This is due to the fact that the measure of the poles sensitivity significantly depends on the M order of the designed IIR filter and the SF order noticeably decreases when the transition zone of the amplitude-frequency characteristic expands.
3. Simulation parameters

The research was performed by comparing two successively connected IIR filters (interpolated and smoothing) with an equivalent low-pass filter with the similar frequency characteristics.

Filters were designed using fixed values of the passband ripple, stopband attenuation and bandwidth shape factor of the amplitude-frequency characteristic, which can be described as follows:

\[ \alpha = \frac{f_{\text{pass}}}{f_{\text{stop}}} \]

where \( f_{\text{pass}} \) is a passband end and \( f_{\text{stop}} \) is a stopband beginning.

The analysis of the structures was performed using variable narrowband coefficients:

\[ \beta = \frac{f_s}{f_{\text{pass}}} \]

where \( f_s \) is a sampling frequency of input signal.

Each individual filter was designed in Matlab.

4. Simulation results

a. Butterworth filters

Let’s consider a Butterworth low-pass filter with the following parameters: input signal sampling frequency \( f_s = 10 \text{ kHz} \), stopband attenuation \( A_{\text{stop}} = 80 \text{ dB} \), passband ripple level \( A_{\text{pass}} = 0.01 \) and bandwidth shape factor \( \alpha = 0.5 \).

We designed Butterworth filters with different values of the narrowband coefficient: \( \beta = 10 \ldots 1000 \). The values of the cutoff frequencies and the orders of the obtained low-pass filters are given in Table 1.

In the Table "\( \times \)" signs indicate that it’s impossible to design a stable filter with the given characteristics in Matlab. The "\( \checkmark \)" signs show that a filter can be successfully implemented. In this case, the maximum narrowband coefficient at which an IIR filter can be designed providing the direct form is \( \beta = 20 \). The filter coefficients are represented in a double precision format. However, if the accuracy of representing coefficients is limited to 32 bits (\( c_{32} \)), a stable filter with the given
characteristics can be calculated only up to $\beta = 10$. If the bit depth is limited to 16 bits ($c_{16}$), the calculation is impossible (Table 1).

We designed a two-stage filter with the same parameters, which includes Butterworth interpolated and smoothing filters.

Table 1. Butterworth filter, direct form

| $\beta$ | 10 | 20 | 40 | 50 | 100 | 200 |
|---------|----|----|----|----|-----|-----|
| $f_{\text{pass}}$ | 1000 | 500 | 250 | 200 | 100 | 50  |
| $f_{\text{stop}}$ | 2000 | 1000 | 500 | 400 | 200 | 100 |
| $M$ | 16 | 18 | × | × | × | × |
| $c_{16}$ | × | × | × | × | × | × |
| $c_{32}$ | ✓ | × | × | × | × | × |

Table 2. Butterworth filter, two-stage form

| $\beta$ | 10 | 20 | 40 | 50 | 100 | 200 | 250 |
|---------|----|----|----|----|-----|-----|-----|
| $f_{\text{pass}}$ | 1000 | 500 | 250 | 200 | 100 | 50 | 40 |
| $f_{\text{stop}}$ | 2000 | 1000 | 500 | 400 | 200 | 100 | 80 |
| $\nu$ | 2 | 4 | 5 | 10 | 10 | 20 | 40 |
| $M_{\text{KF}}$ | 9 | 9 | 14 | 9 | 9 | 11 | 12 |
| $c_{16}$ | ✓ | ✓ | × | × | × | × | × |
| $c_{32}$ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

Table 2 shows the results of implementing interpolated Butterworth filters. The $\nu$ periodicity index of the amplitude-frequency characteristic of the interpolated filter varies according to the condition of minimizing the smoothing filter order.

Note that Table 2 shows the kernel filters orders. The smoothing filters orders are within the range $N = 9..12$. It can be seen that if the $\beta$ narrowband coefficient is less than 250 and the bit depth is limited to 32 bits, it is possible to design a stable filter with an infinite impulse response in Matlab. If the bit depth is limited to 16 bits,
the implementation is possible up to $\beta = 20$.

b. Elliptic filters

Elliptic low-pass filters were analyzed the same way.

We designed filters with the same characteristics as used to calculate Butterworth filters: input signal sampling frequency $f_s = 10$ kHz, stopband attenuation $A_{\text{stop}} = 80$ dB, passband ripple level $A_{\text{pass}} = 0.01$ and bandwidth shape factor $\alpha = 0.5$. The results are summarized in Table 3.

Table 3. Elliptic filter ($\alpha=0.5$), direct form

| $\beta$ | 10  | 20 | 40 | 50 | 200 | 250 |
|---------|-----|----|----|----|-----|-----|
| $f_{\text{pass}}$ | 1000 | 500 | 250 | 200 | 50 | 40 |
| $f_{\text{stop}}$ | 2000 | 1000 | 500 | 400 | 100 | 80 |
| $M$ | 7 | 7 | 7 | 7 | 7 | 7 |
| $c_{16}$ | ✔ | ✗ | ✗ | ✗ | ✗ | ✗ |
| $c_{32}$ | ✔ | ✔ | ✗ | ✗ | ✗ | ✗ |

Table 4. Elliptic filter ($\alpha=0.5$), two-stage form

| $\beta$ | 10 | 20 | 40 | 50 | 100 | 200 | 250 |
|---------|----|----|----|----|-----|-----|-----|
| $f_{\text{pass}}$ | 1000 | 500 | 250 | 200 | 100 | 50 | 40 |
| $f_{\text{stop}}$ | 2000 | 1000 | 500 | 400 | 200 | 100 | 80 |
| $\nu$ | 2 | 4 | 4 | 4 | 4 | 4 | 4 |
| $M_{\text{KF}}$ | 5 | 5 | 7 | 5 | 5 | 5 | 5 |
| $c_{16}$ | ✔ | ✔ | ✗ | ✗ | ✗ | ✗ | ✗ |
| $c_{32}$ | ✔ | ✔ | ✔ | ✔ | ✔ | ✔ | ✗ |

When using an elliptic-type filter, it is possible to implement a digital filter with the narrowband index equal to 250. If the values are higher, it’s impossible to design a stable filter. When limiting the coefficients bit depth, a stable IIR filter with
the specified parameters can be designed providing $\beta = 20$ if the bit depth is 32 bits and $\beta = 10$ if the bit depth is 16 bits.

Table 4 shows the results obtained for a two-stage elliptical filter.

A two-stage connection of elliptic filters allows designing a more narrowband structure. In this case, the smoothing filters order shall not exceed 7. An elliptical filter allows designing stable filters even if high narrowband coefficients are required.

c. **Elliptic filters with an increased bandwidth shape factor**

If the $\alpha$ bandwidth shape factor is increased to 0.9 and other parameters stay unchanged, the maximum $\beta$ value reached by a direct form elliptic filter is 20 (Table 5).

Table 5. Elliptic filter ($\alpha=0.9$), direct form

| $\beta$ | 10 | 20 | 40 | 50 | 100 | 200 | 250 |
|---------|----|----|----|----|-----|-----|-----|
| $f_{\text{pass}}$ | 1000 | 500 | 250 | 200 | 100 | 50 | 40 |
| $f_{\text{stop}}$ | 1100 | 550 | 275 | 220 | 110 | 55 | 44 |
| $M$ | 13 | 13 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| $c_{16}$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| $c_{32}$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |

In this case, the limiting of the coefficients bit depth to 32 bits does not allow implementing a stable filter with the given parameters.

Table 6. Elliptic filter ($\alpha=0.9$), two-stage realization

| $\beta$ | 10 | 20 | 40 | 50 | 100 | 200 | 400 |
|---------|----|----|----|----|-----|-----|-----|
| $f_{\text{pass}}$ | 1000 | 500 | 250 | 200 | 100 | 50 | 25 |
| $f_{\text{stop}}$ | 1100 | 550 | 275 | 220 | 110 | 55 | 27 |
| $M_{K_F}$ | 12 | 12 | 12 | 12 | 13 | 13 | 13 |
| $\nu$ | 2 | 4 | 5 | 10 | 20 | 20 | 40 |
| $c_{16}$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| $c_{32}$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\times$ | $\times$ | $\times$ |
As in previous cases, the connection of interpolated and smoothing filters makes it possible to design a stable system with $\beta$ equal to 400 (Table 6). When the coefficients bit depth is limited to 32 bits, it is only possible to implement a system with the $\beta$ factor of up to 50. If the bit depth is limited to 16 bits, it’s impossible to design a stable structure.

5. Conclusion

The conducted researches show that the use of a two-stage connection of interpolated IIR and smoothing filters allows designing more narrowband filtration systems and reducing their sensitivity to inaccuracy in the coefficients representation. However, this is achieved by increasing the memory resources used to build an IIIR filter. If the narrowband coefficient is low, there is no advantage from using a two-stage structure as compared to a direct form low-pass filter. Moreover, the direct form implementation of a stable low-pass filter with a high narrowband coefficient is often impossible. So, we will dedicate the follow-up study to designing structures with more stages.
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