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Abstract

Nonlocal and fractional-order models capture effects that classical partial differential equations cannot describe; for this reason, they are suitable for a broad class of engineering and scientific applications that feature multiscale or anomalous behavior. This has driven a desire for a vector calculus that includes nonlocal and fractional gradient, divergence and Laplacian type operators, as well as tools such as Green’s identities, to model subsurface transport, turbulence, and conservation laws. In the literature, several independent definitions and theories of nonlocal and fractional vector calculus have been put forward. Some have been studied rigorously and in depth, while others have been introduced ad-hoc for specific applications. The goal of this work is to provide foundations for a unified vector calculus by (1) consolidating fractional vector calculus as a special case of nonlocal vector calculus, (2) relating unweighted and weighted Laplacian operators by introducing an equivalence kernel, and (3) proving a form of Green’s identity to unify the corresponding variational frameworks for the resulting nonlocal volume-constrained problems. The proposed framework goes beyond the analysis of nonlocal equations by supporting new model discovery, establishing theory and interpretation for a broad class of operators, and providing useful analogues of standard tools from the classical vector calculus.
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1. Introduction

The use of nonlocal models in place of their classical differential counterparts has been steadily increasing thanks to their ability to capture effects
that classical partial differential equations (PDEs) cannot describe. These
effects include multiscale behavior and anomalous behavior such as super-
and sub-diffusion, making nonlocal models suitable for a broad class of en-
gineering and scientific applications. Such applications include subsurface
transport \cite{13,50,51,77,76}, image processing \cite{11,44,55}, multiscale and
multiphysics systems \cite{6,10,35}, magnetohydrodynamic \cite{75}, phase transitions
\cite{12,19,21}, finance \cite{74,71}, stochastic processes \cite{14,25,58,61,62}, and, more recently, fractional backpropagation in training neural networks \cite{88}.

Nonlocal models are characterized by integral operators acting on the
values of a function on nonlocal neighborhoods; these are usually Euclidean
balls of radius \( \delta > 0 \), which is referred to as the horizon or interaction
radius. The latter determines the extent of the nonlocal interactions and
spans from values much smaller than the size of the domain, including zero
in the classical limit, to values much larger than the size of the domain, in-
cluding infinity in certain fractional-order models. Properties of the kernel
defining the integral operator may also reduce the regularity requirements
of solutions compared to solutions of classical models, allowing for dis-
continuities and rough behavior such as crack formation while capturing
long-range forces.

Well-known challenges arise from modeling and simulation of nonlo-
cal problems, including the prescription of nonlocal analogues of boundary
conditions, i.e., volume or exterior conditions \cite{20,31,32,54}; the unre-
solved treatment of nonlocal interfaces \cite{5,17}; the uncertainty and sparsity
of model parameters and data \cite{9,15,23,29,47,65,66,91}, and the increas-
ing computational cost as the extent of the nonlocal interactions increases
\cite{3,4,11,18,24,30,67,83,87,89}. In this work, we focus on synthesizing
various theoretical frameworks for nonlocal and fractional calculus. Sev-
eral formulations of nonlocal vector calculus models have been proposed
independently, including various fractional-order models. Similarities are
evident between certain models, e.g., between the nonlocal gradient oper-
ator of Ref. \cite{79} and the fractional gradient introduced in Ref. \cite{57}, but
comprehensive and rigorous comparisons are lacking, making it difficult to
choose the most appropriate fractional model for a specific application.

A formative development of nonlocal calculus for scalar functions was
carried out in Ref. \cite{48}. Ref. \cite{38} extended that calculus to vector functions,
rigorously derived nonlocal conservation/balance laws, and recast strong
forms of nonlocal problems into variational forms, allowing the analysis
of nonlocal diffusion equations in a similar framework as their local PDE
counterparts. In Ref. \cite{36}, the authors analyzed nonlocal diffusion equations
and made connections with certain types of nonlocal operators (e.g. the
graph Laplacian). More recently, a class of nonlocal operators, originally referred to as weighted operators [38], have received increasing attention due to the one-point structure of the weighted nonlocal gradient and its application in mechanics [39] and fluid dynamics [40] contexts. Of particular interest is the stability of the nonlocal problems associated with these operators. Refs. [39, 40] showed that radially symmetric and suitably singular kernels are sufficient to guarantee stability, while Ref. [52] extended this analysis to non-spherical interaction neighborhoods, allowing to relax the singularity requirement. Relevant nonlocal calculus developments include the analysis of nonsymmetric kernels in the context of convection [25, 86], nonlocal Dirichlet forms [43], and nonlocal-in-time dynamical systems [69], and the extension to nonlocal operators of classical properties of vector field such as Helmholtz decompositions [41, 52]. While this general nonlocal calculus is comparatively recent, fractional-order differential operators are almost as old as their integer-order counterparts [46, 73]. As a result, the development of fractional calculus literature has often been independent of nonlocal calculus literature; proposals for fractional-order vector calculus include Refs. [57, 81, 85]. Not only is there a lack of rigorous comparison between these theories, but there is also a lack of discussion of fractional vector calculus as it may relate to the aforementioned nonlocal vector calculus of Refs. [38] and [48]. Thus, for example, fractional-order Green’s identities have been reported in Ref. [34], but no connection has been drawn to Green’s identities in the nonlocal vector calculus literature, such as as in Ref. [38].

Our aim is to unify fractional-order and nonlocal vector calculus, and develop tools within this unified framework to study well-posedness and other properties. We now outline our paper. In Section 2 we review necessary aspects of nonlocal and fractional vector calculus. In Section 3 we prove the equivalence of Cartesian and directional fractional vector calculus and show they are special cases of general weighted nonlocal vector operators for infinite-range interactions. In the same vein, we relate unweighted nonlocal and fractional Green’s identity, prove equivalence of the composition of fractional divergence and gradient with the fractional Laplacian, and present results on the asymptotic behavior of truncated fractional operators, which is relevant for numerical simulations. In Section 4 we continue the effort initiated in Refs. [39, 40, 52, 59] towards the development of a unified characterization of nonlocal Laplacian operators and formally prove the equivalence of weighted and unweighted nonlocal Laplacian operators by introducing an equivalence kernel, for which we discuss general properties and show equivalence to well-known fractional kernels. In Section 5 we first prove a weighted nonlocal Green identity. Then, we exploit
this result to unify the variational framework for weighted operators with the framework for unweighted operators and provide well-posedness results for a class of singular kernels, for which fractional operators are a special instance. This further confirms previous stability results for truncated non-local operators [39, 40]. Finally, in Section 6 we review other instances of fractional vector calculus, focusing in particular on the theories put forth by Tarasov [85] and Šilhavý [81], comparing them to the unified framework proposed here.

The resulting theory provides a new framework for the discovery of nonlocal models that admit clear interpretation, properties, and are well-posed by construction; see Refs. [64, 91, 90] for recent examples. The established connections between nonlocal and fractional operators guide the choice of specific fractional models and their discretizations in the context of numerical simulations, see, e.g., [53] where a new fractional gradient for turbulence modeling is proposed and for which our theory provides insights on its asymptotic behavior. This foundational work invites future studies into classes of kernels and function spaces for which a unified theory could be established with full rigor for specific applications.

2. Preliminaries on nonlocal operators

In this section we describe unweighted and weighted nonlocal operators as well as fractional operators, reviewing results that will be relevant for the rest of the article. The bulk of our new results concerns weighted nonlocal vector calculus, but we review the unweighted nonlocal vector calculus in some detail in order to establish a relation between weighted and unweighted problems in Section 5.

We note that several integrals may have to be intended in the principal value (p.v.) sense; however, for the sake of notation, we avoid adding the p.v. symbol in front of the integral sign.

2.1. Interaction Radius. Key to all the definitions in the section will be the antisymmetric vector-valued function \( \alpha(x, y) \), known as the interaction kernel, which is used to describe the nonlocal interaction between points \( x \) and \( y \). Throughout, we write the interaction kernel as

\[
\alpha(x, y) = \rho(x, y) \mathbf{1}(|x - y| \leq \delta).
\]  

(2.1)

We explicitly use \( \delta \) to quantify the “range of interaction”, and the antisymmetric vector-valued function \( \rho \) to describe the interaction within this range. Thus, there is zero interaction when \( x \) and \( y \) are further than \( \delta \) apart.

We refer to operators defined with \( \delta < \infty \) as truncated operators, and operators with \( \delta = \infty \) as untruncated operators. Tightly connected to the
Figure 1. Illustration and comparison of the unweighted interaction domain $\Omega_I$ (left) and weighted interaction domain $\Omega^w_I$ (right). The ball $B_\delta(x)$ represents the support of the kernel $\alpha$. The interaction radius $\delta$ determines the extent of the nonlocal interactions. The domain $\Omega$ is the same in both illustrations. The configuration on the left is used for unweighted nonlocal Poisson problems, while the thicker interaction domain on right is required for weighted nonlocal Poisson problems.

function $\alpha$ is the interaction domain $\Omega_I$, which consists of points outside a domain of interest $\Omega$ that interact with points inside $\Omega$:

$$\Omega_I = \{ y \in \mathbb{R}^n \setminus \Omega \text{ such that } x \text{ interacts with } y \text{ for some } x \in \Omega \}.$$

For now, this definition is purposefully vague; we shall see below that the precise definition of $\Omega_I$ differs between the unweighted and weighted cases. In Figure 1 we report two possible configurations of a domain $\Omega$ and its interaction domain.

2.2. Unweighted operators. Although unweighted nonlocal operators were introduced in early works by Gilboa and Osher (see, e.g., Ref. [45]), we refer to Refs. [36, 38, 48] as the standard references providing a rigorous nonlocal vector calculus, and we follow their notation and nomenclature.

Let $\alpha : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$, for $n = 1, 2, 3$, be an anti-symmetric two-point vector function defined as in (2.1). For $v : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$, the nonlocal unweighted divergence $\mathcal{D}v : \mathbb{R}^n \to \mathbb{R}$ is defined as

$$\mathcal{D}v(x) := \int_{\mathbb{R}^n} (v(x,y) + v(y,x)) \cdot \alpha(x,y) dy. \quad (2.2)$$
For $u : \mathbb{R}^n \to \mathbb{R}$ the nonlocal \textit{unweighted gradient}, $\mathcal{G}u : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$, the negative adjoint\footnote{This corresponds to $-\mathcal{D}^* u(\mathbf{x}, \mathbf{y})$ in the notation of Ref. [38]; see equation (3.14a) of that article. We use the notation $\mathcal{G}$ rather than $-\mathcal{D}^*$ to establish notational similarity between classical vector calculus and nonlocal vector calculus. Note that Ref. [38] introduces an operator $\mathcal{G}$ in the context of unweighted nonlocal vector calculus which is entirely different from equation (2.3) above.} of (2.2), is defined as
\begin{equation}
\mathcal{G}u(\mathbf{x}, \mathbf{y}) = (u(\mathbf{y}) - u(\mathbf{x}))\alpha(\mathbf{x}, \mathbf{y}). \tag{2.3}
\end{equation}
For the kernel $\gamma = \alpha \cdot \alpha$, we define the nonlocal \textit{unweighted Laplacian} as the composition of unweighted nonlocal divergence and gradient, i.e.
\begin{equation}
\mathcal{L}u(\mathbf{x}) = \mathcal{D}\mathcal{G}u(\mathbf{x}) = 2 \int_{\mathbb{R}^n} (u(\mathbf{y}) - u(\mathbf{x}))\gamma(\mathbf{x}, \mathbf{y})d\mathbf{y}. \tag{2.4}
\end{equation}
Note that, by construction, $\gamma$ in the equation above is always positive.

\section*{2.2.1. A nonlocal unweighted vector calculus.} The operators (2.2), (2.3) and (2.4) have been rigorously studied in Ref. [38], where a nonlocal vector calculus mimicking the local counterpart was developed. This theory includes a nonlocal unweighted Green identity and the strong and weak forms of an unweighted truncated nonlocal Poisson problem. Since we wish to develop a similar framework for weighted operators, we review these results.

For posing a problem of the form $-\mathcal{L}u = f$ in a bounded domain $\Omega$, it is necessary to define an \textit{interaction domain}. Considering the definition (2.4) and the support of the interaction kernel (2.1), to evaluate $\mathcal{L}u(\mathbf{x})$ for $\mathbf{x} \in \Omega$ it is necessary to use values $u(\mathbf{x})$ for $\mathbf{x} \in \Omega_\delta$, where
\begin{equation}
\Omega_\delta = \{ y \in \mathbb{R}^n \text{ such that } |\mathbf{x} - \mathbf{y}| \leq \delta \text{ for some } \mathbf{x} \in \Omega \}. \tag{2.5}
\end{equation}
The interaction domain associated with the unweighted nonlocal Laplacian in (2.4) is defined as
\begin{equation}
\Omega_I = \{ y \in \mathbb{R}^n \setminus \Omega \text{ such that } \alpha(\mathbf{x}, \mathbf{y}) \neq 0 \text{ for some } \mathbf{x} \in \Omega \} \quad \text{(2.5)}
= \Omega_\delta \setminus \Omega.
\end{equation}

We introduce the strong form of a such an unweighted nonlocal Poisson problem. For $f : \Omega \to \mathbb{R}$ and $g : \Omega_I \to \mathbb{R}$, find $u$ such that
\begin{equation}
\begin{aligned}
-\mathcal{L}u(\mathbf{x}) &= f(\mathbf{x}) \quad \mathbf{x} \in \Omega \\
u(\mathbf{x}) &= g(\mathbf{x}) \quad \mathbf{x} \in \Omega_I,
\end{aligned} \tag{2.6}
\end{equation}
where the second condition in (2.6) is the nonlocal counterpart of a Dirichlet boundary condition for PDEs; as such, we refer to it as \textit{Dirichlet volume}.
Here, we see that the set $\Omega_I$ plays the role of nonlocal boundary. In fact, Ref. [36] shows that for problems of the form (2.6), the volume constraint on the solution in $\Omega_I$ is required to guarantee well-posedness.

For simplicity and without loss of generality we analyze the homogeneous case $g = 0$ on $\Omega_I$; note that the results below can be extended to the non-homogeneous case using “lifting” arguments (see, e.g., Ref. [28]). As for PDEs, a fundamental result for recasting the strong form (2.6) into a variational problem is nonlocal integration by parts. Ref. [38] proves the following nonlocal first Green identity:

$$
\int_{\Omega} -Lu(x) v(x) \, dx = \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} G u(x, y) \cdot G v(x, y) \, dy \, dx + \int_{\Omega_I} D(\mathcal{G} u)(x) v(y) \, dy \, dx. \quad (2.7)
$$

Multiplying (2.6) by a test function $v$ such that $v = 0$ on $\Omega_I$ and integrating over the domain $\Omega$ yields

$$
0 = \int_{\Omega} (-Lu - f) \, v \, dx = \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} G u \cdot G v \, dy \, dx + \int_{\Omega_I} D(\mathcal{G} u) \, v \, dx - \int_{\Omega} f \, v \, dx. \quad (2.8)
$$

Thus, the weak form of the nonlocal Poisson problem reads as follows. For $f \in V'(\Omega \cup \Omega_I)$ and $g \in V(\Omega \cup \Omega_I)|_{\Omega_I}$, find $u \in V(\Omega \cup \Omega_I)$ such that $u = 0$ in $\Omega_I$ and

$$
\mathcal{A}(u, v) = \mathcal{F}(v), \quad \forall \, v \in V(\Omega \cup \Omega_I), \quad (2.9)
$$

where

$$
\mathcal{A}(u, v) = \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} G u \cdot G v \, dy \, dx,
$$

$$
\mathcal{F}(v) = \int_{\Omega} f \, v \, dx.
$$

$V(\Omega \cup \Omega_I) = \{ v \in L^2(\Omega \cup \Omega_I) : \| v \| < \infty \text{ and } v|_{\Omega_I} = 0 \}$. 

\footnote{Neumann and Robin volume constraint could also be considered, but, for the sake of simplicity, we only treat the homogeneous Dirichlet case. We refer to Ref. [36] for definition and analysis of the Neumann problem and to, e.g., Ref. [31] for its numerical treatment.}
Here, the *energy norm* $\| \cdot \|$ is defined as
\[
\| v \|^2 = \int_{\Omega \cup \Omega_I} \int_{\Omega \cup \Omega_I} |Gv|^2 \, dy \, dx. \tag{2.10}
\]

The spaces $V'$ and $V|_{\Omega_I}$ are, respectively, the dual space and trace space on $\Omega_I$ of $V$. Note that the bilinear form $A(\cdot, \cdot)$ defines an inner product on $V(\Omega \cup \Omega_I)$ and that $\| u \|^2 = A(u, u)$. This fact, the continuity of $A$ and $F$ and the Lax-Milgram theorem, yield the well-posedness of the weak form (2.8), [36].

2.3. **Weighted operators.** The operators (2.2) and (2.3) are the building blocks of weighted nonlocal operators introduced in Ref. [38]. The major difference between the unweighted and weighted families of operators is that the weighted gradient yields a one-point function, and the weighted divergence takes one-point functions as its argument. Throughout, we let $\omega : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ be a nonnegative, symmetric scalar function known as the *weight*. For $v : \mathbb{R}^n \to \mathbb{R}^n$, the nonlocal $\omega$-weighted divergence $D_\omega v : \mathbb{R}^n \to \mathbb{R}$ is defined as
\[
D_\omega v(x) : = D(\omega(x, y)v(x))
= \int_{\mathbb{R}^n} (\omega(x, y)v(x) + \omega(y, x)v(y)) \cdot \alpha(x, y) dy.
\tag{2.11}
\]
Ref. [38] shows that an equivalent definition is given by
\[
D_\omega v(x) = \int_{\mathbb{R}^n} (v(y) - v(x)) \cdot \alpha(x, y)\omega(x, y) dy; \tag{2.12}
\]
this will be useful later on in the paper. For $u : \mathbb{R}^n \to \mathbb{R}$, the nonlocal $\omega$-weighted gradient $G_\omega u : \mathbb{R}^n \to \mathbb{R}^n$ is defined as
\[
G_\omega u(x) : = \int_{\mathbb{R}^n} G u(x, y)\omega(x, y) dy
= \int_{\mathbb{R}^n} (u(y) - u(x))\alpha(x, y)\omega(x, y) dy.
\tag{2.13}
\]
Ref. [38] shows that the latter is the negative adjoint of the former. As done in the unweighted case, we define the nonlocal $\omega$-weighted Laplacian...
as the composition of \((2.11)\) and \((2.13)\), i.e., for \(x \in \Omega\)

\[
L_\omega u(x) = D_\omega G_\omega u(x) \\
= \int_{\mathbb{R}^n} \left[ \omega(x, y) G_\omega u(x) + \omega(y, x) G_\omega u(y) \right] \cdot \alpha(x, y) dy \\
= \int_{\mathbb{R}^n} \left[ \int_{\mathbb{R}^n} (u(z) - u(x)) \alpha(x, z) \omega(x, z) dz \right] \\
+ \int_{\mathbb{R}^n} (u(z) - u(y)) \alpha(y, z) \omega(y, z) dz \cdot \alpha(x, y) \omega(x, y) dy.
\]

\[(2.14)\]

Note that although we specified \(x \in \Omega\) in defining \(L_\omega u(x)\), the above expansion of \(D_\omega G_\omega u(x)\) is valid for all \(x \in \mathbb{R}^n\). However, as a matter of notation, we refer to \(D_\omega G_\omega u(x)\) as \(L_\omega u(x)\) only for \(x \in \Omega\). This is to draw analogy with classical theorems of vector calculus, for example, when discussing the nonlocal analogue of Green’s identity in Section 5.1. Just as for unweighted operators, we refer to weighted operators with \(\delta < \infty\) in \((2.1)\) as truncated, and those with \(\delta = \infty\) as untruncated.

Although we restrict ourselves to the nonlocal operators discussed above, related operators have been studied in the literature. In Ref. [8], the authors generalize the nonlocal divergence \((2.11)\) and show that the calculus of Ref. [38] is a specific instance of their generalized theory. In Ref. [70] the authors introduce a \textit{doubly nonlocal} Laplace operator similar to \((2.14)\) and draw connections between it and the standard Laplacian; in contrast to \((2.14)\), it is not expressed as a composition of nonlocal divergence and gradient operators.

Given an open bounded set \(\Omega \subset \mathbb{R}^n\) we will consider equations of the form \(-L_\omega u = f\) in \(\Omega\). As for the unweighted case, problems involving such equations require a volume constraint for an appropriate interaction domain, which can be read off from \((2.1)\) and \((2.14)\). Due to the presence of the double integral in \(L_\omega\), the interaction domain associated with the operator in \((2.14)\) is defined as

\[
\Omega^\omega_I = \Omega_{2\delta} \setminus \Omega = \{ y \in \mathbb{R}^n \setminus \Omega \text{ such that } |x - y| \leq 2\delta \text{ for some } x \in \Omega \}.
\]

This interaction domain \(\Omega^\omega_I\) for the weighted case is in contrast to the “thinner” interaction domain \(\Omega_I\) defined by \((2.5)\) for the unweighted case; this is illustrated in Figure 1. Although this point is sometimes not clearly stated in the nonlocal calculus literature, it is required to obtain well-posed problems and to develop numerical schemes for nonlocal mechanics as in Refs. [23] and [78], where the interaction domain associated with the \textit{peridynamic} truncated weighted operator has thickness \(2\delta\).
2.3.1. **Nonlocal weighted Dirichlet problems.** The weighted operators presented in this subsection have not been analyzed in depth as their unweighted counterparts. In this paragraph we introduce strong and weak forms of a weighted Poisson problem and refer to Section 5.2 for their analysis. We do not distinguish between truncated and untruncated as the latter case simply corresponds to $\delta = \infty$. We introduce the strong form of a weighted, nonlocal Poisson problem. For $f : \Omega \rightarrow \mathbb{R}$ and $g : \Omega_I^\omega \rightarrow \mathbb{R}$, find $u$ such that
\[
\begin{cases}
-\mathcal{L}_\omega u = f & x \in \Omega \\
u = g & x \in \Omega_I^\omega,
\end{cases}
\tag{2.15}
\]
where the second condition in (2.15) is still referred to as Dirichlet volume constraint. Next, by multiplying (2.15) by a test function $v$ and integrating over the domain $\Omega$, we have the following weak form of (2.15):
\[
\int_\Omega (-\mathcal{L}_\omega u - f) v \, dx = 0.
\tag{2.16}
\]

The latter has not been analyzed in full generality due to the lack of a complete study of a nonlocal weighted Green identity, which would allow expression of (2.16) in terms of an energy principle, as in (2.8). We define the **weighted energy** as
\[
\|v\|_\omega^2 = \int_{\Omega \cup \Omega_I^\omega} (\mathcal{G}_\omega v)^2 \, dx.
\tag{2.17}
\]

For now, we do not refer to energy (2.17) as a norm; conditions on $\alpha$ and $\omega$ will guarantee such property and are investigated in Section 5.2. We point out, however, that some studies in this direction have been conducted in previous works. In Ref. [39], the authors show the equivalence of (2.17) and the unweighted energy norm (2.10) in the case of periodic problems in one dimension. A weighted nonlocal Green identity relevant to (2.17) was asserted in Ref. [37] and used to derive Euler-Lagrange equations for a peridynamic theory of linear elasticity, but a proof was not provided. A nonlocal integration by parts result for a type of weighted gradient operator was introduced in Ref. [60]. In Ref. [79], the authors pose the equivalence of the weighted (2.17) and unweighted (2.10) energies as an open problem (listed as Open Problem 1.9). We generalize the result of Ref. [39] and partially answer Open Problem 1.9 of Ref. [79] in Section 5.2.

2.4. **Fractional calculus operators.** We now introduce two definitions of fractional order operators; in both cases, these operators are one-point functions, as for nonlocal weighted operators. To initially distinguish between the two families of operators, we refer to the first class of operators as **directional**, and the second class as **Cartesian**.
2.4.1. **Directional operators.** In the vector calculus of Ref. [57], the fractional divergence of a vector field \( \mathbf{v}(x) \) is defined as

\[
\nabla^s u(x) = \int_{\theta=1} \theta D^s_\theta u(x) M(d\theta), \quad x \in \mathbb{R}^n, \tag{2.18}
\]

where \( s \in (0, 1) \) and \( M(\cdot) \) is a measure that can account for anisotropy. The directional derivative \( D^s_\theta u(x) \) is the one-dimensional positive Riemann-Liouville fractional derivative\(^{iii}\) in \( t \), i.e.

\[
\frac{d^s w}{dt^s} = \frac{1}{\Gamma(1-s)} \frac{d}{dt} \int_0^\infty w(t-t') (t')^{-s} dt'.
\]

applied to the function \( w : \mathbb{R} \to \mathbb{R} \), \( w(t) = u(x + t\theta) \), for fixed \( x \) and \( \theta \), and then evaluated at \( t = 0 \):

\[
D^s_\theta u(x) = \left. \frac{d^s w}{dt^s} \right|_{t=0}.
\]

Ref. [57] points out that \( \nabla^s u(x) \) has Fourier transform

\[
\mathcal{F}[\nabla^s u](\xi) = \int_{|\theta|=1} \theta (i\xi \cdot \theta)^s \hat{u}(\xi) M(d\theta). \tag{2.19}
\]

Similarly to (2.18), the fractional divergence of a vector field \( \mathbf{v}(x) \) is defined in Ref. [57] as

\[
\text{div}^s \mathbf{v}(x) = \int_{\theta=1} \theta \cdot D^s_\theta \mathbf{v}(x) M(d\theta), \quad x \in \mathbb{R}^n. \tag{2.20}
\]

We understand the directional derivative \( D^s_\theta \mathbf{v}(x) \) of the vector field \( \mathbf{v} \) to mean the vector

\[
D^s_\theta \mathbf{v}(x) = (D^s_\theta v_1(x), \ldots, D^s_\theta v_n(x)).
\]

Ref. [57] points out that \( \text{div}^s u(x) \) has Fourier transform

\[
\mathcal{F}[\text{div}^s \mathbf{v}](\xi) = \int_{|\theta|=1} (i\xi \cdot \theta)^s \hat{\mathbf{v}}(\xi) \cdot \theta M(d\theta). \tag{2.21}
\]

Remark 2.1. In this subsection we have kept the measure \( M(\cdot) \) to remain consistent with Ref. [57] and to emphasize the generality of the directional fractional vector calculus. However, in the remainder of the paper we only consider the case of uniform measure

\[
M(d\theta) = d\theta \tag{2.22}
\]

to allow for comparisons to other theories of fractional vector calculus. Thus, when we refer to equations (2.18), (2.19), (2.20) and (2.21) throughout the article, we assume that (2.22) holds.

\(^{iii}\) While \( D^s \mathbf{v}(x) \) is defined in Ref. [57] in terms of the Fourier transform, this representation is clearly explained on pages 170 and 175 in Ref. [58]. Ref. [57] also discusses representations in terms of fractional integrals.
2.4.2. Cartesian operators. Another family of fractional vector calculus operators has been the focus of works such as Refs. [56, 68, 79, 80, 81]. We refer to these operators as Cartesian operators, and introduce them below.

It should be noted that none of the listed references establish or assert a relationship between the Cartesian operators and the directional operators introduced in the previous subsection. This will be the focus of Section 3.1.

We define

\[
\text{grad}^s u(x) = \int_{\mathbb{R}^n} \left[ u(x) - u(y) \right] \frac{x - y}{|x - y|^{n+2s}} \frac{1}{|x - y|^{n+s}} dy,
\]

\[
\text{div}^s v(x) = \int_{\mathbb{R}^n} \left[ v(x) - v(y) \right] \frac{x - y}{|x - y|^{n+2s}} dy.
\]

Note that it is possible to introduce truncated fractional operators by multiplying the integrands in (2.23) by the indicator function of $|x - y|$. We refer to such operators as truncated fractional divergence and gradient and denote them by $\text{div}^s_\delta$ and $\text{grad}^s_\delta$:

\[
\text{grad}^s_\delta u(x) = \int_{\mathbb{R}^n} \left[ u(x) - u(y) \right] \frac{x - y}{|x - y|^{n+2s}} \frac{1}{|x - y|^{n+s}} \mathbb{1}(|x - y| \leq \delta) dy,
\]

\[
\text{div}^s_\delta v(x) = \int_{\mathbb{R}^n} \left[ v(x) - v(y) \right] \frac{x - y}{|x - y|^{n+2s}} \frac{1}{|x - y|^{n+s}} \mathbb{1}(|x - y| \leq \delta) dy.
\]

The (Riesz) fractional Laplacian, which appears in several of our results below, is an example of a nonlocal Laplacian operator, as discussed in Section 3.3. It is defined [16, 54] by

\[
(-\Delta)^s u = C_{n,s} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} dy,
\]

where

\[
C_{n,s} = \frac{4^s \Gamma \left( s + \frac{n}{2} \right)}{\pi^{n/2} \Gamma(-s)}.
\]

2.4.3. Tempered operators. Tempered fractional operators were introduced in Ref. [72] and have been studied in the context of stochastic jump processes. In this context, tempering refers to multiplying the stable Lévy distribution associated to a fractional operator, which feature algebraic power-law tails, by an exponentially decaying factor; analytically, this corresponds to multiplying the kernel of the fractional operator by such a factor. The tempered fractional Laplacian is defined as [33, 92]

\[
(-\Delta)^s_\lambda u = C_{n,s} \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} e^{-\lambda|x - y|} dy,
\]

where $C_{n,s}$ is the same as (2.26).
In analogy to (2.27) and (2.25), we introduce definitions of fractional gradient and divergence in Cartesian form: for $\lambda > 0$, $v : \mathbb{R}^n \to \mathbb{R}^n$, and $u : \mathbb{R}^n \to \mathbb{R}$, the **tempered fractional divergence and gradient** are given by

$$
\text{grad}^s \lambda u(x) = \int_{\mathbb{R}^n} \left[ u(x) - u(y) \right] \frac{x - y}{|x - y|} e^{-\lambda|x - y|} |x - y|^{n+s} dy,
$$

$$
\text{div}^s \lambda v(x) = \int_{\mathbb{R}^n} \left[ v(x) - v(y) \right] \cdot \frac{x - y}{|x - y|} e^{-\lambda|x - y|} |x - y|^{n+s} dy.
$$

(2.28)

We study these operators as a specific case of the unified nonlocal vector calculus in Section 4.3.

2.4.4. **Properties of fractional operators.** In this paragraph we report several technical results related to the fractional divergence and gradient operators introduced above. These results will be used in the proofs of the main results in the following sections.

We introduce the vector fractional Sobolev space $H^s(\mathbb{R}^n)$: we say that a vector field $v$ belongs to $H^s(\mathbb{R}^n)$ if each component $v_i$ of $v$ belongs to $H^s(\mathbb{R}^n)$, i.e. $\int (1 + |\xi|^2)^s |\hat{v}_i|^2 d\xi < \infty$, for each $i = 1, 2, \ldots, n$. Equivalently, for $\hat{v} = F[v]$, $F[\cdot]$ being the Fourier transform,

$$
v \in H^s(\mathbb{R}^n) \quad \text{if and only if} \quad \int (1 + |\xi|^2)^s |\hat{v} \cdot \hat{v}| d\xi < \infty. \quad (2.29)
$$

The following lemma provides a result on integrability of the weight $|x - y|^{-(n+t)}$ away from the singularity $x$. It is later used to prove the convergence of the truncated operators (2.24) to their untruncated counterparts (2.23) in Section 3.4. The proof, based on spherical integration, is omitted.

**Lemma 2.1.** For $n = 1, 2, \ldots$ and $t > 0$,

$$
\int_{\mathbb{R}^n \setminus B_t(x)} \frac{1}{|x - y|^{n+t}} dy = \frac{\gamma_{n,t}}{\delta^t}, \quad \text{where} \quad \gamma_{n,t} = \frac{\pi^{n/2}}{\Gamma(\frac{n}{2} + 1)}. \quad (2.30)
$$

The following result is used to prove consistency of $\text{div}^s \text{grad}^s$ with the fractional Laplacian (2.25) in Theorem 3.2. It follows from an adaptation of the argument of Example 6.24 in Ref. [58] and is proven in A. It is also used below to establish mapping properties of the directional forms of fractional gradient and divergence.

**Lemma 2.2.** There exists a negative constant $D_{n,s}$ such that, for $s \in (0, 1)$,

\[\text{div}^s \text{grad}^s \]
\[
\int_{|\theta|=1} \int_{|\theta'|=1} \theta \cdot \theta' (i\theta \cdot \xi)^s (i\theta' \cdot \xi)^s \, d\theta d\theta' = D_{n,s}|\xi|^{2s}.
\]

The next two lemmas prove important mapping properties (domain and range) of the directional forms of the fractional operators \((2.18)\) and \((2.20)\). The proof of Lemma 2.4 is based on the same arguments as those of Lemma 2.3 and is hence omitted.

**Lemma 2.3.** Let \(r \geq 0\). If \(v \in H^{r+s}(\mathbb{R}^n)\), then \(\text{div}^s v \in H^r(\mathbb{R}^n)\).

**Proof.** We show that, for \(v \in H^{r+s}(\mathbb{R}^n)\), we have
\[
\int |\mathcal{F}[\text{div}^s v](\xi)|^2 (1 + |\xi|^2)^r d\xi < \infty.
\]
Using the Fourier representation \((2.21)\), we have
\[
\int |\mathcal{F}[\text{div}^s v](\xi)|^2 d\xi \leq \int |\hat{v}(\xi)|^2 \left| \int \theta (i\theta \cdot \xi)^s d\theta \right|^2 (1 + |\xi|^2)^r d\xi
\]
\[
= \int |\hat{v}(\xi)|^2 \left[ \int \int \theta (i\theta \cdot \xi)^s \cdot \theta' (i\theta' \cdot \xi)^s d\theta d\theta' \right] (1 + |\xi|^2)^r d\xi
\]
\[
= \int |\hat{v}(\xi)|^2 |\xi|^{2s} (1 + |\xi|^2)^r d\xi
\]
\[
\leq \int |\hat{v}(\xi)|^2 (1 + |\xi|^2)^s (1 + |\xi|^2)^r d\xi
\]
\[
= \int |\hat{v}(\xi)|^2 (1 + |\xi|^2)^{r+s} d\xi < \infty,
\]
where the third inequality follows from Lemma 2.2 and the last inequality follows from \((2.29)\). \qed

**Lemma 2.4.** Let \(r \geq 0\). If \(u \in H^{r+s}(\mathbb{R}^n)\), then \(\text{grad}^s u \in H^r(\mathbb{R}^n)\).

3. Relations between fractional and weighted nonlocal calculus

In this section we prove several equivalence results. First, we show that the fractional divergence and gradient in directional and Cartesian form are equivalent and that their composition is equivalent to the well-known fractional Laplacian operator. Second, we show that they can be expressed as weighted nonlocal operators. Continuing with the theme of
connecting concepts from nonlocal and fractional literature, we also show
the equivalence of a recent fractional Green identity with the standard non-
local unweighted Green identity in [2.7]. Finally, we show that truncated
fractional operators converge to their untruncated counterparts.

3.1. **Equivalence of directional and Cartesian fractional vector cal-
culus.** As a first step towards showing the equivalence of nonlocal and
fractional operators, we show that the directional and Cartesian definitions
are indeed the same, up to a constant. Then in Section 3.3, we will show
that they are also instances of weighted nonlocal operators.

**Theorem 3.1.** For \( v \in H^s(\mathbb{R}^d) \), \( u \in H^s(\mathbb{R}^d) \), and \( M(\theta) = \theta \), the
directional and Cartesian definitions of fractional divergence and gradient
are equivalent, i.e.

\[
\text{grad}^s u(x) = G_s \text{grad}^s u(x),
\]
\[
\text{div}^s v(x) = G_s \text{div}^s v(x),
\]

where \( G_s = s / \Gamma(1 - s) \).

**Proof.** We treat the fractional gradient first. We rewrite the fractional
directional derivative in generator form:

\[
D^s_{\theta} u(x) = \frac{s}{\Gamma(1 - s)} \int_0^{\infty} [u(x) - u(x - r\theta)] r^{-s-1} dr.
\]

Then we can write the fractional gradient as:

\[
\text{grad}^s u(x) = \frac{s}{\Gamma(1 - s)} \int_{|\theta|=1} \int_0^{\infty} \theta [u(x) - u(x - r\theta)] r^{-s-1} dr d\theta.
\]

If we let \( y = r\theta \), noting that \( dy = r^{n-1} dr d\theta \), we have

\[
\text{grad}^s u(x) = \frac{s}{\Gamma(1 - s)} \int_{\mathbb{R}^n} (u(x) - u(x - y)) \frac{y}{|y| |y|^{n+s}} dy.
\]

Performing a further change of variables \( x - y \leftrightarrow y \), we have

\[
\text{grad}^s u(x) = \frac{s}{\Gamma(1 - s)} \int_{\mathbb{R}^n} (u(x) - u(y)) \frac{x - y}{|x - y| |x - y|^{n+s}} dy
\]

\[
= G_s \text{grad}^s u(x).
\]

Next, we treat the divergence operator. We write the directional
derivative of the vector field \( v \) in the generator form,

\[
D^s_{\theta} v(x) = \frac{s}{\Gamma(1 - s)} \int_0^{\infty} [v(x) - v(x - r\theta)] r^{-s-1} dr,
\]

\[\text{See Ref. [58], p. 175. Here, the “generator form of the directional derivative” refers to the generator form of the positive Riemann-Liouville derivative of } v(t) = u(x + t\theta), \text{ evaluated at } t = 0.\]
and insert into the fractional divergence (2.20) to get
\[
\text{div}^s v(x) = \frac{s}{\Gamma(1-s)} \int_{|\theta|=1}^{\infty} \int_0^\theta \theta \cdot |\theta| = 1 \int_0^\infty \theta \cdot \left[ v(x) - v(x - r\theta) \right] r^{-s-1} drd\theta.
\]

Then, performing the same change of variables \( y = r\theta \) with \( dy = r^{n-1} drd\theta \), we obtain
\[
\text{div}^s v(x) = \frac{s}{\Gamma(1-s)} \int_{\mathbb{R}^n} \left[ v(x) - v(x - y) \right] \cdot \frac{y}{|y|^{n+s}} dy.
\]

With the change of variables \( y \leftrightarrow x - y \), we have
\[
\text{div}^s v(x) = \frac{s}{\Gamma(1-s)} \int_{\mathbb{R}^n} (v(x) - v(y)) \cdot \frac{x - y}{|x - y|^{n+s}} dy
\]
\[= G_s \text{div}^s v(x). \]
\[
\square
\]

**Remark 3.1.** The above result implies that \( \text{div}^s \) and \( \text{grad}^s \) are essentially interchangeable with \( \text{div}^{s,\alpha} \) and \( \text{grad}^{s,\alpha} \), respectively. In the proofs of our results in the remainder of the paper, we freely use whichever representation is most convenient. The constant \( G_s \) must be taken into account when changing representations.

**3.2. Consistency of \( \text{div}^s \text{grad}^s \) with the Fractional Laplacian.** The next theorem proves that the composition of fractional divergence and gradient is equivalent to the fractional Laplacian operator. This extends results in Ref. [57], where compositions with integer-order operators with fractional-order operators were studied.

**Theorem 3.2.** For \( u \in H^{2s}(\mathbb{R}^d) \) the following equivalence holds:
\[
\text{div}^s \text{grad}^s u = D_{n,s}(-\Delta)^s u,
\]
(3.1)

where \( D_{n,s} \) is the negative real-valued constant in Lemma 2.2.

**Proof.** Lemma 2.4 implies \( \text{grad}^s u \in H^s(\mathbb{R}^d) \), and in turn Lemma 2.3 implies
\[
\text{div}^s \text{grad}^s u \in L^2(\mathbb{R}^d).
\]
Given the Fourier transforms of the fractional divergence (2.21) and gradient (2.19) operators, the composition \( \text{div}^s \text{grad}^s u(x) \) has Fourier transform
\[
\int_{|\theta| = 1} \frac{(i \xi \cdot \theta)^s}{|\theta'| = 1} \left( \int_{|\theta'| = 1} \theta' (i \xi \cdot \theta')^s \hat{u}(\xi) d\theta' \right) \cdot \theta' d\theta \\
= \int_{|\theta| = 1} \int_{|\theta'| = 1} \frac{(i \xi \cdot \theta)^s}{|\theta' - \theta|} \frac{(i \xi \cdot \theta')^s}{|\theta' - \theta|} \hat{u}(\xi) \theta' \cdot \theta' d\theta' d\theta \\
= \hat{u}(\xi) \int_{|\theta| = 1} \int_{|\theta'| = 1} \frac{(i \xi \cdot \theta)^s}{|\theta' - \theta|} \frac{(i \xi \cdot \theta')^s}{|\theta' - \theta|} \theta' \cdot \theta' d\theta' d\theta \\
= D_{n,s} |\xi|^{2s} \hat{u}(\xi),
\]
where \( D_{n,s} \) is a negative real-valued constant, by Lemma 2.2.

Remark 3.2. The same result, up to the constant in (3.1), can be also proven using the equivalence between \( \text{div}^s \text{grad}^s \) and \( \text{div}^s \text{grad}^s \) provided by Theorem 3.1 and the equivalence kernel for the latter weighted nonlocal operator; see Section 4.3, Theorem 4.2. This consistency between the Cartesian form \( \text{div}^s \text{grad}^s \) and \( - (\Delta)^s \) was also obtained in Refs. [81] and [49] using Riesz potentials; see Section 6.2 for a summary. Finally, we point out that a similar result is stated in Ref. [56], where the authors claim that the equivalence holds in a distributional sense, but do not provide a proof nor a reference.

3.3. Fractional vector calculus as a special case of weighted nonlocal vector calculus. The following theorem shows that for a specific choice of kernel function and weight, fractional divergence and gradient are special cases of the nonlocal weighted divergence and gradient operators.

Theorem 3.3. Let \( v \in H^s(\mathbb{R}^d) \) and \( u \in H^s(\mathbb{R}^d) \). For the weight function and kernel
\[
\omega = |y - x| \phi(|y - x|), \quad \text{with} \quad \phi(|y - x|) = |x - y|^{-(n + 1 + s)}, \\
\rho(x, y) = \frac{y - x}{|y - x|}, \quad \text{with} \quad \delta = \infty,
\]
the fractional divergence and gradient operators can be identified with the weighted nonlocal operators,
\[
\text{div}^s v(x) = D_\omega v(x) \\
\text{grad}^s u(x) = G_\omega u(x).
\]

Proof. For \( \delta = \infty \), we have \( B_\delta(x) = \mathbb{R}^n \) for all \( x \in \mathbb{R}^n \), and substituting \( \omega \) and \( \rho \) in (3.2) into \( G_\omega \) gives
\[ G_{\omega} u(x) = \int_{\mathbb{R}^n} (u(y) - u(x)) \alpha(x, y) \omega(x, y) dy \]
\[ = \int_{\mathbb{R}^n} (u(y) - u(x)) \frac{y - x}{|y - x|} \frac{1}{|y - x|^{n+s}} dy \]
\[ = \text{grad}^s u(x). \]

Similarly, substitution of \( \omega \) and \( \rho \) in (3.2) into the definition of the weighted nonlocal divergence in (2.12) yields \( D_{\omega} v(x) = \text{div}^s v(x). \)

In contrast, the fractional Laplacian arises most naturally from the unweighted calculus: in (2.2) – (2.4), set \( \delta = \infty, \Omega^c = \mathbb{R}^n \setminus \Omega, \) and
\[ \alpha(x, y) = \frac{y - x}{|y - x|} \frac{1}{|x - y|^{\frac{n}{2} + s}}. \] (3.3)

Then
\[ \gamma(x, y) = \frac{1}{|x - y|^{n+2s}}, \]
and
\[ L u(x) = -2 \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} dy = \frac{1}{C_{n,s}} (-\Delta)^s u(x), \]
where the integrals are understood in the principal value sense. As explained in Remark 3.2, \( (-\Delta)^s u \) also arises as the weighted composition \( L_{\omega} = D_{\omega} G_{\omega} \) with the interaction kernel given by (3.2).

Although Theorem 3.3 makes clear that the treatment of fractional-order vector calculus requires the weighted nonlocal framework we point an important example of a result in fractional vector calculus being consistent with nonlocal vector calculus, namely that a recent fractional-order Green identity reported by Ref. [34] is a special case of the unweighted nonlocal Green identity (2.7). Specifically, Ref. [34] proposed a detailed concept of fractional flux and volume constraint, which was implemented studied numerically in Ref. [9]. Ref. [34] defines, for \( x \in \mathbb{R}^n \setminus \Omega, \)
\[ N_s u(x) = \int_{\Omega} \frac{u(x) - u(y)}{|x - y|^{n+2s}} dy \] (3.4)
as a fractional Neumann derivative. The intuition is that this operator represents interaction between \( x \in \mathbb{R}^n \setminus \Omega \) and \( y \in \Omega, \) i.e., “flux” between \( \Omega \) and \( \mathbb{R}^n \setminus \Omega. \) The same article reports the fractional Green identity
\[ \int_{\Omega} (-\Delta)^s u(x) v(x) dx + \int_{\mathbb{R}^n \setminus \Omega} v(x) N_s u(x) dx \]
\[ = \frac{C_{n,s}}{2} \int_{(\mathbb{R}^n)^2 \setminus (\Omega \setminus \Omega)^2} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} dy dx. \] (3.5)
On the other hand, the unweighted Green identity (2.7) with (3.3) reads

\[
\frac{2}{C_{n,s}} \int_{\Omega} (-\Delta)^s u(x) v(x) \, dx = \int_{\Omega} \int_{\mathbb{R}^n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx
- 2 \int_{\mathbb{R}^n \setminus \Omega} v(x) \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy \, dx. \quad (3.6)
\]

In Appendix B, we show that (3.6) yields (3.5). We mention that nonlocal flux and normal derivatives were studied in depth in Ref. [38], yielding a definition of flux \( N \) distinct from the \( N_s \) defined by (3.4); we relate these fluxes in the same appendix.

### 3.4. Convergence of truncated fractional operators to untruncated fractional operators.

Ultimately, we would like to use fractional operators to simulate phenomena such as those mentioned in the introduction. However, discretization of fractional operators is nontrivial and computationally expensive; this is partially due to the fact that one has to deal with infinite domains of integration. The use of truncated operators in place of their untruncated counterpart relaxes the computational challenges by restricting the domains to balls of finite radius in \( \mathbb{R}^n \), while introducing an approximation error. For this reason, it is mandatory to estimate the discrepancy between truncated and untruncated operators. A first step in this direction can be found in Refs. [22, 27] where the authors prove the convergence of solutions to the Dirichlet problem for the truncated fractional Laplacian to solutions of the untruncated problem as \( \delta \to \infty \). Here, we show that truncated fractional operators converge to their untruncated counterpart in the \( L^2 \) norm and pointwise. The proofs of the following two theorems, complete with convergence rates, are reported in Appendices C and D.

**Theorem 3.4.** For \( u \in H^s(\mathbb{R}^n) \cap L^1(\mathbb{R}^n) \) and \( v \in H^s(\mathbb{R}^n) \) and \( |v| \in L^1(\mathbb{R}^n) \), the truncated fractional divergence and gradient converge in the \( L^2 \) norm as \( \delta \to \infty \) to the fractional divergence and gradient defined in (2.23), i.e.

\[
\| \text{div}_\delta^s v - \text{div}^s v \|_{L^2(\mathbb{R}^n)} \to 0 \quad \text{as} \quad \delta \to \infty \quad \forall \ v \in [L^2(\mathbb{R}^n)]^2,
\]
\[
\| \text{grad}_\delta^s u - \text{grad}^s u \|_{L^2(\mathbb{R}^n)} \to 0 \quad \text{as} \quad \delta \to \infty \quad \forall \ u \in L^2(\mathbb{R}^n).
\]

**Theorem 3.5.** For \( u \in H^s(\mathbb{R}^n) \) and \( v \in H^s(\mathbb{R}^n) \), the truncated fractional divergence and gradient converge pointwise as \( \delta \to \infty \) to the fractional divergence and gradient defined in (2.23), i.e.
\[
\text{div}_\delta^s \mathbf{v}(x) \to \text{div}^s \mathbf{v}(x) \quad \text{for almost all } x \text{ as } \delta \to \infty \forall x \in \mathbb{R}^n,
\]
\[
\text{grad}_\delta^s u(x) \to \text{grad}^s u(x) \quad \text{for almost all } x \text{ as } \delta \to \infty \forall x \in \mathbb{R}^n.
\]

4. Equivalence of weighted and unweighted nonlocal Laplacian operators

The theory developed in Section 3 follows the framework of weighted nonlocal vector calculus. However, most of the analytical results in the literature, such as well-posedness results [36], pertain to the unweighted operator \( L \). To leverage these results, a natural question is whether operators of the form \( L_\omega \) can be identified with operators \( L \) of the form (2.4) with an appropriate kernel \( \gamma \).

The ensemble of Theorems 3.1, 3.2, and 3.3 provides one example of weighted nonlocal operators, namely div\(^s\) and grad\(^s\), for which \( L_\omega = \text{div}^s \text{grad}^s \) can be identified with an unweighted nonlocal Laplacian operator \( L \), namely \(-\Delta)^s\). In this section, we show that such a result holds for general weighted nonlocal operators \( D_\omega \) and \( G_\omega \). By formally deriving a kernel, we introduce a universal nonlocal Laplacian operator that stems from the composition of weighted divergence and gradient, yet is equivalent to an operator of the form (2.4).

We also show that the universal operator corresponds to well-known fractional operators for specific choices of kernels and weights. Consistently with Theorem 3.2, we show directly that the equivalence kernel for the composition of fractional divergence and gradient evaluates to the fractional Laplacian kernel. We also derive a representation of the universal operator for tempered weights, suggesting asymptotic equivalence to the tempered fractional Laplacian. These results allow us to consolidate the unified nonlocal vector calculus with the theory introduced by Meerschaert and co-authors in Ref. [57].

4.1. The equivalence kernel. We establish the equivalence of the weighted Laplacian \( L_\omega \) and the unweighted Laplacian \( L \) for some choice of kernel \( \gamma_{eq} = \gamma_{eq}(x, y; \omega, \alpha) \), which we refer to as equivalence kernel. Recall, once again, that the truncation of the kernel is embedded in \( \alpha \) so that both truncated and untruncated cases are accounted for.

**Theorem 4.1.** Let \( D_\omega \) and \( G_\omega \) be the operators associated with the symmetric weight function \( \omega \) and the anti-symmetric function \( \alpha \) for \( \delta \in (0, \infty) \) and let \( u : \Omega \cup \Omega_\delta^c \to \mathbb{R} \). For the equivalence kernel \( \gamma_{eq} \) defined by
Let \( \gamma \) be the first double integral above be

\[
2\gamma_{eq}(x, y) = \int_{\mathbb{R}^n} [\alpha(x, y)\omega(x, y) \cdot \alpha(x, z)\omega(x, z) \\
+ \alpha(z, y)\omega(z, y) \cdot \alpha(x, y)\omega(x, y) \\
+ \alpha(z, y)\omega(z, y) \cdot \alpha(x, z)\omega(x, z)]dz,
\]

the weighted operator \( L_{\omega} = D_{\omega}G_{\omega} \) and unweighted Laplacian operator \( L \) with kernel \( \gamma_{eq} \) are equivalent, i.e. \( L = L_{\omega} \).

**Proof.** By the definition of weighted divergence and gradient and the symmetry of \( \omega(x, y) \), we have

\[
D_{\omega}G_{\omega}u(x) = \int_{\mathbb{R}^n} (G_{\omega}u(x) + G_{\omega}u(y)) \cdot \alpha(x, y)\omega(x, y)dy
\]

\[
= \int_{\mathbb{R}^n} \left[ \int_{\mathbb{R}^n} (u(z) - u(x))\alpha(x, z)\omega(x, z)dz \\
+ \int_{\mathbb{R}^n} (u(z) - u(y))\alpha(y, z)\omega(y, z)dz \right] \cdot \alpha(x, y)\omega(x, y)dy
\]

\[
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(x))\alpha(x, z)\omega(x, z) \cdot \alpha(x, y)\omega(x, y)dydz \\
+ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(y))\alpha(y, z)\omega(y, z) \cdot \alpha(x, y)\omega(x, y)dydz.
\]

Let the first double integral above be \( I \) and the second one be \( II \). We have

\[
I = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(x))\alpha(x, z)\omega(x, z) \cdot \alpha(x, y)\omega(x, y)dydz
\]

\[
= \int_{\mathbb{R}^n} (u(z) - u(x))\alpha(x, z)\omega(x, z) \int_{\mathbb{R}^n} \alpha(x, y)\omega(x, y)dydz.
\]

Letting \( \gamma_1(x, z) = \alpha(x, z)\omega(x, z) \int_{\mathbb{R}^n} \alpha(x, y)\omega(x, y)dy \), we have

\[
I = \int_{\mathbb{R}^n} (u(z) - u(x))\gamma_1(x, z)dz.
\]

Next,

\[
II = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(y))\alpha(y, z)\omega(y, z) \cdot \alpha(x, y)\omega(x, y)dydz
\]

\[
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(x) - u(y))\alpha(y, z)\omega(y, z) \cdot \alpha(x, y)\omega(x, y)dydz \\
+ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(x))\alpha(y, z)\omega(y, z) \cdot \alpha(x, y)\omega(x, y)dydz.
\]
Switching \( y \) and \( z \) in the first integral, and employing the anti-symmetry of \( \alpha \) and symmetry of \( \omega \), we find

\[
II = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(x)) \alpha(z, z) \omega(z, y) \cdot \alpha(x, z) \omega(x, z) dz dy + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(x)) \alpha(y, z) \omega(y, z) \cdot \alpha(x, z) \omega(x, z) dy dz
\]

\[
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(x)) \alpha(y, z) \omega(y, z) \cdot \alpha(x, z) \omega(x, z) dy dz
\]

\[
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(z) - u(x)) \alpha(y, z) \omega(y, z) \cdot [\alpha(x, z) \omega(x, z) + \alpha(x, y) \omega(x, y)] dy dz
\]

Letting \( \gamma_2(x, z) = \int_{\mathbb{R}^n} \alpha(y, z) \omega(y, z) \cdot [\alpha(x, z) \omega(x, z) + \alpha(x, y) \omega(x, y)] dy \) gives us

\[
II = \int_{\mathbb{R}^n} (u(z) - u(x)) \gamma_2(x, z) dz.
\]

By combining the above, we have

\[
D_\omega G_\omega u(x) = I + II
\]

\[
= \int_{\mathbb{R}^n} (u(z) - u(x)) \gamma_1(x, z) dz + \int_{\mathbb{R}^n} (u(z) - u(x)) \gamma_2(x, z) dz
\]

\[
= \int_{\mathbb{R}^n} (u(z) - u(x)) (\gamma_1(x, z) + \gamma_2(x, z)) dz.
\]

Then, (4.1), is obtained by setting \( 2 \gamma_{eq} = \gamma_1 + \gamma_2 \). \( \square \)

**Remark 4.1.** In proving Theorem 4.1, the order of integration of iterated integrals was repeatedly changed. According to the Fubini-Tonelli theorem, these steps are valid if the iterated integral defining \( D_\omega G_\omega u \) converges, or if the integral defining the kernel (4.1) as well the integral defined by \( L_\omega u \) with that kernel converges. For a given choice of \( \alpha \) and \( \omega \), it is often simpler to use the latter condition to obtain the appropriate function space in which Theorem 4.1 is valid.

**Remark 4.2.** Theorem 4.1 only provides a formal equivalence of \( L \) and \( L_\omega \), in the sense that \( L_\omega \) can be represented in the form of equation (2.4) using \( \gamma_{eq} \). In fact, as mentioned in Section 2.2, the kernel characterizing
the unweighted operator $\mathcal{L}$ within the theory of nonlocal vector calculus is positive by construction, whereas nothing has been said regarding the sign of the equivalence kernel $\gamma_{eq}$. Characterization of properties of $\gamma_{eq}$ is fundamental to analyze well-posedness of nonlocal weighted problems such as (2.15) and it is discussed later on in this section. However, a full, rigorous characterization of the equivalence kernel and its connection to the well-posedness of the associated problem has not been conducted in the current work, except for a class of singular kernels, see Theorem 4.2. As such, our study provides the groundwork for a rigorous unified calculus, which is the subject of current studies.

**Remark 4.3.** Instances of the equivalence kernel (4.1) have appeared in various contexts in previous works. In the context of peridynamics, Lemma 5 in Ref. [59] provided an expression of $\gamma_{eq}$ for the linear peridynamic Navier equation that is equivalent to (4.1). In that work, the authors conduct a rigorous analysis and provide several results for variational forms associated to truncated weighted operators. For the same peridynamic equation, Ref. [8] also provided a reformulation in terms of a generalized nonlocal calculus that is similar to the one proposed in Ref. [59], and in a related preprint (Ref. [7]) proposed an instance of $\gamma_{eq}$ for the linear peridynamic Navier equation.

**Remark 4.4.** For $x \in \Omega$, when we explicitly take into account the truncation of the function $\alpha$, we can rewrite (4.1) as

$$2\gamma_{eq}(x, y) = \mathbb{I}(|x - y| \leq \delta) \rho(x, y) \omega(x, y) \cdot \int_{\Omega_{\delta}} \rho(x, z) \omega(x, z) \mathbb{I}(|x - z| \leq \delta) \, dz$$

$$+ \mathbb{I}(|x - y| \leq \delta) \rho(x, y) \omega(x, y) \cdot \int_{\Omega_{\delta}} \rho(z, y) \omega(z, y) \mathbb{I}(|y - z| \leq \delta) \, dz$$

$$+ \int_{\Omega_{\delta}} \rho(z, y) \omega(z, y) \mathbb{I}(|y - z| \leq \delta) \cdot \rho(x, z) \omega(x, z) \mathbb{I}(|x - z| \leq \delta) \, dz$$

where the last integral is non-zero for $|x - y| \leq 2\delta$. Equivalently,

$$2\gamma_{eq}(x, y) = \mathbb{I}(|x - y| \leq \delta) \rho(x, y) \omega(x, y) \cdot \int_{B_{\delta}(x)} \rho(x, z) \omega(x, z) \, dz$$

$$+ \mathbb{I}(|x - y| \leq \delta) \rho(x, y) \omega(x, y) \cdot \int_{B_{\delta}(y)} \rho(z, y) \omega(z, y) \, dz \quad (4.2)$$

$$+ \int_{B_{\delta}(x) \cap B_{\delta}(y)} \rho(z, y) \omega(z, y) \cdot \rho(x, z) \omega(x, z) \, dz.$$
Here, the support of the last term in the expression above is $B_{2\delta}(x)$; this implies that the interaction domain corresponding to $\mathcal{L}$ is a layer of thickness $2\delta$ surrounding $\Omega$, as already stated in Section 2.3 and in Refs. [23] and [78]. Thus, the unweighted operator $\mathcal{L}$ associated with the weighted operator $\mathcal{L}_\omega$ through the equivalence kernel (4.2) is such that its interaction domain is $\Omega_\omega = \Omega_{2\delta} \setminus \Omega$.

The next corollary shows that when the weight and kernel functions $\omega$ and $\rho$ are translation invariant, thanks to the anti-symmetry of the integrands, the equivalence kernel reduces to one term. This is particularly useful to show that the equivalence kernel is consistent with well-known radial kernels, such as fractional kernels (see Section 4.3).

**Corollary 4.1.** If the functions $\omega$ and $\rho$ are translation invariant, i.e.,

$$\rho = \rho(x - y) \quad \text{and} \quad \omega = \omega(x - y)$$

equations (4.1) and (4.2) reduce to a single integral. Specifically, (4.1) becomes

$$2\gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \rho(z - y)\omega(z - y) \cdot \rho(x - z)\omega(x - z) \, dz,$$

(4.3)

and (4.2) reduces to

$$2\gamma_{eq}(x, y) = \int_{B_{\delta}(x) \cap B_{\delta}(y)} \rho(z - y)\omega(z - y) \cdot \rho(x - z)\omega(x - z) \, dz,$$

(4.4)

with support in $B_{2\delta}(x)$.

**Proof.** Under these assumptions, the contribution from the first term in (4.1) is

$$\alpha(x - y)\omega(x - y) \cdot \int_{\mathbb{R}^n} \alpha(x - z)\omega(x - z) \, dz$$

$$= \alpha(x - y)\omega(x - y) \cdot \int_{\mathbb{R}^n} \alpha(x')\omega(x') \, dz.$$  

The integral on the right-hand side is zero due to antisymmetry of $\alpha(x')\omega(x')$. Similarly, one can show the contribution from the second term in (4.1) is zero. The contribution from the third term in (4.1) is then identical to (4.3), and (4.4) can be obtained just as in Remark 4.4. \hfill \Box

4.2. Properties of the equivalence kernel. Expression (4.1) establishes an important relation between the weight and kernel functions associated with $\mathcal{L}_\omega$ and the kernel function $\gamma_{eq}$ yielding a representation of $\mathcal{L}_\omega$ in the form (2.4) of an operator $\mathcal{L}$. However, as pointed out in Remark 4.2,
this relation is not sufficient to transfer well-posedness results from the unweighted to the weighted case.

The following two lemmas prove fundamental properties of the equivalence kernel and provide conditions on \( \omega \) and \( \alpha \) that will guarantee coercivity of the weighted operator via the equivalence with \( L \), as explained in Section 5.2.

**Lemma 4.1.** The equivalence kernel \( \gamma_{eq} \) in (4.1) is symmetric for all \((x, y) \in \mathbb{R}^n \) and for \( \delta \in (0, \infty) \).

**Proof.** This follows from the anti-symmetry of \( \alpha \) and the symmetry of \( \omega \). We let \( \eta(x, y) \) be the anti-symmetric function defined as \( \eta(x, y) = \alpha(x, y) \omega(x, y) \); then, we rewrite (4.1) as

\[
2 \gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \left[ \eta(x, y) \cdot \eta(x, z) + \eta(y, y) \cdot \eta(z, y) \cdot \eta(x, z) \right] dz
\]

The anti-symmetry of \( \eta \) implies that

\[
2 \gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \left[ \eta(y, x) \cdot \eta(z, x) + \eta(y, x) \cdot \eta(z, y) \cdot \eta(y, z) \right] dz
\]

Since the dot product is commutative, we switch the orders of each \( \eta \) pair:

\[
2 \gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \left[ \eta(y, x) \cdot \eta(z, x) + \eta(y, x) \cdot \eta(y, z) \cdot \eta(z, y) \right] dz
\]

then, switching the first two terms, we have

\[
2 \gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \left[ \eta(y, y) \cdot \eta(z, x) + \eta(y, x) \cdot \eta(z, y) \cdot \eta(y, z) \right] dz
\]

\[
= 2 \gamma_{eq}(y, x).
\]

The following theorem shows that when \( \rho \) is the unit vector in the direction \( x - y \) and \( \omega \) is a power of the modulus of \( x - y \), then we can write the equivalence kernel in a closed form and show its positivity. Kernels of this type are often encountered in the fractional setting.

**Theorem 4.2.** Let \( \beta > n/2 \) and \( \omega \) and \( \rho \) be defined as

\[
\omega(x, y) = |y - x| \phi(|y - x|) \text{ with } \phi(|y - x|) = |y - x|^{-\beta}
\]

\[
\rho(x, y) = \frac{y - x}{|y - x|} \text{ with } \delta = \infty
\]

then, the equivalence kernel \( \gamma_{eq}(x, y; \omega, \alpha) \) defined in (4.1) is such that

\[
\gamma_{eq}(x, y) = \gamma_{eq}(|y - x|) = \gamma |y - x|^{n+2(1-\beta)},
\]

where the constant \( \gamma \) is given by
\[ 2\gamma = \int_{\mathbb{R}^n} \frac{(e - z) \cdot z}{|e - z|^\beta |z|^\beta} \, dz, \]

for any unit vector \( e \).

**Proof.** Since \( \rho \) and \( \omega \) are translation invariant, according to Corollary (4.1), we rewrite the equivalence kernel as

\[ 2\gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \frac{y - z}{|y - z|^\beta} \cdot \frac{z - x}{|z - x|^\beta} \, dz. \]

We evaluate this integral indirectly. Let \( z' = z - x \). Then \( z = z' + x \), \( dz = dz' \) and \( y - z = y - z' - x = y - x - z' \). Thus,

\[ 2\gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \frac{y - x - z'}{|y - x - z'|^\beta} \cdot \frac{z'}{|z'|^\beta} \, dz'. \]

Thus, \( \gamma_{eq}(x, y) \) depends only on \( x - y \). Next, we show that \( \gamma_{eq} \) is rotationally invariant. Consider a rotation \( R \); we have

\[ 2\gamma_{eq}(R(x - y)) = \int_{\mathbb{R}^n} \frac{R(y - x) - z}{|R(y - x) - z|^\beta} \cdot \frac{z}{|z|^\beta} \, dz. \]

Let \( z = Rz' \). Then \( dz = dz' \), and

\[ 2\gamma_{eq}(R(x - y)) = \int_{\mathbb{R}^n} \frac{R(y - x) - Rz'}{|R(y - x) - Rz'|^\beta} \cdot \frac{Rz'}{|Rz'|^\beta} \, dz'. \]

Therefore, \( \gamma_{eq}(x, y) \) depends only on \( |x - y| \). Now we let \( c > 0 \) and consider

\[ 2\gamma_{eq}(c|x - y|) = \int_{\mathbb{R}^n} \frac{c(y - x) - z}{|c(y - x) - z|^\beta} \cdot \frac{z}{|z|^\beta} \, dz. \]
Let $z = cz'$. Then $dz = c^n dz'$, and
\[
2\gamma_{eq}(c|x - y|) = \int_{\mathbb{R}^n} \frac{c(y - x) - cz'}{|c(y - x) - cz'|^\beta} \cdot \frac{cz'}{|cz'|^\beta} c^n dz'
= \int_{\mathbb{R}^n} \frac{c(y - x) - cz}{|c(y - x) - cz|^\beta} \cdot \frac{cz}{|cz|^\beta} c^n dz
= c^{n+2(1-\beta)} \int_{\mathbb{R}^n} \frac{(y - x) - z}{|y - x - z|^\beta} \cdot \frac{z}{|z|^\beta} dz
= c^{n+2(1-\beta)} 2\gamma_{eq}(|x - y|).
\]
Therefore,
\[
2\gamma_{eq}(x, y) = |x - y|^{n+2(1-\beta)} 2\gamma_{eq}(e),
\]
where $e$ is any unit vector and $\gamma_{eq}(e) = \gamma$ is a constant independent of the choice of unit vector $e$:
\[
2\gamma_{eq}(e) = \int_{\mathbb{R}^n} \frac{e - z}{|e - z|^\beta} \cdot \frac{z}{|z|^\beta} dz.
\]

4.3. Consistency of the equivalence for fractional-type operators.

In this section we show that for specific choices of $\omega$ and $\rho$ the equivalence kernel $\gamma_{eq}$ corresponds to well-known fractional kernels. The following result is a corollary to Theorem 4.2 and proves the consistency of the equivalence kernel for the fractional Laplacian operator.

**Corollary 4.2 (The fractional Laplacian kernel).** For $\omega$ and $\rho$ defined as
\[
\omega(x, y) = |y - x| \phi(|y - x|) \text{ with } \phi(|y - x|) = \frac{1}{|y - x|^{n+1+s}}
\]
\[
\rho(x, y) = \frac{y - x}{|y - x|} \text{ with } \delta = \infty
\]
for which $\alpha(x, y)\omega(x, y) = (y - x)|y - x|^{-(n+s+1)}$, we have
\[
2\gamma_{eq}(x, y) = -\frac{C_{n,s} D_{n,s}}{G^s} \frac{1}{|x - y|^{n+2s}},
\]
where $G_s = s/\Gamma(1-s)$ and $D_{n,s}$ is the negative constant defined as in Lemma 2.2. Then, Theorem 4.1 is valid for $u \in H^s(\mathbb{R}^n)$, and
\[
L = L_\omega = \frac{D_{n,s}}{G^s} (-\Delta)^s.
\]

**Proof.** The $\phi$ defined above are the same form as in Theorem 4.2 with
\[
\beta = n + 1 + s > n/2,
\]
so the assumptions of Theorem 4.2 are satisfied and $\gamma_{eq}$ converges to the stated expression. Therefore, for constant $\gamma$

$$\mathcal{L}_\omega u(x) = 2\gamma \int_{\mathbb{R}^d} \frac{u(y) - u(x)}{|y - x|^{n+2s}} dy,$$

which converges, in a principal value sense, for $u \in H^s(\mathbb{R}^n)$. On the other hand, from Theorems 3.1, 3.2, and 3.3 we have

$$\mathcal{L}_\omega u(x) = \frac{D_{n,s}^\omega}{G^s_\omega} (-\Delta)^s u(x) = -\frac{C_{n,s} D_{n,s}^\omega}{G^s_\omega} \int_{\mathbb{R}^d} \frac{u(y) - u(x)}{|y - x|^{n+2s}} dy.$$

Therefore $2\gamma = -\frac{C_{n,s} D_{n,s}^\omega}{G^s_\omega}$.

The next theorem derives a representation of $\gamma_{eq}$ for tempered fractional weights, corresponding to the tempered fractional gradient and divergence (2.28), which allows for comparison to the kernel of the tempered fractional Laplacian (2.27).

**Theorem 4.3 (The tempered fractional Laplacian kernel).** For $\omega$ and $\rho$ defined as

$$\omega(x, y) = |y - x| \phi(|y - x|) \text{ with } \phi(|y - x|) = \frac{e^{-\lambda |y-x|}}{|y-x|^{n+1+s}},$$

$$\rho(x, y) = \frac{y - x}{|y - x|}, \text{ with } \delta = \infty,$$

for which $\alpha(x, y) \omega(x, y) = (y - x)|y - x|^{-(n+1+s)} e^{-\lambda |y-x|}$, we have

$$2\gamma_{eq}(x, y) = \frac{F(n, s, \lambda, |x - y|)}{|x - y|^{n+2s}}, \quad (4.6)$$

where

$$F(n, s, \lambda, |x - y|) = \int_{\mathbb{R}^n} \frac{e^{-z}}{|e - z|^{n+s+1}} \cdot \frac{z}{|z|^{n+s+1}} e^{-\lambda |x-y|(|e - z| + |z|)} dz. \quad (4.7)$$

The proof of this theorem is similar to that of Theorem 4.2 and is given in Appendix E.

The above theorem extracts the dependence on $|x - y|$ from $\gamma_{eq}$ in (4.6), just as for the standard fractional Laplacian in Corollary 4.2. However, nothing has been proven about the factor $F(n, s, \lambda, |x - y|)$ given by (4.7).

The kernel (4.6) should be compared to the kernel of the tempered fractional Laplacian (2.27). While we do not expect the factor (4.7) to reduce to $e^{-\lambda |x-y|}$, the form of (4.7) suggests that

$$F(n, s, \lambda, |x - y|) \sim e^{-\lambda |x-y|}$$

in an asymptotic sense. This would imply that the use of tempered fractional divergence and gradient (2.28) in the unified vector calculus framework yields an operator $\mathcal{L}_\omega$ consistent in an asymptotic sense with $-(-\Delta)^\lambda$.
Moreover, establishing non-negativity of $F(n, s, \lambda, |x - y|)$ as a function of $|x - y|$ would imply that the resulting exterior-value problem is well-posed, by the arguments of Section 5. Thus, we state the following conjecture, which is supported by numerical evidence [63]; we leave the full proof for future study.

**Conjecture 4.1.** We conjecture that $F$ satisfies the following bounds

$$B_{n,s}e^{-\lambda|x-y|} \leq F(n, s, \lambda, |x - y|) \leq B_{n,s}e^{-\lambda|x-y|}$$

for positive constants $B_{n,s}$ and $\overline{B}_{n,s}$.

5. **A unified variational setting**

The results presented in the previous section establish the equivalence of weighted and unweighted operators for a specific choice of kernel $\gamma_{eq}(x, y; \omega, \alpha)$. This enables the extension of the well-established analysis of the unweighted Dirichlet problem to the weighted case and, hence, to various fractional cases. In this section we first establish a general Green first identity for weighted operators and then use it to derive weighted weak forms and study their well-posedness. We recall that Refs. [39, 40, 52] investigated the well-posedness of problems associated to weighted operators for truncated kernels. Here, we extend the discussion to infinite-range kernels and provide a well-posedness result for the class of kernels introduced in Theorem 4.2.

5.1. **A weighted nonlocal Green identity.** The following theorem proves a weighted Green identity; this result enables the derivation of weighted variational forms.

**Theorem 5.1** (Nonlocal weighted Green’s identity). Let $u, v : \Omega \cup \Omega_\delta \to \mathbb{R}$ and let $\delta \in (0, \infty)$, the weighted nonlocal operators satisfy a (weighted nonlocal) Green’s identity, i.e.

$$\int_{\Omega} -\mathcal{L}_\omega u(x)v(x) \, dx = \int_{\mathbb{R}^n} \mathcal{G}_\omega u(x) \cdot \mathcal{G}_\omega u(x) \, dx + \int_{\mathbb{R}^n \setminus \Omega} \mathcal{D}_\omega \mathcal{G}_\omega u(x)v(x) \, dx.$$

(5.1)

**Proof.** By definition of weighted divergence (2.11) and gradient (2.13) we have...
\[ \int_{\mathbb{R}^n} D_\omega G_\omega u(x)v(x) \, dx \]

\[ = \int_{\mathbb{R}^n} D(\omega(x,y)G_\omega u(x)) \, v(x) \, dx \]

\[ = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} [\omega(x,y)G_\omega u(x) + \omega(y,x)G_\omega u(y)] \cdot \alpha(x,y)v(x) \, dy \, dx \]

\[ = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x,y) \left[ \int_{\mathbb{R}^n} G u(x,z)\omega(x,z)dz + \int_{\mathbb{R}^n} G u(y,z)\omega(y,z)dz \right] \times \alpha(x,y)v(x) \, dy \, dx. \]

By separating into two integrals, we have

\[ \int_{\mathbb{R}^n} D_\omega G_\omega u(x)v(x) \, dx \]

\[ = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x,y) \int_{\mathbb{R}^n} G u(x,z)\omega(x,z)dz \cdot \alpha(x,y)v(x)dy \, dx \]

\[ + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x,y) \int_{\mathbb{R}^n} G u(y,z)\omega(y,z)dz \cdot \alpha(x,y)v(x)dy \, dx. \]

\[ = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x,y)\omega(x,z)G u(x,z) \cdot \alpha(x,y)v(x)dz \, dy \, dx \]

\[ + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x,y)\omega(y,z)G u(y,z) \cdot \alpha(x,y)v(x)dz \, dy \, dx. \]

The change of variables \((x, y, z) \rightarrow (y, z, x)\) in the second term gives

\[ \int_{\mathbb{R}^n} D_\omega G_\omega u(x)v(x) \, dx \]

\[ = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x,y)\omega(x,z)G u(x,z) \cdot \alpha(x,y)v(x)dz \, dy \, dx \]

\[ + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(y,z)G u(y,z) \cdot \alpha(y,z)v(y)dy \, dx \]

\[ + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(y,z)G u(z) \cdot \alpha(y,z)v(y)dz \, dy. \]
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\[
\begin{align*}
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x, y) \mathcal{G}_\omega u(x) \cdot \alpha(x, y) v(x) \, dy \, dx \\
+ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(y, x) \mathcal{G}_\omega u(x) \cdot \alpha(y, x) v(y) \, dx \, dy \\
= \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x, y) \mathcal{G}_\omega u(x) \cdot \alpha(x, y) [v(x) - v(y)] \, dx \, dy \\
= - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \omega(x, y) \mathcal{G}_\omega u(x) \cdot \mathcal{G} v(x, y) \, dx \, dy \\
= - \int_{\mathbb{R}^n} \mathcal{G}_\omega u(x) \cdot \mathcal{G}_\omega v(x) \, dx.
\end{align*}
\]

For \( \delta < \infty \) and \( \alpha \) with support in \( \Omega_{2\delta} \times \Omega_{2\delta} \), both \( \mathcal{G}_\omega u(x) \) and \( \mathcal{D}_\omega \mathcal{G}_\omega u(x) \) are zero for \( x \in \mathbb{R}^n \setminus \Omega_{2\delta} \), see (2.13) and (2.14). Therefore, under these assumptions Theorem 5.1 yields as a special case

\[
\int_{\Omega} -\mathcal{L}_\omega u(x) v(x) \, dx = \int_{\Omega \cup \Omega^c} \mathcal{G}_\omega u(x) \cdot \mathcal{G}_\omega u(x) \, dx + \int_{\Omega^c} \mathcal{D}_\omega \mathcal{G}_\omega u(x) v(x) \, dx
\]

This result, i.e. a Green identity for truncated weighted operators, was stated without proof in Ref. [37]. The same result was stated and proved in Ref. [60] with slightly different conventions and definitions for the weighted operators in Section 2.3, which amount to the same assumption that \( \alpha \) has support in \( \Omega_{2\delta} \times \Omega_{2\delta} \). The identification in Section 3.1 of fractional gradient and fractional divergence as special cases of weighted nonlocal operators, together with the identification of their composition with an appropriate nonlocal diffusion operator in Theorem 4.1, means that Theorem 5.1 provides a novel Green identity for such operators, in addition to their tempered variants.

5.2. Equivalence of weighted and unweighted variational forms.

Theorem 5.1 allows us to rewrite (2.16) in terms of a weighted energy. Green’s identity in (5.1) yields

\[
\int_{\Omega} (-\mathcal{L}_\omega u - f) v \, dx = \int_{\Omega \cup \Omega^c} \mathcal{G}_\omega u \cdot \mathcal{G}_\omega v \, dx - \int_{\Omega} f \, v \, dx = 0, \tag{5.2}
\]

or, equivalently, \( \mathcal{A}_\omega(u, v) = \mathcal{F}(v) \), where \( \mathcal{F}(\cdot) \) is defined as in (2.9) and

\[
\mathcal{A}_\omega(u, v) = \int_{\Omega \cup \Omega^c} \mathcal{G}_\omega u \cdot \mathcal{G}_\omega v \, dx.
\]

Note that \( \mathcal{A}_\omega(v, v) = \|v\|^2_{\mathcal{L}_\omega} \), the weighted energy introduced in (2.17). However, since we did not prove that the weighted energy defines a norm in the functional space \( V(\Omega \cup \Omega^c) \), this fact is not enough to prove the well-posedness of the weak weighted problem (5.2) for any choice of weight.
ω and kernel α. To this end, we first prove the equivalence of weighted and unweighted bilinear forms for ω and α such that (4.1) is satisfied.

**Theorem 5.2 (Variational equivalence).** For \( u, v : \Omega \cup \Omega_f^\delta \to \mathbb{R} \), \( \delta \in (0, \infty) \) and \( \gamma_{eq}(x, y; \omega, \alpha) \) defined as in (4.1), the variational forms associated with truncated weighted and truncated unweighted nonlocal operators are equivalent. That is,

\[
A(u, v) = \int_{\Omega \cup \Omega_f^\delta} \int_{\Omega \cup \Omega_f^\delta} G_u G_v \, dy \, dx = \int_{\Omega \cup \Omega_f^\delta} G_{\omega u} G_{\omega v} \, dx = A_\omega(u, v),
\]

for all \( v = 0 \) in \( \Omega_f^\delta \), where \( \Omega_f^\delta \) is the interaction domain associated with the weighted Laplacian operator \( L_\omega \).

**Proof.** The proof follows from Theorems 4.1 and 5.1. We have

\[
\int_{\Omega \cup \Omega_f^\delta} \int_{\Omega \cup \Omega_f^\delta} G_u G_v \, dy \, dx \quad \text{(unweighted Green's identity (2.7))}
\]

\[
= - \int_{\Omega} D G u v \, dx \quad \text{(Equivalence Theorem 4.1)}
\]

\[
= - \int_{\Omega} D_{\omega} G_{\omega u} w v \, dx \quad \text{(weighted Green's identity (5.1))}
\]

\[
= \int_{\Omega \cup \Omega_f^\delta} G_{\omega u} G_{\omega v} \, dx.
\]

□

Once again, note that the case \( \delta = \infty \) is also included. An immediate consequence of this theorem is the formal equivalence of the weighted and unweighted energies; in fact,

\[
\| v \|^2 = A(v, v) = A_\omega(v, v) = \| v \|^2_\omega.
\]

We are now ready to state the weak form of problem (2.15) and prove its well posedness. For \( f \in V'(\Omega \cup \Omega_f^\delta) \), find \( u \in V(\Omega \cup \Omega_f^\delta) \) such that \( u = 0 \) in \( \Omega_f^\delta \) and

\[
A_\omega(u, v) = F(v), \quad \forall v \in V_c(\Omega \cup \Omega_f^\delta). \tag{5.3}
\]

The following theorem proves the well posedness of (5.3) for a weighted Laplacian whose equivalence kernel is either positive or negative. Note that this theorem gives closure to Open Problem 1.9 in Ref. [79] for the case of a constant, scalar, diffusion parameter. For the extension to anisotropic tensor-valued diffusivity, see Ref. [26].
Theorem 5.3. If the equivalence kernel (4.1) for the operator \( L_\omega \) corresponding to the bilinear form \( A_\omega \) satisfies \( \gamma_{eq}(x, y) \geq 0 \) or \( \gamma_{eq}(x, y) \leq 0 \) for all \( x, y \), then problem (5.3) is well-posed in \( V_c(\Omega \cup \Omega^\omega) \).

Proof. Recall that the equivalence kernel \( \gamma_{eq}(x, y; \omega, \alpha) \) in (4.1) is symmetric. We first consider the nonnegative case. If \( \gamma_{eq} \geq 0 \) for all \( x, y \), then the associated unweighted bilinear form \( A \) in (2.9) is coercive. Due to Theorem 5.2, the weighted bilinear form \( A_\omega \) is coercive and continuous in \( V(\Omega \cup \Omega^\omega) \). This fact and the continuity of \( F \) guarantees the well-posedness of (5.3) by the Lax-Milgram theorem. If the kernel is nonpositive everywhere, by simply multiplying the strong form (2.15) of the nonlocal equation by \( -1 \), the well-posedness result for nonnegative kernels applies.

A direct consequence of Theorem 5.3 is that, for \( \omega \) and \( \alpha \), defined as in (4.5) problem (5.3) is well-posed. The proof simply follows from the fact that, with these choices, \( \gamma_{eq}(x, y; \omega, \alpha) \) in (4.1) is a constant times a positive function; as such, it satisfies assumptions of Theorem 5.3.

Corollary 5.1. If the equivalence kernel (4.1) for the operator \( L_\omega \) corresponding to the bilinear form \( A_\omega \) is such that \( \omega \) and \( \alpha \) are defined as in (4.5), then problem (5.3) is well-posed in \( V_c(\Omega \cup \Omega^\omega) \).

Remark 5.1. Theorem 5.3 provides a condition for proving well-posedness of (5.3) by analyzing the equivalence kernel. The above corollary demonstrates that this yields well-posedness for certain power-law kernels, including those corresponding to fractional-order operators. While this strategy may be utilized for other types of kernels, problem (5.3) may fail to be well-posed if the equivalence kernel is not sufficiently singular [39]. This can be resolved in certain so-called correspondence models of peridynamics by the addition of terms in the equation to obtain a well-posed problem; see Refs. [59, 82]. On the other hand, sufficient conditions on the singularity of the kernel that guarantee well-posedness have been obtained in Refs. [39, 40, 52]. A further study is still needed to fully characterize classes of kernels whose associated problems are well-posed.

6. Other instances of fractional vector calculus

During the last decade, several distinct theories of fractional vector calculus have appeared in the literature that are based on combinations of one-dimensional fractional derivatives with respect to individual coordinates. Ref. [85] provides a review of some of those frameworks, while also
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introducing and developing such a theory based on one-dimensional Caputo derivatives. Other examples of such theories are that of Adda [2], based on one-dimensional Nishimoto fractional derivatives, and Engheta [42], based on one-dimensional Riemann-Liouville fractional derivatives.

6.1. A fractional calculus by Tarasov. We briefly describe the fractional calculus developed by Tarasov in Ref. [85] and highlight its differences with respect to the unified nonlocal vector calculus that has been the focus of this article. Tarasov’s calculus is built upon one-dimensional Caputo derivatives (as opposed to Riemann-Liouville derivatives used in (2.20) and (2.18)) and a fractional generalization of the Fundamental Theorem of Calculus. These are used to define fractional differential and integral vector operations which satisfy fractional Green’s, Stokes’ and Gauss’s theorem.

Tarasov introduces the following definitions. If $u(x)$ is a $(r-1)$ times continuously differentiable scalar field such that $rac{D^{r-1}}{dx^i}u(x)$ is absolutely continuous, then its fractional gradient is defined as

$$\text{Grad}^s_W u(x) = e_1 C^s_{D_W}[x_1]u(x) + e_2 C^s_{D_W}[x_2]u(x) + e_3 C^s_{D_W}[x_3]u(x).$$  \tag{6.1}$$

If $v(x)$ is a $(r-1)$ times continuously differentiable vector field such that $rac{D^{r-1}}{dx^i}v_i(x)$ are absolutely continuous, then its fractional divergence is defined as

$$\text{Div}^s_W v(x) = C^s_{D_W}[x_1]v_1(x) + C^s_{D_W}[x_2]v_2(x) + C^s_{D_W}[x_3]v_3(x).$$  \tag{6.2}$$

Here, $C^s_{D_W}[x_i]$ is the fractional Caputo derivative with respect to the $i$-th component of $x$ for the parallelepiped $W := [a, b] \times [c, d] \times [g, h]$, i.e.

$$C^s_{D_W}[x_1] = C^s_{aD_b}[x_1], \quad C^s_{D_W}[x_2] = C^s_{cD_d}[x_2], \quad C^s_{D_W}[x_3] = C^s_{gD_h}[x_3],$$

and the one-dimensional Caputo derivative is defined as

$$C^s_{aD_b}[x]f(x) = \frac{1}{\Gamma(r-s)} \int_a^b \frac{1}{(b-x)^{1+s-r}} \frac{\partial^r f(x)}{\partial x^r} dx \quad (r-1 < s < r).$$

An advantage of the vector calculus developed by Ref. [85] is that a fractional curl operator can also be defined analogously to (6.1) and (6.2). Then, a fractional Fundamental Theorem of Calculus relating the Caputo fractional derivative and the Riemann-Liouville fractional integral as inverses is proved and leveraged to establish fractional Green’s, Stokes’ and Gauss’s theorems. These results are then applied to propose and study a set of fractional Maxwell’s equations. In contrast, Refs. [2] and [42] do not investigate such analogues of the classical theorems of vector calculus.
and Ref. [57] only considers hybrid\(^{vi}\) versions of divergence and Stokes’ theorems. Though relevant, we do not investigate such results in this work. However, we mention that the unweighted nonlocal vector calculus provides such results [38]; the extension to the weighted nonlocal vector calculus used throughout our article is the subject of current research.

Since the formulas (6.1) and (6.2) depend only of the values of the input in the neighborhood of the axes of \(\mathbb{R}^d\) defined by the unit vectors \(e_i\), these operators are not equivalent to the operators \(\text{grad}^s\) and \(\text{div}^s\) defined by (2.18) and (2.20), respectively. The latter depend on the values of their input over \(\mathbb{R}^d\) if the measure \(M\) is supported on \(\mathbb{R}^d\). A major difference between the two families of vector calculus operators is that the analogue of (3.1) for the operators (6.1) and (6.2) is

\[
\text{Div}^s_w \text{Grad}^s_w u(x) = (\mathcal{C}D^s_w[x_1])^2 u(x) + (\mathcal{C}D^s_w[x_2])^2 u(x) + (\mathcal{C}D^s_w[x_3])^2 u(x),
\]

which involves not the isotropic operator \((-\Delta)^s\) but rather an anisotropic fractional operator of order \(2s\). While the fractional Laplacian \((-\Delta)^s\) is the (negative) generator of isotropic \(\alpha\)-stable Lévy motion [57, 58], it is unclear whether the operator appearing in (6.3) has any relation to a diffusion process.

### 6.2. A fractional vector calculus based on invariance requirements.

The recent article by Šilhavý [81] provides a critique of coordinate-based approaches for fractional vector calculus, such as the framework discussed in the previous section. Ref. [81] points out that fractional gradient operators \(G\) defined component-wise using one-dimensional fractional derivatives, such as \(G = \text{Grad}^s_w\) defined by (6.1), do not satisfy the identity

\[
G(u \circ \eta_R) = R(Gu) \circ \eta_R
\]

for a rotation matrix \(R\) and \(\eta_R(x) = Rx\). In other words, such gradient operators do not transform under rotations in the same way as classical gradient operators [81]. Ref. [81] then proposes specific transformation rules for translation, rotation, and scaling (homogeneity) that are desired for a fractional vector calculus. Operators that are equivalent to (2.23), up to constants, are introduced and shown to satisfy these requirements. Then, Ref. [81] shows that any operators which satisfy such transformation rules and a certain continuity assumption must be given by scalar multiples of the operators (2.23) for Schwartz test function input.

\(^{vi}\) Hybrid refers to the fact that in Ref. [57] higher order fractional operators, such as the fractional Laplacian, are defined as a composition of a local (divergence) and a fractional (gradient) operator.
Notably, Ref. [81] considers extensions of the vector divergence and gradient (2.23) to complex orders using analytic continuation. Among several useful identities, the author points out that once these fractional vector operators are expressed in terms of Riesz potentials, the following identity follows from results of Horváth [49]:

\[ \text{div}^\alpha \text{grad}^\beta = -C(-\Delta)^{\alpha+\beta}, \]

for a constant \( C \), Re \( \alpha \geq -n \), Re \( \beta \geq 0 \), and for the operators in (2.23). Note that with the equivalences established by Lemma 3.1, this furnishes an alternative proof of (3.2) for Schwartz class functions. Unlike the work of Tarasov [85], the framework established by Šilhavý [81] is equivalent to the unified calculus we consider.

Appendix

Appendix A. Proof of Lemma 2.2

We begin analyzing

\[ \int_{|\theta|=1} \int_{|\theta'|=1} \theta \cdot \theta' (i \theta \cdot \xi)^s (i \theta' \cdot \xi)^s d\theta d\theta' \]  

(A.1)

by following the same arguments of Example 6.24 in Ref. [58]. The key idea is to extract the dependence on \(|\xi|\) from the integral and show, by symmetry, that the remaining factor does not depend on \(\xi\). First, note that

\[ (i \xi \cdot \theta)^s = |\xi \cdot \theta|^s e^{i s \text{sgn}(\xi \cdot \theta) \pi s/2} \]

\[ = |\xi \cdot \theta|^s [\cos(\pi s/2) + i \text{sgn}(\xi \cdot \theta) \sin(\pi s/2)] \]

and likewise

\[ (i \xi \cdot \theta')^s = |\xi \cdot \theta'|^s [\cos(\pi s/2) + i \text{sgn}(\xi \cdot \theta') \sin(\pi s/2)] \]

so that

\[ (i \xi \cdot \theta)^s (i \xi \cdot \theta')^s \]

\[ = |\xi \cdot \theta|^s |\xi \cdot \theta'|^s \left( \left[ \cos^2(\pi s/2) - \text{sgn}(\xi \cdot \theta) \text{sgn}(\xi \cdot \theta') \sin^2(\pi s/2) \right] \right. \]

\[ + i \cos(\pi s/2) \sin(\pi s/2) \left[ \text{sgn}(\xi \cdot \theta') + \text{sgn}(\xi \cdot \theta) \right] \right). \]

Next, write \( \xi = |\xi| \nu \), where \(|\nu| = 1\). Then

\[ (i \xi \cdot \theta)^s (i \xi \cdot \theta')^s \]

\[ = |\xi|^2 |\nu \cdot \theta|^s |\nu \cdot \theta'|^s \left( \left[ \cos^2(\pi s/2) - \text{sgn}(\nu \cdot \theta) \text{sgn}(\nu \cdot \theta') \sin^2(\pi s/2) \right] \right. \]

\[ + i \cos(\pi s/2) \sin(\pi s/2) \left[ \text{sgn}(\nu \cdot \theta') + \text{sgn}(\nu \cdot \theta) \right] \right). \]
Therefore, the imaginary part of the integral \([A.1]\) is proportional to the integral

\[
\int_{|\theta|=1} \int_{|\theta'|=1} (\theta' \cdot \theta)|\nu \cdot \theta'|^s |\nu \cdot \theta|^s \left[ \text{sgn}(\nu \cdot \theta') + \text{sgn}(\nu \cdot \theta) \right] d\theta' d\theta,
\]

which is zero by symmetry. More precisely, the change-of-variables

\[(\theta, \theta') \mapsto (-\theta, -\theta')\]

shows the integral is the negative of itself. Thus, the integral \([A.1]\) is real-valued and given by

\[
|\xi|^2 \int_{|\theta|=1} \int_{|\theta'|=1} |\nu \cdot \theta|^s |\nu \cdot \theta'|^s \left[ \cos^2(\pi s/2) - \text{sgn}(\nu \cdot \theta) \text{sgn}(\nu \cdot \theta') \sin^2(\pi s/2) \right] (\theta' \cdot \theta)d\theta' d\theta.
\]

Next we argue that the integral above does not depend on \(\xi\) (note that this is not obvious at first glance, because \(\nu = \xi/|\xi|\)). Denote the integral in the above equation by \(F(\nu)\). We seek to show that \(F(\nu)\) is the constant \(D_{n,s}\). Let \(T\) be an orthonormal rotation; then

\[
F(T\nu) = \int_{|\theta|=1} \int_{|\theta'|=1} |T\nu \cdot \theta|^s |T\nu \cdot \theta'|^s \left[ \cos^2(\pi s/2) - \text{sgn}(T\nu \cdot \theta) \text{sgn}(T\nu \cdot \theta') \sin^2(\pi s/2) \right] (T\theta' \cdot T\theta)d\theta' d\theta.
\]

The change of variable \(\theta \to T\theta\), which has Jacobian determinant 1 in absolute value, then gives

\[
F(T\nu) = \int_{|\theta|=1} \int_{|\theta'|=1} |T\nu \cdot T\theta|^s |T\nu \cdot T\theta'|^s \left[ \cos^2(\pi s/2) - \text{sgn}(T\nu \cdot T\theta) \text{sgn}(T\nu \cdot T\theta') \sin^2(\pi s/2) \right] (T\theta' \cdot T\theta)d\theta' d\theta.
\]

Since \(Ta \cdot Tb = a \cdot b\),

\[
F(T\nu) = \int_{|\theta|=1} \int_{|\theta'|=1} |\nu \cdot \theta|^s |\nu \cdot \theta'|^s \left[ \cos^2(\pi s/2) - \text{sgn}(\nu \cdot \theta) \text{sgn}(\nu \cdot \theta') \sin^2(\pi s/2) \right] (\theta' \cdot \theta)d\theta' d\theta = F(\nu).
\]

Therefore \(F(\nu)\) does not depend on \(\nu\); for example \(F(\nu) = F(e_1)\), by choosing an orthonormal \(T\) such that \(T(\nu) = e_1\). We can then write the above constant as
\[ F(e_1) = \cos^2(\pi s/2) \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]

\[- \sin^2(\pi s/2) \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s \operatorname{sgn}(\theta_1) \operatorname{sgn}(\theta'_1) (\theta' \cdot \theta) d\theta' d\theta. \quad \text{(A.2)}\]

For the first term above, consider the transformation \( \theta' \mapsto -\theta' \). Under this transformation, \( \theta \cdot \theta' \mapsto -\theta \cdot \theta' \). This transformation also maps the unit sphere \( \{|\theta'| = 1\} \) to itself and has Jacobian determinant 1 in absolute value. Therefore

\[ \cos^2(\pi s/2) \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]

\[ = - \cos^2(\pi s/2) \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]

which proves the first term in (A.2) is zero. Therefore

\[ D_{n,s} = - \sin^2(\pi s/2) \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s \operatorname{sgn}(\theta_1) \operatorname{sgn}(\theta'_1) (\theta' \cdot \theta) d\theta' d\theta. \]

We write

\[ \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s \operatorname{sgn}(\theta_1) \operatorname{sgn}(\theta'_1) (\theta' \cdot \theta) d\theta' d\theta \]

\[ = \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s \operatorname{sgn}(\theta_1) \operatorname{sgn}(\theta'_1) (\theta' \cdot \theta) d\theta' d\theta \]

\[ + \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s \operatorname{sgn}(\theta_1) \operatorname{sgn}(\theta'_1) (\theta' \cdot \theta) d\theta' d\theta \]

\[ + \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]

\[ + \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]

This can be simplified to

\[ \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s \operatorname{sgn}(\theta_1) \operatorname{sgn}(\theta'_1) (\theta' \cdot \theta) d\theta' d\theta \]

\[ = \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]

\[ - \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]

\[ + \int_{|\theta| = 1} \int_{|\theta'| = 1} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta \]
In the third and fourth integrals, consider the change-of-variables \((\theta, \theta') \mapsto - (\theta, \theta')\). This maps the range of integration in the third term to that of the first term, the range of integration in the fourth term to that of the second term, leaves the integrands invariant, and has Jacobian determinant 1 in absolute value. Therefore, the above can be written

\[
2 \int_{|\theta_i| = 1} \int_{\theta_i' \geq 0} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta - 2 \int_{|\theta_i| = 1} \int_{\theta_i' \leq 0} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta.
\]

Finally, for the second term above, consider the transformation \(\theta' \mapsto - \theta'\). This maps the range of integration to that of the first term, flips the sign of \(\theta' \cdot \theta\), and has Jacobian determinant 1 in absolute value. The above difference of integrals can therefore be written

\[
4 \int_{|\theta_i| = 1} \int_{\theta_i' \geq 0} |\theta_1|^s |\theta'_1|^s (\theta' \cdot \theta) d\theta' d\theta.
\]

(A.3)

Now write

\[(\theta' \cdot \theta) = \theta_1 \theta'_1 + \sum_{i=2}^n \theta_i \theta'_i.\]

Then we can write (A.3) as

\[
4 \int_{|\theta_i| = 1} \int_{\theta_i' \geq 0} |\theta_1|^s |\theta'_1|^s \theta_1 \theta'_1 d\theta' d\theta
\]

\[+ 4 \int_{|\theta_i| = 1} \int_{\theta_i' \geq 0} |\theta_1|^s |\theta'_1|^s \left( \sum_{i=2}^n \theta_i \theta'_i \right) d\theta' d\theta.\]

(A.4)

For the second integral here, consider the transformation \((\theta_1', \theta_2', \ldots, \theta_n') \mapsto (\theta_1', - \theta_2', \ldots, - \theta_n').\) This maps the set \(|\theta_1' = 1, \theta_i' \geq 0\} to itself, since it leaves both \(|\theta_1'| = (\theta_1')^2 + (\theta_2')^2 + \ldots (\theta_n')^2\) and \(\theta_1'\) invariant. It also has Jacobian determinant 1 in absolute value. But it flips the sign of the second integrand in (A.4).

Therefore, the second integral is zero. So, we are left with

\[D_{n,s} = -4 \sin^2(\pi s / 2) \int_{|\theta_i| = 1} \int_{\theta_i' \geq 0} |\theta_1|^s |\theta'_1|^s \theta_1 \theta'_1 d\theta' d\theta.\]

We see that the integral above is positive, since the integrand is positive over the region of integration. In fact, by Fubini’s theorem, we have

\[D_{n,s} = -4 \sin^2(\pi s / 2) \left( \int_{|\theta| = 1} |\theta|^s+1 d\theta \right)^2.\]
Appendix B. The unweighted Green Identity for Fractional Operators

In Section 3.3, we showed how (2.7) for the fractional interaction kernel (3.3) yielded the unweighted fractional Green’s identity (3.6), i.e.,

\[
\frac{2}{C_{n,s}} \int_{\Omega} (-\Delta)^s u(x) v(x) \, dx = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx \\
- 2 \int_{\mathbb{R}^n \setminus \Omega} v(x) \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy \, dx.
\]

The second term on the right-hand side can be split as

\[
-2 \int_{\mathbb{R}^n \setminus \Omega} v(x) \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy \, dx
= -2 \int_{\mathbb{R}^n \setminus \Omega} v(x) \int_{\mathbb{R}^n \setminus \Omega} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy \, dx
\]

\[
- 2 \int_{\mathbb{R}^n \setminus \Omega} v(x) \int_{\mathbb{R}^n \setminus \Omega} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy \, dx.
\]

Meanwhile, the first term on the right-hand side can be split as:

\[
\int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx
= \int_{\Omega} \int_{\Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx
+ \int_{\mathbb{R}^n \setminus \Omega} \int_{\mathbb{R}^n \setminus \Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx
+ \int_{\Omega} \int_{\mathbb{R}^n \setminus \Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx
+ \int_{\mathbb{R}^n \setminus \Omega} \int_{\Omega} \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx.
\]

The identity

\[
(B \times B) \setminus (A \times A) = ((B \setminus A) \times (B \setminus A)) \cup (A \times (B \setminus A)) \cup ((B \setminus A) \times A)
\]

implies, with \(B = \mathbb{R}^n\), \(A = \mathbb{R}^n \setminus \Omega\) and therefore \(B \setminus A = \Omega\), that

\[
(\mathbb{R}^n)^2 \setminus (\mathbb{R}^n \setminus \Omega)^2 = (\Omega \times \Omega) \cup ((\mathbb{R}^n \setminus \Omega) \times \Omega) \cup (\Omega \times (\mathbb{R}^n \setminus \Omega)).
\]
Therefore, the first three integrals can be combined into
\[ \int \int \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx. \]

The fourth term can be written as
\[ \int \int \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx \]
\[ = \int \int v(x) \frac{(u(x) - u(y))}{|x - y|^{n+2s}} \, dy \, dx \]
\[ - \int \int v(y) \frac{(u(x) - u(y))}{|x - y|^{n+2s}} \, dy \, dx \]
\[ = \int \int v(x) \int \frac{(u(x) - u(y))}{|x - y|^{n+2s}} \, dy \, dx \]
\[ + \int \int v(x) \int \frac{(u(x) - u(y))}{|x - y|^{n+2s}} \, dy \, dx \]
\[ = 2 \int \int v(x) \int \frac{(u(x) - u(y))}{|x - y|^{n+2s}} \, dy \, dx. \]

This cancels with the first term in (B.1), so (3.6) reduces to
\[ \frac{2}{C_{n,s}} \int_{\Omega} (-\Delta)^s u(x) v(x) \, dx \]
\[ = \int \int \frac{(u(x) - u(y))(v(x) - v(y))}{|x - y|^{n+2s}} \, dy \, dx \]
\[ - 2 \int \int v(x) \int_{\Omega} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy \, dx. \]

This is precisely the fractional Green’s identity (3.5) reported by Ref. [34].

Thus, the latter can be viewed as a special case of the unweighted nonlocal Green’s identity of Ref. [38] with the fractional interaction kernel (3.3).

Note that Ref. [38] also defines a nonlocal interaction operator for a two-point vector field \( w(x, y) \) and for \( x \in \mathbb{R}^n \setminus \Omega, \)
\[ \mathcal{N}[w](x) = - \int_{\mathbb{R}^n} (w(x, y) + w(y, x)) \cdot \alpha(x, y) \, dy \]
which they use to introduce a notion of nonlocal flux,
\[ \mathcal{N}[\mathcal{G}u](x) = - \int_{\mathbb{R}^n} (\mathcal{G}u(x, y) + \mathcal{G}u(y, x)) \cdot \alpha(x, y) \, dy. \]

With the same fractional interaction kernel \( \alpha \) given by (3.3), using (2.3) we have
\[
\mathcal{N}[\mathcal{G}u](x) = 2 \int_{\mathbb{R}^n} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy.
\]

The identity (3.6) can therefore be rewritten using the notation \(\mathcal{N}[\mathcal{G}u](x)\), just as (3.5) uses the notation \(\mathcal{N}_s u(x)\). The two operators are not equivalent, as

\[
\mathcal{N}[\mathcal{G}u](x) = 2\mathcal{N}_s u(x) + 2 \int_{\mathbb{R}^n \setminus \Omega} \frac{u(x) - u(y)}{|x - y|^{n+2s}} \, dy.
\]

**Appendix C. Proof of Theorem 3.4**

Theorem 3.4 is a direct consequence of the following two lemmas.

**Lemma C.1.** Let \(u \in H^s(\mathbb{R}^n)\) and \(\Upsilon_{n,t}\) be defined as in (2.30). Then

\[
\int_{\mathbb{R}^n} \left| \int_{\mathbb{R}^n \setminus B(x)} [u(x) - u(y)] \frac{1}{|x - y|^{n+s}} \, dy \right|^2 \, dx 
\leq \|u\|_{L^2_2(\mathbb{R}^n)}^2 \left\{ \frac{2\Upsilon_{n,n+2s}}{\delta^{n+2s}} + \|u\|_{L^1(\mathbb{R}^n)} \sqrt{\frac{\Upsilon_{n,3n+4s}}{\delta^{3n+4s}}} \right\}.
\]  

(C.1)

**Proof.** We find a bound for the left-hand side in (C.1). First,

\[
\left| \int_{\mathbb{R}^n \setminus B(x)} [u(x) - u(y)] \frac{1}{|x - y|^{n+s}} \, dy \right|^2 
\leq \int_{\mathbb{R}^n \setminus B(x)} \left[ u(x) - u(y) \right] \frac{1}{|x - y|^{n+s}} \, dy 
\leq \int_{\mathbb{R}^n \setminus B(x)} \frac{(u(x) - u(y))^2}{|x - y|^{2(n+s)}} \, dy 
= \int_{\mathbb{R}^n \setminus B(x)} \frac{(u(x))^2 - 2u(x)u(y) + (u(y))^2}{|x - y|^{2(n+s)}} \, dy.
\]

Then

\[
\left| \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n \setminus B(x)} [u(x) - u(y)] \frac{1}{|x - y|^{n+s}} \, dy \right)^2 \, dx 
\leq \int_{\mathbb{R}^n} \int_{\mathbb{R}^n \setminus B(x)} \frac{(u(x))^2}{|x - y|^{2(n+s)}} \, dy \, dx - 2 \int_{\mathbb{R}^n} \int_{\mathbb{R}^n \setminus B(x)} \frac{u(x)u(y)}{|x - y|^{2(n+s)}} \, dy \, dx + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n \setminus B(x)} \frac{(u(y))^2}{|x - y|^{2(n+s)}} \, dy \, dx
= I + II + III.
\]
We have from Lemma 2.1 with $t = n + 2s$,

$$I = \int_{\mathbb{R}^n} (u(x))^2 \int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{1}{|x - y|^{n+(2s)}} \, dy \, dx = \frac{\Upsilon_{n,n+2s}}{\delta^{n+2s}} \|u\|_{L^2(\mathbb{R}^n)}^2.$$

Next, by using Fubini’s theorem, we see that $III = I$; in fact, the change of variables $(x,y) \mapsto (y,x)$, and the symmetry of $|x - y|$ yields

$$III = \int_{\mathbb{R}^n} \int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{(u(y))^2}{|x - y|^{2(n+s)}} \, dy \, dx$$

$$= \int_{\mathbb{R}^n} \int_{\{(x,y) : |x-y| \geq \delta\}} \frac{(u(y))^2}{|x - y|^{2(n+s)}} \, dy \, dx$$

$$= \int_{\mathbb{R}^n} \int_{\{(x,y) : |x-y| \geq \delta\}} \frac{(u(x))^2}{|y - x|^{2(n+s)}} \, dx \, dy = I.$$

To bound $II$, we first estimate, using Lemma 2.1 with $t = 3n + 4s$,

$$|u(x)| \int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{u(y)}{|x - y|^{2(n+s)}} \, dy \leq |u(x)| \int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{u(y)}{|x - y|^{2(n+s)}} \, dy$$

$$\leq |u(x)||u|_{L^2(\mathbb{R}^n)} \sqrt{\int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{1}{|x - y|^{4(n+s)}} \, dy}$$

$$= |u(x)||u|_{L^2(\mathbb{R}^n)} \sqrt{\frac{\Upsilon_{n,3n+4s}}{\delta^{3n+4s}}},$$

so that

$$\int_{\mathbb{R}^n} |u(x)| \int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{u(y)}{|x - y|^{2(n+s)}} \, dy \, dx \leq \int |u(x)||u|_{L^2(\mathbb{R}^n)} \sqrt{\frac{\Upsilon_{n,3n+4s}}{\delta^{3n+4s}}} \, dx$$

$$= \|u\|_{L^1(\mathbb{R}^n)} \|u\|_{L^2(\mathbb{R}^n)} \sqrt{\frac{\Upsilon_{n,3n+4s}}{\delta^{3n+4s}}}.$$

Combining this bound for $II$ with the bound for $I = III$ yields (C.1). □

**Lemma C.2.** Let $v \in H^s(\mathbb{R}^n)$ and $\Upsilon_{n,t}$ be defined as in (2.30). Then
\[
\int_{\mathbb{R}^n} \left| \int_{\mathbb{R}^n \setminus B_\delta(x)} [v(x) - v(y)] \cdot \frac{x - y}{|x - y|} \frac{1}{|x - y|^{n+s}} dy \right|^2 dx \leq \|v\|_{L^2(\mathbb{R}^n)}^2 \left( \frac{2\Upsilon_{n,n+2s}}{\delta^{n+2s}} + \|v\|_{L^1(\mathbb{R}^n)} \sqrt{\frac{\Upsilon_{n,n+4s}}{\delta^{3n+4s}}} \right).
\]

Proof. We proceed as before. First, we write
\[
\left| \int_{\mathbb{R}^n \setminus B_\delta(x)} [v(x) - v(y)] \cdot \frac{x - y}{|x - y|} \frac{1}{|x - y|^{n+s}} dy \right|^2 \leq \int_{\mathbb{R}^n \setminus B_\delta(x)} |v(x) - v(y)|^2 \frac{|x - y|^{n+s}}{|x - y|^{2(n+s)}} dy \leq \int_{\mathbb{R}^n \setminus B_\delta(x)} |v(x) - v(y)|^2 \frac{1}{|x - y|^{2(n+s)}} dy = \int_{\mathbb{R}^n \setminus B_\delta(x)} |v(x)|^2 - 2v(x) \cdot v(y) + |v(y)|^2 \frac{1}{|x - y|^{2(n+s)}} dy.
\]

Then
\[
\int_{\mathbb{R}^n} \left| \int_{\mathbb{R}^n \setminus B_\delta(x)} [v(x) - v(y)] \cdot \frac{x - y}{|x - y|} \frac{1}{|x - y|^{n+s}} dy \right|^2 dx \leq \int_{\mathbb{R}^n} \int_{\mathbb{R}^n \setminus B_\delta(x)} |v(x)|^2 \frac{1}{|x - y|^{2(n+s)}} dy dx - \int_{\mathbb{R}^n} \int_{\mathbb{R}^n \setminus B_\delta(x)} v(x) \cdot v(y) \frac{1}{|x - y|^{2(n+s)}} dy dx + \int_{\mathbb{R}^n} \int_{\mathbb{R}^n \setminus B_\delta(x)} |v(y)|^2 \frac{1}{|x - y|^{2(n+s)}} dy dx.
\]

These terms can be compared to I, II, and III in the proof of Lemma C.1 and the proof can completed in the same way.

Appendix D. Proof of Theorem 3.5

Theorem 3.5 is a direct consequence of the following two lemmas.

Lemma D.1. Let \( u \in H^s(\mathbb{R}^n) \) and \( \Upsilon_{n,t} \) be defined as in (2.30). Then
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\[ \int_{\mathbb{R}^n \setminus B_\delta(x)} \left| u(x) - u(y) \right| \frac{x - y}{|x - y|^{n+s}} dy \]

\[ \leq |u(x)| \frac{\gamma_{n,s}}{\delta^s} + \|u\|_{L^2(\mathbb{R}^n)} \sqrt{\frac{\gamma_{n,n+2s}}{\delta^{n+2s}}} \]

**Proof.** A simple calculation gives

\[ \left| \int_{\mathbb{R}^n \setminus B_\delta(x)} \left[ u(x) - u(y) \right] \frac{x - y}{|x - y|^{n+s}} dy \right| \]

\[ \leq \int_{\mathbb{R}^n \setminus B_\delta(x)} \left( |u(x)| + |u(y)| \right) \frac{1}{|x - y|^{n+s}} dy \]

\[ \leq |u(x)| \int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{1}{|x - y|^{n+s}} dy + \int_{\mathbb{R}^n \setminus B_\delta(x)} |u(y)| \frac{1}{|x - y|^{n+s}} dy \]

\[ \leq |u(x)| \frac{\gamma_{n,s}}{\delta^s} + \|u\|_{L^2(\mathbb{R}^n)} \sqrt{\int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{1}{|x - y|^{2(n+s)}} dy} \]

\[ = |u(x)| \frac{\gamma_{n,s}}{\delta^s} + \|u\|_{L^2(\mathbb{R}^n)} \sqrt{\int_{\mathbb{R}^n \setminus B_\delta(x)} \frac{1}{|x - y|^{n+(n+2s)}} dy} \]

\[ \leq |u(x)| \frac{\gamma_{n,s}}{\delta^s} + \|u\|_{L^2(\mathbb{R}^n)} \sqrt{\frac{\gamma_{n,n+2s}}{\delta^{n+2s}}} \]

Here, we used Lemma 2.1 with \( t = n + 2s \). □

**Lemma D.2.** Let \( v \in H^s(\mathbb{R}^n) \) and \( \gamma_{n,t} \) be defined as in (2.30). Then

\[ \left| \int_{\mathbb{R}^n \setminus B_\delta(x)} [v(x) - v(y)] \cdot \frac{x - y}{|x - y|^{n+s}} dy \right| \]

\[ \leq |v(x)| \frac{\gamma_{n,s}}{\delta^s} + \|v\|_{L^2(\mathbb{R}^n)} \sqrt{\frac{\gamma_{n,n+2s}}{\delta^{n+2s}}} \]

**Proof.** Following similar arguments as in the proof of Lemma D.1 we have
\[
\left| \int_{\mathbb{R}^n \setminus B_b(x)} [v(x) - v(y)] \cdot \frac{x - y}{|x - y|} \frac{1}{|x - y|^{n+s}} \, dy \right|
\]
\[
= \left| \int_{\mathbb{R}^n \setminus B_b(x)} (|v(x)| + |v(y)|) \frac{1}{|x - y|^{n+s}} \, dy \right|
\]
\[
\leq |v(x)| \int_{\mathbb{R}^n \setminus B_b(x)} \frac{1}{|x - y|^{n+s}} \, dy + \int_{\mathbb{R}^n \setminus B_b(x)} |v(y)| \frac{1}{|x - y|^{n+s}} \, dy.
\]

The proof can now be completed following the same steps as in the proof of Lemma D.1.

\( \square \)

Appendix E. Proof of Theorem 4.3

With the choices in Theorem 4.3, since the kernel is translation invariant, we write the equivalence kernel according to (4.3). We have

\[
2 \gamma_{eq}(x, y) = \int_{\mathbb{R}^n} \frac{y - z}{|y - z|^{n+s+1}} \cdot \frac{z - x}{|z - x|^{n+s+1}} e^{-\lambda|y - x|} e^{-\lambda|z - x|} \, dz.
\]

We explicitly denote the dependence of \( \gamma_{eq}(x, y) \) on \( \lambda \) by writing \( \gamma_{eq}(x, y; \lambda) \).

We evaluate this integral indirectly. Let \( z' = z - x \). Then \( z = z' + x \), \( dz = dz' \) and \( y - z = y - z' - x = y - x - z' \). Thus,

\[
2 \gamma_{eq}(x, y; \lambda) = \int_{\mathbb{R}^n} \frac{y - x - z'}{|y - x - z'|^{n+s+1}} \cdot \frac{z'}{|z'|^{n+s+1}} e^{-\lambda|y - x - z'|} e^{-\lambda|z'|} \, dz'
\]
\[
= \int_{\mathbb{R}^n} \frac{y - x - z}{|y - x - z|^{n+s+1}} \cdot \frac{z}{|z|^{n+s+1}} e^{-\lambda|y - x - z|} e^{-\lambda|z|} \, dz.
\]

From this, it follows that \( \gamma_{eq}(x, y; \lambda) \) depends only on \( x - y \). Next, we show that the kernel is rotationally invariant. Consider a rotation \( \mathcal{R} \); we have

\[
2 \gamma_{eq}(\mathcal{R}(x - y); \lambda)
\]
\[
= \int_{\mathbb{R}^n} \frac{\mathcal{R}(y - x) - z}{|\mathcal{R}(y - x) - z|^{n+s+1}} \cdot \frac{z}{|z|^{n+s+1}} e^{-\lambda|\mathcal{R}(y - x) - z|} e^{-\lambda|z|} \, dz.
\]

Let \( z = \mathcal{R}z' \). Then \( dz = dz' \), and

\[
2 \gamma_{eq}(\mathcal{R}(x - y); \lambda)
\]
\[
= \int_{\mathbb{R}^n} \frac{\mathcal{R}(y - x) - \mathcal{R}z'}{|\mathcal{R}(y - x) - \mathcal{R}z'|^{n+s+1}} \cdot \frac{\mathcal{R}z'}{|\mathcal{R}z'|^{n+s+1}} e^{-\lambda|\mathcal{R}(y - x) - \mathcal{R}z'|} e^{-\lambda|\mathcal{R}z'|} \, dz'
\]
\[
= \int_{\mathbb{R}^n} \frac{\mathcal{R}(y - x) - \mathcal{R}z}{|\mathcal{R}(y - x) - \mathcal{R}z|^{n+s+1}} \cdot \frac{\mathcal{R}z}{|\mathcal{R}z|^{n+s+1}} e^{-\lambda|\mathcal{R}(y - x) - \mathcal{R}z|} e^{-\lambda|\mathcal{R}z|} \, dz.
\]
\[
\int_{\mathbb{R}^n} \frac{\mathcal{R}((y-x)-z)}{|\mathcal{R}((y-x)-z)|^{n+1}} \cdot \frac{\mathcal{R}z}{|\mathcal{R}z|^{n+1}} e^{-\lambda|\mathcal{R}((y-x)-z)|} e^{-\lambda|\mathcal{R}z|} \, dz
\]

\[
\int_{\mathbb{R}^n} \frac{1}{|\mathcal{R}((y-x)-z)|^{n+1}} \frac{1}{|\mathcal{R}z|^{n+1}} \left[ \mathcal{R}((y-x)-z) \cdot \mathcal{R}z \right] \times e^{-\lambda|\mathcal{R}((y-x)-z)|} e^{-\lambda|\mathcal{R}z|} \, dz
\]

\[
\int_{\mathbb{R}^n} \frac{1}{|\mathcal{R}((y-x)-z)|^{n+1}} \frac{1}{|z|^{n+1}} \left[ \mathcal{R}((y-x)-z) \cdot z \right] \times e^{-\lambda|y-x-z|} e^{-\lambda|z|} \, dz
\]

\[
\int_{\mathbb{R}^n} \frac{(y-x)-z}{|y-x-z|^{n+1}} \cdot \frac{z}{|z|^{n+1}} e^{-\lambda|y-x-z|} e^{-\lambda|z|} \, dz.
\]

Therefore, \( \gamma_{eq} \) depends only on \( |x-y| \). Now we let \( c > 0 \) and consider

\[
2\gamma_{eq}(c|x-y|; \lambda) = \int_{\mathbb{R}^n} \frac{c(y-x)-z}{|c(y-x)-z|^{n+1}} \cdot \frac{z}{|z|^{n+1}} e^{-\lambda|c(y-x)-z|} e^{-\lambda|z|} \, dz.
\]

Let \( z = cz' \). Then \( dz = cdz' \), and

\[
2\gamma_{eq}(c|x-y|; \lambda) = \int_{\mathbb{R}^n} \frac{c(y-x)-cz'}{|c(y-x)-cz'|^{n+1}} \cdot \frac{cz'}{|cz'|^{n+1}} e^{-\lambda|c(y-x)-cz'|} e^{-\lambda|cz'|} \, dz'.
\]

\[
= \int_{\mathbb{R}^n} \frac{c(y-x)-cz}{|c(y-x)-cz|^{n+1}} \cdot \frac{cz}{|cz|^{n+1}} e^{-\lambda|c(y-x)-cz|} e^{-\lambda|cz|} \, dz
\]

\[
= \frac{c}{c^{n+1}} \frac{c}{c^{n+1}} e^{\lambda c} \int_{\mathbb{R}^n} \frac{(y-x)-z}{|y-x-z|^{n+1}} \cdot \frac{z}{|z|^{n+1}} e^{-\lambda|y-x-z|} e^{-\lambda|z|} \, dz
\]

\[
= \frac{1}{c^{n+2}} \int_{\mathbb{R}^n} \frac{(y-x)-z}{|y-x-z|^{n+1}} \cdot \frac{z}{|z|^{n+1}} e^{-\lambda|y-x-z|} e^{-\lambda|z|} \, dz
\]

\[
= \frac{1}{c^{n+2}} 2\gamma_{eq}(|x-y|; c\lambda).
\]

Therefore,

\[
2\gamma_{eq}(x,y; \lambda) = 2\gamma_{eq} \left( \left| x-y \right| \frac{x-y}{|x-y|}; \lambda \right) = 2\gamma_{eq} \left( |x-y|e; \lambda \right)
\]

\[
= \frac{1}{|x-y|^{n+2}} 2\gamma_{eq}(e; \lambda|x-y|),
\]

where \( e \) is any unit vector and

\[
2\gamma_{eq}(e; \lambda|x-y|) = \int_{\mathbb{R}^n} \frac{e-z}{|e-z|^{n+1}} \cdot \frac{z}{|z|^{n+1}} e^{-\lambda|x-y||e-z|} e^{-\lambda|x-y||z|} \, dz.
\]
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