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Abstract

Recently, there is a revival of interest in low-rank matrix completion-based unsupervised learning through the lens of dual-graph regularization, which has significantly improved the performance of multidisciplinary machine learning tasks such as recommendation systems, genotype imputation and image inpainting. While the dual-graph regularization contributes a major part of the success, computational costly hyper-parameter tuning is usually involved. To circumvent such a drawback and improve the completion performance, we propose a novel Bayesian learning algorithm that automatically learns the hyper-parameters associated with dual-graph regularization, and at the same time, guarantee the low-rankness of matrix completion. Notably, a novel prior is devised to promote the low-rankness of the matrix and encode the dual-graph information simultaneously, which is more challenging than the single-graph counterpart. A nontrivial conditional conjugacy between the proposed priors and likelihood function is then explored such that an efficient algorithm is derived under variational inference framework. Extensive experiments using synthetic and real-world datasets demonstrate the state-of-the-art performance of the proposed learning algorithm for various data analysis tasks.
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I. INTRODUCTION

Matrix completion methods, which aim to recover the missing elements from a partially observed matrix, have been studied and applied in various areas, including recommendation...
The key to the success of matrix completion relies on exploiting the intrinsic low-rank structure of the real-world data matrix $X \in \mathbb{R}^{m \times n}$. This makes the low-rank matrix completion problem being formulated as:

$$\min_{X \in \mathbb{R}^{m \times n}} \text{rank}(X) \quad \text{s.t.} \quad \mathcal{P}_\Omega(M) = \mathcal{P}_\Omega(X), \quad (1)$$

where $M \in \mathbb{R}^{m \times n}$ is a partially observed matrix, $\Omega$ is an indicator matrix with $\Omega_{ij} = 1$ if $M_{ij}$ is observed and zero otherwise, and $\mathcal{P}_\Omega(\cdot)$ is a projection operator which retains the entries of matrix in the positions with $\Omega_{ij} = 1$.

As rank minimization is NP-hard and the hard constraint in (1) is not robust to observation noise \cite{11}, \cite{12}, problem (1) is normally relaxed to:

$$\min_X \lambda \|X\|_* + \|\mathcal{P}_\Omega(M - X)\|_F^2, \quad (2)$$

where $\|\cdot\|_*$ denotes the nuclear norm, the tightest convex relaxation of $\text{rank}(\cdot)$ \cite{13}, and $\lambda$ is a parameter specifying the relative importance of the two terms of (2).

To address the high complexity issue brought by nuclear norm minimization \cite{14}, \cite{15}, factorized model $X = UV^T$ has been proposed \cite{16}, with the corresponding completion problem formulated as

$$\min_{U,V} \frac{\lambda_u}{2} \|U\|_F^2 + \frac{\lambda_v}{2} \|V\|_F^2 + \|\mathcal{P}_\Omega(M - UV^T)\|_F^2, \quad (3)$$

where the number of columns $k$ in $U$ and $V$ is much smaller than $m$ or $n$. Specifically, problem (3) replaces the nuclear norm in (2) with the Frobenius norms of factor matrices, and a small value of $k$ implies the low-rankness of $UV^T$. Compared to the model (2), factorized model (3) provides explicit latent feature spaces, which enable additional interpretation of the unsupervised learning. For example, in the famous example of Netflix movie recommendation, the user-movie rating matrix $M$ is factorized into user-feature matrix $U$ and movie-feature matrix $V$, where $k$ is the number of features. This means that the movies are grouped into $k$ major categories despite the larger number of original movie genres. It is the same for the user preferences clustering, which contains different grouping from given user profiles. Due to the scalability and interpretability, the factorized model has been central to the research of collaborative filtering and recommendation system for over two decades \cite{17}. 
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In practical applications, the observation matrix \( M \) is usually very sparse. For example, in movie rating recommendation, most users have only a few rating histories. Similar challenges have also been encountered in other unsupervised learning tasks including genotype imputation [5], [6], and image processing [7]–[10]. To deal with the difficulty caused by the sparsity of nowadays data, recent matrix completion methods tend to incorporate the domain knowledge/side information into the algorithm design, among which the graph regularization-based methods have received the most attention. Below, we review related low-rank matrix completion works with graph regularization.

A. Related Works: An Optimization Way

The matrix completion problem (2) and (3) mainly focus on exploiting the low-rank property of the data matrix \( X \). If graph information about \( X \) is available, it can be incorporated to improve its recovery performance. In particular, assume the rows of \( X \) represent a set of vertices \( \mathcal{V} \) of an undirected graph \((\mathcal{V}, \mathcal{E})\), where \( \mathcal{E} \subseteq \{(i, j) | i, j \in \mathcal{V}\} \) is the set of edges. The existence of an edge implies that connected vertices are supposed to be close and similar. To exploit these pairwise similarities between the vertices (rows of \( X \)), a graph regularization term is defined as:

\[
\sum_{i,j} A_{ij} ||x_i - x_j||_2^2 = \text{tr}(X^T L_r X),
\]

(4)

where \( x_i \) is the \( i^{th} \) row of \( X \), \( L_r = D - A \) is the graph Laplacian matrix [18], \( A \) is the adjacency matrix with \( A_{ij} \) being one if \((i, j) \in \mathcal{E}\) and zero otherwise, and \( D \) is a diagonal matrix with \( D_{ii} = \sum_j A_{ij} \). Adding this term to the objective function of (2) leads to the graph-regularized matrix completion problem:

\[
\min_X \|X\|_* + \tau \|P_{\Omega}(M - X)\|_F^2 + \gamma \text{tr}(X^T L_r X),
\]

(5)

where the solution will be steered to have the property \( x_i \approx x_j \) if \((i, j) \in \mathcal{E}\) [19]–[22].

In real-world applications, we often have access to both row and column graphical structures. It is then natural to extend the problem (5) to a dual-graph regularized problem [23], [24]:

\[
\min_X \|X\|_* + \tau \|P_{\Omega}(M - X)\|_F^2 + \gamma_r \text{tr}(X^T L_r X) + \gamma_c \text{tr}(X L_c X^T),
\]

(6)

where \( L_c \) and \( L_r \) are the Laplacian matrix of the given column graph and row graph of \( X \) respectively. Problem (6), which incorporates dual-graph information, involves two more regularization parameters than (2). Once these regularization parameters \( \{\tau, \gamma_r, \gamma_c\} \) are fixed, problem (6) can be solved by Alternating Direction Method of Multipliers (ADMM) [23].
On the other hand, if the graph regularizations are applied to the factorized model (3), the corresponding problem becomes

$$\min_{U, V} \frac{\gamma_u}{2} \|U\|_F^2 + \frac{\gamma_v}{2} \|V\|_F^2 + \frac{\tau}{2} \|P_\Omega(UV^T - M)\|_F^2 + \frac{1}{2} \{\text{tr}(U^T L_r U) + \text{tr}(V^T L_c V)\}. \quad (7)$$

The two factor matrices $U^{m \times k}$ and $V^{n \times k}$ capture the row and column graph information of $X$ respectively. Since the minimization problem in (7) is block multi-convex with respect to $U$ or $V$ [25], an efficient alternating optimization algorithm, which solves $U$ while $V$ is fixed and solves $V$ while $U$ is fixed, can be applied [26].

Although problem (6) and (7) achieve promising recovery performance when the regularization parameters $\{\gamma_u, \gamma_v, \tau\}$ are carefully set, tuning these hyperparameters is not an easy task. It could be very time-consuming, and tuning must be redone for each dataset. More importantly, parameter tuning may not even be feasible in real-world applications where the ground-truth of $X$ is unavailable. For the factorized model (7), an additional latent rank $k$ of $U^{m \times k}$ and $V^{n \times k}$ is required. A proper rank should follow the low-rankness of data meanwhile be sufficiently large to avoid the underfitting of data. The selection of a proper $k$ is always a challenge in the factorized models (especially with the missing data): the computation of the optimal $k$ is NP-hard, and a suboptimal $k$ would significantly affect the recovery performance [27].

To show the importance of choosing the “proper” regularization parameters, Fig. 1 shows the completion results in different learning tasks by existing algorithms. It is obvious that the missing data recovery performances are highly sensitive to the choices of hyperparameters. Due to this reason, all prior works require exhaustive tuning of regularization parameters to obtain satisfactory performance.

B. Related Works: A Bayesian Way

It is noteworthy that the regularization terms in problem (7) can be interpreted in terms of a Bayesian prior model. In particular, the Frobenius norm of $U$ and graph regularized term on $U$ can be combined and interpreted as a zero-mean Gaussian prior with precision matrix being $(L_r + \gamma_u I)$. Similarly, $V$ can also be interpreted as having a zero-mean Gaussian prior with precision matrix $(L_c + \gamma_v I)$. Furthermore, with the third term of (7) being interpreted as the likelihood function, the optimization problem (7) can be interpreted as finding the maximum a posterior (MAP) solution of a Bayesian model [28], [29]:

$$\max_{U, V} p(M|U, V, \tau) p(U) p(V), \quad (8)$$
Fig. 1: Parameter sensitivities for three state-of-the-art graph-regularized matrix completion methods: KPMF [28], GRALS [26] and GPMF [29]. (a) and (b) are on the popular movie-recommendation datasets Movielens 100k. (c) - (e) show the completed images of GRALS under different graph regularization parameters $\gamma_r, \gamma_c$ with latent rank and other regularization parameters fixed.

where

$$p(U) = \mathcal{N}(U|0, I, (L_r + \gamma_u I)^{-1}),$$  \hspace{1cm} (9)$$

$$p(V) = \mathcal{N}(V|0, I, (L_c + \gamma_v I)^{-1}),$$ \hspace{1cm} (10)$$

$$p(M|U, V, \tau) = \prod_{(i,j) \in \Omega} \mathcal{N}(M_{ij}|U_i V_j^T, \tau^{-1}).$$ \hspace{1cm} (11)$$

However, interpreting (7) using a Bayesian perspective alone does not mitigate the problem of choosing regularization parameters ($\{\gamma_u, \gamma_v, \tau\}$ and matrix rank $k$). The problem persists since there is no Bayesian modeling of the regularization parameters.

To overcome the difficulty in hyper-parameter tuning, fully Bayesian learning, in which prior distribution is also imposed on the hyper-parameters, is of great importance in the research of matrix completion. In particular, in basic matrix completion without graph information [30], $\tau$ is interpreted as the noise precision and a gamma prior distribution is imposed, so that
\(\tau\) is learned together with \(U\) and \(V\). Furthermore, instead of separate graph regularization parameters \(\gamma_u\) and \(\gamma_v\), a common \(\gamma_i\) is shared by the \(i^{th}\) column of \(U\) and \(V\) to impose sparsity in the factorized model. Similar to \(\tau\), each \(\gamma_i\) will be modeled as a Gamma distributed hyperparameter. Subsequently, fully Bayesian learning has been applied to various matrix/tensor completion works \([31]-[37]\) with different side information. These methods demonstrate that hyperparameters tuning can be avoided and can yield the same or even better data recovery accuracy than the optimization-based approaches with costly tuning.

Given the interpretability of factorized models and dual-graph regularization in optimization problem \((7)\), an obvious next step is to study an automatic parameter tuning version of \((7)\) by using fully Bayesian learning. Recently, \([38]\) proposed a fully Bayesian algorithm for the matrix completion problem with a single row graph as the scale matrix of the Gaussian-Inverse Wishart hierarchical prior model. While this is an inspiring and pioneering work, it cannot handle factorized models and embed dual-graph information.

The major challenge in developing a fully Bayesian dual-graph factorization model is the lack of suitable prior distributions for the factor matrices. In particular, in the factorization model \(X = UV^T\), the low-rankness of \(X\) is reflected in the small number of columns in \(U\) and \(V\). Furthermore, the dual-graph information of \(X\) is embedded in the row correlation of \(U\) and \(V\) respectively. Thus, to develop the fully Bayesian dual-graph factorization model, a factor matrix prior with simultaneous incorporation of graph information among its rows and sparsity across its columns is needed. In addition, if we want to develop efficient inference algorithm, the likelihood function and the prior need to satisfy certain conditional conjugacy \([39]-[41]\). While identifying conjugacy has been done by many previous works, accomplishing it under missing data and non-diagonal row correlation matrix turns out to be not as straightforward as it seems.

C. Contributions

In this paper, we develop a novel Bayesian matrix completion model with simultaneous graph embedding and low-rankness (termed as BMCG). Our major contributions are summarized as follow:

- **Design and analysis of a dual-graph and low-rankness embedding prior:** We first establish a new prior model for the factor matrix. It is proved with theoretical analysis that the proposed prior is effective in expressing row-graph information while imposing column-wise sparsity.
Applying the novel priors to the factor matrices in a matrix factorization model results in simultaneous dual-graph regularization and matrix low-rankness.

- **Conditional conjugacy and column-wise mean-field factorization**: Due to the missing data and non-diagonal row graph Laplacian matrix, the proposed prior of U and V are not directly conjugate to the likelihood function. We mathematically confirm the conditional conjugacy between the newly designed prior and the likelihood function when the prior of U and V are viewed in terms of their columns, which is the stepping stone towards efficient Bayesian inference. The resulting column-wise mean-field factorization strikes a good balance between reducing information loss during inference and improving algorithmic efficiency.

- **Effectiveness in multiple real-life datasets and applications**: Extensive experiments show that the proposed method exhibits superior performances in missing data recovery in synthetic data and multidisciplinary real-life applications, including movie recommendation systems,
gene inputting, and image inpainting in a tuning-free fashion. As a sneak peek, performance comparison with three state-of-the-art dual-graph regularized matrix completion algorithms is shown in Fig. 2(a) and the comparisons with two previous fully Bayesian algorithms (without/with single graph information) are shown in Fig. 2(b).

The remainder of this paper is organized as follows. Section II analyzes the proposed random matrix distributions and shows how it simultaneously embeds the dual-graph information and the low-rank structure. Furthermore, the conditional conjugacy between the proposed priors and likelihood function is explored in this section. Section III derives the column-wise variational inference algorithm and presents the insights into the updating equations. Numerical results are demonstrated in Section IV. Finally, the conclusions are drawn in Section V.

II. SIMULTANEOUS DUAL-GRAFH INFORMATION EMBEDDING AND LOW-RANKNESS

Before moving to the design of prior for Bayesian matrix completion, we first propose a prior for a random matrix that encodes the graph information and the sparsity structure simultaneously. Then, by noticing that the probabilistic modeling of low-rankness can be recast as the modeling of column-wise sparsity in the factor matrices $U$ and $V$, we use the proposed random matrix prior to build a novel prior for the Bayesian matrix completion problem, with appealing features of low-rankness promoting and dual-graph information embedding.

A. New Prior for a Random Matrix

For a random matrix $W \in \mathbb{R}^{m \times n}$, we propose a new matrix normal prior by setting the graph Laplacian matrix $L$ as the row precision matrix (the inverse of row covariance matrix $\{42\}$), and $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n)$ as the column precision matrix $\{43\}$, that is,

$$p(W|\lambda) = \mathcal{N}(W|0, \Lambda^{-1}, L^{-1}),$$

with $\lambda = (\lambda_1, \ldots, \lambda_n)$ modeled by:

$$p(\lambda) = \prod_{r=1}^{n} Ga(\lambda_r|c_0^r, d_0^r).$$

This hierarchical construction surprisingly endues the marginalized prior $p(W)$ with two important functionalities: graph information embedding and sparsity promoting. To see this, we present the following proposition.
Proposition 1. The marginalized prior distribution of $W$ is

$$p(W|c_0, d_0) = \prod_{r=1}^{n} \frac{(d_{r0}^{c_r})^{c_r/2} \sqrt{L} \Gamma(c_r + 1/2)}{(2\pi)^{m/2} \Gamma(c_r)} \left( \frac{w_r^T L w_r}{2} \right)^{-\left(c_r + \frac{1}{2}\right)},$$

(14)

where $c_0 = (c_1^0, ..., c_n^0)$ and $d_0 = (d_1^0, ..., d_n^0)$. The prior (14) is column-wise sparsity-promoting and also embeds the graph information.

Equation (14) can be obtained by multiplying (12) and (13) and then integrating out $\{\lambda_1, ..., \lambda_n\}$. As can be seen from Proposition 1, the prior distribution of each column of $W$ would remain a multivariate t-distribution with scale matrix $L^{-1}$. For the $r^{th}$ column of $W$, i.e., $w_r$, when the hyperparameters $\{c_r^0, d_r^0\}$ tend to zero, the prior distribution is $p(w_r) \propto (w_r^T L w_r)^{-\frac{1}{2}}$, which peaks at zero and has a heavy tail. In this way, the resulting $w_r$ is most likely to be a zero vector while also allows to take some large values, thus enforcing column-wise sparsity. When $w_r$ is not a zero-vector, it is regulated by the underlying graph structure. A demonstration of the simultaneous embedding of sparsity and graph information is shown in Fig. 3(a), and as a comparison, the standard bivariate student-t distribution obtained by setting $L = I$ in (14) is shown in Fig. 3(b).

Recently, another prior distribution for Bayesian matrix completion problem was proposed as $p(W|\Sigma) = \mathcal{N}(0, \Sigma^{-1}, I)$ with $\Sigma$ obeying Wishart distribution, and the scale matrix of the
Wishart distribution is set as the graph Laplacian matrix $L$ [38]. However, the graph information embedding of the proposed model (12) is more effective since the Laplacian matrix $L$ in the model of [38] goes through the Wishart distribution before regularizing $W$, while the proposed model directly applies regularization to $W$. It can be shown that the marginal prior of $W$ in [38] is $p(W) \propto \prod_r (\exp(w_r^T L w_r))^{-1}$. To compare this prior with $p(W) \propto \prod_r (w_r^T L w_r)^{-\frac{1}{2}}$, we let $G = w_r^T L w_r$ and plot $(\exp(G))^{-1}$ and $(G)^{-\frac{1}{2}}$ in Fig. 4.

Since $L = (\sum A_{1,j} \ldots \sum A_{n,j}) - A$, $L$ is a matrix with off-diagonal element being negative, with their magnitudes indicating how strong the graph structure is. In the extreme case when there is no graph information, $L$ is a diagonal matrix. Therefore, for a given $w_r$, $G$ would take large values if graph structure is weak, and small values if graph structure is strong. It can be seen from Fig. 4 that, on one hand, when graph structure is weak ($L$ is close to $I$, and $G$ tends to be large), both priors have relatively flat responses to the graph regularization, meaning that both models barely use the graph information. On the other hand, when the graph structure is strong and informative ($G$ close to zero), the proposed prior shows a more discriminative response than the one proposed in [38]. Due to the more direct usage of the graph Laplacian matrix $L$, the proposed prior model leverages graph information more effectively.

Besides the difference in the marginal prior distribution, the model in [38] can only make use of row graph information, whereas the proposed model in this paper can incorporate dual-graph information, as shown in the next subsection.

B. Dual-graph and Low-rankness Embedding

Given the appealing features of the proposed random matrix prior (12)-(13), we now consider to use it as the cornerstone towards the prior design of Bayesian matrix completion. Note that
the latent matrix $X$ is factorized as

$$X = \sum_{r=1}^{k} u_r v_r^T,$$

(15)

where $u_r$ is the $r^{th}$ column of $U$ and $v_r$ is the $r^{th}$ column of $V$. Since the matrix rank is defined as the number of independent rank-1 component $u_r v_r^T$, if most column vectors $u_r$ and $v_r$ are zero, the resulting matrix $X$ is low-rank. This suggests that the modeling of low-rankness is equivalent to the modeling of column-wise sparsity for $U$ and $V$.

To further incorporate the dual-graph information, assume that we are provided with a graph $(\mathcal{V}_r, \mathcal{E}_r)$ which encodes the pairwise relationship between the rows of $U$ and $(\mathcal{V}_c, \mathcal{E}_c)$ which encodes the pairwise relationship between the rows of $V$. Based on the discussions in the last subsection, we place prior distributions over each latent matrices $U$ and $V$ with a shared hyperparameter set $\lambda = \{\lambda_1, ..., \lambda_k\}$ and graph Laplacian matrices $L_r$ and $L_c$ as follows:

$$p(U|\lambda) = \mathcal{N}(U|0, \Lambda^{-1}, L_r^{-1}),$$

(16)

$$p(V|\lambda) = \mathcal{N}(V|0, \Lambda^{-1}, L_c^{-1}),$$

(17)

$$p(\lambda) = \prod_{r=1}^{k} Ga(\lambda_r|c_0, d_0),$$

(18)

where $\Lambda = \text{diag}(\lambda)$. Applying Proposition 1 to (16)-(18), we obtain the following proposition.

**Proposition 2.** The marginalized priors for $U$ and $V$ are given by (14) with $W$ replaced by $U$ and $V$ respectively. Furthermore, when $c_0 = (c_1^0, ..., c_k^0)$ and $d_0 = (d_1^0, ..., d_k^0)$ go to zeros, they become

$$p(U) \propto k \prod_{i=1}^{k} u_i^T L_r u_i - \frac{1}{2}, \quad p(V) \propto k \prod_{j=1}^{k} v_j^T L_c v_j - \frac{1}{2}.$$  

(19)

Therefore, the priors of $U$ and $V$ are highly peaked at zero and having heavy tails. This will drive most of the columns of $U$ and $V$ to zero, thus encouraging the column-wise sparsity of both factor matrices and naturally a small rank of $X = UV^T$. To see how the sparsity is induced while maintaining dual-graph information, we provide the following proposition.

**Proposition 3.** The logarithm of prior is given:

$$\ln p(U, V|\lambda) \propto - \frac{1}{2} \sum_{i=1}^{k} \lambda_i (u_i^T L_r u_i + v_i^T L_c v_i)$$

(20)
Proof. As \( \ln p(U, V | \lambda) \propto \ln p(V | \lambda)p(U | \lambda) \), equation (20) can be obtained by multiplying (16) and (17) together.

As can be seen from Proposition 3, to maximize the prior distribution, when the shared hyperparameter \( \lambda_i \) takes a large value, the \( i^{th} \) column of \( U \) and \( V \) will tend to be zero columns. For the remaining columns, where the \( \lambda_i \)s have smaller values, the dual-graph information \( L_c \) and \( L_r \) could be incorporated as regularization. However, the regularization in (20) is different from the regularization in (7) with Bayesian interpretation in (9) and (10), as (20) has a separate regularization parameter for each column of \( U \) and \( V \), while (7) applies a single regularization parameter to the whole matrix \( U \) and \( V \). In fact, (20) makes more sense since it not only enhances model flexibility but also provides a trade-off between model fitting and graph regularization for each column, which will be elaborated in the next section.

Propositions 2 and 3 thus show that the prior model (16)-(18) enable matrix \( M \) to encode dual-graph information and let factor matrices \( U \) and \( V \) achieve column-wise sparsity simultaneously.

C. Proposed Probabilistic Model

With the prior model established in (16)-(18), we need the likelihood function to complete the model. In particular, the observed matrix \( M \) is expressed as

\[
P_{\Omega}(M) = P_{\Omega}(UV^T) + P_{\Omega}(E)
\]

where \( \Omega \) is the indicator matrix, \( U \in \mathbb{R}^{m \times k} \), \( V \in \mathbb{R}^{n \times k} \) are the factor matrices with \( k \) being the latent rank and \( E \) denotes the additive noise. The entries of \( E \) are assumed to be independently and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance \( \tau^{-1} \), which gives rise to the likelihood model:

\[
p(M | U, V, \tau) = \prod_{(i,j) \in \Omega} \mathcal{N}(M_{ij} | (\sum_{\tau=1}^{k} u_{r}v_{r}^T)_{ij}, \tau^{-1}).
\]

For noise precision \( \tau \) in (22), we place a Gamma hyperprior over \( \tau \), which is

\[
p(\tau) = \text{Ga}(\tau | a_0, b_0),
\]

where \( a_0 \) and \( b_0 \) are set to small values, e.g., \( 10^{-6} \), so that the Gamma distribution is non-informative. Together with the prior distributions (16)-(18), the complete probabilistic model for the matrix completion with dual-graph information is established.
D. Conditional Conjugacy

In Bayesian inference [39]–[41], closed-form update is viable when the probability distributions of directly connected variables pair in the graphical model is conjugate. While standard Bayesian modeling result [44], [45] states that (18) is conjugate to (16) or (17), and (23) is conjugate to (22), it is not clear whether the newly proposed prior (16) and (17) are conjugate to the likelihood function (22). This calls for an investigation on their conjugacy, such that we can determine if inference can be efficiently performed either under variational inference or Gibbs sampling framework [46]–[48]. When the data matrix \( M \) is fully observed (\( \Omega = 1 \)) and the Laplacian matrix is identity matrix (\( L_r = L_c = I \)), the proposed random matrix priors (16) and (17) reduce to that of [30] and meet the conjugacy requirement. However, in our matrix completion task with graph information embedding, both the missing data and non-diagonal Laplacian matrix obscure the conjugacy relationship as stated in the following.

**Property 1.** The proposed random matrix prior \( p(U) \) in (16) is not conjugate to the Gaussian likelihood (22) conditional on variables \( \lambda, V, \tau \), so as the prior distribution (17).

**Proof.** The logarithm of the posterior distribution of \( U \) conditional on \( M, V, \lambda \) and \( \tau \) is

\[
\ln p(U|M, V, \lambda, \tau) \propto \ln p(M|U, V, \tau)p(U|\lambda)/p(M) \\
= -\frac{\tau}{2} \left\| \Omega \circ (M - UV^T) \right\|^2_F - \frac{1}{2} \text{tr}(AU^TL_rU) + \text{const} \\
= -\frac{\tau}{2} \text{tr}(\Omega \circ (UV^TV^T - 2UV^TM^T)) - \frac{1}{2} \text{tr}(UAU^TL_r) + \text{const},
\]

(24)

where \( \circ \) denotes Hadamard product, and \( \text{const} \) contains terms not related to \( U \). As the two terms cannot be merged as one quadratic function of \( U \) due to the indicator matrix \( \Omega \) and non-diagonal graph Laplacian matrix \( L_r \), the proposed random matrix prior is not conjugate to the likelihood function.

To handle the observation indicator matrix, previous works on matrix completion and tensor completion [30], [34], [35] rely on expressing the likelihood function in terms of rows of \( U \):

\[
-\frac{1}{2} \sum_i \sum_{j:(i,j) \in \Omega} (U_{i,}V^T_{j,i}V^T_{j,i}U_{i,}^T - 2U_{i,}V^T_{j,i}M_{ij}) + \text{const},
\]

which is a quadratic function of rows of \( U \). If \( L_r = I \), the prior can also be expressed as quadratic function of rows of \( U \):

\[
\text{tr}(UAU^TL_r) = \sum_i U_{i,}^T\Lambda U_{i,}^T.
\]

Thus the prior of rows of \( U \) is conjugate to the likelihood function. Unfortunately, in this work, \( L_r \) is not an identity matrix.
To get around the effect of non-diagonal $L_r$, we notice that the column precision $\Lambda$ in (16) is a diagonal matrix, thus we can express the prior in terms of the columns of $U$ as
\[
\ln p(U|\Lambda) = \sum_{i=1}^{k} \ln p(u_i|\lambda_i) \propto \sum_{i=1}^{k} -\frac{1}{2} \lambda_i u_i^T L_r u_i,
\]
Now, the question becomes can we express the likelihood function in a quadratic form in terms of the columns of $U$. The following property confirms this possibility.

**Property 2.** The Frobenius norm inside the likelihood function can be expressed as
\[
\|\Omega \circ (M - UV^T)\|_F^2 = u_i^T \text{diag}(\Omega(v_i \circ v_i)) u_i - 2u_i^T (\Omega \circ (M - \sum_{r \neq i} u_r v_r^T)) v_i + c_{-u_i},
\]
where $c_{-u_i}$ contains terms not related to $u_i$.

**Proof.** Assume $M_i = M - \sum_{r \neq i} u_r v_r^T$. Let $[M_{i}]_{s,k}$ and $\Omega_{s,k}$ be the $(s,k)$ element of $M_i$ and $\Omega$, respectively. Furthermore, let $u_{s,i}$ and $v_{k,i}$ be the $s^{th}$ element of $u_i$ and the $k^{th}$ element of $v_i$, respectively. Then,
\[
\|\Omega \circ (M - UV^T)\|_F^2 = \|\Omega \circ (M_i - u_i v_i^T)\|_F^2
\]
\[
= \sum_{s=1}^{n} \sum_{k=1}^{n} \Omega_{s,k} u_{s,i}^2 v_{k,i}^2 - 2 \sum_{s=1}^{n} \sum_{k=1}^{n} \Omega_{s,k} [M_i]_{s,k} u_{s,i} v_{k,i} + c_{-u_i}
\]
\[
= \sum_{s=1}^{n} u_{s,i} \left( \sum_{k=1}^{n} \Omega_{s,k} \times v_{k,i}^2 \right) u_{s,i} - 2 \sum_{s=1}^{n} \sum_{k=1}^{n} u_{s,i} (\Omega_{s,k} \times [M_i]_{s,k}) v_{k,i} + c_{-u_i}
\]
\[
= u_i^T \begin{bmatrix}
\sum_{k=1}^{n} \Omega_{1,k} v_{k,i}^2 & \cdots & 0 \\
0 & \ddots & \vdots \\
0 & \cdots & \sum_{k=1}^{n} \Omega_{m,k} v_{k,i}^2
\end{bmatrix} u_i - 2u_i^T (\Omega \circ M_i) v_i + c_{-u_i}
\]
\[
= u_i^T \text{diag} \left( \begin{bmatrix}
\Omega_{1,1} & \cdots & \Omega_{1,n} \\
\vdots & \ddots & \vdots \\
\Omega_{m,1} & \cdots & \Omega_{m,n}
\end{bmatrix} \begin{bmatrix}v_{1,i}^2 \\
\vdots \\
v_{n,i}^2\end{bmatrix} \right) u_i - 2u_i^T (\Omega \circ (M - \sum_{r \neq i} u_r v_r^T)) v_i + c_{-u_i},
\]
where $c_{-u_i}$ contains terms not related to $u_i$.

**Property 2** shows the intriguing quadratic form of the likelihood function (22) with respect to each column $u_i$ after fixing other variables, which has a standing alone value for the development.
of (inexact) block coordinate descent methods [49], [50], including the VI algorithm in the following section. More importantly, since both the prior of $U$ and the likelihood function can both be expressed as quadratic functions with respect to columns of $U$, the conditional-conjugacy property of the proposed prior is stated in the following.

**Property 3.** The proposed prior distributions on $u_i$ in (16) are conjugate to the Gaussian likelihood (22) conditional on variables \( \{u_r \neq i\}, V, \lambda, \tau \).

Since $U$ and $V$ are in the same structure, and a similar result to Property 2 holds for columns of $V$, a similar result to Property 3 can also be derived for $v_i$.

**Remark:** Notice that another form of the likelihood function and prior that results in conjugacy is expressing them in terms of individual elements of $U$ [51]. While this form also leads to closed-form expression of VI or Gibbs sampler, we do not consider this option, since the independence assumption imposed on elements \( \{U_{ij}\} \) disregards the correlations among them, thus lowering the accuracies of inference. In Bayesian inference, to address the trade-off between the efficiency (tractability) and the accuracy, it is desirable to group as many variables as possible while maintaining (conditional) conjugacy [46]. In the context of dual-graph matrix completion, Property 3 provides such a good trade-off.

### III. Inference Algorithm and Insights

Given the newly revealed conditional-conjugacy, in this section, we introduce a column-wise mean-field factorization that differs from previous Bayesian works [30], [33]–[35], [52], and we manage to derive a tailored Bayesian algorithm for the dual-graph and low-rankness embedded matrix completion model with closed-form updates.

#### A. Mean-field Variational Inference

The unknown parameter set including factor matrices and hyperparameters is denoted by $\Theta = \{U, V, \lambda, \tau\}$. Using the likelihood in (22) and the prior distributions (16)–(18), (23) the joint distribution can be obtained:

$$p(M, \Theta) = p(M|U, V, \tau)p(U|\lambda)p(V|\lambda)p(\lambda)p(\tau). \quad (28)$$

The posterior distribution $p(\Theta|M)$ is then given by:

$$p(\Theta|M) = \frac{p(M, \Theta)}{\int p(M, \Theta)d\Theta}. \quad (29)$$
However, the integration in the denominator of (29) is analytically intractable and thus prohibits an exact inference. To overcome this problem, variational inference is commonly used to approximate the true posterior distribution with another distribution belonging to a certain family [53]–[55]. To be specific, variational inference seeks a distribution $q(\Theta) \in \mathcal{F}$ that is the closest to the true posterior distribution $p(\Theta|M)$ among a set of distributions in the family $\mathcal{F}$ by minimizing the Kullback-Leibler (KL) divergence:

$$KL(q(\Theta)||p(\Theta|M)) = \int q(\Theta) \ln \left( \frac{q(\Theta)}{p(\Theta|M)} \right) d\Theta$$

$$= \ln p(M) - L,$$

(30)

where the model evidence $\ln p(M)$ is a constant and the evidence lower bound (ELBO) is defined as $L = \int q(\Theta) \ln \left( \frac{p(M, \Theta)}{q(\Theta)} \right) d\Theta$. Therefore, the KL divergence is minimized when the lower bound is maximized. If $\mathcal{F}$ is chosen as the mean-field family $q(\Theta) = \prod_j q(\Theta_j)$, where $\Theta_j \subset \Theta$ with $\bigcup \Theta_j = \Theta$ and $\bigcap \Theta_j = \emptyset$, the optimal variational distribution for $\Theta_j$ is given by [40]:

$$\ln q(\Theta_j) = \mathbb{E}_{q(\Theta \setminus \Theta_j)}[\ln p(M, \Theta)] + \text{const}$$

(31)

where $\mathbb{E}_{q(\Theta \setminus \Theta_j)}[\cdot]$ denotes the expectation with respect to the variational distribution over all variables except $\Theta_j$.

**B. Column-wise Mean-field Update**

In previous works, the mean-field family $\mathcal{F}$ in the form of $q(\Theta) = q(U)q(V)q(\lambda)q(\tau)$ is widely employed for matrix completion problems [30], [33], [40]. However, Property 1 in previous section prohibits this mean-field assumption in deriving VI algorithm for the proposed probabilistic model. Fortunately, based on the unique conditional conjugacy in Property 3, we introduce a new mean-field assumption that includes additional factorizations compared with classic mean-field assumption, that is

$$q(\Theta) = \prod_{i=1}^{k} q(u_i) \prod_{i=1}^{k} q(v_i) q(\lambda) q(\tau).$$

(32)

From (32), the unknown parameter set including latent matrices and hyperparameters is denoted by $\Theta = \{\{u_i\}, \{v_i\}, \lambda, \tau\}$. The variational distribution for each $\Theta_j$ can be computed using (31). Given the conditional conjugate pair we found in Property 3, closed-form update for each variable can be obtained for the variational inference. The detailed derivation of the algorithm...
is given in the Appendix. Below, we present the key steps in the algorithm, and the whole algorithm is summarized in Algorithm 1.

**Update of** \( u_i \):

\[
q(u_i) = \mathcal{N}(u_i | \hat{\mu}_i^u, \hat{\Sigma}_i^u) \tag{33}
\]

with \( \hat{\mu}_i \) and \( \hat{\Sigma}_i^u \) given by

\[
\hat{\mu}_i^u = \langle \tau \rangle \hat{\Sigma}_i^u (\Omega \circ (M - \sum_{r \neq i} (u_r v_r^T)))^T (v_i),
\]

\[
\hat{\Sigma}_i^u = (\langle \tau \rangle \text{diag}(\Omega) (v_i \circ v_i^T)) + \langle \lambda_i \rangle L_r^{-1}, \tag{35}
\]

**Update of** \( v_i \): Similar to \( u_i \), we can find that

\[
q(v_i) = \mathcal{N}(v_i | \hat{\mu}_i^v, \hat{\Sigma}_i^v) \tag{36}
\]

where

\[
\hat{\mu}_i^v = \langle \tau \rangle \hat{\Sigma}_i^v (\Omega \circ (M - \sum_{r \neq i} (u_r v_r^T)))^T (u_i),
\]

\[
\hat{\Sigma}_i^v = (\langle \tau \rangle \text{diag}(\Omega^T (u_i \circ u_i^T)) + \langle \lambda_i \rangle L_c^{-1}. \tag{38}
\]

**Update of** \( \lambda \):

\[
q(\lambda) = \prod_{r=1}^{k} Ga(\lambda_r | \hat{c}^r, \hat{d}^r) \tag{39}
\]

with \( \langle \lambda_i \rangle = \frac{c^r}{d^r} \)

\[
\hat{c}^r = c^r_0 + \frac{m + n}{2}, \tag{40}
\]

\[
\hat{d}^r = d^r_0 + \frac{1}{2} (\langle u_r^T L_r u_r \rangle + \langle v_r^T L_c v_r \rangle). \tag{41}
\]

**Update of** \( \tau \):

\[
q(\tau) = Ga(\tau | \hat{a}, \hat{b}) \tag{42}
\]

with \( \langle \tau \rangle = \frac{\Omega}{2} + a_0 \)

\[
\hat{a} = \frac{|\Omega|}{2} + a_0, \tag{43}
\]

\[
\hat{b} = \frac{1}{2} (||\Omega \circ (M - UV^T)||_F^2) + b_0, \tag{44}
\]

where \( |\Omega| \) is the number of observed entries.
Algorithm 1 Variational Inference for the probabilistic graph-embedding matrix completion model

**Input:** $M$, $\Omega$, $L_r$, $L_c$, $a_0 = b_0 = 10^{-6}$ and $c_0 = d_0 = 10^{-6}$

**Output:** $q(u_i)$, $q(v_i)$, $q(\tau)$ and $q(\lambda)$.

Initialize the latent rank $k$ and $\Theta$

while not converge do

  Update $q(u_i)$ via (34)-(35) for $i = 1, \ldots, k$;

  Update $q(v_i)$ via (37)-(38) for $i = 1, \ldots, k$;

  Update $q(\lambda)$ via (40)-(41);

  Update $q(\tau)$ via (43)-(44);

  Column pruning

end while

C. Column pruning for complexity reduction

In the factorization model, the low-rankness is reflected in the small number of columns in $U$ and $V$. In the proposed probabilistic model, since there is sparsity in the columns of $U$ and $V$, we can choose to prune out columns with obviously smaller energy. In particular, if we can compute $||u_i||^2 + ||v_i||^2$ as the energy of the $i^{th}$ component of factorization, the components with much smaller energies than the maximum component energy can be pruned out. This pruning can be performed at the end of all VI iterations, or performed after each VI iteration. For the latter case, it corresponds to restarting minimization of the KL divergence of a new (but smaller) probabilistic model, with the current variational distributions acting as the initialization of the new minimization. Therefore, the pruning steps will not affect the convergence but also reduces the model size for the algorithm update in the next iteration.

D. Dual-graph embedding helps low-rankness

With graph regularization terms $u_i^T L_r u_i$ and $v_i^T L_c v_i$ in (20) being minimized, the hyperparameters $\{\lambda_i\}$, which represents the precision of $i^{th}$ column of $U$ and $V$, will likely go to a very large value during inference, since the denominator of computing $\lambda_i$ becomes smaller in (41). As can be seen from (35) and (38), when $\lambda_i$ is large enough, covariance matrices $\hat{\Sigma}_i^u$ and $\hat{\Sigma}_i^v$ both tend to zero. The updating rules (34) and (37) further show that in this case, the mean of $u_i$
and $v_i (\hat{\mu}_u^i$ and $\hat{\mu}_v^i$) will also be forced to zero. It is in this way that the dual-graph embedding helps the low-rankness.

E. Adaptive dual-graph regularization

For the remaining high-energy columns of $U$ or $V$, their corresponding $\{\lambda_i\}$ are not necessarily the same. This provides a trade-off between model fitting (likelihood) and graph regularization (prior) for each column vector. As we can see from (35) and (38), the ratio of noise precision $\tau$ to hyperparameter $\lambda_i$ decides the relative importance of dual-graph information when updating each $u_i$ and $v_i$. A high $\lambda_i/\tau$ ratio represents a low signal-to-noise ratio (SNR) for this component, and thus the algorithm puts heavier weight on dual-graph information regularization. Reversely, when $\lambda_i/\tau$ ratio is low, which means a high SNR, the algorithm is more confident with the observed data than the graph structures, and therefore the algorithm will rely more on the data than the dual-graph regularization.

This corresponds to an adaptive regularization for each component $u_i$ or $v_i$ as oppose to the single regularization applied to all components in existing models [26], [29]. The relative confidence towards observation and dual-graph information guides the completion algorithm to learn more effectively, contributing to an enhanced model robustness and improved performance for the proposed model.

It is worth emphasizing that the balancing between confidence of observation and dual-graph information is automatic, which has not been provided by any algorithm before.

F. Complexity Analysis

Given a partially observed data matrix $M \in \mathbb{R}^{m \times n}$, the computational cost is dominated by the matrix inverse in updates of $q(u_i)$ and $q(v_i)$, thus the overall time complexity is $O(k \max(m^3, n^3))$ where $k$ is the initial latent rank. It is worth noting that conducting column pruning at the end of each iteration of the algorithm will reduce the computational complexity at later iterations, especially for low-rank completion tasks.

IV. Experiments

In this section, we present experimental results on both synthetic data and real-world data for various applications. We compare our dual-graph regularized Bayesian matrix completion method (BMCG) with several state-of-the-art methods:
• MC on Graphs [23]: an ADMM-based optimization method which makes use of dual-graph information, whose objective function is introduced in equation (6);
• L1MC [27] and LMaFit [56]: optimization-based matrix completion methods and L1MC is capable of rank selection;
• BPMF [57] and VBMC [30]: two classic Bayesian matrix factorization and matrix completion methods;
• BMC-GP-GAMP [38] and KPMF [28]: two probabilistic methods using graph information;
• GRALS [26] and GPMF [29]: dual-graph regularized alternating EM methods based on [7]; GPMF is derived based on GRALS with an additional graph edge pruning step.

Unless stated otherwise, the initial rank for the proposed method BMCG, LMaFit, L1MC and VBMC is set to 100, since they can automatically reduce the rank. For BPMF, KPMF, GRALS and GPMF, \( k \) is set to 10, which is the default choice reported in existing works [26], [29]. All the results in subsections A and B are presented in terms of root-mean-square error (RMSE) [58].

A. Validation on Synthetic Data

Fig. 5: Synthetic data: (a) \( 500 \times 500 \) random matrix: RMSE vs. the true rank of matrix, observation ratio = 0.2, SNR = 10 dB; (b) \( 500 \times 500 \) graph-structured matrix: RMSE vs. the true rank of matrix, observation ratio = 0.2, SNR = 10 dB; (c) Netflix-like data: RMSE vs. the observation ratio

We conduct experiments on
1) \( 500 \times 500 \) synthetic matrix, where each element in factor matrices \( U \in \mathbb{R}^{500 \times k} \) and \( V \in \mathbb{R}^{500 \times k} \) is independently drawn from a standard Gaussian distribution \( \mathcal{N}(0, 1) \). The data is corrupted by a noise matrix \( E \) whose elements are i.i.d. zero-mean Gaussian distributed with variance \( \sigma^2 \).
The SNR is defined as $10 \log_{10}(\frac{\sigma^2}{\sigma_X^2})$ \cite{34}, where $\sigma^2_X = \text{var}(\text{vec}(X))$. The observed entries are sampled randomly and recorded in the indicator matrix $\Omega$. We construct 10-nearest neighbor graphs through the function $\text{gsp\_nn\_graph}(\cdot)$ provided in Graph Signal Processing Toolbox \cite{59}.

2) $500 \times 500$ graph-structured matrix, where $U$ and $V$ are generated based on equation (16)-(17) with $\Lambda = I$ and a constant graph Laplacian matrix \cite{38}, \cite{60}

$$A_{ij} = \exp(-\frac{|i-j|^2}{\theta^2})$$

$$L = D - A + \hat{\epsilon}I$$

where $D$ is the diagonal degree matrix with $D_{ii} = \sum_j A_{ij}$, parameters $\hat{\epsilon}$ and $\theta$ are set to $10^{-6}$ and $\sqrt{3}$ respectively. The matrix is corrupted by noise $E$ with i.i.d. Gaussian elements with zero mean and variance $\sigma^2$.

3) $100 \times 200$ Netflix-like rating data matrix \cite{23} with integer entries ranging from 1 to 5, representing the pairwise ratings between users and movies. The column and row graph information are provided with the dataset.

As shown in Fig. 5(a) when the true ranks are unavailable and data have only weak graph structures (since the data are i.i.d.), the algorithms with the ability to induce low-rankness outperform those with pre-defined ranks. Low-rankness is a way of controlling the complexity of the model and is important in missing data imputation. Among the algorithms with automatic rank reduction, the proposed algorithm (red line) achieves the best performance, since it effectively exploits the dual-graph information, even in weak graphs.

In comparison, in Fig. 5(b) if data have informative graph structures (since data are generated using (16)-(17)), it can be observed that incorporating graph information significantly improves the accuracies of missing data recovery. Again, the proposed algorithm exhibits the best performance, with at least 28% improvement compared to the second best accuracy obtained from GRALS or GPMF. The results in Fig. 5(a) and 5(b) corroborate the analysis of the proposed new prior on the simultaneous embedding of low-rankness and dual-graph structure, and the performance of the proposed algorithm does not deteriorate in data having only weak graph structure. Moreover, the superior performance of the proposed method is observed in a wide range of true ranks.

In Fig. 5(c), we present completion results on the synthetic Netflix-like dataset. As shown in the figure, the proposed method achieves the most accurate rating prediction. Besides, the
TABLE I: Result summary on recommendation system datasets (RMSE). Bold = best result

| Algorithm          | FLIXSTER (3K×3K) | DOUBAN (3K×3K) | MOVIELENS 100K (943×1682) | MOVIELENS 1M (6K×4K) |
|--------------------|------------------|---------------|--------------------------|----------------------|
| BMCG (ours)        | 0.8748           | 0.7366        | 0.9044                   | 0.8442               |
| MC on Graphs       | 1.0371           | 0.9011        | 1.0869                   | 1.0460               |
| L1MC               | 2.3334           | 1.5867        | 2.6197                   | 1.6400               |
| LMaFit             | 1.0927           | 0.7671        | 0.9682                   | 0.9215               |
| GRALS              | 0.9152           | 0.7504        | 0.9211                   | 0.8588               |
| GPMF               | 0.8857           | 0.7497        | 0.9336                   | 0.8657               |
| BMC-GP-GAMP        | 3.3250           | 2.7076        | 1.0104                   | 0.9527               |
| KPMF               | 0.9218           | **0.7328**    | 0.9606                   | 0.8618               |
| BPMF               | 1.0866           | 0.8404        | 0.9469                   | 0.8754               |
| VBMC               | 1.0789           | 0.7372        | 0.9295                   | 0.9295               |

algorithms that perform closest to the proposed algorithm are dual-graph regularized (GRALS, GPMF), and then followed by single graph regularized method (BMC-GP-GAMP). In contrast, the performances of algorithms that only induce low-rankness (VBMC, LMaFit), which achieves second and third best in Fig. 5(a) for i.i.d. data, degrade to almost the worst ones in Fig. 5(c) due to their lack of graph embedding ability.

B. Recommendation Systems

In this section we analyze four famous datasets in the field of recommendation systems: 3k by 3k sub-matrices of Flixster [61] and Douban [62], [63]; MovieLens 100k and 1M [64]. Following [26], for the two MovieLens datasets, we construct 10-nearest neighbor user and movie graphs based on user features (age, gender, and occupation) and item features (genres) respectively. For Flixster, the two 10-nearest neighbor graphs are built from the ratings of the original matrix. On the other hand, for the Douban dataset, we only use the sparse user graph from the provided social network.

Table I summarizes the performance of different methods on recommendation tasks. It can be seen that the proposed method BMCG has the best performances in three of the datasets, and is the second best for Douban dataset. For GRALS and GPMF, we used the recommended settings in [29]. Since the hyper-parameters of GRALS and GPMF are heavily tuned and tailored for the recommendation system datasets, their performances are close to those of the proposed
algorithm. However, the proposed algorithm does not require any tuning, and obtain the results in Table I with only one execution.

C. Genotype Imputation

In this section, the application of genotype imputation based on gene data is used to compare the performance of different methods. The dataset Chr22 [6] is a $790 \times 112$ matrix which contains haplotype information. Inputing missing genetic data shares many features with application of recommendation systems as they both take advantage of the low-rank and/or low number of co-clusters structures of datasets. [5]. We evaluate the imputing performance by imputation error rate defined as:

$$\text{Error Rate} = \frac{N_{\text{imputed \neq true}}}{N_{\text{unobserved}}}$$  \hspace{1cm} (47)
where $N_{\text{imputed} \neq \text{true}}$ denotes number of wrong imputations after compared with ground truth, and $N_{\text{unobserved}}$ denotes the number of unobserved entries. We only consider a 10-nearest neighbor row graph in this experiment, which is constructed from the labels of the original matrix. We consider different cases where 10%, 20%, and 50% entries are observed. The imputing result is reported in Table II from which it is clear that the proposed method gives the best performances under every observed ratio. Also, it can be noticed that while GRALS and GPMF perform well in recommendation systems, they perform almost the worst in Gene dataset. This demonstrates the importance of parameter tuning in these optimization based methods. In contrast, the proposed method automatically adapts to the new dataset and gives the best performance without any tuning.
D. Image Inpainting

Finally, we examine the performance of different methods on image inpainting tasks. We conduct the experiments on the benchmark images and images from Berkeley segmentation dataset \[65\]. For each image, we add noise with SNR = 5 dB, and randomly choose 10% of of pixels as observations. We formulate the underlying dual-graph information of images as \[45\]–\[46\]. The peak signal to noise ratio (PSNR) and the structural similarity (SSIM) index are shown in Table \[III\] The recovered images are shown in Fig. 6.

By visual inspection of the recovered images in Fig. 6, it is obvious that only the proposed method and GRALS recover recognizable images. However, Table \[III\] shows that the proposed algorithm achieves an average of 1.76dB, up to 3.2dB higher PSNR than the GRALS.

V. Conclusion

BMCG, a probabilistic matrix completion model that simultaneously embeds the dual-graph information and low-rankness, has been proposed in this paper. Theoretical analysis has been presented to show that the dual-graph information and low-rank property are effectively conveyed in the proposed prior and its advantages over other priors have been justified. With a detailed investigation of conditional conjugacy between the newly designed prior and likelihood function, an efficient algorithm has been derived using variational inference that achieves automatic rank reduction and is free from regularization parameters tuning. The update equations reveal the insights of low-rankness and graph structure exploitation. Extensive experimental results on various data analytic tasks have showcased the superior missing data imputation accuracy compared to other state-of-the-art methods.
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The unknown parameter set including latent matrices and hyperparameters is denoted by $\Theta = \{\left\{ u_i \right\}, \left\{ v_i \right\}, \lambda, \tau \}$. The variational distribution for each $\Theta_j$ is given by:

$$\ln q(\Theta_j) = E_{q(\Theta \setminus \Theta_j)}[\ln p(M, \Theta)] + \text{const}$$ (48)
Similarly, we can prove that the columns of factor matrix $V$ with $\hat{\Theta}$ distribution and $\langle \cdot \rangle$ where each column $u_i$ follows a Gaussian distribution, which is
\[
\frac{1}{\sigma_i} \exp \left( -\frac{1}{2} u_i^T \Sigma_i^{-1} u_i + \langle \lambda_i \rangle L_i u_i \right)
\]
where $\langle \cdot \rangle$ represents expectation and $\circ$ denotes Hadamard product. We can see from (50) that each column $u_i$ follows a Gaussian distribution, which is
\[
q(u_i) = N(u_i | \hat{\mu}_i^u, \hat{\Sigma}_i^u)
\]
with $\hat{\mu}_i$ and $\hat{\Sigma}_i^u$ given as
\[
\hat{\mu}_i^u = \langle \tau \rangle \hat{\Sigma}_i^u (\Omega \circ (M - \sum_{r \neq i} \langle u_r v_r^T \rangle)) \langle v_i \rangle,
\]
\[
\hat{\Sigma}_i^u = (\langle \tau \rangle \text{diag}(\Omega \circ v_i) + \langle \lambda_i \rangle L_i)^{-1}.
\]
Similarly, we can prove that the columns of factor matrix $V$, i.e. $v_i$, follows a Gaussian distribution
\[
q(v_i) = N(v_i | \hat{\mu}_i^v, \hat{\Sigma}_i^v)
\]
where

\[
\hat{\mu}_v^i = \langle \tau \rangle \hat{\Sigma}_v^i (\Omega \circ (M - \sum_{r \neq i} \langle u_r, v_r^T \rangle)) \langle u_i \rangle, \quad (55)
\]

\[
\hat{\Sigma}_v^i = \langle \tau \rangle \text{diag}(\Omega^T \langle u_i \circ u_i \rangle) + \langle \lambda_i \rangle L_c^{-1}. \quad (56)
\]

The expression of \( q(\lambda) \) can be found as

\[
\ln q(\lambda) = \mathbb{E}_{q(\Theta|\lambda)}[\ln p(M, \{\{u_i\}, \{v_i\}, \lambda, \tau)] + \text{const}
\]

\[
= \mathbb{E}_{q(\Theta|\lambda)}\left\{-\frac{1}{2} \sum_{r=1}^{k} \lambda_r u_r^T L_r u_r - \frac{1}{2} \sum_{r=1}^{k} \lambda_r v_r^T L_c v_r \right. \\
\left. + \sum_{r=1}^{k} \left\{(\frac{m+n}{2} + c^r_0 - 1) \ln \lambda_r - \sum_{r=1}^{k} d_r^0 \lambda_r \right\} \right\}
\]

\[
= \mathbb{E} \sum_{r=1}^{k} \left\{(\frac{m+n}{2} + c^r - 1) \ln \lambda_r - [d_r^0 + \frac{1}{2} (u_r^T L_r u_r + v_r^T L_c v_r)] \lambda_r \right\}
\]

\[
= \sum_{r=1}^{k} \left\{(\frac{c^r + m+n}{2} - 1) \ln \lambda_r - [d_r + \frac{1}{2} (u_r^T L_r u_r + v_r^T L_c v_r)] \lambda_r \right\}. \quad (57)
\]

Note that the expectation of the quadratic terms are calculated as \( \langle u_r^T L_r u_r \rangle = tr[(\Sigma_r^u) + \langle u_r \rangle \langle u_r^T \rangle) L_r] \) and \( \langle v_r^T L_c v_r \rangle = tr[(\Sigma_r^v) + \langle v_r \rangle \langle v_r^T \rangle) L_c] \). Finally, we can easily have the update rules for \( \tau \) from

\[
\ln q(\tau) = (\frac{|\Omega|}{2} + a - 1) \ln \tau - (\frac{1}{2} \langle ||\Omega \circ (M - UV^T)||_F^2 \rangle + b) \tau \quad (58)
\]

which obviously shows that \( \tau \) follows a Gamma distribution

\[
q(\tau) = Ga(\tau | \hat{a}, \hat{b}) \quad (59)
\]

where

\[
\hat{a} = \frac{|\Omega|}{2} + a, \quad (60)
\]

\[
\hat{b} = \frac{1}{2} \langle ||\Omega \circ (M - UV^T)||_F^2 \rangle + b. \quad (61)
\]