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Abstract— Personal robots are expected to interact with the user by recognizing the user’s face. However, in most of the service robot applications, the user needs to move himself/herself to allow the robot to see him/her face to face. To overcome such limitations, a method for estimating human body orientation is required. Previous studies used various components such as feature extractors and classification models to classify the orientation which resulted in low performance. For a more robust and accurate approach, we propose the light weight convolutional neural networks, an end to end system, for estimating human body orientation. Our body orientation estimation model achieved 81.58% and 94% accuracy with the benchmark dataset and our own dataset respectively. The proposed method can be used in a wide range of service robot applications which depend on the ability to estimate human body orientation. To show its usefulness in service robot applications, we designed a simple robot application which allows the robot to move towards the user’s frontal plane. With this, we demonstrated an improved face detection rate.

I. INTRODUCTION

A large part of developing assistance and service robotics is the study of robot vision techniques to observe the surrounding environment, for example, object detection, activity, emotion, and face recognition. However, most of these techniques require the robot to have correctly orientated itself to the subjects or objects of interest. Likewise, many studies for face recognition generally used images orientated correctly for observation by robots. However in the real world environment, robots are required to move and orientate itself to observe the user for more natural interaction. Here, we propose a method for estimating human body orientation through the use of convolutional neural networks (CNN), which is more suitable for high accuracy and invariance to the conditions like illumination, cluttered environment.

The rest of the paper is structured as follows. In Section II, we overview the related works on human orientation estimation. Section III discusses our approach in detail. Experiments are presented in Section IV. Lastly, Section V concludes our work. Appendix will cover some details about our experiments.

II. RELATED WORK

Previous studies on human body orientation estimation use external sensors attached on the user’s body. [1] proposed a method for estimating human body orientation by using the skeleton gained from motion capture devices. [2] used magnetic sensors to estimate human body orientation. However, these classical approaches required the motion capture markers or magnetic sensors to be attached to the user’s body, which is not ideal for service robot applications. Other studies on human body orientation estimation include analyzing surveillance videos. In [3], they combined the head and body cues to estimate both their orientations. This study introduced the concurrent use of two different information. However, [3] showed low performance when the illumination or brightness changed. In contrast to this study, we focused on estimating body orientation using images from the mobile robot, instead of a surveillance camera and we used a deep learning technique to achieve robustness against illumination changes. Recent works used a color-depth camera such as the Microsoft Kinect. Using the 3D-Point-Cloud, [4] proposed a 3D feature to estimate the human pose. Also, [5] adopted the depth information to extract the superpixel-based viewpoint feature histogram (SVFH) and estimated the human body orientation. Although these studies showed positive results, they needed fixed cameras and complicated feature extraction processes. The most similar work to ours is [6], which used convolutional neural networks and reported very successful human head orientation estimation. In contrast to these previous studies, our method can estimate human body orientation using only the RGB image from the mobile robot and learn in an end-to-end fashion without any manual feature extraction.

III. METHOD

In this section, we propose a novel approach for human body orientation estimation. First, we give a brief overview of the convolutional neural networks then present details of our model.

A. Convolutional Neural Networks

Convolutional neural networks [7] are neural networks with convolutional filter layers. Convolutional layers produce the output feature map from the input image using Eq 1.

$$H_{i,j,k} = \sum_{x,y,s} W^k_{x,y,s} X_{i-x,j-y,s}$$

Equation 1
Where $H_{i,j,k}$ is the value of the output feature image in location $(i,j)$ in channel $k$, $f$ is the activation function, $W_{x,y,z}^k$ is the value of $z$’th weight filter in location $(x,y)$ in channel $k$ and $X_{i-x,j-y,z}$ is the value of the input image in location $(i-x,j-y)$ in channel $z$. Weight filters are trained using stochastic gradient descent. Recently, CNNs with multiple convolutional layers and fully connected layers [8,9] are being widely used due to their ability to discover powerful and robust features using only input images.

### B. Human Orientation Estimation

Our CNN model is described in Figure 1. The structure of the proposed model has two convolutional layers, followed by two fully connected layers. Both convolutional layers consist of 5x5x64 filters with stride 2. Local-response normalization [8] is applied to both layer’s outputs. Two fully connected layers are built with 384 and 192 hidden units respectively. We used the ReLU [8] activation function for all layers. The output softmax layer has 8 output units. As described in Figure 2, each output unit represents specific range of body orientation. We used a classification model instead of a regression model because labels of the dataset were not accurate enough to train an accurate regression model. Unlike conventional deep learning methods such as GoogLeNet [9], we did not use a pooling layer. This is because human orientation estimation requires more spatial information (such as locations of the head and hands) than recognizing objects. We also used resized cropped human images of size 32x32 as the input. This size reduction approach is inspired by the work in [6]. In [6], they used cropped head images with size 32x32 for head orientation estimation. This allowed the usage of smaller networks for real-time processing. This reduction did not affect the recognition accuracy, which means that key features for orientation estimation were still preserved after the reduction. For cropping the human region from the camera image, we used the YOLO algorithm [10].

### IV. Experiments

We first trained the proposed network using the benchmark dataset and compared its performance to previous methods. Secondly, we collected our own dataset in the home environment and evaluated our model using our dataset. Lastly, we experimented our trained model in the wild environment using a simple personal robot application. Experiments were performed using a turtlebot2 platform with Asus Xtion camera and high-end laptop having core-i7 processor, 8GB memory, GTX960M GPU. We used ROS with Ubuntu 14.04 to implement our robot application.

#### A. Experiment on benchmarking dataset and our dataset

To verify the usefulness of our proposed model, we used the Human 3.6M [11] as the benchmark dataset. This dataset consists of videos of 11 people (6 male and 5 female) who performed certain scenarios filmed by multiple cameras. The dataset provides accurate 3D positions of the subject’s joints, however, it did not provide any ground truth label of the subjects’ body orientation. Therefore we extracted the ground
truth about the body orientation from the provided joint positions as described in Figure 3. First, we applied cross-product to the vector from the neck to right upper leg (red vector in Figure 3) and vector from the neck to left upper leg (green vector in Figure 3). Then we projected the calculated vector (blue vector in Figure 3) to an XY plane and calculated the body orientation angle from the projected vector (orange vector in Figure 3). These values are used as the ground truth for classification and the angles were categorized into the 8 labels as shown in Figure 2.

From the video, we cropped the human body with the YOLO algorithm every 25 frames and calculated the orientation. The total data size we collected was 74,862 from six subjects and we used 64,862 samples as the training set and randomly separated 10,000 samples as the validation set. With the collected data, the learning process of our model is shown in Figure 4. Each step comprised of 100 minibatches and each minibatch contained 100 samples. Our model converged within approximately 30 steps of training.

| TABLE I. PERFORMANCE ON BENCHMARK DATASET |
|-------------------------------------------|
| Model | Dataset (Human 3.6M) | Accuracy  |
|-------|----------------------|-----------|
| CNN (proposed) | Training set | 100.0% |
| CNN (proposed) | Validation set | 81.58% |
| HOG+SVM(linear) | Training set | 64.43% |
| HOG+SVM(linear) | Validation set | 57.26% |
| HOG+SVM(gaussian) | Training set | 60.49% |
| HOG+SVM(gaussian) | Validation set | 57.12% |

| TABLE II. CONFUSION MATRIX FOR HUMAN 3.6M VALIDATION SET (VERTICAL: LABELS, HORIZONTAL: PREDICTION) |
|--------------------------------------------------------------------------------------------------|
| degrees | 0 | 45 | 90 | 135 | 180 | 225 | 270 | 315 |
|---------|---|----|----|-----|-----|-----|-----|-----|
| 0       | 478 | 19 | 3  | 0   | 2   | 0   | 3   | 122 |
| 45      | 33 | 186 | 21 | 3   | 2   | 3   | 0   | 4   |
| 90      | 3  | 31 | 538 | 95  | 7   | 1   | 2   | 2   |
| 135     | 0  | 1  | 69  | 703 | 133 | 4   | 3   | 10  |
| 180     | 0  | 0  | 3   | 62  | 570 | 30  | 6   | 7   |
| 225     | 1  | 0  | 1   | 22  | 196 | 51  | 5   | 0   |
| 270     | 3  | 0  | 1   | 0   | 6   | 30  | 473 | 108 |
| 315     | 59 | 0  | 1   | 0   | 0   | 0   | 58  | 825 |

The performance of our model in comparison to previous methods are shown in Table I. As shown in the table, we outperformed traditional methods using the HOG feature and multi-class SVM classifier [12]. Furthermore, we did not find any previous works which use deep learning methods for classifying human orientation which, to the best of our knowledge, gives novelty to our study which uses deep learning for human orientation. Our model presented a high performance rate of 81.58%. We are planning to further improve the performance by adding other modalities such as depth information to our model and compare it with other state-of-art models using 3D cameras like in [5] for future works.

For more analysis, we calculated the mean orientation error using the angle differences of misclassified labels and true labels. This error was approximately 10.6 degrees. We achieved a reasonable mean error since most of the mislabeled instances were assigned to the nearest labels from the true labels, which differed only by 45 degrees. The confusion matrix is presented in Table II.

With the trained model using the Human 3.6M dataset, we fine-tuned our model with our own dataset collected in a real home environment, illustrated in Figure 5. To collect data, we captured images of three human subjects using the mobile robot in various locations of home environment. To obtain the orientation label, the robot was fixed while it collected data from the subjects who stood, sat or performed random actions in front of the robot facing designated angles. We collected 50,000 samples and fine-tuned our pre-trained model with randomly selected 45,000 samples as the training set and the remaining as the validation set. Our fine-tuned model scored a 94% accuracy on the validation set.

| TABLE III. PERFORMANCE ON HOME ENVIRONMENT DATASET |
|--------------------------------------------------|
| Model | Dataset (Our training data) | Accuracy |
|-------|-----------------------------|----------|
| CNN (proposed) | Training set | 97.0% |
| CNN (proposed) | Validation set | 94.0% |

B. Application

To test our fine-tuned model in the real environment, we implemented a simple robot application. The robot is designed to follow the user until the user stays in a fixed location for 2.5 seconds. If the user does not move for 2.5 seconds, the robot estimates the user’s body orientation using our module and
moves to the user’s frontal plane. We used ‘Chance-constrained target tracking for mobile robots’ [13] algorithm for the following module. For the repositioning, we used a very simple algorithm since our goal was to show the performance of our orientation estimation model in a real environment. Details regarding the repositioning algorithm are described in the Appendix.

Since we could not get the user’s orientation during this experiment, we measured the usefulness of our model by performing face detection before and after the robot repositioned itself according to body orientation predicted by our model. We used Microsoft Oxford API [14] as our face detector and performed two experiments in the home environment. The results are presented in Figure 6. Our robot detected the user’s face successfully after repositioning in both of the experiments, which demonstrates that our model could be used for various service robots which require the observation of the user’s face.

V. CONCLUSION

We built a robust and accurate human body orientation estimation model using the deep convolutional neural network. Our model presented higher accuracy and robustness compared to other classical shallow learning models in a complex benchmark dataset. Our model also showed high accuracy when examined in a real home environment setting. Furthermore, we showed usefulness of our model in real environments using simple robot application.

Future research topics would be to build a highly accurate regression model that estimates body orientation in precise degrees and not in classes.
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APPENDIX – REPOSITIONING ALGORITHM

We used algorithm similar to [15]. We defined the utility function \( U(p) \) to calculate scores of pre-defined candidate positions around the target using the target’s orientation and positions of target and robot. We formulated the utility function as

\[
U(p) = \text{Orientation}(t) \cdot \text{Distance}(p, r) \cdot \text{Radius}(p) \cdot \text{Occupancy}(p) \cdot \text{Obstacle}(p, t)
\]

where \( p \) is the candidate position, \( t \) is the target, and \( r \) is the robot’s current position.

\( \text{Orientation}(t) \) is the multiplier corresponding to the orientation class that will be observed after the robot moves to \( p \). Values for orientation multiplier is presented in Table IV.

| Class | Multiplier |
|-------|------------|
| 0     | 10.0       |
| 1,7   | 1.0        |
| 2,6   | 0.1        |
| 3,5   | 0.01       |
| 4     | 0.001      |

\( \text{Distance}(p, r) \) is

\[
\text{Distance}(p, r) = \max \{|p - r| - |p - r|\}
\]

and \( \text{Radius}(p) \) is the multiplier corresponding to the distance between \( p \) and target’s position. Values for radius multiplier is presented in Table V.

| Radius | Multiplier |
|--------|------------|
| 0.5 m  | 0.5        |
| 1 m    | 0.8        |
| 1.5 m  | 0.8        |
| 2 m    | 1.0        |

\( \text{Occupancy}(p) \) is

\[
\text{Occupancy}(p) = \begin{cases} 1 & \text{if } p \text{ is accessible from } r \\ 0 & \text{otherwise} \end{cases}
\]

where the accessibility is determined by occupancy grid’s pixel value.

\( \text{Obstacle}(p, t) \) is

\[
\text{Obstacle}(p, t) = \begin{cases} 1 & \text{if obstacle between } p \text{ and } t \\ 0 & \text{otherwise} \end{cases}
\]

where the existence of obstacles is determined by checking the occupancy grid’s pixel values in the line between \( p \) and \( t \).

Once we calculate \( U(p) \) for all candidates, we choose the position which has the maximum \( U(p) \) and the robot navigates to this position accordingly. We used the tinySLAM [16] algorithm for SLAM and navigation, available in an open-source ROS package [17].