Dynamical component exchange in a model phase separating system: an NMR-based approach†
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Biomolecular phase separation plays a key role in the spatial organization of cellular activities. Dynamic formation and rapid component exchange between phase separated cellular bodies and their environment are crucial for their function. Here, we employ a well-established phase separating model system, namely, a triethylamine (TEA)–water mixture, and develop an NMR approach to detect the exchange of scaffolding TEA molecules between separate phases and determine the underlying exchange rate. We further demonstrate how the advantageous NMR properties of fluorine nuclei provide access to otherwise inaccessible exchange processes of a client molecule. The developed NMR-based approach allows quantitative monitoring of the effect of regulatory factors on component exchange and facilitates "exchange"-based screening and optimization of small molecules against druggable biomolecular targets located inside condensed phases.

Introduction

Liquid–liquid phase separation has emerged as a key physicochemical principle underlying the spatial organization of biomolecules within the cell, and thereby reinvigorated the interest in studying this classical physical chemistry phenomenon.1–4 Several biophysical techniques have been developed to monitor biomolecular phase separation under in vitro and in vivo conditions and determine the structural dynamics of its constituents, including proteins, nucleic acids, ions and water molecules.5–12 A remarkable feature of phase separated cellular bodies is their rapid formation and dissolution in response to regulatory signals and dynamic component exchange with the cellular environment.13–15 The component exchange occurs not only for the so-called scaffold molecules whose phase behavior governs the formation of phase separated droplets, but also for the client molecules which enter the formed droplets and undergo dynamic exchange with the environment.16–18 These features are particularly advantageous in rapidly changing environments and are crucial for the functioning of several cellular bodies.19–21

Despite its importance in physiological and potentially pathological processes, little is known about how the component exchange of membrane-less phase separated bodies is regulated by biochemical factors, e.g. mutation or chemical modifications in phase-separating biomolecules, the presence of small molecules, etc. Progress in this direction requires the development of experimental methods for the quantitative determination of exchange rates. Here, we use a model system for phase separation, namely a triethylamine (TEA)–water mixture, and develop a multi-spin NMR approach to study the exchange process between separated phases at a quantitative level. TEA is a well-established phase separation model system, which undergoes a reversible temperature-dependent phase separation, exhibiting lower critical solution temperature (LCST) behaviour.22–26 As a result of phase separation, two phases are formed: a TEA-enriched condensed phase and water-enriched phase. In addition to TEA as the scaffold molecule, we investigate the exchange of a fluorine-containing client molecule between separated phases and show how the use of 19F NMR allows detection of the exchange process and quantification of its rate.

Results and discussion

Probing TEA phase separation by microscopy and NMR

First, we examined the temperature-dependent phase separation of a mixture of TEA and dextran using microscopy. The use of dextran as a crowding agent was to slow down the kinetics of the TEA phase separation process. In addition, fluorescently
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labeled dextran was used in order to monitor the phase separation process. As reported in the literature, the water–TEA and D2O–TEA mixtures have LCSTs of ca. 18 and 15 °C, respectively.26,27 As shown in Fig. 1A, at 278 K, the TEA sample exhibited a single dispersed phase, with a nearly uniform background fluorescence emission originating from the labeled dextran. We then increased the temperature to 298 K, resulting in the phase separation of the sample and the formation of a large number of variously sized spherical droplets with an approximate average radius of 4.5 ± 1.5 μm (Fig. 1A). Notably, the dextran was almost completely excluded from the formed droplets and remained in the dispersed phase.

Next, we studied the phase separation of TEA using 1H NMR. At 278 K, where the TEA sample displays a single dispersed phase (Fig. 1A), the 1D 1H NMR spectrum showed signals at ca. 2.5 and 0.98 ppm, which belong to its methylene and methyl protons, respectively (Fig. 1B). The narrow linewidth of the TEA 1H signals reflect the large level of mobility of this small-sized molecule within the spatially homogeneous dispersed phase. After increasing the temperature to 298 K, and the resultant phase separation, the TEA 1H signals were strongly broadened, and consequently, the characteristic quartet and triplet splitting patterns of methylene and methyl signals were no longer observable. The phase separation-induced signal broadening was not limited to TEA signals, but also observed for the dextran signal. As dextran did not enter the formed droplets, the broadening of its signals seems to reflect the magnetic susceptibility inhomogeneity of the phase separated sample. Accordingly, the TEA signal broadening is potentially caused by three major factors: the altered mobility of TEA within the condensed interior of droplets, the chemical exchange between different phases, and sample inhomogeneity. In addition to signal broadening, the methylene, but not the methyl, signal showed the emergence of a new peak ~0.1 ppm upfield to the original signal.

Next, we investigated the phase separation of TEA using 1D 13C NMR at natural abundance. As expected, the spectrum of the single-phase dispersed TEA sample at 278 K showed two sharp 13C signals at ca. 48.02 and 12.77 ppm, belonging to methylene and methyl groups, respectively (Fig. 1C). Similar to the 1H signals, the temperature-induced phase separation led to a significant broadening of TEA’s 13C signals and a decrease in their peak height, likely due to the induced alteration in mobility, exchange and sample homogeneity. Unlike the 1H spectrum, however, the 13C spectrum of the phase-separated TEA sample showed two well-resolved new signals downfield of the original methylene and methyl signals. The emergence of these new 13C signals (and the new 1H signal of the methylene group, see above) pointed to the presence of an exchange process between the dispersed and condensed phases of TEA, at a slow rate on the NMR chemical shift timescale, i.e. <1300 s⁻¹ (see Fig. 2A).

**NMR-based identification of the kinetic stages of TEA phase separation**

As a prerequisite for the quantitative investigation of dynamical exchange processes underlying the phase separation of TEA, we established the kinetics of this process through real-time 1D 13C NMR experiments, where we monitored the methyl signals belonging to the dilute and condensed phase. Immediately after the temperature jump from 278 to 298 K, the signal belonging to the dilute phase was significantly broadened and partially lost its peak height. However, further progression of the phase separation process led to the partial recovery of the linewidth and peak height of this signal (Fig. 2A). The broad
signal belonging to the condensed phase followed a rather distinct trend: the gradual narrowing of the signal during the first 1–3 hours of the process was followed by a sharp decrease in peak height (Fig. 2B). The time-dependence of peak heights and areas (Fig. 2B) indicated the presence of three kinetic stages: an initial stage (around 60 minutes), when the condensed phase signal grew in height, a middle stage (around 60–260 minutes) during which the peak intensities remained relatively stable, and the final stage (ca. 260–600 minutes) when a sharp intensity loss was observed for the condensed phase signal. The final intensity loss of the condensed phase signal was due to the formation of large TEA droplets and their precipitation and exit from the detection zone of NMR coils. Notably, this precipitation is reverse, i.e. the TEA-enriched phase is not at the bottom but at the top of the sample, due to the lower density of TEA-enriched droplets when compared to the TEA-depleted phase. Accordingly, during kinetic stages I and III, the dominant processes are respectively droplet formation and precipitation, while the kinetic stage II represents a quasi-steady-state during which these two processes partially cancel the effect of each other on NMR signal intensities.

**NMR-based investigation of the initial TEA exchange between phases**

The study of phase separation-related exchange processes during later kinetic stages (i.e. stage III in Fig. 2B) is complicated by the (reverse) precipitation-induced NMR intensity changes. To minimize the interfering effects of (reverse) precipitation, we took advantage of the reversibility of phase separation and developed an experimental scheme, where cycles of heating–cooling were employed and NMR data were collected only during the initial kinetic stage of phase separation (typically the first 15–20 minutes, depending on the experiment). Using this scheme, we were able to measure a clean 2D projection plane of the $^{13}$C, $^1$H HSQC-NOESY spectrum of TEA during phase separation. As shown in Fig. 3A, $^{13}$C, $^1$H correlation peaks were observed for TEA methylene and methyl groups from both the dispersed and condensed phases and several groups of dextran. Interestingly, the TEA $^1$H signals belonging to the two phases showed nice correlation peaks, indicating either spatial proximity (and its consequent dipolar coupling-mediated correlation) or chemical exchange between them. The sign of cross-peaks in these and complementary 2D $^1$H, $^1$H ROESY spectra (Fig. 3B) excluded the dipolar coupling origin and confirmed the presence of chemical exchange. Notably, no correlation peaks were observed for dextran signals, consistent with the exclusion of dextran from the TEA droplets (Fig. 1A).

Then, we employed the heating–cooling cycles and measured the 2D $^1$H, $^1$H EXSY spectra of the phase separated sample at five different mixing times ranging from 15 to 120 ms (Fig. 3C). The EXSY spectra at each mixing time were collected during the first 20 minutes after the initiation of phase separation. The intensity of the exchange-induced correlation peaks displayed the characteristic dependence on mixing time. Analysis of the intensity build-up curves for the methylene and methyl groups provided an effective exchange rate, $k_{ex}$, of $31\pm5\text{ s}^{-1}$, for the exchange of TEA molecules between two phases (Fig. 3D), i.e. an exchange process that is slow on the NMR chemical shift timescale.

**Fluorine NMR-based investigation of the exchange of a client molecule between TEA phases**

To further investigate the component exchange between the phase separated TEA droplets and their environment, we studied the exchange of hexafluoroisopropanol (HFiP) as a
potential client molecule. The choice of HFIP was motivated by its fluorine content, as $^{19}$F nuclei are highly sensitive to the chemical environment and consequently could act as sensitive probes of exchange processes.28 After establishing that HFIP (1.6% m/v) did not perturb the phase separation of TEA (Fig. S1, ESI†), we monitored how $^1$H and $^{19}$F NMR signals of HFIP (Fig. 4A) were affected by TEA phase separation. Upon temperature increase and the consequent TEA phase separation, both the methine $^1$H signal and the trifluoromethyl $^{19}$F signal of HFIP displayed a small downfield shift together with significant signal broadening (Fig. 4B). In addition, a new signal appeared approximately 277 Hz away from the original peak in the $^{19}$F NMR spectrum. The newly emerged peak originates from HFIP molecules inside the condensed phase, and its exchange between the two phases is expected to be slow on the NMR chemical shift timescale, i.e. slower than ca. 1700 s$^{-1}$. The presence of HFIP’s exchange between the two TEA phases was subsequently supported by 2D $^{19}$F, $^{19}$F NOESY spectra, in which the two $^{19}$F signals showed cross-peaks of the same sign, despite the rapid rotational dynamics of trifluoromethyl groups.

To quantify the kinetics of HFIP exchange between the two phases, we employed the heating–cooling cycles described above and performed 2D $^{19}$F, $^{19}$F EXSY experiments at five different mixing times from 15 to 120 ms (Fig. 4C and D). Analysis of the intensity build-up curves for the two exchange-related cross-peaks provided a $k_{ex}$ of 16 ± 6 s$^{-1}$. The obtained $k_{ex}$ value for the client HFIP is thus nearly half the value observed for the scaffold TEA molecules, suggesting that the exchange processes of the scaffold TEA and the client HFIP molecules are governed by different rate-determining steps.

In cells, the dynamic component exchange between membrane-less organelles and their environment enables their rapid formation and dissolution in response to regulatory signals.19 In addition, the rapid recruitment and dynamic exchange of client molecules with the cellular environment are of utmost functional importance for some phase separated cellular bodies.20,21The exchange rates for the scaffold and client molecules are expected to vary over the course of non-equilibrium phase separation processes during which the size of phase-separated droplets, their number and consequently the total interface area between two phase changes (Fig. 4E).4 Further changes in the exchange rates may be caused by droplet maturation processes, which affect the internal structure and properties of phase separated droplets.29 Previous studies suggest that the phase separation of TEA obeys a nucleation-dependent kinetic regime,20 resulting in alterations in the exchange rates depending on droplet size and numbers (Fig. 4E). Here, the reversibility of temperature-dependent TEA phase separation allowed us to develop a heating–cooling cycle experimental scheme and specifically target the “initial exchange rate” for both the scaffold TEA and the client HFIP molecules. Based on our results, we argue that it is important to carefully design exchange-related experiments and measure the
exchange rates at a clearly defined kinetic stage of the phase separation process. This will enable monitoring how various regulatory factors, e.g. (bio)chemical regulatory signals, alter the component exchange processes. Thus, comparison of the exchange rates between different client molecules and droplets provides mechanistic insights into the selective recruitment and spatial distribution of biomolecules inside cells.

Our results provide an example of how a multi-spin NMR approach can be employed in detecting and quantifying exchange processes during phase separation. In particular, we showed how a shift from more widely used nuclei such as $^1$H and $^{13}$C to $^{19}$F may be beneficial in such studies. As shown for the client molecule HFiP (Fig. 4), the large sensitivity of $^{19}$F nuclei to the chemical environment leads to a larger value for the chemical shift difference between the signals originated from the two phases ($\Delta \delta_0$, in s$^{-1}$), and at a given $k_{ex}$, by shifting the exchange regime further towards the slow-exchange regime (by decreasing the $k_{ex}/\Delta \delta_0$ ratio), facilitates exchange rate determination by NMR methods. In addition, the bio-orthogonality of fluorine atoms facilitates their use for biomolecular and biological samples, especially in the context of “exchange-based” small molecule screening against biomolecular targets inside membrane-less organelles.28,31,32 The efficacy of drug candidates against biomolecular targets crucially relies on their pharmacokinetic properties ensuring their bio-availability.13 Similar to the case of biomolecules located inside membrane-bound organelles, drugs have to be able to efficiently enter the phase separated membrane-less compartment. Quantitative determination of exchange rates of small molecules between separated phases is thus important. For example, it has been shown that the partitioning of anti-cancer drugs into nuclear condensates is determined by the physicochemical properties independent of their specific targets and influences their activity.34 The NMR-based approach developed in the present study enables detection and quantification of the exchange processes between different phases and thereby is an important step towards “exchange-based” screening and optimization of small molecule drug candidates.

**Conclusions**

In summary, an NMR-based approach to study component exchange in phase separating systems is presented. Using triethylamine (TEA) as a model system exhibiting reversible temperature-induced phase separation, we detect and quantify the exchange processes for the scaffold TEA, as well as a client molecule. The developed approach allows the quantitative determination of the effects of regulatory factors on exchange processes and establishes
the basis for exchange-based small-molecule screening against biomolecular targets located inside the condensed phase.

Acronyms and symbols: TEA (triethylamine), HFIP (hexa-fluoropropionitrile), LLPS (liquid–liquid phase separation), LCST (lower critical solution temperature), GCST (lower critical solution temperature), DSC microscopy (differential interference contrast microscopy), NMR (nuclear magnetic resonance), HSQC (heteronuclear single quantum coherence), NOESY (nuclear Overhauser enhancement spectroscopy), ROESY (rotating frame Overhauser enhancement spectroscopy), EXSY (exchange spectroscopy), $k_{ex}$ (chemical exchange rate), $\Delta \omega$ (chemical shift difference in s$^{-1}$).
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