Exact solutions of time-fractional generalised Burgers–Fisher equation using generalised Kudryashov method
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Abstract. This study deals with the generalised Kudryashov method (GKM) for the time-fractional generalised Burgers–Fisher equation (TF-GBF). Using the transformation of travelling wave, the TF-GBF is transformed into a non-linear ordinary differential equation (NLODE). Later, GKM has been applied in the resultant equation which is a novel technique to obtain exact solutions. These exact solutions are plotted and the power series solution is also derived.
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1. Introduction

Due to its applicability in various branches of science and technology, the fractional differential equation (FDEs) plays an eminent role [1–5]. FDE has many applications in the field of magnetism, cardiac tissue–electrode interface, fluid mechanics, theory of viscoelasticity, wave propagation in viscoelastic horn, heat transfer, RLC electric circuit and so on. In recent years, for solving time-fractional differential equations (TFDEs), many researchers have proposed powerful techniques [6,7] to get an exact solution. Besides, the sine–cosine method [8,9], G′/G expansion method [10], the exp-function method [11], the tanh method [12], the subequation method [13,14], homotopy perturbation technique [15,16], the improved G′/G expansion method [17], the invariant subspace method, the generalised Riccati equation method [18], the modified Kudryashov method and some more methods are also applied [19–29].

Kudryashov method was introduced by Kudryashov [30] for reliable treatment of nonlinear (NL) wave equations. For both integer and fractional order, this method is widely used by many researchers, to find exact solutions of high order NL evolution equations (NLEEs), the Klein–Gordon equation, time-fractional KdV equations and so on [31–36]. The generalised Kudryashov method (GKM) is used to construct travelling wave solutions of several NLEEs. While comparing with other methods, the GKM is more effective and direct to construct exact solutions of high order NLEEs [37]. In this work, the GKM is applied to find exact solutions of the time-fractional generalised Burgers–Fisher equation (TF-GBFE).

A nonlinear equation which is a combination of reaction, convection and diffusion mechanism is called Burgers–Fisher equation. In the nonlinear equation, the properties of convective phenomenon from Burgers and diffusion transport as well as reaction kind of characteristics from Fisher are used. The GBFE is used in the field of fluid dynamics. It has also been found in some applications such as gas dynamics, heat conduction, elasticity and so on. The exact travelling wave and solitary wave solutions are also used in these applications [38–49].
The paper is organised as follows: In §2, the algorithmic procedure of GKM is proposed. In §3, application of GKM is presented to find the exact solutions of TF-GBFE. In §4, to find the explicit solution of the TF-GBFE, power series has been applied. Results and discussion are given in §5. The paper ends with conclusion in §6.

2. Generalised Kudryashov method

The general form of the NL partial differential equation (NLPDE) with fractional order is given as

\[ P(u, D_t^\alpha u, u_x, u_{xx}, \ldots) = 0. \]  

(1)

In the first step of GKM, we obtain the following transformation of travelling wave with arbitrary \( k \) and \( \lambda \):

\[ u(x, t) = u(\xi), \quad \xi = kx - \frac{\lambda t^\alpha}{\Gamma[1 + \alpha]}. \]  

(2)

As a result, we obtain a NLODE in the following form:

\[ N(u, u', u'', u''', \ldots) = 0, \]  

(3)

where \( \tau \) is the derivative with respect to \( \xi \).

In the second step, let the solutions of the NLODE take the form

\[ u(\xi) = \sum_{i=0}^{K} p_i R^i(\xi) = \frac{P[R(\xi)]}{Q[R(\xi)]}, \]  

(4)

where \( R = 1/(1 + \varepsilon^\xi) \). Then

\[ R_\xi = R^2 - R. \]  

(5)

Then we obtain

\[ u'(\xi) = \frac{R'P'Q - P'Q' R'}{Q^2} = \frac{P'[R(\xi)]Q - \alpha \sum_{i=0}^{K} p_{i+1} R^{i+1}(\xi) Q[R(\xi)]}{(R^2 - R)Q^2}, \]  

(6)

\[ u''(\xi) = \left[ \frac{(R^2 - R)}{Q^2} \right] \left[ (2R - 1)(P'Q - P Q') + \left( \frac{R^2 - R}{Q} \right) [Q(P''Q - P Q'')] \right] + 2Q'P'P + 2P(Q')^2, \]  

(7)

\[ u'''(\xi) = (R^2 - R)^3 \left[ ((P'''Q - P Q^{''}) - 3P''Q' - 3Q''P'Q) \right]. \]

and so on.

In the third step, the solution of eq. (3) can be expressed as

\[ u(\xi) = p_0 + p_1 R + p_2 R^2 + \ldots + p_K R^K + \ldots \]  

\[ q_0 + q_1 R + q_2 R^2 + \ldots + q_N R^N + \ldots \]  

\[ \text{where } p_i \text{ and } q_j \text{ are constants to be calculated. Balancing the term of higher order nonlinear and derivative of } u(\xi) \text{ in eq. (3), we get the values of } N \text{ and } K. \]

In the fourth step, substituting eq. (4) into eq. (3) provides a polynomial in \( R(\xi) \). Then equating the coefficients to zero, we can find the constants \( p_i \) and \( q_j \). By this way, the exact solution of eq. (1) can be found.

3. Application of GKM

Considering the TF-GBF equation

\[ u_\xi^\alpha + \beta u^\delta u_x - u_{xx} = \gamma u(1 - u^\delta), \]  

(10)

where \( \alpha \in (0, 1), \beta \) is the order of the time-fractional derivative and \( \gamma, \alpha, \delta \) are arbitrary constants. Now substituting eq. (2) in eq. (10), we obtain

\[ k^2 u'' + (\lambda - k\beta u^\delta)u' + \gamma u(1 - u^\delta) = 0. \]  

(11)

Applying the folding transformation

\[ u(\xi) = v^{1/\delta}(\xi), \]  

(12)

we obtain eq. (13) which is similar to the most general form of second-order nonlinear oscillator equation which has been already analysed by Lakshmanan et al [50,51] and Tiwari et al [52]. Moreover, they found new integrable equations and it has been further discussed by Tamizhmani et al [53].

\[ k^2 v v'' + k^2 (1 - \delta) v^2 + (\lambda - k\beta v) \delta v v' + \gamma \delta^2 (1 - v) v^2 = 0. \]  

(13)

Balancing \( v'' \) and \( v^3 \) respectively, then

\[ 2K - 2N + 2 = 3K - 3M \Rightarrow K = N + 2. \]  

(14)

Let us choose \( N = 1 \), then \( K = 3 \) and so
\[ v(\xi) = \frac{p_0 + p_1 R + p_2 R^2 + p_3 R^3}{q_0 + q_1 R}, \]  
\[ v'(\xi) = \frac{(R^2 - R)}{(q_0 + q_1 R)^2} \times [(p_1 + 2 p_2 R + 3 p_3 R^2)(q_0 + q_1 R) - q_1 (p_0 + p_1 R + p_2 R^2 + p_3 R^3)], \]  
\[ v''(\xi) = \frac{(R^2 - R)}{(q_0 + q_1 R)} \times [(2 R - 1)((p_1 + 2 p_2 R + 3 p_3 R^2) \times (q_0 + q_1 R^2) - q_1 (p_0 + p_1 R + p_2 R^2 + p_3 R^3)) + \frac{(R^2 - R)}{(q_0 + q_1 R)} ((q_0 + q_1 R) (2 p_2 + 6 p_3 R)(q_0 + q_1 R) - 2 q_1 (p_0 + p_1 R + 3 p_3 R^2) \times (q_0 + q_1 R) + 2(p_0 + p_1 R) + p_2 R^2 + p_3 R^3(q_1 R^2)]. \]  

Now we attain the exact solutions of eq. (11) and two cases are to be considered.

**Case 1**
For the choices of

\[ p_2 = p_3 = 0, \quad q_0 = p_0, \quad q_1 = 0, \quad p_1 = \frac{k(1 + \delta)p_0}{\beta \delta}, \]
\[ \lambda = k^2 + k\beta - \gamma \delta, \quad k = \frac{-\beta \delta}{(1 + \delta)}, \]

eq. (13) becomes

\[ -\beta^2 \delta v u'' + \beta^2 (\delta - 1) v^2 + (\beta^2 + \gamma (1 + \delta)^2) u v' \]
\[-\gamma (1 + \delta)^2 v^3 - (1 + \delta)(\gamma + \gamma \delta + \beta^2 v') v^2 = 0. \]

The solutions are

\[ u_1(x, t) = 1 - \frac{1}{1 + e^{\frac{k \Gamma(1 + \omega) - k^2 \beta \gamma}{\beta(1 + \omega)}}}, \]
\[ u_2(x, t) = 1 + \frac{1}{1 - e^{\frac{k \Gamma(1 + \omega) - k^2 \beta \gamma}{\beta(1 + \omega)}}}. \]

Then the exact solutions are

**4. Exact power series solutions**

Based on the power series method [54–56] and symbolic computations [57–61], we create the exact power series
solutions of eq. (10) which is differentiable. First we use a transformation

$$u(x, t) = u(\eta), \quad \eta = kx - \frac{\lambda t^\alpha}{\Gamma[1 + \alpha]},$$  \hspace{1cm} (28)

where \( k \) and \( \lambda \) are arbitrary constants with \( k, \lambda \neq 0 \).

Substituting eq. (28) into eq. (10), then we can get the nonlinear ODE

$$k^2 \delta vv'' + k^2 (1 - \delta)v^2 + (\lambda - k\beta v)\delta vv' + \gamma \delta^2 (1 - v)v^2 = 0.$$  \hspace{1cm} (29)

We suppose that the solution of eq. (13) takes the form

$$v(\xi) = \sum_{r=0}^{\infty} P_r \xi^r,$$  \hspace{1cm} (30)

where \( P_r (r = 0, 1, 2, \ldots) \) are constants. Then, we have

$$v'(\xi) = \sum_{r=0}^{\infty} (r + 1) P_{r+1} \xi^r,$$  \hspace{1cm} (31)

$$v''(\xi) = \sum_{r=0}^{\infty} (r + 1)(r + 2) P_{r+2} \xi^r.$$  \hspace{1cm} (32)

Substituting eqs. (30)–(32) into eq. (29) and solving, we get

$$P_2 = \frac{1}{2} \left[ \left( \frac{\delta - 1}{\delta} \right) \frac{P_1^2}{k^2} - \lambda \frac{P_1 P_0}{k} - \frac{\gamma}{k} \delta P_0 + \frac{\gamma}{k} \delta^2 P_0^2 \right],$$  \hspace{1cm} (33)

when \( r = 0 \). When \( r \geq 1 \), we obtain

$$P_{r+2} = \frac{1}{(r + 2)(r + 1)} \left[ \left( \frac{\delta - 1}{\delta} \right) \frac{(r + 1) P_{r+1}^2}{P_r} - \lambda \frac{P_{r+1}^2}{k^2} + \beta \frac{(r + 1) P_r P_{r+1}}{k} - \frac{\gamma}{k} \delta P_r + \frac{\gamma}{k} \delta P_r^2 + \frac{\gamma}{k} \delta^2 P_r^2 \right].$$  \hspace{1cm} (34)

We can easily prove the convergence of the power series equation (30) with the coefficients given in eqs (33) and (34). Therefore, this power series solution of eq. (30) is an exact analytic solution. Hence, the power series solution of eq. (30) can be written as follows:

$$v(\xi) = P_0 + P_1 \xi + P_2 \xi^2 + \sum_{r=1}^{\infty} P_{r+2} \xi^{r+2}$$

$$= P_0 + P_1 \xi + \frac{1}{2} \left[ \left( \frac{\delta - 1}{\delta} \right) \frac{P_1^2}{k^2} - \lambda \frac{P_1 P_0}{k} + \frac{\gamma}{k} \delta P_0 \right] \xi^2 + \sum_{r=1}^{\infty} \frac{1}{(r + 2)(r + 1)} \sum_{i=0}^{\infty} \left[ \left( \frac{\delta - 1}{\delta} \right) \frac{(r + 1) P_{r+1}^2}{P_r} - \lambda \frac{(r + 1) P_{r+1}}{k} + \beta \frac{(r + 1) P_r P_{r+1}}{k} - \frac{\gamma}{k} \delta P_r + \frac{\gamma}{k} \delta P_r^2 + \frac{\gamma}{k} \delta^2 P_r^2 \right] \xi^{r+2}.$$  \hspace{1cm} (35)
5. Results and discussion

Using the GKM, we have found the exact solutions of the TF-GBF. Figures 1 and 2 show 2D plots of eq. (21) when $\alpha = 0.5$ for different values of $x$. Figure 3 shows 2D plot of eq. (26) when $\alpha = 0.5$ for different values of $x$. Figure 4 shows 2D plot of eq. (26) when $\alpha = 0.75$ and $k = 2$ for different values of $x$. Figure 5 shows 2D plot of eq. (26) when $\alpha = 0.5$ and $k = 2$ for different values of $x$. Figure 6 shows 2D plot of eq. (26) when $\alpha = 0.85$ for different values of $x$. Figure 7 shows the
Figure 10. 3D plot of eq. (21) for $\alpha = 0.5, \beta = 2, \gamma = 3, \delta = 3, \lambda = -39/4, k = -3/2$.

Figure 11. 3D plot of eq. (21) for $\alpha = 0.75, \beta = 2, \gamma = 3, \delta = 2, \lambda = -62/9, k = -4/3$.

Figure 12. 3D plot of eq. (21) for $\alpha = 0.75, \beta = 2, \gamma = 3, \delta = 3, \lambda = -39/4, k = -3/2$.

Figure 13. 3D plot of eq. (26) for $\alpha = 0.5, \beta = 2, k = 2$.

Figure 14. 3D plot of eq. (26) for $\alpha = 0.75, \beta = 2, k = 2$.

Figure 15. 3D plot of eq. (26) for $\alpha = 0.75, \beta = 2, k = 3$. 
3D plot of eq. (21) with $\alpha = 0.25$ for different values of $x$ and time $t$. When $x$ and $t$ increase or decrease, the solution of eq. (21) also increases or decreases.

Figures 8 and 9 show the 3D plots of eq. (21) when $\alpha = 0.25$ and 0.5, respectively, for different values of $\lambda$ and $k$ for a particular range of $x$ and $t$. Figures 10 and 11 show the 3D plots of eq. (21) when $\alpha = 0.5$ and 0.75, respectively, for different values of $\lambda$ and $k$ for a particular range of $x$ and $t$. Figure 12 shows the 3D plot of eq. (21) when $\alpha = 0.75$, for different values of $t$ and $t$. From these figures, we find that when both $x$ and $t$ decrease, the solution $u$ increases. Similarly, figures 13 and 14 show the 3D plots of eq. (26) when $\alpha = 0.5$, 0.75 respectively for a particular range of $x$ and $t$. Figure 15 shows the 3D plot of eq. (26) when $\alpha = 0.75$ and $k = 3$ for a particular range of $x$ and $t$. Figure 16 shows the 3D plot of eq. (26) when $\alpha = 0.85$ and $k = 2$ for a particular range of $x$ and $t$. From these figures, we find that when both $x$ and $t$ decrease, $u$ increases.

6. Conclusion

In this article, the TF-GBFE has been transformed into a NLODE by using folding transformation. The resultant equation is similar to the most familiar general form of second-order nonlinear oscillator equation with some restrictions on the parameters. Thus, exact solutions using GKM are successfully constructed and also power series solution has been derived. Plots are given for the exact solutions with suitable parameters.
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