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Abstract

Compressive sensing has shown significant promise in biomedical fields. It reconstructs a signal from sub-Nyquist random linear measurements. Classical methods only exploit the sparsity in one domain. A lot of biomedical signals have additional structures, such as multi-sparsity in different domains, piecewise smoothness, low rank, etc.

We propose a framework to exploit all the available structure information. A new convex programming problem is...
generated with multiple convex structure-inducing constraints and the linear measurement fitting constraint. With additional \textit{a priori} information for solving the underdetermined system, the signal recovery performance can be improved. In numerical experiments, we compare the proposed method with classical methods. Both simulated data and real-life biomedical data are used. Results show that the newly proposed method achieves better reconstruction accuracy performance in term of both L1 and L2 errors.
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I. Introduction

Current biomedical signals usually ask large amount of data to be sampled, transmitted, stored and processed. This results in large scale devices, time and power consumption \cite{1} \cite{2} \cite{3} \cite{4}. Most of the current compression techniques sample the analog signal at the Nyquist rate, and then compress the data with different kinds of encoders. This acquisition process leads to a huge amount of irrelevant samples which are discarded during the compression stage of the signals. Besides, the high sampling rate requires a highly power-consuming analog-to-digital converter (ADC) with a large number of bits.

Compressive sensing (CS) can offer a solution. Rather than first sampling at a high rate and then compressing, it prefers to directly "sense" (acquire) the data in a compressive form at a much lower sampling rate \cite{5}. CS has attracted considerable attention in signal processing. It employs linear projections that preserve the structure of the signal as much as possible; the signal is then reconstructed from these projections using nonlinear signal recovery methods. It provides a new promising framework for acquiring signals.

Signal recovery is one of the key aspects of CS. Convex optimization is a popular way, due to its high recovery accuracy, guarantee of successful recovery, and the high availability of efficient algorithms. In the early stage of CS research, sparsity has been exploited by formulating an L1-norm based optimization problem. Sparsity is assumed in one domain as the key constraint to recover the signal \cite{5}. Recently,
progress shows that other structure information can be exploited to recover signals [6], [7], such as piecewise smoothness [8], low-rank property [9], [10], orthogonality [7], permutation [7].

Much literature exists on CS applied to biomedical signal processing, such as magnetic resonance image (MRI), electromyography (EMG), electroencephalography (EEG), electrocardiography (ECG) [2], [3], [13], [14], [15], [16], [17]. However, most papers only exploit the sparsity in one signal domain, while many biomedical signals are sparse in more than one domain. Even more generally, some biomedical signals have structural features other than sparsity. For example, some EMG signals are sparse in both time and frequency domains [16], [17]; Multi-channel EMG signals are highly-correlated with each other [18], which can lead to a low-rank structure in the data matrix; MRI data have both a piecewise smooth structure and a low rank structure [2], [10].

In this paper, we give a framework for exploiting multiple structures of biomedical signals for the recovery of the signal from sub-Nyquist samples with CS. First, we generalize the sparse signal model by allowing different kinds of possible structures applicable to biomedical signals. Then we incorporate all the available information about the data structures of the signal, by adding multiple convex structure-inducing constraints to enforce the corresponding structures in all the corresponding domains. By jointly constraining the multiple structure-inducing norms minimization and the data fitting, a new convex programming problem is presented for multi-structural signal recovery, which can be efficiently solved. As more a priori information is used to solve the largely underdetermined system, the recovery performance is expected to be enhanced. Numerical experiments show the better performance of the proposed method compared to previous methods exploiting only one sparsity constraint, with both simulated and real-life biomedical data, such as block-sparse signals, ECG, EMG, MRI.

The major contributions of this paper can be summarized as below. First, sparsity was originally regarded as one of the two fundamental premises underlying CS. Classical methods only exploit the sparsity in one domain. Here we propose a novel signal recovery framework to exploit as many kinds of data structures as possible. In addition to the sparsity in one signal domain, other data structures are taken advantage
too, such as sparsity in other domains, piecewise smoothness, low rank, etc. In CS, a small number of measurements are used to recover large scale data, which results in a largely underdetermined linear system. Hence, the signal recovery performance should be improved, provided the added regularizations are in accordance with the criterion used to judge the efficacy of a model. Second, we give a brief summary of the biomedical data structures and their representations. In the newly proposed framework, we propose three convex optimization models in CS applied to biomedical signals: L1-TV optimization for ECG signals, L1-L1 optimization for EMG signals, and L1-nuclear optimization for MRI. Generally, the used structure-inducing constraints, such as L1 norm minimization, total variation minimization, nuclear norm minimization, are based on previous investigations. They should be in accordance with the criterion used to judge the efficacy of a model. Numerical experiments also show that the proposed methods outperform the classical ones. Third, as far as we know, it is the first time that the cosparse signal recovery methods are used to recover biomedical signals from sub-sampled random measurements in CS. Besides their convenience to represent signals in the multi-structural signal recovery formulation, they have some other advantages, such as super-resolution, no incoherence requirement for the measurement matrix. Fourth, it is the first time that TV optimization is used to recover ECG signals. We show that the performance outperforms that of the classical sparse signal recovery methods.

The rest of the paper is organized as follows. Section II presents the multi-structural signal model. In section III, different kinds of norm regularizations for signal structures are discussed. In section IV, the convex programming problem for multi-structural signal recovery is presented. Numerical results are demonstrated in section V. In section VI, we draw the conclusion.

II. Multi-Structural Signal Model

In a practical CS system, the analogue baseband signal $x(t)$ is sampled using an analogue-to-information converter (AIC) [21]. The AIC can be conceptually modeled as an ADC operating at Nyquist rate, followed by a sub-Nyquist linear operation. The random sub-Nyquist measurement vector $y \in \mathbb{R}^{M \times 1}$ is obtained directly from the continuous-time signal $x(t)$ by the AIC. For demonstration convenience, we formulate
the sampling in discrete form as:

\[ y = \Phi x \]  

(1)

where \( \Phi \in \mathbb{R}^{M \times N} \) is the measurement matrix (sensing matrix) with \( M \ll N \), and \( x \in \mathbb{R}^{N \times 1} \) is the sampled signal which can be regarded as the original signal obtained at Nyquist sampling rate.

Because in practice noise can not be avoided, the obtained sampling model with noise is:

\[ y = \Phi x + n \]  

(2)

where \( n \) is the additive white Gaussian noise (AWGN) with zero mean and variance \( \sigma^2 \).

To enable CS, the measurement matrix \( \Phi \) should satisfy some sufficient conditions, such as the restricted isometry property (RIP) [22], the coherence condition [23], the null space property (NSP) [24], the constrained minimal singular values (CMSV) condition [25], etc. Usually one of the three types of measurement matrices are used: Gaussian matrix, Bernoulli matrix, or partial Fourier matrix.

The signal recovery from sub-Nyquist measurements is obviously an ill-posed inverse problem. The incorporation of prior information with a convex regulator is a popular way to deal with it. Such prior information specifies some simple signal structures. For biomedical signals, there are several common structures, such as sparsity, piecewise smoothness, low-rank property of the data matrix.

Sparsity exists in many biomedical signals. It means that many of the representation coefficients are close to or equal to zero, when the signal is represented in a certain domain. Traditionally, a representation model decomposes the signal into a linear combination of a few columns chosen from a predefined dictionary (representation matrix). Recently, a new signal model, called cosparse analysis model, was proposed [26]. In this new representation, an analysis operator multiplying the measurements leads to a sparse outcome. Let the signal in discrete form be expressed as:

\[ \theta = \Psi x \]  

(3)
where $\Psi \in \mathbb{R}^{L \times N}$ is the analysis operator (representation matrix/dictionary); $\theta \in \mathbb{R}^{L \times 1}$ is the resulting sparse representative vector, i.e. most of the elements of $\theta$ are zero or almost zero. Here $L \geq N$.

Besides sparsity, the processed signal has a piecewise smooth structure, in many biomedical signal processing applications [8]. The signal can be divided into several parts, and the adjacent elements of inner parts of every subsection are approximately smooth, while the elements on the boundaries of adjacent subsections can be quite different. For example, in MRI, an image often consists of several zones with abrupt boundaries between the zones.

Low rank is also a typical simple structural property of a signal matrix [9] [10] [27], as originating from MRI, or multi-channel EMG. The rank of a matrix is its maximum number of linearly independent columns or rows. An $L \times R$ matrix $\Theta$ of rank $K$, is called low-rank when $K \ll \min(L, R)$. Its singular value decomposition (SVD) is given by:

$$
\Psi X = \Theta = U \Sigma V^H = \sum_{k=1}^{K} \delta_k u_k v_k^H
$$

where $\Psi$ is an $L \times N$ analysis operator, $X$ is the $N \times R$ signal matrix; $U = \begin{bmatrix} u_1 & u_2 & \cdots & u_L \end{bmatrix}$ is an $L \times L$ unitary matrix with $u_l$ being an $L \times 1$ column vector, the matrix $\Sigma$ is an $L \times R$ diagonal matrix with nonnegative real numbers $\delta_k$, $k = 1, 2, \ldots, K$ on the diagonal, and the $R \times R$ unitary matrix $V^H$ denotes the conjugate transpose of $V = \begin{bmatrix} v_1 & v_2 & \cdots & v_R \end{bmatrix}$ with $v_r$ being an $R \times 1$ column vector. Recovering it from limited information is also a problem that has received considerable attention.

Considering the fact that some biomedical signals have more than one structural property simultaneously, their multi-structural model can be formulated as

$$
\theta_1 = \Psi_1 x \\
\theta_2 = \Psi_2 x \\
\vdots \\
\theta_p = \Psi_p x
$$

where $P$ is the number of analysis linear transformation matrices $\Psi_p$, $p = 1, 2, \ldots, P$. The corresponding
expression in matrix form is:

\[ \Theta_1 = \Psi_1 X \]
\[ \Theta_2 = \Psi_2 X \]
\[ \vdots \]
\[ \Theta_P = \Psi_P X \]  

By means of different linear transformation matrices, the resulting vectors \( \theta_p, p = 1, 2, \ldots, P \) and matrices \( \Theta_p, p = 1, 2, \ldots, P \) have some simple and typical structural properties, such as sparsity, piecewise smoothness, low rank property, orthogonality.

III. The Structure-Inducing Constraints

After obtaining the random samples from AIC as in (1), the samples are processed in the digital signal processor (DSP) to recover the signal. Since \( M \ll N \), it is an ill-posed linear inverse problem. Since many biomedical signals have simple algebraic structures, such as the ones mentioned in section II, some corresponding structure-inducing constraints can help to successfully recover the signals in combination with the linear measurement fitting error constraint. The problem can be formulated as:

\[
\min_x f(x) \\
\text{s. t. } \|y - \Phi x\| \leq \varepsilon
\]  

where \( f(x) \) measures the degree of the structure of interest, and \( \varepsilon \) bounds the power of the AWGN in the measurements.

A. Sparsity-inducing constraint

A number of sparsity measures exist, such as L0 norm, L1 norm, normalized kurtosis, the Hoyer measure, Gini index, and so on [28]. Minimization/maximization of one of them can encourage sparse structure in the recovered signal. The most commonly used and studied ones are the minimization of the L0 norm and L1 norm of the estimated signal. The L0 norm is defined as \( \|x\|_0 = \#\{n : x_n \neq 0, n = 1, 2, \ldots, N\} \), which equals the number of nonzero elements of the vector \( x = [x_1 \ x_2 \ \cdots \ x_N]^T \).
Using the L0 norm minimization to impose a sparse constraint in signal recovery yields

\[ \min_x \| \Psi x \|_0 \]  
\[ \text{s. t. } y = \Phi x \]  

However, (8) is NP-hard unfortunately. One of the most popular ways to solve it is the basis pursuit (BP). It replaces the L0 norm with the L1 norm to yield a convex programming problem

\[ \min_x \| \Psi x \|_1 \]  
\[ \text{s. t. } y = \Phi x \]  

where \( \| \theta \|_1 = \sum_{n=1}^{N} |\theta_n| \) is the L1 norm of the vector \( \theta = [\theta_1 \theta_2 \ldots \theta_N]^T \). (9) can be solved efficiently by an interior-point method, subgradient algorithm [33], alternating direction method of multipliers (ADMM) [30], and so on. Because it is a convex programming problem, it can guarantee efficient computation and global optimality.

To suppress the noise in measurements as shown in (2), the linear measurement fitting error constraint can be relaxed as done in the basis pursuit denoising (BPDN). It can be formulated as:

\[ \min_x \| \Psi x \|_1 \]  
\[ \text{s. t. } \| y - \Phi x \|_2^2 \leq \varepsilon \]  

For block-sparse signals, L2/L1 optimization, which is a general case of the BPDN, is usually considered to recover the signal [34] [35]. It can be formulated as:

\[ \min_x \sum_{d=1}^{D} \| \Psi_d x \|_2 \]  
\[ \text{s. t. } \| y - \Phi x \|_2^2 \leq \varepsilon \]  

where \( \| x \|_2 = \sqrt{\sum_{n=1}^{N} |x_n|^2} \) is the L2 norm of the vector \( x = [x_1 \ x_2 \ldots x_N]^T ; \Psi_d, d = 1, 2, \ldots, D \) is the \( d \)-th block sub-dictionary, which gives birth to the \( d \)-th block in the sparse signal, i.e.

\( \theta_d = \Psi_d x \);  

\( \theta^T = \begin{bmatrix} \theta_1^T & \theta_2^T & \cdots & \theta_D^T \end{bmatrix} \)  

where \( \theta_d, d = 1, 2, \ldots, D \) is the \( d \)-th block of \( \theta \). When \( D = 1 \), L2/L1 optimization reduces to BPDN.
B. Piecewise-smoothness-inducing constraint

The piecewise smooth signal can have a sparse representation in the wavelet dictionary. However TV minimization is more popular to impose a piecewise smoothness constraint. Two TV formulations exist, i.e. TV1 and TV2 \[31\] \[32\]:

\[\|x\|_{TV1} = \|Dx\|_1 \quad (14)\]

\[\|x\|_{TV2} = \|Dx\|_2 \quad (15)\]

where \(D\) is one of \(D_i, i = 1, 2, \ldots, N\) as follows:

\[D_i = \begin{bmatrix} D_{i,F} \\ D_{i,B} \end{bmatrix} \quad (16)\]

\[D_{i,F} = \begin{bmatrix} -1 & 1 & 0 & \cdots & 0 & 0 & 0 \\ 0 & -1 & 1 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & -1 & 1 \\ 0 & 0 & 0 & \cdots & 0 & 0 & -1 \end{bmatrix} \quad (17)\]

\[D_{i,B} = \begin{bmatrix} 1 & -1 & 0 & \cdots & 0 & 0 & 0 \\ 0 & 1 & -1 & \cdots & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 1 & -1 \\ 0 & 0 & 0 & \cdots & 0 & 0 & 1 \end{bmatrix} \quad (18)\]

\(D_{i,F}\) and \(D_{i,B}\) are the \(i\)-th order forward and backward differential matrices; \(1\) is a \(1 \times i\) row vector with all elements being one; and \(-1\) is a \(1 \times i\) row vector with all elements being -1. Usually the lengths of the vectors \(1\) and \(-1\) are set to 1. When used in TV1 (14) and TV2 (15), actually \(D_{i,F}\) and \(D_{i,B}\) would result into a similar expression. Hence, usually we only need to use one of them.
Generally TV1 is used more frequently than TV2. TV1 can be regarded as one kind of sparse constraint with the dictionary $D$.

Incorporation of the total variation minimization (TVM) constraints into the optimization model (7) for signal recovery, yields

$$\min_x \|x\|_{TV}$$
$$\text{subject to } \|y - \Phi x\|_2^2 \leq \epsilon$$

Here we call (19) the TV optimization.

C. Low-rank-inducing constraint

To force a matrix to be of low rank, we can minimize the number of nonzero singular values. Inspired by the sparsity-inducing constraint, here we define:

$$\|X\|_{GS-p} = \begin{cases} \left( \sum_{i=1}^{\min(M,N)} \delta_i^p \right)^{1/p}, & p \in (0, +\infty) \\ \#\{\delta_i \neq 0, \ i = 1, 2, \ldots, \min(M,N)\}, & p = 0 \end{cases}$$

(20)

where $\delta_i, \ i = 1, 2, \ldots, \min(M,N)$ are the singular values of the matrix $X$. It is similar to the Schatten $p$-norm which is defined as:

$$\|X\|_{S-p} = \left( \sum_{k=1}^{K} \delta_k^p \right)^{1/p}, \ p \in [1, +\infty)$$

(21)

We call (20) the generalized Schatten $p$-norm, though it is not a real norm for $0 \leq p < 1$. $\|X\|_{GS-0}$ is the best for measuring a low rank structure, but it is NP-hard. To improve efficiency when using a low-rank constraint, $\|X\|_{GS-0}$ is relaxed to $\|X\|_{GS-1}$ which is the well-known nuclear norm $\|X\|_*$. [9] [10].

Combining the minimization of the nuclear norm with the data fitting error constraint, we write the problem as:

$$\min_X \|X\|_*$$
$$\text{subject to } Y = \Phi X$$

(22) is a convex programming problem, it can be solved efficiently. This nuclear norm based convex programming problem is often used for solving the matrix completion problem [10] [36].
Besides the constraints mentioned above, some other ones can be used, such as L2 norm minimization for Gaussian distribution structure, $L^\infty$ norm minimization for uniform distribution structure, spectral norm minimization for orthogonal matrix structure, and so on [37].

IV. MULTI-STRUCTURAL SIGNAL RECOVERY

To improve the recovery of compressively sampled biomedical signals, we can exploit the property that some biomedical signals have multiple structures simultaneously. For example, the ECG signal is piecewise smooth as can be seen in Fig. 5 and sparse in the wavelet domain [14] [15]; EMG is sparse in both time domain and frequency domain [16] [17]; MRI has a sparse representation and low-rank property [8] [10], multi-channel EMG signals are sparse in some dictionaries and of low-rank [18] [27]. If properly used, the additional a priori information can be helpful to improve the signal recovery performance.

Here we propose a new optimization model for multi-structural signal recovery as:

$$\min_x \sum_{p=1}^{P} \lambda_p f_p(x)$$

s. t. $$\|y - \Phi x\|_2^2 \leq \varepsilon$$

where $P$ is the number of analysis operators which generate structural outcomes; $\lambda_p$, $p = 1, 2, \ldots, P$, is the parameter balancing the different structure-inducing constraints, which can be tuned using cross validation [38]. $\|x\|_0$ is the L2 norm if $x$ is a vector; and the Frobenius norm if $x$ is a matrix. It is obvious that $\lambda_1$ can be set to be 1. Here we call (23) multi-structure optimization. It is a scalarized formulation of multi-criterion optimization [33]. Because all the used constraints $f_p(x), p = 1, 2, \ldots, P$ are convex, efficient solutions exist, such as subgradient methods [29], decomposition methods [33], ADMM [30], and so on. Compared to the traditional ways which only use one kind of structural information, we give some examples when more a priori information is used, and we expect to achieve better reconstruction performance.

We should note that the obtained optimal value is Pareto optimal. Since the multi-structural signal recovery is a multi-criterion optimization problem, we know that the optimal values could not be the same for all criteria. In practice, the choice of the $\lambda_p$ may be dependent. Similarly to the choice of the
parameter $\varepsilon$ in BPDN (10), the optimal choice is dependent on the true solution $x$, and is therefore difficult to obtain. For this reason, various sub-optimal approaches exist for the selection. One way can be to select a fixed one based on experience. The other way is learning. In numerical experiments, the training data can be generated. Cross validation is a simple and widely used learning way. Instead of using the entire data set when training a learner, some of the data is removed prior to training. After training, the removed data can be used to test the performance of the learned model on "new" data [38].

A. $L1$-$TV$ optimization

For piecewise smooth and sparse signals, we combine the L1 norm minimization constraint and TVM constraint in the multi-structure optimization problem (23). We set $P = 2$, $f_1 (x) = \|x\|_{TV}$ and $f_2 (x) = \|\Psi x\|_1$. The multi-structure optimization problem (23) reduces to:

$$\min_x (\|x\|_{TV} + \lambda_2 \|\Psi x\|_1)$$

s. t. $\|y - \Phi x\|_2^2 \leq \varepsilon$ (24)

We call (24) the $L1$-$TV$ optimization. Here we generalize the TV constraint by taking a linear combination of TV1 and TV2 constraints as $\|x\|_{TV1} + \lambda \|x\|_{TV2}$, where $\lambda$ is a scalar balancing the two constraints.

In the special case of block-sparse signals, another form of multi-structure signal recovery can be formulated by replacing the L1 norm with $L2/L1$ mixed norm. The obtained optimization is:

$$\min_x \left(\|x\|_{TV} + \lambda_2 \sum_{d=1}^{D} \|\Psi_d x\|_2\right)$$

s. t. $\|y - \Phi x\|_2^2 \leq \varepsilon$ (25)

We call (25) the $L2/L1$-$TV$ optimization.

B. $L1$-$L1$ optimization

The multi-structure optimization can also be applied to the signals that are nearly sparse in multiple domains. For example, to reconstruct the EMG signals which are sparse in both time and frequency domains, we set $P = 2$, $f_1 (x) = \|x\|_1$ and $f_2 (x) = \|F x\|_1$. $F$ is the discrete Fourier transformation (DFT) matrix. Generally a signal can not be sparse in both time and frequency domains. But the sparsity here
does not strictly refer to the number of nonzero elements but to the number of significantly small elements.

The multi-structure optimization for EMG signal recovery can be reformulated as

$$\min_{x} (\|x\|_1 + \lambda_2 \|Fx\|_1)$$

s. t.  $$\|y - \Phi x\|_2^2 \leq \epsilon$$

(26) is called L1-L1 optimization.

C. L1-nuclear optimization

Many biomedical images are sparse in some domains and of low rank simultaneously, such as different kinds of MRI. It also applies to many multi-channel biomedical signals with highly correlated channels, such as multi-channel EMG, etc. To recover this kind of signal, we set $P = 2$, $f_1 (X) = \|\text{vec}(\Psi X)\|_1$ and $f_2 (X) = \|X\|_*$, and we can get:

$$\min_{X} (\|\text{vec}(\Psi X)\|_1 + \lambda_2 \|X\|_*)$$

s. t.  $$\|Y - \Phi X\|_F^2 \leq \epsilon$$

(27) is called L1-nuclear optimization.

The general formulation for convex optimization can be written as

$$\min_{x} f_0(x),$$

s. t.  $$f_i(x) \leq b_i, i = 1, \cdots, M$$

where the variable $x$ is of length $N$. The computational time is roughly proportional to $\max\{N^3, N^2 M, G\}$, where $G$ is the cost for evaluating the functions $f_i$ and their first and second derivatives [33]. Additional regularizers ask for more computations, which makes $G$ larger. But compared with the single structure-inducing constraint based optimization problem, the additional computational complexity should not be significant. Considering the accuracy performance improvement, it should be worthwhile. For example, if we used the subgradient methods to solve the convex optimization problem, one subgradient of an
L1 norm $\|Ax\|_1$ is $A^T\text{sgn}(Ax)$, where $A \in \mathbb{R}^{M \times N}$ and $x \in \mathbb{R}^{N \times 1}$. The additional computation time should be approximately proportional to $4MN$ for each iteration step. Compared with $M$ and $N$, the number of iteration steps to convergence should be smaller, because in the length of the signal $N$ should be considerably large where CS is used. Therefore, compared with $\max\{N^3, N^2 M, G\}$, the additional computation time is not very large and can be acceptable.

V. Numerical Experiments

To quantify the performance of signal recovery, the estimation errors are calculated via the following formulas:

$$e = \frac{1}{C} \sum_{c=1}^{C} \|x_c - \hat{x}_c\|_b$$

(29)

for vectors $x_c$ and $\hat{x}_c$; and

$$e = \frac{1}{C} \sum_{c=1}^{C} \|\text{vec}(X_c - \hat{X}_c)\|_b$$

(30)

for matrices $X_c$ and $\hat{X}_c$, where $x_c$ and $X_c$ are the original signals in the $c$-th simulation; $\hat{x}_c$ and $\hat{X}_c$ are the estimated signals in the $c$-th simulation; $C$ is the number of simulations. $b \in \{1, 2\}$ indicates the criteria. When $b = 1$, it represents the mean L1 error; and when $b = 2$, it represents the mean L2 error.

To demonstrate the performance improvement of the proposed multi-structural optimization for biomedical signals, we perform four groups of numerical experiments. The first group uses L1-TV optimization and L2/L1-TV1 optimization to recover some simulated signals; the second group uses L1-TV1-TV2 optimization to reconstruct the ECG signals; the third group uses L1-L1 optimization to recover the EMG signals; in the third group, MRIs are reconstructed by L1-nuclear optimization. In each group of experiments, some related methods are used for comparison, such as least squares (LS) methods, BPDN, nuclear norm based matrix recovery.

In numerical experiments, the K-fold cross validation is used to learn the parameters $\lambda_p$, $p = 1, 2, \ldots, P$ [38]. The training data can be generated, because the original data are available, and the compressed
measurements can be obtained by the product of the measurement matrix and the original data as \( \mathbf{y} = \mathbf{A} \mathbf{x} \). We can generate \( T \) groups of data. \( T \) iterations of training and validation are performed. In each iteration, we only use \( T-1 \) groups of data (training subset) for training, and use the remaining group of data for validation. In the training of each iteration, we choose the optimal \( \lambda_{p,t} \), \( p = 1, 2, \ldots, P \), \( t = 1, 2, \ldots, T-1 \) to achieve the smallest residual \( r_t = \| \hat{\mathbf{x}}_t - \mathbf{x}_t \|_2 \) by exhaustive searching method. Then we get the average \( \bar{\lambda}_p = \frac{1}{T-1} \sum_{t=1}^{T-1} \lambda_{p,t} \), and \( r_{\text{training}} = \frac{1}{T-1} \sum_{t=1}^{T-1} r_t \). With the learned \( \bar{\lambda}_p \), \( p = 1, 2, \ldots, P \), we can use the remaining group of data to test whether the testing residual approximately equals the average training residual. i.e. \( |r_{\text{testing}} - r_{\text{training}}| \leq \delta |r_{\text{training}}| \), where \( \delta \geq 0 \) is a small scalar. The 10-fold cross validation (\( T = 10 \)) is the most common, and is used here.

EEG signals are another typical class of biomedical signals. However, to our knowledge, they don’t have any data structure except sparsity. In fact, even the sparsity of EEG is controversial. [19] claims that EEG is non-sparse in the time domain and also non-sparse in transformed domains (such as the wavelet domain). This was also verified in our experiments based on our EEG data. Therefore, currently we can not use the proposed method to recover an EEG signal from its compressive measurements.

A. Simulated signals

In the first group of numerical experiments, we simulated a series of signals which are sparse and piecewise smooth simultaneously. The length of the signal is \( N = 500 \). The number of measurements ranges from \( M = 10 \) to \( M = 100 \). The measurement matrix consists of the entries sampled from an i.i.d. Gaussian distribution. The signal-to-noise ratio (SNR) of the signal is 5. Every signal is normalized by its L2 norm. Fig. 1 gives several examples of the signals. As shown, there is a nonzero block, randomly positioned in the signal. The width of the block is 50. Inside the block, the elements can be constant, linearly increasing, or sinusoidal. The number of Monte Carlo simulations is set to be 1000, i.e. \( C = 1000 \). Five methods are employed to recover the signals. They are BP, L2/L1 optimization, TV optimization, L1-TV optimization and L2/L1-TV optimization. The TV herein refers to TV1.

Fig. 2 gives the mean L1 and L2 errors for simulated constant block signals in 1000 Monte Carlo
simulations; Fig. 3 gives the mean L1 and L2 errors for simulated triangle block signals in 1000 Monte Carlo simulations; and Fig. 4 gives the mean L1 and L2 errors for simulated sine block signals in 1000 Monte Carlo simulations. It is obvious that the two multi-structural optimization methods, L1-TV optimization and L2/L1-TV optimization, outperform the others. The two multi-structural optimization methods almost achieve the same mean L2 error performance. The L1-TV optimization is better with mean L1 error performance.

B. ECG signals

The used ECG data is obtained from the Physiobank database [39] [40]. 9600 measurements are uniformly obtained in one hour and used as the original signal. Previously used signal recovery methods are mainly based on sparse signal recovery methods, such as BP, and orthogonal matching pursuit (OMP) [14]. Here we propose to exploit ECG signal’s piecewise smoothness property by using the TV optimization. We use the L1-TV optimization to make use of both piecewise smoothness and sparsity in the wavelet domain. The L1-TV optimization for ECG signals is compared with other single structure constraint methods, such as BP, TV optimization. The utilized dictionary is given by the orthogonal Daubechies wavelets (db 10) which is reported to be the most popular wavelet family for ECG compression [14]. Here we divide the obtained ECG signal into sections. The length of every section is \( N = 512 \). Fig. 5 shows one section of the ECG signals. The number of measurements used ranges from \( M = 20 \) to \( M = 300 \). The elements of the measurement matrix are i.i.d. sampled from a Gaussian distribution. Every section of the signal is normalized by its L2 norm.

Fig. 6 gives the mean L1 and L2 errors and Fig. 7 gives the standard deviation of L1 and L2 errors with the number of measurements ranging from \( M = 20 \) to \( M = 300 \) in \( C = 280 \) simulations; We can see that the performance of BP is far worse than the others. Comparing the other three methods, the L1-TV1-TV2 optimization achieves the smallest mean L1 and L2 errors from \( M = 20 \) to \( M = 300 \). It gives the best performance indeed, though the improvement is not significant. The L1-TV1-TV2 optimization and the TV1 optimization have nearly the same standard deviation performance when the number of measurements
is larger than 100, i.e. when the mean errors are considerably acceptable.

C. EMG signals

The EMG signals are obtained from the Physiobank database [39] too. Data were collected with a Medelec Synergy N2 EMG Monitoring System (Oxford Instruments Medical, Old Woking, United Kingdom). A 25mm concentric needle electrode was placed into the tibialis anterior muscle of each subject. The patient was then asked to dorsiflex the foot gently against resistance. The needle electrode was repositioned until motor unit potentials with a rapid rise time were identified. Data were then collected for several seconds, after which the patient was asked to relax and the needle removed. Fig. 8 shows three examples of EMG data from: a) a 44 year old man without history of neuromuscular disease; b) a 62 year old man with chronic low back pain and neuropathy due to a right L5 radiculopathy; and c) a 57 year old man with myopathy due to longstanding history of polymyositis, treated effectively with steroids and low-dose methotrexate. The data were recorded at 50 KHz and then downsampled to 4 KHz. During the recording process two analog filters were used: a 20 Hz high-pass filter and a 5K Hz low-pass filter.

In [16], the static thresholding algorithm is used to reconstruct the EMG signals. But those thresholding methods are proved to be worse than convex relaxation. The measurement matrix \( \Phi \) is formed by sampling the i.i.d. entries from a white Gaussian distribution. Here four signal recovery methods, namely the Least Squares (LS) methods with \( \min_x \|x\|_2, \) s. t. \( \|y - \Phi x\| \leq \varepsilon \), BPDN with dictionary the identity matrix (T-L1 optimization), BPDN with dictionary the DFT matrix (F-L1 optimization), and the newly proposed L1-L1 optimization with both the identity matrix and DFT matrix as the dictionaries, are used to reconstruct the EMG signals. Both T-L1 optimization and F-L1 optimization are in the form of BPDN. \( \lambda_2 \) is chosen to be 0.05; \( \varepsilon \) is chosen to be 5% of the measurement power, i. e. \( \varepsilon = 0.05 \|y\|_2 \). Because the amount of available data is limited, the number of simulations \( C \) is chosen to be 40 here. Every section of the signal is normalized by its L2 norm.

Fig. 8, Fig. 9 and Fig. 10 show three sections of EMG signals of a healthy person (EMG – healthy), a patient with myopathy (EMG – myopathy) and a patient with neuropathy (EMG – neuropathy), respectively.
We can see that all three signals are sparse in the time domain. In the frequency domain, \( EMG - healthy \) and \( EMG - myopathy \) signals are sparse but the \( EMG - neuropathy \) signal is not.

Fig. 11, Fig. 12 and Fig. 13 show the recovery performance of the three different EMG signals. Here the length of the original EMG signal sections is equal to \( N = 512 \). All estimation errors decrease with increasing sub-sampling ratio \( M/N \). When the sub-sampling ratio reaches 1, the perfect reconstruction with \( e = 0 \) is still not achieved. This is due to the relaxation of the constraint from \( y = \Phi x \) to \( \|y - \Phi x\|_2 \leq \varepsilon \). It may be the price for robustness. Besides, because all the EMG data are noisy, and the noiseless signal is not available in (29) (30), the performance may be better than demonstrated.

Fig. 14, Fig. 15 and Fig. 16 show the standard deviations of EMG signal reconstruction. We can see that the proposed method has a better standard deviation performance than those of the other sparse signal recovery methods in Fig. 14, Fig. 15. In Fig. 16 we can see that the values of the standard deviation of the L1-L1 optimization are smaller than those of the other sparse signal recovery methods except when the number of measurements is smaller than about 200. Despite the fact that the proposed standard deviations of the L1-L1 optimization are larger than those of the LS, the LS method can not be a good candidate for EMG signal recovery from compressive measurements, since the mean L1 and L2 errors of LS are much larger than that of the other three methods.

To illustrate the recovery performance more directly, Fig. 17 shows an example of the reconstruction of a section of \( EMG - myopathy \) signal with sub-sampling ratio equals to 0.50. We can see that the profile of the signal is well reconstructed.

In Fig. 11 T-L1 optimization performs better than F-L1 optimization; but in Fig. 12 F-L1 optimization is better than T-L1 optimization. However, L1-L1 optimization is superior in both Fig. 11 and Fig. 12. In Fig. 13 we can see that L1-L1 optimization is better than F-L1 optimization, but worse than T-L1 optimization. The reason is that the EMG signal here is not sparse in the frequency domain, which is evident from Fig. 10.

In summary, if the EMG signal is approximately sparse in both time and frequency domains, L1-L1
optimization is the best candidate for compressive EMG signal recovery. Moreover, if the signal is likely
to be sparse in multiple domains with a certain degree of uncertainty, the L1-L1 optimization is also a
robust choice, because it can at least avoid the worst performance.

D. MRI

In the experiments, we selected \( C = 8 \) MRIs with 81-by-81 pixels, as shown in Fig. 18. The measurement
matrix \( \Phi \) is formed by sampling the i.i.d. entries from a white Gaussian distribution. Because the TV1
is able to recover magnetic resonance images, and the images have low rank structure, BP (9), nuclear
norm based recovery (22), and L1-nuclear optimization (27) are used to reconstruct the images. Here the
dictionary for sparse representation is \( D \) with \( i=1 \) in (16). In L1-nuclear optimization, \( \lambda_2 \) is chosen to be
3.

Fig. 19 and Fig. 20 show the L1 and L2 errors with different number of sub-sampled measurements
when the images in Fig. 18 are reconstructed. Every image is normalized by its maximum element. In
Fig. 19 and Fig. 20, we can see that both the L1 and L2 errors of nuclear norm based recovery are much
larger than the ones of BP, which agrees with the fact that nuclear norm minimization constraint is not
used for CS, but for matrix completion [10]. In these figures, obviously we can see that the proposed
L1-nuclear optimization is better than BP. Although the nuclear norm based recovery has bad accuracy
to recover the signal, the nuclear norm minimization for encouraging low rank structure in the estimated
matrix can improve the performance of BP which only exploits the sparse structure.

In fact, L1-nuclear optimization has already been used to dynamic MRI. Its performance was shown
in [41].

VI. Conclusion

In this paper, we give a novel framework for multi-structure signal recovery for CS. The newly proposed
methods impose different data structures which are common in biomedical signals. Since more a priori
information is exploited, the signal recovery performance is enhanced. Numerical experiments confirm the performance improvement.
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Fig. 1. Three types of block sparse signals with different inner block structures.
Fig. 2. The mean L1 and L2 errors versus the number of measurements with different kinds of recovery methods when the block is a rectangle as in Fig. 1a.

Fig. 3. The mean L1 and L2 errors versus the number of measurements with different kinds of recovery methods when the block is a triangle as in Fig. 1b.

Fig. 4. The mean L1 and L2 errors versus the number of measurements with different kinds of recovery methods when the block is a period of sine waveform as in Fig. 1c.
Fig. 5. One section of the used ECG signal.

Fig. 6. The mean L1 and L2 errors versus the number of measurements with different kinds of methods for ECG signal recovery.

Fig. 7. The standard deviation of the L1 and L2 errors versus the number of measurements with different kinds of methods for ECG signal recovery.
Fig. 8. An example of EMG data from a healthy person: $EMG - healthy$.

Fig. 9. An example of EMG data from a patient with myopathy: $EMG - myopathy$.

Fig. 10. An example of EMG data from a patient with neuropathy: $EMG - neuropathy$. 
Fig. 11. The mean L1 and L2 errors versus the number of measurements with the data EMG – healthy.

Fig. 12. The mean L1 and L2 errors versus the number of measurements with the data EMG – myopathy.

Fig. 13. The mean L1 and L2 errors versus the number of measurements with the data EMG – neuropathy.

Fig. 14. The standard deviation of L1 and L2 errors versus the number of measurements with the data EMG – healthy.
Fig. 15. The standard deviation of L1 and L2 errors versus the number of measurements with the data EMG – myopathy.

Fig. 16. The standard deviation of L1 and L2 errors versus the number of measurements with the data EMG – neuropathy.
Fig. 17. An example of the reconstruction of a section of EMG – myopathy signal with sub-sampling ratio equals to 0.50. The red ones are the original signals; and the blues ones are the estimated signals.

Fig. 18. The used medical images [2] [3] [8] [42] [41].

Fig. 19. The L1 errors versus the number of measurement when the images in Fig. 18 are reconstructed.
Fig. 20. The L2 errors versus the number of measurements when the images in Fig. 18 are reconstructed.