Improved Diagnosis of Tibiofemoral Cartilage Defects on MRI Images Using Deep Learning
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Abstract:

**Background:** MRI is the modality of choice for cartilage imaging, however, its diagnostic performance is variable and significantly lower than the gold standard diagnostic knee arthroscopy. In recent years, deep learning has been used to automatically interpret medical images to improve diagnostic accuracy and speed.

**Purpose:** The primary purpose of this study was to evaluate whether deep learning applied to the interpretation of knee MRI images can be utilized to accurately identify cartilage defects. The secondary purpose of this study was to compare deep learning's performance in identifying cartilage defects on standard MRI sequences to those of an orthopaedic trainee and those of an experienced orthopaedic surgeon.

**Methods:** We analyzed data from patients who underwent knee MRI evaluation and consequently had arthroscopic knee surgery (207 with cartilage defect, 90 without cartilage defect). Patients' arthroscopic findings were compared to preoperative MRI images to verify the presence or absence of isolated tibiofemoral cartilage defects. For each patient, the most representative MRI image slice of the patient’s condition was selected (defect or no-defect) from the coronal view and from the sagittal view based on the arthroscopic findings. We developed three convolutional neural networks (CNNs) to analyze the images: CNN-1 trained on the images of the sagittal and coronal views; CNN-2 trained on the images of the sagittal view; CNN-3 trained on the images of the coronal view. We implemented image-specific saliency maps to visualize the CNNs decision-making process. To compare the CNNs' performance against human interpretation, the same test dataset images were provided to an experienced orthopaedic surgeon and an orthopaedic trainee.
**Results:** Saliency maps demonstrated that the CNNs learned to focus on the clinically relevant areas of the tibiofemoral articular cartilage on MRI images during the decision-making processes. The CNN-1 achieved higher performance than the orthopaedic surgeon, with two more accurate diagnoses made by the CNN-1. The orthopaedic surgeon outperformed the CNN-2 and CNN-3. The orthopaedic trainee had the worst overall performance.

**Conclusion:** CNN can be used to enhance the diagnostic performance of MRI in identifying isolated tibiofemoral cartilage defects and may replace diagnostic knee arthroscopy in certain cases in the future.

**What is known about this subject:**

Although the utilization of MRI is considered the standard of care in identifying cartilage defects, the accuracy of MRI in detecting these lesions varies and therefore, improvement of its reliability with respect to chondral lesions is needed. Deep learning is a subset of machine learning that is mainly concerned with image analysis and extracting knowledge from complex imaging data sets such as medical images. Radiologists and orthopaedic surgeons have previously applied deep learning strategies to provide automatic interpretations of medical images to improve their diagnostic accuracy and speed.

**What this study adds to existing knowledge:**

In this study, we demonstrate that a trained convolutional neural network can be utilized in clinical settings to improve the speed and diagnostic accuracy of MRI interpretation to identify cartilage defects compared to manual review by an expert. Furthermore, these experiments show that with the provision of additional data sources during training, CNNs can integrate these additional data points to arrive at more accurate outputs.
Introduction

Articular cartilage injuries are common and have the potential to progress to osteoarthritis if left untreated. In the clinical work-up of a suspected symptomatic chondral defect, magnetic resonance imaging (MRI) is the modality of choice to better assess such pathology. This non-invasive approach allows articular cartilage to be better observed since its high soft-tissue contrast displays a different signal intensity for articular cartilage compared to the nearby menisci and bone. Although the utilization of MRI is considered the standard of care, the accuracy of MRI in detecting these lesions varies depending on several factors including the MRI technique, protocol, and magnet strength as well as the size of the lesion. Furthermore, articular cartilage can be a challenging tissue to image due to its very thin and layered microarchitecture overlying a complex 3D osseous base. There is a wide reported range of diagnostic performance of 2D FSE MR for assessing knee cartilage, with overall sensitivity ranging from 26%–96%, specificity of 50%–100%, and accuracy of 49%–94%. Previous studies have demonstrated that deeper lesions, such as Grade III and IV, are identified more often while smaller/shallower or earlier stage lesions are not as accurately detected. Detecting early cartilage degeneration is crucial to the treatment and prevention of further symptomatic pain, as well as in reducing risk for and delaying progression of OA. Following MRI, the next diagnostic step often entails diagnostic knee arthroscopy before determination of a definitive intervention. While arthroscopy is the gold standard in diagnosing chondral lesions, its expense and invasive nature drives the quest for more accurate pre-operative screening systems that may one day obviate the role of diagnostic arthroscopy prior to definitive surgery. Currently, standard MRI may allow for this but improvement of its reliability with respect to chondral lesions is needed.
In recent years, machine learning has gained rapid popularity in medical applications, revolutionizing the way high-volume medical data is processed and interpreted. In general, machine learning refers to a series of mathematical algorithms that enable the machine to "learn" the relationship between input and output data without being explicitly told how to do so. Deep learning is a subset of machine learning that is mainly concerned with image analysis and extracting knowledge from complex imaging data sets such as medical images. Radiologists and orthopaedic surgeons have previously applied deep learning strategies to provide automatic interpretations of medical images to improve their diagnostic accuracy and speed. In addition, deep learning may be used to transfer the expertise of tertiary centers' to smaller community institutions and more remote areas where access to such experts is scarce.

Consequently, this study's primary aim was to evaluate whether deep learning applied to the interpretation of MRI images and founded upon a "ground truth" of arthroscopically-verified diagnoses can be utilized to identify cartilage defects accurately. The secondary aim was to compare deep learning's performance in identifying cartilage defects to those of an experienced orthopaedic surgeon and a less experienced orthopaedic resident.

**Methods**

*Data collection*

After institutional review board approval, informed consent was obtained from all patients when they were entered into our study database. In this retrospective study, we analyzed data from patients who underwent knee MRI evaluation and consequently had arthroscopic knee surgery between September 2011 and December 2019. Proton density-weighted fast spin-echo MRI scans (1.5-T; Siemens) were used. Patients' preoperative MRI images were compared to
arthroscopic findings by two orthopaedic surgeons to verify whether an isolated cartilage defect was present in the tibiofemoral joint or not. In particular, as a first step arthroscopy images and surgical notes were assessed by two independent orthopedic surgeons and the presence or absence of isolated tibiofemoral cartilage defects was identified. After the defect status was confirmed arthroscopically, one image from the coronal view and one image from the sagittal view that were the most representative imaging slices of the patient's condition (defect or no-defect) were selected from the entire preoperative MRI series for each patients by the two orthopedic surgeons independently. Disagreement on the most representative image was resolved by discussion among the two examiner. The senior investigator was consulted in situations where disagreement persisted.

Two-hundred and ninety-seven knees were evaluated in this study, 207 with cartilage defect and 90 without cartilage defect in the tibiofemoral joint. Patients with cartilage defects were significantly older (37.6 ± 11.2) than patients with no defect (33.8 ± 11.8) (p<0.05). In addition, more females had cartilage defects (120 females had a defect [58% of all defects] vs. 36 females with no cartilage defect [40% of all no-defects], p<0.05). Baseline demographic information is displayed in Table 1. The mean time between MRI and surgery was 3.1 ± 3.4 months.
Table 1. Patient Demographics

|                                | Total  | Defect | No-defect | (95% CI) | P-value |
|--------------------------------|--------|--------|-----------|----------|---------|
| Number of patients (%)        | 297    | 207    | 90        |          |         |
| Age, y, mean SD               | 36.4 ± 11.5| 37.6 ± 11.2| 33.8 ± 11.8| (0.9 – 6.6) | 0.01    |
| BMI (kg/m²), mean SD          | 28.1 ± 5.4  | 28.2 ± 5.5  | 28.1 ± 5.2  | (-1.3 - 1.4) | 0.93    |
| Female, n (%)                 | 156 (52.5) | 120 (58.0) | 36 (40.0)  | <0.01    |         |
| Right knee, n (%)             | 142 (47.8) | 98 (47.3)  | 44 (48.9)  | 0.89     |         |

SD, standard deviation; y, year; n, number; CI, confidence interval.

Data analysis

Images were randomly assigned to "training", "validation", and final "test" subsets with an 80:10:10 split ratio. SPSS (version 21.0; IBM Corp) was used to analyze our patient population's baseline demographics. Continuous variables are reported as mean ± standard deviation, whereas categorical variables are reported as numbers and percentages. The normal distribution of the data was confirmed using the Shapiro-Wilk test. Continuous data were compared with the independent sample t-test. Categorical data were compared with the Chi-square test. We used the training subset to train three convolutional neural networks (CNNs). The first network (CNN-1) was simultaneously trained on the images of the sagittal and coronal views. The second network (CNN-2) was only trained on the images of the sagittal view, and the third network (CNN-3) was only trained on the images of the coronal view (Figure 1).
Figure 1 Three implemented convolutional neural networks (CNNs): 1) CNN-1 simultaneously trained on the images of the sagittal and coronal views, 2) CNN-2 trained only on the images of the sagittal view, and 3) CNN-3 trained only on the images of the coronal view.

We optimized hyper-parameters iteratively on the validation dataset using a grid search strategy. We utilized the transfer learning method by modifying a CNN that was initially developed for non-medical image classification and used it for this application\textsuperscript{3}. We used Xception CNN architecture\textsuperscript{7} pre-trained on ImageNet\textsuperscript{5} database for each view to train CNN-2 and CNN-3. Then we used a support vector machine (SVM) to combine two views to train CNN-1. We implemented image-specific saliency maps to visualize the CNNs’ decision-making process. We used the test dataset (29 patients), which had been kept separate from all previous training and validation processes, to evaluate the CNNs’ ultimate performance. These CNNs were implemented using Tensorflow (Keras backend) on a workstation comprised of an Intel(R) Xeon(R) Gold 6128 processor, 64GB of DDR4 RAM, and an NVIDIA Quadro P5000 graphic card.

To compare the CNNs’ performance against human interpretation, the same test dataset images were also provided to two independent clinicians including an experienced orthopaedic
surgeon and a less experienced orthopaedic resident. It is worth mentioning that the orthopaedic surgeon had extensive expertise in the diagnosis and treatment of cartilage defects. The orthopaedic surgeon and the orthopaedic resident had access to both the sagittal and coronal view images, while they were blinded to the arthroscopic findings. In all test analyses, the orthopaedic surgeon and the orthopaedic resident, as well as all the CNNs were asked to identify whether a cartilage defect was present or absent in a binary fashion.

Results

Saliency maps demonstrated that CNNs applied focused consideration along the clinically relevant articular cartilage margins of the tibiofemoral joint on MRI images during the decision-making processes. (Figure 2)

Figure 2 The saliency maps of a representative patient's MRI, coronal, and sagittal views. Colored regions in the saliency maps, where red denotes higher relative influence than blue, indicate the most influential regions on the CNN's performance.
Figure 3 shows the receiver operating characteristic (ROC) curves for all CNNs classifying the MRI images into "defect" and "no defect" categories. The diagnostic performances of the orthopaedic surgeon and the orthopaedic resident are also overlaid in Figure 3. While all CNNs achieved the same area under the curve value, at the reported threshold, CNN-1 outperformed CNN-2 and CNN-3.

Table 2 shows the binary diagnoses (cartilage defect vs. no-defect) of all the CNNs and the orthopaedic surgeon and the orthopaedic resident for the 29 patients in the test dataset.
Table 2 Diagnosis results of the orthopaedic surgeon, the orthopaedic resident, and all the CNNs for patients in the test dataset

| Patient # | Ground Truth | Orthopaedic Surgeon | Orthopaedic Resident | CNN-1 | CNN-2 | CNN-3 |
|-----------|--------------|---------------------|----------------------|-------|-------|-------|
| 1         | defect       | defect              | defect               | defect| defect| no-defect |
| 2         | defect       | defect              | no-defect            | defect| no-defect| defect |
| 3         | defect       | defect              | no-defect            | defect| no-defect| defect |
| 4         | defect       | defect              | no-defect            | defect| no-defect| defect |
| 5         | defect       | defect              | no-defect            | defect| no-defect| defect |
| 6         | defect       | defect              | defect               | defect| defect| defect |
| 7         | defect       | defect              | defect               | defect| defect| defect |
| 8         | defect       | defect              | no-defect            | defect| defect| defect |
| 9         | defect       | defect              | no-defect            | defect| defect| defect |
| 10        | defect       | defect              | no-defect            | defect| defect| defect |
| 11        | defect       | defect              | defect               | no-defect| defect| defect |
| 12        | defect       | defect              | defect               | defect| defect| defect |
| 13        | defect       | no-defect           | no-defect            | defect| defect| defect |
| 14        | defect       | defect              | no-defect            | defect| defect| defect |
| 15        | defect       | defect              | no-defect            | defect| defect| defect |
| 16        | defect       | defect              | no-defect            | defect| defect| defect |
| 17        | defect       | defect              | no-defect            | defect| defect| defect |
| 18        | defect       | defect              | no-defect            | defect| defect| defect |
| 19        | defect       | defect              | defect               | defect| defect| defect |
| 20        | defect       | defect              | no-defect            | defect| defect| defect |
| 21        | no-defect    | defect              | no-defect            | no-defect| no-defect| no-defect |
| 22        | no-defect    | no-defect           | defect               | no-defect| no-defect| no-defect |
| 23        | no-defect    | defect              | no-defect            | defect| no-defect| no-defect |
| 24        | no-defect    | no-defect           | defect               | no-defect| no-defect| no-defect |
| 25        | no-defect    | no-defect           | no-defect            | no-defect| no-defect| no-defect |
| 26        | no-defect    | defect              | no-defect            | no-defect| no-defect| no-defect |
| 27        | no-defect    | no-defect           | no-defect            | defect| no-defect| no-defect |
| 28        | no-defect    | no-defect           | no-defect            | no-defect| no-defect| no-defect |
| 29        | no-defect    | no-defect           | no-defect            | no-defect| no-defect| no-defect |

CNN-1 slightly outperformed the orthopaedic surgeon and made two more accurate diagnoses overall, with one more accurate diagnosis of defect and one more accurate diagnosis of no-defect made by the CNN-1. All CNNs significantly outperformed the orthopaedic resident. Interestingly, both the orthopaedic surgeon (sensitivity 82.61%, specificity 83.33%, positive predictive value [PPV] 95%, negative predictive value [NPV] 55.56%) and the CNN-1 (sensitivity 86.96, specificity 100%, PPV 100%, NPV 66.67%), were less accurate in
determining a negative diagnosis of no-defect compared to determining a positive diagnosis of present cartilage defect (Table 3).

**Table 3**: Diagnostic performance of the orthopaedic surgeon, the orthopaedic resident, and all the CNNs for patients in the test dataset

|               | Orthopaedic Surgeon | Orthopaedic Resident | CNN-1 | CNN-2 | CNN-3 |
|---------------|---------------------|----------------------|-------|-------|-------|
| **Accuracy**  | 82.76%              | 34.48%               | 89.66%| 79.31%| 82.76%|
| **Sensitivity** | 82.61%            | 53.85%               | 86.96%| 85.00%| 85.71%|
| **Specificity** | 83.33%             | 18.75%               | 100.00%| 66.67%| 75.00%|
| **PPV**       | 95.00%              | 35.00%               | 100.00%| 85.00%| 90.00%|
| **NPV**       | 55.56%              | 33.33%               | 66.67%| 66.67%| 66.67%|

* positive predictive value (PPV), **negative predictive value (NPV)*

**Discussion**

In this study, we developed three CNNs to provide a binary automated diagnosis for the presence or absence of isolated tibiofemoral cartilage defects utilizing MRI images. We also visualized the decision-making process of these CNNs using saliency maps to highlight the influential regions of MRI images on the CNNs outcome. These saliency maps demonstrated that these CNNs appropriately focused on clinically relevant articular cartilage margins to make a diagnosis (Figure 2). Importantly, these CNNs were not provided any direct instructions on where in the entire MRI image to search for the defect. We showed that the diagnostic accuracy of these CNNs was comparable to that of an experienced orthopaedic surgeon (Table 2). The CNN-1 achieved the best overall performance with an accuracy of 89.66%, sensitivity of 89.96%, specificity of 100%, PPV of 100%, and NPV of 66.67%; ultimately arriving at 2 (out of 29) additional accurate diagnoses over the orthopaedic surgeon (Figure 3). These findings demonstrate that a trained CNN can be utilized in clinical settings to improve the speed and diagnostic accuracy of MRI interpretation to identify cartilage defects compared to manual
review by an expert. Furthermore, these experiments show that with the provision of additional data sources during training, CNNs can integrate these additional data points to arrive at more accurate outputs. This is demonstrated by the CNN-1, which was simultaneously trained on the images of the sagittal and coronal views outperforming the CNN-2 and CNN-3, which were trained on the images of sagittal or coronal views alone, respectively.

The reported diagnostic performance of 2D FSE MR for assessing knee cartilage is wide, with overall sensitivity ranging from 26%–96%, specificity of 50%–100%, and accuracy of 49%–94%. A meta-analysis of 8 studies conducted by Zhang et al. concluded that manually reviewed knee MRI demonstrates an overall sensitivity of 75% (95% CI, 62% to 84%), specificity of 94% (95% CI, 89% to 97%), and diagnostic odds ratio of 12.5 (95% CI, 6.5 to 24.2) in detecting knee chondral lesions, higher than grade I. Similarly, in a cross-sectional study of 36 patients comparing MRI-grading (manual) and arthroscopic-grading of cartilage disease; von Engelhardt et al. calculated grade-specific diagnostic values with sensitivity ranging from 20% to 70%, specificity ranging from 74% to 95%, and overall accuracy ranging from 70% to 92%. Based on the low sensitivities appreciated in both of these studies, the authors conclude that a negative result on MRI should not preclude diagnostic arthroscopy. By comparison, the results of this study suggest a significant improvement in the sensitivity and specificity of automatic CNN-enhanced MRI interpretation over traditional manual review in detecting cartilage defects.

This study's significant strength is its foundation upon a "ground truth" of diagnoses verified by arthroscopy. In the field of machine and deep learning, the "ground truth" is the objective reality that the model gets trained on to predict an outcome or automate a data analysis task. The best objective measure, or "gold standard," for cartilage pathology is direct
visualization and interrogation by arthroscopy. As such, our CNNs are trained to directly predict the "gold standard" arthroscopic diagnosis, free of any intervening subjective bias inherent to human radiologic interpretation. Yet we caution that the results of this early study bear limited generalizability at this time. All the CNNs underwent vigorous deep learning protocols incorporating a sizable dataset of 297 subjects, but were "trained" to determine only a binary diagnosis of isolated cartilage "defect" or "no-defect." Conclusions of diagnostic performance surrounding parameters of disease severity, the grade of cartilage damage, or concomitant pathology cannot be made. Similarly, comparisons against human performance are limited to the scope of a single orthopaedic surgeon and a single orthopaedic resident. However, these limitations mark exciting frontiers for further investigation. Furthermore, our study demonstrated that additional input data can be effectively integrated by CNNs to provide more accurate output interpretations. As such, our future work seeks to incorporate full data volumes from 3-view MRI series, a diversity of expert imaging interpretations, more granular diagnostic grades, and cases with patellofemoral or concomitant intra-articular pathology to further hone the diagnostic performance and clinical utility of CNN-enhanced MRI interpretation.

The results from this study are encouraging as the accuracy of these CNNs proves comparable to, if not outperforming that of orthopaedic surgeons. The diagnostic utility of such deep learning networks may indeed be a helpful tool, in the future for clinical application of imaging data. With high sensitivity values approaching 100% demonstrate that CNN-enhanced MRI interpretation may serve as an effective screening tool for the presence or absence of articular cartilage defects. If further scrutinized and validated, this may indeed obviate the need for a diagnostic arthroscopy in many cases.
In addition, deep learning tools like these can be integrated into software and imaging systems, bringing tertiary centers' diagnostic expertise to community hospitals and remote rural clinics.

**Conclusion**

Convolutional neural networks (CNNs) can be used to enhance the diagnostic performance of MRI in identifying isolated tibiofemoral cartilage defects and may guide indications for diagnostic knee arthroscopy in the future.
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