NON-EXISTENCE OF CERTAIN TYPE OF CONVEX FUNCTIONS ON A RIEMANNIAN MANIFOLD WITH A POLE
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Abstract. This paper is devoted to the study of non-existence of certain type of convex functions on a Riemannian manifold with a pole. To this end, we have developed the notion of odd and even function on a Riemannian manifold with a pole and proved the non-existence of non-trivial and non-negative differentiable odd convex function whose gradient is complete. Finally, we have deduced some isoperimetric type inequality related with convex function.

1. Introduction

The notion of convexity plays a crucial role in the field of economics, management science and optimization problems etc. For instance, a (strictly) convex function on an open set of the Euclidean space has not more than one minimum. Consequently, the study of convex function and other related concepts of convexity are essential for both the theoretical and practical point of view. To model different real world problems, various researchers have generalized the concept of convexity assumption and many articles have appeared in the literature involving generalization of convex functions.

Throughout this paper by $M$ we mean a complete Riemannian manifold of dimension $n$ endowed with some positive definite metric $g$ unless otherwise stated. To generalize various concepts of Euclidean space to $M$, straight line segment is substituted by a geodesic and vector space by $M$. There are many convex functions with several structural implication on $M$ and such functions form an important bridge between analysis and geometry. Since convex functions on a compact manifold reduce to constant, the investigation of such functions is more interesting on a non-compact manifold. A full discussion of convex functions on $M$ can be found in Rapcsak [16] and Udrişte [19]. After that many authors generalized the notion of convexity, see [8, 7, 11, 18].

In the literature of differential geometry the existence of proper convex functions on a $M$ is a long standing problem. The first solution of this problem appears from the work of Bishop and O’Neill [2]. They proved that if $M$ has finite volume, then it does not possess any non-trivial smooth convex function. Later, Yau [20] modified their result and proved the non-existence of
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continuous convex function on such $M$. In 2017, Neto et. al. [13] showed that if the geodesic flow on $M$ with finite volume is conservative then convex functions on such $M$ are constants. In the case of infinite volume, Greene and Wu [4] presented that there always exists a $C^\infty$ Lipschitz continuous strictly convex exhaustion function on a complete non-compact $M$ whose sectional curvature is positive everywhere. Borsuk-Ulam Theorem [12] implies that real valued continuous function on an unit $n$-dimensional sphere attains the same value at two antipodal points. By using Borsuk-Ulam Thorem and negative gradient flow of convex function on $M$, we prove the non-existence of odd convex functions on $M$ with a pole.

The paper is structured as follows. Section 2 deals with some well known facts about $M$. Section 3 is concerned with the convex functions on $M$ with pole. In this section we define the concept of negative of a point and also study some properties of even and odd convex functions. We apply Borsuk-Ulam theorem on $M$ and study the behavior of continuous function. The object of this paper is to prove the non-existence of odd convex functions on $M$ with a pole. We also obtain a characterization of even convex function on geodesics. In the last section we obtain some isoperimetric type inequality on $M$ with a pole whose sectional curvature is bounded by some constant.

2. Notations and Symbols

In this section we have discussed some rudimentary facts of $M$, which will be used in the sequel (for reference see [9]). The tangent space at the point $p \in M$ is denoted by $T_pM$ and $TM = \bigcup_{p \in M} T_pM$ is called the tangent bundle of $M$. Let $p, q \in M$ and $\gamma : [a, b] \to M$ be a smooth curve such that $\gamma(a) = p$ and $\gamma(b) = q$. The length $l(\gamma)$ of the curve $\gamma$ is given by

$$l(\gamma) = \int_a^b \sqrt{g(\dot{\gamma}(t), \dot{\gamma}(t))} \, dt = \int_a^b \|\dot{\gamma}(t)\| \, dt.$$ 

The curve $\gamma$ is said to be a geodesic if $\nabla_{\dot{\gamma}(t)} \dot{\gamma}(t) = 0 \quad \forall t \in [a, b]$, where $\nabla$ is the Riemannian connection of $g$. For any point $p \in M$, the exponential map $exp_p : V_p \to M$ is defined by

$$exp_p(u) = \sigma_u(1),$$

where $\sigma_u$ is a geodesic with $\sigma(0) = p$ and $\dot{\sigma}_u(0) = u$ and $V_p$ is a collection of vectors of $T_pM$ such that for each element $u \in V_p$, the geodesic with initial tangent vector $u$ is defined on $[0, 1]$. It is easy to see that for a geodesic $\sigma$, the norm of tangent vector $\|\dot{\gamma}(t)\|$ is constant. A geodesic is said to be normal if its tangent vector is of unit norm. If for each point $p \in M$, the exponential map is defined at every point of $T_pM$, then $M$ is said to be a complete. Hopf-Rinow theorem
states that there are some equivalent cases of completeness of $M$. Let $p, q \in M$. The distance between $p$ and $q$ is defined by
\[
d(p, q) = \inf \{ l(\gamma) : \gamma \text{ be a curve joining } p \text{ and } q \}.
\]
A geodesic $\sigma$ joining $p$ and $q$ is called minimal if $l(\sigma) = d(p, q)$. Hopf-Rinow theorem provides the existence of minimal geodesic between two points in a $M$. A smooth vector field is a smooth function $X : M \to TM$ such that $\pi \circ X = id_M$, where $\pi : TM \to M$ is the projection map. The integral curve of the vector field $X$ at the point $p$ is the solution (always exists by Picard existence theorem) of the differential equation
\[
\begin{cases}
\dot{x}(t) = X(x(t)) \\
x(0) = p.
\end{cases}
\]

\textbf{Definition 2.1.} [19] A real valued function $f$ on $M$ is called convex if for every geodesic $\gamma : [a, b] \to M$ the following inequality holds
\[
f \circ \gamma((1 - t)a + tb) \leq (1 - t)f \circ \gamma(a) + tf \circ \gamma(b) \quad \forall t \in [0, 1].
\]

3. Convex functions on the manifold with a pole

A pole in $M$ is such a point where the tangent space is diffeomorphic to the whole manifold. Gromoll and Meyer [5] introduced the notion of pole in $M$. A point $o \in M$ is called a pole [5] of $M$ if the exponential map at $o$ is a global diffeomorphism and a manifold $M$ with a pole $o$ is denoted by $(M, o)$. If a manifold possesses a pole then the manifold is complete. Simply connected complete Riemannian manifold with non-positive sectional curvature and a paraboloid of revolution are the examples of Riemannian manifolds with a pole. A manifold with a pole is diffeomorphic to the Euclidean space but the converse is not true always, see [6].

For any point $x \in \mathbb{R}^n$, the negative of $x$ lies on the straight line passing through the origin and the point, and the distance between $-x$ and origin is same as that of $x$ and the origin. Similarly one can define the negative of a point in a manifold with a pole by considering the pole as the origin. Let $(M, o)$ be a manifold with a pole $o$. Then for each $r > 0$ and $v \in S^{n-1}$ the map $(r, v) \mapsto exp_o(rv)$ is a diffeomorphism from $(0, \infty) \times S^{n-1} \to M - \{o\}$. Now we define the negative of a point as follows:

\textbf{Definition 3.1.} For a point $x \in (M, o)$ the negative of $x$ with respect to $o$ is defined by
\[
-o_x = exp_o(r_1v_1^o),
\]
where $x = exp_o(r_1v_1)$ for some $r_1 \in (0, \infty)$ and $v_1 \in S^{n-1}$ and $v_1^o$ is the antipodal point of $v_1$ in $S^{n-1}$. 

Definition 3.2. A function \( f : (M, o) \to \mathbb{R} \) is said to be even with respect to \( o \) if
\[
f(x) = f(-o x),
\]
and is called odd with respect to \( o \) if
\[
f(x) = -f(-o x),
\]
for all \( x \in M \).

Example 3.1. Let \( o \) and \( \bar{o} \) be two antipodal points in \( S^2 \). Then \( M = S^2 - \{\bar{o}\} \) is a Riemannian manifold with the canonical metric induced from \( \mathbb{R}^3 \) and \( o \) is the pole. Now each \( x \in M \) can be represented by \( (x^i)_{i=1}^n \), where \( \exp_o^{-1}(x) = x^i \partial_i \) and \( \{\partial_1, \cdots, \partial_n\} \) is the standard basis for \( T_o M \). If \( f : (M, o) \to \mathbb{R} \) is defined by \( f(x) = \sum_{i=1}^n x^i \) for \( x \in (M, o) \), then it can be easily proved that \( f \) is an odd function with respect to \( o \).

Example 3.2. Consider the manifold \( (M, o) \), defined in the Example 3.1. Then the distance function \( d_o : (M, o) \to \mathbb{R} \) defined by
\[
d_o(x) = L(\gamma_x),
\]
where \( L(\gamma_x) \) is the length of the minimal geodesic joining \( o \) and \( x \). Then \( d_o \) is an example of even function on \( (M, o) \).

In this section an even or odd function means even or odd function with respect to a pole.

If \( M \) is simply connected with non-positive sectional curvature, then for any point \( o \in M \), the square of distance function \( d_o^2 \), which is even function by our definition, is a convex function \([9]\). Kasue \([10]\) obtained some conditions of the convexity of distance function on the manifold with a pole. Naturally the question arises that is there any odd convex function in a manifold with a pole? In this section we shall give a partial answer to this question. The main theorem of the paper is as follows:

Theorem 3.1. On a \((M, o)\) with \( \text{dim}(M) > 1 \),there does not exist any non-negative differentiable odd convex function whose gradient is a complete vector field on \( M \).

The following results are needed to established this Theorem.

Theorem 3.2 (The Borsuk-Ulam Theorem). \([12]\) Let \( f : S^n \to \mathbb{R}^m \) be any continuous map, where \( m \leq n \). Then there exist two antipodal points \( x, \bar{x} \in S^n \) such that \( f(x) = f(\bar{x}) \).

Two points \( x \) and \( \bar{x} \) in \( S^{n-1} \) are said to be antipodal if \( x \) and \( \bar{x} \) lie on the same diameter.

Lemma 3.3. Let \( f \) be a real valued continuous function on \( M \) with dimension \( > 1 \). Then each neighborhood \( U_p \) of any point \( p \in M \) contains uncountably many pairs of points where \( f \) gives the same value.
Proof. Let $V$ be a neighborhood (briefly, nbd) of $p$ and $N_p$ be the normal nbd of $p$. Then there exists a diffeomorphism $\varphi : (0, R) \times S^{n-1} \to V_p - \{p\}$ defined by $\varphi(r, v) = \exp_p(rv)$, where $V_p$ is an open nbd of $p$ contained in $V \cap N_p$ and $R \leq \text{inj}(p)$, $\text{inj}(p)$ is the injective radius of $p$. Hence the map $h : (0, R) \times S^{n-1} \to \mathbb{R}$ defined by $h(r, v) = f(\varphi(r, v))$ is also continuous. Now for a fixed $r_0 \in (0, R)$, the map $\varphi(r_0, \cdot)$ is continuous and injective. Hence the function $h(r_0, \cdot) : S^{n-1} \to \mathbb{R}$ is continuous. Now by Borsuk-Ulam theorem there exist two antipodal points $v$ and $\bar{v}$ in $S^{n-1}$ such that $h(r_0, v) = h(r_0, \bar{v})$. Since $\varphi(r_0, \cdot)$ is injective, hence $\xi = \varphi(r_0, v)$ and $\eta = \varphi(r_0, \bar{v})$ are two distinct points in $V_p - \{p\}$ such that $f(\eta) = f(\xi)$. Now for $q \in V_p - \{p\}$ there exists $r_1 \in (0, R)$ and $v_q \in S^{n-1}$ such that $\varphi(r_1, v_q) = q$ and $r_1 \neq r_0$. Hence by similar argument there exists $\bar{q} \in V_p - \{p\}$ such that $f(q) = f(\bar{q})$. Hence for each $r \in (0, R)$ there exists a pair in which $f$ gives the same value. Hence there are uncountably many such pairs in $U$. \hfill \Box

A simple observation from the characterization of odd function and Lemma 3.3 is the following:

**Corollary 3.3.1.** If $f : (M, o) \to \mathbb{R}$ is an odd function, then $f$ vanishes at uncountably many antipodal points in $M$.

**Theorem 3.4** (Mean value theorem). Let $f$ be a real valued differential function on $M$. Then, for every pair of points $p, q \in M$ and every minimal geodesic path $\sigma : [0, 1] \to M$ joining $p$ and $q$, there exists $t_0 \in [0, 1]$ such that

$$f(p) - f(q) = d(p, q)df(\sigma(t_0))(\dot{\sigma}(t_0)).$$

In particular, $|f(p) - f(q)| \leq \|df(\sigma(t_0))\|_{\sigma(t_0)}d(p, q)$.

**Lemma 3.5.** If $f$ is a non-trivial real valued differentiable convex function on $M$, then there exists a geodesic $\sigma : [0, l] \to M$, for some $l > 0$, and a point $t_2 \in [0, l]$ such that

$$\langle \text{grad}(f)(\sigma(t_2)), \dot{\sigma}(t_2) \rangle \geq 1.$$  

**Proof.** Let us consider the following negative gradient flow of the non-trivial convex function $f : M \to \mathbb{R}$:

$$\begin{cases}
\dot{x}(t) = -\text{grad } f(x(t)) \\
x(0) = x.
\end{cases}$$

The value of $f$ decreases along the orbit of $\text{grad}(f)$. Now

$$f(x) - f(x(t)) = -\int_0^t \frac{d}{dt}f(x(t))dt$$

$$= -\int_0^t \|\text{grad}(f(x(t)))\|^2 dt$$

$$= \int_0^t \|\dot{x}(t)\|^2 dt.$$
Let $\sigma : [0, t_0] \to M$ be the minimal geodesic connecting $x$ and $x(t_0)$ and parametrized in the interval $[0, t_0]$. Then

$$d(x, x(t_0)) = \int_0^{t_0} \|\dot{\sigma}(t)\| \, dt$$

$$= \|\dot{\sigma}(0)\| \cdot t_0$$

$$\leq \int_0^{t_0} \|\dot{x}(t)\| \, dt$$

$$\leq \sqrt{t_0} \left( \int_0^{t_0} \|\dot{x}(t)\|^2 \right)^{\frac{1}{2}} \, dt \quad \text{[Using H"older's inequality]}$$

$$= \sqrt{t_0} \left( f(x) - f(x(t_0)) \right)^{\frac{1}{2}}$$

$$= \sqrt{t_0} \left[ d(x, x(t_0)) df(\sigma(t_1))(\dot{\sigma}(t_1)) \right]^{\frac{1}{2}} \text{ for some } 0 < t_1 < t_0.$$  

The last inequality is obtained by using mean value theorem. From the above discussion we get

$$d(x, x(t_0)) \leq t_0 df(\sigma(t_1))\dot{\sigma}(t_1)$$

\[\|\dot{\sigma}(0)\| \cdot t_0 \leq t_0 \langle grad(f(\sigma(t_1))), \dot{\sigma}(t_1) \rangle. \quad \text{[since } \sigma \text{ is the minimal geodesic,]}\]

\[\|\dot{\sigma}(0)\| \leq \langle grad(f(\sigma(t_1))), \dot{\sigma}(t_1) \rangle. \]

Since $\sigma$ is a geodesic, hence $\|\dot{\sigma}(0)\| = \|\dot{\sigma}(t)\| \ \forall t \in [0, t_0]$. So, we get

$$\|\dot{\sigma}(t)\| \leq \langle grad(f(\sigma(t_1))), \dot{\sigma}(t_1) \rangle \ \forall t \in [0, t_0].$$  

(2)

Due to the convexity of $f : M \to \mathbb{R}$ for $0 \leq \lambda \leq 1$, we get

$$f \circ \sigma((1 - \lambda)t_1 + \lambda t_0) \leq (1 - \lambda)f(\sigma(t_1)) + \lambda f(\sigma(t_0)).$$

(3)

Now taking limit $\lambda \to 0$, we get

$$\lim_{\lambda \to 0} \frac{f \circ \sigma((1 - \lambda)t_1 + \lambda t_0) - f(\sigma(t_1))}{\lambda} \leq f(\sigma(t_0)) - f(\sigma(t_1)).$$

Hence,

$$\langle grad(f)(\sigma(t_1)), (\dot{\sigma}(t_1)) \rangle \leq \frac{f(\sigma(t_0)) - f(\sigma(t_1))}{t_0 - t_1}. \quad (4)$$

So, from equation (2) we say that

$$\|\dot{\sigma}(t)\| \leq \frac{f(\sigma(t_0)) - f(\sigma(t_1))}{t_0 - t_1}. \quad (5)$$
Now again applying mean value theorem to the right hand side of the above equation we get

\[ \| \dot{\sigma}(t) \| \leq \frac{1}{t_0 - t_1} d(\sigma(t_0), \sigma(t_1)) df(\sigma(t_2))(\dot{\sigma}(t_2)), \quad \text{for some } t_1 < t_2 < t_0, \]

(6)

\[ \| \dot{\sigma}(t) \| \leq \| \dot{\sigma}(t) \| df(\sigma(t_2))(\dot{\sigma}(t_2)). \]

Hence

(8) \[ \langle \text{grad}(f)(\sigma(t_2)), \dot{\sigma}(t_2) \rangle \geq 1. \]

Corollary 3.5.1. Let \( f : M \to \mathbb{R} \) be a convex function such that \( \text{grad}(f) \) is a complete vector field on \( M \). Then equation (7) holds for all geodesics on \( M \).

Proof. This can easily be proved by taking the minimal geodesic with initial point \( x \) and final point \( x(1) \).

Lemma 3.6. Let \( f : (M, o) \to \mathbb{R} \) (dim \( M > 1 \)) be a non-negative odd convex function with \( \text{grad}(f) \) as a complete vector field. Then for every geodesic \( \sigma : [0, 1] \to M \) with \( \sigma(0) = o \), there exists a point \( \sigma(t_0) \) for some \( t_0 \in [0, 1] \) such that \( f(\sigma(t_0)) = 1 \).

Proof. Let \( f : (M, o) \to \mathbb{R} \) be an odd convex function such that \( \text{grad}(f) \) as a complete vector field on \( M \). Then by virtue of Lemma 3.5 every geodesic \( \sigma : [0, 1] \to M \) has a point \( q = \sigma(t_0) \), where \( 0 < t_0 < 1 \), such that

(9) \[ \langle \text{grad}(f)(\sigma(t_0)), \dot{\sigma}(t_0) \rangle \geq 1. \]

By convexity of \( f \) we get

(10) \[ \langle \text{grad}(f)(\sigma(t_0)), \dot{\sigma}(t_0) \rangle \leq f(\exp_{\sigma(t_0)} \dot{\sigma}(t_0)) - f(\sigma(t_0)). \]

If \( f \) is non-negative, then from the above two equations we get

\[ f(\exp_{\sigma(t_0)} \dot{\sigma}(t_0)) \geq 1. \]

Since \( f \) is an odd convex function, so \( f(o) = 0 \). Hence by intermediate value theorem, on the geodesic \( \sigma \) with initial point \( o \), there is a point where \( f \) takes the value 1. The point \( \exp_{\sigma(t_0)} \dot{\sigma}(t_0) \) depends on the choice of geodesic \( \sigma \). Hence for different geodesics we get different points.

Proof of Theorem 3.1: Let \( f : (M, o) \to \mathbb{R} \) be a non-negative differentiable odd convex function such that \( \text{grad}(f) \) is complete. Then for any two points \( p, q \in M \) and for the unique minimal geodesic \( \sigma : [0, 1] \to M \) with \( \sigma(0) = p \) and \( \sigma(1) = q \), we get

\[ f(\sigma(t)) \leq A \forall t \in [0, 1], \text{ where } A = (1 - t)f(p) + tf(q). \]
Now by taking negative in both sides of the above equation, we get
\[-f(\sigma(t)) \geq -A \forall t \in [0, 1],\]
which implies that
\[f(-\sigma(t)) \geq (1 - t)f(-p) + tf(-q) \forall t \in [0, 1],\]
where $-\sigma : [0, 1] \rightarrow M$ is the unique minimal geodesic such that $-\sigma(0) = -p$ and $-\sigma(1) = -q$. But since $f$ is convex, it follows that
\[f(\sigma(t)) = A,\]
where $p, q \in M$ and $\sigma : [0, 1] \rightarrow M$ is the minimal geodesic with initial point $p$ and final point $q$. Again in view of Corollary 3.3.1, there exists a point $p \in M$ such that $f(p) = 0$. So, by using convexity of $f$, we get
\[(11) \quad f(\sigma(t)) = 0 \forall t \in [0, 1],\]
where $\sigma(t)$ is the minimal geodesic with $\sigma(0) = o$ and $\sigma(1) = p$, which contradicts to the Lemma 3.6. Hence there does not exist any non-negative differentiable odd convex function in $(M, o)$ whose gradient is a complete vector field.

**Lemma 3.7.** [15] Let $f : \mathbb{R}^n \rightarrow \mathbb{R}$ be a continuous function whose lower level sets are bounded. Then $f$ has the global minimum.

**Theorem 3.8.** Let $f : \mathbb{R}^n(\simeq T_oM) \rightarrow \mathbb{R}$ be a continuous function whose lower level sets are bounded. Then the function $h : (M, o) \rightarrow \mathbb{R}$ defined by
\[h(x) = f(\exp_o^{-1}(x)), \quad \text{for } x \in M,\]
has the global minimum.

**Proof.** Since $o \in M$ is a pole of $M$, hence the map $\exp_o^{-1} : M \rightarrow T_oM$ is a global diffeomorphism. Now there is a natural isomorphism between $T_oM$ and $\mathbb{R}^n$ by using the standard orthonormal basis, so we can consider the function $f$ from $T_oM$ to $\mathbb{R}$. Since the lower level set of $f$ is bounded hence it has the global minimum $u_0 \in T_oM$. We claim that $x_0 = \exp_o(u_0)$ is the global minimum point of $M$.

Suppose there exists a point $y_0 \in M$ such that $h(x_0) > h(y_0)$. But $h(y_0) = f(\exp_o^{-1}(y_0))$. So by taking $v_0 = \exp_o^{-1}(y_0)$ we get that $f(u_0) > f(v_0)$, which is a contradiction since $u_0$ is the global minimum. Hence $x_0$ is the global minimum point of $h$. \[\Box\]

Let $f : (M, o) \rightarrow \mathbb{R}$ be an even convex function. Then $f(x) = f(-o x) \forall x \in M$. Let $\sigma : [0, 1] \rightarrow M$ be a geodesic such that $\sigma(0) = x$ and $\sigma(1) = -o x$. Then by convexity we get
\[f(\sigma(t)) \leq (1 - t)f(x) + tf(-o x) = f(x).\]
Hence
\[
\lim_{t \to 0} \frac{f(\sigma(t)) - f(x)}{t} = \langle \nabla f(\sigma(0)), \dot{\sigma}(0) \rangle \leq 0.
\]

Consider the geodesic \( \tilde{\sigma} : [0, 1] \to M \) defined by \( \tilde{\sigma}(t) = \sigma(1 - t) \). Then \( \dot{\tilde{\sigma}}(t) = -\dot{\sigma}(1 - t) \forall t \in [0, 1] \). Similarly, we get \( \langle \nabla f(\tilde{\sigma}(0)), \dot{\tilde{\sigma}}(0) \rangle \leq 0 \). This implies that \( \langle \nabla f(\sigma(1)), \dot{\sigma}(1) \rangle \geq 0 \).

Thus by intermediate value theorem there exists \( t_0 \in [0, 1] \) such that \( \langle \nabla f(\sigma(t_0)), \dot{\sigma}(t_0) \rangle = 0 \).

Hence by changing the parameter of geodesic, we can conclude the following:

**Theorem 3.9.** Let \( f : (M, o) \to \mathbb{R} \) be an even convex function. Then for each normal geodesic \( \sigma : [0, l] \to M \) connecting \( x \) and \(-_o x\), there exists a point \( \sigma(t_0) \), for \( 0 < t_0 < l \), such that
\[
\langle \nabla f(\sigma(t_0)), \dot{\sigma}(t_0) \rangle = 0.
\]

### 4. Isoperimetric Type Inequality in Manifold with a Pole

If \( f : M \to \mathbb{R} \) is a convex function, then Greene and Wu [3] proved that \( f \) is subharmonic, i.e., \( \Delta f \geq 0 \). There is a mean value inequality on a Riemannian manifold [17, Section 6]. It compares the value of a subharmonic function at the center of a ball with its mean value in the ball

**Theorem 4.1.** [17] Let \( B_R(p) \) be a geodesic ball in \( M \). Suppose that the sectional curvature \( K_M \leq k \) for some constant \( k \) and \( R < \text{inj}(M, g) \). Then for any real valued smooth function \( f \) with \( \Delta f \geq 0 \) and \( f \geq 0 \) on \( M \),
\[
f(p) \leq \frac{1}{V_k(R)} \int_{B_R(p)} f \text{d}V,
\]
where \( V_k(R) = \text{Vol}(B_R, g_k) \) is the volume of a ball of radius \( R \) in the space form of constant curvature \( k \), \( \text{d}V \) is the volume form and \( \text{inj}(M, g) \) is the injective radius of \( M \).

We will use the above theorem in the manifold with a pole to prove an isoperimetric type inequality. Any ratio of volume and surface area of a compact subset is called isoperimetric type inequality, for more information see [14]. Since \( (M, o) \) is a manifold with a pole, its injective radius is infinite. Here we will compare the volume of an unit ball in a manifold whose sectional curvature is a constant \( k \) with surface area of unit ball in a manifold with sectional curvature less than \( k \) with respect to a convex function.

**Theorem 4.2.** Let \( (M, o) \) be a Riemannian manifold with a pole with sectional curvature \( K_M \leq k \), for some constant \( k \), and \( f : (M, o) \to \mathbb{R} \) be a smooth convex function such that \( f \geq 0 \). Then
\[
2 \leq \frac{\omega_M}{V_k} + \frac{2}{V_k} \int_{\partial(B(o))} \frac{f(x)}{f(o)} \text{d}x,
\]
where $\omega_M$ is the surface area of unit ball in $M$ and $V_k$ is the volume of unit ball in the space form of constant curvature $k$ and $B(o)$ is the unit ball with center $o$.

**Proof.** Since $f$ is convex, so $f$ is subharmonic function, i.e., $\Delta f \geq 0$. Now taking the unit ball $B(o)$ with center $o$ and applying the above theorem we get

$$f(o) \leq \frac{1}{V_k} \int_{B(o)} f dV,$$

(15)

$$= \frac{1}{V_k} \int_{B(o)} \left\{ \int_0^1 f \circ \gamma_x(t) dt \right\} dx,$$

(16)

where $\gamma_x : [0,1] \to M$ is the minimal geodesic such that $\gamma_x(0) = o$ and $\gamma_x(1) = x$ for each $x \in \partial B(o)$. By using convexity of $f$ we obtain

$$f(o) \leq \frac{1}{V_k} \int_{\partial B(o)} \left\{ \int_0^1 ((1-t)f(o) + tf(x)) dt \right\} dx$$

$$= \frac{1}{V_k} \int_{\partial B(o)} \left\{ f(o) \int_0^1 (1-t) dt + f(x) \int_0^1 t dt \right\} dx$$

$$= \frac{1}{2V_k} \int_{\partial B(o)} (f(o) + f(x)) dx$$

$$= \frac{\omega_M}{2V_k} f(o) + \frac{1}{V_k} \int_{\partial(B(o))} f(x) dx.$$

Since $f \geq 0$, hence dividing both sides by $f(o)$ we get our result. \qed
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