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Abstract

Let \( h: \mathbb{Z}^+ \rightarrow \mathbb{Z}^+ \setminus \{1\} \) be such that (1) \( h(n) \leq \lg n \) for all sufficiently large \( n \) and (2) \( h(n) \) and \( \lceil n^{1/h(n)} \rceil \) are computable from \( n \) in \( O(h(n) \cdot n^{1+1/h(n)}) \) time. We show that given an \( n \)-point metric space \((M, d)\), the problem of finding \( \min_{i \in M} \sum_{j \in M} d(i, j) \) (breaking ties arbitrarily) has a deterministic, \( O(h(n) \cdot n^{1+1/h(n)}) \)-time, \( O(n^{1+1/h(n)}) \)-query, \( (2h(n)) \)-approximation and nonadaptive algorithm. Our proofs modify those of Chang [2, 3].

1 Introduction

A metric space is a nonempty set \( M \) endowed with a function \( d: M \times M \rightarrow [0, \infty) \) such that

\[
\begin{align*}
  d(x, x) &= 0, \\
  d(x, y) &> 0, \\
  d(x, y) &= d(y, x), \\
  d(x, y) + d(y, z) &\geq d(x, z)
\end{align*}
\]

for all distinct \( x, y, z \in M \) [11]. Given an \( n \)-point metric space \((\{0, 1, \ldots, n - 1\}, d)\), METRIC 1-MEDIAN asks for \( \min_{i=0}^{n-1} \sum_{j=0}^{n-1} d(i, j) \), breaking ties arbitrarily. It has a Monte-Carlo \( O(n/\epsilon^2) \)-time \((1 + \epsilon)\)-approximation algorithm for all constants \( \epsilon > 0 \) [8, 9]. Kumar et al. [10] give a Monte-Carlo \( O(D \cdot \exp(1/\epsilon^{O(1)})) \)-time \((1 + \epsilon)\)-approximation algorithm for 1-median selection in \( \mathbb{R}^D \), where \( \epsilon > 0 \) and \( D \in \mathbb{Z}^+ \). Algorithms abound for the more general metric \( k \)-median problem [6, 7, 10].

This paper focuses on deterministic sublinear-time algorithms for METRIC 1-MEDIAN, where “sublinear” means “\( o(n^2) \)” because there are \( n(n-1)/2 \) nonzero distances. In particular, we shall improve the following theorem.
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**Theorem 1** (Implicit in [1, 2, 12]). Let $h: \mathbb{Z}^+ \to \mathbb{Z}^+-\{1\}$ be such that (1) $h(n) \leq \lg n$ for all sufficiently large $n$ and (2) $h(n)$ and $[n^{1/h(n)}]$ are computable from $n$ in $O(h(n) \cdot n^{1+1/h(n)})$ time. Then METRIC 1-MEDIAN has a deterministic, $O(h(n) \cdot n^{1+1/h(n)})$-time, $O(h(n) \cdot n^{1+1/h(n)})$-query, $(2h(n))$-approximation and nonadaptive algorithm.

To prove Theorem 1, Chang [2] designs a function $\tilde{d}: \{0, 1, \ldots, n - 1\}^2 \to [0, \infty)$ such that a 1-median w.r.t. $\tilde{d}$ is $(2h(n))$-approximate w.r.t. $d$ and is computable in $O(h(n) \cdot n^{1+1/h(n)})$ time. However, $\tilde{d}(\cdot, \cdot)$ depends on $\Theta(h(n) \cdot n^{1+1/h(n)})$ distances of $\tilde{d}$, forbidding us to improve the query complexity of $O(h(n) \cdot n^{1+1/h(n)})$ in Theorem 1. Wu’s [12] algorithm also makes $\Theta(h(n) \cdot n^{1+1/h(n)})$ queries. In contrast, our main contribution is a new function, $\hat{d}$, that depends on only $\Theta(n^{1+1/h(n)})$ distances of $\tilde{d}$ and is otherwise similar to Chang’s $\tilde{d}$. This results in a deterministic, $O(h(n) \cdot n^{1+1/h(n)})$-time, $O(n^{1+1/h(n)})$-query, $(2h(n))$-approximation and nonadaptive algorithm for METRIC 1-MEDIAN, improving the query complexity in Theorem 1. The idea behind our construction of $\hat{d}$ comes from an unpublished workshop paper of Chang [3]. Aside from our design of $\hat{d}$, most of our derivations are simple modifications of those of Chang [2]. As a corollary to our result, METRIC 1-MEDIAN has a deterministic, $O(n \log n)$-time, $O(n)$-query, $(\epsilon \log n)$-approximation and nonadaptive algorithm for all constants $\epsilon > 0$.

On the negative side, Chang [4, 5] proves that METRIC 1-MEDIAN has no deterministic $o(n^{1+1/(h(n)-1)/h(n)})$-query $(2h(n) - \epsilon)$-approximation algorithms for any $\epsilon > 0$ and any $h: \mathbb{Z}^+ \to \mathbb{Z}^+-\{1\}$ satisfying $h(n) = o(n^{1/(h(n)-1)})$. So there is still gap between Chang’s lower bound and our upper bound of $O(n^{1+1/h(n)})$ on the query complexity.

### 2 Our pseudo-distance function

Let $(\{0, 1, \ldots, n-1\}, d)$ be a metric space and $h: \mathbb{Z}^+ \to \mathbb{Z}^+-\{1\}$ be a computable function. By Bertrand’s postulate, there exists a prime number $t \in [\lceil n^{1/h(n)} \rceil, 2 \cdot \lceil n^{1/h(n)} \rceil]$. Clearly, $\gcd(n-1, n) = 1$. So the primality of $t$ implies the existence of $\sigma \in \{0, 1\}$ such that $\gcd(t, n-\sigma) = 1$. For convenience, $h \equiv h(n)$. For all $j \in \{0, 1, \ldots, n-1\}$, write

$$(s_{h-1}(j), s_{h-2}(j), \ldots, s_0(j)) \in \{0, 1, \ldots, t-1\}^h$$

for the unique $t$-ary representation of $j$, following Chang [2]. So

$$\sum_{\ell=0}^{h-1} s_{h-1-\ell}(j) \cdot t^{h-1-\ell} = j. \quad (1)$$

For any predicate $P$, let $\chi[P] = 1$ if $P$ is true and $\chi[P] = 0$ otherwise.
Define
\[ d^{(n-\sigma)}(x, y) \equiv d(x \mod (n - \sigma), y \mod (n - \sigma)) \] (2)
for all \( x, y \in \mathbb{N} \). Clearly, \( d^{(n-\sigma)} \) is symmetric and obeys the triangle inequality, just like \( d \). For all \( i, j \in \{0, 1, \ldots, n - \sigma - 1\} \), define
\[
\hat{d}(i, it^h + j \mod (n - \sigma)) \\
= \sum_{k=0}^{h-1} d^{(n-\sigma)}(it^k + \sum_{\ell=0}^{k-1} s_{h-1-\ell}(j) \cdot t^{k-1-\ell}, it^{k+1} + \sum_{\ell=0}^{k} s_{h-1-\ell}(j) \cdot t^{k-\ell}) .
\] (3)
This and the triangle inequality for \( d^{(n-\sigma)} \) imply
\[
\hat{d}(i, it^h + j \mod (n - \sigma)) \geq d^{(n-\sigma)}(i, it^h + j) .
\] (4)

So by equation (1),
\[
\hat{d}(i, it^h + j \mod (n - \sigma)) \geq d^{(n-\sigma)}(i, it^h + j) .
\] (4)

Note that the domain of \( \hat{d} \) is \( \{0, 1, \ldots, n - \sigma - 1\}^2 \). For all \( x, y \in \mathbb{N} \), interpret \( \hat{d}(x, y) \) as
\[
\hat{d}(x \mod (n - \sigma), y \mod (n - \sigma)) .
\]

Let
\[
i' = \arg\min_{i=0}^{n-\sigma-1} \sum_{j=0}^{n-1} d(i, j),
\] (5)
breaking ties arbitrarily.

When \( \sigma = 0 \), the following lemma says that a 1-median w.r.t. \( \hat{d} \) is a \((2h)\)-approximate 1-median w.r.t. \( d \).

**Lemma 2** (cf. [2, Lemma 4]). Let
\[
\alpha = \arg\min_{i=0}^{n-\sigma-1} \left( \chi[\sigma = 1] \cdot d(i, n - 1) + \sum_{j=0}^{n-\sigma-1} d(i, it^h + j \mod (n - \sigma)) \right),
\] (6)
breaking ties arbitrarily. Then
\[
\sum_{j=0}^{n-1} d(\alpha, j) \\
\leq \chi[\sigma = 1] \cdot d(\alpha, n - 1) + \sum_{j=0}^{n-\sigma-1} \hat{d}(\alpha, it^h + j \mod (n - \sigma)) \\
\leq 2h \cdot \left( \min_{i=0}^{n-\sigma-1} \sum_{j=0}^{n-1} d(i, j) \right) - \chi[\sigma = 1] \cdot \left( (2h - 1) \cdot d(i', n - 1) - \frac{1}{n-1} \sum_{j=0}^{n-2} d(i', j) \right).
\]
Proof. Clearly,
\[
\sum_{j=0}^{n-1} d(\alpha,j) \overset{\text{(2)}}{=} \chi[\sigma=1] \cdot d(\alpha,n-1) + \sum_{j=0}^{n-\sigma-1} d^{(n-\sigma)}(\alpha,j)
= \chi[\sigma=1] \cdot d(\alpha,n-1) + \sum_{j=0}^{n-\sigma-1} d^{(n-\sigma)}(\alpha,\alpha t^h + j),
\]
where the second equality uses equation (2) and the one-to-one correspondence of \( j \mapsto \alpha t^h + j \mod (n-\sigma) \) for \( j \in \{0,1,\ldots,n-\sigma-1\} \).

Pick \( u \) from \( \{0,1,\ldots,n-\sigma-1\} \) uniformly at random. Then
\[
\chi[\sigma=1] \cdot d(\alpha,n-1) + \sum_{j=0}^{n-\sigma-1} d(\alpha,\alpha t^h + j) \leq \chi[\sigma=1] \cdot d(u,n-1) + \sum_{j=0}^{n-\sigma-1} d(u,ut^h + j \mod (n-\sigma)) \leq \chi[\sigma=1] \cdot (d(i',u) + d(i',n-1)) + \sum_{j=0}^{n-\sigma-1} d(u,ut^h + j \mod (n-\sigma)) = \chi[\sigma=1] \cdot \left( \frac{1}{n-\sigma} \cdot \sum_{m=0}^{n-\sigma-1} d(i',m) + d(i',n-1) \right) + \mathbb{E} \left[ \sum_{j=0}^{n-\sigma-1} d(u,ut^h + j \mod (n-\sigma)) \right],
\]
where the last inequality follows from the triangle inequality for \( d \). Furthermore,
\[
\mathbb{E} \left[ \sum_{j=0}^{n-\sigma-1} d(u,ut^h + j \mod (n-\sigma)) \right] \overset{\text{(3)}}{=} \mathbb{E} \left[ \sum_{j=0}^{n-\sigma-1} \sum_{k=0}^{h-1} d^{(n-\sigma)}(ut^k + \sum_{\ell=0}^{k-1} s_{h-1-\ell}(j) \cdot t^{k-1-\ell} \cdot t^k+1 + \sum_{\ell=0}^{k-1} s_{h-1-\ell}(j) \cdot t^k) \right] \leq \mathbb{E} \left[ \sum_{j=0}^{h-1} \sum_{k=0}^{h-1} d^{(n-\sigma)}(i',ut^k + \sum_{\ell=0}^{k-1} s_{h-1-\ell}(j) \cdot t^{k-1-\ell} \cdot t^k) + d^{(n-\sigma)}(i',ut^{k+1} + \sum_{\ell=0}^{k} s_{h-1-\ell}(j) \cdot t^{k-\ell}) \right] \overset{\text{(2)}}{=} \sum_{j=0}^{n-\sigma-1} \sum_{k=0}^{h-1} \left( \mathbb{E} \left[ d(i',ut^k + \sum_{\ell=0}^{k-1} s_{h-1-\ell}(j) \cdot t^{k-1-\ell} \mod (n-\sigma)) \right] \right) + \mathbb{E} \left[ d(i',ut^{k+1} + \sum_{\ell=0}^{k} s_{h-1-\ell}(j) \cdot t^{k-\ell} \mod (n-\sigma)) \right]
\]
where the inequality follows from the triangle inequality for \( d^{(n-\sigma)} \).

Because \( u \) is a uniformly random element of \( \{0,1,\ldots,n-\sigma-1\} \) and \( \gcd(t,n-
Therefore, for any $j \in \{0, 1, \ldots, n-1\}$ and $k \in \{0, 1, \ldots, h\}$.

\[
\sum_{j=0}^{n-\sigma-1} \sum_{k=0}^{h-1} \left( \frac{1}{n-\sigma} \cdot \sum_{m=0}^{n-\sigma-1} d(i', m) + \frac{1}{n-\sigma} \cdot \sum_{m=0}^{n-\sigma-1} d(i', m) \right)
= 2h \sum_{m=0}^{n-\sigma-1} d(i', m).
\]

Summarizing all the above with tedious calculations,

\[
\sum_{j=0}^{n-1} d(\alpha, j) \leq \chi[\sigma = 1] \cdot d(\alpha, n-1) + \sum_{j=0}^{n-\sigma-1} \hat{d}(\alpha, \alpha^h + j \mod (n-\sigma)) \\
\leq 2h \left( \sum_{m=0}^{n-1} d(i', m) \right) - \chi[\sigma = 1] \cdot \left( (2h-1) \cdot d(i', n-1) - \frac{1}{n-1} \cdot \sum_{m=0}^{n-2} d(i', m) \right).
\]

Finally, invoke equation (5).

The following lemma shows how to pick a $(2h)$-approximate $1$-median (w.r.t. $d$) from $\{\alpha, n-1\}$.

**Lemma 3.** Let $\alpha \in \{0, 1, \ldots, n - \sigma - 1\}$ be as in equation (6), breaking ties arbitrarily. If

\[
\chi[\sigma = 1] \cdot d(\alpha, n-1) + \sum_{j=0}^{n-\sigma-1} \hat{d}(\alpha, \alpha^h + j \mod (n-\sigma)) < \sum_{j=0}^{n-1} d(n-1, j),
\]

then

\[
\sum_{j=0}^{n-1} d(\alpha, j) \leq 2h \cdot \min_{i=0}^{n-1} \sum_{j=0}^{n-1} d(i, j).
\]

Otherwise,

\[
\sum_{j=0}^{n-1} d(n-1, j) \leq 2h \cdot \min_{i=0}^{n-1} \sum_{j=0}^{n-1} d(i, j).
\]
Proof. Clearly,

\[ \sum_{j=0}^{n-1} d(\alpha, j) = \chi[\sigma = 1] \cdot d(\alpha, n-1) + \sum_{j=0}^{n-\sigma-1} d^{(n-\sigma)}(\alpha, j) \] (10)

\[ \leq \chi[\sigma = 1] \cdot d(\alpha, n-1) + \sum_{j=0}^{n-\sigma-1} \hat{d}(\alpha, j) \]

\[ = \chi[\sigma = 1] \cdot d(\alpha, n-1) + \sum_{j=0}^{n-\sigma-1} \hat{d}(\alpha, \alpha h + j \mod (n-\sigma)), \] (11)

where the last equality uses the one-to-one correspondence of \( j \mapsto \alpha h + j \mod (n-\sigma) \) for \( j \in \{0, 1, \ldots, n-\sigma-1\} \).

Next, we separate the discussion as to whether

\[ (2h-1) \cdot d(\alpha', n-1) - \frac{1}{n-1} \sum_{m=0}^{n-2} d(\alpha', m) \geq 0. \] (12)

Case (1): Equation (12) is true. By Lemma 2,

\[ \sum_{j=0}^{n-1} d(\alpha, j) \leq 2h \cdot \min_{i=0}^{n-\sigma-1} \sum_{j=0}^{n-1} d(i, j). \] (13)

Subcase (i): Equation (7) is true. By equations (7) and (10)–(11),

\[ \sum_{j=0}^{n-1} d(\alpha, j) < \sum_{j=0}^{n-1} d(n-1, j). \]

This and equation (13) imply equation (8).

Subcase (ii): Equation (7) is false. By Lemma 2 and equation (12),

\[ \chi[\sigma = 1] \cdot d(\alpha, n-1) + \sum_{j=0}^{n-\sigma-1} \hat{d}(\alpha, \alpha h + j \mod (n-\sigma)) \]

\[ \leq 2h \cdot \min_{i=0}^{n-\sigma-1} \sum_{j=0}^{n-1} d(i, j). \]

This and the negation of equation (7) imply

\[ \sum_{j=0}^{n-1} d(n-1, j) \leq 2h \cdot \min_{i=0}^{n-\sigma-1} \sum_{j=0}^{n-1} d(i, j). \] (14)

Equation (14) implies equation (9) (note that \( \sum_{j=0}^{n-1} d(n-1, j) \) does not exceed itself).
Case (2): Equation (12) is false. By the triangle inequality for $d$,
\[
\sum_{j=0}^{n-1} d(n-1,j) \leq \sum_{j=0}^{n-1} (d(i',n-1) + d(i',j)) = n \cdot d(i',n-1) + \sum_{j=0}^{n-1} d(i',j).
\]
This and the negation of equation (12) imply
\[
\sum_{j=0}^{n-1} d(n-1,j) < n \cdot \frac{1}{2h-1} \cdot \frac{1}{n-1} \sum_{j=0}^{n-2} d(i',j) + \sum_{j=0}^{n-1} d(i',j) \tag{15}
\]
\[
\leq 2 \cdot \sum_{j=0}^{n-1} d(i',j) \tag{16}
\]
where the second inequality uses $h \geq 2$. Inequalities (15)–(16) imply equation (9).

Subcase (a): Equation (7) is false. Equation (9) holds as desired.
Subcase (b): Equation (7) is true. By equations (7) and (10)–(11),
\[
\sum_{j=0}^{n-1} d(\alpha,j) < \sum_{j=0}^{n-1} d(n-1,j).
\]
This and equation (9) give equation (8).

3 Dynamic programming

Define $(s'_h, s'_{h-1}, \ldots, s'_0) \in \{0, 1, \ldots, t-1\}^h$ to be the $t$-ary representation of $n - \sigma - 1$. So $\sum_{r=0}^{h-1} s'_r \cdot t^r = n - \sigma - 1$. For $i \in \{0, 1, \ldots, n - \sigma - 1\}$ and $m \in \{0, 1, \ldots, h-1\}$, define
\[
f(i,m) \equiv \sum_{s_m, s_{m-1}, \ldots s_0 = 0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t^r \right] 
\cdot \sum_{k=0}^{m} d^{(n-\sigma)} \left( it^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell} \cdot it^k + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right), \tag{17}
\]
\[
g(i,m) \equiv \sum_{s_m, s_{m-1}, \ldots s_0 = 0}^{t-1} \sum_{k=0}^{m} d^{(n-\sigma)} \left( it^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell} \cdot it^k + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right); \tag{18}
\]
hence

\[ f(i, 0) = \sum_{s_0=0}^{s'_0} d^{(n-\sigma)}(i, it + s_0), \quad (19) \]

\[ g(i, 0) = \sum_{s_0=0}^{t-1} d^{(n-\sigma)}(i, it + s_0). \quad (20) \]

Chang also defines functions similar to our \( f(\cdot, \cdot) \) and \( g(\cdot, \cdot) \) [2, equations (8)–(9)], based on his pseudo-distance function [2, equation (2)]. Instead, equations (17)–(18) are based on \( \hat{d} \) in equation (3).

When \( \sigma = 0 \), the following lemma says that a minimizer of \( f(\cdot, h - 1) \) is a 1-median w.r.t. \( \hat{d} \).

**Lemma 4** (cf. [2, Lemma 5]). For all \( i \in \{0, 1, \ldots, n - \sigma - 1\} \),

\[ f(i, h - 1) = \sum_{j=0}^{n-\sigma-1} \hat{d}(i, it^h + j \mod (n - \sigma)). \]

**Proof.** Representing each \( \sum_{j=0}^{n-\sigma-1} \hat{d}(i, it^h + j \mod (n - \sigma)) \) in \( t \)-ary as \( (s_{h-1}, s_{h-2}, \ldots, s_0) \),

\[
\begin{align*}
\sum_{j=0}^{n-\sigma-1} \sum_{k=0}^{h-1} d^{(n-\sigma)} \left( it^k + \sum_{\ell=0}^{k-1} s_{h-1-\ell}(j) \cdot t^{k-1-\ell}, it^{k+1} + \sum_{\ell=0}^{k} s_{h-1-\ell}(j) \cdot t^{k-\ell} \right) \\
= \sum_{s_{h-1},s_{h-2},\ldots,s_0=0}^{h-1} \chi \left( \sum_{r=0}^{k-1} s_r \cdot t^r \leq n - \sigma - 1 \right) \\
\cdot \sum_{k=0}^{h-1} d^{(n-\sigma)} \left( it^k + \sum_{\ell=0}^{k-1} s_{h-1-\ell} \cdot t^{k-1-\ell}, it^{k+1} + \sum_{\ell=0}^{k} s_{h-1-\ell} \cdot t^{k-\ell} \right). \quad (21)
\end{align*}
\]

Equations (3), (17) and (21) complete the proof (recall that \( \sum_{r=0}^{h-1} s'_r \cdot t^r = n - \sigma - 1 \)).

When \( \sigma = 0 \), a minimizer of \( f(\cdot, h - 1) \) is a \( (2h) \)-approximate 1-median w.r.t. \( \hat{d} \) by Lemmas 2 and 4. So we want to calculate \( f(\cdot, h - 1) \). The next four lemmas derive recurrences for \( g(\cdot, \cdot) \) and \( f(\cdot, \cdot) \).

**Lemma 5** (cf. [2, Lemma 6]). For all \( m \in \{0, 1, \ldots, h - 1\} \) and \( s_m, s_{m-1}, \ldots, s_0 \in \{0, 1, \ldots, t - 1\} \),

\[
\begin{align*}
\sum_{k=1}^{m} d^{(n-\sigma)} \left( it^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, it^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \\
= \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( it^{k+1} + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-1-\ell} \cdot t^{k-1-\ell}, it^{k+2} + s_m \cdot t^{k+1} + \sum_{\ell=0}^{k} s_{m-1-\ell} \cdot t^{k-\ell} \right)
\end{align*}
\]
Proof. Clearly,
\[\sum_{k=1}^{m} d^{(n-s)} \left( ik^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, ik^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \]
\[= \sum_{k=0}^{m-1} d^{(n-s)} \left( ik^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell}, ik^{k+2} + \sum_{\ell=0}^{k+1} s_{m-\ell} \cdot t^{k+1-\ell} \right) \]
\[= \sum_{k=0}^{m-1} d^{(n-s)} \left( ik^{k+1} + s_{m} \cdot t^{k} + \sum_{\ell=1}^{k-1} s_{m-\ell} \cdot t^{k-\ell}, ik^{k+2} + s_{m} \cdot t^{k+1} + \sum_{\ell=1}^{k+1} s_{m-\ell} \cdot t^{k+1-\ell} \right) \]
\[= \sum_{k=0}^{m-1} d^{(n-s)} \left( ik^{k+1} + s_{m} \cdot t^{k} + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, ik^{k+2} + s_{m} \cdot t^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right), \]
where the first and the last equalities follow from substituting \(k\) with \(k+1\) and \(\ell\) with \(\ell+1\), respectively. \(\square\)

Lemma 6 (cf. [2, Lemma 6]). For all \(i \in \{0, 1, \ldots, n - \sigma - 1\}\) and \(m \in \{1, 2, \ldots, h - 1\}\),
\[g(i, m) = m \sum_{s_{m}=0}^{t-1} d^{(n-s)} (i, it + s_{m}) \]
\[+ \sum_{s_{m}=0}^{t-1} g(it + s_{m} \mod (n - \sigma), m - 1). \]

Proof. By equation (18),
\[g(i, m) \]
\[= \sum_{s_{m}=0}^{t-1} \sum_{s_{m-1}, s_{m-2}, \ldots, s_{0}=0} d^{(n-s)} (i, it + s_{m}) \]
\[+ \sum_{k=1}^{m} d^{(n-s)} \left( ik^{k} + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, ik^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \]
\[= \sum_{s_{m}=0}^{t-1} t^{m} \cdot d^{(n-s)} (i, it + s_{m}) \]
\[+ \sum_{s_{m}=0}^{t-1} \sum_{s_{m-1}, s_{m-2}, \ldots, s_{k}=0}^{t-1} \sum_{k=1}^{m} d^{(n-s)} \left( ik^{k} + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, ik^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right), \]
\[g(it + s_{m} \mod (n - \sigma), m - 1) \]
\[= \sum_{s_{m}=0}^{t-1} \sum_{s_{m-1}, s_{m-2}, \ldots, s_{0}=0}^{m-1} d^{(n-s)} \left( it + s_{m} \cdot t^{k} + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, (it + s_{m}) \cdot t^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \]
for \(s_{m} \in \{0, 1, \ldots, t-1\}\), where the last equality uses equation (2) as well. These and Lemma 5 complete the proof. \(\square\)
For all \( m \in \{1, 2, \ldots, h - 1\} \) and \( s_m, s_{m-1}, \ldots, s_0 \in \{0, 1, \ldots, t-1\} \), consider whether

\[
\sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t^r
\]

(22)

in the following three cases:

(I) If \( s_m = s'_m \), equation (22) holds if and only if \((s_{m-1}, s_{m-2}, \ldots, s_0)\) is the \(t\)-ary representation of one of \(0, 1, \ldots, \sum_{r=0}^{m-1} s'_r \cdot t^r\).

(II) If \( s_m < s'_m \), equation (22) holds.

(III) If \( s_m > s'_m \), equation (22) fails to hold.

**Lemma 7** (cf. [2, Lemma 7]). For all \( m \in \{1, 2, \ldots, h - 1\} \),

\[
\sum_{s_m=0}^{s'_m} \sum_{s_{m-1}, s_{m-2}, \ldots, s_0=0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t^r \right] \cdot d^{(n-\sigma)}(i, it + s_m)
\]

\[
= \left(1 + \sum_{r=0}^{m-1} s'_r \cdot t^r\right) d^{(n-\sigma)}(i, it + s'_m) + t^m \sum_{s_m=0}^{s'_m-1} d^{(n-\sigma)}(i, it + s_m).
\]

(23)

**Proof.** Items (I)–(II) account for the first and the second terms of the right-hand side of equation (23), respectively. \(\square\)

**Lemma 8** (cf. [2, Lemma 7]). For all \( i \in \{0, 1, \ldots, n - \sigma - 1\} \) and \( m \in \{1, 2, \ldots, h - 1\} \),

\[
f(i, m) = \left(1 + \sum_{r=0}^{m-1} s'_r \cdot t^r\right) d^{(n-\sigma)}(i, it + s'_m)
\]

\[
+ t^m \sum_{s_m=0}^{s'_m-1} d^{(n-\sigma)}(i, it + s_m)
\]

\[
+ f(it + s'_m \mod (n - \sigma), m - 1)
\]

\[
+ \sum_{s_m=0}^{s'_m-1} g(it + s_m \mod (n - \sigma), m - 1).
\]
Proof. We have

\begin{align}
  f(i, m) \\
  \overset{(17)}{=} \\
  \sum_{s_m=0}^{t-1} \sum_{s_{m-1},s_{m-2},...,s_0=0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t' \right] \cdot \left( d^{(n-\sigma)} (i, it + s_m) \right) \\
  + \sum_{k=1}^{m} d^{(n-\sigma)} \left( it^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, it^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \\
  \overset{Lemma \ 5}{=} \\
  \sum_{s_m=0}^{m-1} \sum_{s_{m-1},s_{m-2},...,s_0=0}^{m-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t' \right] \cdot \left( d^{(n-\sigma)} (i, it + s_m) \right) \\
  + \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( it^{k+1} + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, it^{k+2} + s_m \cdot t^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \\
  \overset{item \ (III)}{=} \\
  \sum_{s_m=0}^{s'_m} \sum_{s_{m-1},s_{m-2},...,s_0=0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t' \right] \cdot \left( d^{(n-\sigma)} (i, it + s_m) \right) \\
  + \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( it^{k+1} + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, it^{k+2} + s_m \cdot t^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \\
  \overset{Lemma \ 7}{=} \\
  \sum_{s_m=0}^{s'_m} \sum_{s_{m-1},s_{m-2},...,s_0=0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t' \right] \cdot d^{(n-\sigma)} \left( it + s'_m \mod (n-\sigma), m-1 \right) + \sum_{s_m=0}^{s'_m-1} g \left( it + s_m \mod (n-\sigma), m-1 \right).
\end{align}

So by Lemma 7, it remains to prove that

\begin{align}
  \sum_{s_m=0}^{s'_m} \sum_{s_{m-1},s_{m-2},...,s_0=0}^{m-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_r \cdot t' \right] \\
  \cdot \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( it^{k+1} + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-1-\ell}, it^{k+2} + s_m \cdot t^{k+1} + \sum_{\ell=0}^{k} s_{m-\ell} \cdot t^{k-\ell} \right) \\
  = f \left( it + s'_m \mod (n-\sigma), m-1 \right) + \sum_{s_m=0}^{s'_m-1} g \left( it + s_m \mod (n-\sigma), m-1 \right).
\end{align}

Separating the left-hand side of equation (25) according to whether \( s_m = s'_m \).
or \( s_m \leq s'_{m-1} - 1, \)

\[
\sum_{s_m=0}^{s'_{m-1}} \sum_{s_{m-1}=0, s_{m-2}, \ldots, s_0=0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_{r} \cdot t^r \right] 
\cdot \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( (it+1) + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-\ell}, \right. \\
\left. (it+1) + s'_{m-1} \cdot t^{k-1}, \ldots, \right. \\
\left. (it+1) + s'_{m} \cdot t^{k-\ell}, \right.
\left. (it+1) + s'_{m-1-\ell} \cdot t^{k-\ell} \right)
\]

\[
= \sum_{s_{m-1}, s_{m-2}, \ldots, s_0=0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_{r} \cdot t^r \right] 
\cdot \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( (it+1) + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-\ell}, \right. \\
\left. (it+1) + s'_{m-1} \cdot t^{k-1}, \ldots, \right. \\
\left. (it+1) + s'_{m} \cdot t^{k-\ell}, \right.
\left. (it+1) + s'_{m-1-\ell} \cdot t^{k-\ell} \right)
\]

\[
\cdot \sum_{s_{m}=0}^{s'_{m-1}} \sum_{s_{m-1}, s_{m-2}, \ldots, s_0=0}^{t-1} \chi \left[ \sum_{r=0}^{m} s_r \cdot t^r \leq \sum_{r=0}^{m} s'_{r} \cdot t^r \right] 
\cdot \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( (it+1) + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-\ell}, \right. \\
\left. (it+1) + s'_{m-1} \cdot t^{k-1}, \ldots, \right. \\
\left. (it+1) + s'_{m} \cdot t^{k-\ell}, \right.
\left. (it+1) + s'_{m-1-\ell} \cdot t^{k-\ell} \right)
\]

\[
\cdot \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( (it+1) + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-\ell}, \right. \\
\left. (it+1) + s'_{m-1} \cdot t^{k-1}, \ldots, \right. \\
\left. (it+1) + s'_{m} \cdot t^{k-\ell}, \right.
\left. (it+1) + s'_{m-1-\ell} \cdot t^{k-\ell} \right)
\]

\[
\cdot \sum_{k=0}^{m-1} d^{(n-\sigma)} \left( (it+1) + s_m \cdot t^k + \sum_{\ell=0}^{k-1} s_{m-\ell} \cdot t^{k-\ell}, \right. \\
\left. (it+1) + s'_{m-1} \cdot t^{k-1}, \ldots, \right. \\
\left. (it+1) + s'_{m} \cdot t^{k-\ell}, \right.
\left. (it+1) + s'_{m-1-\ell} \cdot t^{k-\ell} \right)
\]

\[
(17)-(18) \quad f \left( it + s'_{m} \mod (n-\sigma), m-1 \right) + \sum_{s_m=0}^{s'_{m-1}} g \left( it + s_m \mod (n-\sigma), m-1 \right). \]
Lemma 9 (cf. [2,Lemma 8]). Approx.-Median in Fig. 1 outputs a (2h)-approximate 1-median w.r.t. d.

Proof. By equations (19)–(20), lines 10–13 of Approx.-Median find $f(\cdot, 0)$ and $g(\cdot, 0)$. By Lemmas 6 and 8, lines 14–23 find $f(\cdot, m)$ and $g(\cdot, m)$ for an increasing $m \in \{1, 2, \ldots, h - 1\}$. By Lemma 4, line 24 picks $\alpha$ as in equation (6), and the condition in line 25 is the same as equation (7). So by Lemma 3, lines 25–29 output a (2h)-approximate 1-median (w.r.t. d).

Below is our main theorem.

Theorem 10 (cf. [2,Theorem 9]). Let $h: \mathbb{Z}^+ \rightarrow \mathbb{Z}^+ \setminus \{1\}$ be such that (1) $h(n) \leq \lg n$ for all sufficiently large $n$ and (2) $h(n)$ and $\lceil n^{1/h(n)} \rceil$ are computable from $n$ in $O(h(n) \cdot n^{1+1/h(n)})$ time. Then METRIC 1-MEDIAN has a deterministic, $O(h(n) \cdot n^{1+1/h(n)})$-time, $O(n^{1+1/h(n)})$-query, (2h(n))-approximation and nonadaptive algorithm.

Proof. By Lemma 9, Approx.-Median is (2h)-approximate. It is clearly deterministic and nonadaptive. Lines 3–8 of Approx.-Median make $O(nt)$ queries. With $\{t'_i\}_{i=0}^{h-1}$ and $\{\sum_{r=0}^{i} s'_r \cdot t'_r\}_{i=0}^{h-1}$ precomputed, lines 14–23 take $O(hnt)$ time. The well-known AKS primality test allows line 1 to take time

$$\left(\lceil n^{1/h} \rceil + 1\right) \cdot \log^{O(1)} \left( O \left( n^{1/h} \right) \right) = O \left( \sqrt{n} \cdot \log^{O(1)} n \right) = o(n),$$

where the first equality uses $h \geq 2$. Finally, $t = \Theta(n^{1/h})$ by line 1.

Corollary 11. METRIC 1-MEDIAN has a deterministic, $O(n \log n)$-time, $O(n)$-query, $(\epsilon \log n)$-approximation and nonadaptive algorithm for each constant $\epsilon > 0$.

Proof. Take $h(n) = (\epsilon/2) \lg n$ in Theorem 10.

Corollary 11 is stronger than taking $h(n) = (\epsilon/2) \lg n$ in Theorem 1. We leave open whether deterministic $O(n)$-query algorithms for METRIC 1-MEDIAN can be $o(\log n)$-approximate.
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1: Pick any prime number \( t \in \lceil n^{1/h} \rceil, 2 \cdot \lceil n^{1/h} \rceil \);

2: Pick any \( \sigma \in \{0, 1\} \) satisfying \( \gcd(t, n - \sigma) = 1 \);

3: for \( i = 0, 1, \ldots, n - \sigma - 1 \) do

4: for \( s = 0, 1, \ldots, t - 1 \) do

5: Query for \( d(i, it + s \mod (n - \sigma)) \);

6: end for

7: Query for \( d(n - 1, i) \);

8: end for

9: \((s'_{h-1}, s'_{h-2}, \ldots, s'_0) \) ← the \( t \)-ary representation of \( n - \sigma - 1 \);

10: for \( i = 0, 1, \ldots, n - \sigma - 1 \) do

11: \( f[i][0] \leftarrow \sum_{s_0=0}^{s'_0} d(i, it + s_0 \mod (n - \sigma)) \);

12: \( g[i][0] \leftarrow \sum_{s_0=0}^{t-1} d(i, it + s_0 \mod (n - \sigma)) \);

13: end for

14: for \( m = 1, 2, \ldots, h - 1 \) do

15: for \( i = 0, 1, \ldots, n - \sigma - 1 \) do

16: \( f[i][m] \leftarrow (1 + \sum_{r=0}^{m-1} s'_r \cdot t^r) d(i, it + s'_m \mod (n - \sigma)) \);

17: \( f[i][m] \leftarrow f[i][m] + t^m \sum_{s_m=0}^{s'_m-1} d(i, it + s_m \mod (n - \sigma))[m-1] \);

18: \( f[i][m] \leftarrow f[i][m] + f[it + s'_m \mod (n - \sigma)][m-1] \);

19: \( f[i][m] \leftarrow f[i][m] + \sum_{s_m=0}^{s'_m-1} g[it + s_m \mod (n - \sigma)][m-1] \);

20: \( g[i][m] \leftarrow t^m \sum_{s_m=0}^{t-1} d(i, it + s_m \mod (n - \sigma)) \);

21: \( g[i][m] \leftarrow g[i][m] + \sum_{s_m=0}^{t-1} g[it + s_m \mod (n - \sigma)][m-1] \);

22: end for

23: end for

24: \( \alpha \leftarrow \arg\min_{i=0}^{n-\sigma-1} (\chi[\sigma = 1] \cdot d(i, n - 1) + f[i][h - 1]) \), breaking ties arbitrarily;

25: if \( \chi[\sigma = 1] \cdot d(\alpha, n - 1) + f[\alpha][h - 1] < \sum_{j=0}^{n-1} d(n - 1, j) \) then

26: Output \( \alpha \);

27: else

28: Output \( n - 1 \);

29: end if

Figure 1: Algorithm Approx.-Median
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