Mapping distributions in the entropy-parametric space
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Abstract. The paper discusses the possibility of approximate identification of asymmetric models in the space of information and probability signs of the sample data distributions. The paper contains a description of the features of the method for displaying asymmetric models in the entropy-parametric space of distribution signs. In particular a brief analysis of the shortcomings of the mapping of distributions in the space of parametric signs of asymmetry and kurtosis is given. For the construction a space of distribution signs, the author is proposed an entropy coefficient for asymmetric distributions that it is used as an independent interval informational estimate for observation sample data distribution. The material is illustrated by the example of a widespread family of generalized gamma distribution.

1. Introduction
In modern information-measuring systems, methods for classifying asymmetric distributions based on the space of statistical sign are used. An adequate model is selected by analysis of the probabilistic characteristics of the sample data that were obtained from experimental observations. In classical methods for determining the shape of distributions, dimensionless distribution signs such as asymmetry and kurtosis are calculated. This allows to identify approximately distribution shape [1, 2, 3, 4]. It is possible, since amidst the features of i moments of the distribution should be noted properties similar to derivatives of i orders. As for instance the work of the author [5], series were given for distributions approximation, that were constructed both by using high-order moments and by using the distribution signs of asymmetry and kurtosis.

A significant limitation of determining the distribution shape using probability signs is as follows. Distribution probabilistic signs tend to cluster on one line to a greater extent than is permissible for real detection of variability of sample observations belonging to different types of distributions. For this reason, the space of signs of asymmetry and kurtosis is used only for an approximate indication of the family of distributions it is insufficient for choosing the shape of the model [6]. The Weibull and gamma distributions are typical examples indistinguishable of model shape in the space of the statics signs of distribution so as asymmetry and kurtosis. In modeling the stochastic structure of information flows, a generalized gamma distribution [7] is used that is includes the Weibull and gamma distribution as private representatives of the subfamilies of a closed family of distributions.

2. Statistically distribution signs
A flexible family of generalized gamma distributions was introduced by Stacy E.W. [8, 9] for data analysis in the study of reliability. Distribution found distribution in studies of temporary processes. The physical basis for using distribution in statistical mechanics is [10].
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The generalized gamma distribution is a continuous probability distribution with three parameters: \( \alpha \) and \( \tau \) are shape parameters, and \( \lambda \) is scale parameter. All three distribution parameters are greater than zero. If the random variable \( X \) has a generalized gamma distribution, the probability density function is given by [9, 10, 11]:

\[
f_{ggd}(x, \alpha, \tau, \lambda) = \frac{\tau}{\lambda \Gamma(\alpha)} \left(\frac{x}{\gamma}\right)^{\alpha-1} e^{-\left(\frac{x}{\gamma}\right)^{\tau}}.
\]

where \( \Gamma(\alpha) \) is a gamma function.

The generalized gamma family is flexible in that it includes several well-known models as subfamilies. If both the \((\alpha, \tau)\) shape parameters are 1, then the subfamily distribution (1) is an exponential distribution. If the \(\alpha\) shape parameter is 1, then the subfamily (1) is the Weibull distribution. If the \(\tau\) shape parameter is 1, then the subfamily (1) is the gamma distribution. The distribution (1) is the chi-squared subfamily then followings values can be written for shape parameters of the distribution (1): \(\tau\) is 1, \(\alpha\) is 0.5, where \(k=1, 2, 3, \ldots\) The chi-squared subfamily distribution is converted to the half normal if \(k\) parameter is 1.

Figure 1 shows graphics of positions of asymmetry and kurtosis for subfamilies of distributions similar shape. It is illustration the imposition of graphics of distributions subfamilies in the space of distribution signs. There are graphics at numbers 1 and 2 that correspond to the positions of many shapes of the subfamilies of the Weibull and gamma distribution. The diagram also shows the shapes positions for the Pareto distributions family and for the family of the logarithmic normal distribution. There are graphics numbers 3 and 4. These distribution families overlap almost on the gamma distribution graphic in the space of asymmetry and kurtosis signs.
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be seen that it is difficult to choose the shape for the asymmetric distributions of different types due
dither close position of the graphic in the space of kurtosis and asymmetry.

3. Information measure for the uncertainty interval distribution of controlled parameters

The rapid development of information technology predetermined revolutionary changes in various
fields of modern science and technology. Information carriers are observations whose outcome cannot
be predicted in advance. Since the messages are random, the amount of information is a random
variable. C. Shannon proposed a quantitative measure to ensure the informational relationship between
the objects of the system as entropy of random variable. It is convenient to use the mathematical
expectation of the amount of information to characterize the ensemble of data received from the object
of observation. The Shannon entropy is calculated using formula [13]:

$$H(x) = - \int_{-\infty}^{\infty} f(x) \ln f(x) dx.$$  (2)

Shannon entropy (2) is one of the most important metrics in information theory as it allows to
estimate amount of information when receiving, storing, transforming and transmitting in complexity
systems. At its core entropy measures the uncertainty associated with a random variable. Since the
calculation of entropy is based on the distribution probability of the observation results, the Shannon
entropy is an independent quantitative measure of the uncertainty of the distribution of the observed
value [11, 12, 14]. In modern literature, the entropy of distributions is given as an independent feature
of statistical distributions [15]. The formula for calculating of entropy of the generalized gamma
distribution is given [10, 16]

$$H_{ggd}(x, \alpha, \tau, \lambda) = \ln \left( \tau^{\alpha} \lambda \Gamma(\alpha) \right) + \left( \tau^{-1} - \alpha \right) \psi(\alpha) + \alpha.$$  (3)

where $\psi(\alpha)$ is the Psi function of the $\alpha$ shape parameter.

Formulas (3) are the entropies of the distributions of random variables these are indistinguishable
in the space of probability signs of asymmetry and kurtosis. Since the $\alpha$ scale parameter is specified in
units of the observed magnitude, it is differing for uniform distributions. For this reason in
experimental research, it is inconvenient to use the distribution entropy to specify an independent sign
of the distribution model.

As an independent coordinate, the author of this paper uses the information sign of the interval
estimation of distributions it is based on the Shannon measure. For asymmetric distributions, author
introduces the $k_H$ coefficient of the ratio of the $\Delta_H$ entropy interval of uncertainty of the asymmetric
distribution to the $m_2$ second initial moment of the distribution. For the entropy coefficient, the
formula is obtained

$$k_H = \frac{\Delta_H}{\sqrt{m_2}}.$$  (4)

Additionally, we can also write the equality between the $m_2(\lambda)$ initial moment of the second order
of the non-symmetric distribution and the $\sigma^2(Y)$ square of the standard deviation of the symmetric
distribution. Since the entropy coefficient (4) is an independent information feature of an asymmetric
distribution as the entropy coefficients were obtained for the families of asymmetric distributions
considered above. The entropy coefficient of the family of generalized gamma distribution is given by

$$k_{H_{ggd}}(\alpha, \tau, \lambda) = \frac{\left( \Gamma(\alpha) \right)^{1/5}}{\tau \sqrt{\Gamma(\alpha + 2\tau^{-1})}} \exp \left( \left[ \frac{1}{\tau} - \alpha \right] \psi(\alpha) + \alpha \right).$$  (5)

For the entropy coefficients the obtained expressions allow to display asymmetric distributions in
the space of entropy – parametric signs of asymmetry, anty-kurtosis and entropy coefficient. Entropy
coefficients has been used before in the development of a system for stochastic monitoring of the electrophysiological characteristics of the heart [17, 18]

4. Entropy – parametric signs space for asymmetry distribution

It is advisable to use in practical if we systematize the asymmetric distribution to determine analytical models’ laws by displaying them in the space of entropy-parametric signs. Since numerical estimates of the shape signs of the distribution such as asymmetry, kurtosis, anty-kurtosis and the entropy coefficient we may determine with an error of less than 5 ... 10% even with a small sample size with the number of samples less 40 [19], then the mapping of models in the attribute space shows their proximity or remoteness both regarding the results of observations, and among themselves. In doing so, we can see the distributions that it is used to approximate data or to replace complex graphic shapes with simpler models.

Special peculiar opportunities of classification for the asymmetric distribution models in the signs space are illustration then it is given in figure 2. There are used the following notation. Charts of possible shape for the Weibull family and for the gamma family are indicated by the numbers 1 and 2, respectively. A graph number 3 illustrate possible positions for a generalized gamma distribution with a \( \tau \) shape parameter of 0.6 and various \( \alpha \) parameters. For the logarithmic normal distribution the shape positions is show at the graph of 4. The exponential distributions position is the point of 5. For the position points of the chi-squared families the numbers have been set from 6 to 10. At these points the \( k \) shape parameters are equal to the integers from 1 to 5 they match of chi-squared distributions. The numbers from 6 to 10 have been set for the position points of the chi-squared families. These numbers correspond distributions that the shape parameters of \( k \) are equal to the integers respectively from 1 to 5. Chi-square distribution families with various integer degrees of freedom are located on the graph of the gamma subfamily the kind \( \alpha \) parameter is 1.5. A point 11 is the position of the half-normal distribution.

A diagram that it is show projections of models graphics onto the plane of distributions signs of the position of different distribution families is an effective tool for analyzing the shapes of models of asymmetric distributions. By analysis distributions we select the distribution family graph that located closest to the location point of the real data in three projections signs. For illustration of additional divide opportunities systematization of distributions in the entropic-parametric space the author are used only two projections signs that at figure 2 is shown. There are depicted the projection onto the
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plane of the asymmetry and entropy coefficient mappings at the figure 2, a and the projection onto the plane of the anty-kurtosis and entropy coefficient mappings at the figure 2, b. At the diagram anti-kurtosis is given by ratio of unit to root of distribution kurtosis quadratic.

5. Discussion and conclusions

If you look at graphics of the diagram at figure 2 it is obvious that distributions are well distinguishable in the entropic-parametric space of asymmetry, kurtosis and entropy coefficient. Before we have already seen at the figure 1 that in space of only statistical signs such as of asymmetry and of kurtosis these distributions were indistinguishable because they overlapped each other.

Now discuss some of the characteristic features it is the graphic display of distributions in the entropy-parametric space. First, note that in point 5 the graphics of shapes for the Weibull and gamma subfamilies of distributions is intersect. It is possible because in composition of these families there is a general shape that corresponds to an exponential distribution with an entropy coefficient equal to 1.922. This is explainable since the many shape for Weibull and gamma distributions were obtained by distorting the exponential distribution. These distributions belong to the family of generalized gamma distributions.

Further, we can also see point 7 that is located at the position of the Pearson distribution chi square with three degrees of freedom of independent standard normal random variables. As the chi-square distribution is a special case of the gamma distribution with shape parameters that are equal to 1.5 and 1 then the gamma distribution graph passes through this point. The entropy coefficient of distribution chi square is 2.014 at point 7 it is calculated by the formula (5). The asymmetry and anti-kurtosis of distribution chi square with three degrees of freedom are equal to 1.633 and 0.5, respectively. For the Weibull distribution with the shape parameter of \( \tau \) that is 1.139 similar entropy coefficients is 2.014 and same close values of signs of asymmetry and anty-kurtosis that are equal to 1.642 and 0.508 respectively. The Weibull distribution at the position point of 7, it is possible to use to approximate both a distribution with three degrees of freedom and gamma distributions with \( \alpha \) shape parameters that is 1.5. In the area between points 5 and 7 of the diagram at figure 2, both the Weibull and gamma distributions may be used to approximate the same data. These distributions are often used in various fields of technology, for example, at building reliability models.

At the diagram of figure 2 of models of asymmetric distributions is show also the position of two symmetric distributions: logistic distribution at point 12 and normal distribution at point 13. The entropy coefficients of symmetric logistic and normal distributions are 2.037 and 2.066, respectively. Both estimates of the entropy coefficient and of the anti-kurtosis at the symmetric distributions is obtained by analogy with the work of P. Novitsky [24]. The entropy coefficient is calculated as half the ratio of the intervals of entropy uncertainties to standard deviations of symmetric distributions. The anty-kurtosis was defined as the ratio of the square of the standard deviation to the square root of the fourth moment. From diagram 2 it follows that the symmetric logistic and normal distributions are clearly distinguishable on the projection of signs of asymmetry and entropy coefficient.

In the projection only parametric features of the distributions the positions of the log normal subfamily are superimposed on positions of the gamma subfamily this is illustrated at figure 1 there graphs 2 and 4. From the consideration of the diagram in figure 2 it can be seen that the use of an additional feature of the entropy coefficient of asymmetric distributions provides good distinguishability of graph 4 of the family of shapes of the logarithmic normal distribution.

Another example is the Pareto distribution. From the consideration of figure 1 it follows that the shapes of the Pareto distribution with different position parameters on the projection of the parametric signs of asymmetry and kurtosis are not distinguishable. Pareto Distribution Family is illustrated by graph 3 at figure 1. In addition, there the positions of the Pareto distribution shapes are near the shapes of the generalized gamma distributions. The use of the entropy coefficient of asymmetric distributions made it possible to obtain a separation for the Pareto distribution for various values of the position parameter \( x_0 \) of the left boundary of possible values. In figure 2, the numbers 14, 15, 16, and 17 correspond to the graphs of the positions of Pareto distributions with position parameters of 0.9, 1.1,
1.3, and 1.5. From the topographic diagram, it can be seen that the Pareto graphics should be used to approximate the data for the values of the entropy coefficients of asymmetric distributions of less than 1, asymmetry of more than 2.7, and anti-kurtosis less than 0.25. In this area, it is preferable to use simpler shapes of Pareto distribution, since the use of shapes of generalized gamma distribution is less effective due to the complexity of the model. Thus, the use of the entropy coefficient of asymmetric distributions as an additional informational sign of distribution uncertainty, together with the probabilistic signs of asymmetry and anti-kurtosis, allows us to create a space of entropy-parametric features for classifying and controlling asymmetric distributions by changing their shape.
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