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Abstract
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1 Introduction

Tuning parameter choices complicate statistical inference in cointegrating regressions and affect finite sample distributions of test statistics. Even in case these choices are “optimal”, hypothesis tests are often severely size distorted. In this paper we address this issue by proposing a novel self-normalized test statistic for general linear hypotheses, that itself is completely tuning parameter free. Its limiting distribution is non-standard but simulating asymptotically valid critical values is straightforward. In addition, we provide a resampling procedure to construct bootstrap critical values and justify their use by proving a bootstrap invariance principle that may be of independent interest.

Cointegration methods have been and are widely used to analyze long-run relationships between stochastically trending variables in many areas such as macroeconomics, environmental economics and finance, see, e.g., Benati et al. (2020), Wagner (2015) and Rad et al. (2016) for recent examples. In addition to these classical fields of application, cointegration methods have recently proven to be useful to describe phenomena also in other contexts. For instance, Dahlhaus et al. (2018) describe the close connection between cointegration and the theory of phase synchronization in physics and Phillips et al. (2020) apply cointegration-based methods to estimate Earth’s climate sensitivity.

Although the OLS estimator is consistent in cointegrating regressions, its limiting distribution is usually contaminated by second order bias terms, reflecting the correlation structure between regressors and errors. This makes the OLS estimator infeasible for conducting inference based on (simulated) quantile tables of (non)standard distributions. The literature provides several estimators which overcome this difficulty at the cost of tuning parameter choices: the number of leads and lags for the dynamic OLS (D-OLS) estimator of Phillips and Loretan (1991), Saikkonen (1991) and Stock and Watson (1993), kernel and bandwidth choices for the fully modified OLS (FM-OLS) estimator of Phillips and Hansen (1990) and the canonical cointegrating regression (CCR) estimator of Park (1992), or type and number of basis functions for the trend instrument variable (TIV) estimator of Phillips (2014). In addition, traditional hypothesis tests based on these estimators require kernel and bandwidth choices to estimate a long-run variance parameter. Such tuning parameters are often difficult to choose in practice and the finite sample performance of the estimators and tests based upon them often reacts sensitively to their choices. In particular, corresponding tests often suffer from severe size distortions.

In contrast to the aforementioned approaches, the integrated modified OLS (IM-OLS) estimator of Vogelsang and Wagner (2014) avoids the choice of tuning parameters. However, standard asymptotic inference based on the IM-OLS estimator still involves es-

1The term “self-normalization” was coined in Shao (2010), who extends the method of Lobato (2001) to inference for a general parameter in a stationary time series setting. The distinctive feature of “self-normalization” is that it leads to asymptotically pivotal test statistics without requiring the applied researcher to make tuning parameter choices.
imating a long-run variance parameter. To capture the effects of the required kernel and bandwidth choices in finite samples, Vogelsang and Wagner (2014) propose fixed-\( b \) theory for obtaining critical values. However, their simulation results reveal that when endogeneity and/or error serial correlation is strong, a large sample size is needed for the procedure to yield reasonable sizes. Moreover, for small to medium samples, test performance still seems to be sensitive to the choice of \( b \). Similarly, Hwang and Sun (2018) develop “partial” fixed-\( K \) theory for the TIV estimator, which captures the choice of the number of basis functions but ignores the impact of the basis functions itself.

Instead of trying to capture finite sample effects of tuning parameter choices, we propose a novel IM-OLS based test statistic for general linear hypotheses, which is completely tuning parameter free. The test statistic is based on a self-normalization approach that is similar in spirit to but different from the approach of Kiefer et al. (2000) for stationary data. The limiting null distribution of the self-normalized test statistic is nonstandard but simulating asymptotic critical values is straightforward. The idea of inference based on self-normalized test statistics has been proven to be widely applicable in stationary time series analysis, see Shao (2015) for a detailed review.\(^2\)

To further improve the performance of the self-normalized test in small to medium samples, we combine the self-normalization approach with a residual-based vector autoregressive (VAR) sieve resampling procedure to construct critical values.\(^3\) The VAR sieve bootstrap captures the second-order dependence structure of the original process in a simple manner. In particular, it only requires the selection of the order of the VAR, which is a straightforward and well understood task in practice.

To show consistency of the VAR sieve bootstrap in our context, we establish a bootstrap invariance principle result under relatively general conditions that may be of independent interest. Our framework allows for so-called weak white noises that are uncorrelated, but not necessarily independent, and also for various concepts to quantify such weak forms of dependence of the innovation process. In particular, we do not impose the assumption of a causal linear process with i.i.d. innovations as used in, e.g., Park (2002).

The theoretical analysis is complemented by a simulation study to assess the performance of the proposed methods benchmarked against competing approaches, including the traditional D-OLS and FM-OLS based Wald-type tests. The main result is that the

---

\(^2\)Self-normalization has also been applied to testing for a unit root in univariate time series, monitoring cointegrating relationships and the analysis of high-dimensional stationary time series, see Breitung (2002), Knorre et al. (2021) and Wang and Shao (2020), respectively.

\(^3\)The VAR sieve bootstrap is frequently used in related literature: Psaradakis (2001), inspired by the seminal work of Li and Maddala (1997), shows the usefulness of the sieve bootstrap in cointegrating regressions and Park (2002) provides its asymptotic justification by proving an underlying invariance principle result. Subsequently, Chang and Park (2003) and Chang et al. (2006) apply the sieve bootstrap to unit root testing and to conduct D-OLS based inference in cointegrating regressions, respectively. Note, however, that the approach of Chang et al. (2006) still requires the choice of leads and lags for estimation and additional kernel and bandwidth choices for inference. Moreover, Palm et al. (2010) use the sieve bootstrap in the context of testing for cointegration in conditional error correction models.
traditional tests show severe size distortions, whereas our novel approach, which combines the concepts of self normalization and bootstrapping, proves to hold the prescribed level approximately at the expense of only small power losses. Given that large size distortions of hypothesis tests are the rule rather than the exception in the cointegrating literature, the small power losses may be accepted by the applied researcher.

We illustrate the usefulness of the bootstrap-assisted self-normalized test in empirical applications by analyzing the validity of the Fisher effect in Germany and the United States. The Fisher effect is backed by several theoretical models, but many empirical studies reject the hypothesis that inflation and the short-term nominal interest rate cointegrate with the slope of inflation being equal to one. The errors in this regression are likely to be highly persistent even in case cointegration between the two variables prevails. As a consequence, the Fisher effect might be rejected solely due to the adverse effects of highly persistent errors on the performance of the estimators and tests chosen by the applied researcher, see, e.g., Caporale and Pittis (2004) and Westerlund (2008) for a detailed discussion. The bootstrap-assisted self-normalized test remedies these shortcomings, as it leads to reliable inference even in the presence of highly persistent errors.

The rest of the paper is organized as follows: Section 2 introduces the model and its underlying assumptions. Section 3 constructs the self-normalized test statistic and derives its limiting null distribution. Section 4 presents the bootstrap procedure and derives its asymptotic validity. Section 5 assesses the finite sample performance of the proposed methods and Section 6 illustrates the usefulness of the bootstrap-assisted self-normalized test in empirical applications. Section 7 concludes. The Online Appendix contains additional theoretical and finite sample results, tabulated critical values and proofs.

We use the following notation. The integer part of a real number $x$ is denoted by $\lfloor x \rfloor$. For a real matrix $A$ we denote its transpose by $A'$ and its Frobenius norm by $|A|_F = (\text{tr}(A'A))^{1/2}$, where $\text{tr}(\cdot)$ denotes the trace and for a vector the Frobenius norm becomes the Euclidean norm. The $k$-dimensional identity matrix is denoted by $I_k$ and $0_{j \times k}$ (or simply $0$) denotes a $(j \times k)$-dimensional matrix of zeros. With $\text{diag}(\cdot)$ we denote a (block) diagonal matrix with diagonal elements specified throughout. Equality in distribution is signified by $\overset{d}{=}$. With $\overset{w}{\rightarrow}$ and $\overset{p}{\rightarrow}$ we denote weak convergence and convergence in probability, respectively. Adding the superscript “*” signifies convergence in the bootstrap probability space. The corresponding probability measure is denoted by $\mathbb{P}^*$ and $\mathbb{E}^*(\cdot)$ denotes the expectation with respect to $\mathbb{P}^*$. For notational simplicity, a Brownian motion $\{M(r), \ 0 \leq r \leq 1\}$ is denoted by $M(r)$. 
2 The Model and Assumptions

We consider the cointegrating regression model

\[ y_t = x_t^\prime \beta + u_t, \]  \hspace{1cm} (2.1) \]
\[ x_t = x_{t-1} + v_t, \] \hspace{1cm} (2.2)

\( t = 1, \ldots, T, \) where \((y_t)_{t=1}^{T}\) is a scalar time series and \((x_t)_{t=1}^{T}\) is an \( m \times 1 \) vector of time series. For brevity we set \( x_0 = 0. \) For \( \{w_t\}_{t \in \mathcal{Z}} := \{[u_t, v_t]\}_{t \in \mathcal{Z}} \) we assume the following:

**Assumption 1.** Let \( \{w_t\}_{t \in \mathcal{Z}} \) be an \( \mathbb{R}^{1+m} \)-valued, strictly stationary and purely nondeterministic stochastic process of full rank\(^4\) with \( \mathbb{E}(w_t) = 0 \) and \( \mathbb{E}(|w_t|^4_F) < \infty, \) for some \( a > 2. \) The autocovariance matrix function \( \Gamma(\cdot) \) of \( \{w_t\}_{t \in \mathcal{Z}} \) fulfills \( \sum_{h=-\infty}^{\infty} (1 + |h|)^k |\Gamma(h)|_F < \infty \) for some \( k \geq 3/2. \) For the spectral density matrix \( f(\cdot) \) of \( \{w_t\}_{t \in \mathcal{Z}} \) we assume that there exists a constant \( c > 0 \) such that \( \min \sigma(f(\lambda)) \geq c \) for all frequencies \( \lambda \in (-\pi, \pi], \) where \( \sigma(f(\lambda)) \) denotes the spectrum of \( f(\cdot) \) at frequency \( \lambda. \)

The short memory condition \( \sum_{h=-\infty}^{\infty} (1 + |h|)^k |\Gamma(h)|_F < \infty \) for some \( k \geq 3/2 \) in Assumption \[^5\] implies a continuously differentiable spectral density function, which is particularly bounded from below and from above, uniformly for all frequencies \( \lambda \in (-\pi, \pi]. \) As shown in Meyer and Kreiss (2015), a process fulfilling Assumption \[^5\] does always possess the one-sided representations

\[ \Phi(L)w_t = \varepsilon_t, \] \hspace{1cm} (2.3)
\[ w_t = \Psi(L)\varepsilon_t, \] \hspace{1cm} (2.4)

where \( \{\varepsilon_t\}_{t \in \mathcal{Z}} \) is a strictly stationary uncorrelated – but not necessarily independent – white noise process with positive definite covariance matrix \( \Sigma, \) \( \Phi(z) := I_{m+1} - \sum_{j=1}^{\infty} \Phi_j z^j \) and \( \Psi(z) := I_{m+1} + \sum_{j=1}^{\infty} \Psi_j z^j, \) with \( \sum_{j=1}^{\infty} (1+j)^k |\Phi_j|_F < \infty \) and \( \sum_{j=1}^{\infty} (1+j)^k |\Psi_j|_F < \infty \) for the \( k \geq 3/2 \) from Assumption \[^5\]. Moreover, it holds that \( \det(\Phi(z)) \neq 0 \) and \( \det(\Psi(z)) \neq 0 \) for all \( |z| \leq 1. \)

**Assumption 2.** The process \( \{w_t\}_{t \in \mathcal{Z}} \) has absolutely summable cumulants up to order four. More precisely, we have for all \( j = 2, \ldots, 4 \) and \( \mathbf{a} = [a_1, \ldots, a_j]' \), with \( a_1, \ldots, a_j \in \mathbb{R} \), and \( \mathbf{d} = [1, t, \ldots, t^p]' \), \( p \geq 1. \) Please note that the accompanying MATLAB code allows to handle this more general case.

\(^4\)We exclude deterministic regressors from (2.1) to ease exposition of the main arguments. However, it is straightforward to incorporate, e.g., the leading case of an intercept and polynomial time trends, \( d_t = [1, t, \ldots, t^p]' \), \( p \geq 1. \) Please note that the accompanying MATLAB code allows to handle this more general case.

\(^5\)The process \( \{w_t\}_{t \in \mathcal{Z}} \) is of full rank, if the components of its innovation process are linearly independent. For more details we refer to Meyer and Kreiss (2015, p. 379), who study the range of validity of the VAR sieve bootstrap.
\{1, \ldots, m + 1\}$, that
\[
\sum_{h_2, \ldots, h_j = -\infty}^{\infty} |\text{cum}_a(0, h_2, \ldots, h_j)| < \infty,
\]
where \(\text{cum}_a(0, h_2, \ldots, h_j)\) denotes the \(j\)-th joint cumulant of \(w_{0,a_1}, w_{h_2,a_2}, \ldots, w_{h_j,a_j}\) and \(w_{t,i}\) denotes the \(i\)-th element of \(w_t\).

Let \(\Omega\) denote the long-run covariance matrix of \(\{w_t\}_{t \in \mathbb{Z}}\), i.e.,
\[
\Omega = \begin{bmatrix}
\Omega_{uu} & \Omega_{uv} \\
\Omega_{vu} & \Omega_{vv}
\end{bmatrix} = 2\pi f(0) = \sum_{h=-\infty}^{\infty} \Gamma(h) = \Psi(1)\Sigma\Psi(1)'.
\]

From \(\Sigma > 0\) and \(\det(\Psi(1)) \neq 0\) it follows that \(\Omega > 0\). In particular, positive definiteness of \(\Omega_{vv}\) rules out cointegration among the elements of \(\{x_t\}_{t \in \mathbb{Z}}\). As typical in the cointegration literature, we assume that \(\{w_t\}_{t \in \mathbb{Z}}\) fulfills an invariance principle.

**Assumption 3.** Let \(\{w_t\}_{t \in \mathbb{Z}}\) fulfill
\[
B_T(r) := T^{-1/2} \sum_{t=1}^{[rT]} w_t \xrightarrow{w} B(r) = \Omega^{1/2} W(r), \quad 0 \leq r \leq 1,
\]
as \(T \to \infty\), where \(W(r) = [W_{u,v}(r), W_{v,v}(r)]'\) is an \((1+m)\)-dimensional vector of independent standard Brownian motions and
\[
\Omega^{1/2} = \begin{bmatrix}
\Omega_{u,v}^{1/2} & \Omega_{uv}(\Omega_{vv}^{-1/2})'
\end{bmatrix},
\]
where \(\Omega_{u,v} := \Omega_{uu} - \Omega_{uv}\Omega_{vv}^{-1}\Omega_{vu}\), such that \(\Omega^{1/2}(\Omega^{1/2})' = \Omega\). For later usage note that \(\Omega_{u,v}\) is a scalar and partition \(B(r) = [B_u(r), B_v(r)]'\).

We emphasize that Assumption 1 does explicitly not ask for invertibility or causality of the process \(\{w_t\}_{t \in \mathbb{Z}}\) with respect to an independent white noise process, in contrast to the assumptions in related literature, compare, e.g., Park (2002), Chang et al. (2006) and Palm et al. (2010). In particular, in this paper, the innovation process \(\{\varepsilon_t\}_{t \in \mathbb{Z}}\) resulting from the representations in (2.3) and (2.4) will generally be uncorrelated but not necessarily independent. Assumption 2 is of technical nature and satisfied if, e.g., \(\{w_t\}_{t \in \mathbb{Z}}\) is \(\alpha\)-mixing with strong-mixing coefficients \(\alpha(j)\) such that \(E(|w_t|^{4+\delta}) < \infty\) and \(\sum_{j=1}^{\infty} j^2 \alpha(j)^{\delta/(4+\delta)} < \infty\) for some \(\delta > 0\), see, e.g., Shao (2010, p.221). In particular, Assumption 2 requires the existence of fourth moments of \(\{w_t\}_{t \in \mathbb{Z}}\). To establish meaningful asymptotic theory, Assumptions 1 and 2 have to be complemented by an invariance principle in Assumption 3. This general formulation of an invariance principle allows for various concepts of choice to quantify weak forms of dependence of the innovation process \(\{w_t\}_{t \in \mathbb{Z}}\). These include classical approaches sufficing to prove invariance principles,
e.g., several variants of mixing properties, mixingale-type sequences, linear processes including all-pass filters and their multivariate extensions, or (Bernoulli) shift processes, see Merlevède et al. (2006) for an overview. In addition, the general formulation also allows for more modern approaches that cover the general notion of weakly dependent stationary time series discussed in Doukhan and Wintenberger (2007) or physical dependence proposed by Wu (2005) and employed in Wu (2007) to prove (strong) invariance principles. Finally, note that Assumption 3 suffices to derive the limiting distribution of the self-normalized test statistic defined in Section 3. Assumptions 1 and 2 are required only to show bootstrap consistency in Section 4.

3 Testing General Linear Hypotheses

In cointegrating regressions the OLS estimator is consistent, but its limiting distribution is contaminated by second order bias terms. The bias terms reflect the correlation structure between the regressors and the errors and make the OLS estimator unsuitable for conducting asymptotic inference using (simulated) quantile tables of (non)standard distributions. The literature provides several modified estimators that allow for standard asymptotic inference, compare the discussion in the introduction. For our purposes, we choose the tuning parameter free and easy to implement IM-OLS approach of Vogelsang and Wagner (2014).

3.1 The IM-OLS Estimator Revisited

Vogelsang and Wagner (2014) propose to compute the partial sum of both sides of (2.1), then to add \( x_t \) as a regressor to the partial sum regression and finally to estimate the regression coefficients by OLS. That is, by computing the OLS estimator in the augmented partial sums regression

\[
S^n_y = S^n_x \beta + x'_t \gamma + S^n_u = Z'_t \theta + S^n_t,
\]

with \( S^n_y := \sum_{s=1}^t y_s, S^n_x := \sum_{s=1}^t x_s, S^n_u := \sum_{s=1}^t u_s \) and the \( 2m \)-dimensional vector \( Z_t := [S^n_x', x'_t]' \), the IM-OLS estimator \( \hat{\theta}_{IM} := [\hat{\beta}'_{IM}, \hat{\gamma}'_{IM}]' \) for \( \theta := [\beta', \gamma']' \) in (3.1) is obtained. As shown in Vogelsang and Wagner (2014, Theorem 2) it holds under Assumption 3 that

---

6All-pass filters, discussed for univariate times series in, e.g., Andrews et al. (2007), lead to uncorrelated, but dependent white noise processes. Lanne and Saikkonen (2013) propose their multivariate extensions based on non-causal and non-invertible vector-valued time series models.

7Adding \( x_t \) to the partial sums regression serves as an endogeneity correction, which is similar to the leads and lags augmentation in D-OLS estimation. Although similar in spirit, it is considerably simpler as it avoids choosing the numbers of leads and lags.
the limiting distribution of $\hat{\theta}_{IM}$ is given by

$$
\begin{bmatrix}
T (\hat{\beta}_{IM} - \beta) \\
\hat{\gamma}_{IM} - \Omega_{vu}^{-1} \Omega_{vu}
\end{bmatrix} \xrightarrow{w} \Omega_{uv}^{1/2} (\Pi')^{-1} Z,
$$

(3.2)
as $T \to \infty$, where $\Pi := \text{diag} \left( \Omega_{uv}^{1/2}, \Omega_{vu}^{1/2} \right)$ and

$$
Z := \left( \int_0^1 g(r)g(r)' dr \right)^{-1} \left( \int_0^1 [G(1) - G(r)] dW_{uv}(r) \right),
$$

(3.3)

with $g(r) := \left[ \int_0^r W_v(s)' ds, W_u(r) \right]'$ and $G(r) := \int_0^r g(s) ds$. Conditional upon $W_v(r)$, the asymptotic distribution in (3.2) is normal with zero-mean and covariance matrix $\Omega_{uv} V$, where

$$
V := (\Pi')^{-1} \left( \int_0^1 g(r)g(r)' dr \right)^{-1} \left( \int_0^1 [G(1) - G(r)] [G(1) - G(r)]' dr \right) \times \left( \int_0^1 g(r)g(r)' dr \right)^{-1} \Pi^{-1} = (\Pi')^{-1} \hat{V} \Pi^{-1},
$$

(3.4)

(3.5)

with $\hat{V}$ implicitly defined by the last equality. Let $A_T := \text{diag} \left( T^{-1} I_m, I_m \right)$ and define

$$
\hat{V}_T := \left( \sum_{t=1}^T Z_t Z_t' \right)^{-1} \left( \sum_{t=1}^T c_t c_t' \right) \left( \sum_{t=1}^T Z_t Z_t' \right)^{-1},
$$

(3.6)

where $c_1 := S_T^2$ and $c_t := S_T^2 - S_{t-1}^2$, with $S_t^2 := \sum_{j=1}^t Z_j$, for $t = 2, \ldots, T$. Then,

$$
A_T^{-1} \hat{V}_T A_T^{-1} \xrightarrow{w} V,
$$

(3.7)
as $T \to \infty$, compare Vogelsang and Wagner (2014, Proof of Theorem 3).

**Remark 1.** The IM-OLS estimator is rate-$T$ consistent, but its conditional asymptotic covariance matrix is always larger than (or equal to) the conditional asymptotic covariance matrix of the rate-$T$ consistent D- and FM-OLS estimators (see Vogelsang and Wagner, 2014, Proposition 2). This stems from the fact that the error in the augmented partial sum regression is integrated rather than stationary. However, this comparison may be misleading, as the asymptotic covariance matrix of the D- and FM-OLS estimators does not account for the finite sample effects of tuning parameter choices required for the D- and FM-OLS estimators but not for the IM-OLS estimator. Simulation results in Vogelsang and Wagner (2014) and in Section C.1 in Online Appendix C demonstrate that the IM-
OLS estimator performs well relative to the two competitors. The IM-OLS estimator thus serves as a useful starting point for developing a self-normalized test statistic.

### 3.2 The Self-Normalized Test Statistic

The zero mean Gaussian mixture limiting distribution of the IM-OLS estimator in conjunction with (3.7) forms the basis for standard asymptotic inference based on the traditional Wald-type hypothesis test. To be more precise, for testing \( s \leq m \) linearly independent restrictions on \( \beta \in \mathbb{R}^m \) in (2.1), we consider the hypotheses

\[
H_0 : R_1 \beta = r_0 \quad \text{versus} \quad H_1 : R_1 \beta \neq r_0,
\]

where \( R_1 \in \mathbb{R}^{s \times m} \) has full row rank \( s \) and \( r_0 \in \mathbb{R}^s \). For deriving the limiting null distribution of the corresponding Wald-type test statistic, it is convenient to rewrite the null hypothesis in terms of the correct centering parameter for \( \hat{\beta}_{\text{IM}} \), given by \( [\beta', (\Omega_{vv}^{-1} \Omega_{vu})']' \).

To this end, we define \( R_2 := [R_1, 0_{s \times m}] \in \mathbb{R}^{s \times 2m} \) such that the null hypothesis in (3.8) reads as \( R_1 \beta = R_2 [\beta', (\Omega_{vv}^{-1} \Omega_{vu})']' = r_0 \).

Under Assumption 3, it follows from Vogelsang and Wagner (2014, Theorem 3) that the limiting distribution of the Wald-type test statistic

\[
\tau_{\text{IM}} := \left( R_2 \hat{\beta}_{\text{IM}} - r_0 \right)' \left( R_2 V_T R_2' \right)^{-1} \left( R_2 \hat{\beta}_{\text{IM}} - r_0 \right)
\]

converges under the null hypothesis in distribution to

\[
G_\Omega := \left( R_2 \Omega_{vv}^{1/2} (\Pi')^{-1} Z \right)' \left( R_2 V R_2' \right)^{-1} \left( R_2 \Omega_{vv}^{1/2} (\Pi')^{-1} Z \right) \overset{d}{=} \Omega_{vv} \chi^2_s,
\]

as \( T \to \infty \), where \( Z \) is defined in (3.3) and \( \chi^2_s \) denotes a chi-square distribution with \( s \) degrees of freedom.\(^\text{9}\) The limiting null distribution of \( \tau_{\text{IM}} \) is contaminated by a nuisance parameter, \( \Omega_{vv} \).\(^\text{10}\) The presence of the long-run variance parameter makes the limiting distribution highly case dependent and thus infeasible for inference based on tabulated critical values.\(^\text{11}\) To remedy this problem, the literature suggests to plug-in a consistent estimator of \( \Omega_{vv} \), say, such that the nuisance parameter is scaled out in the limit.

\(^9\)Note that the auxiliary coefficient vector \( \gamma \) is not restricted under the null hypothesis and, in particular, \( \Omega_{vv}^{-1} \Omega_{vu} \) does not have to be estimated.

\(^10\)In practical applications it might be more convenient to express this – and the following – test statistic(s) in terms of \( \hat{\beta}_{\text{IM}} \) and \( R_1 \), only. This can be achieved by noting that \( R_2 \hat{\beta}_{\text{IM}} = R_1 \hat{\beta}_{\text{IM}} \) and \( R_2 V_T R_2' = R_1 V_T (1, 1) R_1' \), where \( V_T (1, 1) \) denotes the upper left \((m \times m)\)-dimensional block of the \((2m \times 2m)\)-dimensional matrix \( V_T \).

\(^11\)As pointed out in Phillips (1995, Remark 4.6(d)), \( \Omega_{vv} \) is the long-run variance of the regression error \( u_t \) corrected for its conditional long-run mean given \( v_t \). The dependence of the limiting distribution on \( \Omega_{vv} \) rather than on the long-run variance \( \Omega_{uu} \) of the regression errors \( u_t \) follows from the endogeneity correction within the IM-OLS procedure.

\(^\text{12}\)Analogous results also hold for the Wald-type tests based on the D-OLS, FM-OLS and CCR estimators.
For this purpose, we denote
\[
\tau_{IM}(\kappa) := \left( R_2 \hat{\theta}_{IM} - r_0 \right)' \left[ R_2 \hat{\theta}_{IM} - r_0 \right]^{-1} \left( R_2 \hat{\theta}_{IM} - r_0 \right),
\] (3.10)
with \( \kappa \) denoting a one-dimensional quantity. For \( \kappa = 1 \) we thus have \( \tau_{IM}(1) = \tau_{IM} \). Hence, the literature typically considers Wald-type test statistics of the form
\[
\tau_{IM}(\hat{\Omega}_{u\cdot v}) = \left( R_2 \hat{\theta}_{IM} - r_0 \right)' \left[ R_2 \hat{\Omega}_{u\cdot v} \hat{V}' R_2' \right]^{-1} \left( R_2 \hat{\theta}_{IM} - r_0 \right),
\] (3.11)
which converge under the null hypothesis in distribution to
\[
\mathcal{G} := \left( R_2 (\Pi')^{-1} Z \right)' \left( R_2 V R_2' \right)^{-1} \left( R_2 (\Pi')^{-1} Z \right) \overset{d}{=} \chi^2_s,
\]
as \( T \to \infty \). As \( \mathcal{G} \) is nuisance parameter free, it allows for standard asymptotic inference based on tabulated critical values. However, estimation of \( \Omega_{u\cdot v} \) is cumbersome, as it is typically based on non-parametric kernel estimators of the form
\[
\hat{\Omega}_{u\cdot v} = \hat{\Omega}_{u\cdot v} (\mathcal{K}, b_T) := \hat{\Omega}_{uu} (\mathcal{K}, b_T) - \hat{\Omega}_{uv} (\mathcal{K}, b_T) \hat{\Omega}_{vv}^{-1} (\mathcal{K}, b_T) \hat{\Omega}_{vu} (\mathcal{K}, b_T),
\] (3.12)
where
\[
\begin{bmatrix}
\hat{\Omega}_{uu} (\mathcal{K}, b_T) & \hat{\Omega}_{uv} (\mathcal{K}, b_T) \\
\hat{\Omega}_{vu} (\mathcal{K}, b_T) & \hat{\Omega}_{vv} (\mathcal{K}, b_T)
\end{bmatrix} := T^{-1} \sum_{i=1}^{T} \sum_{j=1}^{T} \mathcal{K} \left( \frac{|i-j|}{b_T} \right) \begin{bmatrix} \hat{u}_{i,OLS} \\ \hat{v}_{i,OLS} \\ \hat{u}_{j,OLS} \\ \hat{v}_{j,OLS} \end{bmatrix}',
\] (3.13)
with \( \hat{u}_{i,OLS} \) and \( \hat{v}_{i,OLS} \) denoting the OLS residuals in (2.1) and the first differences of \( x_t \), respectively. The kernel function \( \mathcal{K}(\cdot) \) and the bandwidth parameter \( b_T \) have to fulfill some common technical assumptions to ensure consistency of \( \hat{\Omega}_{u\cdot v} \), see, e.g., Andrews (1991), Newey and West (1994) and Jansson (2002) for details. As these kernel and bandwidth choices affect the finite sample distribution of \( \tau_{IM}(\hat{\Omega}_{u\cdot v}) \), but are completely ignored in the conventional asymptotic framework, corresponding tests are usually prone to large size distortions. This is in particular the case, when the level of endogeneity and/or error serial correlation is large or the sample size is small.\footnote{Vogelsang and Wagner (2014) suggest to use fixed-\( b \) critical values to capture the effects of tuning parameter choices. However, their simulation results reveal that in small to medium samples the observed test performance turns out to be sensitive to the choice of \( b \), and worsens as endogeneity and/or error serial correlation increases.}

To avoid any tuning parameter choices, we propose a novel test statistic based on self-normalization. Instead of plugging-in a consistent estimator \( \hat{\Omega}_{u\cdot v} \) of \( \Omega_{u\cdot v} \) in (3.10), we insert a quantity that is asymptotically proportional to \( \Omega_{u\cdot v} \) but does not rely on any tuning parameters and can be directly computed from the data. To this end, we define the OLS residuals in the augmented partial sum regression given in (3.1) as \( \hat{S}_t^u := S_t^u - Z_t \hat{\theta}_{IM} \),
For $t = 1, \ldots, T$ let $\Delta \hat{S}_t^u := \hat{S}_t^u - \hat{S}_{t-1}^u$ and define the self-normalizer as

$$\hat{\eta}_T := T^{-2} \sum_{t=2}^T \left( \sum_{s=2}^t \Delta \hat{S}_s^u \right)^2.$$  \hspace{1cm} (3.14)

The proof of Theorem 1 below reveals that under the null hypothesis the self-normalizer converges weakly to $\Omega_{uv} f_0^1 (W_{uv}(r) - g(r)'Z)^2 \, dr$, i.e., its limiting distribution is scale dependent on $\Omega_{uv}$. Choosing $\kappa = \hat{\eta}_T$ thus removes the nuisance parameter $\Omega_{uv}$ asymptotically, without estimating it directly. Therefore, we introduce our self-normalized test statistic as

$$\tau_{IM}(\hat{\eta}_T) = \left( R_2 \hat{\theta}_{IM} - r_0 \right)' \left[ R_2 \hat{\eta}_T \hat{\nu}_T R_2' \right]^{-1} \left( R_2 \hat{\theta}_{IM} - r_0 \right).$$  \hspace{1cm} (3.15)

Its limiting null distribution is given in the following theorem.

**Theorem 1.** Let $(y_t)_{t=1}^T$ and $(x_t)_{t=1}^T$ be generated by (2.1) and (2.2), respectively and let $\{w_t\}_{t \in \mathbb{Z}}$ satisfy Assumption 3. Then it holds under the null hypothesis given in (3.8) that

$$\tau_{IM}(\hat{\eta}_T) \overset{w}{\to} G_{SN} := \frac{(R_2 (\Pi)'^{-1} Z)' (R_2 VR_2')^{-1} (R_2 (\Pi)'^{-1} Z)}{f_0^1 (W_{uv}(r) - g(r)'Z)^2 \, dr} = \frac{\chi_s^2}{f_0^1 (W_{uv}(r) - g(r)'Z)^2 \, dr},$$  \hspace{1cm} (3.16)

as $T \to \infty$.

The limiting null distribution of $\tau_{IM}(\hat{\eta}_T)$ is nonstandard but free of any nuisance parameters and only depends on the number of restrictions under the null hypothesis and the number of integrated regressors. Although the $\chi_s^2$ distributed random variable in the numerator is correlated with the denominator (as both are driven by $W_{uv}(r)$ and $W_v(r)$), simulating critical values is straightforward. Table D.4 in Online Appendix D provides critical values for various choices of $m$ and $s$ as well as for different deterministic regressors in (2.1).

**Remark 2.** We have already mentioned in the introduction that our self-normalization approach is similar in spirit to but different from the approach of Kiefer et al. (2000) in the stationary time series literature. As Kiefer and Vogelsang (2002) show that the approach of Kiefer et al. (2000) is exactly equivalent to using HAC standard errors based on the Bartlett kernel with bandwidth equal to sample size, it is tempting to assume that the traditional kernel estimator of $\Omega_{uv}$ defined in (3.12) with the Bartlett kernel $(K_{\text{Bartlett}})$ and $b_T = T$ could also serve as a self-normalizer in our context. However, as $\hat{\Omega}_{uv}(K_{\text{Bartlett}}, T)$ depends on the OLS residuals in (2.1), several nuisance parameters other than $\Omega_{uv}$ enter the limiting distribution of $\hat{\Omega}_{uv}(K_{\text{Bartlett}}, T)$. Thus, the resulting test statistic is not
nuisance parameter free. One way around this problem is to replace the OLS residuals in the construction of \( \hat{\Omega}_{u,v} (K_{\text{Bartlett}}, T) \) with FM-OLS residuals (see Jin et al., 2006). However, the tuning parameter choices required for FM-OLS estimation may have adverse effects on the performance of the corresponding test in finite samples. Moreover, this approach does not fit to the tuning parameter free flavor of self-normalization. The discussion in Online Appendix A reveals some other possible choices of \( \kappa \) leading to a nuisance parameter free limiting distribution of \( \tau_{IM}(\kappa) \). A large scale simulation study comparing all mentioned approaches might be interesting but beyond the scope of this paper.

Remark 3. In the stationary time series literature local asymptotic power of self-normalized tests is often slightly smaller than local asymptotic power of traditional tests, see, e.g., Kiefer et al. (2000) and Shao (2015). Focusing on the single regressor case, we derive local asymptotic power of the self-normalized test \( \tau_{IM}(\hat{\eta}_T) \) and compare it with local asymptotic power of the traditional test \( \tau_{IM}(\hat{\Omega}_{u,v}) \) in Online Appendix B. We find that local asymptotic power of the self-normalized test is similar to, but slightly below, local asymptotic power of the traditional test. Interestingly, the corresponding largest relative local asymptotic power loss is smaller than the largest relative local asymptotic power loss of a classical self-normalized test for a restriction on the mean of a stationary time series relative to the corresponding \( t \)-type test (compare Shao, 2015, p. 1800).

4 Bootstrap Inference

In small to medium samples asymptotic critical values might not serve as good approximations of the quantiles of the self-normalized test statistic’s finite sample distribution. In this section, we combine our self normalization approach with a VAR sieve based resampling procedure to obtain more suitable critical values. We first describe the bootstrap scheme in detail in Section 4.1 and then show its consistency in Section 4.2.

4.1 Bootstrap Method

The representation given in (2.3) suggests to approximate \( \{w_t\}_{t \in \mathbb{Z}} = \{[u_t, v'_t]\}_{t \in \mathbb{Z}} \) by a sequence of VAR processes with increasing order \( q = q_T \to \infty \) as \( T \to \infty \). These VAR approximations can be bootstrapped using the vector autoregressive sieve bootstrap. Applying the VAR sieve bootstrap in our context requires to fit a finite order VAR to \( w_t = [u_t, v'_t]' \), \( t = 1, \ldots, T \). However, while \( v_t = x_t - x_{t-1} \) is simply given by the first differences of the residuals in the augmented partial sum regression.

\[14\] In particular, this implies that our self-normalization approach is not a special case of standard long-run variance estimation based on the Bartlett kernel with bandwidth equal to sample size. Instead, in Online Appendix A, we show that \( \hat{\eta}_T \) is related to a a seemingly natural but inconsistent kernel estimator of \( \Omega_{u,v} \) based on the first differences of the residuals in the augmented partial sum regression.
difference of \( x_t \), the regression error in (2.1), \( u_t \), is unknown. We therefore fit a finite order VAR to \( \hat{\omega}_t = [\hat{u}_t, v_t]' \), \( t = 1, \ldots, T \), instead, where \( \hat{u}_t := y_t - x_t'\hat{\beta}_{\text{IM}} \) denotes the IM-OLS residual in (2.1). In the following, let \( \hat{\Phi}_1(q), \ldots, \hat{\Phi}_q(q) \) denote the solution of the sample Yule-Walker equations in the regression of \( \hat{\omega}_t \) on \( \hat{\omega}_{t-1}, \ldots, \hat{\omega}_{t-q} \), \( t = q + 1, \ldots, T \), and denote the corresponding residuals by \( \hat{\varepsilon}_t(q) := \hat{\omega}_t - \sum_{j=1}^q \hat{\Phi}_j(q)\hat{\omega}_{t-j}, \ t = q + 1, \ldots, T \).^{15}

**Bootstrap Scheme:**

**Step 1** Obtain the bootstrap sample \((\varepsilon^*_t)_{t=1}^T\) by randomly drawing \( T \) times with replacement from the centered residuals \((\hat{\varepsilon}_t(q) - \hat{\varepsilon}_T(q))_{t=q+1}^T\), where \( \hat{\varepsilon}_T(q) := (T-q)^{-1}\sum_{t=q+1}^T \hat{\varepsilon}_t(q) \), and construct \((w^*_t)_{t=1}^T\) recursively as \( w^*_t = \hat{\Phi}_1(q)w^*_{t-1} + \ldots + \hat{\Phi}_q(q)w^*_{t-q} + \varepsilon^*_t \), given initial values \( w^*_{1-q}, \ldots, w^*_0 \). Partition \( w^*_t = [u^*_t, v^*_t]' \) analogously to \( w_t \) and define \( x^*_t := \sum_{s=1}^t v^*_s \).

**Step 2** To generate data under the null hypothesis given in (3.8), define \( y^*_t := x^*_t \hat{\beta}_{\text{IM}}^r + u^*_t \), where the restricted IM-OLS estimator of \( \beta \) is given by

\[
\hat{\beta}_{\text{IM}}^r := J \left( \hat{\theta}_{\text{IM}} - \left( \sum_{t=1}^T Z_tZ_t' \right)^{-1} R'_2 R_2 \left( \sum_{t=1}^T Z_tZ_t' \right)^{-1} \right) R_2 \hat{\theta}_{\text{IM}} - r_0 \right), \tag{4.1}
\]

with \( J := [I_m, 0_{m \times m}] \), such that \( R_1\hat{\beta}_{\text{IM}}^r = r_0 \).

**Step 3** Compute the OLS estimator in the bootstrap augmented partial sum regression

\[
S^*_T \beta + x^*_T \gamma + S^*_T \theta + S^*_T \theta,
\]

where \( S^*_T := \sum_{t=1}^T y^*_t \), \( S^*_T := \sum_{t=1}^T x^*_t \), \( S^*_T := \sum_{t=1}^T u^*_t \), and \( Z^*_T := [S^*_T, x^*_T]' \), to obtain the bootstrap IM-OLS estimator \( \hat{\beta}_{\text{IM}}^r := [\hat{\beta}_{\text{IM}}^r, \hat{\gamma}_{\text{IM}}^r]' \) of \( \theta \) in (4.2). Define the corresponding residuals \( \hat{S}^*_T := \hat{S}^*_T - Z^*_T \hat{\theta}_{\text{IM}} \), \( t = 1, \ldots, T \), and let \( \Delta \hat{S}^*_T := \hat{S}^*_T - \hat{S}^*_T \), \( t = 2, \ldots, T \), denote their first differences. Define

\[
\hat{V}^*_T := \left( \sum_{t=1}^T Z^*_T Z_t' \right)^{-1} \left( \sum_{t=1}^T c_t c_t' \right) \left( \sum_{t=1}^T Z^*_T Z_t' \right)^{-1},
\]

where \( c_t := S^*_T \) and \( c_t := S^*_T - S^*_T \), with \( S^*_T := \sum_{t=1}^T Z^*_T \), for \( t = 2, \ldots, T \).

**Step 4** Define the bootstrap version of the test statistic \( \tau_{\text{IM}}(\hat{\eta}_T) \) as

\[
\tau^*_T(\hat{\eta}_T) := \left( R_2 \hat{\beta}_{\text{IM}}^r - r_0 \right) \left( R_2 \hat{\eta}_T \hat{V}_T R_2 \right)^{-1} \left( R_2 \hat{\beta}_{\text{IM}}^r - r_0 \right),
\]

\(^{15}\)The Yule-Walker estimator is a natural choice, as any finite order VAR estimated by the Yule-Walker estimator is causal and invertible in finite samples. This will be particularly important in the proof of Theorem 2 below.

\(^{16}\)Though irrelevant for developing asymptotic theory, it is advantageous in practical applications to eliminate the dependencies of the results on the initial values of \( w^*_s, 1 - q \leq s \leq 0 \), to obtain a stationary sample. We suggest to generate a sufficiently large number of \( w^*_s \)'s and keep the last \( T + q \) of them, only.
where

\[ \hat{\eta}_T^* := T^{-2} \sum_{t=2}^{T} \left( \sum_{s=2}^{t} \Delta \hat{S}_s^* \right)^2. \]

**Step 5)** Let \( \alpha \) denote the desired nominal size of the test. Repeat Steps 1) to 4) \( B \) times, where \( B \) is large and \( (B + 1)(1 - \alpha) \) is an integer, to obtain \( B \) realizations of the bootstrap test statistic \( \tau_{IM}^*(\hat{\eta}_T^*) \). Reject the null hypothesis in (3.8) if the test statistic based on the original observations, \( \tau_{IM}(\hat{\eta}_T) \), is greater than the \( (B + 1)(1 - \alpha) \)-th largest realization of the bootstrap test statistic.

Note that we impose the null hypothesis when generating the bootstrap sample \( (y_t^*)^T \) by using the restricted IM-OLS estimator, \( \hat{\beta}_{IM}^r \), instead of the unrestricted IM-OLS estimator, \( \hat{\beta}_{IM} \). However, we use the unrestricted residuals, \( \hat{u}_t = y_t - x_t' \hat{\beta}_{IM} \), instead of the restricted residuals, \( y_t - x_t' \hat{\beta}_{IM}^r \), in the definition of \( \hat{w}_t \). It is advantageous to use the restricted residuals in the definition of \( \hat{w}_t \) when the null hypothesis is true. However, the empirical distribution function of the restricted residuals will generally fail to mimic the population distribution under the alternative. This leads to a loss of power of the test relative to the case where \( \hat{w}_t \) is based on the unrestricted residuals, see, e.g., van Giersbergen and Kiviet (2002) and Paparoditis and Politis (2005) for a detailed discussion.

### 4.2 Bootstrap Consistency

We now show the asymptotic validity of the testing approach proposed in the previous subsection. To this end, we first prove an invariance principle result to hold for the bootstrap innovations \( \{\varepsilon_t^*\}_{t \in \mathbb{Z}} \), which then enables us to show that an invariance principle result also holds for \( \{w_t^*\}_{t \in \mathbb{Z}} \). To derive asymptotic results, the rate at which \( q_T \) goes to infinity needs to fulfill a technical assumption.

**Assumption 4.** Let \( q_T \to \infty \) and \( q_T = O((T/ \ln(T))^{1/3}) \) as \( T \to \infty \).

For notational brevity, we suppress, as before, the dependence of \( q_T \) on \( T \) also in the following. We are now in the position to prove the following invariance principle for the bootstrap innovations.

**Proposition 1.** It holds under Assumptions 1, 2 and 4 that

\[ W_T^*(r) := T^{-1/2} \sum_{t=1}^{[rT]} \varepsilon_t^* \xrightarrow{w^*} \Sigma^{1/2} W(r), \quad 0 \leq r \leq 1, \quad \text{in } \mathbb{P}, \]

as \( T \to \infty \), with \( \Sigma^{1/2}(\Sigma^{1/2})' = \Sigma \).
The preceding result together with the Beveridge-Nelson decomposition (Phillips and Solo, 1992) allows us to prove an invariance principle for \( \{w_t^*\}_{t \in \mathbb{Z}} \) that may be of independent interest.

**Theorem 2.** It holds under Assumptions 1, 2, and 4 that

\[
B^*_T(r) := T^{-1/2} \sum_{t=1}^{[rT]} w_t^* \xrightarrow{w^*} \Psi(1)\Sigma^{1/2}W(r), \quad 0 \leq r \leq 1, \quad \text{in } \mathbb{P},
\]

as \( T \to \infty \). If, in addition, Assumption 3 is fulfilled, it holds that \( \Psi(1)\Sigma^{1/2}W(r) \overset{d}{=} B(r) \), with \( B(r) \) introduced in (2.5). In particular, \( \Psi(1)\Sigma^{1/2}W(r) \) has covariance matrix \( \Omega \).

Theorem 2 extends the bootstrap invariance principle of Park (2002, Theorem 3.3) in the sense that the innovations \( \{\varepsilon_t\}_{t \in \mathbb{Z}} \) in (2.3) and (2.4) have to be uncorrelated but not necessarily independent. Nevertheless, generating the bootstrap quantities \( (\varepsilon_t^*)^T_{t=q} \) by drawing independently with replacement from the centered residuals \( (\hat{\varepsilon}_t(q) - \bar{\hat{\varepsilon}}_T(q))_{t=q+1} \) still allows to capture the entire second order dependence structure of \( \{w_t\}_{t \in \mathbb{Z}} \), which is in our context both necessary and sufficient for the bootstrap to be consistent. This stems from the fact that the dependence structure in the limiting null distribution of \( \tau^*_T(\hat{\eta}_T) \) depends only on the second moments of \( \{w_t\}_{t \in \mathbb{Z}} \) and, with respect to second moments, independence and uncorrelatedness are indistinguishable.

The invariance principle for \( \{w_t^*\}_{t \in \mathbb{Z}} \) is the key ingredient in showing that the bootstrap IM-OLS estimator \( \hat{\theta}^*_T \) in (4.2) has, conditional upon the original sample, the same limiting distribution as the IM-OLS estimator \( \hat{\theta}_T \) in (3.1).

**Theorem 3.** Let the bootstrap quantities be generated as described in Section 4.1. Then it holds under Assumptions 1, 2, 3, and 4 that

\[
\begin{bmatrix}
T \left( \hat{\beta}^*_T - \hat{\beta}_T \right)

\hat{\gamma}^*_T - \Omega^{-1}_u \Omega_{vu}
\end{bmatrix}
\xrightarrow{w^*} \Omega_{uu}^{1/2} (\Pi')^{-1} Z \quad \text{in } \mathbb{P}, \quad (4.3)
\]

as \( T \to \infty \), with \( Z \) as defined in (3.3). Moreover, it holds under the null hypothesis given in (3.8) that

\[
\tau^*_T(\hat{\eta}_T) \xrightarrow{w^*} \mathcal{G}_{SN} \quad \text{in } \mathbb{P},
\]

as \( T \to \infty \), with \( \mathcal{G}_{SN} \) as defined in (3.16).

Theorem 3 shows that the VAR sieve bootstrap described in Section 4.1 is consistent for the limiting distributions of the IM-OLS estimator and the self-normalized test statistic based upon it under the null hypothesis. Moreover, by construction, the bootstrap

\footnote{Following the bootstrap literature, it would be more common to use \( \Omega_{uu}^{-1} \Omega_{vu} \) rather than \( \Omega_{uu}^{-1} \Omega_{vu} \) as}
is consistent for the limiting null distribution of the self-normalized test statistic even under deviations from the null hypothesis. In particular, this implies that local asymptotic power of the bootstrap-assisted self-normalized test coincides with local asymptotic power of the asymptotic-version of the self-normalized test, compare the discussion in Remark 6 in Online Appendix B.

**Remark 4.** The VAR sieve bootstrap scheme allows to capture the second-order dependence structure of \{w_t\}_{t \in \mathbb{Z}} in a simple manner. In particular, it only requires the selection of the order of the VAR, which is a straightforward and well understood task in practice. In contrast, choosing the block size for the residual-based block bootstrap proposed in Paparoditis and Politis (2003) for unit root testing seems to be difficult in applications.\(^{18}\) The dependent wild bootstrap (DWB), originally proposed in Shao (2010) in a stationary setting and recently extended in Rho and Shao (2019) to univariate unit root testing, might serve as a more non-parametric alternative to the VAR sieve bootstrap. However, it requires the choice of a kernel and a bandwidth parameter to capture dependencies across time. Extending the DWB to our setting and providing a — possibly data-driven — rule for selecting the bandwidth parameter for a given kernel seems to be non-trivial. We leave these interesting questions for future research.

## 5 Finite Sample Performance

We generate data according to (2.1) and (2.2) with \(m = 2\) regressors, i.e.,

\[
\begin{align*}
y_t &= x_1 \beta_1 + x_2 \beta_2 + u_t, \quad (5.1) \\
x_{it} &= x_{i,t-1} + v_{it}, \quad x_{i,0} = 0, \quad i = 1, 2, \quad (5.2)
\end{align*}
\]

for \(t = 1, \ldots, T\). The regression errors \(u_t\) and the first differences of the stochastic regressors \(v_{it}\) are generated as

\[
\begin{align*}
u_t &= \rho_1 u_{t-1} + \phi e_{t-1} + \rho_2 (\nu_{1t} + \nu_{2t}), \quad u_{-100} = 0, \\
v_{it} &= \nu_{it} + 0.5 \nu_{it-1}, \quad \nu_{i,-100} = 0, \quad i = 1, 2,
\end{align*}
\]

for \(t = -99, \ldots, 0, 1, \ldots, T\). The period \(t = -99, \ldots, 0\) serves as a burn-in period to ensure stationarity of \(u_t\) and \(v_{it}\). The parameters \(\rho_1\) and \(\rho_2\) control the level of serial correlation in the regression errors and the extent of endogeneity, respectively. For \(\phi \neq 0\) the error process contains a first order moving average component. To construct \(e_t, \nu_{1t}\)

\[^{18}\text{Although Politis and White (2004) and Patton \textit{et al.} (2009) propose estimators of the optimal block size, these are tailor-made for the sample mean of a univariate time series.}\]
and $\nu_{2t}$ we first generate three independent univariate stationary GARCH(1,1) processes

$$
\xi_{jt} = \sigma_{jt}\varepsilon_{jt},
$$

$$
\sigma_{jt}^2 = a_0 + a_1\xi_{j,t-1}^2 + b_1\sigma_{j,t-1}^2,
$$

$\xi_{j,-100}^2 = 1$, $\sigma_{j,-100}^2 = 1$,

$j = 1, 2, 3$, where $[\varepsilon_{1t},\varepsilon_{2t},\varepsilon_{3t}]' \sim \mathcal{N}(0, I_3)$ i.i.d. across $t$, with $a_1, b_1 \geq 0$, $a_1 + b_1 < 1$ and $a_0 := 1 - a_1 - b_1$, such that $\mathbb{E}(\xi_{jt}) = 0$ and $\mathbb{E}(\xi_{jt}^2) = \mathbb{E}(\sigma_{jt}^2) = 1$. We then set $[\varepsilon_t,\nu_{1t},\nu_{2t}]' = L[\xi_{1t},\xi_{2t},\xi_{3t}]'$, where $L$ is the lower triangular matrix of the Cholesky decomposition of

$$
P := \begin{bmatrix}
1 & \rho_3 & \rho_3 \\
\rho_3 & 1 & \rho_3 \\
\rho_3 & \rho_3 & 1
\end{bmatrix},
$$

such that $LL' = P$. The parameter $\rho_3$ thus controls the level of correlation between the univariate GARCH(1,1) processes $\varepsilon_t$, $\nu_{1t}$ and $\nu_{2t}$. In the following we set $\rho_3 = 0.2$ to impose weak correlation between the three process. We set $\beta_1 = \beta_2 = 1$ and choose the order $1 \leq q \leq \lceil T^{1/3} \rceil =: q_{\text{max}}$ of the VAR sieve as the one that minimizes the Akaike information criterion (AIC) computed on the evaluation period $t = q_{\text{max}} + 1, \ldots, T$, as suggested by Kilian and Lütkepohl (2017, p.56).

We consider results for $T \in \{75, 100, 250, 500\}$, $\rho_1 = \rho_2 \in \{0, 0.3, 0.6, 0.9\}$ and $\phi \in \{0, 0.3, 0.9\}$. To mimic typical empirical GARCH patterns, we set $a_1 = 0.05$ and $b_1 = 0.94$ (compare Brüggemann et al., 2016, p.77).

In all cases, the number of Monte Carlo and bootstrap replications is $3,000$ and $1,499$, respectively.

We present simulation results under the null hypothesis in Section 5.1 and under deviations from the null hypothesis in Section 5.2. Section C.1 in Online Appendix C compares the estimation performance of the IM-OLS estimator with the performance of the D- and FM-OLS estimators. Finally, Section C.3 in Online Appendix C compares the performance of the non-parametric (bootstrap-assisted) self-normalized test with the performance of Johansen’s (1995) parametric likelihood ratio test.

### 5.1 Test Performance Under the Null Hypothesis

We start with the performance of the (bootstrap-assisted) self-normalized test under the null hypothesis $H_0 : \beta_1 = 1$, $\beta_2 = 1$. The results are benchmarked against the traditional Wald-type tests based on the D-, FM- and IM-OLS estimators, in the following denoted

---

19Results based on the Bayesian information criterion are similar and therefore not reported.

20The performance advantages of the (bootstrap-assisted) self-normalized test over the traditional tests, that will be apparent below, also prevail for other choices of $a_1$, $b_1$ and $\rho_1$. In particular, we observe similar results in case $\varepsilon_t$, $\nu_{1t}$ and $\nu_{2t}$ are i.i.d. standard normal and independent of each other ($a_1 = b_1 = \rho_3 = 0$). We provide corresponding results in Table C.2 and Figure C.2 in Online Appendix C.2.
by $\tau_{D}(\hat{\Omega}_{w,v})$, $\tau_{FM}(\hat{\Omega}_{w,v})$ and $\tau_{IM}(\hat{\Omega}_{w,v})$, respectively. The traditional tests rely on a kernel estimator of the long-run variance parameter $\Omega_{w,v}$ as defined in (3.12). We analyze results for the Bartlett kernel and the QS kernel together with the corresponding data-dependent bandwidth selection rules of Andrews (1991). In addition, we analyze the performance of the IM-OLS based test statistic that is neither divided by $\hat{\Omega}_{w,v}$ nor by $\hat{\eta}_{T}$, given by $\tau_{IM}(1)$. In conjunction with corresponding bootstrap critical values the test is in the following denoted by $\tau_{IM}^{*}(1)$.

We analyze the performance of $\tau_{IM}(1)$ to assess whether the bootstrap is able to approximate the limiting distribution $\Omega_{w,v}X_{n}^{2}$ of the tuning parameter free test statistic $\tau_{IM}(1)$ adequately. Moreover, we also present results of the IM-OLS based Wald-type test that relies on bootstrap rather than asymptotically valid chi-square critical values. We denote this test in the following as $\tau_{IM}^{*}(\hat{\Omega}_{w,v})$ and refer to it as the IM-OLS based Wald-type bootstrap test. Table 1 displays the empirical null rejection probabilities – in the following referred to as (empirical) sizes – of the tests.

Overall, size distortions of the tests are the larger the larger $\rho_{1}, \rho_{2}$ or $\phi$ and decrease as $T$ increases. In line with Vogelsang and Wagner (2014), we find that the traditional Wald-type test based on the IM-OLS estimator performs better than the Wald-type tests based on the D- and FM-OLS estimators, but is still severely size distorted. In addition, the following three key observations emerge: First, the self-normalized test $\tau_{IM}(\hat{\eta}_{T})$ performs much better than the traditional Wald-type tests for all sample sizes considered. The performance advantage of self-normalization over the traditional approach is the more pronounced the larger $\rho_{1}, \rho_{2}$ or $\phi$. Second, the self-normalized test $\tau_{IM}(\hat{\eta}_{T})$ has only minor size-distortions for $\rho_{1}, \rho_{2} \in \{0, 0.3, 0.6\}$ even for small sample sizes. However, for $\rho_{1}, \rho_{2} = 0.9$ size distortions of $\tau_{IM}(\hat{\eta}_{T})$ – although considerably smaller than size distortions of the traditional tests – are less satisfactory in small to medium samples. In these cases, bootstrapping reduces the size distortions considerably. Third, for $\rho_{1}, \rho_{2} \in \{0, 0.3, 0.6\}$ the bootstrap-assisted self-normalized test $\tau_{IM}^{*}(\hat{\eta}_{T})$ and the IM-OLS based Wald-type bootstrap test $\tau_{IM}^{*}(\hat{\Omega}_{w,v})$ perform similarly. In case $\rho_{1}, \rho_{2} = 0.9$, however, $\tau_{IM}^{*}(\hat{\eta}_{T})$ outperforms $\tau_{IM}^{*}(\hat{\Omega}_{w,v})$, with the performance advantage being the more pronounced the larger $\phi$ and the smaller $T$.

It is worth emphasizing that for $\rho_{1}, \rho_{2} \in \{0, 0.3, 0.6\}$ the non-bootstrapped self-normalized test $\tau_{IM}(\hat{\eta}_{T})$ outperforms the IM-OLS based Wald-type bootstrap $\tau_{IM}^{*}(\hat{\Omega}_{w,v})$. In case $\rho_{1}, \rho_{2} = 0.9$, however, $\tau_{IM}^{*}(\hat{\Omega}_{w,v})$ has smaller size distortions than $\tau_{IM}(\hat{\eta}_{T})$, but the difference decreases considerably as $T$ or $\phi$ increase. This demonstrates that self-normalization itself, i.e., without bootstrap assistance, is already a useful tool to reduce

---

21 We obtain bootstrap critical values for $\tau_{IM}^{*}(1)$ using the scheme described in Section 4.1 with obvious modifications.

22 Again, we obtain bootstrap critical values for the IM-OLS based Wald-type statistic using the scheme described in Section 4.1 with obvious modifications. In particular, in each bootstrap iteration, the estimate of the long-run variance $\Omega_{w,v}$ is based on the corresponding bootstrap sample rather than on the original sample, which has turned out to be beneficial in preliminary simulations.
size distortions observed for the traditional Wald-type tests in cointegrating regression. It is also interesting to note that for $T \in \{75, 100\}$ and $\rho_1, \rho_2 = 0.9$ the bootstrap version of the traditional IM-OLS Wald-type test based on the QS kernel has larger size distortions than the version based on the Bartlett kernel. This indicates that the bootstrap is unable to capture the effects of tuning parameter choices on the performance of the traditional tests in small to medium samples. Finally, we note that both the self-normalized test and the bootstrap-assisted self-normalized test outperform $\tau_{IM}^*(1)$. The performance advantage of self-normalization over the traditional Wald-type tests based on $\hat{\Omega}_{u,v}$ thus seems to result from the ability of the self-normalizer to converge in distribution to a limit that is scale dependent on the true long-run variance parameter rather than from avoiding estimating $\Omega_{u,v}$ completely.

5.2 Size-Adjusted Power

To analyze the properties of the tests under deviations from the null hypothesis, we generate data for $\beta_1 = \beta_2 \in (1, 1.2]$ using 20 values on a grid with mesh size 0.01. The large differences in sizes (i.e., under the null hypothesis), however, make a meaningful comparison of the performances under the alternative difficult. To enable a “fair” comparison, we follow Cavaliere et al. (2015, p.826) and first simulate under the null hypothesis and record for each test the nominal size $\tilde{\alpha}$ that yields an empirical size equal to the desired $\alpha = 0.05$. We then use critical values corresponding to $\tilde{\alpha}$ in the simulations under deviations from the null hypothesis.

Figure 1 displays illustrative results for $T \in \{100, 250\}$, $\rho_1, \rho_2 = 0.6$ and $\phi \in \{0, 0.9\}$, where, whenever necessary, we use the Bartlett kernel to estimate long-run variance parameters. Results for the QS kernel and other choices of $T$, $\rho_1, \rho_2$ and $\phi$ are qualitatively similar. In general, we find that size-adjusted power of the tests increases with sample size, but larger values of $\rho_1, \rho_2$ and $\phi$ lead to smaller size-adjusted power. In line with Vogelsang and Wagner (2014) we find that the traditional Wald-type test based on the IM-OLS estimator has slightly smaller size-adjusted power than the tests based on the D- and FM-OLS estimators, with the difference vanishing as the sample size increases. Moreover, size-adjusted power of $\tau_{IM}^*(1)$ is similar to size-adjusted power of $\tau_{IM}(\hat{\Omega}_{u,v})$. With respect to self-normalization, we observe that size-adjusted power of $\tau_{IM}(\hat{\eta}_T)$ is very similar to size-adjusted power of the traditional tests for small deviations from the null hypothesis, but then becomes slightly lower for larger deviations from the null. This finding is in line with the power properties of self-normalized tests in the stationary time series literature (see, e.g., Shao, 2015) and with the local asymptotic power properties of the self-normalized test analyzed in detail in Online Appendix 13. However, given the

23Because of the enormous size distortions of $\tau_{IM}^*(1)$ under the null hypothesis in case $\rho_1, \rho_2 = 0.9$ and $T \in \{75, 100\}$, constructing the size-adjusted power curves for this test requires a much larger number of bootstrap replications.
Table 1: Empirical sizes of the tests for $H_0: \beta_1 = 1, \beta_2 = 1$ at 5% level

| $\phi$ | $\rho_1, \rho_2$ | $\tau_{M1}(1)$ | $\tau_{M3}(1)$ | $\tau_{M4}(1)$ | $\tau_{M5}(1)$ | $\tau_{M6}(1)$ | $\tau_{M7}(1)$ | $\tau_{M8}(1)$ |
|--------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Panel A: $T = 75$ | | | | | | | | |
| 0.0 | 0.10 | 0.03 | 0.07 | 0.16 | 0.15 | 0.11 | 0.07 | 0.19 | 0.20 | 0.14 | 0.07 |
| 0.3 | 0.12 | 0.05 | 0.08 | 0.18 | 0.21 | 0.14 | 0.08 | 0.19 | 0.23 | 0.14 | 0.08 |
| 0.6 | 0.16 | 0.08 | 0.08 | 0.34 | 0.40 | 0.19 | 0.09 | 0.33 | 0.43 | 0.18 | 0.09 |
| 0.9 | 0.53 | 0.36 | 0.19 | 0.69 | 0.83 | 0.69 | 0.25 | 0.77 | 0.88 | 0.77 | 0.28 |
| Panel B: $T = 100$ | | | | | | | | |
| 0.0 | 0.08 | 0.04 | 0.07 | 0.13 | 0.13 | 0.10 | 0.07 | 0.15 | 0.17 | 0.12 | 0.06 |
| 0.3 | 0.10 | 0.05 | 0.07 | 0.14 | 0.18 | 0.13 | 0.08 | 0.14 | 0.20 | 0.13 | 0.07 |
| 0.6 | 0.13 | 0.07 | 0.07 | 0.26 | 0.35 | 0.16 | 0.09 | 0.25 | 0.35 | 0.16 | 0.08 |
| 0.9 | 0.44 | 0.29 | 0.15 | 0.61 | 0.77 | 0.59 | 0.19 | 0.68 | 0.82 | 0.65 | 0.21 |
| Panel C: $T = 250$ | | | | | | | | |
| 0.0 | 0.06 | 0.04 | 0.06 | 0.09 | 0.09 | 0.07 | 0.06 | 0.09 | 0.10 | 0.08 | 0.06 |
| 0.3 | 0.07 | 0.05 | 0.06 | 0.10 | 0.12 | 0.09 | 0.06 | 0.09 | 0.11 | 0.08 | 0.06 |
| 0.6 | 0.08 | 0.06 | 0.06 | 0.14 | 0.21 | 0.10 | 0.07 | 0.13 | 0.19 | 0.10 | 0.06 |
| 0.9 | 0.19 | 0.12 | 0.08 | 0.30 | 0.58 | 0.26 | 0.09 | 0.34 | 0.60 | 0.29 | 0.10 |
| Panel D: $T = 500$ | | | | | | | | |
| 0.0 | 0.05 | 0.04 | 0.05 | 0.07 | 0.07 | 0.07 | 0.05 | 0.07 | 0.07 | 0.05 | 0.05 |
| 0.3 | 0.06 | 0.05 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09 | 0.08 | 0.06 | 0.07 | 0.06 |
| 0.6 | 0.06 | 0.05 | 0.05 | 0.10 | 0.14 | 0.08 | 0.06 | 0.09 | 0.13 | 0.07 | 0.05 |
| 0.9 | 0.09 | 0.05 | 0.05 | 0.15 | 0.38 | 0.11 | 0.05 | 0.15 | 0.38 | 0.12 | 0.06 |
| Notes: Superscript “*” signifies the use of bootstrap critical values. The asymptotic critical value for the self-normalized test $\tau_{M1}(1)$ is given in Table D1 in Online Appendix D (167.25; Panel A, $m = 2, s = 2$). | | | | | | | | |

enormous size improvement of the self-normalized test with respect to the traditional tests under the null hypothesis, the observed loss in power is difficult to deem relevant.
Figure 1: Size-adjusted power of the tests for $H_0: \beta_1 = 1, \beta_2 = 1$ at 5% level for $\rho_1, \rho_2 = 0.6$. Notes: Superscript “∗” signifies the use of bootstrap critical values. Whenever necessary, we use the Bartlett kernel to estimate long-run variance parameters.

The bootstrap versions of the self-normalized test and the traditional Wald-type test have slightly smaller power than the versions based on asymptotic critical values. In this respect, we note that size-adjusted power of the IM-OLS based Wald-type bootstrap test seems to be slightly larger than size-adjusted power of the bootstrap-assisted self-normalized test. However, there are some exceptions, e.g., for $T = 100$ and $\rho_1, \rho_2 = 0.9$, compare Figure C.4 in Online Appendix C.3. Thus, in this case, the bootstrap-assisted self-normalized test performs better than the IM-OLS based Wald-type bootstrap test both under the null hypothesis and in terms of size-adjusted power.
6 Empirical Illustration: The Fisher Effect

In this section we briefly illustrate the usefulness of the self-normalized test developed in this paper in applications. Many empirical studies suggest that inflation and the short-term nominal interest rate do not cointegrate with the slope of inflation being equal to one, a finding at odds with the so-called Fisher effect that is backed by many theoretical models. The errors $u_t$ in the Fisher equation

$$i_t = \alpha + \beta \pi_t + u_t,$$

$t = 1, \ldots, T$, are likely to be highly persistent even in case cointegration between inflation $\pi_t$ and the short-term nominal interest rate $i_t$ prevails, (see, e.g., Westerlund, 2008, pp. 217). As demonstrated in our simulation study (and in many simulation studies before), highly persistent errors are well known to have adverse effects on the performance of estimators and tests in cointegrating regressions. Consequently, the Fisher effect might be rejected, even if it exists, solely due to the poor performance of the methods chosen by the applied researcher (see Caporale and Pittis, 2004, for a detailed analysis of this phenomenon). Westerlund (2008) shows that this problem can be tackled by using suitable panel methods, i.e., at the cost of including a large number of additional countries into the analysis. This may be undesirable for the applied researcher originally interested in analyzing the existence of the Fisher effect for a particular country only. Given its superior finite sample performance demonstrated in Section 5 compared to the traditional tests, the bootstrap-assisted self-normalized test developed in this paper seems to be useful to address this problem in the time series setting.

We investigate the validity of the Fisher effect for Germany and the United States between 1965Q1 and 2021Q1, using quarterly data ($T = 225$) obtained from the OECD databases Economic Outlook and Main Economic Indicators. Before estimating (6.1) for both countries separately, we first assess whether the short-term interest rate and inflation are indeed non-stationary and cointegrated. To this end, we employ Breitung’s (2002) self-normalized variance ratio unit root test and a Shin-type cointegration test based on the IM-OLS residuals allowing for a potentially non-zero mean. To estimate the long-run variance parameter required for the cointegration test, we use the Bartlett kernel and the corresponding data-dependent bandwidth selection rule of Andrews (1991). All tests in this section are carried out at the nominal 10% level. For both countries, the unit root test fails to reject the null hypothesis of non-stationarity of the interest rate and inflation and the cointegration test fails to reject the null hypothesis of cointegration between the

---

For a brief description of the underlying economic theory we refer to Westerlund (2008, pp. 195).

The inflation rates and short-term interest rates are available on [https://data.oecd.org/price/inflation-cpi.htm](https://data.oecd.org/price/inflation-cpi.htm) and [https://data.oecd.org/interest/short-term-interest-rates.htm](https://data.oecd.org/interest/short-term-interest-rates.htm) respectively (Accessed: March 24, 2022).
two variables.

These preliminary results justify to estimate (6.1) on the individual country level using the IM-OLS estimator and to test whether $\beta$ is indeed equal to one using the bootstrap-assisted self-normalized test developed in this paper. We set the number of bootstrap replications to 1,499 and determine the order of the VAR sieve as described in Section 5. For comparison, we also estimate (6.1) using the FM-OLS estimator and test unity of $\beta$ using the corresponding traditional Wald-type test. For the FM-OLS estimator and the test statistic based upon it we use the Bartlett kernel and the corresponding data-dependent bandwidth selection rule of Andrews (1991) to estimate the long-run parameters. The results are reported in Table 2, which also presents the OLS estimates as a benchmark.

Table 2: Country specific results

| Country     | Estimates of $\beta$ | Test statistics for $H_0 : \beta = 1$ | Persistence |
|-------------|----------------------|----------------------------------------|-------------|
|             | OLS      | IM-OLS   | FM-OLS   | $\tau_{IM}^*(\hat{\eta}_T)$ | $\tau_{FM}(\hat{\Omega}_{w,v})$ | $\hat{\rho}_1$ |
| Germany     | 1.36     | 1.68     | 1.53     | 26.72 (102.57) | 2.85 (2.71) | 0.92 |
| United States| 0.99    | 1.39     | 1.14     | 24.29 (102.32) | 0.47 (2.71) | 0.91 |

Notes: All tests are carried out at the nominal 10% level and reject the null hypothesis if the test statistic is larger than the corresponding critical value. Bootstrap critical values for the bootstrap-assisted self-normalized test $\tau_{IM}^*(\hat{\eta}_T)$ and chi-square critical values for the traditional test $\tau_{FM}(\hat{\Omega}_{w,v})$ in parenthesis. The measure of persistence $\hat{\rho}_1$ in the regression errors in (6.1) is obtained by regressing the OLS residuals on their first lag.

The OLS estimate of $\beta$ is given by 1.36 for Germany and 0.99 for the United States, with the modified estimators yielding slightly larger estimates. The estimated values of $\beta$ compare well with the estimates obtained in Westerlund (2008, Table VII) for the subperiod 1980Q1–2004Q4. To assess the persistence of the errors in (6.1), we regress the OLS residuals on their first lag. The resulting estimates of the AR(1) parameter are 0.92 for Germany and 0.91 for the United States, showing that the regression errors are indeed highly persistent. With respect to testing unity of $\beta$, Table 2 shows that the traditional FM-OLS based test accepts the hypothesized value of one for $\beta$ for the United States, but rejects the null hypothesis for Germany. In contrast, the bootstrap-assisted self-normalized test does not reject the hypothesis that $\beta$ is equal to one for both countries. Interestingly, the realizations of the self-normalized test statistic and the corresponding bootstrap critical values are very similar for Germany and the United States. This indicates that the validity of the Fisher effect is equally likely in both countries, although the estimates of $\beta$ are slightly closer to one for the United States.

Note again that ready-to-use MATLAB code for empirical applications is available on www.github.com/kreichold/CointSelfNorm.
The traditional test thus gives misleading results.\footnote{It is worth mentioning that the asymptotic critical value for the self-normalized test statistic is given by 64.13 (see Table \ref{tab:asymptotic_values} in Online Appendix \ref{app:asymptotic_values} Panel B, $m = 1$, $s = 1$). This implies that also the self-normalized test based on the asymptotic critical value does not reject the validity of the Fisher effect for the two countries.}

Although our results show the importance of accounting for highly persistent regression errors, a more careful analysis is needed to assess the validity of the Fisher effect for the full period, as the link between inflation and the short-term interest rate might have weakened in the aftermath of the global financial crisis.

\section{Conclusion}

We propose a novel self-normalized test statistic for general linear restrictions in cointegrating regressions avoiding direct estimation of a long-run variance parameter. Its limiting null distribution is nonstandard, but we provide asymptotic critical values. Combining the self-normalization approach with a VAR sieve bootstrap to construct critical values further improves the performance of the self-normalized test in small to medium samples when the level of error serial correlation or regressor endogeneity is large. Constructing bootstrap critical values requires the choice of a single tuning parameter, the order of a VAR, which is a straightforward and well understood task in practice.

Simulation results and local asymptotic power analyses demonstrate that the bootstrap-assisted self-normalized test is considerably less prone to size distortions than the traditional tests at the cost of only small power losses. From a practical point of view, these small power losses are difficult to deem relevant in cointegrating regressions, given the enormous size improvements under the null hypothesis. An empirical application analyzing the validity of the Fisher effect in Germany and the United States exemplifies the advantage of the bootstrap-assisted self-normalized test over the traditional tests. Given that the bootstrap-assisted self-normalized test is easy to implement, we conclude that it should become a serious competitor to the traditional tests in practice.

Bootstrap-assisted self-normalized inference may also be a promising approach to address the enormous size distortions of hypothesis tests often observed in, e.g., cointegrated panels, cointegrating polynomial regressions and non-linear cointegrating regressions. We leave these interesting extensions for future research.
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A Other Possible Choices for $\kappa$

Our particular choice for $\kappa$ in (3.10), the self-normalizer $\hat{\eta}_T$, is closely related to a seemingly natural kernel estimator of $\Omega_{u,v}$ defined as

$$\tilde{\Omega}_{u,v}(\mathcal{K},b_T) := T^{-1} \sum_{i=2}^{T} \sum_{j=2}^{T} \mathcal{K}\left(\frac{|i-j|}{b_T}\right) \Delta \hat{S}_i^u \Delta \hat{S}_j^u,$$

where, as before, $\mathcal{K}(\cdot)$ is a kernel function and $b_T$ is a bandwidth parameter. In contrast to the traditional estimator $\hat{\Omega}_{u,v}(\mathcal{K},b_T)$ defined in (3.12), $\tilde{\Omega}_{u,v}(\mathcal{K},b_T)$ is inconsistent for $\Omega_{u,v}$ under common kernel and bandwidth assumptions. Nevertheless, $\tilde{\Omega}_{u,v}(\mathcal{K},b_T)$ serves as a useful starting point to motivate our choice of $\hat{\eta}_T$ as the self-normalizer.

We first note that under traditional kernel and bandwidth assumptions $\tilde{\Omega}_{u,v}(\mathcal{K},b_T) \xrightarrow{w} \Omega_{u,v}(1 + \mathcal{Z}(2)^\prime \mathcal{Z}(2))$, as $T \to \infty$, where $\mathcal{Z}(2)$ denotes the vector of the last $m$ components of the $2m$-dimensional vector $\mathcal{Z}$ defined in (3.3), see Vogelsang and Wagner (2014, Proof of Theorem 3). That is, the limiting distribution of $\tilde{\Omega}_{u,v}(\mathcal{K},b_T)$ is nuisance parameter free up to its scale-dependence on $\Omega_{u,v}$, which leads to a nuisance parameter free limiting distribution of the test statistic $\tau_{IM}(\tilde{\Omega}_{u,v}(\mathcal{K},b_T))$. However, $\tilde{\Omega}_{u,v}(\mathcal{K},b_T)$ is not a self-normalizer in the original sense, as its construction requires tuning parameter choices, which may have adverse effects on the performance of $\tau_{IM}(\tilde{\Omega}_{u,v}(\mathcal{K},b_T))$ in finite samples. In particular, unreported preliminary simulation results indicate that $\tilde{\Omega}_{u,v}(\mathcal{K},b_T)$ is less successful in reducing the size distortions of the traditional test relative to $\hat{\eta}_T$.

In the special case where $\mathcal{K}(\cdot)$ is the Bartlett kernel ($\mathcal{K}_{\text{Bartlett}}$) and $b_T = T$, it follows from algebraic arguments used in Cai and Shintani (2006, Proof of Lemma 1) in combination with similar arguments as used in the proof of Theorem 1 that

$$\tilde{\Omega}_{u,v}(\mathcal{K}_{\text{Bartlett}},T) = \hat{\eta}_T + T^{-2} \sum_{t=2}^{T} \left( \frac{t}{2} \Delta \hat{S}_t^u - \frac{T}{2} \Delta \hat{S}_t^u \right)^2$$

$$\xrightarrow{w} \Omega_{u,v}\left( \int_0^1 (W_{u,v}(r) - g(r)^\prime \mathcal{Z})^2 \, dr \right.$$  

$$\left. + \int_0^1 ([W_{u,v}(r) - g(r)^\prime \mathcal{Z}] - [W_{u,v}(1) - g(1)^\prime \mathcal{Z}])^2 \, dr \right),$$

as $T \to \infty$. The quantity $\tilde{\Omega}_{u,v}(\mathcal{K}_{\text{Bartlett}},T)$ is thus closely related to $\hat{\eta}_T$ and its limiting distribution is again nuisance parameter free up to its scale-dependence on $\Omega_{u,v}$. Unreported preliminary simulation results show that $\tau_{IM}(\tilde{\Omega}_{u,v}(\mathcal{K}_{\text{Bartlett}},T))$ performs similarly to $\tau_{IM}(\hat{\eta}_T)$ under the null hypothesis. However, $\tau_{IM}(\tilde{\Omega}_{u,v}(\mathcal{K}_{\text{Bartlett}},T))$ has smaller (local asymptotic) power than $\tau_{IM}(\hat{\eta}_T)$ under the alternative.

Remark 5. There is another interesting relation we want to highlight. If we assume for a moment that $\sum_{s=2}^{T} \Delta \hat{S}_s^u = \hat{S}_T^u - \hat{S}_1^u = 0$, which does not hold in general, we obtain $\tilde{\Omega}_{u,v}(\mathcal{K}_{\text{Bartlett}},T) = 2\hat{\eta}_T$. This relation fits well to the finding of Kiefer and Vo-
B Local Asymptotic Power

In this section we compare the asymptotic power properties of the self-normalized test \( \tau_{IM}(\hat{\eta}_T) \) and the traditional test \( \tau_{IM}(\hat{\Omega}_{u,v}) \) under local alternatives. The results hold under Assumption 3, with \((y_t)_{t=1}^T\) and \((x_t)_{t=1}^T\) generated by (2.1) and (2.2), respectively. To ease exposition of the main arguments, we restrict attention to the single regressor case \((m = 1)\), which suffices to illustrate the main similarities and differences between the two tests. For \(m = 1\) the regression model becomes \(y_t = x_t \beta + u_t\), with \(\beta\) being a one-dimensional parameter. We are interested in testing the null hypothesis \(H_0: \beta = \beta_0\). In this case, \(\tau_{IM}(\kappa)\) defined in (3.10) simplifies to

\[
\tau_{IM}(\kappa) = \left( \frac{\hat{\beta}_{IM} - \beta_0}{\sqrt{\kappa \hat{V}_T(1,1)}} \right)^2,
\]

where \(\hat{V}_T(1,1)\) denotes the upper-left element of the \((2 \times 2)\)-dimensional matrix \(\hat{V}_T\) defined in (3.6). Straightforward calculations reveal that under the local alternative \(H_1: \beta = \beta_0 + cT^{-1}\), with \(c \in \mathbb{R}\), the limiting distribution of \(\tau_{IM}(\hat{\Omega}_{u,v})\) is given by

\[
\tau_{IM}(\hat{\Omega}_{u,v}) \xrightarrow{w} \mathcal{G}_{c} := \left( \frac{c \Omega^{1/2}_{uv}}{\Omega^{1/2}_{u-v} \sqrt{\hat{V}(1,1)}} + \frac{Z(1)}{\sqrt{\hat{V}(1,1)}} \right)^2,
\]

where \(\hat{V}(1,1)\) denotes the upper-left element of the nuisance parameter free \((2 \times 2)\)-dimensional matrix \(\hat{V}\) defined in (3.4) and \(Z(1)\) denotes the first element in the two-dimensional vector \(Z\) defined in (3.3). Analogously, the limiting distribution of \(\tau_{IM}(\hat{\eta}_T)\) under the local alternative is given by

\[
\tau_{IM}(\hat{\eta}_T) \xrightarrow{w} \mathcal{G}_{SN,c} := \left( \frac{c \Omega^{1/2}_{uv}}{\Omega^{1/2}_{u-v} \sqrt{\int_0^1 (W_{u,v}(r) - g(r)^'Z)^2 dr \sqrt{\hat{V}(1,1)}}} \right. \\
\left. + \frac{Z(1)}{\sqrt{\int_0^1 (W_{u,v}(r) - g(r)^'Z)^2 dr \sqrt{\hat{V}(1,1)}}} \right)^2.
\]
Naturally, for $c = 0$ the limiting distributions in (B.2) and (B.3) coincide with the chi-square distribution with one degree of freedom and the distribution $G_{SN}$ defined in (3.16), respectively. It follows that local asymptotic power of $\tau_{IM}(\hat{\Omega}_u \cdot v)$ at the nominal 5% level is given by $P\left(G_c > \chi^2_{1,0.95}\right)$, where $\chi^2_{1,0.95}$ denotes the 0.95-quantile of the chi-square distribution with one degree of freedom. Analogously, local asymptotic power of $\tau_{IM}(\hat{\eta}_T)$ at the nominal 5% level is given by $P\left(G_{SN,c} > q_{1,1,0.95}\right)$, where $q_{1,1,0.95}$ denotes the corresponding 0.95-quantile for the self-normalized test statistic given in Table D.4 in Online Appendix D (56.58; Panel A, $m = 1$, $s = 1$). Local asymptotic power of both tests depends on $c \Omega_{vv}^{1/2} \Omega_{uv}^{-1/2}$. For a given $c \neq 0$, local asymptotic power of the tests thus depends on both the long-run variance $\Omega_{vv}$ of the first differences $v_t = \Delta x_t$ of the regressor $x_t$ and the long-run variance $\Omega_{uv}$ of the regression error $u_t$ corrected for its conditional long-run mean given $v_t$. In particular, it follows from the definition of $\Omega_{uv}$ that local asymptotic power of the tests decreases as the variability in the regression errors increases. To assess the effect of the location parameter $c$, we plot the two power curves as a function of $c$ in Figure B.1 for fixed $\Omega_{vv}$ and $\Omega_{uv}$ using simulations. In particular, we set $\Omega_{vv}^{1/2} \Omega_{uv}^{-1/2} = 1$ and approximate the stochastic terms using similar methods to those used to generate the critical values in Online Appendix D.

Figure B.1: Asymptotic power of the traditional test and the self-normalized test for $H_0 : \beta = \beta_0$ under the local alternative $\beta = \beta_0 + c T^{-1}$. Both tests are carried out at the nominal 5% level.

Figure B.1 shows that both tests have asymptotic power against local alternatives, with local asymptotic power increasing symmetrically as $c$ moves away from zero. Local asymptotic power of the self-normalized test is similar to, but slightly below, local asymptotic power of the traditional Wald-type test. To quantify the local power loss, we consider two measures: the absolute local power loss, i.e., the difference in local power between the traditional test and the self-normalized test, and the relative local power loss, i.e., the absolute local power loss divided by local power of the traditional test. The largest absolute local power loss is about 0.06 and occurs at around $c = \pm 10.6$, whereas
the largest relative local power loss is about 10.3% and occurs at around $c = \pm 5.1$. The results are consistent with the findings in the stationary time series literature, where local asymptotic power of self-normalized tests is well known to be often slightly below that of traditional tests, see, e.g., Kiefer et al. (2000) and Shao (2015).  

**Remark 6.** Given the results in Theorem 3, it follows from consistency of the IM-OLS estimator of $\beta$ and imposing the null hypothesis when constructing the bootstrap data $y_t^*$ that the VAR sieve bootstrap is consistent for the limiting null distribution of the self-normalized test statistic even when the null hypothesis is incorrect. In the limit, the bootstrap critical value for the self-normalized test statistic thus coincides with the asymptotic critical value even under deviations from the null hypothesis. Consequently, local asymptotic power of the bootstrap-assisted self-normalized test coincides with local asymptotic power of the asymptotic version of the self-normalized test.

### C Additional Finite Sample Results

#### C.1 Estimator Performance

We briefly compare the IM-OLS estimator with the D- and FM-OLS estimators in terms of bias and root mean squared error (RMSE). Implementing the D-OLS estimator requires choosing the numbers of leads and lags of the first differences of the integrated regressors. To this end, we use the Bayesian information criterion (BIC) analyzed in Choi and Kurozumi (2012), as it appears to be the most successful criterion – among those considered by the authors – in reducing the mean squared error of the D-OLS estimator. The FM-OLS estimator is based on an estimator of the long-run covariance matrix of $\{[u_t, v_t']\}_{t \in \mathbb{Z}}$ as defined in (3.13). We analyze the results for the Bartlett kernel and the Quadratic Spectral (QS) kernel, together with the corresponding data-dependent bandwidth selection rules of Andrews (1991). Table C.1 displays results for $\beta_1$. Although asymptotically unbiased, the D-, FM- and IM-OLS estimators are biased in finite samples. Generally, bias and RMSE increase in $\rho_1, \rho_2$ and $\phi$ and decrease in $T$. In terms of bias the IM-OLS estimator performs similar to the D-OLS estimator and clearly outperforms the FM-OLS estimator. In terms of RMSE the results show that overall the D-OLS estimator performs best, followed by the FM-OLS estimator based on the Bartlett kernel. RMSE of the IM-OLS estimator is comparable to the RMSE of the FM-OLS estimator based on the

---

30 For comparison, note that Shao (2015, p. 1800) analyzes local asymptotic power of a self-normalized test for testing a hypothesis on the mean of a strictly stationary time series $\{X_t\}_{t \in \mathbb{Z}}$. He reports that under suitable moment and weak dependence conditions, the largest relative local power loss of the self-normalized test statistic compared to the $t$-type test based on an estimator of the long-run variance of $\{X_t\}_{t \in \mathbb{Z}}$ is around 28.5%. In this light, the largest relative local power loss of our self-normalized test compared to the traditional test seems to be relatively small.

31 Results for $\beta_2$ are similar and therefore not reported.
QS kernel, which is often slightly larger than RMSE of the FM-OLS estimator based on the Bartlett kernel. We conclude that the IM-OLS estimator performs relatively well and serves as a good starting point for self-normalized inference in cointegrating regressions.
### Table C.1: Bias and RMSE of various estimators of $\beta_1$

|       | Bias × 100 | RMSE × 100 |
|-------|------------|------------|
|       | $\phi$, $\rho_1, \rho_2$ | IM-OLS | D-OLS | FM-OLS | IM-OLS | D-OLS | FM-OLS |
| Panel A: $T = 75$ | | | | | | | |
| 0 | 0 | $-0.25$ | $-0.27$ | $0.04$ | $0.11$ | $-0.05$ | $0.11$ | | 
| 0.3 | 0 | $-0.25$ | $-0.08$ | $0.66$ | $0.79$ | $-0.45$ | | | |
| 0.6 | 0 | $0.88$ | $0.63$ | $3.46$ | $3.70$ | $-0.82$ | | | |
| 0.9 | 19.63 | $12.69$ | $24.93$ | $25.00$ | $-606.33$ | | | |
| 0.3 | 0 | $-0.28$ | $-0.18$ | $0.13$ | $0.19$ | $0.29$ | | | |
| 0.6 | 0 | $0.91$ | $1.52$ | $4.16$ | $4.30$ | $1.25$ | | | |
| 0.9 | 20.44 | $12.89$ | $26.44$ | $26.37$ | $75.50$ | | | |
| 0.9 | 0 | $-0.35$ | $0.09$ | $0.34$ | $0.41$ | | | | |
| 0.6 | 0 | $0.96$ | $1.60$ | $5.14$ | $5.59$ | | | | |
| 0.9 | 22.08 | $13.54$ | $29.43$ | $29.69$ | $-31.68$ | | | | |
| Panel B: $T = 100$ | | | | | | | |
| 0 | 0 | $-0.07$ | $-0.15$ | $0.05$ | $0.09$ | $0.13$ | | | |
| 0.3 | 0 | $-0.03$ | $0.03$ | $0.45$ | $0.51$ | | | | |
| 0.6 | 0 | $0.74$ | $1.53$ | $2.48$ | $2.44$ | | | | |
| 0.9 | 14.76 | $11.97$ | $20.06$ | $20.35$ | $-54.65$ | | | | |
| 0.3 | 0 | $-0.07$ | $-0.07$ | $0.12$ | $0.15$ | | | | |
| 0.6 | 0 | $0.83$ | $1.71$ | $2.92$ | $2.94$ | | | | |
| 0.9 | 15.60 | $13.88$ | $21.49$ | $22.36$ | $12.16$ | | | | |
| Panel C: $T = 250$ | | | | | | | |
| 0 | 0 | $-0.01$ | $-0.06$ | $0.02$ | $0.02$ | | | | |
| 0.3 | 0 | $0.03$ | $0.02$ | $0.60$ | $0.65$ | | | | |
| 0.6 | 0 | $0.21$ | $0.46$ | $0.79$ | $0.69$ | | | | |
| 0.9 | 5.01 | $4.25$ | $8.83$ | $8.67$ | | | | | |
| 0.3 | 0 | $-0.02$ | $-0.03$ | $0.04$ | $0.04$ | | | | |
| 0.6 | 0 | $0.24$ | $0.55$ | $0.93$ | $0.84$ | | | | |
| 0.9 | 5.32 | $4.98$ | $9.64$ | $9.82$ | | | | | |
| Panel D: $T = 500$ | | | | | | | |
| 0 | 0 | $-0.01$ | $-0.01$ | $0.01$ | $0.01$ | | | | |
| 0.3 | 0 | $0.02$ | $0.02$ | $0.05$ | $0.05$ | | | | |
| 0.6 | 0 | $0.08$ | $0.21$ | $0.30$ | $0.25$ | | | | |
| 0.9 | 1.59 | $1.72$ | $3.77$ | $3.45$ | | | | | |
| 0.3 | 0 | $-0.02$ | $-0.00$ | $0.02$ | $0.02$ | | | | |
| 0.6 | 0 | $0.09$ | $0.24$ | $0.35$ | $0.28$ | | | | |
| 0.9 | 1.71 | $2.05$ | $4.11$ | $3.92$ | | | | | |
| 0.9 | 0 | $0.03$ | $0.05$ | $0.04$ | $0.04$ | | | | |
| 0.6 | 0 | $0.12$ | $0.31$ | $0.45$ | $0.39$ | | | | |
| 0.9 | 1.96 | $2.73$ | $4.82$ | $4.82$ | | | | | |

Notes: The terms “Bartlett” and “QS” signify the kernel used to apply the FM-OLS estimator. QML denotes the quasi maximum likelihood estimator of Johansen (1995), as described in Section C.3.
C.2 Results in the i.i.d. Innovations Case ($\alpha_1 = b_1 = \rho_3 = 0$)

Table C.2: Empirical sizes of the tests for $H_0: \beta_1 = 1, \beta_2 = 1$ at 5% level in the i.i.d. innovations case ($\alpha_1 = b_1 = \rho_3 = 0$)

| $\phi$ | $\rho_1, \rho_2$ | $\tau_D(1)$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ | $\tau_M(\hat{\eta})$ |
|-------|------------------|-------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Panel A: $T = 75$ |
| 0     | 0.00             | 0.03        | 0.07            | 0.16            | 0.11            | 0.07            | 0.19            | 0.20            | 0.14            | 0.06            |
| 0.3   | 0.11             | 0.05        | 0.07            | 0.20            | 0.14            | 0.07            | 0.20            | 0.23            | 0.15            | 0.06            |
| 0.6   | 0.16             | 0.09        | 0.08            | 0.34            | 0.23            | 0.09            | 0.34            | 0.37            | 0.22            | 0.08            |
| 0.9   | 0.21             | 0.16        | 0.20            | 0.72            | 0.25            | 0.14            | 0.34            | 0.40            | 0.30            | 0.27            | 0.15            |

| Panel B: $T = 100$ |
| 0     | 0.08             | 0.03        | 0.07            | 0.13            | 0.10            | 0.06            | 0.15            | 0.17            | 0.17            | 0.07            |
| 0.3   | 0.09             | 0.05        | 0.07            | 0.16            | 0.14            | 0.07            | 0.15            | 0.18            | 0.13            | 0.07            |
| 0.6   | 0.13             | 0.08        | 0.07            | 0.27            | 0.19            | 0.08            | 0.26            | 0.31            | 0.18            | 0.07            |
| 0.9   | 0.39             | 0.27        | 0.14            | 0.66            | 0.57            | 0.18            | 0.72            | 0.79            | 0.64            | 0.20            |

| Panel C: $T = 250$ |
| 0     | 0.06             | 0.04        | 0.06            | 0.08            | 0.07            | 0.06            | 0.09            | 0.10            | 0.08            | 0.05            |
| 0.3   | 0.07             | 0.05        | 0.06            | 0.10            | 0.12            | 0.09            | 0.09            | 0.11            | 0.09            | 0.06            |
| 0.6   | 0.07             | 0.06        | 0.06            | 0.17            | 0.19            | 0.11            | 0.15            | 0.17            | 0.10            | 0.06            |
| 0.9   | 0.18             | 0.13        | 0.07            | 0.38            | 0.52            | 0.28            | 0.40            | 0.55            | 0.31            | 0.09            |

| Panel D: $T = 500$ |
| 0     | 0.05             | 0.04        | 0.05            | 0.07            | 0.07            | 0.07            | 0.07            | 0.07            | 0.07            | 0.07            |
| 0.3   | 0.05             | 0.05        | 0.05            | 0.08            | 0.08            | 0.05            | 0.07            | 0.08            | 0.07            | 0.05            |
| 0.6   | 0.06             | 0.05        | 0.05            | 0.11            | 0.13            | 0.09            | 0.10            | 0.11            | 0.08            | 0.05            |
| 0.9   | 0.08             | 0.06        | 0.05            | 0.20            | 0.24            | 0.13            | 0.20            | 0.35            | 0.31            |

Notes: Superscript "*" signifies the use of bootstrap critical values. The asymptotic critical value for the self-normalized test $\tau_M(\hat{\eta})$ is given in Table D.4 in Online Appendix D (167:23; Panel A, $m = 2, s = 2$).
Figure C.2: Size-adjusted power of the tests for $H_0: \beta_1 = 1, \beta_2 = 1$ at 5% level for $\rho_1, \rho_2 = 0.6$ in the i.i.d. innovations case ($a_1 = b_1 = \rho_3 = 0$). Notes: Superscript “∗” signifies the use of bootstrap critical values. Whenever necessary, we use the Bartlett kernel to estimate long-run variance parameters.
C.3 Comparison with Johansen’s Likelihood Ratio Test

We can rewrite the data generating process (DGP) given in (5.1) and (5.2) as

\[
\begin{pmatrix}
1 & -\beta_1 & -\beta_2 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}
\begin{pmatrix}
y_t \\
x_{1t} \\
x_{2t} \\
\end{pmatrix}
=:
\begin{pmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{pmatrix}
\begin{pmatrix}
y_{t-1} \\
x_{1,t-1} \\
x_{2,t-1} \\
\end{pmatrix}
+ \begin{pmatrix}
u_t \\
v_{1t} \\
v_{2t} \\
\end{pmatrix}
\]

\(\Leftrightarrow X_t = \Pi_1 X_{t-1} + \epsilon_t,\)

where \(X_t := [y_t, x_{1t}, x_{2t}]', \epsilon_t := A_0^{-1}[u_t, v_{1t}, v_{2t}]'\) and \(\Pi_1 := A_0^{-1}A_1\). While the estimators and tests discussed so far ignore the exact characteristics of the DGP, the reduced rank quasi maximum likelihood (QML) estimator of Johansen (1995) and the likelihood ratio (LR) test based upon it are tailor-made for this particular class of DGPs. Under this DGP, the performance of the parametric LR test thus serves as a natural benchmark for the performance of the non-parametric self-normalized test developed in this paper. To fix ideas, we consider the error correction model of order \(k \geq 1\) with one cointegrated relation, i.e.,

\[
\Delta X_t = ab'X_{t-1} + \sum_{i=1}^{k-1} \Gamma_i \Delta X_{t-i} + \epsilon_t,
\]

where \(\Delta X_s := X_s - X_{s-1}\), \(a = [-1, 0, 0]'\) and \(b = [1, -\beta_1, -\beta_2]'\). To test general linear hypotheses on the cointegration vector \(b\), we first determine the order \(k\) in (C.1) similarly as described in the beginning of Section 5 for the order of the VAR sieve. We then estimate the vector \(b\) using the reduced rank QML estimator of Johansen (1995). Testing the null hypothesis \(H_0 : \beta_1 = 1, \beta_2 = 1\) in (5.1) corresponds to testing the null hypothesis \(H_0 : b = [1, -1, -1]'\) in (C.1). Under the null hypothesis, the LR test statistic of Johansen (1995) is asymptotically chi-squared distributed with two degrees of freedom. Cavaliere et al. (2015) show how to replace the asymptotic chi-square critical values with bootstrap critical values to reduce the size distortions of the LR test in finite samples.

Before we compare the finite sample performance of the self-normalized test based on asymptotic critical values with the LR test based on asymptotic critical values and the bootstrap-assisted self-normalized test with the LR test based on bootstrap critical values generated as described in Cavaliere et al. (2015, p. 817), we should mention one particular drawback of the reduced rank QML estimator. Table C.1 in Online Appendix C.1 shows that the QML estimator of \(\beta_1\) has a very large bias for \(\rho_1, \rho_2 = 0.9\) and an extremely large RMSE for \(\rho_1, \rho_2 \in \{0.6, 0.9\}\) in small to medium samples.\(^{32}\) These results are in line with the findings in related literature, where the QML estimator is observed to occasionally produce estimates that are far away from the true parameter values, see, e.g., Brüggemann and Lütkepohl (2005) and references therein.

\(^{32}\)Results for \(\beta_2\) are similar.
We now turn to the performance of the tests. Table C.3 displays the empirical sizes of both the LR test and the LR test based on bootstrap critical values (LR*). Comparing empirical sizes of the LR test with those of the self-normalized test in Table 1, we note that the self-normalized test based on asymptotic critical values clearly outperforms the LR test for almost all combinations of $T$, $\rho_1$, $\rho_2$ and $\phi$. However, in case $\rho_1, \rho_2 = 0.9$ and $\phi$ is smaller than 0.9 size distortions of the self-normalized test are slightly larger than those of the LR test. In terms of size-adjusted power we note that the self-normalized test outperforms the LR test in small to medium samples or in case $\rho_1, \rho_2 = 0.9$, see Figures C.3 and C.4.

Replacing asymptotic critical values with bootstrap critical values improves the performance of the LR test in small to medium samples considerably. Comparing the empirical sizes of LR* in Table C.3 with those of the bootstrap-assisted self-normalized test in Table 1 reveals that the two bootstrap tests perform similarly for all sample sizes considered, but LR* has slight performance advantages over the bootstrap-assisted self-normalized test in small to medium samples in case $\rho_1, \rho_2 = 0.9$. However, this performance advantage of LR* over the bootstrap-assisted self-normalized test under the null hypothesis comes at the cost of some losses in size-adjusted power, as Figure C.4 reveals. In case $\rho_1, \rho_2$ is large relative to the sample size, we observe that size-adjusted power of LR* is considerably smaller than size-adjusted power of the bootstrap-assisted self-normalized test. We also observe that the power difference between these tests can be much larger than the power difference between the bootstrap-assisted self-normalized test and the IM-OLS based Wald-type bootstrap test, compare Figure C.3 in case $T = 100$, $\phi = 0.9$ and $\rho_1, \rho_2 = 0.6$ and Figure C.4 in case $T = 75$, $\phi \in \{0, 0.9\}$ and $\rho_1, \rho_2 = 0.9$. For larger sample sizes, however, LR* has slightly larger size-adjusted power than the bootstrap-assisted self-normalized test and the IM-OLS based Wald-type bootstrap test, compare Figure C.3 in case $T = 250$.

We conclude that the (bootstrap-assisted) self-normalized test performs well both under the null hypothesis and under the alternative even when compared to the parametric likelihood-ratio (bootstrap) test tailor made for the DGP under consideration. Therefore, in applications focusing on a particular cointegrating relation between the variables, the IM-OLS estimator and the (bootstrap-assisted) self-normalized test are a good alternative to the QML estimator and the likelihood-ratio (bootstrap) test, especially when the QML estimator yields implausible estimates of the cointegrating vector.
Table C.3: Empirical sizes of the LR test and the LR bootstrap test for $H_0: \beta_1 = 1, \beta_2 = 1$ at 5% level

| $\phi$ | $\rho_1, \rho_2$ | $T = 75$ | $T = 100$ | $T = 250$ | $T = 500$ |
|--------|------------------|----------|----------|----------|----------|
|        | LR   | LR*     | LR   | LR*     | LR   | LR*     |
| 0      | 0.13 | 0.06    | 0.10 | 0.06    | 0.07 | 0.06    |
| 0.3    | 0.14 | 0.06    | 0.11 | 0.06    | 0.08 | 0.06    |
| 0.6    | 0.16 | 0.07    | 0.13 | 0.06    | 0.09 | 0.06    |
| 0.9    | 0.27 | 0.08    | 0.20 | 0.07    | 0.11 | 0.07    |
| 0.3    | 0.14 | 0.07    | 0.11 | 0.06    | 0.08 | 0.05    |
| 0.3    | 0.15 | 0.06    | 0.12 | 0.07    | 0.09 | 0.07    |
| 0.6    | 0.19 | 0.07    | 0.15 | 0.08    | 0.09 | 0.07    |
| 0.9    | 0.32 | 0.10    | 0.25 | 0.09    | 0.12 | 0.07    |
| 0.9    | 0.18 | 0.09    | 0.14 | 0.08    | 0.09 | 0.07    |
| 0.3    | 0.20 | 0.08    | 0.15 | 0.08    | 0.10 | 0.06    |
| 0.6    | 0.23 | 0.09    | 0.18 | 0.07    | 0.10 | 0.06    |
| 0.9    | 0.39 | 0.09    | 0.31 | 0.09    | 0.14 | 0.07    |

Note: Superscript “*” signifies the use of bootstrap critical values.
Figure C.3: Size-adjusted power of the tests for $H_0: \beta_1 = 1, \beta_2 = 1$ at 5\% level for $\rho_1, \rho_2 = 0.6$. Notes: Superscript “*” signifies the use of bootstrap critical values. Results for the (bootstrap-assisted) self-normalized test and the IM-OLS Wald-type bootstrap tests coincide with those in Figure 1.
Figure C.4: Size-adjusted power of the tests for $H_0 : \beta_1 = 1, \beta_2 = 1$ at 5% level for $\rho_1, \rho_2 = 0.9$. Note: Superscript “∗” signifies the use of bootstrap critical values. Results for the IM-OLS based Wald-type bootstrap test are based on the Bartlett kernel.
D  Asymptotic Critical Values

To simulate asymptotically valid critical values, we approximate standard Brownian motions with normalized sums of 10,000 i.i.d. standard normal random variables and approximate the corresponding integrals accordingly. The fact that the numerator of the limiting null distribution of the self-normalized test statistic given in (3.16) is invariant to $\Pi$ and only depends on the number of linearly independent restrictions under the null hypothesis justifies to set $\Pi = I_{2m}$ and $R_2 = [I_s, 0_{s \times (2m-s)}]$.$^{33}$ We tabulate critical values based on 10,000 replications for various choices of $m$ and $s$ and different deterministic regressors in (2.1) in Table D.4.

Table D.4: Asymptotic critical values for $\tau_M(\hat{\eta}_T)$

| $m$ | $s = 1$ | $s = 2$ | $s = 3$ | $s = 4$ |
|-----|---------|---------|---------|---------|
| 1   | 90.0    | 95.0    | 97.5    | 99.0    |
| 2   | 90.44   | 95.41   | 97.51   | 99.01   |
| 3   | 90.44   | 95.41   | 97.51   | 99.01   |
| 4   | 90.44   | 95.41   | 97.51   | 99.01   |

Panel A: No deterministic regressors

Panel B: Intercept ($d_t = 1$)

Panel C: Intercept and linear time trend ($d_t = [1, t]$)

Panel D: Intercept, linear and square time trend ($d_t = [1, t, t^2]$)

Panel E: Intercept, linear, square and cubic time trend ($d_t = [1, t, t^2, t^3]$)

Notes: $s$ is the number of linearly independent restrictions under the null hypothesis on the coefficients corresponding to the $m \geq s$ integrated regressors.

$^{33}$Note that the dependence between numerator and denominator in (3.16) implies that simply drawing from a chi-square distribution for the numerator is invalid.
E Proofs of Main Results

Proof of Theorem 1. Vogelsang and Wagner (2014, Lemma 2) show that
\[
T^{-1/2} \sum_{t=2}^{[rT]} \Delta S_t^u \xrightarrow{w} \Omega^{1/2}_{w-v} (W_{w-v}(r) - g'(r)') \mathcal{Z}, \quad 0 \leq r \leq 1,
\]
as \(T \to \infty\). The continuous mapping theorem thus yields
\[
\hat{\eta}_T = T^{-1} \left( T^{-1/2} \sum_{t=2}^{T} \Delta S_t^u \right)^2 \xrightarrow{w} \Omega_{w-v} \int_0^1 (W_{w-v}(r) - g'(r)')^2 \, dr,
\]
as \(T \to \infty\). The final result now follows with standard arguments from (3.9). □

The proof of the remaining results relies on the following lemma.

Lemma 1. Under Assumptions 1, 2 and 4, it holds that
\[
\max_{q+1 \leq t \leq T} |\hat{\eta}_t - w_t|_F = O_p(T^{-1/2}) \tag{E.1}
\]
and
\[
q^{1/2} \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F = O_p(q^3/T) = o_p(1), \tag{E.2}
\]
where \(\hat{\Phi}_1(q), \ldots, \hat{\Phi}_q(q)\) denote the solution of the sample Yule-Walker equations in the regression of \(w_t\) on \(w_{t-1}, \ldots, w_{t-q}\), \(t = q+1, \ldots, T\).

Proof. We provide a proof in Online Appendix F. □

Two key ingredients in the proof of Lemma 1, which are also useful hereafter, are the following: First, it holds under Assumptions 1 and 4 that
\[
q^{3/2} \sup_{1 \leq j \leq q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F = q^{3/2}O_p((\ln(T)/T)^{1/2}) = O_p(1), \tag{E.3}
\]
compare Meyer and Kreiss (2015, Remark 3.3.), where \(\Phi_1(q), \ldots, \Phi_q(q)\) denote the finite predictor coefficients, i.e., the solution of the population Yule-Walker equations based on the true moments. Second, under Assumption 1 with \(k \geq 3/2\), there exist constants \(q_0 \in \mathbb{N}\) and \(c < \infty\) such that
\[
\sum_{j=1}^{q} (1+j)^k |\Phi_j(q) - \Phi_j|_F \leq c \sum_{j=q+1}^{\infty} (1+j)^k |\Phi_j|_F, \tag{E.4}
\]
for all \(q \geq q_0\) and the right-hand side converges to zero as \(q \to \infty\), see Meyer and Kreiss
We use Lemma 1 to prove the following two lemmas. Subsequently, we use the following two lemmas to prove Proposition 1.

**Lemma 2.** It holds under Assumptions 1 and 4 that
\[
E^* (|\varepsilon_t|^a) = (T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|^a_F = O_P(1),
\]
in \( P \), for the \( a > 2 \) from Assumption 1.

**Proof.** We provide a proof in Online Appendix F.

**Lemma 3.** It holds under Assumptions 1, 2 and 4 that
\[
E^* (\varepsilon_t \varepsilon_t^*) = (T - q)^{-1} \sum_{t=q+1}^{T} \left( \hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) \right) \left( \hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) \right)' = \Sigma + o_P(1),
\]
in \( P \).

**Proof.** We provide a proof in Online Appendix F.

**Proof of Proposition 1.** Given Lemma 2 and Lemma 3, the result follows immediately from Einmahl (1987), as in Chang et al. (2006, p. 714).\[35\]

**Proof of Theorem 2.** Using similar arguments as Palm et al. (2010, p. 670), it follows that
\[
B_T^*(r) = T^{-1/2} \sum_{t=1}^{[rT]} w_t^* = \left( I - \sum_{j=1}^{q} \hat{\Phi}_j(q) \right)^{-1} W_T^*(r) + T^{-1/2} (\bar{w}_0 - \bar{w}_{[rT]}^*),
\]
where \( \bar{w}_{t-1}^* := \left( I - \sum_{j=1}^{q} \hat{\Phi}_j(q) \right)^{-1} \sum_{i=1}^{q} \left( \sum_{j=i}^{q} \hat{\Phi}_j(q) \right) w_{t-i}^* \). It thus remains to show that
\[
I - \sum_{j=1}^{q} \hat{\Phi}_j(q) \xrightarrow{p} \Phi(1)
\]  
(E.5)

and
\[
\mathbb{P}^* \left( \max_{0 \leq t \leq T} |T^{-1/2} \bar{w}_t^*|_F > \delta \right) = o_P(1).
\]  
(E.6)

---

34 This result is known as the generalized Baxter’s inequality, see Baxter (1962) and Hannan and Deistler (1988, p. 269).

35 For more details we refer to the pre-print of Palm et al. (2010), which is available on https://www.stephansmeekes.nl/research (Accessed: March 24, 2022).
We first show (E.5). From Lemma 1, (E.3) and (E.4), we obtain

\[ |I - \sum_{j=1}^{q} \hat{\Phi}_j(q) - \Phi(1)|_F \leq \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F \]
\[ + \sum_{j=1}^{q} |\Phi_j(q) - \Phi_j|_F + \sum_{j=q+1}^{\infty} |\Phi_j|_F \]
\[ \leq \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + q \sup_{1 \leq j \leq q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F \]
\[ + c \sum_{j=q+1}^{\infty} |\Phi_j|_F + \sum_{j=q+1}^{\infty} |\Phi_j|_F \]
\[ = o_p(1) + o_p(1) + o(1) + o(1) = o_p(1). \]

To prove (E.6), we note that it follows from strict stationarity of \( \{\bar{w}_t^\infty\}_{t \in \mathbb{Z}} \) and Markov’s inequality, that

\[ \mathbb{P}^* \left( \max_{0 \leq t \leq T} |T^{-1/2} \bar{w}_t^*|_F > \delta \right) \leq \sum_{t=0}^{T} \mathbb{P}^* \left( |T^{-1/2} \bar{w}_t^*|_F > \delta \right) \]
\[ \leq (T + 1) \mathbb{P}^* \left( |T^{-1/2} \bar{w}_t^*|_F > \delta \right) \]
\[ \leq \delta^{-a} (T^{1-a/2} + T^{-a/2}) \mathbb{E}^* \left( |\bar{w}_t^*|_F^a \right), \]

with the \( a > 2 \) from Assumption 1, compare Park (2002, p.486). Similarly as in Palm et al. (2010, p.671), we obtain

\[ \mathbb{E}^* \left( |\bar{w}_t^*|_F^a \right) \leq c (m + 1)^{a/2 - 1} \left( \sum_{j=0}^{\infty} |\tilde{\Psi}_j(q)|_F^2 \right)^{a/2} \mathbb{E}^* \left( |\tilde{\varepsilon}_t^*|_F^a \right), \]

for some constant \( c \) and \( \tilde{\Psi}_j(q) := \sum_{i=j+1}^{\infty} \hat{\Psi}_i(q) \), where the matrices \( \hat{\Psi}_j \) are determined by the power series expansion of the inverse of \( I - \sum_{j=1}^{q} \Phi_j(q)z^j \). As discussed in Palm et al. (2010, p.671) it follows that \( \sum_{j=0}^{\infty} |\tilde{\Psi}_j(q)|_F^2 = O_p(1) \) if we can show that \( \sum_{j=1}^{q} j^{1/2} |\tilde{\Psi}_j(q)|_F = O_p(1) \), which in turn holds if \( \sum_{j=1}^{q} j^{1/2} |\hat{\Psi}_j(q)|_F = O_p(1) \). Using
again Lemma 1, (E.3) and (E.4), we obtain
\[
\sum_{j=1}^{q} j^{1/2} |\hat{\Phi}_j(q)|_F \leq \sum_{j=1}^{q} j^{1/2} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} j^{1/2} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} (1+j) |\Phi_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} j^{3/2} \sup_{1 \leq j \leq q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F
\]
\[
\leq q^{1/2} \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + q^{1/2} \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} j^{1/2} |\Phi_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} j^{3/2} \sup_{1 \leq j \leq q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} (1+j) |\Phi_j(q) - \Phi_j(q)|_F + \sum_{j=1}^{q} j^{1/2} |\Phi_j(q) - \Phi_j(q)|_F
\]
\[
= o_P(1) + O_P(1) + o(1) + O(1) = O_P(1).
\]
This completes the proof, since $E^* (|\varepsilon_t|^p) = O_P(1)$ by Lemma 2 for the $a > 2$ from Assumption 1.

**Proof of Theorem 3.** The first result in Theorem 3 follows from the bootstrap invariance principle result in Theorem 2 and similar arguments as used in Vogelsang and Wagner (2014, Proof of Theorem 2). The second result then follows from the bootstrap invariance principle and similar arguments as used in the proof of Theorem 1.

**F Proofs of Auxiliary Results**

**Proof of Lemma 1.** The solution of the sample Yule-Walker equations in the regression of $w_t$ on $w_{t-1}, \ldots, w_{t-q}$, $t = q+1, \ldots, T$, can be written in compact form as a $((m+1) \times q(m+1))$-dimensional matrix
\[
\hat{\Phi}(q) := [\hat{\Phi}_1(q), \ldots, \hat{\Phi}_q(q)] = \hat{\Gamma} \hat{G}^{-1},
\]
with the $((m+1) \times q(m+1))$-dimensional matrix $\hat{\Gamma} := [\hat{\Gamma}(1), \ldots, \hat{\Gamma}(q)]$, the $(q(m+1) \times q(m+1))$-dimensional matrix $\hat{G} := (\hat{\Gamma}(s-r))_{r,s=1,\ldots,q}$ and the $((m+1) \times (m+1))$-dimensional empirical autocovariance matrix of $w_1, \ldots, w_T$ at lag $-q+1 \leq h \leq q$, given by
\[
\hat{\Gamma}(h) := T^{-1} \min\{T, T-h\} \sum_{t=\max\{1,1-h\}}^{\min\{T,T-h\}} (w_{t+h} - \bar{w}_T)(w_t - \bar{w}_T)',
\]
where $\tilde{w}_T := T^{-1} \sum_{t=1}^{T} w_t$. Analogously, the solution of the sample Yule-Walker equations in the regression of $\hat{w}_t$ on $\hat{w}_{t-1}, \ldots, \hat{w}_{t-q}$, $t = q + 1, \ldots, T$, can be written in compact form as
\[
\hat{\Phi}(q) := [\hat{\Phi}_1(q), \ldots, \hat{\Phi}_q(q)] = \hat{\Gamma} \hat{G}^{-1},
\]
with $\hat{\Gamma} := \left[\hat{\Gamma}(1), \ldots, \hat{\Gamma}(q)\right]$, $\hat{G} := \left(\hat{\Gamma}(s - r)\right)_{r,s=1,\ldots,q}$ and $\hat{\Gamma}(h)$ the empirical autocovariance matrix of $\hat{w}_1, \ldots, \hat{w}_T$ at lag $-q + 1 \leq h \leq q$. Taking the difference of $\Phi(q)$ and $\hat{\Phi}(q)$, adding and subtracting $\hat{\Gamma} \hat{G}^{-1}$ and using
\[
\tilde{G}^{-1} - \hat{G}^{-1} = \hat{G}^{-1}(\hat{G} - \hat{G}) \hat{G}^{-1}
\]
leads to
\[
\hat{\Phi}(q) - \Phi(q) = \hat{\Gamma} \hat{G}^{-1}(\hat{G} - \hat{G}) \hat{G}^{-1} - (\hat{\Gamma} - \Gamma) \hat{G}^{-1}
\]
Hence, we have to consider $\hat{G} - \hat{G}$ in more detail ($\hat{\Gamma} - \hat{\Gamma}$ works similarly). A typical block element of $\hat{G} - \hat{G}$ is
\[
\hat{\Gamma}(h) - \hat{\Gamma}(h) = T^{-1} \sum_{t=\max(1,1-h)}^{\min(T,T-h)} (w_{t+h} - \tilde{w}_T)(w_t - \tilde{w}_T)'
\]
\[
- T^{-1} \sum_{t=\max(1,1-h)}^{\min(T,T-h)} (\hat{w}_{t+h} - \hat{w}_T)(\hat{w}_t - \hat{w}_T)'
\]
\[
= T^{-1} \sum_{t=\max(1,1-h)}^{\min(T,T-h)} (w_{t+h} - \tilde{w}_T)(w_t - \hat{w}_t - (\tilde{w}_T - \hat{w}_T))'
\]
\[
- T^{-1} \sum_{t=\max(1,1-h)}^{\min(T,T-h)} (\hat{w}_{t+h} - w_{t+h} - (\tilde{w}_T - \hat{w}_T))(\hat{w}_t - \hat{w}_T)'
\]
\[
= A_1(h) - A_2(h),
\]
with an obvious definition for $A_1(h)$ and $A_2(h)$. Let us consider $A_1(h)$ in more detail ($A_2(h)$ works similarly). Using $\hat{w}_t = [\hat{u}_t, \hat{v}_t]'$ and $\tilde{u}_t = y_t - x_t' \hat{\beta}_{IM}$ together with the model equations (2.1) and (2.2), we get
\[
w_t - \hat{w}_t = \begin{bmatrix} u_t - \hat{u}_t \\ 0_{m \times 1} \end{bmatrix} = \begin{bmatrix} y_t - x_t' \hat{\beta} - (y_t - x_t' \hat{\beta}_{IM}) \\ 0_{m \times 1} \end{bmatrix} = \begin{bmatrix} x_t' (\hat{\beta}_{IM} - \beta) \\ 0_{m \times 1} \end{bmatrix}. \quad (F.1)
\]
Before we continue, note that the last equality implies
\[
\max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \leq T^{-1/2} \max_{1 \leq t \leq T} |T^{-1/2} x_t|_F T \left(\hat{\beta}_{IM} - \beta\right)|_F = O_p(T^{-1/2}),
\]
since \(\max_{1 \leq t \leq T} |T^{-1/2}x_t|_F = \sup_{0 \leq r \leq 1} |T^{-1/2}x_{rT}|_F\) converges by Assumption 3 and the continuous mapping theorem to \(\sup_{0 \leq r \leq 1} |B_v(r)|_F = O_p(1)\) and \(\hat{\beta}_{1M}\) is rate-\(T\) consistent. This proves (E.1).

We now proceed with the proof of (E.2). From (F.1) we obtain

\[
A_1(h) = T^{-1} \sum_{t = \min\{T,T-h\}}^{\min\{T,T-h\}} (w_{t+h} - \bar{w}_T)^\prime (x_t - \bar{x}_T)^\prime (\hat{\beta}_{1M} - \beta) \\
= T^{-1} \sum_{t = \max\{1,1-h\}}^{\min\{T,T-h\}} (w_{t+h} - \bar{w}_T)(x_t - \bar{x}_T)^\prime (\hat{\beta}_{1M} - \beta), 0_{m \times 1}
\]

where \(\hat{\Gamma}_{w,x}(h)(\hat{\beta}_{1M} - \beta)e_1^\prime\),

where \(\hat{\Gamma}_{w,x}(h) := T^{-1} \sum_{t = \max\{1,1-h\}}^{\min\{T,T-h\}} (w_{t+h} - \bar{w}_T)(x_t - \bar{x}_T)^\prime\) is \(((m + 1) \times m)\)-dimensional and \(e_1 := (1,0_{1 \times m})^\prime\) is the first \((m + 1)\)-dimensional unit vector. Denoting the part of \(\hat{G} - \hat{G}\) that consists of block-entries \(A_1(h)\) by \(\hat{G}_1 - \hat{G}_1\), we get

\[
\hat{G}_1 - \hat{G}_1 = \hat{\Gamma}_{w,x}(s - r)(\hat{\beta}_{1M} - \beta)e_1^\prime_{s=1,...,q} = \hat{\Gamma}_{w,x}(I_q \otimes ((\hat{\beta}_{1M} - \beta)e_1^\prime)),
\]

where \(\hat{\Gamma}_{w,x} := (\hat{\Gamma}_{w,x}(s - r))_{r,s=1,...,q}\) is \((q(m + 1) \times qm)\)-dimensional. For the second factor we have

\[
|I_q \otimes ((\hat{\beta}_{1M} - \beta)e_1^\prime)|_F = \sqrt{\text{tr} \left( (I_q \otimes ((\hat{\beta}_{1M} - \beta)e_1^\prime))^\prime I_q \otimes ((\hat{\beta}_{1M} - \beta)e_1^\prime) \right)}
\]

\[
= \sqrt{\text{tr} \left( I_q \otimes (e_1(\hat{\beta}_{1M} - \beta)^\prime(\hat{\beta}_{1M} - \beta)e_1^\prime) \right)}
\]

\[
= \sqrt{\text{tr} \left( I_q \otimes \text{diag} \left( \sum_{i=1}^m (\hat{\beta}_{1M,i} - \beta_i)^2, 0, \ldots, 0 \right) \right)}
\]

\[
= \sqrt{\sum_{i=1}^m (\hat{\beta}_{1M,i} - \beta_i)^2}
\]

\[
= q^{1/2}T^{-1} |T(\hat{\beta}_{1M} - \beta)|_F
\]

\[
= O_P(q^{1/2}T^{-1}).
\]

Next, let us consider \(\hat{\Gamma}_{w,x}\) in more detail. Recall that \(w_t = (u_t, v_t)^\prime\) and \(x_t = \sum_{k=1}^q v_k\).

To avoid lengthy index notation, w.l.o.g. we can assume that \(m = 1\) and consider the second element of \(w_t\) only (the first element works similarly). We thus consider the scalar quantity

\[
\hat{\Gamma}_{w,x}(h) = T^{-1} \sum_{t = \max\{1,1-h\}}^{\min\{T,T-h\}} (v_{t+h} - \bar{v}_T)((\sum_{k=1}^q v_k - T^{-1} \sum_{i=1}^T \sum_{j=1}^i v_j)).
\]

Taking the expectation of the squared Frobenius norm of the corresponding \((q \times q)\)-
dimensional matrix $\tilde{\Gamma}_{w,x}$ and combining the sums over $r$ and $s$, leads to

$$
\mathbb{E}(|\tilde{\Gamma}_{w,x}|^2_F) = \sum_{r,s=1}^q T^{-2} \min\{T,T-(s-r)\} \sum_{t_1,t_2=\max\{1,1-(s-r)\}} \mathbb{E}
\left[
(v_{t_1+s-r} - \bar{v}_T) \left( \sum_{k_1=1}^{t_1} v_{k_1} - T^{-1} \sum_{i_1=1}^{t_1} \sum_{j_1=1}^{i_1} v_{j_1} \right)
\right]
\times
\left(v_{t_1+s-r} - \bar{v}_T\right) \left( \sum_{k_2=1}^{t_2} v_{k_2} - T^{-1} \sum_{i_2=1}^{t_2} \sum_{j_2=1}^{i_2} v_{j_2} \right)
$$

$$
= T^{-2} \sum_{h=-q+1}^{q-1} (q - |h|) \min\{T,T-h\} \sum_{t_1,t_2=\max\{1,1-h\}} \mathbb{E}
\left[
(v_{t_1+h} - \bar{v}_T) \left( \sum_{k_1=1}^{t_1} v_{k_1} - T^{-1} \sum_{i_1=1}^{t_1} \sum_{j_1=1}^{i_1} v_{j_1} \right)
\right]
\times
\left(v_{t_2+h} - \bar{v}_T\right) \left( \sum_{k_2=1}^{t_2} v_{k_2} - T^{-1} \sum_{i_2=1}^{t_2} \sum_{j_2=1}^{i_2} v_{j_2} \right).
$$

Note that the last expectation is of the form $\mathbb{E}(ABCD)$ with $\mathbb{E}(A) = \mathbb{E}(B) = \mathbb{E}(C) = \mathbb{E}(D) = 0$. Hence, by using common rules for joint cumulants of centered random variables (see, e.g., Brillinger, 1981), we get

$$
\mathbb{E}(ABCD)
= \text{cum}(A, B, C, D) + \mathbb{E}(AB)\mathbb{E}(CD) + \mathbb{E}(AC)\mathbb{E}(BD) + \mathbb{E}(AD)\mathbb{E}(BC)
= \text{cum}(A, B, C, D) + \text{Cov}(A, B)\text{Cov}(C, D) + \text{Cov}(A, C)\text{Cov}(B, D)
+ \text{Cov}(A, D)\text{Cov}(B, C),
$$

where Cov(·, ·) denotes the covariance of two random variables. Hence, the first term corresponding to the fourth-order cumulant becomes

$$
T^{-2} \sum_{h=-q+1}^{q-1} (q - |h|) \min\{T,T-h\} \sum_{t_1,t_2=\max\{1,1-h\}} \text{cum}
\left[
(v_{t_1+h} - \bar{v}_T) \left( \sum_{k_1=1}^{t_1} v_{k_1} - T^{-1} \sum_{i_1=1}^{t_1} \sum_{j_1=1}^{i_1} v_{j_1} \right)
\right]
\times
\left(v_{t_2+h} - \bar{v}_T\right) \left( \sum_{k_2=1}^{t_2} v_{k_2} - T^{-1} \sum_{i_2=1}^{t_2} \sum_{j_2=1}^{i_2} v_{j_2} \right)
$$

leading to $2^4 = 16$ terms when expanding the cumulant. Exemplarily, for the absolute value of the first one (the others work similarly), we get from the common calculation
rules for cumulants

\[ |T^{-2} \sum_{h=-q+1}^{q-1} (q - |h|) \sum_{t_1,T_{t_2} = \max \{1,1-h\}}^{\min \{T,T-h\}} \sum_{k_1=1}^{t_1} v_{t_1+h} \sum_{k_2=1}^{t_2} v_{k_2} | \]

\[ \leq T^{-2} \sum_{h=-q+1}^{q-1} |q - |h|\| \sum_{t_1,T_{t_2} = \max \{1,1-h\}}^{\min \{T,T-h\}} \sum_{k_1=1}^{t_1} \sum_{k_2=1}^{t_2} |\text{cum} (v_{t_1+h}, v_{k_1}, v_{t_2+h}, v_{k_2})| \]

\[ \leq \frac{q}{T^2} \sum_{h=-q+1}^{q-1} \sum_{i,l=-T-1}^{T-1} \sum_{s,j=1}^{\min \{T,T-l\}} \sum_{s,j=1}^{\min \{T,T-i\}} |\text{cum} (v_{s+i+h}, v_{j+i}, v_{s+h}, v_j)| \]

\[ \leq \frac{q}{T^2} \sum_{h=-q+1}^{q-1} \sum_{i,l=-T-1}^{T-1} \sum_{s,j=1}^{T-1} \sum_{k=\max \{1,1-k\}}^{\min \{T,T-k\}} |\text{cum} (v_{r+k+l+h}, v_{r+i}, v_{r+k+h}, v_r)| \]

\[ \leq \frac{q}{T} \sum_{h=-q+1}^{q-1} \sum_{i,l=-T-1}^{T-1} \sum_{k=\max \{1,1-k\}}^{T-1} |\text{cum} (v_{k+l+h}, v_i, v_{k+h}, v_0)|, \]

where we also combined the sums over \( s \) and \( j \) and made use of the (strict) stationarity of \( \{v_t\}_{t \in \mathbb{Z}} \). Finally, combining the sums over \( h \) and \( k \), we get the bound

\[ \frac{q}{T} \sum_{r=-T-q+1}^{T+q-2} (2q - 1) \sum_{i,l=-T-1}^{T-1} |\text{cum} (v_{r+l}, v_i, v_r, v_0)| \]

\[ \leq 2q^2 \sum_{j=-2T+q-3}^{T+q-2} \sum_{i,l=-T-1}^{T+q-2} \sum_{j=-T-1}^{T-1} |\text{cum} (v_j, v_i, v_r, v_0)| \]

\[ \leq 2q^2 \sum_{j,i,r=-\infty}^{\infty} |\text{cum} (v_j, v_i, v_r, v_0)| = O(q^2 T^{-1}) \]

due to the summability condition imposed on the fourth order cumulants in Assumption 2 and, hence, vanishes for \( T \to \infty \). However, the leading term is the term corresponding
to $\text{Cov}(A, B)\text{Cov}(C, D)$. That is, we have to consider

$$T^{-2} \sum_{h=-q+1}^{q-1} (q - |h|) \sum_{t_1, t_2 = \max\{1, 1-h\}}^{\min\{T, T-h\}} \text{Cov}(v_{t_1+h} - \bar{v}_T, \sum_{k_1=1}^{t_1} v_{k_1} - T^{-1} \sum_{i_1=1}^{T} \sum_{j_1=1}^{i_1} v_{j_1})$$

$$\times \text{Cov}(v_{t_2+h} - \bar{v}_T, \sum_{k_2=1}^{t_2} v_{k_2} - T^{-1} \sum_{i_2=1}^{T} \sum_{j_2=1}^{i_2} v_{j_2})$$

$$= \sum_{h=-q+1}^{q-1} (q - |h|) \left( T^{-1} \sum_{t=\max\{1, 1-h\}}^{\min\{T, T-h\}} \text{Cov}(v_{t+h} - \bar{v}_T, \sum_{k=1}^{t} v_k - T^{-1} \sum_{i=1}^{T} \sum_{j=1}^{i} v_j) \right)^2.$$

Hence, we have to compute

$$T^{-1} \sum_{t=\max\{1, 1-h\}}^{\min\{T, T-h\}} \text{Cov}(v_{t+h} - \bar{v}_T, \sum_{k=1}^{t} v_k - T^{-1} \sum_{i=1}^{T} \sum_{j=1}^{i} v_j).$$

This leads to four terms to consider, which can be treated with similar arguments. For the first term we get

$$T^{-1} \sum_{t=\max\{1, 1-h\}}^{\min\{T, T-h\}} \text{Cov}(v_{t+h}, \sum_{k=1}^{t} v_k) = T^{-1} \sum_{t=\max\{1, 1-h\}}^{\min\{T, T-h\}} \sum_{k=1}^{t} \gamma_v(t + h - k),$$

where $\gamma_v(h)$ is the covariance of the one-dimensional process (still assumed for notational brevity) $\{v_t\}_{t \in \mathbb{Z}}$ at lag $h$. E.g., for $h \geq 0$, this can be exactly computed to equal

$$T^{-1} \sum_{t=1}^{T-h} \sum_{k=1}^{t} \gamma_v(t + h - k) = T^{-1} \sum_{j=h}^{T-1} (T-j) \gamma_v(j) \leq T^{-1} \sum_{j=h}^{T-1} \gamma_v(j)$$

and its absolute value can be bounded by $\sum_{j=-\infty}^{\infty} |\gamma_v(j)| < \infty$ due to the second-order cumulant condition imposed in Assumption 2. Similar arguments yield the same bound for $h < 0$ and for the other three terms. Hence, the term of $\mathbb{E}(|\tilde{\Gamma}_{w,x}|^2_F)$ that corresponds to $\text{Cov}(A, B)\text{Cov}(C, D)$ is of order $O(q^3)$. In total we thus have $\mathbb{E}(|\tilde{\Gamma}_{w,x}|^2_F) = O(q^3)$. Note that we have proven this result for $m = 1$. However, as $m$ is fixed, the result also holds for $m > 1$. Therefore, we obtain for the $(q(m+1) \times qm)$-dimensional matrix $\tilde{\Gamma}_{w,x}$ that $|\tilde{\Gamma}_{w,x}|_F = O_P(q)$. It follows that $|\hat{G}_1 - \hat{G}_1|_F = O_P(q)O_P(q^{1/2}T^{-1}) = O_P(q^{3/2}T^{-1})$ and similarly also $|\hat{G} - \hat{G}|_F = O_P(q)O_P(q^{1/2}T^{-1}) = O_P(q^{3/2}T^{-1})$.

Further, we have to consider $\hat{G}^{-1}$. In the following, let $\mu_{\min}(A)$ and $\mu_{\max}(A)$ denote the smallest and largest eigenvalue of a matrix $A$, respectively and define $G := (\Gamma(s-r))_{r,s=1,\ldots,q+1} \in \mathbb{R}^{q(m+1) \times q(m+1)}$. Similar to the above, using the fourth-order cumulant condition from Assumption 2, we can show that $|\hat{G} - \hat{G}|_F = O_P(qT^{-1/2}) = o_P(1)$. Then, to show boundedness in probability of $\hat{G}^{-1}$ (similar for $\hat{G}^{-1}$), for all $\epsilon > 0$, we have to find a $K < \infty$.
and a $T_0 < \infty$ both large enough such that for all $T > T_0$, it holds that

$$\mathbb{P}(|\hat{G}^{-1}|_2 > K) < \epsilon,$$

where $|A|_2$ denotes the spectral norm of a matrix $A$. Let $\epsilon > 0$. Then, due to positive semi-definiteness of $\hat{G}$ by construction and invertibility, see Meyer and Kreiss (2015, Lemma 3.4 and Remark 3.2), we have positive definiteness of $\hat{G}$ and, consequently, of $\hat{G}^{-1}$. Hence, we get

$$\mathbb{P}(|\hat{G}^{-1}|_2 > K) = \mathbb{P}(\mu_{\max}(\hat{G}^{-1}) > K) = \mathbb{P}(\mu_{\min}(\hat{G}) > K)$$

$$= \mathbb{P}(\mu_{\min}(\hat{G}) < \frac{1}{K}, |\hat{G} - G|_2 \geq \delta)$$

$$+ \mathbb{P}(\mu_{\min}(\hat{G}) < \frac{1}{K}, |\hat{G} - G|_2 < \delta).$$

Further, as $|\hat{G} - G|_2 \leq |\hat{G} - G|_F = o_\mathbb{P}(1)$, for any $\delta > 0$, we can choose $T_0$ large enough to have $\mathbb{P}(|\hat{G} - G|_2 \geq \delta) \leq \epsilon$. Then the first term on the last right-hand side can be bounded by $\mathbb{P}(|\hat{G} - G|_2 \geq \delta) \leq \epsilon$. For the second term, as $\hat{G}$, $G$ and hence also $\hat{G} - G$ are symmetric with real-valued entries, these matrices are Hermitian such that Weyl’s theorem (see, e.g., Theorem 4.3.1 in Horn and Johnson, 2012) applies, leading to the inequality $\mu_{\min}(G) + \mu_{\min}(\hat{G} - G) \leq \mu_{\min}(\hat{G})$. It follows that

$$\mathbb{P}(\mu_{\min}(\hat{G}) < \frac{1}{K}, |\hat{G} - G|_2 < \delta)$$

$$\leq \mathbb{P}(\mu_{\min}(G) + \mu_{\min}(\hat{G} - G) < \frac{1}{K}, |\hat{G} - G|_2 < \delta)$$

$$= \mathbb{P}(\mu_{\min}(G) < \frac{1}{K} - \mu_{\min}(\hat{G} - G), |\hat{G} - G|_2 < \delta).$$

From symmetry of $\hat{G} - G$ we get that the eigenvalues of $(\hat{G} - G)'(\hat{G} - G)$ are exactly the squared eigenvalues of $\hat{G} - G$. Hence, the bound

$$|\hat{G} - G|_2 = \sqrt{\mu_{\max}((\hat{G} - G)'(\hat{G} - G))} < \delta$$

implies also $\mu_{\min}(\hat{G} - G) \geq -\delta$ such that the last right-hand side can be bounded by

$$\mathbb{P}(\mu_{\min}(G) < \frac{1}{K} + \delta, |\hat{G} - G|_2 < \delta) \leq \mathbb{P}(\mu_{\min}(G) < \frac{1}{K} + \delta).$$

(F.2)

Next, note that $\mu_{\min}(G) \geq \tilde{c}$ for some constant $\tilde{c} > 0$ by Assumption 1. Therefore, the right-hand side in (F.2) becomes zero if we choose $\delta < \tilde{c}/2$ small enough and $K > 2/\tilde{c}$ large enough, such that $\frac{1}{K} + \delta < \tilde{c}$. This completes the proof of $|\hat{G}^{-1}|_2 = o_\mathbb{P}(1)$. Furthermore, from Assumption 1 we also get $|\hat{G}|_2 = O_\mathbb{P}(1)$ and similarly $|\hat{G}|_2 = O_\mathbb{P}(1)$ and $|\hat{G}|_2 = O_\mathbb{P}(1)$. 24
Altogether, we get

\[ |\hat{\Phi}(q) - \tilde{\Phi}(q)|_2 \leq |\tilde{\Gamma} - \hat{\Gamma}|_2|\tilde{G}^{-1}|_2 + |\hat{\Gamma}|_2|\tilde{G}^{-1}|_2|\tilde{G} - \hat{G}|_2|\hat{G}^{-1}|_2 \]
\[ \leq |\tilde{G} - \hat{G}|_2 \left( |\tilde{G}^{-1}|_2 + |\hat{G}|_2|\tilde{G}^{-1}|_2|\tilde{G} - \hat{G}|_2 \right) \]
\[ \leq |\tilde{G} - \hat{G}|_F \left( |\tilde{G}^{-1}|_2 + |\hat{G}|_2|\tilde{G}^{-1}|_2|\tilde{G} - \hat{G}|_2 \right) \]
\[ = O_p(q^{3/2}T^{-1}) \left( O_p(1) + O_p(1)O_p(1)O_p(1) \right) \]
\[ = O_p(q^{3/2}T^{-1}). \]

Since \( \tilde{\Phi}(q) - \hat{\Phi}(q) \) is \((m+1) \times (q(m+1))\)-dimensional and \( m \) is fixed, it holds that (see, e.g. Gentle, 2007)

\[ |\tilde{\Phi}(q) - \hat{\Phi}(q)|_F \leq \sqrt{m + 1} \left| |\tilde{\Phi}(q) - \hat{\Phi}(q)|_2 = O_p(q^{3/2}T^{-1}). \]

This implies that

\[ q^{1/2} \sum_{j=1}^{q} |\tilde{\Phi}_j(q) - \hat{\Phi}_j(q)|_F \leq q^{3/2} |\tilde{\Phi}(q) - \hat{\Phi}(q)|_F = O_p(q^3T^{-1}), \]

which is \( o_p(1) \) since \( q^3T^{-1} = o(1) \) by Assumption 4.

In the proofs of Lemma 2 and 3 we repeatedly use the fact that by convexity, \(|\sum_{i=1}^{k} z_i|^a \leq k^{a-1} \sum_{i=1}^{k} |z_i|^a\), for all \( a, k \geq 1 \).

**Proof of Lemma 2.** Let \( \tilde{\epsilon}_t(q) := w_t - \sum_{j=1}^{q} \hat{\Phi}_j(q)w_{t-j}, \ t = q + 1, \ldots, T, \) denote the Yule-Walker residuals in the regression of \( w_t \) on \( w_{t-1}, \ldots, w_{t-q}, \ t = q + 1, \ldots, T \) and define

\[ \tilde{\tilde{\epsilon}}_T(q) := (T - q)^{-1} \sum_{t=q+1}^{T} \tilde{\epsilon}_t(q). \]

For \( q + 1 \leq t \leq T \) we have

\[ |\tilde{\epsilon}_t(q) - \tilde{\tilde{\epsilon}}_T(q)|_F^a \]
\[ \leq \left( |\tilde{\epsilon}_t(q) - \tilde{\tilde{\epsilon}}_T(q)|_F + |\tilde{\epsilon}_t(q) - \tilde{\epsilon}_T(q)|_F + |\tilde{\epsilon}_T(q) - \tilde{\tilde{\epsilon}}_T(q)|_F \right)^a \]
\[ \leq \left( |\tilde{\epsilon}_t(q) - \tilde{\tilde{\epsilon}}_T(q)|_F + |\tilde{\epsilon}_t(q) - \tilde{\epsilon}_T(q)|_F + (T - q)^{-1} \sum_{t=q+1}^{T} |\tilde{\epsilon}_t(q) - \tilde{\tilde{\epsilon}}_T(q)|_F \right)^a \]
\[ \leq 3^{a-1} \left( |\tilde{\epsilon}_t(q) - \tilde{\tilde{\epsilon}}_T(q)|_F^a + |\tilde{\epsilon}_t(q) - \tilde{\epsilon}_T(q)|_F^a + (T - q)^{-1} \sum_{t=q+1}^{T} |\tilde{\epsilon}_t(q) - \tilde{\tilde{\epsilon}}_T(q)|_F \right)^a. \]

\(^{36}\)In the following, \( a \) denotes the fixed \( a > 2 \) from Assumption 1. However, the results also hold for \( 1 \leq \tilde{a} < a \).
Hence,

\[
(T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|_F^a \\
\leq 3^{a-1} \left( (T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_t(q)|_F^a + (T - q)^{-1} \sum_{t=q+1}^{T} |\tilde{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|_F^a \right) \\
= 3^{a-1} \left( F_{T,a} + (T - q)^{-1} \sum_{t=q+1}^{T} |\tilde{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|_F^a + (F_{T,1})^a \right),
\]

where \( F_{T,a} := (T - q)^{-1} \sum_{t=q+1}^{T} |\tilde{\varepsilon}_t(q) - \tilde{\varepsilon}_t(q)|_F^a \).

We now consider \( F_{T,a} \) in more detail. For \( q + 1 \leq t \leq T \) we have

\[
|\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_t(q)|_F \\
= |\hat{w}_t - \sum_{j=1}^{q} \hat{\Phi}_j(q) \hat{w}_{t-j} - (w_t - \sum_{j=1}^{q} \hat{\Phi}_j(q) w_{t-j})|_F \\
= |\hat{w}_t - w_t - \sum_{j=1}^{q} (\hat{\Phi}_j(q) - \hat{\Phi}_j(q)) (\hat{w}_{t-j} - w_{t-j} + w_{t-j}) + \sum_{j=1}^{q} \hat{\Phi}_j(q) w_{t-j}|_F \\
= |\hat{w}_t - w_t - \sum_{j=1}^{q} (\hat{\Phi}_j(q) - \hat{\Phi}_j(q)) (\hat{w}_{t-j} - w_{t-j} + w_{t-j}) - \sum_{j=1}^{q} \hat{\Phi}_j(q) (\hat{w}_{t-j} - w_{t-j})|_F \\
\leq \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F + \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \hat{\Phi}_j(q)|_F |\hat{w}_{t-j} - w_{t-j}|_F \\
+ \sum_{j=1}^{q} |\hat{\Phi}_j(q)|_F |\hat{w}_{t-j} - w_{t-j}|_F + \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \hat{\Phi}_j(q)|_F |w_{t-j}|_F \\
\leq \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F + \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \sum_{j=1}^{q} |\hat{\Phi}_j(q) - \hat{\Phi}_j(q)|_F \\
+ \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \sum_{j=1}^{q} |\hat{\Phi}_j(q)|_F + \sqrt{m + 1} q |\hat{\Phi}(q) - \hat{\Phi}(q)|_F q^{-1} \sum_{j=1}^{q} |w_{t-j}|_F,
\]

where we have used that

\[
|\hat{\Phi}_j(q) - \hat{\Phi}_j(q)|_F \leq |\hat{\Phi}(q) - \hat{\Phi}(q)| ||0, I_{m+1}, 0||_F \\
= \sqrt{m + 1} |\hat{\Phi}(q) - \hat{\Phi}(q)|_F.
\]
Therefore,

\[ |\tilde{\xi}_t(q) - \xi_t(q)|_F^a \leq 4^{a-1} \left( \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \right)^a + \left( \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \right)^a \left( \sum_{j=1}^q |\hat{\Phi}_j(q) - \Phi_j(q)|_F \right)^a \\
+ \left( \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \right)^a \left( \sum_{j=1}^q |\hat{\Phi}_j(q)|_F \right)^a \\
+ \left( \sqrt{m + 1}q |\hat{\Phi}(q) - \Phi(q)|_F \right)^a \left( T - q \right)^{-1} \sum_{t=q+1}^T \left( q^{-1} \sum_{j=1}^q |w_{t-j}|_F \right)^a. \]

It follows that

\[ F_{T,a} \leq 4^{a-1} \left( \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \right)^a + \left( \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \right)^a \left( \sum_{j=1}^q |\hat{\Phi}_j(q) - \Phi_j(q)|_F \right)^a \\
+ \left( \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F \right)^a \left( \sum_{j=1}^q |\hat{\Phi}_j(q)|_F \right)^a \\
+ \left( \sqrt{m + 1}q |\hat{\Phi}(q) - \Phi(q)|_F \right)^a \left( T - q \right)^{-1} \sum_{t=q+1}^T \left( q^{-1} \sum_{j=1}^q |w_{t-j}|_F \right)^a. \]

From Lemma 1 we have \( \max_{1 \leq t \leq T} |\hat{w}_t - w_t|_F = O_p(T^{-1/2}) \) and \( \sum_{j=1}^q |\hat{\Phi}_j(q) - \Phi_j(q)|_F = O_p(q^{5/2}T^{-1}) \). Moreover, the proof of Lemma 1 shows that \( q |\hat{\Phi}(q) - \Phi(q)|_F = O_p(q^{5/2}T^{-1}) \).

Further, by (E.3), (E.4) and Assumption 1 we have

\[ \sum_{j=1}^q |\hat{\Phi}_j(q)|_F \leq \sum_{j=1}^q |\hat{\Phi}_j(q) - \Phi_j(q)|_F + |\Phi_j(q) - \Phi_j|_F + \sum_{j=1}^q |\Phi_j|_F \\
\leq q \sup_{1 \leq j \leq q} |\hat{\Phi}_j(q) - \Phi_j(q)|_F + c \sum_{j=q+1}^\infty |\Phi_j|_F + \sum_{j=1}^\infty |\Phi_j|_F \\
= O_p(1). \]

Finally, note that

\[ (T - q)^{-1} \sum_{t=q+1}^T \left( q^{-1} \sum_{j=1}^q |w_{t-j}|_F \right)^a \leq (T - q)^{-1} \sum_{t=q+1}^T q^{-a} q^{a-1} \sum_{j=1}^q |w_{t-j}|_F^a \\
= (T - q)^{-1} q^{-1} \sum_{t=q+1}^T \sum_{j=1}^q |w_{t-j}|_F^a \\
\leq (T - q)^{-1} \sum_{t=1}^{T-1} |w_t|_F^a, \]

where the last inequality follows from the fact that each element in the double sum occurs at most \( q \) times, i.e., \( \sum_{t=q+1}^T \sum_{j=1}^q |w_{t-j}|_F^a \leq q \sum_{t=1}^{T-1} |w_t|_F^a \). From \( \sup_{t \in \mathbb{Z}} \mathbb{E} (|w_t|_F^a) < \infty \) (by
stationarity of \( \{w_t\}_{t \in \mathbb{Z}} \) and Markov’s inequality, it follows that \( (T - q)^{-1} \sum_{t=q+1}^{T} |w_t|^a_F = O_p(1) \). In total, we thus have \( F_{T,a} = O_p((q^{5/2}T^{-1})^a) = o_p(1) \). Therefore,

\[
(T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \hat{\varepsilon}_T(q)|_F^a \leq 3^a - 1 \left((T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t(q) - \varepsilon_T(q)|_F^a + o_p(1) \right).
\]

It thus remains to show that \( (T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t(q) - \varepsilon_T(q)|_F^a = O_p(1) \). We now follow Park (2002, Proof of Lemma 3.2) and Palm et al. (2010, Proof of Lemma 2). Define \( \varepsilon_t(q) := \varepsilon_t + \sum_{j=q+1}^{\infty} \Phi_j w_{t-j} \) and note that

\[
(T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t(q) - \varepsilon_T(q)|_F^a = (T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t(q) - \varepsilon_t(q) - \varepsilon_t - \varepsilon_T(q)|_F^a \\
\leq 4^{a-1} \left( A_{T,a} + B_{T,a} + C_{T,a} + D_{T,a} \right).
\]

where

\[
A_{T,a} := (T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t|^a_F, \\
B_{T,a} := (T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t(q) - \varepsilon_t|^a_F = (T - q)^{-1} \sum_{t=q+1}^{T} |\sum_{j=q+1}^{\infty} \Phi_j w_{t-j}|^a_F, \\
C_{T,a} := (T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t(q) - \varepsilon_t(q)|^a_F, \\
D_{T,a} := (T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_T(q)|^a_F = |(T - q)^{-1} \sum_{t=q+1}^{T} \varepsilon_t(q)|^a_F.
\]

We first consider \( B_{T,a} \). Note that \( \mathbb{E}(|B_{T,a}|_F) \leq \sup_{t \in \mathbb{Z}} \mathbb{E}(|\varepsilon_t(q) - \varepsilon_t|^a_F) \). Using Minkowski’s inequality, we have

\[
\mathbb{E}(|\varepsilon_t(q) - \varepsilon_t|^a_F) = \mathbb{E}\left( |\sum_{j=q+1}^{\infty} \Phi_j w_{t-j}|^a_F \right) = \left( \mathbb{E}\left( |\sum_{j=q+1}^{\infty} \Phi_j w_{t-j}|^a_F \right) \right)^{1/a} \]

\[
\leq \left( \sum_{j=q+1}^{\infty} \left[ \mathbb{E}(|\Phi_j w_{t-j}|^a_F) \right]^{1/a} \right)^{a} \leq \left( \sum_{j=q+1}^{\infty} \left[ \mathbb{E}( |\Phi_j|^a_F w_{t-j}|^a_F) \right]^{1/a} \right)^{a} \]

\[
\leq \left( \sum_{j=q+1}^{\infty} |\Phi_j|^a_F \mathbb{E}( |w_{t-j}|^a_F) \right)^{a} \leq \left( \sum_{j=q+1}^{\infty} |\Phi_j|^a_F \left[ \sup_{t \in \mathbb{Z}} \mathbb{E}( |w_t|^a_F) \right]^{1/a} \right)^{a} \]

\[
\leq \sup_{t \in \mathbb{Z}} \mathbb{E}( |w_t|^a_F) \left( \sum_{j=q+1}^{\infty} |\Phi_j|^a_F \right)^{a}.
\]
From Assumption 1 we have \( \sup_{t \in \mathbb{Z}} \mathbb{E}(|w_t|^p) < \infty \) and \( \sum_{j=q+1}^\infty |\Phi_j|_F = o(1) \). Markov’s inequality thus yields \( B_{T,a} = o_p(1) \). Analogously, \( \mathbb{E}(|A_{T,a}|_F) \leq \sup_{t \in \mathbb{Z}} \mathbb{E}(|\varepsilon_t|_p). \) Using Minkowski’s inequality, we have as above

\[
\mathbb{E}(|\varepsilon_t|_p) = \mathbb{E} \left( |w_t - \sum_{j=1}^\infty \Phi_j w_{t-j}|_p^a \right) \leq 2^{a-1} \left( \mathbb{E}(|w_t|_p^a) + \mathbb{E} \left( |\sum_{j=1}^\infty \Phi_j w_{t-j}|_p^a \right) \right)
\]

\[
\leq 2^{a-1} \left( \sup_{t \in \mathbb{Z}} \mathbb{E}(|w_t|_p^a) + \mathbb{E} \left( |\sum_{j=1}^\infty \Phi_j w_{t-j}|_p^a \right) \right)
\]

\[
\leq 2^{a-1} \sup_{t \in \mathbb{Z}} \mathbb{E}(|w_t|_p^a) \left( 1 + \left| \sum_{j=1}^\infty |\Phi_j|_F \right|^a \right) < \infty.
\]

Using Markov’s inequality we conclude that \( A_{T,a} = O_p(1) \). We now turn to \( C_{T,a} \). By definition,

\[
\tilde{\varepsilon}_t(q) = w_t - \sum_{j=1}^q \tilde{\Phi}_j(q) w_{t-j} - \varepsilon_t(q) - \sum_{j=1}^q (\tilde{\Phi}_j(q) - \Phi_j) w_{t-j}
\]

\[
= \varepsilon_t(q) - \sum_{j=1}^q (\tilde{\Phi}_j(q) - \Phi_j) w_{t-j} - \sum_{j=1}^q (\Phi_j(q) - \Phi_j) w_{t-j}.
\]

Hence,

\[
|\tilde{\varepsilon}_t(q) - \varepsilon_t(q)|_p^a \leq 2^{a-1} \left( |\sum_{j=1}^q (\tilde{\Phi}_j(q) - \Phi_j) w_{t-j}|_p^a + |\sum_{j=1}^q (\Phi_j(q) - \Phi_j) w_{t-j}|_p^a \right).
\]

It follows that \( C_{T,a} = 2^{a-1} (C_{1T,a} + C_{2T,a}) \), where

\[
C_{1T,a} := (T-q)^{-1} \sum_{t=q+1}^T |\sum_{j=1}^q (\tilde{\Phi}_j(q) - \Phi_j) w_{t-j}|_p^a,
\]

\[
C_{2T,a} := (T-q)^{-1} \sum_{t=q+1}^T |\sum_{j=1}^q (\Phi_j(q) - \Phi_j) w_{t-j}|_p^a.
\]

We consider both terms separately. First note that

\[
C_{1T,a} \leq q^{a-1} (T-q)^{-1} \sum_{t=q+1}^T \sum_{j=1}^q |\tilde{\Phi}_j(q) - \Phi_j(q)|_F^a |w_{t-j}|_F^a.
\]

\[
\leq q^{a-1} \left( \sup_{1 \leq j \leq q} |\tilde{\Phi}_j(q) - \Phi_j(q)|_F \right)^a (T-q)^{-1} \sum_{t=q+1}^T \sum_{j=1}^q |w_{t-j}|_F^a
\]

\[
\leq \left( q \sup_{1 \leq j \leq q} |\tilde{\Phi}_j(q) - \Phi_j(q)|_F \right)^a (T-q)^{-1} \sum_{t=1}^{T-1} |w_t|_F^a,
\]

where the third inequality follows again from the fact that \( \sum_{t=q+1}^T \sum_{j=1}^q |w_{t-j}|_F^a \leq q \sum_{t=1}^{T-1} |w_t|_F^a. \)
As \((T-q)^{-1}\sum_{t=q+1}^{T} |w_t|_F^a = o_P(1)\) it follows from (E.3) that \(C_{1T,a} = o_P(1)\). Moreover, using Minkowski’s inequality, we obtain

\[
\mathbb{E} (|C_{2T,a}|_F) = (T - q)^{-1} \sum_{t=q+1}^{T} \mathbb{E} \left( \left| \sum_{j=1}^{q} (\Phi_j(q) - \Phi_j) w_{t-j} \right|_F^a \right) \\
= (T - q)^{-1} \sum_{t=q+1}^{T} \left( \mathbb{E} \left( \left| \sum_{j=1}^{q} (\Phi_j(q) - \Phi_j) w_{t-j} \right|_F^a \right)^{1/a} \right)^a \\
\leq (T - q)^{-1} \sum_{t=q+1}^{T} \left( \sum_{j=1}^{q} \mathbb{E} \left( \left| (\Phi_j(q) - \Phi_j) w_{t-j} \right|_F^a \right)^{1/a} \right)^a \\
\leq (T - q)^{-1} \sup_{t \in \mathbb{Z}} \mathbb{E} (|w_t|_F^a) \left( \sum_{j=1}^{q} |\Phi_j(q) - \Phi_j|_F \right)^a \\
= \sup_{t \in \mathbb{Z}} \mathbb{E} (|w_t|_F^a) \left( \sum_{j=1}^{q} |\Phi_j(q) - \Phi_j|_F \right)^a.
\]

From (E.4) and Markov’s inequality it follows that \(C_{2T,a} = o_P(1)\). In total we thus have \(C_{T,a} = o_P(1)\). Finally, we consider \(D_{T,a}\). It holds that \((T - q)^{-1} \sum_{t=q+1}^{T} \tilde{\varepsilon}_t(q) = D_{1T} + D_{2T} + D_{3T}\), where

\[
D_{1T} := (T - q)^{-1} \sum_{t=q+1}^{T} \varepsilon_t, \\
D_{2T} := (T - q)^{-1} \sum_{t=q+1}^{T} (\varepsilon_t(q) - \varepsilon_t), \\
D_{3T} := (T - q)^{-1} \sum_{t=q+1}^{T} (\tilde{\varepsilon}_t(q) - \varepsilon_t(q)).
\]

By Chebyshev’s weak law of large numbers (White, 2001, p. 25), \(D_{1T} \xrightarrow{p} \mathbb{E} (\varepsilon_t) = 0\), i.e., \(D_{1T} = o_P(1)\). Moreover, \(|D_{2T}|_F \leq B_{T,1} = o_P(1)\) and \(|D_{3T}|_F \leq C_{T,1} = o_P(1)\). By the continuous mapping theorem we thus have \(D_T = o_P(1)\). This completes the proof. \(\square\)

**Proof of Lemma 3.** It follows from Assumption 2 that

\[
|(T - q)^{-1} \sum_{t=q+1}^{T} \varepsilon_t \varepsilon_t' - \Sigma|_F = o_P(1).
\]

Therefore,

\[
|\mathbb{E}^* (\varepsilon_t \varepsilon_t') - \Sigma|_F \leq |\mathbb{E}^* (\varepsilon_t \varepsilon_t') - (T - q)^{-1} \sum_{t=q+1}^{T} \varepsilon_t \varepsilon_t'|_F + o_P(1).
\]
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Moreover,

\[ |E^*(\varepsilon_t^i \varepsilon_t^i) - (T - q)^{-1} \sum_{t=q+1}^{T} \varepsilon_t \varepsilon_t'|_F \]

\[ = |(T - q)^{-1} \sum_{t=q+1}^{T} (\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)) (\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q))'| - \varepsilon_t \varepsilon_t'|_F \]

\[ = |(T - q)^{-1} \sum_{t=q+1}^{T} \left( \left( (\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)) - \varepsilon_t \right) (\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q))' + \varepsilon_t \left( (\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)) - \varepsilon_t \right)' \right) |_F \]

\[ \leq E_{1T} + E_{2T}, \]

where

\[ E_{1T} = (T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) - \varepsilon_t|_F |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|_F, \]

\[ E_{2T} = (T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) - \varepsilon_t|_F |\varepsilon_t|_F. \]

The Cauchy-Schwarz inequality yields

\[ E_{1T} \leq \left( (T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) - \varepsilon_t|^2_F (T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|^2_F \right)^{1/2}, \]

\[ E_{2T} \leq \left( (T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) - \varepsilon_t|^2_F (T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t|^2_F \right)^{1/2}. \]

From the proof of Lemma 2 we have \((T - q)^{-1} \sum_{t=q+1}^{T} |\varepsilon_t|^2_F = A_{T,2} = O_p(1)\) and \((T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|^2_F = O_p(1)\). It thus remains to show that \((T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) - \varepsilon_t|^2_F = o_p(1)\). To this end note that

\[ |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q) - \varepsilon_t|_F \]

\[ \leq |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|_F + |\hat{\varepsilon}_t(q) - (w_t - \sum_{j=1}^{q} \Phi_j(q) w_{t-j})|_F \]

\[ + |w_t - \sum_{j=1}^{q} \Phi_j(q) w_{t-j} - \varepsilon_t|_F + |\tilde{\varepsilon}_T(q)|_F \]

\[ = |\hat{\varepsilon}_t(q) - \tilde{\varepsilon}_T(q)|_F + \left| \sum_{j=1}^{q} (\Phi_j(q) - \Phi_j(q)) w_{t-j} \right|_F \]

\[ + \left| \sum_{j=1}^{q} (\Phi_j(q) - \Phi_j(q)) w_{t-j} \right|_F + |\tilde{\varepsilon}_T(q)|_F. \]
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Hence,

\[
|\hat{\epsilon}_t(q) - \tilde{\epsilon}_T(q) - \epsilon_t|^2_F \\
\leq 5 \left( |\hat{\epsilon}_t(q) - \check{\epsilon}_T(q)|^2_F + \sum_{j=1}^{q} (\Phi_j(q) - \Phi_j) w_{t-j}|^2_F \\
+ \sum_{j=1}^{q} (\Phi_j(q) - \Phi_j) w_{t-j}|^2_F + |\tilde{\epsilon}_T(q)|^2_F \right).
\]

In the notation of the proof of Lemma 2, we obtain

\[
(T - q)^{-1} \sum_{t=q+1}^{T} |\hat{\epsilon}_t(q) - \tilde{\epsilon}_T(q) - \epsilon_t|^2_F \leq 5 \left( F_{T,2} + C_{1T,2} + C_{2T,2} + B_{T,2} + |\tilde{\epsilon}_T(q)|^2_F \right) \\
= 5|\tilde{\epsilon}_T(q)|^2_F + o_P(1).
\]

From \(\hat{\epsilon}_t(q) = \check{\epsilon}_t(q) + \hat{\epsilon}_t(q) - \tilde{\epsilon}_T(q) - \epsilon_t + \tilde{\epsilon}_t \), with \(\tilde{\epsilon}_t(q)\) as defined in the proof of Lemma 2, it follows that

\[
|\tilde{\epsilon}_T(q)|_F \leq |(T - q)^{-1} \sum_{t=q+1}^{T} \hat{\epsilon}_t(q) - \tilde{\epsilon}_T(q)|_F + |(T - q)^{-1} \sum_{t=q+1}^{T} \hat{\epsilon}_t(q) - \tilde{\epsilon}_T(q)|_F \\
+ |(T - q)^{-1} \sum_{t=q+1}^{T} \epsilon_t(q) - \epsilon_t|_F + |(T - q)^{-1} \sum_{t=q+1}^{T} \epsilon_t|_F \\
\leq F_{T,1} + C_{T,1} + B_{T,1} + |D_{1T}|_F = o_P(1).
\]

This completes the proof. \(\square\)
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