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Abstract: We study the fluctuation and limiting distribution of free energy in mean-field Ising spin glass models under weak external fields. We prove that at high temperature, there are three sub-regimes concerning the strength of external field $h \approx \rho N^{-\alpha}$ with $\rho, \alpha \in (0, \infty)$. In the super-critical regime $\alpha < 1/4$, the variance of the log-partition function is $\approx N^{1-4\alpha}$. In the critical regime $\alpha = 1/4$, the fluctuation is of constant order but depends on $\rho$. Whereas, in the sub-critical regime $\alpha > 1/4$, the variance is $\Theta(1)$ and does not depend on $\rho$. We explicitly express the asymptotic mean and variance in all three regimes and prove Gaussian central limit theorems. Our proofs mainly follow two approaches. One generalizes quadratic coupling and Guerra’s interpolation scheme for Gaussian disorder, extending to other spin glass models. This approach can establish CLT at high temperature by proving a limiting variance result for the overlap. The other combines cluster expansion for general symmetric disorders and multivariate Stein’s method for exchangeable pairs. For the zero external field case, cluster expansion was first used in the seminal work of Aizenman et al. (Commun Math Phys 112(1):3–20, 1987). This approach is believed not to work if the external field is present. We show that if the external field is present but not too strong, it still works with a new cluster structure. In particular, we prove the CLT up to the critical temperature in the Sherrington–Kirkpatrick (SK) model when $\alpha \geq 1/4$. We further address the generality of this cluster-based approach. Specifically, we give limiting results for the multi-species and diluted SK models. We believe this approach will shed new light on how the external field affects the general spin glass system. We also obtain explicit convergence rates when applying Stein’s method to establish the CLTs.
Spin glass model was initially introduced to study the strange magnetic alloy behaviors of disordered materials. One of the most notable models is the Sherrington–Kirkpatrick (SK) mean-field model [44]. Over the last few decades, much research has been conducted to understand the SK model in the mathematics and physics community. The fundamental question is to compute the limiting free energy. In the ‘80s, Parisi [41,42] proposed his famous replica symmetry breaking theory, suggesting a beautiful variational formula for the limiting free energy at any temperature. Until 2006, Talagrand gave the first rigorous proof of Parisi’s prediction in his tour de force work [46]. However, Parisi’s formula only gives the first-order asymptotic of free energy. The second-order asymptotic picture, such as fluctuation order, and limit theorems of free energy, is only partially known. This work mainly focuses on studying the fluctuation problems in a broad class of mean-field spin glass models.

In the seminal work [2], Aizenman, Lebowitz, and Ruelle first established fluctuation of free energy for the SK model [44] in the whole high-temperature regime at zero external field. They showed that the log-partition function has a constant order variance and admits a Gaussian distribution limit after proper centering. The key technique was based on the cluster expansion approach. This approach works for a general symmetric disorder. However, it has been believed that it does not work when the external field is present; see the discussion in [47, Section 1.14] and the related literature [28,29]. Instead, using the Gaussian interpolation scheme, Guerra and Toninelli [25] later proved that the fluctuation order becomes linear when a positive external field is present in the model and derived a central limit theorem after appropriate centering and scaling.

Nevertheless, this result can only hold at very high temperatures. It is folklore that understanding spin glass models with a non-zero external field is more challenging, especially when one proves results up to the critical temperature. Afterward, different approaches were developed to prove the same fluctuation results, see [20,49]. Although much progress has been made on the fluctuation problems in spin glass models, there is still a gap in understanding the transitional behavior between no external field and a positive external field case. Parisi’s formula gives the thermodynamic limit in a variational form and is Lipschitz w.r.t. the external field. It neither suggests fluctuation results nor gives transitional behavior under external fields. More importantly, it has never been clear why the cluster expansion approach does not work in the presence of an external field.

This paper complements the gap by proving Gaussian central limit theorem for the free energy with explicit mean and variance when the external field is weak. The weak external field will decay to zero at various rates in the infinite volume limit but not exactly zero for the finite system. We summarize the detailed contributions as follows.
First, we present several approaches to establish the fluctuation results for a broad class of spin glass models. When the external field is weak enough but still present, the results hold up to the critical temperature. Second, one of the approaches successfully extends the cluster expansion method used in the seminal work \cite{2} to models with an external field. In particular, we found that the cluster expansion approach still works, and a new cluster structure emerges. It provides a strong evidence against the common belief in \cite[Section 1.14]{47} and \cite{28,29}. More importantly, this gives a new combinatorial perspective on how the external field affects the spin-glass system. We believe this tool will also be useful in analyzing many other statistical physics models. In particular, we applied this analysis in the diluted and multi-species SK models to highlight its generality. Besides that, when establishing the central limit theorem, we creatively adapt the multivariate exchangeable pair Stein’s method to the cluster structures, enabling us to obtain an explicit convergence rate for the normal approximation. This is also of independent interest. In other existing works \cite{2,20,25,49}, the moment method, a classical tool for establishing CLT, can not give explicit convergence rates. Finally, using the analytical approach based on the characteristic framework, we prove the CLT at high enough temperature with Gaussian disorder. The major difficulty here is establishing a limiting variance result for the overlap, which is of independent interest. We achieve this by extending the classical quadratic coupling argument of Guerra-Toninelli \cite{25} along with a second moment computation.

Let us first recall the definition of spin glass models and introduce the problem of interest.

1.1. Definitions. First, we define the celebrated Sherrington–Kirkpatrick model and some generalizations.

1.1.1. SK model Fix a large integer $N > 0$ and consider a configuration $\sigma := (\sigma_1, \sigma_2, \cdots, \sigma_N) \in \Sigma_N := \{-1, +1\}^N$. The Hamiltonian for the SK model is given by

$$H_N(\sigma) = \frac{\beta}{\sqrt{N}} \sum_{i<j} J_{ij} \sigma_i \sigma_j + h \sum_{i=1}^N \sigma_i$$

where $(J_{ij})$'s are i.i.d. random variables with mean zero and variance one. Here, $h \geq 0$ is the external field, and $\beta > 0$ is the inverse temperature. The structure function $\xi(x) : \mathbb{R} \rightarrow \mathbb{R}$ is defined as $\xi(x) = \frac{1}{2} \beta^2 x^2$ so that

$$\frac{1}{N} \text{Cov} (H_N(\sigma), H_N(\tau)) = \frac{1}{2} \beta^2 R_{1,2}^2 - \frac{\beta^2}{2N} \approx \xi(R_{1,2})$$

where $R_{1,2} := R(\sigma, \tau) = \frac{1}{N} \sum_{i=1}^N \sigma_i \tau_i$ is known as the overlap in SK model. Equality in (2) can be obtained by adding an independent $N(0, \beta^2/2)$ term to the Hamiltonian, which does not affect the Gibbs measure. Classically one takes $J_{12} \sim \text{N}(0,1)$. The other generalized mean field spin glass models, such as pure $p$-spin or mixed models can be defined by specifying the structure function $\xi(x)$ as $\frac{1}{2} \sum_{p \geq 2} \beta_p^2 x^p$ for appropriate choices of $(\beta_p)_{p \geq 2}$. 
1.1.2. Multi-species SK model

This Multi-species SK model (MSK) is an inhomogeneous extension of the SK model introduced by Barra et al. [9]. Compared to the SK model, the given $N$ spins are partitioned into $m > 1$ species of size $N_s$, $s = 1, 2, \ldots, m$, respectively. Assume that the number of species $m$ is fixed and finite. Specifically, $I := \{1, 2, \ldots, N\} = \bigcup_{s=1}^{m} I_s$, where $I_s \cap I_t = \emptyset$ for $s \neq t$. Given a spin configuration $\sigma = (\sigma_1, \sigma_2, \ldots, \sigma_N) \in \Sigma_N$, the Hamiltonian is defined as

$$H_N(\sigma) := \frac{\beta}{\sqrt{N}} \sum_{s,t=1}^{m} \sum_{i < j, i \in I_s, j \in I_t} J_{ij} \sigma_i \sigma_j + h \sum_{i=1}^{N} \sigma_i,$$

where $J_{ij}$ are independent centered random variables, and $J_{ij} \sim N(0, \Delta^2_{st})$ for $i \in I_s, j \in I_t$. We also denote the relative size of species $s$ by $\lambda_s := |I_s|/N$, $s = 1, 2, \ldots, m$. Define the interaction matrix $\Delta := \left((\Delta^2_{st})_{s,t=1}^{m}\right)$ and the species density matrix $\Lambda := \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_m)$. One can easily compute the structure function for the MSK model as

$$\xi(x) := \frac{1}{2} \beta^2 Q(x) = \frac{1}{2} \beta^2 x^T \Lambda \Delta^2 \Lambda x, \quad x \in \mathbb{R}^m;$$

with covariance structure for the Gaussian field $(H_N(\cdot))$ given by $\xi(\mathbf{R}_{1,2})$. Here

$$\mathbf{R}_{1,2} := (R_{1,2}^{(1)}, R_{1,2}^{(2)}, \ldots, R_{1,2}^{(m)}) \text{ with } R_{1,2}^{(s)} := \frac{1}{|I_s|} \sum_{i \in I_s} \sigma_i \tau_i$$

being the overlap parameter in species $s$ for $s = 1, 2, \ldots, m$.

For the above models, the associated free energy is defined by

$$F_N(\beta, h) := \frac{1}{N} \log Z_N(\beta, h) \text{ where } Z_N(\beta, h) := \sum_{\sigma \in \Sigma_N} \exp(H_N(\sigma)) \quad (3)$$

and the corresponding Gibbs measure by

$$dG_{N,\beta,h}(\sigma) = Z_N(\beta, h)^{-1} \exp(H_N(\sigma))d\sigma,$$

where $d\sigma$ denotes the uniform measure on $\Sigma_N$. For convenience, we will use $(f)_{\beta,h}$ to denote the average of $f : \Sigma_N \to \mathbb{R}$ with respect to the Gibbs measure $dG_{N,\beta,h}(\sigma)$. For the rest of this article, the weak external field $h$ will be of the form stated below in Assumption 1.1.

**Assumption 1.1.** We have $h := h_N = \rho N^{-\alpha}$, where $\rho, \alpha \in (0, \infty)$ are positive constants. We will use $\hat{h} := \tanh(h)$.

We also drop the dependence on $N, \beta, \alpha, \rho$ for notational convenience. The problem of interest is the fluctuation of the free energy $F_N(\beta, h)$ in the above spin glass models under Assumption 1.1. In particular, $\alpha = 0$ corresponds to the classical spin glass models with a positive external field, while $\alpha = \infty$ reduces to the zero external field case. Before stating our main results, let us briefly overview the related results in the $\alpha \in \{0, \infty\}$ cases and the spherical SK model with a weak external field.
1.2. Related results. For the Ising SK model, the fluctuation of free energy without an external field has long been known to be Gaussian in the high-temperature regime. This result was first proved by Aizenman, Ruelle, and Lebowitz [2] using the cluster expansion technique in 1987. Later there were other different proofs of the same result: stochastic analysis approach [20], and moment method in [48]. The fluctuation problem in low temperature and critical temperature with no external field is still wide open. The fluctuation order is unclear; we refer to the most recent progress in [15,19]. When the external field is present, i.e., $h > 0$, Guerra and Toninelli proved that the fluctuation is Gaussian at a very high temperature. The most general result is due to Chen, Dey, and Panchenko [18], who proved a Gaussian central limit theorem for the free energy in the setting of mixed $p$-spin models at all non-zero temperatures.

For the spherical (soft spin) SK model, where the spins can take continuous values on a high dimensional sphere, Baik and Lee [4] proved that the free energy converges to a Gaussian distribution in the high-temperature regime, and GOE Tracy-Widom distribution in the low-temperature regime. In particular, at zero temperature ($\beta = \infty$), the free energy, known as the ground state energy, corresponds to the largest eigenvalue of a GOE random matrix. The fluctuation is GOE Tracy-Widom by classical random matrix literature. The key ingredient in their proof is a contour integral representation of the partition function. Most recently, Landon and Sosoe extended these methods to the critical and low temperatures; we invite interested readers to the following works [30,31,37] and references therein for the progress in spherical models.

For the fluctuation problem under a weak external field, in the setting of spherical models, there is a physics rigorous level paper [3], where the authors study the fluctuation of various objects, including the free energy and overlap, among others. A contemporary work by Landon and Sosoe [32] also proved part of these results in a mathematically rigorous way. These results successfully detect the correct threshold of the external field strength and the corresponding fluctuation order. The essential technique can be traced back to [4], where a contour integral representation of the log-partition function is essential. However, using the steepest descent method to determine the asymptotics of the integral is still highly technical. As far as we know, this technique is restricted to the spherical SK model. There is another work of a similar fashion due to Belius et al. [13], who uses a geometric approach to find a threshold for the positive external field. More specifically, they utilized the Kac-Rice formula to compute the number of critical points of the Hamiltonian function. They found that the energy landscape is trivial if the external field is strong enough, i.e., there are only two critical points. Below the threshold, the Hamiltonian has exponentially many critical points. In summary, all of the above results are for spherical spin glass models where many tools from random matrix theory can be utilized.

The hypercube configuration space has less symmetry than the sphere and is discrete in nature. Thus the fluctuation problem under external fields becomes more challenging for the Ising spin case. Many powerful tools, such as contour integral representation and complexity-based approaches, can not be applied directly in the discrete setting. In this work, we develop several approaches that are more robust in the sense that they can not only work in the Ising spin case but also in the spherical and many other spin glass models.

1.3. Main results. Before stating the main theorem, we discuss heuristic ideas on finding the critical threshold of $\alpha$ in $h \approx N^{-\alpha}$. For Gaussian disorder, it is well-known that at high temperatures the overlap $R_{12}$ concentrates on some point $q \in [0, 1]$, satisfying the
following fundamental equation
\[ q = E \tanh^2(\beta \sqrt{q} \eta + h) \text{ where } \eta \sim N(0, 1). \] (4)

The uniqueness of solution to (4) is guaranteed by Latala-Guerra Lemma [47, Proposition 1.3.8]. Using the above equation, we have the following Lemma characterizing the relation of \( q, \beta, h \). The proof is given in Sect. 3.7.

**Lemma 1.2.** Let \( q \) satisfy the fixed point Eq. (4) with \( \beta < 1 \). Then
\[
\frac{h^2}{1 - \beta^2} - \frac{2h^4}{(1 - \beta^2)^3} \leq q \leq \frac{h^2}{1 - \beta^2}.
\]

From this lemma, one can see that \( q \approx \frac{h^2}{(1 - \beta^2)} \) for \( h \) small. On the other hand, in the smart path interpolation (14) of Sect. 3, the SK model is supposed to behave similarly as the decoupled model \( (H_{N,0} \text{ in (14)}) \) in the infinite volume limit. Lemma 3.1 suggests that the variance order of log-partition function in the decoupled model is \( Nq^2 \approx Nh^4 \approx N^{1-4\alpha} \). This heuristic tells that the critical threshold of \( \alpha \) should be 1/4. In later sections, we will see that this intuition is indeed correct from several rigorous proofs.

Now let us state the main theorem for the SK spin glass model as follows.

**Theorem 1.3 (SK model under weak external field).** Let \( h \) satisfy Assumption 1.1, and \( J_{ij}, 1 \leq i < j \leq N \) have i.i.d. symmetric distribution with variance one and finite sixth moment. We have the following results for the SK model with disorder \( (J_{ij})_{i<j} \), inverse temperature \( \beta \), and external field \( h \).

(a) **Sub-critical regime:** If \( \alpha > 1/4 \) and \( \beta < 1 \), then
\[
\log Z_N(\beta, h) - N \log(2 \cosh h) - \frac{1}{4}(N - 1)\beta^2 \\
\rightarrow N \left(-\frac{1}{2}v_1^2 - \frac{\beta^4}{24}E(J_{12}^4), \ v_1^2 + \frac{\beta^4}{8}E(J_{12}^4 - 1) \right)
\]
in distribution as \( N \rightarrow \infty \) where
\[
v_1^2 := -\frac{1}{2} \log(1 - \beta^2) - \frac{\beta^2}{2} - \frac{\beta^4}{4}.
\]

(b) **Critical regime:** If \( \alpha = 1/4 \) and \( \beta < 1 \), then
\[
\log Z_N(\beta, h) - N \log(2 \cosh h) - \frac{1}{4}(N - 1)\beta^2 \\
\rightarrow N \left(-\frac{1}{2}(v_1^2 + \rho^4v_2^2) - \frac{\beta^4}{24}E(J_{12}^4), \ v_1^2 + \rho^4v_2^2 + \frac{\beta^4}{8}E(J_{12}^4 - 1) \right)
\]
in distribution as \( N \rightarrow \infty \) where
\[
v_2^2 := \frac{\beta^2}{2(1 - \beta^2)}.
\]
(c) **Super-critical regime:** Assuming Gaussian disorder, there exists $\beta_0 \leq 1$ such that if $\alpha < 1/4$ and $\beta < \beta_0$, then

$$\frac{1}{\sqrt{Nh^2}} \left( \log Z_N(\beta, h) - N \log(2 \cosh(\beta \sqrt{q} \eta + h)) - \frac{1}{4} N \beta^2 (1 - q)^2 \right)$$

$$\xrightarrow{\text{in distribution}} N(0, v_1^2)$$

in distribution as $N \to \infty$.

**Remark 1.4.** (Optimality of moment assumptions) We need finite sixth moment for $J_{ij}$ to use Stein’s method for $J_{ij}^2$. Using standard arguments and Hölder inequality, one can reduce the moment condition from the sixth moment to $(4 + \epsilon)$–th moment for any $\epsilon > 0$. However, finite fourth moment is required to get a Gaussian CLT for $\sum_{i<j} \log \cosh(\beta J_{ij} / \sqrt{N})$.

**Remark 1.5.** (Optimality of the bounds on $\beta$) The cases $\alpha = 0$ and $\alpha = \infty$ correspond to the SK model with a positive external field and no external field. The fluctuation results are already known in the classical literature (See [45]) and should hold for all $\beta < \beta_c = 1$. We expect $\beta_0 = 1$ for all symmetric i.i.d. disorders with variance 1 in the super-critical regime, but to rigorously prove this is a challenging question. This also relates to the famous Almeida-Thouless transition conjecture; see the recent progress in [17] and references therein.

**Remark 1.6.** (Disparity in the means) In all three different regimes, the asymptotic mean is of the same form, even if they look different. In the critical regime, using $h = \rho N^{-1/4}$, the relation $q \approx h^2 / (1 - \beta^2)$ and $\log \cosh x \approx x^2 / 2 + O(x^4)$, we get

$$\left( N \log \cosh(\beta \sqrt{q} \eta + h) + \frac{1}{2} N \beta^2 (1 - q)^2 \right) - \left( N \log \cosh h + \frac{1}{4} (N - 1) \beta^2 \right)$$

$$= \frac{1}{2} N (\beta^2 q + h^2) - \frac{1}{2} (N \beta^2 q + Nh^2) + O(1) = O(1).$$

Now we state a similar result for the MSK model on $N$ spins with $m$ species of size $N_s := N(\lambda_s + o(1))$, $s = 1, 2, \ldots, m$, respectively and interaction matrix $\Delta^2 = ((\Delta^2_{st}))_{s,t=1}^m$. Recall that $\Lambda$ is the diagonal matrix with $s$–th diagonal entry $\lambda_s$ for $s = 1, 2, \ldots, m$. In the zero external field case the critical $\beta$ is given by $\beta_c := \| \Lambda^{1/2} \Delta^2 \Lambda^{1/2} \|^{-1/2}$ (see [21]).

Similar to the classical SK model, we now consider the MSK model with external field $h = \rho N^{-\alpha}$ for some $\rho, \alpha \in (0, \infty)$. Define the matrix

$$\Gamma_\beta := I - \beta^2 \Delta^2 \Lambda,$$

which is invertible in the high temperature regime $\beta < \beta_c$. In the Gaussian disorder case, it is easy to see that the $\mathbf{q}$ vector satisfies

$$\| \mathbf{q} - h^2 \cdot \Gamma_\beta^{-1} \mathbf{1} \| = O(h^4).$$

Let $s(i)$ denote the species containing vertex $i$. We assume that the disorder $(J_{ij})_{i<j}$ satisfies the following assumption.

**Assumption 1.7.** We have $J_{ij} := \Delta_{s(i),s(j)} \cdot \hat{J}_{ij}$, where $(\hat{J}_{ij})_{i<j}$ are i.i.d. from a symmetric distribution with mean zero, variance one and finite sixth moment.
Theorem 1.8 (MSK model under weak external field). Suppose that Assumptions 1.1 and 1.7 hold. For the MSK model, we have the following results.

(a) **Sub-critical regime:** If $\alpha > 1/4$ and $\beta < \beta_c$, then

$$\log Z_N(\beta, h) - N \log(2 \cosh h) - \frac{1}{4} N \beta^2 Q(1) + \frac{\beta^2}{4} \text{Tr}(\Delta^2 \Lambda)$$

$$\implies N \left( -\frac{1}{2} v_1^2 - \frac{\beta^4}{24} E(J_{12}) Q(1),
 v_1^2 + \frac{\beta^4}{8} E(J_{12} - 1) Q(1) \right)$$

in distribution as $N \to \infty$ where

$$v_1^2 := -\frac{1}{2} \log \det(\Gamma) - \frac{\beta^2}{2} \text{Tr}(\Delta^2 \Lambda) - \frac{\beta^4}{4} Q(1),$$

$$Q(1) := \Lambda^{-1} \Delta^2 \Lambda, \quad Q_2(1) := \Lambda^{-1} (\Delta^2 \circ \Delta^2) \Lambda,$$

and $\circ$ is the Hadamard product.

(b) **Critical regime:** If $\alpha = 1/4$ and $\beta < \beta_c$, then

$$\log Z_N(\beta, h) - N \log(2 \cosh h) - \frac{1}{4} N \beta^2 Q(1) + \frac{\beta^2}{4} \text{Tr}(\Delta^2 \Lambda)$$

$$\implies N \left( -\frac{1}{2} (v_1^2 + \rho^4 v_2^2) - \frac{\beta^4}{24} E(J_{12}) Q(1),
 v_1^2 + \rho^4 v_2^2 + \frac{\beta^4}{8} E(J_{12} - 1) Q(1) \right)$$

in distribution as $N \to \infty$ where

$$v_2^2 := \frac{\beta^2}{2} \Lambda \Delta^2 \Lambda \Gamma^{-1}.$$ 

(c) **Super-critical regime:** Assuming Gaussian disorder, there exists $\beta_0 \leq \beta_c$ such that if $\alpha < 1/4$ and $\beta < \beta_0$, then

$$\frac{1}{\sqrt{Nh^4}} \left( \log Z_N(\beta, h) - \sum_{s=1}^{m} N s \log 2 \cosh(\beta \eta \sqrt{(\Delta^2 \Lambda) s + h})
 - \frac{1}{4} N \beta^2 Q(1 - q) \right) \implies N(0, v_2^2)$$

in distribution as $N \to \infty$.

This matches the SK results in the $m = 1$ species case. Note that, under Assumption 1.7 one can easily check that

$$\sum_{i < j} \log \cosh(\beta J_{ij} / \sqrt{N}) - \frac{1}{4} N \beta^2 Q(1) + \frac{\beta^2}{4} \text{Tr}(\Delta^2 \Lambda)$$

$$\implies N \left( -\frac{\beta^4}{24} E(J_{12}) Q(1),
 \frac{\beta^4}{8} E(J_{12} - 1) Q(1) \right)$$

in distribution as $N \to \infty$. 
The proof of Theorem 1.8 is precisely the same as the proof for the classical SK model. However, the cluster expansion approach for the general MSK model is quite involved since the underlying graph is a complete weighted graph.

Instead of proving the theorem for the general MSK model, we focus on the proof for the bipartite SK model with two species with

$$
\Delta^2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad \Lambda = \begin{pmatrix} p_1 & 0 \\ 0 & p_2 \end{pmatrix}.
$$

The phase transition happens at $\beta_c := (p_1 p_2)^{-1/4}$ in the zero external field case. In particular, we have, for Theorem 1.8,

$$
\begin{align*}
v_1^2 &= -\frac{1}{2} \left( \log(1 - \beta^4 p_1 p_2) + \beta^4 p_1 p_2 \right), \\
v_2^2 &= \frac{1}{2} \cdot \frac{\beta^4 + 2\beta^2}{1 - \beta^4 p_1 p_2} \cdot p_1 p_2, \\
Q(1) &= Q_2(1) = 2p_1 p_2 \quad \text{and} \quad \text{Tr}(\Delta^2 \Lambda) = 0.
\end{align*}
$$

The proof for the bipartite case is given in Sect. 7, where we also state the similar results for the diluted SK model and sketch the proof idea.

Before we present the sketch of proof ideas, let us briefly discuss some implications of the results in this paper. First, it is known [14] that the fluctuation of free energy has fundamental connections with the superconcentration and chaos phenomenon. A sublinear variance order of the log-partition function will imply superconcentration. The results in this paper strengthen the superconcentration results at $h = 0$ to any weak external field $h = \rho N^{-\alpha}$ for $\alpha \neq 0$. Second, the framework of cluster expansion technique and multivariate Stein’s method is robust enough to extend to other models. In an upcoming work [22], the authors obtained more complex cluster structures and transitional behaviors in the mixed $p$-spin models.

For the above theorems, depending on whether the disorder coupling $(J_{i,j})_{1 \leq i < j \leq N}$ are Gaussian or not, we have several different approaches to prove Theorem 1.3. In the following Sect. 1.4, we will summarize the features of different approaches and some heuristic details. Here, we mention that the Gaussian approach can also be extended to the spherical models giving a soft proof for the Gaussian CLT in a high enough temperature regime.

### 1.4. A word on the proof

In the $\alpha \geq 1/4$ regime, Theorem 1.3 is proved using two different approaches. One is more analytical, and the disorder coupling needs to be i.i.d. Gaussian random variables. The other is more combinatorial, and the Gaussianity of disorder coupling is relaxed to general symmetric distribution with appropriate moment assumptions. In the super-critical regime $\alpha < 1/4$, we can only use the analytic idea to prove the central limit theorem. The critical step is based on controlling the quenched fluctuation of overlap. The strength of the analytical approach is that it can be easily extended to other variants of spin glass models, such as the pure even $p$-spin model and multi-species SK model. However, the weakness is that the central limit theorem can only be proved at very high temperatures. The combinatorial technique can work up to the critical temperature, but in the super-critical regime, the combinatorial structures become quite involved, and it does not work anymore. However, for $\alpha \geq 1/4$, we...
believe this approach may also be adapted to other spin glass models, but it could be highly technical. Using this approach in the diluted SK model with a weak external field, there will be some extra contributions to the partition function; in particular, if the external field is strong enough, some non-Gaussian fluctuation is expected.

1.4.1. Gaussian disorder case In this proof, the framework is based on the smart path interpolation and characteristic approach. The idea was also used in [21] for proving the central limit theorem of free energy in the multi-species SK model. Gaussianity of the disorder is essential to the proof as Gaussian integration by parts was utilized multiple times. The critical step is to control the quenched fluctuation of the centered overlap (c.f. (16)), i.e., \( N \langle (R_{12} - q)^2 \rangle_t \) where \( \langle \cdot \rangle_t \) is average under the Gibbs measure with the interpolated Hamiltonian \( H_{N,t}(\cdot) \) in (14). It turns out that in the super-critical regime, it is sufficient to prove that

\[
N \langle (R_{12} - q)^2 \rangle_t \ll \sqrt{Nh^4},
\]

which can be done by an easy adaptation of Latala’s argument [33]. In the sub-critical and critical regime, we need a stronger result of the form, for \( t \in (0,1) \)

\[
N \langle (R_{12} - q)^2 \rangle_t \to c_t := 1/(1 - \beta^2 t) \text{ in } L^1 \text{ as } N \to \infty.
\]

Here the value of \( c_t \) is obtained from the \( h = 0 \) case. To achieve this, we need to control the following objects,

\[
U_{N,t} := \frac{1}{(E Z_{N,t}(\beta, h))^2} \sum_{\sigma, \tau} (N(R_{12} - q)^2 - c_t) \cdot e^{H_{N,t}(\sigma) + H_{N,t}(\tau)}
\]

and

\[
|E Z_{N,t}(\beta, h)|^2 / Z_{N,t}(\beta, h)^2.
\]

The behavior of \( U_{N,t} \) can be analyzed via the asymptotic of a Gaussian integral. The second object is controlled by deriving upper tail estimates of the log-partition function. We also generalize the quadratic coupling method originally used in [26] for \( h = 0 \).

Beyond the above characteristic approach framework, we give another short proof for the sub-critical regime under Gaussian disorders. This proof works up to the critical temperature. The idea is simple: we prove that the difference between the centered log-partition function with a weak enough external field and zero external field converges to 0 in probability. The central limit theorem immediately follows from the classical result for zero external fields. This explains why in the sub-critical regime, the variance is the same as the zero external field case. The proof is based on the second-moment method. Another important ingredient is the Gaussian trick, also known in the literature as Hubbard–Stratonovich transformation [27],

\[
\exp(a/2) = E \exp(\sqrt{a} \cdot \eta),
\]

for any complex number \( a \in \mathbb{C} \) and \( \eta \sim N(0,1) \). It is also used in the Gaussian characteristic framework.
1.4.2. General disorder case  For general symmetric disorders, the combinatorial approach known as cluster expansion is a useful tool in the physics community. It was first used in the SK model without an external field by Aizenman, Lebowitz, and Ruelle [2]. Since then, it has been believed that this approach could not work when the external field is present; see the discussion in [47, Section 1.14]. This work shows that it can work if the external field is not too strong and how it affects the free energy. The first step is the following decomposition

\[
Z_N(\beta, h) = (2 \cosh h)^N \prod_{i<j} \cosh(\beta J_{ij}/\sqrt{N}) \cdot \mathbb{E}_\sigma \prod_{i<j} (1 + \sigma_i \sigma_j \tanh(\beta J_{ij}/\sqrt{N})) \tag{6}
\]

where \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_N) \) are i.i.d. \( \pm 1 \)-valued random variables with mean \( \hat{h} = \tanh h \). Expanding the \( \mathbb{E}_\sigma \) part, we obtain

\[
\mathbb{E}_\sigma \prod_{i<j} (1 + \sigma_i \sigma_j \tanh(\beta J_{ij}/\sqrt{N})) = \sum_{\Gamma \subseteq \mathcal{E}_N} \hat{h}^{|\partial \Gamma|} \cdot \omega(\Gamma), \tag{7}
\]

where \( \mathcal{E}_N \) is the edge set for the complete graph with \( N \) vertices, and \( |\partial \Gamma| \) is the number of odd degree vertices in \( \Gamma \) and

\[
\omega(\Gamma) := \prod_{e \in \Gamma} \tanh(\beta J_e/\sqrt{N}).
\]

An important fact in (7) is that, in the regimes \( \alpha \geq 1/4 \), the contribution of large graphs to the partition function decays exponentially fast in \( |\Gamma| \). This makes it possible to study the asymptotics of (7) combinatorically. In contrast, in the super-critical regime, very large graphs are important, and counting the cycles and paths becomes intractable. Restricted to the finite graph case in (7), a further reduction gives

\[
\mathbb{E}_\sigma \prod_{i<j} (1 + \sigma_i \sigma_j \tanh(\beta J_{ij}/\sqrt{N})) \approx \prod_{\gamma: |\gamma| \leq m} (1 + \omega(\gamma)) \prod_{p: |p| \leq m} (1 + \hat{h}^2 \cdot \omega(p)),
\]

for \( m \) large where \( \gamma, p \) denotes the loops and paths in the complete graph \( K_N \). Then the following picture is immediate,

\[
\log Z_N - N \log(2 \cosh h) \approx \sum_{e \in \mathcal{E}_N} \log \cosh(\beta J_e/\sqrt{N})
\]

\[
+ \sum_{m \geq 3} \sum_{\gamma: |\gamma| = m} \log(1 + \omega(\gamma)) + \sum_{k \geq 2} \sum_{p: |p| = k} \log(1 + \hat{h}^2 \cdot \omega(p)). \tag{8}
\]

Compared to [2] and other works [1,7,8] built on it, the path cluster is a new structure that precisely suggests how the external field changes the behavior of the system from a combinatorial perspective. As we will prove later in Sect. 5, the first sum and the other sums for finitely many values of \( m, k \) in (8) are asymptotically independent Gaussian after appropriate centering; in particular

\[
\sum_{e \in \mathcal{E}_N} \log \cosh(\beta J_e/\sqrt{N}) \approx \frac{\beta^2}{4} (N-1) + N \left( -\frac{\beta^4}{24} E(J_{12}^4), \frac{\beta^4}{8} E(J_{12}^4 - 1) \right),
\]
\[
\sum_{m \geq 3} \sum_{|\gamma| = m} \log(1 + \omega(\gamma)) \approx N \left( \frac{1}{2} \sum_{m \geq 3} \frac{\beta^{2m}}{2m}, \sum_{m \geq 3} \frac{\beta^{2m}}{2m} \right) = N \left( \frac{1}{2} v_1^2, v_1^2 \right),
\]

\[
\sum_{k \geq 2} \sum_{|p| = k} \log(1 + \hat{h}^2 \cdot \omega(p)) \approx N \left( \frac{1}{2} \sum_{k \geq 2} \frac{\rho^4 \beta^{2k}}{2}, \sum_{k \geq 2} \frac{\rho^4 \beta^{2k}}{2} \right) = N \left( \frac{1}{2} \rho^4 v_2^2, \rho^4 v_2^2 \right)
\]

in distribution and are asymptotically independent. This explains the result in Theorem 1.3.

The final step is to prove these multivariate central limit theorems. In the zero external field case, the classical approach in [2] is based on the moment method. However, a new path cluster is present in the current setting, and the moment method becomes quite involved in controlling all the mixed moments. Instead of carrying out those complicated moment computations, we apply the following version of multivariate Stein’s method.

**Theorem 1.9** [43, Theorem 2.1]. Assume that \((W, W')\) is an exchangeable pair of \(\mathbb{R}^d\) valued random vectors such that \(\mathbb{E} W = 0, \mathbb{E} WW^T = \Sigma\) where \(\Sigma \in \mathbb{R}^{d \times d}\) is a symmetric positive definite matrix and \(W\) has finite third moment in each coordinate. Suppose further that

\[
\mathbb{E}(W' - W \mid W) = -\Lambda W \quad \text{a.s.},
\]

for an invertible matrix \(\Lambda\). If \(Z\) has \(d\)-dimensional standard normal distribution, we have for every three times differentiable function \(f\),

\[
\left| \mathbb{E} f(W) - \mathbb{E} f(\Sigma^{1/2} Z) \right| \leq \frac{1}{4} |f|_2 A + \frac{1}{12} |f|_3 B
\]

where \(|f|_2 := \sup_{i, j} \| \partial_{x_i x_j} f \|_{\infty}, |f|_3 := \sup_{i, j, k} \| \partial_{x_i x_j x_k} f \|_{\infty}, \lambda^{(i)} := \sum_{m=1}^d \lambda^{(i)} \right),

\[
A := \sum_{i, j=1}^d \lambda^{(i)} \sqrt{\text{Var}((W_i' - W_i)(W_j' - W_j) \mid W)}
\]

and

\[
B := \sum_{i, j, k=1}^d \lambda^{(i)} \mathbb{E} \left| (W_i' - W_i)(W_j' - W_j)(W_k' - W_k) \right|.
\]

Stein’s method is a state-of-the-art technique to prove normal convergence (and many others in general) for sums of weakly dependent random variables with an explicit convergence rate. Here we will not delve into the philosophy behind Stein’s method or the proof of Theorem 1.9. We refer interested readers to the book [16].

In our case, compared to the moment method, Stein’s method not only gives a more straightforward proof, but the analysis also presents a more transparent picture of the combinatorial structures. It suggests why the critical threshold of \(\alpha\) is \(1/4\). Heuristically, the extra degree of freedom in the path clusters must be killed by the weak external field, whose strength has to be \(\alpha = 1/4\).
1.5. Organization of the paper. This paper is structured as follows. In Sect. 2, based on the second moment method, we include a short proof for the sub-critical regime in Theorem 1.3 with Gaussian disorder. It essentially shows that asymptotically the log-partition function under very weak external fields has no difference with the zero external field case. In Sect. 3, we use the smart path interpolation and characteristic approach to establish the framework to prove central limit theorems. Using the quadratic coupling method, we obtain the precise limit of $N\langle (R_{12} - q)^2 \rangle_t$ and, using Latala’s argument, establish the tightness of $N\langle (R_{12} - q)^2 \rangle_t$. Combining, in Sect. 3.6 we present a proof of Theorem 1.3 with Gaussian disorder. After that, the cluster-based approach was expanded in Sect. 4, where we prove three major sources of contribution to the free energy: independent sum part, loop clusters, and path clusters. In Sect. 5, we use Stein’s method to prove the multivariate central limit theorem; this gives proof for the sub-critical and critical regime in Theorem 1.3 under general symmetric distributed disorder having a finite sixth moment. The proof details are given in Sect. 6. In Sect. 7, we illustrate how the cluster-based approach in Sect. 4 can easily be extended to other models establishing fluctuation results under weak external fields, such as the bipartite SK model (Sect. 7.1) and diluted SK model (Sect. 7.2). In Sect. 8, some open questions are addressed for future research. In particular, we discuss the possibility of applying the path and cycle counting technique to several models with very different structures than the SK case, such as the Ising Perceptron and diluted $p$-spin models.

2. Direct Proof in the Sub-critical Case for Gaussian Disorder

This section presents a direct yet straightforward proof in the sub-critical regime. We show that the model has no difference with the $h = 0$ case after centering in this regime. The variance in the central limit theorems do not change, and the result holds all the way up to the critical temperature $\beta_c$.

**Theorem 2.1.** Let $\beta < 1$ and $Nh^4 \to 0$. We have

$$\log Z_N(\beta, h) - \frac{1}{2}N h^2 - \log Z_N(\beta, 0) \to 0$$

in probability.

**Proof.** Note that in the sub-critical regime $Nh^4 \to 0$ implies that $(\cosh h)^N = e^{Nh^2/2+o(1)}$, which can be seen by the Taylor expansion of cosh $x$. Thus to prove (10), it is enough to prove that

$$\mathcal{E}_N = \frac{Z_N(\beta, h)}{Z_N(\beta, 0) \cosh(h)^N} \to 1 \text{ in } L^1.$$

We define $D_N := \cosh(h)^{-N}Z_N(\beta, h) - Z_N(\beta, 0)$ and

$$a_N := \mathbb{E} Z_N(\beta, 0) = 2^N \exp \left( (N-1)\beta^2/4 \right).$$

Note that, here we use the fact that $g_{ij}$’s are i.i.d. N(0, 1). Using Cauchy–Schwarz inequality, we have

$$\mathbb{E} |\mathcal{E}_N - 1|^2 = \mathbb{E} |D_N|/Z_N(\beta, 0))^2 \leq \mathbb{E}(a_N^2/Z_N(\beta, 0)^2) \cdot a_N^{-2} \mathbb{E} D_N^2. \quad (11)$$
Now,

\[ E \mathcal{D}_N^2 = (\cosh h)^{-2N} E Z_N(\beta, h)^2 + E Z_N(\beta, 0)^2 - 2(\cosh h)^{-N} \cdot E Z_N(\beta, 0) Z_N(\beta, h). \]  

(12)

Recall the definition of \( Z_N(\beta, h) \). We compute the following terms:

\[ E Z_N(\beta, 0)^2, \ E Z_N(\beta, h)^2 \text{ and } E Z_N(\beta, 0) Z_N(\beta, h). \]

We take \( \sigma, \tau \) as random vectors with each coordinate being i.i.d. \( \pm 1 \)-valued random variable with mean \( \hat{h} \). Define \( \theta := \beta / \sqrt{N} \). Thus, we get

\[ (\cosh h)^{-2N} E Z_N(\beta, h)^2 = 2^N \exp(-\beta^2/2) E_{\sigma, \tau} (\exp(\theta \eta \sigma \tau))^N \]

(13)

where \( \eta \sim N(0, 1) \) and independent of everything else. Next, we have

\[ E_{\sigma, \tau} \exp(x \sigma \tau) = \cosh x \cdot E_{\sigma, \tau} (1 + \sigma \tau \tanh x) = \cosh(x)(1 + \hat{h}^2 \tanh(x)). \]

Thus

\[ (\cosh h)^{-2N} E Z_N(\beta, h)^2 = a_N^2 \exp(-\beta^2/2) E(\cosh(\theta \eta))^N (1 + \hat{h}^2 \tanh(\theta \eta))^N. \]

Similarly, we have

\[ (\cosh h)^{-N} E Z_N(\beta, h) Z_N(\beta, 0) = a_N^2 \exp(-\beta^2/2) E(\cosh(\theta \eta))^N. \]

Then collecting all terms back into (12), we get

\[ a_N^{-2} E |\mathcal{D}_N|^2 = \exp(-\beta^2/2) \cdot E((\cosh \theta \eta)^N \cdot ((1 + \hat{h}^2 \tanh(\theta \eta))^N - 1)). \]

Note that for \( \beta < 1 \), the quantity \( E(\cosh(\theta \eta))^N \to (1 - \beta^2)^{-1/2} \) as \( N \to \infty \). Moreover, in the sub-critical regime \( Nh^4 \to 0 \) and thus

\[ (1 + \eta^2 \tanh(\theta \eta))^N - 1 = Nh^2 \tanh(\theta \eta) + \frac{N(N - 1) \hat{h}^4 \tanh^2(\theta \eta)}{2} \approx 0. \]

By dominated convergence theorem, we get that

\[ E((\cosh \theta \eta)^N \cdot ((1 + \hat{h}^2 \tanh(\theta \eta))^N - 1)) \to 0 \text{ as } N \to \infty. \]

Using the argument in the proof of [45, Theorem 2.2.7], one can easily obtain the boundedness of \( E(a_N^2 / Z_N(\beta, 0)^2) \). This completes the proof. \( \Box \)

**Proof of Theorem 1.3 Part 1.** By the classical CLT for \( h = 0 \) proved in [2] combining with Theorem 2.1, the proof of Theorem 1.3 in the sub-critical regime is immediate. \( \Box \)
Remark 2.2. (Generality of the Gaussian trick) We believe this simple approach can be extended to more general spin glass models, like the MSK and pure even $p$-spin models. Since there is a key step based on the Hubbard-Stratonovich transformation to rewrite $\exp \left( \beta^2 / (2N) \cdot \left( \sum_{i=1}^{N} \sigma_i \tau_i \right)^2 \right)$ as $\mathbb{E} \exp \left( \beta \eta / \sqrt{N} \cdot \sum_i \sigma_i \tau_i \right)$ in (13), in the MSK model, we will have a quadratic form of overlap, and in the pure even $p$-spin model, the overlap squared will be replaced by an even power of overlaps. The Gaussian trick can still be applied in those settings.

3. Characteristic Approach for Gaussian Disorder

In this Section, we establish the framework for the characteristic approach to prove the central limit theorems in different regimes w.r.t. the external field $h$. We will use $g_{ij}$ instead of $J_{ij}$ to emphasize the N(0, 1) disorder. One of the key tools is the smart path interpolation method, due to Guerra.

3.1. Smart path interpolation. For $t \in [0, 1]$, we define the interpolating Hamiltonian

$$H_{N,t}(\sigma) := \sqrt{t} \cdot \frac{\beta}{\sqrt{N}} \sum_{1 \leq i < j \leq N} g_{ij} \sigma_i \sigma_j + \sqrt{1 - t} \cdot \beta \sqrt{q} \sum_{i=1}^{N} g_i \sigma_i + h \sum_{i=1}^{N} \sigma_i$$  \hspace{1cm} (14)

where $g_i$’s are i.i.d. N(0, 1) random variables independent of the Gaussian disorder $g_{ij}$’s. Define the corresponding partition function

$$Z_{N,t} = Z_{N,t}(\beta, h) = \sum_{\sigma \in \Sigma_N} \exp(H_{N,t}(\sigma)).$$

Note that, $Z_{N,1} = Z_N$ and

$$Z_{N,0} = \sum_{\sigma \in \Sigma_N} \prod_{i=1}^{N} \exp((\beta \sqrt{q} g_i + h) \sigma_i) = 2^N \prod_{i=1}^{N} \cosh(\beta \sqrt{q} g_i + h)$$

satisfies $\text{Var}(\log Z_{N,0}) = N \text{Var}(\log \cosh(\beta \sqrt{q} g + h))$. We will write $\langle \cdot \rangle_t$ to denote expectation w.r.t. the Gibbs measure $Z_{N,t}^{-1} \exp(H_{N,t}(\sigma))$.

The next Lemma gives asymptotic behavior for the variance. The proof is given in Sect. 3.7.

Lemma 3.1. We have $\text{Var}(\log \cosh(\beta \sqrt{q} g + h)) \leq \beta^2 q^2$. Moreover,

$$\text{Var}(\log \cosh(\beta \sqrt{q} g + h)) = \frac{1}{2} \beta^2 (2 - \beta^2) q^2 + O(\beta^2 q^3)$$

for $h \ll 1$. 
3.2. Central limit theorem. We fix a sequence \( \eta_N \geq 1 \) and a function \( c : [0, 1] \rightarrow \mathbb{R} \) that will be specified later. We will write \( c_t \) for \( c(t) \). Define

\[
X_t := X_{N,t}(\beta, h) = \eta_N^{-1} \left( \log Z_{N,t} - N \mathbb{E} \log 2 \cosh(\beta \sqrt{q} g + h) - \frac{Nt}{2} \beta^2 (1 - q)^2 - \int_0^t c_s ds \right). \tag{15}
\]

For any twice continuously differentiable function \( g \), we have

\[
\frac{d}{dt} \mathbb{E} g(X_t) = -\frac{\beta^2}{4} \eta_N^{-2} (1 + Nq^2 - c_t) \mathbb{E} g''(X_t) - \frac{\beta^2}{4\eta_N} \mathbb{E} \left( (g'(X_t) - \eta_N^{-1} g''(X_t))(N(R_{12} - q)^2)_t - c_t \right). \tag{16}
\]

We define

\[
m(t, x) := \mathbb{E} e^{ixX_t}, \quad x \in \mathbb{R}
\]

where \( i = \sqrt{-1} \) is the complex root of \(-1\). Assuming

\[
\eta_N^{-1} \left| \langle N(R_{12} - q)^2 \rangle_t - c_t \right| \rightarrow 0 \text{ in } L^1.
\]

by taking \( g(y) = e^{iy} \), we get from (16)

\[
\left| \frac{\partial}{\partial t} m(t, x) - \frac{\beta^2}{4} \eta_N^{-2} (1 + Nq^2 - c_t) \cdot x^2 m(t, x) \right|
\leq \frac{\beta^2 (|x| + x^2)}{4\eta_N} \mathbb{E} \left| \langle N(R_{12} - q)^2 \rangle_t - c_t \right|. \tag{17}
\]

Define the function

\[
V(t) := \frac{1}{2} \beta^2 \int_0^t \eta_N^{-2} (1 + Nq^2 - c_s) \, ds, \quad t \in [0, 1]. \tag{18}
\]

Multiplying both sides of (17) by \( \exp(-V(t)x^2/2) \) and integrating, we get

\[
\left| \exp(-V(t)x^2/2)m(t, x) - m(0, x) \right|
\leq \frac{\beta^2 (|x| + x^2)}{4\eta_N} \int_0^t \mathbb{E} \left| \langle N(R_{12} - q)^2 \rangle_s - c_s \right| \, ds. \tag{19}
\]

Finally, we note that, \( m(0, x) \rightarrow \exp(-x^2 a/2) \) where

\[
a = \lim \eta_N^{-2} N \operatorname{Var} (\cosh(\beta \sqrt{q} g + h)) = \begin{cases} 0 & \text{if } \alpha > 1/4 \\ \frac{1}{2} \beta^2 (2 - \beta^2) \cdot \frac{\rho^4}{(1 - \beta^2)^2} & \text{if } \alpha = 1/4 \\ \frac{1}{2} \beta^2 (2 - \beta^2) \cdot \frac{\rho^4}{(1 - \beta^2)^2} & \text{if } \alpha < 1/4 \end{cases}
\]
when we take

$$\eta_N^2 := \begin{cases} 1 & \text{for } \alpha \geq 1/4 \\ Nh^4 & \text{for } \alpha < 1/4. \end{cases} \quad (20)$$

Thus to prove central limit theorems, notice that in the expression (19), we need to show that

$$\frac{1}{\eta_N} \cdot \int_0^t E \left| \langle N(R_{12} - q)^2 \rangle_s - c_s \right| ds \to 0 \text{ as } N \to \infty. \quad (21)$$

In the super-critical regime, since $\eta_N \gg 1$, with $c \equiv 0$, we only need that $N \langle (R_{1,2} - q)^2 \rangle_t$ is uniformly bounded in $t$. This can be achieved by adapting Latala’s argument at very high temperature, see [47, Section 1.4].

For the sub-critical and critical regimes, we will take $\eta_N = 1$ and $c_t = 1/(1 - \beta^2 t)$, $t \in [0, 1]$ motivated by the behaviour at $h = 0$ case. Note that

$$\int_0^1 c_s \, ds = -\beta^{-2} \log(1 - \beta^2).$$

Combining everything, we get that

$$m(1, x) \to \exp(-x^2 v^2/2) \text{ for all } x \in \mathbb{R}$$

where $v^2 = a - \lim_{N \to \infty} V(1)$. Simplifying, we get

$$v^2 = \frac{1}{2} \beta^2 (2 - \beta^2) \cdot \frac{1}{(1 - \beta^2)^2} - \frac{\beta^2}{2} \cdot \frac{1}{(1 - \beta^2)^2} = \frac{\beta^2}{2(1 - \beta^2)}$$

when $\alpha < 1/4$ and

$$v^2 := \frac{1}{2} \beta^2 (2 - \beta^2) \cdot \frac{\rho^4}{(1 - \beta^2)^2} - \frac{\beta^2}{2} \left( 1 + \frac{\rho^4}{(1 - \beta^2)^2} \right) - \frac{1}{2} \log(1 - \beta^2)$$

$$= \frac{\beta^2 \rho^4}{2(1 - \beta^2)} - \frac{\beta^2}{2} - \frac{1}{2} \log(1 - \beta^2)$$

when $\alpha \geq 1/4$. Here we used the fact that $\eta^2 \approx h^4/(1 - \beta^2)^2$ from Lemma 1.2.

Going back to proving (21), we will first prove a uniform bound on $N \langle (R_{12} - q)^2 \rangle_t$ and then use Dominated Convergence Theorem by showing that, for all $t \in (0, 1]$, we have

$$E \left| \langle N(R_{12} - q)^2 \rangle_t - c_t \right| \to 0 \text{ as } N \to \infty \quad (22)$$

In the positive external field case, there is a beautiful argument originally due to Latala, which gives the exponential tightness of the overlap at a very high temperature. It turns out that for a weak external field, this argument can be easily adapted.

**Theorem 3.2** [47, Theorem 1.4.1]. Assume that $s + 2\beta^2 < 1/2$, for all $0 \leq t \leq 1$ we have

$$E \langle \exp(s N(R_{12} - q)^2) \rangle_t \leq \frac{1}{\sqrt{1 - 2s - 4t\beta^2}},$$

where $q$ is the unique solution to $q = E \tanh^2(\beta \eta \sqrt{q} + h)$. 


The proof is based on the smart path interpolation method, where the overlap in the
decoupled model \( (t = 0) \) can be controlled easily. The desired result can be obtained by
the monotone property along the interpolation path. In the proof, the external field term
is essentially auxiliary. Therefore, the same proof will go through for the weak external
field case.

By Cauchy–Schwarz inequality, we have

\[
\mathbb{E} \left| (N(R_{12} - q)^2)_t - c_t \right| = \mathbb{E} \left( U_{N,t} \cdot \frac{(\mathbb{E} Z_{N,t}(\beta, h))^2}{Z_{N,t}(\beta, h)^2} \right) \\
\leq \left( \mathbb{E} U_{N,t}^2 \right)^{1/2} \left( \mathbb{E} \left( \frac{(\mathbb{E} Z_{N,t}(\beta, h))^4}{Z_{N,t}(\beta, h)^4} \right) \right)^{1/2}
\]

where

\[
U_{N,t} := \sum_{\sigma, \tau} \exp \left( H_{N,t}(\sigma) + H_{N,t}(\tau) \right) \cdot (N(R_{12} - q)^2 - c_t) / (\mathbb{E} Z_{N,t}(\beta, h))^2.
\]

In the following subsections, we develop an extended quadratic coupling method to
argue that

\[
\mathbb{E} U_{N,t}^2 \to 0 \quad \text{as} \quad N \to \infty \quad \text{and} \quad \mathbb{E} \left( |\mathbb{E} Z_{N,t}(\beta, h)|^4 / Z_{N,t}(\beta, h)^4 \right) < \infty.
\]

3.3. Quadratic coupling method to control overlap. The quadratic coupling method was
used initially to study the SK model without external field by Guerra and Toninelli [25].
This Section extends it to the case when an external field is present in the finite volume
system. To be precise, we show that the Gibbs average of overlap is exponentially tight
when \( Nh^4 \approx O(1) \). This result could be of independent interest and used to study other
questions.

We introduce the following Lemma to control the overlap.

**Lemma 3.3.** Assume that \( \gamma + \beta^2 < 1 \) and \( \alpha \geq 1/4 \). We have

\[
\mathbb{E} \sum_{\sigma, \tau} \exp \left( H_N(\sigma) + H_N(\tau) + \frac{1}{2} \gamma N(R_{12} - q)^2 \right) \leq K \cdot (\mathbb{E} Z_N(\beta, h))^2,
\]

where \( K \) is a finite constant depending on \( \beta, \rho, \alpha, \gamma \). Moreover, the same result holds if
we replace \( q \) with any \( r \) such that \( N r^2 \) is bounded by a constant.

**Proof of Lemma 3.3.** Notice the following basic facts,

\[
\mathbb{E} Z_N(\beta, h) = \sum_{\sigma} \exp((N - 1)\beta^2/4 + h \sum_i \sigma_i) = (2 \cosh h)^N \exp((N - 1)\beta^2/4)
\]

and \( \mathbb{E} Z_N(\beta, h)^2 = \sum_{\sigma, \tau} \exp((N - 2)\beta^2/4 + \beta^2 R_{1,2}^2/4 + h \sum_i (\sigma_i + \tau_i)) \).

Thus, we have,

\[
A_{\gamma} := \mathbb{E} \left( Z_N(\beta, h)^2 \exp(\gamma N(R_{1,2} - q)^2/2) \right) / (\mathbb{E} Z_N(\beta, h))^2
\]

\[
= \mathbb{E}_{\sigma, \tau} \exp \left( \beta^2(N R_{1,2}^2 - 1)/2 + \gamma N(R_{1,2} - q)^2/2 \right).
\]
Simplifying and using the Gaussian trick we get

\[ A_\gamma = e^{(\gamma Nq^2 - \beta^2)/2} \cdot \mathbb{E}_{\eta, \sigma, \tau} \exp \left( \sum_{i=1}^{N} \left[ \eta \cdot \sqrt{(\beta^2 + \gamma) - q \gamma} \right] \sigma_i \tau_i \right) \]

where \( \eta \sim N(0, 1) \). Next, we denote \( \xi := \eta \cdot \sqrt{\beta^2 + \gamma} - \gamma \sqrt{Nq^2} \), to simplify the expression as

\[ A_\gamma = e^{(\gamma Nq^2 - \beta^2)/2} \cdot \mathbb{E}_\xi \left( \cosh\left(\xi / \sqrt{N}\right)\right)^N \left(1 + \hat{h}^2 \tanh\left(\xi / \sqrt{N}\right)\right)^N. \]

The last step can be further upper bounded by

\[ A_\gamma \leq e^{(\gamma Nq^2 - \beta^2)/2} \cdot \mathbb{E}_\xi \exp \left( \xi^2 / 2 + \sqrt{Nh^4} \cdot |\xi| \right). \quad (25) \]

Now we use the fact that \( \xi := \eta \cdot \sqrt{\beta^2 + \gamma} - \gamma \sqrt{Nq^2} \) to simplify the right hand side expression in (25), to get the upper bound

\[ A_\gamma \leq e^{(\gamma Nq^2 - \beta^2)/2} \cdot \mathbb{E}_\eta \exp \left( \gamma^2 Nq^2 - \eta/(2\theta) \cdot \sqrt{\gamma^2 Nq^2} \cdot \sqrt{\beta^2 + \gamma} + \sqrt{Nh^4} \cdot |\eta/\theta| \cdot \sqrt{\beta^2 + \gamma} - \gamma \sqrt{Nq^2} \right) \]

with \( \theta^2 = 1 - \beta^2 - \gamma > 0 \). It is now clear that under the conditions \( \beta^2 + \gamma < 1 \) and the fact that \( Nh^4 \approx Nq^2(1 - \beta^2)^{-1} \) is bounded by a constant, the right hand side of (26) is bounded by a finite constant depending on \( \beta, \rho, \alpha, \gamma \). \[\square\]

3.4. Tail control of the log-partition function. In this Section, we derive the following tail behavior of the log-partition function. We follow the same steps as in the \( h = 0 \) case in [48, Section 11.2].

**Theorem 3.4.** Let \( \beta < 1 \), and \( \alpha \geq 1/4 \). There exists a constant \( K = K(\beta, \rho, \alpha) \) such that for all large \( N \), and all \( t > 0 \), we have

\[ \mathbb{P} \left( \log Z_N(\beta, h) \leq N \left( \beta^2/4 + \log(2 \cosh h) \right) - t \right) \leq K \cdot \exp \left( -t^2 / K \right). \]

The above tail control of the log-partition function is crucial for the moment bounds on the partition function, which will be used to prove the central limit theorems in the critical and sub-critical regimes using the Gaussian interpolation argument. We formulate it as the following corollary.

**Corollary 3.5.** Let \( \beta < 1 \), and \( \alpha \geq 1/4 \). For any \( p > 0 \), there exists a constant \( m_p < \infty \), such that

\[ \mathbb{E} \left( (\mathbb{E} Z_N(\beta, h) / Z_N(\beta, h))^p \right) \leq m_p. \]
Proof. The proof is immediate by Theorem 3.4 and standard moment inequality. □

To prove Theorem 3.4, we need the following Lemma.

**Lemma 3.6.** Let $\beta < 1$, and $\alpha \geq 1/4$. We have

$$
P\left(Z_N(\beta, h) \geq \frac{1}{2} \mathbb{E} Z_N(\beta, h), N \langle R_{1,2}^2 \rangle \leq K\right) \geq \frac{1}{K}.
$$

**Proof.** Take $r = 0$ in the extended quadratic coupling bound introduced in Lemma 3.3, we have

$$
\mathbb{E} \left(Z_N(\beta, h)^2 \langle \exp(\gamma N R_{1,2}^2/2) \rangle_{\beta,h} \right) \leq C \cdot (\mathbb{E} Z_N(\beta, h))^2
$$

for some finite constant $C > 0$. Using Markov’s inequality,

$$
P\left(Z_N(\beta, h)^2 \langle \exp(\gamma N R_{1,2}^2/2) \rangle_{\beta,h} \leq t (\mathbb{E} Z_N(\beta, h))^2\right) \geq 1 - C/t.
$$

By Paley–Zygmund inequality, we have

$$
P\left(Z_N(\beta, h) \geq \frac{1}{2} \mathbb{E} Z_N(\beta, h)\right) \geq \frac{1}{4} \frac{(\mathbb{E} Z_N(\beta, h))^2}{\mathbb{E} Z_N(\beta, h)^2} \geq C',
$$

where the second inequality is due to Lemma 3.3 with $r = \gamma = 0$. Using the elementary inequality $\mathbb{P}(A \cap B) \geq \mathbb{P}(A) + \mathbb{P}(B) - 1$, by taking $t = K = (1 + C)/C'$, we have

$$
P\left(Z_N(\beta, h) \geq \frac{1}{2} \mathbb{E} Z_N(\beta, h), Z_N(\beta, h) \geq \frac{1}{2} \mathbb{E} Z_N(\beta, h)\right)
\geq \frac{1}{K}.
$$

Using $Z_N(\beta, h) \geq \frac{1}{2} \mathbb{E} Z_N(\beta, h)$, and combining the fact $e^x \geq x$, finally we have

$$Z_N(\beta, h)^2 \langle \exp(\gamma N R_{12}^2/2) \rangle \leq K (\mathbb{E} Z_N(\beta, h))^2 \text{ implies } N \langle R_{12}^2 \rangle \leq K.
$$

This completes the proof. □

**Lemma 3.7** [45, Lemma 2.2.11]. Consider a closed subset $B$ of $\mathbb{R}^M$, and set

$$
d(x, B) = \inf\{d(x, y); y \in B\},
$$
as the Euclidean distance from $x$ to $B$. Then for $t > 0$, we have

$$
P \left(d(\eta, B) \geq t + 2\sqrt{\log(2/\mathbb{P}(\eta \in B))}\right) \leq 2 \exp(-t^2/4)
$$

(27)

where $\eta = (\eta_1, \eta_2, \ldots, \eta_m)$ and $\eta_i \sim N(0, 1)$ are i.i.d.

Now we prove Theorem 3.4.
Proof of Theorem 3.4. Recall that the Hamiltonian is

\[ H_N(\sigma) = \frac{\beta}{\sqrt{N}} \sum_{i < j} g_{ij} \sigma_i \sigma_j + h \sum_{i=1}^{N} \sigma_i. \]

Let \( M = N(N - 1)/2 \), and consider Gaussian \( \eta = (\eta_{ij})_{i < j} \), in this case, \( \eta \in \mathbb{R}^M \). We understand \( H_N(\sigma), Z_N(\beta, h) \) as functions of \( \eta \). For convenience, we temporarily drop the dependence of \( Z_N(\beta, h) \) on \( \beta, h \) in the following proof. By Lemma 3.6, for some suitably large \( K = K_1 \), there is a subset \( B \subset \mathbb{R}^M \) with

\[ \{ \eta \in B \} = \{ Z_N(\eta) \geq E Z_N; N\langle R_{12}^2 \rangle \leq K_1 \} \]

i.e., the set \( B \) characterizes the event on RHS, and also \( \mathbb{P}(\eta \in B) \geq \frac{1}{K_1} \). Next, we will prove

\[ \log Z_N(\eta) \geq N \left( \log 2 + \frac{\beta^2}{4} + \log \cosh(h) \right) - K_1(1 + d(\eta, B)) \]  

(28)

For \( \eta' \in B \), we have

\[ \log Z_N(\eta') \geq \log \frac{1}{2} E Z_N = (N - 1) \left( \frac{\beta^2}{4} + \log 2 \right) + N \log \cosh(h). \]

To prove (28), it is enough to show that

\[ \log Z_N(\eta) \geq \log Z_N(\eta') - K_1 d(\eta, \eta') \]  

(29)

for all \( \eta' \in B \). Here \( K_1 \) must be bigger than \( \log 2 + \frac{\beta^2}{4} \). Notice that

\[ Z_N(\eta) = Z_N(\eta') \left( \exp \left( \frac{\beta}{\sqrt{N}} \sum_{i < j} (\eta_{ij} - \eta'_{ij}) \sigma_i \sigma_j \right) \right)' \]

where \( \langle \cdot \rangle' \) denotes the Gibbs average with disorders \( \eta' \). Since there is an exponential part, it is natural to apply Jensen’s inequality,

\[ \left\langle \exp \left( \frac{\beta}{\sqrt{N}} \sum_{i < j} (\eta_{ij} - \eta'_{ij}) \sigma_i \sigma_j \right) \right\rangle' \geq \exp \left( \frac{\beta}{\sqrt{N}} \sum_{i < j} (\eta_{ij} - \eta'_{ij}) \langle \sigma_i \sigma_j \rangle' \right). \]

Applying Cauchy–Schwarz inequality, we have

\[ \sum_{i < j} (\eta_{ij} - \eta'_{ij}) \langle \sigma_i \sigma_j \rangle' \geq -d(\eta, \eta')(N^2\langle R_{12}^2 \rangle)^{1/2} \geq -K_1 \sqrt{N} d(\eta, \eta') \]

where \( d(\eta, \eta') = \sum_{i < j} (\eta_{ij} - \eta'_{ij}) \). The last inequality is based on \( \eta' \in B \), then this proves (29), and hence (28). From (28), we can easily see that

\[ \log Z_N(\eta) \leq N \left( \frac{\beta^2}{4} + \log 2 + \log \cosh(h) \right) - t \]

\[ \implies d(\eta, B) \geq \frac{t - K_1}{K_1} \geq 2 \sqrt{\log(2/\mathbb{P}(\eta \in B))} + \frac{t - K_2}{K_1} \]
for some constant $K_2 > 0$. By (27) in Lemma 3.7, it follows that
\[
P \left( \log Z_N(\eta) \leq N \left( \frac{\beta^2}{4} + \log 2 + \log \cosh(h) \right) - t \right) \leq 2 \exp \left( -\frac{(t - K_2)^2}{4K_1^2} \right)
\]
for $t \geq K_2$. Now for the RHS, if we take $K$ large enough when $t \geq K_2$,
\[
2 \exp \left( -\frac{(t - K_2)^2}{4K_1^2} \right) \leq K \exp \left( -\frac{t^2}{K} \right).
\]
On the other hand, when $0 \leq t \leq K_2$, we have $K \exp \left( -\frac{t^2}{K} \right) \geq 1$. Therefore, in any case, we proved
\[
P \left( \log Z_N(\eta) \leq N \left( \frac{\beta^2}{4} + \log 2 + \log \cosh(h) \right) - t \right) \leq K \exp \left( -\frac{t^2}{K} \right).
\]
In this proof, we used $K$ to denote a generic constant depending only on $\beta, \alpha, \rho$. This completes the proof. \hfill \square

3.5. Second moment control of $U_{N,t}$. In this section, we are devoted to prove that $E U_{N,t}^2 \rightarrow 0$ as $N \rightarrow \infty$. Recall from Sect. 3.1 that,
\[
Z_{N,t}(\beta, h) := \sum_{\sigma} \exp \left( \frac{\beta \sqrt{t}}{\sqrt{N}} \sum_{i<j} g_{ij} \sigma_i \sigma_j + \sum_{i=1}^{N} \left( \sqrt{1 - t} \cdot \beta g_i \sqrt{\bar{q}} + h \right) \sigma_i \right).
\]

**Theorem 3.8.** There exists $\beta_0 < 1$ such that when $\beta < \beta_0$, $\alpha \geq 1/4$ and $t > 0$, we have
\[
E U_{N,t}^2 \rightarrow 0 \text{ as } N \rightarrow \infty.
\]

**Proof of Theorem 3.8.** We perform the computations for $E U_{N,t}^2$ as follows. For convenience, we use the following notations
\[
\tilde{\sigma} := (\sigma^1, \sigma^2, \sigma^3, \sigma^4),
\]
where for each $i$, $\sigma^i := (\sigma^i_1, \sigma^i_2, \ldots, \sigma^i_N)$ is a vector of $N$ many i.i.d. $\pm 1$ valued random variables with mean $\bar{h}$. We also let
\[
H_{N,t}(\tilde{\sigma}) := \sum_{k=1}^{4} H_{N,t}(\sigma^k) \text{ and } \bar{R}_{12} := R_{12} - q.
\]
Define
\[
a_{N,t} := E Z_{N,t}(\beta, h) = (2 \cosh(h))^N \exp((N - 1)\beta^2 t/4 + \beta^2 (1 - t)qN/2).
\]
Taking expectation w.r.t. the Gaussian disorder, we have
\[
E U_{N,t}^2 = a_{N,t}^{-4} \sum_{\tilde{\sigma}} \left( N(R_{12} - q)^2 - c_t \right) \cdot \left( N(R_{34} - q)^2 - c_t \right) \cdot E \exp \left( H_{N,t}(\tilde{\sigma}) \right)
\]
\[
= \exp(-3\beta^2 t) \cdot E_{\tilde{\sigma}} \left( (N \bar{R}_{12} - c_t)(N \bar{R}_{34} - c_t) \right) \cdot \exp \left( \frac{1}{2} \sum_{1 \leq k < l \leq 4} \beta^2 t N R_{kl}^2 + 2(1 - t)\beta^2 qN R_{kl} \right).
\]
Using $\tilde{R}_{kl} = R_{kl} - q$ and simplifying we get from (30)
\[
E U_{N,t}^2 = \exp(-3\beta^2 t + \beta^2 (2 - t)Nq^2/2) \\
\quad \cdot E_{\tilde{\sigma}} \left((N\tilde{R}_{12}^2 - c_t)(N\tilde{R}_{34}^2 - c_t) \cdot \exp\left(\frac{1}{2} \sum_{1\leq k < l \leq 4} \beta^2 t N \tilde{R}_{kl}^2 + 2\beta^2 q N \tilde{R}_{kl} \right)\right). \tag{31}
\]

Note that, $K := \beta^{-4} \exp(-3\beta^2 t + \beta^2 (2 - t)Nq^2/2)$ is converging to a finite positive constant. We can use second-order Gaussian integration by parts
\[
a^2 e^{a^2/2} = a^2 E e^{a\eta} = E (\eta^2 - 1) e^{a\eta}
\]
for $\eta \sim \text{N}(0, 1)$ and $1 + \beta^2 t c_t = c_t$, to get
\[
E U_{N,t}^2 = K t^{-2} \cdot E_{\tilde{\sigma},\eta} \left((\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \\
\quad \cdot \exp\left(\sum_{1\leq k < l \leq 4} \beta \sqrt{t} \cdot \eta_{kl} \sqrt{N} \tilde{R}_{kl} + \beta^2 \sqrt{Nq^2} \cdot \sqrt{N} \tilde{R}_{kl} \right)\right). \tag{32}
\]
where $\eta_{kl}, k < l$ are i.i.d. $\text{N}(0, 1)$. Now rearranging, we get
\[
E_{\tilde{\sigma},\eta} \left((\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \cdot \exp\left(\sum_{1\leq k < l \leq 4} \beta \sqrt{t} \cdot \eta_{kl} \sqrt{N} \tilde{R}_{kl} + \beta^2 \sqrt{Nq^2} \cdot \sqrt{N} \tilde{R}_{kl} \right)\right) \\
= E_{\eta} \left((\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \\
\quad \cdot E_{\tilde{\sigma}} \exp\left(\sum_{1\leq k < l \leq 4} \left(\sqrt{t} \cdot \eta_{kl} + \beta \sqrt{Nq^2}\right) \left(\beta \sqrt{N} R_{kl} - \beta \sqrt{Nq^2}\right)\right)\right) \\
= E_{\eta} \left((\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \prod_{k < l} \exp(\theta(\sqrt{t} \eta_{kl} - \theta)) \right) \\
\quad \cdot E_{\tilde{\sigma}} \exp\left(\beta N^{-1/2} \sum_{k < l} (\sqrt{t} \eta_{kl} - \theta) \sum_{i=1}^{N} \sigma_i^k \sigma_i^l\right)\right)
\]
where $\theta := -\beta \sqrt{Nq^2} \to \theta_{\infty} := -\beta \rho^2 / (1 - \beta^2)$. Define
\[
\hat{\eta}_{kl} := \sqrt{t} \eta_{kl} - \theta, 1 \leq k < l \leq 4.
\]

We notice that
\[
\exp\left(\beta N^{-1/2} \sum_{k < l} \hat{\eta}_{kl} \sum_{i=1}^{N} \sigma_i^k \sigma_i^l\right) \\
= \prod_{i=1}^{N} \prod_{k < l} \cosh\left(\beta \hat{\eta}_{kl} / \sqrt{N}\right) \left(1 + \sigma_i^k \sigma_i^l \tanh\left(\beta \hat{\eta}_{kl} / \sqrt{N}\right)\right)
\]
to write
\[
E U_{N,t}^2
\]
\[ \begin{align*}
&= Kt^{-2} E_\eta \left( (\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \prod_{k < l} \exp(\theta \hat{\eta}_{kl}) 
+ N \log \cosh(\beta \hat{\eta}_{kl}/\sqrt{N})) \cdot \exp(g_N(\hat{\eta})) \right) 
\end{align*} \]

where

\[ g_N(y) := N \log \prod_{k < l} \left( 1 + \sigma_k \sigma_l \tanh(\beta y_{kl}/\sqrt{N}) \right). \tag{34} \]

Using the fact that
\[ \sqrt{N} E_\sigma \sigma_k \sigma_l = \sqrt{N} h^2 \approx \sqrt{Nh^2} \to \rho^2 = -(1 - \beta^2) \theta / \beta, \]
we note that the term inside \( E_\eta \) in (33) is converging pointwise to
\[ (\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \prod_{k < l} \exp \left( (\theta_\infty + \beta \rho^2)(\sqrt{N} \eta_{kl} - \theta_\infty) + \frac{1}{2} \beta^2 (\sqrt{N} \eta_{kl} - \theta_\infty)^2 \right) \]
\[ = (\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \prod_{k < l} \exp \left( \frac{1}{2} \beta^2 \tau \eta_{kl} - \beta^2 \theta_\infty^2 / 2 \right); \]

in the last equality we used the fact that \( (1 - \beta^2) \theta_\infty + \beta \rho^2 = 0 \). Applying Lemma 3.10, \( g_N \) is upper bounded by
\[ g_N(y) \leq (5/2 + C' h^2) \beta^2 \sum_{k < l} y_{kl}^2 + \beta \rho^2 \sum_{k < l} |\hat{\eta}_{kl}|. \]

In particular, the expression (33) is upper bounded by
\[ E_\eta \left( (\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \prod_{k < l} \exp \left( (|\theta| + \beta \rho^2) |\hat{\eta}_{kl}| + (3 + C'h^2) \beta^2 \hat{\eta}_{kl}^2 \right) \right). \]

To guarantee that the above integral is finite, we need \( 1/2 - (3 + C'h^2) \beta^2 t > 0 \), or equivalently, \( \beta^2 t < 1/6 \). Thus if \( \beta^2 < \beta_0^2 := 1/6 \), by dominated convergence theorem and Lemma 3.9, it is clear that the expectation in (33) tends to 0 as \( N \to \infty \). \( \square \)

**Lemma 3.9.** Let \((\eta_{kl})_{1 \leq k < l \leq 4}\) be i.i.d. \( N(0, 1) \). Then
\[ E_\eta \left( (\eta_{12}^2 - c_t)(\eta_{34}^2 - c_t) \prod_{k < l} \exp \left( \frac{1}{2} \beta^2 t \sum_{k < l} \eta_{kl}^2 \right) \right) = 0. \]

**Proof of Lemma 3.9.** The proof of this Lemma is elementary by integrating with respect to a tilted Gaussian measure,
\[ \frac{1}{(2\pi)^3} \int_{\mathbb{R}^6} (y_{12}^2 - c_t)(y_{34}^2 - c_t) \exp \left( -\frac{1}{2} (1 - \beta^2 t) \sum_{k < l} y_{kl}^2 \right) dy = 0. \]

The proof is complete. \( \square \)
Fig. 1. The graph structures correspond to the terms in the expansion of (35). There are four vertices in total, and can have at most six edges. Let $G_{r,c}$ for $r,c = 1, 2, 3$ denote the collection of graphs with the same topological structure in $r$–th row and $c$–th column. Each edge corresponds to a term $\sigma_k \sigma_l \tanh(x_{kl})$

The following Lemma controls the expectation in (34).

**Lemma 3.10.** For any real numbers $(y_{kl})_{1 \leq k < l \leq 4}$, we have

$$N \log \mathbb{E}_\sigma \prod_{1 \leq k < l \leq 4} \left( 1 + \sigma_k \sigma_l \tanh(y_{kl}/\sqrt{N}) \right) \leq (5/2 + C'h^2) \sum_{1 \leq k < l \leq 4} y_{kl}^2 + \sqrt{Nh^4} \sum_{1 \leq k < l \leq 4} |y_{kl}|,$$

where $C'$ is some finite constant independent of $N, h$.

**Proof of the Lemma 3.10.** Let $x_{kl} := y_{kl}/\sqrt{N}$. We first expand the left-hand side by constructing a correspondence to a collection of graph structures,

$$f_N := \mathbb{E}_\sigma \prod_{1 \leq k < l \leq 4} \left( 1 + \sigma_k \sigma_l \tanh(x_{kl}) \right) = 1 + \sum_{r,c=1}^3 \sum_{\Gamma \in G_{r,c}} \hat{h}^{[\partial \Gamma]} \prod_{e \in \Gamma} \tanh |x_e|, \quad (35)$$

where $G_{r,c}$ denotes the collection of graphs that are topologically same as the structure in $r$–th row and $c$–th column in Fig. 1.

For a graph $\Gamma$ in the collection $G_{r,c}$, let $|\partial \Gamma|$ be the number of odd degree vertices in $\Gamma$. Let $f_N$ be the right hand side of (35), one has

$$\log f_N = N \log \left( 1 + \sum_{r,c} \sum_{\Gamma \in G_{r,c}} \hat{h}^{[\partial \Gamma]} \prod_{e \in \Gamma} \tanh |x_e| \right) \leq N \sum_{r,c} \sum_{\Gamma \in G_{r,c}} \hat{h}^{[\partial \Gamma]} \prod_{e \in \Gamma} \tanh |x_e|. \quad (36)$$

For the sum over $G_{1,1}$, the structure is relatively simple, with a single bond and two odd-degree vertices. Using $\tanh |x| \leq x$, we get

$$N \sum_{\Gamma \in G_{1,1}} \hat{h}^2 \prod_{e \in \Gamma} \tanh |x_e| \leq \sum_{1 \leq k < l \leq 4} \sqrt{Nh^2} |y_{kl}|. \quad (37)$$
Using AM–GM inequality and the fact that \( \tanh |x| \leq \min(1, |x|) \) for all \( x \), we get from (36)

\[
\log f_N \leq \sqrt{Nh^4} \sum_{1 \leq k < l \leq 4} |y_{kl}| + \sum_{r+c>2} \sum_{\Gamma \in \mathcal{G}_{r,c}} \hat{h}_{|\partial \Gamma|} \left( \frac{1}{|\Gamma|} \sum_{e \in \Gamma} y_e^2 \right).
\]

Note that, \( |\partial \Gamma| \) is always even and it is zero only for the cycle graphs in \( \mathcal{G}_{2,1}, \mathcal{G}_{3,1} \). Moreover, \( |\mathcal{G}_{2,1}|/3 + |\mathcal{G}_{3,1}|/4 = 4/3 + 3/4 < 5/2 \). The desired result follows immediately. \( \square \)

### 3.6. Proof of Theorem 1.3 for the Gaussian disorder.

By collecting all the lemmas in previous subsections, we give a formal proof of the central limit theorem of free energy for the Gaussian disorder using the characteristic approach.

By Theorem 3.2, we have the uniform boundedness of \( N \mathbb{E}(\langle (R_{12} - q)^2 \rangle_t) \), for all \( t \in [0, 1] \). Note that what we need is that for an appropriate choice of \( c_t \), we have, for \( t > 0 \)

\[
\eta^{-1}_N \mathbb{E}[\langle N (R_{12} - q)^2 \rangle_t - c_t] \to 0 \quad (38)
\]
as \( N \to \infty \).

By the discussions in Sect. 3.2, we need to prove the \( L^1 \) convergence in (21) for the sub-critical and critical cases. The inequality (23) suggests that it is enough to prove the results in (24). Those results were established rigorously in the Sects. 3.4 and 3.5, respectively. Therefore, the CLT in Theorem 1.3 with Gaussian disorder immediately follows with the asymptotic variance

\[
v^2 = \frac{1}{2} \beta^2 \rho^4/(1 - \beta^2) - \frac{1}{2} \beta^2 - \frac{1}{2} \log(1 - \beta^2).
\]

The central limit theorem in the super-critical regime easily follows by taking \( g(y) := \exp(\imath xy) \) for \( x \in \mathbb{R} \) and \( \eta_N = Nh^4 \to \infty \). The scaled variance is given by \( v^2_2 = \beta^2/(2(1 - \beta^2)) \).

### 3.7. Proof of Lemmas 1.2 and 3.1.

In this subsection, we include the proof details for Lemma 1.2 and 3.1. To do that, we first need the following elementary two-sided bound on \( \tanh(x) \).

**Lemma 3.11.** We have

\[
0 \leq x^2 - \tanh^2 x \leq \frac{2}{3} x^4 \quad \text{for all } x \in \mathbb{R}.
\]

**Proof.** We used the fact that \( 1 - x^2/3 \leq x^{-1} \tanh x \leq 1 \) for all \( x \). Thus \( x^{-2} \tanh^2 x \leq 1 \) or \( x^2 - \tanh^2 x \geq 0 \). Similarly,

\[
x^2 - \tanh^2 x = x^2 (1 - x^{-1} \tanh x)(1 + x^{-1} \tanh x) \leq x^2 \cdot x^2/3 \cdot 2 = \frac{2}{3} x^4.
\]

This completes the proof. \( \square \)

Now we prove Lemma 1.2.
Proof of Lemma 1.2. Define $Y = \beta \sqrt{q} g + h$. Note that $E Y^2 = \beta^2 q + h^2$. Thus $h^2 - (1 - \beta^2)q = E(Y^2 - \tanh^2 Y) \geq 0$ or $(1 - \beta^2)q \leq h^2$. Moreover,

$$h^2 - (1 - \beta^2)q = E(Y^2 - \tanh^2 Y) \leq \frac{2}{3} E Y^4.$$ 

A direct computation yields that

$$E Y^4 = h^4 + 6\beta^2 h^2 q + 3\beta^4 q^2 \leq \frac{h^4}{(1 - \beta^2)^2} ((1 - \beta^2)^2 + 6\beta^2 (1 - \beta^2) + 3\beta^4)$$

$$= \frac{h^4}{(1 - \beta^2)^2} (3 - 2(1 - \beta^2)^2) \leq \frac{3h^4}{(1 - \beta^2)^2},$$

completing the proof.

Proof of Lemma 3.1. By, Poincaré inequality for Gaussian distribution, we have

$$\text{Var}(\cosh(\beta \sqrt{q} g + h)) \leq \beta^2 q E \tanh^2(\beta \sqrt{q} g + h) = \beta^2 q^2.$$ 

For any smooth function $f$ and $g$, $g' \sim N(0, 1)$ i.i.d., with $g_\theta = g' \cos \theta + g \sin \theta$ we have

$$\text{Var}(f(g)) = E f(g) (f(g_1) - f(g_0)) = \int_0^{\pi/2} E \left( f'(g) f'(g_\theta) \right) \cos \theta d\theta.$$ 

For $f(x) = \log \cosh(\beta \sqrt{q} x + h)$, we get

$$\text{Var}(\cosh(\beta \sqrt{q} g + h)) = \beta^2 q \int_0^{\pi/2} E \left( \tanh(\beta \sqrt{q} g + h) \tanh(\beta \sqrt{q} g_\theta + h) \right) \cos \theta d\theta$$

$$= \beta^2 q \int_0^{\pi/2} E \left( (\beta \sqrt{q} g + h)(\beta \sqrt{q} g_\theta + h) \right) \cos \theta d\theta + O(\beta^2 q^3)$$

$$= \beta^2 q \int_0^{\pi/2} \left( h^2 + \beta^2 q \sin \theta \right) \cos \theta d\theta + O(\beta^2 q^3)$$

$$= \beta^2 q (h^2 + \frac{1}{2} \beta^2 q) + O(\beta^2 q^3).$$

Simplifying, we have the result. \qed

4. Cluster Based Approach for General Disorder

From the analysis presented in Sect. 2 and 3, we can see how the log-partition function behaves in all three different regimes. However, the deficiency is the dependence of Gaussian disorder, and the characteristic approach in Sect. 3 can not give the results up to the critical temperature $\beta_c$ in all regimes. This is partially due to the analytical nature of the approach. In order to overcome those issues, we use the cluster-based approach, which works by decomposing the configuration space as a cluster of simple structures contributing to the partition function. Besides that, the disorders can be relaxed to general symmetric distribution. This approach was first used by Aizenman, Lebowitz, and Ruelle [2] to deal with the SK model with no external field. In the zero external field case, the main contribution to the partition function is from the clusters of simple
loops of the underlying complete graph. When the external field is present, we found that a new path cluster beyond the loop starts contributing to the partition function. In particular, in the critical regime, the path cluster’s effects are strong enough to compete with the loop clusters.

Nonetheless, in the sub-critical regime, the loop cluster plays a dominant role. This gives a different explanation of why the log-partition function in the sub-critical regime behaves nearly the same as zero external field case as shown in Sect. 2 and 3. A similar loop counting technique also appears in some other models; see the results in [1, 7, 8, 28, 29]. We also present some open questions on extending the analysis in this article to those models in Sect. 8.

In the following part, we will rigorously establish the decomposition of the partition function and explain how the path cluster appears. Applying Stein’s method to prove multivariate CLT will be given in the next Section.

Consider the external field $h = \rho N^{-\alpha}$ with $\alpha \geq 1/4$. Fix $\beta < 1$. Recall that the disorder random variable $J_{ij}$’s are i.i.d. mean zero and variance one. We define

$$
\tilde{Z}_N(\beta) := \prod_{i < j} \cosh(\beta J_{ij} / \sqrt{N})
$$

and

$$
\hat{Z}_N(\beta, h) := \mathbb{E}_{\sigma} \prod_{i < j} \left( 1 + \sigma_i \sigma_j \tanh(\beta J_{ij} / \sqrt{N}) \right)
$$

where $\sigma$ is a vector of $N$ many i.i.d. ±1 valued random variables with mean $\hat{h}$. From the decomposition in (6), we have

$$
Z_N(\beta, h) = (2 \cosh h)^N \cdot \tilde{Z}_N(\beta) \cdot \hat{Z}_N(\beta, h). \tag{39}
$$

Let $K_N$ be the complete graph on $N$ vertices with edge set $\mathcal{E}_N := \{(i, j) \mid 1 \leq i < j \leq n\}$. For a subset $\Gamma \subseteq \mathcal{E}_N$, we define the random variable

$$
\omega(\Gamma) := \prod_{e \in \Gamma} \tanh(\beta J_e / \sqrt{N}). \tag{40}
$$

We will write $\omega_e$ for $\omega(e)$.

Next, we note that

$$
\log \tilde{Z}_N(\beta) = \sum_{i < j} \log \cosh(\beta J_{ij} / \sqrt{N}) = -\frac{1}{2} \sum_e \log(1 - \omega_e^2)
$$

and a standard argument shows that

$$
\log \tilde{Z}_N(\beta) - \frac{1}{2} \sum_e \omega_e^2 \to \frac{1}{8} \beta^4 \mathbb{E} J_{12}^4 \tag{41}
$$

in probability as $N \to \infty$. Moreover, we have

$$
\hat{Z}_N(\beta, h) = \mathbb{E}_{\sigma} \prod_{i < j} \left( 1 + \sigma_i \sigma_j \tanh(\beta J_{ij} / \sqrt{N}) \right) = \sum_{\Gamma \subseteq \mathcal{E}_N} \hat{h}^{\partial \Gamma} \cdot \omega(\Gamma) \tag{42}
$$

where the sum is over all subsets $\Gamma$ of $\mathcal{E}_N$ and $\partial \Gamma = \{i \in [n] \mid \# \{j \mid (i, j) \in \Gamma\} \text{ is odd}\}$ is the set of odd degree vertices in $\Gamma$. 
First, we will prove that in (42) the sum over all subsets $\Gamma \subseteq \mathcal{E}_N$, can be approximated by a sum over large finite $\Gamma$. We define, for any integer $m \geq 1$,

$$
\hat{Z}_{N,m} := \sum_{\Gamma \subseteq \mathcal{E}_N, |\Gamma| \leq m} \hat{h}^{|\Gamma|} \cdot \omega(\Gamma).
$$

**Lemma 4.1.** Assume that $\beta^2_N = N \mathbb{E} \tanh(\beta J/\sqrt{N})^2 \in (0, 1)$ and $\rho^4_N = N\hat{h}^4 \in [0, \infty)$. For any $m \geq 2(1 + \rho^4_N)/(1 - \beta^2_N)^2$ we have

$$
\| \hat{Z}_N - \hat{Z}_{N,m} \|_2 \leq 2m^{1/8} \beta^m_N \exp\left(\sqrt{(1 + \rho^4_N)m/2}\right).
$$

**Remark 4.2.** From the above $L^2$ bound, if $\rho_N = \infty$, i.e., $h$ belongs to the super-critical regime, the right-handside error will not enjoy the exponential decay anymore. In other words, in the super-critical regime, very large $\Gamma$ matters, and counting very large loops and paths in $\Gamma$ becomes intractable. Another issue is that Stein’s method in Sect. 5 also breaks down.

The proof of Lemma 4.1 is given in Sect. 4.1. Next, we prove that $\hat{Z}_{N,m}$ can be approximated by products over simple loops and simple paths of length $\leq m$. By “simple”, we mean there is no multi-edges in the loop or path structures.

We make the key approximation step rigorous in Lemma 4.3 below. We define

$$
\tilde{Z}_{N,m} : = \prod_{\gamma : |\gamma| \leq m} (1 + \omega(\gamma)) \prod_{p : |p| \leq m} (1 + \hat{h}^2 \cdot \omega(p)).
$$

**Lemma 4.3.** As $N \to \infty$, for any fixed $m \in \mathbb{N}$, we have

$$
\| \hat{Z}_{N,m} - \tilde{Z}_{N,m} \|_2 \to 0
$$

The proof is given in Sect. 4.2. Next, we introduce the following lemma to give the asymptotic distribution of the product over loops and paths if the length bounded by $m$.

First, we note that

$$
\log \tilde{Z}_{N,m} = \sum_{\gamma : |\gamma| \leq m} \log(1 + \omega(\gamma)) + \sum_{p : |p| \leq m} \log(1 + \hat{h}^2 \cdot \omega(p)).
$$

Using the expansion $\log(1 + x) \approx x - x^2/2$ for $x$ small, we get the following result.

**Lemma 4.4.** For any fixed $m \geq 3$, we have

$$
\log \tilde{Z}_{N,m} - \sum_{\gamma : |\gamma| \leq m} \omega(\gamma) - \sum_{p : |p| \leq m} \hat{h}^2 \cdot \omega(p) \to -\frac{1}{2} \sum_{\ell=3}^m \frac{\beta^2_{2\ell}}{2\ell} + \frac{1}{4} \sum_{\ell'=2}^{m} \rho^4_{2\ell'}
$$

in probability as $N \to \infty$.

**Proof of Lemma 4.4.** The critical step is the approximation

$$
\log(1 + x) = x - \frac{1}{2} x^2 + O(|x|^3/(1 - |x|)) \text{ for } |x| < 1.
$$
For the loop part, it is easy to check that
\[ \text{Var} \left( \sum_{\gamma : |\gamma| \leq m} \omega(\gamma)^2 \right) \leq m N^{-1} E J_{12}^4 / (1 - \beta^2) \to 0. \]

Here, the weights of two loops will be independent if they are disjoint, and for two loops sharing at least one edge, the number of choices for vertices is \( N \) sum of the lengths\(^{-1}\). Also,
\[ \sum_{\gamma : |\gamma| \leq m} E \omega(\gamma)^2 \to \sum_{\ell=3}^m \frac{\beta^{2\ell}}{2\ell} \]

and thus,
\[ \sum_{\gamma : |\gamma| \leq m} \omega(\gamma)^2 \to \sum_{\ell=3}^m \frac{\beta^{2\ell}}{2\ell} \]

in probability as \( N \to \infty \). Similarly, for the path contribution, we have
\[ \text{Var} \left( \sum_{p : |p| \leq m} \hat{h}^4 \cdot \omega(p)^2 \right) \leq m N^{-1} \rho^8 E J_{12}^4 / (1 - \beta^2) \to 0 \]

and thus,
\[ \sum_{p : |p| \leq m} \hat{h}^4 \cdot \omega(p)^2 \to \frac{1}{2} \sum_{\ell'=2}^m \rho^4 \beta^{2\ell'} \]

in probability as \( N \to \infty \). Also,
\[ \left| \log(1 + \hat{h}^2 \omega(p)) - \hat{h}^2 \omega(p) + \hat{h}^4 \omega(p)^2 / 2 \right| \leq \hat{h}^6 \omega(p)^2 / (1 - \hat{h}^2) \]

implies that
\[ \left| \sum_{p : |p| \leq m} \log(1 + \hat{h}^2 \cdot \omega(p)) - \hat{h}^2 \cdot \omega(p) + \frac{1}{2} \hat{h}^4 \cdot \omega(p)^2 \right| \leq \frac{\hat{h}^2}{1 - \hat{h}^2} \cdot \sum_{p : |p| \leq m} \hat{h}^4 \omega(p)^2 \to 0 \]

in probability. For the loops the approximation error goes to zero since \( \max_{|\gamma| \leq m} |\omega(\gamma)| \to 0 \) in probability, as shown in [2]. Combining everything, we have the result. \( \Box \)

Finally, using Stein’s method for multivariate normal approximation, we prove in Theorem 5.1 in Sect. 5, that the \((2m - 1)\)-dimensional random vector
\[ \left( \sum_{\gamma : |\gamma| = \ell} \omega(\gamma), \ell = 3, 4, \ldots, m; \sum_{p : |p| = \ell'} \hat{h}^2 \cdot \omega(p), \ell' = 1, 2, \ldots, m; \right) \]
\[
\sum_{e} \left( \omega_{e}^{2} - \mathbb{E} \omega_{12}^{2} \right)
\]

converges in distribution, as \( N \to \infty \), to a jointly independent normal distribution with variance matrix

\[\Sigma = \Sigma_{m} := \text{diag} \left( \beta^{2\ell}/2\ell, \ell = 3, 4, \ldots, m; \beta^{2\ell'}/2, \ell' = 1, 2, \ldots, m; \frac{1}{2} \beta^{4} \text{Var}(J_{12}) \right) .\]

4.1. Proof of Lemma 4.1. Note that

\[
\hat{Z}_{N}(\beta, h)^{2} = \mathbb{E}_{\sigma, \tau} \prod_{i < j} \left( 1 + (\sigma_{i} \sigma_{j} + \tau_{i} \tau_{j}) \tanh(\beta J_{ij}/\sqrt{N}) + \sigma_{i} \sigma_{j} \tau_{i} \tau_{j} \tanh(\beta J_{ij}/\sqrt{N})^{2} \right) .
\]

and its expectation is given by

\[
\psi_{N}(\beta_{N}, \rho_{N}) := \mathbb{E}_{\sigma, \tau} \prod_{i < j} \left( 1 + \sigma_{i} \sigma_{j} \tau_{i} \tau_{j} \beta_{N}^{2}/N \right) = \sum_{\Gamma \in \mathcal{E}_{N}} (\rho_{N}^{4}/N)^{[\alpha \Gamma]/2} (\beta_{N}^{2}/N)^{[\Gamma]}.\]

Using the Gaussian trick and simplifying, we have

\[
\psi_{N}(\beta_{N}, \rho_{N}) \leq \mathbb{E}_{\sigma, \tau} \prod_{i < j} \left( 1 + \sigma_{i} \sigma_{j} \tau_{i} \tau_{j} \beta_{N}^{2}/N \right)^{2} = \mathbb{E} \left( \mathbb{E}_{\sigma, \tau} \exp(\beta_{N}/\sqrt{N} \cdot \sigma \tau \eta) \right)^{N} = \mathbb{E} \left( \cosh(\eta \beta_{N}/\sqrt{N})(1 + \hat{h}^{2} \cdot \tanh(\eta \beta_{N}/\sqrt{N})) \right)^{N} .
\]

Now, using \( 1 + x \leq e^{x} \) for all \( x \), we have

\[
\psi_{N}(\beta_{N}, \rho_{N}) \leq \mathbb{E} \exp \left( \beta_{N}^{2} \eta^{2}/2 + \rho_{N}^{2} \sqrt{N} \cdot \tanh(\eta \beta_{N}/\sqrt{N}) \right) \leq 2(1 - \beta_{N}^{2})^{-1/2} \exp \left( \rho_{N}^{4} \beta_{N}^{2}/2(1 - \beta_{N}^{2}) \right) .
\]

In fact, one can easily check that

\[
\lim_{\beta_{N} \to \beta, \rho_{N} \to \rho} \psi_{N}(\beta_{N}, \rho_{N}) = (1 - \beta^{2})^{-1/2} \exp \left( -\beta^{4}/4 - \beta^{2}/2 + \rho^{4} \beta^{2}/2(1 - \beta^{2}) \right) .
\]

However, we do not use this for our results. We also have

\[
\sum_{|\Gamma| \geq m} (\rho_{N}^{4}/N)^{[\alpha \Gamma]/2} (\beta_{N}^{2}/N)^{[\Gamma]} \leq e^{-2m} \psi_{N}(\rho_{N}^{4} \beta_{N}, \rho_{N}) \leq 2 \beta_{N}^{2m} t^{-1/2} \exp \left( -m \log(1 - t) + \rho_{N}^{4}(1 - t)/2t \right)
\]
for any $t = 1 - e^{2y \beta_N^2} \in (0, 1 - \beta_N^2)$. Taking

$$t = \sqrt{1 + \frac{\rho_N^4}{2m}} \leq \frac{1}{2} (1 - \beta_N^2) < \frac{1}{2}$$

and using $-\log(1 - t) \leq t + t^2/(1 - t) < t + t^2$ we get

$$\| \hat{Z}_N - \hat{Z}_N.m \|_2^2 = \sum_{|\Gamma| > m} (\rho_N^4/N)^{|\alpha|/2} (\beta_N^2/N)^{\Gamma}$$

$$\leq 2\beta_N^{2m} \cdot \left( \frac{2e^2m}{1 + \rho_N^4} \right)^{1/4} \exp \left( \sqrt{2(1 + \rho_N^4)m} \right)$$

$$\leq 4m^{1/4} \beta_N^{2m} \exp \left( \sqrt{2(1 + \rho_N^4)m} \right).$$

Thus we have the result. \(\square\)

4.2. Proof of Lemma 4.3. We prove the lemma in two steps. First, we break the LHS as follows

\[
\text{LHS} \leq \left\| \sum_{\Gamma \in \mathcal{E}_N, |\Gamma| < m} \hat{h}^{\Gamma} \cdot \omega(\Gamma) - \sum_{n=0}^{k_N} \sum_{n_1+n_2=n} \sum_{i=1}^{n_1} \prod_{j=1}^{n_2} \omega(\gamma_i) \prod_{p} \omega(p) \right\| \tag{43}
\]

\[
+ \sum_{n=0}^{k_N} \sum_{n_1+n_2=n} \sum_{i=1}^{n_1} \prod_{j=1}^{n_2} \omega(\gamma_i) \prod_{p} \omega(p) \tag{44}
\]

where the sum $\sum'$ is over all collections of $n_1$ many distinct loops $\gamma_1, \gamma_2, \ldots, \gamma_{n_1}$ and $n_2$ many distinct paths $p_1, p_2, \ldots, p_{n_2}$ of length $\leq m$; and $k_N \to \infty$ as $N \to \infty$.

The first term on the RHS can be proved using combinatorial analysis (extending ALR proof), and the second difference term is proved using series expansion. We start with the second term.

Define the two polynomials,

$$\phi(z) := \prod_{\gamma:|\gamma| \leq m} (1 + z\omega(\gamma)) \text{ and } \psi(z) := \prod_{p:|p| \leq m} (1 + z\hat{h}^2 \omega(p)).$$

By the remainder formula, for fixed $R > 1$, we have

$$\left| \phi(1) - \sum_{n=0}^{k} \frac{1}{n!} \phi^{(n)}(0) \right| \leq \frac{1}{(R - 1)R^k} \sup_{|z|=R} |\phi(z)|, \tag{45}$$

$$\left| \psi(1) - \sum_{n=0}^{k} \frac{1}{n!} \psi^{(n)}(0) \right| \leq \frac{1}{(R - 1)R^k} \sup_{|z|=R} |\psi(z)|. \tag{46}$$

For $\sup_{|z|=R} |\phi(z)|$, we bound it as follows,

$$\sup_{|z|=R} |\phi(z)|^2 = \sup_{|z|=R} \prod_{|z|=R} (1 + z\omega(\gamma))(1 + \hat{z}\omega(\gamma))$$
\[
\sup_{|z|=R} \prod_{\gamma} (1 + 2\Re(z)\omega(\gamma) + R^2 \omega(\gamma)^2) = \exp(2R|\sum \omega(\gamma)| + R^2 \sum \omega(\gamma)^2).
\]

Since, we prove in Sect. 5 that \(\sum_{|\gamma| \leq m} \omega(\gamma)\) converges in distribution, hence tight and similarly, \(\sum_{|\gamma| \leq m} \omega(\gamma)^2\) is tight, we get that, when \(k_N \to \infty\), we have
\[
\prod_{\gamma: |\gamma| \leq m} (1 + \omega(\gamma)) - \sum_{n=0}^{k_N} \sum_{\substack{\gamma_1, \gamma_2, \ldots, \gamma_n \\ \gamma_i \neq \gamma_j, |\gamma_i| \leq m}} \prod_{i=1}^{n} \omega(\gamma_i) \to 0 \text{ in distribution as } N \to \infty. \quad (47)
\]

Similarly, one can prove the convergence for the path cluster,
\[
\prod_{p: |p| \leq m} (1 + \hat{h}^2 \omega(p)) - \sum_{n=0}^{k_N} \sum_{\substack{p_1, p_2, \ldots, p_n \\ p_i \neq p_j, |p_i| \leq m}} \hat{h}^{2n} \prod_{i=1}^{n} \omega(p_i) \to 0 \text{ in distribution as } N \to \infty. \quad (48)
\]

Combining the above arguments, the convergence of (44) to zero is immediate.

The errors in (43) has two sources, one of which is from the large graphs \(|\Gamma| \geq m\). It was shown in Lemma 4.1 that this error decays exponentially. The other error is from the multigraphs contribution induced by loop and path clusters. In particular, we need to prove that the following term is small,
\[
\sum_{|\Gamma'| \leq m} C(\Gamma') \omega(\Gamma') \text{, where } \Gamma' \text{ is a graph with multiple edges.} \quad (49)
\]

The combinatorial factor
\[
C(\Gamma') := \sum_{\substack{\gamma_1 \neq \ldots \neq \gamma_l, |\gamma_i| \leq m \\ p_1 \neq \ldots \neq p_l', |p_i| \leq m}} \hat{h}^{2l'}.
\]

Recall that
\[
\omega(\Gamma') = \prod_{e \in \Gamma'} \tanh(\beta J_e / \sqrt{N}) \approx N^{-|\Gamma'|/2},
\]

where \(|\Gamma'|\) is the number of edges in \(\Gamma'\) counting multiplicities, the extra factor 1/2 is because a single bond gives 0 contributions. The argument for controlling the combinatorial factor \(C(\Gamma')\) is nearly the same as the proof of [2, Lemma 3.1]. The only difference is that now we have path clusters, the number of ways to choose a path of length \(\ell\) is proportional to \(N^{\ell+1}\), while for a loop of length \(\ell\), there are \(N^{\ell}\) ways. The extra \(N\) factor will be killed by the weak external field \(h^4\). Therefore,
\[
\sum_{|\Gamma'| \leq m} C(\Gamma') \omega(\Gamma') \lesssim \frac{1}{N}.
\]

This completes the proof. \(\square\)
5. Multivariate CLT using Stein’s Method

With the approximation of \( \hat{Z}_N \) by clusters of loops and paths in Sect. 4, we now apply Stein’s method to prove the multivariate central limit theorem for the log-partition function. Before we state the main theorem, let us define the following set of random variables. We define

\[
\omega_{ij} := \tanh(\beta J_{ij} / \sqrt{N})
\]

which are i.i.d. with mean 0, variance

\[
\zeta_N^2 := E \tanh(\beta J_{12} / \sqrt{N})^2 \approx \beta^2 / N
\]

and the sixth moment bounded by

\[
E |\omega_{12}|^6 \leq \beta^6 E J_{12}^6 / N^3.
\]

As we remark before \((4 + \varepsilon)\)-th moment bound, for some \(\varepsilon > 0\), suffices here for the CLT to hold.

We define the following collections of random variables arising from the decomposition of \( Z_N \) in Sect. 4.

- **Independent Sum**: We define
  
  \[
  Q_N := \sum_e (\omega_e^2 - \zeta_N^2),
  \]

  which is the dominating term \((41)\) in \( \hat{Z}_N \).

- **Loop Cluster**: For \( \ell \geq 3 \), we define
  
  \[
  L_{N}^{\ell} := \sum_{|\gamma| = \ell} \prod_{e \in \gamma} \omega(e) = \sum_{|\gamma| = \ell} \omega(\gamma)
  \]

  as the sum of weights for all loops of length \( \ell \) in the complete graph \( K_N \).

- **Path Cluster**: For \( \ell \geq 1 \), we define
  
  \[
  P_{N}^{\ell} := \hat{h}^2 \sum_{|p| = \ell} \prod_{e \in p} \omega(e) = \hat{h}^2 \sum_{|p| = \ell} \omega(p)
  \]

  as the sum of weights for all paths of length \( \ell \) in the complete graph \( K_N \).

It is easy to see that \( E Q_N = E L_{N}^{\ell} = E P_{N}^{\ell} = 0 \) for all \( \ell, \ell' \). Define

\[
N_2 := \binom{N}{2}.
\]

We have

\[
\text{Var}(Q_N) = N_2 \text{Var}(\omega_{12}^2) \rightarrow \frac{\beta^4}{2} \text{Var}(J_{12}^2),
\]

\[
\text{Var}(L_{N}^{\ell}) = \frac{(N)_{\ell}}{2\ell} \cdot \zeta_N^{2\ell} \rightarrow \frac{\beta^{2\ell}}{2\ell},
\]

\[
\text{and Var}(P_{N}^{\ell}) = \hat{h}^4 \cdot \frac{1}{2} (N)_{\ell'} \cdot \zeta_N^{2\ell} \rightarrow \rho^4 \cdot \frac{\beta^{2\ell'}}{2}
\]

as \( N \rightarrow \infty \). Moreover, these random variables are uncorrelated by the symmetry of \( \omega_{ij} \).

We will use multivariate Stein’s method in Theorem 5.1 to prove that the random vector formed by finitely many of the above random variables indeed has an asymptotic normal limit. Let us now state our theorem.
Theorem 5.1. Let $W := (L_N^\ell, 3 \leq \ell \leq m; P_N^{\ell'}, 1 \leq \ell' \leq m; Q_N)$ be the $(2m - 1)$-dimensional random vector with mean 0 and covariance matrix $\Sigma$ defined above. For any three times differentiable function $f$, we have

$$\left| \mathbb{E} f(W) - \mathbb{E} f(\Sigma^{1/2} Z) \right| \leq C \left( |f|_2 N^{-1/2} + |f|_3 N^{-1} \right),$$

where $C$ is some constant depending only on $m, \beta$ and the distribution of $J_{12}$.

We apply the multivariate Stein’s method in Theorem 1.9 to prove Theorem 5.1. We first construct an exchangeable pair $(W, \tilde{W})$, where $\tilde{W}$ is obtained by selecting an edge $(I, J), I < J$ uniformly at random from $\mathcal{E}_N$, and then replacing $\omega_{IJ}$ by an i.i.d. copy $\omega'$. Denote $\tilde{W}$ be $W$ w.r.t. this new disorder. We will use $\tilde{Q}_N, \tilde{L}_N^\ell, \tilde{P}_N^{\ell'}$ to denote the corresponding random variables w.r.t. the new disorder.

We also define,

$$\Delta Q_N := \tilde{Q}_N - Q_N, \Delta L_N^\ell := \tilde{L}_N^\ell - L_N^\ell, \Delta P_N^{\ell'} := \tilde{P}_N^{\ell'} - P_N^{\ell'}.$$ 

Next we verify the assumptions in Theorem 1.9. Starting at the loop cluster, we define

$$\mathcal{P}_\gamma^\ell (i, j)$$

as the collection of all simple paths starting at $i$ and ending at $j$, not using the edge $(i, j)$ and with total length $\ell$.

5.1. Loop cluster analysis. Fix $\ell \geq 3$. For the loop clusters, we check the linearity condition first:

$$\mathbb{E}(\Delta L_N^\ell | W) = \mathbb{E}((\omega' - \omega_{IJ}) \sum_{p \in \mathcal{P}_\gamma^{\ell-1}(I, J)} \omega(p) | W)$$

$$= -\frac{1}{N_2} \sum_{i < j} \omega_{ij} \sum_{p \in \mathcal{P}_\gamma^{\ell-1}(i, j)} \omega(p) = -\frac{\ell}{N_2} L_N^\ell.$$

Comparing with the linearity condition in (9), it indicates that

$$\lambda_\gamma^\ell = \ell/N_2.$$

Notice that $\mathbb{E}(\Delta L_N^\ell)^2 = 2\lambda_\gamma^\ell \text{Var}(L_N^\ell)$. Now we bound the variance of the conditional second moments of the change. The proof is given in Sect. 6.1.1.

Lemma 5.2. We have

$$\frac{1}{\lambda_\gamma^\ell} \sqrt{\text{Var} \mathbb{E}((\Delta L_N^\ell)^2 | W)} \ll N^{-1/2}.$$

Now we bound the third moment of the absolute change $|\Delta L_N^\ell|$.

Lemma 5.3. We have

$$\frac{1}{\lambda_\gamma^\ell} \mathbb{E} \left| \Delta L_N^\ell \right|^3 \ll N^{-1}.$$
Proof. Recall that \( \Delta L^\ell_N = (\omega' - \omega_{IJ}) \sum_{p \in \mathcal{P}_{\gamma}^{\ell-1}(I,J)} \omega(p) \). Recall, the definition of \( \mathcal{P}_{\gamma}(i, j) \) from (50). We get

\[
\mathbb{E} \left| \frac{\Delta L_N}{\Delta} \right|^3 = \mathbb{E} \left| \frac{\omega' - \omega_{12}}{3} \right| \sum_{p \in \mathcal{P}_{\gamma}^{\ell-1}(1,2)} \omega(p)
\]

\[
= \mathbb{E} \left| \omega' - \omega_{12} \right|^3 \cdot \mathbb{E} \left( \left| \sum_{p \in \mathcal{P}_{\gamma}^{\ell-1}(1,2)} \omega(p) \right|^3 \right)
\]

\[
\leq 8 \mathbb{E} |\omega|^3 \cdot \left( \mathbb{E} \left| \sum_{p \in \mathcal{P}_{\gamma}^{\ell-1}(1,2)} \omega(p) \right|^4 \right)^{3/4}
\]

\[
\sim N^{-3/2} \cdot (N^{2\ell-4} \cdot N^{-2\ell+2})^{3/4} = O(N^{-3})
\]

where the second inequality is by Hölder’s inequality. The quantitative control of the sum over \( \mathcal{P}_{\gamma}^{\ell-1}(1,2) \) is based on similar ideas in Lemma 6.1. Note that, here we used the independence of \( \omega_{12} \) and \( \sum_{p \in \mathcal{P}_{\gamma}^{\ell-1}(1,2)} \omega(p) \).

5.2. Path cluster analysis. The analysis of the path cluster is quite similar to the loop clusters. For clarity, we will just state the corresponding results about variance and the third absolute moment below. Proof details are given in Sect. 6. Recall that, the path objects have the form \( \mathcal{P}_{\gamma}^\ell N := \hat{h}^2 \sum_{|p| = \ell'} \omega(p) \) with \( \ell' \geq 1 \). We denote the difference between the exchangeable pairs as \( \Delta P^\ell_N = \tilde{P}^\ell_N - P^\ell_N \). We use \( \mathcal{P}_{\gamma}^{\ell-1}(i, j) \) to denote the collection of simple paths (may not be connected) of length \( \ell' - 1 \), where each of them is formed by removing the edge \((i, j)\) from a connected simple path of length \( \ell' \). The linearity condition can be verified similarly in this case,

\[
\mathbb{E}(\Delta P^\ell_N \mid W) = \hat{h}^2 \mathbb{E}((\omega' - \omega_{IJ}) \sum_{p' \in \mathcal{P}_{\gamma}^{\ell-1}(I,J)} \omega(p') \mid W)
\]

\[
= -\frac{\hat{h}^2}{N_2} \sum_{i < j} \mathbb{E}(\omega_{ij}) \sum_{p' \in \mathcal{P}_{\gamma}^{\ell-1}(i, j)} \omega(p')\mid W = -\frac{\ell'}{N_2} P^\ell_N.
\]

The \( \ell' \) is due to different choices of edges from the path of length \( \ell' \), as in the loop case, we have \( \lambda^\ell_p = \frac{\ell'}{N_2} \) in the linearity condition (9).

For the conditional second moment \( \mathbb{E}((\Delta P^\ell_N)^2 \mid W) \), the following lemma gives the variance bound.

Lemma 5.4. We have

\[
\frac{1}{\lambda_p^{\ell'}} \sqrt{\mathbb{Var} \mathbb{E}((\Delta P^\ell_N)^2 \mid W)} \lesssim N^{-1/2}.
\]

The proof of this part is similar to the proof of Lemma 6.1 for the loop cluster. The details of the combinatorial analysis are different, but it turns out that this difference is killed by the weak external field. The next lemma gives the bound for the absolute third moment for the path clusters.
Lemma 5.5. We have
\[ \frac{1}{\lambda_{P_{\ell}}} \mathbb{E} \left| \Delta P_{N_{\ell}} \right|^3 \lesssim N^{-1}. \]

5.3. Independent sum analysis. For the case of independent sum,
\[ Q_N = \sum_{i < j} (\omega_{ij}^2 - \zeta_N^2) \]
is fairly easy to analyze using Stein’s method. For completeness, we quickly check conditions without providing too many details. We temporarily denote \( x_{ij} := \omega_{ij}^2 - \zeta_N^2 \).

Recall that, \( \Delta Q_N = x' - x_{IJ} \). First, the linearity condition is clear as
\[ \mathbb{E}(\Delta Q_N | W) = -\frac{1}{N^2} \sum_{i < j} x_{ij} = -\frac{1}{N^2} Q_N. \]

Here, \( \lambda = \frac{1}{N^2} \). The variance bound is given in the following lemma.

Lemma 5.6. We have
\[ \frac{1}{\lambda} \sqrt{\text{Var} \mathbb{E}((\Delta Q_N)^2 | W)} \lesssim N^{-1} \]
and
\[ \frac{1}{\lambda} \mathbb{E} |\Delta Q_N|^3 \lesssim N^{-1}. \] (51)

Proof. Note that,
\[ \mathbb{E}((\Delta Q_N)^2 | W) = \mathbb{E}x_{12}^2 + \frac{1}{N^2} \sum_{i < j} x_{ij}^2. \]

Taking the variance, we get
\[ \text{Var} \mathbb{E}((\Delta Q_N)^2 | W) = \frac{1}{N^2} \text{Var}(x_{12}^2) \approx N^{-2-4} = N^{-6}. \]

Similarly, we bound the third moment,
\[ \mathbb{E} |\Delta Q_N|^3 = \frac{1}{N^2} \sum_{i < j} \mathbb{E} |x' - x_{ij}|^3 \leq \frac{8}{N^2} \sum_{i < j} \mathbb{E} |x_{ij}|^3 \lesssim N^{-3}. \]

The result stated in (51) now follows easily. \( \Box \)

5.4. Mixed products. This subsection analyzes the mixed product terms between loops, paths, and the independent sum. For clarity, we will state the results first and delay most of the proof details in Sect. 6.

The first lemma is about the covariance bound.

Lemma 5.7. For any \( \ell \geq 3 \), \( \ell' \geq 1 \), we have
\[ \frac{1}{\lambda} \text{Var} \mathbb{E}(\Delta P_{N_{\ell}} \Delta L_{N_{\ell'}} | W) \lesssim N^{-1}, \]
\[ \frac{1}{\lambda} \text{Var} \mathbb{E}(\Delta P_{N_{\ell}} \Delta Q_N | W) \lesssim N^{-1}, \]
and
\[ \frac{1}{\lambda} \text{Var} \mathbb{E}(\Delta L_{N_{\ell'}} \Delta Q_N | W) \lesssim N^{-1}. \]
The following lemma gives the mixed third-moment control.

**Lemma 5.8.** For $k_1, k_2, k_3 \in \{0, 1, 2\}$ such that $k_1 + k_2 + k_3 = 3$, we have

\[
\frac{1}{\lambda} \mathbb{E} \left| (\Delta L_N^\ell)^{k_1} (\Delta P_N^{\ell'})^{k_2} (\Delta Q_N)^{k_3} \right| \leq CN^{-1},
\]

where $\ell \geq 3$ and $\ell' \geq 1$ are fixed.

Collecting all the above estimates, we now apply Theorem 1.9 to prove Theorem 5.1.

**Proof of Theorem 5.1.** By all the variance and covariance bound, we can estimate the constant $A$, where all $\lambda$’s are of order $N^2$. The dominant variance terms are due to the variance of loop and path clusters, which are of order $N^{-1/2}$, thus

\[
A \leq \sum_{\ell=3}^{m} \sum_{\ell'=1}^{m} N_2 \sqrt{\text{Var} \mathbb{E}(\Delta P_N^{\ell'} L_N^\ell | W)} + \sum_{\ell'=1}^{m} N_2 \left( \sqrt{\text{Var} \mathbb{E}(\Delta P_N^{\ell'} \Delta Q_N | W)} + \sqrt{\text{Var} \mathbb{E}(\Delta L_N^\ell \Delta Q_N | W)} \right) + \sum_{\ell=3}^{m} N_2 \left( \sqrt{\text{Var} \mathbb{E}(\Delta L_N^\ell | W)} + \sqrt{\text{Var} \mathbb{E}(\Delta L_N^\ell \Delta Q_N | W)} \right) \lesssim N^{-1/2}.
\]

Similarly, by collecting all the third-moment estimates, the constant $B$ can be bounded as follows,

\[
B \leq (1 + m)^3 \cdot \max(\mathbb{E} |(\Delta L_N^\ell)|^3, \mathbb{E} |(\Delta P_N^{\ell'})|^3, \mathbb{E} |(\Delta Q_N)|^3) \leq C_{m, \beta} N^{-1/4}
\]

where $C_{m, \beta}$ is some constant depending on $m$ and $\beta$. By applying Theorem 1.9, we have for any thrice differentiable function $f$,

\[
\left| \mathbb{E} f(W) - \mathbb{E} f(\Sigma^{1/2} Z) \right| \leq C_{m, \beta} \frac{|f|_2}{\sqrt{N}} + C_{m, \beta} \frac{|f|_3}{N^{1/4}}.
\]

This completes the proof. \hfill \Box

6. **Computations for Stein’s Method**

This Section is devoted to the proof details from Sect. 5, where multivariate Stein’s method is applied to establish the normal approximation for the free energy.

6.1. **Proofs for loop clusters**.
6.1.1. Proof of Lemma 5.2  

First, we observe that

\[ \begin{align*}
\mathbb{E}(\Delta L_N^\ell)^2 \mid W) &= \mathbb{E}(\omega' - \omega_{iJ})^2 \cdot \left( \sum_p \omega(p) \right)^2 \mid W) - \frac{(N)^{\ell} \xi_N^{2\ell}}{N^2} \\
&= \frac{1}{N^2} \mathbb{E} \left( \sum_{i < j} (\xi_N^2 + \omega_{ij}^2) \cdot \left( \sum_p \omega(p) \right)^2 \mid W) - \frac{(N)^{\ell} \xi_N^{2\ell}}{N^2} \\
&= \frac{1}{N^2} \mathbb{E}(A_{\gamma}^\ell + 2B_{\gamma}^\ell + C_{\gamma}^\ell + 2D_{\gamma}^\ell \mid W),
\end{align*} \]

where the sum \( \Sigma' \) is over all paths in \( \mathcal{P}_{\ell-1}(i, j) \) and

\[ \begin{align*}
A_{\gamma}^\ell := & \sum_{i < j} (\omega_{ij}^2 - \xi_N^2) \sum_p \omega(p)^2, \\
B_{\gamma}^\ell := & \xi_N^2 \sum_{i < j} \sum_p (\omega(p)^2 - \xi_N^{2(\ell-1)}), \\
C_{\gamma}^\ell := & \sum_{i < j} (\omega_{ij}^2 - \xi_N^2) \sum_{p_1 \neq p_2} \omega(p_1)\omega(p_2), \text{ and } D_{\gamma}^\ell := \xi_N^2 \sum_{i < j} \sum_{p_1 \neq p_2} \omega(p_1)\omega(p_2).
\end{align*} \]

Here the first equality is by applying the conditional expectation, averaging over the choice of \((I, J)\), using the independence property of \(\omega_{ij}\) and \(\omega'\). The second equality is to break the second moments part into several different cases. Now we prove that all the terms above are on a smaller scale.

**Lemma 6.1.** We have

\[ \|A_{\gamma}^\ell\|_2^2 + \|B_{\gamma}^\ell\|_2^2 + \|C_{\gamma}^\ell\|_2^2 \lesssim N^{-2}, \text{ and } \|D_{\gamma}^\ell\|_2^2 \lesssim N^{-1}. \]

Using Lemma 6.1, we get

\[ \sqrt{\text{Var} \mathbb{E}(\Delta L_N^\ell)^2 \mid W) = \mathbb{E}(\Delta L_N^\ell)^2 \mid W) - \mathbb{E}(\Delta L_N^\ell)^2 \mid W) ^2 \lesssim N^{-2}(\|A_{\gamma}^\ell\|_2^2 + \|B_{\gamma}^\ell\|_2^2 + \|C_{\gamma}^\ell\|_2^2 + \|D_{\gamma}^\ell\|_2^2) \lesssim N^{-5/2}. \]

Recall that, \( \lambda_{\gamma}^\ell = \frac{\ell}{N^2} = O(N^{-2}) \), the announced results follows. Now, we provide the proof of Lemma 6.1.

**Proof of Lemma 6.1.** Let \( \xi_{ij} := \omega_{ij}^2 - \xi_N^2 \). It is clear that \( \mathbb{E} \xi_{ij} = 0 \). For \( A_{\gamma}^\ell \), we have

\[ \|A_{\gamma}^\ell\|_2^2 = \mathbb{E} \sum_{i_1 < j_1, i_2 < j_2} \xi_{i_1 j_1} \xi_{i_2 j_2} \sum_{p_1, p_2} \omega(p_1)^2 \omega(p_2)^2 \]

where \( p_t \in \mathcal{P}_{\ell-1}(i_t, j_t), t = 1, 2 \). By the fact that \( \mathbb{E} \xi_{ij} = 0 \), the contributions to the right-hand side sum can be divided into the following two cases.

- **Case 1:** \( e_1 \neq e_2 \), but the edge \( e_1 := (i_1, j_1) \) must also appear in the path \( p_2 \), and similarly edge \( e_1 := (i_2, j_2) \) must also appear in the path \( p_1 \).
- **Case 2:** Edge \( e_1 := (i_1, j_1) \) is the same as edge \( e_2 := (i_2, j_2) \).
For Case 1, the contribution is

\[ E \sum_{i_1 < j_1, \quad i_2 < j_2} \xi_{i_1 j_1} \omega_{i_1 j_1}^2 \xi_{i_2 j_2} \omega_{i_2 j_2} \sum_{\{p'_1 \cup e_2\} \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i_1, j_1), \quad \{p'_2 \cup e_1\} \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i_2, j_2)} \omega(p'_1)^2 \omega(p'_2)^2. \]

There is a further subtle difference, \( e_1 \) and \( e_2 \) can share at most 1 vertex under the assumption \( e_1 \neq e_2 \). If \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 1 \), then the total number of loops is of the order \( N^3 \cdot N^{2(\ell-3)} \), and each loop has contribution \( N^{-2\ell} \), thus the total contribution for this subcase is \( N^{-3} \). While for the other subcase \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 0 \), i.e., the 4 vertices \( i_1, i_2, j_1, j_2 \) are all different. The number of ways to form the loops is of the order \( N^4 \cdot N^{2(\ell-4)} \); each loop has contribution \( N^{-2\ell} \), the total contribution is \( N^{-4} \). We implicitly used the property that \( e^2_N = E \omega_{ij}^2 \approx N^{-1} \).

Now we analyze Case 2, where \( e_1 = e_2 \). The contribution is given by

\[ E \sum_{i < j} \xi_{ij}^2 \sum_{p_1, p_2 \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i, j)} \omega(p_1)^2 \omega(p_2)^2 \approx N^2 \cdot N^{2(\ell-2)} \cdot N^{-2\ell} = N^{-2}. \]

In a similar fashion, we prove the \( L^2 \) bound for \( C^\ell_y, D^\ell_y \). First for \( C^\ell_y \),

\[
\left\| C^\ell_y \right\|_2^2 = E \sum_{i_1 < j_1, \quad i_2 < j_2} \xi_{i_1 j_1} \xi_{i_2 j_2} \sum_{p_1 \neq p_2 \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i_1, j_1), \quad s=1}^{4} \prod_{p_3 \neq p_4 \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i_2, j_2)} \omega(p_s).
\]

The right-hand side can be divided into 2 cases as before. For the case where \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 0 \), due to the fact that \( E \xi_{ij} = 0 \), the edge \( e_1 \) must appear in the paths \( p_3, p_4 \), and edge \( e_2 \) must appear in the paths \( p_1, p_2 \). For the fixed \( N^4 \) different choices of \( i_1, j_1, i_2, j_2 \), one has total \( N^4 \cdot N^{2(\ell-2)} \) different paths in the second sum, but the edges in those paths must appear at least twice. This leads to the total combinatorial factor being bounded by \( N^4 \cdot N^{2(\ell-2)} \), and then the total contribution is of the order \( N^{\ell-4} \). For the subcase \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 1 \), the total contribution is of the order \( N^3 \cdot N^{2\ell-6} \cdot N^{-2\ell} = N^{-3} \).

When \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 2 \), i.e., \( e_1 = e_2 \), using similar analysis based on observations that each edge except \( (i, j) \) appear at least twice in the second sum and \( p_1 \neq p_2, p_3 \neq p_4 \).

\[ E \sum_{i < j} \xi_{ij}^2 \sum_{p_1 \neq p_2 \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i, j), \quad s=1}^{4} \prod_{p_3 \neq p_4 \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i, j)} \omega(p_s) \lesssim N^2 \cdot N^{2\ell-4} \cdot N^{-2\ell} = N^{-2}. \]

For \( D^\ell_y \), we have

\[
\left\| D^\ell_y \right\|_2^2 = \xi_{ij}^2 \sum_{i_1 < j_1, \quad i_2 < j_2}^{4} \prod_{p_1 \neq p_2 \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i_1, j_1), \quad s=1}^{4} \prod_{p_3 \neq p_4 \in \mathcal{P}_{\mathcal{G}_i}^{(N-1)}(i_2, j_2)} \omega(p_s).
\]

Comparing to the bound for \( C^\ell_y \), the difference is that the assumption \( e_1 \in p_3, p_4 \) and \( e_2 \in p_1, p_2 \) are no longer needed. For \( |\{i_1, j_1\} \cap \{i_2, j_2\}| \geq 1 \), using similar ideas as
before, one can still get an upper bound of the total contribution as $N^3 \cdot N^{2\ell - 5} \cdot N^{-2\ell} = N^{-2}$. However for $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 0$, the analysis becomes more delicate. Since $p_1 \neq p_2 \in \mathcal{P}^{\ell-1}(i_1, j_1)$, and $p_3 \neq p_4 \in \mathcal{P}^{\ell-1}(i_2, j_2)$, there exist at least one vertex $i_*$ where the edge $e_* := (i_*, j_*) \in p_1$ is different from the edge $e_{□} := (i_*, j_{□}) \in p_2$. Thus the edges $e_*, e_{□}$ must also appear in the path $p_3, p_4$, which decrease the number of freedom to choose vertices in path $p_3, p_4$ by 1. Therefore, the total number of ways in the sum will be at most $N^4 \cdot N^{\ell - 2} \cdot N^{\ell - 2}$, then the overall contribution will be at most $N^{-1}$ in this case.

Finally, we deal with $B^\ell_{\gamma}$,

$$\|B^\ell_{\gamma}\|_2^2 = \xi_N^4 \mathbb{E} \sum_{i_1 < j_1, \atop i_2 < j_2} \sum_{p_1 \in \mathcal{P}^{\ell-1}(i_1, j_1), \atop p_2 \in \mathcal{P}^{\ell-1}(i_2, j_2)} (\omega(p_1))^2 - \xi_N^{2(\ell-1)}(\omega(p_2))^2 - \xi_N^{2(\ell-1)}).$$

For the summand, we have

$$\xi_N^4 \mathbb{E}\left((\omega(p_1))^2 - \xi_N^{2(\ell-1)}(\omega(p_2))^2 - \xi_N^{2(\ell-1)}\right) = \xi_N^4 (\mathbb{E} \omega(p_1)^2 \omega(p_2)^2 - \xi_N^{4(\ell-1)}) \leq C_{\beta, \alpha} N^{-2} \cdot N^{-2(\ell-1)},$$

using the independence property and sixth-moment assumption. Number of pairs of paths with non-empty intersection in the sum for $\|B^\ell_{\gamma}\|_2^2$ is bounded by $N^{2\ell - 2}$. This completes the proof. \(\square\)

### 6.2. Proofs for path clusters.

We first prove the variance bound for the path clusters in Lemma 5.4.

#### 6.2.1. Proof of Lemma 5.4

Notice that

$$\mathbb{E}((\Delta P^\ell_N)^2) = \hat{h}^4 \mathbb{E} (\omega' - \omega_{ij})^2 \left( \sum_{p' \in \mathcal{P}^{\ell-1}(i, j)} \omega(p') \right)^2 = \frac{\hat{h}^4}{N^2} \sum_{i < j} \xi_N^{2(\ell-1)}.$$

Then the centered conditional second moment can be split into several terms as follows,

$$\mathbb{E}((\Delta P^\ell_N)^2 \mid W) - \mathbb{E}((\Delta P^\ell_N)^2)$$

$$= \mathbb{E}\left((\omega'_{ij} - \omega_{ij})^2 \left( \sum_{p' \in \mathcal{P}^{\ell-1}(i, j)} \omega(p') \right)^2 \mid W\right) - \mathbb{E}((\Delta P^\ell_N)^2)$$

$$= \frac{\hat{h}^4}{N^2} \sum_{i < j} \mathbb{E}\left(\xi_N^2 + \omega_{ij}^2 \left( \sum_{p' \in \mathcal{P}^{\ell-1}(i, j)} \omega(p') \right)^2 \mid W\right) - \mathbb{E}((\Delta P^\ell_N)^2)$$

$$:= \frac{1}{N^2} \mathbb{E}(A^\ell_p + 2B^\ell_p + C^\ell_p + 2D^\ell_p \mid W),$$
where
\[ A'_p := \sum_{i<j} \hat{h}^4 (\omega_{ij}^2 - \xi_N^2) \sum_{p' \in \mathcal{F}_p^{\ell'}(i,j)} \omega(p')^2, \]
\[ B'_p := \xi_N^2 \hat{h}^4 \sum_{i<j} \sum_{p' \in \mathcal{F}_p^{\ell'}(i,j)} \omega(p')^2 - \xi_N^2(\ell'-1), \]
\[ C'_p := \sum_{i<j} \hat{h}^4 (\omega_{ij}^2 - \xi_N^2) \sum_{p'_1 \neq p'_2 \in \mathcal{F}_p^{\ell'}(i,j)} \omega(p'_1)\omega(p'_2), \]
and \[ D'_p := \xi_N^2 \hat{h}^4 \sum_{i<j} \sum_{p'_1 \neq p'_2 \in \mathcal{F}_p^{\ell'}(i,j)} \omega(p'_1)\omega(p'_2). \]

**Lemma 6.2.** We have
\[ \|A'_p\|^2_2 + \|B'_p\|^2_2 + \|C'_p\|^2_2 \lesssim N^{-2} \text{ and } \|D'_p\|^2_2 \lesssim N^{-1}. \]

Now we use Lemma 6.2 to prove the variance bound in Lemma 5.4. Using the lemma of second-moment bounds, one can get
\[ \text{Var} \left( \mathbb{E}(\Delta P_N^{\ell'} | W) \right) = \left\| \mathbb{E}(\Delta P_N^{\ell'} | W) - \mathbb{E}(\Delta P_N^{\ell'}) \right\|_2^2 \lesssim N^{-5} \]
Recall that \( \lambda_p = \frac{\ell'}{N^2} = O(N^{-2}) \), it is clear that
\[ \frac{1}{\lambda_p} \sqrt{\text{Var} \left( \mathbb{E}(\Delta P_N^{\ell'} | W) \right)} \lesssim N^{-1/2}. \]
Thus, we are left with proving Lemma 6.2.

**Proof of Lemma 6.2.** Recall that \( \xi_{ij} := \omega_{ij}^2 - \xi_N^2 \). For \( A'_p \), we have
\[ \|A'_p\|^2_2 = \hat{h}^8 \mathbb{E} \sum_{i_1 < j_1, i_2 < j_2} \xi_{i_1, j_1} \xi_{i_2, j_2} \sum_{p'_1 \in \mathcal{F}_p^{\ell'-1}(i_1, j_1), \ p'_2 \in \mathcal{F}_p^{\ell'-1}(i_2, j_2)} \omega(p'_1)\omega(p'_2)^2. \]

The analysis is similar to in Lemma 6.1, but now there are in total \( N^{\ell'+1} \) different ways to form a path of length \( \ell' \). Basically, for all the sub-cases analyzed in Lemma 6.1, the combinatorial factor now will have higher power by 2.

- For the case \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 0 \), the contribution is \( \hat{h}^8 \cdot N^4 \cdot N^{2(\ell'-3)} \cdot N^{-2\ell'} \approx N^{-4} \).
- For the case \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 1 \), the contribution is \( \hat{h}^8 \cdot N^3 \cdot N^{2(\ell'-2)} \cdot N^{-2\ell'} \approx N^{-3} \).
- For the case \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 2 \), the contribution is \( \hat{h}^8 \cdot N^2 \cdot N^{2(\ell'-1)} \cdot N^{-2\ell'} \approx N^{-2} \).
Similarly, for $C_p^{\ell'}$, we have
\[
\left\| C_p^{\ell'} \right\|_2^2 = \mathbb{E} \hat{h}^8 \sum_{i_1 < j_1, i_2 < j_2} \xi_{i_1, j_1} \xi_{i_2, j_2} \sum_{p_1' \neq p_2' \in \mathcal{P}_p^{\ell'-1}(i, j_1), p_3' \neq p_4' \in \mathcal{P}_p^{\ell'-1}(i_2, j_2)} \prod_{s=1}^{4} \omega(p'_s).
\]

- For the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 0$, the contribution is upper bounded by $\hat{h}^8 \cdot N^4 \cdot N^{2(\ell'-3)} \cdot N^{-2\ell'} \approx N^{-4}$.
- For the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 1$, the contribution is upper bounded by $\hat{h}^8 \cdot N^3 \cdot N^{2(\ell'-2)} \cdot N^{-2\ell'} \approx N^{-3}$.
- For the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 2$, the contribution is upper bounded by $\hat{h}^8 \cdot N^2 \cdot N^{2(\ell'-1)} \cdot N^{-2\ell'} \approx N^{-2}$.

The term $D_p^{\ell'}$ is more delicate in a similar fashion to $D_y$.
\[
\left\| D_p^{\ell'} \right\|_2^2 = \mathbb{E} \xi^4 \hat{h}^8 \sum_{i_1 < j_1, i_2 < j_2} \sum_{p_1' \neq p_2' \in \mathcal{P}_p^{\ell'-1}(i, j_1), p_3' \neq p_4' \in \mathcal{P}_p^{\ell'-1}(i_2, j_2)} \prod_{s=1}^{4} \omega(p'_s).
\]

For the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 0$, we have to use the fact $p_1' \neq p_2', p_3' \neq p_4'$. Again, due to the triangular structures, there must be at least one vertex, where the path $p_1'$ and $p_2'$ branch. To get nonzero contribution, that vertex must also be used in paths $p_3', p_4'$. This decrease the number of freedom to choose the paths $p_3', p_4'$. The other cases $|\{i_1, j_1\} \cap \{i_2, j_2\}| \geq 1$ can be easily controlled as before. Thus

- For the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 0$, the contribution is upper bounded by $\hat{h}^8 \cdot N^4 \cdot N^{2(\ell'-3)} \cdot N^{-2\ell'} \approx N^{-1}$.
- For the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 1$, the contribution is upper bounded by $\hat{h}^8 \cdot N^3 \cdot N^{2(\ell'-2)} \cdot N^{-2\ell'} \approx N^{-2}$.
- For the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 2$, the contribution is upper bounded by $\hat{h}^8 \cdot N^2 \cdot N^{2(\ell'-1)} \cdot N^{-2\ell'} \approx N^{-2}$.

For $B_p^{\ell'}$, the proof is almost the same as in Lemma 6.1 by using the independence property and fourth-moment assumption. \(\square\)

Now we prove the absolute third moment in Lemma 5.5.

6.2.2. Proof of Lemma 5.5 Recall that, $\Delta P_N^{\ell} = \hat{h}^2 (\omega' - \omega) \sum_{p' \in \mathcal{P}_p^{\ell'-1}(i, j)} \omega(p')$. By Hölder’s inequality, we have
\[
\mathbb{E} \left| \Delta P_N^{\ell} \right|^3 \leq 8 \hat{h}^6 \mathbb{E} |\omega|^3 \left( \mathbb{E} \left| \sum_{p' \in \mathcal{P}_p^{\ell'-1}(1, 2)} \omega(p') \right|^4 \right)^{3/4} \approx N^{-3/2-3/2} \cdot (N^{2\ell-2} \cdot N^{-2\ell+2})^{3/4} = N^{-3}.
\]

The quantitative control of the sum over $\mathcal{P}_p^{\ell'-1}(i, j)$ is based on similar ideas in Lemma 6.2.
6.3. Proofs for mixed products. In this part, we include the proof details for Lemma 5.7 and Lemma 5.8.

6.3.1. Proof of Lemma 5.7 First, for the covariance bound between loops and paths, we start splitting the conditional second moment as

\[
\mathbb{E}(\Delta L_N^\ell \Delta P_N^{\ell'} | W) = \mathbb{E}\left( (\omega - \omega_1)^2 \hat{\mathcal{h}}^2 \sum_{p \in \mathcal{P}_N^{\ell-1}(1,J)} \sum_{p' \in \mathcal{P}_N^{\ell'-1}(1,J)} \omega(p)\omega(p') \mid W \right)
\]

\[
= \frac{1}{N^2} \mathbb{E}\left( \sum_{i < j} \hat{\mathcal{h}}^2 (\xi_N^2 + \omega_{ij}^2) \sum_{p \in \mathcal{P}_N^{\ell-1}(i,j)} \sum_{p' \in \mathcal{P}_N^{\ell'-1}(i,j)} \omega(p)\omega(p') \mid W \right)
\]

\[
:= \frac{1}{N^2} \mathbb{E}(A_{\gamma p}^{\ell'} + 2B_{\gamma p}^{\ell'} \mid W)
\]

where

\[
A_{\gamma p}^{\ell'} = \sum_{i < j} \hat{\mathcal{h}}^2 (\omega_{ij}^2 - \xi_N^2) \sum_{p \in \mathcal{P}_N^{\ell-1}(i,j)} \sum_{p' \in \mathcal{P}_N^{\ell'-1}(i,j)} \omega(p)\omega(p')
\]

\[
B_{\gamma p}^{\ell'} = \sum_{i < j} \sum_{p \in \mathcal{P}_N^{\ell-1}(i,j)} \sum_{p' \in \mathcal{P}_N^{\ell'-1}(i,j)} \omega(p)\omega(p')
\]

Since, in this case, the structure of \( p \) and \( p' \) must be different, we split the conditional covariance into two terms. Next, we prove that the \( L^2 \) norm is small.

It is clear that \( \mathbb{E}(\Delta P_N^{\ell'} \Delta L_N^\ell) = 0 \), since paths and loops have different structure with at least one free edge.

**Lemma 6.3.** We have

\[
\left\| A_{\gamma p}^{\ell'} \right\|_2^2 \leq N^{-2} \quad \text{and} \quad \left\| B_{\gamma p}^{\ell'} \right\|_2^2 \leq N^{-1}
\]

**Proof of Lemma 6.3.** For \( A_{\gamma p}^{\ell'} \),

\[
\left\| A_{\gamma p}^{\ell'} \right\|_2^2 = \mathbb{E} \sum_{i < j_1, \ \ i_2 < j_2} \hat{\mathcal{h}}^4 \xi_{i_1, j_1} \xi_{i_2, j_2} \sum_{p_1 \in \mathcal{P}_N^{\ell-1}(i_1, j_1)} \sum_{p'_1 \in \mathcal{P}_N^{\ell'-1}(i_1, j_1)} \sum_{p_2 \in \mathcal{P}_N^{\ell-1}(i_2, j_2)} \sum_{p'_2 \in \mathcal{P}_N^{\ell'-1}(i_2, j_2)} \omega(p_1)\omega(p_2)\omega(p'_1)\omega(p'_2).
\]

(52)

Since paths and loops have different structures, one can only pair path (loop) and path (loop) to form nonzero contributions. Thus for \( |\{i_1, j_1\} \cap \{i_2, j_2\}| \leq 1 \), \( p_1 \setminus e_2 \) must share same edges as \( p_2 \setminus e_1 \), and similarly for \( p'_1 \setminus e_2 \) and \( p'_2 \setminus e_1 \). The total contribution in this case is bounded by \( N^3 \cdot N^{-1} \cdot N^{-4} \cdot N^{\ell-3} N^{\ell-2} N^{-2(\ell-2)} = N^{-3} \). For \( |\{i_1, j_1\} \cap \{i_2, j_2\}| = 2 \), the contribution is \( N^2 \cdot N^{-3} \cdot N^{\ell-2(n-1)} \cdot N^{-2(\ell-1)} = N^{-2} \).

For \( B_{\gamma p}^{\ell'} \),

\[
\left\| B_{\gamma p}^{\ell'} \right\|_2^2 = \mathbb{E} 4\xi_N^4 \hat{\mathcal{h}}^4 \sum_{i < j_1, \ \ i_2 < j_2} \sum_{p_1 \in \mathcal{P}_N^{\ell-1}(i_1, j_1)} \sum_{p'_1 \in \mathcal{P}_N^{\ell'-1}(i_1, j_1)} \sum_{p_2 \in \mathcal{P}_N^{\ell-1}(i_2, j_2)} \sum_{p'_2 \in \mathcal{P}_N^{\ell'-1}(i_2, j_2)} \omega(p_1)\omega(p_2)\omega(p'_1)\omega(p'_2).
\]

(53)
As we did in the proof of Lemma 6.1 for $D^\ell_y$, when $|\{i_1, j_1\} \cap \{i_2, j_2\}| \geq 1$, the contribution is bounded by $N^{-3} \cdot N^{-2(\ell - 1)} \cdot N^{(\ell - 2) + (\ell - 1)} = N^{-1}$. However, for the case $|\{i_1, j_1\} \cap \{i_2, j_2\}| = 0$, where the number of ways to choose $i_1, j_1, i_2, j_2$ is around $N^4$, which leads to a constant bound for $B_{\gamma p}$. Therefore, we have to use the fact that $p_1 \neq p_1'$, this implies that there exist at least 1 vertex where $p_1$ and $p_1'$ branches, i.e., not sharing edges starting at that point. To obtain nonzero contribution, that vertex must also appear in $p_2, p_2'$. This decreases the total number of freedom by at least 1. Therefore, the overall contribution is still upper bounded by $N^{-1}$.

Similarly, we expand the term $\mathbb{E}(\Delta L^\ell_N \Delta Q_N)$ and give the proof of $L^2$ bound. The case for path cluster $P^\ell_N$ with $Q_N$ can be carried out with minor modification.

$$
\mathbb{E}(\Delta L^\ell_N \Delta Q_N | W) = \mathbb{E}\left((\omega' - \omega_{1j})(x_i' - x_{1j}) \sum_{p \in \mathcal{P}^\ell_{\gamma} (i, j)} \omega(p) \bigg| W\right)
$$

$$
= \frac{1}{N^2} \mathbb{E}\left(\sum_{i < j} \omega_{ij}x_{ij} \sum_{p \in \mathcal{P}^\ell_{\gamma}^{-1} (i, j)} \omega(p) \bigg| W\right).
$$

It is easy to check that $\mathbb{E}(\Delta L^\ell_N \Delta Q_N) = 0$. Then we derive the covariance bound.

**Lemma 6.4.** We have

$$
\frac{1}{\chi} \sqrt{\text{Var} \mathbb{E}(\Delta L^\ell_N \Delta Q_N | W)} \lesssim N^{-1}.
$$

**Proof.** We have

$$
\text{Var} \mathbb{E}(\Delta L^\ell_N \Delta Q_N | W) = \frac{1}{N^2} \mathbb{E}\left(\sum_{i_1 < j_1, i_2 < j_2} \omega_{i_1, j_1} \omega_{i_2, j_2} x_{i_1, j_1} x_{i_2, j_2} \sum_{p_1 \in \mathcal{P}^\ell_{\gamma}^{-1} (i_1, j_1), p_2 \in \mathcal{P}^\ell_{\gamma}^{-1} (i_2, j_2)} \omega(p_1)\omega(p_2)\right)
$$

$$
= \frac{1}{N^2} \mathbb{E}\left(\sum_{i < j} \omega_{ij}^2 x_{ij}^2 \sum_{p \in \mathcal{P}^\ell_{\gamma}^{-1} (i, j)} \omega(p)^2 \right) \approx N^{-6}.
$$

In the third equality, we used the fact that with $\mathbb{E}\omega_{ij}x_{ij} = 0$, the case of different edges $(i_1, j_1)$ and $(i_2, j_2)$ will give zero contribution. We also implicitly use the fact $\mathbb{E}(\omega_{ij}^2) \approx N^{-1}$ and $\mathbb{E}(x_{ij}^2) \approx N^{-2}$, to complete the proof. □

**Remark 6.5.** The analysis of the co-variance $\text{Var} \mathbb{E}(\Delta P^\ell_N \Delta Q_N | W)$ is nearly same as the Lemma 6.4. The only difference is that in the path case, the number of ways to choose a path $p' \in \mathcal{P}^{\ell'-1}_p (i, j)$ such that $(i, j) \cup p'$ is a path of length $\ell'$. In the loop case, we have already seen it is $N^{\ell - 2}$. However, due to the weak external field $h$, the order of covariance will still be $N^{-6}$. 

6.3.2. Proof of Lemma 5.8  Now we prove the mixed third moments bound in Lemma 5.8. Using the fact that \( k_1 + k_2 + k_3 = 3 \) and Hölder’s inequality we get
\[
\mathbb{E} \left| (\Delta L_N^\ell)^{k_1}(\Delta P_N^\ell)^{k_2}(\Delta Q_N)^{k_3} \right| \leq \max(\mathbb{E} \left| (\Delta L_N^\ell)^3 \right|, \mathbb{E} \left| (\Delta P_N^\ell)^3 \right|, \mathbb{E} \left| (\Delta Q_N)^3 \right|).
\]
Combining the individual bounds, we get the result.

7. Extension of Cluster Expansion to Other Models

This Section discusses how the cluster-based approach can be easily extended to some other spin glass models to obtain similar fluctuation results under weak external fields. We mainly focus on the bipartite SK model and the diluted SK model.

7.1. Bipartite SK model. The bipartite SK model has received much interest in the past ten years, mainly due to some peculiar features displayed in this model, such that most of the classical proofs do not work anymore. For example, rigorously computing the limiting free energy at low temperature is still in mystery, and the classical sub-additive argument for proving the infinite volume limit is broken. For various aspects of this model, we refer readers to [10–12,21,36] and references therein. We further point out that the bipartite model can be realized as an instance of the MSK model, see [21].

Let \( N = N_1 + N_2 \) with \( N_1/N \to p_1, N_2/N \to p_2 \) as \( N \to \infty \) for some fixed numbers \( p_1, p_2 > 0 \) with \( p_1 + p_2 = 1 \). For \((\sigma, \tau) \in \{-1, +1\}^{N_1} \times \{-1, +1\}^{N_2}\), the Hamiltonian of the bipartite model is given by
\[
H_{N_1, N_2}(\sigma, \tau) := \frac{\beta}{\sqrt{N}} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} J_{ij} \sigma_i \tau_j + h \sum_{i=1}^{N_1} \sigma_i + h \sum_{j=1}^{N_2} \tau_i,
\]
(55)
where \( J_{ij} \) represents disorders. As in the previous Section, we can assume that it has a symmetric distribution with \( \mathbb{E} J_{ij} = 0, \mathbb{E} J_{ij}^2 = 1 \) and finite \( (4 + \varepsilon) \)-th moment for some \( \varepsilon > 0 \). The fluctuation results were obtained in [21] for \( h > 0 \) and in [34] for \( h = 0 \). For \( h = h_N \), our main goal is to illustrate how the cluster-based approach can be easily extended to the current setting, which gives the fluctuation results under weak external fields.

The partition function now has the following form
\[
Z_{N_1, N_2} := \sum_{(\sigma, \tau)} \exp \left( \frac{\beta}{\sqrt{N}} \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} J_{ij} \sigma_i \tau_j + h \sum_{i=1}^{N_1} \sigma_i + h \sum_{j=1}^{N_2} \tau_i \right).
\]
Similar decomposition of \( Z_{N_1, N_2} \) can be derived,
\[
Z_{N_1, N_2} = (2 \cosh h)^N \cdot \tilde{Z}_{N_1, N_2} \cdot \hat{Z}_{N_1, N_2},
\]
where
\[
\tilde{Z}_{N_1, N_2} = \prod_{e \in \mathcal{E}_{N_1, N_2}} \cosh \left( \beta J_e / \sqrt{N} \right) \quad \text{and} \quad \hat{Z}_{N_1, N_2} := \sum_{\Gamma \subseteq \mathcal{E}_{N_1, N_2}} h^{\left| \Gamma \right|} \cdot \omega(\Gamma).
\]
Compared to the SK model, the main difference lies in $\hat{Z}_{N_1,N_2}$, where counting cycles and paths in the complete bipartite graph $\mathcal{E}_{N_1,N_2}$ is different but still tractable. The edges will be present in an alternating way. The loop lengths are all even, and the endpoints could belong to different parts of the path cluster. This counting needs more careful analysis.

Similar to the analysis in Sect. 5 for the SK model, three terms contribute to the fluctuation for the log-partition function. Define $\omega_e := \tanh(\beta J_{ij}/\sqrt{N})$ for an edge $e = (i, j) \in \mathcal{E}_{N_1,N_2}$. We define the following.

- **Independent Sum:** We define
  \[
  Q_N := \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} (\omega_{ij}^2 - \xi_N^2),
  \]
  where $\xi_N^2 = \mathbb{E} \omega_{11}^2$.

- **Loop Cluster:** For $\ell \geq 2$, we define
  \[
  L_{N}^{\ell} := \sum_{|\gamma|=2\ell} \omega(\gamma)
  \]
  as the sum of weights for all loops of length $2\ell$ in the complete bipartite graph $K_{N_1,N_2}$. Note that, here, all loops are of even size.

- **Path Cluster:** For $\ell \geq 1$, we define
  \[
  P_{N}^{\ell} := \hat{h}^2 \sum_{|p|=\ell} \omega(p)
  \]
  as the sum of weights for all paths of length $\ell$ in the complete graph $K_N$.

It is easy to see that $\mathbb{E} Q_N = \mathbb{E} L_{N}^{\ell} = \mathbb{E} P_{N}^{\ell} = 0$ for all $\ell, \ell'$. We have

\[
\text{Var}(Q_N) = N_1 N_2 \text{Var}(\omega_{12}^2) \to \beta^4 p_1 p_2 \text{Var}(J_{12}),
\]

\[
\text{Var}(L_{N}^{\ell}) = \frac{(N_1)_{\ell} (N_2)_{\ell}}{2\ell} \cdot \xi_N^{2\ell} \to \hat{\beta}^{4\ell} p_1^\ell p_2^\ell
\]

\[
\text{Var}(P_{N}^{2\ell'}) = \hat{h}^4 \cdot \frac{(N_1)_{\ell'} (N_2)_{\ell'} + (N_1)_{\ell'} (N_2)_{\ell+1} + (N_1)_{\ell+1} (N_2)_{\ell}}{2} \cdot \xi_N^{2\ell} \to \rho^4 \cdot \frac{\beta^{4\ell'} p_1^{\ell'} p_2^{\ell'}}{2}
\]

and

\[
\text{Var}(P_{N}^{2\ell'-1}) = \hat{h}^4 \cdot (N_1)_{\ell'} (N_2)_{\ell'} \cdot \xi_N^{2\ell'-1} \to \rho^4 \cdot \beta^{2(2\ell'-1)} p_1^{\ell'} p_2^{\ell'}
\]

for $\ell, \ell' \geq 1$, as $N \to \infty$. Moreover, these random variables are uncorrelated by the symmetry of $\omega_{ij}$. Summing, we can see that

all the loops contribute $-\frac{1}{2} \log(1 - \beta^4 p_1 p_2) - \frac{1}{2} \beta^4 p_1 p_2$,

all the even length paths contribute $+ \frac{1}{2} \rho^4 \cdot \frac{\beta^4 p_1 p_2}{1 - \beta^4 p_1 p_2}$,

and all the odd length paths contribute $+ \rho^4 \cdot \frac{\beta^2 p_1 p_2}{1 - \beta^4 p_1 p_2}$

to the variance. With a similar decomposition of the log-partition as in (8) obtained (as done to Sect. 4), the rest is the same as the proof in Sect. 5.
7.2. Diluted SK model. Instead of enabling all interactions among spins, the diluted version of the SK model is now defined on a random graph. The spins interact with a random number of spins. Specifically, we introduce the following SK model defined on a Bernoulli random graph. For a configuration $\sigma \in \{-1, +1\}^N$,

$$H_N(\sigma) = \sum_{i<j} \varepsilon_{ij}^{(N)} J_{ij} \sigma_i \sigma_j + h \sum_i \sigma_i,$$

where $\varepsilon_{ij}^{(N)} \sim \text{Bernoulli}(p/N)$ are i.i.d. for some $p > 0$. The average degree of the underlying graph is around $p$, which is fundamentally different from the SK model, where the degree is $N$. The disorder $J_{ij}$ has i.i.d. symmetric distribution, and all random variables are independent. In [29], Hölger applied the cluster expansion approach to this model with zero external field and obtained fluctuation results.

Similar decomposition of the partition function $Z_N(\beta, h)$ with $h = 0$ gives:

$$\tilde{Z}_N(\beta, 0) = \prod_{i<j} \cosh(\beta \varepsilon_{ij}^{(N)} J_{ij})$$

and

$$\hat{Z}_N(\beta, 0) = \mathbb{E}_\sigma \prod_{i<j} (1 + \sigma_i \sigma_j \tanh(\beta \varepsilon_{ij}^{(N)} J_{ij})) = \sum_{\Gamma \subseteq \mathcal{E}_N, |\partial \Gamma| = 0} \prod_{e \in \Gamma} \tanh(\beta J_e) \cdot \varepsilon_e^{(N)}$$

The main theorem in [29] is as follows.

**Theorem 7.1** [29, Theorem 1.1]. For each $k \geq 3$, let $\tilde{Q}_k$ be the distribution of the random variable

$$\log \left( 1 + \prod_{i=1}^{k} \tanh(\beta J_i) \right),$$

where $J_i$’s are i.i.d. random variables with the same distribution as the disorder. Let $L_k, k \geq 3$ be independent compound Poisson distributed random variables with Poisson parameter $p^k/2k$ and compounding distribution $\tilde{Q}_k$, respectively. Further, assume that

$$\hat{p} := p \mathbb{E} \tanh^2(\beta J) < 1. \quad (56)$$

Then

$$\log \hat{Z}_N(\beta, 0) - N \log 2 \implies \sum_{k \geq 3} L_k \text{ in distribution as } N \to \infty.$$  

**Remark 7.2.** The limiting distribution of $\log Z_N(\beta, 0)$ in the high temperature regime (56) is still Gaussian. Since, in the diluted SK model, the fluctuation order of $\hat{Z}_N(\beta, 0)$ are now much smaller than $\tilde{Z}_N(\beta, 0)$. Thus the above compound Poisson distribution can not be seen in the limiting distribution of $\log Z_N(\beta, 0)$. This is in sharp contrast to the SK model. For details, see [29, Theorem 1.2].

Based on the analysis in previous sections, we know that the external field contributes to the partition function mainly through the object $\hat{Z}_N$. Therefore, after adding a weak external field, we only need to figure out the comparable results of Theorem 7.1. It turns out that our analysis can be easily adapted to this case. Here is the main theorem.
Theorem 7.3. Suppose (56) holds, and $hN^{1/4} \to \rho \in [0, \infty)$. Then

$$\log(Z_N(\beta, h)) - N \log(2 \cosh h) + v^2/2 \implies \sum_{k \geq 3} L_k + v \eta$$

in distribution as $N \to \infty$, where $\eta \sim N(0, 1)$ is independent of $L_k$’s and

$$v^2 := \frac{\rho^4 \hat{\rho}}{2(1 - \hat{\rho})}.$$

The independent sum of compound Poisson and Gaussian comes up for the same reason as before, i.e., the sum of path and loop contributions to $\hat{Z}_N(\beta, h)$. The average degree of loops is 1, whereas the paths of length $k$ have average degree $k/(k + 1)$. Thus the scaling of the loop cluster for a Poisson limit is too strong for the path cluster, which causes an averaging effect on the path contribution. In particular, expected number of paths of length $k$ in Erdős-Rényi random graph $G(N, p/N)$ is $\frac{1}{2}(N)_{k+1} \cdot (p/N)^k \approx Np^k/2$, whereas for loops of length $k$ the expected number is $(N)_{k}/2k \cdot (p/N)^k \approx p^k/2k$.

The critical scaling from $\hat{h}^2 \approx \rho^2/\sqrt{N}$ explains why the path contribution is Gaussian. The mean and variance for this part can be computed similarly as in the SK model and bipartite SK model,

$$\sum_{k \geq 1} \sum_{\pi : |\pi| = k} \log(1 + \hat{h}^2 \cdot \omega(\pi)) \cdot \prod_{e \in \pi} \varepsilon_e(N) \implies N \left(-\frac{1}{2} \sum_{k \geq 1} \rho^4 \hat{\rho}^k \cdot \sum_{k \geq 1} \rho^4 \hat{\rho}^k \right)$$

$$= N \left(-\frac{1}{2} v^2, v^2 \right).$$

To make the proof rigorous, the first step is to replace $\varepsilon_e(N)$ by $\varepsilon_e(N) - p/N + p/N$ and expand the product

$$\prod_{e \in \pi} \varepsilon_e(N) = \sum_{|S| \geq 0} (p/N)^{|\pi| - |S|} \prod_{e \in S} \varepsilon_e(N) - p/N).$$

A simple variance computation shows that the non-zero contribution comes only from $\prod_{e \in \pi} (\varepsilon_e(N) - p/N)$, product of i.i.d. random variables with mean 0 and variance $\approx p/N$.

Now Stein’s method can be applied to the random vector

$$\left( \sum_{\pi : |\pi| = k} \hat{h}^2 \cdot \omega(\pi) \cdot \prod_{e \in \pi} (\varepsilon_e(N) - p/N) \right)_{1 \leq k \leq m}.$$

Note that, the random variables $\tilde{w}_{ij} := \tanh(\beta J_{ij})(\varepsilon_i(N) - p/N)$ are i.i.d. with mean 0, variance $p \mathbb{E}(\tanh^2(\beta J))/N = \hat{\rho}/N$ and this explains the restriction (56) on $\hat{\rho}$. We leave the proof details to the interested readers.

As far as we know, this is the first fluctuation result for diluted spin glass models in the presence of an external field. Most of the existing results [23, 26, 40] concerning diluted models are either restricted to the $h = 0$ case or the first-order asymptotic problem. Theorem 7.3 gives a more refined picture on how the external field affect the fluctuation of $\hat{Z}_N(\beta, h)$ when $hN^{1/4} \in [0, \infty)$, but the overall limit is still Gaussian due to the dominance of $\hat{Z}_N(\beta, h)$. It will be exciting to see if the external field is very strong such that $\hat{Z}_N(\beta, h)$ can compete with $\hat{Z}_N(\beta, h)$, then what is the limit distribution of $\log Z_N(\beta, h)$.
8. Further Questions

In this part, we present several open questions for future research.

8.1. Cluster expansion in the super-critical regime. The essential part of this work is generalizing the cluster expansion approach to the spin glass models with a weak external field. We found a new combinatorial structure contributing to the partition function, i.e., the path cluster. This gives a new perspective on how the external field affects the spin glass system. However, this approach can only work in the sub-critical and critical regimes; The central open question will be extending the current machinery to super-critical case. From Lemma 4.1, we can see that the problematic part in super-critical regime is the contribution from large graphs. Counting paths and loops in an infinite graph is intractable. Besides that, Stein’s method will not work for infinitely many paths and loops.

8.2. Fluctuations near critical temperature with external field. The results in this article are mainly focused on the high-temperature regime, i.e., $\beta < \beta_c$. A natural question would understand what happens at $\beta = \beta_c$, but this is a significantly challenging question due to the transition to $\beta > \beta_c$, where the structure is very complicated. The correct fluctuation order is yet to be proved, and we invite interested readers to see the most recent progress in [19]. Instead of focusing exactly on $\beta_c$, one can let $\beta = \beta_N < \beta_c$ depending on $N$ and consider the regime where $\beta_N \to \beta_c$ as $N \to \infty$. In [48, Theorem 11.7.1], when $h = 0$, it is known that the high temperature behavior continues as long as $\beta_c - \beta_N \gg N^{-1/3}$. It will be interesting to investigate the behavior of the model near $\beta_c$ when the external field is present as the weak form in Assumption 1.1.

Besides that, another collection of interesting questions is applying the path and loop analysis to the models that behave quite differently from the classical SK model, such as Ising Perceptron, SK model with ferromagnetic interactions, etc. For those models, we believe that the cluster-based approach could still be adapted to study the weak external field problems, but possibly in a substantially different manner. The following text briefly introduces those models and presents some heuristics.

8.3. Ising perceptron model. Ising perceptron model [24] is a toy model of the single-layer neural network. There are several different definitions of this model in the literature. We sketch the following version, the so-called symmetric binary perceptron (SBP) model. Let $J$ be an $M \times N$ matrix with being i.i.d. Bernoulli random variables taking $\pm 1$. For a fixed $\kappa > 0$, the random half-spaces are defined by

$$S_j(J) := \{ \sigma \in \Sigma_N : N^{-1/2} \sum_{i=1}^N J_{j,i} \sigma_i \leq \kappa \}, \text{ for } j = 1, 2, \ldots, M.$$ 

and the capacity by

$$\max \left\{ M \geq 1 : \bigcap_{j=1}^M S_j(J) \neq \emptyset \right\}.$$ 

From a statistical physics perspective, in order to understand the capacity, it is important first to comprehend the partition function,

$$Z_{M,N}(J) := \left| \bigcap_{j=1}^M S_j(J) \right| = 2^N \mathbb{P}_0 \left( \bigcap_{j=1}^M S_j(J) \right).$$
where $\mathbb{P}_0$ is the uniform measure on the $N$-dimensional hypercube. In [1], the authors used similar cycle counting techniques in [2,7] to derive a log-normal limit theorem for $Z_{M,N}(G)$. This limit theorem can be used to study many other properties of the model, which helps to confirm several conjectures.

We consider the following variant of the SBP model by adding an external field. Let $h$ be the weak external field as stated in the Assumption 1.1. Consider the following partition function

$$Z_{M,N}(J, h) := (2 \cosh h)^N \cdot \mathbb{P}_h \left( \bigcap_{j=1}^M S_j(J) \right),$$

the probability measure $\mathbb{P}_h$ now is tilted by $h$, and $\mathbb{P}_h(\sigma_i) = \tanh(h)$. Adapting the analysis in this article, a log-normal fluctuation of $Z_{M,N}(J, h)$ with different mean and variance under the weak external field is expected.

### 8.4. SK model with ferromagnetic interaction.

For $\sigma \in \{-1, +1\}^N$, the Hamiltonian of SK model with ferromagnetic interaction (SKFI) is

$$H_{N, F}^I(\sigma) = \frac{\beta}{\sqrt{N}} \sum_{i<j} J_{ij} \sigma_i \sigma_j + h \sum_{i=1}^N \sigma_i + \frac{K}{N} \sum_{i<j} \sigma_i \sigma_j,$$

where $K > 0$ is the coupling constant for the ferromagnetic interaction; the rest is the SK Hamiltonian. In the spherical setting with $h = 0$, Baik and Lee [5] proved that depending on the values of $\beta$, $K$, there are three different regimes: spin glass regime, paramagnetic regime, and ferromagnetic regime. They also establish limit theorems in all those regimes. The technique is based on the tools from random matrix theory as in [3,4,6]. The problem becomes more challenging in the Ising spin case since the random matrix tools do not apply anymore. Banerjee [7] uses a combinatorial approach to prove a CLT for the free energy in the paramagnetic regime. The technique is based on some cycle counting analysis. A collection of random variables named signed cycles approximates the free energy. This is of the same nature as in [2]. However, all the above results are for $h = 0$; it will be interesting to investigate what happens if some weak external field is present in the SKFI model. Is there some notion of “path” components contributing to the free energy? How does it affect the phase diagram of the model?

### 8.5. Diluted $p$-spin model.

Although remarkable progress has been made in the mean-field spin glass theory in the past decades, a complete rigorous treatment of diluted spin glass models is still far less known. Most importantly, computing the low-temperature asymptotic is still very challenging. A generalized Parisi Ansatz for the diluted model was proposed in [35]; some progress towards this Ansatz has been made in [38,39]. Besides, there is nearly nothing known about the fluctuation of free energy in the diluted $p$-spin models at any temperature and external field.

For $\sigma \in \{-1, +1\}^N$, the diluted $p$-spin Hamiltonian is defined as

$$H_{N,D}^P(\sigma) = \sum_{i_1 < i_2 < \cdots < i_p} \varepsilon_{i_1 i_2 \cdots i_p}^{(N)} J_{i_1 i_2 \cdots i_p} \sum_{i=1}^p \sigma_{i_1} \sigma_{i_2} \cdots \sigma_{i_p},$$

where $\varepsilon_{i_1 i_2 \cdots i_p}^{(N)}$ are i.i.d Bernoulli. Compared to the diluted SK model in Sect. 7, the difference is that the spin interaction involves $p > 2$ spins. Applying the cluster-based
approach, one needs to count the number of “cycles” and “paths” in a random hypergraph, where $p$ vertices form a hyperedge. Due to the scarcity of results, any progress will be interesting in this direction. However, counting random hypergraphs becomes a very different matter.
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