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Abstract

When studying a graded module $M$ over the Cox ring of a smooth projective toric variety $X$, there are two standard types of resolutions commonly used to glean information: free resolutions of $M$ and vector bundle resolutions of its sheafification. Each approach comes with its own challenges. There is geometric information that free resolutions fail to encode, while vector bundle resolutions can resist study using algebraic and combinatorial techniques. Recently, Berkesch, Erman and Smith introduced virtual resolutions, which capture desirable geometric information and are also amenable to algebraic and combinatorial study. The theory of virtual resolutions includes a notion of a virtually Cohen–Macaulay property, though tools for assessing which modules are virtually Cohen–Macaulay have only recently started to be developed. In this article, we continue this research program in two related ways. The first is that, when $X$ is a product of projective spaces, we produce a large new class of virtually Cohen–Macaulay Stanley–Reisner rings, which we show to be virtually Cohen–Macaulay via explicit constructions of appropriate virtual resolutions reflecting the underlying combinatorial structure. The second is that, for an arbitrary smooth projective toric variety $X$, we develop homological tools for assessing the virtual Cohen–Macaulay property. Some of these tools give exclusionary criteria, and others are constructive methods for producing suitably short virtual resolutions. We also use these tools to establish relationships among the arithmetically, geometrically and virtually Cohen–Macaulay properties.

1. Introduction

Let $X$ be a smooth projective toric variety over an algebraically closed field $k$ with Cox ring $S$ and irrelevant ideal $B$ (see [4, Section 5.2]). The Cox ring $S$ is a positively Pic($X$)-graded polynomial ring, that is, Pic($X$) $\cong \mathbb{Z}^d$, and the multidegrees of the variables of $S$ lie in a single open half-space of $\mathbb{Z}^d$. There is a correspondence between Pic($X$)-graded $B$-saturated modules $M$ over $S$ and sheaves $\tilde{M}$ on $X$ [1, 3, 11] (see [12] when $X$ is not smooth). Unfortunately, the numerics of the minimal Pic($X$)-graded free resolutions for such $S$-modules do not obviously provide many geometric insights for $M$ when $X$ is not projective space. For example, a minimal Pic($X$)-graded free resolution of $M$ may be significantly longer than the dimension of $X$. However, this failure appears to be a consequence of imposing too much algebraic structure on the resolution. Approaching the problem from the geometric perspective, vector bundle resolutions of $\tilde{M}$ on $X$ [1, 3, 11] (see [12] when $X$ is not smooth) are bounded in length by the dimension of $X$, but vector bundles on $X$ are significantly more complicated than line bundles on $X$.

A proposed solution comes from [2], in which the authors introduce a type of resolution of $M$ by free $S$-modules, which they call a virtual resolution, that better captures geometrically meaningful properties of Pic($X$)-graded $S$-modules, such as unmixedness, well-behavedness of...
deformation theory and regularity of tensor products. Because virtual resolutions are defined up to the sheafification of $M$, the object of study is intrinsically geometric. Because the resolutions themselves are in the category of $S$-modules, they are naturally amenable to algebraic techniques.

Although virtual resolutions are desirable for their ability to encode geometric information, we do not yet have the wealth of tools for studying them that we do for studying graded free resolutions. In particular, there are not yet many methods for constructing short virtual resolutions or for establishing the minimum possible length among the virtual resolutions of a chosen Pic($X$)-graded $S$-module $M$. We provide some of each in this article.

Our broad goal in this article is to work towards a rich understanding of virtually Cohen–Macaulay modules (or virtually Cohen–Macaulay coherent sheaves) as an analogue to Cohen–Macaulay modules over the coordinate rings of affine or projective space. We provide two methods to construct short virtual resolutions either from longer virtual resolutions or from short resolutions of closely related modules. These methods can be helpful in establishing that modules are virtually Cohen–Macaulay (see Propositions 4.1 and 4.5). We also obtain homological obstructions to being virtually Cohen–Macaulay (see Section 5). Guiding these structural developments is our production of a large class of virtually Cohen–Macaulay Stanley–Reisner rings in Section 3. The results on this class are hard won through the careful application of Hochster’s formula, interpreted in a virtual setting, together with an analysis of the spectral sequence associated to a certain nerve complex. This not only provides us with a new source of examples of virtually Cohen–Macaulay modules as we work to develop the theory, but also, given the difficulty of studying even Stanley–Reisner rings in this context, highlights the need for the advent of more virtual homological tools.

2. Background and statements of main results

Throughout this article, let $X$ be a smooth projective toric variety over the algebraically closed field $k$, and let $S = \text{Cox}(X)$ with irrelevant ideal $B$. All $S$-modules are assumed to be finitely generated and Pic($X$)-graded, and all sheaves are assumed to be coherent.

Let $M$ be an $S$-module. As in [2, Definition 1.1], a free graded $S$-complex $F_\bullet = [F_0 \leftarrow F_1 \leftarrow \cdots]$ is a virtual resolution of $M$ (or of $\tilde{M}$) if the corresponding complex $\tilde{F}_\bullet$ of vector bundles is a locally free resolution of the sheaf $\tilde{M}$. Next, define the virtual dimension of $M$, denoted by $\text{vdim } M$, to be the minimal length of a virtual resolution of $M$. For products of projective spaces, there is an inequality $\text{vdim } M \geq \text{codim } M$ [2, Proposition 2.5]; in light of this and an analogue to the affine case, we say that $M$ is virtually Cohen–Macaulay if $\tilde{M} \neq 0$ and $\text{vdim } M = \text{codim } M$, the minimum possible. We say that a subscheme $V \subset X$ is virtually Cohen–Macaulay if its Cox ring is virtually Cohen–Macaulay as an $S$-module. Although there is a precise description in the literature for when complexes are virtual resolutions (see [9]), little is known about how to assess the virtual dimension of a module or how to construct virtual resolutions of minimal length, even when that minimal length is known.

In this article, we construct virtual resolutions of minimal length for a family of Stanley–Reisner rings in order to show that they are virtually Cohen–Macaulay. Before stating that result, we review the Stanley–Reisner correspondence between simplicial complexes and squarefree monomial ideals. For a detailed introduction, we refer the reader to [10].

**Definition.** Let $\Delta$ be a simplicial complex on $\{1,2,\ldots,n\}$ and $R = k[x_1, x_2, \ldots, x_n]$. Define the Stanley–Reisner ideal of $\Delta$ to be

$$I_\Delta = \langle x_{i_1} x_{i_2} \cdots x_{i_k} \mid \{i_1, \ldots, i_k\} \notin \Delta \rangle$$

and the Stanley–Reisner ring of $\Delta$ to be $R/I_\Delta$. 
We now state our main result on the existence of a new family of virtually Cohen–Macaulay rings (see Theorem 3.1).

**Theorem.** Let $S$ be the Cox ring of $X = \mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \cdots \times \mathbb{P}^{n_r}$. If $\Delta$ is an $r$-dimensional simplicial complex and the variety $V(I_\Delta) \subseteq X$ is equidimensional, then $S/I_\Delta$ is virtually Cohen–Macaulay.

Relationships between $\text{vdim} M$ and $\dim X$ have been of interest since the introduction of virtual resolutions. In [2, Proposition 1.2 and Theorem 5.1] a Hilbert Syzygy theorem type bound, $\text{vdim} M \leq \dim X$, was given for an arbitrary Pic($X$)-graded $S$-module $M$ when $X$ is a product of projective spaces and for an arbitrary punctual scheme in any smooth projective toric variety $X$. Further, Yang [14] shows that $\text{vdim} S/I \leq \dim X$ when $I$ is a relevant (that is, $B^t \not\subseteq I$ for all $t \geq 1$) monomial ideal of $S$ and $X$ is a smooth projective toric variety. Our new result most directly compares with a similar theorem in the case of pure and balanced simplicial complexes, which are necessarily of dimension $r - 1$ (see [8, Theorem 1.3]). Our proof is constructive, and we illustrate its use in building explicit resolutions in Examples 3.10 and 3.11.

Our second construction of short virtual resolutions for the purpose of realizing the virtual Cohen–Macaulay property comes by way of a mapping cone. It is precisely stated and proved as Proposition 4.1 and summarized below. There is not a directly analogous strategy for shortening locally free resolutions over $\mathbb{P}^n$. As such, this result is an example of a tool that is new to the virtual setting, rather than being a modification of a tool from the projective setting.

**Proposition.** Let $F_\bullet$ be a virtual resolution of an $S$-module $M$ of length $t$ such that $\text{Ext}^t(M, S) = 0$. If $\text{Ext}^t(M, S)$ admits a free resolution of length at most $t + 1$, then we can construct a virtual resolution of $M$ of length $t - 1$.

Additionally, we propose a notion of a virtually regular element (see Definition 4.4) and show (as Proposition 4.5) that it can be used to produce virtual resolutions.

**Proposition.** If $M$ is a virtually Cohen–Macaulay $S$-module and $f$ is a virtually regular element on $M$, then $M/fM$ is virtually Cohen–Macaulay.

In Example 4.8, we use Proposition 4.1 to show that a particular squarefree monomial ideal defines a virtually Cohen–Macaulay quotient ring. We then quotient by a sequence of virtually regular elements to arrive at a virtually Cohen–Macaulay quotient ring outside of the squarefree monomial setting. This virtually Cohen–Macaulay quotient ring has an embedded associated prime, which we note is irrelevant.

One may note that if $M$ is an arithmetically Cohen–Macaulay $S$-module, then $M$ is virtually Cohen–Macaulay and that, if $M$ is virtually Cohen–Macaulay, then $M$ is geometrically Cohen–Macaulay (Definition 6.1 and Proposition 6.2). Additionally, if $M$ is virtually Cohen–Macaulay, then, if it has any associated primes of height other than codim $M$, they must be irrelevant (Proposition 6.4), that is, a virtually Cohen–Macaulay module is virtually unmixed. Through Examples 3.10 and 6.3, we show that all of these implications are strict.

In addition to the tools above, we also provide some homological tools that provide exclusionary criteria for a module to have the virtually Cohen–Macaulay property. We also note that because the corresponding complex of sheaves is a locally free resolution, any virtual resolution can be used to compute Ext and Tor modules up to sheafification (as Propositions 5.1 and 5.7), which implies the following (as Corollaries 5.2 and 5.8).
The purpose of this section is to prove the following theorem.

**Example 6.3.** homological dimension may be strictly greater than the virtual dimension, as demonstrated in is bounded below by the homological dimension of the associated coherent sheaf. Further, the Corollaries 5.2 and 5.8 are false. In particular, we see that the virtual dimension of a module Cohen–Macaulay (see Example 5.3). We also show that the converses to Proposition 4.5 and
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3. Virtually Cohen–Macaulay Stanley–Reisner rings

The purpose of this section is to prove the following theorem.

**Theorem 3.1.** Let $S$ be the Cox ring of $X = \mathbb{P}^{n_1} \times \mathbb{P}^{n_2} \times \cdots \times \mathbb{P}^{n_r}$. If $\Delta$ is an $r$-dimensional simplicial complex and its associated variety $V(I_\Delta) \subseteq X$ is equidimensional, then $S/I_\Delta$ is virtually Cohen–Macaulay.

With the dimension constraints in Theorem 3.1, the variety $V(I_\Delta) \subseteq X$ must satisfy $\dim(V(I_\Delta)) = 1$, and so this is a theorem about one-dimensional subvarieties of $X$ determined by monomial ideals. As such, it is natural to ask whether such a statement holds in a more general setting, for example, by taking $X$ to be any smooth projective toric variety. The techniques outlined in this section rely heavily on the structure of the Cox ring of a product of projective spaces. In particular, we rely on our ability to separate the variables into groups based on the product structure of $X$. Thus, though the statement may hold with fewer hypotheses on $X$, the proof would have to be meaningfully different than that given here.

Let $S = k[x_{i,j} \mid 1 \leq i \leq r, 0 \leq j \leq n_i]$ be the Cox ring of $X$ (of Theorem 3.1) and $B$ the irrelevant ideal of $S$. Throughout this section, we will consider simplicial complexes on the vertex set $\mathcal{X}$ corresponding to the variables $(x_{i,j})_{1 \leq i \leq r, 0 \leq j \leq n_i}$ of $S$. The vertices in $\mathcal{X}$ corresponding to $x_{i,\bullet}$ are said to have color $i$. Let $\Delta$ be a simplicial complex with vertices in $\mathcal{X}$. Define the color set of a face $\sigma \in \Delta$ to be the set of the colors of the vertices of $\sigma$, denoted by color($\sigma$). We say that a face $\sigma \in \Delta$ is relevant if color($\sigma$) $= [r] = \{1, 2, \ldots, r\}$ and irrelevant otherwise. A simplicial complex $\Delta$ is relevant if it contains at least one relevant face, and it is irrelevant otherwise. Note that if $\Delta$ is an irrelevant simplicial complex on $\mathcal{X}$, then $S/I_\Delta$ is irrelevant, that is, the support of $S/I_\Delta$ is contained in $V(B) = \{P \in \text{Spec}(S) \mid B \subseteq P\}$. If $\Delta$ is a relevant simplicial complex on $\mathcal{X}$, then $\Delta$ is said to be virtually Cohen–Macaulay if $S/I_\Delta$ is virtually Cohen–Macaulay.

Our proof of Theorem 3.1 begins with a lemma treating irrelevant faces of a fixed dimension. We aim to understand reduced simplicial homology of complexes associated with Stanley–Reisner rings in order to apply Reisner’s criterion, which we will use to detect the virtually Cohen–Macaulay property. We will need to recall two pieces of standard terminology and introduce one new piece of notation. Recall that if $\sigma$ is a face of the simplicial complex $\Delta$, then we define the link of $\sigma$ in $\Delta$ to be

$$\text{lk}_\sigma(\Delta) = \{\sigma' \in \Delta \mid \sigma \cup \sigma' \in \Delta, \sigma \cap \sigma' = \emptyset\}.$$

Recall also that $\tilde{H}_i(\Delta; k)$ denotes the $i$th reduced simplicial homology of the simplicial complex $\Delta$ with coefficients in $k$. Finally, let $B_{r} = \{\sigma \subseteq \mathcal{X} \mid \dim \sigma \leq r, \sigma \text{ is irrelevant}\}$, the simplicial complex of all at most $r$-dimensional irrelevant simplices.
LEMMA 3.2. The ring $S/I_{B_r}$ is Cohen–Macaulay on the punctured spectrum. Also, $\tilde{H}_{r-2}(B_r; k) = k$ and $\tilde{H}_i(B_r; k) = 0$ for $i < r$ with $i \neq r − 2$.

Proof. We will show that for all $\sigma \in B_r \setminus \emptyset$,

\[ \tilde{H}_i(\text{lk}_\sigma(B_r); k) = 0 \quad \text{for} \quad i < \dim(\text{lk}_\sigma(B_r)) = r - 1 - \dim(\sigma), \]

\[ \tilde{H}_{r-2}(B_r; k) = k \quad \text{and} \quad \tilde{H}_i(B_r; k) = 0 \quad \text{for} \quad i \neq r - 2 \quad \text{and} \quad i < r. \]

Let $\sigma \in B_r$ be arbitrary. Let $\Delta = \text{lk}_\sigma(B_r)$. Now for $C \subset [r]$ with $C^c \cup \text{color}(\sigma) \neq [r]$, consider the subcomplex $\Delta_C$ given by the faces of $\Delta$ that do not include the colors in $C$. Note in particular that $\Delta_C \cap \Delta_D = \Delta_{C \cup D}$.

For every face $\gamma \in \Delta$, since $\gamma \cup \sigma \in B_r$, it is irrelevant. Thus, there exists an $i$ such that $i \notin \text{color}(\gamma \cup \sigma)$. In particular, $i$ satisfies both $i \notin \text{color}(\sigma)$ and $\gamma \in \Delta_{\{i\}}$. Putting these together, $\{\Delta_{\{i\}}\}_{i \notin \text{color}(\sigma)}$ provides a covering of $\Delta$, which induces the Mayer–Vietoris spectral sequence:

\[ E^1_{p,q} = \bigoplus_{\substack{|C| = p+1 > 0 \\text{or} \text{color}(\sigma) \neq [r]}} H_q(\Delta_C; k) \Rightarrow H_{p+q}(\Delta; k). \]

We claim that $\Delta_C$ is the $(r - 1 - \dim(\sigma))$-skeleton of the simplex on all vertices with color in $C^c$, excluding those vertices in $\sigma$. To see this, recall that we are restricting to $C$ with $C^c \cup \text{color}(\sigma) \neq [r]$. Thus for every simplicial complex $\gamma$ on $X$, with $\dim \gamma \leq \dim(\text{lk}_\sigma(B_r)) = r - 1 - \dim(\sigma)$ and $\text{color}(\gamma) \subset C^c$, it must be that $\gamma \cup \sigma$ is irrelevant and belongs to $B_r$, so $\gamma \in \Delta_C$.

Now for $\sigma \neq \emptyset$, we must show that $\tilde{H}_i(\Delta; k) = 0$ for $i < \dim(\Delta) = r - 1 - \dim(\sigma)$ for $\sigma \neq \emptyset$. Since $\Delta_C$ is the $(r - 1 - \dim(\sigma))$-skeleton of a simplex, it cannot have reduced homology in degrees lower than $r - 1 - \dim(\sigma)$, and therefore $H_q(\Delta_C; k) = 0$ for $0 < q < r - 1 - \dim(\sigma)$. Thus for $p + q < r - 1 - \dim(\sigma)$ with $q \neq 0$, we have that $E^1_{p,q} = 0$, as can be seen in the $E^1$ page in Figure 1. In light of this, it suffices to show that the maps on $E^1_{p+1,0} \to E^1_{p,0}$ give 0 homology. But this can be observed in the total complex, since $H_0(\Delta_C; k) = k$ for $C \neq [r]$, and $\Delta_C = \emptyset$ if and only if $C = [r]$, the complex given by these maps is simply the simplicial chain
complex for the nerve of the covering of $\Delta$ by $\{\Delta_{\{i\}}\}_{i \in \text{color}(\sigma)}$, where the nerve is the simplicial complex given by

$$N\left(\{\Delta_{\{i\}}\}_{i \in \text{color}(\sigma)}\right) = \left\{ F \subset [r] \setminus \text{color}(\sigma) \left| \bigcap_{i \in F} \Delta_{\{i\}} \neq \emptyset \right. \right\}.$$ 

In this case, this nerve is the simplex on $[r] \setminus \text{color}(\sigma)$. Thus $E_{0,0}^2 = k$ and $E_{p,q}^2 = 0$ for $0 < p + q < r - 1 - \dim(\sigma)$. And therefore $\tilde{H}_i(\Delta; k) = 0$ for $i < \dim(\Delta)$.

If instead $\sigma = \emptyset$, then the nerve is the boundary of the simplex on $[r]$, which is a sphere. In light of this, the result holds by direct computation if $r \leq 2$. If $r > 2$, then $E_{0,0}^2 = k$ and $E_{p,q}^2 = 0$ for $0 < p + q < r$ except $(p, q) = (r - 2, 0)$ and $E_{r-2,0}^2 = k$. Thus $\tilde{H}_{r-2}(\Delta; k) = k$, and $\tilde{H}_i(\Delta; k) = 0$ for $i < r$ with $i \neq r - 2$. □

In Lemma 3.2, the $r$ used need not be the same as $r$ in $X = \mathbb{P}^n_1 \times \cdots \times \mathbb{P}^n_r$; however, in practice we will only need the case where the two $r$s agree.

Our next goal is to use Lemma 3.2 to prove Theorem 3.3, stated below, which is a special case of Theorem 3.1, a case to which we will ultimately reduce the main theorem. A relevant simplicial complex $\Delta$ is relevant-connected if its geometric realization is (topologically) connected after removing the realization of any of its irrelevant faces. Further, a subcomplex of $\Delta$ is called a relevant-connected component if it is maximal among the relevant-connected subcomplexes of $\Delta$.

**Theorem 3.3.** If $\Delta$ is an $r$-dimensional relevant-connected simplicial complex on $X$, then $S/I_\Delta$ is virtually Cohen–Macaulay.

The case $r = 1$ is that of a single projective space. In this case, the complex $\Delta$ is pure of dimension 1 and relevant-connected, and so $\Delta$ is Cohen–Macaulay by Reisner’s criterion.

In order to prove Theorem 3.3, we will need to introduce and study interior and exterior faces, which we do now. Let $\Delta$ be a relevant simplicial complex and $\sigma \neq \emptyset$ a face of $\Delta$. Let $\text{Ex}(\sigma, \Delta) = \text{lk}_\sigma(\Delta) \cap \text{lk}_\sigma(\mathcal{B}_r)$, and call the faces in $\text{Ex}(\sigma, \Delta)$ the exterior faces of $\text{lk}_\sigma(\Delta)$. Call the rest of the faces in $\text{lk}_\sigma(\Delta)$ the interior faces of $\text{lk}_\sigma(\Delta)$.

**Remark 3.4.** Note that the intersection of an exterior and an interior face is an exterior face.

**Example 3.5.** Consider the following example in $\mathbb{P}^3 \times \mathbb{P}^3$, where in Figure 2 the first copy of $\mathbb{P}^3$ is colored red and the second copy of $\mathbb{P}^3$ is colored blue. Consider the link of the red square vertex, whose faces consist of the red triangle vertices, blue pentagon vertices and dashed lines. The exterior faces are the red triangle vertices and the interior faces are the blue pentagon vertices.
vertices and the dashed lines. Note that the blue hexagons and dashed line on the right-hand edge of the diagram are irrelevant, but are still interior faces.

The idea of interior and exterior faces can become considerably more complex. Consider the following illustration of the link of a cell in an example $\Delta$ on $\mathbb{P}^n \times \mathbb{P}^m \times \mathbb{P}^\ell$. In Figure 3, the vertices corresponding to each of the parts of the product are colored red, blue, and green. Only the link is illustrated, and it is the link of a vertex that would be colored blue. Therefore, the bold faces are the exterior faces, and the others are interior faces.

**Lemma 3.6.** Let $\Delta$ be a pure, relevant $r$-dimensional simplicial complex. If $\sigma \neq \emptyset$ is a simplex of $\Delta$, then every facet of $\text{lk}_\sigma(\Delta)$ has at most two codimension 1 faces that are interior faces of $\text{lk}_\sigma(\Delta)$. Moreover,

1. A facet of $\text{lk}_\sigma(\Delta)$ has no codimension 1 faces that are interior if and only if $\sigma$ uses some color at least twice.
2. A facet $\tau$ of $\text{lk}_\sigma(\Delta)$ has exactly one codimension 1 face that is interior if and only if $\tau$ shares a color with $\sigma$.
3. A facet $\tau$ of $\text{lk}_\sigma(\Delta)$ has exactly two codimension 1 faces that are interior if and only if $\tau$ uses some color at least twice.

**Proof.** Let $\tau$ be a facet of $\text{lk}_\sigma(\Delta)$. By assumption, $\tau \cup \sigma$ is relevant and $\dim(\tau \cup \sigma) = r$. Since $\tau \cup \sigma$ is relevant, it has color $[r]$; since $\tau \cup \sigma$ has dimension $r$, it has exactly $r + 1$ vertices. Putting these two facts together, it follows that in $\tau \cup \sigma$ exactly one color is used twice. The rest of the argument proceeds by carefully considering the locations of that twice-used color.

Let the vertices of the twice-used color in $\tau \cup \sigma$ be labeled $v_1$ and $v_2$. Now, a codimension 1 face $\gamma$ of $\tau$ is an interior face if and only if $\tau \setminus \gamma \subset \{v_1, v_2\}$, since both these conditions are the same as requiring that $\gamma \cup \sigma$ be colored by $[r]$. But this immediately implies that $\tau$ contains at most two codimension 1 faces that are interior.

Moving now to the exact number of codimension 1 faces of $\tau$ that are interior faces, we consider which of $\tau$ or $\sigma$ contains each of the vertices $v_1$ and $v_2$.

1. There are no codimension 1 faces of $\tau$ that are interior faces if and only if $v_1, v_2 \in \sigma$, which is equivalent to $\sigma$ using some color twice.
2. There is one codimension 1 face of $\tau$ that is an interior face if and only if $v_i \in \sigma$ for precisely one $i \in \{1, 2\}$. In this case, for $j \neq i$, we have $v_j \in \tau$. Therefore, $\text{color}(\sigma) \cap \text{color}(\tau) \neq \emptyset$.
3. There are two codimension 1 faces of $\tau$ that are interior faces if and only if both $v_1, v_2 \in \tau$. This is equivalent to $\tau$ using some color at least twice. $\square$
We are now prepared to prove Theorem 3.3. The proof makes heavy use of Reisner’s criterion, which we record below for convenience. Reisner showed in his thesis that $S/I_Δ$ is Cohen–Macaulay if and only if $Δ$ is Cohen–Macaulay as a simplicial complex. It is for this reason, combined with the statement of Reisner’s criterion, that the proof of Theorem 3.3 centers on the computation of reduced simplicial homology.

THEOREM 3.7 (Reisner’s criterion). A simplicial complex $Δ$ is Cohen–Macaulay if and only if $\tilde{H}_i(lk_\sigma(Δ); k) = 0$ for all $i < \dim lk_\sigma(Δ)$.

Proof of Theorem 3.3. First, note that we may assume that all facets of $Δ$ are relevant. We claim that all $r$-dimensional relevant-connected simplicial complexes having no irrelevant facets are pure. Note that an $r$-dimensional simplicial complex corresponds to a one-dimensional subvariety of $\mathbb{P}^r$ and relevant-connectivity of $Δ$ implies connectivity of the corresponding variety. Since all connected one-dimensional subvarieties of $\mathbb{P}^r$ are equidimensional, there cannot be any lower dimensional relevant facets of $Δ$. Then since $Δ$ contains only relevant facets, $Δ$ is pure.

We will produce a simplicial complex $Δ'$ that is Cohen–Macaulay and differs from $Δ$ in only irrelevant faces. Note the theorem is trivially true when $r = 1$, since this is the case of a single projective space, and, in this case, $Δ$ must be a one-dimensional pure and relevant-connected simplicial complex. It now follows easily from Reisner’s criterion that $Δ$ is Cohen–Macaulay.

When $r > 1$, there are two cases. First, consider the case that $Δ$ is of the form $Δ = \text{join}(σ, Ω)$ for a face $σ \neq ∅$ and a simplicial subcomplex $Ω$ with $\text{color}(σ) ∩ \text{color}(Ω) = ∅$. Since $σ$ is a simplex, there is a bijection between the top-dimensional cells of $Δ$ and those of $Ω$. Thus, since $Δ$ is relevant-connected, $Ω$ is, too. Further, since $\dim Ω = r = r − \dim σ − 1$. Moreover, since any face of $Δ$ uses at most one color twice, we know that either $\dim σ = |\text{color}(σ)|$ or $\dim σ = |\text{color}(σ)| − 1$. In the first case, we find that $\dim Ω = |\text{color}(Ω)| − 1$. Now restricting to the colors in $\text{color}(Ω)$ and applying [8, Theorem 1.3] to $Ω$, we can construct a Cohen–Macaulay simplicial complex $Ω'$ that differs from $Ω$ only on irrelevant faces.

On the other hand, if $\dim σ = |\text{color}(σ)| − 1$, then $\dim Ω = |\text{color}(Ω)| − 1$ and $\dim Ω < r$ so by replacing $Δ$ with $Ω$ and by using induction on $r$, we will construct a Cohen–Macaulay simplicial complex $Ω'$ differing from $Ω$ only on irrelevant faces.

Now we take the simplicial complex $Ω'$ and let $Δ' = \text{join}(σ, Ω')$. Then $Δ'$ differs from $Δ$ only in irrelevant faces. Since $σ$ is a simplex, $\text{join}(σ, Ω')$ can be constructed by iteratively taking the cone over $Ω'$ by the vertices in $σ$. Since the cone over a Cohen–Macaulay simplicial complex is Cohen–Macaulay, $Δ'$ is Cohen–Macaulay, and so $Δ$ is virtually Cohen–Macaulay.

For the second and final case, suppose that $Δ$ is not of the form $Δ = \text{join}(σ, Ω)$, where $σ \neq ∅$ is a face of $Δ$ and $\text{color}(σ) ∩ \text{color}(Ω) = ∅$. Then, define $Δ' = Δ \cup B_r$. We claim that $Δ'$ is Cohen–Macaulay, and we will show this using Reisner’s criterion, that is, we will show that

$$\tilde{H}_i(lk_σ(Δ'); k) = 0$$

for each face $σ$ of $Δ'$ and all $i < d = \dim lk_σ(Δ')$. (3.1)

Since $Δ' = Δ \cup B_r$, it follows that $lk_σ(Δ') = lk_σ(Δ) \cup lk_σ(B_r)$. Then the long exact sequence of a pair yields the exact sequence

$$\tilde{H}_i(lk_σ(B_r); k) \rightarrow \tilde{H}_i(lk_σ(Δ'); k) \rightarrow H_i(lk_σ(Δ'), lk_σ(B_r); k) \rightarrow \tilde{H}_{i-1}(lk_σ(B_r); k).$$

(3.2)

Then for any $i$, so long as $\tilde{H}_i(lk_σ(B_r); k) = \tilde{H}_{i-1}(lk_σ(B_r); k) = 0$, it suffices to show

$$H_i(lk_σ(Δ'), lk_σ(B_r); k) = 0.$$

(3.3)

We will first treat the case of $σ \neq ∅$ and then separately handle the case of $σ = ∅$. 
For $\sigma \neq \emptyset$, since $H_i(\text{lk}_\sigma(\mathcal{B}_r); k) = 0$ for $i < d$, by Lemma 3.2 and thanks to (3.3), it suffices to show that $H_i(\text{lk}_\sigma(\Delta'), \text{lk}_\sigma(\mathcal{B}_r); k) = 0$ for all $i < d$. Note that
\[
H_i(\text{lk}_\sigma(\Delta'), \text{lk}_\sigma(\mathcal{B}_r); k) = H_i(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k),
\]
where $\text{Ex}(\sigma, \Delta) = \text{lk}_\sigma(\Delta) \cap \text{lk}_\sigma(\mathcal{B}_r)$. To complete the proof for the case $\sigma \neq \emptyset$, we will show that $H_i(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) = 0$, starting with $i < d - 2$. We will then treat separately the cases $i = d - 2$ and $i = d - 1$.

When $i < d - 2$, let $\tau$ be an $i$-face of $\text{lk}_\sigma(\Delta)$ of codimension at least 3. Then we claim that $\tau$ is an exterior face. To see this, let $\tilde{\tau}$ be a facet of $\text{lk}_\sigma(\Delta)$ that contains $\tau$. Because $\tau$ is of codimension at least 3 in $\tilde{\tau}$, it is contained in at least 3 codimension 1 faces of $\tilde{\tau}$, and therefore, by Lemma 3.6, it is contained in at least one exterior facet of $\tilde{\tau}$. Hence $\tau \in \text{Ex}(\sigma, \Delta)$, so $C_i(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) = 0$ and $H_i(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) = 0$ for $i < d - 2$, as desired.

When $i = d - 2$, we must show that $H_{d-2}(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) = 0$. To do so, we will again show that every $(d - 2)$-face $\tau$ in $\text{lk}_\sigma(\Delta)$ is a boundary relative to $\text{Ex}(\sigma, \Delta)$. Without loss of generality, assume that $\tau$ is not in $\text{Ex}(\sigma, \Delta)$. Let $\tilde{\tau}$ be a facet of $\text{lk}_\sigma(\Delta)$ containing $\tau$. Since $\tau$ is of codimension 2 in $\text{lk}_\sigma(\Delta)$, $\tau$ is contained in exactly two codimension 1 faces of $\tilde{\tau}$. Further, since $\tau$ is not in $\text{Ex}(\sigma, \Delta)$, it must be that both these codimension 1 faces of $\tilde{\tau}$ are interior faces; call one of them $\xi$. By Remark 3.4, the other codimension 1 faces of $\xi$ besides $\tau$ must be in $\text{Ex}(\sigma, \Delta)$. Therefore, up to sign, the relative boundary with respect to $\text{Ex}(\sigma, \Delta)$ of $\xi$ is $\tau$. Since $\tau$ was arbitrary, $H_{d-2}(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) = 0$.

Finally, when $i = d - 1$, we must show that $H_{d-1}(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) = 0$. To do so, we will use Lemma 3.6 to construct a graph (with loops). In the graph $G$, there is a distinguished vertex $*$, while the other vertices correspond to the codimension 1 faces of $\text{lk}_\sigma(\Delta)$ that are interior. Edges are placed to connect vertices corresponding to interior faces that are both contained in a common facet of $\text{lk}_\sigma(\Delta)$. When a facet of $\text{lk}_\sigma(\Delta)$ has one codimension 1 face that is interior, then an edge is placed between the vertex for that facet and $*$. Finally, if a facet of $\text{lk}_\sigma(\Delta)$ has no interior faces, a loop is placed at $*$.

Recall that we are currently in the case that $\Delta$ is not of the form $\text{join}(\tau, \Omega)$, where $\tau$ is a face of $\Delta$ and $\text{color}(\tau) \cap \text{color}(\Omega) = \emptyset$. We claim that, in this case, $\text{lk}_\sigma(\Delta)$ contains at least one facet that has at most one codimension 1 face that is interior. To see this, by way of contradiction, suppose that in $\text{lk}_\sigma(\Delta)$, all facets contain exactly two codimension 1 faces that are interior. Let $\tau \in \text{lk}_\sigma(\Delta)$ be such a facet, in which case $\tau \cup \sigma$ is a facet of $\Delta$. Since $\tau$ has exactly two codimension 1 faces that are interior, by Lemma 3.6, $\tau$ uses some color at least twice. Then, since $\tau \cup \sigma$ contains $r + 1$ vertices and there are only $r$ possible colors, it must be that the colors used in $\sigma$ are present only in $\tau$ and not in $\sigma$. But since a relevant simplex must contain all colors, the relevant facets of $\tau \cup \sigma$ must all contain $\sigma$. Further, since $\Delta$ is relevant-connected, repeating this for the successive neighbors of $\tau \cup \sigma$ in $\Delta$, we find that all facets of $\Delta$ contain $\sigma$, and thus $\Delta = \text{join}(\sigma, \Omega)$ for some $\Omega$, a contradiction. Therefore, it must be that $\text{lk}_\sigma(\Delta)$ contains at least one facet for which at most one of its codimension 1 faces is interior.

By the previous paragraph, the graph $G$ is connected, and there is a commutative diagram
\[
\begin{array}{ccc}
C_d(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) & \xrightarrow{\simeq} & C_{d-1}(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) \\
\downarrow \simeq & & \downarrow \simeq \\
C_1(G, *; k) & \xrightarrow{=} & C_0(G, *; k).
\end{array}
\]

(3.4)

The surjectivity of the bottom map in (3.4) is a consequence of the fact that $G$ is connected, so $H_0(G, *, k) = 0$. Since the vertical maps in the diagram are isomorphisms, the top map in (3.4) is also surjective. Therefore, $H_{d-1}(\text{lk}_\sigma(\Delta), \text{Ex}(\sigma, \Delta); k) = 0$, which concludes the proof of (3.1) for any face $\sigma \neq \emptyset$ in $\Delta'$. 
It now remains to show that condition (3.1) holds for \( \sigma = \emptyset \). Before beginning this portion of the proof, note that the argument in the cases that \( \sigma \neq \emptyset \) and \( i \leq d - 2 \) case above apply here as well to show that

\[
H_i(\Delta', B_r; k) = 0 \quad \text{for} \quad i \leq r - 2.
\]  

(3.5)

Now consider the case that \( \sigma = \emptyset \) and \( i < r - 2 \), where \( r = \dim(\Delta') \). By Lemma 3.2, \( H_i(B_r; k) = 0 \) for \( i < r - 2 \). Putting this together with (3.5), it now follows from (3.2) that \( \hat{H}_i(\Delta'; k) = 0 \) for all \( i < r - 2 \).

It remains to show that condition (3.1) holds for \( \sigma = \emptyset \) in the cases \( i = r - 2 \) and \( i = r - 1 \). The long exact sequence of a pair together with (3.5) yield the exact sequence:

\[
H_{r-1}(B_r; k) \to H_{r-1}(\Delta'; k) \to H_{r-1}(\Delta', B_r; k) \to H_{r-2}(B_r; k) \to H_{r-2}(\Delta'; k) \to 0.
\]

Applying Lemma 3.2, this simplifies to

\[
0 \to H_{r-1}(\Delta'; k) \to H_{r-1}(\Delta', B_r; k) \to k \to H_{r-2}(\Delta'; k) \to 0.
\]  

(3.6)

Thus, it suffices to show that \( H_{r-1}(\Delta', B_r; k) = k \) and that the map \( H_{r-1}(\Delta'; k) \to H_{r-1}(\Delta', B_r; k) \) is the zero map, since this would imply that the map \( H_{r-1}(\Delta', B_r; k) \to k \) is an isomorphism, so that \( H_{r-1}(\Delta'; k) = H_{r-2}(\Delta'; k) = 0 \), as desired.

To see that \( H_{r-1}(\Delta', B_r; k) = k \), note first that the codimension 1 faces of any \((r-1)\)-simplex are irrelevant for dimension reasons. Thus, the boundary of any \((r-1)\)-face in \( \Delta' \) belongs to \( B_r \), so the \((r-1)\)-faces of \( \Delta \) provide a generating set for \( H_{r-1}(\Delta', B_r; k) \). By Lemma 3.6, every \( r \)-dimensional relevant face of \( \Delta \) has precisely two relevant \((r-1)\)-faces in its boundary. Further, since \( \Delta \) is relevant-connected, every relevant \((r-1)\)-face of \( \Delta' \) is non-zero and homologically equivalent up to sign. Therefore, \( H_{r-1}(\Delta', B_r; k) = k \) and any relevant \((r-1)\)-face of \( \Delta' \) gives a generator of this homology group.

Finally, to see that \( H_{r-1}(\Delta'; k) \to H_{r-1}(\Delta', \text{lk}_\sigma(B_r)) = 0 \), let \( \Gamma \) be a simplex on the color set \([r]\). There is a projection \( \Delta' \to \Gamma \), given by mapping all vertices of a given color \( i \) onto the vertex \( i \). Since any relevant \((r-1)\)-face of \( \Delta' \) gives a generator of \( H_{r-1}(\Delta', B_r; k) = k \) and the induced map sends this generator to a non-zero element of \( H_{r-1}(\Gamma, \partial \Gamma) = k \), this induced map \( H_{r-1}(\Delta', B_r) \to H_{r-1}(\Gamma, \partial \Gamma) \) is an isomorphism.

Now consider the following diagram induced by the map \( \Delta' \to \Gamma \):

\[
\begin{array}{ccc}
H_{r-1}(\Delta') & \longrightarrow & H_{r-1}(\Gamma) \\
\downarrow & & \downarrow \\
H_{r-1}(\Delta', B_r) & \xrightarrow{\cong} & H_{r-1}(\Gamma, \partial \Gamma).
\end{array}
\]

This diagram commutes, and, thus, the map \( H_{r-1}(\Delta') \to H_{r-1}(\Delta', B_r) \) is the zero map. Applying this fact to the exact sequence (3.6), we get \( H_{r-1}(\Delta'; k) = H_{r-2}(\Delta'; k) = 0 \). □

**Example 3.8.** Continuing with Example 3.5, one of the critical steps in the proof of Theorem 3.3 is the reduction of some of the more troublesome homology groups (in the case that \( \sigma \neq \emptyset \) and \( i = d - 1 \)) to the homology of a graph by the construction of the graph given by the interior faces of the link. It is Lemma 3.6 that allows such a graph to be constructed. In Figure 4 that graph is shown with the vertices given by \( \times \) symbols, the edges given by dashed lines and the half edges are illustrated with an edge terminated with a \( \circ \) symbol.

In light of Theorem 3.3, to complete the proof of Theorem 3.1 it remains to show that it is enough to show that \( S/I_\Delta \) is virtually Cohen–Macaulay on each of the components of its support.
Figure 4 (colour online). The graph associated to the complex of interior faces of the link from Figure 3.

Proposition 3.9. Let $S$ be the Cox ring of a smooth projective toric variety $X$, and let $M$ be a finitely generated $\text{Pic}(X)$-graded $S$-module. If $M$ is module with equidimensional support $\mathcal{X} = \bigsqcup X_i$ with disjoint components $X_i$, then $M$ is virtually Cohen–Macaulay if each $M|_{X_i}$ is virtually Cohen–Macaulay.

Proof. Let $N = \bigoplus M|_{X_i}$. Then we claim that $\tilde{M} \cong \tilde{N}$. Since $N$ is a direct sum, we can decompose $\tilde{N}$ as

$$\tilde{N} = \bigoplus \tilde{M}|_{X_i}.$$  

And since $\mathcal{X} = \bigsqcup X_i$, we have

$$\tilde{M} = \bigoplus \tilde{M}|_{X_i}.$$  

Thus a virtual resolution of $N$ is a virtual resolution of $M$. Since $M|_{X_i}$ is virtually Cohen–Macaulay, $\text{vdim} M|_{X_i} = \text{codim} M|_{X_i}$. Since $\mathcal{X}$ is equidimensional, we have that $\text{vdim} M|_{X_i} = \text{codim} M$. Finally, a direct sum of virtual resolutions is a virtual resolution of the direct sum, so $\text{vdim} M = \text{vdim} N = \text{codim} M$.  

Proof of Theorem 3.1. This result is now an immediate consequence of Theorem 3.3 and Proposition 3.9, where $M$ in the proposition is $S/I_\Delta$ and the $X_i$ correspond to the relevant-connected components of $\Delta$.  

Example 3.10. Let $k[x_0, \ldots, x_3]$ be the Cox ring of $X = \mathbb{P}^3$ and consider the ideal

$$J = \langle x_0x_2, x_0x_3, x_1x_2, x_1x_3 \rangle,$$

for which $S/J$ has free resolution

$$S^1 \leftarrow \begin{bmatrix} x_0x_2 & x_1x_2 & x_0x_3 & x_1x_3 \end{bmatrix} S^4 \leftarrow \begin{bmatrix} -x_1 & 0 & -x_3 & 0 \\ x_0 & 0 & 0 & -x_3 \\ 0 & -x_1 & x_2 & 0 \\ 0 & x_0 & 0 & x_2 \end{bmatrix} S^4 \leftarrow \begin{bmatrix} \frac{x_3}{\epsilon^2} \\ -x_2 \\ -x_1 \\ \frac{x_0}{\epsilon} \end{bmatrix} S^1 \leftarrow 0.$$
Figure 5. A cylindrical $\Delta$ on $\mathbb{P}^2 \times \mathbb{P}^2$.

Figure 6 (colour online). Adding irrelevant faces to $\Delta$ in Figure 5 yields a Cohen–Macaulay complex.

Note that $J$ corresponds to a one-dimensional simplicial complex with a single color, so Theorem 3.1 implies that $S/J$ is virtually Cohen–Macaulay, with a short virtual resolution of the form

$$ S^2 \xleftarrow{\begin{bmatrix} x_0 & x_1 & 0 & 0 \\ 0 & x_2 & x_3 \end{bmatrix}} S^4 \xleftarrow{\begin{bmatrix} -x_1 & 0 \\ x_0 & 0 \\ 0 & -x_3 \\ 0 & x_2 \end{bmatrix}} S^2 \xleftarrow{0}. $$

See Example 5.3 for a discussion of the subscheme of $\mathbb{P}^d$ cut out by $J$ when $d > 3$.

Example 3.11. Let $X = \mathbb{P}^2 \times \mathbb{P}^2$, and consider the simplicial complex $\Delta$ that is homeomorphic to a cylinder, as shown in Figure 5.

The Stanley–Reisner ideal corresponding to $\Delta$ is $I_\Delta = \langle x_0y_2, x_1y_0, x_2y_1, x_0x_1x_2, y_0y_1y_2 \rangle$.

Since $\tilde{H}_1(\Delta; k) \neq 0$ and $\dim \Delta = 2$, Reisner’s criterion implies that $S/I_\Delta$ is not Cohen–Macaulay. On the other hand, if we consider the simplicial complex given by $B_2 \cup \Delta$, which is illustrated in Figure 6 and corresponds to the ideal $J = \langle x_0y_2, x_1y_0, x_2y_1 \rangle$, then one can check that Reisner’s criterion is satisfied in this case. Since $\tilde{I}_\Delta = \tilde{J}$, we conclude that $S/I_\Delta$ is virtually Cohen–Macaulay.

We will observe in Example 4.9 that $S/\sqrt{I}$ being virtually Cohen–Macaulay does not imply the same for $S/I$, even when $I$ is a monomial ideal. This example shows that the general monomial case cannot be reduced to the squarefree monomial case; moreover, it highlights that being virtually Cohen–Macaulay is a scheme-theoretic property rather than a set-theoretic one. For this reason, it is essential to develop tools to check the intuition developed through Theorem 3.1 in the not-necessarily-radical case and to use the examples it delivers us to scaffold new ones as we build towards a theory of virtual depth. The remainder of this article is directed at that transition.
4. New virtual resolutions from old

We will now consider homological aspects of the virtually Cohen–Macaulay property. In particular, we will now introduce two homological constructions that allow us to build new virtually Cohen–Macaulay modules from those we have shown to be virtually Cohen–Macaulay. Then, in the next section, we give homological obstructions to being virtually Cohen–Macaulay.

For the remainder of the article, let $X$ be an arbitrary smooth projective toric variety with Cox ring $S$, and let $M$ be a finitely generated Pic($X$)-graded $S$-module.

4.1. A mapping cone construction

In this subsection, we introduce a mapping cone construction that, under certain conditions, will allow us to use a virtual resolution of the module $M$ to construct a shorter virtual resolution of $M$, given the right conditions.

To begin, let $F^•$ be a virtual resolution of $M$ of length $t$, and assume that $\text{Ext}^t(M, S) \cong 0$. Let $G^•$ be a free resolution of $\text{Ext}^t(M, S)$, shifted and with indexing reversed as in (4.1). By [5, Proposition A3.13], there is an induced map, which we denote by $\alpha^*$, from $F^\bullet = \text{Hom}_S(F, S)$ to $G^\bullet$.

\[
\cdots \rightarrow 0 \rightarrow F_0^* \xrightarrow{\varphi_1^*} F_1^* \xrightarrow{\varphi_2^*} \cdots \xrightarrow{\varphi_{t-2}^*} F_{t-2}^* \xrightarrow{\varphi_{t-1}^*} \cdots \xrightarrow{\varphi_t^*} F_t^* \rightarrow 0.
\]

\[
\cdots \rightarrow G_{-1}^\bullet \xrightarrow{\psi_{-1}^*} G_0^\bullet \xrightarrow{\psi_0^*} G_1^\bullet \xrightarrow{\psi_1^*} \cdots \xrightarrow{\psi_{t-1}^*} G_{t-2}^\bullet \xrightarrow{\psi_{t-1}^*} G_{t-1}^\bullet \xrightarrow{\psi_t^*=\varphi_t^*} G_t^\bullet \rightarrow 0. \tag{4.1}
\]

Dualizing yields the diagram

\[
\cdots \leftarrow 0 \leftarrow F_0^* \xleftarrow{\varphi_1^*} F_1^* \xleftarrow{\varphi_2^*} \cdots \xleftarrow{\varphi_{t-2}^*} F_{t-2}^* \xleftarrow{\varphi_{t-1}^*} \cdots \xleftarrow{\varphi_t^*} F_t^* \leftarrow 0.
\]

\[
\cdots \leftarrow G_{-1}^\bullet \xleftarrow{\psi_{-1}^*} G_0^\bullet \xleftarrow{\psi_0^*} G_1^\bullet \xleftarrow{\psi_1^*} \cdots \xleftarrow{\psi_{t-1}^*} G_{t-2}^\bullet \xleftarrow{\psi_{t-1}^*} G_{t-1}^\bullet \xleftarrow{\psi_t^*=\varphi_t^*} G_t^\bullet \leftarrow 0. \tag{4.2}
\]

Then, the mapping cone of $\alpha : G \rightarrow F$, denoted by cone($\alpha$), is the complex

\[
\cdots \rightarrow G_{-2} \xrightarrow{\partial_{-2}} G_{-1} \oplus G_0 \oplus G_1 \oplus \cdots \oplus G_{t-2} \xrightarrow{\partial_{t-1}} G_{t-1} \oplus G_t \rightarrow 0,
\]

where the maps have the form $\partial_i = [\varphi_i^* \alpha_{i-1} \psi_{i-1}^*]$. Now, because $\psi_t = \varphi_t$, this reduces to the complex

\[
\cdots \rightarrow G_{-2} \xrightarrow{\partial_{-2}} G_{-1} \oplus G_0 \oplus G_1 \oplus \cdots \oplus G_{t-3} \xrightarrow{\partial_{t-2}} G_{t-2} \rightarrow 0. \tag{4.3}
\]

**Proposition 4.1.** Let $S$ be the Cox ring of a smooth projective toric variety $X$, and let $M$ be a finitely generated Pic($X$)-graded $S$-module. Let $F^\bullet$ be a virtual resolution of $M$ of length $t$ such that $\text{Ext}^t(M, S) \cong 0$, and let $\alpha$ be as in (4.2). If $G_{-2} = 0$ in (4.3), then (the minimization of) cone($\alpha$) is a virtual resolution of $M$.

**Proof.** There is an exact triangle $G^\bullet \xrightarrow{\alpha} F^\bullet \rightarrow \text{cone}(\alpha) \rightarrow G^\bullet[1]$, which induces the long exact sequence in homology

\[
\cdots \rightarrow H_{i+1}(\text{cone}(\alpha)) \rightarrow H_i(G) \rightarrow H_i(F) \rightarrow H_i(\text{cone}(\alpha)) \rightarrow \cdots.
\]
Proposition 4.1 also yields a short resolution for $S/J$, the disjoint union of two lines, holds.

Since $H_i(G) = 0$ for all $i$, it follows that the homology modules of cone($\alpha$) is isomorphic to those for $F_\bullet$, and thus cone($\alpha$) and its minimization are virtual resolutions of $M$. \hfill \Box$

The mapping cone construction of Proposition 4.1 can be iterated as long as the hypotheses hold.

**Example 4.2.** Referring again to Example 3.10, the mapping cone construction of Proposition 4.1 also yields a short resolution for $S/J$. Since the variety $V(J) \subset X$ is simply the disjoint union of two lines, $S/J$ is not arithmetically Cohen–Macaulay even though it is Cohen–Macaulay at every relevant Pic($X$)-graded prime ideal. The minimal free resolution of $S/J$ is

$$0 \leftarrow S \leftarrow S(-2)^4 \leftarrow S(-3)^4 \leftarrow S(-4) \leftarrow 0.$$

We will take the mapping cone of the following map of chain complexes, where the top chain complex is the dual of the free resolution of $\text{Ext}^3(S/J, S) \cong k$:

$$0 \leftarrow S \leftarrow S(-1)^4 \leftarrow S(-2)^6 \leftarrow S(-3)^4 \leftarrow S(-4) \leftarrow 0.$$

The mapping cone yields

$$\begin{array}{ccc}
S(-1)^4 & S(-2)^6 & S(-3)^4 \\
S(-2)^4 & S(-3)^4 & S(-4)
\end{array}$$

which after minimizing provides a virtual resolution of $S/J$ of length $\text{codim}(J)$:

$$S^2 \leftarrow S(-1)^4 \leftarrow S(-2)^2 \leftarrow 0.$$

Note that this resolution can also be constructed using the techniques of sheaves over simplicial complexes of [13].

**Example 4.3.** Consider the hyperelliptic curve $C$ of genus 4 which can be embedded as a curve of bidegree $(2, 8)$ in $\mathbb{P}^1 \times \mathbb{P}^2$ found in [2, Example 1.4], where $S = k[x_0, x_1, y_0, y_1, y_2]$. Now $S/I$ has minimal free resolution

$$\begin{array}{ccc}
S(-3, -1)^1 & S(-3, -3)^3 & S(-3, -5)^3 \\
S(-2, -2)^1 & S(-2, -5)^6 & S(-2, -7)^2 \\
S(-1, -5)^3 & S(-1, -7)^1 & S(-2, -8)^1 \\
(0, -8)^1
\end{array}$$

Note that $\text{Ext}^4_S(S/I, S)$ has finite length and that the dual of the shifted resolution of $\text{Ext}^3_S(S/I, S)$ is

$$\begin{array}{ccc}
S(-1, -1)^1 & S(-1, -3)^3 & S(-1, -5)^3 \\
S(-2, -2)^1 & S(-2, -3)^3 & S(-2, -7)^2 \\
S(-3, -1)^1 & S(-3, -3)^3 & S(-3, -7)^1 \\
S(-3, -3)^3 & S(-3, -7)^1 & S(-2, -8)^1
\end{array}$$

(4.4)
Applying Proposition 4.1 yields a virtual resolution for $S/I$ of the form

\[
\begin{array}{c}
S(-2,-1)^1 \\
\oplus \\
S(-2,-2)^1 \\
\oplus \\
S(-2,-3)^3 \\
\oplus \\
S(-1,-3)^3 \leftarrow S(-1,-8)^2 \leftarrow S(-2,-8)^1 \leftarrow 0.
\end{array}
\] (4.5)

However, the cokernel of $\rho_3^*$ is also irrelevant, so this procedure can be repeated in this case, so applying Proposition 4.1 to (4.5) yields the following virtual resolution for $S/I$:

\[
\begin{array}{c}
S(-1,-1)^2 \\
\oplus \\
S(-1,-2)^1 \\
\oplus \\
S(0,-3)^1 \\
\oplus \\
S(-1,-2)^1 \leftarrow S(-1,-3)^5 \leftarrow 0,
\end{array}
\]

where

\[
\partial_1 = \begin{bmatrix}
0 & -x_1y_0 - x_1y_1 & x_0y_0^2 & y_1^2y_2 & -x_1y_1^2 - x_0y_2^2 & y_0y_2 + y_1y_2 & x_0y_2 & y_0^3 + y_0^2y_1 & 0 \\
-x_1 & -x_0 & 0 & y_0^2 & 0 & -y_1^2 & 0 & -y_2^2 & 0 \\
0 & 0 & -x_1 & 0 & -x_0 & y_0 + y_1 & 0 & 0 & -y_2^2 \\
x_0 & 0 & 0 & y_2^2 & 0 & 0 & 0 & -x_1 & -y_1^2 y_0^2
\end{bmatrix}
\]

and

\[
\partial_2 = \begin{bmatrix}
-y_1^2 & 0 & y_0^2 & -y_2^2 & 0 \\
y_2^2 & 0 & 0 & y_0^2 & -y_1^2 \\
y_0 + y_1 & -y_2 & 0 & 0 & 0 \\
0 & 0 & x_1 & x_0 & 0 \\
0 & 0 & y_2 & 0 & y_0 + y_1 \\
x_1 & 0 & 0 & x_0 & 0 \\
0 & y_0^2 & y_2^2 & -y_1^2 & 0 \\
x_0 & 0 & 0 & x_1 & 0 \\
0 & x_1 & -x_0 & 0 & 0
\end{bmatrix}.
\]

4.2. The quotient by a virtually regular element

The purpose of this subsection is to introduce the notion of a virtually regular element and to show that the quotient of a virtually Cohen–Macaulay module by a virtually regular element is again virtually Cohen–Macaulay. We do this by the explicit construction of a virtual resolution.
of the appropriate length for the quotient module arising from a virtual resolution of the original module. Recall that a module $M$ is irrelevant if $M = 0$.

**Definition 4.4.** Let $f \in S$ be homogeneous, and let $M$ be an $S$-module. If $\text{Ann}_M f$ is irrelevant and $\dim M = 1 + \dim M/fM$, then we say that $f$ is virtually regular on $M$ or that $f$ is a virtually regular element on $M$.

It is immediate that any regular element on $M$ is virtually regular and that no element of a minimal prime of $M$ can be virtually regular. The additional flexibility gained in considering virtually regular elements over regular elements alone is that an element of an embedded associated prime of $M$ can be virtually regular if its annihilator is sufficiently well controlled. Note also that if $M'$ is an $S$-module satisfying $M' = M$, then $f$ is virtually regular on $M$ if and only if $f$ is virtually regular on $M'$. We will see below that quotienting by a virtually regular element preserves the virtually Cohen–Macaulay property, just as quotienting by a regular element preserves the Cohen–Macaulay property of modules. However, unlike in the affine setting, the converse is not true (see Example 4.9).

**Proposition 4.5.** Let $S$ be the Cox ring of a smooth projective toric variety $X$, and let $M$ be a finitely generated Pic$(X)$-graded $S$-module. If $M$ has a virtual resolution of length $\ell$ and $f$ is a virtually regular element on $M$, then $M/fM$ has a virtual resolution of length $\ell + 1$. In particular, if $M$ is virtually Cohen–Macaulay, then $M/fM$ is either virtually Cohen–Macaulay or irrelevant.

**Proof.** Because $\dim M = 1 + \dim M/fM$, it suffices to prove the first claim. Let $F_\bullet$ be a virtual resolution of $M$ of length $\ell$. Consider the complex $G_\bullet = 0 \to S \overset{f}{\longrightarrow} S \to S/(f) \to 0$. We claim that the total complex, $E_\bullet$, of the double complex of $F_\bullet \otimes_S G_\bullet$ gives a virtual resolution of $M/fM$. It is clear that $H_0(E) = M' \otimes_S S/(f)$ for some module $M'$ satisfying $M' = M$. Because $\text{Ann}_M f$ is irrelevant, it follows that $H_0(E)^\sim = (M/fM)^\sim$. A standard diagram chase shows that the higher homology of the total complex is irrelevant. Because $E_\bullet$ has length $\ell + 1$, we have found a virtual resolution of $M/fM$ of length $\ell + 1$, as desired. □

**Definition 4.6.** We say that the sequence $f_1, \ldots, f_k$ is a virtually regular sequence on the module $M$ if $f_1$ is virtually regular on $M$ and if $f_i$ is virtually regular on $M/\langle f_1, \ldots, f_{i-1}\rangle M$ for all $1 < i \leq k$.

The following corollary is an immediate from Proposition 4.5.

**Corollary 4.7.** If the $S$-module $M$ is virtually Cohen–Macaulay, and $f_1, \ldots, f_k$ is a virtually regular sequence on $M$, then $M/\langle f_1, \ldots, f_k\rangle M$ is either virtually Cohen–Macaulay or irrelevant.

**Example 4.8.** Let $S = k[x_0, \ldots, x_5]$ be the Cox ring of $\mathbb{P}^5$ and consider the ideal

$$J = \langle x_0, x_1, x_2 \rangle \cap \langle x_3, x_4, x_5 \rangle.$$

With $M = S/J$ and $F_\bullet$, the minimal free resolution of $M$, the construction in Proposition 4.1 yields a virtual resolution of $M$ of length $\text{codim} M = 3$, which shows that $M$ is virtually Cohen–Macaulay. We claim that $x_2 - x_3$ is a virtually regular element on $M$, that $x_1 - x_4$ is a virtually regular element on $M/\langle x_2 - x_3 \rangle M$, and that $x_0 - x_3$ is a virtually regular element on $M/\langle x_2 - x_3, x_1 - x_4 \rangle M$. Because $x_2 - x_3$ is a regular element, it is automatically a virtually regular element. Observe that
Nevertheless, we will endeavor to repeat these hypotheses in the statements of theorems. For instance, we denote by \( \mathcal{M} = \frac{M}{(x_2 - x_5)M} \) the Cox ring of a smooth projective toric variety \( \mathbb{P}^2 \), and so \( \dim \mathcal{M} = 1 + \dim \mathbb{P}^2/\langle x_2 - x_5 \rangle \mathcal{M} \). The isomorphism presented above is given by \( x_i \mapsto x_i \) for \( i \neq 5 \) and \( x_5 \mapsto x_2 - x_5 \). After application of this isomorphism, it is easy to see that \( \text{Ann}_{\mathcal{M}}(x_1 - x_4) = \langle x_2 \rangle \mathcal{M} \), which is irrelevant. Hence, \( x_1 - x_4 \) is a virtually regular element that is not a regular element on \( \mathcal{M} \). A similar computation shows that \( x_0 - x_3 \) is in an embedded prime of \( \mathcal{M}/\langle x_2 - x_5, x_1 - x_4 \rangle M \) and hence, after applying an analogous isomorphism to the one described above, an irrelevant annihilator generated by \( x_1 \) and \( x_2 \). Hence, \( x_2 - x_5, x_1 - x_4, x_0 - x_3 \) is a virtually regular sequence on \( \mathcal{M} \).

Therefore, since \( \mathcal{M} \) is virtually Cohen–Macaulay, so are each of the modules \( \mathcal{M}/\langle x_2 - x_5 \rangle M \) and \( \mathcal{M}/\langle x_2 - x_5, x_1 - x_4 \rangle M \) by Proposition 4.5. Note that \( \mathcal{M}/\langle x_2 - x_5, x_1 - x_4, x_0 - x_3 \rangle M \) is irrelevant.

It is worth noting, however, that the converse to Proposition 4.5 is false, even over the Cox ring of a single projective space, as seen in the example below.

**Example 4.9.** If \( S = k[x_0, x_1, x_2] \) is the Cox ring of \( \mathbb{P}^2 \), and \( \mathcal{M} = S/\langle x_0^2, x_0x_1 \rangle \), then there is no \( f \in S \) so that \( S/\langle f \rangle \cong M \). Thus, the virtual dimension of \( M \) is at least of length 2 while \( \text{codim} M = 1 \), so \( M \) is not virtually Cohen–Macaulay. However, \( x_2 \) is a (virtually) regular element on \( M \), and \( M/\langle x_2 \rangle \mathcal{M} \cong S/\langle x_0, x_2 \rangle \), which is clearly virtually Cohen–Macaulay. Hence, we have an example of a module that is not virtually Cohen–Macaulay and a virtually regular on it so that the quotient by that virtually regular element yields virtually Cohen–Macaulay module. Note also that \( x_2, x_1, x_0 \) is a virtually sequence on \( M \) while \( x_0, x_1, x_2 \) is not, which shows that virtually regular sequences need not be permutable. Additionally, because \( S/\langle x_0 \rangle \) is virtually Cohen–Macaulay, this example shows that it is possible that a monomial ideal \( I \) does not define a virtually Cohen–Macaulay scheme while its radical \( \sqrt{I} \) does.

5. **Derived functors via virtual resolutions**

In this section, we record that the sheafifications of Ext and Tor functors can be computed using virtual resolutions in place of free resolutions. This perspective gives necessary conditions on a module for it to be virtually Cohen–Macaulay. The goals of this treatment are to record the relationship between the length of shortest virtual resolutions with homological dimension and to note some conditions on modules that prevent them from being virtually Cohen–Macaulay. These conditions are those that would prevent a module from having any virtual resolution of length equal to its codimension.

As in the previous section, \( X \) will always denote an arbitrary smooth projective toric variety with Cox ring \( S \) and that all \( S \)-modules will be finitely generated and Pic(\( X \))-graded. Nevertheless, we will endeavor to repeat these hypotheses in the statements of theorems.

**Proposition 5.1.** Let \( M \) and \( N \) be finitely generated Pic(\( X \))-graded modules over the Cox ring \( S \) of a smooth projective toric variety \( X \). If \( F_* \) is any virtual resolution of \( M \), then \( \text{Ext}^i_S(M, N)^\sim \) is the sheafification of the \( i \)th homology module of \( \text{Hom}_S(F_*, N) \).

**Proof.** Fix a virtual resolution \( F_* \) of \( M \) and an injective resolution \( I^* \) of \( N \). We consider the spectral sequence of the double complex whose \((i, j)\)th entry on page 0 is \( \text{Hom}_S(F_i, I^j) \).
Taking homology along each column yields a page 1 whose only non-zero entries are $\Hom_S(F_\bullet, N)$. Hence, the module in position $(i, j)$ on page $\infty$ is the $i$th homology module of $\Hom_S(F_\bullet, N)$.

As usual, let $B$ denote the irrelevant ideal of $S$. On the other hand, taking homology along rows first yields a page 1 whose entry in position $(i, j)$ is $\Hom(L_i, I^j)$ where $L_i$ is the $i$th homology of $F_\bullet$, which is supported only on $B$ unless $i = 0$, in which case $L_0 = M$. Hence, the entry in position $(i, j)$ on page $\infty$ is $H_i \oplus K_i$ for some module $K_i$ supported only on $B$ and $H_i \subseteq \Ext^\ell_S(M, N)$ with $\Ext^\ell_S(M, N)/H_i$ supported only on $B$. Hence, $\Ext^\ell_S(M, N)^\sim \cong (H_i \oplus K_i)^\sim$, as desired.

It is a classical result that, for a module $M$ over the Cox ring $S$ of $\mathbb{P}^d$, the condition that $H^\ell_B(M)^\vee \cong \Ext^{d+1-\ell}(M, S)$ be irrelevant (equivalently, finite length) for all $i < \dim(M)$ is equivalent to the condition that $M$ be equidimensional and Cohen–Macaulay at its localization at every relevant prime in its support. We will see in Section 6 that virtually Cohen–Macaulay implies geometrically Cohen–Macaulay and equidimensional. Putting these facts together, we have that when $X$ is a single projective space, $M$ being virtually Cohen–Macaulay implies that $\Ext^\ell_S(M, S)$ is irrelevant for all $j > \text{codim}(M)$. The following corollary, which is immediate from Proposition 5.1, extends that result to the arbitrary smooth projective toric setting.

**Corollary 5.2.** Let $S$ be the Cox ring of a smooth projective toric variety $X$, and let $M$ be a finitely generated $\text{Pic}(X)$-graded $S$-module. If $M$ has a virtual resolution of length $\ell$, then $\Ext^\ell_S(M, N)^\sim = 0$ for all $\text{Pic}(X)$-graded finitely generated $S$-modules $N$ and all $i > \ell$.

**Example 5.3.** In Example 3.10, we saw that $I = \langle x_0, x_1 \rangle \cap \langle x_2, x_3 \rangle$ defined a virtually Cohen–Macaulay subscheme of $\mathbb{P}^3$. Corollary 5.2 implies that $I$ does not define a virtually Cohen–Macaulay subscheme of $\mathbb{P}^d$ whenever $d > 3$. In particular, with $S = k[x_0, \ldots, x_d]$, we have that $\Ext^3_S(S/I, S) \cong S/\langle x_0, x_1, x_2, x_3 \rangle$, which is not irrelevant.

**Remark 5.4.** With notation as above, the virtual dimension of $M$ is greater than or equal to the homological dimension of $\tilde{M}$. To see this, observe that if $M$ has a virtual resolution of length $\ell$, then, because every virtual resolution of $M$ gives rise to a locally free resolution of $\tilde{M}$, the homological dimension of $\tilde{M}$ is at most $\ell$. However, it is not true that a module $M$ is virtually Cohen–Macaulay if and only if its sheafification has homological dimension equal to its codimension. For example, any module whose sheafification is a vector bundle that does not split as a direct sum of line bundles has homological dimension 0 while its shortest virtual resolution must have positive length. Example 6.3 examines an explicit example of this type.

We have seen in Corollary 5.2 that an $S$-module $M$ cannot have a virtual resolution of length $\ell$ if there is some $\Ext^\ell_S(M, N)^\sim \neq 0$ for some $S$-module $N$ and some $i > \ell$. The following two corollaries combine to show that one need not consider all possible $N$ but that it is instead sufficient to check only $N = S$.

**Corollary 5.5.** Let $S$ be the Cox ring of a smooth projective toric variety $X$, and let $M$ be a finitely generated $\text{Pic}(X)$-graded $S$-module. If $\Ext^\ell_S(M, S)^\sim = 0$ and $\Ext^{\ell+1}_S(M, L)^\sim = 0$ for every finitely generated $\text{Pic}(X)$-graded $S$-module $L$, then $\Ext^\ell_S(M, N)^\sim = 0$ for every finitely generated $\text{Pic}(X)$-graded $S$-module $N$.

**Proof.** Let $N$ be an $S$-module. There is a short exact sequence (of $S$-modules but typically not of graded $S$-modules) for some $a \geq 1$ and some $K$ of the form $0 \rightarrow K \rightarrow S^a \rightarrow N \rightarrow 0$. Applying $\Ext_S(M, -)$ to this yields
\[ \text{Ext}^\ell_S(M, S^a) \to \text{Ext}^\ell_S(M, N) \to \text{Ext}^{\ell+1}_S(M, K) = 0. \]

Since \( \text{Ext}^\ell_S(M, S^a) \cong (\text{Ext}^\ell_S(M, S))^a = 0 \), it must be true that \( \text{Ext}^\ell_S(M, N) \cong 0 \). \qed

**Corollary 5.6.** Let \( S \) be the Cox ring of a smooth projective toric variety \( X \). Suppose the finitely generated \( \text{Pic}(X) \)-graded \( S \)-module \( M \) has the property that \( \text{Ext}^\ell_S(M, S^a) \) is irrelevant for all \( \ell \geq \ell^\prime \), for some \( \ell^\prime \geq 0 \). Then \( \text{Ext}^\ell_S(M, N) \) is irrelevant for every finitely generated \( \text{Pic}(X) \)-graded \( S \)-module \( N \) for all \( \ell \geq \ell^\prime \).

**Proof.** Because free resolutions are virtual resolutions, the claim is trivial if \( \ell^\prime \) is greater than the projective dimension of \( M \), denoted by \( \text{pdim} M \), so we assume that \( \ell^\prime \leq \text{pdim} M \). Now, using Corollary 5.5, we proceed by induction on \( \text{pdim} M - \ell \). \qed

For completeness, we state an analogue for \( \text{Tor} \) of Proposition 5.1, which concerned \( \text{Ext} \).

**Proposition 5.7.** Let \( M \) and \( N \) be finitely generated \( \text{Pic}(X) \)-graded modules over the Cox ring \( S \) of a smooth projective toric variety \( X \). If \( F_\bullet \) is any virtual resolution of \( M \), then \( \text{Tor}^i_S(M, N) \) is the sheafification of the \( i \)-th homology module of \( F_\bullet \otimes_S N \).

**Proof.** The argument follows the proof of Proposition 5.1 but uses the spectral sequence arising from the double complex \( F_\bullet \otimes_S G_\bullet \), where \( G_\bullet \) is a free resolution of \( N \). \qed

**Corollary 5.8.** Let \( S \) be the Cox ring of a smooth projective toric variety \( X \). If a finitely generated \( \text{Pic}(X) \)-graded \( S \)-module \( M \) has a virtual resolution of length \( \ell \), then \( \text{Tor}^i_S(M, N) \cong 0 \) for all finitely generated \( \text{Pic}(X) \)-graded \( S \)-modules \( N \) and all \( i > \ell \).

Connecting back to Definition 4.4, a virtually regular element has a description in terms of virtual \( \text{Tor} \), just as, in the affine case, a regular element can be described in terms of the vanishing of certain \( \text{Tor} \) modules.

**Proposition 5.9.** Let \( S \) be the Cox ring of a smooth projective toric variety \( X \), \( M \) be a finitely generated \( \text{Pic}(X) \)-graded \( S \)-module, and \( f \in S \) be homogeneous. Then \( f \) is virtually regular on \( M \) (as in Definition 4.4) if and only if \( 1 + \dim M/fM = \dim M \) and \( \text{Tor}^1_S(M, S/\langle f \rangle) \cong 0 \).

**Proof.** Tensor the short exact sequence \( 0 \to S \to S/\langle f \rangle \to M \to 0 \) with \( M \) to see that there is an isomorphism of \( S \)-modules \( \text{Tor}^1_S(M, S/\langle f \rangle) \cong \text{Ann}_M f \). \qed

6. **Relationships among the arithmetically, virtually and geometrically Cohen–Macaulay properties**

As in the previous section, \( X \) will always denote an arbitrary smooth projective toric variety with Cox ring \( S \) and irrelevant ideal \( B \) and that all \( S \)-modules will be finitely generated and \( \text{Pic}(X) \)-graded. We begin this section by recording a relationship between the arithmetically Cohen–Macaulay, virtually Cohen–Macaulay and geometrically Cohen–Macaulay properties. Recall that an ideal \( I \) is relevant if \( B^t \not\subseteq I \) for all \( t \geq 1 \).

**Definition 6.1.** An \( S \)-module \( M \) is geometrically Cohen–Macaulay if \( M_P \) is a Cohen–Macaulay \( S_P \)-module for all relevant primes \( P \) in the support of \( M \).
Note that the condition that $M$ be geometrically Cohen–Macaulay is equivalent to the condition that $\tilde{M}$ be a Cohen–Macaulay sheaf on $X$.

**Proposition 6.2.** Let $S$ be the Cox ring of a smooth projective toric variety $X$. If $M$ is a finitely generated $\text{Pic}(X)$-graded $S$-module, then

1. if $M$ is arithmetically Cohen–Macaulay, then $M$ is virtually Cohen–Macaulay; and
2. if $M$ is virtually Cohen–Macaulay, then $M$ is geometrically Cohen–Macaulay.

**Proof.** If $M$ is arithmetically Cohen–Macaulay, then by the Auslander–Buchsbaum formula, $M$ has a free resolution of length $\text{codim} M$. Because free resolutions are virtual resolutions, $M$ is thus virtually Cohen–Macaulay.

Similarly, if $M$ is virtually Cohen–Macaulay, then it has a virtual resolution $F_\bullet$ of length $\text{codim} M$. If $P$ is any relevant prime in the support of $M$, then localizing $F_\bullet$ at $P$ gives a free resolution $(F_P)_\bullet$ of $M_P$ of length $\text{codim} M$. Because the codimension of $\text{Spec}(S/\text{Ann}_S(M))$ in $\text{Spec}(S)$ is equal to the codimension of $\text{Spec}(S_P/\text{Ann}_{S_P}(M_P))$ in $\text{Spec}(S_P)$, it follows from the Auslander–Buchsbaum formula that $M_P$ is Cohen–Macaulay. Hence $M$ is geometrically Cohen–Macaulay. \(\square\)

We saw several times in Section 3, for example, in Example 3.10, that implication (1) of Proposition 6.2 is strict. We now give an example showing that implication (2) is also strict.

**Example 6.3.** Even over the Cox ring of projective space, a module can be geometrically Cohen–Macaulay but not virtually Cohen–Macaulay. For example, if $S$ is the Cox ring of $\mathbb{P}^d$ with $d > 1$ and $M$ corresponds to the tangent bundle, that is, $M$ is the cokernel of the map

$$
\begin{bmatrix}
x_0 \\
\vdots \\
x_d
\end{bmatrix} \begin{array}{c}
S^{d+1}
\end{array} \begin{array}{c}
S \leftarrow 0,
\end{array}
$$

then $\tilde{M}$ is a vector bundle that does not split as a direct sum of line bundles, see [4, Theorem 8.1.6]. Thus $M$ has virtual dimension 1 but codimension 0.

Meanwhile, for each $0 \leq i \leq d$, the matrix above has a unit entry after tensoring with $S[1/x_i]$, which shows that $M[1/x_i] \cong S[1/x_i]$, and so $M$ is a geometrically Cohen–Macaulay. In fact, not only is $M$ geometrically Cohen–Macaulay, but also it is a faithful module of depth $d$ on the homogeneous maximal ideal of $S$. These properties show that the virtual Cohen–Macaulay property is not captured by the geometric Cohen–Macaulay property along with depth information coming from the affine setting.

It was shown in [2, Proposition 5.1] that every $B$-saturated virtually Cohen–Macaulay module over the Cox ring $S$ of a product of projective spaces is unmixed. The argument, which we record here, generalizes to arbitrary smooth projective toric varieties.

**Proposition 6.4.** Let $S$ be the Cox ring of a smooth projective toric variety $X$ with irrelevant ideal $B$. If $M$ is a finitely generated $\text{Pic}(X)$-graded $B$-saturated $S$-module that is virtually Cohen–Macaulay, then $\dim S/P = \dim M$ for all associated primes $P$ of $M$.

**Proof.** Suppose that $M$ is a virtually Cohen–Macaulay module of codimension $c$, and suppose that there is some associated prime $P$ of $M$ of codimension $e > c$. Let $F_\bullet$ be a virtual resolution of length $e$. Because $M$ is $B$-saturated, every associated prime $P$ of $M$ is relevant. Hence, $(F_P)_\bullet$ gives an $S_P$-free resolution of $M_P$ of length $c$. Let $\text{pdim}_{S_P} M_P$ denote the projective dimension
of $M_P$ over $S_P$, and recall that the codimension of $\text{Spec}(S/\text{Ann}_S(M))$ in $\text{Spec}(S)$ is equal to the codimension of $\text{Spec}(S_P/\text{Ann}_{S_P}(M_P))$ in $\text{Spec}(S_P)$, which we record as $\text{codim } M = \text{codim } M_P$. Then we obtain a contradiction because

$$\text{pdim } M_P \leq c < e = \text{codim } M = \text{codim } M_P. \quad \square$$

Proposition 6.4 motivates the definition of a virtually unmixed $S$-module:

**Definition 6.5.** Let $M$ be an $S$-module, and let $N$ denote the $B$-saturated $S$-module satisfying $\tilde{N} = \tilde{M}$. We say that $M$ is virtually unmixed if it satisfies the following conditions, which are easily seen to be equivalent.

1. For all relevant associated primes $P$ of $M$, $\dim S/P = \dim M$.
2. For all associated primes $P$ of $N$, $\dim S/P = \dim N$.
3. The $B$-saturation of $\text{Ann}_S M$ is an unmixed ideal.
4. The annihilator $\text{Ann}_S N$ is an unmixed ideal.

The following corollary is immediate from Proposition 6.4.

**Corollary 6.6.** If $M$ is a virtually Cohen–Macaulay $S$-module, then $M$ is virtually unmixed.
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