Gamow-Teller excitations at finite temperature: Competition between pairing and temperature effects
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The relativistic and nonrelativistic finite temperature proton-neutron quasiparticle random phase approximation (FT-PNQRPA) methods are developed to study the interplay of the pairing and temperature effects on the Gamow-Teller excitations in open-shell nuclei, as well as to explore the model dependence of the results by using two rather different frameworks for effective nuclear interactions. The Skyrme-type functional SkM* is employed in the nonrelativistic framework, while the density-dependent meson-exchange interaction DD-ME2 is implemented in the relativistic approach. Both the isoscalar and isovector pairing interactions are taken into account within the FT-PNQRPA. Model calculations show that below the critical temperatures the Gamow-Teller excitations display a sensitivity to both the finite temperature and pairing effects, and this demonstrates the necessity for implementing both in the theoretical framework. The established FT-PNQRPA opens perspectives for the future complete and consistent description of astrophysically relevant weak interaction processes in nuclei at finite temperature such as β decays, electron capture, and neutrino-nucleus reactions.
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I. INTRODUCTION

Understanding the behavior of nuclei under extreme conditions of isospin and temperature is a long-standing challenge for both theoretical and experimental nuclear physics. Over the past few decades, the multipole responses in nuclei have been used to probe the properties of nuclei around the valley of stability, and have provided a wealth of information about nuclear structure and dynamics. Among various modes of excitation, the spin-isospin response is known as one of the fundamental phenomena in nuclei, studied extensively over the past years [1–3]. These excitation modes are not only important for nuclear physics, but also for nuclear astrophysics. While the properties of the spin-isospin response can provide valuable information on the spin and spin-isospin dependence of the effective nuclear interaction, detailed knowledge of their properties is relevant in the calculations of the nuclear weak interaction processes in stellar environments (e.g., electron capture, β decay, neutrino capture and scattering, etc.). It is also known that the nuclear weak interaction processes take place under different conditions of density and temperatures ranging from several hundreds of keV to MeV [4,5]. Therefore, the accurate description of the spin-isospin excitations by considering these conditions is of particular relevance to achieve a better understanding of the behavior of nuclei under extreme conditions and stellar weak interaction processes involving nuclei.

Among the spin-isospin excitations, the Gamow-Teller (GT) transitions have been extensively studied using different theoretical approaches: the shell model [6–8] and the relativistic [9–14] and nonrelativistic [15–24] nuclear energy density...
functionals. For more details on previous studies of the GT transitions within these and other theoretical frameworks, see review articles [25–27] and references therein. The applicability of the shell model is limited to medium mass nuclei \((A \lesssim 70)\), whereas the relativistic and nonrelativistic nuclear energy density functionals have the advantage of describing the excitation properties of nuclei in a consistent approach along the nuclear chart. Presently, one of the open issues in the description of the properties of nuclei is the role of the pairing correlations, which can lead to important modifications in the ground-state properties and respective response functions of nuclei. In open-shell nuclei, the isovector pairing between protons and between neutrons \((T = 1, S = 0)\) contributes in the ground-state calculations and it is responsible for the partial occupation of the single-particle states. The strength of the isovector pairing is usually adjusted to the empirical pairing gaps, calculated from the nuclear masses using the three-points formula \([28,29]\). In addition to the isovector pairing, the isoscalar proton-neutron pairing contributes at the level of the residual interaction of the proton-neutron quasiparticle random phase approximation (PNQRPA). The significance of the proton-neutron pairing correlations in nuclear structure, as well as the competition between the isoscalar and isovector pairing modes, have already been extensively studied using various approaches (see, e.g., \([30–38]\) and references therein). The effect of isoscalar proton-neutron pairing has also been discussed in the case of GT transitions in several energy density functional frameworks \([9,10,15,17–20,22,24]\). It was shown that the isoscalar pairing reduces the excitation energies, and leads to an enhancement of the low-energy strength (see also Ref. \([38]\) and the references therein). Furthermore, its inclusion affects the predictions for the GT excitations and \(\beta\)-decay rates of nuclei \([14,15,24]\). These studies also indicate that the strength of the isoscalar pairing should be slightly larger than or equal to the isovector pairing strength \([19,38]\). However, extensive studies are still needed to constrain the isoscalar pairing strength at zero temperature.

The temperature effects on the ground-state properties \([39–45]\) and excitations \([46–56]\) in nuclei have also been the subject of several studies, not only to understand their properties under extreme conditions, but also in relation to their relevance for astrophysical processes. Long ago, the effect of temperature on the stellar electron capture rates was studied in neutron-rich germanium isotopes using the hybrid model composed of the shell model Monte Carlo (SMMC) approach and the random phase approximation (RPA) \([49]\). The findings of this study indicate that the configuration mixing and thermal effects can unblock the allowed GT transitions. In Ref. \([50]\), the GT\(^+\) strength distributions and electron capture rates were calculated at finite temperature, based on the PNQRPA and thermo-field-dynamics formalism. It was shown that the GT\(^+\) excitation energies decrease due to the thermal effects. The relativistic \([53]\) and nonrelativistic \([54]\) finite temperature RPA calculations were also performed to study the electron capture on nuclei in stellar environments, using the relevant charge-exchange excitations at finite temperatures. Although the calculations were performed for open-shell nuclei, the pairing correlations were not taken into account. Recently, the nuclear charge-exchange excitations were studied using the finite temperature relativistic nuclear field theory framework; in particular, \(\beta\)-decay rates have been studied for the first time by going beyond the one-loop approximation \([57]\). However, these calculations were also limited to the closed-shell nuclei. At finite temperatures, the proper description of the spin-isospin excitations in open-shell nuclei requires the inclusion of pairing correlations both in the isovector and isoscalar channels, assuming that the temperature is below the critical value for the pairing collapse. Therefore, extensions of the current theoretical models are necessary to study the excitations in open-shell nuclei at finite temperatures. For this purpose, the finite temperature QRPA was developed and self-consistent calculations were performed using nonrelativistic functionals to study the electric dipole and quadrupole excitations in nuclei with increasing temperature \([48]\). In this work, the finite temperature proton-neutron QRPA (FT-PNQRPA) based on the relativistic and nonrelativistic functionals is developed to study the spin-isospin excitations in open-shell nuclei at finite temperatures. Using the FT-PNQRPA, one can explore the behavior of nuclei under extreme conditions as well as the interplay between the pairing and temperature effects, which is crucial for the proper description of the spin-isospin excitations, especially at temperatures below 1 MeV. With this aim, the relativistic and nonrelativistic nuclear energy density functionals are employed to study the GT\(^-\) response of open-shell \(^{42}\text{Ca},^{46}\text{Ti},\) and \(^{114}\text{Sn}\) nuclei at zero and finite temperatures. We focus on the properties of the GT\(^-\) excitations under the influence of both the finite temperature and pairing correlation effects.

The paper is organized as follows. In Sec. II, the formalism of the FT-PNQRPA is introduced. In Sec. III, the results of the calculations are presented. The effects of the isoscalar pairing and temperature on the GT\(^-\) excitations of the selected nuclei are studied. The calculations are performed mainly below the critical temperatures, for which pairing correlations still play a role. The competition between the pairing and temperature effects is discussed for the Gamow-Teller Resonance (GTR) and low-energy excitations. Finally, the conclusions and outlook are given in Sec. IV.

II. MICROSCOPIC MODEL: THE FINITE TEMPERATURE PROTON-NEUTRON QRPA

In the present work, model calculations are carried out using the relativistic and nonrelativistic nuclear energy density functionals, assuming spherical symmetry. In the nonrelativistic framework, the ground-state properties of nuclei are described using the finite temperature Hartree-Fock-Bardeen-Cooper-Schrieffer (FT-HFBCS) calculation with Skyrme-type functional SkM* \([58]\). In the relativistic framework, the finite temperature Hartree BCS (FT-HBCS) calculations are performed using the density dependent meson-exchange DD-ME2 functional \([59]\). Detailed information about the the finite temperature H(F)BCS theory can be found in Refs. \([39,42]\). In the finite temperature framework, the occupation probabilities of the states are given by

\[
n_i = v_i^2 (1 - f_i) + u_i^2 f_i,
\]

where \(n_i\) is the occupation probability of the state \(i\), \(v_i\) and \(u_i\) are the coefficients of the quasiparticle and antiquasiparticle states, respectively, and \(f_i\) is the Fermi distribution function.
where $u_i$ and $v_j$ are the BCS amplitudes. The temperature dependent Fermi-Dirac distribution function is given by

$$ f_T = \frac{1}{1 + \exp(E_i/k_BT)}, \quad (2) $$

where $E_i$ is the quasiparticle (q.p.) energy, $k_B$ is the Boltzmann constant, and $T$ is the temperature.

In open-shell nuclei, the isovector pairing ($T = 1$, $S = 0$) contributes in the ground-state calculations and leads to the partial occupation of states, while the isoscalar pairing ($T = 0$, $S = 1$) contributes only to the residual proton-neutron particle-particle interaction at the FT-PNQRPA level. We note that the isoscalar proton-neutron pairing cannot be considered within the present H(F)BCS framework used for the ground-state calculations since its inclusion represents a rather complex problem. In the nonrelativistic model, the zero-range density-dependent surface pairing interaction is used in both the isovector and isoscalar pairing channels. The isovector pairing interaction is given by

$$ V_{i\alpha}(r_1, r_2) = -V_{i\alpha}^{0} \frac{1}{2} P_{<} \left(1 - \frac{\rho(r)}{\rho_0}\right) \delta(r_1 - r_2), \quad (3) $$

where $\rho_0 = 0.16$ fm$^{-3}$ and $P_{<}$ is the spin exchange operator. The isovector pairing strength ($V_{i\alpha}^{0}$) is adjusted to the empirical pairing gap values for the considered nuclei. The isoscalar pairing interaction is given by

$$ V_{s\alpha}(r_1, r_2) = -V_{s\alpha}^{0} \frac{1}{2} P_{<} \left(1 - \frac{\rho(r)}{\rho_0}\right) \delta(r_1 - r_2), \quad (4) $$

where $V_{s\alpha}^{0}$ denotes the strength of the isoscalar pairing interaction. Since this channel of the pairing interaction cannot be constrained at the level of the ground state, it is parameterized separately within the PNQRPA, e.g., by constraining its strength to the properties of GT excitations or $\beta$-decay half-lives. For the purpose of the present analysis $V_{s\alpha}^{0}$ is used as a free parameter in order to explore the model dependence of the GT$^-$ excitation properties at finite temperature.

In the relativistic approach, the isovector and isoscalar pairing are treated differently. For the finite temperature Hartree BCS calculations, we use a monopole pairing interaction [39], in which the isovector pairing strength ($G_{0}^{\alpha}$) is adjusted to the empirical pairing gaps. We also introduce the smooth energy-dependent cutoff weights to take into account the finite range of the pairing interaction (see Refs. [28,39] for more information). For the isoscalar pairing, we employ formulation with a short range repulsive Gaussian combined with a weaker longer range attractive Gaussian

$$ V_{12} = -G_{0}^{\alpha} \sum_{j=1}^{2} g_j e^{-r_j^2/\mu_j^2} \prod_{S=1,T=0} \delta(r_1 - r_2), \quad (5) $$

where $\prod_{S=1,T=0}$ projects onto states with $S = 1$ and $T = 0$. The ranges $\mu_1 = 1.2$ fm and $\mu_2 = 0.7$ fm of the two Gaussians are from the Gogny interaction, and the relative strengths are set as $g_1 = 1$ and $g_2 = 2$ so that the force is repulsive at small distances [9,15]. The residual isoscalar pairing strength ($G_{0}^{\alpha}$) is also taken as a free parameter that can be constrained by the experimental data at the level of PNQRPA calculations. Note that, since the isoscalar pairing force adopted here is different from the isovector one, we cannot directly compare the relative strength between isovector pairing and isoscalar pairing as in the nonrelativistic framework.

As mentioned above, the FT-PNQRPA is applied on top of the FT-H(F)BCS calculation to describe the excited states of nuclei. The finite temperature PNQRPA matrix is given by

$$ \begin{pmatrix} \tilde{C} \tilde{A} \tilde{b} \tilde{D} \\ \tilde{a}^{\dagger} \tilde{A} \tilde{B} \tilde{b}^{\dagger} \\ \tilde{b}^{\dagger} \tilde{B}^{\dagger} \tilde{A}^{\dagger} \tilde{c}^{\dagger} \\ \tilde{D} \tilde{b}^{\dagger} \tilde{b} \tilde{c} \tilde{c} \end{pmatrix} \begin{pmatrix} \tilde{P} \\ \tilde{X} \\ \tilde{Y} \\ \tilde{Q} \end{pmatrix} = E_{i\alpha} \begin{pmatrix} \tilde{P} \\ \tilde{X} \\ \tilde{Y} \\ \tilde{Q} \end{pmatrix}. \quad (6) $$

Here, $E_{i\alpha}$ represents the eigenvalues of the matrix after the diagonalization, and the eigenvectors are denoted by $\tilde{P}$, $\tilde{X}$, $\tilde{Y}$, and $\tilde{Q}$. The FT-PNQRPA matrices are diagonalized in a self-consistent way, providing a state-by-state analysis for each excitation. The temperature dependencies of the matrices are given by [46,48]
zero temperature. The other components of the FT-PNQRPA matrix, $\tilde{C}$, $\tilde{D}$, $\tilde{a}$, $\tilde{b}$, $\tilde{a}'$, and $\tilde{b}'$, start to play a role at finite temperature because they depend on the modifications of the occupation factors. Detailed information about the other matrices can be found in Ref. [48]. The FT-PNQRPA amplitudes read

$$\tilde{X}_{ab} = X_{ab} \sqrt{1 - f_a - f_b},$$

$$\tilde{Y}_{ab} = Y_{ab} \sqrt{1 - f_a - f_b},$$

$$\tilde{P}_{ab} = P_{ab} \sqrt{f_b - f_a},$$

$$\tilde{Q}_{ab} = Q_{ab} \sqrt{f_b - f_a}.$$  

In the present work, the structure of the excited states is also analyzed using the FT-PNQRPA amplitudes. For a given excited state $E_n$, the contribution of the quasiparticle configurations to the excitation is determined by

$$A_{ab} = |\tilde{X}_{ab}|^2 - |\tilde{Y}_{ab}|^2 + |\tilde{P}_{ab}|^2 - |\tilde{Q}_{ab}|^2,$$

and the normalization condition can be written as

$$\sum_{a > b} A_{ab} = 1.$$  

At finite temperatures, the GT$^-$ strength for the $n \to p$ transitions ($E_p > E_n$) is calculated using

$$B(\text{GT}^-) = |\langle |\tilde{F}_f|\tilde{n}\rangle|^2$$

$$= \sum_{p > n} \left( |\tilde{X}_{pm}v_p v_n + \tilde{Y}_{pm}v_pv_n|\right) \sqrt{1 - f_n - f_p}$$

$$+ (\tilde{P}_{pm} v_p v_n - \tilde{Q}_{pm} v_p v_n) \sqrt{f_n - f_p} \right]|^2,$$  

where $|n\rangle$ is the excited state and $|\tilde{0}\rangle$ is the correlated FT-PNQRPA ground-state. The GT$^-$ transition operator reads $\tilde{F}_f = \sigma_+$. In the FT-PNQRPA calculations, the quasiparticle energy cutoff is taken as $E_{cut} = 100$ MeV in order to ensure the convergence of the results.

### III. RESULTS

In this section, the FT-PNQRPA is employed to study the pairing and temperature effects in the GT$^-$ transition strengths for $^{42}$Ca, $^{46}$Ti, and $^{118}$Sn. Both the relativistic and nonrelativistic nuclear energy density functionals are employed in the calculations. In the nonrelativistic framework, the Skyrme-type SkM* interaction [58] is used in the calculations due to its success in the description of the Gamow-Teller excitations [60] as well as the $\beta$-decay half-lives of nuclei [24].

In the relativistic calculations, the meson-exchange density-dependent relativistic mean field effective interaction DD-ME2 is adopted [59]. We verify that the Ikeda sum rule [61] is satisfied at both zero and finite temperatures. In the following, $\pi$ and $\nu$ denote the protons and neutrons, respectively.

#### A. $^{42}$Ca nucleus

In this part, we study the effects of the isoscalar pairing and temperature on the GT$^-$ excitations in the $^{42}$Ca nucleus. Recently, low- and high-energy collective GT$^-$ excitations were observed for $f$-shell nuclei in high-resolution ($^7$He, $t$) measurements, and in the case of $^{42}$Ca it was shown that most of the strength was collected in the low-energy region at 0.61 MeV [62,63]. Then, the effect of the isoscalar pairing on the GT$^-$ excitations was studied in nuclei with mass number $A = 42$–58 in order to explain the experimental results [19]. The results indicate that the inclusion of the isoscalar pairing reduces the GT$^-$ excitation energies and leads to an increase of the low-energy strength; thereby, the theoretical results become more compatible with the experimental data. Since the GT$^-$ excitations are quite sensitive to the isoscalar pairing, it would be interesting to study the competition between the temperature and pairing effects in the $^{42}$Ca nucleus.

In Fig. 1, the GT$^-$ strength is displayed for $^{42}$Ca using the SkM* (left panels) and DD-ME2 (right panels) functionals. The excited states are smoothed with a Lorentzian having width $\Gamma = 1$ MeV. We note it is an arbitrary value used only for the presentation purposes. Further developments toward including couplings with complex configurations are needed to microscopically calculate the spreading widths to be used in excitation transition strength distributions. The isovector pairing strength is adjusted to the empirical neutron pairing gap value. In this work, the isovector pairing strengths are taken as $V_{IV}^0 = 660$ MeV fm$^3$ and $G_{IV}^0 = 26$ MeV/Ã for the SkM* and DD-ME2 functionals, respectively. There are no pairing effects for protons due to the shell closure at $Z = 20$. In order to explore the model dependence of the results on the strength of the isoscalar pairing, calculations are performed by assuming different values for the strength at $T = 0$, 0.5, 0.7, and 0.87 MeV. The isoscalar pairing strength is varied by using different $V_{IS}^0$ ($G_{IS}^0$) values in the calculations using the SkM* (DD-ME2) functional [see Eqs. (4) and (5) and the relevant discussion in Sec. II].

We start our analysis of the GT$^-$ excitations at zero temperature (the top-most panels in Fig. 1). Without the isoscalar pairing ($V_{IS}^0 = 0$ MeV fm$^3$ for SkM* and $G_{IS}^0 = 0$ MeV for DD-ME2), the GTRs and low-energy peaks are obtained at 17.13 (15.85) and 8.73 (8.57) MeV using the SkM* (DD-ME2) functional. The GT$^-$ peaks are found at different excitation energies due to the effective interactions employed, resulting in differences in the nuclear shell structure and the FT-PNQRPA residual interactions. The effect of the isoscalar pairing is the same for relativistic and nonrelativistic functionals. By increasing the isoscalar pairing strength, excitation energies and transition strengths decrease in the GTR region, while the excited states start to shift downward and strength increases in the low-energy region. Since the isoscalar pairing is attractive, the excited state energies become smaller by increasing the isoscalar pairing strength. For instance, the GTR and low-energy peaks are obtained at 16.68 (13.44) and 6.75 (6.36) MeV using the SkM* (DD-ME2) functional for the largest value of the pairing strength. We can also analyze the components of the excited states in order to understand the
underlying mechanism of increasing the transition strength in the low-energy region. Without the isoscalar pairing, the low-energy GT\(^-\) peak is formed with the \((\pi 1f_{7/2}, \nu 1f_{7/2})\) two-q.p. configuration, for both the SkM* and DD-ME2 functionals. By increasing the isoscalar pairing strength, the low-energy peak still takes an important contribution from the \((\pi 1f_{7/2}, \nu 1f_{7/2})\) configuration. In addition, \((\pi 1f_{7/2}, \nu 1f_{5/2})\) and \((\pi 1f_{5/2}, \nu 1f_{7/2})\) start to contribute to the low-energy peak and the strength increases due to the coherent contribution of these configurations. Although the contributions of the \((\pi 1f_{7/2}, \nu 1f_{5/2})\) and \((\pi 1f_{5/2}, \nu 1f_{7/2})\) configurations are quite low compared to \((\pi 1f_{7/2}, \nu 1f_{7/2})\), these transitions are impacted by the isoscalar pairing due to the \(u\) and \(v\) factors participating in the corresponding matrix elements [see Eq. (15)], and play an important role in the increase of the low-energy strength. Similar results are also obtained in Ref. [22]. As mentioned above, the experimental data indicates that most of the strength is collected below \(E < 12\) MeV and around 0.61 MeV for the \(^{42}\text{Ca} \rightarrow ^{42}\text{Sc}\) transition. In experiment, the reduced GT\(^-\) transition strength is \(B(\text{GT}^-) = 2.173(47)\) for the excited state at 0.61 MeV, while the total strength below \(E < 12\) MeV is found to be \(B(\text{GT}^-) = 2.7(4)\) [63]. It is known that the QRPA calculations cannot predict observed fragmentation in the strength. In addition, the total experimental strength is overestimated in the calculations using the QRPA. Nonetheless, we can compare our results with the experimental data in a qualitative manner. To compare the results of QRPA calculations with the experimental data, the excited state energies with respect to the daughter nuclei are obtained by subtracting the experimental binding energy difference of the parent and daughter nuclei from the excited state energies (see Appendix). In the calculations, a strong peak is obtained at 1.52 (1.36) MeV with respect to the daughter nucleus, and its \(B(\text{GT}^-)\) value is 2.41 (2.02) when using the SkM* (DD-ME2) functional, in the case without isoscalar pairing. The isoscalar pairing strength can be adjusted to obtain the experimentally observed peak energy. We can set it at 0.6 MeV using the SkM* (DD-ME2) functional if \(V_0^\nu = 482\) MeV fm\(^3\) (\(G_0^\nu = 120\) MeV). Then, the strength is also increased and without further fine tuning we find a value for the total \(B(\text{GT}^-)\) below 12 MeV equal to 2.96 (2.36) for the SkM* (DD-ME2) functional. Thus, the final result
TABLE I. The diagonal matrix elements of the FT-PNQRPA [see Eq. (6)] and their components for the \((\pi f_{7/2}, v 1f_{7/2})\) configuration in \(^{42}\text{Ca}\). The calculations are performed using the SkM* functional with increasing temperature. The isoscalar pairing is not taken into account. Herein, \(\pi\) and \(v\) refer to the proton and neutron states, respectively.

| \(^{42}\text{Ca-SkM*}\) | \(T = 0.0\ MeV\) | \(T = 0.5\ MeV\) | \(T = 0.7\ MeV\) | \(T = 0.87\ MeV\) | \(T = 0.9\ MeV\) |
|-------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \(E_x + E_v\) (MeV)     | 4.10            | 4.19            | 4.00            | 3.58            | 3.42            |
| \((\nu
\nu\nu + \nu\nu\nu)\) | 0.26            | 0.25            | 0.21            | 0.07            | 0.0             |
| \(V_{ph}\) (MeV)        | 3.07            | 3.07            | 3.08            | 3.08            | 3.08            |
| \((1 - f_π - f_v)\)     | 1.0             | 0.97            | 0.87            | 0.73            | 0.68            |
| \(A\) matrix (MeV)      | 4.91            | 4.93            | 4.56            | 3.75            | 3.42            |
| \(E_x - E_v\) (MeV)     | 0.2             | 0.46            | 0.80            | 1.36            | 1.55            |
| \((\nu
\nu\nu + \nu\nu\nu)\) | 0.74            | 0.75            | 0.80            | 0.92            | 1.0             |
| \(V_{ph}\) (MeV)        | 3.07            | 3.07            | 3.08            | 3.08            | 3.08            |
| \((f_π - f_v)\)         | 0.0             | 0.01            | 0.06            | 0.16            | 0.20            |
| \(\tilde{\mathcal{C}}\) matrix (MeV) | 0.2             | 0.50            | 0.95            | 1.83            | 2.17            |

is in better agreement with the experimental findings. The role played by isoscalar pairing to bring theory in better harmony with the measurement has been already highlighted in Refs. [19,38,63]. Note that no quenching factor is employed.

Before discussing the temperature effect on the \(G^T\) response, we should clarify the modifications of the ground-state properties of nuclei induced by temperature. As mentioned before, a sharp pairing phase transition is expected at critical temperatures due to the grand-canonical description of nuclei. Accordingly, the isovector pairing, which is leading to the partial occupation of the quasiparticle states, vanishes and does not contribute to the FT-PNQRPA matrices above the critical temperatures. For \(^{42}\text{Ca}\), the critical temperature (\(T_c\)) values for neutrons are obtained at 0.89 and 0.9 MeV for the SkM* and DD-ME2 functionals, respectively. Therefore, the isovector pairing is still active in the calculations below \(T < 0.9\) MeV. At zero temperature, \(^{42}\text{Ca}\) has partial occupation probabilities for neutron states due to the isovector pairing, while it has a proton shell closure at \(Z = 20\). By increasing temperature, the occupation probabilities of the states below the Fermi level start to decrease, while the states above the Fermi level become populated. For instance, at zero temperature the proton 2\(s_{1/2}\) and 1\(d_{3/2}\) states are fully occupied, while, by increasing the temperature, the occupation probabilities of the proton 2\(s_{1/2}\) and 1\(d_{3/2}\) states decrease and the 1\(f_{7/2}\) state above the Fermi level starts to be populated. Thus, new excitation channels become possible at finite temperature due to the smearing of the Fermi surface. In our work, we performed calculations at low temperatures and up to the critical temperature \(T = 0.9\) MeV, with the aim to study the competition between the temperature and isoscalar pairing on the \(G^T\) states. Since the temperature is not high enough to occupy the states in the continuum, it mainly leads to small changes in the single(quasi)-particle energies and occupation probabilities of the states around the Fermi level. Nonetheless, the \(G^T\) states are sensitive to the temperature effects, as we discuss below.

Next, we consider the effect of the temperature on the \(G^T\) excitations in \(^{42}\text{Ca}\). We start to analyze the excited states without the isoscalar pairing at finite temperatures (see the solid black lines in each panel of Fig. 1). In this case, only the particle-hole interaction contributes to the FT-PNQRPA matrices, and the residual proton-neutron particle-particle interaction is ignored. As can be seen from Fig. 1, the effect of the temperature is quite similar in the results for the SkM* and DD-ME2 functionals. Without the isoscalar pairing, both the GTR and low-energy peaks are shifted downwards and new excited states are obtained with increasing temperature. These changes in the \(G^T\) states are more apparent for the calculations close to the critical temperatures (i.e., \(0.7 \leq T < T_c\) MeV) due to the rapid decrease of the isovector pairing correlations. By increasing temperature, the strengths of the main \(G^T\) peaks decrease and the excited states shift downward due to (1) the decrease in the two-q.p. energies and change in the \(\nu\) and \(v\) factors of the states as well as (2) the weakening of the repulsive residual particle-hole interaction because of the temperature factors in the matrices. We can better understand the effect of temperature on the \(G^T\) excitations by following the changes in the diagonal matrix elements [see Eqs. (7), (9), (15), and (16)] of the corresponding two-q.p. configurations. At zero temperature, the most prominent low-energy peak is obtained at 8.73 MeV, which is composed of the \((\pi 1f_{7/2}, v 1f_{7/2})\) configuration using the SkM* functional. In Table I, we show the changes in the diagonal matrix element \((A\) matrix) and its components for this configuration with increasing temperature. As can be seen from Table I, the value of the diagonal matrix element becomes smaller due to the decrease in the unperturbed energy, temperature factor, and \((\nu\nu\nu + \nu\nu\nu)\) value with increasing temperature. Therefore, this low-energy state starts to shift downward and its strength is lowered with increasing temperature. Above the critical temperatures, at \(T = 0.9\) MeV, the residual interaction part of the diagonal matrix elements does not contribute to the FT-PNQRPA matrices due to the disappearance of isovector pairing correlations, and this configuration disappears from the \(ph\) sector of the \(A\) matrix.

By increasing temperature, new excited states are obtained around 5 MeV for both the SkM* and DD-ME2 functionals. While their strengths start to increase, the excited state energies also start to slightly shift upwards with increasing
temperature. For instance, the newly formed low-energy peaks around 5 MeV start to be apparent for \( T \gtrsim 0.5 \) MeV, and they are mainly formed with the \( (\pi 1 f_{7/2}, v 1 f_{7/2}) \) configuration using both the SkM* and DD-ME2 functionals. These new excited states are formed due to the contribution of the \((E_f - E_i)\) two-q.p. configurations at finite temperatures. Since the energy of this new configuration is small compared to \((E_f + E_i)\) energy, the excited states are obtained at lower energies. In Table I, the changes in the corresponding diagonal matrix element \( (\tilde{C}^\pi) \) and its components are also given for the SkM* functional for different temperatures. At zero temperature, this configuration does not contribute to the diagonal part of the FT-PNQRPA matrix because of the zero value of the temperature factors. By increasing temperature, the temperature factor of the matrix \((f_i - f_\pi)\) is no longer zero and it starts to contribute to the matrices. Therefore, the diagonal matrix elements start to play a role in the FT-PNQRPA and the formation of a new low-energy state is obtained around 5 MeV. This newly formed excited state continues to shift slightly upwards and its strength becomes larger due to the increase of the unperturbed energy as well as the increase in the temperature factor and \( (u uuu + v vv\nu) \) value. At \( T = 0.9 \) MeV, we obtain a single peak in the low-energy region, which is mainly composed of the \( (\pi 1 f_{7/2}, v 1 f_{7/2}) \) configuration and \((E_f - E_i)\) two-q.p. energy in the FT-PNQRPA matrix.

The same physical mechanism is also present in the GTR region with increasing temperature. In this case, the GTR is mainly composed of the \( (\pi 1 f_{7/2}, v 1 f_{7/2}) \) configuration. While the strength and excitation energy of the GTR start to decrease, the strength and excitation energy of the newly formed excited states around 13 MeV increase with increasing temperature. For \( 0.7 \leq T < 0.9 \) MeV, several peaks are obtained with comparable strengths both in the GTR and low-energy region. Above the critical temperatures, these peaks combine and two strong peaks are obtained, e.g., at 5.67 and 14.33 MeV for the SkM* functional. Similar results are also obtained using the DD-ME2 functional.

In the following, we discuss the behavior of the \( GT^- \) excitations under the influence of the temperature and isoscalar pairing. For this purpose, the change in the \( GT^- \) excitations using various isoscalar pairing strengths is also illustrated in Fig. 1 for different temperatures between 0 and 0.9 MeV. The \( GT^- \) states are influenced in the same way: the excited state energies decrease and new excited states are obtained under the influence of both the isoscalar pairing and temperature effects. However, we conclude that the predictions for the strength and excitation energies of the \( GT^- \) states depend on the strength of the isoscalar pairing below the critical temperatures, as explained below.

In Fig. 2, the centroid energies \( (m_1/m_0) \) [48] and the total sum of the \( GT^- \) strengths \( \Sigma \) for the excited states below 10 MeV as a function of temperature for \( ^{42}\text{Ca} \). The calculations are performed using the SkM* (left panels) and DD-ME2 functionals (right panels) and by varying the isoscalar pairing strength.

FIG. 2. The centroid energies \( (m_1/m_0) \) (upper panels) and the total sum of the \( GT^- \) strengths (lower panels) for the excited states below 10 MeV as a function of temperature for \( ^{42}\text{Ca} \). The calculations are performed using the SkM* (left panels) and DD-ME2 functionals (right panels) and by varying the isoscalar pairing strength.
strength based on the numerically calculated wave function (configurations) of the low-lying GT$^-$ states. Albeit small in percentage compared to the $(l = l', j = j')$ configurations, the contribution of the $(l = l', j = j'\pm 1)$ configurations to the low-energy states in the presence of the isoscalar pairing increases the low-energy strength significantly, as mentioned above. In other words, the low-energy strength is sensitive to the changes related to the $(l = l', j = j'\pm 1)$ configurations. We find that the contribution of the $(\sigma 1f_{3/2}, v1f_{7/2})$ and $(\sigma 1f_{7/2}, v1f_{5/2})$ configurations to the low-energy states start to decrease gradually for $T > 0.7$ MeV, due to the weakening of isoscalar pairing. Therefore, the low-energy strength is reduced sharply by increasing temperature. Above the critical temperatures, the pairing properties are washed out. At $T = 0.9$ MeV, $(l = l', j = j'\pm 1)$ transitions do not contribute to the low-energy states and the excited state at 5.67 MeV is composed of $(\sigma 1f_{7/2}, v1f_{5/2})$ (87.82%), $(\sigma 2s_{1/2}, v2s_{1/2})$ (8.33%), and $(\sigma 1d_{3/2}, v1d_{3/2})$ (2.93%) configurations for the SkM$^*$ functional. Similar results are also obtained using the DD-ME2 functional. Considering the results of the present investigation of $^{42}$Ca, it is seen that the inclusion of the pairing correlations in open-shell nuclei plays an important role in the description of the Gamow-Teller excitations below the critical temperatures.

Before ending this part, we should mention that the FT-PNQRPA calculations are performed by assuming a grand-canonical description of nuclei, which leads to the sharp pairing phase transitions in nuclei at critical temperatures. However, the nucleus is a finite system and the statistical fluctuations should also be taken into account in the calculations. Recently, this issue was studied using different theoretical approaches. It was shown that the pairing phase transitions become smoother and pairing correlations continue even above $T > 1$ MeV [64–68]. Considering the sensitivity of the GT$^-$ excitations to the pairing effects in $^{42}$Ca and $^{46}$Ti nuclei, this correction can be important for the calculations of the GT$^-$ excitations, especially below $T < 1$ MeV. Nonetheless, our model can also be considered as a first step for this kind of calculations.

### B. $^{46}$Ti nucleus

Recently, the effect of the isoscalar pairing on the GT$^-$ excitations in $^{46}$Ti was studied using the PNQRPA with non-relativistic functionals [19]. Similar to the findings for $^{42}$Ca, it was shown that the excited state energies shift downward due to the attractive nature of the isoscalar pairing, while the low-energy (GTR) strength increases (decreases) [19]. The experimental data also indicate that most of the strength is collected below 4 MeV with a strong peak at 0.994 MeV with respect to the daughter nucleus [62]. In this part, we discuss the behavior of the GT$^-$ excitations in $^{46}$Ti under the influence of temperature and isoscalar pairing. In this way, we can test our understanding using a nucleus in which both neutrons and protons are sensitive to pairing. Note that we include isovector pairing for both species, so that both proton and neutron states are partially occupied in $^{46}$Ti at zero temperature.

For $^{46}$Ti, the isovector pairing strength is taken as $V^{\pi}_0 = 800$ MeV fm$^3$ for neutrons and protons using the SkM$^*$ functional. For the calculations using the DD-ME2 functional, the isovector pairing strength $G^{\pi}_v$ is taken as 28 and 26 MeV/A for neutrons and protons, respectively. The critical temperature values for neutrons (protons) are obtained at $T_c^{n(p)} = 1.14$ (0.76) and 1.03 (0.77) MeV using the SkM$^*$ and DD-ME2 functionals, respectively. Since the proton and neutron states are already partially occupied at zero temperature, the temperature mainly changes the single(quasi-)particle energies and occupation probabilities of the $sd$ and $pf$ shells around the Fermi level.

In Fig. 3, the GT$^-$ excitations are displayed for various isoscalar pairing strengths at finite temperatures. We start our analysis by increasing the isoscalar pairing strength at zero temperature (the topmost panels). Similar to the findings in Sec. III A, the low-energy states start to shift downwards and the strength increases slightly, while the GTR energy and strength decreases with increasing isoscalar pairing strength. Without the isoscalar pairing at zero temperature, the GTR peaks are obtained at 18.0 and 16.41 MeV using the SkM$^*$ and DD-ME2 functionals, respectively. In addition, the GTR is mainly composed of the $(\sigma 1f_{7/2}, v1f_{5/2})$ configuration. With the inclusion of the isoscalar pairing for the SkM$^*$ functional, the $(\sigma 1f_{7/2}, v1f_{5/2})$ and $(\pi 2p_{3/2}, v2p_{1/2})$ configurations start to contribute to the GTR peak. For the DD-ME2 functional, these configurations are also accompanied by the $(\sigma 2p_{1/2}, v2p_{3/2})$ and $(\pi 2p_{3/2}, v2p_{3/2})$ configurations. Nonetheless, the main contribution to the GTRs still comes from the $(\pi 1f_{5/2}, v1f_{7/2})$ using the SkM$^*$ and DD-ME2 functionals. In addition, the GTR energy decreases due to the attractive nature of the isoscalar pairing. For the largest values of the isoscalar pairing strengths, the GTR peaks are obtained at 17.61 and 14.56 MeV using the SkM$^*$ and DD-ME2 functionals, respectively. In comparison to the results for the SkM$^*$ functional, the decrease in the GTR energy is larger using the DD-ME2 functional due to the lower values of the unperturbed energies of the contributing two-q.p. configurations. The low-energy region is also impacted by varying the isoscalar pairing strength. Using the SkM$^*$ and DD-ME2 functionals without isoscalar pairing, the low-energy peaks are obtained at 10.1 (2.27) and 9.50 (1.67) MeV with respect to the parent (daughter) nuclei, respectively. Using the largest values of the isoscalar pairing strength, these states are obtained at 7.56 (1.28) MeV using the SkM$^*$ and DD-ME2 functionals, respectively. As expected, the temperature effects decrease the energies of the GT$^-$ states. Similar to the findings in Sec. III A, this decrease is more pronounced close to the critical temperatures.
due to the rapid change of the ground-state properties [i.e., $u$ and $v$ factors, and single(quasi)-particle energies of states] as well as the weakening of the residual interaction. In case of no isoscalar pairing, it is also seen that the strength of the new low-energy peak is negligible in $^{46}$Ti as compared with the results of $^{42}$Ca at finite temperatures. In Table II, we compare the centroid energies of the GTRs with and without isoscalar pairing at finite temperatures. The centroid energies are calculated between 12.5 and 20.5 MeV to display the changes in the GTR region. Compared to the results without isoscalar pairing, the centroids of the GTRs are obtained at lower energies with the inclusion of the isoscalar pairing at zero and finite temperatures. Using the SkM* and DD-ME2 functionals without the isoscalar pairing, it is seen that the centroid energies decrease rapidly for $T > 0.5$ MeV. By including the isoscalar pairing for the SkM* and DD-ME2 functionals, the centroid energies are slightly lowered with increasing temperature. As explained in Sec. IIIA, these changes in the centroid energies of the GTRs are related to the competition between the temperature and isoscalar pairing.

### Table II

The centroid energies ($m_1/m_0$) of the GTRs for $^{46}$Ti with and without isoscalar pairing at finite temperatures. The calculations are performed using the SkM* and DD-ME2 functionals between 12.5 and 20.5 MeV.

| GTR  | $V_0^\alpha = 0$ MeV fm$^3$ | $V_0^\beta = 880$ MeV fm$^3$ | $G_0^\alpha = 0$ MeV | $G_0^\beta = 220$ MeV |
|------|-------------------------|-----------------------------|-------------------|---------------------|
| $T = 0$ MeV | 18.21                     | 16.89                         | 16.69 | 14.63          |
| $T = 0.5$ MeV | 18.13                     | 16.82                         | 16.57 | 14.61          |
| $T = 0.7$ MeV | 17.86                     | 16.59                         | 16.24 | 14.58          |
| $T = 0.9$ MeV | 16.95                     | 16.18                         | 15.18 | 14.54          |
| $T = 1.1$ MeV | 16.06                     | 15.87                         | 14.43 | 14.43          |
| $T = 1.2$ MeV | 15.86                     | 15.86                         | 14.43 | 14.43          |
The temperature leads to decrease of the GTR energies, but at the same time it reduces the role of the attractive isoscalar pairing. Therefore, the centroid energies slightly decrease under the influence of the increasing temperature and decreasing isoscalar pairing effects.

As mentioned above, the behavior of the low-energy excitations under the influence of the temperature and isoscalar pairing is also important for the modeling of astrophysically relevant processes, such as beta decays, neutrino-nucleus interaction, etc. For a more quantitative analysis, the centroid energies \( m_i/m_0 \) and the total sums of the GT\(^-\) strengths are displayed in Fig. 4 for the excited states below 11 MeV at finite temperatures. The calculations are performed using the SkM* (left panels) and DD-ME2 (right panels) functionals with various isoscalar pairing strengths. It is seen that the behavior of the low-energy states is similar in \( ^{42}\text{Ca} \) and \( ^{46}\text{Ti} \). Without the isoscalar pairing, one can observe that the centroid energies in the low-energy region change rapidly for \( T > 0.5 \text{ MeV} \). On the other hand, the centroid energies decrease slowly in comparison to the results without the isoscalar pairing when large pairing strengths are included in the calculations. The behavior of the total low-energy strength is also displayed in the lower panels of Fig. 4. With and without isoscalar pairing, the total strength remains almost constant up to \( T = 0.8 \text{ MeV} \). At temperatures above, it decreases rapidly in each case. Without the isoscalar pairing, the lowering of the total strength and centroid energy is related to the decrease in the isovector pairing effect and the residual interaction with increasing temperature. In the presence of the isoscalar pairing in the residual interaction, the total strength and centroid energies are affected by increasing temperature due to the decreasing effect of the isoscalar pairing as well as the isovector pairing. Hence the centroid energies slightly decrease, whereas the total strength is rapidly lowered close to the critical temperature. In order to explain these changes in the low-energy strength, the quasiparticle configurations and their contributions to the norm of the state are displayed in Table III for the SkM* functional using the largest value of the isoscalar pairing strength at finite temperatures. At zero temperature, the strength of the low-energy peak increases due to the contribution of the \( (l = l', j = j' \pm 1) \) configurations in addition to the \( (l = l', j = j') \) ones. By increasing temperature, the contribution of the \( (l = l', j = j' \pm 1) \) configurations slightly change up to \( T = 0.9 \text{ MeV} \), and the low-energy strength slightly decreases. For \( T > 0.9 \text{ MeV} \), the contributions of the \( (l = l', j = j' \pm 1) \) configurations also start to decrease, and the lowering of the total strength becomes more pronounced. Above the critical temperature \( (T = 1.2 \text{ MeV}) \), the \( (l = l', j = j' \pm 1) \) configurations do not contribute to the low-energy peak due to the disappearance of the pairing correlations, and the low-energy peak is composed of the \( (l = l', j = j') \) configurations.

C. \( ^{118}\text{Sn} \) nucleus

Finally, we discuss the behavior of the GT\(^-\) excitations in \( ^{118}\text{Sn} \) under the influence of temperature and pairing. In this way, we can test the validity of our findings in Secs. III A and III B using a heavier nucleus. For \( ^{118}\text{Sn} \), the isovector pairing strengths for neutrons and protons are taken as \( V_0^i = 680 \text{ MeV fm}^3 \) and \( G_0^i = 26 \text{ MeV}/A \), and the critical temperature values for neutrons are obtained at \( T_c^i = 0.8 \) and 0.78 MeV using the SkM* and DD-ME2 functionals, respectively. At zero temperature, \( ^{118}\text{Sn} \) has proton shell closure at \( Z = 50 \), and the neutron states are partially occupied due to the isovector pairing. By increasing the temperature, the occupation probabilities of proton \( 2p_{1/2} \) and \( 1g_{9/2} \) states start.

**TABLE III.** The excitation energies and the strengths of the relevant peaks in the low-energy region of \( ^{46}\text{Ti} \) with increasing temperature. The calculations are performed using the SkM* functional, and the isoscalar pairing strength is taken as \( V_0^i = 880 \text{ MeV fm}^3 \). The quasiparticle configurations and their contribution to the norm of the state (in percentage) [see Eqs. (21) and (22)] are also provided.

| SkM* | \( T = 0 \text{ MeV} \) | \( T = 0.7 \text{ MeV} \) | \( T = 0.9 \text{ MeV} \) | \( T = 1.1 \text{ MeV} \) | \( T = 1.2 \text{ MeV} \) |
|------|----------------|----------------|----------------|----------------|----------------|
| Configurations | \( E = 7.56 \text{ MeV} \) | \( E = 7.27 \text{ MeV} \) | \( E = 7.0 \text{ MeV} \) | \( E = 6.57 \text{ MeV} \) | \( E = 6.36 \text{ MeV} \) |
| \( (\pi 1f_{7/2}, \nu 1p_{1/2}) \) | 90.18 | 90.41 | 91.46 | 94.75 | 89.90 |
| \( (\pi 1f_{7/2}, \nu 1p_{1/2}) \) | 2.63 | 4.22 | 3.90 | 1.10 |
| \( (\pi 1f_{5/2}, \nu 1p_{3/2}) \) | 0.51 | 1.64 | 2.14 |
| \( (\pi 1g_{9/2}, \nu 1g_{9/2}) \) | 0.96 | 1.22 | 1.14 |
| \( (\pi 2p_{3/2}, \nu 2p_{1/2}) \) | 1.75 | 1.77 | 1.66 | 1.33 | 2.94 |
| \( (\pi 2f_{5/2}, \nu 2p_{1/2}) \) | | | | | 5.95 |
temperatures. Similar to the findings in Secs. III A and III B, the value of the isoscalar pairing strength at finite temperature (see the topmost panels in Fig. 5). However, the effect with increasing isoscalar pairing strength at zero temperature difference between the GTR peaks slightly decrease as the strength increases. In addition, the strength and the energy of the low-energy states start to shift slightly downwards and the strength decreases due to the impact of the attractive isoscalar pairing.

In Fig. 5, the GT$^-$ strength is displayed by varying the value of the isoscalar pairing strength at finite temperatures. Similar to the findings in Secs. III A and III B, the low-energy states start to shift slightly downwards and the structure of the GTR states are related to the differences in the predicted shell structure of nuclei due to the effective interactions used in the calculations. For instance, the first GTR peak is obtained at 16.77 MeV using the SkM* functional for the largest value of the isoscalar pairing strength. The energy of the second GTR peak also slightly decreases due to the impact of the attractive isoscalar pairing on the ($\pi h_9/2, v1h_{11/2}$) configuration, and it is obtained at 19.48 MeV. Similar results are also obtained using the DD-ME2 functional, whereas the GTR peaks do not have comparable strengths. As mentioned in Sec. III A, the differences in the structure of the GTR states are related to the differences in the predicted shell structure of nuclei due to the effective interactions used in the calculations. For instance, the first and second GTR peaks are obtained at 16.06 and 18.71 MeV in the case of no isoscalar pairing, and the former one carries most of the GTR strength. For the largest isoscalar pairing strength, the GTR peaks are obtained at 15.91 and 16.56 MeV, and the latter one has more strength. In the low-energy region, it is seen that the strength of the excited states around 8.5 MeV is enhanced due to the isoscalar pairing, whereas the strengths of the states around 11.0 MeV slightly decrease.

For the low-energy region, the main configurations for the selected excited states can be followed in Table IV. One can observe that the isoscalar pairing acts mainly to the
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FIG. 5. The same as in Fig. 1, but for $^{118}$Sn.
two-q.p. configurations on the \((l = l', j = j' \pm 1)\) and in this way it modifies the contributions to the excited states. For the selected excited states, the isoscalar pairing increases the contribution of the \((\pi 2d_{3/2}, v2d_{3/2})\), while the contribution of the \((\pi 1h_{11/2}, v1h_{11/2})\) configuration is removed for both the SkM* and DD-ME2 functionals. Therefore, the collectivity and the strength of the selected excited states decrease. The GT\(^-\) excitations in \(^{118}\text{Sn}\) have already been studied using the relativistic [9] and nonrelativistic [10,18] functionals at zero temperature, and similar results were obtained.

We continue our analysis by varying the temperature in the range from \(T = 0\) toward \(T = 0.9\) MeV, with and without isoscalar pairing in the residual FT-PNQRPA interaction (see Fig. 5). Compared to the results for \(^{42}\text{Ca}\) and \(^{46}\text{Ti}\), the \(^{118}\text{Sn}\) nucleus is weakly sensitive on the temperature and pairing effects. Using the SkM* functional with and without isoscalar pairing, it is seen that the first GTR peak only slightly starts to move upwards, while the second GTR peak shifts downwards with increasing temperature. Without the isoscalar pairing, the increase (decrease) in the first (second) GTR peak is related to the changes in the single(quasi)-particle states and weakening of the residual interaction with increasing temperature. As explained above, the unperturbed energies of the two-q.p. configurations are lowered due to the reduction of the isovector pairing correlations with increasing temperature. Compared to the \((\pi 1g_{7/2}, v1g_{9/2})\) configuration, the unperturbed energy of the \((\pi 1h_{9/2}, v1h_{11/2})\) configuration is influenced more and decreases more with the temperature. Therefore, the \((\pi 1h_{9/2}, v1h_{11/2})\) configuration starts to mix further with the \((\pi 1g_{7/2}, v1g_{9/2})\) and slightly increases the energy of the first GTR peak with increasing temperature. For instance, at \(T = 0.7\) MeV, the first GTR peak is obtained at 16.64 for the SkM* functional. As mentioned above, the second GTR peak is mainly composed of the \((\pi 1h_{9/2}, v1h_{11/2})\) configuration at zero temperature. By increasing temperature, the contribution of this configuration for the second GTR peak decreases, and other configurations also start to contribute to this excited state. In addition, the excitation energy of the second GTR peak decreases with increasing temperature, as expected. For instance, the second GTR peak is obtained at 19.07 MeV using the SkM* functional at \(T = 0.7\) MeV. Similar results are also obtained using the DD-ME2 functional without the isoscalar pairing, whereas the GTR is mainly accumulated in a single peak and the centroid energy slightly increases with increasing temperature. For the calculations including the isoscalar pairing, the energies of the GTRs change slowly due to the interplay of temperature and isoscalar pairing effects. Including the isoscalar pairing, the first (second) GTR peak is obtained at slightly higher (lower) energies for the SkM* functional, compared to the results without the isoscalar pairing at finite temperatures. For the DD-ME2 functional, the centroid energy of the GTR almost do not change for the calculations using large isoscalar pairing strength below the critical temperature. Above the critical temperature, i.e., at \(T = 0.9\) MeV, the pairing correlations vanish and a single peak is obtained in the GTR region at 18.0 (16.27) MeV for the SkM* (DD-ME2) functional. This peak is also composed of the \((\pi 1g_{7/2}, v1g_{9/2})\) and \((\pi 1h_{9/2}, v1h_{11/2})\) configurations with comparable contributions.

It is also seen that the low-energy states do not display strong sensitivity to the changes in the isoscalar pairing strength or temperature. Without the isoscalar pairing, the low-energy states start to shift downward with increasing temperature, whereas these states are more stable against temperature effects with the inclusion of the large isoscalar pairing strength in the calculations. In case without the isoscalar pairing, the strength of the peaks around 8.5 MeV become more pronounced, while the total strength below 12 MeV remains almost constant with increasing temperature. Using the large isoscalar pairing strength in the calculations, the energy and strength of the excited states around 8.5 and 10.5 MeV are only little affected by the temperature due to the interplay between the isoscalar pairing and temperature effects.

### Table IV

The quasiparticle configurations that give the major contribution to the selected low-lying GT\(^-\) states in \(^{118}\text{Sn}\). The calculations are performed using the SkM* and DD-ME2 interactions with and without isoscalar pairing. The configuration energies and their contribution to the norm of the state (in percentage) [see Eqs. (21) and (22)] are given.

| Configurations | SkM* \(V_0^* = 0\) MeV fm\(^3\) \(E = 11.18\) MeV | SkM* \(V_0^* = 816\) MeV fm\(^3\) \(E = 11.0\) MeV | DD-ME2 \(G_0^* = 0\) MeV \(E = 10.97\) MeV | DD-ME2 \(G_0^* = 240\) MeV \(E = 10.38\) MeV |
|----------------|--------------------------------------------|-------------------------------------------|--------------------------------|--------------------------------|
| \((\pi 2d_{3/2}, v2d_{3/2})\) | 68.52 | 92.64 | 22.18 | 83.11 |
| \((\pi 1h_{11/2}, v1h_{11/2})\) | 18.27 | | 57.96 | |
| \((\pi 2d_{5/2}, v2d_{5/2})\) | 3.53 | 1.90 | 3.80 | 5.52 |
| \((\pi 1g_{7/2}, v1g_{9/2})\) | 3.23 | 2.65 | 6.05 | 4.61 |
| \((\pi 3s_{1/2}, v3s_{1/2})\) | 2.33 | 1.34 | 3.61 | 2.05 |


### IV. CONCLUSIONS

In this work, the self-consistent finite temperature PN-QRPA is developed for the first time to study the finite temperature and pairing effects on the Gamow-Teller response of nuclei. In order to explore the model dependence of the GT transitions in open-shell nuclei, two independent FT-PNQRPA frameworks have been established, based on the relativistic (DD-ME2) and nonrelativistic Skyrme (SkM*) nuclear energy density functionals. In addition, both the isoscalar and isovector pairing correlations are taken into account, which are crucial for the proper description of the Gamow-Teller states in open-shell nuclei. Using the nonrelativistic and relativistic FT-PNQRPA, the effects of the pairing and temperature are studied in the case of the Gamow-Teller excitations in $^{42}$Ca, $^{46}$Ti, and $^{118}$Sn nuclei at low temperatures.

With the increase of isoscalar pairing strength at zero temperature, the GTRs start to shift downwards and the transition strength slightly decreases, while the low-lying states move downward in energy and their strengths increase. Without the isoscalar pairing, the low-energy states are formed mainly from the $(l = l', j = j' \pm 1)$ transitions. With the inclusion of the isoscalar pairing, $(l = l', j = j')$ transitions start to contribute to the excited states in a more coherent way and their strength becomes larger. Although the effect of the isoscalar pairing is comparable in all nuclei considered in this work, it is shown that the GT$^-$ states are more sensitive to its effects in $^{42}$Ca and $^{46}$Ti because the results are more sensitive on the details of the single-particle spectra. Our findings are consistent with previous studies addressing the isoscalar pairing in Refs. [9,10,18,19].

By increasing temperature, the GT$^-$ states start to shift downwards, and additional excited states are obtained with and without isoscalar pairing in all considered nuclei. In the cases without the isoscalar pairing, the changes in the GT$^-$ states are caused by the decrease of the isovector pairing effects and the softening of the repulsive $\hbar^2$ interaction due to the temperature factors with increasing temperature. In addition, these changes become more apparent close to the critical temperatures due to the rapid decrease of the isovector pairing properties of nuclei. Including isoscalar pairing in the calculations, the predictions for the GT$^-$ strengths and excitation energies are rather different compared to the results without the isoscalar pairing at finite temperatures. With the inclusion of the isoscalar pairing, the decrease in the excitation energies depends on the competition between the temperature and isoscalar pairing effects. We find that the temperature reduces the impact of the attractive isoscalar pairing and the properties of the excited states depend on the interplay between the increasing effect of the temperature and decreasing impact of the isoscalar pairing. Therefore, in a complete calculation the excited states slowly shift downwards in energy compared to the results without the isoscalar pairing with increasing temperature. The strengths of the GT$^-$ states are also impacted: the temperature reduces the contributions of the $(l = l', j = j' \pm 1)$ transitions to the excited states by decreasing the impact of the isoscalar pairing. Hence the low-energy strength is reduced and the GTR strength is enhanced with increasing temperature. We also find that these effects are more pronounced for the isoscalar pairing sensitive $^{42}$Ca and $^{46}$Ti nuclei. Increasing the temperature and isoscalar pairing slightly impacts the strength and excitation energies of $^{118}$Sn.

The development of the FT-PNQRPA framework is relevant not only for a detailed understanding of the excitation phenomena in nuclei at finite temperature, but also for consistent and universal modeling of the weak-interaction processes in stellar environments, such as electron capture, $\beta$ decays, and neutrino-nucleus reactions [4,5]. Improved description of weak-interaction processes, in a framework that includes both the pairing and finite temperature effects, could have important consequences for complete understanding of the core-collapse supernova explosion mechanism as well as nucleosynthesis. As a first step in a forthcoming study, the FT-PNQRPA will be employed in modeling the electron capture rates for implementation in core-collapse supernova simulations.
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APPENDIX: COMPARISON OF THE RESULTS WITH EXPERIMENT

In this Appendix, we provide details for the calculation of the excited state energies with respect to the daughter nucleus. In the proton-neutron RPA (pn-RPA) approach, we construct a basis that includes both proton particle-neutron hole ($\Delta T_1 = -1$) and neutron particle-proton hole ($\Delta T_1 = +1$) configurations based on the target (parent) nucleus ground state. We will focus first on equations for the neutron-neutron RPA (np-RPA) approach. However, in the pn-RPA calculations, we only calculate the actual excitation energy $E_{\text{np}}^*$ for the neutron-neutron configuration with respect to the target nucleus ground state.

The energy of the proton-neutron configuration with respect to the target nucleus should be

$$E_{\text{conf, np}} = (m_p c^2 + e_p) - (m_n c^2 + e_n).$$  \hfill (A1)

However, in the pn-RPA calculations, we only calculate the proton-neutron mass difference and the proton-neutron mass difference is missing. Therefore, the actual excitation energy $E_{\text{RPA}}^*$ is given by

$$E_{\text{RPA}}^* = E_{\text{RPA}}^* + (m_n - m_p) c^2 = E_{\text{np}}^* + \Delta np.$$

where $E_{\text{RPA}}^*$ is the calculated excited state energy using the RPA, $E_{\text{RPA}}^*$ is the excitation energy with respect to the target nucleus ground state, and $\Delta np$ is the mass difference between neutron and proton.

Schematic representations of the charge-exchange excitation for the $\Delta T_1 = \pm 1$ channels are presented in Fig. 6. From Fig. 6, it is clearly seen that $E_{\text{RPA}}^*$ for the $\Delta T_1 = -1$ channel can also be written as

$$E_{\text{RPA}}^* = E_{\text{np}}^* + \Delta M,$$

where $E_{\text{RPA}}^*$ is the excitation energy with respect to the daughter nucleus ground-state, and the mass difference ($\Delta M$) between the daughter and target nucleus is calculated as

$$\Delta M = M_d - M_t = [(N - 1)m_n + (Z + 1)m_p - B_d] - [Nm_n + Zm_p - B_t] = -m_n + m_p + B_t - B_d = B_t - B_d - \Delta np = \Delta B_{l=1,d} - \Delta np. \hfill (A5)$$

Here, $B_{l=1}(t)$ is the binding energy of daughter (target) nucleus. Inserting Eq. (A5) into Eq. (A4), excitation energy with respect to the target nucleus ground-state can be written as

$$E_{\text{RPA}}^* = E_{\text{np}}^* + \Delta B_{l=1,d} - \Delta np.$$

Fig. 6. Schematic representation of the charge-exchange excitation in the $\Delta T_1 = -1$ (upper panel) and $\Delta T_1 = +1$ (lower panel) channels. $E_{\text{RPA}}^*$ denotes the RPA excitation energy, $E_{\text{RPA}}^*$ and $E_{\text{np}}^*$ are the excitation energies with respect to the target and the daughter ground states, respectively. The mass and binding energy differences between the daughter and target nuclei are given by $\Delta M = M_d - M_t$ and $\Delta B = B_t - B_d$, respectively. $\Delta np$ represents the neutron-proton mass difference.

Finally, using Eqs. (A3) and (A6), the excited state energies with respect to the daughter nucleus is obtained as

$$E_{\text{d}}^* = E_{\text{RPA}}^* - \Delta B_{l=1,d}. \hfill (A7)$$

It should be noted that the Eq. (A7) is also valid for the $\Delta T_1 = +1$ channel of the excitation. For the $\Delta T_1 = 1$ channel, we use the difference between the proton and neutron masses ($\Delta pm$) in the derivation of the equations instead of the difference between the neutron and proton masses ($\Delta np$).

In the pn-QRPA approach, we diagonalize $H' = H - \lambda N$ and not $H$. Therefore, we also need to include Fermi energies ($\lambda_p, \lambda_n$), and the actual excitation energy for the $\Delta T_1 = \pm 1$ channel of the pn-QRPA excitation is given by

$$E_{\text{QRPA}}^* = E_{\text{RPA}}^* + (m_n - m_p) c^2 \mp (\lambda_n - \lambda_p). \hfill (A8)$$

Similar to Eq. (A7) and for the $\Delta T_1 = \pm 1$ channel of the pn-QRPA excitation, the excited state energies with respect to
the daughter nucleus can be written as

\[ E_d^* = E_{\text{QRPA}}^* - \Delta B_{1-d} \pm (\lambda_n - \lambda_p). \]  

(A9)

We should also point out that the \( \Delta T_z = 1 \) and \( \Delta T_z = -1 \) channels are coupled in QRPA. Although the channels are coupled, QRPA solutions should correspond to either one channel or another, i.e., the solutions have good \( T_z \). To compare with the experimental values of the charge-exchange resonances, which are usually provided in the final, or daughter systems, we transform the \((Q)\text{RPA}\) solution into the corresponding value with respect to the final ground state by using experimental binding energies, according to Eqs. (A7) and (A9).
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