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Abstract
We introduce a stochastic analysis of Grassmann random variables suitable for the stochastic quantization of Euclidean fermionic quantum field theories. Analysis on Grassmann algebras is developed here from the point of view of quantum probability: a Grassmann random variable is an homomorphism of an abstract Grassmann algebra into a quantum probability space, i.e. a $C^*$-algebra endowed with a suitable state. We define the notion of Gaussian processes, Brownian motion and stochastic (partial) differential equations taking values in Grassmann algebras. We use them to study the long time behavior of finite and infinite dimensional Langevin Grassmann stochastic differential equations driven by Gaussian space-time white noise and to describe their invariant measures. As an application we give a proof of the stochastic quantization and of the removal of the space cut-off for the Euclidean Yukawa model.
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1 Introduction

Euclidean quantum field theories (QFTs) [1–3] are tools to construct and analyze mathematical models of relativistic quantum fields, that is the quantum theory of elementary particles in interaction satisfying the basic requirements of special relativity, i.e. Poincaré covariance and locality [4–12]. In the case of Bose–Einstein particles, the Euclidean theory is given by a probability measure on Schwartz distributions over the Euclidean space $\mathbb{R}^d$. In other words, bosonic Euclidean fields $\varphi$ are random distributions [13–15]. By a well–known result of Osterwalder and Schrader [2] (see also [16]), a basic set of properties, essentially Euclidean covariance, reflection positivity and regularity, is sufficient to reconstruct a well-behaved relativistic QFT from this probabilistic data.

Stochastic quantization (SQ) [17, 18] is an approach to the construction of the correlation functions of an Euclidean QFT introduced by Parisi and Wu [19]. The basic idea is to consider an additional variable (usually a fictitious time) and interpret the Euclidean fields $\varphi$ as the stationary solution to a stochastic partial differential equations (SPDEs) involving this additional variable and an external Gaussian source of noise $\xi$.

This strategy has been employed to rigorously study bosonic Euclidean theories starting with the work by Jona-Lasinio and Mitter [20–22] on the stochastic quantization of the $\Phi^4$ model for a scalar particle in two (Euclidean) dimensions and with quartic interaction. More recently the work of Hairer on regularity structures [23] opened the way to the study of the three dimensional $\Phi^4$ model, see also [24, 25] for other approaches. While the original implementation of stochastic quantization gives rise to parabolic SPDEs, variants can be constructed involving elliptic [26–28] or hyperbolic equations [29, 30].

From physicists’ point of view, stochastic quantization gives an alternative approach to define and regularize quantum theories (especially theories with gauge invariance) [18, 22]. However, in the past few years, it has been realized that stochastic quantization has also interesting properties from the mathematical point of view. By solving the stochastic evolution it is possible to express the random fields $\varphi$ of a (bosonic) Euclidean theory as well behaved functionals of the external noise and this allows to study non-perturbative features of the former by leveraging the Gaussian structure of the latter. This new perspective led to a series of results on the global space-time control of the stochastic dynamics [31–34] and to a novel proof of the constructions of non-Gaussian bosonic Euclidean quantum field theories in two and three dimensions, including the $\Phi^4_3$ model [35] (see also [36] for the construction of $\Phi^4_3$ model using rotation invariant cut-offs), the $\exp(\varphi)_2$ model [27], the $\sinh(\varphi)_2$ model [28] (first introduced in [37]). See the introductions to [33, 36] and to [35] for further references on stochastic quantization and its use in constructive QFT.

In the case of Fermi–Dirac particles (e.g. the electron), the Euclidean theory is expressed in terms of a linear functional over a Grassmann algebra [38–42]. The value of this functional on Grassmann monomials gives the correlation functions (Schwinger functions) of the Euclidean theory, which are represented by Berezin integrals [43, 44] of the type...
\[ \langle O(\psi, \bar{\psi}) \rangle = \frac{\int d\psi d\bar{\psi} O(\psi, \bar{\psi}) e^{-S_E(\psi, \bar{\psi})}}{\int d\psi d\bar{\psi} e^{-S_E(\psi, \bar{\psi})}}, \]  

(1)

where the fields \( \psi, \bar{\psi} \) are the generators of the Grassmann algebra, \( O \) is a functional of \( \psi \) and \( \bar{\psi} \) generating the Schwinger functions, and \( S_E(\psi, \bar{\psi}) \) is the Euclidean action function, usually the sum of a quadratic part and a polynomial interaction (possibly involving also bosonic fields, which then will have to be averaged according to an appropriate probability measure) [45–47].

The main motivation of the present work is to develop a suitable setting for the stochastic quantization of Euclidean fermionic quantum field theories. In consideration of the Grassmannian nature of the fermionic Euclidean fields as expressed by (1), this must involve stochastic partial differential equations taking values in Grassmann algebras, including the study of their long time behavior, invariant measures and regularity properties. The main differences between the bosonic and the fermionic cases is the need of extending the notion of stochastic processes to a non-commutative framework. The approach we follow is to frame this problem in the context of algebraic probability (sometimes referred to as quantum or non-commutative probability) [48–52] and to construct the relevant Grassmannian objects as non-commutative random variables.

An algebraic probability space \((\mathcal{A}, \omega)\) is given by a \( C^* \)-algebra \( \mathcal{A} \) and a state \( \omega \), which is a linear normalized positive functional on \( \mathcal{A} \). Inspired by the general approach of Accardi et al. [53] we will define a Grassmann random variable as a homomorphism of a Grassmann algebra \( \Lambda^1 \) into \( \mathcal{A} \) (cf. Definition 1 below). We will not require the homomorphisms to respect the natural involution of \( \mathcal{A} \), since there is no canonical candidate for that in Grassmann algebras.

It is useful to keep in mind how classical commutative random variables fit in the algebraic approach. Consider a random variable \( X : \Omega \to \mathcal{M} \) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), taking values in a manifold \( \mathcal{M} \) and let \( \mathcal{B} = L^\infty(\mathcal{M}) \) be the algebra of all measurable, bounded, complex functions on \( \mathcal{M} \). All the relevant probabilistic information about \( X \) is encoded in the homomorphism of algebras \( f \in \mathcal{B} \mapsto f(X) \in \mathcal{A} \) where \( \mathcal{A} \) is the algebra of measurable, bounded, complex random variables on the basic space \( \Omega \) endowed with the linear functional given by the expectation \( \mathbb{E} \) associated to the probability measure \( \mathbb{P} \). In particular, this is the point of view with which SDEs on manifolds are defined [54].

The embedding of \( \Lambda^1 \) into \( \mathcal{A} \) allows to use the topology of \( \mathcal{A} \) to do analysis on Grassmann algebras. Of course the associated analysis will not be canonical from the point of view of the Grassmann algebra itself, but it will turn out to be powerful enough to allow us to obtain a satisfactory theory of stochastic quantization for fermions. Let us mention another analogy which can help the reader to understand our point of view. The standard approach to study Gaussian processes in Hilbert spaces [55–57] requires to have a non-canonical embedding of the Hilbert space into a larger Banach space \( B \) which supports the Gaussian measure. This Banach space is not canonical and there are various possible choices for any given Hilbert space \( H \). For example Brownian motion is associated with the Hilbert space \( H \) of functions on \( \mathbb{R}_+ \) with
square integrable derivative, but Wiener measure is supported on the Banach space $C^\gamma$ of $\gamma$ Hölder functions for any $\gamma < 1/2$. In the case of random variables taking values in a Grassmann algebra $\Lambda$, the role of this “bigger” Banach space is played by a suitable Clifford sub-algebra of $\Lambda$ which provides us with enough Grassmann generators to realize our homomorphisms and which has a canonical notion of norm. It will be for us just “a convenient place where to hang our (analytic) hat on”.

The main finding of our work is that, once one accepts this point of view, the rest of the analysis falls in place quite naturally. Objects like Grassmann white noise, Brownian motion and free fields are relatively simple to define and control. On top of them a theory of stochastic differential equations (SDEs) with values in Grassmann algebras can be initiated and carried to the point to be able to discuss their long time evolution and invariant measures. Moreover many considerations carry over to SDE in infinite dimensions and allow to define and solve, in particular, the non-commutative nonlinear stochastic partial differential equations (SPDEs) appearing in stochastic quantization, again in relatively simple terms. We found that, in some respects, the analysis of Grassmann SPDEs is simpler than its commutative counterpart: the discussion of certain parts of the theory, like the existence of global space-time dynamics, are made relatively trivial by the boundedness of Grassmann Gaussian variables.

To test the effectiveness of our approach we give a proof of existence of the infinite volume limit of the massive Euclidean Yukawa model for small coupling and with an ultraviolet regularization (see e.g. [41, 42, 58] and the discussion of the literature below for additional references).

We have left open the substantial problem of removing the small-scale regularization in stochastic quantization. In order to make progress in this direction one will have to understand the renormalization problem for singular Grassmann SPDEs in our setting, along the line of the recent work in (commutative) singular SPDEs [23, 25, 59]. Apart from the more delicate analysis required by the low regularity of the random fields, the removal of these divergences will make appear renormalized Wick products of Euclidean fermion fields. Here we have in mind for example the local term $\bar{\psi}(x) \cdot \psi(x)$ appearing in the Yukawa$_2$ model (cf. (69) below) which is well known to require renormalization (Wick ordering) to be defined after removing the small-scale regularization. After renormalization, these random variables can presumably only be represented as unbounded operators acting in some underlying Hilbert space. This problem is similar to the one of definition of the stochastic integral in a Clifford algebra [60–62] which involves unbounded operators belonging to Segal’s non-commutative $L^2$ space. We plan to investigate this problem in a future work.

1.1 Structure of the paper

In Sect. 2 we lay down the basic definition for Grassmann random variables and we construct the basic example of the Grassmann Gaussian together with corresponding notions of Gaussian white noise and Brownian motions. Section 3 studies finite dimensional Grassmann differential equations with additive Gaussian white noise, addressing the problem of existence, uniqueness, long time solutions and invariant measures. Section 4 is devoted to extend the previous results to SDE in infinite dimen-
sions of the kind relevant for stochastic quantization. In Sect. 5 we present our main application to the stochastic quantization of the Yukawa model. The model is introduced in Sect. 5.1 in two Euclidean dimensions and with ultraviolet (UV) and infrared (IR) cut-offs, following the construction in [42]. In Sect. 5.2 the corresponding stochastic quantization equation (SQE) is formulated and studied and we formulate our main result, Theorem 60 where we formulate the stochastic quantization of the finite volume model and subsequently use it to prove the existence of the infinite volume limit. The proof uses a series of approximations discussed in Sect. 5.3. In “Appendix A” we include some side results about the convergence of series expansions for the solutions to finite dimensional Grassmann SDEs, while in “Appendix B” we collect various technical results about functional spaces of Banach-valued functions. Finally, “Appendix C” contains the proof of convergence of perturbative series in the infinite volume Yukawa2 model.

1.2 Relations with previous works

This part of the introduction is dedicated to discuss the connections of our work with previous research.

1.2.1 Non-commutative analysis and quantum physics

The interest in studying time evolutions and stochastic processes with values in non commutative algebras arose in connection with the development of quantum mechanics in the 20s–30s of last century and later in quantum field theory, particularly around the 50s. In these theories one associates physical observables with operators evolving in time and acting on an Hilbert space. Mathematically, this led to the representation theory of certain operator algebras (CCR-algebras resp. CAR-algebras in the case of bosons resp. fermions). In this line, quantum fields require the study of certain infinite dimensional (non-commutative) algebras, the study of which has been particularly stimulated by developments in the period 1940–1960, where the mathematical description of systems with an infinite number of degrees of freedom, in particular for quantum fields and statistical mechanics has been worked out. Let us mention the first works on von Neumann algebras by Murray and von Neumann (see e.g. [63]) and the work on C*-algebras developed originally and quite independently by I. M. Gelfand and his school (see, e.g., [64]), since the beginnings of the 40s, and by I. E. Segal and his school (see e.g. [9, 65]). The mathematical literature on Banach, C* and W* algebras is very rich and there are a number of excellent monographs on them, see e.g., Naimark [66] (see also, e.g. [67]), and Zelazko [68] for normed spaces and algebras, and Kadison and Ringrose [69, 70] (and references therein) for the other type of algebras. For applications in mathematical physics, in particular quantum mechanics, quantum field theory and statistical mechanics, there are monographs by Bratteli and Robinson [71, 72], Emch [73], Baumgärtel [74], as well as Baumgärtel and Wollenberg [75], Holevo [76], Segal [77], Schmüdgen [78]; for relativistic quantum fields, we refer particularly to the books by Araki [10], by Baez, Segal and Zhou [9] and
Haag [8]. The articles by Summers [79] and Doplicher [80] survey particularly some recent developments related to application of such algebras in quantum field theory.

### 1.2.2 Grassmann algebras and Euclidean fermions

The algebraic features of a quantum theory change drastically as we perform the analytic continuation of the correlations functions to imaginary time, which is the main idea underlying the Euclidean method. In particular theory with bosons, which satisfy the canonical commutation relations (CCR) are described, in the Euclidean domain, by standard commutative probability measures [13]. On the other hand, already in the pioneering work of Schwinger and Nakano [38, 39], it was observed that theories with fermions which satisfy canonical anti-commutation relations (CAR) are described in the Euclidean domain by Grassmann algebras. Grassmann algebras constitute a class of associative non commutative algebras that were introduced by Grassmann in the second half of the 19th century.

Osterwalder and Schrader [41, 42] were the first to rigorously show that Euclidean fermions satisfy the relations defining a Grassmann algebra. They constructed an embedding of this Grassmann into a $\mathcal{C}^*$ algebra of bounded operators which allowed them to consider rigorously constructions involving infinite dimensional Grassmann algebras, e.g. an Euclidean Feynman–Kac formula from which Eq. (1) can be derived. See the review of Palmer [81] for a relatively recent account of their theory. Their approach is not unique and there are various alternative Euclidean theories for fermions [82–86] proposed in the literature. We stick to the OS approach being simple and effective: our setting for Grassmann random variables is a reformulation of the OS construction in the language of Accardi et al. [53].

After the seminal contribution of OS, it seems however that the starting point of the majority of the subsequent work with Euclidean fermions has been the definition of the Schwinger functions via Eq. (1) as formulated in the formalism introduced by Berezin’s in [44]. Berezin integrals have been useful in calculating fermionic systems in the theoretical physics literature, see e.g. Zinn-Justin [87], Izkyson and Zuber [88]. Berezin’s formalism has been subsequently developed into an analysis on Grassmann algebras, in the form of super-analysis [44]. For super-algebras and super-analysis see also, e.g., Rogers [89] and Leites [90], on a more heuristic level also DeWitt [91]. For a review see Pestov [92].

Such methods are also quite essential in most of the rigorous mathematical literature on fermionic quantum fields, including renormalization group methods, see, e.g., Mastropietro [47], Feldman et al. [93] or Salmhofer [94]. Euclidean fermionic quantum field theories involving fermions have surprisingly simpler behavior than the bosonic ones [95] and have been very much studied also from the rigorous point of view. In particular removal of both the UV and IR cutoffs has been obtained in various models either by using phase-cell expansions à la Glimm–Jaffe or via renormalization group methods. Without the ambition to gather an exhaustive list of all the relevant literature, let us cite some of the most important works in this direction for various kind of models.

(a) Since the main example treated in this work is the Yukawa model in two dimensions, let us start from it. It couples a scalar (or pseudo-scalar) massive boson field
with a pair of Fermi fields. Historically it was introduced by Yukawa in 1935 and further studied e.g. in [96]. Its mathematical construction was achieved, in space-time dimension 2, as part of the constructive approach to relativistic quantum fields by different methods. The first results have been obtained by Hamiltonian and Minkowski space methods: after a pioneering work of Lanford III [97] ultraviolet (UV) and infrared (IR) cut-offs, the removal of the UV cut-off was realized in [98] and the complete construction obtained by Glimm and Jaffe [99]. After, with the advent of the Euclidean approach Seiler [100] investigated the removal of the UV cutoff using the Euclidean Matthew–Salam formula [96], then Cooper and Rosen [101] and Magnen and Sénéor [102] proved Lorenz invariance and the Wightman axioms by removing both cutoffs and Renouard [103] proved the Borel summability of the perturbation series for the Schwinger functions. Another reference containing a discussion of the Yukawa model in 2 dimensions by renormalization group (RG) methods is Lesniewski [58] where an effective action is constructed and Borel summability is proven. Bonetto and Mastropietro [104] used RG methods to study the limit of small mass (or large coupling). The Yukawa model has also been discussed in 3 dimensions by Magnen and Sénéor [105].

(b) Feldman, Magnen, Rivasseau and Sénéor [45] constructed the more singular case of the Gross-Neveu model in 2 dimensions (GN2) with Euclidean methods, for small coupling and also verifying the Osterwalder and Schrader axioms. Similar results are in Gawędzki and Kupiainen [106]. Both groups used renormalization group methods which seems to be the only approach possible in case of just-renormalizable theories like the GN2 model. Let us note that Disertori and Rivasseau [46] discuss a continuous version of the RG method for GN2 following a suggestion by Salmhofer. More precisely in that paper the RG equations are solved and Borel summability of the perturbation theory is proved. See also [107] for an epsilon-deformed version of the model.

(c) The Thirring model has been constructed by Benfatto, De Falco and Mastropietro in [108]. The Luttinger model (a Thirring model with UV cut-off) is treated by RG methods in [109]. RG methods have also been used to study quantum many body problems, see e.g. De Roeck and Salmhofer [110]. Feldman, Knörer and Trubowitz [111–114] developed an impressive extensive analysis of the RG method for fermionic non-relativistic systems at finite temperature where the singularities are due to the slow decay of the correlation functions.

(d) More generally we refer to the books [3, 47, 94] and [93] for RG methods leading to removal of the cut-offs in Euclidean models (see also [115] for further references).

1.2.3 Stochastic quantization of Euclidean fermions

After Parisi and Wu seminal paper, the stochastic quantization of fermions has been discussed heuristically in the physics literature, starting with Kakudo et al. [116], Fukai et al. [117], Damgaard and Tsokos [118] and Xue and Hsien [119], up to the recent paper of Efremov [120]. All these authors stress particularly the relations with “Grassmann valued random variables”, solving formally partial differential equations with
Grassmann valued Gaussian white noise. The invariant measures of physical interest are here described by averages with respect to Berezin integrals. However all these papers never properly discuss the analytical difficulties of considering (stochastic) differential equations in Grassmann algebras and the related stochastic analysis.

Grassmann variables are in a certain sense completely non-commutative numbers: as such they appear also in non-commutative central limit theorems [121] and in the setting of non-commutative processes with independent increments [122, 123]. From the point of view of probability theory, pioneering work in the general theory of non-commutative stochastic processes has been done by Accardi, Streater and Hudson and Parthasarathy and others in the 70s–80s, see e.g. [48, 49, 51, 52]. This includes the study of non-commutative Markov semigroups, non-commutative Brownian motion and the associated stochastic calculus. Let us also mention the work of Gross [124–127] applying Segal’s non-commutative integration theory [128, 129] to Clifford algebras.

Non-commutative stochastic calculus has been developed, with various degrees of completeness in the setting of the bosonic and fermionic Fock space and for Clifford algebras in the works of Barnett, Streater and Wilde [60–62], Applebaum and Hudson [130, 131], Belavkin [132], Carlen and Kree [133], Gordina [134], Sinha and Goswami [135], Kümmer [136]. See also the monographs by Meyer [50], Holevo [76], and the recent survey article by Cipriani [137] and the references therein. In these non-commutative settings it is quite difficult to give general constructions of stochastic integrals which match in completeness with the commutative theory. Many technical difficulties stem from the fact that stochastic integrals are represented by unbounded operators and very delicate issues of domain enters the picture and in general restrict the applicability of these theories to study general SDE with non-linear coefficients.

In spite of all these developments, and to our surprise, none of the above works addresses the specific problems of the stochastic analysis in Grassmann algebras. The only relevant previous contributions in the literature that we managed to track down are the following:

(a) de Angelis et al. [138] discuss a probabilistic representation for finite-dimensional Grassmann-valued Markov processes using (commutative) Poisson processes.

(b) Rogers’ approach [139–143] essentially consists in looking at all the finite dimensional sub-algebras, use the Berezin integral to compute averages and require certain natural consistency conditions in order to obtain a projective system. A similar line of research was also carried on by Kupsch and Haba [144, 145]. These last works follows the observation of Hudson and Parthasarathy [146] and Le Jan [147] (see also Meyer’s book [50]) which developed a unified representation of the Bosonic and Fermionic Brownian motion (and related stochastic calculus) using Fock space techniques. However none of these lines of research seems to have reached a stage where the theory is powerful enough to easily and naturally accommodate SPDEs (or even SDEs) of the kind needed in stochastic quantization.

(c) A rigorous approach to define Grassmann stochastic quantization was undertaken in a series of papers by Scherbakov [148–150] using the locally convex topology obtained by considering all the possible correlation functions of the
random variables as the family of semi-norms. Convergence in this setting therefore corresponds to convergence of all the correlation functions. This approach has the disadvantage of not allowing the introduction of norms strong enough to study differential equations via standard analytic approaches. Despite this technical shortcoming, which makes the constructions quite indirect, it should be said that these papers define and successfully solve equations with finitely many degrees of freedom (i.e. with small scale and large scale cut-offs) and then address the convergence when the large scale cut-off is removed (infinite volume limit) using cluster expansion techniques. Other results in this direction were obtained later on by Ignatyuk et al. [151], with applications in statistical mechanics. In particular these results hints to the fact that a complete theory of stochastic analysis of Grassmann random variables should be possible.

This review of the literature on the various attempts to Grassmann stochastic analysis shows that the main difficulty is the identification of sufficiently flexible analytical tools for non-linear analysis in infinite dimensional Grassmann algebras.

For a mathematical discussion of the problem of analysis in Grassmann algebras and in particular about the introduction of suitable norms see, e.g. [152–156]. The basic difficulties of a probabilistic approach to Euclidean fermions has been also discussed by Fröhlich and Osterwalder [157] (Theorem 5.7) just after the foundational paper of Osterwalder and Schrader. Let us remark however that, despite these difficulties, norms on Grassmann Gaussian random variables can be naturally introduced via the corresponding covariance operators and have been used to prove interesting constructive results e.g. on Grassmann-valued effective actions in models, see e.g. [93, 158] (and references therein) and the works of Salmhofer et al. [159, 160] where considerable simplifications of remainders estimates in perturbation expansions have been achieved via these tools.

As we already mentioned, the approach we follow in this paper is inspired by Osterwalder and Schrader [41, 42] who were the first to do rigorous analysis of Euclidean fermions. A key aspect of their construction is that Grassmann Gaussian variables can be realized within an $C^*$ algebraic setting, i.e. as bounded operators acting on an Hilbert space. Salmhofer used similar techniques for interacting non-relativistic fermions at finite temperature, see e.g. “Appendix B” of the book [94], and the paper [161]. This approach has also been recently used to discuss supersymmetry in the context of Parisi–Sourlas dimensional reduction [162, 163] and Euclidean stochastic quantization [26, 27, 164] and, as we already mentioned, is the basis of the approach we use in the present work.

Our work provides non-trivial examples of non-commutative non-linear SPDEs and of their qualitative analysis. The analysis of partial differential equations in non-commutative algebras is not well developed in general. Minkowski QFTs provide examples of PDEs in non-commutative algebras [9]. Other relevant examples we are aware of are the work of Rosenberg [165] on the (linear) Laplace equation on the non-commutative torus and the subsequent work on linear operators and functional spaces on non-commutative spaces (e.g. [166, 167]), works on the algebraic and geometric features in PDEs (see e.g. [168, 169]), the work of Khrennikov on linear equations and
differential operators on superspace [170] and the work of Osipov [171] on solutions of quantum field equations via Wick kernels. However none of these works concern SPDEs and all rather use indirect methods to find solutions. Let us mention however that Dabrowski [172] recently studied an interesting example of a non-commutative SPDE driven by multiplicative free noise.

2 Grassmann random variables

We denote by $L(A, B)$ the space of linear maps between vector spaces $A$ and $B$, if both $A$, $B$ have topologies we consider all the maps to be continuous. We let $L(A) = L(A, A)$. With Hom$(A, B)$ we denote homomorphisms between algebras $A$ and $B$.

2.1 Grassmann probability

2.1.1 Algebraic probability

We consider a complex Hilbert space $H$ (to be fixed later) and denote by $\mathcal{A} = L(H)$ the $C^*$-algebra of bounded operators with the operator norm. Moreover we assume to have a state $\omega$ on $\mathcal{A}$, i.e. a continuous linear map $\omega : \mathcal{A} \to \mathbb{C}$ which is positive, that is $\omega(A^*A) \geq 0$ for all $A \in \mathcal{A}$ and normalized by $\omega(1) = 1$ where $*$ denotes the conjugation of the $C^*$-algebra $\mathcal{A}$ and $1 \in \mathcal{A}$ is the unit of $\mathcal{A}$. The pair $(\mathcal{A}, \omega)$ is a (non-commutative or algebraic) probability space. We do not require the state $\omega$ to be either faithful, or tracial.

2.1.2 Grassmann algebras

Let $V$ be a (finite dimensional or infinite dimensional and separable) real Hilbert space. Denote by $\Lambda V$ the Grassmann algebra generated by $V$, i.e. the exterior algebra obtained by quotienting the tensor algebra $T(V) = \bigoplus_{n \geq 0} V^\otimes n$ by the two-sided ideal generated by elements of the form $x \otimes x$ for $x \in V$. For $V$ finite dimensional, $\Lambda V$ is also finite dimensional with dimension, as a vector space, equal to $2^{\dim V}$. We denote the product of two elements $f, g \in \Lambda V$ by $f \wedge g$ (or if there is no confusion with other products simply by $fg$). Let $(v_\alpha)_{\alpha \in I}$ be a fixed basis of $V$, where $I$ is a suitable index set. As a consequence $\Lambda V$ is spanned by elements of the form $v_A := v_{\alpha_1} \wedge \cdots \wedge v_{\alpha_n}$ and $A = (\alpha_1, \ldots, \alpha_n)$ is an $n$-tuple of elements of $I$ with the convention that $v_\emptyset = 1$ is the unit element in $\Lambda V$. When it is clear from the context we will denote the product in $\Lambda V$ simply by $v_A v_B = v_{\alpha_1} \cdots v_{\alpha_n}$. We recall that $\Lambda V$ is $\mathbb{Z}_2$ graded in the sense that it splits into odd and even parts $\Lambda V = \Lambda_{\text{odd}} V \oplus \Lambda_{\text{even}} V$. On $\Lambda V$ there is a super Hopf algebra structure with coproduct $\Delta : \Lambda V \to \Lambda V \otimes \Lambda V$ where $\Lambda V \otimes \Lambda V$ is the $\mathbb{Z}_2$-graded tensor product algebra which satisfies, for homogeneous elements $g, h \in \Lambda_{\text{odd}} V \cup \Lambda_{\text{even}} V$,

$$(f \otimes g)(h \otimes k) = (-1)^{|g||h|} fh \otimes gk, \quad f, k \in \Lambda V,$$

\(\square\) Springer
with $|\cdot| : \Lambda_{\text{odd}} V \sqcup \Lambda_{\text{even}} V \to \{0,1\}$ the even/odd grading. The coproduct $\Delta$ is the algebra homomorphism such that $\Delta v = 1 \otimes v + v \otimes 1$ for all $v \in V \subseteq \Lambda V$ and the counit $\varepsilon : \Lambda V \to \mathbb{C}$ given by $\varepsilon(v_A) = \mathbb{I}_{A=\emptyset}$.

2.1.3 Random variables

**Definition 1** A $V$-Grassmann random variable $\Psi$ is an algebra homomorphism from the Grassmann algebra $\Lambda V$ into $\mathcal{A}$. We denote by $\mathcal{G}(V) = \text{Hom}(\Lambda V, \mathcal{A})$ the set of all such homomorphisms. We call the law of $\Psi \in \mathcal{G}(V)$ the family of its moments $\omega^\Psi(F) := \omega(\Psi(F))$ for all $F \in \Lambda V$, also represented by the linear functional $\omega^\Psi : \Lambda V \to \mathbb{R}$.

Note that $\Psi \in \mathcal{G}(V)$ cannot be assumed to be a $\ast$-algebra-homomorphism since $\Lambda V$ has no (natural) $\ast$-operation. If $F \in \Lambda V$ has representation $F = \sum_A F_A v_A$ we shall employ the following dual notation

$$F(\Psi) := \Psi(F) = \sum_A F_A \Psi^A,$$

where $\Psi^A := \Psi(v_A)$ and $F_A \in \mathbb{R}$. Since $\Psi$ is assumed to be an algebra homomorphism, we have e.g. $\Psi^a \Psi^\beta = -\Psi^\beta \Psi^a$, where $\Psi^a = \Psi(v_a)$ and $(v_a)_\alpha$ is a fixed basis of $V$. Moreover, $\Psi(\Lambda V)$ is a Grassmann sub-algebra of $\mathcal{A}$ and $\Psi(F)$ has the same degree (even or odd) as $F$. As shown in [173, 174], even if some arguments are formulated in a basis dependent way, the definition of $\Lambda V$ and its characterization by anti-commutation relations is independent of the basis.

When the context is clear we will abbreviate $X \in \mathcal{G}(V)$ as $X \in \mathcal{G}$.

**Definition 2** Let $X \in \mathcal{G}(V)$ and $Y \in \mathcal{G}(W)$, we say that they are compatible if the linear map $Z : V \oplus W \to \mathcal{A}$ given by $Z(v) = X(v)$ if $v \in V$ and $Z(w) = Y(w)$ if $w \in W$, extends to a homomorphism $Z : \Lambda(V \oplus W) \to \mathcal{A}$. In this case we write $Z \in \mathcal{G}(V \oplus W)$ or briefly $(X,Y) \in \mathcal{G}$. Compatibility can of course be defined for $X_1, \ldots, X_n \in \mathcal{G}$ in a corresponding way. We shall express that $X_1, \ldots, X_n \in \mathcal{G}$ are compatible by writing $(X_1, \ldots, X_n) \in \mathcal{G}$.

Note that we have a super- algebra isomorphism $\Lambda(V \oplus W) \approx \Lambda(V) \otimes \Lambda(W)$ where tensor product is in the sense of super-algebras. From this isomorphism we get in particular $Z(F) = m_{\mathcal{A}}[(X \otimes Y)(F)]$ for all $F \in \Lambda(V \oplus W)$ where $m_{\mathcal{A}} : \mathcal{A} \otimes \mathcal{A} \to \mathcal{A}$ denotes the multiplication of $\mathcal{A}$.

**Remark 3** The notion of compatibility which we introduce here is not standard in algebraic probability. It ensures that one can extend multiple Grassmannian random variables to a well-defined “multi-component” Grassmannian random variable. In particular it encodes the fact that different component properly anti-commute. A related concept is that of kinematic independence, see e.g. the review of Accardi [52].

Given $X, Y \in \mathcal{G}(V)$ which are compatible we define $X + Y \in \mathcal{G}(V)$ as

$$(X + Y)(F) = F(X + Y) := m_{\mathcal{A}}^2[(X \otimes Y) \Delta F], \quad F \in \Lambda V,$$
where $m^k_A : A \otimes A \to A$, $k \in \mathbb{N}$, is defined as
\[
m^k_A(a_1 \otimes \cdots \otimes a_k) = a_1 \cdots a_k.
\] (2)

By compatibility $Z = m^2_A \circ (X \otimes Y) : \Lambda(V \oplus V) \approx \Lambda V \otimes \Lambda V \to A$ is an algebra homomorphism and therefore
\[
(X + Y)(FG) = Z(\Delta(FG)) = Z(\Delta F \Delta G)
\]
\[
= Z(\Delta F)Z(\Delta G) = (X + Y)(F + Y)(G).
\]

The notation is justified from the fact that $(X + Y)(v) = X(v) + Y(v)$ for all $v \in V$.

Similarly for any $\lambda \in \mathbb{C}$ we can define $\lambda X$ as the only homomorphism such that $(\lambda X)(v) = \lambda X(v)$ for all $v \in V$.

**Definition 4** If $(X_1, \ldots, X_n) \in \mathcal{G}(V_1 \oplus \cdots \oplus V_n)$ are compatible Grassmann variables with values in the probability space $(A, \omega)$, then we say that $X_1, \ldots, X_n$ are (tensor) independent (with respect to the state $\omega$) if, for all $F_j \in \Lambda V_j$, we have that [175]
\[
\omega \left( \prod_{j=1}^k X_j(F_j) \right) = \prod_{j=1}^k \omega(X_j(F_j)).
\]

For example if $(X, Y) \in \mathcal{G}(V \oplus W)$ are (compatible and) independent Grassmann random variables with values in $(A, \omega)$, then for all $v \in V \approx V \oplus 0$, $w \in W \approx 0 \oplus W$ we have $vw \approx ((v \oplus 0) \wedge (0 \oplus w)) \in \Lambda(V \oplus W) \approx \Lambda V \otimes \Lambda W$ and
\[
\omega((X \otimes Y)(vw)) = \omega(X(v)Y(w)) = \omega(X(v))\omega(Y(w)).
\]

**Lemma 5** We can always arrange to realize two Grassmann variables on the same probability space in such a way that they are compatible and independent while preserving their respective laws.

**Proof** First of all lets observe that as long as we are interested only in the law of a Grassmann random variable $X \in \mathcal{G}(V)$, we can assume that it is defined on $\mathcal{A} = \mathcal{L}(\mathcal{H})$ for some Hilbert space $\mathcal{H}$ with a vector state $\omega(\cdot) = (\Omega, \cdot \Omega)$ and that it comes with an involution $R_X : \mathcal{H} \to \mathcal{H}$ such that $R_X X(F) = X((-1)^{|F|}F)R_X$ for all $F \in \Lambda V$. Indeed by the GNS construction we can construct a Hilbert space $\mathcal{H}$ and a vector $\Omega \in \mathcal{H}$ such that there is $\bar{X} \in \text{Hom}(\Lambda V; \mathcal{L}(\mathcal{H}))$ such that $\omega(X(F)) = (\Omega, \bar{X}(F)\Omega)_{\mathcal{H}}$. By restriction, we can always redefine $\mathcal{H}$ to be $\mathcal{H} = \bar{X}(\Lambda V)\Omega$ while still keeping this relation. Here the bar denotes closure with respect to the Hilbert space topology of $\mathcal{K}$. Then, on $\mathcal{K}$, we can introduce by density an involution $R$ that acts as $R\bar{X}(F)\Omega = \bar{X}((-1)^{|F|}F)\Omega$ for homogeneous elements $F$, where we recall that $| \cdot |$ is the grading on $\Lambda V$.

Now for $i = 1, 2$, consider the Grassmann variable $X_i : \Lambda V_i \to A_i$ defined on the probability spaces $(\omega_i, A_i = \mathcal{L}(\mathcal{H}_i))$ with involution $R_i = R_{X_i}$ and vector state $\omega_i = (\Omega_i, \cdot \Omega_i)$. Let $\mathcal{H} = \mathcal{H}_1 \otimes \mathcal{H}_2$, and $\omega : \mathcal{L}(\mathcal{H}) \to \mathbb{C}$ be given by $\omega(x) := \omega(x).$
\( (\Omega_1 \otimes \Omega_2, x \Omega_1 \otimes \Omega_2)_\mathcal{F}, x \in \mathcal{L}(\mathcal{H}). \) Moreover we define the random variables \( \tilde{X}_i : \Lambda (V_1 \oplus V_2) \to \mathcal{L}(\mathcal{H}) \), obtained by extending the relations \( \tilde{X}_1(v) = X_1(v) \otimes R_2 \) and \( \tilde{X}_2(w) = \mathbb{I}_\mathcal{H}_1 \otimes X_2(w) \) for \( v \in V_1, w \in V_2 \). Then \( \tilde{X}_1(v)\tilde{X}_2(w) = -\tilde{X}_2(w)\tilde{X}_1(v) \) and since \( \Lambda (V_1 \oplus V_2) \approx \Lambda V_1 \otimes \Lambda V_2 \) we have also that the map \( \tilde{X}(v \oplus w) = \tilde{X}_1(v \oplus 0) + \tilde{X}_2(0 \oplus w) \) with \( v, w \in V \) can be extended to a homomorphism from \( \Lambda (V_1 \oplus V_2) \) to \( \mathcal{A}. \) Hence the variables \( \tilde{X}_i, i = 1, 2 \), are compatible. Moreover they have the same law as \( X_i \) because \( \omega(\tilde{X}_i(F_i)) = \omega(X_i(F_i)) \) for all \( F_i \in \Lambda V_1, F_2 \in \Lambda V_2, \) \( i = 1, 2. \) Finally they are independent: \( \omega(\tilde{X}_1(F_1)\tilde{X}_2(F_2)) = \omega(X_1(F_1)\omega_2(\tilde{X}_2(F_2)). \) \( \Box \)

### 2.2 Topology and calculus on Grassmann variables

Before beginning we want to specify the topology we consider on \( \mathcal{G}(V) \). We consider here only the case where \( V \) is finite dimensional, since there is a more or less unique natural topology on \( \mathcal{G}(V) \). Some topologies of \( \mathcal{G}(V) \) when \( V \) is infinite dimensional are discussed in Sect. 4.

When \( V \) is finite dimensional all norms on \( V \) are equivalent. For this reason we choose the norm induced by the pre-Hilbert space inner product \( \langle \cdot, \cdot \rangle \) (that in the case of \( V \) finite dimensional is a Hilbert space inner product on \( V \)) related to the construction of \( V \)-valued Gaussian random variables \( X \) (see Sect. 2.3). In this case \( \mathcal{G}(V) \) has a natural metric topology given by the distance

\[
d_{\mathcal{G}(V)}(X, Y) := \|X - Y\|_{\mathcal{G}(V)} = \sup_{v \in V, |v|_V = 1} \|X(v) - Y(v)\|_{\mathcal{A}}, \tag{3}
\]

where \( \| \cdot \|_{\mathcal{A}} \) is the norm of the \( C^* \)-algebra \( \mathcal{A}. \)

**Remark 6** In principle the definition of the distance (3) and the related norm \( \| \cdot \|_{\mathcal{G}(V)} \) does not use in any way the fact that \( V \) is finite dimensional. For this reason in the following, when \( V \) is a (in general infinite dimensional) pre-Hilbert space we will use the notation \( \|X\|_{\mathcal{G}(V)} \) for the quantity sup\(_{v \in V, |v|_V = 1} \|X(v)\|_{\mathcal{A}} \).

When \( V \) is finite dimensional \( \mathcal{G}(V) \) is a complete metric space with respect to \( d_{\mathcal{G}(V)} \), in fact we have:

**Lemma 7** The metric \( d_{\mathcal{G}(V)} \) makes \( \mathcal{G}(V) \) a complete metric space.

**Proof** The quantity \( d_{\mathcal{G}(V)}(X, Y) \) as defined in (3) satisfies the usual properties of a metric. If \( (X_n)_n \) is a Cauchy sequence with respect to \( d_{\mathcal{G}(V)} \), there is an element \( X \in \mathcal{L}(V, \mathcal{A}) \) such that \( (X_n)_n \) converges to \( X \) in \( \mathcal{L}(V, \mathcal{A}). \) The only thing that we have to prove is that the linear map \( X \in \mathcal{L}(V, \mathcal{A}) \) can be extended to an homomorphism from \( \Lambda V \) to \( \mathcal{A}. \) This is equivalent to prove that for any \( v, w \in V \) we have \( X(w)X(v) = -X(w)X(v) \) where the product is the natural one in \( \mathcal{A}. \) On the other hand by the continuity of the product of \( \mathcal{A} \) with respect to \( \| \cdot \|_{\mathcal{A}} \) we have

\[
X(v)X(w) = \lim_{n \to +\infty} X_n(v)X_n(w) = -\lim_{n \to +\infty} X_n(w)X_n(v) = -X(w)X(v).
\]
Remark 8 The distance $d_{G(V)}$ is not the unique reasonable choice in $G(V)$ and it depends on the topology chosen on $A$ (in this case we choose the topology of the uniform converge of operators). An essential choice to preserve the non-linear structure of $G(V)$, exploited in the proof of Lemma 7, seems to be that the product on $A$ is continuous with respect to this topology.

In the following we will denote $\|Y\|_{G(V)}$ for $Y \in G(V)$ the positive number

$$\|Y\|_{G(V)} := \|Y\|_{\mathcal{L}(V,A)} = \sup_{v \in V, \|v\|=1} \|Y(v)\|_A,$$

i.e. the norm of the restriction of $Y$ to $\mathcal{L}(V,A)$. This is useful to formulate a Taylor formula on $G(V)$. We will use the simpler notation $m$ for the multiplication $m_A$ in $A$.

Consider $G \in \Lambda V$ and define the right derivative $\partial_R : \Lambda V \to \Lambda V \otimes V$ by

$$\partial_R G := (\mathbb{1} \otimes \Pi_V)(\Delta G) : \Lambda V \to \Lambda V \otimes V \quad (4)$$

where $\Pi_V : \Lambda V \to V$ is the projection from the tensor algebra $\Lambda V$ onto $V$. Then

$$G(X + Y) - G(X) - m_A^2[(X \otimes Y)(\partial_R G)] = m_A^2[(X \otimes Y)(\mathbb{1} - \mathbb{1} \otimes \varepsilon - \mathbb{1} \otimes \Pi_V)\Delta G]$$

for $G \in \Lambda V$, where we used that $G(X) = m_A^2[(X \otimes Y)(\mathbb{1} \otimes \varepsilon)\Delta G]$. Given that

$$(\mathbb{1} - \mathbb{1} \otimes \varepsilon - \mathbb{1} \otimes \Pi_V)\Delta G \in \Lambda V \otimes \Lambda_{\geq 2} V$$

where $\Lambda_{\geq 2} V$ denotes the subspace of $\Lambda V$ of elements of degree $\geq 2$. We can define recursively the $k+1$-th derivative as

$$\partial_R^{k+1} = \left(\partial_R \otimes \mathbb{1} \otimes \cdots \otimes \mathbb{1}_{k} \right) \partial_R^k : \Lambda V \to \Lambda V \otimes V \otimes \cdots \otimes V$$

where $\partial_R^k$ is the $k$-th order derivative. Note that the right derivative $\partial_R : \Lambda V \to \Lambda V \otimes V$ satisfies

$$\partial_R (f_1 \cdots f_n) = \sum_{k=1}^n (-1)^{n-k} (f_1 \cdots \hat{f}_k \cdots f_n) \otimes f_k, \quad f_1, \ldots, f_n \in V.$$

For example, for $v_1$, $v_2$, $v_3 \in V$ we have

$$\partial_R (v_1 v_2 v_3) = v_2 v_3 \otimes v_1 - v_1 v_3 \otimes v_2 + v_1 v_2 \otimes v_3,$$

and

$$\partial_R^2 (v_1 v_2 v_3) = v_2 \otimes v_3 \otimes v_1 - v_3 \otimes v_2 \otimes v_1 - v_1 \otimes v_3 \otimes v_2 + v_3 \otimes v_1 \otimes v_2 + v_1 \otimes v_2 \otimes v_3 - v_2 \otimes v_1 \otimes v_3.$$
We can also define also a left derivative \( \partial_L = (\Pi_V \otimes \mathbb{I}) \circ \Delta : \Lambda V \to V \otimes \Lambda V \) with similar properties and

\[
\partial_L(f_1 \cdots f_n) = \sum_{k=1}^{n} (-1)^{k-1} f_k \otimes (f_1 \cdots \hat{f_k} \cdots f_n), \quad f_1, \ldots, f_n \in V.
\]

We will consider \( \Lambda V \otimes V \) as a \( \Lambda V \)-bimodule and in particular we define the bilinear form \( \langle \cdot, \cdot \rangle : (\Lambda V \otimes V) \otimes V \to \Lambda V \) by

\[
\langle f \otimes v, w \rangle = f \langle v, w \rangle, \quad f \in \Lambda V, v, w \in V.
\]

(5)

An analogous definition holds for \( \langle \cdot, \cdot \rangle : V \otimes (V \otimes \Lambda V) \otimes V \to \Lambda V \). Note that there is no ambiguity on whether \( \langle \cdot, \cdot \rangle \) denotes one of this two bilinear forms or whether it denotes the scalar product of \( V \).

**Remark 9** The definition of derivative \( \partial_R^k \) and the bilinear form (5) do not depend on the fact that \( V \) is finite dimensional. For this reason we can define \( \partial_R^k \) and the bilinear form (5) also when \( V \) is an infinite dimensional pre-Hilbert space.

**Lemma 10** Consider \( G \in \Lambda V \) and let \( X, Y \in \mathcal{G}(V) \) be two compatible Grassmann random variables such that \( \|Y\|_{\mathcal{G}(V)} \leq 1 \), then

\[
G(X + Y) = G(X) + \sum_{k=1}^{n} \frac{1}{k!} m_A^k [((X \otimes Y) \otimes \cdots \otimes Y)(\partial_R^k G)] + O(\|Y\|_{\mathcal{G}(V)}^{n+1}) \tag{6}
\]

**Proof** We have

\[
G(X + Y) = m_A^2 [(X \otimes Y)(\Delta G)] = \sum_{k \geq 0} m_A^2 [((X \otimes Y)(\mathbb{I} \otimes \Pi_{\Lambda^k V})(\Delta G)],
\]

where the sum is finite since \( F \in \Lambda V \) is a finite polynomial. Equation (6) easily follows as soon as we prove that

\[
m_A^{k+1} [((X \otimes Y) \otimes \cdots \otimes Y)(\partial_R^k G)] = (k!)m_A^2 [((X \otimes Y)(\mathbb{I} \otimes \Pi_{\Lambda^k V})(\Delta G)].
\]

We have

\[
\partial_R^k G = (\partial_R \otimes \mathbb{I}^k) \cdots (\partial_R \otimes \mathbb{I}) \partial_R G
\]

\[
= (\mathbb{I} \otimes \Pi_{\Lambda^k V}) \Delta \otimes \mathbb{I}^k \cdots (\mathbb{I} \otimes \Pi_{\Lambda} V) \Delta \otimes \mathbb{I}) (\mathbb{I} \otimes \Pi_{\Lambda} V) \Delta G
\]

\[
= (\mathbb{I} \otimes \Pi_{\Lambda^k V}) \Delta \otimes \mathbb{I}^k \cdots ((\mathbb{I} \otimes \Pi_{\Lambda^k V}) \otimes \mathbb{I}) (\mathbb{I} \otimes \Pi_{\Lambda} V) \Delta \otimes \mathbb{I}) \Delta G
\]

\[
= (\mathbb{I} \otimes \Pi_{\Lambda^{k+1}}) \Delta \otimes \mathbb{I}^k \cdots (\Delta \otimes \mathbb{I}) \Delta G.
\]
Let $N := \{1, \ldots, n\}, \#N = n$. For $I = \{j_1, \ldots, j_k\} \subset N$, we put $v_I := v_{j_1} \cdots v_{j_k}$ for $v_j \in V, j \in N$. Let $\text{sgn}(N \setminus I) \in \{\pm 1\}$ be such that $v_N = \text{sgn}(N \setminus I)v_{N \setminus I}$. By definition of the coproduct $\Delta$ in the exterior algebra $\Lambda V$, we have

\[
(\mathbb{I} \otimes \Pi_{V}^{\otimes k+1})(\Delta \otimes \mathbb{I}^{\otimes k}) \cdots (\Delta \otimes \mathbb{I}) (v_1 \cdots v_n) = \sum_{j_1, \ldots, j_k \in N} \text{sgn}(N \setminus I)v_{N \setminus \{j_1, \ldots, j_k\}} \otimes v_{j_1} \otimes \cdots \otimes v_{j_k}.
\]

On the other hand

\[
(\mathbb{I} \otimes \Pi_{A^k V}) \Delta v_1 \cdots v_n = (\mathbb{I} \otimes \Pi_{A^k V}) \sum_{I \subset N} \text{sgn}(N \setminus I)v_{N \setminus I} \otimes v_I
\]

\[
= \frac{1}{k!} \sum_{j_1, \ldots, j_k} \text{sgn}(N \setminus I)v_{N \setminus \{j_1, \ldots, j_k\}} \otimes v_{(j_1, \ldots, j_k)}.
\]

By linearity, we therefore have

\[
(\mathbb{I} \otimes m_{A^k V}^{k})(\partial_R G) = k!(\mathbb{I} \otimes \Pi_{A^k V})(\Delta G),
\]

where $m_{A^k V}^k : V^{\otimes k} \subset (\Lambda V)^{\otimes k} \rightarrow \Lambda V$ is defined as in Eq. (2). Since $X, Y$ are algebra homomorphisms they commute with the product, hence we have

\[
m_{A}^{k+1}[(X \otimes Y \otimes \cdots \otimes Y)(\partial_R G)] = m_{A}^{2}[(X \otimes Y)(\mathbb{I} \otimes m_{A^k V}^k)(\partial_R G)]
\]

\[
= k!m_{A}^{2}[(X \otimes Y)(\mathbb{I} \otimes \Pi_{A^k V})(\Delta G)].
\]

This concludes the proof. \hfill \Box

We want to give now some precise bounds on the norms $\|G(X)\|_A$ and $\|G(X) - G(Y)\|_A$, where $G \in \Lambda V$ and $X, Y \in \mathcal{G}(V)$ are two compatible Grassmann random variables. First we introduce a suitable norm $\| \cdot \|_\pi$ on $\Lambda V$ that is the norm induced by the projective norm on $\bigoplus_{n=0}^{\dim(V)} \otimes^n V$. Note that there exists an injection $i_{A^n V} : \Lambda^n V \rightarrow \bigotimes^n V$ given by the unique linear extension of the following relation

\[
i_{A^n V}(v_1 \wedge \cdots \wedge v_n) = \frac{1}{n!} \sum_{\sigma \in S_n} (-1)^{\sigma} v_{\sigma(1)} \otimes v_{\sigma(2)} \otimes \cdots \otimes v_{\sigma(n)} , \quad v_1, \ldots, v_n \in V.
\]

We then define the map $i_{AV} := \bigoplus_{n=0}^{\dim(V)} i_{A^n V}$. On $\bigoplus_{n=0}^{\dim(V)} \otimes^n V$ we consider the projective norm $\| \cdot \|_\pi$ defined as follows. If $f \in \otimes^n V$ then

\[
\|f\|_\pi := \inf \left\{ \sum_{k=1}^{p} \|f_{1}^{k}\|_V \cdots \|f_{n}^{k}\|_V , \text{where } f = \sum_{k=1}^{p} f_{1}^{k} \otimes \cdots \otimes f_{n}^{k} \right\}.
\]
For a general element \( g \in \bigoplus_{n=0}^{\dim(V)} \otimes^n V \) we put \( \| g \|_\pi := \sum_{k=0}^{\dim(V)} \| \Pi^{\otimes V}(g) \|_\pi \), and for any \( w \in \Lambda V \),
\[
\| w \|_{\Lambda \pi V} := \| i_{\Lambda V}(w) \|_\pi .
\]
(7)

Since \( i_{\Lambda V} \) is an injection, \( \| \cdot \|_\pi \) defines a norm on \( \Lambda V \). If \( G \in \Lambda V \) we define
\[
\deg(G) = \max \{ n \in \mathbb{N} \text{ such that } \| \Pi^{\Lambda V}(G) \|_\pi \neq 0 \} .
\]

Let \( W \) a vector space and introduce the symmetrizer \( S: TW \to TW \) as the operator from the tensor algebra generated by \( W \) in itself that is the unique linear extension of
\[
S(w_1 \otimes \cdots \otimes w_n) = \frac{1}{n!} \sum_{\sigma \in S_n} w_{\sigma(1)} \otimes \cdots \otimes w_{\sigma(n)}, \quad w_1, \ldots, w_n \in W .
\]

It is important to note that for \( S((v + w) \otimes^n) \) the binomial formula holds, i.e. we have
\[
S((v + w)^{\otimes n}) = \sum_{k=0}^{n} \binom{n}{k} S(v^{\otimes k} \otimes w^{\otimes (n-k)}).
\]
(8)

**Lemma 11** If \( G_n \in \Lambda^n V \) and \( X, Y \in \mathcal{G}(V) \) are two compatible Grassmann random variables we have that
\[
m_{\mathcal{A}}^{k+1} [(X \otimes Y \otimes \cdots \otimes Y)(\partial^k_R G_n)] = \frac{n!}{(n-k)!} m_{\mathcal{A}}^n (S(X^{\otimes (n-k)} \otimes Y^{\otimes k})(i_{\Lambda V}(G_n))).
\]

**Proof** For any \( \lambda \in \mathbb{R} \), by Lemma 10
\[
G_n(X + \lambda Y) = G_n(X) + \sum_{k=1}^{n} \frac{\lambda^k}{k!} m_{\mathcal{A}}^{k+1} [(X \otimes Y \otimes \cdots \otimes Y)(\partial^k_R G_n)].
\]
(9)

On the other hand, by the binomial formula (8)
\[
G_n(X + \lambda Y) = m_{\mathcal{A}}^n [S((X + \lambda Y)^{\otimes n})i_{\Lambda V}(G_n)]
\]
\[
= m_{\mathcal{A}}^n \left[ \sum_{k=0}^{n} \binom{n}{k} \lambda^k S(X^{\otimes (n-k)} \otimes Y^{\otimes k})i_{\Lambda V}(G_n) \right].
\]
(10)

By comparing the expressions (9) and (10) as polynomials in \( \lambda \) we conclude. \( \square \)

**Theorem 12** Let \( X, Y \in \mathcal{G}(V) \) be two compatible Grassmann random variables and let \( G \in \Lambda V \) then, for any \( n \leq \deg(G) - 1 \), we have
\[
\| G(X) \|_{\mathcal{A}} \leq \| G \|_{\Lambda \pi V} (1 + \| G(V) \|)^\deg(G),
\]
(11)
and

\[ \left\| G(Y) - G(X) - \sum_{k=1}^{n} \frac{1}{k!} m_{A}^{k+1}((X \otimes (Y - X)^{\otimes k})(\partial_{R}^{k}G)) \right\|_{A} \leq C_{n, \text{deg}(G)} (1 + \max(\| X \|_{\mathcal{G}(V)}, \| Y \|_{\mathcal{G}(V)}))^{\text{deg}(G) - n - 1} \| G \|_{\text{deg}(G) - n} \| Y - X \|_{\mathcal{G}(V)}^{n+1} \]  

(12)

where \( C_{n, \text{deg}(G)} > 0 \) is a suitable constant depending only on \( n \) and \( \text{deg}(G) \). In the case \( n = 0 \) we can choose \( C_{0, \text{deg}(G)} = \text{deg}(G) \).

**Proof** First of all we note that if \( (G_{1}, \ldots, G_{n}) \in \mathcal{L}(V, A) \) and \( \tilde{G} \in \bigotimes^{n} V \) we have

\[ \| m_{A}^{n}((G_{1} \otimes \cdots \otimes G_{n})(\tilde{G})) \|_{A} \leq \| \tilde{G} \|_{\pi} \| G_{1} \|_{\mathcal{L}(V, A)} \cdots \| G_{n} \|_{\mathcal{L}(V, A)}. \]  

Furthermore, if \( X \in \mathcal{G}(V) \) and \( G \in \Delta V \) we have

\[ G(X) = \sum_{n=0}^{\text{deg}(G)} m_{A}^{n}(X^{\otimes n}(i_{\Delta^{n} V}(\Pi_{\Delta^{n} V}(G)))). \]

Using then the definition of \( \| X \|_{\mathcal{G}(V)} \) and of \( \| G \|_{\Delta^{n} V} \) we get

\[ \| G(X) \|_{A} \leq \sum_{n=0}^{\text{deg}(G)} \| X \|_{\mathcal{G}(V)}^{n} \| i_{\Delta^{n} V}(\Pi_{\Delta^{n} V}(G)) \|_{\pi} \leq (1 + \| X \|_{\mathcal{G}(V)}^{n}) \| G \|_{\pi}. \]

In general, writing \( G_{h} = \Pi_{\Delta^{h} V}(G) \), for \( n + 1 \leq h \leq \text{deg}(G) \), we have

\[ m_{A}^{k+1}((X \otimes Y^{\otimes k})(\partial_{R}^{k}G_{n})) = \frac{n!}{(n-k)!} m_{A}^{n}(S(X^{\otimes(n-k)} \otimes Y^{\otimes k})(i_{\Delta^{n} V}(G_{n}))). \]

\[ G_{h}(Y) - G_{h}(X) - \sum_{k=1}^{n} \frac{1}{k!} m_{A}^{k+1}((X \otimes (Y - X)^{\otimes k})(\partial_{R}^{k}G_{h})) \]

\[ = \sum_{k=n+1}^{h} \frac{1}{k!} m_{A}^{k+1}((X \otimes (Y - X)^{\otimes k})(\partial_{R}^{k}G_{h})) \]

\[ = m_{A}^{h} \left[ \left( \sum_{k=n+1}^{h} \binom{h}{k} S(X^{\otimes(h-k)} \otimes (Y - X)^{\otimes k}) \right) (i_{\Delta^{n} V}(G_{h})) \right] \]

\[ = m_{A}^{h} \left[ \left( \sum_{k=n+1}^{h} \sum_{\ell=0}^{k-n-1} \binom{h}{k} \binom{k-n-1}{\ell} \right. \right. \]

\[ \times S(X^{\otimes(h-k)} \otimes (Y - X)^{\otimes k} \otimes (X - Y)^{\otimes(n+1)}) \left. \right) (i_{\Delta^{n} V}(G_{h})) \]  

\[ = m_{A}^{h} \left[ \left( \sum_{k'=0}^{h-n-1} \sum_{\ell=0}^{k'} \binom{h}{k'} \binom{k'+n+1}{\ell} \right) \right. \]
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\[ S(X^\otimes(h-k-n-1) \otimes (X-Y)^\otimes(n+1)) = m^h_A \left[ \sum_{p=0}^{h-n-1-p} \left( \sum_{\ell=0}^{h-n-1-p} (-1)^\ell \left( \frac{h}{p+\ell+n+1} \right) \left( \frac{p+\ell}{\ell} \right) \right) (i_{AV}(G_h)) \right], \tag{14} \]

where the first equality follows from (9), the second from Lemma 11; the third by the linearity of \( m^h_A \), the binomial theorem for the tensor power \((Y-X)^\otimes(k-n-1)\), and the fact that inside the symmetrizer \( S \) the tensor product commutes. Using inequality (13) in relation (14) we get

\[ \| G_h(Y) - G_h(X) \|_A \leq \| i_{AV}(G_h) \|_{AV} C_{n,h}(\max(\|X\|_{\mathcal{G}(V)}, \|Y\|_{\mathcal{G}(V)}))^{\frac{1}{h-n-1}} \| Y - X \|_{\mathcal{G}(V)}, \]

where we can choose

\[ C_{n,h} = \sum_{p=0}^{h-n-1} \left| \sum_{\ell=0}^{h-n-1-p} (-1)^\ell \left( \frac{h}{p+\ell+n+1} \right) \left( \frac{p+\ell}{\ell} \right) \right|. \tag{15} \]

In the case \( n = 0 \) we can get a better constant. Indeed we have

\[ \| G_h(Y) - G_h(X) \|_A = \| \sum_{k=0}^{h-1} S(X^\otimes k \otimes Y^{\otimes h-1-k} \otimes (Y-X)) \|_{\mathcal{G}(V)} \| G_h \|_{AV} \leq h(\max(\|X\|_{\mathcal{G}(V)}, \|Y\|_{\mathcal{G}(V)}))^{\frac{1}{h-1}} \| Y - X \|. \]

We now introduce the notion of function “depending on the space variable” \( v \in V \) and a suitable norm on the space of such functions. If \( F \in \mathcal{L}(V, AV) \) we can define the composition

\[ F(X)(v) := X(F(v)), \quad X \in \mathcal{G}(V), v \in V. \]

as a linear (and continuous) map \( F(X) : V \to A \). We define \( \| F \|_{AV} \) as

\[ \| F \|_{AV} := \| F \|_{\mathcal{L}(V, AV)} = \sup_{v \in V, \|v\|=1} \| F(v) \|_{AV}. \tag{16} \]

where in the r.h.s. we use the norm \( \| \cdot \|_{AV} \) defined in (7).
**Remark 13** If $F : V \to \Lambda_\text{odd} V$ we have that for any $v_1, v_2 \in V$

$$F(X)(v_1)F(X)(v_2) = -F(X)(v_2)F(X)(v_1).$$

This means that $F(X)$ can be extended to an homomorphism $\text{Hom}(\Lambda V, \mathcal{A})$ (we shall denote this extension by $F(X)$ too). Furthermore, since

$$F(X)(v_1)X(v_2) = -X(v_2)F(X)(v_1),$$

we have that $F(X)$ and $X$ are compatible Grassmann random variables.

We can define also $\partial_R^n F : V \to \Lambda V \otimes (\otimes^n V)$ as $\partial_R^n F(v) = \partial_R^n (F(v))$, and $\deg(F)$ in the obvious way.

**Theorem 14** Suppose that $F \in \mathcal{L}(V, \Lambda V)$ and let $X, Y \in \mathcal{G}(V)$ be compatible Grassmann random variables, then we have that

$$\|F(X)\|_{\mathcal{G}(V)} \leq \|F\|_{\Lambda^n V}(1 + \|X\|_{\mathcal{G}(V)})^{\deg(F)}$$

$$\left\|F(Y) - F(X) - \sum_{k=1}^n \frac{1}{k!} m_{k+1}^A [(X \otimes (Y - X) \otimes^k)(\partial_R^k F)]\right\|_{\mathcal{G}(V)}$$

$$\leq C_{n, \deg(F)} (1 + \max(\|X\|_{\mathcal{G}(V)}, \|Y\|_{\mathcal{G}(V)}))^{\deg(F) - n - 1} \|F\|_{\Lambda^n V} \|Y - X\|_{\mathcal{G}(V)}^{n+1}$$

**Proof** The proof is a simple application of Theorem 12 to $F(X)(v)$ and $F(Y)(v)$ for any fixed $v \in V$ and of the definition of the norm (16).

---

**2.3 Grassmann Gaussian variables**

Let now $V$ be a real pre-Hilbert space with scalar product $\langle \cdot, \cdot \rangle$ and with an antisymmetric bounded operator $C : V \to V$. By Remark 6 and Remark 9, we can extend the definitions of $\| \cdot \|_{\mathcal{G}(V)}$, $\partial_R^k$ and the bilinear form (5) from the finite dimensional case to the generic (infinite) pre-Hilbert space $V$.

**Definition 15** A $(V)$-Grassmann (centered) Gaussian variable with correlation $C$ is a random variable $X \in \mathcal{G}(V)$ such that

$$\omega(X(G)X(f)) = \omega((\partial_R G, Cf)), \quad G \in \Lambda V, \ f \in V. \quad (17)$$

We also require that $\|X\|_{\mathcal{G}(V)} < \infty$, i.e that the map $X : V \to \mathcal{A}$ must be continuous with respect the topology induced on $V$ by the pre-Hilbert product structure and the (norm) topology of $\mathcal{A}$.

If we define $\partial_R G(X) = X(\partial_R G)$, with the understanding that $X(g \otimes w) = X(g) \otimes w$, $g \in \Lambda V$ and $w \in V$, then we have the more familiar expression (similar to the bosonic counterpart)

$$\omega(G(X)X(f)) = \omega((\partial_R G(X), Cf)).$$
Note that the integration by parts formula determines all the moments of the Gaussians. In particular (17) implies that \( \omega(X(f_1) \cdots X(f_n)) = 0 \) if \( n \) is odd and if \( n = 2k \) is even

\[
\omega(X(f_1) \cdots X(f_{2k})) = \sum_{\sigma} (-1)^\sigma \prod_{i=1}^{k} (f_{\sigma(2i-1)}, C f_{\sigma(2i)})_V
\]

where the sum runs over all the pairings

\[
\sigma = \{(i_1, j_1), \ldots, (i_k, j_k)\}, \quad i_1 < i_2 < \cdots < i_k, i_\tilde{r}, j_{r'} \neq j_r
\]

(\( \tilde{r}, r', r = 1, \ldots, k \) and \( r' \neq r \) of \( \{1, \ldots, 2k\} \) and \( (-1)^\sigma \) is an appropriate sign. The sign \( (-1)^\sigma \) is obtained in the following way: we can identify the pairing \( \sigma = \{(i_1, j_1), \ldots, (i_k, j_k)\} \) with the ordered list \( (i_1, j_1, \ldots, i_k, j_k) \) (where \( i_1 < \cdots < i_k \)). Then \( (-1)^\sigma \) is an appropriate sign.

Equation (18) is often called Wick’s rule. The right hand side of (18) can be written as a Pfaffian:

\[
\omega(X(f_1) \cdots X(f_n)) = \text{Pf}_{1 \leq i, j \leq n} (f_i, C f_j)_V,
\]

where the Pfaffian is defined, for an antisymmetric \( n \times n \) matrix \( M \), to be zero if \( n = 2k + 1 \) and if \( n = 2k \) as the polynomial in the entries of \( M \) which satisfies the relation

\[
\left[ \text{Pf}_{1 \leq i, j \leq n} M_{ij} \right]^2 = \det_{1 \leq i, j \leq n} M_{ij}.
\]

The existence of a Gaussian variable, in the above sense, implies the inequality

\[
\det_{1 \leq i, j \leq n} (f_i, C f_j)_V = [\omega(X(f_1) \cdots X(f_n))]^2 \leq \|X(f_1)\|^2 \cdots \|X(f_n)\|^2
\]

\[
\leq \|X\|_{2n}^2 \|f_1\|^2 \cdots \|f_n\|^2,
\]

well known in the mathematical physics literature relative to fermionic expansions e.g. see [47].

**Remark 16** The averages of Gaussian variables depend only on the quadratic form \( (f, g) \mapsto (f, C g)_V \), however analysis on the Grassmann algebra relies on the scalar product \( \langle \cdot, \cdot \rangle_V \) also via the requirement that \( \|X(f)\|_{\mathcal{A}} \leq \|f\|_V \). In particular the realization of the Grassmann algebra as a family of bounded operators is not canonical. This is the reason we need to require the above continuity of the map \( X : V \to \mathcal{A} \).

In order to construct Grassmann Gaussian variables, we need “a place to hang the hat on”, this place will be a (canonical commuting relations) CAR algebra endowed with its vacuum state. To allow for arbitrary correlations \( C \) we can use the approach
of OS [42] which consists in doubling the generators of the CAR algebra with respect to the generators of the Grassmann algebra.

**Lemma 17** For every antisymmetric and bounded \( C : V \to V \) there exists a \((V-)\)Grassmann Gaussian variable \( X \) with correlation \( C \) (on a suitable probability space \((\mathcal{A}, \omega)\)).

**Remark 18** It is important to note that Lemma (17) is peculiar of the Grassmann setting and it has no equivalent in the commutative case in the following sense: if \( V \) is and pre-Hilbert space and \( S \) is a bounded positive, self-adjoint operator there is no map \( X^{\text{com}} : V \to \mathcal{A} \) such that, for any \( v_1, \ldots, v_{2k} \in V \),

\[
\omega(X^{\text{com}}(v_1) \cdots X^{\text{com}}(v_{2k})) = \sum_{\mathcal{M} \in \text{perfect matchings of } \{1, \ldots, 2k\}} \prod_{(i,j) \in \mathcal{M}} \langle Sv_i, v_j \rangle
\]

for some \( C^*\)-algebra \( \mathcal{A} \) with a positive state \( \omega \). Indeed in the commutative case the Gaussian variables are unbounded and so we must realize them in an algebra \( \tilde{\mathcal{A}} \) of unbounded operators (for example we can consider \( \tilde{\mathcal{A}} = \bigcap_{1 \leq p < +\infty} L^p(\Omega, \mathcal{F}, \mathbb{P}), \mathbb{C} \)), for a suitable probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \( \omega(\cdot) = \mathbb{E}[\cdot] \).

**Proof of Lemma 17** Let us consider \( \Lambda V \) itself as a real pre-Hilbert space with respect to the scalar product \( \langle \cdot, \cdot \rangle_{\Lambda V} \) on \( \Lambda V \) given by

\[
\langle v_1 \wedge \cdots \wedge v_n, w_1 \wedge \cdots \wedge w_m \rangle_{\Lambda V} = \delta_{nm} \det_{1 \leq j, k \leq n} \langle v_j, w_k \rangle_{\Lambda V},
\]

for \( v_j, w_k \in V, j = 1, \ldots, n, k = 1, \ldots, m \), where \( \langle \cdot, \cdot \rangle \) denotes as usual the scalar product on \( V \). Note that \( \langle \cdot, \cdot \rangle_{\Lambda V} \) on \( \Lambda^n V \) is simply the restriction of the Hilbert scalar product on the tensor product \( V^\otimes n \). Let \( \mathcal{H} \) be the completion of \( \Lambda V \) with respect to \( \langle \cdot, \cdot \rangle_{\Lambda V} \) and denote by \( \Omega \) the element in \( \mathcal{H} \) which corresponds to \( 1 \in \Lambda V \), often referred to as the vacuum vector. Denote by \( \lambda : \Lambda V \to \text{End}(\Lambda V) \) the left action of \( \Lambda V \) on itself given by \( \lambda(H)G = H \wedge G \), where \( H, G \in \Lambda V \). We show that this action extends to a representation of \( \Lambda V \) on \( \mathcal{H} \). Indeed \( \lambda(v), v \in V \) corresponds to a creation operator. Let us denote by \( \lambda(v)^T \) the adjoint of the operator \( \lambda(v) \) with respect to the scalar product \( \langle \cdot, \cdot \rangle_{\Lambda V} \). A standard computation shows that for \( v \in V \) we have

\[
\lambda(v)^T w_1 \wedge \cdots \wedge w_n = \sum_{\ell=1}^{n} (-1)^{\ell-1} \langle v, w_{\ell} \rangle w_1 \wedge \cdots \wedge \psi_{\ell} \wedge \cdots \wedge w_n.
\]

Namely \( \lambda^T(v)x \) can be expressed in terms of the left derivative as \( \lambda^T(v)x = \langle v, \partial_L x \rangle \) (recall the definition given in Eq. (5)) for all \( x \in \Lambda V \). In particular we have

\[
\{\lambda(v), \lambda(w)\} = \{\lambda(v)^T, \lambda(w)^T\} = 0, \quad \{\lambda(v)^T, \lambda(w)\} = \langle v, w \rangle, \quad v, w \in V,
\]

where as usual \( \{\cdot, \cdot\} \) denotes the anticommutator. As a consequence we obtain, for any \( x \in \Lambda V \)
\begin{equation}
\langle \lambda(v)x, \lambda(v)x \rangle_{\Lambda V} + \langle \lambda(v)^T x, \lambda(v)^T x \rangle_{\Lambda V} = \langle x, [\lambda(v)^T, \lambda(v)] x \rangle_{\Lambda V} = \langle v, v \rangle_{\Lambda V}.
\end{equation}

In particular \( \lambda(v), \lambda(v)^T, v \in V \), extend to bounded operators on \( \mathcal{H} \) (still denoted by the same symbol). We now define \( X : \Lambda V \to \mathcal{L}(\mathcal{H}) \) to be the algebra homomorphism given on \( V \) by

\[
X(v) := \lambda(Cv) + \lambda(v)^T, \quad v \in V.
\]

Then \( X \) is extended in a natural way to \( \Lambda V \) (still denoted by the same symbol). Note that \( X(x), x \in \Lambda V \), is indeed a bounded operator since it is the sum of products of bounded operators. Finally we define \( \omega : \mathcal{L}(\mathcal{H}) \to \mathbb{R} \) to be the state on \( A = \mathcal{L}(\mathcal{H}) \) defined by \( \Omega \), that is

\[
\omega(T) := \langle \Omega, T \Omega \rangle_{\Lambda V}, \quad T \in \mathcal{L}(\mathcal{H}).
\]

We claim that \( X \) is a Gaussian Grassmann random variable on \( (\mathcal{L}(\mathcal{H}), \omega) \). We first show that it is Grassmann:

\[
\{X(v), X(w)\} = \{\lambda(Cv), \lambda(w)^T\} + \{\lambda(v)^T, \lambda(Cw)\}
\]

\[
= \langle Cv, w \rangle + \langle v, Cw \rangle = \langle v, C^T w \rangle + \langle v, Cw \rangle = 0,
\]

where \( v, w \in \Lambda \), because by assumption \( C^T = -C \). Now we have also that

\[
\omega(X(v)X(w)) = \langle \Omega, \lambda(v)^T \lambda(Cw) \Omega \rangle_{\Lambda V}
\]

\[
= \langle \lambda(v) \Omega, \lambda(Cw) \Omega \rangle_{\Lambda V} = \langle v, Cw \rangle_{\Lambda V},
\]

where the first equality follows from the fact that \( \lambda(v)^T \Omega = 0 \). More generally using that \( X(v) \Omega = \lambda(Cv) \Omega \) and the commutation relation (20) we have that, for all \( f_1, \ldots, f_{2k} \in V \)

\[
\omega(X(f_1) \cdots X(f_{2k})) = \omega(X(f_1) \cdots X(f_{2k-1}) \lambda(Cf_{2k}))
\]

\[
\quad = -\omega(X(f_1) \cdots \lambda(Cf_{2k})X(f_{2k-1})) + \omega(X(f_1) \cdots X(f_{2k-2})) \langle f_{2k-1}, Cf_{2k} \rangle
\]

\[
\quad = \cdots = \sum_{\ell=1}^{2k-1} (-1)^{2k-1-\ell} \omega(X(f_1) \cdots X(f_\ell) \cdots X(f_{2k-1})) \langle f_\ell, Cf_{2k} \rangle
\]

Therefore

\[
\omega(X(G)X(f)) = \omega(X((\partial_R G, Cf))), \quad G \in \Lambda V, \ f \in V.
\]

Note that, similarly

\[
\omega(X(f)X(G)) = \omega(X((f, C\partial_L G))). \quad (21)
\]

\( \square \)
2.3.1 Complex Gaussians

Later on we will need also complex Grassmann Gaussian variables, i.e. Gaussian variables taking values in \( \Lambda V \) with a complex pre-Hilbert space \( V \) whose Hermitian scalar product we denote by \( (\cdot , \cdot)_V \) and we assume anti-linear in the left variable. As in the commutative setting, their definition poses no particular problems, however the interplay of the algebraic and analytic structure is here reflected on the fact that we need to fix a real structure \( \kappa \) on \( V \).

**Definition 19** A real structure \( \kappa : V \to V \) compatible with \( (\cdot , \cdot)_V \) is an anti-unitary involution, i.e a map such that, for all \( \alpha, \beta \in \mathbb{C}, v, w \in V \),

\[
\kappa(\alpha v + \beta w) = \bar{\alpha} \kappa v + \bar{\beta} \kappa w, \quad (\kappa v, \kappa w)_V = (v, w)_V, \quad \kappa^2 = 1.
\]

Since we will deal with Hilbert spaces we will always assume a real structure to be compatible with the scalar product and we will not explicitly say that it is compatible. For a real structure \( \kappa \) the following properties hold:

- Let \( \text{Re}_\kappa v := (v + \kappa v)/2, \text{Im}_\kappa v := (v - \kappa v)/(2i) \), then \( v = \text{Re}_\kappa v + i \text{Im}_\kappa v \), \( \kappa \text{Re}_\kappa = \text{Re}_\kappa \), \( \kappa \text{Im}_\kappa = -\text{Im}_\kappa \), \( \text{Re}_\kappa = \text{Im}_\kappa i \), \( \text{Im}_\kappa = -\text{Re}_\kappa i \), so

\[
V = \text{Re}_\kappa V + i \text{Im}_\kappa V = \text{Re}_\kappa V + i \text{Re}_\kappa i V,
\]

which is a direct sum in the sense of vector spaces but it is not orthogonal with respect to \( (\cdot , \cdot)_V \).

- The form

\[
\langle\langle v, w \rangle\rangle_\kappa := (\kappa v, w)_V
\]

is bilinear, symmetric and non-degenerate.

- For any linear operator \( A : V \to V \) we define its \( \kappa \)-transpose

\[
A^\kappa := \kappa A^* \kappa
\]

which satisfies \( \langle\langle v, Aw \rangle\rangle_\kappa = \langle\langle A^\kappa v, w \rangle\rangle_\kappa \). Here we denote \( A^* \) the usual Hermitian adjoint of the linear operator \( A : V \to V \).

- If \( \kappa \) is another real structure on \( V \), then letting \( U := \kappa \kappa \) we have that \( U \) is a linear operator which is invertible and \( (U v, U w)_V = (v, w)_V, \) that is \( U \) is unitary.

Note that if \( V \) is a space of complex functions, then the map \( c : V \to V \) given by taking the complex conjugate is a real structure.

**Definition 20** Let \( V \) a complex pre-Hilbert space, \( \kappa \) a real structure over it and \( C : V \to V \) a \( \kappa \)-antisymmetric (i.e. \( C^\kappa = -C \)) bounded linear operator. A \( (V, \kappa) \)-Grassmann (centered) Gaussian variable with correlation \( C \) is a random variable \( X \in \mathcal{G}(V) \) such that

\[
\omega(X(G)X(h)) = \omega(X(\langle\partial R G, Ch \rangle_\kappa)), \quad G \in \Lambda V, \ h \in V,
\]
where $\Lambda V$ is the Grassmann algebra over $\mathbb{C}$ generated by $V$. We require that $\|X\|_{\mathcal{G}(V)} < \infty$, i.e. that the map $X : V \to A$ is continuous.

**Lemma 21** For every $\varpi$-antisymmetric and bounded $C : V \to V$ there exists a $(V, \varpi)$-Grassmann centered Gaussian variable $X \in \mathcal{G}(V)$ with correlation $C$ (on a suitable probability space $(A, \omega)$).

**Proof** The construction of a complex Grassmann Gaussian proceeds as in Lemma 17 by considering the (complex) antisymmetric Fock space $\mathcal{H}$ associated to $V$ with vacuum vector $\Omega_1 \in \mathcal{H}$ and creation operators $(a(v))_{v \in V}$ which are linear and satisfying the canonical anti-commutation relations (CAR) \( \{a(w)^*, a(v)\} = (w, v)_V \) for $v, w \in V$. Let \[
X(v) = a(Cv)^* + a(\varpi v), \quad v \in V, \]
and consider the state $\omega(A) := \langle \Omega_1, A\Omega_1 \rangle_{\mathcal{H}}$ for any $A \in \mathcal{A} = \mathcal{L}(\mathcal{H})$. The verification that the bounded operators $(X(v))_{v \in V}$ forms a Grassmann algebra and that $\omega(X(v)X(w)) = \langle \langle v, Cw \rangle \rangle_{\varpi}$, $v, w \in V$, as required, is left to the reader. \( \square \)

### 2.3.2 White noise

A relevant example of a random variable taking values in an infinite dimensional Grassmann algebra is $d$-dimensional (Gaussian) white noise, defined as follows.

**Definition 22** A $V$-valued $d$-dimensional (Gaussian) white noise with correlation $C : V \to V$ is the (centered) Grassmann Gaussian variable $\Xi \in \mathcal{G}(L^2(\mathbb{R}^d) \otimes V)$ with correlation $\tilde{C}$ given by \[
(\tilde{C}f)(x) = Cf(x)
\]
for all $x \in \mathbb{R}^d$ and $f \in L^2(\mathbb{R}^d) \otimes V \approx L^2(\mathbb{R}^d; V)$.

Take now a one dimensional white noise $\Xi$ with values in $V$ and let $B_t(v) = \Xi([0, t]) \otimes v$ for $v \in V$. For fixed $t \geq 0$, $B_t$ extends as homomorphism to all $\Lambda V$ and therefore $B_t \in \mathcal{G}(V)$. Note also that \[
\|B_t(v) - B_s(v)\|_A \leq \|\Xi\|_{\mathcal{G}(L^2(\mathbb{R}^d) \otimes V)} |t - s|^{1/2} \|v\|_V, \quad t, s \geq 0, v \in V, \tag{22}
\]
so $B(v) \in C(\mathbb{R}_+, A)$ (here $C(\mathbb{R}_+, A)$ is the space of continuous maps from $\mathbb{R}_+$ to $A$). Note that $B \in \text{Hom}(\Lambda V, C(\mathbb{R}_+, A))$: this in particular implies that $B_{t_1}, \ldots, B_{t_n}$ is a compatible family and that $B = (B_t)_{t \in \mathbb{R}_+}$ is a Gaussian process with continuous trajectories. We have that $B_0(v) = 0$,

\[
\omega(B_t(v)) = 0, \quad \omega(B_t(v)B_s(w)) = \langle v, Cw \rangle(t \wedge s), \quad t, s \geq 0, \quad v, w \in V,
\]
where $C$ is the correlation of the Grassmann white noise $\Xi$. Increments of $B$ are independent and higher order moments can be computed via Wick’s rule (18). Note in particular that

$$
\sup_{0 \leq t \leq T} \|B_t\|_{\mathcal{G}(V)} < \infty,
$$

(23)

for all $T > 0$. Let us remark here that properties (22) and (23) are very different from the pathwise properties of the commutative (bosonic) Brownian motion where the random variable realizing Brownian motion is unbounded both with respect the probability space and in time (see Remark 18 for other observations on this topic).

3 Finite dimensional SDEs

We want to study simple SDEs taking values in $\Lambda V$ as far as it is needed for the purpose of stochastic quantization, that is with additive white noise. We refrain to undertake here a general study of Grassmann SDEs, in particular no stochastic calculus will be needed below. It seems possible to devise such a calculus but we leave it for a future work. More precisely in this section we want to study SDEs driven by an additive Brownian motion $B_t$ when the linear space $V$ is finite dimensional. For any interval $I \subseteq \mathbb{R}$ we denote by $C^0(I; \mathcal{G}(V))$ the space of continuous function from $I$ to $\mathcal{G}(V)$.

**Definition 23** Let $F \in \mathcal{L}(V, \Lambda V)$ and assume that $F(v)$ is odd for all $v \in V$, let $\Psi_0 \in \mathcal{G}(V)$ be a random variable compatible and independent of the Brownian motion $B_t$ when the linear space $V$ is finite dimensional. For any interval $I \subseteq \mathbb{R}$ we denote by $C^0(I; \mathcal{G}(V))$ the space of continuous function from $I$ to $\mathcal{G}(V)$.

For $T > 0$, $\Psi \in C^0([0, T]; \mathcal{G}(V))$ is a solution in $[0, T]$ to the (additive) SDE driven by $B$ with drift $F$ and initial condition $\Psi_0$, if,

$$
\Psi_t(v) = \Psi_0(v) + \int_0^t \Psi_s(F(v))\,ds + B_t(v), \quad t \in [0, T], v \in V,
$$

(24)

where the integral with respect to the variable $s$ is understood in Bochner’s sense with values in $\mathcal{A}$.

**Remark 24** Note that we do not require that $\Psi_t, \Psi_s$ are compatible for $t \neq s$, in particular

$$
C^0([0, T]; \mathcal{G}(V)) \neq \text{Hom}(\Lambda V; \mathcal{C}([0, T], \mathcal{A})),
$$

nor we require any compatibility of $\Psi$ and $B$. It will turn out that such compatibility holds in fact for the unique solution of (24), but it is not necessary to put such restriction to formulate the notion of solution.

3.1 The Grassmann Ornstein–Uhlenbeck motion

In this section we introduce the Grassmann analog of the Ornstein–Uhlenbeck process, that is when $F(v) = Av$ with $A : V \to V$ is a linear operator on $V$. In this case we can write down an explicit formula for the solution to Eq. (24) extended to $t \geq 0$. 

\[\text{Springer}\]
Proposition 25 Assume that $A : V \to V$ and $F(v) = Av$. The unique solution to Eq. (24) is given by

$$\Psi_t(v) = \Psi_0(e^{At}v) + \Xi(\mathbb{I}_{[0,t]}(\cdot)e^{A(t-\cdot)}v), \quad t \in \mathbb{R}_+,$$

where $\Xi$ is the Grassmann Gaussian noise related with the Brownian motion $B$ (see Definition 22 and the discussion that follows it).

Proof Let $h(t, v) \in L^2(\mathbb{R}; V)$ be given by

$$h(t, v)(s) := \mathbb{I}_{[0,t]}(s)e^{A(t-s)}v, \quad s \in \mathbb{R}.$$  

Then (25) reads $\Psi_t(v) = \Psi_0(e^{At}v) + \Xi(h(t, v))$. An explicit computation using that $h(t, v)(s) - \mathbb{I}_{[0,t]}(s)v = \int_0^t A h(r, v)(s)dr = \int_0^t h(r, Av)(s)dr, \quad s \in \mathbb{R},$ in $L^2(\mathbb{R}; V)$ gives

$$\Xi(h(t, v)) = B_t(v) + \int_0^t \Xi(h(r, Av))dr.$$

Moreover, by the definition of exponential of a matrix, $\partial_t \Psi_0(e^{At}v) = \Psi_0(e^{At}Av)$ so

$$\Psi_t(v) = \Psi_0(v) + \int_0^t \Psi_0(e^{Ar}Av)dr + B_t(v) + \int_0^t \Xi(h(r, Av))dr$$

$$= \Psi_0(v) + B_t(v) + \int_0^t \Psi_r(Av)dr$$

as required by Eq. (24) for our assumption on $F$. $\square$

Remark 26 In particular this shows that if $(\Psi_0, \Xi)$ is a Grassmann Gaussian process then also the solution $\Psi$ to the SDE (24), is a Grassmann Gaussian process compatible with $(\Psi_0, \Xi)$. In order to prove this fact it is sufficient to prove that any product of the form

$$\omega(\Psi_{t_1}(v_1) \cdots \Psi_{t_{2k}}(v_{2k}))$$

(26)

can be computed using the products (weighted with a suitable sign due to the anti-commutation of $\Psi$) of the covariance $\omega(\Psi_{t_i}(v_i)\Psi_{t_j}(v_j))$ for any $i, j = 1, \ldots, 2k$. This property of the expectation (26) follows from the fact that

$$\omega(\Psi_{t_1}(v_1) - \Psi_0) \cdots (\Psi_{t_{2k}}(v_{2k}) - \Psi_0) = \omega(\Xi(h(t_1, v_1)) \cdots \Xi(h(t_{2k}, v_{2k})))$$

$$= \sum_{\sigma} (-1)^{\sigma} \prod_{i=1}^k \int_0^{\min(t_i, t_j)} (e^{A(t_i-\cdot)}v_{\sigma(2i-1)}, C e^{A(t_j-\cdot)}v_{\sigma(2i)}) \mathbb{V}_s ds$$
where $C$ is the covariance of $\Xi$. Using the fact that $\Psi_0$ is a Gaussian random variable independent of $\Xi$, and so $\Psi_0(e^{A(t-s)}v)$ is also a Gaussian random variable independent of $\Xi$, we obtain the Gaussian behavior of $\Psi_t$. The compatibility of $\Psi_t$ with $(\Psi_0, \Xi)$ follows from the fact that $\Psi$ is a linear function of $(\Psi_0, \Xi)$.

Let us now study the family of random variables

$$\Psi_t^g(v) = \Xi(e^{A(t-s)}v), \quad t \in \mathbb{R}.$$ 

In the next proposition, we will show that (under some specified assumptions on $A$) this represents the stationary solution to the SDE (25).

**Proposition 27** Assume that all eigenvalues of $A$ have strictly negative real part less or equal than $-\lambda_A$, where $\lambda_A > 0$. Then, we have $\sup_{t \in \mathbb{R}} \|\Psi_t^g\|_{\mathcal{G}(V)} < +\infty$, furthermore for any $G \in \Lambda V$ and any $t \in \mathbb{R}$ we get

$$\omega(G(\Psi_t^g)) = \omega(G(X^A)), \quad (27)$$

where $X^A \in \mathcal{G}(V)$ is a Gaussian random variable with covariance $C_A$ given by

$$C_A := \int_0^\infty e^{ATs}C e^{As} \, ds. \quad (28)$$

where $A^T$ denotes the transpose matrix.

**Remark 28** Expression (27) in particular shows the independence on $t$ of the expectation $\omega(G(\Psi_t^g))$, expressing the stationarity of $\Psi_t^g$.

**Proof of Proposition 27** We have easily by the definition of $\Psi_t^g$:

$$\|\Psi_t^g\|_{\mathcal{G}(V)} \lesssim \|\Pi_{(-\infty,t]}(\cdot)e^{A(t-s)}\|_{L^2(\mathbb{R})} \lesssim \frac{1}{\lambda_A},$$

where $\lesssim$ stands for inequality modulo some appropriate positive constant. The random variable $\Psi_t^g$ is Gaussian so it is completely characterized (in term of moments) by its covariance. Note that the covariance of $\Psi_t^g$ can be computed as follows

$$\omega(\Psi_t^g(v)\Psi_t^g(w)) = \omega(\Xi(\Pi_{(-\infty,t]}(\cdot)e^{A(t-s)}v)\Xi(\Pi_{(-\infty,t]}(\cdot)e^{A(t-s)}w)) =$$

$$= \langle \Pi_{(-\infty,t]}(\cdot)e^{A(t-s)}v, C\Pi_{(-\infty,t]}(\cdot)e^{A(t-s)}w \rangle$$

$$= \int_{-\infty}^0 \langle e^{-A^T\tau}v, Ce^{-A\tau}w \rangle \, d\tau = \langle v, C_A w \rangle$$

with $C_A$ given by (28). The appearance of the transposition is due to the fact that $V$ is a real pre-Hilbert space. \qed
Let us point out that
\[
A^TC_A + C_AA = -C
\]  
by a simple integration by parts applied to (28).

**Remark 29** Suppose that \(A\) commutes with \(C\), then we have that \(\Psi^a\) is for all \(t \in \mathbb{R}\) a Grassmann Gaussian process with correlation \(C_A = -(A + A^T)^{-1}C\) (the operator \(A\) is invertible since all its eigenvalues have strictly negative real part).

### 3.2 Existence and uniqueness for general drift

**Theorem 30** For any \(\Psi_0 \in \mathcal{G}(V)\) compatible with a given Brownian motion \(B\), there exists \(T > 0\) such that Eq. (24) admits a unique solution \(\Psi \in C^0([0, T]; \mathcal{G}(V))\). Moreover \(\Psi\) is compatible with \(\Psi_0 \oplus B\).

**Proof** We are going to construct a solution via Picard’s iteration. Let \(\Psi^n_t = \Psi_0\) for all \(t \geq 0\) and define the \(n + 1\)-th Picard’s iteration by
\[
\Psi^{n+1}_t(v) = \Psi_0(v) + \int_0^t \Psi^n_s(F(v))ds + B_t(v), \quad t \in [0, T],
\]
for any \(v \in V\). Then \(\Psi^0 \in C^0([0, T]; \mathcal{G}(V))\) and since \(\Psi_0\) is compatible with \(B\) we have that, for all \(t \geq 0\), \(\Psi^1_t\) belong to the Grassmann algebra generated by \(\Psi_0\) and \(B\) in \(\mathcal{A}\) and there \(\Psi^1_t(v)\) is an odd element for all \(v \in V\). Therefore \(\Psi^1_t \in \mathcal{G}(V)\) for all \(t \geq 0\) and also \(\Psi^1_t\) is compatible with \(\Psi_0 \oplus B\). Since this is true for all \(t\), by approximation in the operator norm we see that \(\Psi^1 \in C^0([0, T]; \mathcal{G}(V))\) and that \(\Psi^1\) is compatible with \(\Psi_0 \oplus B\). By induction we prove then that \(\Psi^n \in C^0([0, T]; \mathcal{G}(V))\) for all \(n \geq 0\) and that it is compatible with \(\Psi_0 \oplus B\).

Now observe that \(\Psi^n_s(F(v))\) is a polynomial function of \((\Psi^n_s(v))_{v \in V}\) and therefore by a standard contraction argument in the Banach space \(\mathcal{A}\) we obtain that \((\Psi^n)_n\) converges, as \(n \to +\infty\), in \(C^0([0, T]; \mathcal{A})\) for some positive \(T\) which depends only on \(F\), on \(\|\Psi_0\|_{\mathcal{G}(V)}\) and on \(\sup_{t \geq 0} \|B_t\|_{\mathcal{G}(V)}\). If we call \(\Psi\) the limit we have that \(\Psi \in C^0([0, T]; \mathcal{G}(V))\) by the first part of the proof and we deduce easily that \(\Psi\) is compatible with \(\Psi_0 \oplus B\). \(\square\)

**Theorem 31** A solution to Eq. (24) exists for all times.

**Proof** We will have global existence as soon as we can rule out explosions, that is prove that for all \(t \geq 0\) we have \(\|\Psi_t\|_{\mathcal{G}(V)} < \infty\). For \(v \in V\), let \(\Theta_t(v) = \Psi_t(v) - B_t(v)\) and extend this map to an homeomorphism of \(\Lambda V\) into \(\mathcal{A}\). Observe that
\[
\Theta_t(v) = \Theta_0(v) + \int_0^t m_\mathcal{A}[(\Theta_s \otimes B_s)(\Delta F(v))]ds,
\]
where recall that \(m_\mathcal{A} : \mathcal{A} \otimes \mathcal{A} \to \mathcal{A}\) denotes the multiplication in \(\mathcal{A}\). In particular, if we consider a (linear) basis of \(\Lambda V\) denoted by \((e_A)_A\) and let \(\Theta^A_t := \Theta_t(e_A)\) and
$B_t^A := B_t(e_A)$ we have

$$
\Theta^A_t = \Theta^A_0 + \int_0^t \sum_B h_{A,B,C,D} \Theta^B_s \Theta^C_0 B^D_s ds,
$$

for real coefficients $(h_{A,B,C,D})_{A,B,C,D}$. This is a finite-dimensional, linear system of non-autonomous ODEs in $A$ for $(\Theta^A_t)_A$, and

$$
\sum_A \|\Theta^A_t\|_A \leq \sum_A \|\Theta^A_0\|_A + |h| \int_0^t \sum_B \|\Theta^B_s\|_A \sum_D \|B^D_s\|_A \sum_B \|\Theta^B_0\|_A ds,
$$

with $|h| := \sup_{A,B,C,D} |h_{A,B,C,D}|$. By Gronwall inequality

$$
\sum_A \|\Theta^A_t\|_A \leq \sum_A \|\Theta^A_0\|_A \exp \left( |h| \int_0^t \sum_C \|B^C_s\|_A \sum_A \|\Theta^A_0\|_A ds \right) < \infty,
$$

for all $t \geq 0$. In particular $\|\Psi_t\|_{\mathcal{G}(V)} \leq \|\Theta_t\|_{\mathcal{G}(V)} + \|B_t\|_{\mathcal{G}(V)} < \infty$ for all $t \geq 0$ and the solution to Eq. (24) exists for all times.

### 3.3 An Itô formula for solutions of SDEs

We want to prove an Itô formula for the SDE (24). For $C \in \mathcal{L}(V, V)$, let $Q_C \in \mathcal{L}(\Lambda V \otimes V \otimes V, \Lambda V)$ be given by

$$
Q_C(f \otimes v \otimes w) = \langle v, Cw \rangle f, \quad f \in \Lambda V, v, w \in V.
$$

(30)

For $F \in \mathcal{L}(V, \Lambda V)$ and $G \in \Lambda V \otimes V$ we define $G \cdot F \in \Lambda V$ by extending linearly

$$
(f \otimes v) \cdot F = fF(v), \quad f \in \Lambda V, v \in V,
$$

where on the right hand side we have the multiplication of elements in $\Lambda V$.

Furthermore if $\Psi_1, \Psi_2 \in \mathcal{G}(V)$, $K = K_1 \otimes K_2 \in \Lambda V \otimes V$ and $F \in \mathcal{L}(V, \Lambda V)$ we write

$$
\langle K(\Psi_1), F(\Psi_2) \rangle = K_1(\Psi_1)F(K_2)(\Psi_2) \in A.
$$

(31)

The definition (31) of the pairing $\langle K(\Psi_1), F(\Psi_2) \rangle$ can be extended by linearity to any $K \in \Lambda V \otimes V$.

**Theorem 32** For the global solution to Eq. (24) we have

$$
\omega(\Psi_t(G)\Psi_0(H)) = \omega(\Psi_0(G)\Psi_0(H))
$$

$$
+ \int_0^t \omega \left[ \Psi_s \left( \partial_R G \cdot F + \frac{1}{2} Q_C(\partial^2_R G) \right) \Psi_0(H) \right] ds
$$

(32)
for all \( G, H \in \Lambda V \) and \( t \geq 0 \).

**Proof** We will prove the statement for \( H = 1 \) and leave to the reader to generalize it to any \( H \). Fix any \( T \geq 0 \). Note that

\[
\| B_t - B_s \|_{\mathcal{G}(V)} \lesssim |t - s|^{1/2},
\]

for all \( 0 \leq s < t \leq T \). From that it follows that, if \( F \) in (24) is a polynomial of degree \( \deg(F) \) by Theorem 14, we have

\[
\|\langle \Psi_t - \Psi_s \rangle - (B_t - B_s)\|_{\mathcal{G}(V)} = \left\| \int_s^t F(\Psi_s)ds \right\|_{\mathcal{G}(V)} \lesssim (1 + \|\Psi\|_{[0,T]}^{\deg(F)}|t - s|, \tag{33}\]

where \( \|\Psi\|_{[0,T]} := \sup_{s \in [0,T]} \|\Psi_s\|_{\mathcal{G}(V)} \) which, by Theorem 31 and the continuity of \( \Psi \) with respect to the time \( r \), is finite for every \( T \in \mathbb{R}_+ \). By Taylor formula (see Lemma 10, Theorems 12 and 14) applied to polynomial \( G \) of degree \( \deg(G) \) we have

\[
\| G(\Psi_r) - G(\Psi_s) - m_\mathcal{A}(\Psi_s \otimes (\Psi_r - \Psi_s)) \partial_R G + \frac{1}{2} m_\mathcal{A}^2(\Psi_s \otimes (\Psi_r - \Psi_s) \otimes (\Psi_r - \Psi_s))(\partial_R \partial_R G) \|_{\mathcal{A}} \lesssim (1 + \|\Psi\|_{[0,T]}^{\deg(F)(\deg(G)-2)}|r - s|^{3/2}) \tag{34}\]

since \( \|\Psi_t - \Psi_s\|_{\mathcal{G}(V)} \lesssim (1 + \|\Psi\|_{[0,T]}^{\deg(F)}|t - s|^{1/2} \) by (33). In a similar way it is possible to obtain

\[
\|\langle \partial_R G(\Psi_u), F(\Psi_u) \rangle - \langle \partial_R G(\Psi_s), F(\Psi_u) \rangle\|_{\mathcal{A}} \lesssim (1 + \|\Psi\|_{[0,T]}^{\deg(F)(\deg(G)-2)}|u - s|^{1/2} \tag{35}\]

where \( \langle \partial_R G(\Psi_s), F(\Psi_u) \rangle \) is defined by linear extension of the relation (31). On the other hand, by (33), we have

\[
m_\mathcal{A}(\Psi_s \otimes (\Psi_r - \Psi_s)) (\partial_R G) = \int_s^r \langle \partial_R G(\Psi_s), F(\Psi_u) \rangle du \\
+ m_\mathcal{A}(\Psi_s \otimes (B_r - B_s))(\partial_R G) \\
= \int_s^r \langle \partial_R G(\Psi_u), F(\Psi_u) \rangle du + \langle \partial_R G(\Psi_s), (B_r - B_s) \rangle \\
+ O_\mathcal{A}((1 + \|\Psi\|_{[0,T]}^{\deg(F)(\deg(G)-2)}|r - s|^{3/2}) \tag{36}\]

In a similar way, using inequality (33) we obtain

\[
m_\mathcal{A}^2(\Psi_s \otimes (\Psi_r - \Psi_s) \otimes (\Psi_r - \Psi_s))(\partial_R^2 G) = m_\mathcal{A}^2(\Psi_s \otimes (B_r - B_s) \otimes (B_r - B_s))(\partial_R^2 G) \\
+ O_\mathcal{A}((1 + \|\Psi\|_{[0,T]}^{\deg(F)(\deg(G)-2)}|r - s|^{3/2}). \tag{37}\]
Furthermore, using the fact that \( \partial R G(\Psi_s) \) is independent of \((B_r - B_s)\) and \((B_r - B_s) \otimes (B_r - B_s)\) is independent of \(\partial^2_R G(\Psi_s)\) (this is due to the fact that \(\Psi_s\) is a function of \(\{\Psi_0, B_u | u \in [0, s]\}\) and, moreover, \(B\) is independent of \(\Psi_0\) and has independent increments, we have:

\[
\omega((\partial R G(\Psi_s), (B_r - B_s))) = \langle \omega((B_r - B_s)), \omega(\partial R G(\Psi_s)) \rangle = 0
\]

where on the r.h.s. we understand that averages w.r.t. the state \(\omega\) are taken component-wise, and

\[
\omega([\partial^2_R G(\Psi_s), (B_r - B_s) \otimes (B_r - B_s)])_{V \otimes V} = \langle \omega(\partial^2_R G(\Psi_s)), \omega((B_r - B_s) \otimes (B_r - B_s)) \rangle
\]

\(= (r - s)\omega[QC(\partial^2_R G(\Psi_s))].\)

By taking a partition \(\{t_i\}_{i \in \{0, ..., n\}}\), of diameter \(\rho_n \to 0\) as \(n \to +\infty\), of \([0, t]\) and exploiting inequality (34) we obtain

\[
\omega(G(\Psi_t)) = \omega(G(\Psi_0)) + \sum_{i=0}^{n+1} \omega(G(\Psi_{t_i}) - G(\Psi_{t_{i-1}}))
\]

\[= \omega(G(\Psi_0)) + \sum_{i=1}^{n+1} \omega(m_A(\Psi_{t_{i-1}} \otimes (\Psi_{t_i} - \Psi_{t_{i-1}})) \partial R G)
\]

\[+ \frac{1}{2} \omega(m^2_A(\Psi_s \otimes (\Psi_r - \Psi_s) \otimes (\Psi_r - \Psi_s))(\partial^2_R G)) + O(\rho_n^{1/2})
\]

\[= \omega(G(\Psi_0)) + \omega \left( \int_0^t \langle \partial R G(\Psi_u), F(\Psi_u) \rangle du \right)
\]

\[+ \frac{1}{2} \sum_{i=1}^{n+1} (t_i - t_{i-1})\omega[QC(\partial^2_R G(\Psi_{t_i}))] + O(\rho_n^{1/2}),
\]

where the constants in \(O\) are proportional to \((1 + \|\Psi\|_{[0,T]})^{\deg(F) \deg(G)}\) and do not depend on the partition. Taking the limit \(n \to +\infty\), and so \(\rho_n \to 0\), and using the fact that \(\omega[QC(\partial^2_R G(\Psi_s))]\) is continuous in \(s\), \((G(\Psi_s)\) being a continuous function from \(\mathbb{R}_+\) to \(A\) since \(\Psi \in C^0([0, T], G(V))\) we obtain the thesis.

\[\square\]

### 3.4 Invariant measures

**Definition 33** We say that a continuous linear functional \(\rho : A \to \mathbb{C}\) is an invariant measure for the Eq. (24) if for any \(G \in \Lambda V\) and any \(t \in \mathbb{R}_+\) we have

\[
\rho(G(\Psi_t)) = \rho(G(\Psi_0)).
\]

There is a simple condition, analogous to the Fokker–Planck equation for commutative SDEs, for checking the invariance of the functional \(\rho\).
Lemma 34 If \( \Psi \) is a solution to (24) and \( \rho : A \rightarrow \mathbb{C} \) a continuous linear functional for which

\[
\rho(\mathcal{L}G(\Psi_0)) = 0, \quad G \in \Lambda V, \tag{39}
\]

where

\[
\mathcal{L}G := \partial_R G \cdot F + \frac{1}{2} Q_C(\partial_R^2 G),
\]

then \( \rho \) is an invariant measure for Eq. (24) in the sense of Definition 33. In other words, Eq. (39) is a sufficient condition for \( \rho \) to be an invariant measure.

Proof Let \( (v_A)_A \) be a (finite) linear basis of \( \Lambda V \) and observe that we have \( \mathcal{L}v_A = \sum_B \kappa_A^B v_B \) for a suitable family \( (\kappa_A^B)_{A,B} \) of constants. Let \( \mathcal{P}_A(t) := \rho(v_A(\Psi_t)) \), by Itô formula (32) we have that \( t \in \mathbb{R}_+ \mapsto (\mathcal{P}_A(t))_A \) is the unique solution of the system of ODEs

\[
\partial_t \mathcal{P}_A(t) = \partial_t \rho(v_A(\Psi_t)) = \rho((\mathcal{L}v_A)(\Psi_t)) = \sum_B \kappa_A^B \mathcal{P}_B(t), \tag{40}
\]

with initial condition \( \mathcal{P}_A(0) = \rho(v_A(\Psi_0)) \). On the other hand condition (39) implies that

\[
\sum_B \kappa_A^B \mathcal{P}_B(0) = \sum_B \kappa_A^B \rho(v_B(\Psi_0)) = \rho(\mathcal{L}v_A(\Psi_0)) = 0,
\]

which means that \( (t \mapsto \mathcal{P}_A(0))_A \) is also a solution of (40), and therefore by uniqueness of solutions to this system of ODEs we conclude that \( \mathcal{P}_A(t) = \mathcal{P}_A(0) \) for all \( t \geq 0 \). Since the expectations of the form (38) are linear combinations of \( (\mathcal{P}_A(t))_A \) the proof is complete. \( \square \)

The following theorem gives a sufficient condition on the SDE (24) to have the invariant measure (43).

Theorem 35 For any \( U \in \Lambda_{\text{even}} V \), consider the SDE

\[
\Psi_t(v) = \Psi_0(v) + \int_0^t \Psi_s(Av - (C \partial_R U, v)) ds + B_t(v) \quad t \geq 0, \quad v \in V, \tag{41}
\]

where, under the state \( \omega \), \( B \) is a Brownian motion with correlation \( C : V \rightarrow V \) and \( \Psi_0 \) a Gaussian initial condition with correlation \( C_A \) (defined in Eq. (28)) independent of \( B \). Assume that the condition

\[
A^T C_A - C_A A = 0 \tag{42}
\]
holds. Then the linear functional $\tilde{\omega} : A \rightarrow \mathbb{C}$ given by
\[
\tilde{\omega}(\cdot) := \omega(\cdot e^{-2U(\Psi_0)}),
\] (43)
is an invariant measure for (41).

**Proof** The proof is a consequence of Lemma 34. Denote $\omega^0(G) := \omega(G(\Psi_0))$ the law of $\Psi_0$, and observe that for $H \in \Lambda V \otimes V$ we have the integration by parts formula
\[
\omega(m_A(\Psi_0 \otimes \Psi_0)(H)) = \omega(\Psi_0(Q_C(\partial_R H))),
\]
where $Q_C$ is defined in (30). Then for all $G \in \Lambda V$ we have
\[
\omega[m_A(\Psi_0 \otimes \Psi_0)((\mathbb{I} \otimes A)\partial_R Ge^{-2U})] = \omega^0(Q_C((\mathbb{I} \otimes A)\partial_R Ge^{-2U}))
\]
\[
= \omega^0(Q_C((\mathbb{I} \otimes A \otimes \mathbb{I})\partial_R^2 Ge^{-2U})
- 2\omega^0(Q_C((\mathbb{I} \otimes A \otimes \mathbb{I})(\partial_R G \otimes_2 \partial_R U))e^{-2U})
\]
where $\otimes_2$ is defined as $(f \otimes v) \otimes_2 (g \otimes w) = (fg) \otimes v \otimes w$ for $f, g \in \Lambda V$ and $v, w \in V$. Observe that using the trace Tr on $\Lambda V \otimes V \otimes V$ given by $\text{Tr}(f \otimes v \otimes w) = f(v, w)$, the antisymmetry of $\partial_R^2 G \in \Lambda V \otimes V \otimes V$ in the last two factors and equality (29) we have
\[
Q_C((\mathbb{I} \otimes A \otimes \mathbb{I})\partial_R^2 G) = \text{Tr}((\mathbb{I} \otimes A \otimes \mathbb{I})\partial_R^2 G)
= \text{Tr}((\mathbb{I} \otimes A \otimes \mathbb{I})\partial_R^2 G)
= \text{Tr}((\mathbb{I} \otimes A \otimes C)(\partial_R G \otimes_2 \partial_R U))
= -\frac{1}{2} \text{Tr}((\mathbb{I} \otimes A \otimes C)(\partial_R G \otimes_2 \partial_R U))
= -\frac{1}{2} Q_C(\partial_R^2 G).
\]
Moreover, from (42) we have also
\[
Q_C((\mathbb{I} \otimes A \otimes \mathbb{I})(\partial_R G \otimes_2 \partial_R U)) = \text{Tr}((\mathbb{I} \otimes A \otimes C)(\partial_R G \otimes_2 \partial_R U))
= \text{Tr}(\partial_R G \otimes_2 (A^T C \partial_R U))
= \text{Tr}(\partial_R G \otimes_2 \left(\frac{A^T C + C A}{2}(\partial_R U)\right)) + \text{Tr}(\partial_R G \otimes_2 \left(-\frac{A^T C - C A}{2}(\partial_R U)\right))
= -\frac{1}{2} \text{Tr}(\partial_R G \otimes_2 (C \partial_R U)) = -\frac{1}{2} \text{Tr}(\partial_R G, C \partial_R U),
\]
since we assumed that $A^T C - C A = 0$ and used (29) again. Therefore
\[
\omega(m_A(\Psi_0 \otimes \Psi_0)((\mathbb{I} \otimes A)(\partial_R Ge^{-2U}))
= -\frac{1}{2} \omega^0(Q_C(\partial_R^2 Ge^{-2U}) + \omega^0((\partial_R G, C \partial_R U)e^{-2U}).
\]
Now observing that
\[
\mathcal{L}G(\Psi_0) = m_A(\Psi_0 \otimes \Psi_0)((\mathbb{I} \otimes A)(\partial_R G)) + \Psi_0 \left( -\langle \partial_R G, C \partial_R U \rangle + \frac{1}{2} Q_C(\partial_R^2 G) \right)
\]
we deduce that
\[
\omega(\mathcal{L}G(\Psi_0)e^{-2U(\Psi_0)}) = \omega(m_A(\Psi_0 \otimes \Psi_0)((\mathbb{I} \otimes A)(\partial_R G))e^{-2U(\Psi_0)}) + \omega \left[ \Psi_0 \left( -\langle \partial_R G, C \partial_R U \rangle + \frac{1}{2} Q_C(\partial_R^2 G) \right) e^{-2U(\Psi_0)} \right] = 0.
\]

\[\square\]

### 3.5 Long-time behavior for small non-linearity

We will now investigate the existence of solutions which are globally bounded in time. In the commutative setting, non-linear equations can have globally bounded solutions only if the non-linearity stays uniformly small or if it shows some coercivity. Like all notions of positivity, also coercivity however does not apply well in the Grassmann setting. The only kind of coercive term we have identified is a linear drift with a negative sign. This is a very mild coercive term, but it turns out to be enough provided the non-linearity is small enough. Consider the equation
\[
\Psi_t(v) = \Psi_0(v) + \int_0^t (\Psi_s(Av) + \lambda \Psi_s(F(v)))ds + B_t(v), \quad t \geq 0, v \in V, \quad (44)
\]
for \( \Psi \in C([0, T]; \mathcal{G}(V)) \), with \( \lambda \geq 0 \) and \( F \in \text{Hom}(V, \Lambda V) \) where (as in Sect. 3.1) \( A \) is an operator with eigenvalues having strictly negative real part less than \( -\lambda_A < 0 \). In this setting we introduce the notion of stationary solution to Eq. (44), extending the one we defined for the linear case in Sect. 3.1.

**Definition 36** We say that \( \Psi^s_t \in C^0(\mathbb{R}, \mathcal{G}(V)) \) is a stationary solution to Eq. (44) (extended to all \( t \in \mathbb{R} \)) of norm at most \( K \in \mathbb{R}_+ \) if the following two conditions hold:

1. \( \sup_{t \in \mathbb{R}} \| \Psi^s_t \|_{\mathcal{G}(V)} \leq K \),
2. \( (\Psi^s_t)_{t \in \mathbb{R}} \) solves the following integral equation
\[
\Psi^s_t = \lambda \int_{-\infty}^t \Psi^s_{\tau}(F(e^{A\tau}v))d\tau + B^A_t \quad t \in \mathbb{R}
\]
where \( B^A_t(v) = \Xi(e^{A(t-\cdot)}(v)) \) is the OU motion introduced in Sect. 3.1.

Hereafter we write
\[
L = L(A, C) = \sup_{t \in \mathbb{R}} \| B^A_t \|_{\mathcal{G}(V)} < \infty,
\]
and we denote by \( \mathcal{R}_K \subset C^0(\mathbb{R}, \mathcal{G}(V)) \) the set of \( \Phi \in C^0(\mathbb{R}, \mathcal{G}(V)) \) such that
\[
\sup_{t \in \mathbb{R}} \| \Phi_t \|_{\mathcal{G}(V)} \leq K ,
\]
for some constant \( K > 0 \).

**Theorem 37** Assume \( K \geq 4L(A, C) \) and suppose that all the eigenvalues of \( A \) have negative real part that are less or equal than \( -\lambda_A < 0 \), then there exists \( \lambda_0 = \lambda_0(K, L, F, \lambda_A) > 0 \) depending on \( K, L \) and \( F \) such that if \( |\lambda| \leq 2\lambda_0 \) there exists a unique stationary solution of norm at most \( K \) to Eq. (44).

**Proof** It is a simple application of the Banach fixed-point theorem by noting that the map
\[
\mathcal{K}_\lambda(\Psi)_t := \lambda \int_{-\infty}^t \Psi_\tau (F(e^{A(t-\tau)}))d\tau + B^A_t , \quad t \in \mathbb{R},
\]
is a contraction in \( \mathcal{R}_K \) for \( \lambda \) small. Indeed, note that \( B^A \in \mathcal{R}_K \) and if \( \Phi \in \mathcal{R}_K \) we have, by Theorem 14,
\[
\| \mathcal{K}_\lambda(\Psi)_t \|_{\mathcal{G}(V)} \leq |\lambda| \| F \|_{\Lambda_\pi V}(1 + K)^{\deg(F)} \int_{-\infty}^t e^{-\lambda_A(t-\tau)}d\tau + L(A, C),
\]
where \( \| F \|_{\Lambda_\pi V} \) is defined by (16). Therefore \( \mathcal{K}_\lambda \) maps \( \mathcal{R}_K \) into itself provided \( |\lambda| \leq 2\lambda_0 := \lambda_0(K, L, F, \lambda_A) \) with \( \lambda_0 \) such that
\[
2\lambda_0 \frac{\| F \|_{\Lambda_\pi V}(1 + K)^{\deg(F)}}{\lambda_A} + 2L \leq K . \tag{46}
\]
Furthermore
\[
\| \mathcal{K}_\lambda(\Psi)_1 - \mathcal{K}_\lambda(\Psi)_2 \|_{\mathcal{G}(V)} \leq \frac{|\lambda|}{\lambda_A} (\deg(F)) \| F \|_{\Lambda_\pi V}(1 + K)^{\deg(F)-1} \| \Psi_1 - \Psi_2 \|_{\mathcal{G}(V)}.
\]
Therefore, if we take \( \lambda_0 \) small enough to satisfy also
\[
\frac{2\lambda_0}{\lambda_A} \| F \|_{\Lambda_\pi V}(\deg(F))(1 + K)^{\deg(F)-1} < 1 \tag{47}
\]
the map \( \mathcal{K}_\lambda \) is a strict contraction. \( \Box \)

**Remark 38** The function \( \lambda_0 \) in Theorem 37 can be taken to be a decreasing function of the parameters \( L \) and \( K \).

We introduce an approximation for the solution to Eq. (45). Let \( X \in \mathcal{G}(V) \) independent of \( B^A_t \) and consider the element \( \Psi^X_{-T,t} \in C^0(\mathbb{R}, \mathcal{G}(V)) \) which is \( \Psi^X_{-T,t} = X \).
Lemma 39 Under the assumptions of Theorem 37, take \( \|X\|_{\mathcal{G}(V)} \leq K/8 \), then, for any \( |\lambda| \leq \lambda_0 \), we have that \( \Psi_{-T}^X \in \mathcal{S}_K \). Moreover \( \Psi_{-T}^X \) converges to \( \Psi^\theta \) in \( \mathcal{G}(V) \) as \( T \to +\infty \), uniformly on compact subsets of \( \mathbb{R} \).

**Proof** Let \( \tau \in \mathbb{R} \) and \( R_{\tau} := \sup_{t \in (-\infty, \tau]} \| \Psi_{-T}^X \|_{\mathcal{G}(V)} \). Theorem 14 gives the bound

\[
R_{\tau} \leq \|X\|_{\mathcal{G}(V)} + \| B_{-T}^A \|_{\mathcal{G}(V)} + \|F\|_{\Lambda_x} V \frac{\lambda_0}{\lambda_A} (1 + R_{\tau})^{\deg(F)} + L(A, C) 
\leq \frac{3K}{8} + \|F\|_{\Lambda_x} V \frac{\lambda_0}{\lambda_A} (1 + K)^{\deg(F)} + L(A, C)
\]

where we used that \( \|B_{-T}^A\|_{\mathcal{G}(V)} \leq L \leq K/4 \) and \( \|X\|_{\mathcal{G}(V)} \leq K/8 \). On the other hand by definition of \( \lambda_0 \), we have

\[
\frac{3K}{8} + \|F\|_{\Lambda_x} V \frac{\lambda_0}{\lambda_A} (1 + K)^{\deg(F)} + L(A, C) \leq \frac{7}{8} K < K
\]

for any \( \tau > 0 \). Consider the set \( Z = \{ \tau \in \mathbb{R} : R_{\tau} < K \} \). The set \( Z \) is non-empty, since \( R_{\tau} \leq \frac{1}{2} K \) when \( \tau \leq -T \), closed since \( \tau \mapsto R_{\tau} \) is continuous and open since \( \tau \mapsto R_{\tau} \) is an increasing continuous function of \( \tau \) and if \( \tau \in Z \) then \( R_{\tau + \varepsilon} < K \) for \( \varepsilon > 0 \) small enough so \( (\tau - \varepsilon, \tau + \varepsilon) \in Z \). Then we must have \( Z = \mathbb{R} \) and

\[
\sup_{t \in \mathbb{R}} \| \Psi_{-T}^X \|_{\mathcal{G}(V)} \leq K,
\]

for \( |\lambda| \leq \lambda_0 \). For the convergence we argue as follows. If \( t \geq -T \), by Theorem 14, we have that

\[
\| \Psi_{-T}^X - \Psi_t^\theta \|_{\mathcal{G}(V)} \leq e^{-\lambda_A (t+T)} (\|X\|_{\mathcal{G}(V)} + \|B_{-T}^A\|_{\mathcal{G}(V)}) + \\
+ |\lambda| \|F\|_{\Lambda_x} V (1 + K)^{\deg(F)} \int_{-\infty}^{-T} e^{-\lambda_A (t - \tau)} d\tau \\
+ \alpha \int_{-T}^t e^{-\lambda_A (t - \tau)} \| \Psi_{-T, \tau}^X - \Psi_t^\theta \| d\tau.
\]
where \( \alpha = |\lambda| \| F \|_\Lambda V (\deg(F))(1 + K)^{\deg(F)-1} \). By Gronwall inequality, we obtain

\[
\| \Psi_{-T,t}^X - \Psi_t^\theta \|_{\hat{G}(V)} \leq \left( \|X\|_{\hat{G}(V)} + \frac{K}{3} + \frac{|\lambda| \| F \|_\Lambda V (1 + K)^{\deg(F)}}{\lambda_A} \right) \times \\
\times \left( e^{-\lambda_A(t+T)+\alpha t} \int_{-T}^t e^{-\alpha \tau} d\tau \right) \\
\lesssim e^{-\lambda_A(t+T)} e^{\alpha t} (e^{\alpha T} - e^{-\alpha t}) \lesssim e^{-(\lambda_A-\alpha)(t+T)}.
\]

Since \( \lambda_A - \alpha > 0 \), by the condition (47), we have that

\[
\| \Psi_{-T,t}^X - \Psi_t^\theta \|_{\hat{G}(V)} \lesssim e^{-(\lambda_A-\alpha)T},
\]

uniformly in \( T \) when \( t > P > -T \) for any such fixed \( P \in \mathbb{R} \). This proves that \( \Psi_{-T,t}^X \) converges to \( \Psi_t^\theta \) uniformly on compact sets.

We are now in position to prove the main result of this section, the stochastic quantization of a Gibbs measure on Grassmann Gaussian variables.

**Theorem 40** Assume that under the state \( \omega \) the random variable \( X \) is a Grassmann Gaussian with covariance \( C_A \) and \( B_A^t \) an OU motion independent of \( X \). Assume that \( K \) is a constant such that \( L \leq K/3 \) and \( \|X\|_{\hat{G}(V)} \leq K/8 \). Let \( U \in \Lambda V_{even} \) and let

\[
F(v) = -\frac{\lambda}{2} \langle C \partial_R U, v \rangle
\]

for \( v \in V \). Then \( \tilde{\omega}(-) = \omega(-e^{-\lambda U(X)}) \) is an invariant measure for the equation Eq. (44) and for all \( |\lambda| \leq \lambda_0(K, L, F, \lambda_A) \), for any \( t \in \mathbb{R} \) and for any \( G \in \Lambda V \), we have that

\[
\omega(G(X)e^{-\lambda U(X)}) = \omega(G(\Psi_t^\theta))\omega(e^{-\lambda U(X)}).
\]

**Proof** Note that \((\Psi_{-T,t}^X)_{t \geq -T} \) is a solution of the SDE (41) starting at \(-T\) with the value \( X \) and with potential \( \lambda U/2 \). Therefore by Theorem 35 we have that, for any \( t \geq -T \),

\[
\omega(G(X)e^{-\lambda U(X)}) = \omega(G(\Psi_{-T,-T}^X)e^{-\lambda U(X)}) = \omega(G(\Psi_{-T,t}^X)e^{-\lambda U(X)}).
\]

By Lemma 39 we can take the limit at the right hand side as \( T \to +\infty \), obtaining

\[
\omega(G(X)e^{-U(X)}) = \omega(G(\Psi_t^\theta)e^{-U(X)}).
\]

Since (by construction) \( X \) is independent of \( B_A^t \) under \( \omega \) (and therefore under \( \tilde{\omega} \)) and since \( \Psi_t^\theta \) is a function only of \( B_A^t \) we get

\[
\omega(G(X)e^{-U(X)}) = \omega(G(\Psi_t^\theta))\omega(e^{-U(X)}).
\]
Remark 41 Note that by taking $G = \lambda U$ we obtain
\[
1 = \omega(e^{\lambda U(\Psi^s_t)}) \omega(e^{-\lambda U(X)})
\]
which implies in particular that both $\omega(e^{\lambda U(\Psi^s_t)})$ and $\omega(e^{-\lambda U(X)})$ are nonzero and that
\[
\frac{\omega(e^{-\lambda U(X)})}{\omega(e^{-\lambda U(X)})} = \omega(G(\Psi^s_t)) = \omega(e^{\lambda U(\Psi^s_t)}) \omega(G(X)e^{-\lambda U(X)}).
\]

Remark 42 Let now $\Psi^{\sigma,s}$ be the stationary solution corresponding to the potential $\sigma U$ for $\sigma \in [0, \lambda]$. Then
\[
\frac{d}{d\sigma} \log \omega(e^{-\sigma U(X)}) = -\frac{\omega(U(X)e^{-\sigma U(X)})}{\omega(e^{-\sigma U(X)})} = -\omega(U(\Psi^{\sigma,s}_t))
\]
and integrating with respect to $\sigma$ gives a remarkable formula for the logarithm of the partition function $\omega(e^{-\lambda U(X)})$ in terms of the parametric stochastic quantization $(\Psi^{\sigma,s}_t)_{\sigma \in [0,1]}$:
\[
-\log \omega(e^{-\lambda U(X)}) = \int_0^\lambda \omega(U(\Psi^{\sigma,s}_t))d\sigma.
\]

4 Infinite dimensional SDEs

We want to study SDEs of the form
\[
d\Psi_t = (A\Psi_t + \lambda F(\Psi_t))dt + dB_t
\]
in the case where $\Psi$ takes values in $\mathcal{G}(V)$ with $V = S(\mathbb{R}^d) \otimes \mathbb{R}^n$, or $S(\mathbb{R}^d) \otimes \mathbb{C}^n$, or $C^\infty(T^d) \otimes \mathbb{R}^n$ for some $n \in \mathbb{N}_0$ and with $A$ a (possibly unbounded) linear operator on $V$. Heuristically, $d$ represents the dimension of base space and $n$ is the number of Grassmannian fields considered. Here, we discuss in detail the case $V = S(\mathbb{R}^d) \otimes \mathbb{R}^n$, but the considerations in this section can be generalized to the other cases, or more generally, to any nuclear space of smooth functions (see Remark 43).

The main difference between the finite and infinite dimensional case for Grassmann SDEs is that in general there is no natural topology on $\mathcal{G}(V)$. The space $V = S(\mathbb{R}^d) \otimes \mathbb{R}^n$ is a Fréchet nuclear space. Since not every element of $\mathcal{G}(V)$ is continuous with respect to this topology, we consider here the space $\mathcal{G}^{-\infty}(V) \subset \mathcal{G}(V)$, the subset of $\mathcal{G}(V)$ for which $X \in \mathcal{G}^{-\infty}(V)$ if and only if $X$ restricted to $V \subset \Lambda V$ is a continuous linear map from $V$ to $\mathcal{A}$. Hereafter we always consider $X \in \mathcal{G}^{-\infty}(V)$ both as an homomorphism from the algebra $\Lambda V$ into $\mathcal{A}$, and as a continuous linear map from $V$ into $\mathcal{A}$.
Since $V$ is a Fréchet nuclear space whose dual is nuclear, the set of continuous linear maps from $V$ into $A$ can be identified with the tensor product $V^* \hat{\otimes} A = (S'((\mathbb{R}^d) \otimes \mathbb{R}^n)) \hat{\otimes} A$, see, e.g., Proposition 50.5 in [176]. Here $V^*$ is the topological dual of $V$, the Schwartz space of tempered distribution $S'((\mathbb{R}^d) \otimes \mathbb{R}^n)$ and the symbol $\hat{\otimes}$ in the product $V^* \hat{\otimes} A$ means that we take the closure of $V^* \otimes A$ with respect to any natural topology on $V^* \otimes A$ being all of them equivalent since $V^*$ is nuclear (see, e.g., Theorem 50.1 in [176]). In other words we can look upon $\mathcal{G}^{-\infty}(V)$ as the subset of elements of $(S'((\mathbb{R}^d) \otimes \mathbb{R}^n)) \otimes A$ that can be extended to a homomorphism from $\Lambda V$ into $A$.

**Remark 43** The identification of the set of continuous linear maps from $V$ into $A$ with $V^* \hat{\otimes} A$ does not hold if $V$ is a generic topological vector space, for example if $V$ is a Banach space. Indeed in the case where $V$ is an infinite dimensional Banach space the space $V^* \otimes A$ has not unique natural norm. In particular the completion $V^* \otimes_{\varepsilon} A$ with respect to the strong topology (of both $V^* = S'((\mathbb{R}^d) \otimes \mathbb{R}^n)$ and $A$), i.e. if $(X_{\nu})_{\nu}$ is a net in $\mathcal{G}^{-\infty}(V)$ converging to $X$ in the topology of $V^* \otimes A$, then $X$ can be extended to an homomorphism from $\Lambda V$ into $A$. Working on $\mathcal{G}^{-\infty}(V)$ is not so easy since $(S'((\mathbb{R}^d) \otimes \mathbb{R}^n)) \otimes A$ is not even a Fréchet space. For this reason we introduce now some subsets of $\mathcal{G}^{-\infty}(V)$ (which are analogous to Besov spaces) which admit a stronger metric topology.

**Remark 44** In what follows we use the notation if $X \in \mathcal{G}^{-\infty}(V)$ we write, for any $k \in \{1, \ldots, n\}$, the map $X^k \in \mathcal{G}^{-\infty}(S(\mathbb{R}^n))$ as follows

$$X^k(f) = X(f \otimes e_k)$$

where $\{e_k\}_{k=1}^{n}$ is the standard orthonormal basis of $\mathbb{R}^n$.

We recall here only the definition of the Besov norm for functions taking values in a Banach space, further references and details are given in “Appendix B” (see also [178, 179]). Let $K_i \in S(\mathbb{R}^d)$, with $i \geq -1$, be the functions corresponding to the Littlewood–Paley blocks used in the definition of Besov spaces $B^s_{p,q} := B^s_{p,q}(\mathbb{R}^d, \mathbb{R})$, where $s \in \mathbb{R}$ and $p, q \in [1, +\infty]$. If $X \in \mathcal{G}^{-\infty}(V)$ we define

$$\Delta_i X(x) = (\Delta_i X^1(x), \ldots, \Delta_i X^k(x))$$

$$:= (X(K_i(x - \cdot) \otimes e_k))_{k=1}^{n}, \quad x \in \mathbb{R}^d, i \geq -1$$

where $\{e_k\}_{k=1}^{n}$ is the standard basis of $\mathbb{R}^n$. The function $\Delta_i X^k : \mathbb{R}^d \to A$ can be identified with an element $\Delta_i X^k \in S(\mathbb{R}^d) \hat{\otimes} A = S(\mathbb{R}^d, A)$ and we define

$$\|X\|_{B^s_{p,q,n}(\mathbb{R}^d, A)} := \left[ \sum_{k=1}^{n} \left( \int_{\mathbb{R}^d} \|\Delta_i X^k(x)\|_A^q dx \right)^{p/q} \right]^{1/q}.$$
Given $s \in \mathbb{R}$, we say that $X \in \mathcal{G}^s(V)$ when $X \in \mathcal{G}^{-\infty}(V)$ and $\|X\|_{B_{s,\infty}(\mathbb{R}^d, A)} < +\infty$. Thus we introduce the natural metric $d_{\mathcal{G}^s(V)}(X, Y) := \|X - Y\|_{\mathcal{G}^s(V)} := \|X - Y\|_{B_{s,\infty}(\mathbb{R}^d, A)}$. Hereafter we always use the notation $\mathcal{C}_n^s(\mathbb{R}^d, A) = B_n^s(\mathbb{R}^d, A)$ and $C^s = C_1^s(\mathbb{R}^d, \mathbb{R})$. Moreover $C^{s\ast}$ will denote the topological dual of $C^s$.

**Lemma 45** The set $\mathcal{G}^s(V)$ with the metric $d_{\mathcal{G}^s(V)}$ is a complete metric space.

**Proof** The proof is analogous to that of Lemma 7.

If $X \in \mathcal{G}^s(V)$ we can extend $X$ to a linear map $L((C^{s\ast} \otimes \mathbb{R}^n), A)$, i.e. to a linear map from the space $C^{s\ast} \otimes \mathbb{R}^n$ (where $C^{s\ast} = C^{s\ast}(\mathbb{R}^d, \mathbb{R})$ is the (strong topological) dual of $C^s$ and we identify $\mathbb{R}^n$ with its dual using its standard basis) taking values into the algebra $A$. This extension can be obtained in the following way: If $g \in C^{s\ast} \otimes \mathbb{R}^n$, for any sequence $(g_\ell) \subset S(\mathbb{R}^d) \otimes \mathbb{R}^n$ converging to $g$ with respect to the weak* topology of $C^{s\ast} \otimes \mathbb{R}^n$, we have that $(X(g_\ell))_\ell$ converges in $A$ to a unique element

$$X(g) := \lim_{n \to +\infty} X(g_n).$$

The map $X$ now defined on all of $C^{s\ast} \otimes \mathbb{R}^n$ is continuous. In other words, if $X \in \mathcal{G}^s(V)$ then it can be identified with an element of $L((C^{s\ast} \otimes \mathbb{R}^n), A)$. Furthermore it is simple to prove, using suitable $S(\mathbb{R}^d) \otimes \mathbb{R}^n$ approximations, that, if $g, h \in C^{s\ast} \otimes \mathbb{R}^n$, then we have

$$X(g)X(h) = -X(h)X(g). \quad (49)$$

In the case $s > 0$, for any $x \in \mathbb{R}^d$ the Dirac delta distribution $\delta_x$ is in $C^{s\ast}$, this implies that we can identify the linear maps $X^k$ with some function in $C^s(\mathbb{R}^d, A)$ defined as, using an abuse of notation,

$$X^k(x) := X(\delta_x \otimes e_k).$$

Using this identification we have that for any $f_\ell \in S(\mathbb{R}^d)$, $X(f \otimes e_k) = \int_{\mathbb{R}^d} X^k(x)f(x)dx$, where the integral is taken in Bochner sense.

The relation (49) has important consequences. For any positive integer $\ell \in \mathbb{N}_0$, let

$$\Lambda_\pi^\ell (C^{s\ast} \otimes \mathbb{R}^n) \subset \left(\bigotimes_{\pi}^\ell \left( C^{s\ast} \otimes \mathbb{R}^n \right) \right) \otimes_{\pi} \left( C^{s\ast} \otimes \mathbb{R}^n \right) \otimes_{\pi} \cdots \otimes_{\pi} \left( C^{s\ast} \otimes \mathbb{R}^n \right)$$

be the closure of $\Lambda_\pi^\ell (C^{s\ast} \otimes \mathbb{R}^n)$ in $\otimes_{\pi}^\ell (C^{s\ast} \otimes \mathbb{R}^n)$ using the natural inclusion $i_{\Lambda_\pi^\ell (C^{s\ast} \otimes \mathbb{R}^n)}$ of $\Lambda_\pi^\ell (C^{s\ast} \otimes \mathbb{R}^n)$ in $\otimes_{\pi}^\ell (C^{s\ast} \otimes \mathbb{R}^n)$ (see the discussion after Lemma 10 for more details). Here $\otimes_{\pi}$ is the projective tensor product of Banach spaces whose norm is defined as follows: If $f \in \otimes_{\pi}^\ell (C^{s\ast} \otimes \mathbb{R}^n)$ then

$$\|f\|_{\otimes_{\pi}^\ell (C^{s\ast} \otimes \mathbb{R}^n)} := \inf \left\{ \sum_{i=1}^k \prod_{j=1}^\ell \|f_{ij}\|_{(C^{s\ast} \otimes \mathbb{R}^n)} \right\}, \text{ where } f = \sum_{i=1}^k f_{i1} \otimes \cdots \otimes f_{i\ell}. \quad \square$$
Lemma 46 If $X \in \mathcal{G}^s(V)$, then, for every $\ell \in \mathbb{N}_0$, it can be extended to a continuous homomorphism from $\bigoplus_{i=1}^\ell \Lambda_\pi^i (\mathbb{C}^s \otimes \mathbb{R}^n)$ into $\mathcal{A}$. Here $\bigoplus_{i=1}^\ell \Lambda_\pi^i (\mathbb{C}^s \otimes \mathbb{R}^n)$ is considered as equipped with the product obtained from the standard product of $\bigoplus_{i=1}^\infty \Lambda_\pi^i (\mathbb{C}^s \otimes \mathbb{R}^n)$ via the projection onto $\bigoplus_{i=1}^\ell \Lambda_\pi^i (\mathbb{C}^s \otimes \mathbb{R}^n)$.

**Proof** The proof is based on the fact that $X$ can be identified with an element of $\mathcal{L}(\mathbb{C}^s, \mathcal{A})$ and on the relation (49).

We want now to define a natural notion of function $F$ of an element $X \in \mathcal{G}^s(V)$. For example, if $s > 0$, and writing $Y = F(X)$, we want to be able to take $F = P_\ell$ of the form

$$Y^j(x) := Y(\delta_x \otimes e_j) = \sum_{k_1, \ldots, k_\ell = 1}^n K_{j(h_1, \ldots, h_\ell), k_1, \ldots, k_\ell} X^{k_1}(x + h_1)X^{k_2}(x + h_2) \cdots X^{k_\ell}(x + h_\ell),$$

where $D \subset \mathbb{R}^{d \ell}$ is some finite set and $K_{j(h_1, \ldots, h_\ell), k_1, \ldots, k_\ell} \in \mathbb{R}$ and $j \in \{1, \ldots, k\}$ ($\ell \in \mathbb{N}_0$ in this case represent the degree of the homogeneous polynomial $P_\ell$). When $\ell$ is odd, the function $P_\ell$ defined above maps $P_\ell (\mathcal{G}^s(V)) \subset \mathcal{C}_n^s (\mathbb{R}^d, \mathcal{A})$ and furthermore for any $g, h \in \mathcal{C}^s$ and $k, p \in \{1, \ldots, n\}$ we have

$$Y^k(g)Y^p(h) = -Y^p(h)Y^k(g)$$

$$Y^k(g)X^p(h) = -X^p(h)Y^k(g).$$

(51)

We want to consider some more general setting than the described in Eq. (50) that maintains the important property (51).

Consider $P_\ell \in \mathcal{L}(\mathcal{S}(\mathbb{R}^d) \otimes \mathbb{R}^n, \Lambda_\pi^\ell (\mathbb{C}^s \otimes \mathbb{R}^n))$, then $P_\ell$ can be seen as an element of $(\mathcal{S}'(\mathbb{R}^d) \otimes \mathbb{R}^n) \otimes \Lambda_\pi^\ell (\mathbb{C}^s \otimes \mathbb{R}^n)$. Using the same technique as before we can introduce the Banach space $\mathcal{C}_n^s (\mathbb{R}^d, \Lambda_\pi^\ell (\mathbb{C}^s \otimes \mathbb{R}^n)) \subset (\mathcal{S}'(\mathbb{R}^d) \otimes \mathbb{R}^n) \otimes \Lambda_\pi^\ell (\mathbb{C}^s \otimes \mathbb{R}^n)$ equipped with its natural norm. In this case we will use the notation

$$P_\ell(X) := X \circ P_\ell,$$

(52)

where $(X \circ P_\ell)(v) = X(P_\ell(v)) \in \mathcal{A}$ for any $v \in \mathcal{S}(\mathbb{R}^d) \otimes \mathbb{R}^n$. Consider $u \in \mathbb{N}_0$, if $F \in \mathcal{C}_n^s (\mathbb{R}^d, \bigoplus_{j=0}^u \Lambda_\pi^{2j+1} (\mathbb{C}^s \otimes \mathbb{R}^n))$ there are some $P_\ell \in \mathcal{C}_n^s (\mathbb{R}^d, \Lambda_\pi^\ell (\mathbb{C}^s \otimes \mathbb{R}^n))$ (for odd $\ell \in \mathbb{N}$) such that

$$F := \sum_{j=0}^u P_{2j+1}.$$ 

Thus we define $F(X) = \sum_{j=0}^u P_{2j+1}(X)$. The function $F$ defined above can be interpreted as an odd polynomial of degree $2u + 1$ in the Grassmannian random variable $X$. 

\[ \square \] Springer
Remark 50 An important consequence of Theorem 49 is that if any $g \in V$ we have $F_r(g) \to F(g)$, as $r \to +\infty$, in $\bigoplus_{j=0}^{k} \Lambda^{2j+1}(C^{s*} \otimes \mathbb{R}^n)$ equipped with its standard topology.

Definition 47 We say that the linear function $F \in C^s_n\left(\mathbb{R}^d, \bigoplus_{j=0}^{u} \Lambda^{2j+1}(C^{s*} \otimes \mathbb{R}^n)\right)$ is a standard odd function of degree $2u + 1$ if there is a sequence of functions $F_r \in C^s_n\left(\mathbb{R}^d, \bigoplus_{j=0}^{k} \Lambda^{2j+1}(C^{s*} \otimes \mathbb{R}^n)\right)$ such that for any $g \in V$ and $r \to +\infty$, $F_r(g) \to F(g)$, in $\bigoplus_{j=0}^{k} \Lambda^{2j+1}(C^{s*} \otimes \mathbb{R}^n)$ equipped with its standard topology.

Remark 48 When $s > 0$, an example of a function $F = (F^1, \ldots, F^n)$ satisfying Definition 47 is

$$F^k(X)(x) := F(X)(\delta_x \otimes e_k) = X^k(x) \sum_{k_1, k_2=1}^{n} \int_{\mathbb{R}^d} g_{k_1, k_2}(x-y)X^{k_1}(y)X^{k_2}(y)dy,$$

where $g_{k_1, k_2} \in C^{s+\epsilon}$ are functions that decrease faster than any polynomial at infinity. We note that a finite dimensional approximation of $F^k(X)$ is given by

$$F^k_r(X)(x) = \sum_{k_1, k_2=1}^{n} \sum_{D_i \in \mathcal{P}_r} X^k(x)X^{k_1}(x-x_i)X^{k_2}(x-x_j) \int_{D_i} g_{k_1, k_2}(y)dy,$$

where $(\mathcal{P}_r)_{r \in \mathbb{N}}$ is sequence of increasing partitions of $\mathbb{R}^d$ for which

$$\max_{k_1, k_2=1, \ldots, n} \sup_{D_i \in \mathcal{P}_r} \left| \int_{D_i} g_{k_1, k_2}(y)dy \right| \to 0 \quad (53)$$

as $r \to \infty$.

Theorem 49 Let $s \in \mathbb{R}$, let $F \in C^s_n\left(\mathbb{R}^d, \bigoplus_{j=0}^{u} \Lambda^{2j+1}(C^{s*} \otimes \mathbb{R}^n)\right)$ be a standard odd function of degree $2u + 1$ (see Definition 47), and consider $X \in \mathcal{G}^s(\mathcal{S}(\mathbb{R}^d))$. Then $F(X) \in \mathcal{C}^s_n(\mathbb{R}^d, A)$, furthermore for any $v_1, v_2 \in C^{s*} \otimes \mathbb{R}^n$ we have

$$F(X)(v_1)F(X)(v_2) = -F(X)(v_2)F(X)(v_1) = F(X)(v_1)X(v_2) = -X(v_2)F(X)(v_1). \quad (54)$$

Proof The fact that $F(X) \in \mathcal{C}^s_n(\mathbb{R}^d, A)$ follows from Lemma 46. The relations (54) are obvious when $F \in C^s_n\left(\mathbb{R}^d, \bigoplus_{j=0}^{k} \Lambda^{2j+1}(C^{s*} \otimes \mathbb{R}^n)\right)$. Using a finite dimensional approximation $F_r$ converging to $F$, required by Definition 47, the relations (54) are extended to the more general case. \qed

Remark 50 An important consequence of Theorem 49 is that if $X \in \mathcal{G}^s(V)$ and $F$ satisfies the hypotheses of Theorem 49, $F(X)$ can be extended to a Grassmann random variable (which in the following we denote by the same symbol $F(X)$) in $\mathcal{G}^s(V)$. Furthermore, $F(X)$ and $X$ are compatible (in the sense of the corresponding definition in Sect. 2).
We are now in the position to give a precise meaning to Eq. (48) and to the various hypotheses on its data. Let the operator $A$ be the (generally unbounded) generator of a strongly continuous and exponentially contractive semigroup $(e^{At})_{t \geq 0}$ on $L^2(\mathbb{R}^d)$. Moreover consider the stationary Ornstein-Uhlenbeck motion

$$B^A_t(v) = \Xi([_{-\infty},t] \otimes e^{A(t-s)}v), \quad t \in \mathbb{R}, \ v \in S(\mathbb{R}^d) \otimes \mathbb{R}^n,$$

where $\Xi$ is a Grassmann Gaussian noise on $G(C^\infty(\mathbb{R}_+) \otimes S(\mathbb{R}^d) \otimes \mathbb{R}^n)$ with covariance $\mathbb{I} \otimes C$ (we consider on $C^\infty_c(\mathbb{R}_+) \otimes S(\mathbb{R}^d) \otimes \mathbb{R}^n$ the pre-Hilbert space structure given by the natural inclusion of $C^\infty_c(\mathbb{R}_+) \otimes S(\mathbb{R}^d) \otimes \mathbb{R}^n$ in $L^2(\mathbb{R}_+ \times \mathbb{R}^d) \otimes \mathbb{R}^n$).

**Definition 51** We say that the process $\Psi \in C^0([0, T], G^s(V))$ satisfies Eq. (48) with initial condition $\Psi_0$ if $F$ is a standard odd function of finite degree, $\Psi_0 \in G^s(V)$ is independent of $\Xi$, and for any $t \in [0, T]$ and any $v \in V$ we have

$$\Psi_t(v) = \Psi_0(e^{At}v) + \lambda \int_0^t F(\Psi_s)(e^{A(t-s)}v)ds + B^A_t(v) - B^A_0(e^{At}v), \quad (56)$$

where the integral in the variable $s$ is taken in Bochner sense with respect the norm of $A$.

Hereafter, we introduce the following notations if $F \in C^s_n\left(\mathbb{R}^d, \bigoplus_{j=0}^n \Lambda^{2j+1}_\pi (C^* \otimes \mathbb{R}^n)\right)$:

$$\|F\|_{C^s_n, \pi} := \sup_{k=1, \ldots, n} \|F_k\|_{C^s(\mathbb{R}^d, \bigoplus_{j=0}^n \Lambda^{2j+1}_\pi C^*)},$$

$$\deg(F) := 2u + 1.$$

**Theorem 52** Suppose that $F \in C^s_n\left(\mathbb{R}^d, \bigoplus_{j=0}^n \Lambda^{2j+1}_\pi (C^* \otimes \mathbb{R}^n)\right)$ and that $F$ satisfies Definition 47, then for any $X, Y \in G^s(V)$ compatible we have

$$\|F(X)\|_{G^s(V)} \leq \|F\|_{C^s_n, \pi} (1 + \|X\|_{G^s(V)})^{\deg(F)} \quad (57)$$

$$\|F(X) - F(Y)\|_{G^s(V)} \leq \deg(F)\|F\|_{C^s_n, \pi} \|X - Y\|_{G^s(V)} \times$$

$$\times (1 + \max(\|X\|_{G^s(V)}, \|Y\|_{G^s(V)}))^{\deg(F) - 1}. \quad (58)$$

**Proof** Let $F^k_r \in C^s\left(\mathbb{R}^d, \bigoplus_{j=0}^n \Lambda^{2j+1}_\pi C^*\right)$ (where $\bigoplus_{j=0}^n \Lambda^{2j+1}_\pi C^*$ is the usual algebraic antisymmetric tensor product) be the approximation of $F^k$ required in Definition 47, then using the same reasoning of Theorems 12 and 14, if $K_i$ is the kernel corresponding to the Littlewood–Paley block $\Delta_i$, we obtain

$$\sup_{k=1, \ldots, n} \|F^k_r(X)(K_i(x - \cdot))\|_{\mathcal{A}} \leq \sup_{k=1, \ldots, n} \|F^k_r(K_i(x - \cdot))\|_{\Lambda_{\pi} C^*} (1 + \|X\|_{G^s(V)})^{\deg(F)}. \quad (59)$$
If we multiply both sides of (59) by $2^{is}$, take the limit as $r \to +\infty$ and afterwards the supremum on $x$ and $j$ we get inequality (57). In a similar way we get (58) by generalizing the proof of Theorems 12 and 14. □

**Remark 53** Hereafter we use the notations, for $x \geq 0$,

\[
    f_F(x) = \|F\|_{C_n^1}(1 + x)^{\text{deg}(F)}, \quad (60)
\]

\[
    g_F(x) = \text{deg}(F)\|F\|_{C_n^1}(1 + x)^{\text{deg}(F) - 1}. \quad (61)
\]

We introduce some conditions on $A$ and $\Xi$ in order to prove a result on existence and uniqueness of solutions to (56).

**Definition 54** We say that the unbounded operator $A$ on $L^2(\mathbb{R}^d)$, and the Grassmann Gaussian noise $\Xi$ with covariance $C$ are adapted to the space $G^s(V)$, for a given $s \in \mathbb{R}$, if

i. The operator $A$ generates a contraction semigroup on $C^s(\mathbb{R}^d)$ such that \( \|e^{itA}\|_{C^s(\mathbb{R}^d)} \lesssim e^{-\lambda_s t}, \quad t \geq 0 \), for some strictly positive constant $\lambda_s > 0$.

ii. The Gaussian process $B^A$ defined by (55) belongs to $C(\mathbb{R}, G^s(V))$ and furthermore we have \( \sup_{t \in \mathbb{R}} \|B^A_t\|_{C^s(\mathbb{R}^d, A)} < +\infty \).

**Theorem 55** Suppose that $F$ satisfies Definition 47 and $A, \Xi$ satisfy Definition 54 and let $\Psi_0$ be a variable in $G^s(V)$ independent of the Grassmann Gaussian noise $\Xi$. Then there exists a $T > 0$ such that there is a unique solution $\Psi \in C([0, T], G^s(V))$ to Eq. (56). Furthermore $\Psi_t$ is compatible with $(\Psi_0, \Xi, \Psi_s)$ for every $t, s \in [0, T]$.

**Proof** The proof is a straightforward generalization of that of Theorem 30 for the case of our infinite dimensional setting. □

In order to obtain solutions for all times it is not possible to extend directly Theorem 31, since its proof was essentially based on the hypothesis that $V$ is finite dimensional. On the other hand the proofs of Theorem 37 and Lemma 39 do not depend on the dimension. For this reason we introduce the space $K \subset C(\mathbb{R}, G^s(V))$ defined as the set of functions $\Psi_t \in C(\mathbb{R}, G^s(V))$ such that

\[
    \sup_{t \in \mathbb{R}} \|\Psi_t\|_{C^s(\mathbb{R}^d, A)} \leq K,
\]

for some constant $K > 0$, the function $L$ given by

\[
    L(A, C) = \sup_{t \in \mathbb{R}} \|B^A_t\|_{C^s(\mathbb{R}^d, A)},
\]

and the equation for stationary solutions corresponding to (56) as

\[
    \Psi_t^\delta = \lambda \int_{-\infty}^t F(\Psi^\delta(\tau))d\tau + B^A_t \quad t \in \mathbb{R}. \quad (62)
\]
We also denote by $\Psi_{-T}^{X,t}$ the Grassmann process defined by $\Psi_{-T}^{X,t} = X$ if $t \leq -T$, $T \geq 0$, and such that $\Psi_{-T}^{X,t}$ is the solution to Eq. (56) with initial condition $X$ at time $t = -T$.

**Theorem 56** Suppose that $F$ satisfies Definition 47 and $A, \Xi$ satisfy Definition 54 and let $K \geq 4L(A, C)$. Then there exists $\lambda_0 = \lambda_0(K, L, F, \lambda_A) > 0$ such that for any $|\lambda| \leq 2\lambda_0$ there exists a unique (stationary) solution to Eq. (62) in $\mathbb{A}_K$. Furthermore for any $|\lambda| \leq \lambda_0$ and for any random variable $X \in \mathcal{G}(V)$, independent of $B_{t}^{A}$ and such that $\|X\|_{C_4(\mathbb{R}^d, A)} < K/8$, we have that $\Psi_{-T}^{X,t}$ converges, as $T \to +\infty$, in $\mathcal{G}(V)$ to $\Psi_{t}^{g}$ uniformly on compact subsets of $\mathbb{R}$.

**Proof** Due to our appropriate infinite dimensional setting the proof is a straightforward generalization of Theorem 37 and Lemma 39. \qed

**Remark 57** The quantity $\lambda_0$ defined in Theorem 56 has to satisfy the following inequalities

$$\frac{2\lambda_0 f_F(K)}{\lambda_A} + 2L \leq K, \quad \frac{2\lambda_0 g_F(K)}{\lambda_A} < 1,$$  

where $f_F, g_F$ and $\lambda_A$ are the quantities introduced in Remark 53 and Definition 54 respectively.

5 The Yukawa$_2$ model

We are now in position to study the stochastic quantization for an Euclidean fermionic QFT. We consider, as an example, the Euclidean counterpart of the Yukawa model describing the interaction of a scalar field with a spin $1/2$ field in a $1+1$ Minkowski space-time ("Yukawa$_2$ model") [41, 58, 79, 101, 180]. We will not attempt here to remove the UV cutoff and therefore the dimension of the space will not play any fundamental role. The Yukawa$_2$ model contains already the main features of a large class of Euclidean fermionic theories. It will be clear from the considerations in this section that similar results for other fermionic models are easily derivable as long as we keep an ultraviolet cut-off and we limit ourselves to a perturbative and massive regime.

5.1 Definition of the model

We define the Euclidean Yukawa$_2$ quantum field theory following Osterwalder and Schrader [42]. The Euclidean free Fermions, introduced by Osterwalder and Schrader (compare with [42], page 282 and Eq. (3.3), page 284), are given by a quadruplet $\tilde{\chi} = (\chi, \bar{\chi}) \in \mathcal{G}(S(\mathbb{R}^2) \otimes \mathbb{C}^4)$ of complex Grassmann Gaussian fields. Here we employ the convention of denoting by $\chi, \bar{\chi} \in \mathcal{G}(S(\mathbb{R}^2) \otimes \mathbb{C}^2)$ two independent fields (in particular the bar over $\bar{\chi}$ does not denote complex conjugation). By considering two fields $\chi, \bar{\chi}$ we are, “doubling the dimension”. This “dimension doubling”, also
employed by Osterwalder and Schrader, has the purpose of obtaining an Euclidean covariance with the right symmetry properties.

We adapt to the present case some notation for complex Grassmann Gaussian random variables which we introduced in Sect. 2.3. We consider $V = S(\mathbb{R}^2) \otimes \mathbb{C}^4 \subseteq L^2(\mathbb{R}^2) \otimes \mathbb{C}^4$ as a complex pre-Hilbert space with an Hermitian scalar product denoted $(\cdot, \cdot)_V$ equipped with the standard real structure $c$ given by the complex conjugation (i.e. $cf = \bar{f}$) determining the bilinear form $(f, g)_c := (cf, g)_V$. Given an operator $A$ on $V$, we denote by $A^c$ the complex-conjugated Hilbert adjoint, i.e. $A^c = cA^*c$, $A^*$ being the Hilbert adjoint of $A$. Finally, we say that an operator $K$ is $c$-antisymmetric when $K^c = -K$ (recall Definitions 19 and 20).

With these notations, the fields $\tilde{\chi}$ are defined to be complex Grassmann Gaussian variables with covariance

$$\omega(\tilde{\chi}(f)\tilde{\chi}(g)) = (f, Kg)_c, \quad f, g \in S(\mathbb{R}^2) \otimes \mathbb{C}^4. \quad (64)$$

where $K : L^2(\mathbb{R}^2) \otimes \mathbb{C}^4 \rightarrow L^2(\mathbb{R}^2) \otimes \mathbb{C}^4$ is given by the following $c$-antisymmetric bounded operator

$$K = (m_f^2 - \Delta)^{-1} C_f, \quad C_f := \begin{pmatrix} 0 & \nabla + m_f \\ -\nabla + m_f & 0 \end{pmatrix}. \quad (65)$$

Here $\Delta$ is the Laplacian on $\mathbb{R}^2$, $m_f > 0$ is the fermion mass and $\nabla$ is the Euclidean Dirac operator in 2 Euclidean space-time dimensions. Explicitly, $\nabla := \gamma_1 \nabla_1 + \gamma_2 \nabla_2$ with $\nabla_i$ the partial derivatives with respect to $x_i, i = 1, 2$, and with $\gamma_1, \gamma_2 : \mathbb{C}^2 \rightarrow \mathbb{C}^2$ the Euclidean Dirac matrices, i.e. Hermitian matrices satisfying

$$\gamma_a \gamma_b + \gamma_b \gamma_a = 2\delta_{ab}, \quad a, b = 1, 2. \quad (66)$$

Concretely, we can take $\gamma_1, \gamma_2$ to be simply the first two Pauli matrices:

$$\gamma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. \quad$$

Note that $K = C_f^{-1}$ and that

$$\tilde{C}_f = (m_f^2 - \Delta)^{1/2} K = (m_f^2 - \Delta)^{-1/2} C_f$$

is also bounded and antisymmetric in $L^2(\mathbb{R}^2) \otimes \mathbb{C}^4$, hence the covariance matrix of the field $\tilde{\psi}$ can also be written as

$$\omega(\tilde{\chi}(f)\tilde{\chi}(g)) = ((m_f^2 - \Delta)^{-1/4} f, \tilde{C}_f (m_f^2 - \Delta)^{-1/4} g)_c. \quad$$

Therefore we can realize $\tilde{\chi}$ as

$$\tilde{\chi}(f) := \tilde{\xi} ((m_f^2 - \Delta)^{-1/4} f), \quad f \in S(\mathbb{R}^2) \otimes \mathbb{C}^4,$$
where $\tilde{\zeta} \in G(S(\mathbb{R}^2) \otimes \mathbb{C}^4)$ is the complex Grassmann Gaussian field specified by the bounded covariance

$$\omega(\tilde{\zeta}(f)\tilde{\zeta}(g)) = \langle f, \tilde{C} f g \rangle_c, \quad f, g \in S(\mathbb{R}^2) \otimes \mathbb{C}^4.$$ 

As a consequence, in this specific realization, we have

$$\|\tilde{\chi}(f)\| = \|\tilde{\zeta}(m_f^2 - \Delta)^{-1/4}f\| \lesssim \|m_f^2 - \Delta\|^{-1/4}f\|L^2(\mathbb{R}^2)\otimes\mathbb{C}^4 < \infty,$$  

where the implicit constant in the inequality depends only on $m_f$. This realization gives better spatial regularity properties to the Euclidean fields $\tilde{\chi}$.

In order to describe the Yukawa $2$ model we need also to introduce an Euclidean boson field $\varphi$ of mass $m_b > 0$: it is the centered Gaussian field $\varphi$ on $\mathbb{R}^2$ with covariance $(m_b^2 - \Delta)^{-1}$ where $m_b > 0$ is looked upon as a fixed parameter and $\Delta$ is the Laplacian on $\mathbb{R}^2$. We can realize $\varphi$ as the canonical multiplication operator on the Hilbert space $H_\varphi = L^2(C^{-\kappa}_{loc}(\mathbb{R}^2),\nu)$ where $\nu$ is the centered Gaussian measure on $C^{-\kappa}_{loc}(\mathbb{R}^2)$ with covariance $(m_b^2 - \Delta)^{-1}$ and $\kappa > 0$ is any small positive quantity. We shall denote by $\omega_\varphi$ the state associated with $\nu$ and $C^{-\kappa}_{loc}(\mathbb{R}^2)$.

In addition, large scale and small scale cutoffs are introduced as follows. Fix a smooth positive functions $h \in C^\infty(\mathbb{R}^2)$ with compact support and let $a$ be a regular enough (see below for the precise regularity) continuous function with compact support such that $a(0) = 1$. Take $\varepsilon > 0$ and let $a_\varepsilon(x) = a(x/\varepsilon)\varepsilon^{-2}$. Then we define new (regularized) Grassmann variables

$$\tilde{\psi}(x) := \tilde{\chi}(a_\varepsilon(\cdot - x)), \quad x \in \mathbb{R}^2.$$ 

Then $\tilde{\psi} \in G^s(S(\mathbb{R}^2) \otimes \mathbb{C}^4)$ for some $s > 0$ (in general depending on the regularity of $a$ see below).

Following the argument of Section 6 of [42] the Euclidean Yukawa $2$ model is defined as follows.

**Definition 58** The approximate fermionic Schwinger functions $(\rho^n_{\varepsilon, h})_n$ of the Yukawa $2$ model on $\mathbb{R}^2$ with infrared (IR) cutoff $h$ and ultraviolet (UV) fermion cutoff $\varepsilon$ are given by the Euclidean averages

$$\rho^n_{\varepsilon, h}(f_1, \ldots, f_n) = \frac{\omega \otimes \omega_\varphi(\tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n)e^{-V_h(\varphi, \tilde{\psi})})}{\omega \otimes \omega_\varphi(e^{-V_h(\varphi, \tilde{\psi})})}$$  

with potential $V_h(\varphi, \tilde{\psi})$ given by the unbounded (non-self-adjoint) operator on $\mathcal{H} \otimes \mathcal{H}_\varphi$, where $\mathcal{H}$ is the fermionic Hilbert space,

$$V_h(\varphi, \tilde{\psi}) = \lambda \int_{\mathbb{R}^2} dx h(x)(\tilde{\psi}(x) \cdot \psi(x))\varphi(x),$$  

$\square$ Springer
\( \lambda \in \mathbb{R} \) is a coupling constant and \( \omega \), resp. \( \omega_{\varphi} \) are the fermion, resp. boson, states described above.

Note that there is no difficulty in making sense of (68), due to the following observations (see also [42]). The map \( x \in \mathbb{R}^2 \mapsto \tilde{\psi}_\varepsilon(x) \in \mathcal{A} = \mathcal{L}(\mathcal{H}) \) is \( C^s \) due to the presence of the regularization \( \varepsilon > 0 \) and the regularity of the Euclidean field \( \tilde{\psi} \) given in (67). The massive Gaussian free field \( \varphi \) has (local) regularity \( C^{-\kappa}_{\text{loc}} \) for arbitrarily small \( \kappa > 0 \), therefore, taking \( s > \kappa \), by a standard Besov estimates for Banach valued functions (see e.g. [178, 179]), we have, for any fixed \( \varphi \in C^{-\kappa}_{\text{loc}}(\mathbb{R}^2) \)

\[
\| V_h(\varphi, \tilde{\psi}) \|_A \lesssim \lambda \| \tilde{\psi} \|_{C^s(\mathcal{A})} \| h\varphi \|_{B^{-\kappa}_{1,1}(\mathbb{R}^2)} \lesssim \lambda \| h\varphi \|_{C^{-\kappa}(\mathbb{R}^2)}.
\]

It is also not difficult to see that the map \( V_h : C^{-\kappa} \rightarrow \mathcal{A} \) given by \( \varphi \mapsto V_h(\varphi, \tilde{\psi}) \) is linear and continuous in \( \varphi \), therefore measurable and that

\[
\omega \otimes \omega_{\varphi}(\tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n)e^{-V_h(\varphi, \tilde{\psi})}) = \omega(\tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n)\omega_{\varphi}(e^{-V_h(\varphi, \tilde{\psi})}))
\]
e.g. by proving this first for a piecewise approximation of \( \varphi \) and then taking the limit. Moreover we have (by the properties of the Bochner integral)

\[
\| \omega_{\varphi}(e^{-V_h(\varphi, \tilde{\psi})}) \|_A \leq \omega_{\varphi}(\exp(C|\lambda|\| h\varphi \|_{C^{-s}})) < \infty,
\]

for all \( \lambda \in \mathbb{R} \). We conclude that the averages in (68) are well defined since

\[
| (\omega \otimes \omega_{\varphi})(\tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n)e^{-V_h(\varphi, \tilde{\psi})}) | \leq \| \tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n)\omega_{\varphi}(e^{-V_h(\varphi, \tilde{\psi})}) \|_A < \infty.
\]

The strict positivity \( Z = \omega \otimes \omega_{\varphi}(e^{-V_h(\varphi, \tilde{\psi})}) > 0 \) has been proved in [42] via the Feynman–Kac formula and reflection positivity for cutoffs \( h \) which are symmetric with respect to. reflection in one spatial coordinate. In [100] the positivity of \( Z \) is proved in Lemma 4.1 there using the Matthew–Salam formula. Alternatively, provided \( \lambda \) is small enough one can use Remark 41 to assert that \( Z \neq 0 \).

By expanding the quantity \( \omega_{\varphi}(e^{-V_h(\varphi, \tilde{\psi})}) \in \mathcal{A} \) in power series and integrating away the Gaussian field we obtain

\[
\omega_{\varphi}(e^{-V_h(\varphi, \tilde{\psi})}) = e^{\mathcal{V}_h(\tilde{\psi})},
\]

with a purely fermionic potential given by

\[
\mathcal{V}_h(\tilde{\psi}) = \lambda^2 \int_{(\mathbb{R}^2)^2} (h\tilde{\psi} \cdot \psi)(x)G(x - y)(h\tilde{\psi} \cdot \psi)(y)dx dy.
\]

(70)

Here \( G = (m_b^2 - \Delta)^{-1} \) is the Green’s function of the operator \( (m_b^2 - \Delta) \) and, as before, \( m_b \) is the boson mass. This gives us the purely fermionic representation of the Schwinger functions (68) given by:
\[ \rho_{\varepsilon,h}^n(f_1, \ldots, f_n) := \omega_h^\varepsilon(\tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n)) = \frac{\omega(\tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n) e^{\mathcal{V}_h(\tilde{\psi})})}{\omega(e^{\mathcal{V}_h(\tilde{\psi})})}. \] (71)

Perturbation theory suggests that the boson field requires a mass renormalization \( \alpha_\varepsilon \) which depends on the fermion cutoff \( \varepsilon > 0 \). In theory one would need to modify the bosonic Gaussian field covariance to include a mass renormalization and let \( \varphi \) have covariance \( (m^2 - \Delta + \alpha_\varepsilon)^{-1} \) instead of the original \( (m^2 - \Delta)^{-1} \). However in this paper we will not discuss the removal of the UV cutoff and keep \( \varepsilon > 0 \) fixed. Therefore, for simplicity, we ignore this mass renormalization.

5.2 Stochastic quantization

In order to stochastically quantize the Yukawa model, we consider the Grassmannian differential equation

\[ d\tilde{\Psi}^h_t = ((\Delta - m^2 f) \tilde{\Psi}^h_t + \lambda^2 F_{h,rY}(\tilde{\Psi}^h_t))dt + d\tilde{B}_{\varepsilon,t}, \quad \tilde{\Psi}^h_t := (\Psi^h_t, \bar{\Psi}^h_t) : \mathbb{R}^2 \to \mathcal{A} \otimes \mathbb{C}^4 \]

(72)

where \( \Delta \) is the Laplacian on \( \mathbb{R}^2 \), the function \( F_{h,rY} \) is defined as

\[ F_{h,rY}(\tilde{\Psi}^h_t) = C_f a^{\varepsilon^2}_x \left[ \frac{h}{2} \left( \int_{\mathbb{R}^2} \mathcal{G}(y - \cdot) h(y) \tilde{\Psi}^h_t(y) \bar{\tilde{\Psi}}^h_t(y) dy \right) J \tilde{\Psi}^h_t \right], \]

with \( a_\varepsilon(x) = \varepsilon^{-2} a \left( \frac{x}{\varepsilon} \right), \varepsilon > 0, a : \mathbb{R}^2 \to \mathbb{R}^2 \) is regular enough function with compact support (see below for the more precise requirements), \( a^{\varepsilon^2}_x = a_\varepsilon \ast a_\varepsilon \), \( h : \mathbb{R}^2 \to \mathbb{R} \) is a smooth function (in the beginning with compact support, later on we will consider \( h \equiv 1 \)) and \( \mathcal{G} \) is the Green’s function of the elliptic operator \( (m^2 - \Delta)^{-1} \) and \( J : \mathbb{C}^4 \to \mathbb{C}^4 \) is given by

\[ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]

Finally, \( \tilde{B}_{\varepsilon,t} \) is a Brownian motion given by

\[ \tilde{B}_{\varepsilon,t}(v) = \Xi(\mathbb{1}_{(-\infty,t]} \otimes (a_\varepsilon \ast v)), \quad t \in \mathbb{R}, v \in \mathcal{S}(\mathbb{R}^2) \otimes \mathbb{C}^4, \]

where \( \Xi \) is a white noise on the pre-Hilbert space \( L^2(\mathbb{R}^+) \otimes \mathcal{S}(\mathbb{R}^2) \otimes \mathbb{C}^4 \subseteq L^2(\mathbb{R}^+) \otimes B_{2,2}^{-1/2}(\mathbb{R}^2) \otimes \mathbb{C}^4 \) equipped with the scalar product

\[ ((f, g)) = (f, (m^2 f - \Delta)^{-1/2} g)_{L^2(\mathbb{R}^+ \times \mathbb{R}^2) \otimes \mathbb{C}^4} \quad f, g \in L^2(\mathbb{R}^+) \otimes \mathcal{S}(\mathbb{R}^2) \otimes \mathbb{C}^4, \]

(73)

and having the bounded covariance \( \tilde{C}_f = (m^2 f - \Delta)^{-1/2} C_f \).
We claim that the stationary solution to the Grassmann SPDEs (72) is associated to the Yukawa measure \( \omega_h^Y (\cdot) = \omega (\cdot e^{Vh}) \). In particular it is the solution to the integral equation

\[
\tilde{\Psi}_t^h (v) = \lambda^2 \int_{-\infty}^{t} F_{h,rY} (\tilde{\Psi}_\tau^h) (e^{A(t-\tau)} v) d\tau + \tilde{B}_{\epsilon,t}^A (v), \quad t \in \mathbb{R}, \ v \in \mathbb{C}^4,
\]

where \( A = \Delta - m^2 \) and the regularized noise \( \tilde{B}_{\epsilon,t}^A \) is given by the expression

\[
\tilde{B}_{\epsilon,t}^A (v) = \tilde{\Xi} (\mathbb{I}_{(-\infty,t]} \otimes e^{A(t-\cdot)} (a_\epsilon * v)), \quad t \in \mathbb{R}, \ v \in \mathcal{S} (\mathbb{R}^2) \otimes \mathbb{C}^4,
\]

where \( \tilde{\Xi} \) is the white noise introduced above.

**Remark 59** From now on we will make the following assumption. We fix \( \delta > 0 \) and \( \gamma > 0 \), let \( \alpha = \gamma + 1/2 + 2\delta \) and take \( a \in B^{\alpha}_{1,\infty} (\mathbb{R}^2) \cap C^\alpha (\mathbb{R}^2) \). Again we recall that \( \epsilon > 0 \) will be kept fixed.

The results which we will prove is the following:

**Theorem 60** With the above notation and conditions on \( F_{h,rY} \) consider \( \alpha, \gamma, \delta \) and \( a \) as in Remark 59. Then for \( 0 \leq |\lambda| < \lambda_{\epsilon,h} \) small enough Eq. (72) admits a unique stationary solution \( \tilde{\Psi}_t^h \) in \( C^\gamma (\mathbb{R}^d, A) \otimes \mathbb{C}^4 \) given by (74). Furthermore we have that, for any \( k \geq 1 \), \( f_1, \ldots, f_k \in C^\infty (\mathbb{R}^2) \otimes \mathbb{C}^4 \) and \( t \in \mathbb{R} \),

\[
\omega^Y_r (\tilde{\psi} (f_1) \cdots \tilde{\psi} (f_k)) = \omega (\tilde{\Psi}_t^h (f_1) \cdots \tilde{\Psi}_t^h (f_k))
\]

where \( (\rho^h_r, \tilde{\psi}) \) is a regularized Yukawa model with spatial cut-off \( h \) given by (71).

Furthermore if \( 0 \leq |\lambda| < \lambda_{\epsilon,1} \) is small enough, and if we denote by \( \tilde{\Psi}_t \) the stationary solution to Eq. (72) with \( h \equiv 1 \), we have that for any \( f_1, \ldots, f_k \in C^\infty_c (\mathbb{R}^2) \otimes \mathbb{C}^4 \) and for any \( t \in \mathbb{R} \)

\[
\lim_{h_n \to 1} \omega^Y_r (\tilde{\psi} (f_1) \cdots \tilde{\psi} (f_k)) = \omega (\tilde{\Psi}_t (f_1) \cdots \tilde{\Psi}_t (f_k)).
\]

where \( (h_n)_{n \geq 1} \) is any sequence of smooth functions with compact support converging to 1 uniformly in \( C^{\gamma+\delta} \) on compact subsets of \( \mathbb{R}^2 \).

**Proof** We outline the idea of the proof while the details will constitute the rest of this section. The existence and uniqueness of stationary solution to Eq. (72) will be obtained in Lemma 64 thanks to the general theory of infinite dimensional Grassmannian SDE described in Sect. 4. The main difficulty is to prove equality (76) and the convergence of the limit (77). We proved the explicit “law” of the stationary solutions to Grassmannian SDE only for the finite dimensional case (see Theorem 40). For this reason we have to approximate the solutions \( \tilde{\Psi}_t^h \) with the stationary solution of finite dimensional equations. We can apply Theorem 40, and, then, obtain (76) and (77) by removing the various approximations and proving the convergence of the finite dimensional equation to the infinite dimensional one. This will be the subject of Lemma 70 and Lemma 73 which together with Eq. (81) will conclude the proof. \( \square \)
Remark 61 At a heuristic level the stochastic quantization equation is not unique and it could be of the form

\[ d\tilde{\Psi}^h_t = L \left( C_f \tilde{\Psi}^h_t + \frac{\delta V^h}{\delta \tilde{\Psi}}(\tilde{\Psi}^h_t) \right) dt + dB^L_t \]

where \( V^h \) is the (fermionic effective) potential, \( L \) is some linear operator and \( B^L \) is a suitable Gaussian noise whose covariance depends on \( L \). In order to apply the theory of Sects. 3.5 and 4, and so obtain the invariant measure as the “law” of the solution to the stationary equation, we need that the operator \( LC_f \) is (strictly) positive definite. This is the main reason of our choice \( L = C_f \).

As we discussed, we start by proving that, under the hypotheses of Theorem 60, Eq. (74) admits a unique solution.

Lemma 62 We have \( \tilde{B}^A_\epsilon \in \mathbb{C}^3(\mathbb{R}, \mathbb{C}^\gamma(\mathbb{R}^2, A) \otimes \mathbb{C}^4) \) and

\[ \sup_{t \in \mathbb{R}} \| \tilde{B}^A_\epsilon \|_{\mathcal{C}^{\gamma+2\delta}(\mathbb{R}^2, A) \otimes \mathbb{C}^4} < +\infty. \]

The proof of Lemma 62 is given in Sect. 5.4.

Lemma 63 For any \( s > 0 \), the function \( F_{h, rY} \) is well defined on \( \mathcal{C}^s(\mathbb{R}^d, A) \) into itself, it satisfies Definition 47. Furthermore we have \( \| F_{h, rY} \|_{\mathcal{C}^{s, \pi}} \lesssim \| h \|_{\mathcal{C}^s}. \)

Proof First we prove that \( F \in \mathcal{C}^s(\mathbb{R}^2, A^3; \Lambda^4_\pi(\mathcal{C}^s(\mathbb{R}^2) \otimes \mathbb{C}^4)) \). We start by noting that, if we denote by \( \delta_x \) the Dirac delta with unit mass at the point \( x \in \mathbb{R}^2 \), we have \( \delta_x \otimes e_i \in \mathcal{C}^{0s}(\mathbb{R}^2) \), for \( i = 1, \ldots, 4 \), where \( e_i \) is the projection on the component \( i \)-th of \( \mathbb{C}^4 \). Furthermore, since for \( s \notin \mathbb{N}, s > 0 \), \( \mathcal{C}^s(\mathbb{R}^2) \) is the space of \( s \) continuous Hölder functions, we have that for any \( 0 < s' < s \) and \( s' \notin \mathbb{N} \) the map \( x \mapsto \delta_x \otimes e_i \) is in \( \mathcal{C}^s(\mathbb{R}^2, \Lambda^4_\pi(\mathcal{C}^s(\mathbb{R}^2) \otimes \mathbb{C}^4)) \). This and the fact that, by Theorem 82, \( \mathcal{C}^s(\mathbb{R}^2, \Lambda^4_\pi(\mathcal{C}^s(\mathbb{R}^2) \otimes \mathbb{C}^4)) \) is a Banach algebra with respect to the multiplication \( \cdot \), imply that the map

\[ \tilde{F}(x) := h(x)((\delta_x \otimes e_1) \wedge (\delta_x \otimes e_3) + (\delta_x \otimes e_2) \wedge (\delta_x \otimes e_4)) \]

is \( s' \)-Hölder as a function from \( \mathbb{R}^2 \) into \( \Lambda^4_\pi(\mathcal{C}^{s}(\mathbb{R}^2) \otimes \mathbb{C}^4) \), with

\[ \| \tilde{F} \|_{\mathcal{C}^s(\mathbb{R}^2, \Lambda^4_\pi(\mathcal{C}^{s}(\mathbb{R}^2) \otimes \mathbb{C}^4))} \lesssim \| h \|_{\mathcal{C}^s}. \] (78)

where the constants in the symbol \( \lesssim \) do not depend on \( h \). On the other hand, by Theorem 80, \( G * \tilde{F} \in \mathcal{C}^{s'+2}(\mathbb{R}^2, \Lambda^4_\pi(\mathcal{C}^{s}(\mathbb{R}^2) \otimes \mathbb{C}^4)) \) which, if \( s - s' > 2 \), is contained in \( \mathcal{C}^{s}(\mathbb{R}^2, \Lambda^4_\pi(\mathcal{C}^{s}(\mathbb{R}^2) \otimes \mathbb{C}^4)) \). Since every component of \( F_{\epsilon, h, rY} \) is of the form \( (\nabla + m_f) a_s^{\epsilon 2} \ast ((h(x) \delta_x \otimes e_i) \wedge G * \tilde{F}) \), using the fact that, by Theorems 80 and 81, \( (\nabla + m_f) a_s^{\epsilon 2} \ast : \mathcal{C}^{s}(\mathbb{R}^2, A) \to \mathcal{C}^{s+1+2\alpha}(\mathbb{R}^2, A) \subset \mathcal{C}^{s}(\mathbb{R}^2, A) \) (since \( \alpha > \frac{1}{2} \) for the conditions in Remark 59) is a continuous operator, and by Theorem 82 we get the thesis. As byproduct of the previous reasoning we obtain also that \( \| F_{h, rY} \|_{\mathcal{C}^{s, \pi}} \lesssim \| h \|_{\mathcal{C}^s}. \)
This can be seen using the fact that, when $s > 0$, $\tilde{\Psi}_{s,t}$ is Hölder continuous in space and that $G$ decreases exponentially at infinity.

In order to finish the proof we have to show that $F_{h,rY}$ admits an approximation of the form required by Definition 47. This can be obtained by approximating the convolution by $G$ and $\alpha_\varepsilon$ (the regularizing function in the definition of $\tilde{\Psi}_s$) using a finite sum. Indeed, if $\mathcal{P}_n$ is a sequence of increasing (finite) partitions of the $\mathbb{R}^2$, we can approximate the integral $G * \tilde{F}(x)$ by the sum

$$S_n(x) = \sum_{D_i \in \mathcal{P}_n} \tilde{F}(x - x_i) \int_{D_i} G(y) dy, \quad x \in \mathbb{R}^2,$$

where $x_i \in D_i$ is any point in $D_i$. If we choose the sequence of partitions $\mathcal{P}_n$ in such a way that $\lim_{n \to +\infty} \left\{ \sup \int_{D_i} G(y) dy \right\} = 0$, we have that, as $n \to \infty$, $S_n \to G * \tilde{F}$ in $C^{s'}(\mathbb{R}^2, \Lambda_{\pi}(C^{s*}(\mathbb{R}^2) \otimes \mathbb{C}^4))$, whenever $s' < s$. The convolution with $(C_{f \alpha_\varepsilon^2})$ can be handled in a similar way, completing the proof. ☐

Using the previous two lemmas we are in a position to prove the following.

**Lemma 64** There exist constants $K, \lambda_* > 0$ depending on $m_f, m_b$ and $\|h\|_{C^{s'}}$, such that if $|\lambda| \leq \lambda_*$ there exists a unique solution to the stationary Eq. (74) which is uniformly bounded in $C^\gamma(\mathbb{R}^d, A) \otimes \mathbb{C}^4$ with bound $K$.

**Proof** The proof is based on Theorems 55 and 56, whose hypotheses are satisfied in this setting because of Lemmas 62 and 63. The uniformity on the constant $K$ and the bound $\lambda_*$ on the admissible $\lambda$ follows from Lemma 63, Theorem 52 and the inequalities (63). ☐

### 5.3 Approximation

In this subsection we introduce the finite dimensional approximations of both the Yukawa measure $\omega_{rY}$ and the stochastic differential equation in order to establish the stochastic quantization connection. These approximation consist in making the spatial dependence periodic with period $R$ and the performing a Galerkin approximation with the first $N$ Fourier modes. Removal of these approximation will be done by first passing to the $N \to \infty$ limit and then to the $R \to \infty$ limit.

Consider the torus

$$T^2_R = \mathbb{R}^2/(2\pi R \mathbb{Z})^2$$

for $R > 0$. Hereafter we often identify $T^2_R$ with the square $(-\pi R, \pi R]^2 \subset \mathbb{R}^2$. We define the periodic version $\tilde{\psi}_R$ of the Fermion field $\tilde{\psi}$, in the following way: consider $f \in C^\infty(T^2_R)$ then we write

$$\tilde{\psi}_R(f) := \tilde{\chi}(K^{-1}(\int_{T^2_R} K_{T^2_R} (\alpha_\varepsilon *_{T^2_R} f)))$$
where \(*_{\mathbb{R}}^2\) is the convolution in \(\mathbb{T}_R^2\), \(a_{\varepsilon}\) is identified with its restriction to \((-\pi R, \pi R)^2\), the operator \(K_{\mathbb{T}_R^2} : C^\infty(\mathbb{T}_R^2) \to C^\infty(\mathbb{T}_R^2)\) has the form

\[
K_{\mathbb{T}_R^2} = (m_f^2 - \Delta)^{-1} C_f = (m_f^2 - \Delta)^{-1} \begin{pmatrix} 0 & (\nabla + m_f) \\ -(\nabla + m_f)^T & 0 \end{pmatrix}.
\]

we identify the function \(\mathbb{I}_{\mathbb{T}_R^2}(\cdot)g(\cdot) : \mathbb{T}_R^2 \to \mathbb{R}\) (where \(g : \mathbb{T}_R^2 \to \mathbb{R}\)) with the function which is equal to \(g\) on \(\mathbb{T}_R^2\) and 0 otherwise, and \(K^{-1} : L^2(\mathbb{R}^2) \otimes \mathbb{C}^4 \to H^1(\mathbb{R}^2) \otimes \mathbb{C}^4\) is the inverse of the operator \(K\) defined in Eq. (65). The map \(x \mapsto \tilde{\psi}_R(x)\) is in the space \(C^{\gamma + 2\delta}(\mathbb{T}_R^2, \mathcal{A})\) and it is uniformly bounded in \(\mathcal{A}\) (where \(\gamma, \delta \in \mathbb{R}_+\) are the constants of Remark 59). Furthermore, if we denote by

\[
\tilde{\psi}_R^p(f) := \tilde{\psi}_R(Q_R(f)), \quad Q_R(f(x)) := \sum_{n \in \mathbb{Z}^2} f(x - 2\pi R n), x \in \mathbb{T}_R^2,
\]

i.e. the periodic extension of \(\tilde{\psi}_R\) to the whole \(\mathbb{R}^2\), we have

\[
\sup_{x \in \mathcal{K}} \|\tilde{\psi}_R^p(x) - \tilde{\psi}(x)\|_{\mathcal{A} \otimes \mathbb{C}^4} \to 0,
\]

uniformly on compacts \(\mathcal{K} \subset \mathbb{R}^2\) as \(R \to \infty\). A proof of this statement can be obtained in a way similar to Lemma 72 (see Sect. 5.4) and is based on the fact that the correlation function of \(\tilde{\psi}_R\) converges to the one of \(\tilde{\psi}\). As a consequence, if we define the functional \(\mathcal{V}_{R,h} : C^0(\mathbb{T}_R^2, \mathcal{A} \otimes \mathbb{C}^4) \to \mathbb{R}\) as

\[
\mathcal{V}_{R,h}(\tilde{\psi}_R) := \int_{\mathbb{T}_R^2} h(x) h(y) (\psi_R(x) \tilde{\psi}_R(x)) G_R(x - y) (\psi_R(y) \tilde{\psi}_R(y))(y) \, dx \, dy,
\]

where \(G_R : \mathbb{T}_R^2 \to \mathbb{R}\) is the function \(G_R(x) := \sum_{n \in \mathbb{Z}^2} G(x - 2\pi R n)\), we have

\[
\omega(\tilde{\psi}(f_1), \ldots, \tilde{\psi}(f_n), e^{V_R(\psi)}) = \lim_{R \to \infty} \omega \left( \tilde{\psi}_R^p(f_1) \cdots \tilde{\psi}_R^p(f_n) e^{|V_{R,h}(\tilde{\psi}_R)|} \right) = \lim_{R \to \infty} \omega(\tilde{\psi}_R(f_1) \cdots \tilde{\psi}_R(f_n) e^{|V_{R,h}(\tilde{\psi}_R)|}) \tag{80}
\]

for all compactly supported \(f_1, \ldots, f_n, h \in \mathcal{S}(\mathbb{R}^2)\) (where we used the fact that if the support of \(f_1, \ldots, f_n, h\) is contained in \(\mathbb{T}_R^2 = (-\pi R, \pi R)^2\), then \(Q_R(f_1) = f_1, \ldots, Q_R(f_n) = f_n, Q_R(h) = h\), and \(h_R\) is the periodic extension of \(h_{\mathbb{T}_R^2}\) defined in Remark 68 below.

Let now \((e_k)_{k \in \mathbb{Z}^2}\) be the orthonormal Fourier basis of \(L^2(\mathbb{T}_R^2)\) and \(P_N : L^2(\mathbb{T}_R^2) \to L^2(\mathbb{T}_R^2)\) be the orthogonal projection to the closed subspace generated by \(\{e_k : k \in \mathbb{Z}^2, |k| \leq N\}\). Let \(\tilde{\psi}_{N,R} := P_N \tilde{\psi}_R\) and observe again that \(\|\tilde{\psi}_{N,R}(x) - \tilde{\psi}_R(x)\|_{C^\alpha(\mathbb{T}_R^2)} \to 0\) as \(N \to \infty\), for any \(0 < \alpha < \gamma + 2\delta\) (where \(\gamma, \delta \in \mathbb{R}_+\) are the constants of Remark 59) and therefore

\[\square\]
\[
\omega(\tilde{\psi}(f_1) \cdots \tilde{\psi}(f_n)e^{\mathcal{V}_k(\tilde{\psi})}) = \lim_{R \to \infty} \lim_{N \to \infty} \omega(\tilde{\psi}_{N,R}(f_1) \cdots \tilde{\psi}_{N,R}(f_n)e^{\mathcal{V}_{R,k}(\tilde{\psi}_{N,R})}).
\]  
(81)

Consider the finite set \(\Lambda_N = \{k \in \mathbb{Z}^2 : |k| \leq N\}\) and let

\[
\tilde{\theta}(k) := \int_{\mathbb{T}^2_R} e_k(x)\tilde{\psi}_{N,R}(x)dx, \quad k \in \Lambda_N.
\]

We can show easily that \((\tilde{\theta}(k))_{k \in \Lambda_N}\) is a Grassmann Gaussian vector with covariance given by

\[
\omega(\tilde{\theta}_\alpha(k)\tilde{\theta}_\beta(\ell)) = \delta_{k+\ell=0} \begin{pmatrix}
0 & (i \ell + m_f)^{-1} \\
-(i \ell + m_f)^{-1} & 0
\end{pmatrix}_{\alpha,\beta}
\]

where \(\alpha, \beta = 1, \ldots, 4\) denote the canonical coordinates in \(\mathbb{C}^4\) and \(k, \ell \in \Lambda_N\). Moreover

\[
\tilde{\psi}_{N,R}(x) = \sum_{k \in \Lambda_N} e_k(x)\tilde{\theta}(k), \quad x \in \mathbb{T}^2_R
\]

and \(\tilde{\psi}_{N,R} = a_\varepsilon \ast_{T^2_R} \tilde{\psi}_{N,R}\) where the convolution is done on \(\mathbb{T}^2_R\) as indicated. After the approximation of the measure we need also to approximate accordingly Eq. (72).

First we approximate the noise \(B_{\varepsilon,t}^A\) by a periodic noise

\[
B_{\varepsilon,R,t}^A(v) = \tilde{\Xi}_\varepsilon(\mathbb{I}_{(-\infty, t]}(\cdot) \otimes (\mathbb{I}_{\mathbb{T}^2_R} e^{(\Delta-m_f^2)(t-\cdot)}(a_\varepsilon \ast_{T^2_R} v))), \quad v \in C^\infty(\mathbb{T}^2_R),
\]

and we define the stationary solution to the equation with periodic noise

\[
\tilde{\Psi}_{R,t}^h(v) = \lambda^2 \int_{-\infty}^{t} F_{h,R,Y}^{\mathbb{T}^2_R}(\tilde{\Psi}_{R,t}^h(v)) e^{(\Delta-m_f^2)(t-\tau)}v d\tau + \tilde{B}_{\varepsilon,R,t}^A,
\]  
(83)

where the nonlinearity \(F_{h,R,Y}^{\mathbb{T}^2_R}\) is given by

\[
F_{h,R,Y}^{\mathbb{T}^2_R}(\tilde{\Psi}_{R,t}^h) = -\left(C_f a_\varepsilon^* \ast \left[\int_{\mathbb{T}^2_R} \mathcal{G}_R(y-\cdot)h(y)\tilde{\Psi}_{R,t}^h(y)dy\right]J\tilde{\Psi}_{R,t}^h, v\right)
\]

and \(\mathcal{G}_R(x) := \sum_{n \in \mathbb{Z}^2} \mathcal{G}(x - 2\pi Rn)\). We can finally introduce a finite dimensional approximation to Eq. (83) as

\[
\tilde{\Psi}_{N,R,t}^h(v) = \lambda^2 \int_{-\infty}^{t} F_{h,R,Y}^{\mathbb{T}^2_R}(P_N\tilde{\Psi}_{N,R,t}^h) e^{(\Delta-m_f^2)(t-\tau)}v d\tau + \tilde{B}_{\varepsilon,R,t}^A.
\]  
(84)
Remark 65 We call Eq. (84) finite dimensional not because its solution $\tilde{\Psi}^{h}_{N,R,t}$ is a finite dimensional Grassmannian process but because $P_N(\tilde{\Psi}^{h}_{N,R,t})$ solves the finite dimensional nonlinear SDE and

$$(I - P_N)(\tilde{\Psi}^{h}_{N,R,t}) = (I - P_N)(\tilde{B}^{A}_{e,R,t}).$$

Remark 66 The drift $P_N(F_{h,rY}^{\tau_{R}^{2}}(P_N(\tilde{\Psi}^{h}_{N,R,t})))$ of the finite dimensional process $P_N(\tilde{\Psi}^{h}_{N,R,t})$ is given by

$$P_N(F_{h,rY}^{\tau_{R}^{2}}(P_N(\tilde{\Psi}^{h}_{N,R,t}))(v) = -\frac{1}{2} \langle P_N a^{v^{2}}_{\epsilon} \ast C_{f} \partial_{R} U(P_N \tilde{\Psi}^{h}_{N,R,t}), v \rangle$$

where

$$U(P_N(\tilde{\Psi})) = \mathcal{V}_{R,h}(P_N(\tilde{\Psi})).$$

Remark 67 Lemma 63 holds for the drift of Eq. (83), and it is easy to generalize Lemma 62 to the OU process $(\tilde{B}^{A}_{e,R,t})_{t\in\mathbb{R}}$. This implies that it is possible to generalize Lemma 64 to Eq. (83) proving existence and uniqueness of its global solution (when $|\lambda|$ is small enough). Finally, it is important to note that the bound $K$ on the solution $\tilde{\Psi}^{h}_{R,t}$ to Eq. (83), and the bounds on the constant $|\lambda|$ can be chosen independent of $h$ when $\|h\|_{C_{Y}} < C$ for some constant $C > 0$.

Remark 68 The processes $\tilde{\Psi}^{h}_{R,t}$ and $\tilde{\Psi}^{h}_{N,R,t}$ take values in $C^{\gamma+2\delta}(\mathbb{T}^{2}_{R}, \mathcal{A})$. On the other hand we can look at the processes $\tilde{\Psi}^{h}_{R,t}$ and $\tilde{\Psi}^{h}_{N,R,t}$ as functions in $C^{\gamma+2\delta}(\mathbb{R}^{2}, \mathcal{A})$ which are periodic (in both the coordinates) of period $2\pi R$. More precisely, we denote by $\tilde{\Psi}^{p,h}_{R,t} := \tilde{\Psi}^{h}_{R,t} \circ Q_{R}$ and $\tilde{\Psi}^{p,h}_{N,R,t} := \tilde{\Psi}^{h}_{N,R,t} \circ Q_{R}$ the periodic extensions of $\tilde{\Psi}^{h}_{R,t}$ and $\tilde{\Psi}^{h}_{N,R,t}$ to the whole $\mathbb{R}^{2}$. The process $\tilde{\Psi}^{p,h}_{R,t}$ solves the Grassmannian SDE (on $\mathbb{R}^{2}$)

$$\tilde{\Psi}^{p,h}_{R,t}(v) = \lambda^{2} \int_{-\infty}^{t} F_{h,rY}(\tilde{\Psi}^{p,h}_{R,t})(e^{(\Delta-m^{2})\tau}) d\tau + \tilde{B}^{A}_{e,R,t} \circ Q_{R}(v)$$

where $h_{R} : \mathbb{R}^{2} \to \mathbb{R}$ is the $2\pi R$ periodic function defined as

$$h_{R}(x) = \sum_{n\in\mathbb{Z}^{2}} h(x - 2\pi R n),$$

and $F_{h,rY}$ is the same nonlinearity as $F_{h,rY}$ where the function $h$ is replaced by $h_{R}$.

At this point we are in position to establish the stochastic quantization connection between the approximate measure and the approximate equation, as follows.
Lemma 70 Suppose that the support of $h$ is contained in $\mathbb{T}^2_R$ for some $R > 0$, then for $|\lambda|$ small enough (that can be chosen in a way independent of the spatial cut-off $h$ and of $N$, $R$), $N \in \mathbb{N}$, $t \in \mathbb{R}$, we have that for any $k \geq 1$ and $f_1, \ldots, f_k \in P_N L^2(\mathbb{T}^2_R)$,

$$
\omega(\tilde{\psi}_R(P_N(f_1)) \cdots \tilde{\psi}_R(P_N(f_k)) e^{V_{R,h}(P_N(\psi_R)))} = \omega(\tilde{\psi}_{N,R,t}^h(f_1) \cdots \tilde{\psi}_{N,R,t}^h(f_k)) \omega(e^{V_{R,h}(P_N(\psi_R))})
$$

where $V_{R,h}$ is defined in Eq. (79).

Proof The proof is based on the fact that for any $f_k \in P_N L^2(\mathbb{T}^2_R)$ we have $\tilde{\psi}_{N,R,t}^h(f_k) = P_N(\tilde{\psi}_{N,R,t}^h(f_k))$ and on Theorem 40, Remarks 65 and 66.

It remains now to remove the approximations, first letting $N \to \infty$ and then $R \to \infty$.

Lemma 70 Suppose that $h$ has compact support contained in $\mathbb{T}^2_R$ for some $R > 0$, then for $|\lambda|$ small enough, any $0 < q < \gamma$, we have that

$$
\tilde{\psi}_{N,R,t}^h \to \tilde{\psi}_{R,t}^h
$$

in $\mathcal{G}^q(C^{\infty}(\mathbb{T}^2_R) \otimes \mathbb{C}^4)$ when $N \to +\infty$, uniformly in $t \in \mathbb{R}$. Therefore, for any $k \geq 1$, $f_1, \ldots, f_k \in C^{\infty}(\mathbb{T}^2_R) \otimes \mathbb{C}^4$, $R > 0$, and any $t \in \mathbb{R}$ we have

$$
\omega(\tilde{\psi}_R(f_1) \cdots \tilde{\psi}_R(f_k) e^{V_{R,h}(\psi_R)}) = \omega(\tilde{\psi}_{R,t}^h(f_1) \cdots \tilde{\psi}_{R,t}^h(f_k)) \omega(e^{V_{R,h}(\psi_R)}). \quad (85)
$$

Proof Recalling Definition 54 we see that we can take $\lambda_A = m_2^2$ in our case. Then we have that the difference $\tilde{\psi}_{N,R,t}^h - \tilde{\psi}_{R,t}^h$ satisfies the following inequality:

$$
\frac{\|\tilde{\psi}_{N,R,t}^h - \tilde{\psi}_{R,t}^h\|_{\mathcal{C}^q}}{\lambda^2} \leq \int_{-\infty}^{t} e^{-\lambda_A(t-\tau)} \| (I - P_N) F_{h,r,y}^2 (P_N(\tilde{\psi}_{N,R,t}^h)) \|_{\mathcal{C}^q} d\tau +

+ \int_{-\infty}^{t} e^{-\lambda_A(t-\tau)} g_F(\max(\|\tilde{\psi}_{N,R,t}^h\|_{\mathcal{C}^q}, \|P_N\tilde{\psi}_{N,R,t}^h\|_{\mathcal{C}^q})) \times

\times (\|\tilde{\psi}_{N,R,t}^h - P_N\tilde{\psi}_{N,R,t}^h\|_{\mathcal{C}^q}) d\tau +

+ \int_{-\infty}^{t} e^{-\lambda_A(t-\tau)} g_F(\max(\|\tilde{\psi}_{N,R,t}^h\|_{\mathcal{C}^q}, \|\tilde{\psi}_{R,t}^h\|_{\mathcal{C}^q})) \times

\times (\|\tilde{\psi}_{N,R,t}^h - \tilde{\psi}_{R,t}^h\|_{\mathcal{C}^q}) d\tau.
$$

Using Gronwall inequality we obtain that

$$
\|\tilde{\psi}_{N,R,t}^h - \tilde{\psi}_{R,t}^h\|_{\mathcal{C}^q} \lesssim (\|I - P_N\|_{\mathcal{L}(\mathcal{C}^q,\mathcal{C}^q)}) \left(1 + \int_{-\infty}^{t} \exp(- (\lambda_A - \lambda^2 g_F(K))(t-\tau)) d\tau \right).
$$
Since $\lambda$ is small we have that $\lambda A - \lambda^2 g_F(K) > 0$ (this is exactly the request (63) for $\lambda^2 \leq \lambda_0$). This means that

$$\| \tilde{\Psi}_N^{h} - \tilde{\Psi}_R^{h} \|_{C^q} \lesssim (\| I - P_N \|_{L(C^q, C^q)}).$$

On the other hand, since $\gamma > q$ by assumption, we have $\| I - P_N \|_{L(C^q, C^q)} \to 0$ as $N \to +\infty$. The thesis is proved noting that the convergence $\tilde{\Psi}_N^{h} \to \tilde{\Psi}_R^{h}$ is uniform in $t$. Equation (85) is then an easy consequence of this convergence. □

In order to tackle the $R \to \infty$ limit and the infinite volume limit and prove Theorem 60 we have to introduce weighted Besov spaces (see the “Appendix B” and [181] for the details). Let $\ell \in \mathbb{R}$ and consider $\rho_{\ell} : \mathbb{R}^d \to \mathbb{R}_+$ defined by $\rho_{\ell}(x) = (1 + |x|^2)^{-\ell/2}$, $x \in \mathbb{R}^d$. Consider the following norm on $S'((\mathbb{R}^d) \otimes A$

$$\|u\|_{C^s_{\ell}(\mathbb{R}^d, A)} = \sup_{j \geq -1} \sup_{x \in \mathbb{R}^d} 2^j \| \Delta_j u(x) \rho_{\ell}(x) \|_A, \quad s \in \mathbb{R}.$$ 

Define the space $C^s_{\ell}(\mathbb{R}^d, A)$ as the subspace of $S'(\mathbb{R}^d) \otimes A$ where $\| \cdot \|_{C^s_{\ell}(\mathbb{R}^d, A)}$ is finite. We define also $G^s_{\ell}(V) = C^s_{\ell}(\mathbb{R}^d, A) \cap G^{-\infty}(V)$ (recall that $V = S(\mathbb{R}^d) \otimes \mathbb{R}^n$ or $S(\mathbb{R}^d) \otimes \mathbb{C}^n$ for some $n \geq 1$) and the distance $d_{G^s_{\ell}(V)}(X - Y) := \| X - Y \|_{C^s_{\ell}(\mathbb{R}^d, A)}$.

**Remark 71** It is important to note that, by Theorem 79 below,

$$\sup_{x \in \mathbb{R}^d} \| \Delta_j u(x) \rho_{\ell}(x) \|_A \sim \sup_{x \in \mathbb{R}^d} \| \Delta_j (\rho_{\ell} u)(x) \|_A,$$

where $\sim$ means that both quantities considered can be bounded from above and from below by some positive constant times the other quantity.

Hereafter we identify $B^A_{\epsilon, R, t}$ (that in principle is defined on $\mathbb{T}_R^2$) with the periodic extension $\tilde{B}^A_{\epsilon, R, t} := B^A_{\epsilon, R, t} \circ Q_R$ of $B^A_{\epsilon, R, t}$ to $\mathbb{R}^2$.

**Lemma 72** Let $\gamma$, $\delta$ be as stated in Remark 59, for any $s < \gamma + 2\delta$ and any $\ell > 0$ we have that

$$\sup_{t \in \mathbb{R}} d_{G^s_{\ell}(V)}(\tilde{B}^A_{\epsilon, t}, B^A_{\epsilon, R, t}) \to 0$$

when $R \to +\infty$.

The proof of Lemma 72 is postponed to Sect. 5.4.

**Lemma 73** Let $|\lambda|$ be sufficiently small and $0 < q < \gamma$, then

$$\tilde{\Psi}_{R, t}^{h, R} \to \tilde{\Psi}_t^{h},$$

in $G^q_{\ell}(S(\mathbb{R}^2) \otimes \mathbb{C}^4)$ uniformly in $t \in \mathbb{R}$ when $R \to +\infty$ (where $\tilde{\Psi}_{R, t}^{h, R} := \tilde{\Psi}_{R, t}^{h} \circ Q_R$ is defined in Remark 68). Moreover, let $(h_n : \mathbb{R}^2 \to \mathbb{R})_{n \geq 1}$ be a sequence of smooth
functions with compact supports converging to 1 uniformly on compacts in the norm of $C^\gamma$ and with a uniform bound in $C^\gamma$, $\gamma > 0$. We have also

$$\tilde{\Psi}_t^{h_n} \to \tilde{\Psi}_t,$$

in $G^\ell_t(S(\mathbb{R}^2) \otimes \mathbb{C}^4)$, for any $\ell > 0$ and uniformly in $t \in \mathbb{R}$ when $n \to +\infty$.

**Remark 74** Since $\tilde{\Psi}_{R,t}^{h,R}(x) = \tilde{\Psi}_t^h(x)$ for any $x \in \mathbb{T}_R^2 = (-\pi R, \pi R)^2$, Lemma 73 implies that, for any $K \subset \mathbb{R}^2$ compact set, which is a subset of $\mathbb{T}_R^2$ for $R$ big enough, we get

$$\sup_{x \in K} \| \tilde{\Psi}_{R,t}^h(x) - \tilde{\Psi}_t^h(x) \|_{A \otimes \mathbb{C}^4} \to 0$$

as $R \to +\infty$.

**Proof of Lemma 73** The proof is based on the fact that for any $\tilde{\Psi}_1, \tilde{\Psi}_2 \in G^\gamma_t(S(\mathbb{R}^2) \otimes \mathbb{C}^4)$ (it is important to note that in these spaces we take the constant weight) we have, by Theorem 82 in “Appendix B”,

$$\| F_{R,R,Y}(\tilde{\Psi}_1) - F_{R,R,Y}(\tilde{\Psi}_2) \|_{C^\ell_t(\mathbb{R}^2, A \otimes \mathbb{C}^4)} \lesssim g_F(\max(\| h_R \tilde{\Psi}_1 \|_{C^q}, \| h R \tilde{\Psi}_1 \|_{C^q}, \| R \tilde{\Psi}_2 \|_{C^q})) \times$$

$$\times \left( \| h \|_{C^q} \| \tilde{\Psi}_1 - \tilde{\Psi}_2 \|_{C^q_t(\mathbb{R}^2, A \otimes \mathbb{C}^4)} + \| \Psi_1 \|_{C^q_0(\mathbb{R}^2, A \otimes \mathbb{C}^4)} \| h R - h \|_{C^q}\right), \quad (86)$$

where $g_F$ is the function in Remark 53, $h$ the IR cut-off in Definition 58, and $h_R$ is the periodicization of $h$ (see Remark 68). Using a reasoning similar to the one exploited in the proof of Lemma 70 we get, for any $t \in \mathbb{R}$,

$$\| \tilde{\Psi}_t^{h,R} - \tilde{\Psi}_t^h \|_{C^q_t(\mathbb{R}^2, A \otimes \mathbb{C}^4)} \lesssim \left( \| h_R - h \|_{C^q} + \sup_{\tau \in \mathbb{R}} \| \tilde{B}_t^{A,R} - \tilde{B}_t^{A,R}\|_{C^q_t(\mathbb{R}^2, A \otimes \mathbb{C}^4)} \right) \times$$

$$\times \left( 1 + \int_{-\infty}^t \exp(-(\lambda A - \lambda^2 g_F(K))(t - \tau))d\tau \right).$$

By $|\lambda|$ small enough, the bound converges to 0 as $R \to +\infty$ uniformly in $t \in \mathbb{R}$, since, by Lemma 72,

$$\lim_{R \to +\infty} \sup_{\tau \in \mathbb{R}} \| \tilde{B}_t^{A,R} - \tilde{B}_t^{A,R}\|_{C^q_t(\mathbb{R}^2, A \otimes \mathbb{C}^4)} \to 0$$

and $\| h_R - h \|_{C^q} \to 0$, as $R \to +\infty$, by the definition of $h_R$.

For the convergence $\tilde{\Psi}_t^{h_n} \to \tilde{\Psi}_t$ when $h_n \to 1$, the proof is similar considering that in the inequality corresponding to (86) we will have $\| h_n - 1 \|_{C^q}$ instead of $\| h_R - h \|_{C^q}$ which converges to 0, as $n \to +\infty$, by hypothesis, when $\ell > 0$. 

$\square$
5.4 Some auxiliary results

We close this section with the proofs of Lemma 62 on the regularity of the noise $B^A_{\varepsilon,t}$ and of Lemma 72 on the convergence of the periodic noise $B^A_{\varepsilon,R,t}$ as $R \to \infty$.

**Proof of Lemma 62** Since, by the requirement of Remark 59 and by Theorem 81 in “Appendix B”, the map $a_{\varepsilon,*}$ improves the Besov regularity by $\alpha$ (namely $a_{\varepsilon,*} : C^s \to C^{s+\alpha}$ for any $s \in \mathbb{R}$) it is enough to prove that (see Eq. (75))

$$\tilde{B}^A_{0,t} := \tilde{\mathbb{E}}(\langle_{-\infty,t} \otimes e^{A(t-1)} (v))$$

is in $C^\delta(\mathbb{R}, C^{-\frac{1}{2} - 2\delta}(\mathbb{R}^2, A) \otimes \mathbb{C}^4)$. By definition of Grassmann Gaussian random variables, if $K_i \in \mathcal{S}(\mathbb{R}^2)$ is the function corresponding to the Littlewood–Paley block $\Delta_i$ (i.e. $K_i = \tilde{\phi}_i$ the inverse Fourier transform of the dyadic partition of the unity $\{\phi_i\}_{i \geq -1}$, see “Appendix B” for the precise definition), we have

$$\sup_{x \in \mathbb{R}^2} \| \Delta_i \tilde{B}_{0,t} - \Delta_i \tilde{B}_{0,s} \|_{A \otimes C^1} \lesssim$$

$$\lesssim \| \langle_{-\infty,s} (e^{(\Delta - m^2)(t-\tau)} (-\Delta + m^2)^{1/4}(K_i) - \langle_{-\infty,s} (e^{(\Delta - m^2)(s-\tau)} (m^2_f - \Delta)^{1/4}(K_i) \|_{L^2(\mathbb{R}^2 \times \mathbb{R})} +$$

$$\| \langle_{-\infty,s} (e^{(\Delta - m^2)(t-s)} e^{-(\Delta - m^2)(s-\tau)} (m^2_f - \Delta)^{1/4}(K_i) \|_{L^2(\mathbb{R}^2 \times \mathbb{R})} +$$

$$\lesssim \left( \int_{\mathbb{R}^2} \int_s^t \phi_i(p)^2 e^{-2(|p|^2 + m^2_f)(t-\tau)} |p| dp d\tau \right)^{1/2} +$$

$$+ \left( \int_{\mathbb{R}^2} \int_s^t \left( \int_0^{t-s} |p|^2 e^{-(|p|^2 + m^2_f)k} dk \right)^2 \phi_i(p)^2 e^{-2(|p|^2 + m^2_f)(s-\tau)} |p| dp d\tau \right)^{1/2}$$

$$\lesssim \left( \int_{2^{-1} \leq |p| \leq 2^j} \left( \int_0^{t-s} \frac{1}{\tau^{1-2\delta}} d\tau \right) |p|^{-1+4\delta} dp \right)^{1/2} +$$

$$+ \left( \int_{2^{-1} \leq |p| \leq 2^j} \left( \int_0^{t-s} \frac{1}{k^{1-\delta}} dk \right)^2 |p|^{-1+4\delta} dp \right)^{1/2}$$

$$\lesssim 2^j \left( \frac{1}{t-s} \right)^{\delta}.$$ 

From this, the lemma follows by the definition of the norm of the Besov space $C^{-\frac{1}{2} - 2\delta}(\mathbb{R}^2, A)$. 

**Proof of Lemma 72** Using a method similar to the one in the proof of Lemma 62, it is simple to see that

$$\sup_{R > 1} \sup_{t \in \mathbb{R}} \| (\Delta + 1) \tilde{B}^A_{\varepsilon,R,t} \|_{C^{\gamma + 2\delta - 2}(\mathbb{R}^2, A) \otimes \mathbb{C}^4} < +\infty,$$

\(\Box\) Springer
which implies that, for any \( s < \gamma + \delta \), we have
\[
\| \Delta_i (\tilde{B}_{e,R,t}^A - \tilde{B}_{e,t}^A) \|_{\infty} \leq C_1 2^{-i(\gamma+2\delta)}
\]  
(87)
where the constant \( C_1 \in \mathbb{R}_+ \) does not depend on \( i \) and \( R > 1 \). This means that, fixing \( s < s' < \gamma + 2\delta \), we have
\[
\| \tilde{B}_{e,R,t}^A - \tilde{B}_{e,t}^A \|_{C_i'(\mathbb{R}^2,A) \otimes \mathbb{C}^4} \lesssim \sum_{i \geq -1} 2^{is'} \| \Delta_i (\tilde{B}_{e,R,t}^A - \tilde{B}_{e,t}^A) \rho \|_{\infty}
\]  
(88)
and, thus by the uniform estimate (87) and Lebesgue’s dominated convergence theorem, if, for any \( i \geq -1 \), \( \| \Delta_i (\tilde{B}_{e,R,t}^A - \tilde{B}_{e,t}^A) \rho \|_{\infty} \to 0 \) as \( R \to +\infty \), then
\[
\| \tilde{B}_{e,R,t}^A - \tilde{B}_{e,t}^A \|_{C_i'(\mathbb{R}^2,A) \otimes \mathbb{C}^4} \to 0 \text{ as } R \to +\infty,
\]
and, by inequality (88),
\[
\| \tilde{B}_{e,R,t}^A - \tilde{B}_{e,t}^A \|_{C_i'(\mathbb{R}^2,A) \otimes \mathbb{C}^4} \to 0 \text{ as } R \to +\infty.
\]
Fix \( i \geq 1 \), then we have
\[
\| \Delta_i (\tilde{B}_{e,R,t}^A - \tilde{B}_{e,t}^A)(x) \rho(x) \|_{\mathcal{A} \otimes \mathbb{C}^4} \leq
\leq \| \rho(x) \Xi_R (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{[-\kappa R, R]^2})
\]
\[
- \rho(x) \Xi (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{([-\kappa R, R]^2)^c}) +
\]
\[
+ \| \rho(x) \Xi_R (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{([-\kappa R, R]^2)^c}) A \otimes \mathbb{C}^4
\]
\[
\leq \| \rho(x) \Xi_R (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{([-\kappa R, R]^2)^c}) A \otimes \mathbb{C}^4 +
\]
\[
+ \| \rho(x) \Xi (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{([-\kappa R, R]^2)^c}) A \otimes \mathbb{C}^4,
\]  
(89)
where \( \tilde{K}_i \) is given by
\[
\tilde{K}_i (x) := (m_f^2 - \Delta)^{1/4} (K_i),
\]
\( K_i \) being the function related to the block \( i \)-th Littlewood–Paley, i.e. \( \Delta_i f = K_i \ast f \), \( \mathcal{G}_t \) is the Green’s function of the operator \( e^{-(m_f^2 - \Delta)t} \), and where we use that
\[
\Xi_R (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{[-\kappa R, R]^2}) = \Xi (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{[-\kappa R, R]^2})
\]
since they coincide on \([ -\kappa R, R]^2 \) for any \( 0 \leq \kappa < \frac{1}{2} \). We focus on the term \( J(x) := \| \rho(x) \Xi (\tilde{K}_i (x - \cdot) \mathcal{G}_t(\cdot) \|_{([-\kappa R, R]^2)^c}(\cdot) \|_{\mathcal{A} \otimes \mathbb{C}^4.} \) In this case we can write for \( |x| > \kappa_1 R \)
\[
J(x) \lesssim \frac{1}{(\kappa_1 R)^d} \sup_{x \in \mathbb{R}^2} \left\| \int_0^{+\infty} \int_{\mathbb{R}^4} \tilde{K}_i(x - y_1) \tilde{K}_i(x - y_2)
\right\|
\]
\[
\times \left( \int_{([-\kappa R, R]^2)^c} \mathcal{G}_t(y_1 - z) \mathcal{G}_t(y_2 - z) dz \right) dy_1 dy_2 dt
\]
\[
\leq \frac{1}{(\kappa_1 R)^d} \left\| \int_{[R^+ \times \mathbb{R}^4]} \exp(-\beta |y_1|^{\alpha/2} - \beta |y_2|^{\alpha/2})
\right\|
\]
\[
\times \left( \int_{\mathbb{R}^2} \mathcal{G}_t(y_1 - z) \mathcal{G}_t(y_2 - z) dz \right) dy_1 dy_2 dt
\]
where we used the fact that there are $\beta_i$ (depending on $i \geq -1$) and $\alpha \in (0, 1)$ such that $|\tilde{K}_i(y)| \lesssim e^{-\beta_i |y|^\alpha}$ (see Remark 78 below). Consider now $|x| \leq \kappa_1 R$, then we have

$$J(x) \lesssim \left\| \int_0^{+\infty} \int_{|y_1|, |y_2| > \kappa_2 R} \tilde{K}_i(x - y_1) \tilde{K}_i(x - y_2) P(y_1, y_2, t) dy_1 dy_2 dt \right\|$$

$$+ \left\| \int_0^{+\infty} \int_{|y_1|, |y_2| < \kappa_2 R} \tilde{K}_i(x - y_1) \tilde{K}_i(x - y_2) P(y_1, y_2, t) dy_1 dy_2 dt \right\|$$

$$+ 2 \left\| \int_0^{+\infty} \int_{|y_1| > R, |y_2| < \kappa_2 R} \tilde{K}_i(x - y_1) \tilde{K}_i(x - y_2) P(y_1, y_2, t) dy_1 dy_2 dt \right\|$$

$$\lesssim J_1(x) + J_2(x) + J_3(x),$$

where $\kappa_1 < \kappa_2 < \kappa < \frac{1}{2}$ and

$$P(y_1, y_2, t) = \left( \int_{[-\kappa R, \kappa R]^2} G_t(y_1 - z) G_t(y_2 - z) dz \right)$$

Then we get

$$J_1(x) \lesssim \int_0^{+\infty} \int_{|y_1|, |y_2| > \kappa_2 R} \exp(-\beta_i |x - y_1|^\alpha - \beta_i |x - y_1|^\alpha) P(y_1, y_2, t) dy_1 dy_2 dt$$

$$\lesssim \int_0^{+\infty} \int_{|y_1|, |y_2| > \kappa_2 R} \exp(-\beta_i (|y_1| - |x|)^\alpha - \beta_i (|y_2| - |x|)^\alpha)$$

$$\times \left( \int_{\mathbb{R}^2} G_t(y_1 - z) G_t(y_2 - z) dz \right) dy_1 dy_2 dt$$

$$\lesssim (e^{-\beta_i (\kappa_2 - \kappa_1)^\alpha R^2} (1 + R^2))$$

$$\times \int_{\mathbb{R}^2} e^{(-\beta_i |y_1|^\alpha - \beta_i |y_2|^\alpha)} \left\| \int_0^{+\infty} \exp\left(-\frac{|y_1 - y_2|^2}{2t} - 2m^2 t \right) \frac{dt}{t} \right\| dy_1 dy_2$$

$$\lesssim (e^{-\beta_i (\kappa_2 - \kappa_1)^\alpha R^2} (1 + R^2)) \int_{\mathbb{R}^2} e^{(-\beta_i |y_1|^\alpha - \beta_i |y_2|^\alpha)} (|\log(|y_1 - y_2|)| + 1) dy_1 dy_2$$

$$\lesssim (e^{-\beta_i (\kappa_2 - \kappa_1)^\alpha R^2} (1 + R^2))$$
For $J_2(x)$ we have

$$J_2(x) \lesssim (\kappa R^2)^2 \sup_{|y_1| < \kappa R, |y_2| < \kappa R} \left| \int_0^{+\infty} \left( \int_{[\kappa R, \kappa R]^c} \mathcal{G}_t(y_1 - z) \mathcal{G}_t(y_2 - z) dz \right) dt \right|$$

$$\lesssim (\kappa R^2)^2 \int_0^{+\infty} e^{\frac{(\kappa - 2)^2 R^2}{2t} - 2m^2 t} \frac{dt}{t}$$

$$\lesssim \frac{(\kappa - \kappa^2)^{2n}}{R^{2n}} (\kappa R^2)^2 \int_0^{+\infty} t^{n-1} e^{-2m^2 t} dt \lesssim \frac{(\kappa - \kappa^2)^{2k_2^2}}{R^{2n-4}}.$$

where we used that $\exp(-x) \lesssim x^{-n}$ for any $n \in \mathbb{N}$. The term $J_3$ can be estimated in the same way combining the techniques used for $J_1$ and $J_2$. In conclusion

$$\sup_{x \in \mathbb{R}^2} J(x) \lesssim \left( \frac{(\kappa - \kappa^2)^2 k_2^2}{R^{2n-4}} + \frac{1}{(\kappa_1 R)^\ell} + e^{-\beta_1 (\kappa - \kappa^2)^2 R^2 (1 + R^2)} \right) \to 0$$

when $n > 2$ and $\ell > 0$.

For $\| \mathbb{E}_R(\tilde{K}_i(x - \cdot) \mathcal{G}_t(\cdot))\|_{[\kappa R, \kappa R]^c} \|_{A \otimes \mathbb{C}^4}$ we have

$$\| \mathbb{E}_R(\tilde{K}_i(x - \cdot) \mathcal{G}_t(\cdot))\|_{[\kappa R, \kappa R]^c} \|_{A \otimes \mathbb{C}^4}$$

$$\lesssim \left| \int_0^{+\infty} \int_{\mathbb{R}^4} \tilde{K}_i(x - y_1) \tilde{K}_i(x - y_2) P_R(y_1, y_2, t) dy_1 dy_2 dt \right|,$$

where

$$P_R(y_1, y_2, t) := \int_{T_R^2 \setminus [\kappa R, \kappa R]^c} \mathcal{G}_t(y_1 - z) \mathcal{G}_t(y_2 - z) dz$$

$$+ \sum_{z' \in R^2} \int_{T_R^2} \mathcal{G}_t(y_1 - z) \mathcal{G}_t(y_2 - z) dz.$$

By noting that for $|y_1|, |y_2| > \kappa R$

$$\int_0^{+\infty} P_R(y_1, y_2, t) dt \leqslant C_2(|\log(|y_1 - y_2|)| + 1)$$

for some constant $C_2 \in \mathbb{R}^+$, independent of $R > 1$ and, if one of the inequalities $|y_1| < \kappa R$ or $|y_2| < \kappa R$ holds, then

$$P_R(y_1, y_2, t) \leqslant \exp \left( -\beta_1 \frac{(\kappa - \kappa^2)^2 R^2}{t} + 2m^2 t \right).$$

Then using inequality (90), it is possible to prove that

$$\sup_{x \in \mathbb{R}^2} \| \rho_\ell(x) \mathbb{E}_R(\tilde{K}_i(x - \cdot) \mathcal{G}_t(\cdot))\|_{[\kappa R, \kappa R]^c} \|_{A \otimes \mathbb{C}^4} \to 0$$
as \( R \to +\infty \) by exploiting an argument analogous to the one mentioned above for proving \( \sup_{x \in \mathbb{R}^2} \| \rho_t(x) \Xi(\tilde{K}_t(x - \cdot) G_t(\cdot) I_{[(-\kappa R, \kappa R)^2]} Y) \|_{A \otimes C^4} \to 0. \)
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**A Convergence of the perturbative series: finite dimensional case**

In this appendix we sketch some implications of the Pauli exclusion principle for the existence of global solutions to finite-dimensional Grassmann SDEs. In principle some of these considerations also apply to some more realistic models like the Yukawa model; however, to our surprise, stochastic quantization, at least in the perturbative regime, can be carried on without establishing them, as we demonstrated in Sect. 5.

The solutions to the non-linear Eq. (44) can be represented via a series. We investigate now the properties of this series and its absolute convergence. For simplicity let us assume that \( (v_\alpha)_{\alpha=1,...,N} \) is a finite basis of \( V \) and that \( F \in \text{Hom}(V, \Lambda V) \) is given by a sum of cubic monomials

\[
F(v_{\alpha}) = \sum_{\alpha_1, \alpha_2, \alpha_3} \lambda_{\alpha \alpha_1 \alpha_2 \alpha_3}^\alpha \psi(v_{\alpha_1}) \psi(v_{\alpha_2}) \psi(v_{\alpha_3}),
\]

where \( \psi \in \text{Hom}(V, \Lambda V) \) is the canonical injection of \( V \) into \( \Lambda V \) and \( (\lambda_{\alpha \alpha_1 \alpha_2 \alpha_3}^\alpha) \) a family of coefficients in \( \mathbb{R} \). Moreover we take \( A = -I \). Equation (44) has then the integral formulation given by

\[
\Psi_t(v) = \Psi_0(v) + \int_0^t \Psi_s(e^{-(t-s)} F(v)) ds, \quad t \geq 0, v \in V, \tag{91}
\]

where

\[
\Phi_t(v) := \Psi_0(e^{-t} v) + B_t(v) - B_0(v) e^{-t}, \quad t \geq 0, v \in V.
\]
By iteratively expanding $\Psi_s$ on the right hand side of (91) we obtain a series expansion for $\Psi_t$ of the form

$$\Psi_t = \sum_\tau J_\tau(\Phi)(t)$$

$$= J_\bullet(\Phi)(t) + J_{[\bullet\bullet\bullet]}(\Phi)(t) + J_{[[\bullet\bullet\bullet][\bullet\bullet\bullet]]}(\Phi)(t) + \cdots$$

$$+ J_{[[\bullet\bullet\bullet][\bullet\bullet\bullet][\bullet\bullet\bullet]]}(\Phi)(t) + \cdots \quad (92)$$

The series is indexed by planar trees $\tau$ which have branches of order 3 and where $J$ is a multilinear integral operator such that

$$J_\bullet(\Phi)(t)^{\alpha} = \Phi_t(v^{\alpha})$$

$$J_{[\tau_1\tau_2\tau_3]}(\Phi)(t)^{\alpha} = \sum_{\alpha_1,\alpha_2,\alpha_3} \int_0^t e^{-(t-s)} \lambda^{\alpha_1,\alpha_2,\alpha_3}$$

$$\times J_{\tau_1}(\Phi)(s)^{\alpha_1} J_{\tau_2}(\Phi)(s)^{\alpha_2} J_{\tau_3}(\Phi)(s)^{\alpha_3} ds$$

where $\bullet$ denotes the simple tree and $[\tau_1, \ldots, \tau_3]$ the tree with branches $\tau_1, \ldots, \tau_3$. Our goal is to prove that the above series converges for all times and derive estimates for the norm $\|\Psi_t\|$ of the solution $\Psi$. Expanding the expression for $J_\tau(\Phi)$ we have

$$J_\tau(\Phi) = \int_{\mathbb{R}^{|I(\tau)|}} \left( \prod_{p \in I(\tau)} \lambda^{\alpha_p}_{\alpha_{p_1},\alpha_{p_2},\alpha_{p_3}} \right) \left( \prod_{p \in L(\tau)} \Phi^{\alpha_p}(s_{p_-}) \right)$$

$$\times \left( \prod_{p \in I(\tau)} \mathbb{1}_{s_p \leq s_{p_-}} e^{-(s_{p_-} - s_p)} ds_p \right)$$

where $I(\tau)$ denotes the internal nodes, $L(\tau)$ the leaves, $p$ the parent node and $p_1, p_2, p_3$ the three children of every internal node, $p_-$ denotes the parent of the node $p$ with the convention that $s_{p_-} = t$ if $p$ in the root, the products are taken with the order induced by visiting the nodes in a deep-first manner, and $\Phi^{\alpha}(t) = \Phi_t(v^{\alpha})$. We have $|\tau| = |L(\tau)| + |I(\tau)|, |\tau| = 1 + 3|I(\tau)|, |L(\tau)| = 1 + 3|I(\tau)| - |I(\tau)| = 1 + 2|I(\tau)|$.

Note that $(\Phi_t^{\alpha})^2 = 0$ and that the increments $\Phi^{\alpha}(t, s) := \Phi_t^{\alpha} - \Phi_s^{\alpha}$ have the norm bound

$$\|\Phi^{\alpha}(t, s)\|^2 \leq \int_s^t e^{-(t-r)} dr + [e^{-(t-s)} - 1]^2 \leq 2(1 - e^{-(t-s)}) := H(t - s)$$

which can be estimated as

$$\|\Phi^{\alpha}(t, s)\| \leq |t - s|^{1/2}. \quad \square$$
The following Lemma uses \((Φ^{α}_i)^2 = 0\) (Pauli exclusion principle) to derive good estimates for products of fields. We observe that

\[
\|Φ\| := \sup_{α} \left[ \sup_{t ≥ 0} \|Φ^{α}_t\| + \sup_{t > s ≥ 0} \frac{\|Φ^{α}_t - Φ^{α}_s\|}{|t - s|^{1/2}} \right] < ∞.
\]

**Lemma 75** For any \(n ≥ 1\) and any \(t_1, \ldots, t_n ∈ [0, T]\), \(α_1, \ldots, α_n ∈ \{1, \ldots, N\}\) we have

\[
\|Φ^{α_1}_{t_1} \cdots Φ^{α_n}_{t_n}\| ≤ \frac{C^{n+1}T^{n/8}}{(n!)^{1/8}} \|Φ\|^n
\]

for all \(n ≥ 4N\), where \(C\) is a universal constant depending only on \(N\).

**Proof** Partition \([0, T]\) in \(r = \lfloor n/(2N)\rfloor\) equal intervals \((I_k)\) of size \(|I_k| ≤ 2NT/n\) and let \((s_k)\) be the centers of those intervals. Now in the product replace each \(Φ^{α_i}_{t_i}\) by \(Φ^{α_i}_{s_k} = Φ^{α_i}_{s_k} + Φ^{α_i}_{t_i}(s_k, s_k)\) where \(s_k\) is the nearest to \(t_i\) of the centers. By doing so we rewrite \(Φ^{α_1}_{t_1} \cdots Φ^{α_n}_{t_n}\) as a sum \(S\) of \(2^n\) products of fields which are either \(Φ^{α_i}_{s_k}\) or \(Φ^{α_i}_{t_i}(s_k, s_k)\), moreover for a given interval \(I_k\) there cannot be more than \(N\) factors \(Φ^{α_i}_{s_k}\) by the exclusion principle so overall we have at most \(Nr\) factors \(Φ^{α_i}_{s_k}\) and \(n - Nr ≥ n/2 - N ≥ n/4\) factors \(Φ^{α_i}(t_i, s_k)\). Then use the fact that

\[
\|Φ^{α_i}_{s_k}\| ≤ \|Φ\|, \quad \|Φ^{α_i}(t_i, s_k)\| ≤ \|Φ\| \|t_i - s_k\|^{1/2} ≤ \|Φ\| (2NT/r)^{1/2}
\]

to estimate

\[
\frac{\|S\|}{\|Φ\|^n} ≤ \frac{2^n \left(2NT \right)^{n/8}}{n} = 2^n \left(\frac{2NT}{n}\right)^{n/8} ≤ \frac{C^{n+1}T^{n/8}}{(n!)^{1/8}}.
\]

□

Using this lemma above we can estimate

\[
\|J_τ(Φ)(t)\| ≤ C|λ|^{|I(τ)|} (CN \|Φ\|)^{|L(τ)|} \left[ t^{\lfloor L(τ) \rfloor} \right]^{1/8} / |L(τ)!|,
\]

for all \(τ\) with \(|L(τ)| ≥ 4N\), where we estimated all the integrals by constants uniformly in \(t\) due to the presence of the exponential factors. The number of trees \(τ\) with a given number of nodes \(|τ| = n ≥ 4N\) is no more than \(D^n\) for some \(n\) and \(D > 0\) and \(|L(τ)| = 1 + 2I(τ)| = 1 + (2/3)(|τ| - 1) = 1/3 + 2|τ|/3\) so we obtain at the end for the solution \(Ψ_τ\) of (91)

\[
\|Ψ_τ\| ≤ \sum_τ \|J_τ(Φ)(t)\| ≤ (1 + \|Φ\|)^{4N - 1}
\]

\[
+ \sum_{n ≥ 4N} D^n |λ|^{(2/3)(n-1)}N^{2n/3} \frac{C^{2n/3}π^{n/12 + 1/24}}{(n/12 + 1/24)!} \|Φ\|^n
\]

(93)
which is a series which converges for all $t$ (with some stretched exponential behavior).

**Theorem 76** There exists an increasing function $E(t)$ depending on $N, |\lambda|, ||\Phi||$ such that

$$\sup_{s \leq t} \| \Psi_s \| \leq E(t),$$

where we recall that $(\Psi_t)_{t \geq 0}$ is the unique solution of (91).

In particular this shows again that explosion is not possible for this kind of SDEs, unlike their bosonic analogs.

Our goal now is to remove the time dependence on our estimate for the solution exploiting the exponential decay. Let us partition the interval $[0, \infty)$ into intervals $(I_h)_{h \geq 0}$ of size 1. In each of these intervals we will use the finer partition of the previous lemma to estimate products, which will then not depend on $T$ anymore. Of course now the problem is that we have a bound of the form

$$\| \Phi^{\alpha_1}(t_1) \cdots \Phi^{\alpha_n}(t_n) \| \leq ||\Phi|| n \prod_{h \geq 0} C_{nh}^{n+1} (n_h!)^{1/8}$$

where $n_h$ is the number of time variables in $I_h$ and $\sum_{h \geq 0} n_h = n \geq 4N$, and so far there is no useful upper bound on this (since we observe that we can have the situation where $n_h = 1$ for all $h$ and so we loose the factorial contribution). Let $Q$ be the number of intervals with $n_h > 0$. In the expression for $J_t(\Phi)(t)$ there are at least $Q$ factors of the form $e^{-(s-s')}$, $s' < s$, for which the sum of the quantities $s - s'$ is at least $Q$. So we have the bounds

$$\| J_t(\Phi)(t) \| \leq ||\Phi|| n |\lambda|^{(2/3)(n-1)} N^n \sum_{Q \geq 1} e^{-Q/2} \prod_{h:n_h > 0} C_{nh}^{n+1} (n_h!)^{1/8} \leq ||\Phi|| n C^n |\lambda|^{(2/3)(n-1)} (n!)^{1/8} \sum_{Q \geq 1} e^{-Q/2} Q^{n/8}$$

where we used that

$$\prod_{h:n_h > 0} \frac{1}{n_h!} \leq \frac{1}{n!} \sum_{k_1 \ldots k_Q \geq 1 \atop k_1 + \ldots + k_Q = n} \frac{n!}{k_1! \cdots k_Q!} = \frac{1}{n!} Q^n.$$

Now, by Jensens’ inequality

$$\sum_{Q \geq 1} e^{-Q/2} Q^{n/8} \leq \left[ \sum_{Q \geq 1} e^{-Q/2} Q^n \right]^{1/8} \leq e^n (n!)^{1/8}$$
and we obtain that
\[ \| J_t (\phi) (t) \| \lesssim \| \Phi \| n \| \lambda \|^{(2/3)(n-1)} C^n \] (94)
possibly with a different value for \( C \). So provided \( |\lambda| \) is small enough (depending on \( N, \| \Phi \| \) ) we conclude, from the representation (92), the uniform bound
\[ \sup_{t \geq 0} \| \Psi_t \| \lesssim (1 + \| \Phi \|) 4N^{-1} + \sum_{n \geq 4N} C^n D^n \| \Phi \| n \| \lambda \|^{(2/3)(n-1)} < \infty. \]

\section*{B Besov spaces of Banach algebras}

In this section we want to recall some results about Besov spaces of functions (or distributions) from \( \mathbb{R}^d \) taking values in a Banach algebra \( A \). All the results of this section can be found in [178, 179] for the theory of Besov spaces taking values in a Banach space and [181] for weighted Besov spaces. We present here only the \( \mathbb{R}^d \) case. The definition of Besov spaces on \( \mathbb{T}^d \) is similar, and all the results announced here also hold on \( \mathbb{T}^d \).

We denote by \( S(\mathbb{R}^d) \) the set of smooth functions \( f \in S(\mathbb{R}^d) \) such that
\[ \| f \|_{\ell, \alpha} := \| (1 + |x|)^{\ell} |D^{\alpha} f| \|_{L^\infty(\mathbb{R}^d)} < +\infty \]
where \( \ell \in \mathbb{R}_+ \) and \( \alpha \in \mathbb{N}^d \). We denote by \( S'(\mathbb{R}^d) \) the strong dual of \( S(\mathbb{R}^d) \) (equipped with the topology of the semi-norms \( \| \cdot \|_{\ell, \alpha} \) ) and by \( \mathcal{O}_M(\mathbb{R}^d) \) the set of smooth functions \( f \in \mathcal{O}_M(\mathbb{R}^d) \) such that for any \( \alpha \in \mathbb{N}^d \) there exists \( \ell_{\alpha} \in \mathbb{R}_+ \) for which
\[ \| (1 + |x|)^{-\ell_{\alpha}} |D^{\alpha} f| \|_{L^\infty(\mathbb{R}^d)} < +\infty. \]

We use the notations
\[ S(\mathbb{R}^d, A) = S(\mathbb{R}^d) \hat{\otimes} A, \quad S'(\mathbb{R}^d, A) = S'(\mathbb{R}^d) \hat{\otimes} A, \quad \mathcal{O}_M(\mathbb{R}^d, A) = \mathcal{O}_M(\mathbb{R}^d) \hat{\otimes} A, \]
where \( A \) is a Banach algebra and \( A \hat{\otimes} B \) is the completion with respect to the natural metric of the algebraic tensor product \( A \otimes B \) when \( A \) is a Fréchet nuclear space and \( B \) is a Banach space, see Remark 43. Note that these tensor products are well defined since the spaces \( S(\mathbb{R}^d), S'(\mathbb{R}^d), \mathcal{O}(\mathbb{R}^d) \) are nuclear. It is important to note that
\[ S(\mathbb{R}^d, A) \xrightarrow{\sim} \mathcal{O}_M(\mathbb{R}^d, A) \xrightarrow{\sim} S'(\mathbb{R}^d, A) \]
where the arrows mean that each space is continuously embedded and dense in the following one.

**Theorem 77** It is possible to define uniquely \( \langle \cdot, \cdot \rangle : S(\mathbb{R}^d, A) \times S'(\mathbb{R}^d, A) \to A, \)
\( \cdot : S(\mathbb{R}^d, A) \times S'(\mathbb{R}^d, A) \to S'(\mathbb{R}^d, A), \cdot : S(\mathbb{R}^d) \times S'(\mathbb{R}^d, A) \to S'(\mathbb{R}^d, A), \)
\( \ast : S(\mathbb{R}^d) \times S'(\mathbb{R}^d, A) \to \mathcal{O}_M(\mathbb{R}^d, A) \) and \( D^{\alpha} : S'(\mathbb{R}^d, A) \to S'(\mathbb{R}^d, A) \) (where \( \hat{\otimes} \) Springer)
\( \alpha \in \mathbb{N}^d \) which extend in an epicontinuous way the following operations: any \( f \in S(\mathbb{R}^d) \), \( u \in S'(\mathbb{R}^d) \) and \( a_1, a_2 \in A \) we have

\[
(f \otimes a_1, u \otimes a_2) = (f, u)a_1 a_2 \\
(f \otimes a_1) \cdot (u \otimes a_2) = (fu) \otimes (a_1 a_2) \\
f \cdot (u \otimes a_2) = (fu) \otimes a_1 \\
f * u \otimes a_2 = (f * u) \otimes a_1 \\
D^\alpha(u \otimes a_1) = (D^\alpha u) \otimes a_1
\]

where \( \langle f, u \rangle \) is the normal pairing in \( S(\mathbb{R}^d) \times S'(\mathbb{R}^d) \), \( (fu) \) is the product in \( S(\mathbb{R}^d) \times S'(\mathbb{R}^d) \), \( (f * u) \) is the convolution in \( S(\mathbb{R}^d) \times S'(\mathbb{R}^d) \) and \( D^\alpha \) is the \( \alpha \) derivative in \( S'(\mathbb{R}^d) \).

Proof

The proof of this theorem can be found in [179] “Appendix 1”.

We recall the definition of Littlewood–Paley blocks: let \( \chi, \varphi \) be smooth non-negative functions from \( \mathbb{R}^n \) into \( \mathbb{R} \) such that

- \( \text{supp}(\chi) \subset B_{\frac{1}{2}}(0) \) and \( \text{supp}(\varphi) \subset B_{\frac{1}{2}}(0) \setminus B_{\frac{1}{2}}(0) \),
- \( \chi, \varphi \leq 1 \) and \( \chi(y) + \sum_{j \geq 0} \varphi(2^{-j}y) = 1 \) for any \( y \in \mathbb{R}^n \),
- \( \text{supp}(\chi) \cap \text{supp}(\varphi(2^{-i} \cdot)) = \emptyset \) for \( i \geq 1 \),
- \( \text{supp}(\varphi(2^{-j} \cdot)) \cap \text{supp}(\varphi(2^{-i} \cdot)) = \emptyset \) if \( |i - j| > 1 \),

where by \( B_r(x) \) we denote the ball of center \( x \in \mathbb{R}^n \) and radius \( r > 0 \). We introduce the following notations: \( \varphi_{-1} = \chi, \varphi_{j} = \varphi(2^{-j} \cdot), K_j = \hat{\varphi}_j \) and, for any \( \ell > 0 \), we define \( \rho_\ell(x) := (1 + |x|^2)^{-\ell/2} \).

Remark 78

It is always possible to choose \( \chi \) and \( \varphi \) in such a way that there exists some constants \( \gamma_{-1}, \gamma > 0 \) and \( 0 < \theta_{-1}, \theta < 1 \) such that

\[
|K_{-1}(y)| \lesssim \exp(-\gamma_{-1}|y|^\theta_{-1}) \quad \text{and} \quad |K_0(y)| \lesssim \exp(-\gamma|y|^\theta),
\]

(see, i.e., [182] Section 1.2.2 Proposition 1 or [183]).

If \( v \in S'(\mathbb{R}^d, A) \) and if \( i \in \mathbb{Z}, i \geq -1 \) we define \( i \)-th Littlewood–Paley block as follows

\[
\Delta_i v = K_i \ast v \in O_M(\mathbb{R}^d, A).
\]

Then, if \( s \in \mathbb{R}, p, q \in [1, +\infty] \) and \( \ell \in \mathbb{R} \) we define the function

\[
\|v\|_{B^s_{p,q,\ell}(\mathbb{R}^d, A)} = \left( \sum_{j=-1}^{+\infty} 2^{jsq} \|\Delta_j v\|_{L^p_{\ell}(\mathbb{R}^d, A)}^q \right)^{1/q},
\]
when \( q \in [1, +\infty) \) and \( \|v\|_{B^s_{p,\infty,\ell} (\mathbb{R}^d, \mathcal{A})} = \sup_j (2^j s \|A \Delta j v\|_{L^p_\ell (\mathbb{R}^d, \mathcal{A})}) \), where \( \|\cdot\|_{L^p_\ell (\mathbb{R}^d, \mathcal{A})} \) is the norm in the space \( L^p_\ell (\mathbb{R}^d, \mathcal{A}) \) that is

\[
\|f\|_{L^p_\ell (\mathbb{R}^d, \mathcal{A})} = \left( \int_{\mathbb{R}^d} (\|f(y)\|_{A \rho_\ell(y)})^p dy \right)^{1/p},
\]

if \( p \in [1, +\infty) \) and

\[
\|f\|_{L^\infty_\ell (\mathbb{R}^d, \mathcal{A})} = \sup_{y \in \mathbb{R}^d} (\|f(y)\|_{A \rho_\ell(y)}),
\]

if \( p = +\infty \). For any \( v \in \mathcal{S}(\mathbb{R}^d, \mathcal{A}) \) the norm \( \|v\|_{B^s_{p,q,\ell} (\mathbb{R}^d, \mathcal{A})} \) is finite. Then we look at \( B^s_{p,q,\ell} (\mathbb{R}^d, \mathcal{A}) \) as the closure of \( \mathcal{S}(\mathbb{R}^d, \mathcal{A}) \) in \( \mathcal{S}'(\mathbb{R}^d, \mathcal{A}) \) with respect to the norm \( \|\cdot\|_{B^s_{p,q,\ell} (\mathbb{R}^d, \mathcal{A})} \). Hereafter, if \( s \in \mathbb{R}, \ p, q \in [1, +\infty) \) and \( \ell \in \mathbb{R} \), we use the following notations \( C^s_\ell (\mathbb{R}^d, \mathcal{A}) := B^{s,\infty,\ell} (\mathbb{R}^d, \mathcal{A}), B^{s}_{p,q,\ell} (\mathbb{R}^d, \mathcal{A}) = B^{s}_{p,q,0,\ell} (\mathbb{R}^d, \mathcal{A}), C^s (\mathbb{R}^d, \mathcal{A}) := B^{s,\infty,0} (\mathbb{R}^d, \mathcal{A}), B^{s}_{p,q,0,\ell} (\mathbb{R}^d, \mathcal{R}), B^{s}_{p,q,0,\ell} (\mathbb{R}^d, \mathbb{R}) \) etc.

In this paper we need only the next three results.

**Theorem 79** For any \( s, \ell \in \mathbb{R} \) and \( v \in C^s_\ell (\mathbb{R}^d, \mathcal{A}) \) we have that \( \rho_\ell v \in C^s (\mathbb{R}^d, \mathcal{A}) \) and

\[
\|v\|_{C^s_\ell (\mathbb{R}^d, \mathcal{A})} \sim \|\rho_\ell v\|_{C^s (\mathbb{R}^d, \mathcal{A})}.
\]

**Proof** The estimate holds by Theorem 6.5 in [181] for weighted Besov spaces on \( \mathbb{R}^d \) with polynomial-like weights. The theorem for a general Banach algebra \( \mathcal{A} \) is a straightforward generalization. \( \Box \)

**Theorem 80** Consider \( m > 0, \alpha, s, \ell \in \mathbb{R} \) such that \( s, s + \alpha \not\in \mathbb{N} \) then we have that \( (-\Delta + m)^{-\alpha} \), where \( \Delta \) is the standard Laplacian on \( \mathbb{R}^d \), is a continuous linear map from \( C^s_\ell (\mathbb{R}^d, \mathcal{A}) \) into \( C^{s+\alpha}_\ell (\mathbb{R}^d, \mathcal{A}) \).

**Proof** This is exactly Theorem 5.3.2 of [179] for the unweighted case \( \ell = 0 \). The theorem can be easily extended using the techniques of Chapter 6 of [181] to Besov spaces with weights \( \rho_\ell \). \( \Box \)

**Theorem 81** Let \( \alpha > 0 \) and consider \( \alpha \in B^q_{1,\infty} \), then we have that the convolution \( \alpha \ast \) can be extended in a unique continuous way from an operator from \( \mathcal{S}(\mathbb{R}^d, \mathcal{A}) \) into itself, into an operator from \( C^s (\mathbb{R}^d, \mathcal{A}) \) into \( C^{s+\alpha} (\mathbb{R}^d, \mathcal{A}) \).

**Proof** Using the notations of [178], if \( \alpha \in B^q_{1,\infty} \) then \( (-\Delta + 1)^{\alpha/2} (\mathcal{A}) \in \mathcal{F}L_1 \), then the thesis follows from Corollary 6.4 in [178]. \( \Box \)

**Theorem 82** Let \( s > 0 \) and \( \ell_1, \ell_2 \in \mathbb{R} \), then we have that the product \( \cdot : \mathcal{S}(\mathbb{R}^d, \mathcal{A}) \times \mathcal{S}(\mathbb{R}^d, \mathcal{A}) \rightarrow \mathcal{S}(\mathbb{R}^d, \mathcal{A}) \) can be (uniquely) extended in a continuous way from \( C^s_{\ell_1} (\mathbb{R}^d, \mathcal{A}) \times C^s (\mathbb{R}^d, \mathcal{A}) \) into \( C^{s+\ell_1} (\mathbb{R}^d, \mathcal{A}) \), furthermore for any \( v_1 \in C^s_{\ell_1} (\mathbb{R}^d, \mathcal{A}) \) and \( v_2 \in C^s (\mathbb{R}^d, \mathcal{A}) \) we have

\[
\|v_1 \cdot v_2\|_{C^{s+\ell_1} (\mathbb{R}^d, \mathcal{A})} \lesssim \|v_1\|_{C^s_{\ell_1} (\mathbb{R}^d, \mathcal{A})} \|v_2\|_{C^s (\mathbb{R}^d, \mathcal{A})}.
\]
**Proof** The proof can be found in [179] in the unweighted case. The proof in the Besov spaces with polynomial weights $\rho \ell$ is similar and can be done using the techniques of Chapter 6 of [181].

\[
\text{C Convergence of the perturbative series: infinite dimensional case}
\]

In this appendix we want to consider the stationary solution to the equation

\[
\tilde{\Psi}_{\epsilon,\lambda^2,t}(x) = \lambda^2 \int_{-\infty}^{t} e^{(\Delta - m^2)(t-\tau)}(F_{\epsilon,Y}(\tilde{\Psi}_t(\cdot))) d\tau + \tilde{B}_{\epsilon,t}
\]

as a function of $\lambda^2$, i.e. we want to study the regularity of the function $\lambda \mapsto \tilde{\Psi}_{\epsilon,\lambda^2,t}$ from a neighborhood $U \subset \mathbb{R}$ of $0$ into $C^0(\mathbb{R}, \mathbb{C}^q(\mathbb{R}^2, \mathcal{A} \otimes \mathbb{C}^4))$ (here $0 < q < \gamma$ where $\gamma$ is the constant chosen in Remark 59), where

\[
Z_{F_{\epsilon,Y},B_{\epsilon,t}}(\tilde{\lambda}) := \tilde{\Psi}_{\epsilon,\lambda^2,t}(x) \in C^0(\mathbb{R}, \mathbb{C}^q(\mathbb{R}^2, \mathcal{A} \otimes \mathbb{C}^4)).
\]

We will assume that the hypotheses of Theorem 60 are satisfied all along this appendix.

**Theorem 83** The function $Z_{F_{\epsilon,Y},B_{\epsilon,t}}(\tilde{\lambda})$ is real analytic (see Definition 91 below) in a neighborhood of $0$.

An easy consequence is the following corollary on the infinite volume Schwinger functions

\[
S_n(f_1, \ldots, f_n | \lambda) := \lim_{h_n \to 1} \frac{\omega(\tilde{\Psi}(f_1) \cdots \tilde{\Psi}(f_k) e^{\nu_{\epsilon,h_n}(\tilde{\Psi})})}{\omega(e^{\nu_{\epsilon,h_n}(\tilde{\Psi})})}
= \omega(\tilde{\Psi}_{\epsilon,\lambda^2,t}^{\theta}(f_1) \cdots \tilde{\Psi}_{\epsilon,\lambda^2,t}^{\theta}(f_k))
\]

where $h_n$ is a sequence of spatial cut-off as defined in Sect. 5 and $f_1, \ldots, f_n \in C_{c}^{\infty}(\mathbb{R}^2) \otimes \mathbb{C}^4$.

**Corollary 84** The Schwinger functions $S_n(f_1, \ldots, f_n | \lambda)$ of the (regularized) Yukawa$_2$ model are real analytic functions of the coupling constant $\lambda$.

**Proof** We have that the functional $(Y_1, \ldots, Y_n) \mapsto \omega(Y_1(f_1) \cdots Y_n(f_n))$ where $Y_1, \ldots, Y_n \in C^q(\mathbb{R}^2, \mathcal{A} \otimes \mathbb{C}^4)$ is a multilinear continuous functional (and so real analytic), from $C^q(\mathbb{R}^2, \mathcal{A} \otimes \mathbb{C}^4)$ into $\mathbb{C}$ (since $\omega$ is continuous and linear from $\mathcal{A}$ into $\mathbb{C}$ and the product in $\mathcal{A}$ is also continuous and multilinear). Since the composition of real analytic functionals is real analytic the thesis follows.

**Remark 85** Theorem 83 and Corollary 84 do not depend on the fact that the nonlinearity $F_{\epsilon,h,Y}$ has the specific form of the case of Yukawa interaction (i.e., for example, that is a third degree polynomial or on the specific non local form). In particular Theorem 83 and Corollary 84 extend easily to other (UV regularized) Euclidean fermionic models.
The rest of this appendix contains the proof of Theorem 83. Theorem 83 can be seen as an infinite dimensional generalization of the results in “Appendix A”, where, between the other things, it is proved that the real analyticity of Theorem 83 holds for finite dimensional systems. In our case we can consider the finite dimensional approximation

\[ \tilde{\Psi}^R_{\varepsilon,\lambda,N,R,t} = \tilde{\lambda} \int_{-\infty}^{t} e^{(\Delta - m^2)(t-\tau)} P_N(F_{\varepsilon, h_R, y}(\tilde{\Psi}^h_R_{\varepsilon, R,t}))) d\tau + \tilde{B}^A_{\varepsilon, R,t}(v) \]  

(96)

and the relative function

\[ Z_{P_N(F_{\varepsilon, h_R, y}}, \tilde{B}^A_{\varepsilon, R,t}(\tilde{\lambda}) := \tilde{\Psi}^R_{\varepsilon, \lambda, N,R,t}. \]

**Lemma 86** The function \( \tilde{\lambda} \mapsto Z_{P_N(F_{\varepsilon, h_R, y}), \tilde{B}^A_{\varepsilon, R,t}(\tilde{\lambda})} \) is real analytic in a neighborhood of 0

**Proof** The result follows from the proof of convergence of perturbation series given in “Appendix A” (in particular from inequalities (93) and (94)) for finite dimensional Grassmannian equation and from the fact that the topology on \( G(P_N(C^\infty(\mathbb{T}^2, \mathcal{A} \otimes \mathbb{C}^4))) \) does depend on the norm chosen on \( P_N(C^\infty(\mathbb{T}^2, \mathcal{A} \otimes \mathbb{C}^4)) \) since all the norms on \( P_N(C^\infty(\mathbb{T}^2, \mathcal{A} \otimes \mathbb{C}^4)) \) are equivalent, this space being finite dimensional. \( \square \)

Instead of proving the Theorem 83 by trying to generalize the computation done in “Appendix A” we present a proof using the approximation method described in Sect. 5, since it is closer to the SPDE approach followed in the main part of the present paper. For this reason we want to introduce some sort of a-priori estimate characterizing real analytic functions. This is done exploiting the notion of formal power series and majorants method (see, e.g., [184] for an introduction to the subject). We call a formal power series around 0 taking values in the Banach space \( X \) the following object:

\[ f = \sum_{n=0}^{+\infty} f^{(n)} \lambda^n, \quad \lambda \in \mathbb{C}, \]  

(97)

where \( f^{(n)} \in X \). We write \( f(0) = f^{(0)} \) and also

\[ \frac{d^n f}{d\lambda^n} = \sum_{k=n}^{+\infty} f^{(n)} \lambda^{n-k} \prod_{i=0}^{n-1} (k-i). \]

When the power series (97) is absolutely convergent for \( 0 < |\lambda| < \varepsilon \) (for some \( \varepsilon > 0 \)) we identify it with the real analytic function \( \lambda \mapsto f(\lambda) := \sum_{n=0}^{+\infty} f^{(n)} \lambda^n \in \mathbb{C} \) defined for \( |\lambda| < \varepsilon \).

**Definition 87** Let \( f_x \) be a formal power series around 0 taking values in the Banach space \( X \) and let \( K \) be a formal power series around 0 taking values in \( \mathbb{C} \). We say that \( f \) is majored by \( K \), and we write \( f_x \lesssim K \), if for any \( n \in \mathbb{N} \) we have

\[ \left\| \frac{d^n f_x}{d\lambda^n}(0) \right\|_X = n! \| f^{(n)} \|_X \leq \frac{d^n K}{d\lambda^n}(0) = n! K^{(n)}. \]
where \( K(\lambda) = \sum_{n=0}^{+\infty} K^{(n)} \lambda^n \).

**Remark 88** If \( f_C \) is a formal power series in \( \mathbb{C} \) and \( K \) is an analytic function such that \( f_C \trianglelefteq K \) then also \( f_C \) is an analytic function. Furthermore if the power series defining \( g \) (in a neighborhood of 0) converges absolutely for \( \lambda = R > 0 \), then the power series defining \( f_C \) converges absolutely for \( \lambda \in \mathbb{C} \) with \( |\lambda| \leq R \) and furthermore

\[
\sup_{\lambda \in \mathbb{C}, |\lambda| \leq R} |f_C(\lambda)| \leq K(R).
\]

In general it is possible to define the sum and product of formal power series. Furthermore if \( g : \mathbb{C} \to \mathbb{C} \) is an entire function and \( f_C \) is a formal power series taking values in \( \mathbb{C} \) it is possible to define the composition \( g \circ f_C \) as a formal power series taking values in 0.

Let \( g \) be an analytic function such that \( 0 \leq g \), i.e. \( g(\lambda) := \sum_{n=0}^{+\infty} g^{(n)}(\lambda) \lambda^n \) such that \( g^{(n)} \geq 0 \), consider \( c \geq 0 \) and define

\[
G_{g,c}(a, \lambda) = \lambda g(a) + c.
\]

**Lemma 89** For any entire function \( g \) such that \( 0 \leq g \) and \( c \geq 0 \) there exists a unique analytic function \( K : U \to \mathbb{R} \) (where \( U \) is a suitable neighborhood of 0) such that

\[
K(\lambda) = G_{g,c}(K(\lambda), \lambda)
\]

for any \( \lambda \in U \). Furthermore if \( f_C \) is a formal power series such that \( f_C \trianglelefteq G_{g,c}(\cdot, \cdot) \) then \( f_C \trianglelefteq K \).

**Proof** Equation (98) admits a unique real analytic solution \( K(\lambda) \) defined in a neighborhood \( U \) of 0 and taking values in a neighborhood \( V \) of \( c \in \mathbb{R} \). Indeed we have that the point \((c, 0) = (k, \lambda)\) is solution to the equation

\[
k - G_{g,c}(k, \lambda) = 0.
\]

Furthermore we have that

\[
\partial_k (k - G_{g,c}(k, \lambda))|_{(k, \lambda) = (c, 0)} = (1 - \lambda g'(k))|_{(k, \lambda) = (c, 0)} = 1.
\]

Thus by the implicit function theorem for holomorphic functions (see, e.g., [185] Chapter 3, Theorem 3.11), there are two sets \( U, V \subset \mathbb{R} \) (such that \( V \times U \) is a neighborhood of \((c, 0)\)) and a unique real analytic function \( K : U \to V \) solution to Eq. (98). Furthermore this \( K \) is the unique solution to Eq. (98) of the form \( K : U \to \mathbb{R} \) since \((c, 0)\) is the unique solution to Eq. (99) of the form \((\cdot, 0) \in \mathbb{R}^2 \).

The fact that \( K(\lambda) = \sum_{n=0}^{+\infty} K^{(n)}(\lambda) \lambda^n \) is the unique solution to Eq. (98) in a neighborhood of 0 implies that

\[
K^{(1)} = \left. \frac{d}{d\lambda} (\lambda g(K(\lambda))) \right|_{\lambda=0} = g(K(0)) = \sum_{k=0}^{+\infty} g^{(k)}(K(0))^k
\]
and also, for any \( n \geq 2 \),
\[
K^{(n)} = \frac{1}{n!} \left. \frac{d^n}{d\lambda^n} (\lambda g(K(\lambda))) \right|_{\lambda=0} 
= \frac{n}{n!} \left. \frac{d^{n-1}}{d\lambda^{n-1}} g(K(\lambda)) \right|_{\lambda=0} 
= \sum_{k=1}^{\infty} \sum_{\ell_1+\cdots+\ell_k=n-1} g^{(k)}(K^{(\ell_1)} \cdots K^{(\ell_k)}). \tag{100}
\]

Suppose that \( f_C \trianglelefteq G_{g,c}(f_C(\cdot), \cdot) \), with \( f_C(\lambda) = \sum_{n=0}^{+\infty} f^{(n)}(\lambda)^n \), then we want to prove that \( |f^{(n)}| \leq K^{(n)} \) by induction on \( n \). For \( n = 0 \) we have
\[
|f^{(0)}| \leq G_{g,c}(f(0), 0) = c = K^{(0)}.
\]

For \( n = 1 \) we have
\[
|f^{(1)}| \leq \frac{d}{d\lambda}(G_{g,c}(f_C(\lambda), \lambda)) = g(f_C(0)) = \sum_{k=0}^{+\infty} g^{(k)}(f^{(0)})^k \leq \sum_{k=0}^{+\infty} g^{(k)}(K^{(0)})^k = K^{(1)}.
\]

Supposing that \( |f^{(k)}| \leq K^{(k)} \) for any \( k < n \), where \( n \geq 2 \), then we will have
\[
|f^{(n)}| \leq \frac{1}{n!} \left. \frac{d^n}{d\lambda^n} G_{g,c}(f_C(\lambda), \lambda) \right|_{\lambda=0} 
\leq \frac{n}{n!} \left. \frac{d^{n-1}}{d\lambda^{n-1}} g(f_C(\lambda)) \right|_{\lambda=0} 
\leq \sum_{k=1}^{+\infty} \sum_{\ell_1+\cdots+\ell_k=n-1} g^{(k)} f^{(\ell_1)} \cdots f^{(\ell_k)} 
\leq \sum_{k=1}^{+\infty} \sum_{\ell_1+\cdots+\ell_k=n-1} g^{(k)} K^{(\ell_1)} \cdots K^{(\ell_k)} 
\leq K^{(n)}
\]
where we used equality (100) and the induction hypothesis. This proves that \( f_C \trianglelefteq K \).

\[ \square \]

**Remark 90** From formula (100) it is clear that the map \((g, c) \mapsto K\) is monotone, i.e. if \( K_1(\lambda) = G_{g_1, c_1}(K_1(\lambda), \lambda), K_2(\lambda) = G_{g_2, c_2}(K_2(\lambda), \lambda) \) and \( g_1 \trianglelefteq g_2 \) and \( c_1 \leq c_2 \) then \( K_1 \trianglelefteq K_2 \).

We want to use Lemma 89 for giving an a-priori bound on the norm of \( \frac{\partial^n \tilde{\Psi}_{\varepsilon, \lambda_2, t}}{\partial \lambda^n} \) (with \( \tilde{\Psi}_{\varepsilon, \lambda_2, t} \) as in Eq. 95) when \( \lambda = 0 \). This would imply that the \( \tilde{\Psi}_{\varepsilon, \lambda_2, t} \) is real analytic in \( \lambda \) when \( \lambda \) is small enough.
First of all we introduce the notion of real-analyticity for functions taking values in a Banach space.

**Definition 91** Let $X$ be a Banach space and let $Z : U \to X$ be an infinitely differentiable function (where $U \subset \mathbb{R}$ is an open set). We say that $Z$ is real analytic in $U$ if for any $\lambda_0 \in U$ we have

$$Z(\lambda) = \sum_{k=0}^{+\infty} \frac{1}{n!} \frac{d^n Z}{d\lambda^n} (\lambda_0) (\lambda - \lambda_0)^n$$

(101)

for $|\lambda - \lambda_0| > 0$ small enough (where the series on the right hand side of (101) is supposed to converge absolutely in $X$).

If $Z : U \to X$ is differentiable an infinite number of times at 0 we can define the formal power series

$$\tilde{Z}(\lambda) := \sum_{n=0}^{+\infty} Z^{(n)} \lambda^n$$

(102)

where $Z^{(n)} \in X$ is given by

$$Z^{(n)} := \frac{1}{n!} \frac{d^n Z}{d\lambda^n}(0) \in X.$$ 

We can consider also the formal power series $S_Z(\lambda)$ defined as

$$S_Z(\lambda) := \sum_{n=0}^{+\infty} \|Z^{(n)}\| \lambda^n.$$ 

(103)

It is useful to recall an equivalent characterization of real analytic functions in Banach spaces.

**Remark 92** We have that $\tilde{Z}$ (as given by (102)) is convergent in a neighborhood of 0 (and so it defines an analytic function in a neighborhood of 0) if and only if $S_Z$ (as given by (103)) is real analytic. Furthermore for any $0 \preceq g$, we have $\tilde{Z} \preceq g$ if and only if $S_Z \preceq g$.

It is important to note that if $\tilde{Z}$ is convergent (and so it defines an analytic function in a neighborhood of 0) this is not enough for proving that $Z$ is also real analytic in a neighborhood of 0. Indeed, in general, if $\tilde{Z}$ is real analytic we could have $\tilde{Z}(\lambda) \neq Z(\lambda)$ for $\lambda \neq 0$.

In order to overcome this problem we introduce the following useful theorems.

**Theorem 93** Let $X$ be a Banach space and let $Z : U \subset \mathbb{R} \to X$ be a function defined in a neighborhood of 0. Then $Z$ is real-analytic in $U$ if and only if, for any $\ell^* \in X^*$, the function $\lambda \mapsto \ell^*(Z(\lambda))$ is real analytic in $U$. 

Springer
Proof The proof can be found in [186] Proposition 1 and Remark 2.

Theorem 94 Suppose that $Z_n(\lambda)$ is a sequence of functions from an open neighborhood $U \subset \mathbb{R}$ of 0 into a Banach space $X$, converging point-wise $Z^n(\lambda) \to Z(\lambda)$ to some function from $U$ into $X$. Suppose furthermore that each $Z_n(\lambda)$ is real analytic and that there is a real analytic function $0 \leq K : U \to \mathbb{R}$ such that $Z_n \leq K$, then $Z(\lambda)$ is real analytic in a neighborhood of 0 and $Z \leq K$.

Proof Consider $\ell^* \in X^*$ such that $\|\ell^*\|_{X^*} \leq 1$ and define $\ell^*_n(\lambda) := \ell^*(Z_n(\lambda))$. Since $Z_n$ are real analytic also $\ell^*_n$ is real analytic, and also $\ell^*_n(\lambda) \to \ell^*_Z(\lambda) := \ell^*(Z(\lambda))$ for any $\lambda \in U$. Furthermore $\ell^*_n \leq S Z_n \leq K$ which implies that, by Remark 88, for any $R$ such that $K(R)$ is well defined, we have
\[
\sup_{\lambda \in \mathbb{C}, \|\lambda\| \leq R} |\ell^*_n(\lambda)| \leq K(R),
\]
i.e. $\ell^*_n$ are uniformly bounded in a (complex)-neighborhood of 0. This means by Vitali-Porter theorem (see, i.e. [187] Chapter 2, Section 2.4) that also $\ell^*_Z(\lambda)$ is real analytic for $\lambda \in U \cap \{\|\lambda\| < R\}$. Since $\ell^*_Z$ is real analytic for any $\ell^* \in X^*$ such that $\|\ell^*\|_{X^*} = 1$, the function $\tilde{\ell}(Z(\lambda))$ is real analytic in $U \cap \{\|\lambda\| < R\}$ which implies, by Theorem 93, that $Z$ is real analytic in $U \cap \{\|\lambda\| < R\}$ which is a non-empty neighborhood of 0.

Finally we have
\[
\left| \frac{d^k S Z}{d \lambda^k} (0) \right| = \sup_{\ell^* \in X^*, \|\ell^*\|_{X^*} = 1} \left| \frac{d^k \ell^*_Z}{d \lambda^k} (0) \right| \leq \sup_{\ell^* \in X^*, \|\ell^*\|_{X^*} = 1, n \in \mathbb{N}} \left| \frac{d^k \ell^*_n}{d \lambda^k} (0) \right| \leq K^{(k)}
\]
where we used that, from the Vitali-Porter theorem, $\frac{d^k \ell^*_n}{d \lambda^k}$ converges to $\frac{d^k \ell^*_Z}{d \lambda^k}$ uniformly.

Remark 95 It is easy to generalize the proof of Theorem 94 replacing the convergence of $Z_n(\lambda)$ to $Z(\lambda) \in X$ in the norm of $X$, by the convergence of $Z_n(\lambda)$ to $Z(\lambda) \in X$ with respect to a (weaker) norm of a Banach space $X' \supset X$ in which $X$ is densely contained.

Let $P : X \to X$ be a polynomial map, i.e. there are some $P_0, P_1, \ldots, P_n$ such that $P_k : X^k \to X$ are continuous $k$-linear symmetric maps such that
\[
P(x) := \sum_{k=0}^n P_k(x, \ldots, x), \quad x \in X.
\]
We also suppose that there is $\Psi : \mathbb{R} \to \mathbb{R}$ defined as
\[
\Psi(\lambda) := \sum_{k=0}^n \|P_k\|_{L(X^k, X)} \lambda^k, \quad \text{for} \ \lambda \in \mathbb{C},
\]
where $\| \cdot \|_{\mathcal{L}(X^k, X)}$ is the natural operator norm of $\mathcal{L}(X^k, X)$ that is the space of $k$-linear maps between $X^k$ into $X$. Suppose that $Z_{P, C} : U \to X$ (where $U \subset \mathbb{R}$ is a neighborhood of 0) is the unique solution to the equation

$$Z_{P, C}(\lambda) = \lambda P(Z(\lambda)) + C$$

(104)

where $\lambda \in U$ and $C \in X$. We are now ready to prove a general a-priori estimate for equations of the form (104).

**Theorem 96** Suppose that a solution $Z_{P, C}$ to Eq. (104) is differentiable an infinite number of time in $\lambda = 0$, then we have $Z_{P, C} \leq K_{P, C}$ where $K_{P, C}$ is the unique analytic solution (in a neighborhood of 0) to the equation

$$K_{P, C}(\lambda) = \lambda \mathcal{P}(K_{P, C}(\lambda)) + \|C\|_X.$$

(105)

**Proof** If we take the derivatives in the variable $\lambda$ in the point $\lambda = 0$ and write

$$Z_{P, C}^{(n)} := \frac{1}{n!} \frac{d^n Z_{P, C}}{d\lambda^n}(0) \in X,$

we obtain from the formal series (102) and equation (104)

$$Z_{P, C}^{(0)} = C, \quad Z_{P, C}^{(1)} = P(Z^{(0)}) = P(C)$$

and, for $r \geq 2$,

$$Z_{P, C}^{(r)} = \sum_{k=0}^{n} \sum_{j_1 + \cdots + j_k = r-1} P_k(Z_{P, C}^{(j_1)}, \ldots, Z_{P, C}^{(j_k)}).$$

This implies that

$$\|Z_{P, C}^{(0)}\|_X = \|C\|_X, \quad \|Z_{P, C}^{(1)}\| \leq \mathcal{P}(\|C\|_X)$$

and, for $r \geq 2$,

$$\|Z_{P, C}^{(r)}\| \leq \sum_{k=0}^{n} \sum_{j_1 + \cdots + j_{2k+1} = r-1} \|P_{2k+1}\|_{\mathcal{L}(X^{2k+1}, X)} \|Z_{P, C}^{(j_1)}\|_X \cdots \|Z_{P, C}^{(j_{2k+1})}\|_X.$$

(106)
If we set $S_{Z,p,c} = \sum_{n=0}^{+\infty} \|Z_{p,c}^{(n)}\| \lambda^n$, then we have

$$S_{Z,p,c}(\lambda) = \|C\|_X + \sum_{r=1}^{+\infty} \|Z_{p,c}^{(k)}\| \lambda^r$$

$$\leq \|C\|_X + \sum_{r=1}^{+\infty} \lambda^r \sum_{k=0}^{n} \sum_{j_1 + \cdots + j_k = r} \|P_k\|_{L(X^k,X)} \|Z_{p,c}^{(j_1)}\|_X \cdots \|Z_{p,c}^{(j_k)}\|_X$$

$$\leq \|C\|_X + \lambda \sum_{r=0}^{+\infty} \sum_{j_1 + \cdots + j_k = r} \|P_k\|_{L(X^k,X)} \|Z_{p,c}^{(j_1)}\|_X \cdots \|Z_{p,c}^{(j_k)}\|_X$$

$$\leq \|C\|_X + \lambda \mathcal{P}(S_{Z,p,c}(\lambda))$$

where we used inequality (106) and the fact that, by Theorem 93, the function $S_{p,c}$ is real analytic in a neighborhood of 0 with positive derivatives in 0. By Lemma 89 the thesis follows by taking $G_{r,c}(a, \lambda) = \lambda \mathcal{P}(a) + \|C\|_X$. \hfill \Box

**Proof of Theorem 83** We want to apply the previous theorems for proving Theorem 83. Here the Banach space $X = C^0(\mathbb{R}, C^0(\mathbb{R}^2, A \otimes C^4))$ with the norm given by

$$\|\tilde{\Psi}\|_X = \sup_{t \in \mathbb{R}} \|\tilde{\Psi}\|_{C^0(\mathbb{R}^2, A \otimes C^4)}.$$ 

The function $Z_{p,N(F_{e,h,R,Y}, \tilde{\lambda})}$ is real analytic in $\tilde{\lambda}$ in its radius of convergence. Furthermore it is a solution to Eq. (96), which is of the form (104) with

$$P_{3,h,R,N}(\tilde{\Psi})(t, \cdot) = \int_{-\infty}^{t} e^{(\Delta - m^2)(t-\tau)} P_N(F_{e,h,R,Y}(\hat{\Psi}(\tau, \cdot))) d\tau,$$

(107)

$$C = B_{e,R,t}^A, \text{ and } \mathcal{P}_{h,R,N}(\tilde{\lambda}) = \|P_{3,h,R,N}\|_{L(X^3,X)} \tilde{\lambda}^3.$$ 

This means that, by Theorem 96, we have

$$Z_{p,N(F_{e,h,R,Y}, \tilde{\lambda})} = B_{e,R,t}^A \leq K_{p,N,F_{e,h,R,Y}, \tilde{\lambda}},$$

where $K_{p,N,F_{e,h,R,Y}, \tilde{\lambda}}$ is the solution to the equation

$$K_{p,N,F_{e,h,R,Y}, \tilde{\lambda}} = \tilde{\lambda} \|P_{3,h,R,N}\|_{L(X^3,X)} \left( K_{p,N,F_{e,h,R,Y}, \tilde{\lambda}} \right)^3 + \|B_{e,R,t}^A\|_X.$$ 

Since $\|P_{3,h,R,N}\|_{L(X^3,X)} \leq \|P_{3,h,R,N}\|_{L(X^3,X)}$ (i.e. the polynomial $P_{3,h,R,N}$ without the finite dimensional projection), by Remark 90, we have $Z_{p,N(F_{e,h,R,Y}, \tilde{\lambda})} \leq K_{p,N,F_{e,h,R,Y}, \tilde{\lambda}}$. Since $Z_{p,N(F_{e,h,R,Y}, \tilde{\lambda})}$ converges point-wise to $Z_{F_{e,h,R,Y}, \tilde{\lambda}}$ (i.e. the solution to Eq. (96) without the finite dimensional projection in the non-linearity) we have that, by Theorem 94, $Z_{F_{e,h,R,Y}, \tilde{\lambda}}$ is real analytic and $Z_{F_{e,h,R,Y}, \tilde{\lambda}} \leq K_{p,N,F_{e,h,R,Y}, \tilde{\lambda}}$.

\(\Box\) Springer
Using again Remark 90 and the fact that \( \| \tilde{B}_{e,R,t}^A \| \leq \| \tilde{B}_{e,t}^A \| \) (where, we recall, that \( \tilde{B}_{e,R,t}^A \) is the periodized version of \( \tilde{B}_{e,t}^A \)), we get \( Z_{F_e,h,R,Y} \tilde{B}_{e,R,t}^A \subseteq K_{P_{3,h,R},\tilde{B}_{e,R,t}^A} \). Furthermore, since \( Z_{F_e,h,R,Y} \tilde{B}_{e,R,t}^A \) converges to \( Z_{F_e,h,Y} \tilde{B}_{e,t}^A \) (where \( Z_{F_e,h,Y} \tilde{B}_{e,t}^A \) is the solution to Eq. (96) where \( \tilde{B}_{e,t}^A \) is replaced by the non-periodized version \( \tilde{B}_{e,t}^A \) of \( \tilde{B}_{e,R,t}^A \) in \( X' = C^0(\mathbb{R}, C^0(\mathbb{R}^2, A \otimes \mathbb{C}^4)) \supset X \) (where we consider the weighted space \( C^0 \) instead of the unweighted one), by Theorem 94 and Remark 95, we obtain that \( Z_{F_e,h,Y} \tilde{B}_{e,t}^A \) is real analytic with respect to \( \tilde{X} \) and also \( Z_{F_e,h,Y} \tilde{B}_{e,t}^A \subseteq K_{P_{3,h},\tilde{B}_{e,t}^A} \). The thesis follows in a similar way, using the fact that, by Remark 90 and the fact that \( \| P_3 \|_{L(X^3,X)} \leq \| P_3 \|_{L(X^3,X)} \) (where \( P_3 \) is the nonlinearity defined in equation (107) where all the cut-offs have been removed), we have \( K_{P_{3,h},\tilde{B}_{e,t}^A} \), and the convergence \( Z_{F_e,h,Y} \tilde{B}_{e,t}^A \) to \( Z_{F_e,h,Y} \tilde{B}_{e,t}^A \) (i.e. the solution to Eq. (95)). \( \square \)
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