Thermodynamics of extensive but nonadditive systems: modified Gibbs-Duhem equation in the dipolar gas
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Thermodynamic properties of extensive but nonadditive systems are investigated. The precise definitions of additivity and extensivity are presented, and we will see that additivity derives several important properties including the shape-independence of the thermodynamic functions, the concavity of the entropy, and the equivalence of ensembles. In nonadditive systems, some of the above properties can be violated. It is pointed out that the shape-dependence of the entropy density in a nonadditive system results in the violation of the Gibbs-Duhem equation. As an example, the dipolar gas is numerically studied and the violation of the Gibbs-Duhem equation is confirmed. The predicted violation of the Gibbs-Duhem equation should be observable in cold-atom experiments with polarized dipolar gas.

Additivity and extensivity are central concepts in thermodynamics and statistical mechanics. Additive and extensive systems exhibit several important properties including the concavity or convexity of thermodynamic functions and the ensemble equivalence. Extensivity means that we can scale the size of the system without changing its intrinsic properties. The system is said to be additive if any pair of macroscopic subsystems are independent of each other in thermal equilibrium. Short-range interacting systems with some natural conditions are additive and extensive, and thermodynamics and statistical mechanics of those systems have been established and well understood. On the other hand, our understanding of nonadditive systems is limited. Long-range interacting systems are typical nonadditive systems, and they exhibit interesting phenomenologies. Furthermore, recent experimental progress has made long-range interacting systems accessible in the laboratory, and it becomes possible to explore their properties. It is desired to formulate thermodynamics of nonadditive systems.

We should carefully distinguish the extensivity and additivity. Although long-range interacting systems are in general neither extensive nor additive, the extensivity can be restored by introducing the size-dependent scaling to the interaction potential, which is called Kac prescription. It is noted that the additivity is not recovered by such a scaling. Moreover, systems with dipole-dipole interactions, which are ubiquitous in nature, are considered to be extensive but nonadditive even without Kac prescription, as discussed later. Thus, additivity and extensivity are different concepts, and in order to focus on the consequences of nonadditivity, we consider extensive but nonadditive systems in this paper.

The aim of this paper is to formulate thermodynamics of extensive but nonadditive systems and investigate its characteristics. We first start from the precise definition of extensivity and additivity because these terminologies tend to be used ambiguously. As was mentioned above, additivity roughly means the independence of macroscopic subsystems in thermal equilibrium. Problem here is that the notion of the independence is a subtle concept. Usually, the two macroscopic subsystems are considered to be independent if the interaction energy between them is negligible compared to the bulk energy. However, it has been recognized that in some models two macroscopic subsystems are strongly correlated although the interaction energy is extremely small compared to the bulk energy. We give a precise definition of additivity without ambiguity, and then investigate thermodynamic properties of nonadditive systems. Suitability of the definition presented here will be confirmed by showing that this additivity automatically derives several important and natural properties such as the shape independence of the thermodynamic functions, their concavity or convexity, and the ensemble equivalence.

Recently, by formulating thermodynamics of nonadditive and/or nonextensive systems following Hill’s formulation of thermodynamics of small systems, Latella et al. argued that the Gibbs-Duhem equation should be modified in such systems, where $U$ is the internal energy, $V$ the volume, $N$ the number of particles, $T$ the temperature, $P$ the pressure and $\mu$ the chemical potential. The modified equation reads $SdT - VdP + Nd\mu = 0$, where $E$ is called the “replica energy”. In Ref. the replica energy is explicitly computed only for classical particle systems with purely long-range interactions. However, such systems have no thermodynamic limit and are therefore nonextensive even if we apply the Kac prescription because sufficiently strong short-range repulsions are necessary for the existence of the thermodynamic limit. Therefore, it has not been solved whether and how the Gibbs-Duhem equation should be modified in extensive but nonadditive systems. Here, we show that the shape dependence of the equilibrium state plays a significant role in thermodynamics of extensive but nonadditive systems, and the Gibbs-Duhem equation can be violated owing to this shape dependence.
Let us start with presenting the definition of additivity and extensivity. Suppose a macroscopic system enclosed in the domain $\Gamma \subset \mathbb{R}^d$ of volume $|\Gamma| = V$ with the internal energy $U = Vu$ and the number of particles $N = V\rho$. Here, $d$ is the spacial dimension. Because the domain $\Gamma$ is characterized by its volume $V$ and its shape denoted by $\gamma$, let us write the entropy as $S(U, V, N; \gamma)$. For example, we can specify the shape of the system by putting $\gamma = \Gamma/V^{1/d}$, where we define $aX \equiv \{x \in \mathbb{R}^d : x/a \in X\}$ for a domain $X \subset \mathbb{R}^d$ and a positive value $a > 0$; $\gamma$ is the normalized domain such that the volume of $\gamma$ is unity, $|\gamma| = 1$.

The definition of extensivity is simple. Let us change the system size with the energy density and the particle density held fixed, that is, $\Gamma \rightarrow a^{1/d}\Gamma (V \rightarrow aV), U \rightarrow aU$, and $N \rightarrow aN$. If the entropy changes as $S \rightarrow aS$ in this transformation, the system is said to be extensive. More precisely, the system is said to be extensive if

$$S(U, V, N; \gamma) \approx V s_\gamma(u, \rho)$$

for sufficiently large systems, where $s_\gamma$ is the entropy density independent of the volume. Essentially this is equivalent to the statement that the system has a well-defined thermodynamic limit for each shape $\gamma$.

Next, we consider the definition of additivity. Let us consider the system in the domain $\Gamma \subset \mathbb{R}^d$ with $|\Gamma| = V$ consisting of the two subsystems $A$ and $B$. The domains of $A$ and $B$ are respectively $\Gamma_A$ and $\Gamma_B$ and we define the normalized domain $\gamma_A \equiv \Gamma_A/V^{1/d}$ and $\gamma_B \equiv \Gamma_B/V^{1/d}$ in order to specify the shape of the subsystems. Note that $\gamma_A \cap \gamma_B = \emptyset$ and $|\gamma_A \cup \gamma_B| = 1$. Here we define $\lambda$ as $|\gamma_A| = \lambda$ and $|\gamma_B| = 1 - \lambda$. The Hamiltonian is given by $H = H_A + H_B + \eta H_{\text{int}}$, where $H_A(H_B)$ is the Hamiltonian of the system $A(B)$ when there is no interaction between $A$ and $B$. The interaction energy is $\eta H_{\text{int}}$ and one might be tempted to consider that the system is additive if $\eta H_{\text{int}}$ is very small compared to the total energy. However, in some cases this naive definition does not work; there is a physical model in which the influence of the interaction term is strong although the typical value of $\eta H_{\text{int}}$ is negligibly small.

The smallness of the influence of the interaction term can be formulated in the following way. Let us consider the situation in which the particle exchange between $A$ and $B$ is prohibited, while the energy exchange is allowed. In that case, the state of the total system is specified by $(u, \rho_A, \rho_B)$, where $u$ is the total energy density and $\rho_A(\rho_B)$ is the particle density of the subsystem $A(B)$. We consider a quasi-static adiabatic process to decouple the two subsystems in this situation, that is, decrease $\eta$ to zero very slowly with $\rho_A$ and $\rho_B$ held constant. The amount of work done by the system during this thermodynamic process is denoted by $W = V(u - u')$, where $u$ and $u'$ are the energy densities before and after the thermodynamic process, respectively. We now define additivity from the thermodynamic point of view. If $W/V$ is negligibly small for large $V$, i.e. if we can divide the two subsystems without performing work, we say that the system is additive.

From now on, let us see the consequence of the additivity. The entropy of the final state is written as

$$s' = \sup_{u_A', \rho_B} \left[ \lambda s_{\gamma_A}(u_A, \rho_A) + (1 - \lambda)s_{\gamma_B}(u_B, \rho_B) \right],$$

(2)

when the system is additive (otherwise, the relation $\lambda u_A + (1 - \lambda)u_B = u$ in the right-hand side should be replaced by $\lambda u_A + (1 - \lambda)u_B = u'$). Since we consider the quasi-static adiabatic process, the entropy is invariant, and hence the entropy density of the initial state, i.e., the equilibrium state with $(u, \rho_A, \rho_B)$, is identical to $s'$. Thus the entropy density of the single system in the domain $\Gamma_A \cup \Gamma_B$, in which both the energy and the particle exchange are allowed between $A$ and $B$, is obtained by maximizing $s'$ over $\rho_A$ and $\rho_B$ under the restriction $\lambda \rho_A + (1 - \lambda)\rho_B = \rho$, where $\rho$ is the particle density of the whole system:

$$s_{\gamma_{\Gamma_A \cup \Gamma_B}}(u, \rho) = \sup_{u_A, \rho_B} \sup_{\lambda u_A + (1 - \lambda)u_B = \rho} \left[ \lambda s_{\gamma_A}(u_A, \rho_A) + (1 - \lambda)s_{\gamma_B}(u_B, \rho_B) \right].$$

(3)

From this equation, we find that the entropy density of an additive system does not depend on the shape of the system because the right-hand side is independent of the relative position of $\gamma_A$ and $\gamma_B$. We can therefore simply write $s_\gamma(u, \rho) = s(u, \rho)$. Moreover, eq. (3) implies

$$s(\lambda u_A + (1 - \lambda)u_B, \lambda \rho_A + (1 - \lambda)\rho_B) \geq \lambda s(u_A, \rho_A) + (1 - \lambda)s(u_B, \rho_B),$$

(4)

which shows the concavity of the entropy density. From the concavity of the entropy, we can show the equivalence of the microcanonical, canonical, and grandcanonical ensembles. The ensemble equivalence also ensures that the specific heat is always nonnegative in the microcanonical ensemble.

In this way, starting from the definition of additivity, we can show several important results. Thus the additivity defined in the above argument is considered to be a fundamental property.

As was mentioned, additive systems always have a shape-independent entropy density in the thermodynamic limit. An important characteristic of nonadditive systems is that the shape dependence of the thermodynamic functions. In Ref. [18], existence of the shape-dependent thermodynamic limit is proved for long-range interacting lattice systems under the Kac prescription. Such systems are therefore extensive but not additive.

Electric or magnetic dipolar systems are also extensive but nonadditive. Griffiths [19] proved that a spin system with magnetic dipole-dipole interactions possesses
a shape-independent thermodynamic limit if there is no external magnetic field (the proof for off-lattice particles is given in Ref. [20]). On the other hand, it is widely believed that the thermodynamic functions depend on the shape of the system even in the thermodynamic limit when the external magnetic field is present [21–24]. The shape dependence of the thermodynamic limit means that the thermodynamic functions depend on the shape of the system even in the thermodynamic limit with the dipole-dipole interactions and the hard-core repulsions in the container with the piston, see Fig. 1 (a). In this case, the shape of the system changes by moving the piston, and hence we have to consider the variable $\gamma$ as a function of $V$. Therefore, $d\gamma = (d\gamma/dV) dV$ and eq. (5) becomes

$$dS = \frac{dU}{T_\gamma} + \frac{1}{T_\gamma} \left( P_\gamma - K \frac{d\gamma}{dV} \right) dV - \frac{\mu_\gamma}{T_\gamma} dN. \quad (7)$$

The shape of the system is no longer an independent variable in this situation and the usual first-law of thermodynamics $dS = (dU + P dV - \mu dN)/T$ is applicable. Therefore $T = T_\gamma$, $\mu = \mu_\gamma$, and

$$P_\gamma = P_\gamma - K \frac{d\gamma}{dV}, \quad (8)$$

where $P$ is the physical pressure in this situation (the work done by moving the piston infinitesimally is given by $-P dV$), while $-P dV$ is the amount of work done in an adiabatic process in which the volume $V$ changes to $V + dV$ keeping the shape $\gamma$ as in Fig. 1 (b), that is, $P_\gamma = -(U/V)_{S,N,\gamma}$. Substituting eq. (8) into eq. (6), we obtain the result

$$SdT - VdP_\gamma + N d\mu_\gamma = K d\gamma. \quad (9)$$

This result is consistent with the formulation given in Ref. [13], in which the violation of the Gibbs-Duhem equation is given by the total derivative of the replica energy $-d\mathcal{E}$. We can identify $\mathcal{E} = -VK d\gamma/dV$ in this example.

As was already pointed out in Ref. [17], the nonadditivity introduces an extra degree of freedom $\mathcal{E}$. In this paper, it has been clarified that this extra degree of freedom originates from the shape dependence of the thermodynamic functions. It is emphasized that this extra degree of freedom appears even if the shape $\gamma$ is not an independent variable; in eq. (9), $\gamma$ is a function of $V$ and independent variables are just $U$, $V$, and $N$.

In order to numerically confirm the violation of the Gibbs-Duhem equation, we consider classical particles with the dipole-dipole interactions and the hard-core repulsions in the container with the piston, see Fig. 1 (a). We assume that very strong magnetic field is applied to the $z$-direction, and hence all the magnetic dipoles are oriented to the $z$-direction. The pressure $P$ is applied to the piston and the system is in contact with a thermal bath at the temperature $T$. The Hamiltonian of our three-dimensional system is written as

$$H = \sum_{i=1}^{N} \frac{p_i^2}{2m} + \sum_{i<j} V(r_i - r_j), \quad (10)$$

where the position and the momentum of $i$th particle are denoted by $r_i$ and $p_i$, respectively, and the mass of the particle is denoted by $m$ (in numerical calculations, we
The data for the case of Fig. 1 (a), in which the cubic shape is held fixed, Table I (a) shows the numerical data of \( \Delta_i \) for different values of \( N \). The data for the case of Fig. 1 (b), in which the volume is controlled by moving the piston, Table I (b) shows the numerical data of \( \Delta_i \) for different values of \( N \).

TABLE I. Numerical data of \( \Delta_i \) calculated by the Monte-Carlo method. Each path is divided into 72 segments to calculate the integration. (a) The data for the case of Fig. 1 (a), in which the volume is controlled by moving the piston. (b) The data for the case of Fig. 1 (b), in which the cubic shape of the system is held fixed.
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FIG. 2. Paths \( \{C_i\}_{i=1}^4 \) of the thermodynamic process. During the thermodynamic process, the number of particles \( N \) is held fixed.

where \( r_{ij} = r_i - r_j \) and \( \theta_{ij} \) is the angle between \( r_{ij} \) and the z-direction.

Since the usual form of the Gibbs-Duhem equation contains the entropy which is hard to calculate numerically, we consider the Gibbs-Duhem equation in the entropy representation, \( Ud\beta + Vd(\beta P) - Nd(\beta \mu) = 0 \), where \( \beta = 1/T \) (Boltzmann constant is put unity). When the system is not additive, this equation is also modified and the equation corresponding to eq. (6) reads

\[
Ud\beta + Vd(\beta P) - Nd(\beta \mu) = -d \left( \beta V K \frac{d^2 \gamma}{dV^2} \right) . \tag{12}
\]

For a given set of \( (T, P, N) \), we numerically evaluate \( (U, V, \mu) \) by the Monte-Carlo method. Then we calculate

\[
\Delta_i \equiv \int_{C_i} [Ud\beta + Vd(\beta P) - Nd(\beta \mu)] \tag{13}
\]

along the paths \( C_1, C_2, C_3, \) and \( C_4 \) given in Fig. 2. Note that the whole path \( \{C_i\}_{i=1}^4 \) forms the closed loop. The numerical result is given in Table I.

When we consider the situation of Fig. 1 (a), in which the volume varies by moving the piston, Table I (a) clearly shows that the usual Gibbs-Duhem equation is violated. For each \( i \), \( \Delta_i \) is proportional to the system size. On the other hand, the integration along the closed loop, \( \sum_{i=1}^4 \Delta_i \), remains small, which is consistent with the fact that the degree of the violation of the Gibbs-Duhem equation is written by a total derivative as in eq. (12).

On the other hand, when the shape of the system is fixed (suppose the cubic shape) and the system is made large or small uniformly as in Fig. 1 (b), the Gibbs-Duhem equation should be satisfied, as discussed below eq. (6). We also calculated \( \{\Delta_i\}_{i=1}^4 \) numerically for this case and the result is presented in Table I (b). It is found that \( \Delta_i \) does not grow as the system size increases, which means that the Gibbs-Duhem equation holds. Thus the Gibbs-Duhem equation is not always violated in extensive but nonadditive systems.

Systems with significant dipole-dipole interactions can be realized in cold atoms. Therefore, the violation of the Gibbs-Duhem equation should be observable in a polarized dipolar gas. For a harmonically trapped gas with the trap frequencies \( \omega_x, \omega_y, \) and \( \omega_z \), the usual Gibbs-Duhem equation should hold if we change \( \omega_x, \omega_y, \) and \( \omega_z \) uniformly to control the volume of the system (see Ref. [29] for the definition of the volume and the pressure for trapped systems). On the other hand, if we change only one of them, say \( \omega_z \), the situation is essentially the same as that in Fig. 1 (a), and the Gibbs-Duhem equation should be modified.

In conclusion, thermodynamics of extensive but nonadditive systems have been formulated. As a remarkable property, it has been shown that the Gibbs-Duhem equation can be violated in such systems. This violation stems from the shape dependence of the thermodynamic functions. The degree of the violation strongly depends on the type of the macroscopic operations done to the system, e.g., how to control the volume of the system. This theoretical prediction has been confirmed for classical dipolar particles with the hard-core repulsion. It should be also verified in experiment for polarized dipolar gas. Since the violation of the Gibbs-Duhem equation results from the general thermodynamic formalism, it should be a universal property in nonadditive systems; the quantum effect, for instance, will not alter this property although the numerical model studied here is a classical one.
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