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Abstract
Social media corpora pose unique challenges and opportunities, including typically short document lengths and rich meta-data such as author characteristics and relationships. This creates great potential for systematic analysis of the enormous body of the users and thus provides implications for industrial strategies such as targeted marketing. Here we propose a novel and statistically principled method, clust-LDA, which incorporates authorship structure into the topical modeling, thus accomplishing the task of the topical inferences across documents on the basis of authorship and, simultaneously, the identification of groupings between authors. We develop an inference procedure for clust-LDA and demonstrate its performance on simulated data, showing that clust-LDA outperforms the “vanilla” LDA on the topic identification task where authors exhibit distinctive topical preference. We also showcase the empirical performance of clust-LDA based on a real-world social media dataset from Reddit.

1 Introduction
Targeted marketing has become one of the most prevalent strategies among consumer brands due to the efficiency of reaching audiences on digital media. With exponentiating numbers of online users engaging in social media and social network sites such as Twitter1 and Reddit2, and the enormous volumes of content contributed by them in real time about subjects ranging from breaking news to trends in entertainment, social media corpora possess abundant information to inform corporate strategy and marketing. Efficient and effective text mining from these sources allows us to augment human interpretation with mathematical representations of the latent structure of the data, enabling us to gauge psychographic and behavioral tendencies of the underlying population, and apply targeting strategies, such as personalized advertising or niche marketing.

Probabilistic topic models such as Latent Dirichlet Allocation (LDA) are commonly used for analyzing the thematic structure of traditional large text corpora (Blei, 2012). However, social media corpora can pose distinctive challenges for topic models. The often-short length of the documents and the informal adherence to standard lexica induce high sparsity in the observed word co-occurrence matrices. Meanwhile, some social networks provide rich ancillary information about each document such as the characteristics of and the relationships between their authors.

Much research has been done to improve the success of topic models on social media and similar corpora by incorporating additional meta-data about documents, and relationships between documents, into the model structure. The Author-topic model, in particular, creates structure at the author level by associating each author in the corpus with their own topic distribution (Rosen-Zvi et al., 2004). Such structure, pooling across the high-resolution document level to support inference at the low-resolution author level, is particularly useful in support of targeted advertising to social media users. Nevertheless, social media corpora often have few documents per author to support accurate inference at the user level (Volkova et al., 2014). The motivates inference at even lower resolution, such as the grouping of authors.

In this paper, we propose a new topic model, clust-LDA, which groups authors into clusters with differentiated topic distributions. This approach simultaneously addresses the following motivations:

1. Jointly and coherently model both the underlying text structure and author group struc-
ture of the corpus;
2. Aggregate information hierarchically, yielding representations of the corpus at multi-resolutions from document, to author, and to group.
3. Pool information on the basis of authorship and author similarity to aid in the topical inference on short-length documents.

In particular, the first of these motivations facilitates targeted marketing strategies based on audience segmentation. Segmented strategies differentiate messaging and bidding at the group-level based on clustering in user behavior. By directly modeling user group-level structure in textual discussions, topic model inferences can be used for marketing segmentation.

In the following article, we review related work, introduce the clust-LDA model, explore its theoretical performance using simulated data, and finally demonstrate its application to real world data collected from Reddit.

2 Related Work

LDA. Probabilistic models have been widely applied in the field of semantic analysis (Hofmann, 1999; Blei et al., 2003; Sun et al., 2012). In particular, LDA (Blei et al., 2003) has gained great popularity due to its interpretability and flexibility. LDA assumes that each document in a corpus is structured by a unique, underlying mixture of topics, where the topics are characterized by distinct distributions over the words in the vocabulary. For each word in a document, its topic is determined by the document-specific mixture that comes from a Dirichlet distribution, and subsequently the word is sampled from the topic-specific word distribution.

The original formulation of LDA (“vanilla” LDA) has been broadly extended for a variety of tasks in text analysis. Blei et al. (2004) generalized the topic structure of LDA into a hierarchy based on the nested Chinese restaurant process. Blei and McAuliffe (2008) introduced supervised LDA to incorporate the value of a response variable for each document. Blei and Lafferty (2007) imposed correlation among topics via the logistic normal prior in Correlated Topic Model (CTM). Roberts et al. (2013) further extended CTM to yield the STM, which incorporated document-level covariates and has yielded a wide range of flexibility and applications (Roberts et al., 2014a,b).

Author, community and clustering analysis. Inference on the authorship and the communities or clusters within the authorship of corpora has also attracted great interests. Rosen-Zvi et al. (2004) first proposed the Author Topic (AT) model to incorporate the authorship of the documents into vanilla LDA by establishing multinomial distribution over topics for each author. Seroussi et al. (2012) extended AT to model the author-specific topic distribution disjointly. These methods and others incorporate author-level information about documents, but do not consider the underlying structure among authors.

A number of methods have been proposed to study the community structure among authors. Liu et al. (2009) combined an observed community structure of authors with LDA through a topic-link formulation. Similarly, Lim et al. (2016) explicitly modeled follower networks alongside a Dirichlet process formulation of text documents and McCallum et al. (2007) modeled topics alongside sender-recipient links. Li et al. (2011) and Yin et al. (2012) further integrated community modeling and LDA to facilitate latent community detection.

Few past works have aimed at unsupervised clustering or grouping of authors to aggregate high-resolution information (individual, short documents) based on topic models to enable more accurate topical inference. Most existing methods (Jin et al., 2011; Xie and Xing, 2013; Yin and Wang, 2014; Zuo et al., 2016) focused on clustering at the document level without considering authorship. Karandikar (2010) explored techniques for clustering documents and authors in social media data independently, without seeking a joint model.

3 Method

The clust-LDA model aims at aggregating information across documents generated by the same author, and inferring a shared characterization of related authors based on the similarity in their documents. We extend the AT model by introducing an additional hierarchy, a latent author cluster/group, and perform inference on a joint model for author clustering and topic modeling.

3.1 Generative model

We provide a graphical representation of clust-LDA in Figure 1. The generative process is as fol-
lows:
1. For topic $k \in \{1, \ldots, K\}$ and vocabulary size $V$,
   (a) Draw word distribution $\phi_k \sim \text{Dirichlet}(\beta)$, where $\phi_k$ is $V$-length vector;
2. For each group $A \in \{1, \ldots, N_A\}$,
   (a) Draw cluster-level topic weight $\gamma_A \sim N_K(0, \sigma_0^2 I_K)$;
3. For each author $a \in \{1, \ldots, N_a\}$,
   (a) Draw group assignment distribution $\psi_a \sim \text{Dirichlet}(\eta)$;
   (b) Draw the latent group membership $A \sim \text{Multinom}(\psi_a)$;
4. For each document $d \in \{1, \ldots, D\}$,
   (a) Draw the document-level topic distribution $\theta_{a,d|A_a,\gamma_{A_a}} \sim \text{logNormal}(\gamma_{A_a}, \Sigma)$;
   (b) For each token $n \in \{1, \ldots, N_d\}$,
      i. Draw the topic $z_{a,d,n} \sim \text{Multinom}(\theta_{a,d})$;
      ii. Draw the word $w_{a,d,n}(z_{a,d,n} = k) \sim \text{Multinom}(\phi_k)$.

The capitalized letters $\Phi, \Theta, \Gamma, \Psi, Z, W$ denote the collections of their lower-case parameter/observation counterparts, i.e. $(\phi_k), (\theta_{a,d}), (\gamma_A), (\psi_a), (z_{a,d,n}), (w_{a,d,n})$ respectively.

### 3.2 Inference: Expectation Conditional Maximization Algorithm

We adopt a Gibbs-style iterative algorithm (or expectation conditional maximization, ECM) to infer the latent group label $A$ given the topic structure, i.e., the Cluster step (C-step), and the topic model given the group membership, i.e. the Topic step (T-step).

#### 3.2.1 Cluster step

Conditional on the parameters and variables from the topic model $(\Phi, \Theta, \Gamma, \Psi, A)$, the posterior

$$p(A, \Psi|\Phi, \Theta, \Gamma, Z, W) \propto p(\Theta|\Gamma, A)p(\Lambda|\Psi)p(\Psi),$$

which is equivalent to a Gaussian mixture model (GMM) with latent group label $A$ and observations $\Theta$ such that

$$\log(\theta_{a,d}|A_a, \gamma_{A_a}) \sim N(\gamma_{A_a}, \Sigma)$$

$$A_a|\psi_a \sim \text{Multinom}(\psi_a)$$

$$\psi_a \sim \text{Dirichlet}(\eta).$$

The expectation maximization (EM) algorithm provides the estimation for the posterior mode in the C-step (see (Benaglia et al., 2009)).

#### 3.2.2 Topic step

Conditional on the group labels,

$$p(\Phi, \Theta, \Gamma, Z|W, \Psi, A) \propto p(\Lambda|\Phi)p(\Gamma)$$

$$p(\Theta|\Gamma, A)p(Z|\Theta)p(W|Z, \Phi),$$

which is equivalent to the STM under a simplified configuration, in particular, an STM with each document’s prevalence covariate set to its author’s categorical group label, and no topical content modeling. Specifically, the generative process for the equivalent STM is:

1. For topic $k \in \{1, \ldots, K\}$,
   (a) Draw word distribution $\phi_k \sim \text{Dirichlet}(\beta)$;
2. For each document $d \in \{1, \ldots, D\}$ with its author being $a$, and author group being $A_a$,
   (a) Denote the document covariate $X_d = (x_{d,1}, \ldots, x_{d,N_A})^T$, where $x_{d,A} = 1$ if and only if $A = A_a$;
   (b) Draw the document-level topic distribution $\theta_{a,d|X_d, \Gamma} \sim \text{LN}(\Gamma X_d, \Sigma);$
(c) For each token $n \in \{1, \ldots, N_d\}$,
    i. Draw the topic $z_{a,d,n} \sim \text{Multinom} (\theta_{a,d})$;
    ii. Draw the word $w_{a,d,n} \mid z_{a,d,n} = k \sim \text{Multinom} (\phi_k)$.

The conditional STM can be readily inferred through variational methods based on a partially-collapsed EM as in Roberts et al. (2014a).

3.3 Diagnostics

Here we discuss several diagnostics for model convergence and address the issue of multimodality in the joint model.

3.3.1 Convergence

One of the major concerns with LDA-based topic model is the non-identifiability or weak identifiability of the model (Roberts et al., 2016). In the case of clust-LDA, the label-switching issue in inferring author groups adds additional layer of complexity. The large dimensionality of model parameters in the LDA component renders it difficult to apply to clust-LDA traditional diagnostics for algorithm convergence, such as L2-difference of estimated parameters in consecutive steps. As one of our major goals is to cluster the authors into groups, we compare the Rand index (Rand, 1971), a label-free cluster similarity measure, between successive iterations as one diagnostic of convergence.

Define the convergence diagnostic at step $t$ as $D_c^{(t)} = \text{RI}(A_{t-1}^{(t)}, A^{(t)})$, where RI is the Rand index and $A^{(t)}$ is the inferred cluster labels at step $t$. We halt the iteration between C-step and T-step when $D_c^{(t)} > 1 - \epsilon$. In practice, we can take $\epsilon = 0$ for stability in author clustering.

3.3.2 Multi-modality

The iterative optimization and EM inference algorithm for the posterior mode only guarantees discovery and exploration around a local optimum, rather than the global optimum. One common approach for the global mode search is to perform multiple initializations. However, with the strong multi-modality and non-identifiability issues of LDA-based models, the variability of the converged models is high and, while a variety of options have been proposed (Wallach et al., 2009; Mimno and Blei, 2011), a widely accepted quantitative method to evaluate model fitness is lacking. In practice, human-driven qualitative investigation of the inferred topics and corresponding keywords is common best practice (Chang et al., 2009), despite obvious drawbacks of subjectivity and inefficiency. Here we propose two quantitative diagnostics to evaluate fitness among the converged models from multiple initializations.

For the $m$-th initialization, suppose

1. The fitted log likelihood $D^{m}_{lik} = l(\hat{\Theta}; W, a)$, where $l$ is the log likelihood function of the joint model, and the $\hat{\Theta}$ is the estimates for all parameters. We choose the best fitted model from $m_{lik} = \arg \max_m D^{m}_{lik}$.

2. The clustering dispersion $D^{m}_{dips} = \frac{\sum_{j=1}^{D} \left\| \hat{\theta}_{a,d} - \exp(\bar{\gamma}_{a,d}) \right\|^2}{\sum_{j=1}^{NA} \left\| \exp(\bar{\gamma}) - \exp(\bar{\gamma}) \right\|^2 / N_A}$, which measures the ratio between the within-cluster distance and between-cluster distance of data points. We choose the best fitted model from $m_{dips} = \arg \min_m D^{m}_{dips}$.

4 Experimental Results

4.1 Simulated Data

To evaluate the performance of our model and algorithm, we simulate synthetic datasets from the generative process of clust-LDA. We set $K = 5$ topics, $N_A = 3$ author groups; for hyper parameters, we set $\beta = 1$ and vary $\eta$ and $\sigma_0^2$. Note that larger values of $\eta$ lead to less variance in $\psi_a$, i.e., greater similarity in topics, while larger values of $\sigma_0^2$ indicate stronger document-level noise. For each dataset, we simulate $D = 852$ documents from $N_a = 489$ authors, on average $N_d = 20$. The scale of the synthetic dataset is motivated by the size of a representative thread from the Reddit network.

We adopt the iterative algorithm described in Section 3, and the Rand index-based diagnostic $D_c$ for convergence. For each combination of hyperparameter settings $(\eta, \sigma_0^2)$, we simulate $n = 20$ datasets and, for each dataset, $M = 20$ initializations. We choose the best fitted model based on the fitted log-likelihood $D^{m}_{lik}$.

First, we report the clustering accuracy of clust-LDA based on the Rand index between the author group membership inferred by clust-LDA and the true simulated membership in Figure 2. In general, clust-LDA is able to provide accurate clustering with average Rand index $\text{RI} > 0.9$ when the noise level and cluster topic similarity level are mild ($\eta < 1$, $\sigma_0 < 1$). As the noise increases or the cluster variance decreases, the topics become more similar, raising the difficulty for
inference. The average RI therefore decreases in these circumstances, as demonstrated in the figure. Notably, the variance in the clustering accuracy across the simulated datasets is rather consistent, which indicates the robustness and stability of the clustering method.

Figure 2: Efficiency of clust-LDA in recovering true author group assignments as a function of the hyperparameters $\sigma_0$ (top) and $\eta$ (bottom), measured by the Rand index and averaged across simulated datasets.

We also evaluate the estimation accuracy of clust-LDA on the cluster-level topic distribution parameter $\Gamma = (\gamma_1, \gamma_2, \gamma_3)$ as measured by the mean absolute error (MAE). We compare the performance of clust-LDA with the vanilla LDA and AT models in Figure 3. For a fair comparison with these two benchmark methods, the MAE is defined as $MAE = \frac{1}{NA} \sum_a \| \hat{\gamma}_{A_a} - \gamma_{A_a} \|_1$, where, for clust-LDA, $\hat{\gamma}_{A_a}$ is the estimated topic distribution of the inferred group of author $a$; for AT, $\hat{\gamma}_{A_a}$ is the estimated author-level topic distribution; and for vanilla LDA, $\hat{\gamma}_{A_a}$ is estimated by the average of the document-level topic distribution $\hat{\theta}_d$ across the documents of author $a$. Note that all three methods are compared at the level of the topic distribution for each author for fairness and no extraneous information (e.g. the true cluster labels) is included for the MAE evaluation of any method. Both the AT and vanilla LDA are implemented by the $stm$ R package (Roberts et al., 2014a).

In general, clust-LDA shows strong advantages over two benchmark methods in terms of the MAE, especially when the noise level or the cluster similarity are low to moderate ($\sigma_0 < 10$, or $\eta < 2$). As the noise level increases ($\sigma_0 > 10$), LDA gradually converges to the performance of clust-LDA as the marginal value of information provided by author clustering decreases. Such observation gives us confidence in clust-LDA for improved topical inference on corpora with strong and distinctive author grouping characterization.

4.2 Reddit Data

We confront clust-LDA with a real world sample dataset from the Reddit network. To test the performance of our method, we combine the comments of three Reddit forums (“subreddits”) of television shows, namely Evangelion (https://www.reddit.com/r/evangelion/), It’s Always Sunny in Philadelphia (https://www.reddit.com/r/ItASIP/), and The Simpsons (https://www.reddit.com/r/TheSimpsons/). The integrated corpus contains 6,997 comments (documents) from 1,662 Reddit users (authors) with a vocabulary of 1,093 words, after removing stop words and low-frequency words (less than 10 counts in the corpus). We run clust-LDA on the integrated corpus (with all three shows) with the number of topics $K = 20$, number of groups $N_A = 3$, and $M = 20$ initializations.

Table 1: Contingency table of inferred cluster and observed subreddit membership by clust-LDA, in percentages (%)

| Subthread   | Cluster I | Cluster II | Cluster III |
|-------------|-----------|------------|-------------|
| Evangelion  | 7.56      | 6.19       | 87.22       |
| Sunny       | 42.25     | 21.48      | 41.03       |
| Simpsons    | 53.37     | 25.69      | 18.38       |

We report the results of the inferred topic model and cluster features in Tables 2 - 1 and Figure 4. If we take the subreddit identity to be the ground truth of an author group, the Rand index between the assumed group labels and our inferences is RI $= 0.63$ for the model with the minimum dispersion ($D_m$). Table 1 summarizes the correspondence between the inferred clusters and the original subreddits for all the documents, while Figure 4 illustrates this relationship. Cluster III corresponds closely to the subreddit of Evangelion, in-
indicating that most comments about Evangelion are strongly clustered together under the clust-LDA model. This observation is also reflected in Table 2, which shows that the top weighted words among the top topics of Cluster III include a great number of keywords specific to Evangelion, such as shinji, gendo, kaworu, asuka, and evangelion. In contrast, Clusters I & II are shown to be nearly even mixtures of content from the other two subthreads. The top weighted topics of Clusters I & II overlap heavily. While the clusters are mixed, some of the topics are strongly associated with individual shows. Topic 20 and Topic 16 contain the keywords specific to The Simpsons and It’s Always Sunny in Philadelphia, respectively (Table 2). Such results may attribute to the varying identifiability of the three subreddits: Evangelion is a Japanese cartoon series that contains lots of distinctive keywords in Japanese, while the other two are American TV comedies with more commonality in discussion keywords, themes, and topics.

5 Discussion

Throughout the experiments on clust-LDA, we assumed the number of cluster $N_A$ is known and fixed. Yet in real application, the determination of cluster number $N_A$ is a generic challenge for unsupervised learning tasks and has been extensively studied. One suggestion in practice is to adopt established diagnostics such as AIC, BIC, silhouette or gap statistics (Kodinariya and Makwana, 2013; Rousseuw, 1987; Tibshirani et al., 2001) to determine $N_A$ in the C-step. Detailed discussion is provided in the Supplement.

6 Conclusion

In this article, we present clust-LDA, a joint model for inference on both the topic structure and the author group/cluster of text datasets. Clust-LDA introduces a latent author group/cluster hierarchy to the traditional LDA model to discover and characterize groups of authors in terms of their topical preferences. Through experimental studies on synthetic data and empirical samples of Reddit social network data, we have shown that clust-LDA is effective in extracting author groupings and the topical preferences of authors, particularly when author groups exhibit well-separated topical preferences and the noise level is relatively low. This indicates that clust-LDA is most useful for short-length, non-prolific (low number of documents per author) copora where the similarity among texts is best characterized by grouping of authors.

With the ever-growing abundance of short-length social media data, clust-LDA can serve as a tool for text mining efforts that focus on author characterization and can particularly aid segmentation-based targeted marketing strategies.
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