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Consider a random graph $G$ of size $N$ constructed according to a graphon $w : [0, 1]^2 \rightarrow [0, 1]$ as follows. First embed $N$ vertices $V = \{v_1, v_2, \ldots, v_N\}$ into the interval $[0, 1]$, then for each $i < j$ add an edge between $v_i, v_j$ with probability $w(v_i, v_j)$. Given only the adjacency matrix of the graph, we might expect to be able to approximately reconstruct the permutation $\sigma$ for which $v_{\sigma(1)} < v_{\sigma(2)} < \ldots < v_{\sigma(N)}$. If $w$ satisfies the following linear embedding property introduced in [25]: for each $x$, $w(x, y)$ decreases as $y$ moves away from $x$. For a large and non-parametric family of graphons, we show that (i) the popular spectral seriation algorithm [2] provides a consistent estimator $\hat{\sigma}$ of $\sigma$, and (ii) a small amount of post-processing results in an estimate $\tilde{\sigma}$ that converges to $\sigma$ at a nearly-optimal rate, both as $N \to \infty$.

1. Introduction. In this paper, we study a statistical version of the seriation problem, first introduced by Robinson in [35] as a combinatorial problem. In this problem, we get to observe a graph, and our goal is to order the vertices in such a way that more similar items are placed near to each other. The pioneer of seriation is considered to be Flinders Petrie, an Egyptologist, who called it sequence dating in [31]. While the seriation originates from archaeology, it has recent applications to ecology, sociology, biology, and other topics. See [27] for a historical overview on the seriation problem.

We relate the seriation problem from [31] to the notation used in this article. We begin with a collection of $N \in \mathbb{N}$ objects, with the $i$'th object associated with an unobserved point $v_i \in [0, 1]$. In [31], these objects corresponds to a set of graves, with $v_i$ the age of the $i$'th grave. We then get to observe a symmetric graph $G = (V, E)$ with vertex set $V = \{v_1, v_2, \ldots, v_N\}$. Informally, we expect that an edge is more likely to appear between vertices $v_i$ and $v_j$ that are closer together. Continuing the example of [31], the observed graph is constructed by putting an edge between $v_i$ and $v_j$ if we find the same type of artifacts in both the $i$'th and $j$'th graves. This co-occurrence is more likely when the two graves have similar ages. The goal in seriation is then to find an ordering $\sigma : V \mapsto \{1, 2, \ldots, N\}$ for which $v_{\sigma(1)} < v_{\sigma(2)} < \ldots < v_{\sigma(N)}$. In [31], this means inferring a chronological ordering of the true ages of the set of graves by observing the different types of archaeological finds on each grave.

Many versions of the seriation problem have been studied. Perhaps the simplest occurs when the observed graph satisfies the following property: for all $i < j < k$,

\[(v_i, v_k) \in E \implies (v_i, v_j) \in E \text{ and } (v_j, v_k) \in E.\]
Graphs satisfying this property are called Robinsonian, named after Robinson who first introduced this property in [35]. We call this the noiseless seriation problem, as there will never be any “missing” edges and a perfect ordering exists.

**Remark 1.1 (Reversals and Recovery).** Since we can only observe the graph $G$, there is no way to distinguish between an ordering $\sigma$ and its reversal $\text{rev}(\sigma)$, defined by

$$ \text{rev}(\sigma)(i) = N + 1 - \sigma(i). $$

This means that, although we say that we wish to find an ordering $\sigma$ that is close to the ordering $\sigma'$ that satisfies $v_{\sigma(1)} < v_{\sigma(2)} < \cdots < v_{\sigma(N)}$, the best that we can hope for is an ordering $\tilde{\sigma}$ that is close to either $\sigma$ or $\text{rev}(\sigma)$. We expect that this non-identifiability is rarely a problem in practical applications; even a small amount of additional information lets you distinguish between the extremely different estimates $\tilde{\sigma}$ and $\text{rev}(\tilde{\sigma})$.

To avoid repeatedly discussing this small non-identifiability issue, we usually hide it by the following small abuse of notation. For any metric $d$ that can be applied to orders, we always intend the symmetrized version

$$ d(\sigma_1, \sigma_2) = \min(d(\sigma_1, \sigma_2), d(\text{rev}(\sigma_1), \sigma_2)) $$

unless we explicitly say otherwise. We only need to pay attention to this issue in step 3 of our post-processing algorithm (Algorithm 3), where we consider several different estimated orderings and must “align” them.

This noiseless version of the seriation problem has been well-studied in the computer science literature, and there are several algorithms that are known to return a correct $\sigma$ very quickly; we believe that [9] is the fastest. Of the provably-correct algorithms, one of the simplest and best-known is the spectral seriation algorithm (see Algorithm 1 below) introduced in [2]. This algorithm is based on the spectrum of the Laplacian of the observed graph.

In realistic examples, the data is noisy and (1.1) will not hold exactly. This motivates the statistical seriation problem, in which the edges of the graph $G$ are seen as random and (1.1) only holds “on average.” We study the following natural generalization introduced in [7]: for all $v_i < v_j < v_k$,

$$ \mathbb{P}((v_i, v_k) \in E) \leq \min(\mathbb{P}((v_i, v_j) \in E), \mathbb{P}((v_j, v_k) \in E)). $$

In this situation we typically can’t recover $\sigma$ exactly, and so the goal becomes estimating $\sigma$. Algorithm 1, the spectral seriation algorithm, is commonly applied to the statistical seriation problem as well as the noiseless seriation problem.

We give the usual spectral algorithm below, but first set notation. For any integer $n \in \mathbb{N}$ define $[n] = \{1, 2, \ldots, n\}$. For any set $S$ and any function $f : S \mapsto \mathbb{R}$, define the associated ordering $\sigma_f : S \mapsto |[S]|$ by the formula

$$ \sigma_f(i) = |\{j \in S : f(j) \leq f(i)\}|, $$

breaking ties in $f$ arbitrarily to make the resulting function bijective. If $S = [N]$ and $f$ does not contain any repeated values, it is clear that $f(\sigma_f(1)) \leq f(\sigma_f(2)) \leq \cdots \leq f(\sigma_f(N))$.

The spectral seriation algorithm is based on the eigenvalues of a related Laplacian matrix, rather than the adjacency matrix itself. We recall that the (unnormalized) Laplacian matrix of a graph with $N$ vertices and adjacency matrix $A = (a_{i,j})_{1 \leq i,j \leq N}$ is given by $L_A = (D - A)$,
where the degree matrix $D = (d_{ij})_{1 \leq i,j \leq N}$ is the diagonal matrix with entries $d_{ii} = \sum_{j=1}^{N} a_{ij}$.

The spectral seriation algorithm introduced in [2] is as follows:

**Algorithm 1:** The spectral seriation algorithm.

**Input:** A graph $G$.
1. Compute the adjacency matrix $A$ of the graph $G$.
2. Compute the Laplacian matrix $L_A$.
3. Find the eigenvector $\phi$ of $L$ with second-smallest eigenvalue, called the Fiedler vector.
4. Compute the permutation $\sigma_\phi$ according to Equation (1.5).

**Output:** The permutation $\sigma_\phi$.

As shown in [2], under the satisfying property (1.1) this algorithm always returns a correct permutation. The same algorithm also gives a popular estimator for the statistical seriation problem. The main contribution of this paper is the study of the performance of this algorithm for the statistical seriation problem under fairly general conditions, which we now introduce.

A graphon is a measurable function $w : [0,1]^2 \to [0,1]$ which is symmetric (i.e., $w(x,y) = w(y,x)$). See [28] for a general introduction to graphons, and [7] for previous work on graphons in the context of seriation. In this paper, we say that a random graph $G = (V,E)$ with $N$ vertices is sampled from a graphon $w$ and write $G \sim w$ if: (i) the vertices of the graph $V = \{v_1,v_2,\ldots,v_N\}$ are $v_i = \frac{i-1}{N}$ and (ii) the edges of $G$ are sampled independently with probabilities:

\begin{equation}
\mathbb{P}(\{v_i,v_j\} \in E) = w(v_i,v_j).
\end{equation}

Our paper includes two main results on this problem. We now give weak but-easy-to-state versions of our main theorems, applying to the following family of random graphs:

**Definition 1.2 ("Nice" Random Graphs).** We say that a graphon $w$ is "nice" if $w$ can be written as $w(x,y) = R(|x-y|)$ for all $x,y \in [0,1]$, where $R : [0,1] \to (0,1]$ is a $C^1$ function such that $R'(x) < 0$ for all $x \in (0,1)$.

To give a simple concrete family of examples: (i) the graphons $w(x,y) = 1 - \alpha |x-y|/\beta$ belong to this family when $0 < \alpha \leq 1$ and $1 \leq \beta < \infty$, and (ii) the graphons $w(x,y) = \exp\left(-\frac{(x-y)^2}{2\sigma^2}\right)$ for any $\sigma > 0$ (known as the RBF kernel) also belong to this family.

Denote by $id_N$ the identity permutation on $[N]$, and for all $\gamma > 1$ and $N \geq 1$ define $\varepsilon_\gamma(N) := \exp(-\log^\gamma(N))$. The following is an immediate consequence of Theorems 2 and 3, as we show in Section 7:

**Theorem 1.** Let $w$ be a graphon of the form given in Definition 1.2. Consider a family of random graphs $\{G^{(N)}\}_{N \in \mathbb{N}}$ where each $G^{(N)}$ has exactly $N$ vertices, and is sampled from $w$ in the sense of Equation (1.6) (i.e., $G^{(N)} \sim w$), and let $\hat{\sigma}^{(N)}$ be the output of Algorithm 1 with input $G^{(N)}$. For any fixed $\varepsilon \in (0,1)$ and $\eta \in (0,1/3)$, there exists a positive constant $C = C(w) < \infty$ and an integer $N_0 = N_0(w,\varepsilon,\eta)$ so that for all $N \geq N_0$

\begin{equation}
\mathbb{P}\left(\left\|\hat{\sigma}^{(N)} - id_N\right\|_1 \leq C N^{2-\eta}\right) > 1 - \varepsilon.
\end{equation}

\footnote{In the larger graphon literature, it is more common to view $v_1$ as being i.i.d. samples taken uniformly from $[0,1]$. This does not make a large difference in the types of estimates we obtain in this paper. We use this embedding to more closely match previous work on special cases of the seriation problem, such as [4, 5, 15].}
Furthermore, denote by $\tilde{\sigma}(N)$ the “post-processed” estimate obtained from Algorithm 3 with input $G(N)$ and parameters $\alpha = 0.05$, $\beta = 0.31$. Then for any $\gamma > 1$ and $\epsilon > 0$, there exist a positive constant $\delta = \delta(w, \gamma, \epsilon)$ and an integer $N_0 = N_0(w, \gamma, \epsilon)$ so that

$$P\left(\|\tilde{\sigma}(N) - \text{id}_N\|_{\infty} \leq \epsilon \sqrt{N \log^3(N)}\right) > 1 - \epsilon^\delta(N)$$

for all $N \geq N_0$.

We note that Inequality (1.8), which is a weak form of Theorem 3, is much stronger than (1.7), which is a weak form of Theorem 2, in at least two ways: the norm in which convergence is measured is much stronger, and the rate of convergence is much faster (even after rescaling to account for the different norms). We discuss the degree to which this is rate-optimal, and how to further improve this results under some additional assumptions, in Section 8.

1.1. Previous Work and Main Contributions. Informally, the main results of our paper are that (i) the popular spectral embedding algorithm gives reasonably good results for the seriation problem, and (ii) a simple post-processing step can be added to obtain very good results. We view this as important reassurance for practitioners: spectral embedding algorithms are very popular, but there was little theoretical support for using these algorithms to fit anything but a few small parametric families of models. Our results provide evidence for the folk belief that spectral algorithms, with appropriate coarse post-processing, are quite insensitive to the details of the generating process $w$.

There are many papers in the literature that have either similar-looking results or similar-looking methods, so we give a quick survey and then summarize the most interesting differences.

1.1.1. Previous Work: Similar Algorithms and Proofs, Different Questions. Spectral embedding algorithms are very popular in many contexts, especially in the spectral clustering literature (see e.g. [16, 40] and variants such as [3, 6, 26]). The idea behind all these algorithms is to calculate the first few eigenvectors of a matrix related to your data matrix, use these to embed your data in a low-dimensional space, then use a popular clustering algorithm such as $k$-means to cluster points in this representation. As with the seriation problem, this is known to give exactly the desired answer in simple “noiseless” situations.

In “noisy” situations, the most common analyses follow the approach of [41]. In that paper, the authors show that, under appropriate conditions, the eigenvectors of the observed data matrix will converge to the eigenfunctions of a certain limiting operator. When this convergence happens, the associated spectral embedding will also converge to an embedding related to the limiting operator. One can then bound the difference between the clustering associated with the observed data and the limiting operator, obtaining a consistency result.

The proof of our first main bound, Inequality (1.7), follows essentially this approach. We emphasize two main differences:

1. Definition of “correct” answer: In spectral clustering, it is often straightforward to check that the clustering associated with the limiting operator is “correct,” and sometimes this clustering is even taken as the definition of a “correct” clustering. In seriation, the correct ordering has an independent definition in terms of the embedded positions $v_1, \ldots, v_N$. This means that we must check that the seriation obtained from the limiting operator actually agrees with this ordering. Checking this turns out to be non-trivial unless the generating graphon $w$ is very special, and relating the limiting operator to the embedded positions takes up most of Section 3.
2. **Difficulty of problem:** In spectral clustering, the “correct” clustering maps vertices to a finite set \( \{1, 2, \ldots, k\} \), where \( k \) does not grow with the size \( N \) of the observed graph. In seriation, the “correct” ordering is a permutation on \( \{1, 2, \ldots, N\} \). The fact that the seriation problem attempts to estimate a much higher-dimensional object makes the problem substantially messier in a few ways. For example, it is often possible to perfectly recover the correct clustering with a finite sample size even without precise information about the data-generating process (see e.g. [10]), but it is usually not possible to perfectly recover the solution to the seriation problem without having very accurate a priori knowledge of the graphon \( w \) (see e.g. [25]).

We next relate our second main result, Inequality (1.8), to the existing literature.

Although analysis of the spectral embedding gives useful information, there are many possible spectral embeddings and it is difficult to find and analyze the “best” one (see e.g. the discussion of various Laplacians in [41]). An alternative is to use a simple spectral embedding to obtain an initial rough solution, then use a simple post-processing algorithm to refine it. This is known to work well for the stochastic block model, the most popular toy model for the spectral clustering problem [1].

We take a similar approach here to prove Inequality (1.8). The main novelty is that we need to develop a post-processing algorithm, as the algorithms used for spectral clustering are not appropriate. Again, the fact that exact recovery is impossible adds some complication to our analysis.

1.1.2. **Previous Work: Similar Questions.** Our work was inspired by [19, 36], which studied random graphs that were very similar, respectively, to the one-parameter graphon
\[
w(x, y) = p \cdot \text{1}_{|x−y| ≤ 0.5}
\]
for some \( p \in [0, 1] \) and the single graphon \( w(x, y) = 1 − |x − y| \). Like us, [36] follows in the footsteps of [41] and analyzes the spectral seriation algorithm as a perturbation of a limiting algorithm. The main differences between our paper and [19, 36] are:

1. **Inequality (1.7):** We deal with a large nonparametric family of models, while [19, 36] are both restricted to small parametric families. Furthermore, we allow for sparser graphs than [36] and more noise than [19].

2. **Inequality (1.8):** Using our post-processing algorithm, we obtain sharper results than previous work (even in the special cases that were focused on).

3. **Technical differences:** Both [19, 36] rely on detailed knowledge of the spectrum of a limiting operator, which is only possible because they study rather special families of graph models. Since we deal with the nonparametric case, we do not have access to this information and need substantially different arguments.

The results in this paper are also closely related to those in [25], which share an author. Both papers study a large nonparametric family of graphons. The main difference is that the present paper analyzes the very popular and relatively simple spectral seriation algorithm, while [25] develops new and rather complicated algorithms. As a secondary difference, the assumptions in our papers are not comparable. In particular, [25] requires that the square of the adjacency matrix satisfy a weaker version of the Robinsonian property, and this does not always hold even for uniformly embedded graphons.

Finally, we note that there is a related literature on detecting and recovering embeddings on the cycle rather than the path, such as [4, 5, 15]. These papers cover a wider range of algorithms than ours, including some analyses (e.g. of row-correlation) that are quite different from ours. However, they have essentially the same goal. The largest difference is that, like [19, 36], the papers [4, 5, 15] are concerned with parametric families of graph with few parameters, and take advantage of this in developing and analyzing their algorithms.
1.1.3. Previous Work: Summary and Further Reading. Our work belongs to a very large literature on spectral embedding methods, and a smaller literature on attempting to order or embed vertices on an interval or cycle. The most important differences are:

1. In contrast to most previous work on related questions, we consider a large nonparametric family of graphons. In particular, while our assumptions appear more technical than theirs, this is largely because we are considering a much broader class of models - they are often straightforward to check for the most common explicit parametric families.

2. In contrast to previous work on spectral clustering, we must check that the embeddings associated with our limiting operators actually give good solutions to the original problem.

3. In contrast to our own previous work [25], we consider both a large nonparametric families of graphons and a simple, algorithm based on a widely-used approach.

Finally, we mention recent work on several problems that have a similar feel to seriation, but which are not directly comparable to our note. Several papers, such as [18] and [33], have studied what amount to other relaxation of the condition in Equation (1.1). These relaxations are also reasonable versions of the “statistical” or “approximate” seriation problem, though the details are quite different. There have also been many articles on the closely-related problem of estimating a permutation from pairwise comparisons (see e.g. [30]) or other estimates related to the entries of a random matrix whose expected value is a Robinsonian matrix. See the longer paper [25] for a longer section relating our statistical seriation question to this work.

1.2. Paper Guide. In Section 2, we introduce the main pieces of notation used throughout the rest of the paper and formally state Theorems 2 and 3, stronger versions of the first and second parts of Theorem 1.

In Section 3, we check that a conjectured limit of the graph Laplacian has certain good properties - primarily that an associated eigenfunction is monotone. In Section 4, we check that our graph Laplacian really does converge to this conjectured limit in a sufficiently strong sense. In Section 5, we put together the bounds in Section 3 and 4 to prove Theorem 2.

In Section 6, we introduce the new post-processing algorithm and prove Theorem 3.

In Section 7, we check that the assumptions of Theorems 2 and 3 are weaker than the assumptions of Theorem 1. Finally, we have a short concluding discussion in Section 8.

2. Notation and Main Results.

2.1. Notation for Random Graphs. Let $w : [0, 1]^2 \rightarrow [0, 1]$ be a graphon. For each integer $N$, consider the partition $(\mathcal{I}_i^N)_{i=1,...,N}$ of the interval $[0, 1]$ defined by $\mathcal{I}_i^N = [i/N, (i+1)/N)$ and $\mathcal{I}_i^N = ((i-1)/N, i/N]$ for $i = 2, \ldots, N$. For a given graphon $w$ we define the model matrix $P^{(N)} \in [0, 1]^{N \times N}$ by $P_{ij}^{(N)} := w(i/N, j/N)$ for all $i, j \in \{1, 2, \ldots, N\}$.

For each $N \in \mathbb{N}$, we consider the sequence of random graphs $G^{(N)} \sim \rho_N w$, where $\rho_N \in (0, 1)$ is a sequence regulating the sparsity of the graph. We denote by $\hat{P}^{(N)}$ the adjacency matrix of the graph $G^{(N)}$. We recall that, the graph $G^{(N)}$ has $N$ vertices and the edges are constructed as follows: for each $1 \leq i < j \leq N$, we add an undirected edge between the $i$th and $j$th vertices with probability $\rho_N P_{ij}^{(N)}$; these edges are added independently. In other words,

$$
\hat{P}_{ij}^{(N)} \overset{\text{ind}}{\sim} \text{Bernoulli} \left( \rho_N w \left( \frac{i}{N}, \frac{j}{N} \right) \right).
$$

We view the graphon $\rho_N w$ as the limit of the sampling matrices $\hat{P}^{(N)}$ under suitable rescaling (see [21] for an explanation of how this notion of “graph limit” can be made precise).
This motivates the graphon analogue to property (1.4): for \( x, y, z \in [0, 1] \),
\[
  y < z < x \implies w(x, y) \leq w(x, z),
  x < y < z \implies w(x, y) \geq w(x, z).
\]

In analogy to (1.4), we call graphons with this property Robinsonian (these are also what [7] calls diagonally increasing).

We define the sampled graphon \( w_N \) by
\[
w_N(x, y) := \sum_{i=1}^{N} \sum_{j=1}^{N} \tilde{P}_{ij}^{(N)} 1_{I_i^N}(x) 1_{I_j^N}(y)
\]
for all \( (x, y) \in [0, 1]^2 \).

Similarly, the random graphon \( \hat{w}_N \) is defined by:
\[
\hat{w}_N(x, y) := \sum_{i=1}^{N} \sum_{j=1}^{N} \hat{P}_{ij}^{(N)} 1_{I_i^N}(x) 1_{I_j^N}(y).
\]

2.2. Review of Relevant Facts from Spectral Theory. We next need some basic notation related to operators. We denote by \( L^2([0, 1]) \) the usual Hilbert space on (equivalence classes of) functions \( f : [0, 1] \to \mathbb{R} \), with inner product given by \( \langle f, g \rangle := \int_{0}^{1} f(x)g(x)dx \) and norm denoted \( \| f \| \). Let \( e \in L^2([0, 1]) \) denote the constant function, \( e(x) := 1 \) for all \( x \in [0, 1] \). We use blackboard bold symbols, such as \( \mathbb{T} \), to denote linear operators acting on \( L^2([0, 1]) \). The induced (operator) norm is defined as
\[
\| \mathbb{T} \| := \sup_{f \in L^2([0, 1]) \text{ s.t. } \| f \|=1} \| \mathbb{T}f \|.
\]

For a self-adjoint bounded linear operator \( \mathbb{T} \) we denote \( \sigma(\mathbb{T}) \) the spectrum of \( \mathbb{T} \), which consists of the set of all \( \lambda \in \mathbb{R} \) such that \( \mathbb{T} - \lambda \mathbb{I} \) is not bijective. We recall some basic facts about the spectrum (see e.g. [34]). The spectrum is always non-empty, closed and bounded. We define the discrete spectrum \( \sigma_d(\mathbb{T}) \) to be the part of \( \sigma(\mathbb{T}) \) which consists of all isolated points with finite algebraic multiplicity, which means that if \( \lambda \in \sigma_d(\mathbb{T}) \) then \( \lambda \) is an eigenvalue of \( \mathbb{T} \), that is there is some non-zero \( f \in L^2([0, 1]) \) such that \( \mathbb{T}f = \lambda f \), moreover \( \cup_{i=1}^{\infty} \ker((\mathbb{T} - \lambda \mathbb{I})^*) \) is finite dimensional. We also define the essential spectrum \( \sigma_{\text{ess}}(\mathbb{T}) = \sigma(\mathbb{T}) \setminus \sigma_d(\mathbb{T}) \). According to [17] the essential spectrum \( \sigma_{\text{ess}}(\mathbb{T}) \) is the set of all numbers \( \lambda \) in the spectrum \( \sigma(\mathbb{T}) \) of \( \mathbb{T} \) such that at least one of the following conditions holds:

(i) the range \( R(\mathbb{T} - \lambda \mathbb{I}) \) of \( \mathbb{T} - \lambda \mathbb{I} \) is not closed;
(ii) \( \lambda \) is a limit point of \( \sigma(\mathbb{T}) \);
(iii) \( \cup_{i=1}^{\infty} \ker((\mathbb{T} - \lambda \mathbb{I})^*) \) is infinite dimensional.

The essential spectrum is always closed, and the discrete spectrum can only have accumulation points on the boundary to the essential spectrum. For more results on the spectrum of linear operator we suggest [34]. Denote by \( \lambda_{\text{max}}(\mathbb{T}) \) the spectral radius of \( \mathbb{T} \),
\[
\lambda_{\text{max}}(\mathbb{T}) = \sup \{|\lambda| : \lambda \in \sigma(\mathbb{T})\}.
\]

Note that \( \lambda_{\text{max}}(\mathbb{T}) \leq \| \mathbb{T} \| \).
2.3. Spectral Theory of the Graphon-Laplacian. We define the graphon-Laplacian operator \( \mathbb{L} \) for a given graphon \( w \) as

\[
(\mathbb{L}f)(x) := \int_0^1 w(x, y)(f(x) - f(y))dy
= f(x)d(x) - \int_0^1 w(x, y)f(y)dy,
\]

where

\[
d(x) = \int_0^1 w(x, y)dy
\]

is the degree of \( x \). The operator \( \mathbb{L} \) for the graphon \( w \) is the analogous of the Laplacian matrix of a graph. Similarly, let \( \mathbb{L}_N \) and \( \hat{\mathbb{L}}_N \) denote the Laplacian operators associated to graphons \( w_N \) and \( \hat{w}_N \) respectively, as defined in Equation (2.2).

We make some remarks on the spectrum of \( \mathbb{L} \). Note that the operator \( (\mathbb{W}f)(x) := \int_0^1 w(x, y)f(y)dy \) is a Hilbert-Schmidt operator (see e.g. [34]), thus \( \mathbb{W} \) is compact. Nevertheless, \( \mathbb{L} \) is generally not compact since it is the sum of the compact operator \( \mathbb{W} \) and the multiplication operator \( f(x) \mapsto d(x)f(x) \). It is well known that adding a compact operator does not change the essential spectrum (see e.g., [23]), so the essential spectrum of \( \mathbb{L} \) is the same as the essential spectrum of the multiplication operator \( f(x) \mapsto d(x)f(x) \). The essential spectrum of this operator is known to be the range of the degree function \( \lambda \), i.e., \( \sigma_{\text{ess}}(\mathbb{L}) = \text{rg}(d) \) (see, e.g., [41]). Note that the linear operator \( \mathbb{L} \) is self-adjoint, bounded and positive.

It is easy to see that \( \mathbb{L}e = 0 \), which means that \( \lambda_1 = 0 \) is an eigenvalue of \( \mathbb{L} \). In fact it is the smallest eigenvalue, as:

\[
\langle \mathbb{L}f, f \rangle = \frac{1}{2} \int_0^1 \int_0^1 w(x, y)(f(x) - f(y))^2dxdy \geq 0.
\]

If \( \mathbb{L}f = 0 \) and \( w(x, y) \) is strictly positive for almost all \( x, y \), then Inequality (2.3) implies that \( f \in \text{Vect}(e) \). Thus, \( \lambda_1 = 0 \) is a simple eigenvalue. Denote \( \lambda_1 = 0 < \lambda_2 < \lambda_3 < \cdots \) the eigenvalues of \( \mathbb{L} \) in increasing order (i.e., \( \sigma_0(\mathbb{L}) = \{\lambda_1 = 0, \lambda_2, \lambda_3, \ldots\} \)). We call the Fiedler value the smallest non-zero eigenvalue (i.e., \( \lambda_2 \)) and any corresponding eigenfunction \( \phi \) a Fiedler function.

2.4. Statement of Main Results. The main results relies on the following conditions on the graphon:

**ASSUMPTION 1** (Lipschitz graphon). There exists a constant \( K > 0 \) such that

\[
|w(x, y) - w(x', y')| \leq K(|x - x'| + |y - y'|)
\]

for all pairs \( (x, y) \in [0, 1]^2, (x', y') \in [0, 1]^2 \).

**ASSUMPTION 2** (Differentiable graphon). The partial derivative \( \partial w(x, \cdot)/\partial x \) both exists and is non-zero almost everywhere.

\[\text{We note here that any Robinsonian graphon } w \text{ that satisfies Assumption 2 will satisfy } w(x, y) > 0 \text{ for all } x, y. \text{ For that reason, the calculations in this paragraph will hold wherever Assumption 2 holds.}\]
Remark 2.1. We note that Assumption 2 is violated by the popular toy graphon model $w(x, y) = p[|x-y| \leq 0.5]$, and so Theorem 2 will not apply as-written to these models. This is somewhat unsatisfying, as this model and very similar ones were studied in [4, 5, 36].

Fortunately, this problem is easy to fix, and our arguments were written with this in mind. The proof of Theorem 2 only uses Assumption 2 inside of the proofs of the intermediate results Theorems 4 and 5. Thus, both the conclusion and the proof of Theorem 2 remain correct if we assume the conclusions of Theorems 4 and 5 directly.

More precisely, Theorem 2 remains true as stated if we substitute the following pair of assumptions for Assumption 2:

1. There exists a Fiedler function $\phi \in C^1([0, 1])$ and $L > 0$ such that $\inf_{x \in [0, 1]} \phi'(x) = L$ (this corresponds to Theorem 4).
2. The eigenspace corresponding to eigenvalue $\lambda_2$ is one-dimensional (this corresponds to Theorem 5).

These two assumptions can be checked directly for the toy model $w(x, y) = p[|x-y| \leq 0.5]$ and we expect this to be possible for other very symmetric models. Due to perturbation bounds for the spectrum of operators, it is also possible to check this condition for sufficiently small perturbations of such symmetric models.

Assumption 3. The derivative $d'(x)$ exists for all $x \in [0, 1]$ and the set $N := \{x \in [0, 1] : d'(x) = 0\}$ is countable.

Assumption 4. Let

$$H = \left\{ f \in L^2([0, 1]) : \int_0^1 f(t) dt = 0 \text{ and } \int_0^1 f^2(t) dt = 1 \right\},$$

and $\mathbb{L}$ be the graphon-Laplacian operator associated with $w$. Assume that

$$\inf_{f \in H} \langle \mathbb{L} f, f \rangle < \inf_{x \in [0, 1]} d(x).$$

Note that $\inf(\sigma_{ess}(\mathbb{L})) = \inf_{x \in [0, 1]} d(x)$. Applying this with the mini-max principle for self-adjoint operators (see [39]), Assumption 4 ensures that the Fiedler value satisfies $\lambda_2 < \inf_{x \in [0, 1]} d(x)$.

Although these assumptions may seem complicated, especially Assumption 4, all “nice” graphons in the sense of Definition 1.2 satisfy these assumptions. For the proof of this result, see Section 7.

Our main result is the following consistency result for spectral seriation algorithm:

Theorem 2. Fix $\tau \in [0, 1)$, $\eta < \frac{1-\tau}{2}$ and $\varepsilon \in (0, 1)$. Let $\rho_N = N^{-\tau}$. Fix a graphon $w$ satisfying Assumptions 1 to 4. Consider a family of random graphs $\{G^{(N)}\}_{N \in \mathbb{N}}$ where $G^{(N)} \sim \rho_N w$ according to Equation (2.1). Let $\hat{\sigma}^{(N)}$ be the output of Algorithm 1 with input $G^{(N)}$. Then there exists a positive constants $C = C(w)$ and an integer $N_0 = N_0(w, \tau, \eta, \varepsilon)$ so that

$$\mathbb{P} \left( \left\| \hat{\sigma}^{(N)} - \text{id}_N \right\|_1 \leq C N^{2-\eta} \right) \geq 1 - \varepsilon$$

for all $N \geq N_0$.

Moreover, for any $\gamma > 1$ there exists a positive constants $C' = C'(w)$ and $N'_0 = N'_0(w, \tau, \eta, \gamma)$ so that

$$\mathbb{P} \left( \left\| \hat{\sigma}^{(N)} - \text{id}_N \right\|_1 \leq C' N^{2-\eta} \right) \geq 1 - \varepsilon \gamma(N)$$

for all $N \geq N'_0$. 

Note that Inequality (2.5) looks very similar to Inequality (2.4) if we choose \( \varepsilon = \varepsilon_\gamma(N) \). Although the two are very similar, the result in (2.5) can not be obtained as a consequence of (2.4). In fact, the values of \( N \) for which the first inequality is satisfied depend on \( N_0 \) which itself depend on \( \varepsilon \).

With appropriate post-processing and some additional assumptions, we can achieve tighter estimates. For fixed \( 0 < \alpha < 0.5 \), define the functions \( \Psi_R, \Psi_L \) by

\[
(2.6) \quad \Psi_R(x) := \int_{1-\alpha}^1 w(x, y) dy \quad \text{and} \quad \Psi_L(x) := \int_0^\alpha w(x, y) dy.
\]

These functions count the expected number of neighbours in the right- and left-most \( \alpha \) percent of vertices. Assume:

**ASSUMPTION 5.** There exists some constants \( 0 < \alpha < \beta < 1/2 \) such that:

1. **Mean distance inequality:**

\[
(2.7) \quad \inf_{x \in [1-\alpha, 1]} \Psi_R(x) > \Psi_R(1 - \beta), \quad \inf_{x \in [0, \alpha]} \Psi_L(x) > \Psi_L(\beta),
\]

and

2. **Distinguishability inequality:** There exists some \( d_1 > 0 \) such that

\[
(2.8) \quad \{ \min(|x - z|, |y - z|) \geq \frac{\beta - \alpha}{2} \} \Rightarrow \{|w(y, z) - w(x, z)| \geq d_1|x - y|\}
\]

for \( x, y, z \in [0, 1] \).

This assumption holds also for all graphons that are “nice” in the sense of Definition 1.2. For the proof of this result, see Section 7. When a graphon satisfies Inequality (2.7) for some pair \( (\alpha, \beta) \) and also satisfies our other assumptions, it is possible to quickly find the pair \( (\alpha, \beta) \); see Remark 6.7.

The following theorem gives a much faster convergence rate under Assumption 5:

**THEOREM 3.** Let \( \rho_N = 1 \), fix a graphon \( w \) satisfying Assumptions 1 to 5. Consider a family of random graphs \( \{G^{(N)}\}_{N \in \mathbb{N}} \) where \( G^{(N)} \sim w \) according to Equation (2.1). Let \( \hat{\sigma}^{(N)} \) be the output of Algorithm 3 with input \( G^{(N)} \) and parameters \( \alpha, \beta \) as in assumption 5. Then for any \( \gamma > 1 \) and \( \epsilon > 0 \) there exists a positive constant \( \delta = \delta(w, \gamma, \epsilon) \) and an integer \( N_0 = N_0(w, \gamma, \epsilon) \) so that

\[
P \left( \left\| \hat{\sigma}^{(N)} - \text{id}_N \right\|_\infty \leq \epsilon \sqrt{N \log^2(N)} \right) \geq 1 - \varepsilon_\gamma^\delta(N)
\]

for all \( N \geq N_0 \).

**REMARK 2.2.** Although we give specific functions \( \Psi_R, \Psi_L \) in Equation (2.6), our proofs only rely on three properties of this pair of functions: (i) satisfy Assumption 5, (ii) have derivatives bounded away from 0 on \([0, 1 - \beta]\) and \([\beta, 1]\) respectively, and (iii) can be estimated with error roughly \( O \left( \sqrt{\frac{\log(N)}{N}} \right) \) from a graph of size \( N \). We state our results in terms of the specific functions \( \Psi_R, \Psi_L \) because it is easy to (i) compute them and (ii) verify our assumptions for the most popular graphon families.
3. Properties of the Fiedler value and the Fiedler function. In this section we establish basic facts about the spectrum of the graphon-Laplacian operator \( L \). Throughout this section, we fix a graphon \( w \) satisfying Assumptions 1 to 4, then define \( L \) as in Equation (2.2). We also denote by \( \lambda_2 \) its Fiedler eigenvalue. For \( x \in \mathbb{R} \), define \( D_x = d^{-1}(\{x\}) \). The following lemma ensures that most of the eigenfunctions of \( L \) are \( C^1 \).

**Lemma 3.1.** Let \( \lambda \) be any eigenvalue of \( L \) and \( f \) any eigenfunction associated to the eigenvalue \( \lambda \). Then the set \( D_\lambda \) is discrete and \( f \) is \( C^1 \) in \( D_\lambda \).

**Proof.** First we show that under Assumption 3 the set \( D_\lambda \) is discrete. Let \( N = \{x \in [0, 1] : d'(x) = 0\} \) as in Assumption 3. Since \( N \) is discrete, it is enough to show that \( D' = D_\lambda \setminus N \) is discrete. Let \( x \in D' \), so that \( d(x) = \lambda \) and \( d'(x) \neq 0 \). Moreover, \( d(x + h) - \lambda = d(x) + h \), hence \( d(y) \neq \lambda \) for all \( y \neq x \) in some neighborhood \( U_x \) of \( x \). Consequently every point \( x \in D' \) has a neighborhood \( U_x \) such that \( D' \cap U_x = \{x\} \) as required.

Now take \( x \in D_\lambda \) and \( \Delta > 0 \) such that \( x + \delta \notin D_\lambda \) for all \( \delta \in [0, \Delta] \). Recalling the definition of the operator \( L \) from Equation (2.2),

\[
    f(x)d(x) - \int_0^1 f(y)w(x,y)dy = \lambda f(x).
\]

Plugging \( x \) and \( x + \delta \) in the previous equation and taking the difference yields, for \( \delta \in [0, \Delta] \) sufficiently small,

\[
    \frac{f(x + \delta) - f(x)}{\delta} = \int_0^1 \left( \frac{w(x + \delta, y) - w(x,y)}{\delta} \right)dy - \int_0^1 f(y)d(y)dy - \lambda \left( \int_0^1 (f(y) - f(x)) \frac{\partial w(x,y)}{\partial x} dy \right).
\]

For the integral convergence, we apply the dominated convergence theorem. This is justified by the fact that, by Assumption 2, the partial derivative exists everywhere, and by Assumption 1, we have that \( (w(x + \delta, y) - w(x,y))/\delta \) is uniformly bounded by \( K < \infty \). Therefore \( f \) is differentiable in \( D_\lambda \) and for all \( x \in D_\lambda \)

\[
    f'(x) = \int_0^1 \left( f(y) - f(x) \right) \frac{\partial w(x,y)}{\partial x} dy.
\]

By a similar argument we can show that \( f'(x + \delta) \to f'(x) \) as \( \delta \to 0 \), consequently \( f \) is \( C^1 \) on \( D_\lambda \).

\[ \square \]

Now we introduce the two theorems whose proofs will take the rest of the section:

**Theorem 4.** There exists a Fiedler function \( \phi \in C^1([0,1]) \) and \( L > 0 \) such that \( \inf_{x \in [0,1]} \phi'(x) = L \).

**Theorem 5.** The eigenspace corresponding to eigenvalue \( \lambda_2 \) is one-dimensional.

To prove Theorem 4, we introduce the linear operator

\[
    (Mf)(x) = d(x)f(x) - \int_0^1 \int_0^1 \left( f(z) \frac{\partial w(x,y)}{\partial x} \mathbf{1}_{\{x \leq z \leq y\}} \right)dzdy.
\]
Note that similarly to \( \mathbb{L} \), the operator \( \mathbb{M} \) is a self-adjoint, positive and bounded operator. Moreover, it is the sum of a multiplication operator and a compact operator, which means that \( \sigma_{\text{ess}}(\mathbb{M}) = rg(d) \). We will show that its spectral data is closely related to that of \( \mathbb{L} \):

**Lemma 3.2.** The eigenvalues of \( \mathbb{M} \) are \( \lambda_2 < \lambda_3 < \cdots \), that is the spectrum of \( \mathbb{M} \) satisfies \( \sigma(\mathbb{M}) = \sigma(\mathbb{L}) \setminus \{0\} \). Moreover, for all \( \lambda \neq 0 \), \((\lambda, f)\) is an eigenvalue-eigenfunction pair of \( \mathbb{L} \) if and only if there exists a function \( g \) so that \( f'(x) = g(x) \) for all \( x \in D^c_\lambda \) and \((\lambda, g)\) is an eigenvalue-eigenfunction pair of \( \mathbb{M} \).

**Proof.** Let \((\lambda, f)\) be an eigenvalue-eigenfunction pair of \( \mathbb{L} \) for which \( \lambda \neq 0 \). By Lemma 3.1, \( f \) is differentiable at all \( x \in D^c_\lambda \), and by Assumption 2, the partial derivatives of \( w \) exist almost everywhere. This justifies the calculation

\[
(\mathbb{L}f)(x) = \lambda f(x) \Rightarrow \lambda f(x) = f(x)d(x) - \int_0^1 f(y) w(x, y) dy
\]

\[
\Rightarrow \lambda f'(x) = f'(x) d(x) + f(x) d'(x) - \int_0^1 f(y) \frac{\partial w(x, y)}{\partial x} dy
\]

\[
\Rightarrow \lambda f'(x) = f'(x) d(x) - \int_0^1 (f(y) - f(x)) \frac{\partial w(x, y)}{\partial x} dy
\]

\[
\Rightarrow \lambda f'(x) = f'(x) d(x) - \int_0^1 \int_0^1 \left( f'(z) \frac{\partial w(x, y)}{\partial x} 1_{x \leq z \leq y} \right) dy dz
\]

\[
\Rightarrow \lambda f'(x) = (\mathbb{M} f')(x).
\]

Conversely, let \((\lambda, g)\) be an eigenvalue-eigenfunction of \( \mathbb{M} \). Then for all \( x \notin D_\lambda \), straightforward algebra gives

\[
g(x) = \frac{1}{d(x) - \lambda} \int_0^1 \int_0^1 \left( \frac{\partial w(x, y)}{\partial x} g(z) 1_{x \leq z \leq y} \right) dz dy.
\]

Applying the dominated convergence theorem (this can be used because the partial derivative of \( w \) satisfies \( |\frac{\partial w(x, y)}{\partial x}| \leq K \) when it exists, by Assumption 1), we can see that \( g \) is continuous on \( D^c_\lambda \).

Define \( f(x) = \int_0^x g(t) dt \) for all \( x \in [0, 1] \). Then \( f'(x) = g(x) \) for \( x \in D^c_\lambda \), and furthermore

\[
(\mathbb{M} g)(x) = \lambda g(x) \Rightarrow d(x) f'(x) + \int_0^1 (f(x) - f(y)) \frac{\partial w(x, y)}{\partial x} dy = \lambda f'(x)
\]

\[
\Rightarrow \int_0^1 \left( \frac{\partial (f(x) - f(y))}{\partial x} w(x, y) + (f(x) - f(y)) \frac{\partial w(x, y)}{\partial x} \right) dy = \lambda f'(x)
\]

\[
\Rightarrow \int_0^1 \frac{\partial}{\partial x} ((f(x) - f(y)) w(x, y)) dy = \lambda f'(x)
\]

\[
\Rightarrow \int_0^1 (f(x) - f(y)) w(x, y) dy = \lambda f(x)
\]

---

3 We have seen already that \( D_\lambda \) is countable so in fact \( f' \) exists almost everywhere. This means that the values of \( f' \) where they exist will uniquely determine the element of \( L^2([0, 1]) \) that is an eigenvalue-eigenfunction pair of \( \mathbb{M} \).
We conclude that \( \sigma = \sigma(L) \setminus \{0\} \).

\[ Lf(x) = \lambda f(x) \]
as required.

Finally, we check that \( 0 \notin \sigma(M) \). To see this, consider a function \( g \) such that \( Mg = 0 \). Then by the above calculation \( Lf = 0 \), where \( f(x) = \int_0^x g(t)dt \). Recalling from the paragraph following (2.3) that \( \lambda_1 \) is a simple eigenvalue of \( L \), this implies \( f \in \text{Vect}(e) \) and so \( g = f' = 0 \). We conclude that \( \sigma(M) = \sigma(L) \setminus \{0\} \).

**Lemma 3.3.** There exists \( f^* \in L^2([0,1]) \) such that \( M f^* = \lambda_2 f^* \) and \( f^*(x) > 0 \) for all \( x \in [0,1] \).

**Proof.** Fix \( \alpha > 1 + \lambda_{\text{max}}(M) \). Define the operator \( M_\alpha = \alpha \mathbb{I} - M \) with \( \mathbb{I} \) the identity operator. It is obvious that \( \sigma(M_\alpha) = \alpha - \sigma(M) \), hence \( \lambda_{\text{max}}(M_\alpha) > 0 \).

We next claim that \( M_\alpha \) sends the cone of nonnegative functions, \( K = \{ f \in L^2([0,1]) : f(x) \geq 0 \text{ for all } x \in [0,1] \} \), to itself. To see this, we examine the following expression for \( f \in K \) and \( x \in [0,1] \):

\[ (M_\alpha f)(x) = (\alpha - d(x)) f(x) + \int_0^1 \left( \int_x^y f(z)dz \right) \frac{\partial w(x,y)}{\partial x} dy. \]

The first term \( (\alpha - d(x)) f(x) \) is non-negative since \( \alpha > 1 \geq d(x) \). For the second term, if \( y > x \) then \( \int_x^y f(z)dz \geq 0 \) and \( \frac{\partial w(x,y)}{\partial x} \geq 0 \) (because \( w \) is Robinsonian). Similarly, if \( y < x \), both of these are negative and so their product is positive. Hence, in either case, \( (\int_x^y f(z)dz) \frac{\partial w(x,y)}{\partial x} \geq 0 \) for all \( y \). Therefore \( M_\alpha f \in K \), as required.

Consequently \( M_\alpha \) is a positive, bounded and self-adjoint linear operator, with \( M_\alpha K \subseteq K \).

The essential spectrum of \( M_\alpha \) is \( \sigma_{\text{ess}}(M_\alpha) = \alpha - \text{rg}(d) \) (because \( \sigma_{\text{ess}}(M) = \text{rg}(d) \)). Since \( \lambda_{\text{max}}(M_\alpha) = \alpha - \lambda_2 \), additionally \( \sigma(M) = \sigma(L) \setminus \{0\} \) by Lemma 3.2 and so \( \lambda_{\text{max}}(M_\alpha) = \alpha - \lambda_2 \).

In [17] the authors showed a version of the Krein-Rutman theorem for non-compact operators, which applies here. In fact according to Theorem 1 from [17], there exists \( f^* \in K \setminus \{0\} \) such that \( M_\alpha f^* = \lambda_{\text{max}}(M_\alpha) f^* \), note also that the conditions of this theorem are satisfied since \( \lambda_{\text{max}}(M_\alpha) = \alpha - \lambda_2 > \alpha - \text{min}_{x \in [0,1]} d(x) = \sup \sigma_{\text{ess}}(M_\alpha) \) according to Assumption 4. Note this is equivalent to \( M f^* = \lambda_2 f^* \) as required.

We must now check that \( f^*(x) > 0 \) for all \( x \in [0,1] \). Assume not; then there exists some \( a \in [0,1] \) for which \( f^*(a) = 0 \). We then have \( (M f^*)(a) = \lambda_2 f^*(a) = 0 \), which yields

\[ \int_0^1 \left( \int_a^y f^*(z)dz \right) \frac{\partial w(a,y)}{\partial x} dy = 0. \]

Thus, for almost all \( y \in [0,1] \),

\[ \left( \int_a^y f^*(z)dz \right) \frac{\partial w(a,y)}{\partial x} = 0. \]

By Assumption 2, \( \frac{\partial w(a,y)}{\partial x} \neq 0 \) almost everywhere, so Equation (3.4) implies \( \int_a^y f^*(z)dz = 0 \) a.e. This means that \( f^* = 0 \) in \( L^2([0,1]) \), which contradicts the fact that \( f^* \) is an eigenfunction of \( M \). We conclude that no such \( a \in [0,1] \) exists, so \( f^*(x) > 0 \) for all \( x \in [0,1] \) as desired.

**Corollary 3.4.** The Fiedler value \( \lambda_2 \notin \text{rg}(d) \).
PROOF. Assume not, and let \( \lambda_2 = d(a) \) for some \( a \). Let \( f^* \) be as in the statement of Lemma 3.3. Since \( M\phi(a) = \lambda_2 f^*(a) \), we get
\[
\int_0^1 \left( \int_a^y f^*(z)dz \right) \frac{\partial w(a,y)}{\partial x} dy = 0.
\]
Following the argument in the proof of Lemma 3.3 from Equation (3.3), this implies \( f^* = 0 \) in \( L^2([0,1]) \). But we have already seen that \( f^*(x) > 0 \) for all \( x \in [0,1] \), so this is a contradiction.

We can now prove Theorem 4:

PROOF OF THEOREM 4. By Corollary 3.4, \( \lambda_2 \notin rg(d) \), and so by Lemma 3.1 all eigenfunctions of \( L \) associated with \( \lambda_2 \) are \( C^1([0,1]) \). Let \( f^* \) be as in the statement of Lemma 3.3, and define \( \phi(x) = \int_0^x f^*(t)dt \) for all \( x \in [0,1] \). By Lemma 3.2 we know that \( L\phi = \lambda_2 \phi \), thus \( \phi \in C^1([0,1]) \) is a Fiedler function with \( \phi'(x) = f^*(x) > 0 \) for all \( x \in [0,1] \).

Finally, since \( \phi \in C^1([0,1]) \) and \( \phi'(x) > 0 \) for all \( x \in [0,1] \), we have \( \inf_{x \in [0,1]} \phi'(x) > 0 \).

Finally, we present the proof of Theorem 5:

PROOF OF THEOREM 5. Let \( \phi \) as in the statement of Theorem 4. We prove Theorem 5 by contradiction. If the eigenspace is not one-dimensional, there exists some other Fiedler function \( \varphi \notin \text{Vect}(\phi) \). Since \( \lambda_2 \notin rg(d) \) by Corollary 3.4, we have that \( \varphi \in C^1([0,1]) \) as well. Let \( a \) be such that
\[
\frac{\varphi'(a)}{\phi'(a)} = \min_{x \in [0,1]} \left( \frac{\varphi'(x)}{\phi'(x)} \right).
\]
Put \( \psi = \phi'(a)\varphi - \varphi'(a)\phi \), so that \( \psi \) is an other Fiedler function and satisfies \( \psi'(x) \geq 0 \) for all \( x \in [0,1] \) and \( \psi'(a) = 0 \). But this implies \( M\psi'(a) = \lambda_2 \psi'(a) = 0 \). Following the argument in the proof of Lemma 3.3 from Equation (3.3), this implies that \( \psi = 0 \) in \( L^2([0,1]) \), which is a contradiction.

4. Convergence of the Fiedler eigenfunction. We follow the conventions established at the start of Section 3, fixing a graphon \( w \) satisfying Assumptions 1 to 4 and defining the Laplacian \( L \) as in Equation (2.2). We will also use the notation for random graphs and their associated objects from Section 2.

In this section, we will check that the observed graph Laplacian converges to the limiting Laplacian \( \mathbb{L} \) in a strong enough sense to recover spectral data about the Fiedler eigenfunction.

4.1. Convergence of Laplacian operator. The results in this section are very similar to the results in the paper [3]. In this section we prove that two approximations to \( \mathbb{L} \) converge quickly. But first, we set some notations. Define \( d_{\text{MAX}} := \max_{x \in [0,1]} d(x) \) and similarly
\[
d^{(N)}_{\text{MAX}} := \max_{i=1}^N \left( \sum_{j=1}^N P^{(N)}_{ij} \right).
\]
Let \( K \) be as in Assumption 1 and let \( \gamma > 1 \). Define the integers \( N_1(w, \tau, \varepsilon) \) and \( N_1'(w, \tau, \gamma) \) as follows:
\[
N_1(w, \tau, \varepsilon) = \min \left\{ n \in \mathbb{N} : N \geq n \Rightarrow d_{\text{MAX}} \geq \frac{4 \log (4N/\varepsilon)}{9\rho_N N} + \frac{2K}{N} \right\},
\]
\[
N_1'(w, \tau, \gamma) = \min \left\{ n \in \mathbb{N} : N \geq n \Rightarrow d_{\text{MAX}} \geq \frac{4 \log (4N/\varepsilon_N(N))}{9\rho_N N} + \frac{2K}{N} \right\}.
\]
Recall that \(\varepsilon_\gamma(N) = \exp(-\log_\gamma(N))\). Note that both \(N_1\) and \(N_1'\) are well defined. In fact the term \(\frac{4\log(2N/\varepsilon)}{9\rho_NN}\) goes to 0 as \(N \to \infty\) and we also have
\[
\frac{4\log(4N/\varepsilon_\gamma(N))}{9\rho_NN} = \frac{4(\log(4N) + \log_\gamma(N))}{9\rho_NN}
\]
which goes to 0 as \(N \to \infty\).

In order to prove the convergence of the Laplacian operator we need the following simple technical lemma:

**Lemma 4.1.** Fix \(\varepsilon \in (0, 1), \gamma > 1\). Put \(N_1 = N_1(w, \tau, \varepsilon)\) and \(N_1' = N_1'(w, \tau, \gamma)\). Then for all \(N \geq N_1(w, \tau, \varepsilon)\) we have
\[
d_{\text{MAX}}^{(N)} \geq \frac{4\log(4N/\varepsilon)}{9\rho_N}.
\]
Similarly, for all \(N \geq N_1'\) we have
\[
d_{\text{MAX}}^{(N)} \geq \frac{4\log(4N/\varepsilon_\gamma(N))}{9\rho_N}.
\]

**Proof.** For \(N \geq N_1\), let \(x \in \mathcal{I}_i^N\) for some \(i \in [N]\). Then
\[
|d(x) - d_N(x)| = \left| \int_0^1 (w(x, y) - w_N(x, y)) \, dy \right|
\]
\[
\leq \sum_{j=1}^N \int_{\mathcal{I}_i^N} \left| w(x, y) - w\left(\frac{i}{N}, \frac{j}{N}\right) \right| \, dy
\]
\[
\leq \frac{2K}{N},
\]
where the inequality from line two to line three follows from Assumption 1. Therefore \(d_N(x) \geq d(x) - \frac{2K}{N}\), so
\[
\max_{x \in [0, 1]} d_N(x) \geq d_{\text{MAX}} - \frac{2K}{N}
\]
\[
\geq \frac{4\log(4N/\varepsilon)}{9\rho_NN}.
\]

On the other hand,
\[
\max_{i=1}^N \left( \sum_{j=1}^N b_{ij}^{(N)} \right) = N \max_{x \in [0, 1]} (d_N(x))
\]
\[
\geq \frac{4\log(4N/\varepsilon)}{9\rho_N}.
\]
As required. The proof of the second inequality for \(N \geq N_1'(w, \tau, \gamma)\) is identical to the previous proof (replace \(\varepsilon\) by \(\varepsilon_\gamma(N)\)).

**Theorem 4.2 (Convergence of graphon Laplacian).** Let \(K\) be as in Assumption 1. Then
\[
\|\mathbb{L}_N - \mathbb{L}\| \leq \frac{4K}{N}.
\]
Moreover, for all $\varepsilon \in (0, 1)$ and all $N \geq N_1(w, \tau, \varepsilon)$ as in Equation (4.1),

\begin{equation}
\mathbb{P}\left(\left\|\rho_N^{-1}\mathbb{L}_N - \mathbb{L}\right\| \leq 4\sqrt{\frac{\log(4N/\varepsilon)}{\rho_NN}} + \frac{4K}{N}\right) \geq 1 - \varepsilon.
\end{equation}

Additionally, for all $\gamma > 1$ the same inequality holds for all $N \geq N_1'(w, \tau, \gamma)$ if we replace $\varepsilon$ by $\varepsilon_\gamma(N)$, where $N_1'$ is defined in (4.2).

**Proof of Theorem 4.2.** We prove the two inequalities (4.3) and (4.4) in order.

**Proof of Inequality (4.3).** Let $f \in L^2([0, 1])$ such that $\|f\| = 1$. Then

\begin{equation}
\|\mathbb{L}_N f - \mathbb{L} f\|^2 = \int_0^1 (\mathbb{L}_N f - \mathbb{L} f)^2(x)dx
\end{equation}

\begin{equation*}
= \int_0^1 \left(\int_0^1 (f(x) - f(y))(w_N(x, y) - w(x, y))dy\right)^2 dx
\end{equation*}

\begin{equation*}
\leq \int_0^1 \left(\int_0^1 (f(x) - f(y))^2dy\right) \left(\int_0^1 (w_N(x, y) - w(x, y))^2dy\right) dx
\end{equation*}

\begin{equation}
= \sum_{i=1}^N \int_{I_i^N} (\int_0^1 (f(x) - f(y))^2dy) \left(\int_0^1 (w_N(x, y) - w(x, y))^2dy\right) dx,
\end{equation}

where from line two to three we used Cauchy-Schwartz inequality. For fixed $i \in [N]$ and $x \in I_i^N$,

\begin{equation*}
\int_0^1 (w_N(x, y) - w(x, y))^2dy = \sum_{j=1}^N \int_{I_j^N} (w(i/N, j/N) - w(x, y))^2dy
\end{equation*}

\begin{equation*}
\leq \sum_{j=1}^N \int_{I_j^N} K^2 \left(\left|i/N - x\right| + \left|j/N - y\right|\right)^2 dy
\end{equation*}

\begin{equation*}
\leq \sum_{j=1}^N \int_{I_j^N} \frac{4K^2}{N^2} dy
\end{equation*}

\begin{equation*}
= \frac{4K^2}{N^2}.
\end{equation*}

Furthermore,

\begin{equation*}
\int_0^1 (f(x) - f(y))^2dy \leq \int_0^1 2(f(x)^2 + f(y)^2)dy
\end{equation*}

\begin{equation*}
= 2f(x)^2 + 2.
\end{equation*}

Applying the last two calculations with Inequality (4.5),

\begin{equation*}
\|\mathbb{L}_N f - \mathbb{L} f\|^2 \leq \frac{8K^2}{N^2} \sum_{i=1}^N \int_{I_i^N} (f(x)^2 + 1) dx
\end{equation*}

\begin{equation*}
= \frac{16K^2}{N^2}.
\end{equation*}

This immediately implies (4.3). \qed
PROOF OF INEQUALITY (4.4). From the triangle inequality and Inequality (4.3),

\begin{equation}
\left\| \rho_N^{-1}\hat{L}_N - L \right\| \leq \left\| \rho_N^{-1}\hat{L}_N - L_N \right\| + \left\| L_N - L \right\| \leq \left\| \rho_N^{-1}\hat{L}_N - L_N \right\| + \frac{4K}{N}.
\end{equation}

Since both \(\hat{L}_N\) and \(L_N\) have finite rank, it is not hard to see that

\begin{equation}
\left\| \rho_N^{-1}\hat{L}_N - L_N \right\| = \frac{1}{N}\lambda_{\max} \left( \rho_N^{-1}\hat{L}(N) - L(N) \right)
= \frac{\rho_N^{-1}}{N} \left\| \hat{L}(N) - \rho_N L(N) \right\|
\leq \frac{\rho_N^{-1}}{N} \left( \left\| \hat{D}(N) - \rho_N D(N) \right\| + \left\| \hat{P}(N) - \rho_N P(N) \right\| \right).
\end{equation}

Fix \(N \geq N_1(w, \tau, \varepsilon)\) as in (4.1), then the maximum expected degree of the random graph \(G(N)\) is \(\rho_N d_{\text{MAX}}(N) \geq \frac{\theta}{4} \log(4N/\varepsilon)\). Applying Theorem 1 of [8],

\begin{equation}
P \left( \left\| \hat{D}(N) - \rho_N P(N) \right\| \leq \sqrt{4\rho_N d_{\text{MAX}}(N) \log(4N/\varepsilon)} \right) \geq 1 - \frac{\varepsilon}{2}.
\end{equation}

Now we give a similar bound for \(\left\| \hat{D}(N) - \rho_N D(N) \right\|\). Let \(\Delta(N) = \hat{D}(N) - \rho_N D(N)\) and \(X(N) = \hat{P}(N) - \rho_N P(N)\).

We note that

\begin{equation}
\sum_j \text{Var} (X_{ij}) = \sum_j \rho_N P_{ij}^{(N)} (1 - \rho_N P_{ij}^{(N)}) \leq \rho_N \sum_j P_{ij}^{(N)} \leq \rho_N d_{\text{MAX}}(N).
\end{equation}

Then by Bernstein’s inequality, for each \(t > 0\)

\[
P \left( \left| \sum_{j=1}^N X_{ij}^{(N)} \right| > t \right) = P \left( \sum_{j=1}^N X_{ij}^{(N)} > t \right)
\leq 2 \exp \left( -\frac{1}{2} \frac{t^2}{\sum_j \text{Var} (X_{ij}) + \frac{1}{3} t} \right)
\leq 2 \exp \left( -\frac{1}{2} \frac{t^2}{\rho_N d_{\text{MAX}}(N) + \frac{1}{3} t} \right).\] (Ineq. (4.9))

Taking a union bound,

\[
P \left( \left\| \Delta(N) \right\| > t \right) \leq 2N \exp \left( -\frac{1}{2} \frac{t^2}{\rho_N d_{\text{MAX}}(N) + \frac{1}{3} t} \right).
\]

Choosing \(t = \sqrt{4\rho_N d_{\text{MAX}}(N) \log(4N/\varepsilon)}\),

\[
P \left( \left\| \Delta(N) \right\| > \sqrt{4\rho_N d_{\text{MAX}}(N) \log(4N/\varepsilon)} \right) \leq \frac{\varepsilon}{2}.
\]
Recalling that \( \| \Delta^{(N)} \| = \| \hat{D}^{(N)} - \rho_N D^{(N)} \| \) and \( d_{\text{MAX}}^{(N)} \leq N \), this implies
\[
\text{(4.10)} \quad \mathbb{P} \left( \left\| \hat{D}^{(N)} - \rho_N D^{(N)} \right\| \leq \sqrt{4\rho_N N \log (4N/\varepsilon)} \right) \geq 1 - \frac{\varepsilon}{2}.
\]
For \( \varepsilon \in (0, 1) \) we substitute (4.8) and (4.10) in (4.7) to get
\[
\text{(4.11)} \quad \mathbb{P} \left( \left\| \rho_N^{-1} \mathbb{L}_N - \mathbb{L}_N \right\| \leq 4\sqrt{\frac{\log(4N/\varepsilon)}{\rho_N N}} \right) \geq 1 - \varepsilon.
\]
Finally, applying inequality (4.6), we get that for all \( \varepsilon \in (0, 1) \) and all \( N \geq N_1(w, \tau, \varepsilon) \) in the sense of (4.1)
\[
\mathbb{P} \left( \left\| \rho_N^{-1} \mathbb{L}_N - \mathbb{L}_N \right\| \leq 4\sqrt{\frac{\log(4N/\varepsilon)}{\rho_N N}} + 4K' \frac{N}{\varepsilon} \right) \geq 1 - \varepsilon,
\]
completing the proof. Again, replace in the \( \varepsilon \) by \( \varepsilon_\gamma(N) \) in the above and get the same result for all \( N \geq N'_1(w, \tau, \gamma) \) in the sense of (4.2).

\[
\Box
\]

4.2. Convergence of the Fiedler function. In order to prove the convergence of the Fiedler function we use a result by Davis and Kahan [11] known as the \( \sin(\theta) \)-theorem for self-adjoint operators.

**Theorem 6 (Davis-Kahan).** Let \( \mathbb{A} \) and \( \tilde{\mathbb{A}} \) be two self-adjoint operators with eigenvalues \( \lambda_1 < \lambda_2 < \lambda_3 < \cdots \) and \( \tilde{\lambda}_1 < \tilde{\lambda}_2 < \tilde{\lambda}_3 < \cdots \) respectively. Consider eigenfunctions \( f \) and \( \tilde{f} \) of \( \mathbb{A} \) and \( \tilde{\mathbb{A}} \) respectively with eigenvalues \( \lambda_2 \) and \( \tilde{\lambda}_2 \) respectively, and normalized so that \( \| f \| = \| \tilde{f} \| = 1 \) and \( \langle f, \tilde{f} \rangle \geq 0 \). If \( 0 < \lambda_2 < \lambda_3 \) (i.e., \( \lambda_2 \) is isolated), then
\[
\left\| \tilde{f} - f \right\| \leq \frac{2\sqrt{2} \min\{\lambda_2 - \lambda_1, \lambda_3 - \lambda_2\}}{\min\{\lambda_2 - \lambda_1, \lambda_3 - \lambda_2\}}.
\]

Applying this to \( \mathbb{L}_N \) and \( \rho_N^{-1} \mathbb{L}_N \) immediately gives:

**Theorem 7.** Let \( \phi \) and \( \hat{\phi}_N \) be the Fiedler functions of \( \mathbb{L}_N \) and \( \rho_N \mathbb{L}_N \) respectively, normalized so that \( \| \phi \| = \| \hat{\phi}_N \| = 1 \) and \( \langle \phi, \hat{\phi}_N \rangle \geq 0 \). Fix \( \eta = \frac{1}{\sqrt{2}} \), then for all \( \varepsilon \in (0, 1) \) there exists a positive constant \( C = C(w) \) and an integer \( N_0 = N_0(w, \tau, \eta, \varepsilon) \) so that
\[
\mathbb{P} \left( \| \hat{\phi}_N - \phi \| \leq C\sqrt{N^{-3\eta}} \right) \geq 1 - \varepsilon
\]
for all \( N \geq N_0 \).

Moreover, for any \( \gamma > 1 \) there exists a positive constant \( C' = C'(w) \) and an integer \( N'_0 = N'_0(w, \tau, \eta, \gamma) \) so that
\[
\mathbb{P} \left( \| \hat{\phi}_N - \phi \| \leq C'\sqrt{N^{-3\eta}} \right) \geq 1 - \varepsilon,\gamma(N)
\]
for all \( N \geq N'_0 \).
PROOF. Define \( N_0 = N_0(w, \tau, \eta, \varepsilon) \) and \( N'_0 = N'_0(w, \tau, \eta, \gamma) \) by

\[
N_0(w, \tau, \eta, \varepsilon) = \min \left\{ n \geq N_1(w, \tau, \varepsilon) : N \geq n \implies 4 \sqrt{\log(4N/\varepsilon)} \rho_N N + 4K N \leq \sqrt{N^{-3\eta}} \right\}
\]

\[
N'_0(w, \tau, \eta, \gamma) = \min \left\{ n \geq N'_1(w, \tau, \eta) : N \geq n \implies 4 \sqrt{\log(4N/\varepsilon\gamma(N))} \rho_N N + 4K N \leq \sqrt{N^{-3\eta}} \right\}
\]

where \( N_1 \) and \( N'_1 \) are defined in (4.1), (4.2) respectively. Note that both \( N_0 \) and \( N'_0 \) are well defined since the left hand sides of the inequalities inside \( N_0 \) and \( N'_0 \) respectively are on the order of \( O(N^{-(1-\tau)/2} \log^{1/2}(N)) \) and \( O(N^{-(1-\tau)/2} \log^{\gamma/2}(N)) \) respectively, which converges faster than the right hand sides of order \( O(N^{-3\eta}) \) (recall that \( \frac{3\eta}{2} < 1-\tau \)).

Take \( N \geq N_0 \), by Theorem 4.2 we know that with a probability of at least \( 1-\varepsilon \)

\[
\left\| \rho_N^{-1} \hat{L}_N - L \right\| \leq 4 \sqrt{\log(4N/\varepsilon)} \rho_N N + 4K N \leq \sqrt{N^{-3\eta}}.
\]

We apply the Davis-Kahan Theorem 6 to the Fiedler functions \( \phi \) and \( \hat{\phi}_N \) (note that the theorem applies here since under our assumptions \( \lambda_2 \) is simple by Theorem 5). We have with probability at least \( 1-\varepsilon \)

\[
\left\| \hat{\phi}_N - \phi \right\| \leq \frac{2\sqrt{2} \left\| \rho_N^{-1} \hat{L}_N - L \right\|}{\min\{\lambda_2, \lambda_3 - \lambda_2\}} \leq \frac{2\sqrt{2}}{\min\{\lambda_2, \lambda_3 - \lambda_2\}} \sqrt{N^{-3\eta}}
\]

as required. We get the same result for the case \( \varepsilon = \varepsilon\gamma(N) \) and \( N \geq N'_0 \). \( \square \)

5. Error bound for the spectral seriation algorithm. In this section, we prove Theorem 2. The method we use to bound the errors of the permutation are very similar to the method used in the paper [36]. We follow the notation used in the statement of Theorem 2, denote by \( \phi \) the Fiedler eigenfunction of \( L \), and denote by \( \hat{\phi}_N \) the Fiedler vector appearing in step 3 of Algorithm 1 with input \( G(N) \). By a small abuse of notation, for \( i \in [N] \) we define \( \hat{\phi}_i \) to be the \( i \)'th element of \( \phi_N \). Similarly, for \( x \in [0, 1] \), we define

\[
\hat{\phi}_N(x) = \sum_{i=1}^{N} \hat{\phi}_i 1_{I_N}(x).
\]

It is straightforward to check that \( \hat{\phi}_N \) is exactly the Fiedler vector of \( \rho_N \hat{L}_N \). Note that we use the same notation \( \hat{\phi}_N \) to refer to both the Fiedler vector associated with finite graph \( G(N) \) and the Fiedler function associated with the empirical graphon \( \rho_N \hat{L}_N \). This will not cause any ambiguity in the following argument, as it is always clear if the argument for \( \hat{\phi}_N \) is a generic value \( x \in [0, 1] \) or a generic value \( i \in \{1, 2, \ldots, N\} \). We repeat notation in this way because the two objects take exactly the same values in the same order, and this allows us to avoid some repetition of essentially identical calculations.

Let \( \sigma = \sigma_{\hat{\phi}_N} \) as in Equation (1.5). Note that \( \sigma \) is the output of Algorithm 1 with input \( G(N) \) and that we have \( \hat{\phi}_{\sigma(1)} \leq \hat{\phi}_{\sigma(2)} \leq \cdots \leq \hat{\phi}_{\sigma(N)} \). Since \( \phi \) is monotone and \( \hat{\phi}_N \) is close to \( \phi \) or
We then have $-\phi$ (by Theorem 7), we expect the permutation $\sigma$ to be close to the identity permutation (or its reverse).

For any permutation $\pi \in S_N$, define the Kendall tau distance to be

$$D_N(\pi) = \sum_{i<j} 1_{\{\pi(i) > \pi(j)\}}.$$ 

In [13], it was shown that, for any $\pi \in S_N$, we have $D_N(\pi) \leq \|\pi - id_N\|_1 \leq 2D_N(\pi)$. Thus, when $N \to \infty$, these distances are of the same order.

We are now ready to prove Theorem 2:

**PROOF OF THEOREM 2.** Fix any $0 < \eta < \frac{1-\tau}{3}$. We assume without loss of generality that

$$\|\hat{\phi}_N - \phi\| \leq \|\hat{\phi}_N + \phi\|$$

(if not, simply replace $\phi$ with $-\phi$ in the following). Define

$$E_N := \{(i, j) \in [N]^2 : i < j \text{ and } \sigma(j) < \sigma(i)\}$$

$$E_N^\eta := \{(i, j) \in [N]^2 : i + N^{1-\eta} < j \text{ and } \sigma(j) < \sigma(i)\},$$

We then have

$$2\|\hat{\phi}_N - \phi\|^2 = \int_0^1 (\hat{\phi}_N(x) - \phi(x))^2 dx + \int_0^1 (\hat{\phi}_N(y) - \phi(y))^2 dy$$

$$= \sum_{i=1}^N \int_{I_N^i} (\hat{\phi}_i - \phi(x))^2 dx + \sum_{j=1}^N \int_{I_N^j} (\hat{\phi}_j - \phi(x))^2 dx$$

$$= \frac{1}{N} \sum_{1 \leq i, j \leq N} \left( \int_{I_N^i} (\hat{\phi}_i - \phi(x))^2 dx + \int_{I_N^j} (\hat{\phi}_j - \phi(x + \frac{j-i}{N}))^2 dx \right)$$

$$\geq \frac{1}{N} \sum_{(i,j) \in E_N} \int_{I_N^i} ((\hat{\phi}_i - \phi(x))^2 + (\hat{\phi}_j - \phi(x + \frac{j-i}{N}))^2) dx.$$ 

Since $\phi(x + \frac{j-i}{N}) > \phi(x)$ and $\hat{\phi}_j < \hat{\phi}_i$ for $(i, j) \in E_N$, we also have

$$((\hat{\phi}_i - \phi(x))^2 + (\hat{\phi}_j - \phi(x + \frac{j-i}{N}))^2 \geq \frac{1}{2} \left( \phi(x + \frac{j-i}{N}) - \phi(x) \right)^2.$$ 

Combining the previous two estimates,

$$2\|\hat{\phi}_N - \phi\|^2 \geq \frac{1}{2N} \sum_{(i,j) \in E_N} \int_{I_N^i} \left( \phi(x + \frac{j-i}{N}) - \phi(x) \right)^2 dx$$

$$\geq \frac{L^2}{2N^3 \eta} \sum_{(i,j) \in E_N} \int_{I_N^i} (j-i)^2 dx$$

$$\geq \frac{L^2}{2N^{1+2\eta}} \sum_{(i,j) \in E_N} \int_{I_N^i} dx$$

$$= \frac{L^2}{2N^{2+2\eta}} |E_N^\eta|.$$
where the inequality from line two to three follows from the fact that \( j > i + N^{1-\eta} \) for \((i, j) \in E_N^\eta\). Consequently,

\[
|E_N^\eta| \leq 4 \frac{N^2}{L^2} N^{2+2\eta} \|\phi_N - \phi\|^2.
\]

On the other hand,

\[
E_N \setminus E_N^\eta = \{(i, j) \in [N]^2 : 0 < j - i \leq N^{1-\eta} \text{ and } \sigma(j) < \sigma(i)\},
\]

thus \( |E_N \setminus E_N^\eta| \leq N^{2-\eta} \). By Theorem 7 there exists a positive constant \( C = C(w) \) so that for all \( N \geq N_0(w, \tau, \eta, \varepsilon) \) we have with probability at least \( 1 - \varepsilon \)

\[
\|\phi_N - \phi\|^2 \leq C^2 N^{-3\eta}.
\]

Recall that \( D_N(\sigma) = |E_N| \) and \( \|\sigma - id_N\|_1 \leq \frac{1}{2} D_N(\sigma) \), therefore with probability at least \( 1 - \varepsilon \)

\[
\|\sigma - id_N\|_1 \leq \frac{1}{2} \left( |E_N \setminus E_N^\eta| + |E_N^\eta| \right) \\
\leq \frac{1}{2} N^{2-\eta} + \frac{2}{L^2} N^{2+2\eta} \|\phi_N - \phi\|^2 \\
\leq \left( \frac{1}{2} + \frac{2C^2}{L^2} \right) N^{2-\eta}
\]

as required. The same inequality holds for \( \varepsilon = \varepsilon_\gamma(N) \) for all \( N \geq N_0' \).

\( \square \)

6. Postprocessing and Tighter Error Bounds. The main goal of this section is to prove Theorem 3. We introduce a post-processing algorithm of the estimate returned by Algorithm 1. This new algorithm provides an estimate that is more robust to noise, with a nearly optimal convergence rate.

6.1. Notation. We set notation that will be used throughout Section 6. Let \( G = (V, E) \) be a graph of size \( N \). Denote by \( V := \{v_1, v_2, \ldots, v_N\} \) the vertices of \( G \), with \( v_i = i/N \). For any \( S \subset V \), denote the induced subgraph on \( S \) by \( G[S] \). Define the (restricted) neighborhood of a vertex \( v \in V \) by \( N_S(v) = \{u \in S : (u, v) \in E\} \). Denote by \( \sigma_S : S \to |S| \) the function that sends \( s \in S \) to \( |\{s' \in S : s' \leq s\}| \); we think of this ordering as being essentially the “identity” permutation on \( S \).

Algorithm 3 involves partitioning up the vertices of \( G \), estimating various quantities on parts of the partition, and then combining them. We say that a partition \((S_1, S_2, S_3)\) of \( V \) is “good” if \( n \leq |S_3| \leq |S_2| \leq |S_1| \leq n + 1 \), where \( n = \lfloor N/3 \rfloor \).

Let \((S_1, S_2, S_3)\) be a “good” partition of \( V \) and let \( \sigma_j : S_j \to |S_j| \) be orderings of each part of the partition. We define the “merged ordering” of \((\sigma_1, \sigma_2, \sigma_3)\) as an ordering \( \sigma : [N] \to [N] \) defined by:

\[
\sigma^{-1}(3k + j) = N \sigma_j^{-1}(k + 1),
\]

for all \( k \in \{0, 1, \ldots, n\} \) and \( j \in \{1, 2, 3\} \) such that \( 3k + j \leq N \). Note that Equation (6.1) does define a permutation, since for all \( i \in [N] \) there is exactly one solution to the equation \( i = 3k + j \) with \( j \in \{1, 2, 3\} \) and \( k \in \{0, 1, \ldots, n\} \). Note that the factor \( N \) in the definition is coming from the fact that the elements of \( V \) are scaled by \( v_i = i/N \).

Finally, for two orderings \( \sigma_1, \sigma_2 \) on sets \( S_1, S_2 \), say that \( \sigma_1, \sigma_2 \) are aligned if

\[
\max_{i \in S_1 \cap S_2} \left| \frac{\sigma_1(i)}{|S_1|} - \frac{\sigma_2(i)}{|S_2|} \right| \leq \max_{i \in S_1 \cap S_2} \left| \frac{\text{rev}(\sigma_1)(i)}{|S_1|} - \frac{\sigma_2(i)}{|S_2|} \right|,
\]
and that \( \sigma_1, \sigma_2 \) not aligned otherwise. If \( S_1 \cap S_2 = \emptyset \), say that they are aligned. Moreover, if the left-hand side of (6.2) is less than 0.001 and the right-hand side is more than 0.999, say that \( \sigma_1, \sigma_2 \) are closely aligned. Recall that \( \text{rev}(\sigma) \) denotes the reversal of any ordering \( \sigma \) defined in Equation (1.2).

6.2. Algorithms and Informal Analysis. We are now ready to present our main algorithms.

Algorithm 2: Initial Post-processing the output of spectral seriation.

| Input | A graph \( G = (V, E) \) of size \( N \), a pair of disjoint sets \( (T, S) \subset V^2 \) and parameters \( 0 < \alpha < \beta < 1/2 \). |
|-------|----------------------------------------------------------------------------------------------------------------------------------|
| 1     | Let \( \hat{\sigma}_T \) be the result of running Algorithm 1 on \( G|T \). |
| 2     | Given \( \hat{\sigma}_T \), estimate the set of right-most and left-most vertices in \( T \) by |
|       | \( R = R_{\hat{\sigma}_T}(\alpha) := \{ u \in T : \hat{\sigma}_T(u) \geq (1 - \alpha)|T| \} \), |
|       | \( L = L_{\hat{\sigma}_T}(\alpha) := \{ u \in T : \hat{\sigma}_T(u) \leq \alpha|T| \} \). |
| 3     | For each \( v \in S \), estimate the neighbourhood-size functions |
|       | \( \psi_R(v) := \frac{1}{|T|} |N_R(v)| = \frac{1}{|T|} \sum_{u \in R} 1_{u,v} \in E \). |
|       | \( \psi_L(v) := \frac{1}{|T|} |N_L(v)| = \frac{1}{|T|} \sum_{u \in L} 1_{u,v} \in E \). |
| 4     | Compute the following empirical quantiles of \( \psi_L, \psi_R \): |
|       | \( c_R := \inf \{ c \geq 0 : |\{ v \in S : \psi_R(v) \leq c \}| \geq (1 - \beta)|S| \} \), |
|       | \( c_L := \inf \{ c \geq 0 : |\{ v \in S : \psi_L(v) \leq c \}| \geq (1 - \beta)|S| \} \). |
| 5     | Compute the antisymmetric function \( \hat{F} : S^2 \rightarrow \{-1, 0, 1\} \) by the following rule for \( u < v \): |
|       | \( \hat{F}(u, v) = \begin{cases} 
1 - 2 \cdot 1_{\psi_R(u) > \psi_R(v)} & \text{if } \psi_R(u), \psi_R(v) < c_R; \text{ otherwise}, \\
1 - 2 \cdot 1_{\psi_L(u) < \psi_L(v)} & \text{if } \psi_L(u), \psi_L(v) < c_L; \text{ otherwise}, \\
1 & \text{if } \psi_R(u) < c_R; \text{ otherwise},
\end{cases} \) |
| 6     | For each \( v \in S \) compute |
|       | \( \hat{f}(v) = \sum_{u \in S} \hat{F}(u, v) \). |
| 7     | Compute the ordering \( \hat{\sigma}_S = \hat{\sigma}_f \) on \( S \) according to Equation (1.5), breaking ties arbitrarily. |
| Output | The permutation \( \hat{\sigma}_S \). |

We give an informal summary of what this algorithm is doing and why we expect it to work well, eliding many details.

Steps 1-2 get a good estimate of the right-most and left-most vertices in \( T \), denoted \( R \) and \( L \) respectively. Using these estimated sets, steps 3-6 try to compare vertices \( u, v \in S \) by comparing the number of neighbours these vertices have in \( R \) and \( L \). The Robinsonian property suggests the following heuristic: if \( u < v \), then \( u \) should have more neighbours in \( R \) while \( v \) should have more neighbours in \( L \). If this heuristic were exactly correct, we would use only the first of four cases in the function \( \hat{F} \) from Equation (6.9). However, the heuristic
isn’t quite correct: it can fail if (i) both of \( u, v \) are very close to either 0 or 1 (in which case many of the “right-most” elements of \( R \) are not actually to the right of \( u, v \) or many of the “left-most” elements of \( L \) are not actually to the left of \( u, v \)) or (ii) if \(|u - v|\) is too small (in which case sampling error may dominate).

The four cases in Equation (6.9) deal with the first of these problems by ensuring that we compare \( u, v \) by counting either right- or left-most neighbours as appropriate. To give a back-of-the-envelope analysis of the sampling error that can cause the second problem, we note that there are \( \Theta(N) \) possible edges from \( u, v \) to \( R \) or \( L \), and the presence or absence of these edges are independent of the random variables used to estimate \( R \) and \( L \) (the purpose of partitioning \( V \) is exactly to obtain this independence). This suggests that, as long as the error in the estimates of \( R \) and \( L \) are “negligible”, the typical error in the estimates of \( \psi_R, \psi_L \) should be \( O(\sqrt{N}) \). In particular, this is the step that lets us clean rough estimates of sets \( R, L \) into much better estimates of the averages \( \psi_R, \psi_L \). Although this may not be obvious at first glance, the consistency result in Theorem 2 is strong enough to guarantee that the error in the estimates of \( R, L \) are “negligible” in the sense that this argument requires. This calculations suggests that \( \tilde{\sigma}_S \) should have a sup-norm error that is not too much larger than \( O(\sqrt{N}) \), which is the case.

We now give our overall post-processing algorithm:

**Algorithm 3:** Post-processing the output of spectral seriation.

**Input:** A graph \( G = (V, E) \) of size \( N \). Parameters \( 0 < \alpha < \beta < 1/2 \).

1. Choose \((S_1, S_2, S_3)\) a “good” partition of \( V \), uniformly at random; and independently choose another “good” partition \((S_1', S_2', S_3')\), uniformly at random.

2. Use Algorithm 2 on pairs of subsets \((S_3, S_1)\), \((S_1, S_2)\) and \((S_2, S_3)\) with parameters \( \alpha, \beta \) to obtain estimated orders \( \tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3 \) on \( S_1, S_2, S_3 \) respectively. Also use Algorithm 2 on \((S_1', S_2')\) with parameters \( \alpha, \beta \) to obtain estimated order \( \tilde{\sigma}_{\text{ref}} \) on \( S_2' \).

3. For \( j \in \{1, 2, 3\} \), replace \( \tilde{\sigma}_j \) by \( \text{rev}(\tilde{\sigma}_j) \) if it is not aligned with \( \tilde{\sigma}_{\text{ref}} \) in the sense of Equation (6.2).

4. Compute \( \hat{\sigma} \) the merged ordering of \((\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3)\) according to Equation (6.1).

**Output:** The permutation \( \hat{\sigma} \).

Algorithm 3 largely consists of many calls to Algorithm 2, and so most of the algorithm seems straightforward. The one possibly-mysterious part is step 3. To explain the need for this step, recall that it is impossible to distinguish between a vertex ordering \( \sigma \) and its reverse \( \text{rev}(\sigma) \) by looking only at the edges of a graph. Up to this point in the paper, this has not posed a problem, as we always looked at an entire graph all at once. However, in Algorithm 3, we use Algorithm 2 to repeatedly order different subsets of the vertices. As a result, it is likely that some of the returned orderings \( \hat{\sigma}_j : S_j \to [|S_j|] \) will be aligned with \( \sigma_S \) (in the sense of Equation (6.2)) while others will be aligned with \( \text{rev}(\sigma_S) \). Fortunately, this problem is not difficult to solve: each ordering will either be closely aligned with \( \sigma_S \) or its reverse, and so a single reference ordering \( \hat{\sigma}_{\text{ref}} \) can be used to simultaneously align all other orderings, as long as their supports have non-empty intersection.

6.3. Analysis of Algorithm 2. In this subsection, we prove the main bounds on the objects appearing in Algorithm 3. We start by presenting the main theorem that provides a bound for the error of the estimated ordering \( \hat{\sigma}_S \) returned by Algorithm 2. Then the rest of this subsection will be dedicated to proving this theorem.

**Theorem 8.** Let \( G = (V, E) \) be a Robinsonian graph of size \( N \) sampled according to a graphon \( w \) as in Theorem 3. Fix \( s, t \) satisfying \( n \leq s, t \leq n + 1 \) and let \( S, T \subset V \) be chosen uniformly at random from all disjoint subsets of size \( |S| = s, |T| = t \). Consider \( \hat{\sigma}_S : S \to [|S|] \)
to be the output of Algorithm 2 with input \( G \), the pair of random sets \((T, S)\) and parameters \(0 < \alpha < \beta < 1/2\) as in Assumption 5. For all \( \gamma > 1 \) and \( \epsilon > 0 \), there exists a positive constant \( \delta = \delta(w, \gamma, \epsilon) > 0 \) and an integer \( N_0 = N_0(w, \gamma, \epsilon) \) so that

\[
\mathbb{P} \left( \| \hat{\sigma}_N - \sigma_N \|_1 \leq \epsilon \sqrt{N \log^2(N)} \right) \geq 1 - \epsilon^\delta(N)
\]

for all \( N \geq N_0 \).

Throughout this subsection we use notation as in Theorem 8, let \( 0 < \alpha < \beta < 1/2 \) as in Assumption 5, and set \( \mu = (\alpha + \beta)/2 \).

We fix a constant \( \gamma > 1 \) for the remainder of the section, and say that a sequence of events \( \{E_N\}_{N \in \mathbb{N}} \) holds with extremal probability if there exist a constant \( \delta > 0 \) and an integer \( N_0 \), such that

\[
\mathbb{P}(E_N) \geq 1 - \epsilon^\delta(N)
\]

for all \( N \geq N_0 \). We abbreviate this w.e.p. Note that for any \( C > 0 \), the intersection of \( \mathcal{O}(N^C) \) events that occur w.e.p for some \( \gamma > 1 \) also occur w.e.p with the same \( \gamma \). We define the sequence \( \Delta_N = \sqrt{\log^2(N)} \) for \( N \geq 1 \); this is essentially the scale of the most important errors that occur in the algorithm.

The first step in the proof is checking that the discrete functions \( \psi_R, \psi_L \) are good approximations of the continuous functions \( \Psi_R, \Psi_L \) respectively. We recall some facts about these functions. For \( v \in V \), recall

\[
\Psi_R(v) = \int_{1-\alpha}^1 w(v, u) \, du.
\]

Denote by \( \mathcal{F}_T \) the \( \sigma \)-algebra generated by the choice of \( T \) and the graph \( G^{(N)} \mid_T \). Since \( \psi_R(v) \) and \( \psi_L(v) \) are sums of Bernoulli random variables sampled according to Equation (2.1) then

\[
\mathbb{E}[\psi_R(v) | \mathcal{F}_T] = \frac{1}{|T|} \sum_{u \in R} w(u, v), \quad \text{and} \quad \mathbb{E}[\psi_L(v) | \mathcal{F}_T] = \frac{1}{|T|} \sum_{u \in L} w(u, v);
\]

in particular \( R, L \) are both \( \mathcal{F}_T \)-measurable, while the indicator function of an edge \((u, v)\) with \( u \in L \cup R, v \in S \) is independent of \( \mathcal{F}_T \) and has mean \( w(u, v) \). This implies that for any fixed \( \epsilon > 0 \) the following holds w.e.p

\[
\max_{v \in S} \left| \psi_R(v) - \frac{1}{|T|} \sum_{u \in R} w(u, v) \right| \leq \epsilon \Delta_N.
\]

The following Lemma shows that the graph-dependent functions \( \psi_R, \psi_L \) approximate the graphon-dependent functions \( \Psi_R, \Psi_L \)

**Lemma 6.1.** For any \( \epsilon > 0 \), the inequalities

\[
\max_{v \in S} |\psi_R(v) - \Psi_R(v)| \leq \epsilon \Delta_N, \quad \text{and} \quad \max_{v \in S} |\psi_L(v) - \Psi_L(v)| \leq \epsilon \Delta_N
\]

hold w.e.p.

Similarly, the constants \( c_R \) and \( c_L \) are intended to estimate \( \Psi(1 - \beta) \) and \( \Psi(\beta) \) respectively.
Lemma 6.2. For any $\epsilon > 0$ the following inequalities

$$|c_R - \Psi_R(1 - \beta)| \leq \epsilon \Delta_N, \text{ and } |c_L - \Psi_L(\beta)| \leq \epsilon \Delta_N$$

hold w.e.p.

Proof of Lemma 6.1. We will present the proof only for $\psi_R$, since the proof for $\psi_L$ is identical. Denote by $T = \{t(1), \ldots, t(t)\}$ the elements of $T$ in order, so that $t(1) < t(2) < \ldots < t(t)$. Note that $\sigma_T(t(k)) = k$ for all $k$. For $v \in S$, we have

$$E[\psi_R(v) | \mathcal{F}_T] = \frac{1}{t} \sum_{k = \lceil (1 - \beta)t \rceil}^{t} w(t(k), v).$$

Now define

$$\Sigma := \frac{1}{N} \sum_{k = \lceil (1 - \beta)N \rceil}^{N} w(v_k, v),$$

and, for each $j = 0, 1, 2$, define

$$\Sigma_j := \frac{1}{t} \sum_{k = \lceil (1 - \beta)N \rceil}^{t} w(v_{3k+j}, v).$$

By the triangle inequality,

(6.13)

$$|E[\psi_R(v) | \mathcal{F}_T] - \psi_R(v)| \leq |\psi_R(v) - \Sigma| + \frac{1}{3} \sum_{j=0}^{2} |E[\psi_R(v) | \mathcal{F}_T] - \Sigma_j| + \frac{1}{3} |\Sigma_0 + \Sigma_1 + \Sigma_2 - 3\Sigma|.$$

We now bound each term of the right hand side in inequality (6.13). Recall the constant $K$ from Assumption 1. We have

(6.14)

$$|\psi_R(v) - \Sigma| \leq \frac{\beta K}{N},$$

by essentially the same argument as the proof of the first inequality in the proof of Lemma 4.1. Next,

$$|\Sigma_0 + \Sigma_1 + \Sigma_2 - 3\Sigma| \leq \left| \Sigma_0 + \Sigma_1 + \Sigma_2 - \frac{N}{t} \Sigma \right| + \frac{|N - 3t|}{t} \Sigma$$

$$= \frac{1}{t} \left( \sum_{k = \lceil 3(1 - \beta)t \rceil}^{N} w(v_k, v) - \sum_{k = \lceil (1 - \beta)N \rceil}^{N} w(v_k, v) \right) + \frac{\Sigma_{\beta}}{\lceil (1 - \beta)|N - 3t| \rceil} \leq \frac{|N - 3t|}{t},$$

where the bound in the first underbrace comes from the facts that (i) at most $(1 - \beta)|N - 3t|$ terms appear in one sum but not the other and (ii) each summand $w(v_k, v)$ is bounded by 1, and the bound in the second underbrace comes again from the fact that the summands of $\Sigma$ are bounded by 1. Since $3t - 3 \leq N \leq 3t + 2$ by assumption, we conclude

(6.15)

$$|\Sigma_0 + \Sigma_1 + \Sigma_2 - 3\Sigma| \leq \frac{12}{N}.$$
Finally, fixing $0 \leq j \leq 2$, we calculate
\[
|\mathbb{E}[\psi_R(v)|F_T] - \Sigma_j| \leq \frac{1}{t} \sum_{k \geq (1-\beta)t} |w(t_{(k)}, v) - w(v_{3k+j}, v)|
\]
\[
\leq \frac{K}{t} \sum_{k \geq (1-\beta)t} |t_{(k)} - v_{3k+j}|.
\]
According to Lemma A.1,
\[
\max_{k \in T} |t_{(k)} - \frac{k}{t}| \leq \frac{\epsilon}{2\beta K} \Delta_N \quad \text{w.e.p.}
\]
Additionally, it is easy to check that $|\frac{k}{t} - v_{3k+j}| \leq \frac{8}{N}$. Therefore we have with extreme probability
\[
|t_{(k)} - v_{3k+j}| \leq \frac{\epsilon}{2\beta K} \Delta_N + \frac{8}{N}.
\]
We conclude
\begin{equation}
(6.16) \quad |\mathbb{E}[\psi_R(v)|F_T] - \Sigma_j| \leq \frac{\epsilon}{2} \Delta_N + \frac{8\beta K}{N} \quad \text{w.e.p.}
\end{equation}
We substitute Inequalities (6.14), (6.15) and (6.16) in Inequality (6.13) to get
\[
|\mathbb{E}[\psi_R(v)|F_T] - \Psi_R(v)| \leq \frac{\epsilon}{2} \Delta_N + \frac{9\beta K + 12}{N} \leq \epsilon \Delta_N \quad \text{w.e.p.}
\]
Applying the concentration bound (6.12) completes the proof.

Define
\begin{equation}
(6.17) \quad M = \sup_{x \in [0,1]} \Psi_R'(x) > 0;
\end{equation}
this exists by Assumption 2.

**Proof of Lemma 6.2.** We give the proof only for $\Psi_R$, as the case $\Psi_L$ is identical. Recall that by definition of $c_R$
\[
|\{v \in S : \psi_R(v) \leq c\}| \geq (1-\beta)s \Leftrightarrow c \geq c_R
\]
for all $c > 0$. For $v \in V$, we have
\[
\{|v - (1-\beta)| \leq \frac{\epsilon \Delta_N}{2M}\} \Rightarrow \{|\Psi_R(v) - \Psi_R(1-\beta)| \leq \frac{\epsilon \Delta_N}{2}\}.
\]
By Lemma 6.1, we have
\[
|\psi_R(v) - \Psi_R(v)| \leq \frac{\epsilon \Delta_N}{2} \quad \text{w.e.p.}
\]
Combining the last two bounds,
\[
|v - (1-\beta)| \leq \frac{\epsilon \Delta_N}{2M} \Rightarrow |\psi_R(v) - \Psi_R(1-\beta)| \leq \epsilon \Delta_N \quad \text{w.e.p.}
\]
Let $\{s_{(k)}\}_{k=1}^p$ be the elements of $S$ in increasing order and let $p = \lceil (1-\beta)s \rceil$. By Lemma A.1,
\[
|s_{(p)} - (1-\beta)| \leq |s_{(p)} - \frac{p}{s}| + |\frac{p}{s} - (1-\beta)| \leq \frac{\epsilon \Delta_N}{2M} \quad \text{w.e.p.}
\]
By part 1 of Assumption 5,
\[ \psi_R(s(k)) \leq \Psi_R(1 - \beta) + \epsilon \Delta_N, \quad \text{w.e.p.,} \]
for all \( 1 \leq k \leq p \) and
\[ \Psi_R(1 - \beta) - \epsilon \Delta_N \leq \psi_R(s(k)) \quad \text{w.e.p.,} \]
for all \( p \leq k \leq s \). Therefore
\[ |\{ v \in S : \psi_R(v) \leq \Psi_R(1 - \beta) + \epsilon \Delta_N \}| \geq p \geq (1 - \beta)s, \quad \text{w.e.p.,} \]
which implies that
\[ c_R \leq \Psi_R(1 - \beta) + \epsilon \Delta_N \quad \text{w.e.p.} \tag{6.18} \]
On the other hand,
\[ |\{ v \in S : \psi_R(v) \geq \Psi_R(1 - \beta) - \epsilon \Delta_N \}| \geq s - p + 1 > \beta s \quad \text{w.e.p.,} \]
this is equivalent to
\[ |\{ v \in S : \psi_R(v) \leq \Psi_R(1 - \beta) - \epsilon \Delta_N \}| < (1 - \beta)s \quad \text{w.e.p.,} \]
which implies that
\[ c_R > \Psi_R(1 - \beta) - \epsilon \Delta_N \quad \text{w.e.p.} \tag{6.19} \]
Combining Inequalities (6.18) and (6.19), we deduce that
\[ |c_R - \Psi(1 - \beta)| \leq \epsilon \Delta_N \quad \text{w.e.p.} \]
The proof for \( c_L \) is identical to the proof of \( c_R \).

The following proposition states that if we have two vertices \( u, v \in S \) such that (i) \( u \) and \( v \) are not very close to each other, and (ii) both of them belong to one of the intervals \([0, 1 - \mu]\) or \([\mu, 1]\). Then these vertices can be ordered accurately using the graph-dependent functions \( \psi_R \) and \( \psi_L \) w.e.p.

**PROPOSITION 6.3.** Let \( \epsilon > 0 \). With extreme probability, the events
\[ \{ 0 \leq u < v \leq 1 - \mu, \quad \text{and} \quad v > u + \epsilon \Delta_N \} \Rightarrow \{ \psi_R(v) \geq \psi_R(u) \}, \]
\[ \{ \mu \leq u < v \leq 1, \quad \text{and} \quad v > u + \epsilon \Delta_N \} \Rightarrow \{ \psi_L(v) \leq \psi_L(u) \} \]
hold for all pairs \((u, v) \in S^2\).

**PROOF OF PROPOSITION 6.3.** Recall that \( \hat{\sigma}_T \) from Algorithm 2 is the ordering obtained from Algorithm 1 with input \( G|_T \). By Theorem 2, we know that for any \( \eta \in (0, 1/3) \) there exists a constant \( C > 0 \) such that
\[ \| \hat{\sigma}_T - \sigma_T \|_1 \leq Ct^{2-\eta} \tag{6.20} \]
holds w.e.p. Note that the difference between \( \sigma_T \) and its reverse is on the order of \( t^2 \). This means that, when Inequality (6.20) holds and \( N \) is sufficiently large (equivalently \( t \) is sufficiently large), \( \hat{\sigma}_T \) will be much closer to one of \( \sigma_T \) or its reverse (nothing close to a tie can occur). To simplify notation, in what follows, we assume without loss of generality that \( \hat{\sigma}_T \) is closer to \( \sigma_T \).
Fix \((u,v) \in S^2\) such that \(0 \leq u < v \leq 1 - \mu\) and \(v > u + \epsilon \Delta_N\). Choose any \(\kappa_1, \kappa_2\) such that \(\alpha < \kappa_1 < \kappa_2 < \mu\), recall the definition of \(R_\sigma(\kappa_1)\) from Equation (6.3),

\[
\mathbb{E}[\psi_R(v) - \psi_R(u)|\mathcal{F}_T] = \frac{1}{t} \sum_{r \in R} (w(v, r) - w(u, r)) = \frac{1}{t} \sum_{r \in R_{\sigma_T}(\kappa_1)} (w(v, r) - w(u, r)) + \frac{1}{t} \sum_{r \in R \setminus R_{\sigma_T}(\kappa_1)} (w(v, r) - w(u, r)).
\]

In what follows we will provide a lower bound for the the two summations appearing in \(\mathbb{E}[\psi_R(v) - \psi_R(u)|\mathcal{F}_T]\). In fact there are two cases:

1. \(r \in R \setminus R_{\sigma_T}(\kappa_1)\): Let \(K > 0\) be the constant from Assumption 1.

\[
(6.21) \quad w(v, r) - w(u, r) \geq -K(v - u)
\]

2. \(r \in R_{\sigma_T}(\kappa_1)\): In this case, \(r = t(k)\) for some \(k > (1 - \kappa_1)t\), where \(t(k)\)'s are the order statistics of the elements in \(T\). By Lemma A.1,

\[
r = t(k) \geq \frac{k}{t} - \Delta_N > (1 - \kappa_1) - \Delta_N > (1 - \kappa_2) \quad \text{w.e.p.}
\]

That is

\[
r \in R_{\sigma_T}(\kappa_1) \Rightarrow 0 \leq u < v \leq 1 - \mu < 1 - \kappa_2 < r \leq 1 \quad \text{w.e.p.}
\]

Therefore \(\min(|v - r|, |u - r|) \geq \mu - \kappa_2 > \frac{\beta - \alpha}{2}\) w.e.p. Applying Inequality (2.8) from Assumption 5, there exists some \(d_1 > 0\) such that

\[
(6.22) \quad w(v, r) - w(u, r) \geq d_1(v - u) \quad \text{w.e.p.}
\]

Combining Inequalities (6.21) and (6.22),

\[
\mathbb{E}[\psi_R(v) - \psi_R(u)|\mathcal{F}_T] \geq \frac{d_1}{t} |R_{\sigma_T}(\kappa_1)| \|v - u\| - \frac{K}{t} |R \setminus R_{\sigma_T}(\kappa_1)| \|v - u\| \quad \text{w.e.p.}
\]

Clearly \(|R_{\sigma_T}(\kappa_1)| \geq \kappa_1 t\). Moreover, if \(r \in R \setminus R_{\sigma_T}(\kappa_1)\) then \(\hat{\sigma}_T(r) - \sigma_T(r) \geq (\kappa_1 - \alpha) t > 0\), thus

\[
(6.23) \quad \|\hat{\sigma}_T - \sigma_T\|_1 \geq (\kappa_1 - \alpha) t \|R \setminus R_{\sigma_T}(\kappa_1)\|.
\]

Finally we have w.e.p.,

\[
\mathbb{E}[\psi_R(v) - \psi_R(u)|\mathcal{F}_T] \geq \frac{d_1}{t} |R_{\sigma_T}(\kappa_1)| \|v - u\| - \frac{K}{(\kappa_1 - \alpha) t^2} \|\hat{\sigma}_T - \sigma_T\|_1 \|v - u\|
\]

\[
\geq \frac{\kappa_1 d_1}{2} (v - u)
\]

\[
\geq \frac{\kappa_1 d_1}{2} \Delta_N.
\]
Now, since $\psi_R(v) - \psi_R(u)$ is a weighted sum of Bernoulli random variables sampled without uniformly without replacement. We can use Hoeffding’s inequality for sampling without replacement [22, 38] to see that the conditional probability bound

$$
P[\psi_R(v) \geq \psi_R(u)|F_T] \geq 1 - \exp \left( -\frac{t^2}{2N} \left( \frac{\epsilon \kappa_1 d_1}{2} \right)^2 \Delta_N^2(N) \right)
$$

$$
\geq 1 - \exp(-\delta N \Delta_N^2(N))
$$

$$
= 1 - \epsilon^\delta(N)
$$

holds $w.e.p$\(^5\) for some $\delta > 0$. The proof for $\psi_L$ is identical to the proof of $\psi_R$.

We now list some further facts about $\psi_R, \psi_L$:

**PROPOSITION 6.4.** Fix $\epsilon > 0$. The following events hold $w.e.p$:

1. For all $v \in S$,
   $$
   \{\psi_R(v) < c_R\} \Rightarrow \{v \leq 1 - \mu\},
   $$
   $$
   \{\psi_L(v) < c_L\} \Rightarrow \{v \geq \mu\}.
   $$

2. For all pairs $(u, v) \in S^2$,
   $$
   \{\psi_R(u) < c_R, \, \psi_R(v) > c_R\} \Rightarrow \{u < v \ or \ |u - v| \leq \epsilon \Delta_N\},
   $$
   $$
   \{\psi_L(u) < c_L, \, \psi_L(v) > c_L\} \Rightarrow \{u > v \ or \ |u - v| \leq \epsilon \Delta_N\}.
   $$

**PROOF OF PROPOSITION 6.4.**

1. According to Lemmas 6.1 and 6.2, with extreme probability we have
   $$
   \Psi_R(v) \leq \Psi_R(1 - \beta) + \Delta_N < \Psi_R(1 - \mu)
   $$
   for all $v \in S$ such that $\psi_R(v) < c_R$. By part 1 of Assumption 5, this implies that $w.e.p$. we have $\max\{v \in S : \psi_R(v) < c_R\} < 1 - \mu$. The proof for $\psi_L$ is very similar.

2. Recall $M$ from Equation (6.17), define $m = \inf_{x \in [0, 1 - \mu]} \Psi_R'(x)$. Consider $u, v \in S$ such that $\psi_R(u) < c_R$ and $\psi_R(v) > c_R$. If $u \geq v$ then according to the previous proposition $0 \leq v \leq u \leq 1 - \mu$. Moreover, applying Lemma 6.1 and 6.2 with $\epsilon' = \frac{cm}{2}$ we get
   $$
   \Psi_R(1 - \beta) - \frac{cm}{2} \Delta_N \leq \Psi_R(v) \leq \Psi_R(u) \leq \Psi_R(1 - \beta) + \frac{cm}{2} \Delta_N \quad w.e.p.
   $$
   Therefore
   $$
   |u - v| \leq \frac{1}{m} |\Psi_R(u) - \Psi_R(v)| \leq \Delta_N \quad w.e.p.
   $$
   The proof for $\psi_L$ is very similar.

\(^5\)When we say that an inequality holds $w.e.p$ we must specify what is being viewed as random. To readers unfamiliar with random measures, this might not be obvious in the preceding string of inequalities. We emphasize here that we are viewing the probability $P[\psi_R(j) < \psi_R(i)|F_T]$ as an $F_T$-measurable random variable (and we are viewing $P[|\psi_T|_T$ as a random measure). Since $F_T$ is generated by the random choice of $T$ and the many independent Bernoulli random variables contained in $A|_T$, it is $T$ and $A|_T$ that are viewed as random in this expression.
Define the sets
\[ E_1 = \{(u,v) \in S^2 : \psi_R(u), \psi_R(v) < c_R\}, \]
\[ E_2 = \{(u,v) \in S^2 : \psi_L(u), \psi_L(v) < c_L\}, \]
\[ E_3 = \{(u,v) \in S^2 : \psi_R(u) < c_R\}. \]

Recall the antisymmetric function \( \hat{F} : S^2 \to \{-1, 0, 1\} \) defined in Equation (6.9) by
\[
(6.24) \quad \hat{F}(u,v) = \begin{cases} 
1 - 2 \cdot 1_{\psi_R(u) > \psi_R(v)} & \text{if } (u,v) \in E_1, \\
1 - 2 \cdot 1_{\psi_L(u) < \psi_L(v)} & \text{if } (u,v) \in E_2, \\
1 & \text{if } (u,v) \in E_3, \\
-1 & \text{if } (u,v) \in E_1 \cap E_2 \cap E_3.
\end{cases}
\]

Define the antisymmetric function \( F : S^2 \to \{-1, 0, 1\} \) by \( F(u,v) = 1 - 2 \cdot 1_{u>v} \). Note that the function \( \hat{F} \) appearing in Equation (6.24) is intended to estimate the function \( F \). Informally, Proposition 6.3 tells us that the first two branches of \( \hat{F} \) appearing in Equation (6.24) would agree with \( F \) for all pairs of vertices \( u, v \in S \cap [0, 1 - \mu] \) if \( u \) and \( v \) are not very close and all pairs \( u, v \in S \cap [\mu, 1] \) if \( u \) and \( v \) are not very close. However, the function \( \hat{F} \) defined in Equation (6.24) does not “know” if \( u, v \) are in \([0, 1 - \mu]\) or \([\mu, 1]\); it uses the four branches in its definition to guess. The following Lemma shows that the function \( \hat{F}(u,v) \) defined in Equation (6.24) is equal to the function \( F(u,v) \) for all pairs of vertices \( u, v \) that are not very close.

**Lemma 6.5.** Let \( \epsilon > 0 \). The event
\[
(6.25) \quad \{v > u + \epsilon \Delta_N\} \Rightarrow \{\hat{F}(u,v) = F(u,v)\}
\]
for all pairs \( (u,v) \in S^2 \) holds w.e.p.

**Proof of Lemma 6.5.** Let \( (u,v) \in S^2 \) such that \( v > u + \epsilon \Delta_N \). We prove Equation (6.25) via a case-by-case analysis of the performance of \( \hat{F} \) in its four branches. In fact we have four cases:

1. \( E_1 \) holds: By the first part of Proposition 6.4, we have \( u, v < 1 - \mu \) w.e.p. Applying Proposition 6.3 completes the proof of Equation (6.25) in this case.
2. \( E_2 \cap E_3 \) holds: By the first part of Proposition 6.4, we have \( u, v > \mu \) w.e.p. Applying Proposition 6.3 completes the proof in this case.
3. \( E_3 \cap E_2 \cap E_4 \) holds: By the second part of Proposition 6.4, there are two possibilities.
   - Either \( \hat{F} \) makes the correct decision, or \( |u - v| \leq \epsilon \Delta_N \) w.e.p.
4. \( E_1 \cap E_2 \cap E_4 \) holds: Again by the second part of Proposition 6.4, there are two possibilities.
   - Either \( \hat{F} \) makes the correct decision, or \( |u - v| \leq \epsilon \Delta_N \) w.e.p.

\[ \square \]

Similarly, recall the function \( \hat{f} \) defined in Equation (6.10). The following Lemma shows that the function \( \hat{f} \) makes the correct ordering “guess” almost all the time; that is for \( (u,v) \in S^2 \) such that \( u \) and \( v \) are not very close we have \( (\hat{f}(v) - \hat{f}(u))(v - u) > 0 \).

**Lemma 6.6.** Fix \( \epsilon > 0 \). The event that
\[
\{v > u + \epsilon \Delta_N\} \Rightarrow \{\hat{f}(v) > \hat{f}(u)\}
\]
holds for all pairs \( (u,v) \in S^2 \) occurs w.e.p.
PROOF LEMMA 6.6. Fix \((u, v) \in S^2\) with \(v > u + \epsilon \Delta_N\). Define the set
\[
A = \left\{ r \in V : \min(|u - r|, |v - r|) > \frac{\epsilon}{8} \Delta_N \right\}.
\]
By Lemma 6.5, for all \(r \in A\)
\[
\hat{F}(r, v) = F(r, v) \text{ and } \hat{F}(r, u) = F(r, u) \text{ w.e.p.}
\]
Therefore we have w.e.p.
\[
\hat{f}(v) - \hat{f}(u) = \sum_{r \in S} 1_{r \in S} \left( \hat{F}(r, v) - \hat{F}(r, u) \right)
\]
\[
= \sum_{r \in A} 1_{r \in S} (F(r, v) - F(r, u)) + \sum_{r \in A^c} 1_{r \in S} \left( \hat{F}(r, v) - \hat{F}(r, u) \right)
\]
\[
\geq 2 \left| \{ r \in S : u < r < v \} \right| - 2 |S \cap A^c|
\]
\[
= 2(A - B),
\]
where
\[
A = \sum_{k \in E_1} 1_{v_k \in S}, \quad B = \sum_{k \in E_2} 1_{v_k \in S},
\]
with \(E_1 = \{ k \in [N] : Nu < k < Nv \}\) and \(E_2 = \{ k \in [N] : \min(|k - Nu|, |k - Nv|) \leq \left\lfloor \frac{\epsilon}{8} N \Delta_N \right\rfloor \} \). Note that, \(A\) and \(B\) appearing in this bound are sums of Bernoulli random variables sampled without replacement. That is \(A, B\) are hypergeometric random variables, with \(A \sim \mathcal{H}(N; Nu - N u - 1; s)\) and \(B \sim \mathcal{H}(N; 4 \left\lfloor \frac{\epsilon}{8} N \Delta_N \right\rfloor + 2; s)\). We have
\[
\mathbb{E}[A - B] = \frac{s}{N} \left( N(v - u) - 4 \left\lfloor \frac{\epsilon}{8} N \Delta_N \right\rfloor - 3 \right) > \frac{\epsilon}{10} N \Delta_N \text{ w.e.p.}
\]
Thus, by the usual analogue to Hoeffding’s inequality for hypergeometric random variables [22, 38], we have
\[
(6.26) \quad \hat{f}(v) - \hat{f}(u) > 0 \quad \text{w.e.p.}
\]

We are now ready to prove Theorem 8.

PROOF OF THEOREM 8. Let \(s_{(k)}\)’s be the order statistics of the set \(S\). Fix \(1 \leq k \leq s\), recall that
\[
\hat{\sigma}_S(s_{(k)}) = \left\{ p \in [s] : \hat{f}(s_{(p)}) \leq \hat{f}(s_{(k)}) \right\} \text{ and } \sigma_S(s_{(k)}) = k.
\]
For any integer \(p \leq k - \frac{\epsilon}{2} N \Delta_N\) we have \(s_{(p)} \leq s_{(k)} - \frac{\epsilon}{2} \Delta_N\), thus by Lemma 6.6
\[
\forall p \leq \left[ k - \frac{\epsilon}{2} N \Delta_N \right] : \hat{f}(s_{(p)}) < \hat{f}(s_{(k)}) \text{ w.e.p.}
\]
Therefore
\[
\hat{\sigma}_S(s_{(k)}) \geq \left[ k - \frac{\epsilon}{2} N \Delta_N \right] \geq k - \epsilon N \Delta_N \text{ w.e.p.}
\]
Similarly for any \(p \geq k + \frac{\epsilon}{2} N \Delta_N\) we have \(s_{(p)} \geq s_{(k)} + \frac{\epsilon}{2} \Delta_N\), thus by Lemma 6.6
\[
\forall p \geq \left[ k + \frac{\epsilon}{2} N \Delta_N \right] : \hat{f}(s_{(p)}) > \hat{f}(s_{(k)}) \text{ w.e.p.}
\]
Therefore
\[ \hat{\sigma}_S(s_{(k)}) \leq \left[ k + \frac{\epsilon}{2} N \Delta_N \right] \leq k + \epsilon N \Delta_N \quad \text{w.e.p.} \]

Finally,
\[ (\forall v \in S) : |\hat{\sigma}_S(v) - \sigma_S(v)| \leq \epsilon N \Delta_N = \epsilon \sqrt{N \log^2(N)} \quad \text{w.e.p.,} \]
as required. \hfill \Box

6.4. Proof of Theorem 3 and analysis of Algorithm 3. We now prove the main bounds on the objects appearing in Algorithm 3, completing the proof of Theorem 3. Throughout this section, we use notation from Algorithm 3 and make the same assumptions as in the statement of Theorem 3. By Theorem 8,
\[ (6.27) \quad \| \hat{\sigma}_j - \sigma_{S_j} \|_\infty \leq \frac{\epsilon}{12} \sqrt{N \log^2(N)} \]
holds for all \( j \in \{1, 2, 3\} \) w.e.p.

We next discuss Step 3 of the algorithm. Recall the definition of \textit{aligned} and \textit{closely aligned} from Inequality (6.2). Note that \( \{\hat{\sigma}_j\}_{j \in \{1,2,3\}} \) were computed in separate calls to Algorithm 2 and so they may not be aligned - that is, some \( \hat{\sigma}_j \) may be aligned with \( \sigma_{S_j} \) while others may be aligned more with its reverse \( \text{rev}(\sigma_{S_j}) \). When \( N \) is large enough all the \( \sigma_{S_j} \)'s are closely aligned with \( id_N \). Moreover, when Inequality (6.27) holds and \( N \) sufficiently large, \( \hat{\sigma}_j \) will either be closely aligned with \( \sigma_{S_j} \) or with \( \text{rev}(\sigma_{S_j}) \). That is, \( \hat{\sigma}_j \) will be closely aligned with \( id_N \) or with its reverse for all \( j \in \{1, 2, 3\} \). For the same reason, for \( N \) sufficiently large \( \hat{\sigma}_{\text{ref}} \) will either be closely aligned with \( id_N \) or with \( \text{rev}(id_N) \). We assume without loss of generality that \( \hat{\sigma}_{\text{ref}} \) is closely aligned with \( id_N \). Finally, note that w.e.p., \( |S_j \cap S_j'| \geq 2 \) for all \( j \in \{1, 2, 3\} \). When all of these events occur, for each \( j \in \{1, 2, 3\} \), one of the following two cases must occur:

1. \( \hat{\sigma}_j \text{ is closely aligned with } id_N \). Since \( |S_j \cap S_j'| \geq 2 \) and \( \hat{\sigma}_j, \hat{\sigma}_{\text{ref}} \) are both closely aligned to \( id_N \), they must also be closely aligned to each other. Thus, in this case, \( \hat{\sigma}_j \) \textit{is not reversed} in step 3 of the algorithm and \textit{remains} closely aligned to \( id_N \) in step 4.

2. \( \hat{\sigma}_j \text{ is closely aligned with } \text{rev}(id_N) \). Since \( |S_j \cap S_j'| \geq 2 \) and \( \text{rev}(\hat{\sigma}_j), \hat{\sigma}_{\text{ref}} \) are both closely aligned to \( id_N \), they must also be aligned aligned to each other. Thus, in this case, \( \hat{\sigma}_j \) \textit{is reversed} in step 3 of the algorithm and \textit{becomes} closely aligned to \( id_N \) in step 4.

Thus, in both cases, by step 4 the ordering \( \hat{\sigma}_j \) is closely aligned to \( id_N \) for all \( j \in \{1, 2, 3\} \) w.e.p.

Denote by \( s_{1(k)}, s_{2(k)} \) and \( s_{3(k)} \) the order statistics of the sets \( S_1, S_2 \) and \( S_3 \) respectively. Then by Equation (6.1) we have
\[
\| \hat{\sigma} - id_N \|_\infty = \| \hat{\sigma}^{-1} - id_N \|_\infty \\
= N \max_{j \in \{1,2,3\}} \max_{k \in \{1,\ldots,n+1\}} \left| \hat{\sigma}_j^{-1}(k) - v_{3k+j-3} \right| \\
\leq N \max_{j \in \{1,2,3\}} \max_{k \in \{1,\ldots,n+1\}} \left| \hat{\sigma}_j^{-1}(k) - v_{3k} \right| + 2 \\
= \max_{j \in \{1,2,3\}} \max_{k \in \{1,\ldots,n+1\}} \left| 3 \hat{\sigma}_j(s_{j(k)}) - N s_{j(k)} \right| + 2 \\
\leq 3 \max_{j \in \{1,2,3\}} \| \hat{\sigma}_j - \sigma_{S_j} \|_\infty + N \max_{j \in \{1,2,3\}} \max_{k \in \{1,\ldots,n+1\}} \left| s_{j(k)} - v_{3k} \right| + 2.
\]
By Lemma A.1,
\[(6.28)\] \[s_j^{(k)} - v_{3k} \leq \frac{\varepsilon}{4} \Delta_N \text{ w.e.p.},\]
for all \(j \in \{1, 2, 3\}\) and \(k \in \{1, \ldots, n + 1\}\) such that \(3k + j \leq N\). When \(N\) is large enough, and when inequalities (6.27) and (6.28) hold, we get
\[
\|\hat{\sigma} - id_N\|_\infty \leq \varepsilon \sqrt{N \log^2(N)} \text{ w.e.p.}
\]
which completes the proof.

**Remark 6.7** (Learning \(\alpha\) and \(\beta\)). Algorithm 2 takes parameters \(\alpha, \beta\) as given. However, our results only apply if these parameters satisfy Assumption 5. In Theorem 1, we state values of \((\alpha, \beta)\) for which the graphons satisfying Assumption 1.2 will also satisfy Assumption 5, and so there are no difficulties in that setting.

However, for other graphons, it may not be obvious how to choose \(\alpha, \beta\). We note here that, when graphons satisfy a slightly strengthened version of the assumption for some pair \(\alpha, \beta\), it is not difficult to learn this pair quickly. We now give details.

Note that the functions \(\Psi_R = \Psi_R^{(\alpha)}\), \(\Psi_L = \Psi_L^{(\alpha)}\) depend on the parameter \(\alpha\) (though this dependence is suppressed in our notation). Recall that \(\Psi_R, \Psi_L\) are continuous functions. If \(w\) satisfies Inequality (2.7) for some \(\alpha < \beta\), then there exists some \(\delta > 0\) and some other pair \(\alpha', \beta'\) so that it satisfies the slightly strengthened bound
\[(6.29)\]
\[
\inf_{x \in [1-\alpha'/2\alpha, 1]} \Psi_R^{(\alpha')}(x) > \Psi_R^{(\alpha)}(1 - \beta') + 2\delta, \quad \inf_{x \in [0,\alpha' + 2\delta]} \Psi_L^{(\alpha')}(x) > \Psi_L^{(\alpha)}(\beta') + 2\delta,
\]
By Lemma 6.1 the estimates \(\psi_R, \psi_L\) calculated in Equations (6.5), (6.6) have error \(\Delta_N\) going to 0 with \(N\). Thus, for all \(N\) sufficiently large, with extreme probability any pair \((\alpha', \beta')\) satisfying (6.29) will also satisfy
\[(6.30)\]
\[
\inf_{x \in [1-\alpha' - \delta, 1]} \psi_R^{(\alpha')}(x) > \psi_R^{(\alpha')}(1 - \beta') + \delta, \quad \inf_{x \in [0,\alpha' + \delta]} \psi_L^{(\alpha')}(x) > \psi_L^{(\alpha')}(\beta') + \delta.
\]
Applying Lemma 6.1 again, any pair satisfying the Inequality (6.30) will also satisfy Inequality (2.7).

Thus, if a graphon satisfies (6.29) for some \(\delta > 0\) and some pair \((\alpha, \beta)\), we can find the pair \((\alpha', \beta')\) by using Inequality (6.30) as a test. Since the bound in Lemma 6.1 is a bound on the maximum error, checking many pairs \((\alpha', \beta')\) from a single observed graph does not present any obstacles.

**7. Application.** We show that Theorem 1 follows from Theorems 2 and 3. To do so, it is enough to check that any graphon that is “nice” in the sense of Definition 1.2 will also satisfy Assumptions 1 through 5.

We now check Assumptions 1 through 5 in order.

**Assumption 1:** Define \(R_{\text{max}} = \sup_{r \in (0,1]} R'(r) < \infty\). We calculate
\[
|w(x, y) - w(x', y')| = |R(|x - y|) - R(|x' - y'|)| \\
\leq R_{\text{max}} |x - y| - |x' - y'| | \\
\leq R_{\text{max}} (x - y) - (x' - y')| \\
\leq R_{\text{max}}(|x - y| + |x' - y'|).
\]

**Assumption 2:** We have \(\frac{\partial w(x, y)}{\partial x} = R'(y)\) for \(y \neq x\), so this follows immediately from Definition 1.2.
Assumption 3: We calculate
\[ d'(x) = \frac{d}{dx} \int_0^1 R(|x - y|)dy \]
\[ = \frac{d}{dx} \left( \int_0^x R(y)dy + \int_x^1 R(y)dy \right) \]
\[ = R(x) - R(1-x). \]
Thus \( d'(x) \) exists for all \( x \in [0, 1] \). Since \( R \) is monotone, \( d'(x) > 0 \) for \( x \in [0, 0.5) \) and \( d'(x) < 0 \) for \( x \in (0.5, 0] \), with \( d'(x) = 0 \) only for \( x = 0.5 \).

Assumption 4: This is given in [32], with the function \( h \) in that reference replacing the function \( R \) in this paper.

Assumption 5: To prove Inequality (2.7), we have
\[ \inf_{x \in [0, 0.05]} \Psi_L(x) = \inf_{x \in [0, 0.05]} \int_0^{0.05} w(x, y)dy \]
\[ = \inf_{x \in [0, 0.05]} \int_0^{0.05} R(|x - y|)dy. \]
Since \( R \) is monotone, this infimum is achieved at \( x = 0 \) and \( x = 0.05 \). Continuing the calculation,
\[ \inf_{x \in [0, 0.05]} \Psi_L(x) = \int_0^{0.05} R(y)dy \]
\[ > \int_{0.26}^{0.31} R(y)dy \]
\[ = \Psi_L(0.31), \]
where the strict inequality in the second line comes from the assumption that \( R' \) is continuous and strictly positive. This proves one of the four inequalities in the first part Assumption 5; the remainder are essentially the same.

To prove Inequality (2.8), recall that \( \frac{\partial w(x, y)}{\partial x} = R'(y) > 0 \). Thus, this follows immediately from Gronwall’s inequality.

8. Discussion. In this paper, we have written down a simple seriation algorithm and shown that, for some fairly large class of model graphons, the result of the algorithm is an estimated permutation \( \hat{\sigma} \) with sup-norm error of roughly \( O(\sqrt{N}) \). It is natural to ask whether either the rates of convergence or our assumptions about the generating graphon are optimal.

The second question seems to have an easy answer: we are quite sure that our conditions are not optimal, even for the type of analysis we use. In particular, our main assumptions on \( w \) imply that all vertices have a fairly non-negligible chance of being connected (more precisely, our main assumptions imply that \( w(x, y) > 0 \) for all \( x, y \in [0, 1] \)). We have already seen in Remark 2.1 that this property is not satisfied for many natural graphons, and also that it can be substantially weakened.

We hypothesize that this global connection property can be replaced by a much weaker assumption, saying roughly that some power of the adjacency matrix should be globally connected. The main difficulties in carrying this out are different for our two main results:

- The main difficulty in extending Theorem 2 is carrying through the arguments in Section 3, which show that the Fiedler eigenspace has dimension 1 and that the Fiedler function is monotone.
As discussed in Remark 2.1, this can sometimes be checked directly for particularly simple graphons. We also expect that certain generic techniques, such as perturbation analysis, can be used to extend this to small nonparametric families of graphons. However, we do not know how to get rid of this assumption in any great generality.

- The main difficulty in extending Theorem 3 is not merely technical: Algorithm 3 will not generally give a sensible answer without the global connectedness property. This occurs because the functions $\psi_R(i), \psi_L(i)$ may both be 0 for many $i \in [N]$. In [25], we introduce a “local” quantity $R(i,j)$ that is analogous to the “global” quantity $R$ used in the present paper. We suspect that a similar approach would work in the present context.

We don’t know the optimal rate of convergence for this problem in very many metrics, but we give a few related results largely drawn from our companion paper [25]. Note that this paper studies a slightly different sampling scheme, but very similar arguments apply:

1. Under slightly different model conditions, the iterated post-processing algorithm of [25] can obtain error of $O(N^\epsilon)$ for any fixed $\epsilon > 0$, so the rate $N^{0.5}$ is certainly not optimal for all classes of graphon models.
2. On the other hand, we might ask to estimate the latent positions $v_1, \ldots, v_N$ of vertices in addition to the latent permutation $\sigma$. The argument in Section 5 of [25] says that any such estimate must suffer an error of at least $\Omega(N^{-0.5})$ for any sufficiently large class of graphon models. Since the natural estimate

$$\hat{v}_i = \frac{\hat{\sigma}(i)}{N}$$

is so similar to $\hat{\sigma}$ itself, this suggests that one can’t do much better in general.

Several other papers have recently studied the optimal rate of convergence for “the” noisy seriation problem, including [29] and [18]. Their models and versions of the noisy seriation problem are different enough from ours that it is not possible to directly compare the results. We leave the question of comparing these notions of noisy seriation to future work.
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APPENDIX A: APPENDIX

LEMMA A.1. Let \( V = \{v_1, v_2, \ldots, v_N\} \) with \( v_i = i/N \) for all \( i \). Let \( S \) be a subset of \( V \) chosen uniformly at random and with deterministic size \( m = |S| \) such that \( \left\lfloor \frac{N}{3} \right\rfloor \leq m \leq \left\lceil \frac{N}{3} \right\rceil + 1 \). Define \( s(1) < s(2) < \ldots < s(m) \) to be the order statics of the elements of \( S \). Then for each \( 1 \leq k \leq m \) and for any \( c > 0 \), there exists a constant \( \delta > 0 \) and an integer \( N_0 \) such that

\[
P \left( \left| s(k) - \frac{k}{m} \right| > c\Delta_N \right) \leq \varepsilon^\delta(N)
\]

for all \( N \geq N_0 \). In other words for each \( 1 \leq k \leq m \) and \( c > 0 \) the event \( \left| s(k) - \frac{k}{m} \right| \leq c\Delta_N \) holds w.e.p.

PROOF OF LEMMA A.1. Let \( 1 \leq k \leq N \) and \( k \leq j \leq N - m + k \). Then \( s(k) = v_j \) if and only if there is exactly \( k - 1 \) elements from \( S \) less than \( v_j \) and exactly \( m - k \) elements from \( S \) bigger than \( v_j \). Therefore

\[
P \left( s(k) = v_j \right) = \frac{(j-1) \binom{N-j}{m-k}}{\binom{N}{m}}.
\]

Note that the distribution of \( s(k) \) looks very similar to a negative hypergeometric distribution. In fact one can easily check that \( Ns(k) - k \sim N\text{HG}(N; N - m; k) \).

The paper [38] provides concentration inequalities for sampling without replacement. According to [22, 38], for any \( \lambda > 0 \) we have

\[
P \left( \left| s(k) - \mathbb{E}[s(k)] \right| > \lambda \right) \leq 2 \exp \left( \frac{-2N^2\lambda^2}{3m} \right)
\]

with \( f_m^* = (m-1)/N \). We can check that \( 1/4 < f_m^* \leq 1/3 \) for all \( N \) sufficiently large. Thus,

\[
P \left( \left| s(k) - \mathbb{E}[s(k)] \right| > \lambda \right) \leq 2 \exp \left( \frac{-8N^2\lambda^2}{3m} \right).
\]

Let \( c > 0 \), we have

\[
\left| s(k) - \frac{k}{m} \right| > c\Delta_N \Rightarrow \left| s(k) - \mathbb{E}[s(k)] \right| > c\Delta_N - \left| \frac{k}{m} - \mathbb{E}[s(k)] \right|
\]

\[
\Rightarrow \left| s(k) - \mathbb{E}[s(k)] \right| > c\Delta_N - \frac{(N-m)k}{Nm(m+1)}
\]

\[
\Rightarrow \left| s(k) - \mathbb{E}[s(k)] \right| > c\Delta_N - \frac{2}{N}.
\]

For \( N \) large enough so that \( 4 < cN\Delta_N \),

\[
\left| s(k) - \frac{k}{m} \right| > c\Delta_N \Rightarrow \left| s(k) - \mathbb{E}[s(k)] \right| > \frac{c}{2}\Delta_N.
\]

Therefore

\[
P \left( \left| s(k) - \frac{k}{m} \right| > c\Delta_N \right) \leq 2 \exp \left( \frac{-2c^2N^2\Delta^2_N}{3m} \right)
\]

\[
\leq 2 \exp \left( -c^2N\Delta^2_N/N \right)
\]

\[
\leq \varepsilon^\delta(N)
\]

for some \( 0 < \delta < c^2 \). \( \square \)