How many people need to classify the same image? A method for optimizing volunteer contributions in binary geographical classifications
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Abstract

Involving members of the public in image classification tasks that can be tricky to automate is increasingly recognized as a way to complete large amounts of these tasks and promote citizen involvement in science. While this labor is usually provided for free, it is still limited, making it important for researchers to use volunteer contributions as efficiently as possible. Using volunteer labor efficiently becomes complicated when individual tasks are assigned to multiple volunteers to increase confidence that the correct classification has been reached. In this paper, we develop a system to decide when enough information has been accumulated to confidently declare an image to be classified and remove it from circulation. We use a Bayesian approach to estimate the posterior distribution of the mean rating in a binary image classification task. Tasks are removed from circulation when user-defined certainty thresholds are reached. We demonstrate this process using a set of over 4.5 million unique classifications by 2783 volunteers of over 190,000 images assessed for the presence/absence of cropland. If the system outlined here had been implemented in the original data collection campaign, it would have eliminated the need for 59.4% of volunteer ratings. Had this effort been applied to new tasks, it would have allowed an estimated 2.46 times as many images to have been classified with the same amount of labor, demonstrating the power of this method to make more efficient use of limited volunteer contributions. To simplify implementation of this method by other investigators, we provide cutoff value combinations for one set of confidence levels.
Introduction

Since J. Howe coined the term ‘crowdsourcing’ [1], there has been a notable rise in the use of outsourcing a range of tasks to the crowd by organizations that do not have the labor to carry out these tasks themselves. In many commercial contexts, the completion of these tasks is tied to micropayments, e.g., through the use of Amazon’s Mechanical Turk [2]. Such contributions can be valuable; for instance an online crowd can make better predictions of stock performance than the stock market index [3]. Crowdsourcing can also contribute to many aspects of science. This is known as ‘citizen science’, which is generally defined as the involvement of citizens in scientific research and knowledge production [4, 5]. Crowdsourcing and VGI are at the lowest level in Haklay’s [7] typology of participation in citizen science, where data collection is one of the most common and basic tasks. Data collection ranges from field-based activities, e.g., bird watching [8], to online activities such as transcription of documents [9], mapping for humanitarian causes through VGI initiatives such as OpenStreetMap [10] to image classification. Examples of the latter include the highly successful Zooniverse in which participants classify galaxies [11], Geo-Wiki, where satellite imagery is interpreted for land cover and land use [12], and various citizen science projects that involve tasks like identifying species from camera trap photos [13, 14], among others.

The quality of data from crowdsourcing and citizen science has recently become an active area of research [15, 16]. Many different methods for quality assurance have been developed including, among others, automated checking [17, 18], comparison with an expert or gold standard data sets [19], comparison with an alternative source of data as a proxy [17, 18], crowdsourced and expert peer review [19] and assigning multiple volunteers to perform the same task [20, 21]. When using multiple volunteers, assigning higher weighting to volunteers who performed better individually resulted in better aggregate performance [3]. When the multiple-volunteer approach is used, key questions include how to combine the observations and how much certainty they provide about the actual phenomenon being investigated. Haklay et al. [22] first researched this question using data from OpenStreetMap, framing it in terms of Linus’ Law from open-source coding, i.e., the more contributors to the code, the higher the quality. The authors applied this to the positional accuracy of roads in OpenStreetMap in the UK and found that the first five contributors provided the largest contributions to improving the accuracy while there was little to be further gained beyond 13 contributors. A similar question was asked by Hsing et al. [14] about classifying pictures of mammals from camera traps, motivated by the need to use scarce volunteer effort more efficiently to process the deluge of photographs generated. Using data from the MammalWeb project in the UK, they found that 99% of classifications were correct when at least nine volunteers provided the same answer. However, they also found large variations in this pattern across species. Siddharthan et al. [23] developed a Bayesian consensus model to minimize crowd size for the task of assigning a photo to one of 22 possible bumblebee species; they demonstrated this to be more efficient than either majority voting or the use of fixed threshold. These approaches have clear implications for image classification activities that either have an associated cost, limited expert peer review or where the supply of photographs vastly outstrips the crowdsourcing demand.

In this paper we develop a method to decide when to remove tasks from circulation to volunteer raters and apply it to a case study of image classifications from the Cropland Capture game in which participants classified satellite imagery and photographs as cropland or non-cropland, including a ‘maybe’ option if unsure. Previous research has shown the limitations of using majority voting for classifying images in this type of task [24]. The approach presented
here builds on this work to determine when a binary classification task has reached an accept-
able level of certainty and further classifications are unlikely to change the outcome. This
allows tasks reaching this threshold to be removed from the pool assigned to volunteers,
thereby freeing up labor that can be applied to additional tasks, optimizing the use of the
crowd.

**Theoretical approach**

Determining whether enough ratings have been performed to remove an individual classifica-
tion task (i.e. an image) from circulation (either because a strong agreement has been reached,
or because the crowd is deadlocked and agreement is unlikely to be reached) requires a deci-
sion based on at least two factors which we here refer to as (1) the maximum acceptable dis-
agreement rate from the classification of the majority of the crowd, and (2) the degree of
certainty that the crowd is within that disagreement level (see graphical explanation in Fig 1A).
Both of these factors need to be chosen by organizers of the activity based on the needs of their
project.

The disagreement rate is simply the percentage of user classifications that disagree with the
majority classification. Consider a hypothetical land cover classification task where four volun-
teers say they see cropland and a fifth does not detect cropland. In this case, 20% of the total

![Fig 1. A graphical illustration of our proposed method to efficiently decide that an image is sufficiently well classified.](https://doi.org/10.1371/journal.pone.0267114.g001)

When one of the conditions illustrated here are met, the task can be pulled from circulation as a volunteer classification task. Panel (A) demonstrates the decision-making mechanism. The inset in panel B shows how the different shading intensities indicate different quantile levels; the two shades of gray have identical meanings in all three panels. If the 95th percentile of the posterior distribution is below the selected disagreement rate (20% in our case—horizontal dashed lines), then the image is concluded to contain no cropland. Similarly, if the 5th percentile is above 80% cropland, then we conclude that it does contain cropland. Note that in both of these cases, it is fine if the wider (light gray) interval still overlaps the target disagreement rate. If the central 95% (i.e. 2.5% to 97.5%) of the posterior distribution is entirely between 20% and 80%, the image is pulled from circulation because the crowd is unlikely ever to reach a definitive conclusion. The right three bars show situations where more data is sought. Panels (B) and (C) depict two applications of this method to real data. The dots along the top and bottom of the panels show actual ratings data. The dark and light gray shaded areas (representing the same ranges as in panel A) show how the estimated probability of cropland vs. non-cropland classifications changes with additional classifications. The arrows show the point at which the decision is made to withdraw an image from circulation. Note that in panel B this decision is made when the 95th percentile (i.e. dark gray region) falls below the target, but that in panel C, the conclusion is only reached when the light gray regions are entirely between the targets.
ratings disagree with the majority. For many applications, this could be seen as a reasonable level of agreement, and is the level that we use in the practical demonstrations presented later in this study. However, these hypothetical ratings are not particularly strong evidence about the correct classification of the image—with only five ratings, this observed disagreement rate could easily be the result of uninformed random guessing. What is important is not simply the underlying rate of disagreeing classifications (which can be estimated as the proportion of observed ratings disagreeing with the majority rating), but also the confidence that the estimated disagreement rate is within the desired range. This leads to the second factor that must be chosen, the desired degree of certainty that the disagreement rate is below the chosen limit. In the analyses below, we choose a 95% certainty level. Taken together, these two choices mean that we decide the collective ratings are sufficient to declare an image classified when we are 95% certain that the mean disagreement rate is below 20% (Fig 1A, 1B). Similarly, an image is declared unlikely to ever be classified when, given the evidence available, we are 95% certain that the mean disagreement rate is above 20% (e.g. Fig 1A, 1C). Estimating the probability distribution of the disagreement rate is a Bayesian calculation. In Bayesian analysis, the observations (data) are combined with the prior belief about the process, expressed via a probability distribution, to estimate a posterior distribution for the parameter of interest. Here, the outcome of the analysis is the posterior distribution of the disagreement rate. The prior distribution reflects our state of knowledge before the experiment. In the absence of such knowledge, it can be weak, (i.e. minimally-informative), meaning that the posterior distribution is virtually uninfluenced by it once even a small amount of data is accumulated.

Our proposed system functions as follows. In general, consider an image which has been rated \( n_c \) times as ‘cropland’ and \( n_{nc} \) times as ‘non-cropland’. Assuming, \textit{a priori} a beta distribution \( \text{Beta}(\alpha_0, \beta_0) \) for the probability of the image containing cropland, and applying Bayes’ theorem, we obtain the posterior distribution \( \text{Beta}(\alpha = \alpha_0 + n_c, \beta = \beta_0 + n_{nc}) \). The average disagreement rate can then be evaluated as \( \min(\alpha/(\alpha + \beta), \beta/(\alpha + \beta)) \), i.e., the percentage of participants disagreeing with the majority vote of either cropland or non-cropland. Let \( Q_y \) denote the \( y^{th} \) quantile of the posterior beta distribution for some \( 0 \leq y \leq 1 \) (this is what is called the certainty rate in the previous paragraphs). We then define the following two outcomes our of interest: (i) A sufficient number of votes has been cast when we are at least \( y \times 100\% \) certain that the disagreement rate is below some disagreement rate threshold \( D \) (\( D < 50\% \)). In other words, either \( Q_y \leq D \) or \( Q_{y-1} \geq 1 - D \), or (ii) A deadlock has been reached, when we are \( y \times 100\% \) certain that the disagreement rate is above \( D \). In other words, \( D < Q_{(1-y)/2} < Q_{1-(1-y)/2} < 1-D \).

In the following demonstration of this approach, we have chosen prior parameters of \( \alpha_0 = 0.5 \) and \( \beta_0 = 0.5 \), a disagreement rate of \( D = 20\% \) and a degree of certainty of \( y = 95\% \). The prior parameters make for a weak prior with minimal influence on the eventual decision to declare an image classified or unclassifiable. This prior treats the two classification outcomes (cropland or non-cropland) as being equally likely, and more likely than an inconclusive classification. Although beyond the scope of this work, different prior parameters are possible for the beta distribution, for instance to account for an expectation that one category is more common than the other or that strong disagreement among volunteers on a particular task is unlikely.

**Materials and methods**

**Data collection campaign**

The data analyzed in this study came from the main campaign of the Cropland Capture game conducted between November 2013 and May 2014 which has been described in detail.
elsewhere [21, 24] and is publicly accessible at doi.org/10.5281/zenodo.5986721. In summary, the game presented volunteer raters with images (mostly from satellites, but some from ground-based photographs) which they had to classify as including some cropland (no matter how small the area), or containing no cropland. Some example images can be seen in our previous publications [e.g. 21, 24]. If unsure about the classification, raters could choose a third 'maybe' option which is not considered in the calculations described in the previous section or in the results section. Independence among raters was ensured by not providing information about previous classifications. Further, the sheer number of images and lack of unique image identifiers accessible to the raters essentially eliminated any possible impacts of raters discussing individual images. A total of 2,783 volunteers contributed a total of 4,461,708 ratings of 191,027 images. The volunteers were recruited mostly via appearances of project leaders in English- and German-language media [25]. Thus, many volunteers came from English- and German-speaking countries, although dozens of other countries around the world were represented. Interestingly, the classification skill of raters had very little relationship to whether the images were from their home area [25], so the international distribution of volunteers has little possibility to impact the results presented here.

Analytical methods
To illustrate the benefits of a systematic procedure for removing images from circulation, we first computed the 95% central posterior credible intervals (i.e. the range of values corresponding to the 2.5% to 97.5% percentiles of the distribution) for the mean rating of all images used in the Cropland Capture campaign. To illustrate the evolution of these intervals as additional data accumulates, we re-computed the image’s intervals after each additional rating. This yielded a series of numbers that are visualized as the shaded gray areas in Figs 1B, 1C and 2. All analyses were performed in R version 3.3.2 [26].

Based on these series, we computed distributions for the number of ratings it takes to reach either a definitive classification (cropland, no cropland) or declare it unlikely that a definitive classification will ever be reached (deadlock) as defined above. These distributions were calculated both for the entire image set and for the subsets that were ultimately classified in each of the three possible ways (no cropland, cropland and deadlocked). To evaluate the probability of false positive errors, we calculated the proportion of images that would have been removed from the active pool (according to the standards described above) that would later receive ratings that take them out of the pre-defined range for removal, and also that would eventually receive a different classification. To quantify potential efficiency gains, we calculated the percentage of images that could have been removed from circulation before the end of the Cropland Capture campaign and estimated how many more images could have been classified had this effort been allocated to additional tasks. Finally, we repeated these efficiency gain calculations for the scenario that all images are pulled from circulation after reaching the 95th percentile of the number of ratings for declaring an undecided classification; we chose this group because undecided conclusions were reached more slowly on average than cropland or non-cropland classifications.

As a further analysis of the chances of mis-classification under our proposed system, we simulated random draws of either non-cropland or cropland with probabilities of choosing cropland ranging from $\theta = .01$ to $\theta = .99$ in intervals of .01. Successive random draws continued until one of the three possible conclusions described above was reached. This process was repeated 1000 times for each value of $\theta$, and we recorded the number of ratings to reach a conclusion and the conclusion reached for each individual simulation. Based on these outcomes, we computed the median number of ratings to reach a conclusion, and the probability of incorrect conclusions at each value of $\theta$. Initial simulations showed that reaching a conclusion
when $\theta = .2$ or $\theta = .8$ (the respective cutoffs for reaching non-cropland and cropland conclusions) usually took so long that estimating the median time to conclusion was computationally impractical (in addition to being uninformative for the design of these activities).
Results
Under our chosen acceptable levels of uncertainty, it took a minimum of nine (unanimous) classifications to reach a conclusion that an image is either cropland or non-cropland, and 10 evenly split (five yes and five no) classifications to conclude that the volunteer crowd is unlikely to ever reach a conclusive decision. The crowd tended to converge on answers fairly quickly. For 93.1% of images, the first rating collected agreed with the eventual majority rating of the crowd for that image. A confident conclusion about an image could be reached with the minimum possible number of ratings for 54.3% of images (Fig 3A). Concluding that an image did not include cropland took on average 10.0 classifications; 95% were concluded with 18 or fewer ratings, and 99% were reached within 33 ratings (Fig 3B). Concluding that an image

Fig 3. Distributions of the number of volunteer ratings required to draw a conclusion about the classification of the image. (A) all images combined, (B) images eventually classified as non-cropland, (C) images classified as cropland, and (D) images where the crowd showed no agreement. The logic of declaring an image concluded is laid out in the Theoretical Approach section. Note the modified log scale on the y-axes. The dot in the upper right corner of panel A shows how many images never reached a conclusive classification. The peaks seen in panels A-C is because the classification ratios are limited by the counts in each category necessarily being integers. So the first peak is the situation where there are no dissenting ratings, the second peak includes one dissent, and so forth.

https://doi.org/10.1371/journal.pone.0267114.g003
included cropland was slightly slower. On average, this conclusion required 11.7 classifications to reach, but there was a long tail of slower conclusions; concluding 95% of images required 26 classifications, and 99% completion needed 53 classifications (Fig 3C). Deciding that the volunteer crowd was unlikely to reach a conclusion required on average 16.9 ratings; 95% of inconclusive decisions were reached by 31 ratings, and 99% were reached by 38 ratings (Fig 3D).

Collecting additional data beyond what was required to reach a conclusion about an image’s classification sometimes weakened the conclusion when new ratings contradicted the previous trend. The probability of the 95% quantile range growing beyond the required standard after a conclusion was reached was 15.0% for non-cropland images, 18.2% for cropland containing images, and 65.7% for deadlocked images (see examples in the second row of Fig 2). However, examples where an image that would have been pulled from circulation would eventually reach a different classification with more ratings were very rare; this happened to only 0.2% of images initially classified as non-cropland, 0.1% of initially cropland-classified images, and 0.6% of initially deadlocked images (but see examples of these trajectories in the third row of Fig 2). All of the cases where the classification of an image changed with additional data were what we refer to as ‘weak changes’, meaning there was a switch between cropland or non-cropland and an inconclusive classification, or vice versa. No examples were seen where an image classification changed between cropland and non-cropland with additional classifications.

Applying the decision rules described above would have resulted in 61.2% of the images being removed from circulation before the campaign ended (Fig 4). This approach would have eliminated the need for 59.4% of all ratings performed by volunteers in the campaign analyzed here. Assuming that additional images are similarly difficult, applying the effort for the unnecessary ratings to new tasks would allow for an estimated (100% - 59.4%) ÷ 2.46 times as many images to be classified with the same amount of volunteer effort. Applying a further restriction of always quitting after 34 ratings (the 95% quantile for number of ratings for concluding undecided images—see first paragraph of Results) leads to only modest additional gains in classification efficiency, increasing the proportion of unneeded ratings by only 1.1 percentage points, up to a value of 60.5%. However, because it takes 36 majority ratings to classify an image with four dissenting ratings (Fig 5), this effectively means that any task that has accumulated four dissenting ratings can immediately be removed from circulation. Had this rule been applied, the proportion of unneeded ratings would have increased slightly further, to 63.6%.

The simulation shows that images were overwhelmingly correctly classified as non-cropland, deadlocked or cropland (Fig 6). Even when the underlying probability of classifying an image as cropland was within 1 percentage point of the cutoffs for non-cropland (.2) and cropland (.8), the probability of incorrect classification was relatively low. For underlying probability of $\theta = .19$, only 12.3% of images were misclassified, all as deadlocked. For $\theta = .81$, a similar value of 13.9% misclassification was observed, again all as deadlocked. For $\theta = .21$ and $\theta = .79$, the most extreme simulated values that should have still resulted in a deadlock, the error rates were 29.8% and 32.7%, respectively (Fig 6). In no case was a misclassification between non-cropland and cropland observed.

**Discussion**

This study has developed a system to probabilistically evaluate the true identity of unknown binary classification tasks and decide when further independent volunteer classifications are unlikely to yield new information. We have also demonstrated the benefits of this system, particularly in the realm of volunteered geographical information (VGI), using data from a binary
Fig 4. An illustration of the distributions of how many ratings were needed to classify an image versus how many were actually performed. The red line is a 1:1 line showing the number of ratings needed to classify a particular image (it appears slightly curved due to the modified log scale on the y-axis). The distance a black point falls above this line indicates how many unnecessary ratings were performed; some points fall slightly below this line because the points were jittered for clarity. The pink points indicate images that had not yet been classified at the end of the Cropland Capture campaign, thus it is undetermined (Undet.) how many ratings would have been required. Five images with hundreds of ratings each are omitted from this figure.

https://doi.org/10.1371/journal.pone.0267114.g004
The system is flexible to the needs of different collection programs, easily accommodating different desired certainly levels and classification goals. It can also accommodate asymmetrical categories, something hinted at by the difference between Fig 3B and 3C. Overall, had the presented system been in place in the original crowdsourcing campaign which was the source of the analyzed data, this would have allowed around 2.5 times as many images to have been classified with no additional volunteer effort. That 93% of initial ratings of an image eventually agreed with that image’s majority classification suggests that stronger priors would be appropriate, at least for this campaign, and would have further increased the efficiency gains described here. The potential benefits demonstrated in this case study depend on particular details of how the Cropland Capture game was implemented, including the difficulty of the tasks and the distribution of how frequently individual images were assigned. However, we have no reason to suspect that the benefits seen here are an extreme case in either direction.
Both confidence level parameters used in the demonstrations here can easily be modified to the needs of a particular study. Furthermore, they do not need to be symmetrical. For instance, if an intended application of the classifications is particularly harmed by a certain type of error (false positive or false negative), then one class can be given stricter requirements to be met in deciding to end collection of further classifications of a task. It is possible to go even further, for instance if a study requires identifying true positive classifications with high confidence, but is uninterested in negative classifications. In this case, the methods outlined here can be modified to identify and remove any task where some percentile of the posterior distribution exceeds the target disagreement rate. This approach would efficiently remove any image from circulation that is unlikely to reach the required standards.

Fig 6. Simulated classification outcomes as a function of underlying probability of choosing a cropland rating. Colored regions represent each of the three outcome categories (cropland, deadlocked, non-cropland) and black lines the median number of ratings to reach these outcomes. The lighter colors indicate correct conclusions and the darker colors incorrect conclusions. Note that the simulations were not performed for values of $\theta = .2$ or .8 (see main text), hence the breaks in the figure at these values.

https://doi.org/10.1371/journal.pone.0267114.g006
A key benefit of the method outlined here is that it allows volunteer effort to be used more efficiently. Even though volunteer work is by definition free, it is still a limited resource from the perspective of users of the resulting data. Making better use of volunteer time is of clear benefit to not only the initiators of crowdsourcing and VGI campaigns, but also to the volunteers. Volunteers deserve to have their contributions used in an effective way, and may work more or better if they know that steps are being taken to use their efforts as efficiently as possible. Decreasing repetition of tasks and introducing more (and more variety of) tasks may help motivate volunteers and also help reduce volunteer fatigue, potentially yielding further gains in campaign efficiency [27]. These benefits can extend beyond mere efficiency gains. For instance, in post-disaster contexts, prioritizing images that are more likely to provide useful information to emergency responders increases the value of volunteer work and may even help save lives [28].

While the benefits of the system developed here are clear, it is also important to keep its limitations in mind. First of all, this system is intended for crowdsourced classification. In many geospatial tasks, machine learning approaches to object detection, classification, and related tasks are sufficient, eliminating the need for such approaches. Thus, users of this method should first consider whether a hybrid or completely automated approach is more suitable [29, 30]. Second, this system is designed for a very simple task, classifying images into one of two possible categories. It has already been modified for multinomial tasks within the next generation Picture Pile application, for instance to classify images into crop types where there are several possible choices [29]. Picture Pile also supports continuous variables like estimating the degree of wealth from street-level photographs [31], which could be accomodated with different types of prior distributions. Our system also makes no consideration of rater-specific characteristics, either external factors such as where in the world they are from (and thus might be more familiar with cropland characteristics), or internal factors such as the skill they have shown at classifying images within the activity. We consciously decided not to include rater-specific characteristics because a previous study using the data analyzed here showed only tiny differences due to raters’ potential local familiarity with images or their professional background in relevant disciplines [25]. Thus, it was unlikely that the added complexity of including user-specific details would have brought any benefit. However, such factors should be carefully considered before being disregarded in other tasks, particularly in the geospatial realm, and can be incorporated within a Bayesian framework [32, 33]. Further, increasingly stringent data protection laws like the European Union’s General Data Protection Regulation (GDPR) complicate collection of personal information. In the case of Cropland Capture, many analyses that we performed had not been thought of at the time of the game. This makes fully informing volunteers about how their information will be used very difficult.

Although we are unaware of any previous published system to optimize the efficiency of binary task classification in VGI, some related studies provide relevant points for comparison. A recent study of mammal identification from photo trap images [14] exceeded an average confidence of 99% with only nine images. In our own study, it took a minimum (rather than mean) of nine ratings to reach a lower degree of certainty in the classification. The relative ease of achieving confidence in that study [14] may counterintuitively be due to the 21 possible mammals that volunteers had to distinguish among. This means that it takes relatively few consistent identifications of an image to conclude that the consistency is unlikely due to chance or random guessing than in our task which had only two possible choices. A remarkably similar number of volunteer contributors was needed to reach a stable positional error magnitude in a very different VGI task, the mapping of road networks in England’s section of OpenStreetMap [22]. They found that although additional volunteer contributions on an
object initially improved spatial accuracy, there was on average little improvement past 10 volunteers, and none past 15 volunteers.

The system described in this study suggests several design practices for VGI campaigns. Our simulations show that for images with underlying probabilities of class membership are close to our pre-defined critical values, a decision may never be reached (see Fig 4). It thus may be useful to constrain the maximum number of times allowed for image identification before it is declared unclassifiable. Also, if possible, it is useful to obtain a rough estimate of the frequency of the two outcomes of the classification task. This may be a number that is a byproduct of the population from which the tasks are drawn, or it could be something that is intentionally targeted, for example in a campaign that seeks to positively identify instances of a certain phenomenon. This information is valuable because it could justify using more informative priors, further expediting accumulation of certainty about a task’s true classification. Alternatively, these priors could be updated dynamically during the campaign as information on the relative frequency of classifications is refined. While the system presented here is based on binomial classifications, it should also be possible to generalize it to multinomial problems with more than two discrete outcomes. An alternative is to use a dichotomous approach to multinomial classification, whereby the identification task is broken into multiple binary classification tasks, similar to the dichotomous keys used by biologists to identify species. This approach might bring further advantages by reducing the cognitive load on volunteers.

Supporting information

S1 Data. Code for the R programming language for all analyses, calculations and figures presented in this manuscript.

(R)

Acknowledgments

We would like to thank the many volunteers who contributed their efforts to generating the data analyzed here.

Author Contributions

Conceptualization: Linda See, Tobias Sturn, Steffen Fritz.
Data curation: Carl Salk, Tobias Sturn.
Formal analysis: Carl Salk, Elena Moltchanova.
Funding acquisition: Linda See, Ian McCallum, Steffen Fritz.
Investigation: Carl Salk, Tobias Sturn.
Methodology: Carl Salk, Tobias Sturn.
Project administration: Steffen Fritz.
Resources: Ian McCallum, Steffen Fritz.
Software: Carl Salk, Tobias Sturn.
Supervision: Steffen Fritz.
Validation: Tobias Sturn.
Visualization: Carl Salk, Elena Moltchanova.
Writing – original draft: Carl Salk, Elena Moltchanova, Linda See, Ian McCallum.
Writing – review & editing: Carl Salk, Elena Moltchanova, Linda See, Tobias Sturm, Ian McCallum, Steffen Fritz.

References

1. Howe J. The rise of crowdsourcing. Wired. 2006; 14: 1–4. [Cited 2021 April 2] Available from: www.wired.com/2006/06/crowds/

2. Buhrmester M, Kwang T, Gosling SD. Amazon’s Mechanical Turk: A new source of inexpensive, yet high-quality, data? Perspect. Psychol. Sci. 2011; 6: 3–5. https://doi.org/10.1177/1745691610393980

3. Hill S, Ready-Campbell N. Expert Stock Picker: The Wisdom of (Experts in) Crowds. Int. J. Electr. Commer. 2011; 15(3): 73–102. https://doi.org/10.2753/JEC1086-4415150303

4. Bonney R, Cooper CB, Dickinson J, Kelling S, Phillips T, Rosenberg KV, et al. Citizen science: A developing tool for expanding science knowledge and scientific literacy. BioScience. 2009; 59: 977–984. https://doi.org/10.1525/bio.2009.59.11.9

5. Eitzel MV, Cappadonna JL, Santos-Lang C, Duerr RE, Virapongse A, West SE, et al. Citizen science terminology matters: Exploring key terms. Citiz. Sci. 2017; 2: 1. https://doi.org/10.5334/cstp.96

6. Goodchild MF. Citizens as sensors: the world of volunteered geography. GeoJournal. 2007; 69: 211–221. https://doi.org/10.1007/s10708-007-9111-y

7. Haklay M. Citizen science and volunteered geographic information: Overview and typology of participation. In: Sui D, Elwood S, Goodchild M, editors. Crowdsourcing Geographic Knowledge. Springer Netherlands, Dordrecht, Netherlands; 2013. pp. 105–122.

8. Sullivan BL, Wood CL, Iliff MJ, Bonney RE, Fink D, Kelling S. eBird: A citizen-based bird observation network in the biological sciences. Biol. Conserv. 2009; 142: 2282–2292. https://doi.org/10.1016/j.biocon.2009.05.006

9. Blaser L. Old Weather: Approaching collections from a different angle. In: Ridge M, editor. Crowdsourcing Our Cultural Heritage. New York and London: Routledge; 2014. pp. 45–56.

10. Soden R, Palen L. From crowdsourced mapping to community mapping: The post-earthquake work of OpenStreetMap Haiti, in: Rossitto C, Cioffi L, Martin D, Conein B (eds.), COOP 2014—Proceedings of the 11th International Conference on the Design of Cooperative Systems, 27–30 May 2014, Nice (France), Cham, Switzerland: Springer International Publishing; 2014. pp. 311–326. https://doi.org/10.1007/978-3-319-06498-7_19

11. Simpson R, Page KR, De Roure D. Zooniverse: observing the world’s largest citizen science platform, in: Proceedings of the 23rd International Conference on World Wide Web, WWW ’14 Companion. New York: Association for Computing Machinery; 2014. pp. 1049–1054. https://doi.org/10.1145/2567948.2579215

12. Fritz S, McCallum I, Schill C, Perger C, See L, Schepaschenko D, et al. Geo-Wiki: An online platform for improving global land cover. Environ. Model. Softw. 2012; 31: 110–123. https://doi.org/10.1016/j.envsoft.2011.11.015

13. Swanson A, Kosmala M, Lintott C, Simpson R, Smith A, Packer C. Snapshot Serengeti, high-frequency annotated camera trap images of 40 mammalian species in an African savanna. Sci. Data. 2015; 2: 150026. https://doi.org/10.1038/sdata.2015.26 PMID: 26097743

14. Hsing P, Bradley S, Kent VT, Hill RA, Smith GC, Whittingham MJ, et al. Ecological crowdsourcing for camera trap image classification. Remote Sens. Ecol. Conserv. 2018; 4: 361–374. https://doi.org/10.1002/rse2.84

15. Fonte CC, Antonioviu C, Bastin L., Estima J, Arsanjani JJ, Laso-Bayas J-C, et al. Assessing VGI data quality. In: Foody GM, See L, Fritz S, Fonte CC, Mooney P, et al. editors. Mapping and the Citizen Sensor. Ubiquity Press, London, UK; 2017. pp. 137–164.

16. Zheng F, Tao R, Maier HR, See L, Savic D, Zhang T, et al. Crowdsourcing Methods for Data Collection in Geophysics: State of the Art, Issues, and Future Directions. Rev. Geophys. 2018; 56: 698–740. https://doi.org/10.1029/2018RG000616

17. Leibovic DG, Evans B, Hodges C, Wiemann S, Meek S, Rosser J, et al. On data quality assurance and contamination entanglement in crowdsourcing for environmental studies. ISPRS Annals of Photogrammetry, Remote Sensing and Spatial Information Sciences II-3/W5; 2015. pp. 195–202. https://doi.org/10.5194/isprannals-ii-3-w5-195-2015

18. Walker D, Forsythe N, Parkin G, Gowing J. Filling the observational void: Scientific value and quantitative validation of hydrometeorological data from a community-based monitoring programme. J Hydrol. 2016; 538: 713–725. https://doi.org/10.1016/j.jhydrol.2016.04.062
19. Goodchild MF, Li L. Assuring the quality of volunteered geographic information. Spat. Stat. 2012; 1:110–120. https://doi.org/10.1016/j.spasta.2012.03.002

20. Foody GM, See L, Fritz S, van der Velde M, Perger C, Schill C, et al. Assessing the accuracy of volunteered geographic information arising from multiple contributors to an internet based collaborative project. Trans. GIS. 2013; 17: 847–860. https://doi.org/10.1111/tgis.12033

21. Salk CF, Sturm T, See L, Fritz S, Perger C. Assessing quality of volunteer crowdsourcing contributions: lessons from the Cropland Capture game. Int. J. Digit. Earth. 2016; 9(4): 410–426. https://doi.org/10.1080/17538947.2015.1039609

22. Haklay M, Basiouka S, Antoniou V, Ather A. How many volunteers does it take to map an area well? The validity of Linus’ Law to volunteered geographic information. Cartogr. J. 2010; 47: 315–322. https://doi.org/10.1179/000870410X12911304958827

23. Siddharthan A, Lambin C, Robinson A-M, Sharma N, Comont R, O’mahony E. 2016. Crowdsourcing without a Crowd: Reliable online species identification using Bayesian models to minimize crowd size. ACM Trans. Intell. Syst. Technol. 7, 1–20. https://doi.org/10.1145/2776896

24. Salk CF, Sturm T, See L, Fritz S. Limitations of majority agreement in crowdsourced image interpretation. Trans. GIS. 2017; 21(2): 207–223. https://doi.org/10.1111/tgis.12194

25. Salk C., Sturm T., See L., & Fritz S. Local knowledge and professional background have a minimal impact on volunteer citizen science performance in a land-cover classification task. Remote Sens. 2016; 8(9): 774. https://doi.org/10.3390/rs8090774

26. R Core Team. R: A language and environment for statistical computing. R Foundation for Statistical Computing, Vienna, Austria, 2016. URL https://www.R-project.org/

27. Gómez-Barrón J-P, Manso-Callejo M-A, Alcarria R. Needs, drivers, participants and engagement actions: a framework for motivating contributions to volunteered geographic information systems. J. Geogr. Syst. 2019; 21: 5–41. https://doi.org/10.1007/s10109-018-00289-5

28. Hu Y., Janowicz K., & Coulcelis H. Prioritizing disaster mapping tasks for online volunteers based on information value theory. Geogr. Anal., 2017; 49: 175–198. https://doi.org/10.1111/gean.12117

29. Chen J, Zipf A. Deep learning with satellite images and volunteered geographic information. In: Geospatial Data Science Techniques and Applications. Boca Raton: CRC Press; 2017. pp. 24–63.

30. Lee J, Brooks NR, Tajwar F, Burke M, Ermon S, Lobell DB, et al. Scalable deep learning to identify brick kilns and aid regulatory capacity. Proc. Nat. Acad. Sci. 2021; 118: e2018863118. https://doi.org/10.1073/pnas.2018863118 PMID: 33888583

31. Fraisl D., See L., Sturm T., McFeely S., Bowser A., Campbell J., et al. Demonstrating the potential of Picture Pile as a citizen science tool for SDG monitoring. Env. Sci. Pol., 2022; 128: 81–93. https://doi.org/10.1016/j.envsci.2021.10.034

32. Simpson E., Roberts S., Psorakis I., & Smith A. Dynamic bayesian combination of multiple imperfect classifiers. In: Decision making and imperfection. Berlin and Heidelberg: Springer; 2013 pp. 1–35.

33. Raykar V.C., Yu S., Zhao L. H., Valadez G. H., Florin C., Bogoni L., et al. Learning from crowds. J. Mach. Learn Res., 2010; 11: 1297–1322.