Bayesian Estimation of Thermonuclear Reaction Rates for Deuterium+Deuterium Reactions
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Abstract

The study of d+d reactions is of major interest since their reaction rates affect the predicted abundances of D, 3He, and 7Li. In particular, recent measurements of primordial D/H ratios call for reduced uncertainties in the theoretical abundances predicted by Big Bang nucleosynthesis (BBN). Different authors have studied reactions involved in BBN by incorporating new experimental data and a careful treatment of systematic and probabilistic uncertainties. To analyze the experimental data, Coc et al. used results of ab initio models for the theoretical calculation of the energy dependence of S-factors in conjunction with traditional statistical methods based on \( \chi^2 \) minimization. Bayesian methods have now spread to many scientific fields and provide numerous advantages in data analysis. Astrophysical S-factors and reaction rates using Bayesian statistics were calculated by Iliadis et al. Here we present a similar analysis for two d+d reactions, d(d, n)3He and d(d, p)4H, that has been translated into a total decrease of the predicted D/H value by 0.16%.
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1. Introduction

Big Bang nucleosynthesis (BBN) is responsible for the formation of primordial \( ^{3}\text{H} \), \( ^{4}\text{He} \), and \( ^{7}\text{Li} \). Considering that the primordial abundances of these isotopes span more than eight orders of magnitude, there is a fair agreement between BBN predictions and observations (see Cyburt et al. 2016 for a recent review). In recent years the uncertainties have been greatly reduced on both the primordial abundances deduced from observations, and on the parameters entering into the BBN model. For instance, observations of the anisotropies of the cosmic microwave background (CMB), e.g., by the Planck space mission (Ade et al. 2016), led to precise estimations of cosmological parameters. In particular, the baryonic density of the universe was measured with an uncertainty of less than 1%: \( \Omega_{b} \cdot h^{2} = 0.02225 \pm 0.00016 \) (Ade et al. 2016). With this determination, the BBN model becomes parameter free and should be able to make accurate predictions.

However, it is now widely known (see Fields 2011 for a review) that there is a factor of three difference between the calculated \( ^{3}\text{Li}/\text{H} \) ratio, by number of atoms (Coc et al. 2015; Cyburt et al. 2016), and the corresponding primordial value deduced from observations (Sbordone et al. 2010). The primitive lithium abundance is deduced from observations of low metallicity stars in the halo of our Galaxy, where the lithium abundance is almost independent of metallicity, displaying a plateau both as a function of metallicity and effective temperature. This puzzling discrepancy, known as the "lithium problem", has not yet found a satisfactory solution (Coc 2017) and casts a shadow on the model.

The uncertainty on the \( ^{4}\text{He} \) primordial abundance, which is deduced from the observation of metal-poor extragalactic H II regions, has been reduced by the inclusion of an additional atomic infrared line in the analysis (Aver et al. 2015). For this isotope, BBN predictions agree well with observations, keeping in mind that these predictions rely on the \( n \rightarrow p \) weak reaction rates. One should note that these calculated rates incorporate various corrections that need to be assessed. The weak rates are also normalized to the experimental neutron lifetime whose recommended value, \( \tau_{n} = 880.3 \pm 1.1 \) s (Olive et al. 2014), has evolved in the last few years (Young et al. 2014).

Because of its low abundance, \( ^{3}\text{He} \), has not been observed outside of our Galaxy (Bania et al. 2002). Since it is both produced and destroyed in stars, its galactic chemical evolution is uncertain. It is, hence, presently of little use to constrain BBN. However, the next generation of 30+ m telescope facilities may allow us to extract the \( ^{3}\text{He}/^{4}\text{He} \) ratio from observations of extragalactic metal-poor H II regions (Cooke 2015).

Deuterium's most primitive abundance is determined from the observation of a few cosmological clouds at high redshift, on the line of sight of distant quasars. Up to a few years ago, there was a significant scatter in observations that lead to an \( \approx 8\% \) (Olive et al. 2012) uncertainty on the primordial deuterium abundance. BBN predictions were, then, fully compatible with observations. However, recent measurements of primordial D/H, based on observations of damped Lyα systems at high redshift, led to an uncertainty of 1.3%, D/H = \( (2.547 \pm 0.033) \times 10^{-5} \) (Coc et al. 2016). This has to be compared to the most recent predictions of \( (2.45 \pm 0.05) \times 10^{-5} \) (Coc et al. 2015) and \( (2.58 \pm 0.04) \times 10^{-5} \) (Cyburt et al. 2016) that quote a 1.6%–2.0% uncertainty, but whose central values differ by 5%. However, this difference almost vanishes if the same rates are used for the \( d(d, \gamma)^{3}\text{He} \), \( d(d, n)^{3}\text{He} \), and \( d(d, p)^{4}\text{H} \) nuclear reactions (T.-H. Yeh 2017, private communication). These small, but significant, differences between observations and predictions require further investigations that are currently underway, in particular, the re-evaluations of reaction rates including the particle physics corrections to the weak rates, the comparison between numerical methods used in the network calculations and the comparison with other independent BBN codes and networks...
An improved D/H prediction is also very important for the lithium problem since most proposed solutions lead to an unacceptable increase of the deuterium abundance (Olive et al. 2012; Kusakabe et al. 2014; Coc et al. 2015). Indeed, for the CMB deduced baryonic density, $^7$Li is produced, during primordial nucleosynthesis, indirectly by $^7$Be($\alpha$, $\gamma$)Be, where $^7$Be will decay much later to $^7$Li, while $^7$Be is destroyed by $^7$Be($n$, $p$)$^7$Li($p$, $\alpha$)$^4$He. The solutions to the lithium problem generally rely on an increased late time neutron abundance to boost $^7$Be destruction through the $^7$Be($n$, $p$)$^7$Li ($p$, $\alpha$)$^4$He channel. These extra neutrons, inevitably, also boost the deuterium production through the $^1$H($n$, $\gamma$)$^2$H channel.

Hence, it is very important that the uncertainties on D/H predictions be reduced, because (i) the observational uncertainties of the primordial D/H ratio are smaller than those predicted by simulations, (ii) differences appear between predictions using different prescriptions for the reaction rates, and (iii) deuterium provides strong constraints to solutions of the lithium problem.

The precision of these calculations is currently limited by our knowledge of certain key thermonuclear reaction rates. For example, a 10% error in the $d(p, \gamma)^3$He, $d(d, n)^3$He, and $d(d, p)^3$H rates causes a 3.2%, 5.4%, and 4.6% uncertainty, respectively, in the predicted D/H ratio (Coc et al. 2015). The aim of our study is to reduce the uncertainties of BBN nucleosynthesis simulations as a continuation of our previous work that included the $d(p, \gamma)^3$He rate (Iliadis et al. 2016). Both $d(d, n)^3$He and $d(d, p)^3$H are nonresonant reactions, meaning that the S-factor, $S(E)$, varies smoothly with energy. We apply a Bayesian analysis to the most recent experimental d-d S-factor data, and use the resulting improved S-factors to calculate the reaction rates. The theoretical model used for the S-factor (Arai et al. 2011) is assumed to accurately predict the energy dependence but not necessarily its absolute scale. The experimental data is used to scale this S-factor curve. We carry out a multiparametric estimation. The model parameters are the scale factor for the theoretical S-factor (we will refer to it as “overall scale factor” or “scale factor”) and a normalization factor for each data set accounting for systematic errors (we will refer to them as “normalization factors”). Hence, there is a total of six parameters for each reaction, since there is an overall scale factor and five normalization factors, one per data set. The Bayesian model provides a consistent description of all uncertainties involved (statistical and systematic), and yields the probability density for each parameter. Unlike traditional data analysis methods (e.g., Coc et al. 2015), it does not involve ad hoc assumptions or rely on Gaussian approximations for uncertainties. A more detailed explanation of this statistical analysis is given in Section 2. See Iliadis et al. (2016) for further information on these Bayesian models.

2. Strategy: Bayesian Statistics and MCMC

We adopt the ab initio calculation of Arai et al. (2011) for the energy dependence of the S-factor. This microscopic calculation uses a four-nucleon configuration space with a realistic nucleon–nucleon interaction. Their study was focused on low energies only, where partial waves up to $J = 2$ contribute to the reaction cross section. Therefore, their calculation underestimates the data above a center-of-mass energy of 1 MeV. Consequently, we took only data points below an energy of 0.6 MeV into account in our Bayesian model.

We analyzed S-factor data by means of Bayesian statistics and Markov chain Monte Carlo (MCMC) algorithms. We used the software JAGS (“Just Another Gibbs Sampler”; Plummer 2003), specifically the rjags package, within the R language (R Core Team 2015). The inputs for the program are the experimental data (Krauss et al. 1987; Brown & Jarmie 1990; Greife et al. 1995; Leonard et al. 2006), the theoretical nuclear model we want to scale, and the prior distributions of the model parameters (i.e., the scale factor of the theoretical S-factor curve and the normalization factors of each data set). The way of constructing the Markov chain in this project is by a Metropolis–Hastings algorithm. Each step of the chain consists of a set of values for all six parameters (the overall scale factor and the normalization factors of five data sets). The transition from one step to another can be summarized as follows.

1. Given a state $\theta^{(i)}$, propose a new one $\theta'$ by drawing a value from a proposal distribution (see Albert 2007).
2. Accept the transition with a probability $P(\theta' | \theta^{(i)}) = \min(1, P(\theta' | S) / P(\theta^{(i)} | S))$, where $S$ stands for the experimental S-factor data. Moreover, $P(\theta | S) \propto P(S | \theta) \cdot \pi(\theta)$, where $P(S | \theta)$ is the likelihood function and $\pi(\theta)$ is the prior distribution of the parameters. They are explained in Section 2.1.
3. If the transition is accepted, $\theta^{(i+1)} = \theta'$. If not, $\theta^{(i+1)} = \theta^{(i)}$.
4. Repeat steps 1–3.

When the Markov chain reaches the steady state, the values of the parameters taken at every step yield their posterior distributions. With that information, later it was possible to estimate the reaction rates. For more information about this method, see the Appendices in Iliadis et al. (2016). As a general reference in this topic, see Hilbe et al. (2017).

2.1. Likelihood and Prior Distributions

The likelihood distribution of the S-factor, given a set of parameters and prior distributions of those parameters, are needed to compute the acceptance probabilities in the Markov chain. The central limit theorem states that the probability density function resulting from the sum of independent random variables tends to a Gaussian distribution. By extension, a product of random variables will follow a lognormal distribution. Measured nuclear reaction cross sections and astrophysical S-factors result from the product (or ratios) of different physical quantities. Thus we can assume that the likelihood function for the S-factor ($P(S | \theta)$ in Section 2) will follow a lognormal distribution (Longland et al. 2010):

$$f(x) = \frac{1}{\sigma \sqrt{2\pi} x} e^{-\ln(x - \mu)^2 / (2\sigma^2)}, x > 0$$

$$\mu = \ln(E[x]) - \frac{1}{2} \ln \left(1 + \frac{V[x]}{E[x]^2}\right)$$

$$\sigma = \sqrt{\ln \left(1 + \frac{V[x]}{E[x]^2}\right)}.$$
where $\mu$ is the location parameter for the normally distributed logarithm of random variable $x$, i.e., $e^\mu$ is the median of the distribution of $x$, and $\sigma$ is the spread parameter for the normally distributed logarithm of $x$. $E[x]$ and $V[x]$ denote the expected mean value and the variance, respectively, of the lognormal distribution. One advantage of this type of distribution is that negative $S$-factor values, which are unphysical, are not allowed. The lognormal likelihood function is then given by

$$P(S|f) = \prod_{i=1}^{N} \frac{1}{S_i \sqrt{2\pi \sigma_{Li}^2}} \exp \left( \frac{-(\ln S_i - \mu_i)^2}{2\sigma_{Li}^2} \right), \quad (2a)$$

$$\mu_i = \ln (f_i f_s S_{th}) - \frac{1}{2} \ln \left( 1 + \frac{\sigma_i^2}{(f_i f_s S_{th})^2} \right), \quad (2b)$$

$$\sigma_{Li}^2 = \ln \left( 1 + \frac{\sigma_i^2}{(f_i f_s S_{th})^2} \right), \quad (2c)$$

where $S_i$ stands for the experimental $S$-factor data, $f$ are the sampled parameters ($f_s$ is the normalization factor for a particular data set and $f_i$ is the overall scale factor), $N$ is the number of measurements of the data set, $\mu_i$ is the location parameter of data point $i$, $\sigma_{Li}$ is the spread parameter of data point $i$, $S_{th}$ corresponds to the theoretical $S$-factor and $\sigma_i$ is the reported standard deviation of data point $i$. Notice that there is no degeneracy regarding the product $f_i \cdot f_s$, since $f_s$ is different for each data set, while $f_i$ is the same parameter throughout.

Since the scale factor, $f_s$, is expected to be close to unity, we assume for the overall scaling factor a noninformative prior ($\pi(\theta)$ in Section 2), i.e., a normally distributed probability density with a mean of zero and a standard deviation of 100. Therefore we expressed the prior for the scale factor as

$$\pi(f_s) = \begin{cases} \frac{1}{\sqrt{2\pi(100)^2}} \exp \left( \frac{(f_s - 0.0)^2}{2 \cdot (100)^2} \right) & \text{for } f_s > 0 \\ 0 & \text{for } f_s \leq 0 \end{cases} \quad (3)$$

The distribution was truncated at zero since the scaling factor must be a positive quantity. To test the sensitivity of our particular data set and $(\) assume for the overall scaling factor a noninformative prior $(\) for each data set, while $\pi(\theta)$ in Section 2.2. Therefore we expressed the prior for the scale factor as

$$\pi(f_s) = \frac{1}{\sqrt{2\pi(100)^2}} \exp \left( \frac{(f_s - 0.0)^2}{2 \cdot (100)^2} \right) \quad (3)$$

Outliers can bias the data analysis significantly and thus need to be treated carefully. In our JAGS code, we model outliers as data points with over-optimistic reported uncertainties. The algorithm designates each data point as either having believable uncertainty (i.e., not an outlier) or over-optimistic uncertainty (i.e., outlier). This operation is done for each step of the chain. Ultimately, data points having smaller outlier probabilities are more heavily weighted in the final results, thus reducing the statistical weight of the outliers (Andreon & Weaver 2015). For the presentation of these results, we average the outlier probabilities for all data points in a given set and list the values in Tables 1 and 2.

3. Bayesian Astrophysical $S$-factors

The astrophysical $S$-factor of a nuclear reaction is defined as

$$S(E) \equiv \sigma(E) E e^{2\pi\eta}, \quad (5)$$

where $\sigma(E)$ is the cross section of the reaction at the center-of-mass energy $E$ and $e^{2\pi\eta}$ is the Gamow factor, which depends on the charges of the projectile and the target, the relative atomic masses, and the energy $E$ (see Iliadis 2015 for details).

The theoretical model used here for the energy dependence of the $d+d$ $S$-factor is based on a multichannel ab initio calculation (Arai et al. 2011). We assume that the nuclear model accurately predicts the energy dependence of the $S$-factor, but not necessarily its absolute scale. Our model predicts the best estimate of the overall scale factor and its uncertainty.

The Bayesian model for the analysis of the $S$-factor has several parameters. These include the normalization factors for each of the $5$ individual data sets as well as the overall scale factor of the theoretical $S$-factor curve.

We employ the same procedure as Iliadis et al. (2016), and we use three different Markov chains of $7500$ steps each, with a burn-in of $2000$ steps. These values ensure the convergence of the chains and that the Monte Carlo fluctuations are negligible compared to the statistical and systematic uncertainties. We performed several tests with different chain lengths (e.g., $75,000$ steps) and the results were the same.

3.1. Results

Traditional methods based on $\chi^2$ minimization have been applied to the calculation of the $d+d$ reaction rates by

lognormal priors for the individual normalization factors, $f_n; k$, of all five data sets, $k$.

The experimental data considered in this study (Krauss et al. 1987; Brown & Jarmie 1990; Greife et al. 1995; Leonard et al. 2006) provided systematic uncertainties for each data set as normalization factor uncertainties $1 + \epsilon_k$ with $\epsilon_k \geq 1$ given in Table 2 of Coc et al. (2015). We include in our Bayesian model a systematic effect as a highly informative, lognormal prior. The parameters of this distribution are a median of 1.0, i.e., $e^{\epsilon_k} = 1$, and a systematic factor uncertainty of $e^{\eta}$. This prior can be written as

$$\pi(f_{n;k}) = \frac{1}{\sqrt{2\pi(100)^2}} \exp \left( \frac{(\ln f_{n;k} - \ln(1.0))^2}{2(\ln(100)^2)} \right), \quad (4)$$

For more information on this choice of prior, see Iliadis et al. (2016).

2.3. Robust Regression

Outliers can bias the data analysis significantly and thus need to be treated carefully. In our JAGS code, we model outliers as data points with over-optimistic reported uncertainties. The algorithm designates each data point as either having believable uncertainty (i.e., not an outlier) or over-optimistic uncertainty (i.e., outlier). This operation is done for each step of the chain. Ultimately, data points having smaller outlier probabilities are more heavily weighted in the final results, thus reducing the statistical weight of the outliers (Andreon & Weaver 2015). For the presentation of these results, we average the outlier probabilities for all data points in a given set and list the values in Tables 1 and 2.
### Table 1

| Data    | Present | Previous |
|---------|---------|----------|
| Ref. a  | n        | norm e  | outlier | norm e  | χ² b  |
| Leo 06  | 8        | 0.978 ± 0.017 | 55.1% | 0.993 ± 0.007 | 2.033 |
| Gre 95  | 8        | 1.045 ± 0.019 | 45.4% | 1.016 ± 0.013 | 1.247 |
| Bro 90  | 9        | 1.004 ± 0.020 | 64.6% | 0.964 ± 0.003 | 2.366 |
| Kra 87 (B) | 7   | 0.922 ± 0.024 | 35.3% | 0.868 ± 0.022 | 0.292 |
| Kra 87 (M) | 20  | 0.964 ± 0.021 | 27.6% | 0.919 ± 0.018 | 0.624 |

#### Notes.
- a Uncertainties derived from the 16th, 50th, and 84th percentiles.
- b Data from Coc et al. (2015).
- c Reference labels of data sets: Leo06 (Leonard et al. 2006), Gre95 (Greife et al. 1995), Bro90 (Brown & Jarmie 1990), Kra87(B) (Krauss et al. 1987), and Kra87(M) (Krauss et al. 1987).
- d Number of points of each data set.
- e Normalization factor for each data set (see the explanation in the text).
- f Probability that the reported experimental uncertainty is over-optimistic. Calculated from average outlier probabilities of all data points in a given data set.
- g Normalization factor for each data set (see the explanation in the text). Uncertainties given represent 1σ.
- h Reduced χ².
- i Best estimate for the scale factor of the theoretical S-factor from Arai et al. (2011).

### Table 2

| Data    | Present | Previous |
|---------|---------|----------|
| Ref. a  | n        | norm e  | outlier | norm e  | χ² b  |
| Leo 06  | 8        | 0.989 ± 0.003 | 80.4% | 0.942 ± 0.006 | 5.376 |
| Gre 95  | 8        | 1.034 ± 0.007 | 30.6% | 0.997 ± 0.013 | 0.999 |
| Bro 90  | 9        | 1.002 ± 0.001 | 51.9% | 0.958 ± 0.002 | 1.969 |
| Kra 87 (B) | 7   | 0.921 ± 0.023 | 21.1% | 0.864 ± 0.021 | 0.100 |
| Kra 87 (M) | 20  | 0.944 ± 0.020 | 8.6%  | 0.890 ± 0.017 | 0.177 |

#### Notes.
- a Uncertainties derived from the 16th, 50th, and 84th percentiles.
- b Data from Coc et al. (2015).
- c Reference labels of data sets: Leo06 (Leonard et al. 2006), Gre95 (Greife et al. 1995), Bro90 (Brown & Jarmie 1990), Kra87(B) (Krauss et al. 1987), and Kra87(M) (Krauss et al. 1987).
- d Number of points of each data set.
- e Normalization factor for each data set (see the explanation in the text).
- f Probability that the reported experimental uncertainty is over-optimistic. Calculated from average outlier probabilities of all data points in a given data set.
- g Normalization factor for each data set (see the explanation in the text). Uncertainties given represent 1σ.
- h Reduced χ².
- i Best estimate for the scale factor of the theoretical S-factor from Arai et al. (2011).

### Notes.
- In their analysis, they assumed that the scale factor is given by the weighted average of the normalization factors that independently fit each data set to the theoretical S(E) curve. They made a number of ad hoc assumptions to include systematic errors in their analysis and assumed Gaussian approximations for the uncertainties (see Appendix A in Coc et al. 2015). Their results were deemed satisfactory by the authors, since the reduced χ² was always close to unity.

Bayesian S-factors are shown in Figure 1 for d(d, n)³He and Figure 2 for d(d, p)³H. Gray lines represent credible S-factor curves for different sets of parameters, yielding the shaded region. All of the credible S-factors are close to the median value (blue line). The red lines correspond to the 16th and 84th percentiles.

Results from our Bayesian analysis, and the traditional method (Coc et al. 2015) for comparison, are shown in Tables 1 and 2 for the d(d, n)³He and d(d, p)³H reactions, respectively. Some of the results are also displayed in Figures 3 and 4, where the red data points correspond to the present Bayesian method and the black data points correspond to the traditional χ² minimization. The top panels (labeled as “Scale factor”) display the overall scale factor. For both reactions, the scale factors are in agreement. It can also be seen that the scale factors are smaller than unity (see Tables 1 and 2), i.e., the theoretical S-factor curve exceeds the data. The bottom regions (labeled as “Normalization factors”) of Figures 3 and 4 show the normalization factors of each data set. It can be seen that the Bayesian normalization factors are consistently larger than the traditional analysis values. This is caused by the different methods to calculate these factors, as explained below.

In the Bayesian approach, the theoretical S-factor is multiplied by the overall scale factor. We defined our Bayesian model so that each data set is the result of multiplying the scaled S-factor curve by a normalization factor. As explained before, this normalization factor includes the effect of systematic uncertainties. Hence, at each step of the Markov chain, there is a shift in the magnitude of the theory (scaling) and the data sets (to account for the systematic uncertainties). These shifts are performed by multiplying the S-factor theoretical curve by the overall scale factor and dividing each data set by its corresponding normalization factor. Each measurement is affected by a multiplicative error (S_exp = f_n · S_theor, where S_exp is the experimental datum, f_n is the normalization factor, and S_theor is the actual value), so we must divide the experimental value by the normalization factor if we want to cancel it. In this way, the final probability density function for each parameter is influenced by all other parameters.

In the traditional analysis performed by Coc et al. (2015), however, the theoretical S-factor is multiplied by a normalization factor for each data set separately. The overall scale factor is then obtained by computing the weighted average of all normalization factors. The systematic uncertainties are introduced in the weights of the average by adding systematic and statistical errors quadratically for each data set (see Equation (A8) in Coc et al. 2015).

To explain the discrepancies between traditional and Bayesian normalization factors, consider the data presented in
Figure 1. Astrophysical S-factor vs. center-of-mass energy for the d(d, n)³He reaction. The symbols show the data of Leonard et al. (2006; circles), Greife et al. (1995; diamonds), Brown & Jarmie (1990; squares), Krauss et al. (1987; B; down-pointing triangles), and Krauss et al. (1987; M; up-pointing triangles). The error bars (1σ) refer to statistical uncertainties only. Gray lines forming the shaded area correspond to credible S-factors that result from different sets of parameter samples (the inset shows a magnification for a clearer view of these lines). The blue line is the median (50th percentile) of all credible S-factors, and red lines correspond to the 16th and 84th percentiles. The credible lines are calculated from the theoretical S-factor of Arai et al. (2011), multiplied by a scale factor that is a parameter of the Bayesian model.

Figure 2. Astrophysical S-factor vs. center-of-mass energy for the d(d, p)³H reaction. The symbols show the data of Leonard et al. (2006; circles), Greife et al. (1995; diamonds), Brown & Jarmie (1990; squares), Krauss et al. (1987; B; down-pointing triangles), and Krauss et al. (1987; M; up-pointing triangles). The error bars (1σ) refer to statistical uncertainties only. Gray lines forming the shaded area correspond to credible S-factors that result from different sets of parameter samples (the inset shows a magnification for a clearer view of these lines). The blue line is the median (50th percentile) of all credible S-factors, and red lines correspond to the 16th and 84th percentiles. The credible lines are calculated from the theoretical S-factor of Arai et al. (2011), multiplied by a scale factor that is a parameter of the Bayesian model.

Figure 5. This figure shows the measured d(d, n)³He S-factors of each data set. The solid curve shows the ab initio S-factor of Arai et al. (2011) before scaling. At each step of the Markov chain, the Bayesian model suggests a new value smaller than unity for the overall scale factor, to displace the curve downwards. The model also samples a new normalization factor for each data set. As an example, look at the suggested normalization factor for Kra (B) in Table 1 (0.922 ± 0.024). It is less than unity since these experimental points should be shifted upwards to correct the effect of the systematic errors. Moreover, each normalization factor is influenced by the overall scale factor: at each step, the normalization factor fits the data to the scaled theory. In the traditional analysis, each normalization factor needs to perform a larger shift, i.e., it will be further away from unity. This means a smaller normalization factor in the traditional case than in the Bayesian one.
4. Reaction Rates

The thermonuclear reaction rate per particle pair, \( N_A(\sigma v) \), can be written as

\[
N_A(\sigma v) = \left( \frac{N_A}{\pi m_0} \right)^{1/2} \int_0^\infty e^{-2\pi m_1 S(E)} e^{-E/kT} dE,
\]

where \( m_0 \) is the reduced mass of projectile and target, \( N_A \) represents Avogadro’s constant, and the product of Boltzmann constant, \( k \), and plasma temperature, \( T \), is given by

\[
kT = 0.086173324 T_9 \text{ MeV},
\]

with the temperature, \( T_9 \), in units of GK (see Iliadis 2015 for details). The reaction rates are calculated by numerical integration of Equation (6) for each set of parameters sampled by the Markov chain, at 60 different temperatures between 1 MK and 10 GK. The reaction rate probability densities at selected temperatures are shown in Figures 6 and 7 in red. The blue lines correspond to a lognormal approximation (Longland et al. 2010), for convenient implementation of the rates in libraries such as STARLIB (Sallaska et al. 2013). Numerical reaction rate values are listed in Table 3. The recommended rates are computed as the 50th percentile of the probability density, while the rate factor uncertainty, f.u., is obtained from the 16th and 84th percentiles. The lognormal parameters, \( \mu \) and \( \sigma \), can be calculated from the recommended (median) rate \( \langle x_{med} \rangle = e^\mu \) and the factor uncertainty \( \text{f.u.} = e^\sigma \); for a coverage probability of 68%). The rate factor uncertainty is 1.1% for both reactions at most temperatures.

The present rates for \( d(d, n)^3\text{He} \) and \( d(d, p)^3\text{H} \) agree with the results of Coc et al. (2015) within 1% at most temperatures. However, our rates are more than 15% larger than those of Coc et al. (2015) at very low temperatures (near 1 MK). This is caused by a low-energy cutoff that is too high for the numerical integration of the rates in the previous analysis. The theoretical model of Arai et al. (2011) only applies to low energies, thus
we can derive Bayesian reaction rates only up to a temperature of 2 GK. The results in Table 3 for higher temperatures, shown in italics, are adopted from Coc et al. (2015). The most important temperatures for BBN are near 1 GK, corresponding to an effective kinetic energy range of <250 keV for the d+d reactions.

The last step is to calculate the effect of the new reaction rates on the predicted primordial D/H ratio. The Bayesian mean value for the scale factor is larger by 0.21% for d(d, n)³He and larger by 0.12% for d(d, p)³H compared to Coc et al. (2015). The discrepancies of both reaction rates (0.21% and 0.12%, respectively), weighted by the sensitivity of the D/H abundance ratio to each reaction rate variation (−0.54 and −0.46, respectively; Coc & Vangioni 2010), result in a 0.113% decrease of the central D/H value. Fortuitously, the uncertainties on the scale factors (see Tables 1 and 2) are almost identical to the former ones (Coc et al. 2015). Hence, when using these two new reaction rates, instead of the Coc et al. (2015) ones, this translates to a 0.16% decrease of the predicted D/H value, while its total uncertainty remains unchanged at 2.0%. Half of this error budget originates from the d(p, γ) reaction rate and it would be premature to update the D/H value before new measurements concerning this reaction, done at LUNA, are published (see Mossa 2017). Only after

Figure 6. Reaction rate probability density of d(d, n)³He at different temperatures. The rate samples (red histograms) are computed using the S-factor samples obtained from the Bayesian analysis. Blue curves represent lognormal approximations, where the lognormal parameters μ (“μ”) and σ (“σ”) are directly calculated from the expectation value and variance of all rate samples, ln(N(μ,σ)), at a given temperature. T9 is the temperature in GK.
these new data are made available and the investigation of other sources of uncertainties (numerical, correction to weak rates, ...) are completed, will it be relevant to provide new predictions of D/H.

5. Conclusions

We presented improved reaction rates for d(d, n)\(^3\)He and d(d, p)\(^3\)H based on the Bayesian method discussed in Iliadis et al. (2016). Unlike previous methods that were based on traditional statistics (i.e., \(\chi^2\) minimization), our method does not rely on weighted averages or the quadratic addition of systematic and statistical errors. For both reactions, the rate factor uncertainty is 1.1% and agrees with the traditional results. However, the Bayesian scale factors by which the theory needs to be multiplied to fit the data are larger than those of Coc et al. (2015). We obtained scale factors that are 0.20% larger for d(d, n)\(^3\)He and 0.12% larger for d(d, p)\(^3\)H. This translates to a 0.16% decrease of the predicted D/H value, while its total uncertainty remains unchanged at 2.0%. This shows the robustness of the deuterium predictions, provided that the same experimental data and nuclear model are used. It leaves very little room for those solutions to the lithium problem that cannot avoid an increase in D/H. It also calls for improved theoretical calculations. The theoretical work of Arai et al. (2011), used here, was focused on low energies and does not correctly reproduce the experimental data above \(\approx 600\) keV.
It is highly desirable that these calculations be extended up to \( \approx 2 \) MeV, to cover the range of experimental data.

Here we presented the first statistically rigorous results for d + d reaction rate probability densities. These can be employed in future Monte Carlo studies of Big Bang nucleosynthesis.
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