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Abstract

We present a flexible Bayesian semiparametric mixed model for longitudinal data analysis in the presence of potentially high-dimensional categorical covariates. Building on a novel hidden Markov tensor decomposition technique, our proposed method allows the fixed effects components to vary between dependent random partitions of the covariate space at different time points. The mechanism not only allows different sets of covariates to be included in the model at different time points but also allows the selected predictors’ influences to vary flexibly over time. Smooth time-varying additive random effects are used to capture subject specific heterogeneity. We establish posterior convergence guarantees for both function estimation and variable selection. We design a Markov chain Monte Carlo algorithm for posterior computation. We evaluate the method’s empirical performances through synthetic experiments and demonstrate its practical utility through real world applications.
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1 Introduction

We propose a novel statistical framework for modeling longitudinally varying continuous response trajectories in the presence of categorical covariates. Building on novel hidden Markov tensor decompositions, our approach is especially suited to high-dimensional settings, efficiently eliminating the redundant covariates thereby allowing time-varying variable selection while also parsimoniously representing higher order interactions between the selected predictors.

The settings analyzed here may be viewed as longitudinal adaptations of static analysis of variance (ANOVA) designs and hence are very generic and almost ubiquitously encountered in modern scientific research in many diverse fields, examples from recent statistics literature including pharmacodynamics ([De Iorio et al., 2004], mass spectroscopy ([Morris and Carroll, 2006]), early pregnancy loss studies ([MacLehose and Dunson, 2009]), etc. In such scenarios, assessing the local variations in the response profiles, including especially how the associated predictors might influence the response differently in different stages of the longitudinal process, can provide valuable insights into the underlying data generating mechanisms. Figure 1 shows a synthetic illustrative example where the mean profiles of a continuous response vary smoothly over time. Two associated covariates, $x_1$ and $x_3$, from a set of ten total available $\{x_1, \ldots, x_{10}\}$ are important and they jointly influence the response means differently in different longitudinal stages. The goal of this article is to understand such complex dynamics from data on response and covariate values.

**Existing Methods:** The literature on longitudinal data analysis is really vast (see, for example, books by [Diggle et al., 2002], [Singer et al., 2003], [Fitzmaurice et al., 2008] and the references therein). Bayesian methods for longitudinal data have also been extensively developed ([Daniels and Pourahmadi, 2002], [Chib and Hamilton, 2002], [Li et al., 2010], [Müller et al., 2013], [Quintana et al., 2016], etc.). However, the problem of characterizing dynamically varying variable importance in such settings has not received much attention. This article presents a novel Bayesian semiparametric method that addresses such needs.

Our work in this direction was inspired by the existing sparse literature on local clustering in functional data ([Duan et al., 2007], [Petrone et al., 2009], [Nguyen, 2010], [Nguyen and Gelfand, 2011]). These Bayesian nonparametric approaches assume that the mean functions of interest can be represented by a smaller set of canonical curves that are in turn modeled, for instance, as independently and identically distributed (i.i.d.) realizations from a stationary Gaussian process. ([Gelfand et al., 2005]) specify an infinite mixture of these global functional atoms in which each observation is a noisy realization around a draw from the set of canonical curves. Such an approach allows for curves that are either completely different or completely identical across the entire functional domain, capturing only their global difference patterns. Many applications, however, involve data exhibiting local heterogeneity. Local clustering in such cases could greatly improve estimation and prediction, borrowing information across locally homogenous regions, as well as interpretability and inference, providing potentially interesting insights into the underlying causes of local heterogeneity. Toward this goal, [Duan et al., 2007]...
Figure 1: A synthetic scenario with ten covariates \((x_1, \ldots, x_{10})\). No covariate is globally important but \((x_1, x_3)\) are locally important: They have no influence on \(y\) for \(t \in [1, 4]\) but have a complex pattern of joint influence on \(y\) for \(t \in (4, 20]\). The response values \(y_{i,t}\) are represented here as slightly jittered points for all combination of the levels of the significant predictors \((x_1, x_3)\). The true underlying mean functions are superimposed (black lines).

\textit{et al.} (2007) proposed a solution by defining a stick-breaking construction at each location, which allows for local selection of curves. \textit{Petrone et al.} (2009) assumed that the individual curves can be obtained as hybrid species defined as recombinations of different portions of the canonical curves. Both these approaches define the local allocation rules by means of a single hidden labeling process that indicates which canonical curve is chosen at each time stamp. Additional challenges are represented by the choice of functional dependence in the labeling process, whose theoretical properties have been studied by \textit{Nguyen and Gelfand} (2011). \textit{Suarez and Ghosal} (2016) proposed an alternative approach, using independent priors at different time points to cluster wavelet basis coefficients first, but then using these local features to find global functional clusters as the final inference goal.

The approaches mentioned above have limitations that deserve attention. First, defining the mean functions as recombinations of canonical curves implies that these curves are discontinuous, which can be an impractical assumption in most applications. Continuous curves may be desired, for instance, in dose-response relationships (\textit{De Iorio et al.}, 2004). Second, the inclusion of covariates in these models has only been accomplished via an additive term in the mean function. Even when flexible random effects are used, the linearity assumption of the covariate effects can be quite restrictive in practice. Furthermore, the problem of dynamically characterizing variable importance in these settings has not been addressed.
Alternative approaches to model time-varying predictor effects and interactions in longitudinal data include tree based methods. Bayesian additive regression trees (BART) (Chipman et al., 2010) perform well when the regression function consists of low order nonlinear interactions. With time as an additional covariate, these models can be adapted to capture longitudinally varying influences of the predictors (Sparapani et al., 2016). Separate ideas involving a single tree have also been proposed (Taddy et al., 2011; Gramacy et al., 2013) where the tree structure evolves when new data streams become available. Linero and Yang (2018) and Starling et al. (2020) proposed smoothing the covariate effects which yields more appropriate results when the outcome is expected to vary smoothly over time. These models, albeit flexible, do not directly assess the local influence of each individual predictor but measure variable importance by calculating their contributions to reducing the in-sample mean squared error. With such heavy emphasis on prediction, they often include many weakly informative or even spurious predictors in the ensembles and lack parsimony and interpretability as a result (Breiman, 2001; Efron, 2020).

Yet another related strategy comprises varying coefficients (VC) regression models where the regression coefficients are allowed to smoothly vary over a set of chosen modifiers (Hastie and Tibshirani, 1993). VC models have been adapted to longitudinal data by considering time as the only modifier (Hoover et al., 1998). More recently BART priors (Deshpande et al., 2020) and variable selection techniques (Koslovsky et al., 2020) have also been adapted to VC settings. While VC models allow for an easy assessment of the predictors’ importance, they are restricted in their ability to accommodate interactions between predictors. For example, for \( p \) categorical predictors \( x_j \in \{1, \ldots, x_{j,\text{max}}\}, j = 1, \ldots, p \), it is necessary to include \( \sum_{j=1}^{p}(x_{j,\text{max}} - 1) \) dummy variables for the main effects, \( \sum_{j_1 \neq j_2}(x_{j_1,\text{max}} - 1)(x_{j_2,\text{max}} - 1) \) for the first order interactions, and so on.

Our Proposed Approach: We propose a longitudinal functional mixed effects model that combines predictive power and interpretability by addressing the limitations of the local clustering approaches cited above. Most existing methods imply a tension between the main goals of statistical analysis (Breiman, 2001), namely estimation, attribution and prediction (Efron, 2020). Our proposed approach tries to strike a balance - it is highly flexible, being able to accommodate higher order interactions between the predictors, but also favors parsimony, modeling these complex effects implicitly and compactly, while also allowing some ease of interpretation, including explicitly encoding each predictor’s varying overall significance at different time points. Our method also comes with theoretical guarantees for both function estimation and variable selection.

The construction of our proposed model proceeds by characterizing the longitudinal evolution of both the predictor dependent fixed effects and the subject specific random effects as flexible functions of time (Ramsay and Silverman, 2007; Morris, 2015; Wang et al., 2016) modeled by mixtures of locally supported spline bases (de Boor, 1978; Eilers and Marx, 1996). The fixed effects model spline coefficients are allowed to vary with the associated predictors’ level combinations, thereby accommodating all order interactions between them.
Structuring these coefficients as multi-way tensors and applying a novel higher order singular value (HOSVD) type decomposition ([Tucker 1966] De Lathauwer et al. 2000 Kolda and Bader 2009), we reduce the high-dimensional problem of modeling the complex joint influence of many different predictors to that of estimating much smaller-dimensional core coefficients. In effect, this induces a local partitioning of the joint covariate space such that the different predictor level combinations belonging to the same partition set will have a similar effect on the response variable. The local partitions constructed this way can in fact be indexed by combinations of separate latent allocation indicators, one for each level of the associated categorical predictors, facilitating separate assessment of the influences of each individual covariate ([Sarkar and Dunson 2016]). To induce dependence between the adjacent local partitions, we allow the latent allocation indicators evolve according to a factorial hidden Markov model (fHMM) ([Ghahramani and Jordan 1997]). In constructing the model this way, we break free from the assumption of separate canonical curves of the previously existing Bayesian nonparametric literature cited above but allow the dependencies across adjacent temporal locations be further informed by the associated local partition configurations through a novel conditionally Markov prior on the core spline coefficients, conditional on the partition structure, improving model interpretability and estimation efficiency. The proposed functional approach also has the important advantage of avoiding to have to impute missing data when they are missing under simple mechanisms ([Little and Rubin 2019]). We establish theoretical results on posterior consistency of the proposed method for both function estimation and variable selection. We evaluate its numerical performance in simulation experiments where it significantly outperformed its competitors not just on average but also uniformly in all simulation instances. Finally, we illustrate the method’s practical performance in real data applications from diverse domains.

The methodology presented here is highly generic and broadly adaptable to diverse problems. For instance, [Paulon et al. 2020] developed a similar local clustering method in the presence of a single categorical predictor $x$ with a small number of levels for a specific application with a complex drift-diffusion likelihood function. The focus of this article, however, is on developing a general methodology with an emphasis on the multivariate case $(x_1, \ldots, x_p)$ which presents significant and unique additional modeling and computational challenges. For instance, redefining the $\prod_{j=1}^{p} x_{j,\text{max}}$ level combinations of $(x_1, \ldots, x_p)$ as the levels of a new single predictor $x$, while conceptually straightforward, does not provide a practically effective solution as it does not allow separate characterization of the local importances of the different predictors and, with $\prod_{j=1}^{p} x_{j,\text{max}}$ increasing exponentially fast with $p$, quickly becomes computationally inefficient even in small to moderate dimensional problems. The strategy is practically useless, for instance, in a real data applications we discuss in Section 6 where $\prod_{j=1}^{p} x_{j,\text{max}} = 580,608$. Our proposed dynamic HOSVD based approach, in contrast, not only provides a flexible and highly efficient tool for dimension reduction and simultaneous variable selection but also does this locally at each time point while borrowing information across a number of levels.
At a basic level, the proposed methodology operates on a very simple idea. By way of our construction, a predictor $x_j$ taking values in $\{1, \ldots, x_{j,\text{max}}\}$ is selected to be important in influencing the response, if its levels are clustered in at least two different sets, the levels belonging to any particular cluster influencing the response similarly but the levels belonging to different clusters influencing the response differently. If, on the other hand, there is no clustering, or, put differently, all its $x_{j,\text{max}}$ levels are clustered together, that would imply that there is no influence of the predictor on the response, and $x_j$ will then not be selected as an important predictor of the response. Modeling the joint influences of the important predictors varying flexibly over time is still a daunting challenge and is achieved via our novel use of dynamic tensor factorization, fHMM, smoothing splines, etc.

Our proposed approach does not partition the response values directly, which has been considered by many in the static setting [Hartigan 1990; Denison et al. 2002; Quintana and Iglesias 2003] and some in the dynamic setting [Barry and Hartigan 1992; Page et al. 2020]. Instead, we partition the covariate space according to their influences on the response. Separately, the literature on HMMs and fHMMs is also vast [Rabiner 1989; Scott 2002; Frühwirth-Schnatter 2006; Zucchini et al. 2017]. To our knowledge, however, they have never been adapted in the novel ways proposed in this article to dynamic variable selection problems. There is also a growing body of literature on regression methods for tensor valued predictors with tensor factorization techniques used as a dimension reduction tool. These methods, however, apply tensor factorizations with all continuous components, where the general Tucker decomposition runs into identifiability and interpretability problems. To avoid these issues, the literature has focused on parallel factor (PARAFAC) type decomposition (see, e.g., Guhaniyogi et al. 2017; Papadogeorgou et al. 2019, etc.), a much simpler but restrictive special case of the Tucker. Aside from the development of sophisticated dependence models for the tensor components in a longitudinal setting, our proposal is also novel in that we employ a compact HOSVD, a flexible but interpretable version of the Tucker decomposition, where the core tensors take continuous values but the mode matrices comprise specially structured binary elements, resulting in interpretable partition structures that allow dynamic variable selection.

**Outline of the Article:** The rest of this article is organized as follows. Section 2 develops the generic longitudinal mixed model framework. Section 3 develops Markov chain Monte Carlo (MCMC) algorithms for posterior computation. Section 4 establishes posterior convergence guarantees for the proposed model, for both function estimation and variable selection. Section 5 presents the results of simulation experiments. Section 6 presents real data applications. Section 7 contains concluding remarks. Substantive additional details are presented in the supplementary materials.
2 Longitudinal Functional Mixed Model

In this section, we develop a novel generic statistical framework for longitudinal functional mixed model (LFMM), where a response $y$ is generated under the influence of $p$ categorical predictors $x_j \in \{1, \ldots, x_{j,\text{max}}\} = \mathcal{X}_j$, $j = 1, \ldots, p$ longitudinally over time. To be precise, data $y_{i,\ell,t}$, available for individuals $i \in \{1, \ldots, n\}$ and trials $\ell \in \{1, \ldots, L_{i,t}\}$ at time points $t_i \in \{t_{i,1}, \ldots, t_{i,T}\}$, are generated under the influence of the predictors $x_j$, $j = 1, \ldots, p$. Importantly, we are not only interested in assessing the overall global influences of the predictors but also how they affect the responses locally at various times of the longitudinal studies.

We consider the following generic class of LFMMs

$$
\{y_{i,\ell,t} \mid x_{j,i,\ell,t} = x_j, j = 1, \ldots, p\} = f_{x_1, \ldots, x_p}(t) + u_i(t) + \varepsilon_{i,\ell,t}, \quad \varepsilon_{i,\ell,t} \sim f_\varepsilon, \quad (1)
$$

where $f_{x_1, \ldots, x_p}(t)$ denotes time-varying fixed effects due to associated predictors $\mathbf{x} = (x_1, \ldots, x_p) \in \mathcal{X}_1 \times \cdots \times \mathcal{X}_p = \mathcal{X}$, $u_i(t)$ are time-varying subject specific random effects, and $\varepsilon_{i,\ell,t}$ are random errors, i.i.d. from $f_\varepsilon$, satisfying $\mathbb{E}_{f_\varepsilon}(\varepsilon_{i,\ell,t}) = 0$. We assume that $f_{x_1, \ldots, x_p}(t)$ and $u_i(t)$ evolve continuously with time. In this article, we focus on normally distributed errors with an inverse-Gamma prior on the error variance as

$$
f_\varepsilon = \text{Normal}(0, \sigma_\varepsilon^2), \quad \sigma_\varepsilon^2 \sim \text{Inv-Ga}(a_\sigma, b_\sigma).
$$

For ease of exposition, we assume in (1) and henceforth that the data points are measured at a common set of equidistant time points $\{t_1, \ldots, t_T\}$, denoted simply as $\{1, \ldots, T\}$. With some abuse of notation, generic values taken by the response $y$, the predictors $x_j$ are also denoted by $y$, $x_j$, etc. Without loss of generality, we also assume henceforth the same number of replicates $L_{i,t} = L$ for all $i, t$. To further simplify notation, generic data recording time stamps in $\{1, \ldots, T\}$ as well as other generic time points in $[1, T]$ will both be denoted by $t$.

For longitudinal data observed on a regular time grid, as in the setting considered in this article, continuous functional parameter trajectories may still be more appealing and interpretable to a practitioner. A functional approach to modeling longitudinal data also does not require to impute missing data when they are missing at random (Little and Rubin, 2019).

The focus of this article is on continuous responses with categorical predictors. In many applications, the covariates are exogenous, that is, for each $i$, the $x_{j,i,\ell,t}$’s equal some fixed level $x_j$ for all $\ell, t$. When they are time-varying, we assume that all levels of $x_j$ are present in the sample at each $t$ for each $j$. An easy, highly robust and practically useful approach to include continuous and ordinal predictors in model (1) would be to categorize them by binning their values into intervals (for example, using their quantiles) or by ignoring their order. Non-continuous responses of various types can likewise be conveniently analyzed via latent continuous variable augmentations (Albert and Chib, 1993; Dunson, 2000; Polson et al., 2013).
2.1 Fixed Effects Model

We propose a novel approach to model the latent functions \( f_{x_1,\ldots,x_p}(t) \) using basis decomposition methods that allow them to flexibly vary with time \( t \) while also locally depend on the predictor combinations \( (x_1,\ldots,x_p) \). Specifically, we let

\[
 f_{x_1,\ldots,x_p}(t) = \sum_{k=1}^{K} \beta_{k,x_1,\ldots,x_p} b_k(t), 
\]

where \( b(t) = \{b_1(t),\ldots,b_K(t)\}^T \) are a set of known locally supported basis functions and \( \beta_{x_1,\ldots,x_p} = \{\beta_{1,x_1,\ldots,x_p},\ldots,\beta_{K,x_1,\ldots,x_p}: (x_1,\ldots,x_p) \in \mathcal{X}\} \) are unknown coefficients to be estimated from the data. We use B-spline bases (de Boor [1978]) which are nonnegative, continuous and have desirable local support properties (Figure 2). Allowing the \( \beta_{k,x_1,\ldots,x_p} \)'s to vary with all predictor combinations \( (x_1,\ldots,x_p) \), the model also accommodates all order interactions among the predictors.

While other higher order B-splines can also be used, in this work we use linear B-splines whose local support properties result in locally linear approximations of the fixed effects function (Figure 2). In the following, we use knots at the observed locations, hence \( K = T \). This allows local clustering at the set of all observable time points. In the case of of irregularly spaced data, a suitable fine grid can be chosen where such inference is desired. As shown in Ruppert [2002], when smoothing is controlled by data adaptive penalty parameters, the number of knots \( K \) is not a crucial parameter as long as it is larger than a minimum threshold.

![Figure 2: Top left panel: Plot of 7 linear B-splines on an interval \([A, B]\) defined by 9 equidistant knot points that divide \([A, B]\) into \( K = 6 \) equal subintervals. Top right panel: Example of global clustering of two curves with shared spline coefficients \( \beta_{x_1,\ldots,x_p} = \beta_{x_1,\ldots,x_p} = (5,5,5,5,6.25,7.5,8.25)^T \); the solid lines represent the estimated functions, the dashed lines represent the weighted B-spline bases. Bottom left panel: Example of splitting of two curves with partially shared spline coefficients \( \beta_{x_1,\ldots,x_p} = (5,5,5,5,6.25,7.5,8.25)^T \), \( \beta_{x_1,\ldots,x_p} = (5,5,5,4.5,3.75,2.5,1.75)^T \). Bottom right panel: Example of merging of two curves with partially shared spline coefficients \( \beta_{x_1,\ldots,x_p} = (8.25,7.5,6.25,5.5,5,5,5)^T \), \( \beta_{x_1,\ldots,x_p} = (1.75,2.5,3.75,4.5,5,5,5)^T \).]
For most practical applications, the size $K \prod_{j=1}^{p} x_{j,\text{max}}$ of the unstructured model $\beta$ may be too big to allow efficient estimation of the parameters. It is also difficult to assess local influences of the predictors using such unstructured models. A potentially efficient solution that can greatly reduce dimensions while also facilitating the assessment of predictors’ importance is to cluster the parameters by allowing them to have common shared values across different predictor combinations. If, for example, $\beta_{x_1,\ldots,x_p} = \beta_{x_1,\ldots,x_2,\ldots,x_p}$ for all combinations of $(x_1,\ldots,x_{j-1},x_{j+1},\ldots,x_p)$, then not only have we reduced the number of parameters to be modeled but have also established that the two levels $x_{j,1}$ and $x_{j,2}$ of $x_j$ have no differential effect on the data generating mechanism.

Such global clustering of all elements of $\beta_{x_1,\ldots,x_p}$ together will still be highly restrictive in most practical applications. More realistically, the elements of $\beta_{x_1,\ldots,x_p}$ should be allowed to cluster locally. In the following, we exploit local support properties of B-splines in a novel way to achieve this desirable property. In principle, other basis decomposition methods whose bases have compact (local) support can also be used in a similar way.

**Dimension Reduction and Local Clustering via HOSVD:** To achieve simultaneous dimensionality reduction and local clustering, we structure the parameters for different predictor combinations at each location $k$ as a $x_{1,\text{max}} \times \cdots \times x_{p,\text{max}}$ dimensional tensor $\beta_k = \{ \beta_{k,x_1,\ldots,x_p} : (x_1,\ldots,x_p) \in \mathcal{X} \}$ and then apply an HOSVD-type factorization, arriving at

$$\{ \beta_{k,x_1,\ldots,x_p} \mid z_{j,k}^{(x_j)} = z_{j,k}, j = 1,\ldots,p \} = \beta_{k,z_1,k,\ldots,z_p,k}^*,$$

where $z_{j,k}^{(x_j)}$'s are cluster indicator variables associated with each covariate $j$ for its specific value $x_j$ at the knot-location $k$, and the $\beta_{k,z_1,k,\ldots,z_p,k}$'s are the associated unique cluster specific spline coefficients. Our construction using locally supported linear B-splines then implies

$$\{ f_{k,x_1,\ldots,x_p} \mid z_{j,k}^{(x_j)} = z_{j,k}, j = 1,\ldots,p \} = \beta_{k,z_1,k,\ldots,z_p,k}^*,$$

allowing simple interpretations for the allocation variables $z_{j,k}^{(x_j)}$’s and also easier theoretical treatment and posterior computation.

Let the $z_{j,k}^{(x_j)}$’s take values in $\mathcal{Z}_{j,k} = \{1,\ldots,\ell_{j,k}\}$ for different possible values $x_j \in \mathcal{X}_j = \{1,\ldots,x_{j,\text{max}}\}$. Separately, $z_{j,k}^{(x_j)} \in \mathcal{Z}_{j,k}$ therefore forms $\ell_{j,k} \leq x_{j,\text{max}}$ marginal clusters of

---

1For notational simplicity, here we assumed that the values taken by the cluster allocation variables $z_{j,k}^{(x_j)}$’s for different values of $x_j \in \mathcal{X}_j = \{1,\ldots,x_{j,\text{max}}\}$ are sequentially ordered without gaps, i.e., $\mathcal{Z}_{j,k} = \{1,\ldots,\ell_{j,k}\}$. In what follows, we allow other general configurations of $z_{j,k}^{(x_j)}$’s that induce the same equivalent partition of $\mathcal{X}_j$.

For example, consider some $x_j \in \mathcal{X}_j = \{1,2,3\}$ with $x_{j,\text{max}} = 3$ partitioned into $\{\{1,3\},\{2\}\}$ at location $k$. Here our notation allows the configurations $\{1,2,1\}$ or $\{2,1,2\}$ of the corresponding cluster allocation variables $(z_{j,1}^{(1)},z_{j,2}^{(2)},z_{j,3}^{(3)})$ with $\mathcal{Z}_{j,k} = \{1,2\}$. Going forward, we also allow other general configurations $\{1,3,1\}$ or $\{3,1,3\}$ with $\mathcal{Z}_{j,k} = \{1,3\}$, or $\{2,3,2\}$ or $\{3,2,3\}$ with $\mathcal{Z}_{j,k} = \{2,3\}$ which induce the same partition $\{\{1,3\},\{2\}\}$ of $\mathcal{X}_j$ with $\ell_{j,k} = |\mathcal{Z}_{j,k}| = 2$. In this example, the effects of $x_j = 1$ and $x_j = 3$ on the response curve are the same and hence these levels are clustered together, but these effects are different from the effect of $x_j = 2$ which therefore forms its own cluster. The predictor $x_j$ therefore is important at location $k$. 

---
the predictor levels \( x_j \in \mathcal{X}_j \), while jointly, \((z_{1,k}^{(x_1)}, \ldots, z_{p,k}^{(x_p)}) \in \mathcal{Z}_{k} = \mathcal{Z}_{1,k} \times \cdots \times \mathcal{Z}_{p,k}\) forms \( \prod_{j=1}^{p} \ell_{j,k} = \prod_{j=1}^{p} x_{j,max} \) joint clusters of the predictor level combinations \((x_1, \ldots, x_p) \in \mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_p\).

To see the HOSVD formulation behind this, note that (3) can then be rewritten as

\[
\{ \beta_{k,x_1,\ldots,x_p} \mid z_{j,k}^{(x_j)}, j = 1, \ldots, p \} = \sum_{z_{1,k}} \cdots \sum_{z_{p,k}} \beta_{k,z_{1,k},\ldots,z_{p,k}}^{*} \prod_{j=1}^{p} 1 \{ z_{j,k} = z_{j,k} \}, \tag{4}
\]

where \( \beta_{k}^{*} = \{ \beta_{k,z_{1,k},\ldots,z_{p,k}}: (z_{1,k}, \ldots, z_{p,k}) \in \mathcal{Z}_{k} \} \) is a \( \ell_{1,k} \times \cdots \times \ell_{p,k} \) dimensional core tensor, \( z_{j,k} = \{ 1 \{ z_{j,k} = z_{j,k} \} : x_j \in \mathcal{X}_j, z_{j,k} \in \mathcal{Z}_{j,k} \} \) are \( x_{j,max} \times \ell_{j,k} \) dimensional mode matrices (Figure 3).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{model.png}
\caption{Model (4) with three covariates viewed as a dynamic HOSVD.}
\end{figure}

The allocation variables are assigned probability models supported on \( \mathcal{X}_j \), so that the number of distinct values taken on by the \( z_{j,k}^{(x_j)} \)'s, namely \( \ell_{j,k} \), lies between 1 and \( |\mathcal{X}_j| = x_{j,max} \). If \( \ell_{j,k} = x_{j,max} \), the \( z_{j,k}^{(x_j)} \)'s take on different values for different levels of \( x_j \), implying that the spline coefficients are all different for different levels of \( x_j \) at location \( k \). In this case, all levels of \( x_j \) differently influence the response generating mechanism at location \( k \). If \( \ell_{j,k} \leq x_{j,max} \), local clustering of the predictor’s effects is performed and the problem of modeling the original parameter tensors \( \beta_{k} \) is effectively reduced to that of modeling the smaller-dimensional core tensors \( \beta_{k}^{*} \). For instance, when \( z_{j,k}^{(x_{j,1})} = z_{j,k}^{(x_{j,2})} = z_{j,k}^{*} \) for two different levels \( x_{j,1} \) and \( x_{j,2} \) of the \( j^{th} \) predictor \( x_j \), the spline coefficients at location \( k \) do not differ between \( x_{j,1} \) and \( x_{j,2} \), i.e., \( \beta_{k,x_1,\ldots,x_{j,1},\ldots,x_p} = \beta_{k,x_1,\ldots,x_{j,2},\ldots,x_p} = \beta_{k,z_{1,k},\ldots,z_{j,k},\ldots,z_{p,k}}^{*} \). There is thus no significant difference between how the two levels \( x_{j,1} \) and \( x_{j,2} \) influence the response \( y \) at location \( k \). Importantly, when \( \ell_{j,k} = 1 \), the \( z_{j,k}^{(x_j)} \)'s all take on the same value for all different levels of \( x_j \), characterizing the scenario when \( x_j \) has no influence on \( y \) at location \( k \).

Consider also the example when the levels \( \mathcal{X}_j = \{ 1, \ldots, 3 \} \) are partitioned into a single cluster at location \( k \). Here our notation only allows the configuration \((1,1,1)\) of \((z_{j,k}^{(1)}, z_{j,k}^{(2)}, z_{j,k}^{(3)})\) with \( \mathcal{Z}_{j,k} = \{ \ell_{j,k} \} = \{ 1 \} \). Going forward, we also allow the configurations \((2,2,2)\) or \((3,3,3)\) with \( \mathcal{Z}_{j,k} = \{ 2 \} \) and \( \mathcal{Z}_{j,k} = \{ 3 \} \) respectively which induce the same partition \( \{ 1,2,3 \} \) of \( \mathcal{X}_j \) with \( \ell_{j,k} = |\mathcal{Z}_{j,k}| = 1 \). In this example, the effects of all three levels are the same on the response curve. The predictor \( x_j \) therefore is unimportant at location \( k \).
and local variable selection is achieved. The set of important predictors at location $k$ is thus \( \{ j : \ell_{j,k} > 1 \} \). Significant reduction in model size is achieved at the location $k$ when \( \prod_{j=1}^{p} \ell_{j,k} \ll \prod_{j=1}^{p} x_{j,\text{max}} \), i.e., when the size of the core tensors is much smaller than the original coefficient tensor (Figure 3). The varying side lengths $\ell_{j,k}$ of the core tensors $\beta^*_k$ at different locations $k$ (Figure 3) also crucially allow the model to identify different sets of important predictors at different locations $k$.

In effect, our HOSVD formulation of the continuous coefficient tensors $\beta_k$ in (4) into a continuous core but binary mode matrices thus induces local random partitions of the joint covariate space $\mathcal{X}$ into $\ell_k = \prod_{j=1}^{p} \ell_{j,k}$ sets at each knot location $k$. This is different from traditional PARAFAC decompositions of continuous tensors into all continuous components as in Guhaniyogi et al. (2017); Papadogeorgou et al. (2019), etc. Section S.3 in the supplementary materials provides some additional discussions on the novelty and advantages our formulation over these other existing approaches.

**Second-Layer Clustering:** We note, however, that the partitions of the joint covariate space $\mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_p$ induced by the HOSVD in (4) may still lead to some over-parametrization as they are constructed as the product of $p$ marginal partitions of $\mathcal{X}_j$ into $\ell_{j,k}$ sets (Figure 4, left panel). To eliminate this limitation and obtain an unrestricted partition, say $\rho_k = \{ S_{k,1}, \ldots, S_{k,m_k} \}$, we further cluster the elements of the core tensors using a second layer of latent variables $z_k^{(z_1, \ldots, z_p,k)} \in \{ 1, \ldots, \ell_k \}$ such that

$$
\beta^*_k, z_1, \ldots, z_p, k = \sum_{z_k^{(z_1, \ldots, z_p,k)}} \beta^{**}_k, z_k \delta_1 \{ z_k^{(z_1, \ldots, z_p,k)} = z_k \}.
$$

Such clustering further refines the model (Figure 4, right panel), making the final partition structure of the covariate space fully flexible

Our two clustering layers thus play different roles in achieving parsimonious partitions of the covariate space in high dimensions - efficiently exploring and partitioning $\mathcal{X}$ in high dimensions is an extremely challenging task - we break this into two parts - the HOSVD first reduces the dimensions by creating a product of marginal partitions while also efficiently removing the unimportant covariates - the second layer then refines this smaller space to arrive at a fully flexible model.

---

2 Consider, for example, two drugs A and B, each with two dosage levels $\mathcal{X}_A = \mathcal{X}_B = \{ 1, 2 \}$. Assume further that for both drugs their two levels have different marginal effects, i.e., for both of them the effect of dosage level 1 is significantly different from that of dosage level 2. The basic idea of our approach to cluster the levels of the predictors (here drugs) according to their effects therefore would produce a clustering of \( \{ \{ 1 \}, \{ 2 \} \} \) for both drugs. The tensor product of these sets then gets us to the joint clustering

$$
\{ \{ 1 \}, \{ 2 \} \} \times \{ \{ 1 \}, \{ 2 \} \} = \{ \{(1,1)\}, \{(1,2)\}, \{(2,1)\}, \{(2,2)\} \} \quad \text{(four clusters)}.
$$

It may be possible, however, that there are significant interactions between the levels of A and B, so that the effects of the dose combinations (1,2) and (2,1) are in fact the same. The correct final joint cluster configuration therefore should be

$$
\{ \{(1,1)\}, \{(1,2),(2,1)\}, \{(2,2)\} \} \quad \text{(three clusters)}.
$$

The second layer, which further clusters (1,2) and (2,1) together, allows us to perform such inference.
Figure 4: Illustration of the two layers of latent variables that induce the partition of the covariate space at a fixed location $k$ in the case with two categorical predictors $x_1, x_2$ with $x_{1,\text{max}} = x_{2,\text{max}} = 2$ levels each. In this example, $S_{k,1} = \{(1,1)\}$, $S_{k,2} = \{(1,2), (2,1)\}$, $S_{k,3} = \{(2,2)\}$, $\ell_k = 4$, $m_k = 2$.

So far, we have developed the HOSVD model separately for each knot location $k$. Next, we focus on introducing time-varying dependency structures between these building blocks appropriate for longitudinal settings. We do this by assuming fHMM dynamics on the allocation variables $z_{j,k}$ that introduce dependencies between the local partitions at adjacent knot locations, and then assigning novel Markovian priors on the coefficients $\beta_k^*$ that make these coefficients vary smoothly over time.

**Dynamically Evolving Partition Structures:** We first consider the problem of specifying probability models for the allocation variables $z_{j,k}^{(x_j)}$ that allow them to be temporally dependent across $k$. We model the temporal evolution of the $z_{j,k}^{(x_j)}$’s using hidden Markov models (HMMs). For each predictor combination $(x_1, \ldots, x_p)$, the collection $z^{(x_1,\ldots,x_p)} = \{z_{j,k}^{(x_j)}, k = 1, \ldots, K, j = 1, \ldots, p\}$ then defines a factorial HMM [Ghahramani and Jordan, 1997] (Figure 6). We characterize the dynamics of the fHMM component chains as

$$
(z_{j,k}^{(x_j)} | z_{j,k-1}^{(x_j)} = z_{k-1}) \sim \text{Mult}(\pi_j^{(x_j)} z_{k-1,1}^{(x_j)}, \ldots, \pi_j^{(x_j)} z_{k-1,z_{j,\text{max}}^{(x_j)}}) \quad \text{for} \quad j = 1, \ldots, p.
$$

We assign Dirichlet priors on the transition probabilities $\pi_j^{(x_j)} = (\pi_j^{(x_j)}, \ldots, \pi_j^{(x_j)} z_{j,\text{max}}^{(x_j)})^T \sim \text{Dir}(\alpha_j z_{j,\text{max}}^{(x_j)}, \ldots, \alpha_j z_{j,\text{max}}^{(x_j)})$ with $\alpha_j \sim \text{Ga}(a, b)$.

In general, the maximum number of distinct values of the $z_{j,k}^{(x_j)}$’s is $x_{j,\text{max}}$. However, in most applications, $|Z_{j,k}|$ will be much smaller than $x_{j,\text{max}}$ uniformly for all $k$ and the restricted support $z_{j,k}^{(x_j)} \in \{1, \ldots, z_{j,\text{max}}\}$, $z_{j,\text{max}} < x_{j,\text{max}}$ will suffice. We impose parsimony by assigning exponentially decaying priors with finite support on the partition sizes $|Z_{j,k}| = \ell_{j,k}$, favoring smaller partitions as

$$
\ell_{j,k} \propto \exp(-\varphi_j \ell_{j,k}), \quad \varphi_j \sim \text{Ga}(a_{\varphi,j}, b_{\varphi,j}), \quad j = 1, \ldots, p, \quad k = 1, \ldots, K.
$$

Larger values of $\varphi_j$ here induce faster decay and hence smaller model sizes. Gamma hyper-priors on the $\varphi_j$’s further make these shrinkage strengths data adaptive. Being shared across
the $\varphi_j$'s also allow to share information on partition sizes across $k$ for each predictor $j$ separately. This is desirable since it is expected that for most predictors, especially the unimportant ones, the influence will be similar across all locations $k$.
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**Figure 5:** Illustration of the prior distribution on the partition sizes for the categorical predictor $x_j$ with $x_{j,\text{max}} = 5$ levels. Each panel corresponds to different fixed values of the parameter $\varphi_j$. As $\varphi_j$ increases, the prior goes from discrete uniform ($\varphi_j = 0$) to a point mass at 1 ($\varphi_j \to +\infty$).
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**Figure 6:** Left panel: The directed acyclic graph (DAG) of a conventional fHMM with $p$ latent layers. Right panel: DAG of our proposed fixed effects model (4) with $p$ categorical predictors $x_{1:p} = (x_1, \ldots, x_p)$.

The second layer latent allocation variables $z_k^{(z_1, \ldots, z_p, k)}$ are assigned multinomial distributions with Dirichlet priors on the probability parameters as

$$
(z_k^{(z_1, \ldots, z_p, k)} \mid \pi_k^*) \sim \text{Mult}(\pi_{k,1}^*, \ldots, \pi_{k,\ell_k}^*),
$$

$$
\pi_k^* = (\pi_{k,1}^*, \ldots, \pi_{k,\ell_k}^*)^T \sim \text{Dir}(\alpha^*/\ell_k, \ldots, \alpha^*/\ell_k) \quad \text{with} \quad \alpha^* \sim \text{Ga}(a_{\alpha^*}, b_{\alpha^*}).
$$
When the $z_{j,k}^{(x_j)}$’s corresponding to two different categories of $x_j$ are equal in a temporal region, the local support properties of B-splines then cause the underlying curves to be the same in that region. Conversely, if the $z_{j,k}^{(x_j)}$’s corresponding to two different values of $x_j$ are different, the underlying curves will be distinct unless the second layer of latent variables maps them to the same joint partition element.
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Figure 7: An illustration of the prior on the spline core coefficients $\beta_{k,z_k}^{**}$ at location $k$ (the dashed vertical lines) in the fixed effects model developed in Section 2.1 for a scenario with two categorical covariates $x_1 \in \{1, 2\}$ and $x_2 \in \{1, 2, 3\}$, where the curves corresponding to all levels of $(x_1, x_2)$ are initially equal, the curves for $x_2 = 1, 2$ (in blue) and $x_2 = 3$ (in red) then diverge at $t = 5$, merging back again at $t = 15$.

**Conditionally Markov Core Coefficients:** We next consider priors for the unique core tensors $\beta_{k,z_k}^{**}$. Conditional on the $z_{j,k}^{(x_j)}$’s, $z_k^{(z_1,k,\ldots,z_{p,k})}$’s, and the coefficients at the previous locations, for $k = 2, \ldots, K$, we construct the priors sequentially as

$$\beta_{k,z_k}^{**} \sim \prod_{h \in Z_{k,z_k}} \text{Normal} \left( \beta_{k-1,h}^{**}, \sigma_\beta^2 \right),$$

(5)

where $Z_{k,z_k} = \{ z_{k-1} : z_{k-1} = z_{k-1}^{(z_1,k-1,\ldots,z_{p,k-1})}; (z_1,k-1, \ldots, z_{p,k-1}) = (z_1^{(x_1)}, \ldots, z_p^{(x_p)}); (x_1, \ldots, x_p) \in S_{k,z_k} \}$ and $S_{k,z_k}$ is the partition element comprising the covariates levels $(x_1, \ldots, x_p)$ that, at location $k$, are assigned the label $z_k$. Simply put, we center the core coefficients around the ones that are ‘expressed’ at the previous location (Figure 7), thus effectively penalizing their differences. The initial coefficients are assigned non-informative flat priors as $\beta_{1,z_1}^{**} \sim 1$. The smoothness of the curves is thus controlled by the parameter $\sigma_\beta^2$ and is assigned a prior, allowing it to be informed by the data. We let

$$\sigma_\beta \sim C^+(0, s_\sigma),$$

where $C^+(a, b)$ denotes a half-Cauchy distribution with location parameter $a$ and scale parameter $b$. We chose a half-Cauchy prior over the more popular inverse gamma distributions since it has been shown that, with higher probability mass near zero, it is a more appropriate prior for variance and smoothing parameters (Gelman, 2006; Polson and Scott, 2012).
Characterization of Main and Interaction Effects: As may be noted from our model description above, the HOSVD characterizes each \( x_j \)’s overall significance explicitly and their joint influences implicitly but very compactly, efficiently eliminating the redundant variables and achieving significant reduction in dimensions, but avoids explicitly describing their main and lower-dimensional interaction effects which are often very useful to practitioners for their easy interpretation. These effects may, however, be meaningfully *defined* (and easily estimated from the posterior samples) directly as

\[
\text{overall mean: } f_0(t) = \sum_{x} \frac{f_{x_1,\ldots,x_p}(t)}{|\mathcal{X}|}, \quad \text{main effects: } f_{x_j}(t) = \frac{\sum_{x_{-j}} f_{x_1,\ldots,x_p}(t)}{|\mathcal{X}_{-j}|} \quad - f_0(t),
\]

\[
\text{interactions: } f_{x_{j_1},x_{j_2}}(t) = \frac{\sum_{x_{-j_1,-j_2}} f_{x_1,\ldots,x_p}(t)}{|\mathcal{X}_{-j_1,-j_2}|} - f_{x_{j_1}}(t) - f_{x_{j_2}}(t) - f_0(t), \quad \text{etc.,}
\]

where \( x_{-j} = (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_p)^T \in \mathcal{X}_1 \times \cdots \times \mathcal{X}_{j-1} \times \mathcal{X}_{j+1} \times \cdots \times \mathcal{X}_p = \mathcal{X}_{-j}, \) and so on. Section S.4 in the supplementary materials provides additional details and plots, a general recipe for testing these effects, etc.

**Single Predictor Special Cases:** The HOSVD approach is relevant particularly for the extremely challenging multivariate predictor problem \((x_1, \ldots, x_p)\) but not for a single predictor \( x \), in which case the hHMM (Figure 6 right panel) simplifies to an HMM with a single layer \( z_k(x) \), and the second layer clustering of the spline coefficients \( \beta^{*}_{k,z_k(x)} \) (Figure 4) is not needed. As discussed in the Introduction, the focus of the article is primarily on the multivariate case. Our implementation, however, is automated to adjust to both scenarios.

### 2.2 Random Effects Model

We model the random effects components \( u_i(t) \) as

\[
u_i(t) = \sum_{k=1}^{K} \beta_{k,i}^{(u)} b_k(t),
\]

\[
\beta_i^{(u)} \sim \text{MVN}_K\{0, (\sigma_{u,a}^{-2} I_K + \sigma_{u,a}^{-2} \mathbf{P}_u)^{-1}\},
\]

\[
\sigma_{u,a} \sim C^+(0, \sigma), \quad \sigma_{u,a} \sim C^+(0, \sigma),
\]

where \( \beta_i^{(u)} = (\beta_{1,i}^{(u)}, \ldots, \beta_{K,i}^{(u)})^T \) are subject specific spline coefficients, \( \text{MVN}_K(\mu, \Sigma) \) denotes a \( K \) dimensional multivariate normal distribution with mean \( \mu \) and covariance \( \Sigma \). The zero mean of the random effects distribution ensures that the random effects are separately non-parametrically identifiable (Guo 2002, Morris and Carroll 2006). We choose \( \mathbf{P}_u = \mathbf{D}_u^T \mathbf{D}_u \), where the \((K-1) \times K\) matrix \( \mathbf{D}_u \) is such that \( \mathbf{D}_u \beta^{(u)} \) computes the first order differences in \( \beta_i^{(u)} \). The model thus penalizes \( \sum_{k=1}^{K} (\nabla \beta_{k,i}^{(u)})^2 = \beta_i^{(u)T} \mathbf{P}_u \beta_i^{(u)} \), the sum of squares of first order differences in \( \beta_i^{(u)} \) (Eilers and Marx 1996). This induces a first order Markov dynamics for the spline coefficients, evident from the tridiagonal structure of the precision matrix in \( (7) \) that encodes their conditional dependence relationships. The random effects variance parameter \( \sigma_{u,a}^2 \) models the smoothness of the random effects curves, smaller \( \sigma_{u,a}^2 \) inducing
smoother $u_i(t)$’s. Additional variations from the constant zero curve are explained by $\sigma_{u,a}^2$ (Figure 8). The absence of random effects is signified by the limiting case $\sigma_{u,s}^2 = \sigma_{u,a}^2 = 0$.

Figure 8: An illustration of the functional random effects model proposed in Section 2.2. Each panel shows a collection of 10 random draws from the random effects distribution for a combination of values of $(\sigma_{u,s}, \sigma_{u,a})$.

A similar model for functional random effects but with additional assumptions on the covariance matrix has previously been developed in Guo (2002). If we ignore the sharing of information through model hierarchies, the data for estimating an individual level effect come from that individual alone whereas the data for estimating the fixed effects come from many individuals with shared predictor levels. In the literature on mixed models, the random effects are thus often kept much simpler compared to the associated fixed effects models. In similar vein, we have focused here on time-varying random intercept type models. When categorical covariates, say $x_1’, \ldots, x_p’$, are desired to be included in the random effects model, $u_i(t)$ can be modified as $u_{x_1’, \ldots, x_p’, i}(t)$ and the modeling strategies for the fixed effects components described in Section 2.1 can potentially be used.

3 Posterior Inference

Inference for the proposed LFMM is based on samples drawn from the posterior using an MCMC algorithm. In our model, the values of $\ell_{j,k}$’s are crucial in controlling the model size since they act as local covariate importance indicators. Varying values of $\ell_{j,k}$’s, however, result in varying dimensional models, posing daunting computational challenges. Dynamic message passing algorithms, such as the forward-backward sampler, are popular strategies
for inference in HMMs and fHMMs (Rabiner, 1989; Scott, 2002). However, it is not clear how message passing strategies can be adapted to include inferences about the $\ell_{j,k}$’s.

We address these challenges by designing an efficient trans-dimensional transition step which updates the partition structure and the corresponding local curves at every location. First, for every location $k$, an update in the partition structure $\rho_k$ is proposed. Second, conditional on $\rho_k$, samples of the spline coefficients $\beta^*_{k} = \{\beta_{k,h}^*\}_{h=1}^{m_k}$ are drawn from their Gaussian full conditional distributions.

Specifically, the first step involves updating, for every predictor $j$ at each location $k$, the first layer of latent variables $z_{j,k} = (z_{j,k}^{(1)}, \ldots, z_{j,k}^{(x_{j,max})})$, the implied partition sizes $(\ell_{1,k}, \ldots, \ell_{p,k})$, and the corresponding second layer of latent variables $z_k = z_{k}^{(z_{1,k}, \ldots, z_{p,k})}$. Designing an efficient such proposal is made challenging by the discrete and potentially high-dimensional support of the latent variables $z_{j,k}$ and $z_k$. However, the proposal distribution can be defined sequentially as

$$q(\ell'_{j,k}, z'_{j,k}, z_k' | \ell_{j,k}, z_{j,k}, z_k) = q_1(\ell'_{j,k}, z'_{j,k} | \ell_{j,k}, z_{j,k}) q_2(z_k' | \ell'_{j,k}, z'_{j,k}).$$

First, we perturb the current state $z_{j,k}$ to a new configuration $z_{j,k}'$ by sampling uniformly in a Hamming ball of radius $r$ around $z_{j,k}$ (Titsias and Yau, 2014), resulting in an efficient first layer proposal that shares many of the old components as

$$q_1(\ell'_{j,k}, z'_{j,k} | \ell_{j,k}, z_{j,k}) = \text{Unif}\{z_{j,k}' | \mathcal{H}_m(z_{j,k})\} 1\{\ell'_{j,k} = |z'_{j,k}|\}.$$  

Conditioning on the first layer of latent variables, we update the second layer as

$$q_2(z_k' | \ell'_{j,k}, z'_{j,k}) = \text{Mult} (1/\ell_k, \ldots, 1/\ell_k).$$

In terms of the implied marginal partition structure $Z_{j,k}$, when $r = 1$, this corresponds to (A) selecting a covariate level and either (Ba) merging it to one of the other existing partition elements or (Bb) creating a singleton by separating it from its partition element. Since the first layer proposal distribution is symmetric, the resulting acceptance rate of the Metropolis-Hastings (M-H) step is

$$r_{acc} = \frac{p(y_k | \rho_k, \sigma_{\varepsilon}^2, \sigma_{\beta}^2, \zeta) \cdot p(z'_{j,k})p(\ell'_{j,k})p(z_k')}{p(y_k | \rho_k, \sigma_{\varepsilon}^2, \sigma_{\beta}^2, \zeta) \cdot p(z_{j,k})p(\ell_{j,k})p(z_k) \cdot q_2(z_k' | \ell'_{j,k}, z'_{j,k})},$$

where $\zeta$ denotes a generic variable that collects all other variables not explicitly mentioned here, including the data points, and $y_k = \{y_{i,k,\ell}\}_{i,\ell}$. Importantly, the spline coefficient parameters $\beta^*_{k}$ at each location $k$ can be analytically integrated out of the posterior of the corresponding partition structure. This allows for an efficient scheme for sampling the random partition structures based on their marginal likelihood

$$p(y_k | \rho_k, \sigma_{\varepsilon}^2, \sigma_{\beta}^2, \zeta) = \prod_{h=1}^{m_k} \int p(y_k | \beta^*_{k,h}, S_{k,h}, \sigma_{\varepsilon}^2) p(\beta^*_{k,h} | \sigma_{\beta}^2, \zeta) d\beta^*_{k,h}.$$
\[
p(\beta_{k,h}^* \mid \sigma_\beta^2, \zeta) \propto \prod_{k' \in Z_{k,h}^-} \text{Normal} \left( \beta_{k,h}^* \mid \beta_{k-1,h'}^*, \sigma_\beta^2 \right) \prod_{k' \in Z_{k,h}^+} \text{Normal} \left( \beta_{k+1,h''}^* \mid \beta_{k,h}^*, \sigma_\beta^2 \right)
\]

\[
= \text{Normal}(\mu_{k,h}, \sigma_{k,h}^2),
\]

where \(Z_{k,h}^- = \{z_{k-1} : z_{k-1} = (z_{1,k-1}^{(x_1)}, \ldots, z_{p,k-1}^{(x_1)}), (x_1, \ldots, x_p) \in S_{k,h}\}\) and \(Z_{k,h}^+ = \{z_{k+1} : z_{k+1} = (z_{1,k+1}^{(x_p)}, \ldots, z_{p,k+1}^{(x_p)}); (x_1, \ldots, x_p) \in S_{k,h}\}\) are the indexes of the coefficients expressed at the previous and following locations, respectively, \(n_{k,h} = |Z_{k,h}^-|\) and \(n_{k,h} = |Z_{k,h}^+|\) are the corresponding cardinalities, \(\sigma_{k,h}^2 = \sigma_\beta^2(n_{k,h}^{-1} + n_{k,h}^+)^{-1}\) and \(\mu_{k,h} = \frac{\sum_{k'} \beta_{k',h'}^* + \sum_{h''} \beta_{k+1,h''}^*}{n_{k,h}^- + n_{k,h}^+}\) are the resulting smoothing prior variance and mean parameters. First order Markov priors we designed in [3], as opposed to second order differences considered in Eilers and Marx (1996) and elsewhere, make these calculations much more tractable here. Using this, we get

\[
p(y_k \mid \rho_k, \sigma_\varepsilon^2, \sigma_\beta^2, \zeta)
\]

\[
= \prod_{h=1}^{m_h} \int \prod_{(i,l) \text{ s.t. } \mathbf{x}_{i,l,t} \in S_{k,h}} \left(2\pi \sigma_\varepsilon^2 \right)^{-\frac{1}{2}} e^{-\frac{1}{2\sigma_\varepsilon^2} (r_{i,l,k} - \beta_{k,h}^*)^2} \left(2\pi \sigma_\beta^2 \right)^{-\frac{1}{2}} e^{-\frac{1}{2\sigma_\beta^2} (\beta_{k,h}^* - \mu_{k,h})^2} \, d\beta_{k,h}^*
\]

\[
= \prod_{h=1}^{m_h} \left(2\pi \sigma_\varepsilon^2 \right)^{-\frac{n_{k,h}}{2}} \left(2\pi \sigma_\beta^2 \right)^{-\frac{1}{2}} e^{-\frac{1}{\sigma_\beta^2} \left(\frac{\sum_{i,l,t} r_{i,l,t}^{(m)}}{n_{k,h}} + \frac{n_{k,h}^2}{\sigma_\beta^2} \frac{n_{k,h}^+}{\sigma_{k,h}^2} \right)},
\]

where \(r^{(m)} = \{y_{i,l,t} - u_i(t)\}_{i,l,t}\) are the main effects residuals, \(n_{k,h} = |\{(i,l) \text{ s.t. } \mathbf{x}_{i,l,t} \in S_{k,h}\}|\) is the number of observations allocated to the spline coefficient \(\beta_{k,h}^*, \sigma_{k,h}^2 = (\sigma_\varepsilon^2 n_{k,h} + \sigma_{k,h}^2)^{-1}\) and \(\mu_{k,h} = \sigma_{k,h}^2 \left(\sigma_\varepsilon^{-2} \sum_{i,l} r_{i,l,k}^{(m)} + \sigma_{k,h}^2 \mu_{k,h}\right)\).

Conditional on the partition structure \(\rho_k\), the group specific curves are sampled from their Gaussian full conditional distribution

\[
p(\beta_{k,h}^* \mid y_k, S_{k,h}, \sigma_\varepsilon^2, \sigma_\beta^2, \zeta) \propto p(y_k \mid \beta_{k,h}^*, S_{k,h}, \sigma_\varepsilon^2)p(\beta_{k,h}^* \mid \sigma_\beta^2, \zeta) = \text{Normal} \left( \mu_{k,h}^*, \sigma_{k,h}^2 \right).
\]

To simplify posterior sampling for the scale parameter \(\sigma_\beta\), we used a hierarchical scale mixture representation of the half-Cauchy distribution [Makalic and Schmidt, 2016]. Introducing an auxiliary variable \(\nu_\beta\), the \(C^+(0, s_\nu)\) prior can be represented as

\[
\sigma_\beta^2 \sim \text{Inv-Ga}(1/2, 1/\nu_\beta), \quad \nu_\beta \sim \text{Inv-Ga}(1/2, 1/s_\nu^2).
\]

Posterior full conditionals for \(\sigma_\beta^2\) and \(\nu_\beta\) then belong to the inverse-Gamma family and can be easily sampled from. The same trick, however, does not yield tractable full conditionals for \(\sigma_{u,s}^2\) and \(\sigma_{u,a}^2\). M-H steps are used for these parameters.

The full MCMC sampler comprises the steps reported in Algorithm 1 in Section S.7.1 in the supplementary materials. Our software implementation in R and C++, available as part
of the online supplementary materials, is highly automated, requiring only the available data points and the values of a few prior hyper-parameters as inputs. These hyper-parameters appear deep inside the model hierarchy and inference is highly robust to their choices. Additional details on the default choices of the hyper-parameters, the runtime of the algorithm, etc. are provided in Sections S.6 and S.7.2 in the supplementary materials.

4 Posterior Consistency

This section presents some convergence results for our proposed longitudinal functional mixed model. We focus on the case where \( n \to \infty \) but \( L \), the number of replicates per individual, and \( T \), the number of data recording time points, are kept fixed, which constitutes an appropriate asymptotic regime for the applications discussed later. Under this framework, we focus mainly on the recovery of the fixed effects components. When \( L \to \infty \), similar results can also be established for the individual specific effects. We restrict ourselves to consistency at the knot points which coincide with the set of unique data observing time points in the setting of this article. The functional domain remaining fixed to a finite interval, say \([A, B] \), when the number of data recording time points inside the domain \( T \to \infty \) and some additional mild smoothness assumptions are made on the true underlying functions, the results can also be extended to the entire domain.

Our proofs rely on some results and ideas from Ghosal et al. (1999) and Suarez and Ghosal (2016) and are presented in Section S.5 in the supplementary materials. We first show consistency for the functional fixed effects. Using this result, we then show that our proposed model can also recover the underlying true local partitions of the covariate space and hence perform consistent variable selection.

We let \( \Pi(\cdot) \) denote the prior distribution induced by our model on the space of fixed effects functions \( f_x(t) \) and \( \Pi(\cdot | \text{data}) \) denote the corresponding posterior. We let \( g(x) \) denote the probability distribution of \( x \). We consider the \( g \)-weighted local \( L_2 \)-norm of the function \( f_x(t) \), defined as \( ||f||^2_{g,\text{loc}} = \sum_{x \in X} g(x) \sum_{k=1}^{K} f_x^2(k) \). For the linear B-spline mixtures used in this article, \( f_x(k) = \beta_{k,x} \).

Integrating out the random effects distribution (7) from model (1), we obtain

\[
\{ y_{i,t} | x_{j,t} = x_j, j = 1, \ldots, p \} \sim \text{Normal}\{f_x(t), \sigma^2 + \sigma_u^2(t)\},
\]  
(10)

where \( \sigma^2_u(t) = \{(\sigma_{u,a}^{-2}I_K + \sigma_{u,s}^{-2}P_u)^{-1}\}_{t,t} \). In our proof, we deviate slightly from our stated model in assuming exponentially decaying tails for the priors on the variance parameters \( \sigma_{u,a}^2 \) and \( \sigma_{u,s}^2 \) instead of the more non-informative half-Cauchy priors we used in our implementation.

**Theorem 1** (function estimation). For any \( \epsilon > 0 \), \( \Pi(||f - f_0||_{2,g,\text{loc}} < \epsilon | \text{data}) \to 1 \).

Without any loss of generality, we assume that \( g(x) > 0 \) for all \( x \in \mathcal{X} \). If not, we can simply restrict ourselves to the set on which \( g(x) > 0 \). We then have \( n_x \to \infty \) as \( n \to \infty \) for
all \( x \in \mathcal{X} \). The asymptotic regime can then be understood as averaging over \( n_x \) replications for each \( x \), thus replacing \( \sigma^2_{x} + \sigma^2_{u}(t) \) by \( \sigma^2_{n,x} = n_x^{-1}\{\sigma^2_{x} + \sigma^2_{u}(t)\} \). Theorem 1 then implies that, for any \( x \in \mathcal{X} \) and \( \epsilon > 0 \), \( \Pi(||f_{x} - f_{x,0}||_{2,loc} < \epsilon \mid \text{data}) \rightarrow 1 \), where \( f_{x} = (f_{1,x}, \ldots, f_{K,x})^T \) with \( f_{k,x} = f_{x}(k) \) and \( ||f_{x}||^2_{2,loc} = \sum_{k=1}^{K} f_{k}^2(k) \).

For a given location \( k \), let \( \rho_{k} = \{S_{k,1}, \ldots, S_{k,m_k}\} \) be a random partition of \( \mathcal{X} \), the space of vectors of length \( p \) whose individual entries have values in \( \mathcal{X}_{j} \), respectively. The partition \( \rho_{k} \) is defined in the following way:

\[
\beta^{*,*}_{k,x} = \beta^{*,*}_{k,x'} \iff x, x' \in S_{k,h} \text{ for some } h \in \{1, \ldots, m_k\}.
\]

Our hierarchical prior for the random partitions assigns a positive probability to each possible configuration. Let \( \rho_{k,0} \) be the partition generated by the true values of the parameters at location \( k \). Then the following theorem holds.

**Theorem 2** (variable selection). \( \Pi(\rho_{k} = \rho_{k,0} \mid \text{data}) \rightarrow 1 \).

The construction of our model in Section 2.1 is such that the influences of the predictors are encoded precisely by the model induced partition structures - the predictor \( x_i \) is important at location \( k \) if its levels belong to at least two different sets in the partition \( \rho_{k} \). Consistency in recovering the local partitions thus immediately implies consistency in local variable selection.

### 5 Simulation Studies

In synthetic experiments, the proposed longitudinal framework achieved excellent empirical performance in recovering the true fixed and random effect curves and associated local cluster configurations from noisy subject level data. Figure 10 illustrates the scenario used in the simulation studies. We considered \( T = 20 \) time points \( \{1, \ldots, T\} \). We generated \( p = 10 \) predictors, \( x_1, x_2 \in \{1, 2\} \) and \( x_3, \ldots, x_{10} \in \{1, 2, 3\} \). The total number of possible level combinations of \( (x_1, \ldots, x_{10}) \) across all time points to consider in a fully flexible but completely unstructured model would thus be \( T\Pi_{j=1}^{10} x_{j,\max} = 20 \times 2^2 \times 3^8 = 20 \times 26,244 = 524,880 \).

The true data generating mechanism is such that \( x_1 \) and \( x_3 \) are locally important whereas all other covariates are redundant at all time points. The fixed effects curves corresponding to the levels \( \{1, 2\} \) and \( \{3\} \) of \( x_3 \) are initially equal, then diverge at \( t = 5 \) and finally merge back at \( t = 17 \), conditional on \( x_1 = 1 \). The fixed effects curves corresponding to the levels \( \{1\} \) and \( \{2\} \) of \( x_1 \) are initially equal and then diverge at \( t = 8 \). The true unique spline coefficients are

\[
\beta^{*,*}_{1} = (5, 5, 5, 5, 6, 7.25, 8.5, 9, 9.25, 9.5, 9.5, 9.25, 9, 8.5, 7.25, 6, 5, 5, 5, 5)^T,
\]

\[
\beta^{*,*}_{2} = (5, 5, 5, 5, 4, 2.75, 1.5, 1, 0.75, 0.5, 0.5, 0.75, 1, 1.5, 2.75, 4, 5, 5, 5, 5)^T \text{ and}
\]

\[
\beta^{*,*}_{3} = (5, 5, 5, 6, 7.25, 8.5, 10.5, 12, 13.25, 13.75, 13.75, 13.5, 13, 12.5, 12, 11.25, 10.5, 9.5, 8.5)^T.
\]

We generated \( n = 50 \) individual specific curves with \( L_{i,t} = 5 \) repeated measurements at
each time point. The residual variance was set at $\sigma_\epsilon^2 = 1$, whereas the variance and the smoothness of the random effects were $\sigma_{u,s}^2 = 0.1$ and $\sigma_{u,a}^2 = 2$, respectively.

As shown in Figure 9, our method correctly recovers $x_1$ and $x_3$ as the only significant predictors. In fact, the estimated number of groups $\ell_{j,k}$ associated with the other predictors consistently equals to one. The posterior probabilities also correctly estimate two groups for $x_1$ starting from $t = 8$ and two groups for $x_3$ starting from $t = 5$. Estimates of the fixed effects curves and a few individual level curves obtained by our method are shown in Figure 10. Our model estimates the fixed (left panel) as well as the individual specific (right panel) effects very precisely by borrowing information whenever predictors are redundant or covariate levels are in the same cluster.

Figure 9: Results for synthetic data: The estimated posterior probabilities for the number of clusters of the predictors’ levels over time for $x_1$, $x_2$ and $x_3$. The predictors $x_1$ and $x_3$ were locally important. The remaining predictors, namely $(x_2, x_4, \ldots, x_{10})$, including $x_2$ shown here, were never included in the model - their levels always formed a single cluster.

We compare the out-of-sample predictive performance of our proposed LFMM with state-of-the-art parametric and nonparametric regression alternatives. We focus particularly on BART models by fitting both the original BART (Chipman et al. 2010) and the smooth BART (Linero and Yang 2018) to the synthetic data sets. In addition, we apply a LASSO regression model, implemented using the function `glmnet` in R, independently at each time point. Figure 11 compares the out-of-sample predictive performance (left panel), the coverage of the 95% prediction intervals (middle panel), and the lengths of these intervals (right panel), for the different methods for 500 simulated data sets with 75%-25% training-test splits. All methods produced prediction intervals with coverages probabilities close to the nominal rate. The coverage of Bayesian credible intervals is expected to exactly match with the corresponding nominal values in (frequentist) repeat simulations only in an asymptotic sense via Bernstein-von Mises theorems (Van der Vaart 2000; Ghosh and Ramamoorthi 2003). Slight departures for complex models in high-dimensional finite sample settings is thus not
Figure 10: Results for synthetic data: Scenario with ten covariates \((x_1, \ldots, x_{10})\) where only \((x_1, x_3)\) are locally important, as described in Section 5. Left panel: Estimated posterior means (colored lines) and 95% point wise credible intervals for the fixed effects, superimposed on slightly jittered response values \(y_{i,\ell,t}\) for all combination of the levels of the significant predictors \((x_1, x_3)\). The true fixed effects are superimposed (black lines). Right panel: Estimated posterior means (colored lines) and 95% point wise credible intervals for three individual specific curves, superimposed on the associated observed individual response values \(y_{i,\ell,t}\). The figure here corresponds to the synthetic data set that produced the median root mean squared error.

Figure 11: Results for synthetic data: The left panel shows the out-of-sample root mean squared error. The middle panel shows the coverage of 95\% prediction intervals. The right panel shows the widths of the prediction intervals. All measures reported are obtained over 500 75%-25\% training-test splits. The red points represent the averages across simulations, whereas the red intervals represent the interquartile ranges across simulations.

completely unexpected. Remarkably, despite being very parsimonious, our proposed LFMM not only had substantially smaller out-of-sample RMSEs, it actually performed uniformly better than all other approaches in all simulated data sets. Furthermore, our method actually
also achieved this with uniformly smaller interval widths.

We present the results of some additional simulation experiments in Section S.8 of the supplementary materials to assess the performance of our proposed model in the special but unrealistic case when no individual specific information is available as it provides a fairer comparison with our competitors that do not accommodate random effects. Our findings are, however, very similar to the scenario presented here.

6 Applications

In this section, we discuss the results of our method applied to two data sets. Three more examples, including one with time-varying predictors, are presented in Section S.9 of the supplementary materials.

6.1 Progesterone Data

We describe here an application of our proposed approach to modeling progesterone data (Brumback and Rice, 1998; Nguyen and Gelfand, 2011) that record the logarithm of the progesterone levels of women during the course of their menstrual cycles, measured by urinary hormone assay. Measurements of 51 female subjects occur during a monthly cycle ranging from -8 to 15 (8 days pre-ovulation to 15 days post-ovulation). There are a total of 91 cycles: the first 70 cycles belong to the non-conceptive group, the remaining 21 cycles belong to the concepitive group. The type of cycle is the single categorical predictor used in the analysis.

Figure 12 (left) shows the estimated posterior means and associated 95% point wise credible intervals for the group specific curves. The population level curves for concepitive and non-conceptive cycles are clustered together in the early part of the cycle but become different in the late post ovulation period. In particular, the late concepitive cycles are associated with higher levels of progesterone. Global clustering methods would not allow clustering of the groups in the pre-ovulation period and would simply separate the two groups across all time points. Figure 12 (right) shows the estimated posterior means and associated 95% point wise credible intervals for the individual specific curves. These estimates show how our model can flexibly recover the individual level variations.

6.2 Health and Retirement Study Data

We analyze publicly available data from a longitudinal survey of US adults, the Health and Retirement Study (HRS). The HRS was established to assess the health implications of aging at both individual and population levels and has been fielded biennially years since 1992. Three categories of data - public, sensitive and restricted - can be accessed on the HRS website or, alternatively, via the RAND HRS longitudinal file. The HRS is sponsored
Figure 12: Results for the progesterone data: The left panel shows the estimated posterior means and 95% point wise credible intervals for the fixed effects curves, superimposed on slightly jittered response values $y_{i,\ell,t}$ for different levels of $x$. Here $x$ is found to be only locally important: Its two levels have no effect on $y$ for $t \in [-8, 10]$ but influence $y$ significantly differently for $t \in (10, 15]$. The right panel shows three examples of individual specific curves, their estimated posterior means (solid lines) and 95% point wise credible intervals, superimposed on the associated observed individual response values (dashed lines) $y_{i,\ell,t}$.

by the National Institute on Aging and the University of Michigan and has previously been analyzed in Sonnega et al. (2014) and most recently in Deshpande et al. (2020).

The goal of the study is to understand how life course processes influence the trajectories of cognitive health. Therefore, we focus on predicting each subject’s later-life cognitive function over time using life course socio-economic position (SEP) indicators. The $p = 13$ covariates include measures of SEP in childhood (SEP index), early adulthood (educational attainment), and later-life (household wealth) as well as measures of later-life mental and physical health (binary indicators of physical activity, diabetes, heart problems, high blood pressure, loneliness and stroke as well as BMI and depression index) and socio-demographic factors (race, gender). The size of the unstructured model $T \prod_{j=1}^{p} x_{j,\text{max}} = 32 \times 580, 608 = 18, 579, 456$ makes it impossible to estimate the parameters without adopting a dimensionality reduction approach. The outcome is cognitive function as measured by a series of listening and memory tests that the HRS used to construct a score ranging from 0 to 35. We restricted our analysis to subjects aged between 65 and 96 years with at least two cognitive scores recorded between 2000 and 2016. This resulted in a sample of $n = 4, 167$ subjects who were administered a total of $N = 27, 820$ surveys, each individual being recorded either at even or at odd numbered ages but missing the intermediate values.

Figure 13 shows the posterior probabilities for the number of groups $\ell_{j,k}$ associated to
Figure 13: Results for the HRS: The estimated posterior probabilities for the number of clusters of the predictors’ levels over time for $x_1 = education$, $x_2 = gender$, and $x_3 = race$. The predictors $x_1$ and $x_3$ were locally important. The remaining predictors, including $x_2$ shown here, were never included in the model since the number of clusters of their levels was always 1.

Figure 14: Results for the HRS: The left panel shows the estimated posterior means and 95% point wise credible intervals for the fixed effects curves corresponding to different education levels, superimposed on slightly jittered response values $y_{i,t,t}$. The right panel shows the estimated posterior means and 95% point wise credible intervals for the fixed effects curves corresponding to different races, superimposed on slightly jittered response values $y_{i,t,t}$.

three of the predictors (education, gender, race). The other predictors’ levels were grouped together at each location $k$ and therefore they did not affect the outcome. Figure 14 shows
the effect of education and race, i.e., the two predictors that were selected by the model. These results highlight the importance of educational attainment due to its association with cognition. It appears that higher levels educational attainment are associated with higher cognitive function across adulthood. This confirms that socioeconomic position in early adulthood as measured by education can have later life effects on cognition. Conversely, it appears that the other SEP measures have no predictive effect on later-life cognition. In middle aged individuals, three groups of educational attainment seem to differently affect the outcome: 1-8, 9-12, 13+. In old aged individuals, instead, only two groups of educational attainment are significant: 1-8, and 9+. As far as race is concerned, it appears that after controlling for the other covariates in this study, white and non-white individuals have significant differences in cognitive scores during later-life. This finding also confirms the results in Deshpande et al. (2020), who estimated that white people’s intercept parameter is larger than the one for other races, and is consistent with previous literature (Wilson et al., 2015; Díaz-Venegas et al., 2016). This result indicates that other factors that are unaccounted for (i.e., quality of education or literacy) are affecting the estimated cognitive scores for each race/ethnic group. Crucially, our model is able not only to flexibly estimate the cognitive score functions, but also to pool information across different covariate subgroups. Borrowing information across curves becomes especially important to estimate the cognitive score of older aged individuals due to the decrease in sample size.

7 Discussion

In this article, we developed a flexible Bayesian semiparametric approach to longitudinal functional mixed models in the presence of categorical covariates. Building on novel fHMM infused mixtures of locally supported B-splines, our proposed method allows the fixed effects components to vary flexibly with the associated covariates, allowing potentially different sets of important covariates to be included in the model at different time points. The mechanism not only allows different sets of covariates to be included in the model at different time points but also allows the selected predictors’ influences to vary flexibly over time. Flexible time-varying additive random effects, modeled also by Markovian mixtures of B-splines, are used to capture subject specific heterogeneity. We established theoretical results on posterior consistency of the proposed method for both function estimation and variable selection. In simulation experiments, the method significantly outperformed the competitors. We illustrated the method’s practical utility in real data applications.

The methodology presented here is highly generic and broadly adaptable to diverse other problems. While the focus of this article has been on dynamically varying longitudinal data models, the methodology could also be useful in static multiway mixed ANOVA designs. Methodological extensions we are pursuing as topics of separate research include dynamic partition models for observational units; models for spatial and spatiotemporal settings; models for multivariate responses; principled approaches to accommodate categorical and
ordinal responses and continuous, ordinal and mixed type covariates; etc.

Supplementary Materials

The supplementary materials present brief reviews of B-splines, fHMMs, and tensor factorization methods for easy reference. The supplementary materials also include additional discussions on the characterization of overall, main and interaction effects and associated tests; proofs of the theoretical results; choice of the prior hyper-parameters; additional details of the MCMC algorithm used to sample from the posterior; MCMC diagnostics; results of some additional simulation experiments; additional real data applications; etc. R programs implementing the methods developed in this article and an accompanying ‘readme’ file are also included as separate files in the supplementary materials.
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S.1 Linear B-splines

In the main article, we employed linear B-spline bases in the construction of functional factorial HMMs. The construction of linear B-spline bases is detailed below (de Boor, 1978). Consider knot points \( t_1 = t_2 = A < t_3 < \cdots < B = t_{K+2} = t_{K+3} \) that divide \([A, B]\) into \( K \) equal subintervals, where \( t_{2:K+2} \) are equidistant with \( \delta = (t_3 - t_2) \). For \( j = 2, 3, \ldots, K \), linear B-splines \( b_{1,j} \) are then defined as

\[
b_{1,j}(t) = \begin{cases} 
  (t - t_j) / \delta & \text{if } t_j \leq t < t_{j+1}, \\
  (t_{j+2} - t) / \delta & \text{if } t_j + 1 \leq t < t_{j+2}, \\
  0 & \text{otherwise.}
\end{cases}
\]

The components at the ends are likewise defined as

\[
b_{1,1}(t) = \begin{cases} 
  (t_3 - t) / \delta & \text{if } t_2 \leq t < t_3, \\
  0 & \text{otherwise.}
\end{cases}
\]

\[
b_{1,K+1}(t) = \begin{cases} 
  (t - t_{K+2}) / \delta & \text{if } t_{K+1} \leq t < t_{K+2}, \\
  0 & \text{otherwise.}
\end{cases}
\]

Figure 2 shows the B-spline bases used in the article.

S.2 Factorial HMM (fHMM)

The basic HMM (Frühwirth-Schnatter, 2006; McDonald and Zucchini, 1997, etc.) consists of two processes: an observed process \( \{y_t\} \) recorded sequentially over a set of discrete time points \( t = 1, 2, \ldots, T \) and an associated hidden process \( \{z_t\} \) which evolves according to a first order Markov chain with discrete state space. Specifically, an HMM makes the following set of conditional independence assumptions to model the hidden and the observed processes

\[
p(z_t \mid z_1: (t-1)) = p(z_t \mid z_{t-1}),
\]

\[
p(y_t \mid y_1: (t-1), z_1:t) = p(y_t \mid z_t) = p(y_t \mid z_t^{(1)}, \ldots, z_t^{(m)}).
\]

The distributions \( p(z_t \mid z_{t-1}) \) and \( p(y_t \mid z_t) \) are often referred to as the transition distribution and the emission distribution, respectively.

In factorial HMMs (Ghahramani and Jordan, 1997), the latent states are represented by a collection of variables \( \{z_t\} = \{(z_t^{(1)}, \ldots, z_t^{(m)})\} \) where each component \( \{z_t^{(l)}\} \) now evolves according to a first order Markov chain with discrete state spaces, and the observed process \( \{y_t\} \) is observed sequentially as before over a set of discrete time points \( t = 1, 2, \ldots, T \). An fHMM thus makes the following set of conditional independence assumptions to model the hidden and the observed processes

\[
p(z_t \mid z_1: (t-1)) = \prod_{l=1}^m p(z_t^{(l)} \mid z_{t-1}^{(l)}),
\]

\[
p(y_t \mid y_1: (t-1), z_1:t) = p(y_t \mid z_t) = p(y_t \mid z_t^{(1)}, \ldots, z_t^{(m)}).
\]
In our work, we adapted the basic fHMM to characterize local influences of categorical predictors in longitudinal functional models. For each categorical predictor \(x_j \in \{1, \ldots, x_{j,\text{max}}\}\), we introduced an fHMM \(\{z_{j,t} = (z_{j,t}^{(1)}, \ldots, z_{j,t}^{(x_{j,\text{max}})})\}\) with \(x_{j,\text{max}}\) layers, one for each level of \(x_j\). Conditional on \((z_{1,t}^{(x_1)}, \ldots, z_{p,t}^{(x_p)}) = (z_{1,t}, \ldots, z_{p,t})\), we then associated the coefficients \(\beta_{t,x_1,\ldots,x_p}\) of a predictor dependent B-spline mixture model with atoms \(\beta_{t,z_{1,t},\ldots,z_{p,t}}^*\).

\[
p(z_t \mid z_{1:(t-1)}) = \prod_{j=1}^{p} p(z_{j,t} \mid z_{j,t-1}) = \prod_{j=1}^{p} \prod_{\ell=1}^{m} p(z_{j,t}^{(\ell)} \mid z_{j,t-1}^{(\ell)}),
\]
\[
\{\beta_{t,x_1,\ldots,x_p} \mid z_{j,t}^{(x_j)} = z_{j,t}, j = 1, \ldots, p\} = \beta_{t,z_{1,t},\ldots,z_{p,t}}^*.
\]

### S.3 Tensor Factorization Methods

In this section, we provide a brief review of the different main types of tensor factorizations ([Hitchcock, 1927](#) [Tucker, 1966](#) [De Lathauwer et al., 2000](#) [Kolda and Bader, 2009](#)).

A \(d_1 \times \cdots \times d_p\) dimensional tensor \(\mathbf{\beta} = \{\beta_{h_1,\ldots,h_p} : h_j = 1, \ldots, d_j, j = 1, \ldots, p\}\) admits a parallel factor (PARAFAC) decomposition with rank \(r\) (Figure [S.2](#)) if it can be written as

\[
\beta_{h_1,\ldots,h_p} = \sum_{z=1}^{r} \prod_{j=1}^{p} a_{j,z}^{(h_j)} \quad \text{for each} \ (h_1, \ldots, h_p),
\]

where \(a_{j,z} = \{a_{j,z}^{(h_j)} : h_j = 1, \ldots, d_j\}\), \(z = 1, \ldots, r\), \(j = 1, \ldots, p\) are \(d_j \times 1\) dimensional vectors.

---

**Figure S.1:** Left panel: DAG of an HMM. Right panel: DAG of an fHMM with \(p\) layers.

**Figure S.2:** Pictorial representation of PARAFAC of a three dimensional tensor.
A $d_1 \times \cdots \times d_p$ dimensional tensor $\beta = \{\beta_{h_1,\ldots,h_p} : h_j = 1, \ldots, d_j, j = 1, \ldots, p\}$ admits a Tucker decomposition with multi-linear rank $(r_1, \ldots, r_p)$ (Figure S.3) if it admits a representation

$$\beta_{h_1,\ldots,h_p} = \sum_{z_1=1}^{r_1} \cdots \sum_{z_p=1}^{r_p} \beta_{z_1,\ldots,z_p}^\star \prod_{j=1}^{p} a_{j,z_j}^{(h_j)}$$

for each $(h_1, \ldots, h_p)$, \quad (S.2)

where $\beta^\star = \{\beta_{z_1,\ldots,z_p}^\star : z_j = 1, \ldots, r_j, j = 1, \ldots, p\}$ is an $r_1 \times \cdots \times r_p$ dimensional ‘core tensor’ with $1 \leq r_j \leq d_j$ for each $j$, and $A_j = \{a_{j,z_j}^{(h_j)} : h_j = 1, \ldots, d_j, z_j = 1, \ldots, r_j\}, j = 1, \ldots, p$ are $d_j \times r_j$ dimensional ‘mode matrices’ or ‘factor matrices’ with full column rank $r_j$. The effective size of the model after the factorization is $\prod_{j=1}^{p} r_j + \sum_{j=1}^{p} r_j d_j \approx \prod_{j=1}^{p} r_j$. A significant reduction in dimensions is therefore achieved by the decomposition when $\prod_{j=1}^{p} r_j \ll \prod_{j=1}^{p} d_j$, that is, the size of the core tensor is much smaller than the size of the original tensor.

![Figure S.3: Pictorial representation of HOSVD of a three dimensional tensor.](image)

The PARAFAC representation is obtained as a special case of the Tucker decomposition with $r_1 = \cdots = r_p = r$ and $\beta_{h_1,\ldots,h_p} = 1\{h_1 = \cdots = h_p\}$. Compared to the PARAFAC, the Tucker decomposition thus typically achieves a much greater reduction in the dimension of a tensor.

The compact higher order singular value decomposition (compact HOSVD) of a tensor is a special case of the Tucker decomposition, where the mode matrices $A_j$’s are restricted to be semi-orthogonal, that is, they satisfy $A_j^T A_j = I_{r_j}$ for all $j$.

While none of these representations are fully identifiable, the compact HOSVD results in an equally flexible but much more interpretable form of the Tucker decomposition.

In formulating our model for the fixed effects in Section 2.1 of the main paper, we structured the parameters for different predictor combinations as a $x_{1,\text{max}} \times \cdots \times x_{p,\text{max}}$ dimensional tensor $\beta_k = \{\beta_{k,x_1,\ldots,x_p} : (x_1, \ldots, x_p) \in \mathcal{X}\}$ for different predictor combinations at each location $k$ and then applied a compact HOSVD-type factorization (Figure 3 in the main paper) as

$$\{\beta_{k,x_1,\ldots,x_p} | z_{j,k}^{(x_j)} : j = 1, \ldots, p\} = \sum_{z_{1,k}} \cdots \sum_{z_{p,k}} \beta_{k,z_{1,k},\ldots,z_{p,k}}^\star \prod_{j=1}^{p} 1\{z_{j,k}^{(x_j)} = z_{j,k}\},$$

where $\beta^\star_k = \{\beta_{k,z_{1,k},\ldots,z_{p,k}}^\star : (z_{1,k}, \ldots, z_{p,k}) \in Z_k\}$ is an $\ell_{1,k} \times \cdots \times \ell_{p,k}$ dimensional core tensor and $z_{j,k} = 1\{z_{j,k}^{(x_j)} = z_{j,k}\} : x_j \in \mathcal{X}_j, z_{j,k} \in Z_{j,k}$ are $x_{j,\text{max}} \times \ell_{j,k}$ dimensional allocation matrices with binary entries. This is a compact HOSVD-type factorization since $z_{j,k}^T z_{j,k}$ are diagonal matrices for all $j = 1, \ldots, p, k = 1, \ldots, K$.

**SUPPLEMENTARY MATERIALS S.4**
S.4 Main and Interaction Effects

As discussed in Section 2 in the main paper, our proposed HOSVD based model for multiple predictor fixed effects achieves excellent dimension reduction properties by efficiently eliminating the redundant predictors while also characterizing the important predictors’ joint influences implicitly but very compactly. It encodes each \( x_j \)'s overall significance explicitly but does provide explicit description of the predictors' main and lower-dimensional interaction effects (Johndrow et al., 2017) which are often easy to interpret and hence appealing and useful to practitioners. This limitation can be sidestepped, however, by noting that these effects can be meaningfully defined (and easily estimated from the posterior samples) directly. With some repetition from the main paper for easy reference, we have

overall mean: \( f_0(t) = \frac{\sum_{x} f_{x_1, \ldots, x_p}(t)}{|X|} \),

main effects: \( f_{x_j}(t) = \frac{\sum_{x_{-j}} f_{x_1, \ldots, x_p}(t)}{|X_{-j}|} - f_0(t) \),

interactions: \( f_{x_{j_1}x_{j_2}}(t) = \frac{\sum_{x_{-j_1}x_{-j_2}} f_{x_1, \ldots, x_p}(t)}{|X_{-j_1,-j_2}|} - f_{x_{j_1}}(t) - f_{x_{j_2}}(t) - f_0(t) \), etc., where

\( x_{-j} = (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_p)^T \in X_{-j} \),

\( x_{-j_1,-j_2} = (x_1, \ldots, x_{j_1-1}, x_{j_1+1}, \ldots, x_{j_2-1}, x_{j_2+1}, \ldots, x_p)^T \in X_{-j_1,-j_2} \), and so on.

Figure S.4: Results for synthetic data: Scenario with covariates \((x_1, \ldots, x_{10})\) with significant predictors \((x_1, x_3)\) described in Section 5. Showing their true effects (black lines) and their estimated posterior means (colored lines). Clockwise from top left: overall mean; main effects of \(x_1\); main effects of \(x_3\); and interaction effects of \((x_1, x_3)\). The figure here corresponds to the synthetic data set that produced the median root mean squared error.
For the simulation scenario described in Section 5, for instance, the true main and interaction effects for various levels and level combinations of $x_1$ and $x_3$, and the corresponding estimated posterior means and 95% point wise credible intervals are shown in Figure S.4. See also Figure S.14 in Section S.9.3 in the supplementary materials.

Our proposed HOSVD based methodology provides a straightforward way to test for the presence of local overall effects of different predictors $x_j$ using their marginal posterior inclusion probabilities (Figure 10 in the main paper), with consistency proven in Theorem 2.

When a predictor is found important overall, interest may additionally lie in testing the significance of its main and lower order interaction effects. We do not pursue the problem in more detail in this article but provide a general recipe for doing this by testing their pairwise differences here. For the main effects of predictor $x_j \in \mathcal{X}_j = \{1, \ldots, x_{j,\text{max}}\}$, for example, we may consider, at each time point $t$, ($x_{j,\text{max}}$) pairwise tests of the type

$$H_{0,j,\ell_1,\ell_2}(t) : \left| f_{x_{j,\ell_1}}(t) - f_{x_{j,\ell_2}}(t) \right| \leq \Delta_j(t) \quad \text{vs.} \quad H_{1,j,\ell_1,\ell_2}(t) : \left| f_{x_{j,\ell_1}}(t) - f_{x_{j,\ell_2}}(t) \right| > \Delta_j(t),$$

where we have followed (Berger, 1985, Chapter 4, pp. 148) in replacing conventional point nulls by reasonable interval nulls. If $H_{0,j,\ell_1,\ell_2}(t)$ is rejected in favor of $H_{1,j,\ell_1,\ell_2}(t)$ for some $\ell_1 \neq \ell_2$, we can conclude that the main effects of $x_j$ are significant at time $t$. The interaction effects can be similarly tested.
S.5 Proofs of Theoretical Results

S.5.1 Proof of Theorem 1

For notational convenience, we let $f_{k,x,0} = f_{x,0}(k)$ be denoted, without loss of generality, by $β_{k,x,0}$. As our focus is on the parameters $f$ of a conditional probability distribution of the type $p(y|f, x)$, we can fix the marginal distribution $g(x)$ of $x$ at its true value, say $g_0(x)$, and model the unknown conditional distribution $p(y|f, x)$ independently of $g(x)$. We can simply restrict ourselves to the set of joint distributions such that $p(y, x|f) = p(y|f, x)g_0(x)$. With some abuse of notation, we have thus not distinguished between $g(x)$ and $g_0(x)$, nor between the joint distribution of $(y, x|f)$ and the conditional distribution of $(y|f, x)$ but denote them both by $p_f$.

We start by proving that the true data generating density $p_{f_0}$ is in the Kullback-Leibler support of the prior $Π$, i.e., $Π(d_{KL}(p_f, p_{f_0}) < ϵ) > 0 \ \forall ϵ > 0$. The KL support property shows the theoretical flexibility of the proposed model in encompassing a large class of true data generating scenarios. We note that

$$Π \left( \left\| f - f_0 \right\|_{2,g,loc}^2 < ϵ^2 \right) = Π \left( \sum_{x \in X} g(x) \sum_{k=1}^K |β_{k,x} - β_{k,x,0}|^2 < ϵ^2 \right)$$

$$≥ Π \left\{ |β_{k,x} - β_{k,x,0}|^2 < ϵ^2/(K |X| δ_{g,max}), \ \forall x, \forall k \right\}$$

$$≥ Π \left\{ |β_{k,z}^{**} - β_{k,z,0}|^2 < ϵ^2/(K |X| δ_{g,max}), \ \forall x, \forall k | A \right\} Π(A),$$

where $δ_{g,max} = \max_x g(x)$, the event $A = \{ z_{j,k}^{(x)} = x_j \ \forall j, k; z_k^{(x_1, ..., x_p)} = z; m_k = ℓ_k \}$ denotes a special case when no clustering occurs at any time point, or, in other words, the different possible level combinations of $x$ all form their own separate clusters at all time points. By the construction of our partition model, the event $A$ has a positive prior probability. It is possible to explicitly calculate the prior on the spline coefficients, conditional on the event $A$. Specifically, we get

$$\left( \begin{array}{c} β_{1,x}^{**} \\ β_{2,x}^{**} \\ \vdots \\ β_{K-1,x}^{**} \\ β_{K,x}^{**} \end{array} \right) \sim \text{MVN}_K \left( \begin{array}{c} μ_0 \\ μ_0 \\ \vdots \\ μ_0 \\ μ_0 \end{array} \right), \ \left( \begin{array}{cccc} σ_0^2 & -σ_0^2 & \cdots & -σ_0^2 \\ -σ_0^2 & 2σ_0^2 & \cdots & -σ_0^2 \\ \vdots & \vdots & \ddots & \vdots \\ -σ_0^2 & \cdots & -σ_0^2 & σ_0^2 \end{array} \right)^{-1}.$$

The above result follows by assuming that $β_{i,x}^{**} \sim \text{Normal}(μ_0, σ_0^2)$, which in the limit $σ_0^2 \to ∞$ approximates the setting of the article. When $σ_0^2$ is finite, the precision matrix of the prior on the spline coefficients is symmetric positive definite. Since the joint distribution of the spline coefficients has full support on $R^K$, it follows that $Π \left( \left\| f - f_0 \right\|_{2,g,loc}^2 < ϵ \right) > 0$. This shows the positivity of any Kullback-Leibler neighborhood since in the case of a Gaussian likelihood $d_{KL}(p_f, p_{f_0}) = \left\| f - f_0 \right\|_{2,g,loc}^2/(2σ_0^2)$.

To establish strong consistency for the posterior distribution of $f(t)$, we apply Theorem 2 of (Ghosal et al., 1999) stated below for easy reference.
Theorem 3 (Ghosal et al., 1999). Let $\Pi$ be a prior on $\mathcal{F}$. Suppose $p_{f_0} \in \mathcal{F}$ is in the KL support of $\Pi$ and let $U = \{p_f : \|p_f - p_{f_0}\| < \epsilon\}$, where $\|\cdot\|$ is the $L_1$-norm for the densities. If there is a $\delta < \epsilon/4, c_1, c_2 > 0, \alpha < \epsilon^2/8$ and $\mathcal{F}_n \subset \mathcal{F}$ such that, for all $n$ large:

(i) $\Pi(\mathcal{F}_n^c) < c_1 \exp(-nc_2)$, and

(ii) $J(\delta, \mathcal{F}_n, \|\cdot\|) < n\alpha$,

then $\Pi(U \mid \text{data}) \to 1$.

For $\delta > 0$, the metric entropy $J(\delta, \mathcal{F}_n, \|\cdot\|)$ is the logarithm of the minimum of all $k$ such that there exist $p_1,p_2,\ldots,p_k \in \mathcal{F}$ with the property $\mathcal{F}_n \subset \cup_{i=1}^k \{p : \|p - p_i\| < \delta\}$. We can construct a sieve in the parameter space $\mathcal{H}_n = \{\theta : \|\beta^{**}\|_\infty < M_{1n}, m_{2n} < \sigma_n^2 < M_{2n}\}$ and $\mathcal{F}_n = \{p_f : \theta \in \mathcal{H}_n\}$.

We have already verified the KL support condition. Similarly, we can use results for the Gaussian likelihood to bound the $L_1$ distance as $\|p_f - p_{f_0}\| \leq C_1 \frac{\|f-f_0\|_\infty}{\sigma_n}$ for some constant $C_1$. The logarithm of the minimum number of brackets of size $\delta$ required to cover $\mathcal{F}_n$ is bounded as

$$J(\delta, \mathcal{F}_n, \|\cdot\|) < J(m_{2n}\delta/C_1, \{\beta^{**}, \sigma_n^2 : \|\beta^{**}\|_\infty < M_{1n}, m_{2n} < \sigma_n^2 < M_{2n}\}, \|\cdot\|_\infty)$$

$$< K \log\{3C_1 K M_{1n}/(\delta m_{2n})\}.$$  

We need to analyze the tail behavior of $\sigma_n^2(t) = \sigma_e^2 + \sigma_u^2(t)$ to find a bound for the sieve complement. Using Cramer’s rule to calculate the inverse matrix, it is easy to see that $\sigma_u^2(t) = \{(\sigma_u^2 I_K + \sigma_u^2 P_u)^{-1}\}_{t,t} = O(\sigma_u^2)$. Thus, $\sigma_n^2 = O(\sigma_e^2) + O(\sigma_u^2)$. Assuming exponentially decaying tails for the prior on the variances, the prior probability of the sieve-complement can then be bounded as

$$\Pi(\mathcal{H}_n^c) < \Pi(\beta^{**} \notin [-M_{1n}, M_{1n}]^K) + \Pi(\sigma_n^2 \notin [m_{2n}, M_{2n}])$$

$$< K \exp(-R_1 M_{1n}^2) + \exp(-R_2 M_{2n}^2)$$

for some constants $R_1, t_1, R_2, t_2$ and some sequences $M_{1n}, m_{2n}, M_{2n}$. In order to apply Theorem 2, we then need, for $\delta < \epsilon/4$ and $\alpha < \epsilon^2/8$, that

$$K \log\{3C_1 K M_{1n}/(\delta m_{2n})\} < n\alpha$$

and

$$K \exp(-R_1 M_{1n}^2) + \exp(-R_2 M_{2n}^2) < c_1 \exp(-nc_2).$$

Conditions S.3 and S.4 are satisfied by choosing $M_{1n}$ to be a positive polynomial of $n$, $m_{2n}$ be a negative polynomial of $n$, and $M_{2n}$ an exponential function of $n$, depending appropriately on the constants in these equations. Hence, we have $\Pi(||p_f - p_{f_0}|| < \epsilon \mid \text{data}) \to 1$. We conclude that the posterior distribution is consistent relative to the $L_1$ distance. Finally, since $\|f - f_0\|_{2,g,loc} \leq ||p_f - p_{f_0}||_2$ we get $\Pi(||f - f_0||_{2,g,loc} < \epsilon \mid \text{data}) \to 1$.

The property of exponentially decaying tails holds for common classes of priors such as the inverse gamma but not for the half-Cauchy used in our analysis. Form a practical point-of-view, half-Cauchy is indeed preferable to inverse-Gamma [Gelman 2006 Polson and Scotti 2012] since, while the former assigns significant probability mass in a neighborhood of
Theorem 1. is it possible to find a neighborhood of our the half-Cauchy based approach. In small scale simulations not reported here, the performance of such methods remained practically indistinguishable from the more complicated MCMC step for the variance parameters. In small scale simulations not reported here, the performance of such methods remained practically indistinguishable from our the half-Cauchy based approach.

S.5.2 Proof of Theorem 2

We define a compatible model be a collection of all parameter values corresponding to a partition which is finer than $\rho_{k,0}$. An incompatible model is then any collection of parameters that does not result in a compatible model.

Theorem $\blacksquare$ implies that the posterior probability for any neighborhood of the true value $\beta_{k,x,0}$ for the spline coefficients converges to 1. For incompatible models, there exists an incorrect assignment for a pair $(x, x')$, i.e., $\beta_{k,x} = \beta_{k,x'}$ when $\beta_{k,x,0} \neq \beta_{k,x',0}$. Therefore, is it possible to find a neighborhood of $\beta_{k,x,0}$ that does not contain $\beta_{k,x}$, which contradicts Theorem 1.

Hence, we can focus on the set of compatible models only. Let $\rho_k = \{S_{k,1}, \ldots, S_{k,m_k}\}$ be a compatible model and $\rho_{k,0} = \{S_{k,1,0}, \ldots, S_{k,m_{k,0},0}\}$ be the true model. Since $\rho_k$ is a finer partition, we can assume without loss of generality that $m_k > m_{k,0}$ and that $S_{k,h} \subseteq S_{k,h,0}$ for $h = 1, \ldots, m_{k,0}$. In Section $\blacksquare$ we calculated the marginal likelihood of the model as

$$p(y_k \mid \rho_k, \zeta) = \prod_{h=1}^{m_k} \frac{1}{2\pi\sigma_n^2} \frac{\exp\left\{ \frac{1}{2} \left( \frac{y_{i,\ell} - \mu_{k,h}}{\sigma_n} \right)^2 \right\}}{(\sigma_n^2)^{-1/2}},$$

for $k = 1, \ldots, m_k.$

Now,

$$\frac{p(y_k \mid \rho_k, \zeta)}{p(y_k \mid \rho_{k,0}, \zeta)} = \sqrt{\frac{\prod_{h=1}^{m_{k,0}} \left( 1 + n_{k,h,0} \sigma_n^{-2} \sigma_{k,h,0}^2 \right)}{\prod_{h=1}^{m_k} \left( 1 + n_{k,h} \sigma_n^{-2} \sigma_{k,h}^2 \right)}} \exp \left\{ -\frac{1}{2} \sum_{h=1}^{m_k} \left( \frac{\mu_{k,h}^2}{\sigma_{k,h}^2} - \frac{\mu_{k,h}^2}{\sigma_{k,h}^2} \right) + \frac{1}{2} \sum_{h=1}^{m_{k,0}} \left( \frac{\mu_{k,h,0}^2}{\sigma_{k,h,0}^2} - \frac{\mu_{k,h,0}^2}{\sigma_{k,h,0}^2} \right) \right\}.$$

To examine the behavior of this expression, note that $m_k > m_{k,0}$ and $n_{k,h} < n_{k,h,0}, h = 1, \ldots, m_{k,0}.$ Now, the expression under the square root converges to 0 as $n \to \infty$ since $m_k > m_{k,0}$ implies that the denominator is of a higher order.

Let us now focus on the exponential term. Notice that $\mu_{k,h}^2/\sigma_{k,h}^2$ and $\mu_{k,h,0}^2/\sigma_{k,h,0}^2$ are $O_n(1).$ Moreover, the only terms in the exponential that are not $O_n(1)$ can be rewritten as
The expression in the square brackets can be rewritten as a quadratic form $y^T A y$ for some matrix $A$ which is $O_n(1)$. Since the dispersion matrix of $y$ is $\sigma_n^2 I_n$, the variance of $y^T A y$ is $O_n(1/n)$ as $n \to \infty$. Therefore, the exponential term is bounded in probability as $n \to \infty$.

Thus, we have shown that the probability of any incompatible model goes to zero. Along with the fact that for any compatible model the marginal likelihood ratio tends to 0 implies that the only model that can possibly retain positive probability is the truth. Since for any fixed $k$ there are only finitely many models for $\{\beta_{k,x}\}_{x \in \mathcal{X}}$, the probability of the true model must tend to 1.

### S.6 Prior Hyper-parameters

The fixed effects parameters of the longitudinal mixed effects model are initialized at the maximum likelihood estimate for the spline coefficients of the simplified model with no smoothing and no predictors included. The random effects are initialized at zero.

The hyper-parameter for the half-Cauchy prior on the smoothing parameters is $s_{\sigma} = 1$. The $C^+(0, 1)$ distribution has its mode at zero and hence is capable of capturing strong smoothness but also has heavy tails and is thus also capable of capturing wiggly functions. The hyper-parameters for the inverse-Gamma prior on the residual variance are set at $a_{\sigma} = b_{\sigma} = 1$. The hyper-parameters on the Gamma prior for the mass of the Dirichlet distributions on the transition dynamics are $a_{\alpha} = b_{\alpha} = a_{\alpha^*} = b_{\alpha^*} = 1$, as recommended in Escobar and West (1995). Finally, the hyper-parameters for the Gamma prior on $\varphi_{j,k}$ are $a_{\varphi,j} = 5, b_{\varphi,j} = 1$. 

\[
-\frac{1}{2\sigma_n^2} \sum_{h=1}^{m_k} \left( \frac{\sum_{(i,\ell) \text{ s.t. } x_{i,\ell,t} \in S_{k,h}} y_{i,\ell,k}}{n_{k,h}} \right)^2 - \frac{1}{2\sigma_n^2} \sum_{h=1}^{m_{k,0}} \left( \frac{\sum_{(i,\ell) \text{ s.t. } x_{i,\ell,t} \in S_{k,h,0}} y_{i,\ell,k}}{n_{k,h,0}} \right)^2
\]
S.7 Posterior Inference

S.7.1 MCMC Algorithm

We summarize here the steps of the MCMC algorithm used to sample from the posterior of our model. See also Section 3 in the main paper for additional details.

Algorithm 1

Updating the core tensor sizes $\ell_{j,k}$ and the latent variables $z_{j,k}^{(x_j)}, z_{j,k}^{(z_{1,k}, \ldots, z_{p,k})}$

1: For $k = 1, \ldots, K$, $j = 1, \ldots, p$, sample $\ell_{j,k}$, $z_{j,k}$ and $z_{j,k}^{(z_{1,k}, \ldots, z_{p,k})}$ using the M-H step with acceptance rate $[8]$.

Updating the cluster specific parameters $\beta_{k,h}^{**}$ and the smoothness $\sigma_{\beta}^2$

2: For $k = 1, \ldots, K$, $h = 1, \ldots, m_k$ sample the group specific curves $\beta_{k,h}^{**}$ from their Gaussian full conditionals $[9]$

$$p(\beta_{k,h}^{**} \mid y_k, S_{k,h}, \sigma_{\varepsilon}^2, \sigma_{\beta}^2, \zeta) = \text{Normal}\{\mu_{k,h}^*, \sigma_{k,h}^2\}.$$  

3: Sample the smoothness parameter $\sigma_{\beta}^2$ from its inverse-Gamma full conditional

$$p(\sigma_{\beta}^2 \mid \zeta) \propto p_0(\sigma_{\beta}^2) \prod_k \prod_h p(\beta_{k,h}^{**} \mid \sigma_{\beta}^2).$$

Updating the initial distributions $\pi_0^{(j)}$ and the transition dynamics $\pi_h^{(j)}$

4: Let $n_{0,h}^{(j)} = \sum_{x_j} 1\{x_j = h\}$. For $j = 1, \ldots, p$, sample $\pi_0^{(j)}$ as

$$\{\pi_0^{(j)}(1), \ldots, \pi_0^{(j)}(x_{j,max})\} \mid \zeta \sim \text{Dir}\{\alpha^{(j)}/x_{j,max} + n_{0,1}^{(j)}, \ldots, \alpha^{(j)}/x_{j,max} + n_{0,x_{j,max}}^{(j)}\}.$$  

5: Let $n_{h,h'} = \sum_{k=2}^K \sum_{x_j} 1\{x_j = h, z_{j,k-1} = h'\}$. For $j = 1, \ldots, p$, $h = 1, \ldots, x_{j,max}$, sample $\pi_h^{(j)}$ as

$$\{\pi_h^{(j)}(1), \ldots, \pi_h^{(j)}(x_{j,max})\} \mid \zeta \sim \text{Dir}\{\alpha^{(j)}/x_{j,max} + n_{h,1}^{(j)}, \ldots, \alpha^{(j)}/x_{j,max} + n_{h,x_{j,max}}^{(j)}\}.$$  

6: For $j = 1, \ldots, p$, sample $\alpha^{(j)}$ using an M-H step from its full conditional

$$p(\alpha^{(j)} \mid \zeta) \propto p_0(\alpha^{(j)}) p(\pi_0^{(j)} \mid \alpha^{(j)}) \prod_{h=1}^{x_{j,max}} p(\pi_h^{(j)} \mid \alpha^{(j)}).$$

Updating the second layer probabilities $\pi_k^*$

7: Let $n_{k,h}^* = \sum_{z_{1,k}, \ldots, z_{p,k}} 1\{z_{k}^{(z_{1,k}, \ldots, z_{p,k})} = h\}$. Sample $\pi_k^*$ as

$$\{\pi_k^*(1), \ldots, \pi_k^*(\ell_k)\} \mid \zeta \sim \text{Dir}\{\alpha^*/\ell_k + n_{k,1}^*, \ldots, \alpha^*/\ell_k + n_{k,\ell_k}^*\}.$$
Sample $\alpha^*$ using an M-H step from its full conditional

$$p(\alpha^* \mid \zeta) \propto p_0(\alpha^*) \prod_{k=1}^{K} p(\pi_k^* \mid \alpha^*).$$

### Updating the random effects parameters

9: Let $r^{(r)} = \{y_{i,t,t} - f_{x_1,\ldots,x_p}(t)\}_{i,t,t}$ be the random effects residuals. For $i = 1, \ldots, n$, sample the random effects curve parameters $\beta_i^{(u)}$

$$p(\beta_i^{(u)} \mid \zeta) \sim \text{MVN}_{K} \left( \Sigma_i^* B_i r_i^{(r)} \sigma_T^2, \Sigma_i^* \right),$$

where $\Sigma_i^* = (\sigma_{\varepsilon}^{-2} B_i^T B_i + \sigma_{u,s}^{-2} P_u + \sigma_{u,a}^{-2} I_K)^{-1}$, $B_i = \{b_k(t_i)\}_{t_i,k}$.

10: Sample the random effects smoothness parameter $\sigma_{u,s}$ using an M-H step from its full conditional

$$p(\sigma_{u,s} \mid \zeta) \propto p_0(\sigma_{u,s}) \prod_{i=1}^{n} p(\beta_i^{(u)} \mid \sigma_{u,s}, \sigma_{u,a}).$$

11: Sample the random effects scale parameter $\sigma_{u,a}$ using an M-H step from its full conditional

$$p(\sigma_{u,a} \mid \zeta) \propto p_0(\sigma_{u,a}) \prod_{i=1}^{n} p(\beta_i^{(u)} \mid \sigma_{u,s}, \sigma_{u,a}).$$

### Updating the global variance parameter

12: Let $r = \{y_{i,t,t} - f_{x_1,\ldots,x_p}(t) - u_i(t)\}_{i,t,t}$ be the residuals. Sample the error variance $\sigma_{\varepsilon}^2$ as

$$\sigma_{\varepsilon}^2 \mid \zeta \sim \text{Inv-Ga}\{a_{\sigma} + nLT/2, b_{\sigma} + r^T r/2\}.$$

### S.7.2 Software, Runtime, etc.

The results reported in this article are all based on 7,500 MCMC iterations with the initial 2,500 iterations discarded as burn-in. The remaining samples were further thinned by an interval of 5. We programmed in R interfaced with C++ through Rcpp [Eddelbuettel et al., 2011] and RcppArmadillo [Eddelbuettel and Sanderson, 2014]. The codes are available as part of the supplementary materials. The MCMC algorithm takes 10 minutes on a Macbook laptop with 8 Gb RAM for the synthetic examples. The execution time complexity is compared with the other methods in Table S.1. A ‘readme’ file, providing additional details for a practitioner, is also included in the supplementary material. In all experiments, the posterior samples produced very stable estimates of the population and individual level parameters of interest. MCMC diagnostic checks were not indicative of any convergence or mixing issues. While the general methodology does not rely on the hypothesis of equidistant time points, all data examples presented in the manuscript have this feature. Therefore, the current implementation of the algorithm assumes that the observations are collected on a regular time grid. We plan to release future software updates relaxing this assumption.
Table S.1: Execution time of the different methods compared in Section 5, in seconds. The competing methods used the packages BART, SoftBart and glmnet, respectively.

| Method            | Execution Time [seconds]                  |
|-------------------|------------------------------------------|
| Our Proposed LFMM | Median (95% CI)                           |
|                   | 1967.3 (1285.1, 2169.6)                  |
| BART              | 268.3 (192.8, 279.0)                     |
| Soft BART         | 644.0 (351.2, 789.7)                     |
| Lasso             | 2.07 (1.12, 2.68)                        |

S.7.3 MCMC Diagnostics

This section presents some MCMC convergence diagnostics for the Gibbs sampler described in Section S.7.1. The results presented here are obtained on one of the 500 replications of the synthetic experiment described in Section 5, namely the one achieving the median RMSE.

We analyze convergence for the covariate specific parameters, i.e. the \( \beta_{x_1, \ldots, x_p} \)'s, as opposed to the mixture atoms \( \beta^{**}_h \)'s as the latter are not affected by label switching. Figure S.5 and Figure S.6 respectively show the trace plots and the estimated marginal posterior distributions of these parameters at different time points for two combinations of the categorical predictors. Similar results can be obtained for other level combinations of the categorical predictors. These results are based on the MCMC thinned samples. As these figures show, the running means are very stable and there seems to be no convergence issues. Additionally, the Geweke test (Geweke, 1991) for stationarity of the chains, which formally compares the means of the first and last part of a Markov chain, was also performed. If the samples are drawn from the stationary distribution of the chain, the two means are equal and Geweke’s statistic has an asymptotically standard normal distribution. The results of the test, reported in Table S.2, indicate that convergence was satisfactory for the parameters considered since they fail to reject the null hypothesis of stationarity of the corresponding chains. Only one parameter in the first row of Table S.2 had a significant p-value. Some chance rejections are expected in multiple hypothesis testing scenarios. A visual inspection of the corresponding trace plot, however, does not indicate any serious issue.

Likewise, Figure S.7 and Figure S.8 respectively show the trace plots and the marginal posterior distributions of the random effects parameters \( u_i(t) \) at several time points \( t \) for two randomly selected different individuals \( i \).

| \( k \) | \( k = 1 \) | \( k = 5 \) | \( k = 10 \) | \( k = 15 \) | \( k = 20 \) |
|--------|---------|---------|---------|---------|---------|
| \( \beta_{k,x_1,\ldots,x_p} \) | -0.236 | 0.640 | 0.295 | -1.074 | -1.330 |
|         | (0.81)  | (0.52)  | (0.77)  | (0.28)  | (0.18)  |
| \( \beta_{k,x_1',\ldots,x_p'} \) | -0.251 | -0.690 | -1.040 | -0.982 | -0.930 |
|         | (0.80)  | (0.49)  | (0.30)  | (0.33)  | (0.35)  |

Table S.2: Geweke statistics and associated p-values assessing convergence of the covariate specific spline parameters \( \beta_{k,x_1,\ldots,x_p} \) evaluated at several locations \( k \in \{1, 5, 10, 15, 20\} \).
Figure S.5: Results for synthetic data: Trace plots of the covariate specific spline parameters $\beta_{k,x_1,...,x_p}$ evaluated at several time points $k \in \{1, 5, 10, 15, 20\}$ (along the columns) for two different combinations of the categorical predictors (along the rows). In the first row, $(x_1, ..., x_p) = (1, 1, 2, 1, 1, 1, 1, 1, 1)$. In the second row, $(x'_1, ..., x'_p) = (1, 1, 3, 1, 1, 1, 1, 1, 1)$. In each panel, the solid red line shows the running mean, and the solid green line the corresponding simulation truth.
Figure S.6: Results for synthetic data: Estimated posterior densities of the covariate specific spline parameters $\beta_{k,x_1,...,x_p}$ evaluated at several time points $k \in \{1, 5, 10, 15, 20\}$ (along the columns) for two different combinations of the categorical predictors (along the rows). In the top row, $(x_1, \ldots, x_p) = (1, 1, 2, 1, 1, 1, 1, 1, 1)$. In the bottom row, $(x'_1, \ldots, x'_p) = (1, 1, 3, 1, 1, 1, 1, 1, 1)$. In each panel, the black vertical lines show the corresponding 95% posterior credible intervals, and the solid green line the corresponding simulation truth.
Figure S.7: Results for synthetic data: Trace plots of the individual specific random effects parameters $u_i(t)$ evaluated at several time points $t \in \{1, 5, 10, 15, 20\}$ (along the columns) for two different individuals $i$ (along the rows). In each panel, the solid red line shows the running mean, and the solid green line the corresponding simulation truth.

Figure S.8: Results for synthetic data: Estimated posterior densities of the individual specific random effects parameters $u_i(t)$ evaluated at several time points $t \in \{1, 5, 10, 15, 20\}$ (along the columns) for two different individuals $i$ (along the rows). In each panel, the black vertical lines show the corresponding 95% posterior credible intervals, and the solid green line the corresponding simulation truth.
S.8 Additional Simulations

We consider here additional simulations to assess the performance of our proposed model in the special case when no individual specific information is available. Although not very realistic for longitudinal data applications, this scenario serves as a fairer comparison with nonparametric regression techniques that do not accommodate random effects. We use the same true fixed effects employed in Section 5, which are also shown in Figure 10. We consider $p = 10$ predictors, $T = 20$ time points and $L_t = 200$ repeated measurements at each time point, yielding the same total sample size $\prod_{t=1}^{T} L_t = 4000$ of the experiments in Section 5. The residual variance is set at $\sigma^2 = 1$.

![Number of clusters for $x_1$, $x_2$, and $x_3$.](image)

Figure S.9: Results for synthetic data: The estimated posterior probabilities for the number of clusters of the predictors’ levels over time for $x_1$, $x_2$, and $x_3$. The predictors $x_1$ and $x_3$ were locally important. The remaining predictors, namely ($x_2$, $x_4$, ..., $x_{10}$), including $x_2$ shown here, were never included in the model - their levels always formed a single cluster.

As shown in Figure S.9, our method correctly recovers the significant predictors $x_1$ and $x_3$. A 0.5 posterior probability cutoff also correctly estimates two groups for $x_1$ starting from $t = 8$ and two groups for $x_3$ starting from $t = 5$. Estimates of the fixed effects curves obtained by our method are shown in Figure S.10. Our model estimates the fixed effects very precisely by borrowing information whenever predictors are redundant or covariate levels are in the same cluster.

Figure S.11 compares the out-of-sample predictive performance (left panel), the coverage of the 95% prediction intervals (middle panel) and the widths of these intervals (right panel) for different methods for 500 simulated data sets with 75%-25% training-test splits.
Figure S.10: Results for synthetic data: Scenario with ten covariates \((x_1, \ldots, x_{10})\) where only \((x_1, x_3)\) are locally important, as described in Section 5. The colored lines represent the estimated posterior means and 95\% point wise credible intervals for the fixed effects, superimposed on slightly jittered response values \(y_{i,\ell,t}\) for all combination of the levels of the significant predictors \((x_1, x_3)\). The true fixed effects are superimposed (black lines). The figure here corresponds to the synthetic data set that produced the median root mean squared error.

Figure S.11: Results for synthetic data: The left panel shows the out-of-sample root mean squared error. The middle panel shows the coverage of 95\% prediction intervals. All measures reported are obtained over 500 75\%-25\% training-test splits. The right panel shows the widths of the prediction intervals. The red points represent the averages across simulations, whereas the red intervals represent the interquartile ranges across simulations.
S.9 Additional Applications

We describe here some additional real data applications of our proposed method.

S.9.1 Beat the Blues Data

We consider longitudinal data from a randomized clinical trial of an interactive multimedia program known as “Beat the Blues” which was designed to deliver cognitive behavioral therapy to depressed patients via a computer terminal. Patients with depression recruited in primary care were randomized to either the Beating the Blues program, or to “Treatment as Usual” (TAU), and they were followed up for a maximum of 4 visits. Other than the treatment indicator, the two additional predictors include dummy variables indicating if patients take anti-depressant drugs and if the length of the current episode of depression is less or more than six months. Thus, the size of the unstructured model $T \prod_{j=1}^{p} x_{j, \text{max}} = 5 \times 2^3 = 40$ makes it hard to estimate the parameters with the small sample size $n = 380$, typical of a clinical trial. The measured outcome is the Beck Depression Inventory II (BDI), a popular depression screening instrument. The data is publicly available, for instance, via the R package \texttt{HSAUR2} \cite{HothornEveritt2014}. The efficacy of computerized cognitive behavioral therapy was first detected in \textit{Proudfoot et al.} (2003) via a linear mixed effects model but was not replicated in the randomized clinical trial of \textit{Gilbody et al.} (2015).

![Figure S.12: Results for the Beat the Blues data: The left panel shows the estimated posterior means and 95% point wise credible intervals for the fixed effects, superimposed on the observed trajectories $y_{i,\ell,t}$. The right panel shows the estimated posterior means and 95% point wise credible intervals for three individual specific curves, superimposed on the associated individual responses $y_{i,\ell,t}$.](image-url)
Figure S.12 (left panel) shows the estimated posterior means and associated 95% point wise credible intervals for the group specific curves for each of the eight possible combinations of the three categorical predictors. As illustrated, no significant differences were detected at any time point by our model. Thus, our model seems to confirm the conclusions of Gilbody et al. (2015). Figure S.12 (right panel) shows the estimated posterior means and associated 95% point wise credible intervals for three individual specific curves.

S.9.2 Childhood Asthma Management Program (CAMP) Data

The CAMP study (Group, 2000) was a randomized clinical trial for children with asthma. We analyze a subsampled and anonymized version of the original data, publicly available at the National Institute of Health (NIH) website. We use this semi-synthetic data set for illustrative purposes alone, the conclusions must not be extended to the original study.

The trial’s goal was to infer the long-term impact of three treatment assignments (Budesonide, Nedocromil, or placebo) on pulmonary function. A total of $n = 1,041$ children aged 5-12 years were enrolled and balanced across the treatment groups. We use one of the endpoints of the trial as the response variable, namely lung function as measured by the Forced Vital Capacity (FVC). Other predictors include the children’s gender and ethnicity as well as dummy variables indicating if participants shared their house with pets and/or smokers. The size of the unstructured model is $T \prod_{j=1}^{p} x_{j, \text{max}} = 16 \times 3 \times 2^3 \times 4 = 1,536$.

Figure S.13: Results for the CAMP data: The left panel shows the estimated posterior means and 95% point wise credible intervals for the fixed effects, superimposed on the observed trajectories $y_{i,\ell,t}$. The right panel shows the estimated posterior means and 95% point wise credible intervals for three individual specific curves, superimposed on the associated individual responses $y_{i,\ell,t}$.
Figure S.13 (left panel) shows the estimated posterior means and associated 95% point wise credible intervals for the fixed effects curves for each of the six possible paired combinations the predictors, namely treatment assignment and presence of smokers in the household. The only significant predictor in the model is the treatment assignment variable. In particular, participants assigned to Budesonide appear to have larger FVC. These differences, however, emerge only after the third visit and seem to become more pronounced as time progresses. Figure S.13 (right panel) shows the estimated posterior means and associated 95% point wise credible intervals for three individual specific curves, exhibiting a high degree of heterogeneity around the mean profiles.

S.9.3 National Longitudinal Survey of Youth Data

The national longitudinal survey of youth of 1997 (NLSY97, Moore et al., 2000) is a longitudinal study that follows a nationally representative sample of the American youth born between 1980 and 1984 on various aspects of life. Participants enter the study between the ages of 12 and 16. Interviews were conducted annually from 1997 to 2011 and biennially since then. The NLSY97 collects information on respondents’ labor market behavior and educational experiences. The survey also includes data on the participants’ family backgrounds to help researchers assess the impact of environmental factors on these labor statistics. We use a publicly available version of the data that can be found at the U.S. Bureau of Labor Statistics website.

We analyze a subsample of the original data consisting of a random 25% of the participants which resulted in \( n = 2,120 \) youths surveyed for a total of 16,188 questionnaires. We use yearly income (in $10,000 units) as the response variable and determine the effects of the socio-demographic variables on this outcome. The exogenous covariates include the participants’ gender and ethnicity. The time-varying predictors are region, marital status and a dichotomous variable indicating if the participants live in urban or rural areas. The size of the unstructured model is \( T \prod_{j=1}^{p} x_{j, \text{max}} = 16 \times 2^2 \times 4^2 \times 5 = 5,120 \).

Our analysis produced three significant predictors, namely gender, ethnicity and marital status. Displaying every level combination of these predictors is difficult, so we show only their main effects as defined in equation (6) in Section 2.1 of the main paper and discussed in Section S.4 in the supplementary materials. Figure S.14 shows the estimated posterior means and associated 95% point wise credible intervals for the overall mean (top left) and the predictors’ main effects (other panels). The top left panel shows that incomes increase as a function of age on average across the entire sample. The top right panel shows a gender gap that becomes especially important between the ages of 21 and 26, with men earning up to $5,000 more than women. A racial gap also appears to be significant, with African American participants having lower earnings, as illustrated in the bottom left panel. Finally, as illustrated in the bottom right panel, married couples seem to have higher incomes compared to single earners, perhaps an artifact of their joint filing of taxes.
Figure S.14: Results for the NLSY97 data: the significant predictors were gender, ethnicity and marital Status. Showing their estimated posterior means (colored lines) and 95% point wise credible intervals. Clockwise from top left: overall mean; main effects of gender; main effects of ethnicity; and main effects of marital status.

References

Berger, J. O. (1985). *Statistical decision theory and Bayesian analysis*. Springer series in statistics. Springer-Verlag, New York, 2nd edition.

de Boor, C. (1978). *A practical guide to splines*. Springer-Verlag.

De Lathauwer, L., De Moore, B., and Vandewalle, J. (2000). A multilinear singular value decomposition. *SIAM Journal on Matrix Analysis and Applications, 21*, 1253–1278.

Eddelbuettel, D. and Sanderson, C. (2014). RcppArmadillo: Accelerating R with high-performance C++ linear algebra. *Computational Statistics & Data Analysis, 71*, 1054–1063.

Eddelbuettel, D., François, R., Allaire, J., Ushey, K., Kou, Q., Russel, N., Chambers, J., and Bates, D. (2011). Rcpp: Seamless R and C++ integration. *Journal of Statistical Software, 40*, 1–18.

Escobar, M. D. and West, M. (1995). Bayesian density estimation and inference using mixtures. *Journal of the American Statistical Association, 90*, 577–588.
Frühwirth-Schnatter, S. (2006). *Finite mixture and Markov switching models*. Springer Science & Business Media.

Gelman, A. (2006). Prior distributions for variance parameters in hierarchical models. *Bayesian Analysis, 1*, 515–534.

Geweke, J. (1991). Evaluating the accuracy of sampling-based approaches to the calculation of posterior moments. In *Proceedings of the Fourth Valencia International Conference on Bayesian Statistics*, pages 169–193.

Ghahramani, Z. and Jordan, M. I. (1997). Factorial hidden Markov models. *Machine Learning, 29*, 245–273.

Ghosal, S., Ghosh, J. K., and Ramamoorthi, R. (1999). Posterior consistency of Dirichlet mixtures in density estimation. *Annals of Statistics, 27*, 143–158.

Gilbody, S., Littlewood, E., Hewitt, C., Brierley, G., Tharmanathan, P., Araya, R., Barkham, M., Bower, P., Cooper, C., Gask, L., *et al.* (2015). Computerised cognitive behaviour therapy (cCBT) as treatment for depression in primary care (REACT trial): large scale pragmatic randomised controlled trial. *BMJ, 351*.

Group, C. A. M. P. R. (2000). Long-term effects of budesonide or nedocromil in children with asthma. *New England Journal of Medicine, 343*, 1054–1063.

Hitchcock, F. L. (1927). The expression of a tensor or a polyadic as a sum of products. *Journal of Mathematics and Physics, 6*, 164–189.

Hothorn, T. and Everitt, B. S. (2014). *A handbook of statistical analyses using R*. CRC press.

Johndrow, J. E., Bhattacharya, A., and Dunson, D. B. (2017). Tensor decompositions and sparse log-linear models. *Annals of Statistics, 45*, 1–38.

Kolda, T. G. and Bader, B. W. (2009). Tensor decompositions and applications. *SIAM review, 51*, 455–500.

McDonald, S. and Zucchini, W. (1997). *Hidden Markov and other models for discrete-valued time series*. Chapman & Hall, London.

Moore, W., Pedlow, S., Krishnamurty, P., and Wolter, K. (2000). National longitudinal survey of youth 1997 (NLSY97). Technical report, National Opinion Research Center.

Polson, N. G. and Scott, J. G. (2012). On the half-Cauchy prior for a global scale parameter. *Bayesian Analysis, 7*, 887–902.

Proudfoot, J., Goldberg, D., Mann, A., Everitt, B., Marks, I., and Gray, J. (2003). Computerized, interactive, multimedia cognitive-behavioural program for anxiety and depression in general practice. *Psychological Medicine, 33*, 217–227.

Tucker, L. (1966). Some mathematical notes on three-mode factor analysis. *Psychometrica, 31*, 273–282.