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Fig. 1. Here we show the progression from the artist's studio to a multivariate visualization. Left to right: collages from Samsel's studio; the visualization design interface; a simulation of five water masses underneath the Ronne-Filchner Ice Sheet in western Antarctica. The data is part of the DOE, BER, E3SM, developed and run by the Climate Ocean Sea-Ice Modeling group at Los Alamos National Laboratory.

Abstract—We, as a society, need artists to help us interpret and explain science, but what does an artist's studio look like when today's science is built upon the language of large, increasingly complex data? This paper presents a data visualization design interface that lifts the barriers for artists to engage with actively studied, 3D multivariate datasets. To accomplish this, the interface must weave together the need for creative artistic processes and the challenging constraints of real-time, data-driven 3D computer graphics. The result is an interface for a technical process, but technical in the way artistic printmaking is technical, not in the sense of computer scripting and programming. Using metaphor, computer graphics algorithms and shader program parameters are reimagined as tools in an artist's printmaking studio. These artistic metaphors and language are merged with a puzzle-piece approach to visual programming and matching iconography. Finally, artists access the interface using a web browser, making it possible to design immersive multivariate data visualizations that can be displayed in VR and AR environments using familiar drawing tablets and touch screens. We report on insights from the interdisciplinary design of the interface and early feedback from artists.
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1 INTRODUCTION

The arts and humanities are crucial in formulating, interpreting, and expressing challenging problems and ideas, including those that are the subject of scientific inquiry like climate science, public health, ethical engagement with technology and more. However, our current “data-intensive paradigm” [1] makes it increasingly difficult for artists, humanists, and others to engage deeply with such problems and ideas since engaging with the underlying multidimensional data increasingly requires a core background in data science or computing.

Our team has formed a design collective, the Sculpting Visualizations Collective. The ethos of the Collective derives from a desire to create more enchanting visualizations, as well as improving the data-intensive tools these visualizations are built on. Our team does this by bringing the knowledge and experience of artists and designers into all facets of the visualization process, from the theory behind a visualization tool to its application, design, and the final products that it enables.

In this paper, we discuss the specific challenge of designing a user interface for artists to create visualizations of actively studied, modern 3D datasets. For those who wish to engage with the big, data-driven questions of our day, the vision is to welcome that engagement in multiple modes, both as part of the artists’ own art practice and/or as part of interdisciplinary collaborative efforts to better understand and communicate science. We want the artists working in this space to be able to work as artists. The design user interface elegantly mirrors the ethos of our Collective by drawing from the tradition of printmaking. In doing so, it creates a more intuitive, enchanting way for artists to easily and quickly iterate through many visual possibilities derived from their work. The artist-centered design process that the interface enables allows for artists to create visualizations that enchant users with their surprising, yet intuitive design choices that spark imagination and curiosity.

Our design approach is grounded in an embrace of traditional, physical art processes. We ask, what if we could make the process of providing the technical specification for a data visualization feel like it fits within the artist’s studio, something that is synergistic with creative visual processes based on experimentation and “working on the whole”
rather than the style of “linear thinking” and “efficiency” that is often more closely associated with computing and big data.

Our technical approach makes use of the Artifact-Based Rendering (ABR) technique presented in last year’s IEEE VIS technical track [15]. That technique makes it possible to render 3D visualizations using visual elements created by digitally scanning real-world artifacts (e.g., 2D paint, site-specific interfering spaces, 3D clay, shaved wax, arranged objects). The software places these visual building blocks in the 3D visual space of the data and morphs, recolors, and otherwise adapts them in response to data. For example, working with this technique, artists can populate a virtual sea with hand-sculpted clay glyphs, coloring each one according to the ocean temperature, to help clarify for scientists five types of water masses critical to understanding ice sheet melt rates (Figure 1). Artists have already used ABR to produce visualizations that exhibit a unique, decidedly hand-crafted style [31]. However, until now this process has required a programmer to act as a guide, helping to set up appropriate links from data objects to computer graphics render objects and to interpret the visual meaning of various parameters exposed by the computer graphics shader programs. Our technical goal is to create the interface needed to generate such a complete and correct rendering specification that the ABR engine can use to drive its computer graphics shader programs.

The interface to weave together the creative artistic process and the technical data-driven 3D rendering engine was designed and implemented over the course of approximately 8 months by an interdisciplinary collaborative team (the co-authors) who collectively bring expertise from the disciplines of visual art, environmental humanities, and computer science. The team is separated by distance, and it helped us to kick off the design project with an in-person “hunker week,” which was then followed up with months of implementation and iterative refinement supported by two regular team video conferences per week. Our work began by understanding related work and then moved to building a common language, brainstorming, implementing, and iteratively refining the interface.

2 RELATED WORK

Our work is inspired by the long tradition of artists engaging with and interpreting scientific data, and it contributes to literature in the interdisciplinary research areas of visual design for science and creativity support tools.

2.1 Artists Engaging with Scientific Data

From Leonardo da Vinci to the present VISAP program, there is a long history of artists engaging with scientific concepts and data. The examples pictured in this paper deal specifically with climate science, a common theme in contemporary art-sci-tech work. Artists who provide a human context to environmental issues are widespread. InfoWhelm, a recent publication by Housey, surveys contemporary art and literature addressing climate and the environment [13]. Pioneered by artists including Polli, Anadol, Miebach, West, Vensa, Viegas and Wattenburg, just to name a few, the field has spurred university programs across the United States, including the University of New Mexico, the University of Oregon, Arizona State University, and UCLA [21].

Other artists working directly from actively studied scientific data have created site-specific interactive and sculptural installations [35]. Translating topographic data to ice sculptures of glaciers that made the viewer gasp [35], and much more. Rather than striving to produce an “unbiased” or “sterile” account of scientific data, artists often help us understand and interpret the human connection to the data, creating data visualizations that can successfully interweave both data and emotion [41, 43].

2.2 Visual Design for Science

Artists also have a rich history of contributing to the field of data visualization specifically, teaming with scientists and other data stakeholders to present data more clearly. Cox outlined what artists can contribute to science, specifically highlighting the powerful difference that artist-designed colormaps can make as well as artists’ usefulness in depicting high-dimensional spaces [10]. Many visualization techniques have drawn inspiration from art (e.g., use of color [20], stippling and line rendering [18], narrative forms [5]). Several guidelines that improve visualization clarity, engagement, and impact come directly from design theory and principles [6, 44]. Numerous programs, dashboards and entire companies have been created to enable this effort. Most closely related to our work, powerful visualization tools, systems, and user interfaces have been designed specifically to support the role of artists in data visualization, notably [6, 12, 16, 26, 33, 34].

Since it is built upon Artifact-Based Rendering (ABR) [15], our interface supports the visualization of 3D multivariate scientific datasets using artist-created media such as glyphs, colormaps, lines, and textures. This is a defining aspect of our approach, since this technique is already so closely tied to traditional artistic practice and leverages real-world artistic skill. The interface also includes features found useful in other digital visualization interfaces for artists. For example, we follow an approach similar to ColorMoves [32] to support building, editing, and tweaking custom dataset-specific colormaps in real time.

In general, the interface supports a mode of working that is fast, iterative, and visual. Interfaces to powerful 3D visualization packages, such as ParaView [3] and VisIt [9], are primarily designed for scientists and technologists. The workflows they provide elegantly succeed at defining a highly adjustable logical progression starting from data, moving through a processing pipeline, and finally rendering an image. However, the approach does not necessarily align with the creative workflows of visual artists and designers. Instead, we seek a workflow that includes a similar level of control over appearance but is more in the style of fluid, sketch-based user interfaces. Artists have previously used sketch-based user interfaces to prototype 3D visualizations [16, 17], create custom illustrations of 2D fluid flows [33], sketch free-form glyphs [14, 34], and create multi-layered animated 2D visualizations of a variety of datasets [34]. In our interface, sketching and working with many other forms of physical media happen primarily outside of the digital interface but, in the style of Buxton’s work with “sketching user experiences” [7], working with the interface can feel like sketching in the same way that it enables a similar rapid, fluid style of visual exploration.

2.3 Creativity Support Tools

Tools that enable rapid visual experimentation like sketching are excellent examples of a broader category of user interfaces known as creativity support tools [36]. Visual creativity is often aided by digital sketch pads, tablets, and other interfaces that enable artists and designers to work directly with their hands, leveraging real-world, physical skills. Our approach is almost an extreme version of this, leveraging artists’ physical real-world work by digitizing it. Some artists have commented that this enables greater expression and personalization, since, for all the success of digital tools, there is a reason artists continue to work with physical media. Creativity has also been linked to user interfaces that involve visual exemplars [40] and fun, which is often encouraged through subtle animations and metaphors [37]. Our work contributes to the growing interdisciplinary literature on creativity support tools with a new specific focus on artists in visualization.

3 THE VISUALIZATION DESIGN INTERFACE

We begin the discussion of the user interface design by reflecting on why this is a hard problem to solve. There are many reasons for this, but one of the most important is the disconnect between what artists perceive as the visual object they wish to operate on and how the underlying computer graphics software organizes its data objects and rendering objects. These various objects often have complex relationships; so, designing an interface that fits the artists’ cognitive process is not as simple as making a diagram of the software organization and adding buttons and sliders to control the parameters.

Stepping back during a design session to look at a data visualization, an artist might think, “let’s see what happens if we change those glyphs to show water temperature instead of salinity” (Figure 2). Notice how, to the visual artist, this thought is organized conceptually around making a change to a visual object. “Those glyphs” are perhaps
the most visually dominant aspect of the image, and the goal is to make
what seems like a small visual edit to the colormap.

From the standpoint of the software, this operation actually involves
three classes of data that need to be managed in concert: 1. Data
Variables—temperature and salinity are both data variables; we might
also call them data fields in this case because for any (x,y,z) point within
the bounds of the data, we can look up the water temperature at that
point. 2. A Dataset—both these variables belong to a set of data that are
somewhat related, in this case spatially: we might say we are visualizing
“the Gulf of Mexico dataset.” 3. Data Objects—“those glyphs” are yet
another class of data. They exist within the same dataset, but they are
not exactly data variables nor are they data fields. We could say
that they are derived from data field(s) in the sense that the glyphs
are generated by sampling into another variable of the data field such
as phytoplankton concentration or the nitrate concentration. In the
software, these are known by the rather nondescriptive term, “data object.”

Generally, we cannot picture data variables directly, but we can use
them to modify a data object. For example, we might modify the glyph
size or vary the color in response to values of a data variable from the
same dataset. This leads to rules, such as: 1) data variables and data
objects both belong to datasets, and 2) you can’t draw a data variable
directly, but you can draw a data object and then modify some of its
properties based on a data variable, as long as they belong to the same
dataset. During our “hunker week,” it took our team multiple days
of deep discussion to believe we were finally on the same page with
the nuanced relationships between data variables, data objects, and
datasets, which aspects of these are precalculated and available to the
user and which are not, and where data are stored – inside a dataset, in
a data object, or both. We therefore realized a key design goal of the
interface should be to naturally encode such rules and avoid the need
for multi-day user training sessions.

The following request highlights another challenge, “Now, change
these flow lines so that they are drawn using this long thin clay form I
sculpted yesterday rather than the current textured ribbons” (Figure 3).

Again, from the artist’s standpoint, this request is completely natural.
It operates on the visual element of the “flow lines.” On the surface, it
does not ask to change that object in any fundamental way—they are still
the same lines. The request is just to change the visual representation.
Unfortunately, to the computer graphics programmer, this must be inter-
preted as a big change because the efficient approach to drawing these
lines is completely different in the two cases. The differences, even
requiring different triangle mesh geometries and different shader pro-
grams, are significant enough that most graphics programmers would
take the approach, “OK, if you want to make that change, then I will
just delete the old ribbon render objects I created for the lines earlier
and start over, making a new set of lines that use my instanced mesh
shader program to create something that looks visually like a line but
is really many copies of your clay mesh.” Creating a user interface
that embraces the language and creative visual design processes of
artists while also preserving the full power of the computer graphics
and efficiencies needed to render large datasets in VR is a serious
challenge.

3.1 The Language of Printmaking
One of the joyful struggles of interdisciplinary collaboration is breaking
down the traditions, processes, and assumptions of our various disci-
plines in order to find the intersection points that we know are there but
can be so difficult to articulate clearly. We often use metaphor to assist
with building a common language in such conversations. So, during the
“hunker week” that kicked off our interface development effort, we
searched for metaphors that might help to translate the most complex
requirements of the 3D graphics data rendering engine into a language
that fits with artistic traditions.

Printmaking emerged as one of the most useful metaphors. In in-
tangible printmaking, artists first create a design by carving or etching
into a matrix, such as a metal plate. Ink is applied to the plate, filling
in the recessed design. Then, the print is pulled (the design is trans-
ferrred to paper) by running the paper and plate through a press. A
single transfer in this style is called an impression, but prints routinely
combine several layers of impressions from multiple different plates.
An edition of identical prints can be produced by repeating the process
with the same inks, plates, and ordering, or, an infinite variety of new
prints can be created by combining plates in new ways, inking them
differently, or even adjusting pressure on the press. There are many ad-
ditional variations to the process including that wood, metal, stone, and
linoleum can all be used as matrices. However, one amusing constant
seems to be that if you ask a printmaker, “do you have any old plates in

Fig. 2. “Let’s see what happens if we change those glyphs to show water
temperature instead of salinity.”

Fig. 3. “Now, change the flow lines so that they are drawn using this
long thin clay form I sculpted yesterday rather than the current textured
ribbons.”

Fig. 4. Digital mockup of the three-panel interface. The center Compo-
sition Panel is where artists link together data, stored on the left panel,
and visual elements, stored on the right.
your studio?” You will often get a smile and the answer, “yes, how did you know my closet is absolutely overflowing with metal plates, wood blocks, and ink!”

There are some useful connections between printmaking and data visualization. Like a library of reusable computer graphics algorithms that can draw points, lines, or surfaces in different colors and locations based on the data sent to them, that closet full of plates provides a reusable collection of design elements that can be inked and rearranged on the page in countless ways. Waiting in the closet until they are needed, these plates (rendering algorithms) are only brought to life when they are loaded with ink (data). It is true that printmaking notably departs from 3D computer graphics in that the result is typically a 2D image; however, printmaking is also the one traditional, physical art form where the concept of building up a complete composition from a series of separate layers is absolutely obvious. In fact, the technical steps required to set up and pull each layer can be quite complex and time consuming. So, many printmakers naturally think in terms of layers and procedures that are quite reminiscent of the way multiple data objects (streamlines, surfaces, points) are sent in serial through the computer graphics pipeline and ultimately superimposed to form a complete 3D visualization.

3.2 Early Ideation and Sketching

The concept of reusable plates that can be inked with data forms the foundation for the interface. When combined with data, each plate forms a “data impression,” a visual layer that becomes part of the overall composition.

Another high-level concept is the notion of data and visual art/design meeting in the middle to create a visualization. Figure 3 shows an early design mockup exploring this concept. Notice the 3-panel design with the “Data Sources” on the left, the “Design Library” on the right, and the “Composition” panel in the middle. Adding data impressions to the composition requires bringing together elements from both the left and the right. Most traditional 3D data visualization pipelines start from the data and proceed in a linear fashion through a pipeline until an image is rendered at the end. In an effort to better support design that places a priority of visual decisions, this interface makes it possible to start with the design, pulling colors, forms, and textures into the composition before linking them with data.

The links between data and visuals could be made by drawing lines between input and output ports to form a pipeline in the style of Data Explorer [2], but we designed an alternative inspired by the block-based visual programming tools often used to teach programming [22,27]. This puzzle piece metaphor has the great advantage of visually encoding the difficult-to-explain rules mentioned in the earlier discussion of “why designing this interface is a hard problem.”

The puzzle collection of design elements are designed to be abstract enough to work as interface elements, but specific enough to evoke the sense of the item they are representing. For example, the point data connector looks like bubbles coming out of the puzzle piece, and the colormap connector looks like a painter’s palette. Also worth mentioning are the action icons located throughout the interface which use the Material Design icon pack [1], which is a popular choice among smartphone and web apps alike.

3.3 Data Impressions

The complete, current visual language of plates, data, and visual elements is shown in Figure 5. Let us describe how artists work with these building blocks to design a visualization composed of multiple data impressions.

There are several ways to create a data impression, but a typical approach starts with selecting a plate from the design palette in the right panel, also known as the “studio closet.” This collection of plates is expandable. Whenever a new data-driven rendering algorithm is added to ABR, we add a new plate type. The pattern on each plate is added to ABR, we add a new plate type. The pattern on each plate is an example of the visual style it can create, but this is just one example. The plate will produce something different depending on how it is inked.

Since the rendering is 3D, the plate needs to know where its pattern should be applied in space. In the underlying technical system, this information comes from the “data object” discussed earlier, which is, in our experience, one of the most challenging technical aspects to explain. Our interface addresses this by, again, using metaphor. Printmakers are familiar with the need to align or register a pattern, and they often use registration or “key” plates to accomplish this. Thus, the interface presents data objects as “key” data.

Key data are necessary. There is no way to draw data variables without providing some spatial registration, so every plate includes at least one puzzle-piece slot for key data. Notice, also, that the slot types vary based on the different icons for registering the plate’s pattern to 3D locations in space (points), 3D curves (lines), and forms (surfaces). Figure 3 shows just the plates available in our current implementation. Going forward, we expect our team will always include computer graphics researchers and artists working together to develop new plates and corresponding graphics algorithms.

A specific example of a “Leafy Chlorophyll” data impression designed by an artist is shown in Figure 5. As we see from the shape of the puzzle piece, this plate only works when registered to point-style key data. In the Gulf of Mexico Biogeochemistry dataset pictured in several figures of this paper, there are multiple options associated with this type of key data, including “Chlorophyll Concentration,” “Nitrate Concentration,” and “Nitrate Concentration.” In this case, the artist has registered the plate to “Chlorophyll Concentration.” We often use “Concentration” to signify a density-based sampling, which means the pattern will be sparse in areas of low concentration and dense in areas of high concentration.

Beyond the spatial registration provided by key data, all of the plates we have created to date also include additional settings to further customize the data impression. The interface presents these in a collapsible list attached to the bottom of each plate. When a plate is placed in the center Composition Panel, the list automatically opens up to show all available options, as shown in the “Leafy Chlorophyll” example.

All of the settings in this list are optional, and we require all plates to have reasonable defaults. So, as soon as the plate is registered with key data, a 3D visual will appear in ABR, which is usually set up to run side-by-side on a second monitor and/or in an attached VR/AR headset. This enables the artist to explore the visual results in real-time 3D and react with visual changes. Several settings have been adjusted in the “Leafy Chlorophyll” example by attaching data variable puzzle pieces from the left data panel and visual design puzzle pieces from the right design panel.

Returning to some of the technical challenges that must be overcome in the interface design, note the separation in this interface between key data and data variables. With the settings shown in Figure 5, the “Leafy Chlorophyll” data impression produces a visualization like the one in Figure 2, Temperature. Making the design change described in that Before—After example is trivial. The artist must only replace the “Salinity” puzzle piece in the “Color Variable” slot with the “Temperature” puzzle piece from the scalar variables section of the data palette on the left panel of the interface.

Beyond this quick switch to a different data variable it is also possible for the artist to decide that the way that pattern is distributed in space is not working. Perhaps, the combination of leafy glyphs works perfectly with the background color scheme and it makes sense to include these somewhere in the composition, but the chlorophyll concentration data happens to be very unevenly distributed and the leafy glyphs are all clustering together in a way that is not very readable. It is possible in this case to keep all of the existing data and visual settings the same but swap in different key data. “Nitrate Concentration,” for example. This will have the effect of retaining all of the plate’s visual style but re-registering the pattern to a different 3D spatial distribution.

Let us consider the other Before—After picture mentioned earlier. Recall that the design edit illustrated in Figure 3 is a drastic change from the standpoint of the computer graphics algorithm that should be used, even though artists think of it as a visual change to the same set of lines. This example requires more manipulation of the interface to achieve, but all of the underlying complexity is hidden behind the metaphors and iconography. The Ribbons image was created using a
Artists seldom work in a vacuum, and the interface embraces this concept by enabling artists to incorporate any visual elements stored in the public Sculpting Vis Library [30] in a way that feels magical. The composition panel holds all of the data impressions created for the visualization. Artists often reposition these within the panel to organize the space, and the panel itself can be pinned if the artist has more layers than they have screen space. Drawing inspiration from digital image manipulation software, each data impression also includes buttons to hide, collapse, expand, or delete the impression. When an artist saves their work, the placement of each layer in the composition panel persists between sessions.

### 3.4 Importing and Editing Visual Assets

Artists seldom work in a vacuum, and the interface embraces this concept by enabling artists to incorporate any visual elements stored in the public Sculpting Vis Library [30] in a way that feels magical. The Sculpting Vis library is simply loaded in one web browser window while the design interface runs in another. Then, any of the glyphs, colormaps, and textures curated by artists in the Sculpting Vis Collective. Individuals may also upload new visual elements to the library via the ABR applets [15].

Rather than working to create generic, generalizable color maps, glyphs, and textures, one of the benefits of this design interface is that it makes it increasingly practical to create data-specific visualizations, that is, visualizations that include color maps, glyphs, and other elements that are fine-tuned for the particular data at hand. To this end, the interface includes a data-specific colormap editor inspired by the powerful ColorMoves tool [32]. Double-clicking the color map's thumbnail icon in the interface launches the colormap editor, which shows the colormap on top of the data histogram for the variable that the colormap is attached to. This allows the artist to tune the colormap relative to the actual data values. The interface includes features to add, subtract, and adjust the colormap's control points.

### 3.5 Implementation

To support a multitude of devices including desktop and laptop computers, tablets, and large-format touch screen displays, the interface is built for web browsers using a combination of Django, JavaScript, jQuery UI, and other libraries like Data Driven Documents [47]. The puzzle piece connections are implemented with snapping so that a connection is made whenever a correct puzzle piece is dropped near, even if not precisely on, a valid slot. If the slot is already occupied with another piece, it is replaced, and if the piece does not match the slot, the connection is refused. In this way, the implementation makes it impossible to drop a “Glyph” visual element into a “Colormap” slot in a data impression, and it is impossible to drop a scalar variable into a vector variable slot.

To support diverse applications, the system is implemented using a modular structure, where the web-based design interface, the ABR 3D rendering engine, and the data engine are three distinct sub-systems that connect to each other using network sockets. This means, for example, that the data can be hosted on a supercomputer, the graphics can be rendered on a machine with a powerful graphics card, and a designer can craft a visualization on a tablet while interactively monitoring their design modifications on a laptop with a remote viewer. This opens up possibilities for more artists to become involved in the visualization design process by drastically reducing the hardware requirements for building visualizations of large scientific datasets.
The three modules are connected as follows: The geometric representation of the data is sent from the data server (ParaView) to the rendering engine (ABR), which pre-processes and optimizes the data for rendering. The ABR engine connects to a Python server which delivers the interface to the artist. As the artist makes changes to the visual styles on the interface, messages are sent via WebSocket to the engine, which updates the encodings that are rendered accordingly. Graphics from the engine can optionally be rendered to a depth texture [19], and sent to any connected remote viewers. VR headsets can also be connected directly to the engine, which renders the visualization graphics at 120+ frames per second. The scale of the visualizations in VR is initialized to a table-scale default, but can be adjusted via bimanual interactions from the user. Graphics can also be easily exported as PNG images, which is useful for artists using an ABR-created visualization as a part of a transmedia piece.

4 INSIGHTS FROM ARTISTS

This section discusses the experience and insights from artists on our team who have had a chance to work with the interface in detail as well as feedback artists who have just started the process of designing visualizations with the interface. We begin by describing design sessions we facilitated with two practicing artists as an introduction to the tool.

We cast these two introduction / design sessions, simply, as a chance to work creatively with a dataset scientists are currently using to understand the biogeochemistry of the Gulf of Mexico [46]. These data include surface layers for the ocean and land, streamlines for the ocean currents representing the direction of eddy curvature (clockwise or anticlockwise), and concentrations for nitrates and chlorophyll. The sessions were conducted remotely so as to respect the social distancing necessitated by the ongoing pandemic. The software ran on a local computer with the artists connecting remotely over a video conferencing link. In one case, that link supported having the artist take over control of the local computer and use the interface with her own mouse. In the other, we acted as the artist’s hands on the interface, sharing the screen over video and following her directions.

4.1 Vis Design Session 1

The first artist, Deborra Stewart-Pettengill, works with many forms of traditional artistic media and had no experience working with 3D scientific data prior to this session. Her current art processes include printmaking with chine-collé, an intricate technique that involves adding color and form to a print by using the press to apply shapes of thin cutout paper to the print. She was interested in experimenting with her abstracted natural and organic forms on a data visualization after she was contacted by a member of the Sculpting Vis Collective.

After some introduction to the project and discussion to find common ground, we realized we were all curious to see how the line quality she and the master printmakers at Wingate Studio achieve with chine-collé (Figure 6A) might translate into a digital data visualization. So, she digitized some of this work using her smartphone camera, and we used the ABR’s Infinite Line and Texture Mapper applets [13] to prepare the results for attaching to data.

“I’d like to start with something neutral in the terrain,” Stewart-Pettengill stated at the onset of our session; together, we assigned a generic brown colormap and left it for the time being. Later, toward the end of the session, she returned to this color; “the one thing I want to change is the color of the land.” The colormap was modified to tease out the most varied part of the elevation data – “That’s looking a lot better, the peachiness of it looks good with the blue-violet water.” Stewart-Pettengill was enthusiastic about including her own chine-collé work – when she first saw the 8 chine-collé textures in her palette, she immediately recognized them: “Oh yeah, there are my strokes! Cool!” Later, she applied these to the streamlines depicting ocean currents and experimented with adjusting line width and coloration (Figure 6B,C). In fact, she repeatedly came back to the streamline pattern and colormap throughout the process, particularly once she began assigning encodings to the chlorophyll and nitrate glyph layers.

We will return to the theme of the importance of bringing one’s own work from the studio into the new project of visualizing data. This emerged as a consistent theme.

Another important lesson from the introductory session with Stewart-Pettengill was the need for visual experimentation. She is “just so used to experimenting with things” as she works, and reflected that the interface enabled a similar process during her session. To provide a sense of the scope of experimentation that is possible, we noticed that in addition to the 8 line textures mentioned earlier, she also worked with over 10 glyphs and more than 20 colormaps for the ocean current streamlines, the nitrates, and the ocean floor during this first-ever design session.

4.2 Vis Design Session 2

The second artist, Stephanie Zeller, had prior experience working with 3D scientific visualizations including custom colormap creation and has worked with the Sculpting Vis Collective previously. Zeller is trained in traditional media with a focus on painting. Her work of late examines the viewer’s relationship with the digital environment through traditional media, especially in terms of data consumption and analysis. Zeller is also a freelance writer and uses a breadth of digital software to augment her work in data journalism through both digital illustration and information visualization.

Of her session, Zeller remarked “As I worked, I was coming first from an artistic angle, closely followed by a scientific angle. I wanted it to be both aesthetically appealing and to also maintain the ability to distinguish between variables, which requires a fair amount of stepping
with the interface and her reflections on the feedback received from other artists. Together, these coalesce around three major themes. 4.3 Interpretation and Extended Use Francesco Samsel, an artist in the Sculpting Vis Collective is a co-designer of the interface and has worked with it in various stages of development to create works like those pictured in Figures 1 and 9. Similar to Stewart-Pettengill, Zeller was also keen to incorporate her own artwork in the visualization; in her case through color. During this introductory session, she worked with more than 50 different colormaps, editing 18 of them relative to the data histogram, and creating 2 more from scratch. She felt that many of the colormaps given in the curated library didn’t resonate with her style and created new ones adapted from her own work in data journalism, which can be seen on the ocean current streamlines (Figure 8).

In her own paintings, Zeller often builds very large surfaces (8 feet or more in length), and works with details up close. Every so often, she steps far enough back to see the entire piece and understand the color relationships in the part she just worked on, and make an informed next move in the part. Building visualizations with the interface was appealing to her because she felt she could address design concerns from up close and far away using her familiar processes. This was reflected in her usage of the interface – when choosing colors and glyphs, she started with detail-oriented view, quickly moved to a more global perspective, then made changes in the visualization design based on how the color interactions between variables both close up and far away. Zeller felt that for similar reasons, it was intuitive to design for both a close-up 3D perspective and a bird’s-eye 2D perspective using the interface.

4.3.1 Scope and fidelity of visual vocabulary

The visual variation exhibited by artists was significant because the workflow presented by the interface allows each individual to contribute their artistic vision to the visualization design. In many cases, this is accomplished by enabling artists to utilize elements that they have previously created, such as chine collé and custom colors discussed earlier. Samsel shows how the same can be accomplished with hand-sculpted clay forms to create custom glyph vocabularies (Figure 10). Relative to typical scientific visualization software, the scope of visual variation that is possible is much larger, similar to working in a studio.

Additionally, since the interface is focused on enabling an interactive design process, artists can make minute changes to the visual inputs, and often these have a profound effect on the resulting visualization. Figure 12 demonstrates how an artist with the ability to fine tune the color can apply color contrast principals to impact the visualization for clarity.

We see it as a mark of a good interface that this fidelity to fine-tune the visualization correlates with artistic skill. The ability to render an object without thinking is the root of visual invention. This is the means via which artists push their work/vocabulary forward. The idea is to leave the critic outside the room and trust in the process. The key to the arts is to gain the technical skill so that your hands flow freely, then when you enter the studio to turn off the linear or rational decision making process and follow the work itself as it guides you to the next step.

4.3.2 Rapid iteration and stimulation of artistic imagination

The scope and fidelity of the visual vocabulary combined with the speed at which one can explore visual alternatives seems to lead to a tool that stimulates the artistic imagination. “This is fun!” – both of the artists seeing the interface for the first time expressed enjoyment in the process. Artists can get into the creative zone, that special mental place where artistic magic happens, even while they are working with 3D multivariate scientific datasets.

It is necessary that any tool living up to an artist’s specifications must easily support iteration in order to facilitate work in the creative zone. While Figures 10 and 11 demonstrate the impact of shape...
Fig. 9. This visualization of water masses underneath the Ronne-Filchner Ice Sheet shows: five ocean masses, their locations and temperature; two directions of eddy flow; the ocean floor depth; and the topography of the Antarctic. Here we are illustrating the power of including artists in the process. In order to render seven overlapping variables in a 3D simulation, the visualization uses distinguishable glyphs and hues. The visualization shown here provides scientific value, as scientists have not previously seen the movement of these water masses which are critical to predicting the melt rate of the ice on the underneath side of the Antarctic ice sheets. Data - E3SM, BER, DOE.

Fig. 10. Detail in the glyph selection process. The yellow glyphs in the left column (A and C) compare a disk versus a spherical glyph. On the right, the green glyphs compare a triangular shape (B) versus an elongated form (D). While these are subtle shifts, they provide critical contrast when working on large complex data.

Fig. 11. The includes the ability for artists to upload and or create new colormaps via the Color Loom applet using the ABR technique. While this provides limitless options, the artists felt strongly that they needed to be able to control the distribution of the hues across the data in order to create the contrast and visual distinction within the imagery. Thus an internal colormapping tool was added to the interface. On the right is the color interface enabling on to control hue distributions.

and color on our ability to distinguish between variables, Figure 9 demonstrates that engagement is not at cross purposes with scientific needs. The iterations shown here were accomplished in under a minute by our experienced artist. It is this flexibility and rapid iteration that enables artistic discovery. The key is to remove the barriers to achieving this creative state so that artists can use their artistic skills built up over a lifetime of experience to add their voices and visions to the multidisciplinary efforts to wrangle increasingly large and complex scientific data. Science and art have a common thread in that many scientific breakthroughs, like artistic breakthroughs, happen when intense thought, contemplation, and experimentation meet the subconscious and the accidental, underscoring the need for artistic expression in our society and for science.

4.3.3 Limitations
We have described some feedback from artists on the occasion of their first introduction to the interface, and it is important to note that this is not a system to be mastered in a single session. The scope of the vocabulary feels limitless, which is a good thing: artists are used to starting with limitless possibilities and narrowing to the essential. However, the possibilities here are even more expansive than sitting down in front of a canvas and paints; it is more like walking into a new studio with paint, clay, printing press, video software, and more. Artists tell us that they know they will need more time to experiment before they can take full advantage of the tool. Similar to artists learning a new medium, we fully expect that as artists spend more time with the
interface, the resulting variety in visualizations will expand as well. We also wish to be clear that for all of the benefits for accessibility presented in this interface, it does not address the major challenge of data wrangling. For the data pictured in this paper, we have relied upon ParaView to accomplish that task. By structuring the design interface and rendering engine as a modular system that can connect to existing tools like ParaView via network sockets, we are able to read data from this tool that scientists already use for analysis and have a communication strategy that can be mimicked with other scientists-facing data analysis tools. However, this does not address the problem that, for many actively studied datasets, the initial task bringing data into such tools can be a daunting challenge.

5 Conclusions and Future Work

Throughout the construction of this artist-focused interface for creating visualizations of 3D multivariate data, we have broken apart the conceptual components of existing visualization software and reassembled them into a new whole, leveraging artistic metaphor and language to present the data visualization design process in a new way. Like prior work in building visualization interfaces that support artists in their creative methodologies, the interface emphasizes rapid exploration of design alternatives, and by building the interface on top of the Artifact-Based Rendering engine, the result also enables artists to bring color, texture, line, and form from their existing art practices to the world of data-intensive science. Our future work includes continuing to explore the physical task of creating in the studio and incorporating them into a new whole, leveraging artistic metaphor and language to present the data visualization design process in a new way. Like prior work in building visualization interfaces that support artists in their creative methodologies, the interface emphasizes rapid exploration of design alternatives, and by building the interface on top of the Artifact-Based Rendering engine, the result also enables artists to bring color, texture, line, and form from their existing art practices to the world of data-intensive science. Our future work includes continuing to explore new visual encoding styles, which we plan to add to the interface as new plates. We are also excited by the potential of tangible user interfaces that might create an even tighter connection and seamless workflow between the physical task of creating in the studio and incorporating those creations into data-driven 3D renderings.
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