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Abstract. In this paper, we present a way of enforcing safety and passivity properties of robot teleoperation systems, where a human operator interacts with a dynamical system modeling the robot. The approach does so in a holistic fashion, by combining safety and passivity constraints in a single optimization-based controller which effectively filters the desired control input before supplying it to the system. The result is a safety and passivity filter implemented as a convex quadratic program which can be solved efficiently and employed in an online fashion in many robotic teleoperation applications. Simulation results show the benefits of the approach developed in this paper applied to the human teleoperation of a second-order dynamical system.

Keywords: Robot teleoperation, safety of dynamical systems, passivity of dynamical systems, control barrier functions, integral control barrier functions

1 Introduction

In robot teleoperation, the robot and a human operator can be seen as interconnected systems that exchange inputs and outputs. The dynamics of these systems, as well as that of the communication channel between them, can lead to unpredictable behaviors of the compound system. Therefore, it is often convenient analyzing robot teleoperation systems from an energetic point of view, which consists of keeping track of the energy the interconnected systems exchange between each other. Passivity-based approaches to the control of interconnected systems \[8\] have demonstrated to be suitable in many application domains, ranging from telemanipulation \[23,13,22\] to teleoperation of multi-robot systems \[5\].

Passivity is an amenable property as it ensures the energy generated by the system does not exceed the one injected through the input to the system. Energy injected from external sources or other interconnected systems can make a system become non-passive, as discussed in \[4\]. Passivity theory allows us to analyze dynamical systems from an energetic point of view, so it is a very suitable design tool for dealing with interconnected systems and, therefore with
robot teleoperation. Additionally, energy considerations can be useful to account for delays in the communication between a human teleoperator and a robotic system that is remotely controlled [29], which can cause the performance of the algorithms to degrade, in terms of both convergence rate and stability [18].

Passivity-based approaches, as well as other energy-based methods, for the control of robotic systems are considered in [4, 12, 23, 28, 15]. In [6], the authors introduce the concept of energy tanks, which is then extended in [20, 21, 19, 7]. These works consider additional dissipative forces on a teleoperation system that has to keep passive in order to prevent energy tanks from depleting—a condition that would introduce a singularity in their proposed approaches—so as to keep a positive passivity margin, intended as the energy dissipated by the system over time.

Besides the passivity property, in many robotic applications, it is also desirable to ensure the safety of the system, intended as the forward invariance of a subset of the system state space. This is particularly crucial when robotic systems interact or collaborate with humans in order to perform a task. The safety of human operators can be guaranteed by constraining the robot to operate in safe regions of the workspace. To this end, control barrier functions (CBFs) [2] are a control-theoretic tool which can be employed in order to ensure safety in dynamical systems.

![Fig. 1: Passivity and safety filter: the human input $u_h$, the state feedback controller $u_{fb}$, are modified by a filter before being supplied to the dynamical system (e.g. a teleoperated robotic system) in order to ensure its safety and passivity.](image)

In this paper, we propose a way of dealing with safety and passivity objectives in a holistic fashion. We do so by introducing a safety and passivity filter (see Fig. 1), whose goal is that of modifying the input to the robotic system in order to render it safe and passive. The filter effectively modifies the system itself in order to ensure that it remains safe and passive. The proposed approach is able to seamlessly account for user-defined feedback control laws—which can be leveraged to endow the system with stability properties or to accomplish other objectives—combined with the inputs of a human interacting with the robot. The computational burden introduced by the designed filter is low, making the approach amenable for the real-time implementation on many robotic platforms.
2 Background

Throughout this paper, we consider a robotic system modeled by the following nonlinear control system:

\[
\begin{align*}
\dot{x} &= f(x, u) \\
y &= g(x)
\end{align*}
\]  

(1)

where \(x \in \mathbb{R}^n\), \(u \in \mathbb{R}^m\) and \(y \in \mathbb{R}^m\) are the state, input and output, respectively, of the system. \(f: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n\) is a Lipschitz continuous vector fields and \(g: \mathbb{R}^n \to \mathbb{R}^m\).

To account for both state feedback controllers and external human inputs, we explicitly consider the input \(u\) broken down as follows:

\[
u = u_{fb}(x) + u_h,
\]

(2)

where \(u_{fb}: \mathbb{R}^n \to \mathbb{R}^m\) denotes the state feedback component of the input, and \(u_h\) represents the input given by a human operator.

As we are interested in provably guaranteeing passivity and safety properties of dynamical systems, in the following we briefly introduce this two concepts.

**Definition 1 (Passivity [10]).** The system (1) is passive if there exists a continuously differentiable positive definite storage function \(V: \mathbb{R}^n \to \mathbb{R}\) such that, for all \(x\) and \(u\),

\[
\dot{V} = \frac{\partial V}{\partial x} f(x, u) \leq u^T y.
\]

(3)

The system is called lossless if \(\dot{V} = u^T y\).

The definition of passivity is a statement about the system, which holds for all possible values of the input \(u\) and the output \(y\). Safety, on the other hand, is tied to the definition of a safe set, i.e. a subset of the state space of the system where we want the state of the system to remain confined for all times. A technique which proved to be applicable to a variety of robotic systems [3,27,11,24,17,16] and different scenarios consists of employing control barrier functions (CBFs). In the following, we introduce the definition of CBFs as in [2] and the main result which will be used in this paper to ensure controlled forward invariance, i.e. controlled safety.

**Definition 2 (Control Barrier Functions (CBFs) [2]).** Let \(C \subset D \subset \mathbb{R}^n\) be the zero superlevel set of a continuously differentiable function \(h: D \to \mathbb{R}\). Then \(h\) is a control barrier function (CBF) if there exists an extended class \(\mathcal{K}_\infty\) function \(\gamma\) such that, for the system (1),

\[
\sup_{u \in \mathbb{R}^m} \{Lf(x, u) + \gamma(h(x))\} \geq 0.
\]

(4)

for all \(x \in D\).

---

\(^1\) An extended class \(\mathcal{K}_\infty\) function is a continuous function \(\gamma: \mathbb{R} \to \mathbb{R}\) that is strictly increasing and with \(\gamma(0) = 0\).
The notation $L_fh(x)$ denotes the Lie derivative of $h$ along the vector field $f$. Given this definition of CBFs, the following theorem highlights how they can be used to ensure both set forward invariance (safety) and stability.

**Theorem 1 (Safety [2]).** Let $C \subset \mathbb{R}^n$ be a set defined as the zero superlevel set of a continuously differentiable function $h : D \subset \mathbb{R}^n \rightarrow \mathbb{R}$. If $h$ is a CBF on $D$ with $0$ a regular value, then any Lipschitz continuous controller $u(x) \in \{u \in \mathbb{R}^m : L_fh(x,u) + \gamma(h(x)) \geq 0\}$ for the system (1) renders the set $C$ forward invariant (safe). Additionally, the set $C$ is asymptotically stable in $D$.

Besides safety, in this paper, we are interested in enforcing passivity conditions onto a dynamical system, representing for example a robot interacting with a human in a teleoperation task. However, the condition of passivity, recalled in [1], involves the input $u$. Recently introduced integral CBFs (I-CBFs) [1]—which generalize control dependent CBFs [9]—can be leveraged to enforce passivity conditions. In order to take advantage of I-CBFs, the system (1) needs to be dynamically extended as follows:

$$
\begin{cases}
\dot{x} = f(x,u) \\
\dot{u} = \phi(x,u,t) + v \\
y = g(x)
\end{cases}
$$

(5)

where $v \in \mathbb{R}^m$ is the new control input and $\phi : \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \rightarrow \mathbb{R}^m$ will be designed to ensure that $u = u_{fb}(x) + u_h$, as in [2], as desired.

We now have the necessary constructions to introduce integral CBFs.

**Definition 3 (Integral Control Barrier Functions (I-CBFs) [1]).** For the system (1), with corresponding safe set $S = \{(x,u) \in \mathbb{R}^n \times \mathbb{R}^m : h(x,u) \geq 0\} \subset \mathbb{R}^n \times \mathbb{R}^m$ defined as the zero superlevel set of a function $h : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ with $0$ a regular value. Then, $h$ is an integral control barrier function (I-CBF) if for any $(x,u) \in \mathbb{R}^n \times \mathbb{R}^m$ and $t \geq 0$:

$$
\frac{\partial h}{\partial u}(x,u) = 0 \implies \frac{\partial h}{\partial x}(x,u)f(x,u) + \gamma(h(x,u)) \geq 0.
$$

(6)

The implication in (6) guarantees that, by means of an I-CBF $h$, the inequality

$$
\dot{h}(x,u) + \gamma(h(x,u)) = \frac{\partial h}{\partial x}(x,u)f(x,u) + \frac{\partial h}{\partial u}(x,u)\phi(x,u,t) + \gamma(h(x,u)) \geq 0
$$

(7)

—which, by the comparison lemma [10], guarantees the forward invariance of the set $S$—can always be satisfied by a proper choice of $\phi(x,u,t)$. With the definition of I-CBFs, we concluded the introduction of the control-theoretical tools employed in the next section to design an input filter to render a dynamical system safe and passive.
3 Safety and Passivity Filter

In this section, we develop the safety and passivity filter. We break down its structure into three components:

1. Safety-preserving controller, described in Section 3.1
2. Passivity-preserving controller, described in Section 3.2
3. Tracking controller, described in Section 3.3

These three components will be then combined in Section 3.4 where Proposition 2 is stated, which ensures that the designed filter achieves the desired properties.

3.1 Ensuring Safety

Define the safe set $S_x$ to be the zero superlevel set of a continuously differentiable function $h_x$, i.e.

$$S_x = \{ x \in \mathbb{R}^n : h_x(x) \geq 0 \}.$$  \hfill (8)

We want the state $x$ of the system (1) to be confined in $S_x$ for all times $t$. This condition, corresponding to safety, can be enforced using Theorem 1.

If $h_x$ has relative degree 1 with respect to the input $u$—i.e. the time derivative $\dot{h}_x$ explicitly depends on $u$—then it has relative degree 2 with respect to the input $v$, based on the dynamic extension described by (5). In order for Theorem 1 to be applicable to the system (5), we need $L f h_x(x,u)$ to depend on the input $v$, a condition that does not hold if the relative degree of $h_x$ with respect to $v$ is greater than 1.

To circumvent this issue, following the idea in [16] or [1], let

$$h'_x(x,u) := \dot{h}_x(x,u) + \gamma(x(h_x(x))).$$  \hfill (9)

Since $h'_x$ depends on $u$, $L f h'_x$ depends on $v$. Then, in order to ensure the safety of $S_x$, we may choose any control input $v$ satisfying the following inequality:

$$L f h'_x(x,u,v) + \gamma(x(h'_x(x,u))) \geq 0.$$  \hfill (10)

This way, by Theorem 1, $h'_x(x,u) \geq 0$ for all times, which, by (9), is equivalent to $\dot{h}_x(x,u) + \gamma(x(h_x(x))) \geq 0$ for all times. The repeated application of Theorem 1 shows that $h_x(x) \geq 0$, i.e. $S_x$ is safe (see also Example 8 in [16]).

Remark 1. If $h_x$ has relative degree greater than 1 with respect to $u$, then recursive or exponential CBFs can be leveraged. See techniques developed in [11] and [15].

To conclude this section, we notice that Theorem 1 and Remark 1 suggest the definition of the following set of controllers:

$$K_x(x,u) = \{ v \in \mathbb{R}^m : L f h'_x(x,u,v) + \gamma(x(h'_x(x,u))) \geq 0 \}.$$  \hfill (11)

Theorem 1 can be then interpreted as: if $v \in K_x(x,u)$, the set $S_x$ is safe.
3.2 Ensuring Passivity

As pointed out before, as passivity is a condition on the control input $u$ rather than the state $x$, in this paper, we employ integral CBFs (I-CBFs) to ensure passivity conditions of a dynamical system. The following result—analogous to Theorem 1 for I-CBFs—will be leveraged.

**Theorem 2** ([1]). Consider the control system (1) and suppose there is a corresponding dynamically defined controller \( \dot{u} = \phi(x,u,t) \). If the safe set \( S \subset \mathbb{R}^n \times \mathbb{R}^m \) is defined by an integral control barrier function \( h : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \), then modifying the dynamically defined controller to be of the form

\[
\dot{u} = \phi(x,u,t) + v^*(x,u,t) \tag{12}
\]

with \( v^* \) the solution of the quadratic program (QP)

\[
v^*(x,u,t) = \arg\min_{v \in \mathbb{R}^m} \|v\|^2 \quad \text{subject to} \quad \frac{\partial h}{\partial u}(x,u)v + \frac{\partial h}{\partial x}(x,u)f(x,u) \\
+ \frac{\partial h}{\partial u}(x,u)\phi(x,u,t) + \gamma(h(x,u)) \geq 0 \tag{13}
\]

results in safety, i.e. the control system (5) with the dynamically defined controller (12) results in \( S \) being forward invariant: if \( (x(0),u(0)) \in S \) then \( (x(t),u(t)) \in S \) for all \( t \geq 0 \).

We now define an I-CBF which Lemma 1 shows to be suitable to ensure the passivity of the system (1).

Let \( V : \mathbb{R}^n \to \mathbb{R} \) be a continuously differentiable positive definite function, and define the following I-CBFs:

\[
h_u(x,u) := g(x)^T u - L_f V(x,u) \tag{14}
\]

The corresponding safe set \( S_u \) is defined as

\[
S_u = \{(x,u) \in \mathbb{R}^n \times \mathbb{R}^m : g(x)^T u - L_f V(x,u) \geq 0 \}. \tag{15}
\]

**Lemma 1** (Passivity as safety). Safety of \( S_u \) in (15) \( \implies \) Passivity of (1).

**Proof.** Assume \( S_u \) is safe, i.e. \( (x,u) \in S_u \) for all \( t \). From (15), one has:

\[
g(x)^T u - L_f V(x,u) = y^T u - \frac{\partial V}{\partial x} f(x,u) = y^T u - \dot{V} \geq 0 \tag{16}
\]

for all \( t \). Thus, \( y^T u \geq \dot{V} \) and, by Definition 1, the system is passive with storage function \( V \) and with respect to input \( u \) and output \( y \).

**Remark 2.** The expression of \( h_u \) in (14) represents the power dissipated by the system. In [20] and [15], methods to ensure the passivity of a system in terms of energy are proposed. While those approaches are more flexible, insofar as they enforce conditions similar to \( h_u(x,u) \geq 0 \) in (14), they are also more sensitive to parameter tuning (see, for instance, discussions on \( T_{\text{max}} \) in [7]).
Similarly to what has been done before, the result in Theorem 2 suggests the definition of the following set of controllers:

\[
K_u(x,u) = \left\{ v \in \mathbb{R}^m : \frac{\partial h_u(x,u)}{\partial u}(x,u)v + \frac{\partial h_u(x,u)}{\partial x}(x,u)f(x,u) + \frac{\partial h_u(x,u)}{\partial u}(x,u)\phi(x,u,t) + \gamma(h_u(x,u)) \geq 0 \right\}.
\] (17)

By Theorem 2, the safety of \( S_u \)—and, by Lemma 1, the passivity of (1)—is enforced using the I-CBF \( h_u \) by picking a controller in \( K_u(x,u) \).

With this result in place, we are now ready to combine safety and passivity. Before presenting the safety and passivity filter, in the following section we show how to ensure that the dynamically extended system (5) asymptotically behaves as the original system (1) when safety constraints are not violated.

### 3.3 Tracking of Desired Control Inputs

The dynamic extension of the system (1) proposed in (5) is required in order to enforce constraints on the input \( u \)—the passivity constraints—through a proper choice of \( v \). On the other hand, due to this extension, we are not able to control the original system (1) using \( u \) anymore, but rather we have to design a suitable function \( \phi \) in (5) in order to track the desired \( u \) using \( v \). The objective of this section is that of presenting a controller that serves this purpose.

Assume we want \( u = u_{fb}(x) + u_h \) as in (2). As \( \dot{u} = \phi(x,u) + v \), one could set

\[
\dot{u} = \dot{u}_{fb}(x) + \dot{u}_h + v^* = L_f u_{fb}(x,u) + \dot{u}_h + v^* =: \phi(x,u,t),
\] (18)

where \( v^* \) is given by (13) [14]. This choice, however, may cause \( u(t) \) to diverge over time more and more from its desired value \( u_{fb}(x(t)) + u_h(t) \), due to the fact that \( v^* \) from (13) is the minimizer of the difference between the time derivatives of the input functions. In fact, from (12),

\[
\|v^*\| = \|\dot{u} - \phi(x,u,t)\|
\] (19)

is the norm of the difference between the derivative of \( u \)—rather than the input function itself—and \( \phi \). The following theorem presents a dynamically defined control law which results in \( u(t) \) converging to the desired value \( u_{fb}(x(t)) + u_h(t) \) as \( t \to \infty \) whenever safety is not violated.

**Proposition 1.** Consider the system (1) and a desired nominal input signal (2). Consider an I-CBF \( h: \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \) defined to ensure the safety of the set

\[3\text{ It is worth noticing that there are cases in which a dynamically defined controller } \dot{u} \text{ is already available (see, for instance, [25]).} \]
\[ S \subset \mathbb{R}^n \times \mathbb{R}^m \] defined as its zero superlevel set. Then, the dynamically defined controller
\[ \dot{u} = L_f u_{fb}(x, u) + \dot{u}_h + \frac{\alpha}{2}(u_{fb}(x) + u_h - u) + v^*, \]  
(20)
where \( \alpha > 0 \) and \( v^* \) is given in (13), will ensure the safety of the set \( S \), as well as the tracking of the nominal control signal (2) whenever the controller \( \phi(x, u, t) \) is safe.

**Proof.** First of all, by \( \phi(x, u, t) \) being safe we mean that the constraints in (13) are inactive and, consequently, \( v^*(x, u, t) = 0 \). Then, by Theorem 2, the controller (20) results in the forward invariance, i.e. safety, of the set \( S \). Therefore, we only need to confirm that, if the controller (20) is safe, then \( u \) will track the nominal controller (2). To this end, let us consider the following Lyapunov function candidate for the system in (5) with \( \phi(x, u, t) \) given in (18):
\[ W(u, x, u_h) = \frac{1}{2}\|u - u_{fb}(x) - u_h\|^2. \]
(21)
Its time derivative evaluates to:
\[ \dot{W} = \frac{\partial W}{\partial u} \dot{u} + \frac{\partial W}{\partial x} \dot{x} + \frac{\partial W}{\partial u_h} \dot{u}_h \]
(22)
Substituting the proposed controller (20), we obtain
\[ \dot{W} = (u - u_{fb}(x) - u_h)^T (\dot{u} - L_f u_{fb}(x, u) - \dot{u}_h) \]
(23)
Thus, \( W(t) \rightarrow 0 \), or equivalently \( u(t) \rightarrow u_{fb}(x(t)) + u_h(t) \), as \( t \rightarrow \infty \), i.e. the input \( u \) will track the desired control signal (2).

**Remark 3.** The variable \( \dot{u} \) only appears in the software implementation of the passive and safe controller for the system (1). The actual input given to the system is its integral \( u(t) \). Therefore, the value \( \alpha \) in the expression of the dynamically defined controller (20) can be chosen arbitrarily large, being aware of not introducing rounding or numerical errors while solving the QP (13). As can be noticed in the proof of Proposition 1, the larger the value of \( \alpha \) is, the faster the convergence of \( u \) to the desired controller (2) when \( v^* = 0 \) (i.e. when no safety-related modifications of \( \dot{u} \) are required).
Remark 4. Integrating the expression of the dynamically defined controller in (20) with respect to time, we get:

\[
\begin{align*}
    u(t) &= \int_0^t (L_f u_h(x(\tau), u(\tau)) + \dot{u}_h(\tau)) \, d\tau + \frac{\alpha}{2} \int_0^t (u_h(x(\tau)) + u_h(\tau) - u(\tau)) \, d\tau, \\
    \text{(Integral control)}
\end{align*}
\]

where we explicitly recognize the integral component of the dynamically defined controller which ensures the desired tracking properties [25].

3.4 Safety- and Passivity-preserving Controller Design

In this section, we combine the results of the previous three subsection to design a safety and passivity input filter.

Proposition 2 (Main result). Consider a dynamical system (1), a set \( S_x \) where we want the state \( x \) of the system to remain confined for all times (safety), and a continuously differentiable positive definite function \( V \) with respect to which we want the system to be passive (passivity). If the controller

\[
v^*(x, u, t) = \arg\min_{v \in K_{xu}(x, u)} \|v\|^2,
\]

where \( K_{xu}(x, u) = K_x(x, u) \cap K_u(x, u) \subseteq \mathbb{R}^m \), exists for all times \( t \), then the system (1) is safe and passive.

Proof. The proof of this proposition is based on the combination of the results of Theorems 1 and 2 with Lemma 1.

If the QP (25) has a solution for all \( t \), then \( v^*(x, u, t) \in K_{xu}(x, u) \) for all \( t \). Then, by Theorem 1, as \( v^*(x, u, t) \in K_x(x, u) \), \( S_x \) defined in (8) using \( h_x \) is forward invariant, i.e. safe. Moreover, as \( v^*(x, u, t) \in K_u(x, u) \) for all \( t \), Theorem 2 ensures that \( S_u \) defined in (15) using \( h_u \) is safe. Thus, by Lemma 1 the system (1) is passive. \( \square \)

Remark 5 (Safety and passivity filter). Solving the QP (25) can be interpreted as filtering the desired control input given in (2)—comprised of a state feedback component, \( u_h \), and a human input, \( u_h \)—to obtain \( v^* \). The filtered controller is then integrated in software to obtain the actual control input \( u \) supplied to the system (1) to ensure its safety and passivity. See Fig. 2.

The filtering, i.e. the synthesis of the safety- and passivity-preserving controller, is implemented as an optimization-based controller solution of a convex quadratic program. As such, it can be efficiently solved in online settings, even under real-time constraints, in many robotic applications.

The following section shows the benefits of the safety and passivity filter developed in this paper applied to the human teleoperation of a second-order dynamical system, modeling a mechanical robotic platform.
Fig. 2: Passivity and safety filter: the structure of the filter depicted in Fig. 1 is specified using the results of the paper. The filter includes the computation of the function $\phi$, whose expression is given in (20), the solution of the convex quadratic program (QP) (25), and an integration step, in order to compute the control input $u$ supplied to the system.

4 Simulation Results

In this section, we present the results of the application of the safety and passivity filter developed in the previous section to the case of a second-order dynamical system controlled both by a feedback controller and by an external control input of an operator.

The model of the system is the following:

$$\begin{cases} 
\dot{x}_1 = x_2 \\
\dot{x}_2 = -\sigma x_2 + u \\
y = x_2 
\end{cases}$$

(26)

where $x_1, x_2, u, y \in \mathbb{R}^2$, $\sigma > 0$. Its dynamic extension (5) is:

$$\begin{cases} 
\dot{x}_1 = x_2 \\
\dot{x}_2 = -\sigma x_2 + u \\
\dot{u} = \phi(x, u, t) + v \\
y = x_2 
\end{cases}$$

(27)

where $v \in \mathbb{R}^2$. The desired input $\hat{u}$ is a PD controller aimed at driving the state of the system to the origin:

$$\hat{u} = u_{fb}(x) + u_h = -k_P x_1 - k_D x_2 + u_h,$$

(28)

where $k_P, k_D > 0$ are the proportional and derivative control gains, and the human input has been set to $u_h = [-0.3, 0]^T$. From the desired (28) the expression of $\phi(x, u, t)$ can be obtained using (20):

$$\phi(x, u, t) = -k_P x_2 - k_D (-\sigma x_2 + u) + k_I (\dot{u} - u) + \hat{u}_h,$$

(29)
where $k_I > 0$ plays the role of $\alpha$ in (20), i.e. an integral gain, as noticed in Remark 4.

To ensure the passivity of the system, the following storage function has been employed:

$$V: \mathbb{R}^n \to \mathbb{R}: x \mapsto \|x\|^2.$$  \hfill (30)

and the I-CBF $h_u$ (14) has been employed. For the system (26), the passivity condition (16) becomes:

$$A_u v \leq b_u,$$  \hfill (31)

where

$$A_u(x) = x_2^T$$  \hfill (32)

$$b_u(x, u, t) = -(1 + 3\sigma^2)\|x_2\|^2 + 2\sigma x_1^T x_2 - (2x_1^T - 3\sigma x_2^T) u \quad \text{+} \quad - x_2^T\phi(x, u, t) + \gamma_u (2\sigma \|x_2\|^2 - 2x_1^T x_2 - x_2^T u).$$  \hfill (33)

Safety has been defined as the condition that $x_1$ never enters the unit disk centered at the origin. To this end, the following CBF has been defined:

$$h_x(x) = \|x_1\|^2 - d^2,$$  \hfill (35)

where $d = 1$. As $h_x$ has relative degree 2 with respect to $u$, a recursive approach has been employed, as discussed in Remark 1. Thus, the following two auxiliary CBFs arise:

$$h'_x = 2x_1^T x_2 + \|x_1\|^2 - d^2$$  \hfill (36)

$$h''_x = \|x_1\|^2 + 2\|x_2\|^2 + 2(2 - \sigma)x_1^T x_2 + 2x_1^T u - d^2,$$  \hfill (37)

and the safety condition (4) becomes:

$$A_x v \leq b_x,$$  \hfill (38)

where

$$A_x(x) = -x_1^T$$  \hfill (39)

$$b_x(x, u, t) = (2x_1^T + 2(2 - \sigma)x_2^T + 2u^T)x_2 + (4x_2^T + 2(2 - \sigma)x_1^T)(-\sigma x_2 + u) \quad \text{+} \quad + 2x_2^T \phi(x, u, t) + \gamma_x (h''_x).$$  \hfill (40)

Passivity and safety conditions are then combined in the following single QP equivalent to (25):

$$v^*(x, u, t) = \arg\min_{v \in \mathbb{R}^2} \|v\|^2$$  \hfill (42)

subject to $A_x(x)v \leq b_x(x, u, t)$ (Safety constraint)  \hfill (43)

$A_u(x)v \leq b_u(x, u, t)$ (Passivity constraint).  \hfill (44)
Fig. 3: Trajectory (Fig. 3a) and passivity I-CBF (Fig. 3b) for the system (27) controlled using \( v(t) = 0 \) for all \( t \). The state \( x_1 \) converges to \([x_{1,1}, x_{1,2}] = [-0.3, 0]\) as expected, however both the safety and the passivity conditions are violated. In fact, the blue point enters the unsafe region shaded in red in Fig. 3a and both \( h_u \) and \( h_x \) take negative values in Fig. 3b.

The result of the implementation of the solution of (42) to control the system (27) are reported in the following.

Figure 3 shows the trajectory of the state and of the I-CBF \( h_u \) for the system (27) controlled using \( v(t) = 0 \) for all \( t \). As no safety constraint is enforced, the system trajectory enter the red disk (unsafe region). Moreover, as no passivity constraint is enforced, the value of \( h_u \) becomes negative. From (14), this implies that \( y^T u \not\geq \dot{V} \), i.e. energy is generated and the system is not passive.

To mitigate this issue, we introduce the passivity I-CBF constraint \( A_u(x) v \leq b_u(x, u, t) \). Figure 4 shows the results of the implementation of the controller \( v^* \) solution of the QP (42) without the safety constraint \( A_x(x) v \leq b_x(x, u, t) \). The trajectory of the system still enters the unsafe red-shaded region, however the value of \( h_u \) is always positive. For the same rationale discussed above, in this case energy is not generated and \( y^T u \geq \dot{V} \) as desired, i.e. the system is passive.

Finally, to show how safety and passivity constraints can be enforced in a holistic fashion, Fig. 5 shows the behavior of the system controlled by the solution of the complete QP (42). The trajectory of the system is kept away from the unsafe region by the effect of the safety constraints and, at the same time, the value of \( h_u \) remains positive for all times, i.e. the system is safe.

5 Conclusions and Future Work

In this paper, we introduced a safety and passivity filter which is able to guarantee that a dynamical system remains passive and a subset of its state space remains forward invariant. This technique is particularly suitable in robot teleoperation scenarios where a human is interconnected—by an input-output relation—to a robotic system and exchange energy with the system through the supplied
Fig. 4: Trajectory (Fig. 4a) and passivity I-CBF (Fig. 4b) for the system (27) controlled using $v(t) = v^*$ solution of the QP (42) without the safety constraint $A_x(x)v \leq b_x(x, u, t)$. The state $x_1$ converges to $[x_{1,1}, x_{1,2}] = [-0.3, 0]$ as expected and, in addition to the simulation in Fig. 3, it does so while preserving passivity for all times. In fact, in Fig. 3b it can be seen how $h_u$ is always kept positive. Values of $h_x$, on the other hand, become negative when the blue dot in Fig. 4a is inside the red-shaded disk.

Fig. 5: Trajectory (Fig. 5a) and passivity I-CBF (Fig. 5b) for the system (27) controlled using $v(t) = v^*$ solution of the QP (42) with safety and passivity constraints. By enforcing the safety constraints, the blue dot in Fig. 5a is not allowed to enter the unsafe region (red disk). As a result, $x_1$ does not converge to $[x_{1,1}, x_{1,2}] = [-0.3, 0]$ as desired by the human input, but in this case it reaches the value of $x_1$ in the safe region closest to $[-0.3, 0]$, i.e. $[-1, 0]$. Moreover, this resulting safe trajectory is obtained by executing only safe actions: Fig. 3b shows how safety and passivity are preserved in terms of the values of $h_x$ and $h_u$ being both kept positive.
control inputs. The passivity of the interconnected system guarantees that no energy is generated by the interconnection, while the forward invariance property ensures the safety of the interaction between the human operator and the robotic system.

Future work will be devoted to the feasibility analysis of the optimization problem which defines the safety and passivity filter, as well as to the introduction of estimation algorithms required to evaluate the input supplied by the human interacting with the robotic system. Moreover, in this paper, we shown the approach applied to a simulated linear second-order system, representing a simple robotic system, controlled by a feedback controller as well as a human input. Future work will focus on applying this method to real manipulator robots and multi-robot systems, which are commonly employed in robot teleoperation applications.
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