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Abstract. We obtain orthogonal polynomial self-duality functions for multi-species version of the symmetric exclusion process (SEP(2j)) and the independent random walker process (IRW) on a finite undirected graph. In each process, we have n > 1 species of particles. In addition, we allow up to 2j particles to occupy each site in the multi-species SEP(2j). The duality functions for the multi-species SEP(2j) and the multi-species IRW come from unitary intertwiners between different ∗-representations of the special linear Lie algebra sl_{n+1} and the Heisenberg Lie algebra h_n, respectively. The analysis leads to multivariate Krawtchouk polynomials as orthogonal duality functions for the multi-species SEP(2j) and homogeneous products of Charlier polynomials as orthogonal duality functions for the multi-species IRW.
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1 Introduction

In recent years, stochastic duality has been used as a powerful tool in the study of stochastic processes (see, e.g., [3, 7, 15, 17]). More recently, orthogonal stochastic dualities were derived for some classical interacting particle systems. For instance, the independent random walker process (IRW) is self-dual with respect to Charlier polynomials [5, 12], and the symmetric exclusion process (SEP(2j)) is self-dual with respect to Krawtchouk polynomials [5, 12]. Orthogonal polynomial duality functions turn out to be useful in applications as they form a convenient orthogonal basis in a suitable space of the systems’ observables. There are many applications of orthogonal duality functions (see, e.g., [1, 2, 6]). In a series of previous works, several ways to find orthogonal dualities were introduced. In [9], the two-terms recurrence relations of orthogonal polynomials were used, method via generating functions was used in [16], while Lie algebra representations and unitary intertwiners were used in [12]. In addition, two more approaches were described in [5]. The first approach is based on unitary symmetries, another one is based on scalar products of classical duality functions. In this paper, we make use of the method introduced in [12].

We first study a model of interacting particle systems with symmetric jump rates. The multi-species symmetric exclusion process is a generalization of the SEP(2j) to multi-species systems, where we have up to 2j ∈ N particles allowed for each site and we have n > 1 species particles in the system. It is worth mentioning that the multi-species SEP(2j) we consider is closely related to other multi-species (multi-color) exclusion processes studied over the past decades. For example, when j = 1/2, it degenerates to a special case of the multi-color exclusion processes studied in [4, 8]. This model also arises naturally as a special case of the multi-species ASEP(q,j) studied in [14] when q = 1. Given the fact that the single-species SEP(2j) is self-dual with respect to Krawtchouk polynomials, it’s expected that similar results could be found for the
multi-species SEP(2j). We prove that the multi-species SEP(2j) is self-dual with multivariate Krawtchouk polynomials as duality functions.

Another process we study is the multi-species independent random walker, which can be thought of as \( n > 1 \) independent copies of IRW evolving simultaneously. Although it is straightforward to obtain the duality functions using the independence property, it is still interesting to show how the duality functions arise from representations of the nilpotent Heisenberg Lie algebra \( \mathfrak{h}_n \).

The organization of this paper is as follows. In Section 2 we give an overview of the method that we use to construct orthogonal duality functions. In Section 3 we obtain the orthogonal duality functions for the multi-species SEP(2j) and in Section 4 for the multi-species IRW.

2 Background

In this section we describe the method to obtain the orthogonal dualities which was introduced in [12]. We start by recalling the definition of stochastic duality.

**Definition 2.1.** Two Markov processes \( s_t \) and \( s'_t \) on state spaces \( \mathcal{G} \) and \( \mathcal{G}' \) are dual with respect to duality function \( D(\cdot, \cdot) \) on \( \mathcal{G} \times \mathcal{G}' \) if

\[
E_s[D(s_t, s'_t)] = E_{s'}[D(s, s'_t)] \quad \text{for all } s \in \mathcal{G}, \; s' \in \mathcal{G}', \; \text{and } t > 0,
\]

where \( E_s \) denotes expectation with respect to the law of \( s_t \) with \( s_0 = s \) and similarly for \( E_{s'} \).

If \( s'_t \) is a copy of \( s_t \), we say that the process \( s_t \) is self-dual.

In most relevant examples, duality could also be stated at the level of Markov generators. We say that generator \( L_1 \) is dual to \( L_2 \) with respect to duality function \( D(\cdot, \cdot) \) if for all \( s \) and \( s' \),

\[
[L_1D(\cdot, s')](s) = [L_2D(s, \cdot)](s').
\]

If \( L_1 = L_2 \), we have self-duality.

Let \( \mathfrak{g} = (\mathfrak{g}, [\cdot, \cdot]) \) be a complex Lie algebra with a \(*\)-structure, i.e., there exists an involution \( *: X \rightarrow X^* \) such that for any \( X, Y \in \mathfrak{g} \), \( a, b \in \mathbb{C} \),

\[
(aX + bY)^* = \bar{a}X^* + \bar{b}Y^*, \quad [X, Y]^* = [Y^*, X^*].
\]

Let \( U(\mathfrak{g}) \) be the universal enveloping algebra of \( \mathfrak{g} \).

Given a Hilbert space \((H, \langle \cdot, \cdot \rangle)\) and a representation \( \rho \) of \( \mathfrak{g} \) on \( H \), we call \( \rho \) a \(*\)-representation if for any \( f, g \in H \) and any \( X \in \mathfrak{g} \),

\[
\langle \rho(X)f, g \rangle = \langle f, \rho(X^*)g \rangle.
\]

Suppose we have state spaces \( \Omega_1 \) and \( \Omega_2 \) of configurations on \( L \) sites given by \( \Omega_1 = E_1 \times \cdots \times E_L \) and \( \Omega_2 = F_1 \times \cdots \times F_L \). Let \( \mu = \mu_1 \otimes \cdots \otimes \mu_L \) and \( \nu = \nu_1 \otimes \cdots \otimes \nu_L \) be product measures on \( \Omega_1 \) and \( \Omega_2 \).

For \( 1 \leq x \leq L \), let \( \rho_x \) and \( \sigma_x \) be unitarily equivalent \(*\)-representations of a Lie algebra \( \mathfrak{g} \) on \( L^2(E_x, \mu_x) \) and \( L^2(F_x, \nu_x) \), respectively. Then \( \rho = \rho_1 \otimes \cdots \otimes \rho_L \) and \( \sigma = \sigma_1 \otimes \cdots \otimes \sigma_L \) are \(*\)-representations of \( \mathfrak{g} \). We assume that the corresponding unitary intertwiner \( \Lambda_x: L^2(E_x, \mu_x) \rightarrow L^2(F_x, \nu_x) \) has the following form:

\[
\Lambda_x f(z_2) = \int_{E_x} f(z_1)K_x(z_1, z_2) \, d\mu_x(z_1), \quad \text{for } \nu_x\text{-almost all } z_2 \in F_x,
\]

for some kernel \( K_x \in L^2(E_x \times F_x, \mu_x \otimes \nu_x) \) satisfying the relation

\[
|\rho_x(X^*)K_x(\cdot, z_2)|(z_1) = |\sigma_x(X)K_x(z_1, \cdot)|(z_2), \quad (z_1, z_2) \in E_x \times F_x, \quad X \in \mathfrak{g}.
\]

With all the above structures, the following theorem provides a way to construct duality functions.
Theorem 2.2 ([12]). Suppose $L_1$ and $L_2$ are self-adjoint operators on $L^2(\Omega_1,\mu)$ and $L^2(\Omega_2,\nu)$, respectively, given by

$$L_1 = \rho(Y), \quad L_2 = \sigma(Y),$$

for some self-adjoint $Y \in U(\mathfrak{g})^\otimes L$. Then $L_1$ and $L_2$ are in duality, with duality function

$$D(z_1, z_2) = \prod_{x=1}^L K_x(z_{1x}, z_{2x}), \quad z_1 = (z_{11}, \ldots, z_{1L}) \in \Omega_1, \quad z_2 = (z_{21}, \ldots, z_{2L}) \in \Omega_2.$$

3 Multi-species SEP($2j$) and Lie algebra $\mathfrak{sl}_{n+1}$

In this section, we study the multi-species version of the SEP($2j$) with $2j \in \mathbb{N}$ on a finite undirected graph $G = (V, E)$, where $V = \{1, \ldots, L\}$ with $L \in \mathbb{N}$ and $L > 2$ is the set of sites (vertices) and $E$ is the set of edges. In what follows, we write site $x \in G$ instead of mentioning $V$ for ease of notation.

The state space $S(n, 2j, G)$ of particle configurations consists of variables $\xi = (\xi_i^x : 0 \leq i \leq n, x \in G)$, where $\xi_i^x$ denotes the number of particles of species $i$ at site $x$, and

$$\xi^x = (\xi_0^x, \ldots, \xi_n^x) \in \Omega_{2j} := \left\{ \xi = (\xi_0, \ldots, \xi_n) \right\} \left\{ \sum_{i=0}^n \xi_i = 2j, \xi_i \geq 0 \right\}$$

for any site $x \in G$. One can think of $\xi_0^x$ as the number of holes at site $x$.

Definition 3.1. The generator of the multi-species SEP($2j$) on a finite undirected graph $G = (V, E)$ is given by

$$\mathcal{L} f(\xi) = \sum_{\text{edge}(x,y) \in E} \mathcal{L}_{x,y} f(\xi),$$

$$\mathcal{L}_{x,y} f(\xi) = \sum_{0 \leq k < \ell \leq n} \xi^x_\ell \xi^y_\ell \left[ f(\xi^x_{\ell,k}) - f(\xi) \right] + \xi^y_\ell \xi^x_\ell \left[ f(\xi^y_{\ell,k}) - f(\xi) \right],$$

where $\xi^x_{\ell,k}$ denotes the particle configuration obtained by switching a particle of the $\ell$th species at site $x$ with a particle of the $k$th species at site $y$ if $\xi^x_{\ell,k} \in S(n, 2j, G)$.

Note that when $n = 1$, this process reduces to the single-species SEP($2j$) defined in [10].

Suppose $p = (p_0, \ldots, p_n)$ is a probability distribution, the multinomial distribution on $\Omega_{2j}$ is defined as

$$w_p(\xi) = \binom{2j}{\xi} \prod_{i=0}^n p_i^{\xi_i},$$

where $\binom{2j}{\xi}$ denotes the multinomial coefficient $\prod_{i=0}^n \xi_i^{!}$. Following a simple detailed balance computation, we can show that the product measure with marginals $w_p(\xi)$ for any fixed $p$ being a distribution is a reversible measure of the multi-species SEP($2j$), i.e., $\otimes_G w_p$ is a reversible measure of the multi-species SEP($2j$) when $p$ is the same for all sites.

3.1 Multivariate Krawtchouk polynomials and Lie algebra $\mathfrak{sl}_{n+1}$

First, we introduce the $n$-variable Krawtchouk polynomials defined by Griffiths [11]. We shall adopt the notation of Iliev [13] in the following.
Definition 3.2. Let $\mathcal{K}_n$ be the set of 4-tuples $(\nu, P, \hat{P}, U)$ such that $P$, $\hat{P}$, $U$ are $(n+1) \times (n+1)$ complex matrices satisfying the following conditions:

1. $P = \text{diag}(p_0, \ldots, p_n)$, $\hat{P} = \text{diag}(\hat{p}_0, \ldots, \hat{p}_n)$ and $p_0 = \hat{p}_0 = \frac{1}{\nu} \neq 0$,
2. $U = (u_{kl})_{0 \leq k, l \leq n}$ with $U_{0k} = U_{0k} = 1$ for all $0 \leq k \leq n$,
3. $\nu P U \hat{P} U^T = I_{n+1}$.

It follows from the above definition that $p = (p_0, \ldots, p_n)$ and $\hat{p} = (\hat{p}_0, \ldots, \hat{p}_n)$ satisfy that $\sum_{k=0}^n p_k = \sum_{k=0}^n \hat{p}_k = 1$ and $p_k, \hat{p}_k \neq 0$ for any $k$.

For all points $\kappa \in \mathcal{K}_n$, Griffith constructed multivariate Krawtchouk polynomials using a generating function as follows.

Definition 3.3 ([11]). For $\xi, \eta, \kappa \in \Omega_{2j}$ and $\kappa \in \mathcal{K}_n$, the multivariate Krawtchouk polynomial $K(\xi, \eta, \kappa, j)$ is defined by

$$\sum_{\xi \in \Omega_{2j}} \binom{2j}{\xi} K(\xi, \eta, \kappa, j) z_1^{\xi_1} \cdots z_n^{\xi_n} = \prod_{k=0}^n \left(1 + \sum_{l=1}^n u_{kl} z_l\right)^{\eta_k}.$$ 

Although it’s not obvious to tell from the generating function, $K(\xi, \eta, \kappa, j)$ depends on $P$ and $\hat{P}$ because the matrix $U \in \kappa$ satisfies the condition (3) in Definition 3.2.

In what follows, we fix a 4-tuple $\kappa \in \mathcal{K}_n$ as in Definition 3.2, we also write $K(\xi, \eta, \kappa, j)$ as $K(\xi, \eta, j)$ for simplicity.

In [13], Iliev interpreted multivariate Krawtchouk polynomials with representations of the Lie algebra $\mathfrak{sl}_{n+1}$. We recall some of the essential results. Let’s start by introducing some basic notations. Let $z_0, \ldots, z_n$ be mutually commuting variables, we set $z = (z_0, \ldots, z_n)$. For each $\xi = (\xi_0, \ldots, \xi_n) \in \Omega_{2j}$, we denote $z^\xi = z_0^{\xi_0} z_1^{\xi_1} \cdots z_n^{\xi_n}$ and $\xi! = \xi_0! \cdots \xi_n!$. Also define $V_{2j} = \text{span}\{z^\xi | \xi \in \Omega_{2j}\} \subset \mathbb{C}[z]$, which is the space consisting of all homogeneous complex polynomials of total degree $2j$.

Let $I_{n+1}$ denote the $(n+1) \times (n+1)$ identity matrix. For $0 \leq k, l \leq n$, let $e_{k,l}$ denote the $(n+1) \times (n+1)$ matrix with $(k, l)^{th}$ entry 1 and other entries 0. The special linear Lie algebra of order $n+1$ denoted by $\mathfrak{sl}_{n+1}$ consists of $(n+1) \times (n+1)$ matrices with trace zero and has the Lie bracket $[X, Y] = XY - YX$. It has basis $\{e_{kl}\}_{0 \leq k \neq l \leq n}$ and $\{h_l\}_{0 < l \leq n}$, where $h_l = e_{ll} - \frac{1}{n+1} I_{n+1}$.

The $*$-structure of $\mathfrak{sl}_{n+1}$ is given by

$$e_{kl}^* = e_{lk}, \quad k \neq l, \quad h_l^* = -h_l.$$ 

(3.2)

Let $\mathfrak{gl}(V_{2j})$ denote the space of endomorphisms of $V_{2j}$, we consider the representation $\rho: \mathfrak{sl}_{n+1} \rightarrow \mathfrak{gl}(V_{2j})$ defined by

$$\rho e_{kl} = z_k \partial z_l, \quad k \neq l, \quad \rho h_l = z_l \partial z_l - \frac{2j}{n+1}.$$ 

(3.3)

Next, define an antiautomorphism $a$ on $\mathfrak{sl}_{n+1}$ by $a(X) = \hat{P} X^T \hat{P}^{-1}$. It follows easily that

$$a(e_{kl}) = \frac{\hat{p}_l}{\hat{p}_k} e_{kl}, \quad k \neq l, \quad a(h_l) = h_l.$$ 

(3.4)

We define a symmetric bilinear form $\langle \cdot, \cdot \rangle_\kappa$ on $V_{2j}$ by

$$\langle z^\xi, z^\eta \rangle_\kappa = \delta_{\xi, \eta} \frac{\xi!}{\eta!} \theta^{2j}.$$
Then it is easy to check that for any \( X \in \mathfrak{sl}_{n+1} \) and \( v_1, v_2 \in V_{2j} \)

\[
\langle pXv_1, v_2 \rangle_\kappa = \langle v_1, \rho a(X)v_2 \rangle_\kappa.
\] (3.5)

Let \( R \) be the matrix

\[
R = \hat{\theta}PU^T,
\] (3.6)

where \( \hat{\theta} \in \mathbb{C} \) such that \( \det(R) = 1 \). Next, we define \( \hat{z} = (\hat{z}_0, \ldots, \hat{z}_n) \) by \( \hat{z} = zR \).

**Lemma 3.4.** Define operator \( \text{Ad}_R \) on \( \mathfrak{sl}_{n+1} \) by \( \text{Ad}_R(X) = R^{-1}XR \), where \( R = (r_{kl})_{0 \leq k, l \leq n} \) is defined in equation (3.6). Then \( \text{Ad}_R \) is a Lie algebra automorphism of \( \mathfrak{sl}_{n+1} \).

**Proof.** It can be checked directly. \( \square \)

Last, we list some properties of the multivariate Krawtchouk polynomial whose proof could be found in [13].

**Proposition 3.5 ([13, Corollary 5.2]).** For \( \xi, \eta \in \Omega_{2j} \), the multivariate polynomial \( K \) has the following bilinear form,

\[
K(\xi, \eta) = \frac{p_0^{2j}}{(2j)!} \langle z^\xi, z^\eta \rangle_{\kappa}.
\]

**Proposition 3.6 ([13, Corollary 5.3]).** For \( \xi, \eta, \zeta \in \Omega_{2j} \) we have the following relations:

\[
\sum_{\xi \in \Omega_{2j}} K(\xi, \eta)K(\xi, \zeta)w_\bar{\rho}(\xi) = \frac{p_0^{2j} \delta_{\eta, \zeta}}{w_\bar{\rho}(\eta)},
\]

\[
\sum_{\xi \in \Omega_{2j}} K(\eta, \xi)K(\zeta, \xi)w_\bar{\rho}(\xi) = \frac{p_0^{2j} \delta_{\eta, \zeta}}{w_\bar{\rho}(\eta)}.
\]

**Remark 3.7.** If \( U \in \kappa \) is a real matrix, then it follows from the generating function that the multivariate Krawtchouk polynomial is real valued. In this case, Proposition 3.6 is the orthogonality relation for the multivariate Krawtchouk polynomial in \( l^2(w_\rho) \) and \( l^2(w_\bar{\rho}) \).

### 3.2 Self-duality of the multi-species SEP(2j)

In this subsection, we show that the multi-species SEP(2j) is self dual with respect to duality functions given by homogeneous products of multivariate Krawtchouk polynomials. Suppose \( p \) and \( \bar{\rho} \) in the 4-tuple \( \kappa \in \mathcal{K}_n \) as in Definition 3.2 are both probability measures.

Let \( l^2(w_\rho) \) be a Hilbert space with inner product \( (f, g)_p = \sum_{\xi \in \Omega_{2j}} f(\xi)\bar{g}(\xi)w_\rho(\xi) \). Now we define a \(*\)-representations \( \rho_\rho \) of \( \mathfrak{sl}_{n+1} \) on \( l^2(w_\rho) \) by

\[
\rho_\rho(\xi_{kl})f(\xi) = \sqrt{\frac{p_k}{p_l}} \xi_{l,k}^{1;1,-1} f(\xi_{l,k}^{-1,-1}) \quad \text{for } 0 \leq k \neq l \leq n,
\]

\[
\rho_\rho(h_\xi) f(\xi) = \left( \xi_{l} - \frac{2j}{n+1} \right) f(\xi) \quad \text{for } 0 < l \leq n,
\]

where \( \xi_{l,k}^{1;1,-1} \) represents the variable with \( \xi_l \) increased by 1 and \( \xi_k \) decreased by 1. Recalling the \(*\)-structure defined in equation (3.2), it is straightforward to check that \( (\rho_\rho(X)f, g)_p = (f, \rho_\rho(X^*)g)_p \) for all \( X \in \mathfrak{sl}_{n+1} \).

Next, we introduce another non-trivial \(*\)-representation \( \sigma_\rho \) of \( \mathfrak{sl}_{n+1} \) on \( l^2(w_\rho) \) that is unitarily equivalent to \( \rho_\rho \).
**Definition 3.8.** For each $\rho_p$, define a corresponding representation by $\sigma_p = \rho_p \circ \text{Ad}_R$, where $\text{Ad}_R$ is the automorphism defined in Lemma 3.4.

**Proposition 3.9.** If the matrix $U$ in the 4-tuple $\kappa \in \mathcal{K}_n$ is real, then the representation $\sigma_p$ defined in Definition 3.8 is a $*$-representation of $\mathfrak{sl}_{n+1}$ on $l^2(w_p)$.

**Proof.** By definitions of the matrices $U$ and $R$, when $U$ is a real matrix, then $R$ and $R^{-1}$ are all real matrices. For ease of notation, we write $Q = R^{-1} = (q_{i,m})_{0 \leq i,m \leq n}$. Then, computing $\sigma_p$ explicitly, we have

$$
\sigma_p(e_{im})f(\eta) = \sqrt{\frac{\hat{p}_i}{\hat{p}_m}} \sum_{k,l=0}^n q_{ki}r_{ml}\eta_l f(\eta_{k,l}^{+1,-1}). \quad (3.7)
$$

Next we verify that for any $X \in \mathfrak{sl}_{n+1}$, $(\sigma_p(X)f(\eta), g(\eta))_p = (f(\eta), \sigma_p(X^*)g(\eta))_p$. First, we plug equation (3.7) in the inner products, when $i \neq m$,

$$
(\sigma_p(e_{im})f(\eta), g(\eta))_p = \sqrt{\frac{\hat{p}_i}{\hat{p}_m}} \sum_{k,l=0}^n q_{ki}r_{ml}(\eta_l f(\eta_{k,l}^{+1,-1}), g(\eta))_p,
$$

$$
(f(\eta), \sigma_p(e_{mi})g(\eta))_p = \sqrt{\frac{\hat{p}_m}{\hat{p}_i}} \sum_{k,l=0}^n q_{km}r_{il}(f(\eta), \eta_l g(\eta_{k,l}^{+1,-1}))_p. \quad (3.8)
$$

By switching $k$ and $l$ in equation (3.8), we have that

$$
(f(\eta), \sigma_p(e_{mi})g(\eta))_p = \sqrt{\frac{\hat{p}_m}{\hat{p}_i}} \sum_{k,l=0}^n q_{lm}r_{ik}(\eta_k f(\eta), g(\eta_{l,k}^{+1,-1}))_p.
$$

Now define $\tilde{\eta} = \eta_{l,k}^{+1,-1}$, we get

$$
(f(\eta), \sigma_p(e_{mi})g(\eta))_p = \sqrt{\frac{\hat{p}_m}{\hat{p}_i}} \sum_{k,l=0}^n q_{lm}r_{ik} \frac{p_k}{p_l} (\tilde{\eta} f(\tilde{\eta}_{l,k}^{-1,1}), g(\tilde{\eta}))_p.
$$

Computing the entries of matrices $R$ and $Q$ explicitly, we have $r_{ki} = \frac{1}{q_{0d}} p_{ki} u_{ik}$, $q_{ki} = 1$ and $q_{km} = \frac{p_{km}}{p_{i}} q_{lm} r_{ik}$. Plugging in $r$, $q$, we have that $\frac{\hat{p}_m}{\hat{p}_i} q_{ki} r_{mi} = \frac{p_k}{p_i} q_{lm} r_{ik}$, which gives that

$$
(\sigma_p(e_{im})f(\eta), g(\eta))_p = (f(\eta), \sigma_p(e_{mi})g(\eta))_p.
$$

The proof for $h_l$ is similar. \[\square\]

**Remark 3.10.** Proposition 3.9 is nontrivial since the automorphism $\text{Ad}_R$ does not preserve the $*$-structure of $\mathfrak{sl}_{n+1}$, i.e., there exists $X \in \mathfrak{sl}_{n+1}$ such that $\text{Ad}_R(X^*) \neq \text{Ad}_R(X)$. For example,

$$
\text{Ad}_R(e_{12}^*) = \text{Ad}_R(e_{21}) = \sum_{k,l} q_{k2} r_{kl} e_{kl},
$$

while

$$
\text{Ad}_R(e_{12})^* = \left( \sum_{k,l} q_{k1} r_{2l} e_{kl} \right)^* = \sum_{k,l} q_{k1} r_{2l} e_{lk} = \sum_{k,l} q_{l1} r_{2k} e_{kl},
$$

which are not equal for general $\kappa$. 

Proposition 3.11. When the matrix $U$ in the 4-tuple $\kappa$ is real, $\rho_\kappa$ and $\sigma_\kappa$ satisfy the following property: $[\rho_\kappa(X^*)K(\cdot,\eta)](\xi) = [\sigma_\kappa(X)K(\xi,\cdot)](\eta)$ for any $X \in \mathfrak{sl}_{n+1}$ and $(\xi,\eta) \in \Omega_2 \times \Omega_2$.

**Proof.** Recall from Proposition 3.5, the multivariate Krawtchouk polynomials can be written in bilinear form. Also recall that the antiunitary action $\sigma_\kappa$ defined in (3.4) has property (3.5). Notice that for function $\zeta$, we can write $\rho_\kappa$ in terms of the representation $\rho$ defined in (3.3),

$$\rho_\kappa(e_{im})\zeta = \sqrt{\frac{p_i}{p_m}}\rho(e_{im})\zeta.$$

Thus, for $i \neq m$,

$$[\rho_\kappa(e_{im})K(\cdot,\eta)](\xi) = \frac{2^j}{\binom{2j}{j}}! \sqrt{\frac{p_i}{p_m}} \rho(e_{im})\zeta = \frac{2^j}{\binom{2j}{j}}! \sqrt{\frac{p_i}{p_m}} \rho(e_{im})\zeta.$$

where the last equality follows form the fact that $e_{im} = \text{Ad}_\kappa(e_{im})$ and $\rho(e_{im})\zeta = \hat{\zeta}\partial_{\zeta_m}\zeta$ [13], thus

$$\sqrt{\frac{p_m}{p_i}} \rho(e_{im})\zeta = \sqrt{\frac{p_m}{p_i}} \rho \circ \text{Ad}_\kappa(e_{im})\zeta = \sigma_\kappa(e_{im})\zeta.$$

The proof for $h_l$ follows from the same argument. ■

Proposition 3.12. If the matrix $U$ in the 4-tuple $\kappa$ is real, define the operator $\Lambda: l^2(w_\kappa) \rightarrow l^2(w_\kappa)$ by

$$(\Lambda f)(\eta) = p_0^{-j} \sum_{\xi \in \Omega_2} w_\kappa(\xi) f(\xi) K(\xi,\eta).$$

Then $\Lambda$ is an unitary operator and intertwines $\rho_\kappa$ with $\sigma_\kappa$. The kernel $K(\xi,\eta)$ satisfies

$$[\rho_\kappa(X)^*K(\cdot,\eta)](\xi) = [\sigma_\kappa(X)K(\xi,\cdot)](\eta).$$

**Proof.** It follows directly from equation (3.9) that $\Lambda[\rho_\kappa(X)f] = \sigma_\kappa(X)\Lambda(f)$ for all $X \in \mathfrak{sl}_{n+1}$, thus $\Lambda$ intertwines $\rho_\kappa$ with $\sigma_\kappa$. Recall that if a process has reversible measure, then it’s self dual with respect to the cheap duality function, which comes from the reversible measure. For the multi-species SEP(2j), the cheap duality function is given by $\delta_\kappa(\xi) = \frac{\delta_{\kappa,\zeta}}{w_\kappa(\xi)}$, which has squared norm $\frac{1}{w_\kappa(\xi)}$ in $l^2(w_\kappa)$.

On the other hand, $\Lambda(\delta_\kappa)(\eta) = p_0^{-j} K(\zeta,\eta)$ has squared norm $\frac{1}{w_\kappa(\xi)}$ in $l^2(w_\kappa)$. Thus $\Lambda$ maps an orthogonal basis to another orthogonal basis preserving the norm, hence $\Lambda$ is unitary. ■

Last we show the generator defined in (3.1) is the image of some self-adjoint element in $\mathcal{U}(\mathfrak{sl}_{n+1}) \otimes L$ under the $*$-representations $\rho_\kappa^* \otimes L$ and $\sigma_\kappa^* \otimes L$. We generalize the construction of the Markov generator in terms of the co-product of a Casimir element (see, e.g., [10, 12]) to the multi-species cases.

We start by constructing a Casimir element of $\mathcal{U}(\mathfrak{sl}_{n+1})$. Under the non-degenerate bilinear form $B(X,Y) = \text{tr}(XY)$, the dual basis of $\mathfrak{sl}_{n+1}$ is given by

$$e_{lk}^* = e_{kl}, \quad k \neq l, \quad h_l^* = e_{ll} - e_{00} = h_l + \sum_{k=1}^n h_k.$$
The Casimir element $\Omega$ of $\mathcal{U}(\mathfrak{sl}_{n+1})$ is given by

$$
\Omega = \sum_{0 \leq k < l \leq n} (e_{kl}e_{lk} + e_{lk}e_{kl}) + \sum_{0 < l \leq n} h_l h_l^*.
$$

It is easy to verify that $\Omega$ is self-adjoint, i.e., with the $\ast$-structure given in (3.2), $\Omega^* = \Omega$. Next, define the coproduct for the basis $\{e_{kl}\}_{0 \leq k \neq l \leq n}$ and $\{h_l\}_{0 < l \leq n}$ as $\Delta(X) = 1 \otimes X + X \otimes 1$, and define an element

$$
Y = \Delta(\Omega) - \Omega \otimes 1 - 1 \otimes \Omega.
$$

Lemma 3.13. $L_{x,y}$ is the image of a self-adjoint element in $\mathcal{U}(\mathfrak{sl}_{n+1})^{\otimes 2}$ under the representation $\rho_\hat{p} \otimes \rho_\hat{p}$ and $\sigma_p \otimes \sigma_p$. Specifically, there exists a constant $c \in \mathbb{R}$ such that

$$
L_{x,y} = \frac{1}{2} \rho_\hat{p} \otimes \rho_\hat{p}(Y_{x,y}) - c
$$

(3.10)

and

$$
= \frac{1}{2} \sigma_p \otimes \sigma_p(Y_{x,y}) - c.
$$

(3.11)

Proof. To prove (3.10), we make use of the following identity:

$$
\sum_{0 \leq k < l \leq n} \xi_k \xi_l^y + \xi_k \xi_l^x = \left( \sum_{0 \leq l \leq n} \xi_l^x \right) \left( \sum_{0 \leq l \leq n} \xi_l^y \right) - \sum_{0 \leq l \leq n} \xi_l^x \xi_l^y = (2j)^2 - \sum_{0 \leq l \leq n} \xi_l^x \xi_l^y.
$$

Expanding $\Omega$ in $Y$, we have

$$
Y = 2 \sum_{0 \leq k < l \leq n} (e_{lk} \otimes e_{kl} + e_{kl} \otimes e_{lk}) + \sum_{1 \leq l \leq n} (h_l \otimes h_l^* + h^*_l \otimes h_l).
$$

Now we can compute the right-hand side of (3.10) using the above identities and the representation $\rho_\hat{p}$ to see that it agrees with $L_{x,y}$. Note that $L_{x,y}$ does not depend on $\hat{p}$ since all terms with $\hat{p}$ get cancelled.

To prove (3.11), it suffices to show $\text{Ad}_R \otimes \text{Ad}_R(Y) = Y$. First, we can check that $\text{Ad}_R(\Omega) = \Omega$ by direct calculation. Using the fact that $\text{Ad}_R \otimes \text{Ad}_R \circ \Delta = \Delta \circ \text{Ad}_R$, we have $\text{Ad}_R \otimes \text{Ad}_R(Y) = Y$, thus

$$
\sigma_p \otimes \sigma_p(Y_{x,y}) = (\rho_\hat{p} \otimes \rho_\hat{p}) \circ (\text{Ad}_R \otimes \text{Ad}_R)(Y_{x,y}) = \rho_\hat{p} \otimes \rho_\hat{p}(Y_{x,y}).
$$

Applying Theorem 2.2 yields the self duality for the multi-species SEP(2j).

Theorem 3.14. The multi-species SEP(2j) defined in Definition 3.1 is self dual with respect to duality functions

$$
\prod_{x \in G} K(\xi^x, \eta^x, \kappa, 2j),
$$

for any $\kappa \in \mathcal{K}_n$ such that $U$ in $\kappa$ is real and $p$, $\hat{p}$ in $\kappa$ are probability measures.

4 Multi-species IRW and Heisenberg Lie algebra $\mathfrak{h}_n$

In this section, we find a family of self-duality functions of the multi-species independent random walk (multi-species IRW) using the Heisenberg Lie algebra $\mathfrak{h}_n$.

The $n$-species independent random walk is a generalization of the usual IRW to $n$ species on a finite undirected graph $G = (V, E)$, where $V = \{1, \ldots, L\}$ with $L \in \mathbb{N}$ and $L > 2$ is the set
of sites (vertices) and \( E \) is the set of edges. It is a Markov process where \( n \) species of particles move independently between \( L \) sites. The jump rate for a particle of species \( i \) from a site is proportional to the number of species \( i \) particles at that site.

The state space \( S(n, G) \) of particle configurations consists of variables \( \xi = (\xi^x_i : 1 \leq i \leq n, \ x \in G) \), where \( \xi^x_i \in \mathbb{N}_0 \) (non-negative integers) denotes the number of species \( i \) particles at site \( x \).

**Definition 4.1.** The generator of \( n \)-species IRW on \( G = (V, E) \) is given by

\[
\mathcal{L}f(\xi) = \sum_{\text{edge} \{x, y\} \in E} \mathcal{L}_{x,y},
\]

\[
\mathcal{L}_{x,y} = \sum_{i=1}^{n} \left[ \xi^x_i \left( f(\xi^{x,y}_{i}) - f(\xi) \right) + \xi^y_i \left( f(\xi^{y,x}_{i}) - f(\xi) \right) \right],
\]

where \( \xi^{x,y}_{i} \) denotes the particle configuration obtained by moving a particle of species \( i \) from site \( x \) to site \( y \) if \( \xi^{x,y}_{i} \in S(n, G) \).

Define measure \( \mu_\lambda(\xi) = \prod_{i=1}^{n} \lambda^{\xi_i} \xi_i! e^{-\lambda} \) with \( \lambda > 0 \). Following a simple detailed balance computation, we can show that the product measure \( \otimes_{G} \mu_\lambda \) is a reversible measure of the \( n \)-species IRW when \( \lambda \) is the same for all sites.

Next, we mention here that the space \( \ell^2(\mu_\lambda) \) is equipped with inner product

\[
(f, g)_\lambda = \sum_{\xi \in \mathbb{N}_0^n} \mu_\lambda(\xi) f(\xi) g(\xi).
\]

### 4.1 The Charlier polynomials and Heisenberg Lie algebra \( \mathfrak{h}_n \)

**Definition 4.2.** The Heisenberg Lie algebra \( \mathfrak{h}_n \) is the \( 2n+1 \) dimensional complex Lie algebra with generators \( \{P_1, \ldots, P_n, Q_1, \ldots, Q_n, Z\} \) and commutation relations: for \( 1 \leq i, l \leq n \),

\[
[P_i, P_l] = [Q_i, Q_l] = [P_i, Z] = [Q_i, Z] = 0, \quad [P_i, Q_l] = \delta_{i,l}Z.
\]

The Heisenberg Lie algebra \( \mathfrak{h}_n \) is nilpotent but not semisimple. It has a \( * \)-structure given by

\[
P^*_i = Q_i, \quad Q^*_i = P_i, \quad Z^* = Z.
\]

The Charlier polynomials are given by

\[
C_m(z, \lambda) = 2F_0 \left( \begin{array}{c} -m, -z \\ -1 \end{array} \bigg| -\frac{1}{\lambda} \right).
\]

Here we list some properties of Charlier polynomials that will be used later on. First, Charlier polynomials are Orthogonal,

\[
\sum_{z \in \mathbb{N}_0} C_m(z, \lambda) C\bar{m}(z, \lambda) z^z! e^{-\lambda} = \delta_{m,\bar{m}} \lambda^{-\bar{m}!}.
\]

They have the following raising and lowering property,

\[
mC_{m-1}(z, \lambda) = \lambda C_m(z, \lambda) - \lambda C_m(z + 1, \lambda),
\]

\[
\lambda C_{m+1}(z, \lambda) = \lambda C_m(z, \lambda) - z C_m(z - 1, \lambda).
\]

To construct unitary operator later, we define function \( C(\xi, \eta, \lambda) \) for \( \xi, \eta \in \mathbb{N}_0^n \) by

\[
C(\xi, \eta, \lambda) = \prod_{i=1}^{n} e^{\lambda C_{\xi_i}(\eta_i, \lambda)}.
\]
4.2 Self duality of the multi-species IRW

Now we define the $\ast$-representation $\rho_\lambda$ of $\mathfrak{h}_n$ on $l^2(\mu_\lambda)$ by

$$[\rho_\lambda(Q_i)f](\xi) = \xi_if(\xi_i^{-1})$$
$$[\rho_\lambda(P_i)f](\xi) = \lambda f(\xi_i^+),$$
$$[\rho_\lambda(Z)f](\xi) = \lambda f(\xi),$$

where $\xi_i^+ (\xi_i^{-1})$ means that $\xi_i$ is increased (decreased) by 1.

Next, we define the map $\theta$ by

$$\theta(P_i) = Z - P_i, \quad \theta(Q_i) = Z - Q_i, \quad \theta(Z) = Z,$$

then $\theta$ extends to a Lie algebra isomorphism of $\mathfrak{h}_n$, preserving the $\ast$-structure.

**Proposition 4.3.** For any $X \in \mathfrak{h}_n$, we have

$$\rho_\lambda(X^\ast)C(\cdot, \eta, \lambda)(\xi) = \rho_\lambda(\theta(X))C(\xi, \cdot, \lambda)(\eta).$$

**Proof.** It’s easy to verify by definition and the raising and lowering property,

$$\rho_\lambda(Q_i)C(\cdot, \eta, \lambda)(\xi) = \xi_iC(\xi_i^{-1}, \eta, \lambda)$$
$$= \lambda C(\xi, \eta, \lambda) - \lambda C(\xi, \eta_i^+, \lambda) = \rho_\lambda(\theta(P_i))C(\xi, \cdot, \lambda)(\eta),$$
$$\rho_\lambda(P_i)C(\cdot, \eta, \lambda)(\xi) = \lambda C(\xi_i^+, \eta, \lambda)$$
$$= \lambda C(\xi, \eta, \lambda) - \eta C(\xi, \eta_i^{-1}, \lambda) = \rho_\lambda(\theta(Q_i))C(\xi, \cdot, \lambda)(\eta).$$

**Proposition 4.4.** Define the operator $\Lambda: l^2(\mu_\lambda) \rightarrow l^2(\mu_\lambda)$ by

$$(\Lambda f)(\eta) = \sum_{\xi \in \mathbb{N}_0^n} \mu_\lambda(\xi) f(\xi)C(\xi, \eta, \lambda),$$

then $\Lambda$ is an unitary operator and intertwines $\rho_\lambda$ with $\rho_\lambda \circ \theta$.

**Proof.** It follows directly from Proposition 4.3 that $\Lambda[\rho_\lambda(X)f] = \rho_\lambda \circ \theta(X)\Lambda(f)$ for all $X \in \mathfrak{h}_n$, thus $\Lambda$ intertwines $\rho_\lambda$ with $\rho_\lambda \circ \theta$. The cheap duality functions for the $n$-species IRW given by

$$\delta_\zeta(\xi) = \frac{\delta_\zeta}{\mu_\lambda(\xi)}$$

form an orthogonal basis for $l^2(\mu_\lambda)$ with squared norm $\frac{1}{\mu_\lambda(\xi)}$, while $\Lambda(\delta_\zeta)(\eta) = C(\zeta, \eta, \lambda)$ also has squared norm $\frac{1}{\mu_\lambda(\xi)}$ in $l^2(\mu_\lambda)$. By the fact that all $C(\zeta, \eta, \lambda)$ form an orthogonal basis for $l^2(\mu_\lambda)$, $\Lambda$ is unitary.

Finally, to show self duality, we define $Y \in \mathcal{U}(\mathfrak{h}_n)^{\otimes 2}$ by

$$Y = \sum_{i=1}^n (1 \otimes Q_i - Q_i \otimes 1)(P_i \otimes 1 - 1 \otimes P_i).$$

**Lemma 4.5.** The generator for the multi-species IRW can be written as the following:

$$\mathcal{L}_{x,y} = \lambda^{-1}\rho_\lambda \otimes \rho_\lambda(Y_{x,y})$$
$$= \lambda^{-1}(\rho_\lambda \otimes \theta)(\rho_\lambda \circ \theta)(Y_{x,y}).$$

**Proof.** (4.2) is obtained by plugging in definitions, and to prove (4.3), we show that $(\rho_\lambda \circ \theta) \otimes (\rho_\lambda \circ \theta)(Y) = \rho_\lambda \otimes \rho_\lambda(Y)$, which follows from [12, Lemma 3.5].

Again, applying Theorem 2.2, we obtain the self duality for the multi-species IRW.
Theorem 4.6. The multi-species IRW defined in Definition 4.1 is self dual with respect to duality functions

$$\prod_{x \in G} C(\xi^x, \eta^x, \lambda), \quad \lambda > 0.$$  \hfill (4.4)

Remark 4.7. These duality functions could be obtained by the independence of the evolution of each species of particles and the fact that the duality functions given by (4.1) and (4.4) suitably factorize over species.
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