Constant-speed interface flow from unbalanced Glauber-Kawasaki dynamics
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Abstract

We derive the hydrodynamic limit of Glauber-Kawasaki dynamics. The Kawasaki part is simple and describes independent movement of the particles with hard core exclusive interactions. It is speeded up in a diffusive space-time scaling. The Glauber part describes the birth and death of particles. It is set to favor two levels of particle density with a preference for one of the two. It is also speeded up in time, but at a lesser rate than the Kawasaki part. Under this scaling, the limiting particle density instantly takes either of the two favored density values. The interface which separates these two values evolves with constant speed (Huygens’ principle).

Similar hydrodynamic limits have been derived in four recent papers. The crucial difference with these papers is that we consider Glauber dynamics which has a preference for one of the two favored density values. As a result, we observe limiting dynamics on a shorter time scale, and the evolution is different from the mean curvature flow obtained in the four previous papers. While several steps in our proof can be adopted from these papers, the proof for the propagation of the interface is new.
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1 Introduction

This paper fits to the recent paper series [5, 6, 11, 13] on hydrodynamic limits of interacting particle systems. In these papers the particle systems are such that the particle density on the macroscopic scale tends to be close to either of two distinct positive values $0 < \alpha_- < \alpha_+$. The interface which separates these two values turns out to move in time by the mean curvature flow. The contribution of the present paper to the series is that we consider a change in the setting of the particle system for which the hydrodynamic limit is different from the mean curvature flow.

1.1 The Glauber-Kawasaki dynamics

For the interacting particle system we consider the Glauber-Kawasaki dynamics. These dynamics are described by an exclusion process where the particles move on the $d$-dimensional discrete torus $T^d_N = (\mathbb{Z}/N\mathbb{Z})^d = \{1, 2, \ldots, N\}^d$ of size $N$, where $d \geq 1$ is fixed. The Glauber part describes the birth and death of the particles. The Kawasaki part is simple and describes the exchange of occupancies between neighboring sites.

In more detail, the particle configuration space is $\mathcal{X}_N = \{0, 1\}^T_N$ with elements denoted by $\eta = \{\eta_x\}_{x \in T^d_N}$. We interpret $\eta_x = 1$ as the presence of a particle at site $x$ and $\eta_y = 0$ as that site $y$ is vacant. The generator of the Glauber-Kawasaki dynamics is given by

\begin{equation}
L_N = \frac{N^2}{\sqrt{K}}L_K + \sqrt{K}L_G,
\end{equation}

for a given positive number $K > 1$. The generators of the Kawasaki and Glauber part are given for any function $f : \mathcal{X}_N \to \mathbb{R}$ by

\begin{align*}
L_K f(\eta) &= \frac{1}{2} \sum_{x,y \in T^d_N, |x-y|=1} \{ f(\eta^{x,y}) - f(\eta) \}, \\
L_G f(\eta) &= \sum_{x \in T^d_N} c_x(\eta) \{ f(\eta^x) - f(\eta) \},
\end{align*}

respectively, where $\eta^{x,y} \in \mathcal{X}_N$ is the configuration $\eta$ after an exchange happens between $x$ and $y$, i.e.

\begin{equation}
(\eta^{x,y})_z = \begin{cases} 
\eta_y & \text{if } z = x \\
\eta_x & \text{if } z = y \\
\eta_z & \text{otherwise},
\end{cases}
\end{equation}

and $\eta^x \in \mathcal{X}_N$ is the configuration after a flip (i.e. birth or death of a particle) happens at $x$, i.e.

\begin{equation}
(\eta^x)_z = \begin{cases} 
1 - \eta_x & \text{if } z = x \\
\eta_z & \text{otherwise}.
\end{cases}
\end{equation}

Finally, the symbol $c_x(\eta) \geq 0$ in $L_G$ is the flip rate, which may depend both on the site $x$ and on the configuration $\eta$. In order to describe the assumptions on $c_x$, we set $\mathcal{X}$ as the unbounded configuration space $\{0, 1\}^\mathbb{Z}$. We introduce $\tau_x : \mathcal{X} \to \mathcal{X}$ (or $\mathcal{X}_N \to \mathcal{X}_N$) as the
translation of $\eta$ by $x \in \mathbb{Z}^d$ (or $x \in \mathbb{T}_N^d$) defined by $(\tau_x \eta)_z = \eta_{z+x}$ for $z \in \mathbb{Z}^d$ (or $z \in \mathbb{T}_N^d$, in which case $x + z$ is taken modulo $N$). For a function $f = f(\eta)$ on $\mathcal{X}$ or $\mathcal{X}_N$, we denote $\tau_x f(\eta) \equiv f(\tau_x \eta)$. We assume that $c_x(\eta) = \tau_x c(\eta)$ for some non-negative local function $c = c_0$ on $\mathcal{X}$ (regarded as that on $\mathcal{X}_N$ for $N$ large enough). Since $\eta_0$ takes values in $\{0,1\}$, $c(\eta)$ can be decomposed as

$$c(\eta) = c^+(\eta)(1 - \eta_0) + c^-(\eta)\eta_0$$

for some local functions $c^\pm$ which do not depend on $\eta_0$. The remaining assumptions on $c$ are given below by (BS) and (UB).

In addition to $c_x(\eta)$, one could consider an exchange rate $c_{x,y}(\eta)$ in the Kawasaki dynamics (called speed change); see e.g. [11]. In the present paper we simply take $c_{x,y}(\eta) \equiv 1$, i.e. occupancy exchanges between any two sites $x$ and $y$ are equally likely to happen, irrespective of the configuration $\eta$. We motivate this choice in Section [1][13] below.

The scaling of the constants $N$ and $K$ in (1.1) is such that we obtain nontrivial dynamics in the hydrodynamic limit. While we keep $K$ constant for now, we will consider $K = K(N) \to \infty$ as $N \to \infty$ later to observe a sharp interface in the limit. We write $\sqrt{K}$ rather than $K$ to be consistent with the setting in the previous papers [5][6][11][13].

To describe the remaining assumptions on the flip rate $c$, we keep $K \geq 1$ independent of $N$ for the moment. Then, as shown in [3], the empirical density (see (1.5) below) of the process $\eta_N(t)$ generated by $L_N$ converges to the particle density profile $u^\varepsilon$, which is the solution of the reaction-diffusion equation (of Allen-Cahn type) given by

$$\begin{aligned}
\left\{ \begin{array}{ll}
\partial_t u^\varepsilon = \varepsilon \Delta u^\varepsilon + \frac{1}{\varepsilon} f(u^\varepsilon) & \text{in } (0,\infty) \times \mathbb{T}^d \\
u^\varepsilon(0,v) = u_0(v) & \text{for } v \in \mathbb{T}^d,
\end{array} \right.
\end{aligned}$$

where $\mathbb{T}^d$ is the $d$-dimensional continuous torus ($\mathbb{R}/\mathbb{Z})^d$ = $[0,1]^d$, $u_0$ is an initial condition,

$$\varepsilon \equiv \frac{1}{\sqrt{K}} > 0$$

and $f$ is defined in terms of $c$ by

$$f(u) \equiv E^{\nu_u}[(1 - 2\eta_0)c(\eta)]$$

$$= E^{\nu_u}[c^+(\eta)(1 - \eta_0) - c^-(\eta)\eta_0]$$

$$= (1 - u)E^{\nu_u}[c^+(\eta)] - uE^{\nu_u}[c^-(\eta)].$$

Here, $\nu_u$ is the Bernoulli measure on $\mathcal{X}$ with mean $u \in [0,1]$. Note that, since $c$ is a local function, $f$ is a polynomial. We assume that $f$ satisfies the following properties (see Figure [1] for an example):

(BS) $f$ is bistable, i.e. $f \in C^2([0,1])$ has exactly three zeros $f(\alpha-) = f(\alpha+) = f(\alpha_+) = 0$ with $0 < \alpha_- < \alpha_+ < \alpha_+ < 1$,

$$f'(\alpha-) < 0, \quad f'(\alpha+) < 0, \quad f'(\alpha_+) > 0.$$
(UB) $f$ is unbalanced, i.e. we assume
\[ \int_{a_-}^{a_+} f(u) du \neq 0. \]

For convenience, we fix the sign as
\[ \int_{a_-}^{a_+} f(u) du > 0. \]

This completes the list of assumptions on the flip rate $c$. The difference in these assumptions with respect to the previous papers [5, 6, 11, 13] is (UB); in those papers $f$ is instead balanced, i.e. the integral in (UB) is zero. Considering the unbalanced case has a significant effect on the macroscopic behavior of the Glauber-Kawasaki dynamics. Under (UB), the macroscopic dynamics are asymptotically faster than in the balanced case. Hence, in the present paper we slow down time to a shorter time scale in order to derive the macroscopic dynamics. In Section 2 we describe in detail that our setting can be translated to the setting in the previous papers in terms of a rescaling of time.

![Figure 1: An example of a function $f$ which satisfies all required properties.](image)

While the assumptions on $c$ are similar in the previous papers [5, 6, 11, 13], the assumptions on the exchange rates are different. [13] considers the same generator $L_K$ as in (1.2). [11] considers more general exchange rates $c_{x,y}(\eta)$ for which the diffusion term $\varepsilon \Delta u^\varepsilon$ in the corresponding problem (P) may result in the (typically) nonlinear diffusion term $\varepsilon \Delta P(u^\varepsilon)$ for some polynomial $P$. Finally, [5, 6] consider, instead of $L_K$, the generator of a zero-range process. In that case, the corresponding problem (P) has a similar nonlinear diffusion term as in (1.1), and in addition (because the zero-range process is not an exclusion process) the density $u^\varepsilon$ need not be bounded from above by 1. We comment below in Section 1.5 on the result of these different choices for $L_K$ on the hydrodynamic limit.

### 1.2 The limiting equation: Huygens’ principle

We turn back to our point of interest, which is the hydrodynamic limit of the Glauber-Kawasaki process $\eta^N(t)$ for when $K = K(N) \to \infty$ as $N \to \infty$. It will turn out that this limiting equation is given by the limiting problem of (P) as $\varepsilon \to 0$. To describe it, let us examine (P) first. (P) is well-studied; see e.g. [7, 8, 10, 14]. It satisfies a comparison principle (see Lemma 3.1) and possesses a unique, classical solution $u^\varepsilon$. 
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Moreover, the evolution of $u^\varepsilon$ is as follows. First, on a small time interval of size $O(\varepsilon)$, the reaction term $\varepsilon^{-1} f(u^\varepsilon)$ dominates such that the PDE is well approximated by the ordinary differential equation $u_t = \frac{1}{\varepsilon} f(u)$. Due to the bistable nature of $f$, $u^\varepsilon$ approaches either of the values $\alpha_-$ or $\alpha_+$, and a diffusive interface is formed between the regions $\{u^\varepsilon \approx \alpha_-\}$ and $\{u^\varepsilon \approx \alpha_+\}$. Once such an interface is developed, the diffusion term $\varepsilon \Delta u$ becomes large near the interface, and comes to balance with the reaction term so that the interface starts to propagate beyond $t = O(\varepsilon)$ on an $O(1)$ time scale.

In the limit $\varepsilon \to 0$, the diffusive interface of $u^\varepsilon$ converges to a sharp interface given by a hypersurface $\Gamma_t$ in $\mathbb{T}^d$, whose evolution is governed by the Huygens’ principle

$$\begin{cases} V = c_* & \text{on } \Gamma_t \\ \Gamma_t|_{t=0} = \Gamma_0, \end{cases}$$

where $c_* > 0$ is the speed of the traveling wave and $V$ is the normal velocity of $\Gamma_t$ from the $\alpha_+$-side to the $\alpha_-$-side; cf. [2, 14]. Figure 2 illustrates the setting. The traveling wave speed $c_*$ is determined implicitly in terms of $f$ (or, equivalently, in terms of $c$); see (3.3) below and the discussion that follows. The sign of $c_*$ is determined by the assumption (UB); if the integral in (1.3) would instead be negative, then $c_* < 0$ and the results in this paper apply with obvious modifications.

![Figure 2: A situation sketch of $\textbf{(P^0)}$.](image)

Also away from the interface, the solution $u_\varepsilon$ converges as $\varepsilon \to 0$. Its limit is given by the step function

$$\chi_{\Gamma_t}(v) \equiv \begin{cases} \alpha_- & \text{if } v \in G^-_t \\ \alpha_+ & \text{if } v \in G^+_t \end{cases}$$

for all $v \in \mathbb{T}^d$, where $G^-_t$ and $G^+_t$ are the open regions of $\mathbb{T}^d$ separated by $\Gamma_t$; see Figure 2. To fix the sign, we take $G^-_t$ as the region corresponding to $\{u^\varepsilon \approx \alpha_-\}$ and $G^+_t$ as the region corresponding to $\{u^\varepsilon \approx \alpha_+\}$. In terms of $G^+_t$, the solution to $\textbf{(P^0)}$ is given by

$$\Gamma_t = \partial G^+_t, \quad G^+_t = \{v \in \mathbb{T}^d; \text{dist } (v, G^+_0) < c_* t\},$$

where $\text{dist } (v, G^+_0) = \inf_{w \in G^+_0} |v - w|$.

### 1.3 Main result: the hydrodynamic limit

Our main result (Theorem 1.1 below) on the hydrodynamic limit states that the process $\eta^N(t)$ converges to $\chi_{\Gamma_t}$ as $N \to \infty$ whenever $\eta^N(0)$ and $\chi_{\Gamma_0}$ are sufficiently close to each
other. In order to turn this into a precise statement, we first introduce a proper scaling in which \( \eta_N(t) \) can be compared with \( \chi_{\Gamma_t} \). With this aim, we associate to any configuration \( \eta \in \mathcal{X}_N \) the macroscopically scaled empirical measure \( \alpha^N \) on \( \mathbb{T}^d \) defined by

\[
\alpha^N(dv; \eta) = \frac{1}{N^d} \sum_{x \in \mathbb{T}^d_N} \eta_x \delta_{x/N}(dv), \quad v \in \mathbb{T}^d.
\]

For the process \( \eta^N(t) \), we set

\[
\alpha^N(t, dv) = \alpha^N(dv; \eta^N(t)), \quad t \geq 0.
\]

While both \( \alpha^N(\cdot, \cdot) \) and \( \chi_{\Gamma_t}(\cdot) \) (more precisely, \( \chi_{\Gamma_t}(\cdot)dv \)) are measures on \( \mathbb{T}^d \), we need further preparation to define what it means for the initial conditions to be close. Let \( \Gamma_0 \) be given and let \( \mu_N \) be an initial distribution for the process \( \eta^N(\cdot) \) as the initial condition from \( (P_{E}) \), and connect it to \( \Gamma_0 \) by requiring only that \( \Gamma_0 \) is the \( \alpha^* \)-level set of \( u_0 \), i.e.

\[ \Gamma_0 = \{ v \in \mathbb{T}^d; u_0(v) = \alpha^* \}. \]

Then, the regions \( G_{-0} \) and \( G_{+0} \) are determined by \( \{ u_0 < \alpha^* \} \) and \( \{ u_0 > \alpha^* \} \) respectively. We project \( u_0 \) onto the discrete torus by

\[
u^N_0(x) \equiv u_0(x/N) \quad \text{for all } x \in \mathbb{T}^d_N.
\]

To \( u^N_0 \) we associate the (inhomogeneous) product measure

\[
\nu^N_0 \equiv \nu^{u^N_0(\cdot)}
\]

on the configuration space \( \mathcal{X}_N \), where

\[
\nu^{u(\cdot)}(\eta) \equiv \prod_{x \in \mathbb{T}^d_N} \nu_u(x)(\eta_x)
\]

is a product measure on \( \mathcal{X}_N \) for any function \( u: \mathbb{T}^d_N \to [0, 1] \). Here, \( \nu_u(x) \) is the measure on \( \{0, 1\} \) with mean \( u(x) \). Now, note that \( \nu^N_0 \) and \( \mu^N \) are both measures on \( \mathcal{X}_N \). To measure how close they are, we use the relative entropy, which is defined for any two measures \( \mu, \nu \) on \( \mathcal{X}_N \) with \( \nu \) having full support by

\[
H(\mu|\nu) \equiv \int_{\mathcal{X}_N} \frac{d\mu}{d\nu} \log \frac{d\mu}{d\nu} \, d\nu.
\]

With these connections between \( \Gamma_0, u_0, u^N_0 \) and \( \nu^N_0 \), we are ready to state our assumption on the initial conditions \( \mu^N \) and \( \Gamma_0 \):

\[
(BIP) \quad H(\mu^N|\nu^N_0) = O(N^{d-\epsilon}) \quad \text{as } N \to \infty \text{ for some } \epsilon > 0 \text{ and for some } u_0 \in C^4(\mathbb{T}^d) \text{ which satisfies:}
\]

- \( \Gamma_0 = \{ v \in \mathbb{T}^d; u_0(v) = \alpha^* \} \) is a closed \( (d-1) \)-dimensional hypersurface of class \( C^4 \) without boundary, where \( \alpha^* \) is defined in (BS),
\[ -0 < u_- \equiv \min_{v \in \mathbb{T}^d} u_0(v) < \alpha_* < u_+ \equiv \max_{v \in \mathbb{T}^d} u_0(v) < 1, \text{ and} \]
\[ \nabla u_0(v) \cdot n(v) \neq 0 \text{ for any } v \in \Gamma_0, \text{ where } n(v) \text{ is the normal direction to } \Gamma_0 \text{ at } v. \]

Our motivation for (BIP) is as follows. On the one hand, \( \mu^N \) has to be close to a product measure related to a regular density profile \( u_0 \). On the other hand, \( u_0 \) is relatively free to choose, in the sense that away from the level set \( \Gamma_0 = \{ u_0 = \alpha_* \} \), it can attain any value as long as it remains away from either \( 0, \alpha_* \) or \( 1 \). This freedom in the choice of \( u_0 \) comes from the property of (P) that \( u^\varepsilon \) will evolve towards \( \chi_{\Gamma_0} \) in \( O(\varepsilon) \) time.

Since under (BIP) \( \Gamma_0 \) is of class \( C^4 \), it follows from [9] that there exists \( T > 0 \) such that \( \Gamma_t \) is also of class \( C^4 \) for all \( t \in [0, T] \) (see Section 3.3 for details). We keep this time horizon \( T \) fixed in the sequel. Finally, given the initial distribution \( \mu^N \) for the process \( \eta^N(\cdot) \), we denote by \( \mathbb{P}^{\mu^N} \) the process measure with respect to \( \eta^N(\cdot) \).

**Theorem 1.1 (Hydrodynamic limit).** Assume the conditions (BS), (UB) and (BIP). Then, there exists a constant \( \delta > 0 \) such that if \( K = K(N) \to \infty \) as \( N \to \infty \) with \( K \leq \delta \sqrt{\log N} \) and \( K \) increasing in \( N \), then
\[
\lim_{N \to \infty} \mathbb{P}^{\mu^N} \left( \left\| (\alpha^N(t), \phi) - (\chi_{\Gamma_t}, \phi) \right\| > \gamma \right) = 0
\]
for all \( t \in (0, T] \), all \( \gamma > 0 \) and all \( \phi \in C^\infty(\mathbb{T}^d) \).

### 1.4 Structure of the proof of Theorem 1.1

The structure of the proof of Theorem 1.1 is the same as in [5]: we apply a two-level breakdown of Theorem 1.1 into three theorems (Theorems 1.2, 2.2 and 3.8) which we will prove independently.

In preparation for describing this breakdown, we introduce the usual central difference approximation of (P) given in terms of \( u^N(t, \cdot) = \{ u^N(t, x) \}_{x \in \mathbb{T}^d} \) by
\[
(P_N^{\infty}) \quad \begin{cases} 
\partial_t u^N(t, x) = \frac{1}{\sqrt{K}} \Delta^N u^N(t, x) + \sqrt{K} f(u^N(t, x)) & \text{for } 0 < t < \infty \text{ and } x \in \mathbb{T}^d_N \\
u^N(0, x) = u^N_0(x) & \text{for } x \in \mathbb{T}^d_N,
\end{cases}
\]
where \( u^N_0 \) is defined in [1.6] in terms of \( u_0 \), and
\[
\Delta^N u(x) \equiv N^2 \sum_{i=1}^d \left( u(x + e_i) + u(x - e_i) - 2u(x) \right),
\]
for any \( u(\cdot) = \{ u(x) \}_{x \in \mathbb{T}^d} \) is the discrete Laplacian. Here, \( \{ e_i \}_{i=1}^d \) are the standard unit basis vectors of \( \mathbb{Z}^d \). Similar to \( \nu^N_0 \) (recall (1.7), (1.8)) we set \( \nu^N_t = \nu^N(u^N(\cdot, t)) \) for each \( t > 0 \). We will compare \( \nu^N \) to the distribution \( \mu^N \) of \( \eta^N(t) \).

In addition to \( u^N \), we use its extension \( \hat{u}^N \) defined on the continuous torus. To define \( \hat{u}^N \), we associate to any \( x = (x_i)_{i=1}^d \in \mathbb{T}^d_N \) the box
\[
B\left( \frac{x}{N}, \frac{1}{N} \right) = \prod_{i=1}^d \left[ \frac{x_i}{N} - \frac{1}{2N}, \frac{x_i}{N} + \frac{1}{2N} \right] \subset \mathbb{T}^d
\]
with center $\frac{x}{N}$ and side length $\frac{1}{N}$ (note that the family of boxes $\{B(\frac{x}{N}, \frac{1}{N})\}_{x \in \mathbb{T}^d_N}$ are a tessellation of $\mathbb{T}^d$). Then, we define the step function

$$\hat{u}^N(t, v) \equiv \sum_{x \in \mathbb{T}^d_N} u^N(t, x) 1_{B(\frac{x}{N}, \frac{1}{N})}(v), \quad v \in \mathbb{T}^d. \quad (1.9)$$

With this preparation we return to the two-level breakdown of Theorem 1.1. On the first level we use that Theorem 1.1 is a corollary (see [4, Section 2.3] for a proof) of the following two theorems:

**Theorem 1.2** (Entropy estimate). Given the assumptions in Theorem 1.1

$$H(\mu^N_t | \nu^N_t) = o(N^d) \quad \text{as} \quad N \to \infty, \quad \text{uniformly for all} \quad t \in [0, T].$$

**Theorem 1.3.** Assume (BS), (UB) and (BIP). Let $K = K(N) \to \infty$ as $N \to \infty$. Then, there exists an exponent $\theta > 0$ and a propagation speed $c^* > 0$ such that if $K = o(N^\theta)$ as $N \to \infty$, then for the corresponding hypersurface $\Gamma_t$ given by (1.1) we have that

$$\lim_{N \to \infty} \hat{u}^N(t, v) = \chi_{\Gamma_t}(v)$$

for all $t \in (0, T]$ and all $v \in \mathbb{T}^d \setminus \Gamma_t$.

We remark that the constants $\theta, c^*$ are determined by $f$; see (2.3) for an explicit expression for $\theta$ and see (3.3) and the description below it for the definition of $c^*$.

On the second level, we apply a further breakdown of Theorem 1.3. The reason for this is that, similar to the solution $u^\varepsilon$ of $(P^\varepsilon)$ (recall the discussion at the start of Section 1.2), the evolution of $u^N(t, \cdot)$ can be split into two separate phases. In the first phase, the generation phase, $u^N(t, \cdot)$ evolves towards a discrete version of a diffusive interface on a small time interval of order $O(1/\sqrt{K})$; see Theorem 2.2 below for a sufficient estimate. In the second phase, the propagation phase, the diffusive interface described by $u^N(t, \cdot)$ evolves similar to $\Gamma_t$; see Theorem 3.8 below. We will show that Theorem 1.3 is a corollary of Theorem 3.8.

To summarize the above, the main three ingredients of the proof of Theorem 1.1 are the entropy estimate (Theorem 1.2), the generation of the interface in $u^N(t, \cdot)$ (Theorem 2.2) and the propagation of the interface in $u^N(t, \cdot)$ (Theorem 3.8). Theorems 1.2 and 2.2 follow from two counterpart theorems from [6, 11] after applying a proper time rescaling; we demonstrate this in Section 2. Theorem 3.8, however, does not follow from the previous studies, which can be seen from the limiting equation in $(P^0)$, which is different from the mean curvature flow of the previous studies. Therefore, we give a self-contained proof of Theorem 3.8; see Section 3.

### 1.5 Discussion

We consider Theorem 1.3 on the convergence of $(P^K_N)$ to $(P^0)$ as interesting in its own right. For this reason we state Theorem 1.3 for a larger range of values for $K$ than in our main Theorem 1.1.
The convergence of \((P^N)\) to \((P^0)\) as stated in Theorem 1.3 is not a simple consequence of the convergence of \((P^\varepsilon)\) to \((P^0)\), which is shown by [2, 14]. When working with the discrete counterpart \((P^N)\) of \((P^\varepsilon)\), more precise estimates on the solutions \(u^N\) and \(u^\varepsilon\) are needed. We refer to Section 3 for details.

Next we comment on the necessity of assumption (BIP) in Theorem 1.1. It is the intersection of the assumptions needed for the entropy estimate in Theorem 1.2, for the generation of the interface and for the propagation of the interface. More precisely, Theorem 1.2 requires \(u^N\) to have bounded discrete gradients up to 4th order. The generation of the interface [5, Theorem 2.3] requires \(u^N(x) = u_0(x/N)\), and the propagation of the interface requires \(u^0\) to be of class \(C^3\).

In the next four comments we continue the discussion at the end of Section 1.1 on the differences between the present study and [5, 6, 11, 13]. First, we argue that the hydrodynamic limit obtained in Theorem 1.1 is consistent with the hydrodynamic limit obtained in [5, 6, 11, 13], even though the limiting equation is different (in our paper this is the Huygens’ principle \((P^0)\) whereas in the previous papers it is the mean curvature flow). The key difference in the setting is that our \(f\) is unbalanced (see (1.3)), whereas the \(f\) used in the previous papers is balanced. In fact, Theorem 1.1 also holds when \(f\) is balanced; then, \(c_s = 0\), i.e. the interface \(\Gamma_t\) is stationary on this time scale. To observe a moving interface, one has to speed up the time variable from \(t\) to \(\sqrt{K}t\); see [5]. Then, \(\Gamma_t\) turns out to satisfy a mean curvature flow.

Second, the hydrodynamic limit in Theorem 1.1 is also interesting for \(d = 1\). Indeed, for \(d = 1\), \(\Gamma_t\) is a collection of points, and \((P^0)\) dictates that these points move with constant speed. In the previous studies where the limiting dynamics for \(\Gamma_t\) is the motion by mean curvature, \(\Gamma_t\) is stationary when \(d = 1\). This is consistent with mean curvature flow in the sense that points in one dimension have zero mean curvature.

Third, we comment on the choice of the Kawasaki generator \(L_K\) in (1.2). We have chosen a simple version of \(L_K\) such that the diffusion in \((P^\varepsilon)\) (and the corresponding discretization in \((P^N)\)) are linear, as opposed to the nonlinear problems which appear in [5, 6, 11]. The reason for this is that in the nonlinear case the ODE in (3.3) below (in the proof for the propagation of the interface) gets additional nonlinear terms. We leave this to future research. Nevertheless, Theorem 1.1 also holds for the more general Kawasaki generator considered in [11] as long as the corresponding problem \((P^\varepsilon)\) has linear diffusion. Indeed, this is easy to see from the breakdown of the proof of Theorem 1.1 into Theorems 1.2 and 1.3 and that we use [11] for the proof of Theorem 1.2.

Fourth, as an alternative to the Kawasaki generator \(L_K\), one can consider the generator of a zero-range process (as done in [5, 6]) as long as the resulting diffusion term in \((P^\varepsilon)\) is linear. Then, a similar hydrodynamic limit as in Theorem 1.1 holds. Indeed, also for such a zero-range process the problems \((P^\varepsilon)\) and \((P^N)\) are similar. Then, the breakdown of the proof mentioned in Section 1.4 shows that it is left to establish an entropy estimate as in Theorem 1.2. This entropy estimate can be obtained from that in [5, Theorem 2.2] in a similar manner as our proof in Section 2 of Theorem 1.2, which relies on the entropy estimate [11, Theorem 1.3].

Finally, we mention another recent result on a sharp interface limit of Glauber-Kawasaki dynamics. In [4] a two-species Glauber-Kawasaki dynamics is studied. There,
the Glauber part is only active at sites where two particles of different species meet. At such sites, it describes a high death rate for both particles. The resulting hydrodynamic limit describes the segregation of the two different species by means of a Stefan free boundary problem.

The remainder of the paper is organized as follows. In Section 2 we show the connection between $L_N$, $(P^\varepsilon)$ and $(P^K_N)$ and their counterparts in [5, 6, 11, 13] through a time rescaling, and use it to prove Theorems 1.2 and 2.2. In Section 3 we prove Theorem 1.1, which essentially consists of the proof of Theorem 1.3.

2 Entropy estimate and generation of interface by time rescaling

We show that, by the time rescaling
\[ \tilde{t} \equiv \varepsilon t = \frac{1}{\sqrt{K}} t, \]

Theorems 1.2 and 2.2 follow essentially from [11, Theorem 1.3] and [5, Theorem 6.1] respectively. For later use, we will also cite [6, Theorem 1.1], which is the version of [5, Theorem 6.1] with $u^N$ replaced by $u^\varepsilon$. Care is needed when citing these theorems, because they are established for a nonlinear term $\tilde{f}$ which is balanced, i.e.
\[ \int_{\alpha}^{\alpha+} \tilde{f}(u) du = 0. \]

However, the proofs of these theorems do not rely on this property, and extend without modification to the unbalanced $f$ considered in this paper.

Next, we introduce the time-rescaled versions of the process $\eta^N(\cdot)$ and of the problems $(P^\varepsilon)$ and $(P^K_N)$. Let 
\[ \tilde{\eta}^N(\tilde{t}) \equiv \eta^N(\sqrt{K} t) = \eta^N(t) \]

be the speeded-up process with initial distribution given by $\tilde{\mu}^N = \mu^N$. Note that the generator of $\tilde{\eta}^N(\cdot)$ is given by
\[ \tilde{L}_N = \sqrt{K} L_N = N^2 L_K + KL_G, \]

which is (a simplification of) the generator considered in [11]. Let $\tilde{\mu}_t^N$ be the distribution of $\tilde{\eta}^N(\tilde{t})$, and note that
\[ \tilde{\mu}_t^N = \mu_t^N. \]

The time-rescaled versions of $(P^\varepsilon)$ and $(P^K_N)$ are given by
\[
\begin{align*}
\left\{ \begin{array}{ll}
\partial_t \tilde{\mu}^\varepsilon = \Delta \tilde{\mu}^\varepsilon + \frac{1}{\varepsilon^2} f(\tilde{\mu}^\varepsilon) & \text{in } (0, \infty) \times \mathbb{T}^d \\
\tilde{\mu}^\varepsilon(0, v) = u_0(v) & \text{for } v \in \mathbb{T}^d
\end{array} \right.
\end{align*}
\]
and

\[
\begin{aligned}
(P^N)
\begin{cases}
    \partial_t \tilde{u}^N = \Delta^N \tilde{u}^N + K f( \tilde{u}^N ) & \text{in } (0, \infty) \times T^d_N \\
    \tilde{u}^N(0, x) = u_0^N(x) & \text{for } x \in T^d_N,
\end{cases}
\end{aligned}
\]

respectively. The connection with the solutions \( u^\varepsilon \) and \( u^N \) to \((P^\varepsilon)\) and \((P^N)\) is easily verified to be

\[
\tilde{u}^\varepsilon(\tilde{t}, v) = u^\varepsilon(t, v), \quad \tilde{u}^N(\tilde{t}, v) = u^N(t, v).
\]

As before, we set \( \tilde{\mu}^N \equiv \nu_\tilde{t}^N(\tilde{\cdot}, \cdot) \). Note that

\[
\tilde{\nu}^N = \nu_\tilde{t}^N(\tilde{\cdot}, \cdot) = \nu_{\tilde{t}^N}.
\]

Hence, the properties on \( \tilde{\mu}^N, \tilde{\nu}^N, \tilde{u}^{\varepsilon} \) and \( \tilde{u}^N \) stated in [11, Theorem 1.3], [6, Theorem 6.1] translate directly to properties on \( \mu_{\tilde{t}^N}, \nu_{\tilde{t}^N}, u^\varepsilon \) and \( u^N \). For the reader’s convenience we translate these theorems to the original time \( t \).

By rescaling time from \( \tilde{t} \) to \( t \), [11, Theorem 1.3] captures Theorem 1.2 when taking the following two notes into account:

1. [11, Theorem 1.3] only states the entropy estimate pointwise in \( \tilde{t} \) whereas we require a uniform estimate in \( \tilde{t} \) due to the \( N \)-dependent rescaling of time. However, the proof of [11, Theorem 1.3] demonstrates that the entropy estimate is uniform in \( \tilde{t} \) because the estimate is constructed by Gronwall’s lemma.

2. [11, Theorem 1.3] requires the stronger upper bound on \( K \) given by \( K \leq \delta(\log N)^{\sigma/2} \) for some implicit constant \( \sigma \in (0, 1) \) whereas we require \( \sigma = 1 \). The reason for this stronger upper bound is that [11] considers nonlinear diffusion of \( u^N \) in \((P^N)\). In the case of nonlinear diffusion, it follows from [12, Corollaries 4.4 and 5.10] that there exists a constant \( C > 0 \) such that

\[
(2.1) \quad N|u^N(t, y) - u^N(t, x)| \leq CK^{1/\sigma} \quad \text{and} \quad |\Delta^N u^N(t, x)| \leq CK^{2/\sigma}
\]

for all \( t \in [0, T] \) and all \( x, y \in T^d_N \) with \( |x - y| = 1 \). If these bounds would hold for \( \sigma = 1 \), then the proof of [11, Theorem 1.3] shows that the weaker requirement \( K \leq \delta\sqrt{\log N} \) (as in the present paper) is sufficient. Since we consider linear diffusion, the bounds in (2.1) indeed hold with \( \sigma = 1 \); see [13, Proposition 4.3] for the first of the two bounds, and then [12, Proof of Proposition 6.3] for the second bound.

We continue with a simplified version of [6, Theorem 1.1] (see also [5, Theorem 5.1]) on the generation of the interface. This theorem formalizes that at a certain small time \( t^\varepsilon \), \( u^\varepsilon(t^\varepsilon, v) \) is close to either \( \alpha_- \) or \( \alpha_+ \), except when \( v \) is close to \( \Gamma_0 \). In preparation, we define

\[
\gamma \equiv f'(\alpha_+), \quad t^\varepsilon \equiv \gamma^{-1}\varepsilon |\log \varepsilon|, \quad \delta_0 \equiv \min(\alpha_+ - \alpha_-, \alpha_+ - \alpha_+ - \alpha_-).
\]

The time point \( t^\varepsilon \) is the analogue of \( \tilde{t}^\varepsilon = \gamma^{-1}\varepsilon^2 |\log \varepsilon| = \varepsilon t^\varepsilon \) in [13, 16] so that \( u^\varepsilon(t^\varepsilon, v) = \tilde{u}^\varepsilon(\tilde{t}^\varepsilon, v) \) holds.
Theorem 2.1. Let $f$ satisfy (BS). Let $u^\varepsilon$ be the solution to $(P^\varepsilon)$. Then, for all $\delta \in (0, \delta_0)$ there exist positive constants $\varepsilon_0$ and $M_0$ such that, for all $\varepsilon \in (0, \varepsilon_0)$, we have the following:

1. For all $v \in \mathbb{T}^d$,
   \[ \alpha_- - \delta \leq u^\varepsilon(t^\varepsilon, v) \leq \alpha_+ + \delta. \]

2. If $u_0(v) \geq \alpha_+ + M_0\varepsilon$, then
   \[ u^\varepsilon(t^\varepsilon, v) \geq \alpha_+ - \delta. \]

3. If $u_0(v) \leq \alpha_- - M_0\varepsilon$, then
   \[ u^\varepsilon(t^\varepsilon, v) \leq \alpha_- + \delta. \]

Note that Theorem 2.1 provides bounds on $u^\varepsilon$ at the time point $t^\varepsilon$, but not at any other time $t \in (0, t^\varepsilon)$. For the purpose of proving Theorem 1.3 it is not necessary to consider $u^\varepsilon$ on $(0, t^\varepsilon)$, because for any $t > 0$ fixed it holds that $t > t^\varepsilon$ for $\varepsilon$ small enough. Instead, use Theorem 2.1 in the proof of Theorem 3.8 on the propagation of the interface.

Finally, we cite a simplified version of [5, Theorem 6.1]. It is the discrete counterpart of Theorem 2.1. In preparation, we define

\[ \bar{\gamma} \equiv \max_{\zeta \in [u_-, \wedge \alpha_-; u_+ \vee \alpha_+]} \frac{-f'(\zeta)}{[\zeta]} > 0, \quad t^N \equiv \frac{1}{2\gamma^\sqrt{K}} \log K \]

and

\[ \theta \equiv \frac{2\gamma}{3\gamma + \bar{\gamma}} \in (0, \frac{2}{3}). \]

The time $t^N$ is the analogue of $\bar{t}^N = \frac{1}{2\gamma^\sqrt{K}} \log K = K^{-1/2}t^N$ in [5, 6] so that $u^N(t^N, v) = \bar{u}^N(\bar{t}^N, v)$ holds.

Theorem 2.2. Let $K \equiv K(N) \to \infty$ with $K = o(N^\theta)$ as $N \to \infty$. Let $u^N(t, \cdot)$ be the solution to $(P^N_k)$. Then, for any $\delta \in (0, \delta_0)$ there exist $N_0, M_0 > 0$ such that the following hold for every $N \geq N_0$:

1. For all $x \in \mathbb{T}^d_N$,
   \[ \alpha_- - \delta \leq u^N(t^N, x) \leq \alpha_+ + \delta. \]

2. If $u_0(\frac{x}{N}) \geq \alpha_+ + M_0K^{-1/2}$, then
   \[ u^N(t^N, x) \geq \alpha_+ - \delta. \]

3. If $u_0(\frac{x}{N}) \leq \alpha_- - M_0K^{-1/2}$, then
   \[ u^N(t^N, x) \leq \alpha_- + \delta. \]
3 Proof of Theorem 1.1

From the overview of the proof of Theorem 1.1 in Section 1.4 and the entropy estimate in Theorem 1.2 we infer that Theorem 1.1 follows once Theorem 1.3 is proven. In the remainder of this section we focus on proving Theorem 1.3.

3.1 Overview of the proof

As preparation, we establish comparison theorems for (Pε) and (PεN) in Section 3.2. Then, we prove the version of Theorem 1.3 in which \( \hat{u}^N \) is replaced by \( u^\epsilon \). In this proof we construct sub and super solutions \( u^\pm \) to (Pε) such that \( u^- \leq u^\epsilon \leq u^+ \) and \( u^\pm (t, \cdot) \to \chi_{\Gamma_t} \) as \( \epsilon \to 0 \). We do this in Section 3.3. Then, by using that (PεN) is the central differences approximation of (Pε), we derive in Section 3.4 similar upper and lower bounds on \( u^N \) as those on \( u^\epsilon \). In Section 3.5 we put these bounds together to obtain Theorem 1.3.

3.2 Comparison theorems for (Pε) and (PεN)

It is well-known that (Pε) satisfies a comparison principle. In order to state it, we recall that functions \( u^+ (t, v) \) and \( u^- (t, v) \) are super and sub solutions to (Pε) if \( u^+ \) and \( u^- \) satisfy the PDE in (Pε) with \( \geq \) and \( \leq \) instead of \( = \), respectively. Regarding notation, note that \( u^\pm \) denote super/sub solutions and that \( u_\pm \) are the given constants from (BIP).

**Lemma 3.1.** Consider (Pε) with initial conditions \( u^-(0, v) \leq u^+(0, v) \). Then, any corresponding super and sub solutions \( u^+(t, v) \) and \( u^-(t, v) \) to (Pε) satisfy

\[
u^-(t, v) \leq u^+(t, v) \quad \text{for all } t \geq 0 \text{ and all } v \in T^d.\]

Furthermore, suppose (BIP) holds for some \( 0 < u_- < u_+ < \infty \). Then, for \( t \geq 0 \) and \( v \in T^d \), we have for the solution \( u^\epsilon \) to (Pε) with initial condition \( u_0 \) that

\[
u_- \land \alpha_- \leq u^\epsilon(t, v) \leq u_+ \lor \alpha_.\]

The equation in (PεN) satisfies a comparison principle too; cf. [12, Section 2.5]. We say that profiles \( u(\cdot) = (u_x)_{x \in T_N^d} \) and \( v(\cdot) = (v_x)_{x \in T_N^d} \) are ordered \( u(\cdot) \geq v(\cdot) \) when \( u_y \geq v_y \) for all \( y \in T_N^d \). We call \( u^+(t, \cdot) \) and \( u^-(t, \cdot) \) super and sub solutions to (PεN) if \( u^+ \) and \( u^- \) satisfy (PεN) with \( \geq \) and \( \leq \) instead of \( = \), respectively.

**Lemma 3.2.** Let \( N \geq 1 \) and consider (PεN) with initial conditions \( u^-(0, \cdot) \leq u^+(0, \cdot) \). Then, any corresponding sub and super solutions \( u^-(t, \cdot) \) and \( u^+(t, \cdot) \) to (PεN) satisfy

\[
u^-(t, \cdot) \leq u^+(t, \cdot) \quad \text{for all } t \geq 0.\]

Furthermore, suppose that (BIP) holds for the given \( N \), i.e. \( u_- \leq u^N(0, \cdot) \leq u_+ \) for some \( 0 < u_- < u_+ < \infty \). Then, for \( t \geq 0 \) and \( x \in T_N^d \), we have

\[
u_- \land \alpha_- \leq u^N(t, x) \leq u_+ \lor \alpha_.\]
3.3 Propagation of the interface of \( u^\varepsilon \)

Here we construct the sub and super solutions \( u^-_\varepsilon \) and \( u^+_\varepsilon \) and show that they bound \( u^\varepsilon \) and \( u^N \) from below and above, as mentioned in the overview Section 3.1. The constructions rely on the intuition that \( u^\varepsilon \) resembles a smeared out version of \( \chi_{\Gamma_t} \), denoted \( w^\varepsilon \), which has the following structure. Let \( v \in \Gamma_t \) and \( n \) be the normal direction of \( \Gamma_t \) at \( v \) directed towards \( G^-_t \). Then \( w^\varepsilon(t,v+zn) = U(\frac{z}{\varepsilon}) \) for some \( \varepsilon \)-independent one-dimensional transition layer \( U \), where \( z \in (-\delta, \delta) \) for \( \delta \) small enough with respect to \( \Gamma_t \).

Definition and properties of the transition layer \( U \)

Let \( \Gamma_t \) be as in \((P^0)\) for a certain \( c^* > 0 \) which we specify later. First, we show in more detail the existence of a certain \( T > 0 \) for which \( \Gamma_t \) is of class \( C^4 \) for all \( t \in [0, T] \). Let \( d(t,v) \) be the signed distance function to \( \Gamma_t \) defined by

\[
(3.1) \quad d(t,v) = \begin{cases} 
\text{dist}(v, \Gamma_t) & \text{for } v \in G^-_t \\
-\text{dist}(v, \Gamma_t) & \text{for } v \in G^+_t 
\end{cases}
\]

The choice of sign is such that \( \Gamma_t \) propagates along \( \nabla d \). Since \( \Gamma_0 \) is of class \( C^4 \), we have that \( d(0,\cdot) \) is of class \( C^4 \) in a neighborhood \( N_0 \) of \( \Gamma_0 \); see e.g. [9]. Recalling \((1.4)\), there exists \( T > 0 \) such that \( d(t,v) = d(0,v) - c^* t \) for all \( t \in [0, T] \) and all \( v \in N_0 \). This has two consequences. First,

\[
(3.2) \quad \partial_t d = -c_s = -c_s |\nabla d|
\]

on \((0,T) \times N_0 \). Note for the normal velocity \( V \) of \( \Gamma_t \) in \((P^0)\) that \( V = -\partial_t d = c_s \). Second, by the regularity of \( d(0,\cdot) \) we have that \( d(t,\cdot) \) is of class \( C^4 \) on \( N_0 \) for any \( t \in [0,T] \). Since \( \Gamma_t \) is the 0-level set of \( d(t,v) \), we obtain from the implicit function theorem that \( \Gamma_t \) is of class \( C^4 \).

Next we derive an equation for \( U \). Using \( \overline{d} \) we extend the domain of definition of \( w^\varepsilon \) as

\[
w^\varepsilon(t,v) \equiv U(\xi), \quad \xi \equiv \frac{\overline{d}(t,v)}{\varepsilon}
\]

for all \( t \in [0,T] \) and all \( v \in \mathbb{T}^d \). By substituting \( w^\varepsilon \) into the PDE in \((P^\varepsilon)\), we obtain, for each of the three terms of the PDE, that

\[
\partial_t w^\varepsilon = U'(\xi) \frac{\partial_t \overline{d}}{\varepsilon},
\]

\[
\varepsilon \Delta w^\varepsilon = \text{div} \left( U'(\xi) \nabla \overline{d} \right) = U''(\xi) \frac{\nabla \overline{d}}{\varepsilon}^2 + U'(\xi) \Delta \overline{d},
\]

\[
\frac{1}{\varepsilon} f(w^\varepsilon) = \frac{1}{\varepsilon} f(U(\xi)).
\]

By collecting the three terms of order \( O(\varepsilon^{-1}) \) and by assuming that \( v \) is close enough to \( \Gamma_0 \) such that \((3.2)\) holds, we obtain the following equation for \( U \):

\[
(3.3) \quad \begin{cases} 
U'' + c_s U' + f(U) = 0 & \text{on } \mathbb{R}, \\
U(-\infty) = \alpha_+, \ U(0) = \alpha_s, \ U(\infty) = \alpha_-.
\end{cases}
\]
Here, the “boundary conditions” $U(\pm\infty) = \alpha_{\mp}$ correspond to $u^\varepsilon$ being close to either $\alpha_+$ far enough inside $G^+_\varepsilon$ or $\alpha_-$ far enough inside $G^-_\varepsilon$. In addition, the condition $U(0) = \alpha_*$ fixes the horizontal shift of $U$, and matches with the condition (BIP) on $u_0$.

While our derivation of the problem in (3.3) is formal, the problem itself is stated rigorously. The following properties of (3.3) are well-known (see e.g. [14, Proposition 2.1] for a statement and [7, p.101–108] for a proof). Classical solutions $U$ to (3.3) exist only for a unique wave speed $c_* > 0$. Hence, this value of $c_*$ is determined implicitly in terms of $f$. In the remainder, we keep $c_*$ fixed. Then, the classical solution $U$ to (3.3) is unique.

Moreover, $U \in C^4(\mathbb{R})$ and $U' < 0$.

Next we list further properties of $U$ which we need later.

**Lemma 3.3.** There exist constants $C, \lambda > 0$ such that

\begin{align}
0 &\leq \alpha_+ - U(z) \leq Ce^{\lambda z}, \\
0 &\leq U(z) - \alpha_- \leq Ce^{-\lambda z}, \\
0 &< -U'(z) \leq Ce^{-\lambda|z|}
\end{align}

for all $z \in \mathbb{R}$.

**Proof.** Our proof is a modification of the proof of [11, Lemma 2.1]; see also [5, p. 101-108]. We write the second order ODE in (3.3) as the system of first order ODEs

$$w' = F(w),$$

where $w = (w_1, w_2)$ and $F(w) = (w_2, -c_* w_2 - f(w_1))$. Then, $w = (U, U')$ is a solution of this system, which connects the equilibrium $w_+ = (\alpha_+, 0)$ to the equilibrium $w_- = (\alpha_-, 0)$. Linearizing the system around these equilibria, we find that the eigenvalues of the linear systems are given by

$$\lambda_p^\pm = -\frac{c_*}{2} + p\sqrt{\frac{c_*^2}{4} - f'(\alpha_\pm)}, \quad \text{with } p = -1, +1.$$

Since $f'(\alpha_\pm) < 0$, it follows that $\lambda_{-1}^\pm < 0 < \lambda_{+1}^\pm$. Hence, $(U(z), U'(z)) = w(z)$ is asymptotically given by $w_+ + r_+ e^{\lambda_+ z}$ as $z \to -\infty$ and by $w_- + r_- e^{\lambda_- z}$ as $z \to \infty$ for some given vectors $r_+, r_- \in \mathbb{R}^2$. Together with $U' < 0$ we conclude (3.4).

The following property is another estimate on $U'$, which we use in the proof of Lemma 3.6. In preparation for stating it, we define

$$\beta \equiv \frac{1}{2} \min\{|f'(\alpha_-)|, |f'(\alpha_+)|\}.
$$

**Lemma 3.4.** For all $\sigma > 0$ small enough we have

$$U' \leq -\sigma(\beta + f'(U)) \quad \text{on } \mathbb{R}.$$

**Proof.** The proof is a modification of [6, Lemma 8]. First, we show that (3.6) holds on the interval $[R, \infty)$ for $R > 0$ large enough, uniformly in $\sigma$. For any $R > 0$ and any $z \geq R$, we have by Lemma 3.3 that

$$|f'(U(z)) - f'(\alpha_-)| \leq \|f''\|_{C([\alpha_-, \alpha_+])}|U(z) - \alpha_-| \leq Ce^{-\lambda R}.$$
for some constants $C, \lambda > 0$. Hence,
\[
\beta + f'(U(z)) \leq \frac{1}{2} f'(\alpha_-)| + f'(-) + Ce^{-\lambda R} = \frac{1}{2} f'(\alpha_-) + Ce^{-\lambda R},
\]
which is negative for $R$ large enough. Fixing such an $R$, the right-hand side of (3.6) is positive on $[R, \infty)$. Since $U' < 0$ on $\mathbb{R}$, it follows that (3.6) holds on $[R, \infty)$. By a similar argument, it follows that (3.6) also holds on $(-\infty, -R]$, possibly for a larger $R$.

It is left to show that (3.6) holds on $(-R, R)$ for $\sigma$ small enough with respect to $R$. Since $U' < 0$ on $\mathbb{R}$, we have that $U' \leq -c_R$ on $(-R, R)$ for some constant $c_R > 0$. Then, taking $\sigma$ small enough with respect to $R$, we obtain for any $|z| < R$ that
\[
U'(z) \leq -c_R \leq -\sigma(\beta + \|f'\|_{C^1(\alpha_-\alpha_+)}) \leq -\sigma(\beta + f'(U(z))).
\]
This completes the proof of Lemma 3.4.

**Construction of the sub and super solutions $u^-_\varepsilon$ and $u^+_\varepsilon$**

With the intuition that $u^r(t, v) \approx U(\bar{d}(t, v)/\varepsilon)$, we are ready to construct the sub and super solutions $u^-_\varepsilon$ and $u^+_\varepsilon$. The idea is to add three perturbations to $U(\bar{d}(t, v)/\varepsilon)$; a horizontal shift of $U$, a vertical shift of $U$ and a regularization of $\bar{d}$ (recall that $\bar{d}$ is regular only in a certain neighborhood of $\Gamma_t$).

With this aim, we introduce a cut-off signed distance function $d = d(t, v)$. Let
\[
Q_T \equiv (0, T) \times \mathbb{T}^d.
\]
Take $d_0 > 0$ small enough so that the signed distance function $\bar{d} = \bar{d}(t, v)$ from the interface $\Gamma_t$ satisfies (3.2) on $\Omega_{3d_0}$ and is of class $C^4$ in $\overline{\Omega}_{3d_0}$, where the time-space tubular neighborhood $\Omega_3 \subset Q_T$ of $\Gamma_t$ with thickness $\delta > 0$ is defined by
\[
\Omega_3 \equiv \{(t, v) \in Q_T | |\bar{d}(t, v)| < \delta\}.
\]
Such a $d_0 > 0$ exists because $T$ is chosen such that $\Gamma_t$ is of class $C^4$ for all $t \in [0, T]$. Let $h(s)$ be a smooth non-decreasing function on $\mathbb{R}$ such that $0 \leq h' \leq 1$ and
\[
h(s) = \begin{cases} 
  s & \text{if } |s| \leq d_0 \\
  -2d_0 & \text{if } s \leq -3d_0 \\
  2d_0 & \text{if } s \geq 3d_0.
\end{cases}
\]
We then define the cut-off signed distance function $d$ by
\[
d(t, v) = h(\bar{d}(t, v)), \quad (t, v) \in \overline{Q_T}.
\]
Note that $d \in C^4(\overline{Q_T})$ by construction. Moreover, since $d$ coincides with $\bar{d}$ in $\Omega_{d_0}$, we have
\[
\begin{align*}
|\partial_t d| &= |h'(\bar{d})\partial_t \bar{d}| \leq c_s & \text{on } \Omega_{3d_0}, \\
\partial_t d &= h'(\bar{d})\partial_t \bar{d} = -c_s & \text{on } \Omega_{d_0}, \\
\partial_t d &= 0 & \text{on } Q_T \setminus \Omega_{3d_0}.
\end{align*}
\]
and, similarly,

\begin{align}
\n\n(3.10) & \quad |\nabla d| = |h'(d)| \nabla d| \leq 1 \quad \text{on } \Omega_{3d_0}, \\
(3.11) & \quad \nabla d = 0 \quad \text{on } Q_T \setminus \Omega_{3d_0}.
\end{align}

Using \( d \), we construct the sub and super solutions as follows: given \( 0 < \varepsilon < 1 \), we define

\begin{equation}
\begin{aligned}
\left. u^\pm(t, v) \equiv u^\pm_{\varepsilon}(t, v) \equiv U \left( \frac{d(t, v)}{\varepsilon} \mp p(t) \right) \pm q(t), \right.
\end{aligned}
\end{equation}

where for the horizontal shift \( p(t) \) and vertical shift \( q(t) \) it turns out \( a \ posteriori \) (for the purpose of proving Lemmas 3.5 and 3.6 below) that

\begin{align*}
q(t) &= 2\sigma \beta \exp \left( -\frac{\beta t}{2\varepsilon} \right) + \frac{3\varepsilon}{\beta}, \\
p(t) &= L + C_{\Delta d} t + \frac{1}{\sigma \varepsilon} \int_0^t q(s) \, ds \\
&= L + \left( \frac{3}{\sigma \beta} + C_{\Delta d} \right) t + 4 \left( 1 - \exp \left( -\frac{\beta t}{2\varepsilon} \right) \right)
\end{align*}

are appropriate choices, where

\[ C_{\Delta d} \equiv \|\Delta d\|_{L^\infty(Q_T)}. \]

Here, \( \beta \) is defined in (3.5) and \( \sigma, L > 0 \) are constants which we specify below in Lemmas 3.5 and 3.6. Note that \( p, q \geq 0 \). In comparison to the balanced case in [5, 6], there are three differences:

1. the expressions for \( p, q \) are considerably different,
2. in (3.12) we write “\( \mp p(t) \)” instead of “\( \pm p(t) \)” because in the present paper we have switched the boundary conditions of \( U \) at \( \pm \infty \),
3. we do not need a next order approximation term \( \varepsilon U_1 \) (also called corrector) of \( U \) in (3.12).

Although we work on \( T^d \), if we take the viewpoint of working on \( \mathbb{R}^d \), we may regard the signed distance function \( d(t, \cdot) \) as periodic with period 1 so that \( u^\pm(t, \cdot) \) are periodic as well for all \( t \in [0, T]. \)

First we show that at \( t = 0 \), there exists an \( L > 0 \) such that \( u^\pm(0, \cdot) \) sandwich both \( u^\varepsilon(0, \cdot) \) and \( u^N(t^N, \cdot) \) for all \( \sigma, \varepsilon, \frac{1}{N} \) small enough.

**Lemma 3.5.** There exist \( L, \sigma_0, \varepsilon_0 > 0 \) such that

\begin{equation}
\begin{aligned}
\left. u^-(0, v) \leq u^\varepsilon(0, v) \leq u^+(0, v), \right.
\end{aligned}
\end{equation}

for all \( v \in T^d \), all \( \sigma \in (0, \sigma_0) \) and all \( \varepsilon \in (0, \varepsilon_0) \). Moreover, for \( K = \frac{1}{\sigma} \to \infty \) with \( K = o(N^\theta) \) (recall (2.24)) as \( N \to \infty \), there exists \( N_0 \in \mathbb{N} \) such that

\[ u^-(0, \frac{x}{N}) \leq u^N(t^N, x) \leq u^+(0, \frac{x}{N}) \]

for all \( N \geq N_0 \), all \( \sigma \in (0, \sigma_0) \) and all \( x \in T^d_N \).
In particular, prove the properties related to $u$. The proof is a modification of the arguments used in [6, Sections 4.2–4.4]. We only need to focus on the latter.

Take $\sigma_0 \leq \delta_0/(2\beta)$ (recall $\delta_0$ from (2.2)) small enough such that Lemma 3.4 applies for any $\sigma \in (0, \sigma_0)$. Taking $\sigma \in (0, \sigma_0)$, we apply Theorem 2.1 with $\delta = \sigma\beta \in (0, \delta_0)$ to obtain constants $M_0, \varepsilon_0 > 0$ such that

$$u^\varepsilon(t^\varepsilon, v) \leq \begin{cases} 
\alpha_- + \sigma\beta & \text{if } u_0(v) \leq \alpha_* - M_0\varepsilon \\
\alpha_+ + \sigma\beta & \text{otherwise}
\end{cases}$$

for all $v \in \mathbb{T}^d$ and $\varepsilon \in (0, \varepsilon_0)$. Then, by the non-degeneracy of $\nabla u_0$ on $\Gamma_0$ (see assumption (BIP)), there exists a constant $M_1 > 0$ such that

$$u^\varepsilon(t^\varepsilon, v) \leq \begin{cases} 
\alpha_- + \sigma\beta & \text{if } \overline{d}(0, v) > M_1\varepsilon \\
\alpha_+ + \sigma\beta & \text{otherwise}
\end{cases}$$

for all $v \in \mathbb{T}^d$. By taking $\varepsilon_0$ smaller if necessary, we have that the condition $\overline{d}(0, v) > M_1\varepsilon$ is equivalent to $d(0, v) > M_1\varepsilon$. Furthermore, let $L > M_1$ be large enough such that $U(M_1 - L) \geq \alpha_+ - \sigma\beta$. Then, since $U$ is decreasing and $U \geq \alpha_-$ on $\mathbb{R}$, we obtain from $p(0) = L$ and $q(0) \geq 2\sigma\beta$ that

$$u^\varepsilon(t^\varepsilon, v) \leq U(M_1 - L) + 2\sigma\beta \leq U \left( \frac{d(0, v)}{\varepsilon} - p(0) \right) + q(0) = u^\varepsilon(0, v)$$

for all $v \in \mathbb{T}^d$. This completes the proof. \hfill \Box

We proceed with showing sufficient properties of $u^\pm(t, \cdot)$ for all $t \in [0, T]$. With this aim, we rewrite the PDE in (P$^\varepsilon$) as

$$(3.14) \quad \mathcal{L}^\varepsilon u \equiv \partial_t u - \varepsilon \Delta u - \frac{1}{\varepsilon} f(u) = 0.$$

**Lemma 3.6.** There exist $\sigma, L, \varepsilon_0 > 0$ such that

$$(3.15) \quad u^-(t - t^\varepsilon, v) \leq u^\varepsilon(t, v) \leq u^+(t - t^\varepsilon, v) \quad \text{for all } v \in \mathbb{T}^d, t \in [t^\varepsilon, T] \text{ and } \varepsilon \in (0, \varepsilon_0),$$

$$(3.16) \quad \mathcal{L}^\varepsilon u^- \leq -1 < \mathcal{L}^\varepsilon u^+ \quad \text{in } [0, T] \times \mathbb{T}^d \text{ for all } \varepsilon \in (0, \varepsilon_0), \text{ and}$$

$$(3.17) \quad \lim_{\varepsilon \to 0} u^\pm(t - t^\varepsilon, v) = \chi_{T_t}(v) \quad \text{for all } t \in (0, T) \text{ and } v \in \mathbb{T}^d \setminus \Gamma_t.$$

In particular, $u^\pm(t - t^\varepsilon, v)$ are sub and super solutions for Problem (P$^\varepsilon$) for $t \in [t^\varepsilon, T]$.

**Proof.** The proof is a modification of the arguments used in [6 Sections 4.2–4.4]. We only prove the properties related to $u^+$; those for $u^-$ can be proven similarly.

Recall $\beta$ from (3.5), let $L, \sigma_0 > 0$ be as in Lemma 3.5 and take

$$(3.18) \quad \sigma < \min \left\{ \sigma_0, \frac{1}{4\|f''\|_{C([0,2\alpha_+])}} \right\}.$$
First we prove (3.17). Note that
\[ u^+(t-t^\varepsilon,v) = U \left( \frac{d(t-t^\varepsilon,v)}{\varepsilon} - p(t-t^\varepsilon) \right) + q(t-t^\varepsilon), \]
for some \( \lambda, C > 0 \) for some constants \( \varepsilon \) and using the bounds on \( U, U_t \) for the second term in the right-hand side, we obtain from \( t-t^\varepsilon \to t > 0 \) as \( \varepsilon \to 0 \) that \( q(t-t^\varepsilon) \to 0 \) as \( \varepsilon \to 0 \). For the first term, we observe from \( L \leq p(t-t^\varepsilon) \leq C \) and \( d(t-t^\varepsilon,v) \to d(t,v) \neq 0 \) as \( \varepsilon \to 0 \) that
\[ U \left( \frac{d(t-t^\varepsilon,v)}{\varepsilon} - p(t-t^\varepsilon) \right) \to \chi_{\Gamma_1}(v) \]
as \( \varepsilon \to 0 \). Then, (3.17) follows.

Second, we prove (3.16). In view of (3.14) we set \( \xi \equiv \frac{d}{\varepsilon} - p \) and compute and expand
\[ \partial_t u^+ = U'(\xi) \left( \frac{\partial d}{\varepsilon} - p' \right) + q', \]
\[ \varepsilon \Delta u^+ = \text{div} (U'(\xi)\nabla d) = U''(\xi) \frac{\nabla d}{\varepsilon} + U'(\xi)\Delta d, \]
\[ \frac{1}{\varepsilon}f(u^+) = \frac{1}{\varepsilon}f(U(\xi)) + \frac{q}{\varepsilon}f'(U(\xi)) + \frac{q^2}{2\varepsilon}f''(U(\xi) + h q) \]
for some \( h \in (0,1) \) given by Taylor’s Theorem applied to \( f \) at \( U(\xi) \). Substituting \( U'' = -c_s U' - f(U) \), we obtain from (3.14) that
\[ \mathcal{L}^\varepsilon u^+ = \frac{1}{\varepsilon} \left( U'(\xi)\partial_d + (c_s U'(\xi) + f(U(\xi)))\frac{\nabla d}{\varepsilon} - f(U(\xi)) \right) \]
\[ + \left( -U'(\xi) (\Delta d + p') + q' - \frac{q}{\varepsilon}f'(U(\xi)) - \frac{q^2}{2\varepsilon}f''(U(\xi) + h q) \right) \]
\[ \equiv \frac{1}{\varepsilon} E_{-1} + E_0. \]

First we show that \( E_{-1} \geq -\varepsilon \) for \( \varepsilon \) small enough. On \( \Omega_{d_0} \) it holds that \( d = \overline{d} \), and thus \( |\nabla d| = 1 \). Then, it follows from (3.8) that \( E_{-1} = 0 \) on \( \Omega_{d_0} \). On \( Q_T \setminus \Omega_{d_0} \) we have by (3.7)–(3.11) that \( |\nabla d| \leq 1, |\partial_d| \leq c_s \) and \( |\xi| \geq \frac{\delta}{\varepsilon} \) for \( \varepsilon \) small enough. Then, estimating
\[ |f(U(\xi))| \leq |f(\alpha_\pm)| + |U(\xi) - \alpha_\pm||f'||_{C([\alpha_-, \alpha_+])} = |U(\xi) - \alpha_\pm||f'||_{C([\alpha_-, \alpha_+])} \]
and using the bounds on \( U, U' \) in Lemma 3.3 we obtain by estimating all four terms of \( E_{-1} \) independently that
\[ \frac{1}{\varepsilon} E_{-1} \geq -C \varepsilon^{-\lambda} \frac{\delta}{\varepsilon} \geq -1 \quad \text{on } Q_T \setminus \Omega_{d_0} \]
for some constants \( \lambda, C > 0 \) and for \( \varepsilon \) small enough.

It is left to show that \( E_0 \geq 2 \). By the definition of \( C_{\Delta d} \), we obtain
\[ \Delta d + p' = \Delta d + C_{\Delta d} + \frac{q}{\sigma \varepsilon} \geq \frac{q}{\sigma \varepsilon}, \]
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which is positive. Together with Lemma 3.4, we obtain for the first term in $E_0$
\[-U'(\xi)(\Delta d + p') \geq (\beta + f'(U(\xi))) \frac{q}{\varepsilon} = 3 + \frac{2\sigma \beta^2}{\varepsilon} e^{-\frac{\beta}{\varepsilon} t} + f'(U(\xi)) \frac{q}{\varepsilon}.
\]
Note that the third term in the right-hand side cancels with the third term of $E_0$. The second term of $E_0$ is given by
\[-q' = -\frac{\sigma \beta^2}{\varepsilon} e^{-\frac{\beta}{\varepsilon} t},
\]
and the fourth term is estimated from below by (using (3.18) and taking $\varepsilon$ small enough)
\[-\frac{q^2}{2\varepsilon} f''(U(\xi) + hq) \geq -\frac{\|f''\|_{C([0,2\alpha])}}{\varepsilon} \left(4\sigma^2 \beta^2 e^{-\frac{\beta}{\varepsilon} t} + \frac{9\varepsilon^2}{\beta^2}\right) \geq -\frac{\sigma \beta^2}{\varepsilon} e^{-\frac{\beta}{\varepsilon} t} - 1.
\]
By substituting these estimates in the expression of $E_0$, we obtain $E_0 \geq 2$. This completes the proof of (3.16).

Now, (3.15) is obvious: (3.16) implies that $u^\pm(t - t^\varepsilon, v)$ are sub and super solutions for Problem $(P^K)$ for $t \in [t^\varepsilon, T]$, (3.13) demonstrates that (3.15) holds at $t = t^\varepsilon$, and thus (3.15) follows from the comparison principle Lemma 3.1.

Remark 3.7. In (3.16) the constant 1 has no particular meaning; any positive constant can be obtained by choosing $p, q$ properly.

3.4 Propagation of the interface of $u^N$

We rely on Lemma 3.6 to prove the discrete counterpart of (3.15). We use $\sqrt{K} = \frac{1}{\varepsilon}$ and recall $\theta$ from (2.3).

Theorem 3.8. Let $\beta, \sigma, L > 0$ be as in Lemma 3.6, and let $K = K(N) \to \infty$ with $K = o(N^\theta)$ as $N \to \infty$. Then, there exists $N_0 \in \mathbb{N}$ such that
\[u^-(t - t^N, x) \leq u^N(t, x) \leq u^+(t - t^N, x)\]
holds for all $N \geq N_0$, all $t \in [t^N, T]$ and all $x \in \mathbb{T}_d^d$.\n
Proof. The upper and lower bound can be proven similarly; we focus on the upper bound. By the bounds at initial time given in Lemma 3.5 and the comparison principle Lemma 3.2 it is sufficient to show that $u^+$ projected onto the discrete torus $\mathbb{T}_d^d$, i.e. $\bar{u}^+(t, x)$, is a super solution to $(P^K)$, i.e.
\[\mathcal{L}^N \bar{u}^+ = \partial_t \bar{u}^+ - \frac{1}{\sqrt{K}} \Delta^N \bar{u}^+ - \sqrt{K} f(\bar{u}^+) \geq 0 \quad \text{on } (0, T) \times \mathbb{T}_N^d\]
for all $N$ large enough.

To prove (3.19), we set $\varepsilon = \frac{1}{\sqrt{K}}$ and decompose
\[\mathcal{L}^N \bar{u}^+(t, x) = \mathcal{L}^\varepsilon u^+(t, x) + \frac{1}{\sqrt{K}} \left(\Delta^N u^+(t, x) - \Delta^N \bar{u}^+(t, x)\right),\]
where $L^ε$ is as in (3.14). By Lemma 3.6, $L^ε u^+(t, \frac{x}{N}) \geq 1$. For the second term in (3.20), since $u^+(t, \cdot) \in C^1(\mathbb{T}^d)$ and since $\Delta^N u^+(t, x)$ is the central difference approximation of $\Delta u^+(t, \frac{x}{N})$, we have (recalling that $L \leq p(t) \leq C$)

$$\frac{1}{\sqrt{K}} |\Delta u^+(t, \frac{x}{N}) - \Delta^N u^+(t, x)| \leq \frac{C}{\sqrt{K}} \|u^+(t, \cdot)\|_{C^3(\mathbb{T}^d)} \leq C/\sqrt{N}.$$

Since $K = o(N^θ) = o(N^{2/3})$, this contribution to (3.20) vanishes as $N \to \infty$. This completes the proof.

3.5 Proof of Theorem 1.3

Let $t \in (0, T]$ and $v \in \mathbb{T}^d \setminus \Gamma_t$ be arbitrary. Let $N$ be large enough such that $t > t^N$. Let $x^N \in \mathbb{T}^d_N$ be such that $v \in B(x^N, \frac{1}{N})$ for all $N \in \mathbb{N}$, and note from (1.9) that $\hat{u}^N(t, v) = u^N(t, x^N)$ and that $|v - \frac{x^N}{N}| \leq \frac{C}{N}$ for all $N \in \mathbb{N}$, where $C$ depends on the dimension $d$. Let $u^\pm$ be given by (3.12) with constants $β, σ, L > 0$ as in (3.5) and Lemma 3.6. By Theorem 3.8 we have

$$u^-(t - t^N, \frac{x^N}{N}) \leq u^N(t, x^N) \leq u^+(t - t^N, \frac{x^N}{N})$$

for $N$ large enough. For the left- and right-hand side we note that

$$\left| u^\pm(t - t^N, \frac{x^N}{N}) - u^\pm(t - t^N, v) \right| \leq \frac{x^N}{N} \|\nabla u^\pm(t - t^N, \cdot)\|_{C(\mathbb{T}^d)} \leq C/\sqrt{N} \|U\|_{C(\mathbb{R})} \sqrt{K} \|\nabla d\|_{C(\mathbb{R}^d)} \leq C' \sqrt{K}/N$$

vanishes as $N \to \infty$. Hence, Theorem 1.3 follows from (3.17) by passing to the limit $N \to \infty$ in (3.21).
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