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Abstract The main objective of this article is to study the asymptotic behavior of Salié sums over arithmetic progressions. We deduce from our asymptotic formula that Salié sums possess a bias towards being positive. The method we use is based on the Kuznetsov formula for modular forms of half-integral weight. Moreover, in order to develop an explicit formula, we are led to determine an explicit orthogonal basis of the space of modular forms of half-integral weight.
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1 Introduction

For an odd integer $c$, the Salié sum is defined as

$$K_2(m, n; c) = \sum_{x \equiv 1 \pmod{c}} \left( \frac{x}{c} \right) e\left( \frac{mx + nx^{-1}}{c} \right).$$
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As usual, for \( z \in \mathbb{C} \), we write \( e(z) = \exp(2\pi iz) \). We use the subscript \( K_2 \) in order to distinguish the Salié sums from the Kloosterman sums, defined analogously, but without the presence of the Jacobi symbol \((x/c)\).

Classically, these sums have been investigated over the set of primes. For a prime \( p \), one has, by a classical theorem of Salié, that

\[
K_2(m, n; p) = 2 \cos \left( \frac{4\pi x}{p} \right) \sum_{y \pmod{p}} e \left( \frac{y^2}{p} \right), \quad x^2 \equiv mn \pmod{p}.
\]  

From the equidistribution of roots of quadratic congruences modulo prime moduli (proved in [5]) and from (1), follows that for given \( m \) and \( n \), the angles of Salié sums \( K_2(m, n; p) \) are equidistributed with respect to the uniform measure.

In this paper, we investigate the distribution of the sums \( K_2(m, n; c) \), when \( c \) runs over the set of integers. Individually, these sums are well understood. One can generalize (1) to any modulus \( c \) and show that Salié sums satisfy the individual bound

\[
|K_2(m, n; c)| \leq 2^{\omega(c)} \sqrt{c},
\]

where \( \omega(c) \) is the number of distinct prime divisors of \( c \). Nevertheless, as for most of (complete) exponential sums, the understanding of the behavior of these sums as function of the moduli \( c \) is a difficult problem. Using methods of analytic number theory, one might expect to catch important properties of Salié sums by looking at their \( L \)-function, but it turns out that, due to a twisted multiplicativity, the \( L \)-function has neither a functional equation nor an Euler product, rendering the investigation of Salié sums very involved.

One way these sums can be approached is by the analytic theory of automorphic forms. It is known that Kloosterman sums (or their twists) appear as Fourier coefficients of Poincaré series. In 1987, in his breakthrough paper [10], Iwaniec succeeded in proving a new upper bound for the Fourier coefficients of modular forms of half-interval weight, by estimating sums on Salié sums. This leads naturally to the problem of studying Salié sums on average, and more precisely to detect cancellation among these sums. Inspired by the work of Livné and Patterson [13], where the authors study the first moment of cubic exponential sums, we obtain a complete determination of the first moment of Salié sums over arithmetic progressions. A crucial point for us is that the \( L \)-function associated to Salié sums possesses an exceptional pole, related to the minimal eigenvalue of the Laplacian operator. It should be emphasized that this phenomenon is reminiscent to the situation in [13], and ultimately lies at the heart of the problem.

We study the distribution of the normalized Salié sums \( K_2(m, n; c) \), for fixed \( m \) and \( n \), when \( c \) runs over an arithmetic sequence \( c \equiv 0 \pmod{D} \). One of the principal consequences of our main theorem is that, in most cases, the Salié sums \( K_2(m, n; c) \) exhibit much cancellation and that, in the remaining cases, our formula shows a definitive bias for the Salié sums towards being positive.

As usual, we write \( d \mid b^\infty \) if \( d \) is supported by \( b \), i.e. if \( d \) is a product of primes dividing \( b \), and \((a, b^\infty)\) for the greatest divisor of \( a \) supported by \( b \). For a positive
integer $d$, we denote by $\chi_d$ the primitive quadratic character corresponding to the field extension $\mathbb{Q}(\sqrt{d})/\mathbb{Q}$. Let us define the symbol $\epsilon_c$, for odd integers $c$, by $\epsilon_c = 1$ if $c \equiv 1 \pmod{4}$, and $\epsilon_c = i$ if $c \equiv 3 \pmod{4}$. One easily sees that the numbers $K_2(m, n; c)\epsilon_c$ are real.

**Theorem 1** Let $D$ and $f$ be odd positive integers, mutually coprime and let $\chi$ be an even primitive Dirichlet character modulo $f$. Let $m, n \in \mathbb{Z}$. Let $\varepsilon > 0$ and let $X \gg 1$.

If $\chi \neq \chi_f$, or if $m < 0$ or if $n < 0$, then

$$
\sum_{0 < c \leq X, c \equiv 0 \pmod{D}} \frac{K_2(m, n; c)}{\sqrt{c}} \epsilon_c \chi(c) = O \left( X^{3/4 + \varepsilon} \right).
$$

If $\chi = \chi_f$ and $m, n > 0$, then

$$
\sum_{0 < c \leq X, c \equiv 0 \pmod{D}} \frac{K_2(m, n; c)}{\sqrt{c}} \epsilon_c \chi(c) = C(D, f, m, n) X + O \left( X^{3/4 + \varepsilon} \right),
$$

for some real number $C(D, f, m, n)$. Assume that $m$ and $n$ are of the form

$$
\begin{cases}
  m = t f s^2 m' \\
  n = t f s^2 n',
\end{cases}
$$

for some positive integers $t, s, m', n'$ satisfying the following conditions:

(i) $t$ is square-free, $t \equiv 1 \pmod{4}$, $s$ is supported by $t$ and $s^2 t^3 | D$,

(ii) $(m', t) = (n', t) = 1$,

(iii) $(m', D_1) = (n', D_1)$, where $D = D_t D_0 D_1^2$, where $D_t = (D, t^\infty)$ and $D_0$ is square-free.

Then, one has

$$
C(D, f, m, n) = \frac{8}{\pi^2} \frac{s \sqrt{t}}{D} \left( \frac{f m' n'}{t} \right) (m', D_1) \prod_{p | D_f} (1 + p^{-1})^{-1} \times \prod_{p | f} (1 - p^{-1})^{-1} \prod_{p | D_1/(m', D_1)} (1 - p^{-1})^{-1}.
$$

Moreover, if $m$ and $n$ are not of the form described above, then $C(D, f, m, n) = 0$. In particular, $C(1, f, m, n) \geq 0$.

Let us now mention some other problems related to Theorem 1. Consider the sum

$$
S(m, \ell; c) = \sum_{x \pmod{c}} e \left( \frac{2x \ell}{c} \right).
$$

\( \odot \) Springer
These sums are related to Salié sums by the formula
\[
S(m, \ell; c) = \sum_{d | (\ell, c)} \sqrt{\frac{d}{c}} c^{d/2} K_2 \left( \frac{m, \ell^2}{d^2}; c \right).
\]
(5)

From (5) and Theorem 1, we obtain the following corollary.

**Corollary 1** Let \( m, \ell, c \in \mathbb{Z} \). Then for any \( \varepsilon > 0 \), one has
\[
\sum_{c \leq X} S(m, \ell; c) = C(m, \ell) X + O_m,\ell \left( X^{3/4 + \varepsilon} \right),
\]
with
\[
C(m, \ell) = \begin{cases} 
0 & \text{if } m \text{ is not a square} \\
\frac{8}{\pi^2} X \frac{\sigma(\ell)}{\ell} & \text{if } m \text{ is a square}.
\end{cases}
\]

Here, \( \sigma(\ell) \) is the sum of the divisors of \( \ell \).

A similar result to Corollary 1 is given in [9, Theorem 1], where the author obtains a control on the dependence on \( \ell \) of the error term, but only in the case where \( m \) is not a square. Note that recently, Duke, Imamoglu and Tóth have conjectured in [6] that
\[
d^{-1/2} \sum_{c > 0} S(d, m; c) \sin \left( \frac{4\pi m \sqrt{d}}{c} \right) \ll \sigma_1(m) T_{r_d}(1),
\]
where \( T_{r_d}(1) \) is a trace of singular moduli; for example, if \( d > 1 \) is a fundamental discriminant, then \( T_{r_d}(1) = L(1, \chi_D) \). Theorem 1 could also be applied to the asymptotic distribution of Dedekind sums, using the connection between Salié sums and Dedekind sums; this has been studied for example by Vardi in [19].

Let us now give some indications on our proof of Theorem 1. For a congruence subgroup \( \Gamma \subset \Gamma_0(4) \), one can define exponential sums \( K_{\sigma,\tau}(m, n; c) \), which are associated to two cusps of \( \Gamma \). The geometric Salié sums \( K_{\sigma,\tau}(m, n; c) \) appear as Fourier coefficients of non-holomorphic Poincaré series, and therefore one can relate sums of geometric Salié sums with the spectrum of Maaß forms of weight 1/2, using the Kuznetsov trace formula. The geometric side of the trace formula is the easiest to deal with: we can choose in an appropriate way the cusps of the congruence subgroup \( \Gamma = \Gamma_0(4Df) \), so that one can relate the geometric Salié sums to the classical Salié sums \( K_2(m, n; c) \). The spectral side of the trace formula is more subtle to handle. A specific feature of Maaß forms of weight 1/2 is to have an exceptional eigenvalue located at \( \lambda = 3/16 \). We will show that square-integrable Maaß forms with respect to the exceptional eigenvalue \( \lambda = 3/16 \) are in bijection with modular forms of weight 1/2. As a result of independent interest (Theorem 2), we are able to obtain an explicit orthogonal basis for the space of modular forms of half-integral weight. This result then allows us to finally obtain an explicit expression for the spectral side of the trace formula.
Remark 1 In principle, Theorem 2 could be used to complete a result of Blomer in [1]. There, the author studies the eigenvalues of Hecke eigenforms over quadratic polynomials and obtains a formula for their asymptotic behavior. In the case where the eigenform is chosen to be a Poincaré series, one can get an explicit expression for the asymptotic constant appearing in [1, (1.4)], by means of our Theorem 2.

Finally, in order to illustrate the rate of convergence of sums of Salié sums, some numerical examples for Theorem 1 are presented in Sect. 5. For a related discussion on this subject, concerning the distribution of Salié sums and other arithmetical functions, we refer to [15].

Notations For a complex number $z$, we define its argument to be in the interval $[0, 2\pi[$. The greatest common divisor of $a$ and $b$ is denoted by $(a, b) = \gcd(a, b)$, $\mu$ is the Möbius function and $\varphi$ the Euler function. Let $\chi$ be a Dirichlet character of modulus $f$. By $\chi \chi_d$, we mean the primitive character associated to the product of $\chi$ and $\chi_d$. We denote the conductor of the primitive character associated to $\chi \chi_d$ by $f_1$; thus in particular, $f_1 \mid f$, with equality if and only if $\chi$ is primitive. For any element $g = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right)$, let $g'(z) = (cz + d)^{-2}$ and $\chi(g) = \chi(d)$. In this paper, $\chi$ will always be an even character.

2 Modular forms of half-integral weight

As usual, $\mathbb{H} = \{z \in \mathbb{C} : \Im(z) > 0\}$ is the upper half-plane and $\Gamma_0(4N)$ is the congruence subgroup modulo $4N$. Let $\kappa : \Gamma_0(4) \to \{\pm 1, \pm i\}$ be the multiplicative system for the group $\Gamma_0(4)$ defined by

\[ y'(z)^{1/4} \vartheta(y(z)) = \kappa(y) \vartheta(z), \quad \forall y \in \Gamma_0(4), \forall z \in \mathbb{H}, \tag{7} \]

where $\vartheta(z) = \sum_{n \in \mathbb{Z}} e(n^2 z)$. The Jacobi symbol $(u/v)$ is defined, for $v$ odd, as extension of the Legendre symbol $(u/p)$ defined for any prime $p \neq 2$, with the additional condition that $(0/v) = 1$. More precisely, and for $v$ positive and $u \neq 0$, we define $(u/v)$ multiplicatively in $v$ and we set $(u/−v) = (u/v)$ (see [3], Exercise 1). The symbol $\kappa$ satisfies $\kappa(y) = \kappa(−y)$, and, if $y = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \in \Gamma_0(4)$ with $d > 0$, then, with the convention that $\arg(z) \in [0, 2\pi[$ for $z \in \mathbb{C}$, we have

\[ \kappa(y) = \left( \frac{c}{d} \right) \frac{i}{\varphi(d)} \begin{cases} 1 & \text{if } c > 0 \\ 1 & \text{if } c \leq 0. \end{cases} \tag{8} \]

Formula (8) has been proved in several places, but with different choices of notations (see e.g. [12] or [18, (1.9)–(1.10)]). Let $\alpha$ be the multiplier factor of weight $1/2$, i.e.

\[ (gh)'(z)^{1/4} = g'(h(z))^{1/4} h'(z)^{1/4} \alpha(g, h), \quad \forall g, h \in SL_2(\mathbb{R}). \]

Let $N$ be a positive integer. Recall that any even Dirichlet character $\chi$ modulo $N$, of conductor $f$ dividing $N$, defines a character on $\Gamma_0(4N)$. On the other side, one easily verifies that the symbol $\kappa$ satisfies
\(\kappa(gh) = \kappa(g)\kappa(h)\alpha(g, h), \quad \forall g, h \in \Gamma_0(4N). \) 

(9)

The cusps of \(\Gamma_0(4N)\) are of the form \(\sigma^{-1}(\infty)\) with \(\sigma \in SL_2(\mathbb{Z})\). There exists some positive integer \(q_\sigma\) such that the subgroup \(\Gamma_\sigma = \{\gamma \in \Gamma_0(4N) : \gamma(\sigma^{-1}(\infty)) = \sigma^{-1}(\infty)\}\) is of the form

\[\Gamma_\sigma = \sigma^{-1} \begin{pmatrix} \pm 1 & \Lambda_\sigma \\ 0 & \pm 1 \end{pmatrix} \sigma,\]

with \(\Lambda_\sigma = q_\sigma \mathbb{Z}\). We define, for each cusp \(\sigma^{-1}(\infty)\) of \(\Gamma_0(4N)\), the real number \(\chi_\sigma \in [0, 1]\), as

\[\kappa(\sigma \begin{pmatrix} 1 \\ q_\sigma \\ 0 \\ 1 \end{pmatrix} \sigma) = e(-\chi_\sigma).\]

Lemma 1 Let \(\sigma^{-1}(\infty)\) be a cusp of \(\Gamma_0(4N)\), and let \(\gamma_\sigma = \sigma^{-1} \begin{pmatrix} 1 \\ 0 \\ \varepsilon \\ q_\sigma \end{pmatrix} \sigma \in \Gamma_\sigma\) for some \(\varepsilon = \pm 1\) and \(n \in \mathbb{Z}\). Then,

\[\kappa(\gamma_\sigma)\alpha(\gamma_\sigma, \sigma^{-1}) = \kappa(\gamma_\sigma)\alpha(\gamma_\sigma, \sigma^{-1}) = e(-\varepsilon n \chi_\sigma).\]

Let \(M(N, \chi)\) be the space of functions \(f\) holomorphic on \(\mathbb{H}\) and at the cusps of \(\Gamma_0(4N)\), which satisfy

\[\gamma'(z)^{1/4} f(\gamma(z)) = \kappa(\gamma)f(z) \quad \forall z \in \mathbb{H}, \gamma \in \Gamma_0(4N).\]

With these notations, modular forms have a Fourier expansion of the form

\[\sigma^{-1}(z)^{1/4} f(\sigma(z)) = \sum_{n \in \mathbb{Z}} a_f(\sigma, n) e \left( \frac{z(n - \chi_\sigma)}{q_\sigma} \right),\]

with \(a_f(\sigma, n) = 0\) if \(n - \chi_\sigma < 0\). The Petersson scalar product on the space \(M(N, \chi)\) of modular forms of weight \(1/2\) is given by

\[
\langle f, g \rangle = \int_{\Gamma_0(4N)\backslash \mathbb{H}} f(z) \overline{g(z)} \Im(z)^{1/2} d\mu(z),
\]

where \(d\mu(z) = y^{-2} dx dy\) is the invariant measure.

For a character \(\psi\), one defines

\[\vartheta_{\psi}(z) = \sum n \psi(n) e(n^2 z).\]

We introduce another twist of \(\vartheta(z)\), namely

\[\vartheta_{d,s,q}(z) = \sum_{n \in \mathbb{Z}} \chi \chi_d(n)c_q(n) e(dn^2 s^2 z).\]
Here, $c_q(n)$ is the Ramanujan’s sum, of which one of the representations is

$$c_q(n) = \sum_{d|q,n} \mu\left(\frac{q}{d}\right) d. \quad (11)$$

The functions $\vartheta_{d,s,q}(z)$ can be expressed in terms of $\vartheta_\psi(z)$ by means of the following equality, valid for any character $\psi$:

$$\sum_{n \in \mathbb{Z}} \psi(n) c_q(n) e(n^2 z) = \sum_{j|q} \mu\left(\frac{q}{j}\right) j \psi(j) \vartheta_\psi\left(j^2 z\right). \quad (12)$$

Recall that $f_d$ is defined as the conductor of $\chi \chi_d$. For any triple $(d, s, q)$ of positive integers, consider the condition $(C)$ given by

$$(C) \begin{cases} df_d^2 s^2 q^2 | N \\ d \text{ square-free, } s \text{ supported by } f_d \text{ and } q \text{ coprime to } f_d. \end{cases}$$

**Theorem 2** Let $N \in \mathbb{N}$ be an odd integer. Let $\chi$ be an even character modulo $N$. An orthogonal basis for $M(N, \chi)$ is given by the set

$$B = \{ \vartheta_{d,s,q} : (d, s, q) \text{ satisfies } (C) \}. $$

Moreover,

$$\| \vartheta_{d,s,q} \|^2 = 2\pi N \frac{\varphi(q)}{s \sqrt{d}} \prod_{p|f_d} (1 - p^{-1}) \prod_{p|N} (1 + p^{-1}).$$

**Proof** In order to simplify notations, let us define

$$\alpha(d, s) = \frac{2\pi N}{s \sqrt{d}} \prod_{p|f_d} (1 - p^{-1}) \prod_{p|N} (1 + p^{-1}).$$

We know from [17, Theorem A] that a basis for $M(N, \chi)$ is given by the set

$$B_1 = \{ \vartheta_\psi(tz) : \psi \text{ primitive } ; \text{cond}(\psi)^2 t | N ; \psi \chi_t(n) = \chi(n) , \forall (n, N) = 1 \}.$$ 

By decomposing $t = ds^2 q^2$, with $d$ square-free, $s$ supported by $f_d$ and $q$ coprime to $f_d$, one has $\psi = \chi \chi_t = \chi \chi_d$. Therefore, the basis $B_1$ can be written as

$$B_2 = \{ \vartheta_\chi \chi_d(ds^2 q^2 z) : f_d^2 ds^2 q^2 | N \}.$$ 

We now compute the scalar product of two elements of $B_2$, by using the Rankin–Selberg formula. Let $f$ and $g$ be two elements of $M(N, \chi)$. Denote by $a_f(n)$ and $a_g(n)$ the coefficients of their Fourier expansion at infinity. Let $E(z, s)$ be the Eisenstein
series of weight zero for $\Gamma_0(4N)$ defined at the cusp $\infty$. Then, by the Rankin–Selberg method, the following equality holds:

$$
\langle f, g \rangle = \pi N \prod_{p|N} (1 + p^{-1}) \operatorname{Res}_{s=1} \left( \sum_{n \geq 1} \frac{a_f(n)a_g(n)}{n^{s-1/2}} \right).
$$

(13)

Recall that since $N$ is odd, all the primes involved in (13), or in the definition of $\alpha(d, s)$, are distinct from 2. Note that (13) requires to deal with modular forms, which may be non-cuspidal. The Rankin–Selberg method for modular forms of non-rapid decay as been developed by Zagier in [20], where the author also gives several applications of his main theorem, but none including formula (13). To derive formula (13) from the main theorem of [20] requires some extra work, however, since a complete proof of (13) has been given in [4, Theorem 2.2], we can dispense with the details.\footnote{The proof of [4, Theorem 2.2] contains two errors that luckily neutralize each other. First, in the 5th display of [4, p. 16], there should be no factor 2 in front of the middle integral (cf. [2, p. 71] and [11, p. 119]). Second, in the 4th display of [4, p. 17], the right hand side should be multiplied by 2 (cf. [2, p. 66] and [11, (3.26)])}.

We apply (13) with $f = \vartheta_{d,d}(ds^2q^2z)$ and $g = \vartheta_{d,d'}(d's^2q^2z)$. Then, for any $n \geq 1$, one has $a_f(n) = 2\chi_d(m)$, if $n = ds^2q^2m^2$, and $a_g(n) = 2\chi_{d'}(m')$, if $n = d's^2q^2m'^2$. Therefore, non-trivial contributions will occur only if $d = d'$, in which case (13) gives

$$
\langle \vartheta_{d,d}(ds^2q^2z), \vartheta_{d,d}(ds^2q^2z) \rangle
= 4\pi N \prod_{p|N} (1 + p^{-1}) \times \operatorname{Res}_{s=1} \left( \sum_{\substack{n \geq 1 \\text{and} \ n=ds^2q^2m^2 \\text{or} \ n=d's^2q^2m'^2}} \frac{\chi_d(m)\chi_{d'}(m')}{n^{s-1/2}} \right).
$$

(14)

Non-trivial contributions will occur for integers $n$ of the form $n = ds^2q^2m^2 = d's^2q^2m'^2$, with $(m, f_d) = (m', f_{d'}) = 1$. Since $s$ and $s'$ are supported by $f_d$ and since $q$ and $q'$ are coprime to $f_d$, this means that $s = s'$ and $n = ds^2q^2m^2/g^2$, where $g = \gcd(q, q')$. Then, after further simplifications, we obtain from (14) that

$$
\langle \vartheta_{d,d}(ds^2q^2z), \vartheta_{d,d}(ds^2q^2z) \rangle = (q, q') \frac{\chi_{d}(q')}{q} \frac{\chi_{d'}(q)}{q'} \alpha(d, s).
$$

(15)

The orthogonalization of the functions $\vartheta_{d,d}(ds^2q^2z)$, with $q$ varying, is based on the following lemma.

**Lemma 2** Let $U \in \mathbb{N}$. Let $V$ be the finite dimensional $\mathbb{C}$-vector subspace of a Hilbert space, with scalar product $\langle \cdot, \cdot \rangle$. Assume that a basis of $V$ is given by the set $E = \{f_u : u \in U\}$. Assume that there exists a function $g$ such that $g(d) > 0$ and

$$
\langle f_u, f_v \rangle = \int_U \frac{f_u(x)\overline{f_v(x)}}{\|f_u\|^2} \, dx = \delta_{u,v}.
$$

1 The proof of [4, Theorem 2.2] contains two errors that luckily neutralize each other. First, in the 5th display of [4, p. 16], there should be no factor 2 in front of the middle integral (cf. [2, p. 71] and [11, p. 119]). Second, in the 4th display of [4, p. 17], the right hand side should be multiplied by 2 (cf. [2, p. 66] and [11, (3.26)]).
\[
\langle f_u, f_v \rangle = \sum_{d \mid (u,v)} g(d), \quad \forall u, v \mid U. \tag{16}
\]

For \( u \mid U \), let \( f'_u = \sum_{j \mid u} \mu(u/j) f_j \). Then the set \( E' = \{ f'_u : u \mid U \} \) is an orthogonal basis of \( V \). Moreover,

\[
\langle f'_u, f'_v \rangle = \begin{cases} g(u) & \text{if } u = v \\ 0 & \text{if } u \neq v. \end{cases} \tag{17}
\]

**Proof** It is clear that \( E' \subseteq V \). Also, it follows from the definition of \( f'_u \) that

\[
\langle f'_u, f'_v \rangle = \sum_{j \mid u} \sum_{k \mid v} \mu\left(\frac{u}{j}\right) \mu\left(\frac{v}{k}\right) \langle f_j, f_k \rangle, \quad \forall u, v \mid U. \tag{18}
\]

We shall make use of the following Möbius inversion formula in two variables:

\[
F(u, v) = \sum_{d \mid u} \sum_{e \mid v} G(d, e) \iff G(u, v) = \sum_{j \mid u} \sum_{k \mid v} \mu\left(\frac{u}{j}\right) \mu\left(\frac{v}{k}\right) F(j, k), \tag{19}
\]

for any two functions \( F, G : \mathbb{N} \times \mathbb{N} \to \mathbb{R} \). Define \( F(u, v) = \langle f_u, f_v \rangle \) and \( G(u, v) = g(u) \) if \( u = v \) and \( G(u, v) = 0 \) if \( u \neq v \). Then, by (16), the first equality of (19) is verified. Thus the second one also holds, which means, by (18), that the vectors \( f'_u \) are non-zero orthogonal vectors whose scalar product is given by (17). \( \square \)

After suitable normalization, and noticing that \( (u, v) = \sum_{d \mid (u,v)} \varphi(d) \), one is led to apply Lemma 2 with \( f_u(z) = \alpha(d, s)^{-1/2} \chi_d(u) \vartheta(\chi_d(d s^2 u^2 z)) \) and \( g(j) = \varphi(j) \). Using formula (11), one sees that the resulting functions \( f'_u \) are given by \( f'_u = \alpha(d, s)^{-1/2} \vartheta_{d, s, u}(z) \). This concludes the proof of Theorem 2. \( \square \)

Recall that the symbol \( \epsilon_c \) is defined, for odd integers \( c \), by \( \epsilon_c = 1 \) if \( c \equiv 1 \pmod{4} \), and \( \epsilon_c = i \) if \( c \equiv 3 \pmod{4} \). If \( d \) is an odd square-free integer, then \( \chi_d \) is a character of conductor \( d \) or \( 4d \), according to if \( d \equiv 1 \pmod{4} \) or \( d \equiv 3 \pmod{4} \); more precisely,

\[
\chi_d(n) = \left(\frac{n}{d}\right),
\]

if \( d \equiv 1 \pmod{4} \), and

\[
\chi_d(n) = \begin{cases} 0 & \text{if } (4d,n) \neq 1 \\ \epsilon_n^2 \left(\frac{n}{d}\right) & \text{if } (4d,n) = 1, \end{cases}
\]

if \( d \equiv 3 \pmod{4} \).

**Corollary 2** Let \( D, f \) be odd positive integers coprime to each other. Let \( \chi \) be an even primitive character of conductor \( f \).
(i) The space \( M(Df, \chi) \) is non-trivial only if \( f \) is square-free, \( f \equiv 1 \pmod{4} \) and \( \chi = \chi_f \).

(ii) If the space \( M(Df, \chi) \) is non-trivial, an orthonormal basis of \( M(Df, \chi) \) is given by the set \( \{ \vartheta_{tfs}, q \} \), where \( t^3s^2q^2|D \), \( t \) is square-free, \( (t, f) = 1, t \equiv 1 \pmod{4}, s \) is supported by \( t \) and \( (q, t) = 1 \).

**Proof** Assume that \( M(Df, \chi) \neq \{0\} \). By Theorem 2, there exists some element \( \vartheta_{d,s,q} \in M(Df, \chi) \), with \( (d, s, q) \) satisfying condition (C); in particular, \( d \) is an odd square-free integer such that

\[
 f_d^2 | Df. \tag{20}
\]

For (i). Let \( p \) be a prime divisor of \( f \) and let \( \psi \) be the \( p \)-component of \( \chi \), say of order \( p^e \), where \( \text{ord}_p(f) = e \). Since \( \chi \) is primitive, \( e \geq 1 \). Then \( f_d \), the conductor of \( \chi \chi_d \), is divisible by the conductor of \( \psi \chi_d \). Assume that \( p \nmid d \) or that \( \psi \neq (\cdot/p) \). Then the conductor of \( \psi \chi_d \) is divisible by \( p^e \). Thus \( p^e | f_d \) and, by (20), one obtains \( p^2|Df \), which contradicts the fact that \( \text{ord}_p(Df) = \text{ord}_p(f) = e \). Thus \( p|d \) and \( \psi = (\cdot/p) \). This shows that \( f \) has to be a square-free integer dividing \( d \). Moreover, since \( \chi \) is even, we conclude that \( \chi = \chi_f \), with \( f \equiv 1 \pmod{4} \). This proves (i).

For (ii) Let \( t \) be the square-free integer (necessarily coprime to \( f \)) such that \( d = ft \). Then \( \chi \chi_d \) is the primitive character associated to \( \chi_f \chi_f \). From (20), one sees that \( f_d \) has to be odd. This implies \( ft \equiv 1 \pmod{4} \), and therefore \( t \equiv 1 \pmod{4} \). It follows that \( \chi \chi_d = \chi_t \) and that \( f_d = t \). The condition (C) then translates into the condition given in (ii). \( \square \)

### 3 The Kloosterman–Selberg zeta function

In this section, we shortly describe the geometric Kloosterman sums, their associated Zeta function, and we obtain Theorem 3, as a special case of the Kuznetzov formula. Some more notations have to be introduced: for a matrix \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), let \( a(\gamma) = a, b(\gamma) = b, c(\gamma) = c \) and \( d(\gamma) = d \).

**Definition 1** Let \( \sigma^{-1}(\infty) \) and \( \tau^{-1}(\infty) \) be two cusps of \( \Gamma_0(4N) \). Let \( m, n \in \mathbb{Z} - \{0\} \). Then, for any \( c \in \mathbb{Z} \), the geometric Kloosterman sum is defined for positive integers \( c \) by

\[
 K_{\sigma, \tau}(m, n; c) = \sum_{\substack{\gamma \in \Gamma_\sigma \backslash \Gamma_\tau/\Gamma_\tau \\
 c(\sigma \gamma \tau^{-1}) = c}} \chi \kappa(\gamma) a(\sigma, \gamma) a(\sigma \gamma, \tau^{-1}) \times e \left( \frac{(m - x_\sigma) d(\sigma \gamma \tau^{-1})}{q_\tau} + \frac{(n - x_\tau) d(\sigma \gamma \tau^{-1})}{q_\tau} \right). 
\]

One verifies by using Lemma 1 that the geometric Kloosterman sums are well defined. We associate to the sums \( K_{\sigma, \tau}(m, n; c) \) the Kloosterman–Selberg Zeta function \( Z_{\sigma, \tau, m, n}(s) \) defined by
The space \( L \)

The first moment of Salié sums \( \sum_{c>0} K_{\sigma,\tau}(m, n; c) c^s \). (21)

Although an individual upper bound similar to (2) holds for \( K_{\sigma,\tau}(m, n; c) \), we shall not go into details here, but only remark (see the first display in the proof of Lemma 3) that \(|K_{\sigma,\tau}(m, n; c)| \leq q_1 q_\sigma |c|^2\). This shows that \( Z_{\sigma,\tau,m,n}(s) \) is well defined, for \( \Re(s) > 3 \).

**Theorem 3** Let \( \chi, \sigma, \tau, m, n \) be as in Definition 1. Let \( u > -1/2 \) and let \( X > 1 \). Then for any \( \varepsilon > 0 \),

\[
\sum_{0 < c < X} \frac{K_{\sigma,\tau}(m, n; c)}{c^{1-u}} = \frac{1}{1+2u} c(N, \chi; \sigma, \tau, m, n) X^{1/2+u} + O \left( X^{1/4+u+\varepsilon} \right),
\]

with \( c(N, \chi; \sigma, \tau, m, n) = 0 \) if \( m - \chi_\sigma < 0 \) or \( n - \chi_\sigma < 0 \), and otherwise

\[
c(N, \chi; \sigma, \tau, m, n) = \frac{2(1+i)}{\pi} q_\sigma q_\tau \sum_{f \in B(N,\chi)} a_f(\sigma, m) a_f(\tau, n),
\]

where \( B(N, \chi) \) is any orthonormal basis of the space \( M(N, \chi) \), defined in Sect. 2.

**Proof** The argument is taken from [8]: the theory of Poincaré series allows us to continue meromorphically \( Z_{\sigma,\tau,m,n}(s) \) to \( \Re(s) > 1 \) and shows that its poles are located at \( s = 2s_i \), where the \( s_i(1-s_i) \) are the exceptional eigenvalues of the hyperbolic Laplacian of weight 1/2. We write the spectral parameters \( s_i \) as \( s_1 = 3/4 > s_2 > \cdots > 1/2 \). The Laplacian operator is

\[-\gamma^2 \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + \frac{i\gamma}{2} \frac{\partial}{\partial x}.\]

The space \( L^2 (\Gamma_0(4N) \setminus \mathbb{H}, 1/2, \chi \kappa, \lambda_i) \) is the space of Maass forms, i.e., of eigenfunctions of the Laplacian, having polynomial growth at the cusps, and satisfying

\[ j_\gamma(z) \cdot f(\gamma(z)) = \kappa \chi(\gamma) f(z) \quad \forall z \in \mathbb{H}, \, \gamma \in \Gamma_0(4N).\]

The eigenvalues can be written \( \lambda = s(1-s) \) with \( \Re(s) \geq 1/2 \). We denote by \( L^2(N, \chi, s) \) the corresponding space of \( L^2 (\Gamma_0(4N) \setminus \mathbb{H}, 1/2, \chi \kappa, \lambda_i) \). The Fourier expansion of \( f \in L^2(N, \chi, s) \) at a cusp \( \sigma^{-1}(\infty) \) is given by

\[
j_{\sigma^{-1}}(z) f(\sigma^{-1}(z)) = \delta_{s > 1/2} \delta_{\chi_\sigma = 0} \rho_f(\sigma, 0) y^{1-s}
\]

\[+ \delta_{\chi_\sigma \neq 0} \rho_f(\sigma, 0) W_{-\chi_\sigma = -n/4}^{-1/2} \left( \frac{4\pi}{q_\sigma} \frac{\chi_\sigma}{q_\sigma} y \right) e \left( \frac{-\chi_\sigma}{q_\sigma} z \right),\]

\[+ \sum_{n \in \mathbb{Z}, \, n \neq 0} \rho_f(\sigma, n) W_{\text{sgn}(n)}^{-1/2} y^{1/2} \left( \frac{4\pi}{q_\sigma} \frac{|n - \chi_\sigma|}{q_\sigma} y \right) e \left( \frac{n - \chi_\sigma}{q_\sigma} z \right).\]
One can derive an asymptotic formula for the $K_{\sigma, \tau}(m, n; c)$ from the analytic properties of its Zeta function $Z_{\sigma, \tau, m, n}(s)$. Let $\chi, \sigma, \tau, m, n$ as above. Let $X > 1$. Then for any $\varepsilon > 0$,

$$\sum_{0 < c < X} \frac{K_{\sigma, \tau}(m, n; c)}{c} = 2\text{Res}_{s=3/2} \left( Z_{\sigma, \tau, m, n}(s) \right) X^{1/2} + \mathcal{O}\left( X^{1/4+\varepsilon} \right).$$

The residues of $Z_{\sigma, \tau, m, n}(s)$ can be expressed as follows:

$$\text{Res}_{s=2s_i} \left( Z_{\sigma, \tau, m, n}(s) \right) = e^{i\pi/4} \frac{4^{1-s_i}}{\pi^{2s_i-1/2} q_{\tau} q_{\sigma}} \left( n - \frac{\chi_\tau}{q_\tau} \right)^{1-s_i} \times \Gamma(2s_i - 1) \frac{\Gamma(s_i + \text{sgn}(n)/4)}{\Gamma(s_i - \text{sgn}(m)/4)} \sum_{u \in B(s_i)} \frac{\rho_u(\sigma, m)}{\rho_u(\tau, n)},$$

where $B(s_i)$ is an orthonormal basis of $L^2(N, \chi, s_i)$. There exists an isomorphism $M(N, \chi) \to L^2(N, \chi, 3/4)$, given by $f(z) \mapsto u(z) = f(z) \zeta(z)^{1/4}$; the injectivity of the homomorphism is clear since modular forms of weight $1/2$ are square-integrable, and the surjectivity comes from [16, Satz 9.1]. Under this isomorphism, the Fourier coefficients satisfy, for $n > 0$, the relation $\rho_u(\sigma, n) = a_f(\sigma, n) (4\pi(n - \chi_\sigma)/q_\sigma)^{-1/4}$. This concludes the proof of Theorem 3.

We conclude this section with a lemma, giving the connection between the geometric and the arithmetic Salié sums.

**Lemma 3** Let $\Gamma = \Gamma_0(4Df)$ with $D$ and $f$ mutually coprime odd integers. Let $\sigma^{-1}(\infty)$ and $\tau^{-1}(\infty)$ be the two cusps of $\Gamma$ defined by $\tau^{-1} = Id$ and

$$\sigma^{-1} = \begin{pmatrix} \alpha & \beta \\ D & 4f \end{pmatrix} \in SL_2(\mathbb{Z}).$$

Then,

$$K_{\sigma, \tau}(4f, m, n; c) =$$

$$\begin{cases} 0 & \text{if } c \not\equiv 0 \pmod{D} \text{ or if } c \text{ is even} \\
\bar{e} D^e \chi(c) \bar{\chi}(D) \left( \frac{f}{D} \right) K_2(m, n; c) & \text{if } c \equiv 0 \pmod{D} \text{ and if } c \text{ is odd.} \end{cases}$$

**Proof** With our assumptions, the definition of $K_{\sigma, \tau}(m, n; c)$ can be written as

$$K_{\sigma, \tau}(m, n; c) = \sum_{a \equiv (d \mod q_{\sigma} c)} \bar{\kappa} \chi^\sigma \left( \sigma^{-1} \begin{pmatrix} a * & \beta \\ c & d \end{pmatrix} \right) \bar{\alpha} \left( \sigma, \sigma^{-1} \begin{pmatrix} a * & \beta \\ c & d \end{pmatrix} \right) \times e \left( \frac{(m - \chi_\sigma)d}{cq_{\sigma}} \right) e \left( \frac{(n - \chi_\tau)d}{cq_\tau} \right).$$
The condition appearing in the sum means that \( ad \equiv 1 \pmod{c} \) and that 
\[ c(\sigma^{-1} \left( \begin{array}{c} a \\ c \\ d \end{array} \right) \tau) \equiv 0 \pmod{4fD}. \]
With our choice of \( \sigma \) and \( \tau \), we obtain the conditions 
\[ c \equiv 0 \pmod{D} \]
and 
\[ a \equiv 0 \pmod{4f}. \]
Then,
\[
\kappa \chi \left( \sigma^{-1} \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) \alpha \left( \sigma^{-1} \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) \\
= \kappa \chi \left( \sigma^{-1} S(-S) \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) \alpha \left( \sigma^{-1} S(-S) \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) \\
= \kappa \chi \left( \sigma^{-1} S \right) \kappa \chi \left( -S \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) \alpha \left( \sigma, \sigma^{-1} S \right) \alpha \left( S, -S \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right).
\]

Let us assume, as we may, that \( a > 0 \) et \( d > 0 \). Then
\[
\alpha \left( \sigma, \sigma^{-1} S \right) \alpha \left( S, -S \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) = 1.
\]

Since \( b > 0 \), we obtain from the definition of \( \kappa \) that
\[
\kappa \left( -S \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) = \kappa \left( \left( \begin{array}{c} c \\ d \\ -a \\ -b \end{array} \right) \right) = \kappa \left( \left( \begin{array}{c} -c \\ -d \\ a \\ b \end{array} \right) \right) \\
= \left( \frac{-d}{b} \right) \epsilon_{bi} = \left( \frac{-1}{b} \right) \left( \frac{d}{b} \right) \epsilon_{bi}.
\]

Since \( bc \equiv -1 \pmod{4} \), we have \( \epsilon_{b}(-1/b)i = \epsilon_{c} \). It remains
\[
\kappa \left( -S \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) = \left( \frac{d}{b} \right) \epsilon_{c} = \left( \frac{a}{b} \right) \epsilon_{c} = \left( \frac{a}{c} \right) \epsilon_{c}.
\]

One computes also
\[
\kappa(\sigma^{-1} S) = \kappa \left( \left( \begin{array}{c} \beta \\ -\alpha \\ 4f \\ -D \end{array} \right) \right) = \kappa \left( \left( \begin{array}{c} -\beta \\ \alpha \\ -4f \\ D \end{array} \right) \right) = \left( \frac{\alpha}{D} \right) \epsilon_{D},
\]
as well as
\[
\chi(\sigma^{-1} S) = \chi(-D), \quad \text{and} \quad \chi \left( -S \left( \begin{array}{c} a \\ b \\ c \\ d \end{array} \right) \right) = \chi(-b).
\]

Finally, we showed that, if \( c \equiv 0 \pmod{D} \),
\[
K_{\sigma, \tau}(m, n; c) = \sum_{\substack{a \pmod{q_{\sigma}c} \\ d \pmod{q_{\tau}c} \\ ad \equiv 1 \pmod{c} \\ a \equiv 0 \pmod{4f}}} \frac{\alpha}{D} \epsilon_{D} \left( \frac{a}{c} \right) \epsilon_{c} \chi(-D) \chi(-b) e \left( \frac{ma}{q_{\sigma}c} \right) e \left( \frac{nd}{q_{\tau}c} \right).
\]
In our case, \( q_\sigma = 4f \) and \( q_\tau = 1 \). This leads, after some further simplifications, to the assertion of Lemma 3.

\[ \square \]

4 Asymptotic behavior of Salié sums

In this section we prove Theorem 1. For it, we use the formula of Theorem 3, with \( N = Df \) and \( \sigma, \tau \) chosen as in Lemma 3. The left hand side of the formula of Theorem 3 is then determined by Lemma 3. For the right hand side, we use our determination of an orthogonal basis of \( M(Df, \chi) \) given in Corollary 2, i.e. we use the orthonormal basis formed by \( \vartheta_{tf,s,u}(z) \), where \( t^3 \mid D, s^2 \mid D/t^3, s \) is supported by \( t, u^2 \mid D/t^3, u \) is coprime to \( t \). Recall that one such element \( \vartheta_{tf,s,u}(z) \) is defined in (10). Therefore, it remains to obtain the Fourier expansion of \( \vartheta_{tf,s,u}(z) \) at the cusp \( \sigma^{-1}(\infty) \) of \( \Gamma_0(4Df) \); this is done in the following proposition.

Proposition 1 Let \( \sigma \) be as in Lemma 3. Let \( f \) be an odd square-free integer, \( f > 0 \), \( f \equiv 1 \pmod{4} \) and let \( \chi = \chi_f \). Let \( D \) be odd and coprime to \( f \). Then,

\[
\sigma'(z)^{-1/4} \vartheta_{tf,s,u}(\sigma^{-1}(z)) = \sum_{m \geq 0} a_{tf,s,u}(\sigma, m) e\left( \frac{mz}{4f} \right),
\]

where, for \( m > 0 \),

\[
a_{tf,s,u}(\sigma, m) = \begin{cases} 0 & \text{if } m \not\in ts^2\mathbb{Z}^2, \\ (1+i) \sqrt{\frac{f}{D}} \epsilon_D \left( \frac{2m'}{t} \right) c_u(m') & \text{if } m = m'ts^2. \end{cases}
\]

Proof The cusp \( \sigma^{-1}(\infty) \) is of width \( 4f \), and \( \kappa_\sigma = 0 \). From (12), we have

\[
\vartheta_{tf,s,u}(z) = \sum_{j \mid u} \mu\left( \frac{u}{j} \right) j^{\left( \frac{j}{t} \right)} \vartheta_{\chi,t}(tf^{s^2}j^2z),
\]

so that the first step is to study \( \vartheta_{\chi,t}(tf^{s^2}j^2z) \) at \( \sigma^{-1}(\infty) \). More generally, we have the

Lemma 4 Let \( \psi \) be an even character of conductor \( t \). Let \( \sigma \) be as in Lemma 3, and let \( T \) be such that \( t^2T \mid D \). Then, the Fourier expansion of \( \vartheta_\psi(Tz) \) at \( \sigma^{-1}(\infty) \) is

\[
(\sigma^{-1})'(z)^{1/4} \vartheta_\psi \left( T f \sigma^{-1}(z) \right) = \frac{(1+i)}{2\sqrt{T}} \left( \frac{f\alpha}{DT} \right) \epsilon_{DT} \psi(2) \vartheta_\psi \left( \frac{Tz}{4f} \right).
\]

We postpone the proof of Lemma 4 at the end of this section. As a consequence, with \( \psi = \chi_t \) and \( T = ts^2j^2 \), we have

\[
(\sigma^{-1})'(z)^{1/4} \vartheta_{tf,s,u}(\sigma^{-1}(z)) = \frac{(1+i)}{2\sqrt{T}} \left( \frac{f\alpha}{Dt} \right) \epsilon_{Dt} \left( \frac{2}{l} \right) \sum_{j \mid u} \mu\left( \frac{u}{j} \right) j^{\chi_t(j)} \vartheta_{\chi_t} \left( \frac{ts^2j^2z}{4f} \right).
\]
From $4\alpha f \equiv 1 \pmod{D}$ follows that $(f\alpha/D t) = 1$. Then,
\[
\sum_{j|u} \mu \left( \frac{u}{j} \right) j \left( \frac{j}{t} \right) \vartheta_j \left( \frac{ts^2j^2z}{4f} \right) = \sum_{j|u} \mu \left( \frac{u}{j} \right) j \left( \frac{j}{t} \right) \sum_{m \in \mathbb{Z}} \left( \frac{m}{t} \right) e \left( \frac{ts^2j^2m^2z}{4f} \right) \]
\[
= \sum_{m'>0} \sum_{j|(u,m')} \mu \left( \frac{u}{j} \right) j \left( \frac{j}{t} \right) \left( \left( \frac{m'/j}{t} \right) + \left( \frac{-m'/j}{t} \right) \right) e \left( \frac{ts^2m'^2z}{4f} \right) \]
\[
= \sum_{m'>0} \left( 1 + \left( \frac{-1}{t} \right) \right) \left( \frac{m'}{t} \right) c(u)(m') e \left( \frac{ts^2m'^2z}{4f} \right),
\]
since $(u, t) = 1$. We conclude by using the fact that $t \equiv 1 \pmod{4}$. \qed

**Proof of Theorem 1** Let $m, n \in \mathbb{Z}$, $m, n$ positive. Let $\chi = \chi_f$ with $f$ square-free and $f \equiv 1 \pmod{4}$. Let
\[
c(D, f; t, s, q) = \left( \frac{2\pi D\sqrt{f}}{s\sqrt{t}} \right)^{1/2} \varphi(q) \prod_{p\mid t} (1 - p^{-1}) \prod_{p\mid Df} (1 + p^{-1})^{1/2}.
\]
By Corollary 2, an orthonormal basis $B(Df, \chi)$ of $M(Df, \chi)$ is given by
\[
B(Df, \chi) = \{ \vartheta'_{t,s,q} \}
\]
where $\vartheta'_{t,s,q}(z) = c(D, f; t, s, q)\vartheta_{tf,s,q}(z)$, and where the parameters satisfy $t \equiv 1 \pmod{4}$, $t$ is square-free and coprime to $f, s \mid \tau\infty$, $(q, t) = 1$ and $t^3s^2q^2 \mid D$. Let $\tau$ and $\sigma$ be as in Lemma 3. The $n$-th Fourier coefficient of $\vartheta'_{t,s,q}(z)$ at $\tau^{-1}(\infty)$ is
\[
a_{t,s,q}(\tau, n) = \begin{cases} 0 & \text{if } n \not\equiv tf^2s^2\mathbb{Z}, \\
\frac{2c(D, f; t, s, q)}{\sqrt{D}} \left( \frac{n}{\tau} \right) c_q(n') & \text{if } n = tf^2s^2n'. \end{cases} \tag{22}\]
By Proposition 1, the $m$th Fourier coefficient of $\vartheta'_{t,s,q}(z)$ at $\sigma^{-1}(\infty)$ is
\[
a_{t,s,q}(\sigma, m) = \begin{cases} 0 & \text{if } m \not\equiv ts^2\mathbb{Z}, \\
\frac{(1+i)}{\sqrt{f}} e_D \left( \frac{2m'}{t} \right) c(D, f; t, s, q)c_q(m') & \text{if } m = ts^2m'. \end{cases} \tag{23}\]
Let us fix some $\vartheta'_{t,s,q} \in B(Df, \chi)$ and look at the expression
\[
\overline{a}_{tf,s,q}(\sigma, 4fm)a_{tf,s,q}(\tau, n).
\]
From (22) and (23), we see that this expression is non-zero only if $n \in tf^2s^2\mathbb{Z}$ and $4fm \in ts^2\mathbb{Z}$. Since $(2f, t) = 1$ and since $f$ is square-free, the second condition
means $m \in ts^2\mathbb{Z}^2$; this shows that condition (i) of Theorem 1 is necessary. Moreover, writing $m = ts^2m^2$ and $n = ts^2n^2$, since the factor $(m'n'/t)$ appears in $\overline{a}_{t,s,q}(\sigma,4fm)\overline{a}_{t,s,q}(\tau,n)$, we also obtain condition (ii).

Thus the couple $(t,s)$ is completely determined by $m$ and $n$, and, writing $m = ts^2m^2$ and $n = ts^2n^2$, we get

$$\overline{a}_{t,s,q}(\sigma,4fm)\overline{a}_{t,s,q}(\tau,n) = \frac{2(1-i)}{\sqrt{f}}\epsilon_D\left(\frac{fm'n'}{t}\right)c(D, f; t, s, q)^2c_q(n')c_q(m').$$

Therefore, if we decompose $D = D_1D'$, with $D_i$ supported by $t$, and $D'$ coprime to $t$,

$$\sum_{\sigma \in B(Df,\chi)} \overline{a}_{t,s,q}(\sigma,4fm)\overline{a}_{t,s,q}(\tau,n) = \frac{2(1-i)}{\sqrt{f}}\epsilon_D\left(\frac{fm_1n_1}{t}\right)\sum_{q^2|D'} c(D, f; t, s, q)^2c_q(n')c_q(m')$$

$$= \frac{(1-i)s^{\sqrt{f}}}{\pi}\epsilon_D\left(\frac{fm_1n_1}{t}\right)\prod_{p|t}(1-p^{-1})^{-1}\prod_{p|Df}(1+p^{-1})^{-1}$$

$$\times \sum_{q^2|D'} \varphi(q)^{-1}c_q(n')c_q(m'). \quad (24)$$

Let us define

$$T(m,n;c) = \sum_{u|c} \varphi(u)^{-1}c_u(n)c_u(m). \quad (25)$$

**Lemma 5** If $(m,c) \neq (n,c)$, then $T(m,n;c) = 0$. If $(m,c) = (n,c)$, then

$$T(m,n;c) = T(m,n;c) = (m,c) \prod_{p|\sigma} \frac{p}{p-1}.$$

**Proof** Let us first note that $T(m,n;c)$ is, as a function of $c$, multiplicative. Let us fix some $p|c$. For $a \in \mathbb{N}$, let us denote by $e_p(a)$ the order of the prime $p$ in $a$. We may assume that $e_p(m) \leq e_p(n)$. Then, from the determination of Ramanujan’s sums at prime power, we obtain

$$T(m,n; p^{e_p(c)}) = \sum_{i=0}^{\min(e_p(c),e_p(m)+1)} \varphi(p^i)^{-1}c_{p^i}(m)c_{p^i}(n)$$

$$= \sum_{i=0}^{\min(e_p(c),e_p(m))} \varphi(p^i) + \delta_{e_p(c)>e_p(m)} \frac{p^{e_p(m)}}{p-1} \begin{cases} 1 & \text{if } e_p(n) = e_p(m) \\ 1-p & \text{if } e_p(n) > e_p(m) \end{cases} \quad \square$$
Lemma 3. Proof of Lemma 4 We shall use a more general theta function. Let \( \eta, \eta' \in \mathbb{R} \). Define

\[
\theta(\eta, \eta', z) = \sum_{n \in \mathbb{Z}} e \left( \frac{1}{2} \left( n + \frac{\eta}{2} \right)^2 z \right) e \left( \left( n + \frac{\eta}{2} \right) \frac{\eta'}{2} \right).
\]

Then if \( \gamma = \left( \begin{array}{c} a & b \\ c & d \end{array} \right) \in SL_2(\mathbb{Z}), z \in \mathbb{H} \) et \( \eta, \eta' \in \mathbb{R} \) we have (see [7], Theorem 1.11 p. 81):

\[
\theta(\eta, \eta', \gamma(z)) = c(\eta, \eta', \gamma) (cz + d)^{1/2} \theta(a\eta + c\eta' - ac, b\eta + d\eta' + bd, z),
\]

with a constant \( c(\eta, \eta', \gamma) \) satisfying

\[
c(\eta, \eta', \gamma) = e \left( -\frac{(a\eta + c\eta')bd}{4} - \frac{ab\eta^2 + cd\eta'^2 + 2bc\eta\eta'}{8} \right) c(0, 0, \gamma).
\]

The particular case \( \eta' = 0 \) gives

\[
\theta(\eta, 0, \gamma(z)) = c(\eta, 0, \gamma) (cz + d)^{1/2} \theta(a\eta - ac, b\eta + bd, z),
\]

with

\[
c(\eta, 0, \gamma) = e \left( -\frac{\eta abd}{4} - \frac{ab\eta^2}{8} \right) c(0, 0, \gamma).
\]

Assume that \( \gamma \in \Lambda \); Then \( ac \) and \( bd \) are even, and we have

\[
\theta(a\eta - ac, b\eta + bd, z)
\]

\[
= \sum_{n \in \mathbb{Z}} e \left( \frac{1}{2} \left( n + \frac{a\eta - ac}{2} \right)^2 z \right) e \left( \frac{1}{2} \left( n + \frac{a\eta - ac}{2} \right) \right) (b\eta + bd)
\]

\[
= e \left( \frac{a\eta}{4} \right) (b\eta + bd) \sum_{n \in \mathbb{Z}} e \left( \frac{1}{2} \left( n + \frac{a\eta}{2} \right)^2 z \right) e \left( \frac{1}{2} n b\eta \right),
\]

Thus for every \( p|\gamma \), a non-zero contribution occurs only if, either \( e_p(m) \geq e_p(c) \) and \( e_p(n) \geq e_p(c) \), or \( e_p(m) = e_p(n) < e_p(c) \); these two conditions can be rewritten as \( (m, c) = (n, c) \).

\( \square \)

We conclude the proof of Theorem 1 by combining (24), Lemma 5, Theorem 3 and Lemma 3. \( \square \)

Proof of Lemma 4 We shall use a more general theta function. Let \( \eta, \eta' \in \mathbb{R} \). Define

\[
\theta(\eta, \eta', z) = \sum_{n \in \mathbb{Z}} e \left( \frac{1}{2} \left( n + \frac{\eta}{2} \right)^2 z \right) e \left( \left( n + \frac{\eta}{2} \right) \frac{\eta'}{2} \right).
\]

Then if \( \gamma = \left( \begin{array}{c} a & b \\ c & d \end{array} \right) \in SL_2(\mathbb{Z}), z \in \mathbb{H} \) et \( \eta, \eta' \in \mathbb{R} \) we have (see [7], Theorem 1.11 p. 81):

\[
\theta(\eta, \eta', \gamma(z)) = c(\eta, \eta', \gamma) (cz + d)^{1/2} \theta(a\eta + c\eta' - ac, b\eta + d\eta' + bd, z),
\]

with a constant \( c(\eta, \eta', \gamma) \) satisfying

\[
c(\eta, \eta', \gamma) = e \left( -\frac{(a\eta + c\eta')bd}{4} - \frac{ab\eta^2 + cd\eta'^2 + 2bc\eta\eta'}{8} \right) c(0, 0, \gamma).
\]

The particular case \( \eta' = 0 \) gives

\[
\theta(\eta, 0, \gamma(z)) = c(\eta, 0, \gamma) (cz + d)^{1/2} \theta(a\eta - ac, b\eta + bd, z),
\]

with

\[
c(\eta, 0, \gamma) = e \left( -\frac{\eta abd}{4} - \frac{ab\eta^2}{8} \right) c(0, 0, \gamma).
\]

Assume that \( \gamma \in \Lambda \); Then \( ac \) and \( bd \) are even, and we have

\[
\theta(a\eta - ac, b\eta + bd, z)
\]

\[
= \sum_{n \in \mathbb{Z}} e \left( \frac{1}{2} \left( n + \frac{a\eta - ac}{2} \right)^2 z \right) e \left( \frac{1}{2} \left( n + \frac{a\eta - ac}{2} \right) \right) (b\eta + bd)
\]

\[
= e \left( \frac{a\eta}{4} \right) (b\eta + bd) \sum_{n \in \mathbb{Z}} e \left( \frac{1}{2} \left( n + \frac{a\eta}{2} \right)^2 z \right) e \left( \frac{1}{2} n b\eta \right),
\]
and introducing this in (27) gives, with (28),
\[ \theta(\eta, 0, \gamma(z)) = e^{\left(\frac{a b \eta^2}{8}\right)} c(0, 0, \gamma)(c z + d)^{1/2} \times \sum_{n \in \mathbb{Z}} e^{\left(\frac{1}{2} \left(n + \frac{a \eta}{2}\right)^2 z\right)} e^{\left(\frac{1}{2} n b \eta\right)}. \] (29)

Remark that \( \theta(0, 0, z) \) is the function \( \theta(z) = \sum_{n \in \mathbb{Z}} e^{i \pi n^2 z} \), which is modular for the group \( \Lambda \) generated by \( \begin{pmatrix} 1 & 2 \\ 0 & 1 \end{pmatrix} \) and \( \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). In particular, there exists a function \( \kappa_\theta \) on \( \Lambda \) such that
\[ \gamma' \left( z^{1/4} \theta(\gamma(z)) \right) = \kappa_\theta(\gamma) \theta(z) \quad \forall z \in \mathbb{H}, \forall \gamma \in \Lambda. \]
Because of \( \kappa_\theta(-I d) = 1 \), \( \kappa_\theta \) is determined by its values on the elements \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) \( \in \Lambda \), with \( d > 0 \); for such an element \( \gamma \), and with our choice of the branch of \( z^{1/2} \), we have
\[ \kappa_\theta(\gamma) = \begin{cases} 
  e^{i \pi \left(\frac{2a}{c}\right) \epsilon_c} & \text{for } c \text{ odd and } a \neq 0 \\
  e^{i \pi} & \text{for } c \text{ odd and } a = 0 \\
  \frac{2b}{d} \epsilon_d \begin{cases} 
  i & \text{if } c > 0 \\
  1 & \text{if } c \leq 0 
  \end{cases} & \text{for } c \text{ even and } b \neq 0 \\
  i & \text{if } c > 0 \\
  1 & \text{if } c \leq 0 & \text{for } c \text{ even and } b = 0. 
\end{cases} \]
Thus the constant \( c(0, 0, \gamma) \) is defined, in the case \( \gamma \in \Lambda \), as
\[ \theta(0, 0, \gamma(z)) = c(0, 0, \gamma)(c z + d)^{1/2} \theta(0, 0, z). \]
Since \( \theta(0, 0, z) = \theta(z) \), we have
\[ c(0, 0, \gamma)(c z + d)^{1/2} = \kappa_\theta(\gamma) \gamma'(z)^{-1/4}. \]
Therefore, we conclude that
\[ \theta(\eta, 0, \gamma(z)) = e^{\left(\frac{a b \eta^2}{8}\right)} \kappa_\theta(\gamma) \gamma'(z)^{-1/4} \sum_{n \in \mathbb{Z}} e^{\left(\frac{1}{2} \left(n + \frac{a \eta}{2}\right)^2 z\right)} e^{\left(\frac{1}{2} n b \eta\right)}. \] (30)

Before starting with the computation of the Fourier expansion of \( \vartheta_\psi(T f z) \) at \( \sigma^{-1}(\infty) \), we merely remark that
\[ \tilde{\sigma} = \begin{pmatrix} 2 f \alpha & i^2 T \beta \\
 D/T^2 & 2 \end{pmatrix}. \]
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is an element of $\Lambda$ and satisfies

$$2t^2f \sigma^{-1}(z) = \tilde{\sigma}(z'), \quad \text{with} \quad z' = \frac{t^2}{2f} z.$$ 

Now,

$$\vartheta \psi \left( T f \sigma^{-1}(z) \right)$$

$$= \sum_{n \in \mathbb{Z}} \psi(n)e\left( n^2 T f \sigma^{-1}(z) \right) = \sum_{h \in \mathbb{Z}} \psi(h) \sum_{n \in \mathbb{Z}} e\left( \left( n + \frac{h}{t} \right)^2 t^2 T f \sigma^{-1}(z) \right)$$

$$= \sum_{h \in \mathbb{Z}} \psi(h) \sum_{n \in \mathbb{Z}} e\left( \frac{1}{2} \left( n + \frac{h}{t} \right)^2 \tilde{\sigma}(z') \right) = \sum_{h \in \mathbb{Z}} \psi(h) \theta\left( \frac{2h}{t}, 0, \tilde{\sigma}(z') \right)$$

and by the formula (30), since $(2\alpha f, t) = 1$,

$$\vartheta \psi \left( T f \sigma^{-1}(z) \right)$$

$$= (\tilde{\sigma})'(z')^{-1/4} \kappa_\theta(\tilde{\sigma}) \sum_{h \in \mathbb{Z}} \psi(h) \sum_{n \in \mathbb{Z}} e\left( \left( n + \frac{2\alpha f h}{t} \right)^2 \frac{z'}{2} \right)$$

$$= (\tilde{\sigma})'(z')^{-1/4} \kappa_\theta(\tilde{\sigma}) \psi(2\alpha f) \sum_{h \in \mathbb{Z}} \psi(2\alpha f h) \sum_{n \in \mathbb{Z}} e\left( (nt + 2\alpha f h)^2 \frac{z'}{2t^2} \right)$$

$$= (\tilde{\sigma})'(z')^{-1/4} \kappa_\theta(\tilde{\sigma}) \psi(2) \vartheta \psi\left( \frac{z'}{2t^2} \right),$$

since $4\alpha f \equiv 1 \pmod{t}$. We finally verify that

$$(\tilde{\sigma})'(z')^{-1/4} = \frac{(\sigma^{-1})'(z)^{-1/4}}{\sqrt{2f}}$$

and that

$$\kappa_\theta(\tilde{\sigma}) = e^{i\pi/4} \left( \frac{f \alpha}{DT} \right) e_{DT}.$$ 

This finishes the proof of Lemma 4. \qed

5 Numerical examples

For fixed $D, \chi, m$ and $n$, let

$$C(X) = \frac{1}{X} \sum_{0 < c \leq X \atop c \equiv 0 \pmod{D}} \frac{K_2(m, n; c)}{\sqrt{c}} \epsilon(c) \chi(c).$$
The following examples (see Figs. 1, 2 and 3) illustrate the convergence of $C(X)$ to the value $C = C(D, f, m, n)$, given by Theorem 1, and shown in dotted line. Let us give more details about the exact value $C$ corresponding to each example and about the ranges for which $C(X)$ has been computed:

- Example 1: $m = n = 1, D = 27, f = 1$. Then $C = (3\pi^2)^{-1} = 0.03377\ldots$. The function $C(X)$ is computed for $X \leq 2.7 \cdot 10^5$.

- Example 2: $m = n = 1, D = 45, f = 1$. Then $C = (6\pi^2)^{-1} = 0.01688\ldots$. The function $C(X)$ is computed for $X \leq 2.7 \cdot 10^5$.

- Example 3: $m = n = 1, D = 1, f = 1$. Then $C = 8/\pi^2 = 0.81057\ldots$. The function $C(X)$ is computed for $X \leq 1.5 \cdot 10^5$. 

\[\text{Fig. 1} \quad \text{Left } m = n = 1, \ D = 27, \ f = 1. \text{Right } m = n = 1, \ D = 45, \ f = 1\]

\[\text{Fig. 2} \quad \text{Left } m = n = 1, \ D = 1, \ f = 1. \text{Right } m = n = 5, \ D = 3, \ f = 5\]

\[\text{Fig. 3} \quad \text{Left } m = n = 5, \ D = 7, \ f = 5. \text{Right } m = n = 5, \ D = 125, \ f = 1\]
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– Example 4: \( m = n = 5, \ D = 3, \ f = 5 \). Then \( C = 5/(3\pi^2) = 0.16886\ldots \).
    The function \( C(X) \) is computed for \( X \leq 1.5 \cdot 10^5 \).

– Example 5: \( m = n = 5, \ D = 7, \ f = 5 \). Then \( C = 5/(6\pi^2) = 0.08443\ldots \).
    The function \( C(X) \) is computed for \( X \leq 3.5 \cdot 10^5 \).

– Example 6: \( m = n = 5, \ D = 125, \ f = 1 \). Then \( C = \sqrt{5}/(15\pi^2) = 0.01510\ldots \).
    The function \( C(X) \) is computed for \( X \leq 3.75 \cdot 10^5 \).
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