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Abstract—Relation prediction is a task designed for knowledge graph completion which aims to predict missing relationships between entities. Recent subgraph-based models for inductive relation prediction have received increasing attention, which can predict relation for unseen entities based on the extracted subgraph surrounding the candidate triplet. However, they are not completely inductive because of their inability of predicting unseen relations. Moreover, they fail to pay sufficient attention to the role of relation as they only depend on the model to learn parameterized relation embedding, which leads to inaccurate prediction on long-tail relations. In this paper, we introduce Relation-dependent Contrastive Learning (ReCoLe) for inductive relation prediction, which adapts contrastive learning with a novel sampling method based on clustering algorithm to enhance the role of relation and improve the generalization ability to unseen relations. Instead of directly learning embedding for relations, ReCoLe allocates a pre-trained GNN-based encoder to each relation to strengthen the influence of relation. The GNN-based encoder is optimized by contrastive learning, which ensures satisfactory performance on long-tail relations. In addition, the cluster sampling method equips ReCoLe with the ability to handle both unseen relations and entities. Experimental results suggest that ReCoLe outperforms state-of-the-art methods on commonly used inductive datasets.
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I. INTRODUCTION

Knowledge graphs (KGs) store factual information represented as relational triplet \((h, r, t)\) which means there is a relation \(r\) between head entity \(h\) and tail entity \(t\). With rapid development of KGs, various KG applications such as recommendation [1], semantic search [2] and question answering [3] have come to the fore in recent years. Nevertheless, KGs are vulnerable to incompleteness because facts in the real world are countless and ever-evolving [4]. In order to complete KGs, numerous methods referred as link prediction or knowledge graph completion have been designed to reduce the gap between KGs and real-world knowledge [5]. In general, algorithms for link prediction can be divided into three groups: embedding-based method, logical-induction method and subgraph-based method.

Although these groups of methods have shown promising performance, they all have some shortcomings caused by their techniques for processing KGs. Specifically, as embedding-based methods predict relation based on the learned embeddings of entities and relations, they are incapable of inferring relations between entities not presented in the training set, which are limited to transductive setting [6]. Recently, researchers have extended embedding-based models to inductive versions [7], [9] which can make prediction on unseen entities without re-training. However, they require extra computation and are incapable of handling entities without additional information [9][11]. As for logical-induction methods [12], [13], they induce the probabilistic logic rules by learning the statistical regularities and patterns hidden in the KGs [14], [15]. Nevertheless, it is impractical to apply logical-induction models on large knowledge graph because of excessive computation on learning statistical regularities. Inspired by the fact that relation between two entities can be inferred according to local subgraph constructed by neighbor triplets, subgraph-based methods apply Graph Neural Network (GNN) on the extracted subgraph to obtain prediction. Despite the impressiveness of model performance, subgraph-based models cannot directly predict unseen relation as its embedding is unknown to the models, i.e., they are not completely inductive. Another drawback of existing subgraph-based models is that they ignore semantic information of relation and fail to attend to long-tail relations. In detail, as subgraph-based models independently assign learnable parameters for each relation, the parameters for a specific relation can be updated only when the inputted subgraph contains the relation. For long-tail relations, their parameters get updated for a few training steps, leading to weak expressive power of their embeddings and thus inaccurate prediction.

Aiming to address the above issues, we propose a novel subgraph-based inductive model named Relation-dependent Contrastive Learning (ReCoLe). More specifically, drawing
from the recent advances in contrastive learning (CL), we devise a novel CL and an innovative sampling method for inductive relation prediction task. In order to further improve the role of relation, ReCoLe assigns special encoder for each relation and applies CL objective to pre-train the encoder. The CL objective enables ReCoLe to understand deep semantics of relations by minimizing the distance between the representations of subgraphs of similar target relations. In other words, after CL, a specific encoder has learned how to encode the extracted subgraph for the corresponding target relation into an effective graph-level representation. As for the novel sampling method, it is based on clustering algorithm which classifies all relations according to their semantics for selecting positive and negative samples for CL. The proposed cluster sampling equips ReCoLe with the ability to handle unseen relations. Generally, ReCoLe can understand an unseen relation by analogy with other familiar relations which has similar semantic meaning with the unseen relation. For instance, as shown in Fig [1] two target relations uncle_of and aunt_of have similar semantic meaning. When the model handles the unseen relation aunt_of, it can absorb learned knowledge from the familiar relation uncle_of to complete prediction. In contrast to previous efforts [16], [17] that fail to handle unseen relation, ReCoLe is completely inductive. Given an unseen target relation, ReCoLe can first sort it into the cluster which contains relation with similar semantics. Then it applies the corresponding encoder to process the unseen relation. Unlike previous subgraph-based methods which overlooks long-tail relations, our model ensures satisfactory performance on all relations and enhances the influence of relation as each relation owns an encoder pre-trained by contrastive learning.

In brief, our contributions are summarized as follows:

• We introduce a new framework, ReCoLe, adapting contrastive learning with a novel cluster sampling method for inductive relation prediction. By pre-training encoder for each relation with CL, the role of relation gets improvement, which fits the nature of inductive setting.
• We propose a novel sampling method based on cluster algorithm, which not only makes our model completely inductive, but also improves the performance on long-tail relations. ReCoLe is capable of handling both unseen entities and relations.
• We evaluate ReCoLe on several commonly used inductive datasets. The experimental results suggest that our model significantly outperforms previous state-of-the-art inductive models in Hits@10 and AUC-PR metrics.

II. RELATED WORK

A. Transductive models

As representation learning on KGs are well developed, most previous models for knowledge graph completion focus on learning effective embeddings for entities and relations, which are called embedding based models [18–21]. Typical models including TransE [22], Dismult [23], ComplEx [24] and ConvE [25] apply simple computation or neural network to learn embedding for each triplet independently, failing to integrate abundant semantic and structural information of the graph into the embedding. In order to make up for this defect, recent embedding-based models [26–28] utilize Graph Neural Network (GNN) to aggregate global information of the graph and produce more expressive embedding. However, all the above embedding-based models rely on the learned embedding to make prediction, leading to the limitation of transductive setting.

B. Inductive models

Previous inductive models can be roughly divided into three groups: inductive embedding-based models, logical-induction models and subgraph-based models. The inductive embedding-based models insist the method of representation learning, trying to obtain embedding for unseen entities by external resources. For example, IKRL [9] depends on the images of unseen entities to learn inductive embedding. Obviously, for entities without additional information, these inductive embedding-based models are impotent. To relieve this issue, PathCon [29] achieves embedding by a relational message passing which completely discards the semantic information of entities and attaches importance to relations. However, it is incapable of directly handling unseen relation as its embedding is unknown to the model.

As for logical-induction models, they focus on learning statistical regularities and patterns hidden in the KGs. For instance, RuleN [14] explicitly extracts path-based rules to induce probabilistic logic rules. Although they achieve impressive performance, they cannot be easily applied on large KGs due to excessive complexity of statistical regularities. Moreover, their rule-based nature causes the problem of less expressive power of the models.

Recently, subgraph-based models become influential advances in inductive relation prediction, e.g., GraL [16], TACT [30], ComPILE [17] and Meta-iKG [31], which infer relation based on the extracted subgraph. In general, their algorithms could be summarized as three steps: (i) extract subgraph surrounding the target triplet, (ii) initialize node (entity) embedding according to its relative position and parameterize edge (relation) embedding as learnable matrix which is updated by gradient descent, (iii) obtain the score of the target triplet using a module based on GNN. With semantic information of entities blocked, these models learn entity irrelevant rules and thus are inductive. Nevertheless, they can only predict relation that exists in the training set, i.e., they are not completely inductive for incapability of handling unseen relation. In addition, although these methods devise special module for modeling relation information, they have inferior performance in predicting long-tail relations which rarely present in the training set.

C. Contrastive learning

Contrastive learning is first proposed in computer vision tasks [32], [33] which makes the transformed representations of different augmented images agree with each other. The key idea behind contrastive learning is that the generalization capability of the model could be improved after comparing augmentations created by different samples. As for the proposed
relation-dependent contrastive learning, it aims to help our model further understand semantic for relations by comparing representations created by different relations. Most previous works relevant to contrastive learning in Natural Language Processing (NLP) focus on finding suitable augmentation for text [34], sentences [35] and KGs [36]. It is worth noting that our model does not rigidly define novel augmentations, while devotes to selecting appropriate positive and negative samples for contrastive learning. In essence, two augmentations from the same sample are a positive pair and augmentations from different sample are a negative pair. We skip the definition of augmentations and directly design a novel method to select positive and negative samples.

III. ALGORITHM

The key idea behind our approach is to leverage contrastive learning to obtain pre-trained encoders which have learned how to encode the extracted subgraph surrounding a target triplet into graph-level representation. During contrastive learning, positive and negative samples are selected by our proposed cluster sampling which improves the ability of encoders and enables our model to predict unseen relation. We elaborate ReCoLe with its diagram illustrated in Fig 2 which consists of four steps: (i) selecting positive and negative samples with cluster sampling, (ii) extracting the directed enclosing subgraphs of different target triplets, (iii) feeding the subgraphs into their corresponding GNN-based encoders, (iv) optimizing all the encoders with CL loss. After pre-training the encoders, we fine-tune ReCoLe with the inductive relation prediction task.

A. Cluster Sampling

For a target relation, we hope the model can find appropriate positive and negative samples, so that the encoder could learn statistical regularities hidden in the subgraph surrounding this target relation. In addition, we expect the model to pay enough attention to long-tail relations. To this end, we first classify all the relations according to their semantic meaning, then randomly choose triplets with relations in the same cluster and different clusters as positive sample and negative samples, respectively. Note that all the chosen triplets are from the same training set. For instance, in Fig. 2 triplets \((A, \text{student of}, B)\) and \((C, \text{teacher of}, D)\) have similar semantic meanings of relations, resulting that they are clustered in the same group and the model regards them as a positive pair. To obtain semantic meaning of a relation, we first find Glove word embedding [37] of each description word of the relation, then average all the embeddings as the semantic representation of this relation. We denote the Glove embedding \(R_{\text{glo}} \in \mathbb{R}^{n_r \times 300}\) with \(n_r\) being the number of relations. To reduce noise information and facilitate clustering, we use t-SNE [38] model to obtain relation embeddings which have lower and the same dimensionality:

\[
R = \text{t-SNE}(R_{\text{glo}})
\]

(1)

where \(R \in \mathbb{R}^{n_r \times d_r}\) means the sets of relation embeddings after dimensionality reduction with \(d_r\) indicating the reduced dimensionality. As for the clustering algorithm, we choose K-Means to obtain \(n_c\) groups of relations:

\[
R_1, R_2, ..., R_{n_c} = \text{K-Means}(R, n_c)
\]

(2)

where \(R_1, R_2, ..., R_{n_c}\) are different groups of relations. For selecting a positive sample of the original triplet, we first randomly choose a relation in the same cluster, then randomly select a triplet with this chosen relation from the training set. With the above similar operation, we can obtain \(n_c - 1\) negative samples from the other \(n_c - 1\) clusters. By this proposed cluster sampling, ReCoLe divides all the relations into different groups according to semantics and distributes different encoders to them. As a result, one encoder will learn specific knowledge about its group of relations after...
contrastive learning, which enhances the influence of relations. In addition, as relations in the same group share the same encoder, ReCoLe could better understand long-tail relations with complementary knowledge of relations in the same group. Moreover, the cluster sampling equips our model with the ability of predicting unseen relation. Specifically, once the unseen relation is classified into an appropriate cluster, the model can apply the corresponding pre-trained encoder to produce graph-level representation and get prediction.

B. Directed Enclosing Subgraph Extraction

In this section, we first introduce how to obtain a directed enclosing subgraph, then define the embeddings of nodes and edges in the subgraph. The subgraph extraction method aims to extract a subgraph surrounding a target triplet from the original KG. Specifically, given a target triplet \((h, r, t)\), ReCoLe first finds all the \(m\)-hop outgoing neighbours of \(h\) and incoming neighbours of \(t\). Note that \(h\) is the 1-hop incoming neighbour of \(t\) and correspondingly, \(t\) is the 1-hop outgoing neighbour of \(h\). Then, the model computes the intersection between the set of outgoing neighbours and the set of incoming neighbours, i.e., common nodes between the outgoing neighbours and incoming neighbours. Finally, the subgraph is constructed by these common nodes and the corresponding edges between these nodes. The target edge (relation) will be dropped in order to prevent labels from leaking. In the extracted subgraph, all the neighbours of \(h\) and \(t\) are outgoing and incoming, respectively. In other words, \(h\) is always the head entity in the triplets where it is located. Similarly, \(t\) is always the tail entity. As a result, the extracted subgraph is enclosing and has a direction, which we call directed enclosing subgraph.

As the model is required to be entity-independent, we define node embedding based on its relative position in the subgraph, which contains no semantic information of the node and represents structural information of the subgraph. The relative position of node \(i\) can be represented by the minimum distances from the node \(i\) to the head \(h\) and tail \(t\) nodes of target triplet in the subgraph:

\[
N_i = \text{one-hot}(d_{hi}) \oplus \text{one-hot}(d_{ti})
\]

where \(N_i \in \mathbb{R}^{2(m+2)}\) denotes the embedding of node \(i\) with \(m\) is the number of hops defined above, \(d_{hi}\) and \(d_{ti}\) represent the minimum distances from node \(i\) to the target head \(h\) and tail \(t\), respectively. For edge embedding \(E_j\) representing the \(j\)th relation type, it is initialized as an one-hot vector, which is consistent with the definition of node embedding to facilitate the message passing mechanism in the subsequent encoder. Therefore, given a directed enclosing subgraph, we can obtain the set of node embedding \(N \in \mathbb{R}^{n_e \times 2(m+2)}\) and the set of edge embedding \(E \in \mathbb{R}^{n_e \times n_e}\) with \(n_e\) denoting the numbers of nodes and edges in the subgraph and \(n_e\) being the total number of relation types in the dataset. Moreover, the connections in the subgraph are reflected by head-to-edge and tail-to-edge adjacency matrices \(A^{he} \in \mathbb{R}^{n_e \times n_e}\) and \(A^{te} \in \mathbb{R}^{n_e \times n_e}\) which map the head and tail nodes to the corresponding edge, respectively.

C. GNN-Based Encoder

Finishing extracting subgraph and defining embedding, we need to project both the node and edge embeddings to the same dimension:

\[
N^0 = NW^n
\]

\[
E^0 = EW^c
\]

where \(N^0 \in \mathbb{R}^{n_e \times d}\) and \(E^0 \in \mathbb{R}^{n_e \times d}\) denote the initial node and edge embeddings, i.e., the embeddings in the 0th layer in the following Graph Neural Network (GNN), respectively. In general, we can apply various kinds of GNN to encode the subgraph into graph-level representation. Aiming to improve the role of relation, we choose the relational message passing mechanism [29] as the main module of the encoder. Specifically, in each iteration \(k\), the edge embedding first absorbs information from the head and tail nodes connected at both ends. Then, the node embedding is updated based on the edges connected to the node:

\[
E^{k+1} = E^k + (A^{he})^TN^k + (A^{te})^TN^k
\]

\[
N^{k+1} = f((A^{he}E^{k+1} + A^{te}E^{k+1} + N^k)W^k) + b^k
\]

where \(f\) represents the non-linear activation functions. To emphasize the structural information of the subgraph, we add initial node embedding and concatenate the target head and tail node embeddings as the final representation of the subgraph:

\[
V = N^0 + N^K
\]

\[
H = \text{Concat}(v_h, v_t)
\]

where \(K\) is the total iterations of the relational message passing. \(v_h\) and \(v_t\) denote the target head and tail node embeddings obtained from \(V\), respectively, with \(H \in \mathbb{R}^{2 \times d}\) being the final representation of the subgraph. Note that an encoder of a specific relation cluster has its own learnable parameters and target relations with similar semantic meaning share the same encoder. As a result, each encoder could effectively learn specific knowledge of its relation cluster, which improves the influence of relation on the prediction.

D. Contrastive Loss

As we obtain the representations of positive and negative samples, we can apply the contrastive loss function to train the encoders. The loss for a target triplet is defined as:

\[
\ell = -\log \frac{\exp(\text{sim}(H_{tar}, H_{pos})/\tau)}{\sum_j \exp(\text{sim}(H_{tar}, H_{neg})/\tau)}
\]

where \(\text{sim}(H_1, H_2) = H_1^T H_2^T/\|H_1\|\|H_2\|\) is the cosine similarity function with \(\tau\) being the temperature parameter. Finishing pre-training all the encoders with contrastive loss, we apply soft margin loss to fine-tune the model. Specifically, given a target triplet \((h, r, t)\), the model first extracts its subgraph, then produces representation by an encoder which depends on the relation \(r\). Finally, the representation is fed into a fully connected layer to obtain the final prediction. Thus, the model is fine-tuned by comparing the prediction and the ground-truth label with soft margin loss.
### IV. Experiments

In this section, we first present the details about datasets, baseline models and experimental settings, then compare the performance of ReCoLe with the baselines. Finally, we conduct some additional experiments and provide vivid illustrations to prove the superiority of the proposed relation-dependent contrastive learning and cluster sampling.

#### A. Datasets

FB15k-237 [39] and NELL-995 [40] are popular datasets for knowledge graph completion. In GraIL, the authors create inductive versions for these two datasets by sampling disjoint subgraphs from the original KGs. Specifically, they sample two disjoint subgraphs for each dataset: `train-graph` and `test-graph`. These two subgraphs have the same set of relations but have a disjoint set of entities. For robust evaluation, the authors create four versions for each dataset by sampling different `train-graph` and `test-graph`. Recently, some studies [17] introduce refined inductive versions for these two datasets which exclude empty-subgraph triplets to achieve more scientific and reasonable evaluation. Empty-subgraph triplet means that we cannot find any valid edge in the extracted enclosing subgraph of the triplet. Therefore, for subgraph-based models, the prediction on empty-subgraph triplet is meaningless. Moreover, as we construct the negative triplet by replacing the original head or tail nodes, there will be much more empty-subgraph negative triplets in the original dataset. To this end, and to be consistent with prior works, we evaluate our model on the refined inductive dataset.

#### B. Baseline Models

We compare ReCoLe with six baseline models including Relational GAT [41], RuleN [14], PathCon [29], GraIL [16], CoMPILE [17] and Meta-iKG [31]. Relational GAT is an adapted model which extends Graph Attention Network (GAT) to perform inductive relation reasoning. Before updating node embedding for the next iteration, GAT will assign an adaptive attention weight for each edge. Therefore, more informative edge will be highlighted during message passing. RuleN is an end-to-end differentiable method aiming to learn logical rules from KGs. However, it pays no attention to the neighbors surrounding the target triplet, leading to inaccurate prediction on sparse KG. PathCon adapts a relational message passing mechanism to learn two kinds of neighborhood topology called relational context and relational paths. GraIL, CoMPILE and Meta-iKG are subgraph-based models which first extract subgraph surrounding a target triplet, then make prediction based on the extracted subgraph. CoMPILE focuses on improving the message passing mechanism to obtain effective interactions between edges and nodes. In addition, it proposes to extract directed enclosing subgraphs to solve the problem of asymmetric/anti-symmetric relations. As previously stated, they are all incapable of handling unseen relation and pay insufficient attention to the role of relation.

#### C. Experimental Settings

We develop our model on Pytorch and conduct experiments on a Nvidia GTX 1080 Ti GPU. To determine the hyperparameters, we perform a basic grid search to find the best hyperparameter setting. In accordance with prior works, the reported metrics are AUC-PR and Hits@10. The former indicates better model performance because more test triplets are scored higher than negative triplets. To compute Hits@10, we first create 50 negative triplets for each test triplet by replacing the head or tail with other entities. Then the test triplets in the original dataset. To this end, and to be consistent with prior works, we evaluate our model on the refined inductive dataset.
triptet and these sampled negative triplets are fed into the models to obtain their scores. Hits@10 reflects the proportion of the test triplets which rank in top 10 according to their scores.

D. Results and Discussion

1) Comparison with Baselines: Table II shows the overall performance achieved by ReCoLe and the baselines, which indicates consistent improvement on the majority of the inductive datasets in terms of both the AUC-PR and Hits@10 metrics. It is worth noting that our model outperforms the previous state-of-the-art subgraph-based model Meta-iKG by a considerable margin. Specifically, for the Hits@10 metric on four versions of FB15k-237 datasets, the absolute gain of ReCoLe against Meta-iKG model is 4.78%, 4.21%, 7.25% and 1.14%, respectively. Compared with Meta-iKG(Meta-SGD) on the basis of AUC-PR, our model achieves an average improvement of 1.96%. As information of relation is vital for inductive relation prediction, we attribute this improvement to our proposed relation-dependent contrastive learning which can improve the role of relation. In addition, there are moderate number of triplets containing all the long-tail relations in the dataset. So, more accurate prediction on long-tail relations is an important factor in boosting model performance. In contrast to CoMPILE which overlooks this factor, ReCoLe adapts contrastive learning to pre-train the GNN-based encoders with the help of the proposed cluster sampling. As a result, the encoders can produce effective representations for triplets with long-tail relation. From Table II we find that ReCoLe outperforms CoMPILE by 2.46%, 7.09%, 3.5% and 11.75% on Hits@10 metric on NELL-995, respectively, proving the above statement about the benefit brought by sufficient attention to long-tail relations. Comparing with logical-induction model RuleN, ReCoLe also achieves significant improvement across almost all the metrics, indicating subgraph-based method is a more practicable and effective choice for inductive relation prediction. As previously stated, logical-induction model is incapable of handling large KGs with excessive complexity of statistical regularities. In contrast, ReCoLe can be easily applied on large KGs as it is a subgraph-based method. More importantly, it achieves more satisfactory performance than logical-induction model, e.g., an average gain of 15.44% on Hits@10 on NELL-995.

2) Ablation Study: In order to verify the effectiveness of our proposed contrastive learning and cluster sampling, we conduct ablation study on FB15k-237 datasets as Table II shows. For the case of W/O Cluster Sampling, we randomly classify relations into different clusters. As for W/O Contrastive Learning, we first initialize encoders with learnable parameters, then directly train the model with relation prediction task. The cases of W/O Positive Sample and W/O Negative Sample are designed by discarding positive and negative samples of cluster sampling, respectively. Compared to the model W/O Cluster Sampling, ReCoLe achieves 7.33% and 4.90% improvement on AUC-PR metric in FB15k-237-v1 and FB15k-237-v2 datasets. The reason behind this improvement is that ReCoLe can transfer knowledge from familiar relations to long-tail relations with similar semantic meanings, as similar relations are classified into the same cluster. The prediction for long-tail relation becomes more exact and reliable. In addition, the improvement proves that our proposed cluster sampling can select appropriate positive and negative samples for contrastive learning, facilitating the following encoders to learn mutual knowledge carried in subgraphs comprised of similar relations. Without contrastive learning (see the case of W/O Contrastive Learning), we find significant decline of the model performance, which indicates the pre-training by our proposed relation-dependent contrastive learning is an effective means to help our model learn prior knowledge about relation. The absorbed prior information strengthens the role of relation in making prediction, and thus boosts model performance. From the case of W/O Positive Sample and W/O Negative Sample, we can observe that the absence of either positive or negative samples will lead to worse performance. Comparing with other devised situations for ablation study, the absence of negative samples causes the most significant decline. It may be because the negative samples are the most important components in our proposed contrastive learning, as they are responsible for training most of the encoders.

3) Visualization for Contrastive Learning: To further illustrate the effectiveness of the proposed relation-dependent contrastive learning, we visualize and compare the output features from encoders with and without contrastive learning. Specifically, we feed all the triplets in FB15k-237-v1 datasets into ReCoLe which is pre-trained by contrastive learning. All the output representations are processed by a t-SNE model to obtain a 2D plot. Similarly, we also apply untrained ReCoLe and t-SNE model to produce representations for comparison. The visualized results are shown in Fig. 3 where the left and right plots are for representations from untrained and pre-trained ReCoLe, respectively. Different colors represent different groups of relations. For example, the representations of target triplets (A, student_of, B) and (C, classmate_of, D) are assigned the same color as their relations are similar.

From the left plot in Fig. 3 we find that most points with the same color are distributed as lines, e.g., the points with cyan color in the top of the plot. In contrast, the right plot shows apparent clusters with different colors, indicating target triplets with similar relations have similar representations. Specifically, as mentioned earlier, the extracted subgraphs of target triplets with similar relations have similar structures. Therefore, their representations have correlation which the model should be aware of. With the proposed relation-dependent contrastive learning, ReCoLe can recognize this correlation and produces effective representations for similar

| Models                  | AUC-PR | Hits@10 | v1   | AUC-PR | Hits@10 |
|-------------------------|--------|---------|------|--------|---------|
| W/O Cluster Sampling    | 75.44  | 58.96   | 81.76| 70.13  |
| W/O Contrastive Learning| 81.21  | 68.26   | 84.22| 74.61  |
| W/O Positive Sample     | 81.99  | 65.65   | 81.20| 67.63  |
| W/O Negative Sample     | 73.97  | 56.09   | 79.72| 69.61  |
| ReCoLe                  | 84.77  | 71.30   | 85.80| 76.28  |
Fig. 3. Visualization of features produced by untrained (left) and pre-trained (right) encoders on FB15k-237-v1 dataset. Each point represents a representation which is processed by t-SNE model. We distinguish different groups of relations with different colors.

TABLE III

| Dataset         | Models | Threshold | 20  | 30  | 40  | 50  |
|-----------------|--------|-----------|-----|-----|-----|-----|
| FB15k-237-v1    | PathCon| 81.65     | 80.20| 78.61| 79.48|
|                 | ReCoLe | 83.25     | 83.55| 79.88| 80.94|
| FB15k-237-v2    | PathCon| 80.52     | 81.20| 80.68| 82.14|
|                 | ReCoLe | 90.37     | 91.25| 89.65| 90.86|

TABLE IV

| Dataset         | Threshold | 20 | 30 | 40 | 50  |
|-----------------|-----------|----|----|----|-----|
| FB15k-237-v1    | 107       | 137| 192| 237|
| FB15k-237-v2    | 120       | 152| 196| 276|

triplets. As the contrastive learning aims to assist ReCoLe to learn underlying message of relations, the role of relation for the final prediction is significantly improved, which is a key to further boost the model performance. Moreover, when ReCoLe handle triplet with long-tail relation, i.e., only a few samples contain this relation, the model can produce superior representation for it. Because the long-tail relation is aided by other relations with similar semantic meaning.

4) Stronger Performance on Long-tail Relations: As previously defined, long-tail relations are the relations which rarely appear in the training set. Previous subgraph-based models assign separate one-hot or parameterized learnable embedding for each relation, leading to inadequate training and thus weak expressive power for embedding of long-tail relation. Instead of directly learning embedding for long-tail relations, ReCoLe adapts contrastive learning to transfer complementary knowledge from well-studied relations to long-tail relations. In order to further prove the superior capability of ReCoLe to handle long-tail relations, we conduct additional experiments with the following steps: (i) count the number of occurrences for each relation in the training set, (ii) extract the relation whose number of occurrences is less than a predefined threshold, (iii) evaluate our pre-trained model and a baseline model, PathCon, on the extracted long-tail relations and compare the performance on AUC metric.

Table III and Table IV indicate the performance on long-tail relations and the total number of triplets containing these long-tail relations with different thresholds, respectively. From Table III we can infer that ReCoLe is more competent than PathCon in handling long-tail relations. Specifically, for FB15k-237-v2 dataset, ReCoLe achieves nearly 10% improvement for all the thresholds comparing with PathCon. Although some relations have only appeared for a few times during the training process, our model can make accurate predictions on them, e.g., 90.37 and 91.25 AUC for thresholds 20 and 30 on FB15k-237-v2 dataset. Moreover, with the increase of threshold, our model keeps satisfactory and stable performance. For instance, ReCoLe achieves an average AUC performance of 90.53 for all the thresholds on FB15k-237-v2 dataset and the gap between the maximum and the minimum values is 1.6. This implies that ReCoLe has a deep understanding of long-tail relations after contrastive learning. More specifically, by learning the underlying shared knowledge of triplets containing relations with similar semantics and distinguishing subgraphs composed of triplets containing relations with different semantics, all the GNN-based encoders in ReCoLe can produce effective representations when handling long-tail relations.

5) Case Study for Unseen Relations: Owing to the adapted relation-dependent contrastive learning and cluster sampling, ReCoLe is completely inductive, i.e., it is capable of making prediction for unseen relation which is not included in the training set. Specifically, there are multiple GNN-based encoders in our model. Each encoder accounts for processing a group of relations which have similar semantic meaning. With proper positive and negative samples selected by cluster sampling and contrastive learning, all the encoders can learn common knowledge of relations in the same group and produce effective representations for their subgraphs. Therefore, given an unseen target relation, we can find an appropriate
Fig. 4. Visualization of the performance on unseen relation. The label indicates whether the fact represented by the triplet is true. Higher predicted score means that the model regards the triplet as true in a higher degree. We also present other relations in the same cluster as the unseen target relation, which provides significant information for the prediction. Note that all the nodes (entities) are represented by their ids as the experiment is conducted in inductive setting.

encoder for it according to its semantic meaning and obtain the prediction. To further validate the capability of ReCoLe to handle unseen relation, we conduct an additional experiment as follows: (i) eliminate all the triplets with a specific relation in the training set and train our model, (ii) feed the eliminated triplets into the pre-trained model and compare the ground-truth label and the prediction. The experimental results are visualized in Fig 4.

From Fig 4 we can observe that our model makes accurate predictions for all the cases including positive and negative samples, verifying the effectiveness of the proposed method to handle unseen relation. To be specific, the model successfully matches an appropriate encoder for the unseen target triplet. For instance, it feeds the triplet with relation ‘team also known as’ to the encoder which has processed relations ‘city/organization/country also known as’ in the training stage. Due to the fact that similar target relations own similar subgraphs, the model can refer to prior knowledge provided by these similar relations to handle the unseen target relation. In addition, from the column of ‘relation in the same cluster’, we can infer that the proposed cluster sampling correctly sorts all the relations into different clusters, which makes significant contribution to learning deep semantic of relations. For example, the relations ‘coaches team’, ‘athlete plays in league’, ‘sports game team’ and ‘league stadiums’ are all phrases about sports. Our model is aware of this fact and puts them in the same cluster. Moreover, it is worth noting that the absolute predicted scores for ‘coaches in league’ (8.29) and ‘team also known as’ (4.60) are higher than that of ‘person graduated school’ (2.68). We surmise that the difference of the scores is caused by the similarity of relations in the same cluster. In other words, the more similar the semantics of an unknown relation to those of other relations within the cluster, the more confident the model is in predicting. For instance, besides the relation ‘person graduated from university’, ‘academic program at university’ and ‘subpart of organization’ are also regarded as similar relations for ‘person graduated school’. Obviously, the semantic similarity between these two relations and the target relation is not as large as that between ‘person graduated from university’ and the target relation. While in the cases of ‘coaches in league’ and ‘team also known as’, all the relations in the same cluster are highly consistent in semantics. Therefore, higher semantic similarity among the relations in the same cluster will result in better performance on unseen relations.

V. CONCLUSION

In this paper, we develop a model called ReCoLe for inductive relation prediction where relation information is crucial for prediction. To strengthen the role of relation, we adapt a popular framework, contrastive learning, to pre-train encoders for different relations. As contrastive learning aims to minimize the agreement between representations of similar triplets, the encoder can effectively learn specific knowledge of the set of similar relations. To equip the model with the ability of handling unseen relations, we propose a novel sampling method based on cluster sampling algorithm which cooperates with contrastive learning to make ReCoLe completely inductive. Experimental results on frequently used datasets show that ReCoLe achieves SOTA performance on inductive relation prediction task. The additional experiments prove the superiority of ReCoLe to handle long-tail and unseen relations.
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