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Abstract

Often in surveys, key items are subject to measurement errors. Given just the data, it can be difficult to determine the distribution of this error process, and hence to obtain accurate inferences that involve the error-prone variables. In some settings, however, analysts have access to a data source on different individuals with high quality measurements of the error-prone survey items. We present a data fusion framework for leveraging this information to improve inferences in the error-prone survey. The basic idea is to posit models about the rates at which individuals make errors, coupled with models for the values reported when errors are made. This can avoid the unrealistic assumption of conditional independence typically used in data fusion. We apply the approach on the reported values of educational attainments in the American Community Survey, using the National Survey of College Graduates as the high quality data source. In doing so, we account for the informative sampling design used to select the National Survey of College Graduates. We also present a process for assessing the sensitivity of various analyses to different choices for the measurement error models. Supplemental material is available online.

KEY WORDS: fusion, imputation, measurement error, missing, survey.

*This research was supported by The National Science Foundation under award SES-11-31897. The authors wish to thank Seth Sanders for his input on informative prior specifications, and Mauricio Sadinle for discussion that improved the strategy for accounting for the informative sample design.
1 Introduction

Survey data often contain items that are subject to measurement errors. For example, some respondents might misunderstand a question or accidentally select the wrong response, thereby providing values unequal to their factual values. Left uncorrected, these measurement errors can result in degraded inferences (Kim et al., 2015). Unfortunately, the distribution of the measurement errors typically is not estimable from the survey data alone. One either needs to make strong assumptions about the measurement error process (e.g., as in Curran and Hussong, 2009), or leverage information from some other source of data, as we do here.

One natural source of information is a validation sample, i.e., a dataset with both the reported, possibly erroneous values and the true values measured on the same individuals. These individuals could be a subset of the original survey (Pepe, 1992; Yucel and Zaslavsky, 2005), or a completely distinct set (Ragunathan, 2006; Schenker and Ragunathan, 2007; Schenker et al., 2010; Carrig et al., 2015). With validation data, one can model the relationship between the error-prone and true values, and use the model to replace the error-prone items with multiply-imputed, plausible true values (Reiter, 2008; Siddique et al., 2015).

In many settings, however, it is not possible to obtain validation samples, e.g., because it is too expensive or because someone other than the analyst collected the data. In such cases, another potential source of information is a separate, “gold standard” dataset that includes true (or at least very high quality) measurements of the items subject to error, but not the error-prone measurements. Unlike validation samples, the gold standard dataset alone does not provide enough information to estimate the relationship between the error-prone and true values; it only provides information about the distribution of the true values. Thus, analysts are faced with a special case
of data fusion (Rubin, 1986; Moriarity and Scheuren, 2001; Rassler, 2002; D’Orazio et al., 2006; Reiter, 2012; Fosdick et al., 2016), i.e., integrating information from two databases with disjoint sets of individuals and distinct variables.

One default approach, common in other data fusion contexts, is to assume that the error-prone and true values are conditionally independent given some set of variables $X$ common to both the survey and gold standard data. Effectively, this involves using the gold standard data to estimate a predictive model for the true values from $X$, and applying the estimated model to impute replacements for all values of the error-prone items in the survey. However, this conditional independence assumption completely disregards the information in the error-prone values, which sacrifices potentially useful information. For example, consider national surveys that ask people to report their educational attainment. We might expect most people to report values accurately and only a modest fraction to make errors. It does not make sense to alter every individual’s reported values in the survey, as would be done using a conditional independence approach.

In this article, we develop a framework for leveraging information from gold standard data to improve inferences in surveys subject to measurement errors. The basic idea is to encode plausible assumptions about the error process, e.g., most people do not make errors when reporting educational attainments, and the reporting process, e.g., when people make errors, they are more likely to report higher attainments than actual, into statistical models. We couple those models with distributions for the underlying true data values, and use multiple imputation to create plausible corrections to the error-prone survey values, which then can be analyzed using the methods from Rubin (1987). This allows us to avoid unrealistic conditional independence assumptions in lieu of more scientifically defensible models.

The remainder of this article is organized as follows. In Section 2, we review an
example of misreporting of educational attainment in data collected by the Census Bureau, so as to motivate the methodological developments. In Section 3, we introduce the general framework for specifying measurement error models to leverage the information in gold standard data. In Section 4, we apply the framework to handle potential measurement error in educational attainment in the 2010 American Community Survey (ACS), using the 2010 National Survey of College Graduates (NSCG) as a gold standard file. In doing so, we deal with a key complication in the data integration: accounting for the informative sampling design used to sample the NSCG. We also demonstrate how the framework facilitates analysis of the sensitivity of conclusions to different measurement error model specifications. In Section 5, we provide a brief summary.

2 Misreporting in Educational Attainment

To illustrate the potential for reporting errors in educational attainment that can arise in surveys, we examine data from the 1993 NSCG. The 1993 NSCG surveyed individuals who indicated on the 1990 census long form that they had at least a college degree (Fesco et al., 2012). The questionnaire asked about educational attainment, including detailed questions about educational histories. These questions greatly reduce the possibility of respondent error, so that the educational attainment values in the NSCG can be considered a gold standard (Black et al., 2003). The census long form, in contrast, did not include detailed follow up questions, so that reported educational attainment is prone to measurement error.

The Census Bureau linked each individual in the NSCG to their corresponding record in the long form data. The linked file is available for download from the Inter-university Consortium for Political and Social Research (National Science Foundation,
Table 1: Unweighted cross-tabulation of reported education in the NSCG and census long form from the linked dataset. BA stands for bachelor’s degree; MA stands for master’s degree; Prof stands for professional degree; and, PhD stands for Ph. D. degree. The 14,319 individuals in the group labeled No Degree did not have a college degree, despite reporting otherwise. The 51,396 individuals in the group labeled Other did not have one of (BA, MA, Prof, PhD) and are discarded from subsequent analyses.

| NSCG-reported education | Census-reported education | Total |
|-------------------------|---------------------------|-------|
| BA                      | 89,580                    | 95,179|
| MA                      | 12,180                    | 36,327|
| Prof                    | 3,820                     | 9,952 |
| PhD                     | 990                       | 7,470 |
| Total                   | 91,279                    | 14,8928|

1993). Because of the linkages, we can characterize the actual measurement error mechanism for educational attainment in the 1990 long form data. In the NSCG, we treat the highest degree of the three most recent degrees reported (coded as “ed6c1”, “ed6c2”, and “ed6c3” in the file) as the true education level. We disregard any degrees earned in the years 1990–1993, as these occur in the three year gap between collection of the long form and NSCG data. This ensures consistent time frames for the NSCG and long form reported values. We cross-tabulate these degrees with the degrees reported in the long form data (coded “yearsch” in the file). Table 1 displays the cross-tabulation. A similar analysis was done by Black et al. (2003).

As evident in Table 1, reported education levels on the long form often are higher than those on the NSCG, particularly for individuals with only a bachelor’s degree. Of the 163,247 individuals in scope in the NSCG, over 14,000 were determined not to have at least a bachelor’s degree when asked in the NSCG, despite reporting otherwise.
in the long form. A whopping 33% of individuals who reported being professionals in the long form actually are not professionals according to the NSCG. One possible explanation for this error is confusion over the definition of professionals. The Census Bureau intended the category to capture graduate degrees from universities (e.g., J.D., M.B.A, M.D.), whereas Black et al. (2003) found that individuals in professions such as cosmetology, nursing, and health services, which require certifications but not graduate degrees, selected the category.

In spite of the nontrivial reporting error, the overwhelming majority of individuals’ reported education levels are consistent in the long form and in the NSCG. Of the individuals in the NSCG who had at least a college degree at the time of the 1990 census, about 93.3% of them have the same contemporaneous education levels in both files. This suggests that most people report correctly, an observation we want to leverage when constructing measurement error models for education in the 2010 ACS.

In most situations, we do not have the good fortune of observing individuals’ error-prone and true values simultaneously. Instead, we are in the setting represented by Figure 1. This is also the case in our analysis of educational attainments in the 2010 ACS, described in Section 4. The sampling frame for the 2010 NSCG is constructed from reported education levels in the ACS, which replaced the long form (after the 2000 census). However, unlike in 1993, linked data are not available as public use files. Therefore, we treat the 2010 NSCG as gold standard data, and posit measurement models that connect the information from the two data sources, using the framework that we now describe.
3 Measurement Error Modeling via Data Fusion

As in Figure 1, let $D_E$ and $D_G$ be two data sources comprising distinct individuals, with sample sizes $n_E$ and $n_G$, respectively. For each individual $i$ in $D_G$ or $D_E$, let $X_i = (X_{i1}, \ldots, X_{ip})$ be variables common to both surveys, such as demographic variables. We assume these variables have been harmonized (D’Orazio et al., 2006) across $D_G$ and $D_E$ and are free of errors. Let $Y$ represent the error-free values of some variable of interest, and let $Z$ be an error-prone version of $Y$. We observe $Z$ but not $Y$ for the $n_E$ individuals in $D_E$. We observe $Y$ but not $Z$ for the $n_G$ individuals in $D_G$.

For simplicity of notation, we assume no missing values in any variable, although the multiple imputation framework easily handles missing values. Additionally, $D_E$ can include variables for which there is no corresponding variable in $D_G$. These variables do not play a role in the measurement error modeling, although they can be used in multiple imputation inferences.

We seek to estimate $\Pr(Y, Z \mid X)$, and use it to create multiple imputations for the missing values in $Y$ for the individuals in $D_E$. We do so for the common setting where $(X, Y, Z)$ are all categorical variables; similar ideas apply for other data types. For $j = 1, \ldots, p$, let each $X_j$ have $d_j$ levels. Let $Z$ have $d_Z$ levels and $Y$ have $d_Y$
levels. Typically $d_Z = d_Y$, but this need not be the case generally. For example, in the NSCG/ACS application, $Z$ is the educational attainment among those who report a college degree in the ACS, which has $d_Z = 4$ levels (bachelor’s degree, master’s degree, professional degree, or Ph. D. degree), and $Y$ is the educational attainment in the NSCG, which has $d_Y = 5$ levels. An additional level is needed because some individuals in the NSCG truly do not have a college degree.

For all $i \in D_E$, let $E_i$ be an (unobserved) indicator of a reporting error, that is, $E_i = 1$ when $Y_i \neq Z_i$ and $E_i = 0$ otherwise. Using $E$ enables us to write $\Pr(Y, Z \mid X)$ as a product of three sub-models. For individual $i$, the full data likelihood (omitting parameters for simplicity) can be factored as

$$\Pr(Y_i = k, Z_i = l \mid X_i) = \Pr(Y_i = k \mid X_i) \times \Pr(E_i = e \mid Y_i = k, X_i) \Pr(Z_i = l \mid E_i = e, Y_i = k, X_i).$$

This separates the true data generation process and the measurement error generation process, which facilitates model specification. In particular, we can use $D_G$ to estimate the true data distribution $\Pr(Y \mid X)$. We then can posit different models for the rates of making errors, $\Pr(E_i = e \mid Y_i = k, X_i)$, and for the reported values when errors are made, $\Pr(Z_i = l \mid E_i = 1, Y_i = k, X_i)$. Intuitively, the error model locates the records for which $Y_i \neq Z_i$, and the reporting model captures the patterns of misreported $Z_i$. Of course, when $E_i = 0$, $\Pr(Z_i = Y_i) = 1$. A similar factorization is used by Yucel and Zaslavsky (2005), He et al. (2014), Kim et al. (2015), and Manrique-Vallier and Reiter (2016), among others.

By construction, $D_G$ and $D_E$ cannot be used to estimate any of the conditional probabilities $\Pr(Y \mid Z, X)$ directly. Hence, we have to restrict the number and types of parameters in the sub-models in (1). Put another way, if we tried to estimate a fully
saturated model for \((E, Z \mid X)\), we would not be able to identify all the parameters by using \(D_G\) and \(D_E\) alone. To see this, assume for the moment that all \(d_X = \Pi_{j=1}^p d_j\) possible combinations of \(X\) are present in \(D_G\) and \(D_E\). To estimate the distribution of \((E, Z \mid X)\) using a fully saturated model, we require \((d_Y - 1)d_X + (d_Z - 1)d_Y d_X = (d_Y d_Z - 1)d_X\) independent pieces of information from \((D_G, D_E)\), where each subtraction of one derives from the requirement that probabilities sum to one. However, \(D_G\) and \(D_E\) together provide only \((d_Z - 1)d_X + (d_Y - 1)d_X + d_X = (d_Z + d_Y - 1)d_X\) independent pieces of information, where we add a \(d_X\) to properly account for the sum to one constraint. A key insight here is that since the true data model requires \(d_Y d_X\) parameters to estimate the joint distribution for \((Y, X)\), the data can identify at most \((d_Z - 1)d_X\) parameters in the error and reporting models, combined. Related identification issues arise in the context of refreshment sampling to adjust for nonignorable attrition in longitudinal studies (Hirano et al., 2001; Schifeling et al., 2015; Si et al., 2015).

### 3.1 True data model \(\Pr(Y_i = k \mid X_i)\)

One can use any model for \((Y \mid X)\) that adequately describes the conditional distribution, such as a (multinomial) logistic regression. In the NSCG/ACS application, we use a fully saturated multinomial model, accounting for the informative sampling design in \(D_G\) using the approach described in Section 4.1. One also could use a joint distribution for \((Y, X)\), such as a log-linear model or a mixture of multinomials model (Dunson and Xing, 2009; Si and Reiter, 2013).
3.2 Error model $\Pr(E_i = 1|Y_i, X_i)$

In cases where $d_Y = d_Z$, a generic form for the error model is

$$
\Pr(E_i = 1|X_i, Y_i = k) = g(X_i, Y_i, \beta),
$$

(2)

where $g(X_i, Y_i, \beta)$ is some function of its arguments and $\beta$ is some set of unknown parameters. A convenient class of functions that we use here is the logistic regression of $E_i$ on some design vector $M_i$ derived from $(X_i, Y_i)$, with corresponding coefficients $\beta$. The analyst can encode different versions of $M_i$ to represent assumptions about the error process.

The simplest specification is to set each $M_i$ equal to a vector of ones, which implies that there is a common probability of error for all individuals. This error model makes sense when the analyst believes the errors in $Z$ occur completely at random; for example, when errors arise simply because respondents accidentally and randomly select the wrong response in the survey, or when all respondents are equally likely to misunderstand the survey question. A more realistic possibility is to allow the probability of error to depend on some variables in $X_i$ but not on $Y_i$, e.g., men misreport education at different rates than women. This could be encoded by including an intercept for one of the sexes in $M_i$. Finally, one can allow the probability of error to depend on $Y_i$ itself—for example, people who truly do not have at least a college degree are more likely to misreport—by including some function of it in $M_i$.

In the case where $d_Z \neq d_Y$, as in the NSCG/ACS application, we automatically set $E_i = 1$ for any individual with $Y_i \notin \{1 : d_Z\}$. For example, we set $E_i = 1$ for all individuals who are determined in the NSCG not to have a college degree but report so in the ACS. The stochastic part of the error model only applies to individuals who truly have at least a bachelor’s degree.
3.3 Reporting model \( \Pr(Z_i|E_i = 1, Y_i, X_i) \)

When there is no reporting error for individual \( i \), i.e., \( E_i = 0 \), we know that \( Z_i = Y_i \). When there is a reporting error, we must model the reported value \( Z_i \). As with (2), one can posit a variety of distributions for the reporting error, which is some function \( h(X_i, Y_i, \alpha) \) with parameters \( \alpha \). We now describe a few reporting error models for illustration. One could use more complicated models, e.g., based on multinomial logistic regression, as well.

A simple model assumes that values of \( Z_i \) are equally likely, as in Manrique-Vallier and Reiter (2016). We have

\[
\Pr(Z_i = l|X_i, Y_i = k, E_i = 1) = \begin{cases} 
1/(d_Z - 1) & \text{if } l \neq k, k \in \{1 : d_Z\} \\
1/d_Z & \text{if } k \notin \{1 : d_Z\} \\
0 & \text{otherwise.}
\end{cases}
\] (3)

Such a reporting model could be reasonable when reporting errors are due to clerical errors. We note that this model does not accurately characterize the reporting errors in the 1993 linked NSCG data, per Table 1.

Alternatively, one can allow the probabilities to depend on \( Y_i \), so that

\[
(Z_i|X_i, Y_i = k, E_i = 1) \sim \text{Categorical}(p_k(1), \ldots, p_k(d_Z)),
\] (4)

where each \( p_k(l) \) is the probability of reporting \( Z = l \) given that \( Y = k \), and \( p_k(k) = 0 \). One can further parameterize the reporting model so that the reporting probabilities vary with \( X \). For example, to make the probabilities vary with sex and true education
values, we can use

\[
(Z_i | X_i, Y_i = k, E_i = 1) \sim \begin{cases} 
\text{Categorical}(p_{M,k}(1), \ldots, p_{M,k}(d_Z)) & \text{if } X_{i, \text{sex}} = M \\
\text{Categorical}(p_{F,k}(1), \ldots, p_{F,k}(d_Z)) & \text{if } X_{i, \text{sex}} = F.
\end{cases}
\]  

3.4 Specifying and estimating the model

As apparent in Sections 3.2 and 3.3, the error and reporting models can take on many specifications. Without linked data, analysts cannot use exploratory data analysis to inform the model choice. Instead, we recommend that analysts posit scientifically defensible measurement error models, and make post-hoc checks of the sensibility of analyses from those models. We demonstrate this approach in Section 4. For example, analysts can check whether or not the predicted probabilities of errors implied by the model seem plausible. As another diagnostic, analysts can compare the distribution of the imputed values of \((Y | X)\) in \(D_E\) to the empirical distribution of \((Y | X)\) in \(D_G\). This is akin to diagnostics in multiple imputation for missing data that compare imputed and observed values (Abayomi et al., 2008). When these distributions differ substantially, it suggests the measurement error model specification (or possibly the true data model) is inadequate. Such diagnostic checks only can reveal problems with the model specification; they do not indicate that a particular specification is correct.

More generally, it is prudent to keep the restrictions on the number of identifiable parameters in mind when specifying the models. At most one can identify the equivalent of \((d_Z - 1)d_X\) parameters in the combined model for \((E_i, Z_i | X_i)\). Generally, for ease of specification and interpretation, we favor rich error models, e.g., with \(M_i\) including variables in \(X_i\) and \(Y_i\), coupled with simple reporting models like those in Section 3.3.

The exact strategy for estimating the model depends on the features of \(D_G\) and \(D_E\).
When both datasets can be treated as simple random samples, we suggest using a fully Bayesian approach after concatenating $D_G$ and $D_E$. Here, one can use typical prior distributions for the true data and error models. For reporting models like those in (4) and (5), it is convenient to use independent Dirichlet priors for each $(p_k(1), \ldots, p_k(k - 1), p_k(k + 1), \ldots, p_k(d_Z))$. In the NSCG/ACS application, we create prior distributions for the reporting models using the information from Table 1. Absent such information, analysts can use uniform prior distributions.

When it does not make sense to concatenate $D_G$ and $D_E$, it can be convenient to use a multi-stage estimation strategy. When imputing missing $Y$ in $D_E$, all of the information needed from $D_G$ is represented by the parameters of the true data model, $\theta$. Hence, we first can construct a (possibly approximate) posterior distribution of $\theta$ using only $D_G$. We then sample many draws from this distribution. We plug these draws in the Gibbs sampling steps for a Bayesian predictive distribution for $(Y_i \mid Z_i, X_i, \theta)$ for the cases in $D_E$, thereby generating the multiple imputations. We describe the Gibbs sampler for this step for the NSCG/ACS application in the supplementary material.

4 Adjusting for Reporting Errors in Education in the 2010 ACS

We now use the framework to adjust inferences for potential reporting error in educational attainment in the 2010 ACS, using the public use microdata for the 2010 NSCG as the gold standard file $D_G$. We consider two main analyses that could be affected by reporting error in education. First, we estimate from the ACS the number of science and engineering degrees awarded to women. We base the estimate on an indicator in the ACS for whether or not each individual has such a degree. Second, we examine
average incomes across degrees. This focus is motivated in part by the findings of Black et al. (2006, 2008), who found that apparent wage gaps in the 1990 census long form data could be explained by reporting errors in education.

As $D_E$, we use the subset of ACS microdata that includes only individuals who reported a bachelor’s degree or higher and are under age 76. The resulting sample size is $n_E = 600,150$. In $X$, we include gender, age group (24 and younger, 25 - 39, 40 - 54, and 55 and older), and an indicator for whether the individual’s race is black or something else. In the NSCG, we discarded 38 records with race suppressed, leaving a sample size of $n_G = 77,150$.

We consider two sets of measurement error model specifications. The first set uses specifications like those in Section 3, with flat prior distributions for all parameters. We use this set to illustrate model diagnostics and sensitivity analysis absent prior information about the measurement error process. The second set uses a common error and reporting model with different, informative prior distributions on its parameters. We construct these informative prior distributions based on the analysis of the 1993 linked file. For all specifications considered, we create $M = 50$ multiple imputations of the plausible true education values in the 2010 ACS, which we then analyze using the methods of Rubin (1987). For all specifications, the true data model is a saturated multinomial distribution for the five values of $Y$ for each combination of $X$. We begin by describing how we estimate the parameters of the true data distribution, accounting for the informative sampling design of the NSCG.

### 4.1 Accounting for informative sampling design of NSCG

The 2010 NSCG uses reported education in the 2010 ACS as a stratification variable (Fesco et al., 2012; Finamore, 2013). Its unweighted percentages can over-represent
or under-represent degree types in the population; this is most obviously the case for individuals without a college degree \((Y_i = 5)\). We need to account for this informative sampling when estimating parameters of the true data model. We do so with a two-stage approach. First, we use survey-weighted inferences to estimate population totals of \((Y \mid X)\) from the 2010 NSCG. Second, we turn these estimates into an approximate Bayesian posterior distribution for input to fitting the measurement error models used to impute plausible values of \(Y_i\) for individuals in the ACS. We now describe this process, which can be used generally when \(D_G\) is collected via a complex survey design.

Suppose for the moment that \(d_Y = d_Z\). This is not the case when \(D_E\) is the ACS (where \(d_Z = 4\)) and \(D_G\) is the NSCG (where \(d_Y = 5\)); however, we start here to fix ideas. For all possible combinations \(\mathbf{x}\), let \(\theta_{xk} = \Pr(Y = k \mid X = \mathbf{x})\), and let \(\theta_x = (\theta_{x1}, \ldots, \theta_{x_{d_Y}})\). We seek to use \(D_G\) to specify \(f(\theta \mid X, Y)\). To do so, we first parameterize \(\theta_{xk} = T_{xk}/\sum_{j=1}^{d_Y} T_{xj}\), where \(T_{xk}\) is the population count of individuals with \((X_i = \mathbf{x}, Y_i = k)\). We estimate \(T_x = (T_{x1}, \ldots, T_{x_{d_Y}})\) and the associated covariance matrix of the estimator using standard survey-weighted estimation. Let \(w_i\) be the sample weight for all \(i \in D_G\). We compute the estimated total and associated variance for each \(\mathbf{x}\) and \(k\) as

\[
\hat{T}_{xk} = \sum_{i=1}^{n_G} w_i I(X_i = \mathbf{x}, Y_i = k)
\]

\[
\widehat{\text{Var}}(\hat{T}_{xk}) = \frac{n_G}{n_G - 1} \sum_{i=1}^{n_G} \left( w_i I(X_i = \mathbf{x}, Y_i = k) - \frac{\hat{T}_{xk}}{n_G} \right)^2.
\]
For each $k$ and $l$, with $l \neq k$, we also compute the estimated covariance,

$$
\hat{\text{Cov}}(\hat{T}_{xk}, \hat{T}_{xl}) = \frac{n_G}{n_G - 1} \sum_{i=1}^{n_G} \left( w_i I(X_i = x, Y_i = k) - \frac{\hat{T}_{xk}}{n_G} \right) \times \left( w_i I(X_i = x, Y_i = l) - \frac{\hat{T}_{xl}}{n_G} \right).
$$

(8)

The variance and covariance estimators are the design-based estimators for probability proportional to size sampling with replacement, as is typical of multi-stage complex surveys (Lohr, 2010).

Switching now to a Bayesian modeling perspective, we assume that $T_x \sim \text{Log-Normal}(\mu_x, \tau_x)$, so as to ensure a distribution with positive values for all true totals. We select $(\mu_x, \tau_x)$ so that each $\text{E}(T_{xk}) = \hat{T}_{xk}$ and $\text{Var}(T_x) = \hat{\Sigma}(\hat{T}_x)$, the estimated covariance matrix with elements defined by (7) and (8). These are derived from moment matching (Tarmast, 2001). We have

$$
\mu_{xj} = \log(\hat{T}_{xj}) - \tau_{x}[j, j]/2
$$

(9)

$$
\tau_{x}[j, j] = \log \left(1 + \hat{\Sigma}_{x}[j, j]/(\hat{T}_{xj}^2)\right)
$$

(10)

$$
\tau_{x}[j, i] = \log \left(1 + \hat{\Sigma}_{x}[j, i]/(\hat{T}_{xj} \cdot \hat{T}_{xi})\right),
$$

(11)

where the notation $[j, i]$ denotes an element in row $j$ and column $i$ of the matrix. We draw $T^*_x$ from this log-normal distribution, and transform to draws $\theta^*_x$.

Since the 2010 NSCG does not include individuals who claim in the ACS to have less than a bachelor’s degree, we cannot use $D_G$ directly to estimate $T_{x5}$. Instead, we estimate $T_{x+} = T_{x1} + T_{x2} + T_{x3} + T_{x4} + T_{x5}$ using the ACS data, and estimate $(T_{x1}, T_{x2}, T_{x3}, T_{x4})$ from the NSCG using the method described previously; this leads to an estimate for $T_{x5}$. More precisely, let the ACS design-based estimator for $T_{x+}$
Table 2: Summary of the first four measurement error model specifications for 2010 NSCG/ACS analysis. These models use flat prior distributions on all parameters.

| Model   | Error model Expression for $M^T_i \beta$ | Reporting model $Pr(Z_i|Y_i = k, E_i = 1)$ |
|---------|----------------------------------------|-----------------------------------------|
| Model 1 | $\beta_1 + \sum_{k=2}^{4} \beta_k I(Y_i = k)$ | Categorical$(p_k(1), \ldots, p_k(4))$ |
| Model 2 | $\beta_1 + \sum_{k=2}^{4} \beta_k(M) I(Y_i = k, X_i, sex = M)$ | Categorical$(p_k(1), \ldots, p_k(4))$ |
| Model 3 | $\beta_1 + \sum_{k=2}^{4} \beta_k^{(no)} I(Y_i = k, X_i, black = no)$ + $\sum_{k=1}^{4} \beta_k^{(yes)} I(Y_i = k, X_i, black = yes)$ | Categorical$(p_k(1), \ldots, p_k(4))$ |
| Model 4 | $\beta_1 + \sum_{k=2}^{4} \beta_k(M) I(Y_i = k, X_i, sex = M)$ + $\sum_{k=1}^{4} \beta_k(F) I(Y_i = k, X_i, sex = F)$ | Categorical$(p_{M,k}(1), \ldots, p_{M,k}(4))$ if $X_i, sex = M$ | Categorical$(p_{F,k}(1), \ldots, p_{F,k}(4))$ if $X_i, sex = F$ |

be $\hat{T}_{x+}$, with design-based variance estimate $\hat{\sigma}^2(\hat{T}_{x+})$. We sample a value $T_{x+}^* \sim \text{Normal}(\hat{T}_{x+}, \hat{\sigma}^2(\hat{T}_{x+}))$. Using an independent sample of values of $(T_{x1}^*, \ldots, T_{x4}^*)$ from the NSCG, we compute $T_{x5}^* = T_{x+}^* - \sum_{j=1}^{4} T_{xj}^*$, and set $T_{x}^* = (T_{x1}^*, \ldots, T_{x5}^*)$. We repeat these steps 10,000 times. We then compute the mean and covariance matrix of the 10,000 draws, which we again plug into (9) – (11). The resulting log-normal distribution is the approximate posterior distribution of $\theta_x$. We include an example of this entire procedure in the supplementary material.

### 4.2 Measurement error models

The two sets of measurement error models include four that use flat prior distributions and three that use informative prior distributions based on the 1993 linked data. For all error models, we use a logistic regression of $E_i$ on various main effects and interactions of $Y_i$ and $X_i$. For all reporting models, we use categorical distributions with probabilities that depend on $Y_i$ and possibly $X_i$. The four models with flat prior distributions are summarized in Table 2. In Model 1, the error and reporting models depend only on
Table 3: Summary of informative prior specifications for 2010 NSCG/ACS analysis for males with bachelor’s degrees.

| Error rate | Reporting probabilities ($p_{M,1}(2), p_{M,1}(3), p_{M,1}(4)$) |
|------------|---------------------------------------------------------------|
| Model 4    | Beta(1, 1)                                                   |
| Model 5    | Beta(.76, 14.24)                                            |
| Model 6    | Beta(2724.2, 50862)                                         |
| Model 7    | Beta(500, 99500)                                            |

$Y_i$. Model 2 and 3 keep the reporting model as in (4) but expand the error model. In Model 2, the probability of a reporting error can vary with $Y_i$ and sex ($X_i,sex$). In Model 3, error probabilities can vary with $Y_i$ and the indicator for black race ($X_i,black$). In Model 4, the error and reporting models both depend on $Y$ and sex.

For Models 5 – 7, we use the specification in Model 4 and incorporate prior information about the measurement errors from the 1993 linked data. In constructing the priors, we first remove records that have been flagged as having missing education that has been imputed, because these imputations might not closely reflect the actual education values (Black et al., 2003). Table 3 displays the prior distributions for males with bachelor’s degrees. Details on how we arrive at these and other groups’ prior specifications are in the supplementary material; here, we summarize briefly.

For Model 5, we set the prior distributions for each $\beta_k^{(x)}$ so that the error rates are centered at the estimate from the 1993 linked data. We also require the central 95% probability interval of the prior distribution on each error rate to be close to (.005, .20), allowing for a wide but not unrealistic range of possible error rates. For the reporting probabilities $p_{M,k}(z)$ and $p_{F,k}(z)$, we center most of the prior distributions at the corresponding estimates from the 1993 linked data. We require the central 95% probability interval of each prior distribution to have support on values of $p_{,k}(z)$ within ±.10 of the 1993 point estimate, truncating at zero or one as needed. One exception is
the reporting probabilities for those with “no college degree” who report “professional” degree, which we center at half the 1993 estimate. The Census Bureau has improved the clarity of the definition of Professional in the 20 years since the 1990 long form, as discussed in the prior specification section of the supplementary material.

For Model 6, we use the same prior means as in Model 5 for both error and reporting models. However, we substantially tighten the prior distributions to make the prior variance accord with the uncertainty in the point estimates from the 1993 linked data. We do so by using prior sample sizes that match those from the 1993 NSCG. For example, the 1993 NSCG included 53,586 males with bachelor’s degrees (excluding those records who had their Census education imputed). We therefore use Beta(2724.2, 50862) as the prior distribution for the error rate for this \( x \). We similarly increase the prior sample sizes for the reporting probabilities to match the 1993 NSCG sample sizes.

Model 7 departs from the 1993 linked data estimates and encodes a strong prior belief that almost no one misreports their education except for haphazard mistakes. Here, we set the prior mean for the probability of misreporting education to .005 for all demographic groups. We use a prior sample size of 100,000, making the prior distribution concentrate strongly around .005. For the reporting probabilities, we use a non-informative prior distribution for convenience, since the estimates of the reporting probabilities are strongly influenced by the concentrated prior distributions on the error rates.

Finally, for comparison purposes, we also fit the model based on a conditional independence assumption (CIA). To impute \( Y_i \) for individuals in the ACS under the CIA, we sample \( \theta^* \) and then impute \((Y^*|\theta^*, X)\) from the true data model. Here, we do not use the reported value of \( Z_i \) in the imputations.
4.3 Empirical results

We first examine what each model suggests about the extent and nature of the measurement errors in the 2010 ACS. We then use the models to assess sensitivity of results about the substantive questions related to number of degrees and income.

4.3.1 Distributions of errors in reported ACS education values

Table 4 displays the multiple imputation point estimates and 95% confidence intervals for the proportions of errors by gender and NSCG education, obtained from the $M = 50$ draws of $E_i$ for all individuals in $D_E$. We begin by comparing results for the set of models with flat prior distributions (Models 1 – 4) and the CIA model, then move to the set of models with informative prior distributions (Models 5 – 7).

The CIA model suggests extremely large error percentages, especially for the highest education levels. These rates seem unlikely to be reality, leading us to reject the CIA model. The overall error rates for Models 1 – 4 are similar and more realistic than those from the CIA model. The differences in error estimates between Model 2 and Model 1 suggest that the probability of error depends on sex. Comparing results for Model 3 and Model 1, however, we see little evidence of important race effects on the propensity to make errors.

Model 4 generalizes Model 2 by allowing the reporting probabilities to vary by sex. If these probabilities were similar across sex in reality, we would expect the two models to produce similar results. However, the estimated error rates are fairly different; for example, the estimated proportion of errors for female professionals from Model 4 is about double that from Model 2. To determine where the models differ most, we examine the estimated reporting probabilities, displayed in Table 5. Model 4 estimates some significant differences in reporting probabilities by gender. For example,
males with bachelor’s degrees who make a reporting error are estimated to report a master’s degree with probability .96, whereas females with bachelor’s degrees who make a reporting error are estimated to report a master’s degree with probability .67 and a professional degree with probability .30. Other large differences exist for professional degree holders. Females with professional degrees who make a reporting error are most likely to report a bachelor’s degree, whereas men with professional degrees who make a reporting error are most likely to report a master’s degree or Ph. D. We note that some of the estimates for Model 4 are based on small sample sizes, which explains the wide standard errors.

Turning to Models 5 – 7, we can see the impact of the informative prior distributions by comparing results in Table 4 under these models to those for Model 4. Moving from Model 4 to Model 5, the most noticeable differences are for women with a Ph. D. and men with a master’s degree, for whom Model 5 suggests lower error rates. These groups have smaller sample sizes, so that the data do not swamp the effects of the prior distribution. When making the prior sample sizes very large as in Models 6 and 7, the information in the prior distribution tends to overwhelm the information in the data. We provide more thorough investigation of the impact of the prior specifications in the supplementary material.

Of course, we cannot be certain which model most closely reflects the true measurement error mechanism. The best we can do is perform diagnostic tests to see which models, if any, should be discounted as not adequately describing the observed data. For each ACS imputed dataset $D_E^{(m)}$ under each model, we compute the sample proportions, $\hat{p}_{xk}^{(m)}$, and corresponding multiple imputation 95% confidence intervals for all 165 unique values of $\mathbf{(X,Y)}$. We determine how many of the 80 estimated population percentages of $Y \mid X$ computed from the 2010 NSCG (using the estimated $\hat{T}_{x+}$ from the ACS to back into an estimate of $\hat{T}_{x5}$) fall within the multiple imputation 95%
confidence intervals. Models that yield low rates do not describe the data accurately.

For Model 1, 73 of 80 NSCG population share estimates are contained in the ACS multiple imputation intervals. Corresponding counts are 75 for Model 2, 71 for Model 3, and 76 for Model 4. These results suggest that Model 1 and Model 3 may be inferior to Model 2 and Model 4. For the models with informative prior distributions, the counts are 74 for Model 5, 67 for Model 6, and 54 for Model 7. Although the prior beliefs in models 6 and 7 seem plausible at first glance, the diagnostic suggests that they do not describe the 2010 data distributions as well as Models 4 and 5.

Considering the results as well as the diagnostic check, if we had to choose one model we would select Model 5. It seems plausible that the probability of misreporting education, as well as the reported value itself when errors are made, depend on both sex and true education level. Additionally, the prior distribution from the 1993 linked data pulls estimates in groups with little sample size to measurement error distributions that seem more plausible on face value. However, one need not use the data fusion framework for measurement error to select a single model; rather, one can use the framework to examine sensitivity of analyses to the different specifications.

4.3.2 Sensitivity analyses

Figure 2 displays the multiply-imputed, survey-weighted inferences for the total number of women with science and engineering degrees, computing using the ACS-specific indicator variable. We show results for Models 4 – 7, the CIA model, and based on the ACS data without any adjustment for misreporting education. The confidence intervals for Model 4 and Model 5 overlap substantially, suggesting not much practical difference in choosing among these models. However, both are noticeably different from the other models, especially for the Ph. D. and professional degrees. As the prior distributions on the error rates get stronger, the estimated counts increase towards
Figure 2: The estimated total number of science and engineering degrees awarded to women under each model. We plot the mean and 95% confidence intervals. Note the difference in scale for each degree category.

The estimate using the ACS-reported education. We note that using the ACS-reported education without adjustments results in substantially higher estimated totals at the professional and Ph. D. levels than any of the models that account for measurement error. We also note that the CIA model yields considerably lower counts for all but bachelor’s degrees.

Figure 3 displays inferences for the average income for different degrees. For most degrees, the point estimates for Models 4 – 7 are reasonably close, with Models 4
and 5 again giving similar results. The estimated average income for professionals differs noticeably across models, with Model 4 and Model 5 suggesting lower averages than the unadjusted ACS estimates, or than Models 6 and 7. We note that the CIA model estimates are clearly implausible. As an independent check on these estimates, we considered the estimated average earnings in the 2010 Current Population Survey. They are $83,720 for professional, $80,600 for Ph. D. degree, $66,144 for master’s degree, and $53,976 for bachelor’s degree (http://www.collegequest.com/bls-research-education-pays-2010.aspx). These line up more closely with the estimates from Model 5 than any other model, especially for the professional degree category, where the estimates most differ.

Figure 4 displays inferences for the average income for men and women. All models support the conclusion that men make more than women; apparently, misreporting in education does not account for that gap, at least for the models considered here. We note that Model 4 suggests potentially larger income gaps between male and female Ph. D. recipients than the other models.

5 Concluding Remarks

The framework presented in this article offers analysts tools for using the information in a high quality, separate data source to adjust for measurement errors in the database of interest. Key to the framework is to replace conditional independence assumptions typically used in data fusion with carefully considered measurement error models. This avoids sacrificing information and facilitates analysis of the sensitivity of conclusions to alternative measurement error specifications. Analysts can use diagnostic tests to rule out some measurement error models, and perform sensibility tests on others to identify reasonable candidates.
Figure 3: Multiple imputation point and 95% confidence interval estimates for the average income within each education level. The ACS estimate is the survey-weighted estimate based on the reported education level in the 2010 ACS.

Besides survey sampling contexts like the one considered here involving the ACS and NSCG, the framework offers potential approaches for dealing with possible measurement errors in organic (big) data. This is increasingly important, as data stewards and analysts consider replacing or supplementing high quality but expensive surveys with inexpensive and large-sample organic data. Often, scant attention is paid to the potential impact of measurement errors on inferences from those data. The framework could be used with high quality, validated surveys as the gold standard data, allowing for adjustments to the error-prone organic data.
Figure 4: Multiple imputation point and 95% confidence interval estimates for the average income for men and women within each education level. The ACS estimate is the survey-weighted estimate based on the reported education level in the 2010 ACS.
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All supplemental files listed below are contained in a single .zip file (supplementary.zip) and can be obtained via a single download.

**Supplementary Results:** Supplementary details and additional results for paper. (supp-material-final.pdf)

**ACS data:** 2010 ACS data used in the paper. (ACSdata_2010standardized.csv.zip)
Matlab code: Matlab files containing main code MAINCODE edu 2010app report1993.m and helper functions design.m and dirsamp.m, as well as parameter files mu.mat and tauSPD.mat. (code.zip)

Prior Distributions: Csv files are provided for priors used in Model 5 and read in by main Matlab code, referred to as femalereportprior1993.csv, malereportprior1993.csv, betareportprior.csv. (priors.zip)
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Table 4: Error rate estimates from different model specifications. Models 1-7 are run for 100,000 MCMC iterations. We save $M = 50$ completed datasets under each model. For each dataset, we compute the estimated overall error rate, estimated error rate by gender and imputed $Y$, and associated variances using ratio estimators that incorporate the ACS final survey weights.

| CIA model | Estimate by group | Estimate overall |
|-----------|-------------------|------------------|
| **CIA model** | | |
| Male | .37 (.36, .37) | .76 (.75, .76) | .91 (.91, .92) | .94 (.93, .95) | .57 (.55, .58) |
| Female | .35 (.35, .36) | .72 (.71, .72) | .95 (.94, .95) | .97 (.96, .97) | |
| **Model 1** | | |
| Male | .05 (.04, .06) | .10 (.08, .11) | .18 (.15, .21) | .27 (.23, .31) | .17 (.16, .19) |
| Female | .05 (.05, .06) | .09 (.08, .10) | .18 (.15, .21) | .28 (.24, .32) | |
| **Model 2** | | |
| Male | .05 (.04, .06) | .18 (.16, .21) | .27 (.18, .37) | .36 (.30, .42) | .20 (.18, .21) |
| Female | .05 (.05, .06) | .12 (.10, .14) | .26 (.20, .33) | .41 (.29, .53) | |
| **Model 3** | | |
| Male | .05 (.04, .06) | .09 (.08, .11) | .17 (.14, .20) | .25 (.21, .30) | .17 (.16, .19) |
| Female | .05 (.05, .06) | .09 (.08, .10) | .17 (.14, .20) | .26 (.21, .31) | |
| **Model 4** | | |
| Male | .05 (.04, .06) | .19 (.16, .23) | .36 (.26, .46) | .36 (.27, .45) | .22 (.20, .24) |
| Female | .09 (.08, .10) | .14 (.11, .17) | .52 (.44, .59) | .55 (.40, .70) | |
| **Model 5** | | |
| Male | .07 (.06, .08) | .19 (.16, .22) | .23 (.14, .32) | .34 (.27, .41) | .22 (.20, .24) |
| Female | .09 (.08, .10) | .12 (.09, .15) | .50 (.43, .57) | .31 (.17, .46) | |
| **Model 6** | | |
| Male | .05 (.05, .05) | .09 (.08, .10) | .10 (.09, .11) | .10 (.09, .11) | .16 (.14, .17) |
| Female | .05 (.04, .05) | .06 (.05, .07) | .16 (.14, .18) | .07 (.06, .09) | |
| **Model 7** | | |
| Male | .01 (.01, .01) | .01 (.00, .01) | .00 (.00, .01) | .01 (.00, .01) | .11 (.09, .13) |
| Female | .01 (.01, .01) | .01 (.01, .01) | .01 (.00, .01) | .01 (.00, .01) | |
Table 5: Estimated mean and 95% confidence interval of reporting probabilities under Model 2 and reporting probabilities by gender under Model 4.

| Y  | Z  | Model 2 | Model 4 - Male | Model 4 - Female |
|----|----|---------|----------------|-----------------|
|    | BA | -       | .95 (.87, 1.00) | .04 (.00, .11)   |
|    | MA | -       | .96 (.90, 1.00) | .02 (.00, .07)   |
|    | PhD| -       | .67 (.58, .76)  | .30 (.22, .38)   |
|    | PhD| -       | .39 (.26, .52)  | .50 (.40, .61)   |
|    | PhD| -       | .26 (.14, .38)  | .29 (.04, .54)   |
|    | PhD| -       | .13 (.00, .34)  | -                |
|    | PhD| -       | .04 (.00, .10)  | -                |
|    | PhD| -       | .02 (.00, .05)  | -                |

| Y  | Z  | Model 2 | Model 4 - Male | Model 4 - Female |
|----|----|---------|----------------|-----------------|
|    | BA | -       | .95 (.95, .96) | .03 (.03, .04)   |
|    | MA | -       | .97 (.96, .97) | .01 (.00, .01)   |
|    | PhD| -       | .96 (.95, .97) | .00 (.00, .00)   |

31