A short introduction is given on the functional renormalization group method, putting emphasis on its nonperturbative aspects. The method enables to find nontrivial fixed points in quantum field theoretic models which make them free from divergences and leads to the concept of asymptotic safety. It can be considered as a generalization of the asymptotic freedom which plays a key role in the perturbative renormalization. We summarize and give a short discussion of some important models, which are asymptotically safe such as the Gross-Neveu model, the nonlinear $\sigma$ model, the sine-Gordon model, and we consider the model of quantum Einstein gravity which seems to show asymptotic safety, too. We also give a detailed analysis of infrared behavior of such scalar models where a spontaneous symmetry breaking takes place. The deep infrared behavior of the broken phase cannot be treated within the framework of perturbative calculations. We demonstrate that there exists an infrared fixed point in the broken phase which creates a new scaling regime there, however its structure is hidden by the singularity of the renormalization group equations. The theory spaces of these models show several similar properties, namely the models have the same phase and fixed point structure. The quantum Einstein gravity also exhibits similarities when considering the global aspects of its theory space since the appearing two phases there show analogies with the symmetric and the broken phases of the scalar models. These results be nicely uncovered by the functional renormalization group method.
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I. INTRODUCTION

The concept of asymptotic safety can be understood in the framework of quantum field theory, where we treat quantum systems with many degrees of freedom and many orders of magnitude in length, or in energy, momentum. Usually we have an assumption of describing the high energy/ultra violet (UV), or short distance/microscopic interactions among the elementary particles where a high degree of symmetry exists. However the measurements are typically performed at low energies, in the infrared (IR) regime, therefore we need the theory, where those quantum fluctuations or modes are taken into account which energy is between the UV and IR energy scales. The functional renormalization group (RG) method is one of the best candidates to take into account the quantum fluctuations step by step, one by one, systematically [1–7]. The method provides us a partial differential equation for the action of the model. As an initial condition we need the UV action, and the solution of the equation gives us the IR one which can be identified with the effective potential. Generally the IR behavior of a model can differ significantly from the UV one.

Starting from the classical UV (or blocked) action one can create the generating functional of the connected correlation functions which Legendre transform gives the effective action. We assume (especially in scalar models), that the blocked and the effective action has the same functional structure. We usually perform a field expansion to the effective action which results in many interacting terms, and each of them is multiplied by a coupling. The original partial differential equation can be converted to a system of ordinary differential equations w.r.t. the couplings. These equations are called evolution or flow equations. The initial conditions are the UV values of the couplings and the results of the equations are the IR ones. The RG method typically gives highly nonlinear evolution equations, giving flows which cannot be recovered by a perturbative RG treatment.

Moreover the perturbative RG calculations are usually performed in the vicinity of the Gaussian fixed point (GFP). The GFP is the origin of the theory space which is spanned by the (dimensionless) couplings. The UV effective action is given by small values of the initial couplings, so the kinetic term dominates the UV physics. If the UV scaling of the couplings are UV attractive or IR repulsive (they go away from the fixed point if we consider the direction of the RG 'time' scale) then the perturbative RG equations of the model keeps the finiteness of the couplings. Otherwise it may happen that the GFP is a hyperbolic point which means that there are directions in the theory space which are
UV attracted by the GFP but there are certain ones which are UV repulsed. In the latter case the perturbative flow equations give that the corresponding couplings go to infinity, which seems nonphysical. However the model can be safe from divergences if besides the GFP there exists a further nontrivial fixed point in the finite region of the theory space which UV attracts the trajectories, as the GFP does usually in the perturbatively renormalizable case. It can make the physical quantities finite, due to the finiteness of the dimensionless couplings. The nontrivial fixed point is usually referred to as a non Gaussian fixed point (NGFP). This is the main idea of asymptotic safety, Shortly, it means that there exists a UV attractive NGFP in the theory space.

The paper is organized as follows. In Sect. II we give a short introduction on the functional RG method with some basic concepts and tools. Then the d-dimensional O(N) model is investigated as a classical example of the asymptotic freedom. In Sect. III we treat the asymptotic safety, as the generalization of the idea of the asymptotic freedom. It is shown in the framework of the nonlinear σ, Gross-Neveu, sine Gordon and quantum Einstein gravity models how the asymptotic safety takes place. In Sect. IV the conclusions are drawn up.

II. RENORMALIZATION

The functional renormalization group method is one of the most useful nonperturbative tools to investigate quantum field theoretic models. We define a model by its action at a high (UV) energy scale, because at UV the form of the action is generally quite simple due to the high symmetries appearing at large energies, which belongs to the short distance microscopic interactions. The UV action contains interaction terms multiplied by the UV couplings. The RG method systematically eliminates the degrees of freedom of the theory in order of decreasing energy, and provides us the value of the couplings at lower energy scales. As a result we obtain the value of IR couplings at practically zero energies. In the IR the effective potential usually has an involved structure. There the long-range interactions may induce further couplings and can induce non-localities, or global condensates.

The nonperturbative nature of the functional RG can be nicely enlightened, if one considers the tunneling, which is a highly nonperturbative phenomenon in Quantum Mechanics. In the path integral formulation of QFT the extremum of the UV action is the classical path. Thus if one treats QM then the tree level RG evolution corresponds to this classical path. It implies that the RG method should dress up the couplings in such a way which can drive the classical path to a path which corresponds to the tunneling process. Naturally it requires all the modes till the deep IR regime [8–12]. Moreover we need further terms in the gradient expansion. We note that the tunneling can be treated by a more exact manner in the framework of solving Schrödinger equation with the corresponding potential numerically. However the Schrödinger equation can be considered as an effective theory, while the path integral formulation of QFT is more fundamental [13]. The wavefunction which corresponds to the tunneling should be combined from practically plane waves since the field variables in QFT are expanded from them. If one includes higher order terms in the derivative expansion then more involved functions can appear in the field expansion. This fact requires to take into account all the modes and the wavefunction renormalization. Both can be systematically treated in the framework of the RG method.

The quantized anharmonic oscillator coupled to a heat bath provides us a system, where the “holy grail” of the phase transitions, namely the quantum-classical transition can be investigated [14–19]. The heat bath can be considered as the environment of the original quantized oscillator, which can be identified by the system. The environment can be represented by harmonic oscillators which are coupled to the system. The RG procedure integrates out the environment and leads to an effective system. It appears as if the quantum effects are dissipated by the environment driving the system to a classical regime.

The RG method can be used in a powerful manner in almost every area of modern physics. In condensed matter systems, e.g. one can investigate the Bose-Einstein condensate – BCS superconductor transition for ultracold fermionic atoms [20–22]. Furthermore the RG method can account for the essential scaling of the correlation length, which typically appears in low dimensional thin superfluid film structures. The appearing Kosterlitz-Thouless (KT) type or infinite order phase transitions [23, 24] can be described in the framework of the 2d O(2) model [25, 26], in the 2d sine-Gordon (SG) model, too [27–30], or its generalization in fermionic models [31, 32].

New ideas or improvements of the RG method are usually investigated in the d-dimensional O(N) model. The calculation of the critical exponents in the 3d O(N) model provides us a widely acceptable testing ground of the functional renormalization. One can get the exponents by field expansion of the potential [33–35], or by $\epsilon$-expansion in $4 - \epsilon$ dimensions [36–38]. The convergence of the exponents in the derivative expansion is also investigated [39–43], however preciser results can be obtained without expanding the potential [44–46]. Furthermore, the supersymmetric version of the model has also been attracted a considerable attention [47, 48]. The exponents can be determined from IR scalings, too [49]. Likewise, less computational effort can give very good results for the exponents by using the BMW approximation, where the full momentum dependence of the correlation functions is considered [50–52].

The RG treatment of 2+1 fermionic systems has a revival since the new results on graphene. The Gross-Neveu
model [53–55] give on the other hand a good testing ground to investigate a model with NGFP and asymptotic safety. The Thirring model [56, 57] serves as a good playing ground to investigate the chiral symmetry breaking, which appears in electroweak interactions. The nonperturbative treatment of the RG method is capable of describing quantum electrodynamics [58–60], non-abelian gauge theories [61–68], furthermore the confining mechanism in quantum chromodynamics even in finite temperature and chemical potential [69–72].

The nonlinear $\sigma$ model itself has a wide broad interest in many branches in quantum physics starting from phenomenological aspects of high energy physics, condensed matter systems, and strings. Furthermore it exhibits a symmetric and a broken symmetric phase, similarly to the $O(N)$ model and the quantum Einstein gravity (QEG), and the model also has a NGFP in the UV [73–77]. The other common feature with QEG is that they have nonpolynomial interactions, the couplings have the same dimension there, and both models need background field technique to construct the RG equations [75] which is widely used in gauge theories [78] and in QEG [79]. Among the low dimensional scalar models we also mention the 2d SG model [80], which is non-trivial quantum field theory with compact variables – similarly to the non-Abelian gauge theories – which is supposed to be the key to the confinement mechanism. The functional RG treatment shows that the SG model has two phases [29, 30, 81, 82] and there is an IR fixed point in the broken phase [29, 30], furthermore the model has both a UV Gaussian and a NGFP, and what is more, the latter shows singularity.

The IR limit of the RG flows is also a great challenge to reach. In scalar models the IR scaling of the symmetric phase can be easily obtained. It can be characterized by such an effective potential that has a well defined single minimum at the origin at the value of the field variable $\phi = 0$. In the phase with spontaneously broken symmetry the effective potential tends to be degenerate which means that a plateau starts to form in the potential around the origin [2, 6, 83]. It is due to the huge amount of soft (nearly zero energy) modes which can excite the ground state without energy practically [3, 84, 85]. In this region of the theory space the perturbative treatments naturally do not work. However the RG method uncovers us that there is an IR fixed point in the broken phase [29–31, 83, 86]. One can define the correlation length in the IR regime which can help us to determine the corresponding critical exponent $\nu$, moreover one can also determine the order of the phase transition of the model [49, 87, 88]. The IR fixed point explicitly shows the limitation of the theory where it can be treated by its original degrees of freedom. The bulk amount of soft modes show that new elementary excitations arises in the model at low energies and its treatment needs a new model, or at least some new interaction terms.

The other limit towards the UV gives a further challenge of the RG method. Recently the UV limit of QEG is widely investigated [79, 89–94]. The model usually has a GFP. However around the GFP the Newton constant or coupling starts to blow up in the UV limit, which makes the physical quantities infinitely large there. It implies that that the model is perturbatively nonrenormalizable [95, 96]. As a possible solution for this problem it was conjectured [97–100] and later showed in low dimensions [101, 102], that there is a further UV NGFP fixed point in the theory space which makes the Newton constant finite and the model becomes safe from divergences, which is called asymptotic safety [92, 103–106]. Sometimes QEG is also referred to as asymptotically safe quantum gravity. Interestingly the model also has an IR fixed point in its broken phase [88, 107–111] at least in the framework of the Einstein-Hilbert truncation.

A. Blocking

QFT can be formulated by using the path integral formalism [112]. The generating functional expresses the vacuum–vacuum transition amplitude and has the form

$$ Z = \int \mathcal{D}\phi e^{-S_k} = \int d\phi_0 \ldots d\phi_{k-\Delta_k}d\phi_{k-\Delta_k}d\phi_{k+\Delta_k} \ldots d\phi_{\infty} e^{-S_k} $$

(1)

where $S_k$ is the (blocked) action at the momentum scale $k$. The extremum of the action gives the classical path. The path integral is performed for all the possible field configurations between the given initial and final states. In order to handle them we order the field configurations according to e.g. by their momentum [113] or even by their amplitude in the internal space [114]. The procedure leads to the Wetterich equation [1] for the effective average action [115].

We can assign a certain $k$ to each field configuration, usually we enumerate them by their decreasing value. We note that the momentum $k$ is basically a bookkeeping device for the modes, and it has no direct connection to any value of energy or momentum of the modes. The RG method provides us a systematic treatment to take into account the quantum fluctuation systematically. The modes are integrated out one by one in with decreasing value of $k$. After the elimination of some modes, the action changes to $S_{k-\Delta_k}$, which is given at the lower scale $k - \Delta_k$. If one eliminates the modes in the vicinity of the UV scale, then we recover the perturbative RG treatment.

The highest scale $k$ is the UV cutoff, which is denoted by $k_A$. The blocked action is built up on e.g. symmetry considerations or analogies to other field theoretic models. Usually the action contains a kinetic and a potential terms, the latter contains interacting terms that are multiplied by couplings, and they carry the scale dependence in
the action. The couplings usually have physical meaning, they can be related to e.g. particle masses or interaction couplings. The initial value of the couplings should be given at a high energy UV scale describing short-range interactions. If one integrates out the modes between the scales \( k \) and \( k - \Delta k \) then the value of the coupling changes. It is illustrated in Fig. 1, where the coupling is denoted by \( g_k \).
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**Fig. 1:** The change of the coupling \( g \) is presented as the scale changes from \( k + \Delta k \rightarrow k \rightarrow k - \Delta k \). The limit \( k \rightarrow \infty \) \((k \rightarrow 0)\) corresponds to the UV (IR) limits, respectively.

The figure illustrates how the value of the coupling changes as the scale \( k \) decreases. The scale \( k \) starts at \( k_\Lambda \) and tends to zero. One has to integrate out infinitely many degrees of freedom, where the modes are enumerated by the continuous index \( k \). The coupling becomes a scale dependent function, the RG evolution eventually gives how the value of the coupling changes till we reach the scale \( k = 0 \), and then we obtain the effective potential which contains the coupling \( g_0 \). From this point of view the functional RG method can be considered as a tool to perform the path integral in the generating functional.

The RG method gives a partial differential equation for the action, however if one takes a functional ansatz for its functional form, e.g.

\[
S_k[\phi, g_i] = \sum_i g_i(k) F_i(\phi),
\]

then one can deduce a system of differential equations for the couplings. Here \( k \) denotes the scale, \( g_i(= g_i(k)) \) are the dimensionful couplings, and \( \phi \) is the field variable. The functionals \( F \) are typically Taylor expanded according to its field variable but there are situations where a Fourier expansion is required if the model is periodic in the field variable and one would like keep the periodic symmetry.

**B. The Wetterich equation**

The RG evolution equation for the blocked action is derived by Wilson [116] and Polchinski [117]. Wilson’s idea considers the quantum fluctuation by decreasing order in the scale \( k \), which can correspond to the summation of the loop expansion. There the short distance interactions are integrated out in order to get an effective long distance theory. Polchinski’s RG method seems to sum up the perturbative expansion systematically [3].

The Wetterich equation is a functional integro-differential equation for the effective action [1, 2]. We start its derivation from the generating functional

\[
Z = e^{W_k[J]} = \int \mathcal{D}[\phi] e^{-\left( S_k + R_k[\phi] \right) - J \cdot \phi},
\]

in Euclidean spacetime, where \( J \) denotes the source of the field variable. We use the notation \( f \cdot g = \int_{-\infty}^{\infty} d^4x f(x) g(x) \). The integral gives the average of fields over a volume \( k^{-1} \). One integrates out the modes with the scale larger than \( k \). There is an additional term besides the action, which is called the IR regulator, and it has the form

\[
R_k[\phi] = \frac{1}{2} \phi \cdot R_k \cdot \phi,
\]

which acts as an IR cutoff. Here the dots also denote momentum integrals. The IR regulator guarantees that the modes with its scale larger than \( k \) are taken into account in an unaltered way while the modes with scale smaller than \( k \) are suppressed. It should satisfy the conditions
1. \( \lim_{p^2/k^2 \to 0} R_k > 0 \), i.e. it serves as an IR regulator, since it removes the IR divergences,

2. \( \lim_{k^2/p^2 \to 0} R_k \to 0 \), which expresses that if the regulator is removed, then we get back \( Z \) when \( k \to 0 \), so we obtain back the original model in this limit,

3. \( \lim_{k^2 \to \infty} R_k \to \infty \), which ensures that the microscopic action can be recovered in the limit \( S = \lim_{k \to k_\Lambda} \Gamma_k \). It also serves as a UV regulator.

We have many possibilities to choose a functional from to the IR regulator [4, 35, 118–121]. Some typical regulators which are used frequently in the literature are

\[
R_k = \alpha p^2 \frac{e^{-b(p^2/k^2)c}}{1 - e^{-b(p^2/k^2)c}} \quad (\text{exponential}),
\]

\[
R_k = p^2 \left( \frac{k^2}{p^2} \right)^b \quad (\text{power law}),
\]

\[
R_k = (k^2 - p^2) \theta(k^2 - p^2) \quad (\text{optimized or Litim’s}).
\]

The effective potential should not depend on the IR regulator. However RG equations cannot be solved without approximations. The introduction of some truncations in the functional ansatz for the action induces some regulator dependence, therefore one has to check how the obtained flows depend on them. Differentiating both sides of Eq. (3) by \( k \) one obtains

\[
\partial_k W_k[J] = e^{-W_k[J]} \int \mathcal{D}\phi \partial_k R_k e^{-(S_k + R_k[\phi] - J \cdot \phi)}
\]

\[
= -e^{-W_k[J]} \partial_k R_k \left[ \frac{\delta}{\delta J} \right] e^{W_k[J]}.
\]

The effective action \( \Gamma_k[\phi] \) is the Legendre transform of \( W_k[J] \) according to

\[
\Gamma_k[\phi] = \sup_J (-W_k[J] + J \cdot \phi),
\]

with the field variable

\[
\phi = \frac{\delta W[J]}{\delta J}.
\]

The derivative of the effective action \( \Gamma_k[\phi] \) w.r.t the scale \( k \) is

\[
\partial_k \Gamma_k[\phi] = -\partial_k W_k[J] - \frac{\delta W[J]}{\delta J} \partial_k J + \partial_k J \phi = -\partial_k W_k[J].
\]

We rewrite the effective action according to \( \Gamma_k[\phi] + R_k[\phi] \to \Gamma_k \), introduce the ’RG time’ \( t = \log \frac{k}{k_0} \) and then we obtain the Wetterich equation

\[
\dot{\Gamma}_k = \frac{1}{2} \text{Tr} \frac{\dot{R}_k}{R_k + \Gamma_k'},
\]

where the notations ‘\(=\partial/\partial \phi\) and ‘\(\dot{}=\partial/\partial t\) are used and the trace \( \text{Tr} \) stands for the integration over all momenta and the summation over the internal indices. The functional form of the effective action is assumed to be similar to the microscopic action

\[
\Gamma_k \sim \sum_i g_i(k) F_i(\phi).
\]

Typically the effective action for scalar fields is approximated by the operator expansion according to

\[
\Gamma_k = \int d^d x \left[ \frac{1}{2} Z_k(\phi_x)(\partial_\mu \phi_x)^2 + V_k(\phi_x) \right],
\]

(14)
where we the effective action is constructed by operator terms with increasing mass dimension. Taking into account the derivative operators we get the gradient expansion, where the leading order term gives the local potential approximation (LPA). In Eq. (14) the operator $Z_k \equiv Z_k(\phi_x) = Z_k(\phi, p)$ is the wavefunction renormalization, which gives the next to leading order contribution to the gradient expansion after the LPA. When we use the latter approximation the wavefunction renormalization does not evolve, implying that $Z_k = 1$. Further terms in the derivative expansion can be

$$\Gamma_k = \int d^d x \left[ V_k(\phi_x) + \frac{1}{2} Z_k(\phi_x)(\partial_\mu \phi_x)^2 + H_1(\phi_x)(\partial_\mu \phi_x)^4 + H_2(\phi_x)(\Box \phi_x)^2 + \ldots \right].$$

(15)

If one inserts the form of the effective action in Eq. (14) into Eq. (12), then one obtains the following evolution equation for the potential

$$\dot{V}_k = \frac{1}{2} \int_p \frac{\dot{R}_k}{Z_k p^2 + \dot{R}_k + V'_k},$$

(16)

with the $d$-dimensional momentum integral. Assuming that the wavefunction renormalization is momentum independent, i.e. $Z_k(\phi, p) = Z_k(\phi) \equiv Z_k$, then one obtains the evolution equation

$$\dot{Z}_k = \frac{1}{2} \int_p \dot{R}_k \left[ \frac{Z''_k}{p^2 Z_k + \dot{R}_k + V'_k} + \frac{4}{3} Z''_k p^2 + 2 Z''_k (Z'_k p^2 + V''_k) \right] + \frac{3}{4} \frac{g^2 p^2 (Z'_k p^2 + V''_k)^2 (Z_k + \partial_\mu \partial_\nu R_k)^2}{(p^2 Z_k + \dot{R}_k + V'_k)^3}$$

$$- 2 \frac{(Z'_k p^2 + V''_k)^2 (Z_k + \partial_\mu \partial_\nu R_k)}{(p^2 Z_k + \dot{R}_k + V'_k)^2}$$

(17)

for the wavefunction renormalization.

If one Taylor expands the potential $V_k$ by its field variable, then one arrives at the potential for $d$-dimensional one component scalar $\phi^4$ model of the form

$$V_k = \sum_{n=1}^{N} \frac{g^{2n}}{(2n)!} \phi^{2n}.$$ （18）

After inserting it into Eq. (16) then one obtains a system of ordinary differential equations for the evolution of the couplings. By using Litim’s regulator in Eq. (7) the momentum integral in Eq. (16) can be analytically performed in any dimensions. It is

$$\dot{V}_k = 2 \nu_d k^d \frac{2}{d} k^2 + \dot{V}'_k,$$

(19)

where

$$\nu_d = \frac{1}{2^{d+1} \pi^{d/2} \Gamma(d/2)}.$$ （20）

with $\Gamma(d)$ the Gamma function. The form of the evolution equations for the dimensionful couplings is

$$\dot{g}_k = \beta_i(g_j, k),$$

(21)

with the $\beta$ functions. In case of the $\phi^4$ model their general forms are

$$\beta_i(g_j, k) = \partial_\phi \left( \frac{1}{2} \int_p \frac{\dot{R}_k}{p^2 + \dot{R}_k + V'_k} \right) \frac{g^2}{(2n)!} \phi^{2n} \bigg|_{\phi=0},$$

(22)

in LPA, which becomes

$$\beta_i(g_j, k) = \partial_\phi \left( 2 \nu_d k^d \frac{2}{d} \frac{k^2}{k^2 + \dot{V}'} \right) \frac{g^2}{(2n)!} \phi^{2n} \bigg|_{\phi=0},$$

(23)

if one uses Litim’s regulator.
C. Evolution equations

One can reformulate the evolution equations in Eq. (21) and the $\beta$ functions into dimensionless expressions according to

$$\dot{\tilde{g}}_i = -d_i \tilde{g}_i + \alpha_i(\tilde{g}_j) \equiv \tilde{\beta}_i(\tilde{g}_j),$$

(24)

where $\alpha_i(\tilde{g}_j) = \beta_i(g_jk^{-d_j}, 1)$. The dimensionless couplings can be related to the dimensionful ones as $\tilde{g}_i = k^{-d_i}g_i$ with $d$ the canonical (mass) dimension.

The evolution equations are usually highly nonlinear system of ordinary differential equations, which have no analytic solutions in general. If the theory space which is spanned by the dimensionless couplings is of high dimension, then it is extremely difficult map out the whole phase structure numerically. Therefore it can be useful to find such a tool which enables us not to avoid the most important parts of the theory space, i.e. where the evolution slows down or even stops. The points where the latter situation takes place are called fixed points. The fixed point of the evolution equations is defined as the zeros or stationary points of the evolution equations, i.e. which satisfies

$$\dot{\tilde{g}}_i = 0.$$  \hspace{1cm} (25)

The couplings which are the solutions of the system of algebraic equations in Eq. (25) are denoted by $\tilde{g}_i^*$. Naturally the fixed points can be usually found only numerically. In the vicinity of the fixed points, due to the slowing down of the RG evolution, the flow equations can be linearized. We note that the linearized flow equations can differ around different fixed points. If we introduce $y_i = \tilde{g}_i - \tilde{g}_i^*$ we obtain the linearized evolution equations

$$\ddot{y}_i = M_{ij}y_j, \hspace{1cm} (26)$$

with the matrix

$$M_{ij} = \frac{\partial \tilde{\beta}_i}{\partial \tilde{g}_j}, \hspace{1cm} (27)$$

that can be constructed by taking the derivative of the $\beta$ functions w.r.t. the dimensionless couplings. The eigenvalues of the matrix $M$ are denoted by $s_n$. One can diagonalize $M$, with the help of a linear transformation represented by the matrix $S$ which satisfies the relation $S^{-1}M_{kl}S_{ln} = \delta_{ln}s_n$. We introduce $z_i = S^{-1}y_k$ in order to decouple the linearized flow equations according to

$$\dot{z}_i = s_i z_i. \hspace{1cm} (28)$$

Its solution reads as

$$z_i = z_i(k_A)e^{s_i t} = z_i(0) \left( \frac{k}{k_A} \right)^{s_i}, \hspace{1cm} (29)$$

where $k_A$ is some reference scale, depending on the fixed point under investigation it can be e.g. the UV cutoff. The real part of the eigenvalue determines whether the trajectory is attracted or repelled by the corresponding fixed point.

D. Classification of fixed points

Let us assume that we have two dimensionless couplings, thus the theory space is 2-dimensional. It is quite straightforward to generalize the classification for higher dimensional theory spaces, although the structure is a bit more complicated. It is clear that the signs of the eigenvalues determine whether we approach or go away from the fixed point where the linearization is performed. In this simple example case the eigenvalues are the solutions of a second order algebraic equation, therefore in general they are complex numbers. The imaginary part of the eigenvalues cannot alter the distance from the fixed point, altogether they make some oscillations around it. Thus the real parts of the eigenvalues determine the types of the scalings of the couplings.

Let us denote the eigenvalues by $s_1$ and $s_2$, and consider the UV limits, i.e. $k \to \infty$. According to the solution in Eq. (29) we have six possibilities.

1. The eigenvalues are real, $s_1, s_2 \in \mathbb{R}$ and they are negative, $s_1, s_2 < 0$. Then the trajectory approaches the fixed point, and is called an UV attractive fixed point.
2. $s_1, s_2 \in \mathbb{R}$ and $s_1, s_2 > 0$. Then the trajectory goes away from the fixed point, and it is called a UV repulsive fixed point.

3. $s_1, s_2 \in \mathbb{R}$ and with opposite signs. Then there is a direction which flows into the fixed point, and there is another one where the flow is repelled by the fixed point. The fixed point is called a hyperbolic point or a saddle point.

4. The eigenvalues are complex $s_1, s_2 \in \mathbb{C}$. They are necessarily constitute complex conjugate pairs. Here the signs of the real parts of the eigenvalues determine how the trajectories behave. If $\Re s_1, \Re s_2 < 0$, then the fixed point attracts the trajectories. The imaginary parts of the eigenvalues give some oscillation for the trajectory. The fixed point is called a UV attractive focal point.

5. $s_1, s_2 \in \mathbb{C}$ and $\Re s_1, \Re s_2 > 0$. Then the trajectory is repelled by the fixed point, and it is called a UV repulsive focal point.

6. $s_1, s_2 \in \mathbb{C}$ and the real part is zero. Then, due to the oscillation the trajectory circulates around the fixed point along a closed trajectory. It is called an elliptic point, which is a specific form of a limit cycle.

Here we assumed that the eigenvalues are nonzero. If there are zero eigenvalues, then one should calculate those terms beyond the linearized approximation in the $\beta$ functions in Eq. (24), which can give nontrivial contribution. We also note that the classification according to the IR limit $k \to 0$ using Eq. (29) gives opposite trends for the trajectories.

E. Truncation and fixed points

From Eq. (19) it is easy to show that dimensionless potential $\tilde{V}_k$ satisfies

$$\ddot{\tilde{V}}_k = -d\tilde{V}_k + \frac{d-2}{2} \tilde{\phi} \partial_x \tilde{V}_k + v_d \frac{2}{d} \frac{1}{1 + V''}. \quad (30)$$

The fixed point equation is

$$\dot{\tilde{V}}^* = 0, \quad (31)$$

which provides the fixed point potential. Naturally $\tilde{V}^*$ is scale independent. At a certain value $\tilde{\phi}_{\text{max}}$ the potential becomes singular. If $\tilde{\phi}_{\text{max}} \to \infty$ then the corresponding potential belongs to a fixed point potential [39, 122, 123]. We can solve the equation with the initial conditions $\dot{\tilde{V}}[0] = 0$ and $\tilde{V}[0]$ which is parameterized as

$$\tilde{V}[0] \equiv a(x) = -\frac{2v_d}{d^2} \frac{1}{1 + x}. \quad (32)$$

We solved the differential equation for $x \in [-1, 1]$ and obtained that there is a finite value of the field variable $\tilde{\phi}_{\text{max}}$ that satisfies $\tilde{V}[\tilde{\phi}_{\text{max}}] \to \infty$. These initial conditions correspond to fixed points. This is demonstrated in Fig. 2, where the fixed points appear as the peaks of the function. It shows that there is a fixed point at $\tilde{V}[0] = 0$ which can be identified by the trivial Gaussian fixed point. At $\tilde{V}[0] \approx -0.184$ there is another one which can be later referred to as the Wilson-Fisher fixed point. Note that a third peak builds up as we take the limit $\tilde{V}[0] \to -1$. Although the limit makes the RG equation in Eq. (30) singular one may suspect that a third fixed point exists, that must be an IR one. After identifying the fixed points the form of the corresponding potentials can be determined. The great advantage of this procedure that we can find the fixed point potential without making any assumption about the form of it. Naturally the existence of the fixed points should be checked by choosing other IR regulators. It is also a relevant question how the contribution from the higher order terms in the derivative expansion can affect the fixed points. One should keep in mind that the most precise determination of the fixed points and the corresponding exponents are based on this method.

It is more convenient to study the fixed points of the models by expanding the potential according to its field variable. Then a set of algebraic equations should be solved in order to find the fixed points and the corresponding exponents, which is mathematically much simpler to handle than to solve the differential equation in Eq. (31). If the degree of the expansion is $m$ then one expects that by increasing $m$ the exponents should converge [124]. The truncations provide moderate results for the exponents, e.g. the $m$ dependence can give oscillating results [34], and their values may differ significantly from the exact ones. Furthermore it may happen that spurious fixed points appear
due to the truncation that is used [125]. There are situations where the truncation with even $m$ finds the Wilson-Fisher fixed point, but the odd $m$ finds only the Gaussian one. In these cases the solution of Eq. (31) is needed.

Nevertheless in this article we use the truncation of the potential, furthermore we choose low numbers of couplings. The reason is twofold. On one hand our goal is to give some introductory remarks from the renormalization group technique and less calculations makes the method more transparent. On the other hand the existence of the fixed points that we find is well established in most cases in the literature. However we emphasize that reliable results requires the solution of the fixed point potential equation in Eq. (31).

F. The Gaussian fixed point

The GFP corresponds to the origin of the theory space, i.e. $\tilde{g}_i^* = 0$. It describes a free theory for massless particles. Let us see the linearization of the flow equations in the vicinity of the GFP. If one Taylor expands the $\beta$ functions around the origin of the theory space then one obtains that

$$\tilde{\beta}_i = -d_i \tilde{g}_i + a_{ij} \tilde{g}_j + a_{ijk} \tilde{g}_j \tilde{g}_k \ldots$$

The matrix $M$ defined in Eq. (27) is

$$M_{ij} = -d_{ij} + a_{ij},$$

but one can prove that $a_{ij} = 0$, when $i < j$, therefore the eigenvalues are simply equal to the negative of the canonical dimensions, i.e.

$$s_i = -d_i.$$ 

It implies that all the eigenvalues are real in the GFP. The sign of the eigenvalue determines how the coupling behaves as we approach or go away from the GFP. If $s_i > 0$ which means that the canonical dimension is negative $d_i < 0$ then the transformed coupling $z_i \rightarrow \infty$ when the scale $k \rightarrow \infty$ or the RG time $t \rightarrow \infty$, implying that $\tilde{g}_i \rightarrow \infty$ so the trajectory is repelled by the GFP. We illustrate it in Fig. 3. If the scale $k$ is lowered then the coupling tends to zero, and it becomes less and less important as $k \rightarrow 0$, therefore we call the coupling $\tilde{g}_i$ as an irrelevant one. It implies that the irrelevancy is defined according to the IR scaling behavior, and it represents how the flow changes if the trajectory goes away from the fixed point. Otherwise this definition is meaningful only for the GFP, since it assumes real eigenvalues. Its generalization is however quite straightforward by considering the real parts of the eigenvalues. One cannot conclude from a UV behavior to the IR one, since the trajectory can approach many other fixed points which can totally overwrite its scaling behavior there.

The other possibility is when the eigenvalue of $M$ in Eq. (27) is negative, i.e. $s_i < 0$ giving positive canonical dimension $d_i > 0$. Then $z_i \rightarrow 0$ i.e. $\tilde{g}_i \rightarrow \tilde{g}_i^*$ when $k$ or $t \rightarrow \infty$. In this situation the trajectory is attracted by the GFP, see Fig. 3. The coupling $\tilde{g}_i$ is said to be relevant, since it becomes more and more important as the trajectory
FIG. 3: The irrelevant and relevant scalings of the couplings are shown. In the irrelevant case the value of the coupling tends to $\infty$ with a power law behavior as $k \to \infty$, and the scaling remains unchanged then, since the linearization gives better and better approximation. The value of the couplings decreases when the trajectory goes away from the UV regime. Its power law behavior is limited to the attractive region of the fixed point, far from its scaling regime it can deviate from the power law one. In this example it appears at $k \approx 0.1$. Then a new linear section can appear due to a possible other fixed point in the theory space. Naturally the new fixed point can turn the irrelevant scaling even into a relevant one. In the other figure the relevant scaling is shown. There the $\tilde{g} \to 0$ as $k \to \infty$, while it grows up in the opposite direction of the scale.

...
\(N = 2\) He\(\phi^2\) superfluid phase transition,
\(N = 3\) Heisenberg ferromagnets,
\(N = 4\) chiral phase transition for two quark flavors.

The 3d \(O(1)\) or 3d \(\phi^4\) model is a widely investigated model, and it possesses a nontrivial fixed point. We use the power law regulator in Eq. (6) for \(b = 1\) since the momentum integral in Eq. (16) can be analytically performed in \(d = 3\), similarly to Litim’s one in Eq. (19). After the loop integration the dimensionful potential becomes
\[
\hat{V} = -\frac{k^2}{4\pi} \sqrt{k^2 + V'},
\]
up to a field independent divergent term, which can be omitted. If the functional form of the potential in Eq. (18) is inserted into the evolution equation, then one can obtain the \(\beta\) functions for the couplings. Their dimensionless forms are
\[
\hat{\beta}_2 = -2\tilde{g}_2 - \frac{\tilde{g}_4}{8\pi(1 + \tilde{g}_2)^{1/2}},
\hat{\beta}_4 = -\tilde{g}_4 + \frac{3\tilde{g}_2^2}{16\pi(1 + \tilde{g}_2)^{3/2}},
\]
where we neglected the evolution of further couplings which are generated by the RG procedure. In the symmetric phase their effects are really negligible, but they play crucial role in the evolution within the broken phase. Other regulators would give qualitatively similar equations but e.g. with different multiplication factors, or different exponents in the denominator in the second term on the r.h.s.. Here we do not derive the perturbative RG equations, instead we expand the \(\beta\) functions in Eq. (39) by the coupling \(\tilde{g}_4\). The zeroth order approximation gives the flows driven by the canonical dimensions. They are
\[
\tilde{g}_i = \tilde{g}_i(k_A)e^{-d_i t},
\]
with \(g_i(k_A)\) the initial value and
\[
d_i = d + i\left(1 - \frac{d}{2}\right),
\]
the canonical dimension of the coupling. This approximation of the flow equations has a GFP. The matrix \(M\) in Eq. (27) is
\[
M = \begin{pmatrix}
\partial_{\tilde{g}_2}\beta_2 & \partial_{\tilde{g}_4}\beta_2 \\
\partial_{\tilde{g}_2}\beta_4 & \partial_{\tilde{g}_4}\beta_4
\end{pmatrix} = \begin{pmatrix}
-2 & 0 \\
0 & -1
\end{pmatrix},
\]
with the eigenvalues \(s_1 = -2\) and \(s_2 = -1\). Thus the GFP is a UV attractive point, and both couplings are relevant. The eigenvalues and the type of the GFP do not change if one considers further terms in the approximation. Taking into account the next term in the expansion of the flow equations in Eq. (39) one gets
\[
\dot{\tilde{g}}_2 = -2\tilde{g}_2 - \frac{\tilde{g}_4}{8\pi} + \mathcal{O}(\tilde{g}_4^2),
\dot{\tilde{g}}_4 = -\tilde{g}_4 + \frac{3\tilde{g}_2^2}{16\pi} + \mathcal{O}(\tilde{g}_4^3).
\]
The structure of the theory space is plotted in Fig. 4. The model has two fixed points. They can be found by solving the system of algebraic equations \(\dot{\tilde{g}}_2 = 0\) and \(\dot{\tilde{g}}_4 = 0\). The first is the GFP, \(\tilde{g}_2^* = \tilde{g}_4^* = 0\), with the eigenvalues \(s_1 = -2\) and \(s_2 = -1\) found at the tree level previously. Furthermore, there is a nontrivial fixed point at \(\tilde{g}_2^* = -1/3\) and \(\tilde{g}_4^* = 16\pi/3\). The matrix \(M\) now has the form
\[
M = \begin{pmatrix}
-2 & -\frac{1}{3} \\
0 & -1 + \frac{3\tilde{g}_4^*}{8\pi}
\end{pmatrix} = \begin{pmatrix}
-2 & -\frac{1}{16}\pi \\
0 & 1
\end{pmatrix}
\]
Its eigenvalues are \(s_1 = -2\) and \(s_2 = 1\), so the fixed point is a saddle point or a hyperbolic point. It is called Wilson-Fisher (WF) fixed point. It appears in \(\phi^4\) models with dimension \(2 < d < 4\). When \(d \rightarrow 4\) then the WF fixed
point tends to the origin and in $d = 4$ it melts into the GFP. Since the critical exponent $\nu$ of the correlation length $\xi$ is identified as the negative reciprocal of the single negative eigenvalue of the matrix $M$ coming from the linearization of the evolution equations, then it gives $\nu = -1/s_1 = 1/2$. The approximation of the model with two couplings makes the problem a mean field type one.

The 3d $\phi^4$ model has two phases. The trajectories tending right from the WF fixed point in Fig. 4 correspond to the symmetric phase. The trajectories tending left belong to the broken phase. There the $Z_2$ symmetry ($\phi \leftrightarrow -\phi$) is broken.

Further terms in the expansion in $g_4$ do not give further fixed points, but only changes qualitatively the position of the WF fixed point. If one considers the exact RG flow equations in the two couplings in Eq. (39) we have the GFP at the origin and the WF fixed point at $g_2^* = -1/4$ and $g_4^* = 2\sqrt{3}\pi$. The matrix $M$ is

$$
\begin{pmatrix}
-2 + \frac{g_4}{16\pi(1+g_2)^{1/2}} & \frac{1}{8\pi(1+g_2)^{1/2}} \\
-\frac{g_2}{32\pi(1+g_2)^{1/2}} & -1 + \frac{3g_4}{8\pi(1+g_2)^{1/2}}
\end{pmatrix}
\begin{pmatrix}
g_2^* \\
g_4^*
\end{pmatrix}
= \begin{pmatrix}
-\frac{5}{3} & -\frac{1}{4\sqrt{3}\pi} \\
-4\sqrt{3}\pi & 1
\end{pmatrix}.
$$

Its eigenvalues are $s_1 = -2$ and $s_2 = 4/3$. The WF fixed point remains a saddle point. The higher order terms in approximations (e.g. consideration of further couplings, inclusion wavefunction renormalization or even higher order terms in the derivative expansion) cannot change the type of the fixed point only the position is shifted further. We should emphasize that although the qualitative picture of the phase structure can be nicely understood within this approximation, but the parameterization in Eq. (18) is not suitable to study the WF fixed point. There one should use either an expansion around the nontrivial minimum of the potential or no expansion. We illustrate the phase structure in Fig. 5. Interestingly the trajectories tend to a single point in the broken phase. In might assume that there can be a further fixed point in the IR limit. That seems strange according to the $\beta$ functions in Eq. (39), since we can find all the fixed point solutions analytically. The only possibility is that the ratios in Eq. (39) can tend to zero in the way that both the numerator and the denominator vanish. If they are of the form of 0/0, then it implies that the values of the couplings are $g_2^* = -1$ and $g_4^* = 0$. It corresponds to an effective potential of the form $V_0 = -\phi^2/2$. Clearly this fixed point cannot be reached by any expansions around the GFP since this point is a singular point of the evolution equations.

The effective potential of the symmetric phase can be handled quite easily numerically in contrast to the one in the broken phase, where one can face a very difficult numerical and theoretic problem [2]. The reason is that there is a condensate in the broken phase [82, 85, 126–129]. It can be considered as a macroscopic object constituting of a huge amount of soft modes. Its measure gives a dynamically appearing momentum scale in the model, which implies that there cannot be such modes which momentum is that is larger than the one characterizing the condensate [85, 115, 130]. The evolution stops when one reaches the scale of the condensate, which manifests in the form that the flows arrive at the singularity. Is there really a singularity there, or is it only a numerical artifact? It is known that the Wetterich equation in Eq. (12) should not drive the flows into singularity. However the approximation due to the strong truncation of the functional ansatz for the effective action, or in the derivative expansion may induce a singular behavior suggesting that the singularity is a numerical artifact. Therefore it is argued that the singularity can be avoided by a proper choice of the IR regulator, and the flow can reach arbitrarily small scales. However it was shown}

![FIG. 4: The phase structure of the 3d $\phi^4$ model treated perturbatively. The model has a GFP and a WF fixed point. The thick line represents the separatrix. The trajectories start from the vicinity of the GFP.](image)
FIG. 5: The phase structure of the 3d $\phi^4$ model calculated from the flow equations in Eq. (39). The model has a GFP, a WF and an IR fixed point. The latter one corresponds to a crossover fixed point between the UV and the IR ones. The thick line represents the separatrix. The trajectories start from the vicinity of the GFP.

for a huge set of scalar models [30, 49, 87, 88] that such a singularity possesses a specific scaling behavior induced by the IR fixed point, therefore it may have a significant physical importance. The singularity in the RG evolution is always reached, but the RG equations do not loose their validity, they simply stop at a finite scale [45, 131]. This finite scale also appears when it seems that the evolution avoids the singularity with special regulators. In those cases, after an abrupt change in the scaling of the couplings, a marginal scaling appears towards the deep IR regime without any universality. Therefore the dynamically appearing finite momentum scale seems to be the only universal behavior in the IR.

The dynamical scale is induced by an IR fixed point in the broken phase. One can determine numerically the critical exponents in its vicinity. The IR fixed point can be uncovered analytically from the $\beta$ function in Eq. (39) by reparameterization of the couplings according to $\omega = 1 + \tilde{g}_2$, $\chi = \tilde{g}_4/\omega$ and $\partial_\tau = \omega \partial_t$. We obtain that

$$\partial_\tau \omega = 2\omega(1 - \omega) - \frac{\chi\omega}{8\pi},$$
$$\partial_\tau \chi = -\chi + \frac{\chi^2}{4\pi}. \tag{46}$$

The reparameterized flow equations give the Gaussian ($\omega^*_G = 1$, $\chi^*_G = 0$), and the WF ($\omega^*_W = 3/4$, $\chi^*_W = 4\pi$) fixed points, however another one appears at $\omega^*_IR = 0$ and $\chi^*_IR = 4\pi$. The latter can be identified with the IR fixed point where the trajectories of the broken phase meet. The corresponding eigenvalues are $s_1 = 1$ and $s_2 = 3/2$ expressing the UV repulsive (IR attractive) nature of the IR fixed point.

The determination of the critical exponents in the vicinity of the IR fixed point is demonstrated in the framework of the d-dimensional $O(N)$ model. The potential has the form

$$\tilde{V} = \sum_{n=2}^{N_\lambda} \frac{\lambda_n}{n!}(\rho - \kappa)^n, \tag{47}$$

with $N_\lambda$ the degree of the Taylor expansion and the dimensionless couplings $\kappa$ and $\lambda_n$ for $n \geq 2$. For shorthand we use $\lambda_2 = \lambda$. The further dimensionless quantities are denoted by $\sim$. The introduction of the coupling $\kappa$ serves a better convergence in the broken symmetric phase. The evolution equation for the potential reads as

$$k\partial_k \tilde{V} = -d\tilde{V} + (d - 2 + \eta)\tilde{\rho}\tilde{V}' + \frac{4\nu_d}{d} \left(1 - \frac{\eta}{d+2}\right) \left(\frac{1}{1 + \tilde{V}'} + \frac{N - 1}{1 + \tilde{V}'}\right), \tag{48}$$

by using Litim’s regulator, with the notation $' = \delta/\delta \rho$. In Eq. (48) we introduced the anomalous dimension $\eta$ which is defined via the wavefunction renormalization according to $\eta = -d\log Z/d\log k$ and can be calculated by means of the couplings as

$$\eta = \frac{16\nu_d}{d} \frac{\kappa\lambda^2}{1 + 2\kappa\lambda}. \tag{49}$$
FIG. 6: The theory space of the 3d $O(N)$ model is shown. The flows belonging to the symmetric (broken symmetric) phase tend to right (left), respectively. The trajectories start from the vicinity of the GFP. Again, the Wilson-Fisher fixed point plays the role of the crossover fixed point between the UV (which is now the Gaussian) and the IR ones.

The inclusion of $\eta$ in the RG equation mimics the evolution of the wavefunction renormalization. We note that a more precise treatment can be obtained if one Taylor expand the evolution equation for $Z$ in Eq. (17). Again, we start with the 3d $O(1)$ model. It is instructive to retreat the phase structure, since the IR fixed point moves to infinity. Now its flow equations are

$$
\dot{\kappa} = -\kappa + \frac{1}{2\pi^2(1 + 2\kappa\lambda)^2},
$$

$$
\dot{\lambda} = -\lambda + \frac{3\lambda^2}{\pi^2(1 + 2\kappa\lambda)^3};
$$

for the first two couplings if we set $\eta = 0$ and $\lambda_n = 0$ for $n > 2$. The $O(N)$ model in $d = 3$ has two phases. The typical phase structure is depicted in Fig. 6 for the couplings in Eq. (50). From the flow equations in Eq. (50) one can find two fixed points in the model. The Gaussian fixed point can be found at $\kappa^*_G = 1/2\pi^2$ and $\lambda^*_G = 0$, although it is not situated in the origin due to the redefinition of the field variable. The linearization of the flow equations around the GFP gives a matrix with negative eigenvalues ($s^*_G_1 = -1$ and $s^*_G_2 = -1$), i.e. the fixed point is repulsive or UV attractive. The WF fixed point can be found at the values of the couplings $\kappa^*_WF = 2/9\pi^2$ and $\lambda^*_WF = 9\pi^2/8$, with eigenvalues $s^*_WF_1 = 1/3$ and $s^*_WF_2 = 2$, so it is a hyperbolic point.

We usually identify the critical exponent $\nu$ of the correlation length $\xi$ in the vicinity of the WF fixed point by taking the negative reciprocal of the single negative eigenvalue, which gives $\eta_{WF} = 1/2$ in this case. Let us notice that the flows tend to a single curve beyond the WF fixed point in the broken phase into the IR fixed point at $\kappa^*_IR \to -\infty$ and $\lambda^*_IR = 0$. Again, with the help of a rescaling of the couplings the attractive IR fixed point can be uncovered and one finds the following pair of evolution equations

$$
\partial_\tau \omega = 2\omega(1 - \omega) - \frac{\ell\omega}{\pi^2}(3 - 4\omega),
$$

$$
\partial_\tau \ell = \ell(5\omega - 6) + \frac{9\ell^2}{\pi^2}(1 - \omega),
$$

where $\omega = 1 + 2\kappa\lambda$, $\ell = \lambda/\omega^3$ and $\partial_\tau = k\partial_k/\omega$. The static equations now have the Gaussian ($\ell^*_G = 0$, $\omega^*_G = 1$), the WF ($\ell^*_WF = \pi^2/3$, $\omega^*_WF = 3/2$) and the IR ($\ell^*_IR = 2\pi^2/3$, $\omega^*_IR = 0$) fixed point solutions. Naturally the Gaussian and the WF ones has the same behavior as was obtained from direct calculations. However the new IR fixed point indeed corresponds to the values $\kappa^*_IR \to -\infty$ and $\lambda^*_IR = 0$, and the linearization in its vicinity gives the eigenvalues $s^*_IR_1 = 6$ and $s^*_IR_2 = 0$, a positive and a zero one, showing that the fixed point is IR attractive, in accordance with the flows in Fig. 6.

If we let many couplings and $\eta$ evolve, then the theory space does not change significantly, but the IR fixed point can be observed more easily. In order to demonstrate it we plotted the flow of the anomalous dimension in Fig. 7. We also plotted $\eta$ as the function of the shifted scale $k - k^*$ in the right figure of Fig. 7. In the UV region the Gaussian fixed point drives the evolution of the anomalous dimension. In this regime it grows according to the power law
FIG. 7: The evolution of the anomalous dimension $\eta$ is presented. In the left figure the flow of $\eta$ shows a strong singularity as the function of the scale $k$, while this singularity becomes a power law like convergence as the function of the shifted scale $k - k_c$ in the right one.

![Graph showing the evolution of the anomalous dimension $\eta$ as a function of $k$ and $k - k_c$.]

The evolution of the other couplings also shows such type of scaling regimes with similar singularity structure in the IR limit. There the power law scaling behaviors also take place as the function of $k - k_c$ with the corresponding exponents. This suggests that the appearing singularities are not artifacts and the RG flows can be traced till the value of $k_c$.

We note that one can find such a value of $N_\lambda$ where the evolution does not stop as in the upper figure in Fig. 7, but after a sharp fall during the flow of $\eta$ it continues its RG evolution marginally giving a tiny value there. However, the singular-like fall possesses the same power-law like behavior as the function of $k - k_c$, for any value of $N_\lambda$. It suggests that the value of $\eta$ rapidly falls to zero at $k_c$ and it is due to the numerical inaccuracy, whether the RG evolution survives the falling and can be traced to any value of $k$, or the flows stop due to the appearing singularity. It strongly suggests that the singular behavior with its uncovered IR scaling for the shifted scale $k - k_c$ is not an artifact but is of physical importance, since the value of the scale $k_c$, which appears there can characterize the condensate as the smallest available scale. If one tunes the initial values of the couplings $\kappa_{k\lambda}, \lambda_{k\lambda}$ etc., to the separatrix then the value of $k_c$ decreases. It enables us to define the correlation length $\xi$ in the IR scaling regime as the reciprocal of the scale where the evolution stops, i.e. $\xi = 1/k_c$. As the initial couplings approach the separatrix the stopping scale $k_c \rightarrow 0$ therefore the correlation length diverges. Naturally it is infinite in the symmetric phase. We can identify the reduced temperature $t$ in the $O(N)$ model as the deviation of the UV coupling $\kappa_{k\lambda}$ to its UV critical value, i.e. $t \sim \kappa_{k\lambda}^c - \kappa_{k\lambda}$. By starting evolutions for different values of the UV coupling $\kappa_{k\lambda}$, then one can get the corresponding values $\xi$. One should fine tune the initial coupling to get larger and larger values of $\xi$ to reach the IR scaling regime. The critical initial value of $\kappa_{k\lambda}^c$ can be determined by the trick, where one should fine tune its value in the log-log plot of the $t, \xi$ plane till one obtains a straight line there. This holds for continuous phase transition. The absolute value of the negative slope of the line provides us the exponent $\nu$ corresponding to the correlation length.

In the 3d $O(N)$ model a second order or continuous phase transition appears according to the power law scaling

$$\xi \sim t^{-\nu}. \quad (52)$$

The results are plotted in Fig. 8. For a given value of $N$ we obtain power-law like behavior for the scaling of $\xi$, and the slope of the line provides the exponent $\nu$ in the log-log scale. The obtained results are listed in Table I. We denoted the WF (IR) values of $\nu$ as $\nu_{\text{WF}} (\nu_{\text{IR}})$, respectively. The results show high coincidence. The values $\nu_{\text{WF}}$ are taken from results obtained from derivative expansion up to the second order, since this approximation is the closest to our treatment. One can conclude that the exponent $\nu$ can be also determined from the scaling around the IR fixed point, and has the same value as was obtained around the WF fixed point.

| $N$   | 1   | 2   | 3   | 4   | 10  | 100 |
|-------|-----|-----|-----|-----|-----|-----|
| $\nu_{\text{IR}}$ | 0.624 | 0.666 | 0.715 | 0.760 | 0.883 | 0.990 |
| $\nu_{\text{WF}}$ | 0.631 | 0.666 | 0.704 | 0.739 | 0.881 | 0.990 |

TABLE I: The critical exponent $\nu$ in the $O(N)$ model for various values of $N$. 

scaling $\eta_{UV} \sim (k - k_c)^{-2}$. There is a crossover (CO) scaling region between $10^{-8} \lesssim k - k_c \lesssim 10^{-4}$ where a plateau appears giving a constant value for $\eta_{CO} \approx 0.043$ due to the WF fixed point. Going further in the evolution towards the smaller values of $k$ below $k - k_c \sim 10^{-8}$ one can find a third scaling regime. It appears a simple singularity in the left figure, but the shifted scale $k - k_c$ clearly uncovers the power law scaling of the anomalous dimension there according to $\eta_{IR} \sim (k - k_c)^{1}$. This scaling region is induced by the IR fixed point. 

The evolution of the other couplings also shows such type of scaling regimes with similar singularity structure in the IR limit. There the power law scaling behaviors also take place as the function of $k - k_c$ with the corresponding exponents. This suggests that the appearing singularities are not artifacts and the RG flows can be traced till the value of $k_c$.
In arbitrary dimensions one can consider the evolution of the couplings $\kappa$ and $\lambda$ around the GFP. It is situated at $\kappa_G^* = 2^{1-d}\pi^{-d/2}(N+2)/d(d-2)\Gamma(d/2)$ and $\lambda_G^* = 0$. The corresponding matrix $M$ is

$$
M = \begin{pmatrix}
2 - d & \frac{3(N+2)4^{1-d}\pi^{-d}}{d-2(1+d/2)^2} \\
0 & d - 4
\end{pmatrix},
$$

(53)

therefore the eigenvalues are $s_{G1} = 2 - d$ and $s_{G2} = d - 4$. When $2 < d < 4$, then the GFP is UV attractive and the model is asymptotically free. However one of the eigenvalues become zero at $d = 4$, which implies that we should go beyond the linear approximation in order to determine the scaling behavior of the corresponding coupling $\lambda$. If we consider the 4-dimensional version of Eq. (50), then it turns out that the quadratic term in $\lambda$ appears with a positive multiplicative constant $3/4\pi^2$, therefore the UV evolution becomes irrelevant. Naturally the relevant scaling of $\kappa$ remains unchanged. In $d = 4$ the Gaussian fixed point behaves as a saddle point, which can bring the value of $\lambda$ to infinity, so the model is not asymptotically free anymore and it becomes non-renormalizable. Strictly speaking the model is perturbatively renormalizable, since there is only one marginal coupling in the theory space, therefore the perturbative expansion can be made finite without introducing new vertices in every order. The non-renormalizability appears as a consequence of the marginal irrelevance of the coupling $\lambda$. It can be avoided only by setting the initial value of $\lambda_k\Lambda$ to zero. This is known as the triviality problem of the 4d $\phi^4$ model. We note that in the Standard Model the triviality of the Higgs sector can be avoided by the inclusion of further couplings to the matter and the bosonic fields. The extended theory space can contain further fixed points and they can overwrite UV properties of the GFP. A similar divergence appears in QED [59, 132], where a singularity of the coupling appears at a large finite scale $k$, and is called the Landau pole.

### III. ASYMPTOTIC SAFETY

The concept of perturbative renormalizability and the asymptotic freedom is restricted to the GFP. It guarantees that the physical quantities which are calculated from the model do not suffer from divergences. However if there are irrelevant couplings in the GFP which are crucial in describing the model that is investigated, (e.g. the Newton constant in QEG, which makes the GFP a hyperbolic one) then the systematic removal of the divergences may even induce infinitely many new important couplings which implies that the model disables us to give any physical predictions.

However there can be further nontrivial (non-Gaussian) fixed points (NGFP), where the physically important couplings are relevant, which means that the theory can give finite physical quantities. This is the basic idea of the asymptotic safety. In general sense the asymptotic safety means that the theory is free from divergences if the cutoff is removed to infinity assuming that the corresponding fixed point possesses a finite number of UV attractive directions. In the fixed point those couplings should scale in relevant manner which are crucial to obtain finite physical quantities. Naturally there can be certain couplings which are generated by the RG procedure, but are unimportant to describe the physical process at that energy scale. It is necessary to have finite number of relevant couplings, otherwise every trajectory would tend to the fixed point and the theory would not be predictive. The definition of the asymptotic
safety is not restricted to the GFP. It implies that there is a UV NGFP in the theory space. The asymptotic safety requires that the eigenvalues corresponding to the linearized RG flows of the physically important couplings around the UV NGFP should have negative real parts.

Examples for asymptotically safe theories are e.g. the Gross-Neveu model, the nonlinear $\sigma$ model with dimension $2 < d < 4$, the 2d sine-Gordon model, and it seems that the quantum Einstein gravity also shows asymptotic safety.

### A. The nonlinear $\sigma$ model

The nonlinear $\sigma$ model (NLSM) in general describes the dynamics of a map $\varphi$ from a $d$-dimensional manifold $\mathcal{M}$ to a $N$-dimensional manifold $\mathcal{N}$. The model is renormalizable in $d = 2$ and is asymptotically free [133, 134]. However if one goes beyond $d = 2$ then it becomes nonrenormalizable since the existing UV attractive Gaussian fixed point becomes a hyperbolic one. However a nontrivial UV fixed point arises [133], which saves the UV limit, and the model becomes asymptotically safe. The action of the model contains only derivative interactions, e.g.

$$ S = \frac{1}{2} \zeta \int d^d x \partial \alpha \varphi^{\alpha} \partial \mu \varphi^{\beta} h_{\alpha\beta}(\varphi) $$

(54)

where $h_{\alpha\beta}$ is the dimensionless metric, $\zeta = 1/\eta d^2$ and its dimension is $[\varphi_0] = k^{(2-d)/2}$. The RG equations can be derived by background field method. The perturbative RG flow gives [73]

$$ \beta_{\varphi_0} = \frac{d - 2}{2} \varphi_0 - c_d R \varphi_0^3 $$

(55)

where $R$ is the Ricci scalar, and

$$ c_d = \frac{1}{(4\pi)^{d/2} \Gamma(d/2 + 1)}. $$

(56)

There are two fixed points of the flow equation in Eq. (55). At $\varphi_0^{NG} = 0$ we have a GFP, with the eigenvalue $s_G = (d - 2)/2$. It is clearly positive for $d > 2$ giving irrelevant scalings and divergences in the UV limit. The other fixed point is situated at $\varphi_0^{NG_{UV}} = (d - 2)N/(2c_dN)$ giving the eigenvalue $s_{UV} = 2 - d$, which induces relevant scaling, therefore the NLSM exhibits asymptotic safety, yet at perturbative level. The critical exponent $\nu$ of the correlation length $\xi$ equals the negative reciprocal of $s_{UV}$ giving $\nu = 1/(d - 2)$.

The functional RG flow equation results in the equation [73]

$$ \beta_{\varphi_0} = \frac{d - 2}{2} \varphi_0 - \frac{c_d R \varphi_0^3}{1 - 2c_d N (d + 2) \varphi_0^2}. $$

(57)

Again, we have two fixed points. The origin is a GFP with the same eigenvalue $s_G = (d - 2)/2$, and we have a UV NGFP at $\varphi_0^{NG_{UV}} = N(d^2 - 4)/(4c_d d R)$. It is a UV attractive point with eigenvalue $s_{UV} = -2d(d - 2)/(d + 2)$. We note that this value is smaller then the one that was obtained perturbatively, therefore the exponent $\nu$ is greater, e.g. it is $\nu = 5/6$, when $d = 3$. In the NLSM the perturbative and the exact RG flow equations give qualitatively similar results, and the functional RG method changes only the position of the fixed points, and the concrete value of exponents. The asymptotic safety appears in both the perturbative and the exact RG treatments.

Taking into account more interacting terms in the action in Eq. (54) we should introduce further couplings in the model [135]. The $\beta$ functions for two couplings reads as

$$ \beta_{\tilde{\varphi}_0} = \tilde{\varphi}_0 + g_0(N - 2)\tilde{Q}_{d/2, 2} + d\tilde{g}_1(N - 2)\tilde{Q}_{d/2 + 1, 2}, $$

$$ \beta_{\tilde{g}_1} = -\tilde{g}_1 + \tilde{g}_1(N - 2)\tilde{Q}_{d/2, 2}, $$

(58)

where

$$ \tilde{Q}_{n, l} = \frac{1}{(4\pi)^{d/2} \Gamma(n)} \left( \frac{(2n + 2 + \partial_1)\tilde{g}_0}{n(n + 1)(\tilde{g}_0 + \tilde{g}_1)^l} + \frac{2(2n + 4 + \partial_1)\tilde{g}_1}{n(n + 2)(\tilde{g}_0 + \tilde{g}_1)^l} \right). $$

(59)

The phase structure is given in Fig. 9. The model has two phases henceforward, but new fixed points appear. At $\varphi_0^{NG} = 2/5\pi^2$ and $\tilde{g}_1^{NG} = 0$ a hyperbolic NGFP appears. The trajectories are UV attracted from the direction of $\tilde{g}_0$ and UV repelled from $\tilde{g}_1$. It implies that including a new coupling into the model the asymptotic safety obtained for a single coupling disappears. The eigenvalues are $s_{NG0} = -6/5$ and $s_{NG1} = 2$. The former gives $\nu = -1/s_{NG0} = 5/6$.
FIG. 9: The theory space of the nonlinear $\sigma$ model is presented. The trajectories start from the vicinity of the UV NGFP. The ones which tend to the left towards the IR fixed point are in the broken phase, the others belong to the symmetric phase. The fixed points are denoted by gray points, they are: UV attractive NGFP $\rightarrow$ UV, hyperbolic NGFP $\rightarrow$ NG, and IR fixed point $\rightarrow$ IR. The separatrix is situated between the UV and the NG fixed points, and is denoted by the thick line. The latter is a saddle point and plays the role of the crossover fixed point in this model. The dashed line shows the singularity limit, when $\tilde{g}_0 = -\tilde{g}_1$.

FIG. 10: The flow of the quantity $\tilde{g}_0 + \tilde{g}_1$ is shown. The full (dashed) line corresponds to evolutions in the broken (symmetric) phase, respectively.

for the critical exponent, which coincides with the one obtained for $\tilde{g}_0$ alone. However a further NGFP appears at $\tilde{g}_{UV,0} = 16/35\pi^2$ and $\tilde{g}_{UV,1} = -12/35\pi^2$. The new fixed point is UV attractive as the flows show in Fig. 9, the eigenvalues are $s_{UV,0} = -0.457$ and $s_{UV,1} = -13.11$. Let us mention, that a further hyperbolic fixed point appears in the theory space far from the region shown in Fig. 9. Noticeably the trajectories meet at the GFP in the broken phase, if one follows the evolutions into the deep IR region, see Fig. 9.

According to the $\beta$ functions in Eq. (58) the quantity $\tilde{g}_0 + \tilde{g}_1 = 0$ makes the flows singular. We plotted it for different UV initial values of the couplings in Fig. 10. The trajectories have three different scaling regimes. In the UV there is a short, relevant scaling region induced by the UV attractive NGFP. Then the scalings become marginal in the vicinity of the hyperbolic NGFP. In the IR region the trajectories belonging to the symmetric phase diverge as $k^1$. In the broken phase the flows tends to zero sharply at a certain scale $k_c$, which can be identified with the correlation length $\xi$ again. Therefore one can determine the exponent $\nu$ of $\xi$ in the IR. It gives $\nu = 0.835$, which is very close to the value $\nu = 5/6$, that was got analytically in the vicinity of the hyperbolic NGFP.
B. The Gross-Neveu model

The Gross-Neveu (GN) model is a 2-dimensional quantum field theoretic model of $N_f$ flavors of massless relativistic fermions which interact via a four-fermionic term [136]. The model is asymptotically free. The GN model was also investigated at finite chemical potential in $d = 2$, where an analytic solution of the crystal ground state is found [137]. In $d = 3$ the model is not asymptotically free [86]. It can also be studied at finite temperature [53] and chemical potential [138]. The Euclidean effective action of the GN model has the form [86]

$$S[\bar{\psi}, \psi] = \int_x \left[ Z_\psi \bar{\psi} i \gamma \psi + \frac{\bar{g}}{2N_f} (\bar{\psi} \psi)^2 \right],$$  \hfill (60)

with the wavefunction renormalization $Z_\psi$ which is set to $Z_\psi = 1$ in LPA. The dimensionless four-fermion coupling $g$ can be obtained from the dimensionful $\bar{g}$ as

$$g = Z_\psi^{-2} k^{d-2} \bar{g}.$$  \hfill (61)

The functional RG treatment of the GN model leads to the RG flow equation

$$\beta_g = (d-2 + 2\eta_\psi) g - 4d_\gamma v_d l_1^F(0) g^2$$  \hfill (62)

in the $N_f \to \infty$ limit [86]. The constant $d_\gamma$ denotes the dimension of the Dirac-algebra, e.g. it is $d_\gamma = 4$ when $d = 3$. The other constant $l_1^F(0)$ is an IR regulator dependent quantity, for example $l_1^F(0) = 2/d$ when one uses Litim’s regulator. The model has two fixed points. We have a GFP at $g^* = 0$ with the eigenvalue $s_G = d - 2$. It shows that the four-fermion coupling multiplies an irrelevant operator, thus the model is perturbatively nonrenormalizable. The other NGFP is situated at

$$g^* = \frac{d-2 + 2\eta_\psi}{4d_\gamma v_d l_1^F(0)},$$  \hfill (63)

which, by using Litim’s regulator in LPA and considering $d = 3$ becomes $g^* = 3\pi^2/4$. Its corresponding eigenvalue is $s_{UV} = 2 - d$, which gives a relevant coupling when $d > 2$, so this fixed point is a UV attractive NGFP. In the case of $d = 2$ the model is asymptotically free, perturbatively renormalizable with its UV attractive GFP.

In the partially bosonized version of the GN model [53, 86, 139] a hyperbolic fixed point, and a UV attractive GFP appears, so the model becomes asymptotically free. From [86] the corresponding evolution equations for the $d$-dimensional bosonized GN model is

$$\dot{u} = -du + (d-2 + \eta_\sigma) u' \rho - 2d_\gamma v_d l_1^{F(4)}(2h^2 \rho; \eta_\psi) + \frac{1}{N_f} 2v_d l_0^{d} (u'' + 2\rho u'''; \eta_\sigma),$$  \hfill (64)

where we impose a polynomial ansatz for the potential

$$u(\rho) = \sum_{n=0}^{\infty} \frac{\lambda_{2n}}{n!} \rho^n,$$  \hfill (65)

with the bosonic couplings $\lambda_{2n}$. One can relate the coupling $g$ in Eq. (62) as $g = h^2/\lambda_2$. The flow equation for the Yukawa coupling is

$$\dot{h}^2 = (d-4 + 2\eta_\psi + \eta_\sigma) h^2 + \frac{1}{N_f} 8v_d h^2 l_1^{F(B)}(0, \lambda_2; \eta_\psi, \eta_\sigma).$$  \hfill (66)

The anomalous dimensions are

$$\eta_\sigma = \frac{d}{d} v_d h^2 m_4^{(F)}(0; \eta_\psi),$$  \hfill (67)

$$\eta_\psi = \frac{1}{N_f} \frac{v_d}{d} h^2 m_1^{(B)}(0, \lambda_2; \eta_\psi, \eta_\sigma).$$
FIG. 11: The theory space of the 3d Gross-Neveu model is shown. The trajectories tending to the IR fixed point are in the broken phase, the others belong to the symmetric phase. The fixed points are denoted by gray points. The separatrix between the phases is represented by the thick line and connects the Gaussian (G) and the non-Gaussian (NG) fixed points. The GFP is a UV attractive, the hyperbolic NGFP is a crossover fixed point.

We introduced the threshold functions

\[
\begin{align*}
\dot{\omega}^d_{0}(\omega; \eta_\sigma) &= \frac{2}{d} \left(1 - \frac{\eta_\sigma}{d+2}\right) \frac{1}{1 + \omega}, \\
\dot{\omega}^{(F)}_{0}(\omega; \eta_\psi) &= \frac{2}{d} \left(1 - \frac{\eta_\psi}{d+2}\right) \frac{1}{1 + \omega}, \\
\dot{\omega}^{(FB)}_{1,1}(\omega_1, \omega_2; \eta_\psi, \eta_\sigma) &= \frac{2}{d} \frac{1}{(1 + \omega_1)(1 + \omega_2)} \left\{ \left(1 - \frac{\eta_\psi}{d+1}\right) \frac{1}{1 + \omega_1} + \left(1 - \frac{\eta_\sigma}{d+2}\right) \frac{1}{1 + \omega_2} \right\}, \\
m^{(F)}_{4}(\omega; \eta_\psi) &= \frac{1}{(1 + \omega)^4} + \frac{1 - \eta_\psi}{d-2} \frac{1}{(1 + \omega)^3} - \frac{1 - \eta_\psi}{2d-4} + \frac{1}{4} \frac{1}{(1 + \omega)^2}, \\
m^{(FB)}_{1,2}(\omega_1, \omega_2; \eta_\psi, \eta_\sigma) &= \left(1 - \frac{\eta_\sigma}{d+1}\right) \frac{1}{(1 + \omega_1)(1 + \omega_2)^2}.
\end{align*}
\]

(68)

Keeping only the couplings \(h^2\) and \(\lambda_2\) we get the evolution equations for \(d = 3\)

\[
\begin{align*}
\dot{\lambda}_2 &= -2\lambda_2 + \frac{4}{3\pi^2} h^2 + \frac{5}{3\pi^2} h^2 \lambda_2, \\
\dot{h}^2 &= -h^2 + \frac{5}{3\pi^2} h^4 + \frac{2h^4(2 + \lambda_2) - 2\frac{2}{3\pi} h^6}{N_f \pi^2 (1 + \lambda_2)^2}.
\end{align*}
\]

(69)

The flow equations have a UV attractive GFP at the origin at \(h^2_{G} = 0\) and \(\lambda^*_G = 0\) and a non-Gaussian saddle point at \(h^2_{NG} = 5.764\) and \(\lambda^*_{NG} = 0.758\) for \(N_f = 12\). The phase structure can be seen in Fig. 11. The trajectories tending to left and right correspond to regions of different phases in the model. After the reparameterization of the couplings according to \(\omega = 1 + \lambda_2\), \(\chi = h^2 / \omega\) and \(\partial_\tau = \omega \partial_\tau\) we get

\[
\begin{align*}
\partial_\tau \omega &= 2\omega(1 - \omega) + \frac{\chi \omega^2}{3\pi^2} (5\omega - 1), \\
\partial_\tau \chi &= 2\chi(\omega - 2) + \frac{\chi^2}{18\pi^2} \left(7\omega + 1 - \frac{\chi \omega}{3\pi^2}\right).
\end{align*}
\]

(70)

The new flow equations have three physical fixed points. The UV attractive GFP can be found at \(\omega^*_G = 1\) and \(\chi^*_G = 0\). The NGFP is situated at \(\omega^*_{NG} = 1.758\) and \(\chi^*_{NG} = 3.278\) with a positive and a negative eigenvalues. There is a third fixed point at \(\omega^*_{IR} = 0\) and \(\chi^*_IR = 355.206\) with two positive eigenvalues implying that that this fixed point is a UV repulsive or IR attractive, therefore we can identify it with the IR fixed point at \(h^{2*}_IR = 0\) and \(\lambda^{*2}_IR = -1\) if we express them in terms of the original couplings. One can investigate the scaling of the couplings in the vicinity of the IR fixed point, and it is shown in Fig. 12.
The couplings are constants in the beginning of the flows, giving marginal scaling due to the hyperbolic NGFP in Fig. 11, that is $x - x^* \sim (k - k_c)^0$. In the deep IR region the couplings have singular behaviors, i.e. they abruptly become zero or infinite at a certain scale $k_c$. If one plots the couplings as the function of the shifted scale $k - k_c$, then one can obtain a power-law like behavior according to $x - x^* \sim (k - k_c)^1$, where $x^*$ is the fixed point value of the couplings, for example $h_2^* = 0$ and $\lambda_2^* = -1$, see Fig. 12. It implies that the original four-fermion coupling $g$ tends to zero in the IR limit. We also calculated the critical exponent $\nu$ of the correlation length in the IR regime by the previously shown method, which is based on identifying the correlation length by the reciprocal of the stopping scale $k_c$. The results are summarized in Table II. They show good coincidence with the ones obtained in [54].

C. The 2d sine-Gordon model

The 2d sine-Gordon model can be an example for asymptotic freedom and asymptotic safety, simultaneously. Its effective action contains a sinusoidal potential of the form

$$\Gamma_k = \int \left[ \frac{z}{2} (\partial_\mu \phi)^2 + u \cos \phi \right],$$

(71)

where $z$ is the field independent wavefunction renormalization and $u$ is the coupling. The perturbative RG results beyond LPA [27] can account for the KT phase transition and give $1/z \to 0$ for $1/z < 8\pi$ in the IR limit. By using the flow equation approach [140, 141] a different IR limit is obtained for the frequency, i.e. $1/z \to 4\pi$. However we note, that this method cannot recover the leading order perturbative UV results for $1/z < 4\pi$, due to the opposite sign obtained for the evolution equation for the frequency. Functional RG approaches can map the phase structure of the SG model in LPA [81, 82, 131, 142–144] and can also take into account the evolution of the wavefunction renormalization [29, 30, 145–147].

Besides the $Z_2$ symmetry the model has a periodic symmetry. The model has two phases. The effective potential should be convex (nonconcave), furthermore the RG equations should not break the periodic symmetry, too. This two requirements can be satisfied if the effective potential is flat, or zero [81, 148]. Then how one can distinguish the phases in the model? The simple answer is that one should consider the dimensionless effective potential, since only the dimensionful one should be convex. In the symmetric phase the dimensionless effective potential is flat, while it is a concave function in the broken phase. In LPA we got that it is $\tilde{V}_0 = -\phi^2/2$, which is repeated periodically in

| $N$  | 1   | 2   | 6   | 12  | 50  |
|------|-----|-----|-----|-----|-----|
| $\nu_{IR}$ | 0.922 | 0.976 | 0.990 | 0.996 | 1.00 |

TABLE II: The critical exponent $\nu$ in the 3d Gross-Neveu model for various values of $N$. 

FIG. 12: The scaling of the couplings in the 3d Gross-Neveu model is shown, $x$ denotes $h_2$ and $\lambda_2$, the fixed points values are $h_2^* = 0$ and $\lambda_2^* = -1$. The couplings have a long marginal scaling region induced by the hyperbolic NGFP. In the IR limit there is another scaling regime, which can be uncovered by using the shifted scale $k - k_c$. 
the field variable. This result can be obtained if one considers the evolution of higher harmonics in the potential, or if one follows the flow of the potential without its Fourier expansion.

The phases cannot be always distinguished by the form of the effective potential. The real difference comes from the property how the effective potential depends on the UV initial value of the couplings. It seems to contradict to the fact that the effective potential is a simple function at \( k = 0 \). However this scale cannot be reached, since during the evolution we use that the ratio \( \Delta k / k \) is small disabling us to reach the exact value of \( k = 0 \). If we consider the RG time \( t \) then it is more apparent that we have only tendencies to infinity. Therefore it is meaningful to investigate how the asymptotic behavior of the effective action becomes the effective potential when the scale \( k \) is lowered. One can observe that a power law scaling appears in the deep region IR which can imply that the appearing scaling behavior can be extrapolated to \( k = 0 \). In the case of the 2d SG model the effective potential in the symmetric phase depends on the initial value of \( \tilde{u}(k_\lambda) \), while it is universal (independent on the initial coupling) in the broken phase. This type of separation of phases always works in any models.

1. **Local potential approximation**

By using the power law IR regulator in Eq. (6) with the choice \( b = 1 \) the leading order approximation of the RG evolution equations is

\[
\begin{align*}
\dot{\tilde{u}} &= -2\tilde{u}, \\
\dot{z} &= 0.
\end{align*}
\]

These equations are usually referred to as UV scalings. The fixed points are \( \tilde{u}^* = 0 \) with arbitrary \( z^* \). These points constitute a line of fixed points. Since \( z \) does not evolve, then we are in LPA. The matrix \( M \) corresponding to the linearized RG equations in the vicinity of the line of fixed points is

\[
\begin{pmatrix}
-2 + \frac{1}{4\pi z} & -\frac{\tilde{u}}{4\pi z} \\
0 & 0
\end{pmatrix}_{\tilde{u}^* = 0, z^*} = \begin{pmatrix}
-2 + \frac{1}{4\pi} & 0 \\
0 & 0
\end{pmatrix}
\]

The eigenvalue to the evolution of \( \tilde{u} \) is \( s = -2 + \frac{1}{4\pi z} \). Its sign depends on the value of \( z^* \). If \( z^* < 1/8\pi \) then \( s > 0 \) and the coupling is irrelevant. When \( z^* > 1/8\pi \) then \( s < 0 \) and the coupling scales in relevant manner. These two types of scalings give the two phases of the model separated by the critical value \( z^*_c = 1/8\pi \). The point \( \tilde{u}^*_c = 0 \) and \( z^*_c = 1/8\pi \) is called the Coleman point. The separatrix is a vertical line and goes through the Coleman point in the theory space.

The symmetric phase, when \( z^* < 1/8\pi \) the phase is usually called the nonrenormalizable (or massless) phase due to the irrelevant scaling of the coupling \( \tilde{u} \). The other phase is the broken one. There the \( Z_2 \) symmetry breaks down, it is called the renormalizable (or massive) phase (\( \tilde{u} \) is relevant there).

2. **Linearized RG equations**

By using the power law IR regulator in Eq. (6) with the choice \( b = 1 \) the linearized RG evolution equations are

\[
\begin{align*}
\dot{\tilde{u}} &= \tilde{u} \left( -2 + \frac{1}{4\pi z} \right) + \mathcal{O}(\tilde{u}^2), \\
\dot{z} &= -\frac{\tilde{u}^2}{24\pi} + \mathcal{O}(\tilde{u}^3).
\end{align*}
\]

The fixed point solution is \( \tilde{u}^* = 0 \) and \( z^* \) arbitrary. The matrix \( M \) is

\[
\begin{pmatrix}
-2 + \frac{1}{4\pi z} & -\frac{\tilde{u}}{4\pi z^*} \\
-\frac{\tilde{u}}{12\pi} & 0
\end{pmatrix}_{\tilde{u}^* = 0, z^*} = \begin{pmatrix}
-2 + \frac{1}{4\pi} & 0 \\
0 & 0
\end{pmatrix}
\]

In case of the linear approximation the wavefunction renormalization \( z \) does not evolve, similarly to the LPA case, and we also have the same eigenvalues. It also implies that in the vicinity of the line of fixed points \( z \) does not evolve, which is reflected by perpendicular trajectories to the horizontal axis. The eigenvalues are the same as was got in LPA. The theory space is presented in Fig. 13. The point \( z^*_c = 1/8\pi \) and \( \tilde{u}^*_c = 0 \) is now called the Kosterlitz-Thouless (KT) fixed point. There is a separatrix which divides the theory space into two parts. The trajectories tending to the line of fixed points belong to the symmetric phase, all other trajectories constitute the broken phase. Around the KT point an essential scaling appears due to the infinite order phase transition in the model.
3. Exact RG equations

The RG equations can be obtained exactly when $b = 1$ in this approximation (where the potential contains only the fundamental mode, and the wavefunction renormalization is field independent). The flow equations are

$$\begin{align*}
\dot{\tilde{u}} &= -2\tilde{u} + \frac{1}{2\pi\tilde{u}z} \left[ 1 - \sqrt{1 - \tilde{u}^2} \right], \\
\dot{z} &= -\frac{1}{24\pi \left(1 - \tilde{u}^2\right)^{3/2}}.
\end{align*}$$

The phase structure is plotted in Fig. 14. One can easily see that the phase structure of the linearized treatment in Fig. 13 is a part of this theory space around the KT point. The separatrix was a straight line there which is now curved. If one tries to find the fixed points of the model then immediately realizes that it has not got any. However the phase structure suggests, that there is the line of fixed points at $\tilde{u}^* = 0$, and it seems that we have an IR fixed point in the broken phase at $\tilde{u}^* = 1$ and $1/z^* = 0$. Furthermore a UV attractive NGFP appears at $\tilde{u}^* = 1$ and $z^* = 0$. Let us see them one by one.

Line of fixed points

The line of fixed points can be found at $\tilde{u}^* = 0$ with arbitrary $z^*$. Its scaling behavior can be obtained by expanding the RG flow equations in Eq. (76) in $\tilde{u}$ which gives back the approximate equations in Eq. (74). Thus we have the same scaling behavior, i.e. a relevant scaling for $z^* > 1/8\pi$ and an irrelevant one for $z^* < 1/8\pi$ and the different scaling regimes are separated by the KT point at $\tilde{u}_c^* = 0$ and $z_c^* = 1/8\pi$.

IR fixed point

The IR fixed point is situated at $\tilde{u}^* = 1$ and $1/z^* = 0$ in the broken phase. It cannot be found directly from equations in Eq. (76), too, therefore we should reparameterize the couplings. After introducing $\omega = \sqrt{1 - \tilde{u}^2}$, $\chi = 1/2\omega$ and
\[ \partial_z = \omega^2 k \partial_k \] we arrive at the evolution equations

\[ \begin{align*}
\partial_z \omega &= 2\omega(1 - \omega^2) - \frac{\omega^2 \chi}{2\pi}(1 - \omega), \\
\partial_z \chi &= \chi^2 \frac{1 - \omega^2}{24\pi} - 2\chi(1 - \omega^2) + \frac{\omega^2 \chi^2}{2\pi}(1 - \omega),
\end{align*} \tag{77} \]

possessing the fixed point \( \omega^* = 0 \) and arbitrary \( \chi^* \) which corresponds to \( \tilde{u}^* = 0 \) and arbitrary \( z^* \), thus we get back the lines of fixed points. However there is another fixed point at \( \chi^* = 0 \) and \( \omega^* = 0 \), which can be identified by the IR fixed point at \( 1/z^* = 0 \) and \( \tilde{u}^* = 1 \), which is IR attractive.

If we introduce \( \bar{k} = \min(zp^2 + R) \), the RG evolution becomes singular at \( k = k_c \) where

\[ \bar{k}^2 = V''_{k}(\phi = 0)|_{k=k_c} = 0, \tag{78} \]

where \( \bar{k}^2 = b k^2 [z/(b - 1)]^{1-1/b} \), when \( b = 1 \), then \( \bar{k} = k \). The solution of this equation defines the scale where the potential becomes degenerate.

The normalized coupling \( \tilde{u} \) tends to 1 for every value of \( b \). It shows that the degenerate potential (which satisfies Eq. (78)) occurs in the IR limit of the broken phase independently of the RG scheme. In the symmetric phase the evolution of \( z \) is negligible in the IR giving the same evolution as was obtained in LPA with the line of fixed points.

One can easily show that the critical exponent \( \eta_c \) characterizing the vortex–vortex correlation function [149] is \( \eta_c = 1/4 \) independently of the parameter \( b \) [29]. However the anomalous dimension for the correlation function of the field variables gives \( \eta = 0 \) in the vicinity of the KT point. In the deep IR scaling region the situation changes significantly, there new scaling laws appear. Fig. 15 shows that around the KT point (at about \( k/\lambda \approx 10^{-4} \)) \( z \) is practically constant, giving \( \eta = 0 \), while in the IR region \( z \) starts to diverge according to a power law scaling. This scaling regime is induced by the IR fixed point. The corresponding exponent depends on the scheme, i.e. on the value of \( b \). The coupling \( \tilde{u} \) shows the same qualitative behavior. If one plots \( z \) as the function of \( \bar{k} \) then one obtains the results of Fig. 16. The flows show sharp singularities as the function of the scale \( \bar{k} \) so as the other couplings, making the evolution scheme independent. The modes which are integrated out during the RG procedure can be indexed not only by the scale \( k \) but the scale \( \bar{k} \) and one has a smallest value of the scale \( \bar{k}_c \). Again one can identify the correlation length according to \( \xi = 1/\bar{k}_c \), furthermore the critical exponent also can be identified in a similar manner as was introduced in the d-dimensional \( O(N) \) model. In the 2d SG model the temperature is proportional to \( z \kappa_A \), and thus the reduced temperature \( t \) is \( t \sim z \kappa_A - z \kappa_A \), where \( z \kappa_A \) is the initial value of the wavefunction renormalization at the separatrix. In order to demonstrate whether the phase structure is qualitatively the same we plotted it for \( b = 5 \) in Fig. 17. In its inset we plotted \( \log \xi \) as the function of \( t \). We obtained a straight line implying the scaling of \( \xi \) according to

\[ \log \xi \propto t^{-\nu}. \tag{79} \]

There are two types of correlation lengths, one is defined as usual, i.e. around the KT turning point of the coupling \( \tilde{u} \). Another one is identified as \( \xi = 1/\bar{k}_c \) in the neighborhood of the IR fixed point. It can be seen from the inset of Fig. 17 that the scaling of \( \xi \) shows an infinite order phase transition for all schemes with the exponent \( \nu = 0.5 \).
We obtained that the exponent $\nu$ coincides calculated around the KT and IR points. This is due to fact that condensate is a global object in the broken phase which is perceptible at practically any scale. The other exponents do not necessarily coincide at the KT and the IR points, e.g. the anomalous dimension $\eta = 0$ around the KT point, while it is $\eta = 2b/(b-1)$ around the IR one.

The singularity at low scales appears because the condition in Eq. (78) is satisfied. The condition shows that there are many modes in the model with infinitesimally small, practically zero energies, they are called soft modes. The ground state of the model can pick up arbitrary number of these fluctuations, which makes the ground state degenerate. The huge amount of soft modes constitute the condensate in the broken phase. They signal that the microscopic degrees of freedom are not suitable to describe the model anymore in the broken phase at those small energy scales, one should turn to new field variables. It is reminiscent of the composition of hadrons from quarks, which are the original degrees of freedom in QCD.

One can conclude that the IR fixed point provides us the low energy limit of the theory under investigation. On the other hand the soft modes suggests that the quantum-classical transition appears in the broken phase, however correct treatment should be discussed by the closed time path method [18, 150].
UV NGFP

The UV NGFP also cannot be seen directly analytically but it can be easily recognized in the top right corner of the phase diagram in Fig. 14. The LPA approximation trivially shows that in the UV attractive NGFP the model has a singularity, as in the IR fixed point. Furthermore, from the RG equations in Eq. (76) the ratio $du/dz$ can be calculated, and it is easy to show that the ratio is zero if $z \to 0$ and $u \to 1$. This point of the phase space corresponds to the UV NGFP of the 2d SG model and it also makes the RG equations singular. The UV singularity signals the upper limit of the applicability of the model. It implies that at high energies the model requires new elementary excitations. One can make it more apparent in the framework of the XY model, which is in the same universality class as the 2d SG model. There the excitations are represented by vortices consisting of concentric forms of spins [151]. The blocking towards the higher scales means that the vortices have smaller and smaller diameter. Naturally at a certain scale we reach a limit, where the vortex reduces to a single spin. At this scale the new elementary excitations should be the single spins instead of the original vortices. Therefore in the UV limit the system of the charged vortices should be replaced by a neutral spin system.

The 2d SG model shows a nice example, where the functional RG method gives us both the high and low energy scale limits of its applicability. The low energy limit is usually indicated by the IR fixed point as was demonstrated in the article for many models. There the global interaction belonging to the condensate of the broken phase becomes IR relevant and introduces new excitations. However there should be a UV limit of the models, since it seems nonphysical to assume that a model can be valid at arbitrarily high energies. So far the functional RG method gave the upper UV limit only for the 2d SG model and its generalizations (massive [152, 153] or layered [87, 154–158] SG models).

D. Quantum Einstein gravity

The QEG is the quantum field theoretic model of gravity [94, 108]. There the metric fields are considered as fundamental degrees of freedom, and play the role of the field variable, thus the model can be treated in the framework of path integral formalism. By using the Einstein-Hilbert truncation the model contains the Newton constant $G_k$ and the cosmological constant $\Lambda_k$ as couplings. According to their canonical dimensions the dimensionless cosmological constant $\lambda = k^{-2}\Lambda_k$ is relevant, i.e. perturbatively renormalizable, however the dimensionless Newton constant $g$ scales in irrelevant manner, since $g = G_kk^{-2}$. Thus the model seems to be non-renormalizable according to perturbative considerations. This might be the signal of the necessity to introduce new dynamical variables for elementary excitations, e.g. strings.

However the concept of asymptotic safety may give a helping hand to QEG. It was shown that the model seems to possess a UV attractive NGFP, which makes QEG renormalizable [79, 89, 90, 92, 97] and shows asymptotic safety [104, 105, 159–163]. It is a great challenge to find experimental evidence for quantum gravity, however there are promising ideas to catch its effects in LHC [164, 165]. Usually the model is considered in $d = 4$, however the 3-dimensional [166] and higher dimensional cases [167–169] are also investigated. In the context of dimension we notice that a dimensional reduction takes place during the flow to small distances from $4 \to 2$ [94, 170–172]. Note that the dimensional reduction refers to the spectral dimension only; the topological dimension does not undergo a dimensional reduction. The bare action of QEG belongs to the UV attractive NGFP of the RG flows [94, 172]. Some kind of classical limit can be associated to any fixed points, which can give different General Relativity and cosmology [162].

QEG is defined through a diffeomorphism invariant functional of the metric $g_{\mu\nu}$ in QEG, and the background field technique is used to preserve the gauge symmetry when the RG flow equations are derived. Here we flash the main points of the derivation given in [79]. The functional integral should be performed over all metrics $\gamma_{\mu\nu}$. It is decomposed into

$$\gamma_{\mu\nu}(x) = \bar{g}_{\mu\nu}(x) + h_{\mu\nu}(x)$$

(80)

where $\bar{g}_{\mu\nu}(x)$ is the background field metric and $h_{\mu\nu}(x)$ is the new integration variable. The generating functional is

$$\exp\{W_k\} = \int D[h_{\mu\nu};\bar{C},\bar{\bar{C}}] \exp\{-S[\bar{g} + h] - S_{gf}[h;\bar{g}] - S_{gh}[h,\bar{C},\bar{\bar{C}};\bar{g}] - \Delta_k S[h,\bar{C},\bar{\bar{C}};\bar{g}] - S_{\text{source}}\},$$

(81)

where $S[\bar{g} + h] = S[\gamma]$ is the classical action, which is invariant under the general coordinate transformation (L_v is the Lie derivative w.r.t. the vector field v)

$$\delta \gamma_{\mu\nu} = L_v = v^\rho \partial_\rho \gamma_{\mu\nu} + \partial_\mu v^\rho \gamma_{\rho\nu} + \partial_\nu v^\rho \gamma_{\mu\rho}.$$  

(82)

The term $S_{gf}$ in Eq. (81) denotes the gauge fixing term

$$S_{gf}[h;\bar{g}] = \frac{1}{2\alpha} \int d^d x \sqrt{\bar{g}} \bar{g}^\mu_\nu F_\mu F_\nu,$$

(83)
where $F_\mu$ is linear in the field variable $h_{\mu\nu}$ and contains a certain form of a first order differential operator of $\bar{g}_{\mu\nu}$ [79].

The term $S_{gh}$ stands for the Faddeev-Popov term with the ghosts $C^\mu$ and $\bar{C}_\mu$

$$S_{gh}[h,C,\bar{C};\bar{g}] = -\frac{1}{\kappa} \int d^dx \bar{C}_\mu \bar{g}^{\mu\nu} \frac{\partial F_\nu}{\partial h_{\alpha\beta}} L_C(\bar{g}_{\alpha\beta} + h_{\alpha\beta}),$$

with $\kappa = (32\pi G)^{-1/2}$. It is obtained by applying the gauge transformation

$$\delta h_{\mu\nu} = L_C e^{\gamma_{\mu\nu}}, \quad \delta \bar{g}_{\mu\nu} = 0$$

to $F_\mu$ and then replacing the parameters $u^\mu$ by the ghost field $C^\mu$. The Faddeev-Popov determinant is represented by the path integrals over $C^\mu$ and $\bar{C}_\mu$. The IR regulator should be applied to both the ghost and the gravitational field, and it reads as

$$\Delta_k S[h,C,\bar{C};\bar{g}] = \frac{1}{2} \kappa^2 \int d^dx \sqrt{g} h_{\mu\nu} R^{grav}[\bar{g}]^{\mu\nu} h_{\rho\sigma} + \sqrt{2} \int d^dx \sqrt{g} \bar{C}_\mu R^{gh}[\bar{g}] C^\mu.$$  

The source terms in Eq. (81) has the form

$$S_{source} = -\int d^dx \sqrt{g}(t^{\mu\nu} h_{\mu\nu} + \bar{\sigma}_\mu C^\mu + \sigma^\mu \bar{C}_\mu + \beta^{\mu\nu} L_C(\bar{g}_{\mu\nu} + h_{\mu\nu}) + \tau^\mu C^\nu \partial_\sigma C^\mu).$$

In order to get the effective action one should introduce the classical field variables

$$\bar{h}_{\mu\nu} = \frac{1}{\sqrt{g}} \frac{\delta W_k}{\delta t^{\mu\nu}}, \quad \xi_\mu = \frac{1}{\sqrt{g}} \frac{\delta W_k}{\delta \sigma^\mu}, \quad \bar{\xi}_\mu = \frac{1}{\sqrt{g}} \frac{\delta W_k}{\delta \sigma^\mu}$$

and then it can be obtained by the following Legendre transformation

$$\Gamma_k = \int d^dx \sqrt{g}(t^{\mu\nu} \bar{h}_{\mu\nu} + \bar{\sigma}_\mu \xi_\mu + \sigma^\mu \bar{\xi}_\mu) + W_k + \Delta S_k.$$

Finally one arrives at the flow equation of the form

$$\dot{\Gamma}_k[\bar{h},\xi,\bar{\xi},\bar{g}] = \frac{1}{2} \text{Tr} \left[ \frac{\sqrt{2}(\bar{R}^{grav}_k)_{\bar{h}\bar{h}}}{(\bar{R}^{grav}_k + \Gamma_k')_{\bar{h}\bar{h}}} - \frac{1}{2} \left( \kappa^2 (\bar{R}^{gh}_k)_{\xi\xi} \left( \frac{1}{(\kappa^2 R^{gh}_k + \Gamma_{h'}(\bar{h}))_{\xi\xi}} - \frac{1}{(\kappa^2 R^{gh}_k + \Gamma_{h'}(\bar{h}))_{\xi\xi}} \right) \right) \right].$$

A general form of the QEG effective action is

$$\Gamma_k = \int d^dx \sqrt{\det g_{\mu\nu}} \left( \frac{1}{16\pi G_k} (2\Lambda_k - R) - \frac{\omega_k}{2\sigma_k} C^2 + \frac{1}{2\sigma_k} E^2 + \ldots + \frac{\omega_k}{2\sigma_k} C^2 + \frac{\theta_k}{\sigma_k} E + \ldots + \text{gf. terms + gh. terms} \right).$$

The first terms come from the Taylor expansion of the general non-local functional $f(R)$ [173, 174]. The first two terms constitute the Einstein-Hilbert truncation with the two dimensionless couplings $\lambda = \Lambda_k k^{-2}$ and $g = G_k k^{d-2}$. Then the contributions coming from the square of the Weyl tensor $C^2 = C_{\mu\nu\rho\sigma}C^{\mu\nu\rho\sigma}$, and the Gauss-Bonnet topological invariant $E = R^{\mu\nu\rho\sigma}R_{\mu\nu\rho\sigma} - 4R_{\mu\nu}R^{\mu\nu} + R^2$ are considered [175] in Eq. (91). In the end the gauge fixing and the ghost terms are indicated. The functional $f(R)$ can have any form, e.g. it can be a logarithmic or polynomial function [173]. The explicit form of the evolution equations including the interaction term $R^2$ can be found in [176]. A further possible extension of QEG contains terms in the action in Eq. (91) which describes interaction between the matter and the metric fields. The matter field can be a fermionic system [177–179], a scalar field [103, 180–185], or a gauge field [109, 186, 187]. The improvement of the ghost sector is also intensively studied [188, 189].

From the extensions of the QEG effective action in Eq. (91) one can derive the RG evolution equations for the couplings. Considering the 2-dimensional projection of the theory space to the usual Newton and cosmological couplings we can obtain different types of phase structures. However it has several universal properties, namely that any extension of QEG shows two phases and possesses a UV attractive NGFP, implying that model is asymptotically safe.
E. Evolution equation

Using Litim’s regulator and the Einstein-Hilbert truncation, where the dimensionless Newton and the cosmological couplings are considered, we obtain the following RG equations [169]

\[ \dot{\lambda} = -2\lambda + \frac{g}{2}d(d + 2)(d + 5) - d(d + 2)\frac{g}{2} \left( \frac{d - 1}{g} + \frac{1 - 4\chi(1 - 1/d)}{d - 2} \right), \]

\[ \dot{g} = (d - 2)g + \frac{(d + 2)g^2}{g - g_b}, \]

with

\[ g_b = \frac{(1 - 2\lambda)^2}{2(d - 2)}. \]

One can introduce the gravitation anomalous dimension

\[ \eta = \frac{(d + 2)g}{g - g_b}. \]

Note that there are further anomalous dimensions, e.g. the one which belongs to the ghost fields or the background anomalous dimension which appears due to the background field method [114, 118, 182, 190–192]. The model has two fixed points [167, 168, 193]. When \( d = 4 \), then there is a UV NGFP at \( \lambda_{UV}^* = 1/4 \), \( g_{UV}^* = 1/64 \). The matrix \( M \) is

\[ M = \frac{1}{3} \begin{pmatrix} -2 & -176 \\ -1 & -8 \end{pmatrix}, \]

with the eigenvalues \( s_{UV1} = (5 + i\sqrt{167})/3 \) and \( s_{UV2} = (5 - i\sqrt{167})/3 \), so it is a UV attractive of IR repulsive focal point. The corresponding critical exponent is identified as the negative reciprocal of the real part of the eigenvalues, thus \( \nu = 0.6 \). Furthermore one has a GFP at \( \lambda_{G}^* = 0 \), \( g_{UV}^* = 0 \) with the corresponding matrix

\[ M = \frac{1}{3} \begin{pmatrix} -2 & \frac{1}{2}d(d + 2)(d - 3) \\ -1 & d - 2 \end{pmatrix} \]

in dimension \( d \). The eigenvalues are \( s_{G1} = -2 \) and \( s_{G2} = d - 2 \). The negative reciprocal of the former eigenvalue gives the critical exponent \( \nu = 1/2 \) of \( \xi \). The latter one guarantees that the GFP is a hyperbolic one when \( d > 2 \).

The phase structure is shown in Fig. 18. There is a separatrix connecting the UV attractive NGFP and the GFP. The trajectories which are left to the separatrix give negative values for the cosmological constant and vanishing Newton coupling in the IR limit, and constitute the strong-coupling or symmetric phase of QEG [79, 194]. Other trajectories getting around the separatrix from the right give large positive values of \( \xi \). The trajectories which are left to the separatrix give negative values for the cosmological constant and vanishing Newton coupling in the IR limit, and constitute the strong-coupling or symmetric phase of QEG [79, 194]. Other trajectories getting around the separatrix from the right give large positive values of \( \xi \). The latter one guarantees that the GFP is a hyperbolic one when \( d > 2 \).

In \( d = 4 \) if one reparameterizes the couplings according to \( \chi = 1 - 2\lambda \), \( \omega = 4g - (1 - 2\lambda)^2 \) and introduces the new ‘RG time’ \( \partial_{\tau} = \omega \partial_{\tau} \) then one obtains

\[ \partial_{\tau}\chi = -4\omega + 2\chi(8 + 21\chi) + 24\omega^2 + 6\chi^2(3\chi + 1) - 1, \]

\[ \partial_{\tau}\omega = 8\omega^2(1 - 6\chi) - 2\chi(42\chi^2 + 9\chi - 4) - 6\chi^3(\chi(6\chi + 5) - 2), \]

which have the UV NGFP at \( \omega_{UV}^* = -3/16 \), \( \chi_{UV}^* = 1/2 \), the GFP at \( \omega_{G}^* = -1 \) and \( \chi_{G}^* = 1 \) and the IR attractive fixed point at \( \omega_{IR}^* = 0 \) and \( \chi_{IR}^* = 0 \) which corresponds to the point \( g_{IR}^* = 0 \) and \( \lambda_{IR}^* = 1/2 \) in terms of the original dimensionless couplings. Naturally the IR fixed point is IR attractive. The existence of the IR fixed point also has been uncovered and discussed in [109–111]. The RG equations of QEG coming from other truncation schemes can give distinct form of propagators with different singularity conditions. In [88] we showed that in the IR evolution a scaling regime appears implying that there exists an IR fixed point in those cases, too.

As in the case of the previous models, one can get the value of the critical exponent \( \nu \) from the IR scaling. Again, the scale \( k \) where the evolution stops equals the reciprocal of the correlation length \( \xi \). We plotted the divergence of the correlation length in Fig. 19 for dimensions \( d = 4 \ldots 11 \). We obtain that a second order phase transition can be identified in the IR region of QED with the exponent \( \nu = 1/2 \) independently on the dimension. One can obtain similar results if one uses different regularization scheme or special extensions of the action containing the
functions of the Euclidean spacetime volume $V = \int d^d x \sqrt{\text{det} g_{\mu \nu}}$ [88]. This result does not coincide to the UV value of $\nu = 1/3$ [195, 196], which is the reciprocal of the imaginary part of the scaling exponent in the UV fixed point, i.e. $\nu = 3/\sqrt{167} \approx 0.23$. They are not equal but taking into account further couplings e.g. by including higher order terms in the curvature scalar [119, 197–202] the result of $\nu$ can be improved. Generally the exponent has some scheme and truncation dependence, and it is around $\nu \approx 0.23 - 0.4$.

However the improvement of the action by extensions does not necessarily change the IR value of $\nu = 1/2$. As it was demonstrated through many models in the previous sections the IR value of $\nu$ equals the one which can be calculated in the vicinity of the crossover hyperbolic fixed point if it exists. Here the GFP plays this role, but we know that the eigenvalues of the GFP equals the negative canonical dimension of the couplings. The single negative eigenvalue of $M$ in Eq. (96) is $s_1 = -2$ independently on the dimension, as is numerically checked and shown in Fig. 19. If we introduce new couplings into the QEG effective action in Eq. (91) as a Taylor expansion of the dimensionless form of $\tilde{f}(\tilde{R})$ [203] according to

$$\tilde{f}(\tilde{R}) = \sum_{n=1}^{N} \frac{\tilde{g}_n}{n!} \tilde{R}^n,$$

(98)

then the canonical dimension of the coupling $\tilde{g}_n$ becomes $d_n = d - 2n$. We can identify the first two dimensionless couplings with the cosmological and the Newton couplings as $\lambda \sim \tilde{g}_0/\tilde{g}_1$ and $g \sim 1/\tilde{g}_1$. Then the canonical dimension induced scaling of the couplings around the GFP are $\lambda \sim k^{-2}$, $g \sim k^{d-2}$ and $\tilde{g}_n \sim k^{2n-d}$ with $n > 1$. In case of $d = 4$
the single negative eigenvalue is $s_1 = -2$, which belongs to the cosmological coupling. It implies that the exponent $\nu$ calculated at the GFP is always equals $1/2$, therefore we expect, that its IR value is exactly $\nu = 1/2$ if the total $\tilde{f}(\tilde{R})$ is considered.

We note that there are extensions of QEG where the GFP does not exist [108]. Since the IR fixed point is strongly related to the crossover hyperbolic point then its scaling behavior can significantly change. It was shown that a certain choice of the extension may eliminate the GFP [88]. In this case the correlation length $\xi$ does not diverge which implies that the order of the phase transition changes to a first order one, in the IR region. Naturally it can also change the classical limit there which may also affect the cosmological value problem [88].

## IV. SUMMARY

We gave a short introduction of asymptotic safety in the framework of the functional renormalization group method. We introduced several models, where a nontrivial UV attractive fixed point exists, which saves the model from nonphysical divergences and gives asymptotic safety.

The functional renormalization group method is a powerful nonperturbative tool to investigate the field theoretical models. It provides a partial differential equation for the effective action which initial condition describes the high energy UV physics of the model and the solution gives the low energy IR one. The RG technique is used in several areas in quantum physics, however the results from its nonperturbative nature comes forward quite rarely. One can say that the stable UV and the stable IR limit of the theory cannot be described by perturbative calculations. The former one provides the asymptotic safety, while the latter one gives the IR behavior of the broken phase which can be related to the quantum-classical transition. In this articles we concentrated on these limits of the models which were considered.

First we investigated the d-dimensional $O(N)$ model, which is asymptotically free. We showed that there exist two phases and three fixed points in the model. Then we analyzed such models which are asymptotically safe. We plotted the phase structure of the 3d nonlinear $\sigma$, the 3d Gross-Neveu, the 2d sine-Gordon models and the 4d quantum Einstein gravity. These models have two phases. The theory space shows several similarities. There are three different fixed points. The trajectories start from the UV attractive NGFP and tend towards the crossover hyperbolic fixed point. In the broken phase of the models there exists a further IR fixed point which is IR attractive. Table III summarizes the fixed points of the models, which were investigated. The models are not in the same universality class, since they can be distinguished by the critical exponents. Different fixed points may result in different exponents, therefore the classification could be done for the UV, CO and the IR fixed points.
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