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Abstract: In this paper we present a model reduction technique based on moment matching for a class of hybrid systems with state-dependent jumps. The problem of characterizing the steady-state for this class of systems is studied and a result which allows to described the steady-state response of hybrid systems through the use of a hybrid mapping is given. Then a family of hybrid reduced order models which achieve moment matching and are easily parameterizable is provided. The special case of periodic input signals is analyzed and conditions for applying the technique are given for this class. A numerical simulation illustrates the results.
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1. INTRODUCTION

Hybrid systems are mathematical representations that combine behaviors described by continuous-time systems and behaviors described by discrete-time systems, see Goebel et al. [2009]. Many mechanical systems, e.g. walking robots and billiards, are subject to impacts that change the evolution of the system instantaneously, see e.g. Brogliato [1999], Moreau et al. [1988]. Biological systems, in which, for instance, neural impulsive behavior can be coupled with continuous cell dynamics, constitute another area of application, see e.g. Buck [1988], Pikovsky et al. [2001]. Since the problem of coupling continuous-time and discrete-time has been studied and analyzed from different research communities, different terminology and notation have been produced during the years. For instance, classes of hybrid systems are some times referred as hybrid automata, whereas other classes as switching systems, while some others as impulsive differential equations, see e.g. Heinzinger [1996], Liberzon and Morse [1999], Bainov and Simeonov [1989]. While some problems regarding hybrid systems have been recently solved (see Goebel et al. [2009]), some others, such as the problem of model reduction, remain open. The problem of model reduction consists in the construction of simplified mathematical descriptions, with respect to some notion of complexity, which preserve part of the behavior and properties of the original descriptions. While the literature of model reduction for continuous-time and discrete-time systems is rich and the field can be considered mature, see e.g. Antoulas [2005], Glover [1984], Moore [1981], Kimura [1986], Antoulas et al. [1990], Scherpen and Gray [2000], Gray and Verriest [2006], Hinze and Volkwein [2005], Willcox and Peraire [2002], Astolfi [2010], few attempts have been made to solve the problem of model reduction for hybrid systems. The paper Habets and van Schuppen [2002], in which the problem of reduction on polytopes has been addressed, is one of the first contributions in this area. A different approach based on the concept of abstraction has been presented in Mazzi et al. [2008], in which balanced truncation is used for the continuous-time subsystems and pseudo-equivalent location elimination is used for the discrete-time subsystem. Some methods have been proposed to address the problem of model reduction of discrete-time switching systems, see e.g. Gao et al. [2006], Wu and Zheng [2009], Zhang et al. [2008], switching systems of Markovian type, see e.g. Zhang et al. [2003], and switching systems with average dwell time, see e.g. Zhang and Shi [2008], Zhang et al. [2009]. An approach based on the notion of generalized Gramians has been presented in Shaker and Wisniewski [2009, 2011] to address the problem of model reduction of switching systems. Finally, the problem of reducing a hybrid system to a continuous-time model near a periodic orbit has been investigated in Burden et al. [2011].

This paper proposes a technique to solve the problem of model reduction of hybrid system, with linear dynamics and state-dependent jumps, based on the idea of matching the steady-state output response of the system to a selected class of signals. This work is inspired by Scarciotti and Astolfi [2016a], in which the moment matching approach has been extended to inputs produced by signal generators in explicit form, i.e. signals which may not be generated by smooth differential equations. herein, we propose a hybrid characterization of the mapping, coupled with the hybrid signal generator, describing the steady-state response of hybrid systems. We also specialize the results to the case of hybrid systems with periodic jumps (see Scarciotti and Astolfi [2016c] for some early results for this class of hybrid systems). Finally we provide a parameterized family of hybrid systems with state-dependent jumps. The parameters of this family can be easily exploited to set additional properties of the reduced order models, e.g. selecting the eigenvalues for both the continuous-time and
the discrete-time subsystems.

The rest of the paper is organized as follows. In Section 2 we give some preliminaries, we relate the present framework to the one of Scarciotti and Astolfi [2016a] and we formalize the problem addressed in the paper. In Section 3 the problem of model reduction for hybrid systems with state-dependent jumps is solved. In Section 4 the results are specialized to the case of periodic jumps. Section 5 provides a numerical simulation which is used to illustrate the results of the paper. Finally, Section 6 contains some concluding remarks and gives further directions of investigation.

Notation. We use standard notation. \( \mathbb{R} \) denotes the set of real numbers, \( \mathbb{R}_{>0} \) denotes the set of positive real numbers, \( \mathbb{C} \) denotes the set of complex numbers, \( \mathbb{N} \) denotes the set of non-negative integers, \( \mathbb{Z} \) denotes the set of integers and \( \mathbb{R}^{n \times n} \) denotes the set of \( n \times n \) matrices. \( \mathbb{I} \) denotes the identity matrix, \( \mathbb{O} \) denotes the null matrix, \( \mathbb{Z} \) denotes the set of complex numbers with strictly negative real part and \( \mathbb{C}_\pi \) denotes the set of complex numbers with modulus strictly smaller than one.

Given \( k \) matrices \( X_j \), with \( j = 1, \ldots, k \), \( \prod_{j=0}^{k} X_j \) and \( \prod_{j=0}^{k} X_j \) indicate the products \( X_1X_2 \cdots X_k \) and \( X_kX_{k-1} \cdots X_1 \), respectively.

### 2. PRELIMINARIES AND PROBLEM FORMULATION

In this section we introduce a few basic definitions and we formulate the problem addressed in the paper.

#### Definition 1. (Zadeh and Desoer [1963], Kalman et al. [1969]) Let \( x(t) \in \mathbb{R}^n \) be the state of a dynamical system \( \Sigma \). Let \( u(t) \in \mathbb{R}^m \) be the input of \( \Sigma \). Let \( t_0 \) and \( x_0 = x(t_0) \) be the initial time and the initial state, respectively. If there exists a function \( \phi : \mathbb{R} \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^n \) such that

\[
x(t) = \phi(t, t_0, x_0, u),
\]

for all \( t \geq t_0 \), we call equation (1) the representation in explicit form, or the explicit model, of \( \Sigma \).

Assume \( \phi(t, t_0, x_0, u) \) has a continuous derivative with respect to \( t \) for every \( t_0, x_0 \) and \( u \), and there exists a function \( f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \), continuous for each \( t \) over \( \mathbb{R}^n \times \mathbb{R}^m \), such that

\[
\dot{x} = f(x, u).
\]

We call the differential equation (2) the representation in implicit form, or the implicit model, of \( \Sigma \).

#### Definition 2. (Isidori [1995]) If \( x^* \in \mathcal{C} \subset \mathbb{R}^n \) and \( u^* \in \mathcal{U} \subset \mathbb{R} \) are such that

\[
\lim_{t \to \infty} \| \phi(t, t_0, x^*, u^*) - \phi(t, t_0, x^*, u^*) \| = 0
\]

for every \( x^* \in \mathcal{C} \), then the response \( \phi(x, u) \) is called the steady-state response of system \( \Sigma \) to the input \( u^* \).

We stress that the steady-state response is well-defined, under a few hypotheses, for systems in explicit form, i.e. it is not necessary that the steady-state response be the solution of a differential equation.

#### Definition 3. Consider the system \( \Sigma \) with an output mapping \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) and an input described by \( l(\omega) \), with \( \omega(\tau) = \omega(t_0 + \tau \omega) \in \mathbb{R}^n \) and \( \mathbb{I} : \mathbb{R}^n \rightarrow \mathbb{R} \). Suppose that the steady-state response \( \phi_{ss} \) to the input \( l(\omega) \) can be described as the graph of a map \( \pi : \mathbb{R}^r \rightarrow \mathbb{R}^n \). The moment of the system \( \Sigma \) at \( l(\omega) \) is defined as the mapping \( h \circ \pi \).

We can now formulate a general version of the problem of model reduction by moment matching.

#### Problem 1. Given a system \( \Sigma \) of order \( n \) equipped with a steady-state output mapping \( h \circ \pi \) at \( l(\omega) \), the problem of model reduction by moment matching consists in determining a system \( \Sigma' \) of order \( n' < n \) equipped with a steady-state output mapping \( \kappa \circ p \) at \( l(\omega) \) such that \( \kappa(\pi(\omega)) = \kappa(p(\omega)) \) for all \( \omega \in \mathbb{W} \).

For ease of exposition assume that \( t_0 = 0 \) and consider a linear, single-input, single-output, continuous-time, minimal, system described by the equations

\[
\dot{x} = Ax + Bu,

y = Cx,
\]

with \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R} \), \( y(t) \in \mathbb{R} \), \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times 1} \) and \( C \in \mathbb{R}^{1 \times n} \). It is well-known that the steady-state response of system (4) is described by the graph of a specific integral mapping.

#### Theorem 1. (Pavlov et al. [2006], Isidori and Byrnes [2008]) Consider system (4). Assume \( u \) is bounded and piecewise continuous, and that \( \sigma(A) \subset \mathbb{C}_{\pi} \). Then the steady-state response of system (4) is described by the equation

\[
x_{ss}(t) = \int_{0}^{t} e^{A(t-\tau)}Bu(\tau)d\tau.
\]

If in addition \( u = l(\omega) \), then there exists \( \pi \) such that

\[
x_{ss}(t) = \pi(l(\omega)).
\]

Equation (5) is very general (it holds for any bounded piecewise input, not necessarily \( l(\omega) \)), but it does not exploit any additional information regarding how \( u \) is generated. This makes difficult to evaluate the integral, since the whole trajectory of \( u \) has to be known. A first simplification can be achieved considering the class of signal generators in explicit form studied in Scarciotti and Astolfi [2015], namely

\[
\omega(t) = \Lambda(t)\omega(0), \quad u = Lu,
\]

with \( L \in \mathbb{R}^{1 \times n} \) and \( \Lambda(t) \in \mathbb{R}^{n \times n} \) such that \( \Lambda(0) = I \). Under certain assumptions, see Scarciotti and Astolfi [2016a], the steady-state response of system (4) interconnected with (6) can be described by \( x_{ss}(t) = \Pi(t)\omega(t) \) with

\[
\Pi(t) = \left( e^{A\Pi(0)} + \int_{0}^{t} e^{A(t-\tau)}BLA(\tau)d\tau \right) \Lambda(t)^{-1}.
\]
for a certain $\Pi(0) \in \mathbb{R}^{n \times \nu}$, or with
\[
\dot{\Pi}(t) = A\Pi(t) + BL - \Pi(t) \dot{A}(t) \Lambda(t) - 1,
\] (8)
for each $t \in T \subset \mathbb{R}_{>0}$ in which $\Lambda$ is differentiable. However, additional assumptions are needed to compute the initial conditions $\Pi(0)$ of (7) or (8) at the beginning of each of the intervals in which $\Lambda(t)$ is differentiable. The selection of the initial conditions $\Pi(0)$ is simplified when periodic signals, which are of special interest for applications (see Scarciotti and Astolfi [2016b]), are considered. In this case $\Lambda(t) = \Lambda(t - T)$ for all $t \geq T$ and $\Pi$ is given by
\[
\Pi(t) = \left( I - e^{-AT} \right)^{-1} \left[ \int_{T-t}^T e^{A(t-\tau)} BLA(\tau) d\tau \right] \Lambda(t) - 1.
\] (9)

With this characterization of moment, a family of reduced order models for the linear system (4) at periodic input signals generated by (6) can be defined. As hinted already in Scarciotti and Astolfi [2016a] and stressed in Scarciotti and Astolfi [2016c], this characterization allows to solve the problem of model reduction of linear systems at discontinuous input signals generated by hybrid systems with periodic jumps. Note also that an alternative formulation based on hybrid output regulation, but still inspired by the results of Scarciotti and Astolfi [2016a], has been given in Galeani and Sassano [2015]. However, when also the system to be reduced is hybrid it is preferable to give a characterization of $\Pi$ which is hybrid itself (this would allow to define a reduced order model that is hybrid). Moreover, if the discontinuous input signal is generated by a hybrid system which does not jump periodically, then equation (9) cannot be used at all and we have to fold back using equation (7), which has the additional problem of the determination of the initial conditions on each interval $T$.

It seems therefore natural to investigate the problem of determining these initial conditions exploiting the information that we are considering a hybrid generator. Hence, in the remaining of the paper we address the problem of model reduction by moment matching for linear hybrid systems. We first study the case of systems with state-dependent jumps. Then we show how the case of periodic jumps can be solved as a special case of the obtained results.

3. MODEL REDUCTION FOR HYBRID SYSTEMS WITH STATE-DEPENDENT JUMPS

Consider a linear, single-input, single-output, minimal, hybrid system described by the equations
\[
\begin{align*}
\dot{\omega}(t) &= S \omega(t), \quad \text{if } \omega(t) \in C(t), \\
\omega^+(t) &= J \omega(t), \quad \text{if } \omega(t) \in D(t),
\end{align*}
\] (10)
\[
\begin{align*}
u_c(t, k) &= L_c \omega(t), \\
u_d(t, k) &= L_d \omega(t),
\end{align*}
\]
with $\omega(t, k) \in \mathbb{R}^n$, $u_c(t, k) \in \mathbb{R}$, $u_d(t, k) \in \mathbb{R}$, $S \in \mathbb{R}^{n \times \nu}$, $J \in \mathbb{R}^{\nu \times \nu}$, $L_c \in \mathbb{R}^{1 \times \nu}$, $L_d \in \mathbb{R}^{1 \times \nu}$, $C(t)$ is a simply connected time-variant set and $D(t)$ is its time-variant boundary set, i.e. $i$ is such that for any given $t^*$, $D(t^*) = \overline{C(t^*) \setminus C(t^*)}$. We assume that $\omega$, $C(t)$ and $D(t)$ are such that $\omega$ cannot have multiple instantaneous jumps, i.e. once the flow of $\omega$ reaches $\overline{C(t)}$ it jumps according to the second equation in (10) in $C(t)$. The subsequent jumps and flows define an hybrid time domain $H \subset \mathbb{R} \times \mathbb{X}$ described by the union of infinitely many intervals of the form $[t_j, t_{j+1}] \times J$, with $0 = t_0 \leq t_1 \leq \cdots < +\infty$. In general, the jumping times $t_j$ are not known a priori and depend upon the initial condition $\omega_0 = \omega(0,0)$ of system (10). We also introduce the following assumption.

Assumption 1. The trajectories of system (10) are bounded forward and backward in time. The pairs $(L_c, S)$ and $(L_d, J)$ are observable. The matrix $J$ is such that $0 \notin \sigma(J)$.

As a consequence, the signals $u_c$ and $u_d$ are piecewise continuous and bounded.

Consider now a linear, single-input, single-output, minimal, hybrid system flowing and jumping according to $H$ described by the equations
\[
\begin{align*}
\dot{x}_c &= A_c x_c + B_c u_c, \quad \text{if } \omega(t) \in C(t), \\
x_d^+ &= A_x x_d + B_d u_d, \quad \text{if } \omega(t) \in D(t),
\end{align*}
\] (11)
\[
y = C x_c,
\]
with $x_c(t, k) \in \mathbb{R}^n$, $u_c(t, k) \in \mathcal{U}$, $u_d(t, k) \in \mathcal{U}$, $y(t, k) \in \mathbb{R}$, $A_c \in \mathbb{R}^{n \times n}$, $A_d \in \mathbb{R}^{n \times n}$, $B_c \in \mathbb{R}^{n \times 1}$, $B_d \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{n \times 1}$. We are assuming, for simplicity, that the jumps of system (11) are triggered by $\omega$. Note that this assumption can be easily relaxed defining $x$-dependent flow and jump sets for system (11) (with a non-trivial complication of the notation).

Theorem 2. Consider the interconnection of system (11) with the hybrid generator (10). Suppose the zero equilibrium of system (11) is asymptotically stable and that Assumption 1 holds. The steady-state response of the interconnected system is described by $x_{ss} = \Pi \omega$, where $\Pi(t, k) \in \mathbb{R}^{n \times \nu}$ is the unique solution of
\[
\begin{bmatrix}
\dot{\omega} \\
\Pi \\
\omega^+
\end{bmatrix} = \begin{bmatrix}
S \omega \\
A_c \Pi - I S + B_c L_c \\
J \omega
\end{bmatrix}, \quad \text{if } \omega(t) \in C(t),
\] (12)
\[
\begin{bmatrix}
\dot{\omega} \\
\Pi J \\
\omega^+
\end{bmatrix} = \begin{bmatrix}
A_d \Pi + B_d L_d \\
J \omega
\end{bmatrix}, \quad \text{if } \omega(t) \in D(t).
\]

Proof. We begin showing that the solution $\Pi$ of system (12) is well-defined and unique. We first prove that the solution of the first $\Pi$-equation in (12) over the interval $[t_k, t_{k+1}] \times k$ is
\[
\Pi(t, k) = \left( e^{A_c (t - t_k) \Pi_k} + \int_{t_k}^t e^{A_c (\tau - t_k) \Pi_k} B_c L_c e^{S(\tau-t_k) \Pi_k} + e^{-S(\tau-t_k) \Pi_k} \right) e^{-S(\tau-t_k) \Pi_k}.
\] (13)

To this end note that $\Pi(t, k)$ in (13) is always well-defined since the integral contains the product of exponential matrices. In the interval $[t_k, t_{k+1}] \times k$, $\Pi(t, k)$ is differentiable, yielding
\[
\Pi e^{S(t-t_k)} + I S e^{S(t-t_k)} = A_c e^{A_c (t-t_k) \Pi_k} + B_c L_c e^{S(t-t_k)} + A_c \int_{t_k}^t e^{A_c (\tau-t_k) \Pi_k} B_c L_c e^{S(\tau-t_k) \Pi_k} + e^{-S(\tau-t_k) \Pi_k} \right) e^{-S(\tau-t_k) \Pi_k}.
\] (14)

Note that to compute the last two terms in the right-hand side we have used the differentiation under the integral sign formula. Substituting the integral appearing in the last equation with the expression given in (13), yields
\[
\Pi e^{S(t-t_k)} + I S e^{S(t-t_k)} = A_c e^{A_c (t-t_k) \Pi_k} + B_c L_c e^{S(t-t_k)} + A_c \left( \Pi e^{S(t-t_k)} - e^{A_c (t-t_k) \Pi_k} \right) \Pi_k + \Pi + I S = B_c L_c + A_c \Pi,
\] (15)
proving that $\Pi(t,k)$ in (13) is the solution of the first \textit{P}-equation in (12) over the interval $[t_k,t_{k+1}] \times k$. We now show that the initial condition $\Pi(t_k,k)$ in the interval $[t_k,t_{k+1}] \times k$ is unique. Writing (13) for $t = t_{k+1}$, replacing the resulting expression of $\Pi(t_{k+1},k)$ in the right-hand side of the second $\Pi$-equation in (12) and multiplying on the right for $e^{S(t_{k+1}-t_k)}$, yields

$$\Pi_{k+1} = A_d e^{A_k (t_{k+1}-t_k)} \Pi_k + B_d L_d e^{S(t_{k+1}-t_k)} A_d \int_{t_k}^{t_{k+1}} e^{A_k (t_{k+1}-t')} B_d L_d e^{S(t_{k+1}-t')} dt', \quad (16)$$

First of all note that, since $J$ is invertible by hypothesis, given $\Pi_k$, i.e. the initial condition of (13) in the interval $[t_k,t_{k+1}] \times k$, we can compute $\Pi_{k+1}$, i.e. the initial condition of (13) in the interval $[t_{k+1},t_{k+2}] \times k + 1$. Thus, the last problem to address in proving that the solution of system (12) is well-defined and unique is to establish if one of such initial conditions exists. Writing equation (16) for $k = -1$ yields

$$\Pi_0 = A_d e^{A_{-1} (t_0-t_{-1})} \Pi_{-1} e^{-S(t_0-t_{-1})} J^{-1} + B_d L_d J^{-1} + A_d \int_{t_{-1}}^{t_0} e^{A_{-1} (t_0-t')} B_d L_d e^{-S(t_0-t')} dt', \quad (17)$$

Iterating and replacing the expression for $\Pi_{-1}, \Pi_{-2}, \ldots$, we obtain the relation

$$\Pi_0 = \prod_{k=0}^{\infty} \left( A_d e^{A_k (t_0-t_{k-1})} \right) \prod_{k=0}^{\infty} \left( e^{-S(t_0-t_{k-1})} J^{-1} + K \right), \quad (18)$$

with

$$K = B_d L_d J^{-1} + \sum_{j=0}^{\infty} \prod_{k=0}^{j} \left( A_d e^{A_k (t_0-t_{k-1})} \right) \times \left( B_d L_d J^{-1} + A_d \int_{t_{j-2}}^{t_j} e^{A_{j-1} (t_j-t')} B_d L_d e^{-S(t_j-t')} dt' \right) \times \prod_{k=0}^{j} \left( e^{-S(t_0-t_{k-1})} J^{-1} \right) + A_d \int_{t_{-1}}^{t_0} e^{-A_{-1} t'} B_d L_d e^{-S t'} dt'. \quad (19)$$

The second product sequence in (18) is bounded by hypothesis, whereas the first product sequence is converging to zero because the zero equilibrium of system (11) is asymptotically stable. The term $K$ is finite, because is the sum of constant terms multiplied on the left by increasingly longer sequences of $A_d e^{A_k (t_0-t_{k-1})}$ (for which the norm asymptotically converges to zero). As a result,

$$\Pi_0 = K.$$ \hspace{1cm}(20)

This concludes the proof that the solution of system (12) is well-defined and unique. It remains to show that the steady-state $x_{ss}(t,k)$ of the interconnected system can be expressed as $\Pi(t,k)\omega(t,k)$. Consider the equations

$$\begin{align*}
(x - \Pi \omega)^+ &= A_d x + B_d L_d \omega - \Pi \omega - \Pi S \omega \\
&= A_d x + B_d L_d \omega - A_d \Pi \omega + \Pi S \omega - B_d L_d \omega - \Pi S \omega \\
&= A_d (x - \Pi \omega), \quad (21)
\end{align*}$$

The response of the system of equations (20)-(21) can be written explicitly, namely

$$\varepsilon(t,k) = e^{A_{c} (t-t_0)} \prod_{j=0}^{k} \left( A_d e^{A_{c} (t_j-t_{j-1})} \right) (x_0 - \Pi_0 \omega_0).$$

As a consequence, the state response of the interconnection of system (11) with the hybrid generator (10) is

$$x(t,k) = \Pi(t,k) \omega(t,k) + \varepsilon(t,k).$$

Finally, note that the term $\varepsilon$ describes a transient response which decays to zero since the zero equilibrium of system (11) is asymptotically stable, proving the claim that $\Pi(t,k)\omega(t,k)$ describes the steady-state of the system.

Remark 1. From a computational point of view $\Pi_0$ can be approximated with arbitrary precision considering a finite number of terms in equation (19).

Remark 2. That, in case $C(t) \equiv \mathbb{R}^{n \times \nu}$, i.e. the system and the generator are purely continuous-time systems, equation (19) reduces to

$$\Pi_0 = \int_0^\infty e^{-A_{c} \tau} B_d L_d e^{-S \tau} d\tau,$$

which is consistent with equation (5).

Remark 3. The condition $\sigma \left( A_d e^{A_k (t_0-t_{k-1})} \right) \subset \mathbb{D}_{<1}$ for all $[t_k,t_{k+1}] \times k \in \mathcal{H}$ implies that the zero equilibrium of system (11) is asymptotically stable. However, this condition is rather restrictive in the hybrid framework.

Remark 4. The only role of $\omega$ in system (12) is to generate the hybrid time domain over which II is flowing and jumping.

Once we have the description of the steady-state $x_{ss}(t,k)$, the construction of a family of reduced order models of (11) can be easily given.

Proposition 1. Consider system (11) and the signal generator (10). Suppose the zero equilibrium of system (11) is asymptotically stable and that Assumption 1 holds. Then the system described by the equations

$$\begin{align*}
x &\in \mathbb{R}^{n}, \text{ if } \omega \in C(t) \\
\xi &\in \mathbb{R}^{n}, \text{ if } \omega \in C(t) \\
\psi &\in CI\omega(t), \text{ if } \omega \in D(t)
\end{align*}$$

with $\xi(t,k), \psi(t,k) \in \mathbb{R}^{c}, \phi(t,k) \in \mathbb{R}^{c}, G_c \in \mathbb{R}^{c \times 1}, G_d \in \mathbb{R}^{c \times 1}$ and II the unique solution of (12), is a model of system (11) at $\omega$, for any $G_c$ and $G_d$ such that the zero equilibrium of system (22) is asymptotically stable. System (22) is a reduced order model of system (11) at $\omega$ if $n < \nu$.

Proof. Under the hypotheses of the proposition and by Theorem 2, the interconnection of system (22) and the signal generator (10) has a steady-state output response described by $CIP\omega$, with $P$ the unique solution of

$$\begin{align*}
\dot{P} &= (S - G_d L_d) P - PS + G_c L_c \\
P^+ &= (J - G_d L_d) P + G_d L_d.
\end{align*}$$

We easily see that this unique solution has to be $P = I$. As a consequence the steady-state output response $\psi_{ss}$ of
system (22) becomes $C \nu = \omega$, i.e. the family of models (22) solves Problem 1.

**Remark 5.** The vectors $G_c$ and $G_d$ are free parameters and can be used to achieve additional properties for the family of reduced order models (22), see Astolfi [2010].

### 4. THE SPECIAL CASE OF PERIODIC SIGNALS

In this section we specialize the results to the case of hybrid systems in which the input signal is periodic, see Scarciotti and Astolfi [2016c] for some early results. The additional contribution of this section is to simplify the expression of $\Pi$.

Define the hybrid time domain $\mathcal{H}_p := \{(t,k) : t \in [kT, (k+1)T], k \in \mathbb{Z} \}$. Consider a linear, single-input, single-output, minimal, hybrid system flowing and jumping according to $\mathcal{H}_p$ described by the equations

$$
\dot{x} = A_c x + B_c u_c, \\
x^+ = A_d x + B_d u_d, \\
y = C x,
$$

and the signal generator described by the equations

$$
\dot{\omega} = S \omega, \\
\omega^+ = J \omega, \\
u_c = L_c \omega, \\
u_d = L_d \omega,
$$

with $\sigma(Je^{ST}) \subseteq \mathbb{D}_1$. Then Theorem 2 can be simplified as follows.

**Corollary 1.** Consider the interconnection of system (24) with the hybrid generator (25). Assume $\sigma (A_{d}e^{A_c T}) \subseteq \mathbb{D}_{<1}$ and $\sigma(Je^{ST}) \subseteq \mathbb{D}_1$. The steady-state response of the interconnected system is described by $x_{ss} = \Pi \omega$, where $\Pi(t,k) \in \mathbb{R}^{n \times n}$ is the unique solution of

$$
\dot{\Pi} = A \Pi - \Pi S + B_c L_c, 
$$

for all $t \neq kT$, with $k \in \mathbb{Z}$, and with the matrices $\Pi(kT,k)$ given by the unique solution of the Sylvester equation

$$
A_{d}e^{A_c T} \Pi_{kT} - \Pi_{kT} J e^{ST} = -B_d L_d e^{ST} - A_d \int_{0}^{T} e^{A_c ((T-\tau)} B_c L_c e^{ST} d\tau,
$$

where, with abuse of notation, $\Pi(kT,k) = \Pi_{kT}$.

**Proof.** From Theorem 2 we know that the steady-state $x_{ss}$ can be parametrized as $\Pi_0 \omega$. Since the input signal generated by (25) is periodic and the zero equilibrium of system (24) is asymptotically stable, the steady-state $x_{ss}$ is periodic. As a consequence $\Pi$ must be periodic as well, i.e. $\Pi((k+1)T,k+1) = \Pi(kT,k) = \cdots = \Pi(T,T) = \Pi_0$.

Writing equation (16) in the present scenario yields

$$
\Pi_{kT} J e^{ST} = A_{d}e^{A_c T} \Pi_{kT} + B_d L_d e^{ST} + A_d \int_{0}^{T} e^{A_c (T-\tau)} B_c L_c e^{ST} d\tau,
$$

where $\Pi_{kT} J e^{ST}$ has been replaced with $\Pi_{kT}$. Finally, note that equation (28) is a Sylvester equation which has a unique solution because the sets of eigenvalues of $Je^{ST}$ and $A_{d}e^{A_c T}$ are disjoint.

**Remark 6.** Usually, when hybrid systems with periodic jumps are considered the so-called condition of non-resonance i.e. $\sigma (Je^{ST}) \cap \sigma (A_{d}e^{A_c T}) = \emptyset$, plays a role in the definition of the steady-state. However, since in this section the signal generator is assumed to produce periodic trajectories and the system has an asymptotically stable zero equilibrium, the condition of non-resonance is automatically satisfied. In fact, we exclude signal generators which produce decaying signals, because in the problem of model reduction based on the steady-state notion of moment an input signal which decays to zero does not contribute any steady-state information, see Astolfi [2010].

Similarly, Proposition 1 can be easily specialized to the present scenario.

**Corollary 2.** Consider system (24) and the signal generator (25). Suppose $\sigma (A_{d}e^{A_c T}) \subseteq \mathbb{D}_{<1}$ and $\sigma(Je^{ST}) \subseteq \mathbb{D}_1$. Then the system described by the equations

$$
\dot{\xi} = (S - G_c L_c) \xi + G_c u_c, \\
\dot{\psi} = C \Pi \xi(t),
$$

with $\Pi$ the unique solution of (26), is a model of system (24) at $\omega$, for any $G_c$ and $G_d$ such that the zero equilibrium of system (29) is asymptotically stable. System (29) is a reduced order model of system (24) at $\omega$ if $\nu < n$.

### 5. A NUMERICAL EXAMPLE

In this section we present a numerical example to illustrate the results of the paper. Consider the flow set defined as

$$
\mathcal{C}(t) = \left\{ s \in \mathbb{R}_{>0} : s < \sin \left( \frac{3}{2} t \right) + \sin \left( \frac{7}{2} t \right) + 3 \right\}
$$

and the jump set $\mathcal{D}(t)$ as its boundary. Note that the jump set is defined as the sum of two sinussoids with frequencies that are not rational multiple of each other. As a consequence the sum of these two sinussoids, which are obviously periodic, is not itself periodic. Consider the signal generator (10) with matrices $S = 2$ and $J = 0.01$. It is easy to see that each initial condition $\omega_0 \in \mathbb{R}_{>0}$ produce a different hybrid time domain $\mathcal{H}$. Fig. 1 shows the time histories of the variable $\omega(t,k)$ (dotted line) for two
randomly generated initial conditions, $\omega_0 = 0.1953$ (top) and $\omega_0 = 1.266$ (bottom). We can see that the trajectories reach the jump set (solid line) at different times. The matrices of system (11) have been randomly generated with the functions $rss$ (continuous part) and $drrss$ (discrete part) of MATLAB$^TM$. To report the matrices in this paper we have selected $n = 6$ which produced

$$A_c = \begin{bmatrix} -1.280 & 0.953 & 0.080 & 0.646 & 1.207 & 1.152 \\ 0.124 & -1.635 & -0.007 & 0.369 & 1.077 & 1.529 \\ -0.037 & 0.179 & -0.891 & -0.046 & 0.243 & 0.758 \\ -1.146 & -0.634 & -0.591 & -0.490 & 1.255 & 0.706 \\ -0.796 & -1.232 & -0.533 & -1.315 & -0.980 & -0.754 \\ -1.467 & -0.889 & -0.172 & -1.359 & 0.695 & -0.953 \end{bmatrix}.$$
parameters $G_c$ and $G_d$ of the reduced order model achieve a partial recover of the transient behavior.

6. CONCLUSION

We have proposed a hybrid characterization of the mapping describing the steady-state response of the hybrid system with state-dependent jumps. Exploiting this result, we have provided a parameterized family of hybrid systems in which the parameters can be easily exploited to set additional properties of the reduced order models. We have also specialized the results to the case of hybrid systems with periodic jumps. A numerical simulation illustrates the results of the paper. The extension of this technique to hybrid systems in which the continuous-time and discrete-time subsystems are described by nonlinear differential and difference equations represents a natural direction of further investigation.
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