One-loop correction to the energy of a wavy line string in $\text{AdS}_5$
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Abstract

We consider a computation of one-loop $\text{AdS}_5 \times S^5$ superstring correction to the energy radiated by the end-point of a string which moves along a wavy line at the boundary of $\text{AdS}_5$ with a small transverse acceleration (the corresponding classical solution was described by Mikhailov (2003)). We also compute the one-loop effective action for an arbitrary small transverse string fluctuation background. It is related by an analytic continuation to the Euclidean effective action describing one-loop correction to the expectation value of a wavy Wilson line. We show that both the one-loop contribution to the energy and to the Wilson line are controlled by the subleading term in the strong-coupling expansion of the function $B(\lambda)$ as suggested by Correa et al (2012 J. High Energy Phys. JHEP06(2012)048).

PACS numbers: 11.25.Tq, 11.25.−w

1. Introduction

It was suggested in [1] that there is universality in a class of near-BPS problems: the expectation values of the small-cusp Euclidean Wilson loop, the Euclidean wavy Wilson line, and energy radiated by a moving particle in Minkowski space. They all are controlled by the same function $B(\lambda)$

$$B(\lambda) = \frac{\sqrt{\lambda}}{4\pi^2} I_1(\sqrt{\lambda}) = \frac{\sqrt{\lambda}}{4\pi^2} - \frac{3}{8\pi^2} + \frac{3}{32\pi^2} \sqrt{\lambda} + \cdots.$$  \hspace{1cm} (1.1)

In the generalized cusp case the corresponding one-loop strong-coupling corrections have already been discussed in [2]. In this paper we attempt to further check this prediction at strong coupling in the case of radiation and the wavy line, reproducing the first subleading coefficient in (1.1) by a direct one-loop superstring computation.

$^3$ Also at Lebedev Institute, Moscow.
We shall begin in section 2 with a review of a classical string solution in the Minkowski signature $AdS_5$ ending on a nearly straight time-like line at the boundary. It is described in static gauge by the Mikhailov solution [3] (see also [4]). We compute the classical string action and the energy on this solution. In the remaining sections we shall compute the one-loop corrections to these classical expressions.

In section 3 we shall first consider the contribution from the bosonic string fluctuations using static gauge. Similar computations (see [5–7]) involve several subtle points that we will not directly address here (assuming cancellation of UV divergences and conformal anomalies should happen in the full theory as it does in conformal gauge). In particular, we will thus ignore the one-loop path integral over the $S^5$ string modes as it should contribute only to the divergences and the conformal anomaly.

In section 4 we will compute the one-loop fermionic contributions. We avoid detailed study of the cancellation of UV divergences by using a heuristic (but natural) argument of how to extract the relevant finite contribution. Summing up the bosonic and the fermionic contributions we find that the full one-loop correction to the radiated energy is indeed proportional to the next-to-leading coefficient in (1.1).

Finally, in section 5 we will consider the Euclidean wavy Wilson line solution [8–10]. The one-loop correction to the expectation value of the wavy Wilson line is given by the Euclidean one-loop effective action which can be obtained by an analytic continuation from the corresponding Minkowski signature expression computed in sections 3 and 4. As a result, we find that this one-loop correction is also governed by the next-to-leading coefficient in (1.1).

2. A classical solution for a string ending on a wavy line

We shall parametrize the worldsheet by $(\tau, \sigma)$ and $AdS_5$ by the Poincare coordinates

$$(X^\mu, Z) = (X^0, X^i, Z), \quad \mu = 0, \ldots, 3, \quad i = 1, 2, 3,$$

$$d s^2 = -\left(\frac{d X^0}{Z^2}\right)^2 + (d X^i)^2 + d Z^2. \tag{2.1}$$

Except in the final section, in this paper both the worldsheet and $AdS_5$ areas assumed to have a Minkowski signature with $\tau$ and $X^0$ being time-like. We will consider the static gauge

$$X^0 = \tau, \quad Z = \sigma. \tag{2.2}$$

The Nambu–Goto action is then given by

$$S_{cl} = -\frac{\sqrt{\lambda}}{2\pi} \int d\tau d\sigma \sqrt{-g}. \tag{2.3}$$

where the induced metric is

$$g_{\alpha\beta} = \frac{1}{Z^2} \eta_{\mu\nu} \partial_\alpha X^\mu \partial_\beta X^\nu = g_{0\alpha\beta} + \frac{1}{\sigma^2} \partial_\alpha X^i \partial_\beta X^i, \quad \alpha, \beta = 1, 2 \tag{2.4}$$

with $g_{0\alpha\beta}$ being the $AdS_5$ metric $g_{0\alpha\beta} = \frac{1}{\sigma^2} \text{diag}(-1, 1)$.

The simplest solution is when a string end moves along a time-like straight line at the boundary $X^i(\tau, \sigma = 0) = 0$. We shall consider a more general solution where a string end-point moves along a small deviation of that straight line. To leading order in $X^i$ the string action (2.3) is given by

$$S_{cl} = \frac{\sqrt{\lambda}}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} [ (\partial_\tau X^i)^2 - (\partial_\sigma X^i)^2 ] \tag{2.5}$$

and the equation of motion is

$$-\partial_\tau^2 X^i + \partial_\sigma^2 X^i - 2 \frac{2}{\sigma} \partial_\sigma X^i = 0. \tag{2.6}$$
Its solution with boundary conditions
\[ X^i(\tau, \sigma = 0) = x^i_0(\tau) + x^i_-(\tau) \quad (2.7) \]
is given by [3]
\[ X^i = x^i_0(\tau + \sigma) - \sigma \dot{x}^i_0(\tau + \sigma) + x^i_-(\tau - \sigma) + \sigma \dot{x}^i_-(\tau - \sigma), \quad (2.8) \]
where \( x^i_0, x^i_- \) are arbitrary functions and by the dot we denote the derivative over \( \tau \). The solution is uniquely defined by the boundary curve (2.7), the third normal derivative \( (\partial^3_\sigma X^i)|_{\sigma=0} \) [3]. In this paper, for simplicity we will set
\[ x^i_0(\tau) = 0, \quad x^i_-(\tau) = x^i(\tau). \quad (2.9) \]
We shall reserve the notation \( x_i \) for \( x^i_0(\tau - \sigma) \) using \( x_i \) for the function \( x^i \) of \( \tau \) only.

Let us evaluate the action and the energy on this solution in terms of the boundary data \( x^i(\tau) \) [3, 4]. Using equations of motion and ignoring the total \( \tau \)-derivative the classical action can be written as
\[ S_{cl} = \frac{\sqrt{\lambda}}{4\pi} \int \frac{d\tau}{\sigma^2}(X^i(\partial_\sigma X^i)) \bigg|^{\infty}_{\sigma=0} = -\frac{\sqrt{\lambda}}{4\pi} \int \frac{d\tau}{\sigma^2} X^i(\partial_\sigma X^i) \bigg|^{\infty}_{\sigma=0}, \quad (2.10) \]
where we introduced the cut-off near the boundary and assumed that \( X^i \) vanishes at infinity. Using the solution (2.8), (2.9) we obtain
\[ \frac{1}{\sigma^2} \partial_\sigma X^i = -\frac{1}{\sigma} x^i(\tau - \sigma) \ddot{x}^i(\tau - \sigma) - \dot{x}^i(\tau - \sigma) \ddot{x}^i(\tau - \sigma). \quad (2.11) \]
Expanding \( x^i(\tau - \sigma) \) near \( \sigma = \epsilon \to 0 \) we get
\[ \frac{1}{\sigma^2} X^i(\partial_\sigma X^i) = -\frac{1}{\epsilon} x^i(\tau) \ddot{x}^i(\tau) + x^i(\tau) \dddot{x}^i(\tau). \quad (2.12) \]
Substituting in (2.10) and integrating by parts gives
\[ S_{cl} = -\frac{\sqrt{\lambda}}{4\pi} \frac{1}{\epsilon} \int d\tau \quad (v^i)^2 + \frac{\sqrt{\lambda}}{4\pi} \int d\tau \quad v^i a^i, \quad (2.13) \]
where
\[ v^i = \dot{x}^i(\tau), \quad a^i = \ddot{x}^i(\tau) \quad (2.14) \]
are the velocity and the acceleration of the string’s end-point. Hence, the finite part of the action is given by
\[ S_{cl, \text{fin}} = \frac{\sqrt{\lambda}}{4\pi} \int d\tau \quad v^i a^i. \quad (2.15) \]
Now let us evaluate the classical energy. We define the target space energy as
\[ E_{cl} = -\int d\sigma \quad \frac{\partial L}{\partial \dot{X}^0}, \quad (2.16) \]
where \( L \) is the string Lagrangian in (2.3). Equation (2.16) may be interpreted as the energy radiated by the end-point particle moving with acceleration. To compute (2.16) in the static gauge (2.2) we have to restore the dependence on \( X^0 \) in the induced metric (2.4) and set \( X^0 = \tau \) after we take the derivative. Alternatively, since in the static gauge we have \( X^0 = \tau \), the energy (2.16) coincides with the two-dimensional Hamiltonian i.e.
\[ E_{cl}(\tau) = \frac{\sqrt{\lambda}}{4\pi} \int \frac{d\sigma}{\sigma^2} \left[ (\partial_\sigma X^i)^2 + (\partial_\sigma X^j)^2 \right]. \quad (2.17) \]
To find \( E_{cl} \) in terms of the boundary data we first differentiate (2.17) with respect to \( \tau \),
\[ \partial_\tau E_{cl}(\tau) = \frac{\sqrt{\lambda}}{2\pi} \int \frac{d\sigma}{\sigma^2} \left[ \partial_\tau X^i \partial_\tau X^j + \partial_\tau X^j \partial_\tau X^j \right]. \quad (2.18) \]
then integrate by parts and use equations of motion (2.6). As a result,

$$\partial_t E_{cl}(\tau) = -\sqrt{\lambda} \frac{1}{2\pi} \sigma^2 \partial_\sigma \partial_\tau X^i \bigg|_{\sigma=\epsilon}.$$  

(2.19)

From the solution (2.8) we find that

$$-\frac{1}{\sigma^2} \partial_\sigma X^i \partial_\tau X^i = \frac{1}{\sigma} \dot{X}^i \dot{X}^i + (\ddot{X}^i)^2.$$  

(2.20)

Expanding near the boundary $\sigma = \epsilon \to 0$ we obtain

$$-\frac{1}{\sigma^2} \partial_\sigma X^i \partial_\tau X^i \bigg|_{\sigma=\epsilon} = \frac{1}{\epsilon} \dot{X}^i \dot{X}^i - \dot{\chi}^i \ddot{\chi}^i = \frac{1}{\epsilon} u' \dot{u}' - \partial_\tau (u' \dot{u}') + (\dot{u}')^2.$$  

(2.21)

Ignoring the divergence and the total derivative we find that the energy radiated over some period $\Sigma$ is given by

$$E_{cl} = \sqrt{\frac{\lambda}{2\pi}} \int_{0}^{\Sigma} d\tau \, (\dot{u}')^2 = 2\pi B_0(\lambda) \int_{0}^{\Sigma} d\tau \, (\dot{u}')^2.$$  

(2.22)

where to leading order in large tension expansion the coefficient $B(\lambda)$ is thus given by

$$B_0(\lambda) = \frac{\sqrt{\lambda}}{4\pi^2}.$$  

(2.23)

The above classical consideration can be extended to the general case of nonlinear dependence on $X^i$ [3, 11, 12] but it will not be discussed here.

3. The one-loop correction in the bosonic sector

Let us now consider the one-loop corrections to (2.13), (2.22). We will compute the one-loop effective action for an arbitrary transverse background $X^i(\tau, \sigma)$ that solves the linearized equations of motion (2.6). Let us reserve the notation $X^i$ for the classical background and denote the full $AdS_5$ string fields as $(Y^0, Y^i, Y^4)$, i.e.

$$d\tilde{s}^2 = -\frac{(dY^0)^2}{(Y^4)^2} + (dY^i)^2 + (dY^4)^2,$$  

(3.1)

where $Y^4$ will be the radial direction. The $S^5$ string coordinates will be denoted as $\chi^a$, $a = 1, \ldots, 5$. We will impose the quantum static gauge\footnote{Like in a light-cone gauge, there is no non-trivial ghost determinant in a static gauge: this gauge is fixed directly in terms of string coordinates, but their variation under reparametrizations involve the gauge parameter only algebraically ($\delta X = \xi^\alpha \partial_\alpha X^\alpha$). The resulting ghost determinant is ultralocal, i.e. contributes only $\delta(0)$ terms. The same remark will apply to the $\kappa$-symmetry gauge we will use.}

$$Y^0 = X^0 = \tau, \quad Y^4 = Z = \sigma,$$  

(3.2)

i.e. the fields $Y^0, Y^4$ will not fluctuate. We will also split $Y^i$ as

$$Y^i = X^i + \frac{\chi^a}{\sqrt{\lambda}}.$$  

(3.3)

where $\chi^a$ are the quantum fluctuations. Since the classical solution is non-zero only in $AdS_5$, the $S^5$ fields $\chi^a$ have only a fluctuating part (which we also rescale by $\lambda^{-1/4}$). To compute the effective action to one-loop order we need to expand the Nambu–Goto action

$$S_B = -\frac{\sqrt{\lambda}}{2\pi} \int d\tau \, d\sigma \sqrt{-G}, \quad G_{\alpha\beta} = g_{\alpha\beta}(Y) + \frac{1}{\sqrt{\lambda}} \partial_\alpha \chi^a \partial_\beta \chi^a,$$  

(3.4)

to quadratic order in the quantum fields $\chi^a$, $\chi^a$ (here $g_{\alpha\beta}$ is the induced metric depending on the $AdS_5$ fields $Y^m$).

Expanding (3.4) in powers of $\chi$ and $\chi_a$ we will get the classical action, then the linear terms which vanish since the background satisfies the equations of motion, and finally the quadratic terms on which we will concentrate.
3.1. The contribution from $S^5$

The quadratic term in $\chi_a$ is

$$S_{S^5} = -\frac{1}{4\pi} \int \mathcal{d}x \sqrt{-g(X)} \partial_\mu X^a \partial^\mu X^a,$$  \hspace{1cm} (3.5)

where $g_{\mu\nu}(X)$ is given by (2.4).

In general, we can find a coordinate system where $g_{\mu\nu}(X)$ is conformally flat. Then

$$\sqrt{-g(X)} g^{\mu\nu}(X) = \eta^{\mu\nu},$$  \hspace{1cm} (3.6)

and (3.5) is independent of $X'$. To perform such a change of variables in the path integral one has to use a regularization covariant with respect to the induced metric $g_{\mu\nu}(X)$.

The integration over $\chi^a$ will produce quadratic and logarithmic divergences as well as a contribution to conformal anomaly (see, e.g., [13]). On the other hand, in critical string theory the divergences and the conformal anomaly are expected to cancel in the total expression for the partition function. Hence we may ignore a non-trivial one-loop contribution from (3.5) as it should cancel when we add similar contributions to it from $AdS_5$ modes and the fermions$^5$.

If we vary (3.5) with respect to $\partial_\tau X^a$ to find the energy we obtain

$$\frac{\partial S_{S^5}}{\partial \partial_\tau X^a} = -\frac{1}{4\pi} \sqrt{-g(X)} \partial_\tau X^a \partial_\nu g^{\mu\nu} |_{\chi} - T_{\mu\nu}(\chi),$$  \hspace{1cm} (3.7)

$$T_{\mu\nu}(\chi) = \partial_\alpha X^a \partial_\beta X^a - \frac{1}{2} \eta^{\mu\nu} g^{\alpha\beta}(X) \partial_\alpha \partial_\beta X^a.$$  \hspace{1cm} (3.8)

Hence the above cancellation assumption can also be formulated as $\langle T_{\mu\nu} \rangle = 0$ for the full stress–energy tensor of all the bosonic and fermionic contributions. Note that on physical grounds one should not of course expect the $S^5$ fluctuations to contribute non-trivially to the energy since the string propagates only in $AdS_5$.$^6$

To finish this subsection let us find the propagator of the fields $\chi^a$ as we will need it in the next section. Using (3.6) we find that $\chi^a$ have the action of massless fields in $AdS_2$

$$S_{S^5} = \frac{1}{4\pi} \int \mathcal{d}x \sqrt{-g(X)} (\partial_\tau X^a)^2 - (\partial_\sigma X^a)^2.$$  \hspace{1cm} (3.9)

Hence, the propagator $G_0(\tau_1, \sigma_1; \tau_2, \sigma_2)$ satisfies

$$(-\partial_\tau^2 + \partial_\sigma^2) G_0(\tau_1, \sigma_1; \tau_2, \sigma_2) = \delta(\tau_1 - \tau_2) \delta(\sigma_1 - \sigma_2).$$  \hspace{1cm} (3.10)

Although this looks like the equation in flat space, $G_0$ has to satisfy the $AdS_2$ (half-plane) boundary conditions

$$G_0|_{\tau_1=0} = 0, \quad G_0|_{\sigma_1=0} = 0.$$  \hspace{1cm} (3.11)

The corresponding solution is then given by

$$G_0 = \frac{1}{2\pi} \log \frac{\sqrt{\tau_1^2 + \partial_\sigma^2} \tau_1 - \tau_2}{\sigma_1 + \partial_\sigma^2 \sigma_1 - \sigma_2}.$$  \hspace{1cm} (3.12)

Note that this is a function of a single variable $\ell$ which is (half) the geodesic distance in $AdS_2$

$$G_0 = \frac{1}{2\pi} \log \frac{\ell}{\ell + 1},$$  \hspace{1cm} (3.13)

$$\ell = \frac{(\sigma_1 - \sigma_2)^2 - (\tau_1 - \tau_2)^2}{2\sigma_1 \sigma_2}.$$  \hspace{1cm} (3.14)

$^5$ Note that this cancellation is non-perturbative in $X^i$ as it is based on a regularization covariant with respect to the full metric $g_{\mu\nu}(X)$ which cannot be imposed when we expand $g_{\mu\nu}(X)$ in powers of $X$.

$^6$ This is obvious in conformal gauge but should also be true in static gauge assuming the conformal anomaly cancellation takes place.
3.2. The contribution from AdS\(_5\)

The AdS\(_5\) part of the action is

\[
S_{\text{AdS}_5} = -\frac{\sqrt{\lambda}}{2\pi} \int \, dt \, d\sigma \sqrt{-g(Y)},
\]  

(3.15)

where \(Y^0 = X^0 = \tau, Y^4 = Z = \sigma\) and the transverse coordinates are given by (3.3). Then the induced metric will split as

\[
g(Y) = g(X) + g(X, y) + g(y),
\]

(3.16)

\[
g_{\alpha\beta}(X) = g_{\alpha\beta} + \frac{1}{\sigma^2} \partial_\alpha X^\gamma \partial_\beta X^\gamma,
\]

(3.17)

\[
g_{\alpha\beta}(X, y) \equiv h_{\alpha\beta} = \frac{1}{\lambda^{1/4} \sigma^2} [\partial_\alpha X^\gamma \partial_\beta y^\gamma + \partial_\alpha y^\gamma \partial_\beta X^\gamma],
\]

(3.18)

\[
g_{\alpha\beta}(y) = \frac{1}{\sqrt{\lambda}} \frac{1}{\sigma^2} \partial_\alpha y^\gamma \partial_\beta y^\gamma.
\]

(3.19)

Here \(g_{\alpha\beta}\) is the metric of AdS\(_5\) and we used the static gauge conditions \(X^0 = \tau, Z = \sigma\) on the background fields and \(y^0 = 0, y^i = 0\) on the quantum fields.

Now we expand (3.15) to quadratic order in \(y^i\) keeping the background \(X^I\) arbitrary. We get

\[
\sqrt{-g(Y)} = \sqrt{-g(X)} \det^{1/2} \left[ 1 + g^{-1}(X) \cdot g(y) + g^{-1}(X) \cdot h \right],
\]

(3.20)

where in the second factor we denote by \(g(y)\) and \(h\) the matrices \(g_{\alpha\beta}(y)\) and \(h_{\alpha\beta}\), by \(g^{-1}(X)\) the matrix inverse to \(g_{\alpha\beta}(X)\) and by \(\cdot\) the matrix multiplication. We may then write (3.20) as

\[
\sqrt{-g(X)} \exp \left[ \frac{1}{2} \text{tr} \log \left( 1 + g^{-1}(X) \cdot g(y) + g^{-1}(X) \cdot h \right) \right],
\]

(3.21)

where the trace is over the worldsheet indices \((\alpha, \beta)\). Now we can expand (3.21) to quadratic order in \(y\)

\[
\sqrt{-g(Y)} = \sqrt{-g(X)} \left[ 1 + \frac{1}{2} \text{tr} g^{-1}(X) \cdot g(y) + \frac{1}{4} \text{tr} g^{-1}(X) \cdot h - \frac{1}{4} \text{tr}(g(X) \cdot h)^2 + \cdots \right].
\]

(3.22)

This is the most general expression up to terms of order \(y^2\) for an arbitrary background. The first term \(\sqrt{-g(X)}\) is the classical action. The third term (linear in \(h\)) is linear in \(y\) and hence it vanishes on the equations of motion for \(X^I\). Let us consider the contribution coming from the second term

\[
S_{\text{AdS}_5}^{(1)} = -\frac{1}{4\pi} \int \, dt \, d\sigma \frac{1}{\sigma^2} \sqrt{-g(X)} g^{\alpha\beta}(X) \partial_\alpha y^\gamma \partial_\beta y^\gamma,
\]

(3.23)

where we used \(g_{\alpha\beta}(y)\) in (3.17). This term is analogous to (3.5), so by our assumption, discussed in the previous subsection, its contribution should cancel against other similar contributions from the sphere and fermion terms. Hence, the non-trivial bosonic contribution should come from the last two terms in (3.22) quadratic in the metric \(h_{\alpha\beta}\) in (3.18).

The fourth term in (3.22) is

\[
S_{\text{AdS}_5}^{(2)} = \frac{\sqrt{\lambda}}{8\pi} \int \, dt \, d\sigma \sqrt{-g(X)} g^{\alpha\beta}(X) g^{\gamma\delta}(X) h_{\alpha\beta} h_{\gamma\delta}.
\]

(3.24)

Since \(h\) is linear in \(X^I\), \(h_{\beta\gamma} h_{\delta\deltaa}\) is already quadratic in \(X^I\) so we can replace \(g(X)\) with the AdS\(_2\) metric \(g_0\).
Similarly, the last term in (3.22) is

\[
S_{AdS_5}^{(3)} = -\frac{\sqrt{\lambda}}{16\pi} \int d\tau d\sigma g(X, Y) g^{\alpha\beta}(X) h_{\alpha\beta}. \tag{3.25}
\]

Here we can also replace \( g(X) \) with \( g_0 \). Both (3.24) and (3.25) contain only terms quadratic in \( X' \). Hence, the one-loop contribution comes from the Feynman graph in figure 1.

The bosonic one-loop effective action is then given by

\[
e^{i\Gamma_b} = \int [dy^1] e^{i\left( S_{AdS_5}^{(0)} + S_{AdS_5}^{(1)} + S_{AdS_5}^{(2)} \right)}, \tag{3.26}
\]

where \( S_{AdS_5}^{(0)} \) is the free action given by (see equation (3.23))

\[
S_{AdS_5}^{(0)} = \frac{1}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} \left[ \left( \partial_1 y^1 \right)^2 - \left( \partial_2 y^2 \right)^2 \right]. \tag{3.27}
\]

We will need to find \( \Gamma_b \) to order \( X^2 \). The propagator \( \langle y^i y^j \rangle \) comes from the free action (3.27) and is thus diagonal. Let us denote

\[
\langle y^i (\tau_1, \sigma_1) y^j (\tau_2, \sigma_2) \rangle = 2\pi G_2 (\tau_1, \sigma_1; \tau_2, \sigma_2) \delta^{ij}. \tag{3.28}
\]

To find \( G_2 \) we change the variables \( y^i = \sigma z^i \). Then

\[
S_{AdS_5}^{(0)} = \frac{1}{4\pi} \int d\tau d\sigma \left[ \left( \partial_\tau z^i \right)^2 - \left( \partial_\sigma z^i \right)^2 - \frac{2(z^i)^2}{\sigma^2} \right]. \tag{3.29}
\]

This is the action of a massive field in \( AdS_2 \) with \( m^2 = 2 \). The equation for the propagator is then

\[
\left( -\partial_\tau^2 + \partial_\sigma^2 - \frac{2}{\sigma^2} \right) G_2 = \delta(\tau_1 - \tau_2) \delta(\sigma_1 - \sigma_2). \tag{3.30}
\]

The solution to this equation satisfying the \( AdS_2 \) boundary conditions \( G_2|_{\sigma_1 = 0} = 0, \ G_2|_{\sigma_2 = 0} = 0 \) is given by

\[
G_2 = \frac{1}{2\pi} \left[ 1 - \frac{\sigma_1^2 + \sigma_2^2 - (\tau_1 - \tau_2)^2}{4\sigma_1 \sigma_2} \log \left( \frac{\sigma_1 - \sigma_2}{\sigma_1 + \sigma_2} \right) - \frac{\sigma_1 - \sigma_2}{\sigma_1 + \sigma_2} \right]. \tag{3.31}
\]

Note that it can be written as a function of the geodesic distance parameter \( \ell \) defined in (3.14)

\[
G_2 = \frac{1}{2\pi} \left[ 1 - \left( \ell + \frac{1}{2} \right) \log \frac{\ell}{\ell + 1} \right]. \tag{3.32}
\]

Now let us consider \( S_{AdS_5}^{(2)} \) and \( S_{AdS_5}^{(3)} \). Using the explicit form of the matrix \( h \) in (3.18) we obtain to quadratic order in \( X' \)

\[
S_{AdS_5}^{(2)} = \frac{1}{8\pi} \int d\tau d\sigma \frac{\eta^{\alpha\beta}}{\sigma^2} \{ \partial_\alpha X' \partial_\beta y' + \partial_\beta X' \partial_\alpha y' \} (\partial_\alpha y' \partial_\beta y' + \partial_\beta y' \partial_\alpha y') \equiv \frac{1}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} \left[ (\partial_\alpha X' \partial_\beta y') (\partial_\beta y' \partial_\alpha y') + (\partial_\alpha y' \partial_\beta y') (\partial_\beta y' \partial_\alpha y') \right]. \tag{3.33}
\]
\begin{equation}
S_{AdS}^{(2)} = -\frac{1}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} (\partial_\alpha X^\alpha y^i)(\partial_\beta X^\beta y^j), \tag{3.34}
\end{equation}

where \(\alpha, \beta\) are contracted using \(\delta^{\alpha\beta}\). To compute \(\Gamma_0\) to order \(X^2\) we need to expand \(\exp[i(S_{AdS}^{(2)} + S_{AdS}^{(3)})]\) to order \(X^2\), i.e. we need to compute the expectation value of the operators in (3.33), (3.34). Since \((y^i y^j) \sim \delta^{ij}\) we can simplify (3.33), (3.34) by taking only the diagonal contribution in \(y^i y^j\). In other words, we can set \(j = i\) and sum over \(i\), i.e. keep only

\begin{equation}
(S_{AdS}^{(2)} + S_{AdS}^{(3)})_{\text{trace}} = \frac{1}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} \sum_i (\partial_\alpha X^\alpha X^\alpha)(\partial_\beta y^\beta y^\beta)
= \frac{1}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} \sum_i [(\partial_i y^i)^2 - (\partial_i X^\alpha)^2] [(\partial_i y^i)^2 - (\partial_i y^i)^2].
\tag{3.35}
\end{equation}

Replacing \(y^i\) with \(z^i = y^i/\sigma\) we get

\begin{equation}
(S_{AdS}^{(2)} + S_{AdS}^{(3)})_{\text{trace}} = \frac{1}{4\pi} \int d\tau d\sigma \sum_i [(\partial_i X^\alpha)^2 - (\partial_i X^\alpha)^2]
\times \left[(\partial_i z^i)^2 - (\partial_i z^i)^2 - \frac{2}{\sigma^2} z_i \partial_\alpha z^\alpha - \frac{(z^i)^2}{\sigma^2}\right].
\tag{3.36}
\end{equation}

It is natural to define the \(z\)-dependent operator so that it does not contain first derivatives. For this we integrate the third term in the second bracket by partly ignoring the terms with higher derivatives on \(X\) as well as the boundary term, thus obtaining

\begin{equation}
(S_{AdS}^{(2)} + S_{AdS}^{(3)})_{\text{trace}} = \frac{1}{4\pi} \int d\tau d\sigma \sum_i [(\partial_i X^\alpha)^2 - (\partial_i X^\alpha)^2] O^i.
\tag{3.37}
\end{equation}

The one-loop effective action is then given by

\begin{equation}
\Gamma_0 = \frac{1}{4\pi} \int d\tau d\sigma \sum_i [(\partial_i X^\alpha)^2 - (\partial_i X^\alpha)^2] \langle O^i \rangle.
\tag{3.39}
\end{equation}

\[\langle O^i \rangle = \left[\partial_\tau \partial_\tau - \partial_\tau \partial_\tau - \frac{2}{\sigma_1 \sigma_2}\right] 2\pi G_2(t_1, \sigma_1; t_2, \sigma_2) \big|_{t_2 \to t_1 \to \tau, \sigma_2 \to \sigma_1 \to \sigma},\]
\[\tag{3.40}\]

where \(G_2\) is given by (3.31). Substituting \(G_2\) into (3.40) we find

\[\langle O^i \rangle = C_1 + C_2 \log (\sigma_1 - \sigma_2)^2 - (t_1 - t_2)^2 \]
\[\frac{(\sigma_1 + \sigma_2)^2}{(\sigma_1 + \sigma_2)^2 - (t_1 - t_2)^2},\]
\[\tag{3.41}\]

where

\[C_1 = \frac{(\sigma_1 + \sigma_2)^2(\sigma_1 + 2\sigma_2)^2 - 2(2\sigma_1^2 + 5\sigma_1 \sigma_2 + 2\sigma_2^2)(t_1 - t_2)^2 + 3(t_1 - t_2)^4}{\sigma_1 \sigma_2[(\sigma_1 + \sigma_2)^2 - (t_1 - t_2)^2]^2} \bigg|_{t_2 \to t_1 \to \tau, \sigma_2 \to \sigma_1 \to \sigma},\]
\[\tag{3.42}\]

\[C_2 = \frac{(\sigma_1 - \sigma_2)^2 - 3(t_1 - t_2)^2}{4\sigma_1^2 \sigma_2^2} \bigg|_{t_2 \to t_1 \to \tau, \sigma_2 \to \sigma_1 \to \sigma}.\]

Taking the limit we get

\[C_1 = \frac{1}{2\sigma^2}, \quad C_2 = 0,\]
\[\tag{3.43}\]
and the bosonic one-loop effective action is thus
\[ \Gamma_b = \frac{1}{8\pi} \int \frac{d\tau}{2\pi^2} \left[ \frac{1}{4\pi^2} \left( \phi \nabla^2 \phi \right) - \frac{1}{2} \frac{1}{\sigma^2} \left( \partial_\sigma \phi \right)^2 - \frac{1}{2} \frac{1}{\sigma^2} \left( \partial_\tau \phi \right)^2 - \frac{1}{2} \frac{1}{\sigma^2} \left( \partial_\nu \phi \right)^2 \right]. \]

Note that it has exactly the same form as the classical action (2.5) to order $X^2$. Also note that (3.45) is valid for an arbitrary classical background. In particular, on the Mikhailov solution (2.8) it is given by
\[ \Gamma_b = \frac{1}{8\pi} \int d\tau \ v_i \phi_i. \]

Now let us find the one-loop correction to the energy. We can do it by computing
\[ E_b = -\frac{1}{2\pi} \int d\sigma \left( \frac{\partial L_b}{\partial \phi_i} \right) \]

For this we consider (3.24), (3.25) and restore the dependence on $X^0$ in the induced metric $g(X)$. That is, we replace in (3.24), (3.25) the metric $g_0$ with the metric $\hat{g}$ (see equation (2.4))
\[ \hat{g}_{\tau\tau} = -\frac{1}{\sigma^2} (\partial_\tau X^0)^2, \quad \hat{g}_{\sigma\sigma} = 0, \quad \hat{g}_{\tau\sigma} = \frac{1}{\sigma^2} \]

and set $\partial_\tau X^0 = 1$ after we take the derivative. Since all the dependence on $\partial_\tau X^0$ comes from the induced metric we get
\[ \frac{\partial \phi^{(2)}}{\partial \partial_\tau X^0} = \frac{\sqrt{\lambda}}{8\pi} \int d\tau d\sigma \sqrt{-g} \frac{\partial g^{\mu\nu}}{\partial \partial_\tau X^0} \left[ -\frac{1}{2} \hat{g}_{\mu\nu} \hat{g}^{\rho\sigma} \hat{g}^{\tau\lambda} h_{\lambda\mu} + 2\hat{g}_{\mu\nu} h_{\mu\nu} \right]. \]

Using
\[ \frac{\partial \phi^{(2)}}{\partial \partial_\tau X^0} = 2\sigma^2, \quad \frac{\partial \phi^{(3)}}{\partial \partial_\tau X^0} = 0, \quad \frac{\partial \phi^{(4)}}{\partial \partial_\tau X^0} = 0 \]

and substituting the explicit expression for $h$ we obtain
\[ \frac{\partial \phi^{(2)}}{\partial \partial_\tau X^0} = \frac{1}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} [A + 2A_{\tau\tau}], \quad \frac{\partial \phi^{(3)}}{\partial \partial_\tau X^0} = -\frac{1}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} [B + 2B_{\tau\tau}], \]

where (the worldsheet indices are contracted with $\gamma^{\mu\rho}$)
\[ A = (\partial_\tau X^0 \delta \partial_\tau X^0)(\partial_\nu X^0 \delta \partial_\nu X^0) + (\partial_\nu X^0 \delta \partial_\nu X^0)(\partial_\tau X^0 \delta \partial_\tau X^0), \]
\[ B = (\partial_\nu X^0 \delta \partial_\nu X^0)(\delta \partial_\nu X^0 \delta \partial_\nu X^0), \]
\[ A_{\alpha\beta} = (\partial_\tau X^0 \delta \partial_\nu X^0)(\partial_\nu X^0 \delta \partial_\nu X^0)(\partial_\tau X^0 \delta \partial_\tau X^0), \]
\[ B_{\alpha\beta} = (\partial_\nu X^0 \delta \partial_\nu X^0)(\partial_\nu X^0 \delta \partial_\nu X^0)(\partial_\tau X^0 \delta \partial_\tau X^0). \]

As in the case of the effective action discussed above, in taking the vacuum expectation value in (3.52) only the diagonal terms in $y^i y^i$ will contribute. Thus, in adding together the two expressions in (3.52) we can set $j = i$ and sum over $i$. We obtain
\[ (A - B)_{\text{trace}} = \sum_i (\partial_\tau X^i \delta \partial_\nu X^i)(\partial_\nu y^i \delta \partial_\nu y^i) = \sum_i \left[ \left( \partial_\tau X^i \right)^2 - \left( \partial_\nu X^i \right)^2 \right], \]
\[ (A_{\tau\tau} - B_{\tau\tau})_{\text{trace}} = \sum_i (\partial_\tau X^i \delta \partial_\nu X^i)(\partial_{\tau\nu} y^i \delta \partial_{\tau\nu} y^i) + \sum_i (\partial_\nu y^i \delta \partial_\nu y^i)(\partial_{\tau\nu} X^i \delta \partial_{\tau\nu} X^i) \]
\[ = - \sum_i \left[ \left( \partial_\tau X^i \right)^2 - \left( \partial_\nu X^i \right)^2 \right] \partial_\nu y^i \partial_{\tau\nu} y^i + \sum_i \left[ \left( \partial_{\tau\nu} X^i \right)^2 - \left( \partial_{\tau\nu} y^i \right)^2 \right] \partial_\nu y^i \partial_{\tau\nu} X^i. \]

(3.54)
Note that the sum of \((A - B)_{\text{hacc}}\) and \((A_{\tau} - B_{\tau})_{\text{hacc}}\) yields the Legendre transform of (3.35) with respect to both background and quantum fields. Explicitly, summing the above two equations we obtain the two contributions to the energy. The first one is

\[
E_b = \frac{1}{4\pi} \int \text{d}r \text{d}\sigma \frac{1}{\sigma^2} \sum_i \left[ (\partial_\sigma X^i)^2 + (\partial_\tau X^i)^2 \right] \langle \partial_\tau (x^i)^2 - (\partial_\sigma y^i)^2 \rangle. \tag{3.55}
\]

This term has exactly the same \(y\)-dependence as in (3.35). Changing the variables \(y^i = \sigma z^i\) and integrating by parts we obtain

\[
E_b = \frac{1}{4\pi} \int \text{d}r \text{d}\sigma \frac{1}{\sigma^2} \sum_i \left[ (\partial_\tau X^i)^2 + (\partial_\sigma X^i)^2 \right] \langle \mathcal{O}^i \rangle, \tag{3.56}
\]

where the operator \(\mathcal{O}^i\) is given in (3.38). Using (3.44) we get

\[
E_b = \frac{1}{8\pi} \int \text{d}r \text{d}\sigma \frac{1}{\sigma^2} \left[ (\partial_\tau X^i)^2 + (\partial_\sigma X^i)^2 \right]. \tag{3.57}
\]

However, equations (3.52)–(3.54) give rise to an additional unexpected correction of the form

\[
\tilde{E}_b = \frac{1}{4\pi} \int \text{d}r \text{d}\sigma \frac{1}{\sigma^2} \sum_i \left[ (\partial_\tau X^i)^2 - (\partial_\sigma X^i)^2 \right] \langle \partial_\tau y^i \partial_\sigma y^i \rangle. \tag{3.58}
\]

Let us carefully examine this term on the solution (2.8), (2.9), i.e. \(X^i = x^i(\tau - \sigma) + \sigma x^i(\tau - \sigma)\).

First, on dimensional grounds, \(\langle \partial_\tau y^i \partial_\sigma y^i \rangle\) is independent of \(\tau\) and \(\sigma\). Then integrating by parts and using equations of motion we find

\[
\tilde{E}_b \sim \int \frac{d\sigma}{\sigma^2} \partial_\tau (X^i \partial_\tau X^i) - \int d\sigma \partial_\sigma \left( \frac{X^i \partial_\sigma X^i}{\sigma^2} \right), \tag{3.59}
\]

where the proportionality coefficient depends on \(\langle \partial_\tau y^i \partial_\sigma y^i \rangle\). Since the classical solution can be written as

\[
X^i = x^i - \sigma x''^i, \quad x''^i = \partial_\sigma x^i, \quad \partial_\sigma X^i = -\sigma x''^i, \quad \partial_\tau X^i = -x''^i + \sigma x''^i. \tag{3.60}
\]

we get

\[
\int \frac{d\sigma}{\sigma^2} \partial_\tau (X^i \partial_\tau X^i) = \int \frac{d\sigma}{\sigma^2} \partial_\sigma \left( x''^i x''^i - x''^i x''^i \right) \tag{3.61}
\]

\[
\int \frac{d\sigma}{\sigma^2} \partial_\tau (X^i \partial_\tau X^i) = \int \frac{d\sigma}{\sigma^2} \partial_\sigma \left( x''^i x''^i \right) - \int \frac{d\sigma}{\sigma^2} \partial_\sigma \left( (x''^i)^2 + x' x''^i \right) + \int d\sigma \partial_\sigma \left( x''^i x''^i \right) \tag{3.62}
\]

where we used that \(\partial_\tau\) acting on any function of \(\tau - \sigma\) can be replaced with \(-\partial_\sigma\). Now we can integrate by parts the second term in (3.62). The result will cancel the first term up to a boundary contribution. Hence, we get

\[
\int \frac{d\sigma}{\sigma^2} \partial_\tau (X^i \partial_\tau X^i) = -\int d\sigma \partial_\sigma \left( \frac{(x''^i)^2 + x' x''^i}{\sigma} \right) + \int d\sigma \partial_\sigma \left( x''^i x''^i \right). \tag{3.63}
\]

Substituting (3.61) and (3.63) in (3.59) we obtain

\[
\tilde{E}_b \sim \int d\sigma \partial_\sigma \left( \frac{(x''^i)^2}{\sigma} \right) = -\frac{1}{\sigma} (x''^i)^2 |_{\sigma = \epsilon \rightarrow 0}. \tag{3.64}
\]

Expanding near \(\sigma = \epsilon \rightarrow 0\) we have

\[
x''^i = -x' = -\dot{x}^i = -\epsilon \dot{x}^i + \ldots = -v^i + \epsilon a^i + \ldots, \tag{3.65}
\]

so that

\[
\tilde{E}_b \sim \frac{1}{\epsilon} (v^i)^2 + 2v^i a^i. \tag{3.66}
\]

These are precisely the first two terms in (2.21) which we have previously ignored in the classical expression. Hence, the whole contribution \(\tilde{E}_b\) can be ignored and the bosonic one-loop correction is given by (3.57).
4. The one-loop contribution from the fermionic sector

The quadratic fermionic action has the following form [5, 14]

$$S_f = \frac{1}{2\pi} \int \! \! d\tau \, d\sigma [-2i\sqrt{-GG^\mu} \bar{\rho}_\mu \nabla_\rho \theta + \epsilon^{\alpha\beta} \bar{\rho}_\alpha \Gamma_\rho \theta],$$  \hspace{1cm} (4.1)

where we imposed the $\kappa$-symmetry gauge $\theta^1 = \theta^2 = \theta$ (which is ghost-free). In (4.1) $\theta$ is a 32-component spinor satisfying the Majorana–Weyl condition, $G_{\alpha\beta}$ is the induced metric which to one-loop order is simply the background metric $g_{\alpha\beta}(X)$. The matrices $\rho_\alpha$ are

$$\rho_\alpha = \Gamma_A E_M^A \partial_\alpha Y^M,$$  \hspace{1cm} (4.2)

where $\Gamma_A$, $A = 0, \ldots, 4$ are the 32 × 32 flat Dirac matrices satisfying

$$[\Gamma_A, \Gamma_B] = 2\eta_{AB}, \quad \eta_{AB} = \text{diag}(-1, 1, 1, 1).$$  \hspace{1cm} (4.3)

$Y^M$ are the coordinates in $AdS_5$, which can be replaced by their classical parts: $Y^0 = X^0 = \tau$, $Y^3 = Z = \sigma$, $Y^1 = X^1$. $E_M^A$ are the $AdS_5$ vielbeins

$$E_M^A = \frac{1}{\sqrt{2}} \delta_M^A = \frac{1}{\sigma} \delta_M^A.$$  \hspace{1cm} (4.4)

The matrices $\rho_\alpha$ are then given by

$$\rho_\tau = \frac{1}{\sigma} \Gamma_0, \quad \rho_\sigma = \frac{1}{\sigma} \Gamma_4 + \frac{1}{\sigma} \Gamma_1 \partial_\sigma X^1.$$  \hspace{1cm} (4.5)

They satisfy

$$\{\rho_\alpha, \rho_\beta\} = 2g_{\alpha\beta}(X).$$  \hspace{1cm} (4.6)

For the string $AdS_5$ background the covariant derivative $\nabla_\alpha$ is given by

$$\nabla_\alpha = \partial_\alpha + \frac{1}{2} \Omega_{\alpha\beta}^M \Gamma_A \partial_\alpha X^M.$$  \hspace{1cm} (4.7)

i.e.

$$\nabla_\tau = \partial_\tau - \frac{1}{2\sigma} \Gamma_0 \Gamma_\tau - \frac{1}{2\sigma} \Gamma_1 \Gamma_\tau \partial_\tau X^1, \quad \nabla_\sigma = \partial_\sigma - \frac{1}{2\sigma} \Gamma_4 \Gamma_\tau \partial_\sigma X^1.$$  \hspace{1cm} (4.8)

Finally, the matrix $\Gamma_\tau$ is given by

$$\Gamma_\tau = i\Gamma_0 \Gamma_1 \Gamma_2 \Gamma_3 \Gamma_4, \quad \Gamma_\tau^2 = 1, \quad [\Gamma_\tau, \Gamma_A] = 0.$$  \hspace{1cm} (4.9)

We will use the basis where $\Gamma_0$ is antisymmetric and anti-Hermitian while $\Gamma_1$, $\Gamma_4$ are symmetric and Hermitian. Then $\Gamma_\tau$ is antisymmetric and Hermitian.

Anticommuting Majorana spinors satisfy

$$\bar{\theta}_1 \Gamma_{A_1 A_2 \ldots A_n} \theta_2 = \bar{\theta}_2 \Gamma_{A_1 A_2 \ldots A_n} \theta_1, \quad n = 3, 7,$$  \hspace{1cm} (4.10)

$$\bar{\theta}_1 \Gamma_{A_1 A_2 \ldots A_n} \theta_2 = -\bar{\theta}_2 \Gamma_{A_1 A_2 \ldots A_n} \theta_1, \quad n \neq 3, 7.$$  \hspace{1cm} (4.10)

In particular, it follows that $\bar{\theta} \Gamma_{A_1 A_2 \ldots A_n} \theta = 0$ unless $n = 3, 7$. Note that the second term in (4.1) contains seven gamma matrices and hence is non-zero.

According to our discussion in the previous section, it is natural to assume that the kinetic term in (4.1) combines with (3.5) and (3.23) to cancel the conformal anomaly so that the entire non-trivial fermionic contribution should come from the second term in (4.1). Expanding this second term to order $X^2$ gives

$$\frac{2}{\sigma^2} \partial_\tau [(i\Gamma_0 \Gamma_\tau \Gamma_\tau - \Gamma_4 \Gamma_\tau \partial_\tau X^1 + \Gamma_0 \Gamma_\tau \Gamma_\tau \partial_\tau X^1 + \Gamma_4 \Gamma_4 \partial_\tau X^1 \partial_\tau X^1) \theta].$$  \hspace{1cm} (4.11)

Note that it contains linear terms in $X^1$ and hence to find order $X^2$ terms we have to consider the Feynman graph in figure 2. In flat space due to the translational invariance in all directions we can go to the momentum space and single out the integral over the loop momentum.
However, this cannot be done in $AdS_2$ since there is no translational invariance in the radial direction. Therefore, we will use a different approach.

Let us write the action (4.1) as

$$S_f = -\frac{i}{\pi} \frac{1}{2\pi} \int d\tau d\sigma \sqrt{-g(X)} \hat{D} \hat{D} \theta,$$

(4.12)

where $\mathcal{D}$ is the covariant (with respect to the induced metric $g_{\alpha\beta}(X)$) Dirac operator

$$\mathcal{D} = \gamma^\beta \rho_\beta \nabla_\beta + \frac{i}{2\sqrt{-g(X)}} e^\alpha \rho_\alpha \Gamma_\alpha \rho_\beta. \quad (4.13)$$

The matrices $\rho_\alpha$ are covariant with respect to $\nabla_\beta$, $[\nabla_\beta, \rho_\alpha] = 0$. Then it follows that the first and second terms in (4.13) anticommute and we obtain

$$\hat{O} \equiv \sqrt{-g(X)} \mathcal{D}^2 = \sqrt{-g(X)} \gamma^\beta \rho_\beta \nabla_\beta + \frac{1}{4} \sqrt{-g(X)} R^{(2)} \equiv \sqrt{-g(X)} \gamma^\beta \rho_\beta \nabla_\beta - \frac{1}{4} \sqrt{-g(X)} R^{(2)} - \sqrt{-g(X)}, \quad (4.14)$$

where $R^{(2)}$ is the curvature of the induced metric $g_{\alpha\beta}(X)$. The first term in (4.14) is a direct counterpart of (3.5) and (3.23). By our assumption the contribution from this term should cancel the similar bosonic contributions. The second term is a total derivative and its contribution can also be ignored. Hence, in the first two terms we can ignore the $X'$-dependence which means that we can replace the metric $g(X)$ with the $AdS_2$ metric $g_0$. The non-trivial contribution then comes from the last term which is the square of the second term in (4.1). We will write the operator $\hat{O}$ in the form

$$\hat{O} = \left( \gamma^\beta \rho_\beta \nabla_\beta - \frac{1}{4} R_0 \right) - \left( \sqrt{-g(X)} - \frac{1}{\sigma^2} \right) \equiv \hat{O}_0 + \hat{O}_{\text{int}}. \quad (4.15)$$

Here $\hat{O}_0$ is the free operator

$$\hat{O}_0 = \gamma^\beta \rho_\beta \nabla_\beta - \frac{1}{4} R_0 - \frac{1}{\sigma^2} = -\partial_\sigma^2 + \frac{1}{\sigma} \Gamma_0 \partial_\sigma - \frac{3}{4\sigma^2}. \quad (4.16)$$

The operator $\hat{O}_{\text{int}}$ contains interaction terms depending on the background

$$\hat{O}_{\text{int}} = \sqrt{-g(X)} - \frac{1}{\sigma^2} = -\frac{1}{2\sigma^2} \left[ (\partial_\tau X')^2 - (\partial_\sigma X')^2 \right] + \ldots. \quad (4.17)$$

Hence, to order $X^2$ the operator $\hat{O}$ can be written as

$$\hat{O} = \hat{O}_0 + \frac{1}{2\sigma^2} \left[ (\partial_\tau X')^2 - (\partial_\sigma X')^2 \right] = \hat{O}_0 \left( 1 + G \frac{1}{2\sigma^2} \left[ (\partial_\tau X')^2 - (\partial_\sigma X')^2 \right] \right), \quad (4.18)$$

where $G$ is the Green function of the operator $\hat{O}_0$. The fermionic contribution to the one-loop effective action is then given by

$$\Gamma_f = \frac{1}{8} \frac{1}{\sigma^2} \left[ (\partial_\tau X')^2 - (\partial_\sigma X')^2 \right] \left[ \Gamma_f \left( \hat{O}_0 \right) + \ldots \right]. \quad (4.19)$$

We have the coefficient $1/4$ because we integrate over the real spinors $\theta$ and then square the Dirac operator. 

---

**Figure 2.** The Feynman graph describing the fermionic contribution to the one-loop effective action. The internal lines correspond to the fermionic loop and the external lines are the background.
where $G(0)$ is the Green function with coincident arguments and $tr$ is the trace over the spinor indices.

Unfortunately, it appears to be complicated to find the Green function of the operator (4.16) directly. Though the operator $\frac{1}{\sqrt{-g_0}} \hat{G}_0$ is self-adjoint with respect to the measure $\int dt d\sigma \sqrt{-g_0}$ its explicit form in (4.16) is not symmetric (or Hermitian) in the usual sense. We will therefore follow an indirect approach. The equation for $G(t_1, \sigma_1; t_2, \sigma_2)$ can be written as follows

$$\left(\partial^\mu_0 \nabla_0 + \frac{i}{\sqrt{-g_0}} \rho_0 \rho_0 \Gamma_0 \right) G(1; 2) = \frac{1}{\sqrt{-g_0}} \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2).$$

(4.20)

Computing the square of the first-order operator on the left-hand side of (4.20) and multiplying it by $\sqrt{-g_0} = \sigma^{-2}$ gives precisely (4.16). The result of (4.20) can be written in the form of a convolution

$$G(1; 2) = \int dt_3 d\sigma_3 \sqrt{-g_0(t_1, \sigma_3)} G_f(1; 3) G_f(3; 2),$$

where $G_f$ is the fermionic Green function satisfying the first-order equation

$$\left(\partial^\mu_0 \nabla_0 + \frac{i}{\sqrt{-g_0}} \rho_0 \rho_0 \Gamma_0 \right) G_f(t_1; 2) = \frac{1}{\sqrt{-g_0}} \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2).$$

(4.22)

Using the explicit expressions for $\rho_0, \nabla_0$ we can write (4.22) in the form

$$\frac{1}{\sigma_1} \left[ - \Gamma_0 \partial_\tau + \Gamma_4 \partial_{\sigma_1} + \frac{i}{\sigma_1} \Gamma_0 \Gamma_4 \Gamma_\sigma \right] G_f(t_1; 2) = \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2).$$

(4.23)

Let us define $G_f = \sqrt{\sigma_1 \sigma_2} G_f$. Then $G_f$ satisfies

$$\left[ - \Gamma_0 \partial_\tau + \Gamma_4 \partial_{\sigma_1} + \frac{i}{\sigma_1} \Gamma_0 \Gamma_4 \Gamma_\sigma \right] G_f(t_1; 2) = \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2).$$

(4.24)

Due to the $\delta$-function we can replace $\sqrt{\sigma_1 \sigma_2}$ with 1. Hence, we need to solve the equation

$$DG_f(t_1; 2) = \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2), \quad D = - \Gamma_0 \partial_\tau + \Gamma_4 \partial_{\sigma_1} + \frac{i}{\sigma_1} \Gamma_0 \Gamma_4 \Gamma_\sigma,$$

(4.25)

where $D$ acts on the first argument. Let us square this operator, i.e., consider the equation

$$D^2 G_f(t_1; 2) = \left[ - \Gamma_0 \partial_\tau + \Gamma_4 \partial_{\sigma_1} + \frac{i}{\sigma_1} \Gamma_0 \Gamma_4 \Gamma_\sigma \right]^2 G_f(t_1; 2) = \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2).$$

(4.26)

If we know the solution to this equation $G_f$, then

$$G_f(t_1; 2) = D G_f(t_1; 2), \quad G_f(t_1; 2) = \sqrt{\sigma_1 \sigma_2} D G_f(t_1; 2).$$

(4.27)

Squaring $D$ gives explicitly

$$\left[ - \partial^2_\tau + \partial^2_{\sigma_1} - \frac{1}{\sigma_1^2} + \frac{1}{\sigma_1^2} \Gamma_0 \Gamma_4 \Gamma_\sigma \right] G_f(t_1; 2) = \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2).$$

(4.28)

The matrix $i \Gamma_0 \Gamma_\sigma$ is symmetric and squares to 1, so we can introduce the orthogonal projectors

$$\mathcal{P}_\pm = \frac{1}{2} (1 \pm i \Gamma_0 \Gamma_\sigma), \quad \mathcal{P}_+^2 = \mathcal{P}_+ = \mathcal{P}_-, \quad \mathcal{P}_+ \mathcal{P}_- = \mathcal{P}_- \mathcal{P}_+ = 0.$$ 

(4.29)

Now let us look for a solution in the form

$$G_f = \mathcal{P}_+ G_+ + \mathcal{P}_- G_-.$$ 

(4.30)

It then follows that $G_+$ and $G_-$ should satisfy the following equations

$$\left( - \partial^2_\tau + \partial^2_{\sigma_1} \right) G_+(t_1; 2) = \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2),$$

$$\left( - \partial^2_\tau + \partial^2_{\sigma_1} - \frac{2}{\sigma_1^2} \right) G_-(t_1; 2) = \delta(t_1 - t_2) \delta(\sigma_1 - \sigma_2).$$

(4.31)
Thus $G_f$ is the Green function of a scalar field with $m^2 = 0$ which is given in (3.12). Similarly, $G_\tau$ is the Green function of a scalar field with $m^2 = 2$ which is given in (3.31). Hence, we finally obtain

$$G_f(1; 2) = \frac{1}{2\pi} \sqrt{\sigma_1 \sigma_2} \ D[\mathcal{P}_+ G_0(1; 2) + \mathcal{P}_- G_2(1; 2)],$$  \hspace{1cm} (4.32)

where $D$ always acts on the first argument. Substituting $G_f$ into (4.21) gives

$$G(1, 2) = \frac{1}{4\pi^2} \int d\tau_3 \, d\sigma_3 \sqrt{-g_0(3)} \, \sqrt{\sigma_1 \sigma_3} \, \sqrt{\sigma_3 \sigma_2} \times D[\mathcal{P}_+ G_0(1; 3) + \mathcal{P}_- G_2(1; 3)] D[\mathcal{P}_+ G_0(3; 2) + \mathcal{P}_- G_2(3; 2)].$$  \hspace{1cm} (4.33)

We need to evaluate $\text{tr} \hat{G}(1; 2)$ in the limit $\tau_2 \to \tau_1 \to \tau$, $\sigma_2 \to \sigma_1 \to \sigma$. The integral is of the same difficulty as the loop integral in figure 2 and we were not able to evaluate it explicitly. We suggest the following indirect way to extract the finite contribution. First, we will write $8$

$$D[\mathcal{P}_+ G_0(1; 3) + \mathcal{P}_- G_2(1; 3)] = -D3[\mathcal{P}_+ G_0(1; 3) + \mathcal{P}_- G_2(1; 3)].$$  \hspace{1cm} (4.34)

where sub-indices on $D$ indicate the arguments on which it acts. Then we integrate by part to form $D^3_\Sigma$ ignoring all the additional terms. After integrating by parts we get

$$D^3_\Sigma[\mathcal{P}_+ G_0(3; 2) + \mathcal{P}_- G_2(3; 2)] = 2\pi \delta(\tau_1 - \tau_2) \delta(\sigma_1 - \sigma_2).$$  \hspace{1cm} (4.35)

Then

$$\text{tr} \, \hat{G}(0) = \frac{1}{2\pi} \text{tr} \, (\mathcal{P}_+ G_0 + \mathcal{P}_- G_2) = \frac{1}{2\pi} \cdot 16 \cdot \frac{1}{2} (G_0 + G_2).$$  \hspace{1cm} (4.36)

From the expressions for $G_0$, $G_2$ in (3.13), (3.32) we find

$$G_0 + G_2 = -1 + (\ell + 1) \log \frac{\ell}{\ell + 1}. $$  \hspace{1cm} (4.37)

We see that there is a natural finite contribution -1 in (4.37). $10$ Thus the finite part of $\text{tr} \, \hat{G}(0)$ is given by

$$\text{tr} \, \hat{G}(0) = -\frac{4}{\pi}. $$  \hspace{1cm} (4.38)

Substituting this into (4.19) gives

$$\Gamma_f = \frac{1}{2\pi} \int d\tau \, d\sigma \, \frac{1}{\sigma^2} [\hat{\partial}_\tau X^i]^{-2} - (\hat{\partial}_\sigma X^i)]^{-2}. $$  \hspace{1cm} (4.39)

This is the final expression for the one-loop correction to the order $X^2$ effective action coming from the fermionic sector.

To find the corresponding contribution to the energy we will start with the general expression for the one-loop effective action

$$\Gamma_f = \frac{1}{4} \text{Tr} \log \hat{\mathcal{O}} = \frac{1}{4} \text{Tr} \log \left[ 1 - \hat{G} \cdot \left( \sqrt{-g(X)} - \frac{1}{\sigma^2} \right) \right], $$  \hspace{1cm} (4.40)

and vary it with respect to $\partial_\tau X^0$. Taking the functional derivative gives

$$-\frac{\partial \Gamma_f}{\partial \partial_\tau X^0} = \frac{1}{4} \text{Tr} \left[ 1 - \hat{G} \cdot \left( \sqrt{-g(X)} - \frac{1}{\sigma^2} \right) \cdot \hat{G} \cdot \frac{1}{2} \sqrt{-g(X)} g^{\tau \tau}(X) \frac{\partial g_{\tau\tau}(X)}{\partial \partial_\tau X^0} \right]. $$  \hspace{1cm} (4.41)

---

8 Since $\theta$ is a Weyl spinor we should also introduce the Weyl projector. However, for simplicity, we will ignore it and use the fact that in the space of Weyl spinors the trace of the unit matrix gives 16 rather than 32.

9 Note that despite being a fermionic Green function, $G_f$ is not explicitly antisymmetric. This is due to the boundary conditions in $AdS_5$, in particular, to the absence of the translational invariance along the $\sigma$-direction. Nevertheless, one can expect that in Feynman graphs one can use it as if it were antisymmetric.

10 Note that one half of the geodesic distance $\ell$ is a usual regulator in the point-splitting regularization in field theory in curved space–time; for a review see, e.g., [15].
Expanding (4.41) to order \(X^2\) produces two contributions. One comes from expanding \(\sqrt{-g(X)}\) in the denominator. It is proportional to \((\partial_t X^i)^2 - (\partial_\sigma X^i)^2\). This kind of term was discussed at the end of the previous section in equations (3.58)–(3.66) and was shown to be irrelevant. The relevant contribution comes from expanding the numerator \(\sqrt{-g(X)}g^{\tau\tau}(X)\) which gives 

\[
-1 - \frac{1}{2} [\partial_t X^i]^2 + (\partial_\sigma X^i)^2.
\]

Using 

\[
\frac{\partial g_{\tau\tau}(X)}{\partial \tau X^0} = -\frac{2}{\sigma^2}
\]

we find (ignoring the \(X\)-independent term)

\[
-\frac{\partial}{\partial \tau} f \frac{\partial}{\partial \tau X^0} = \frac{1}{4} \text{Tr} \left( G \cdot \frac{1}{2\sigma^2} [\partial_t X^i]^2 + (\partial_\sigma X^i)^2 \right).
\]

The one-loop fermionic contribution to the energy is then given by

\[
E_f = \frac{1}{8} \int d\sigma \frac{1}{\sigma^2} [\partial_t X^i]^2 + (\partial_\sigma X^i)^2 \text{ tr} G(0) = -\frac{1}{2\pi} \int d\sigma \frac{1}{\sigma^2} [\partial_t X^i]^2 + (\partial_\sigma X^i)^2,
\]

where we used equation (4.38).

Let us now combine together the bosonic and fermionic one-loop contributions

\[
\Gamma_{1\text{-loop}} = \Gamma_b + \Gamma_f = -\frac{3}{8\pi} \int d\tau d\sigma \frac{1}{\sigma^2} [\partial_t X^i]^2 - (\partial_\sigma X^i)^2,
\]

\[
E_{1\text{-loop}} = E_b + E_f = -\frac{3}{8\pi} \int d\sigma \frac{1}{\sigma^2} [\partial_t X^i]^2 + (\partial_\sigma X^i)^2.
\]

Evaluating these expressions on the Mikhailov solution as in section 2 gives

\[
\Gamma_{1\text{-loop}} = -\frac{3}{8\pi} \int d\tau \, \psi' \psi',
\]

\[
E_{1\text{-loop}} = -\frac{3}{4\pi} \int d\tau \, (\psi')^2 = 2\pi B_1(\lambda) \int d\tau \, (\psi')^2,
\]

where the one-loop contribution to \(B(\lambda)\) is given by (see (2.23))

\[
B_1(\lambda) = -\frac{3}{8\pi^2}.
\]

This is the same as the second coefficient in (1.1). We thus provided a direct string perturbative check of the exact expression (1.1) proposed in [1].

5. One-loop correction to the expectation value of a wavy Wilson line

Let us now perform an analytic continuation along \(\tau\) and \(X^0\) and consider the Euclidean worldsheet and the Euclidean AdS5s space. We will also work in the static gauge (2.2). A wavy Wilson line is a small deviation from a straight line \(X^0 = \tau, \ Z = \sigma\) in the transverse direction \(X^i\) in Euclidean space [8–10]. To quadratic order in the transverse fields the Euclidean string action is

\[
S_e = \frac{\sqrt{\lambda}}{4\pi} \int d\tau d\sigma \frac{1}{\sigma^2} [(\partial_t X^i)^2 + (\partial_\sigma X^i)^2],
\]

and the equations of motion are

\[
\partial_t^2 X^i + \partial_\sigma^2 X^i - \frac{2}{\sigma} \partial_\sigma X^i = 0.
\]

A wavy line is a solution to these equations with the boundary condition

\[
X^i(\tau, \sigma)|_{\sigma=0} = 0 = x^i(\tau),
\]

and the equations of motion are

\[
\partial_t^2 X^i + \partial_\sigma^2 X^i - \frac{2}{\sigma} \partial_\sigma X^i = 0.
\]

A wavy line is a solution to these equations with the boundary condition

\[
X^i(\tau, \sigma)|_{\sigma=0} = 0 = x^i(\tau),
\]
where \( x'(\tau) \) is an arbitrary curve on the boundary. The precise form of the solution is given by [10]

\[
X'(\tau, \sigma) = \int \frac{d\tau'}{\pi} x'(\tau') \frac{2\sigma^3}{((\tau - \tau')^2 + \sigma^2)^2}.
\] (5.4)

Substituting it into the action gives

\[
S_e = -\sqrt{\lambda} \frac{8}{8\pi^2} \int d\tau d\tau' \frac{[\dot{x}(\tau) - \dot{x}(\tau')]}{(\tau - \tau')^2}.
\] (5.5)

The leading classical term in the expectation value of the wavy Wilson line is then given by

\[
\langle W_{\text{wavy}} \rangle = e^{-S_e} = 1 + \sqrt{\lambda} \frac{8}{8\pi^2} \int d\tau d\tau' \frac{[\dot{x}(\tau) - \dot{x}(\tau')]}{(\tau - \tau')^2} + \ldots
\] (5.6)

where we ignored the higher order terms in \( x' \) and

\[
B_0(\lambda) = \sqrt{\lambda} \frac{4}{4\pi^2}.
\] (5.7)

To the one-loop order the expectation value of \( \langle W_{\text{wavy}} \rangle \) is

\[
\langle W_{\text{wavy}} \rangle = e^{-S_e - \Gamma_{e,1\text{-loop}}},
\] (5.8)

where \( \Gamma_{e,1\text{-loop}} \) is the Euclidean one-loop effective action computed on the solution (5.4).

In the previous sections we computed the one-loop correction to the Minkowskian effective action (4.46) for an arbitrary classical background \( X' \). Its Euclidean analogue can be found by a simple analytic continuation:

\[
\Gamma_{e,1\text{-loop}} = -\frac{3}{8\pi} \int d\tau d\sigma \frac{1}{\sigma^2} [\partial_{\tau} X'(\tau)]^2 + (\partial_{\sigma} X'(\tau))^2.
\] (5.9)

Evaluating it on the solution (5.4) gives

\[
\Gamma_{e,1\text{-loop}} = \frac{3}{16\pi^2} \int d\tau d\tau' \frac{[\dot{x}(\tau) - \dot{x}(\tau')]}{(\tau - \tau')^2}.
\] (5.10)

Hence, to quadratic order in \( x' \) we get

\[
\langle W_{\text{wavy}} \rangle = 1 + \frac{1}{2} B(\lambda) \int d\tau d\tau' \frac{[\dot{x}(\tau) - \dot{x}(\tau')]}{(\tau - \tau')^2} + \ldots,
\] (5.11)

where the one-loop correction to \( B(\lambda) \) is given by

\[
B(\lambda) = B_0 + B_1 + \ldots, \quad B_1 = -\frac{3}{8\pi^2},
\] (5.12)

i.e. it is the same as in (4.49). Thus we checked that the one-loop correction to the expectation value of the wavy Wilson line is controlled by the same function \( B(\lambda) \) as the energy radiated by a moving particle in agreement with the claim of [1].
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\[11\] It is straightforward to show that (5.5) is obtained starting with (5.1) (after dropping a total derivative). The minus sign in front of the Euclidean action in [10] is a misprint.
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