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Abstract. This study investigates the problem of separation mixed lot of semiconductor devices for space applications into homogeneous production batches. The impact of distance measures in clustering algorithm k-means on the accuracy of the separating a mixed production batch is studied. This paper proposes the K-means algorithm with squared Mahalanobis distance as an alternative the squared Euclidean distance. With the various combined mixed lots of semiconductor devices it was shown, that the proposed squared Mahalanobis distance highly depends on the method for determining initial cluster centers.

1. Introduction

Electronic component base (ECB) designed for installation in spacecraft equipment, must meet extremely high requirements. Specialized testing centers conduct a variety of tests for each installed semiconductor device for space applications. Along with incoming control, testing centers subjects ECB to additional rejection tests, including a selective destructive physical analysis (DPA). DPA allows to confirm the good quality of the production batches of ECB, or to identify the batches, having defects due to manufacturing technology and are not detected during conventional rejection tests and additional non-destructive testing. In order to be able to transfer the results of DPA of several devices to the entire batch of semiconductor devices, all devices from the same batch must be made from the same raw materials. If the homogeneous production batches have not been partitioned, the results of the destructive tests of small number of selected devices cannot be extended to the whole shipped lot. Therefore the problem of automatic grouping of semiconductor devices by production batches is very relevant.

It was shown [1], that the problem of allocation of homogeneous batches can be further reduced to a problem of cluster analysis, where each cluster represents one homogeneous batch. To solve the problem of identifying homogeneous batches, in papers [1–4], the application of the clustering optimization algorithm k-means is proposed. In [5], authors consider the clustering method based on the EM algorithm which maximizes the log likelihood function. A model of separation of homogeneous production batches based on a mixture of Gaussian distributions was proposed in [6]. In
[7], authors propose using ensembles of optimization models (k-means, k-medoids, k-medians), EM, as well as their optimized versions. In [1], authors consider the application of genetic optimization algorithms with greedy heuristic procedures, in combination with the EM algorithm for the separation of homogeneous batches of electronic devices. In [8,9] suggested automated ECB grouping by using methods of factor analysis.

2. K-means algorithm with Mahalanobis distance

K-means is one of the most popular unsupervised clustering algorithms, due to its simplicity and efficiency[10]. For a vector of observations X, the k-means algorithm aims to predict k centroids and assign the data points to each centroid to form clusters c_j, j=1..k, while minimizing the average within-cluster dissimilarity. Basic k-means algorithm [10,11] consists of iterative repetition of following steps:

- Step 1. Select an initial partition with K clusters; repeat steps 2 and 3 until cluster membership stabilizes.
- Step 2. Generate a new partition by assigning each pattern to its closest cluster center (centroid).
- Step 3. Compute new cluster centers.

There are various distance measures for calculating the minimum distance between each data point and closest centroid [12]. The distance functions and its definition play an important role in clustering problem. In our study we discover squared Euclidean distance and squared Mahalanobis distance[13-15].

Let μ is the mean of data or the center of clusters (1)

\[ \mu_i = \frac{1}{m} \sum_{j=1}^{m} X_{ji} \]  

where m is number of devices, X_j is vector of values of measured parameter (j=1..m).

Squared Euclidean measure D defined as (2)

\[ D(X_j, \mu_i) = \sum_{i=1}^{n} (X_{ji} - \mu_i)^2 \]  

where n is number of parameters.

Square of Mahalanobis distance D_M defined as (3)

\[ D_M(X) = \sum_{i=1}^{n} (X - \mu)^T S^{-1} (X - \mu) \]  

where S is covariance matrix.

Algorithm k-means with Mahalanobis distance we used as follows:

- Step 1. Split devices randomly into k clusters and compute centroids \( \mu_i \) for each cluster. The centroid \( \mu_i \) calculates as the arithmetic average of all points in the cluster (1). Repeat steps 2 and 3 until cluster membership stabilizes.
- Step 2. Assign each data point to the closest cluster (centroid) by use Mahalanobis distance (3) and generate a new partition.
- Step 3. Compute new cluster centers by (1).

3. Data and processing

Data sample contains seven different homogeneous batches. The total number of devices is 3987; data sample structure is given in table 1. Each batch contains information about 67 non-zero input measured parameters of the product. The sample is deliberately composed of batches, some of which are extremely difficult to separate by known methods of cluster analysis.
Table 1. Structure of data sample (number of devices).

| Batch | Batch 1 | Batch 2 | Batch 3 | Batch 4 | Batch 5 | Batch 6 | Batch 7 |
|-------|---------|---------|---------|---------|---------|---------|---------|
|       | 71      | 116     | 1867    | 1250    | 146     | 113     | 424     |

Nature of parameter’s distributions in different batches is identical, mean standard deviations are commensurable. Data sample in two dimensions is shown in figure 1. Note, that batch 4 visually divides in two groups. It may be related to situation, when two different homogeneous batches marked as one.

![Input data in two-dimensional plot (parameters In21, In39).](image)

Figure 1. Input data in two-dimensional plot (parameters In21, In39).

Various variants of the mixed lot consisting of 2, 3, 4 and 7 homogeneous batches were considered. Clustering was performed by k-means algorithm. The clustering accuracy for considered mixed lots is presented in table 2. Clustering accuracy calculated as a quantity and percentage of exact hits of the algorithm among all clusters. Three experiments were conducted. Experiment 1 and experiment 2 performed with set of random initial cluster centers, experiment 3 performed with pre-clustering, where initial cluster centers chosen from known clusters.

Table 2. Clustering accuracy score.

| Batches     | Experiment 1 | Experiment 2 | Experiment 3 |
|-------------|--------------|--------------|--------------|
|             | Squared      | Squared      | Squared      |
|             | Euclidean    | Euclidean    | Euclidean    |
|             | Mahalanobis  | Mahalanobis  | Mahalanobis  |
|             | distance     | distance     | distance     |
| Batch 1     | -15          | -14          | -13          |
| Batch 2     | -14          | -13          | -12          |
| Batch 3     | -13          | -12          | -11          |
| Batch 4     | -12          | -11          | -10          |
| Batch 5     | -11          | -10          | -9           |
| Batch 6     | -10          | -9           | -8           |
| Batch 7     | -9           | -8           | -7           |

Various advantages of the mixed lot consisting of 2, 3, 4 and 7 homogeneous batches were considered. Clustering was performed by k-means algorithm. The clustering accuracy for considered mixed lots is presented in table 2. Clustering accuracy calculated as a quantity and percentage of exact hits of the algorithm among all clusters. Three experiments were conducted. Experiment 1 and experiment 2 performed with set of random initial cluster centers, experiment 3 performed with pre-clustering, where initial cluster centers chosen from known clusters.
4. Conclusions
As was shown earlier in [5-8] the clustering accuracy decreases with the increase of the number of homogeneous batches in the mixed lot, and this process is independent of the distance calculation method. The best average quality of clustering was achieved in two-batch mixed lot (85% in average). Three-batch and four-batch mixed lots had similar quality of clustering (60% and 67% in average respectively). In seven-batch mixed lot clustering accuracy was lowest (35% in average).

In case of experiments 1 and 2 with random initial cluster centers squared Euclidean distance was stable in all experiments with maximum accuracy deviation of 2%. Mahalanobis distance, on the contrary, highly depends on the method for determining initial cluster centers.
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