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Abstract

Different types of mental rotation tests have been used extensively in psychology to understand human visual reasoning and perception. Understanding what an object or visual scene would look like from another viewpoint is a challenging problem that is made even harder if it must be performed from a single image. We explore a controlled setting whereby questions are posed about the properties of a scene if that scene was observed from another viewpoint. To do this we have created a new version of the CLEVR dataset that we call CLEVR Mental Rotation Tests (CLEVR-MRT). Using CLEVR-MRT we examine standard methods, show how they fall short, then explore novel neural architectures that involve inferring volumetric representations of a scene. These volumes can be manipulated via camera-conditioned transformations to answer the question. We examine the efficacy of different model variants through rigorous ablations and demonstrate the efficacy of volumetric representations.

1 Introduction

Psychologists have employed mental rotation tests for decades\textsuperscript{37} as a powerful tool for devising how the human mind interprets and (internally) manipulates three dimensional representations of the world. Instead of using these tests to probe the human capacity for mental 3D manipulation, we are interested here in understanding the ability of modern deep neural architectures to perform mental rotation tasks, and building architectures better suited to 3D inference and understanding. This kind of capability finds application across a variety of visual reasoning and navigation tasks.

Recent applications of concepts from 3D graphics to deep learning have led to promising results. We are similarly interested in leveraging models of 3D image formation from the graphics and vision communities to augment neural network architectures with inductive biases that improve their ability to reason about the real world. Here we measure the effectiveness of adding such biases, confirming their ability to improve the performance of neural models on mental rotation tasks.

Concepts from inverse graphics can be used to guide the construction of neural architectures designed to perform tasks related to the reverse of the traditional image synthesis processes: namely, taking 2D image input and inferring 3D information about the scene. For instance, 3D reconstruction in computer vision\textsuperscript{4} can be realized with neural-based approaches that output voxel\textsuperscript{42, 27}, mesh\textsuperscript{41}, or point cloud\textsuperscript{33} representations of the underlying 3D scene geometry. Such inverse graphics methods range from fully-differentiable graphics pipelines\textsuperscript{21} to implicit neural-based approaches with learnable modules designed to mimic the structure of certain components of the forward graphics pipeline\textsuperscript{15, 59}. While inverse rendering is potentially an interesting and useful goal in itself, many computer vision systems could benefit from neural architectures that demonstrate good performance for more targeted mental rotation tasks.

In our work we are interested in exploring neural “mental rotation” by adapting a well known standard benchmark for visual question-and-answering (VQA) through answering questions with respect to another viewpoint. We use the the Compositional Language and Elementary Visual Reasoning (CLEVR) Diagnostic Dataset\textsuperscript{18} as the starting point for our work.

While we focus on this well known benchmark, many analogous questions of practical interest exist. For example, given the camera viewpoint of a blind person crossing the street, can we infer if each of the drivers of the cars at an intersection can see this person? As humans, we are endowed
with the ability to reason about scenes and imagine them from different viewpoints, even if we have only seen them from one perspective. As noted by others, it therefore seems intuitive that we should encourage the same capabilities in deep neural networks [10]. In order to answer such questions effectively, some sort of representation encoding 3D information seems necessary to permit inferences to be drawn due to a change in the orientation and position of the viewpoint camera. However, humans clearly do not have access to error signals obtained through re-rendering scenes, but are able to perform such tasks. To explore these problems in a controlled setting, we adapt the original CLEVR setup in which a VQA model is trained to answer different types of questions about a scene consisting of various types and colours of objects. While images from the original dataset are generated through the rendering of randomly generated 3D scenes, the three-dimensional structure of the scene is never fully exploited because the viewpoint camera never changes. We call our problem formulation and data set CLEVR-MRT, as it is a new Mental Rotation Test version of the CLEVR problem setup.

In CLEVR-MRT alternative views of a scene are rendered and used as the input to a perception pipeline that must then answer a question that is posed with respect to another (the original CLEVR) viewpoint. This gives rise to a more difficult task where the VQA model must learn how to map from its current viewpoint to the viewpoint that is required to answer the question. In Figure 1a we motivate our dataset by depicting a real-world street corner and a ‘CLEVR-like’ illustration of the scene, where questions concerning the relative positions of objects after a mental rotation could be of practical interest (e.g., intelligent intersections, cars, robots, or navigation assistants for the blind), and in Figure 1b an actual scene from CLEVR-MRT.

Using our new mental rotation task definition and our CLEVR-MRT dataset, we examine a number of new inverse-graphics inspired neural architectures. We examine models that use the FILM (Feature-wise Linear Modulation) technique [31] for VQA, which delivers competitive performance using contemporary state-of-the-art convolutional networks. We observe that such methods fall short for this more challenging MRT VQA setting. This motivates us to create new architectures that involve inferring a latent feature volume that we subject to rigid 3D transformations (rotations and translations), in a manner that has been examined in 3D generative modelling techniques such as spatial transformers [16] as well as HoloGAN [27]. This can either be done through the adaptation of a pre-trained 2D encoder network, i.e. an ImageNet-based feature extractor as in Section 2.2.1 or through training our encoder proposed here, which is obtained through the use of contrastive learning as in Section 2.2.3. In the case of the latter model, we leverage the InfoNCE loss [29] to minimize the distance between different views of the same scene in a learned metric space, and conversely the opposite for views of different scenes altogether. However, rather than simply using a stochastic (2D) data augmentation policy to create positive pairs for the contrastive loss (e.g., random crops, resizes, and pixel perturbations), we leverage the fact that we have access to many views of each scene at training time and that this can be seen as a data augmentation policy operating in 3D. This in turn can be leveraged to learn an encoder that can map 2D views to a 3D latent space without assuming any extra guidance such as camera extrinsics.

Note that the specific formulation of the VQA task differs slightly from the analogy we have proposed, due to technical and pragmatic reasons: rather than having the viewpoint camera be unknown and the canonical camera being given or inferred from a ‘landmark’, we instead have the opposite but slightly less intuitive interpretation, which is that the viewpoint camera is known and the canonical viewpoint is unknown. This is just a minor difference however. As we will see later, due to the many views available per scene and the fact that this task is supervised with respect to question/answer pairs, the problem can still be addressed.

1.1 Related work

Several extensions of the CLEVR dataset exist, though they mainly focus on extensions to the language processing elements of the problem setup, exploring themes such as: systematic generalisation [2], adding dialogue [23], and robust captioning of changes between scenes [30]. In terms of visual-based extensions, [47] proposed a temporal version of CLEVR which looks at VQA in the context of causal and counterfactual reasoning. Concurrent to our work, a version of CLEVR has recently been proposed [35] in the context of reinforcement learning, where an agent is trained to perform viewpoint selection on a scene to be able to answer the question, with each scene consisting of a large occluder object in the center to accentuate occlusions. However, the main difference is that our dataset decouples the camera viewpoint from the viewpoint from which the question must be answered. Furthermore, their dataset has relatively limited question and scene variability (for instance, focusing on only two types of questions and the same occluding object in the center). We also do not assume
(a) (Left) A view of a street corner. (Middle) a CLEVR-like representation of the scene with abstractions of buildings, cars and pedestrians. (Right) The same virtual scene from another viewpoint, where questions concerning the relative positions of objects after a mental rotation could be of significant practical interest.

(b) A full example of a CLEVR-MRT scene, showing 16 randomly sampled views of the scene (out of 20 in total). The canonical view is not shown here, but a sample of questions pertaining to the canonical view are:

- Q: Are there the same number of large gray objects that are left of the gray thing and big matte cylinders? (True)
- Q: Is the number of large brown things that are behind the red thing less than the number of purple objects? (True)
- Q: Are there more blue blocks to the left of the large gray thing than blue matte spheres? (False)
- Q: Are there an equal number of big brown things that are in front of the large brown rubber ball and big metal things that are behind the purple sphere? (False)

Figure 1: (a) A real-world example where the ability to perform mental rotations can be of practical utility. (b) Images from a randomly selected scene from the CLEVR-MRT dataset.

the VQA model is an agent that is able actively change its viewpoint to better answer the question – instead, our model must learn to ‘imagine’ what the same scene should look like from another perspective, conditioned only on a single view. The most closely related work to ours explores the incorporation of 3D information into a FILM-based pipeline, though this is done by conditioning on multiple views of the same scene at inference time either through pooling the features of those views or through a scene representation network. Their main motivating factor for their work is to address the issue of occlusions which cannot be easily resolved under a single view setting. In contrast we examine mental rotation-based reasoning where the input is a single image and a 3D latent volume has to be inferred from it. Lastly, their proposed dataset has limited variability compared to ours, with only four equally spaced camera rotations (every 90°) at a fixed elevation.

Our work is very closely related to single view reconstruction because at inference time the VQA model is only being conditioned on a single view, and so the network must infer as much as possible about the scene in order to answer the question. While single view reconstruction constitutes a very difficult learning scenario, the requirement that only a single view be needed makes it a very interesting and pragmatic line of research for problem domains where data collection is difficult. Single view reconstruction has a wide variety of applications ranging from 3D facial reconstruction.
to enhance the quality of 3D scene representations based on traditional computer graphics CAD models. In their work these questions really serve as a form of auxiliary task, aiding their primary goal of creating these CAD based scene representations. In contrast, in our work we focus on learning completely neural representations in which the final goal is always that of answering a question regarding the scene, encoded in natural language. Recent work on Neural Radiance Fields [26] has shown great promise for representing pixel level details of 3D scenes, allowing scenes to be rendered from novel viewpoints using fully neural representations. In contrast, our work, focuses exclusively on visual question answering as the final goal and represents a setting where a pixel level model of the scene from an alternative viewpoint is not needed. For problems like high level navigation, e.g. directing a robot or a person to location containing an object at a particular location), our method operating at a completely semantic level of abstraction, allows models of lower complexity to be used because our models do not need to reconstruct new viewpoints.

The use of rigid transforms to infer latent 3D volumes was loosely inspired by HoloGAN [27]. Here, they use a GAN to map a randomly sampled noise vector to a 3D latent volume (a voxel representation) before subsequently rendering using a neural renderer. Several works [38, 25] condition on images and camera poses to learn voxels that represent the input, with options to re-render from different camera poses. These methods, however, assume a dataset consisting of just a single scene as well as camera poses that are known. Conversely, CLEVR consists of tens of thousands of scenes, which makes any re-rendering task significantly more difficult due to the need for the renderer to generalise to all scenes. Rather than considering an approach that does both encoding and decoding (re-rendering), we only consider encoding, which is more computationally efficient. 3D latent volumes can be seen as highly compressed and feature-rich representations of their original images however, and can in principle be used to re-render a scene [44].

Other ways of encoding 3D data can be used such as point clouds [33], meshes [41, 21], surfels [36], latent codes [17], or as an implicit neural representation such as in [26]. Out of these modalities, representing data as 3D volumes is convenient because they can be used in conjunction with 3D convolutions without modification.

In terms of VQA, other models have been proposed, e.g., MAC [15] proposes a memory and attention-based reasoning architecture for more interpretable VQA. While this could in principle be modified to leverage 3D volumes, FILM serves as a simpler architectural choice for analysis. More sophisticated architectural choices can also involve strongly-supervised feature extractors (e.g. Mask R-CNN [28, 46] or bounding box predictors [19]) or neuro-symbolic reasoning pipelines [46], but here we opt for a simple FILM-based architecture where the feature extractor is ‘simple’ (one whose training does not involve ‘rich’ labels like segmentation masks or bounding boxes, such as a pre-trained ImageNet classifier).

As for learning encoders, there has been a lot of interest in leveraging self-supervised learning as a way to learn encoders that are just as competitive as their ‘supervised’ counterparts. In the case of contrastive learning [29] – one particular instance of self-supervised learning – we do not assume labels for individual images but assume it is possible to define labels with respect to pairs of images. In particular, these labels can either be positive or negative, denoting some semantic relationship between the pair (e.g. does this pair of images belong to the same category or not?). The main objective is to learn a latent space in which pairs of inputs that should be positive are close together in that latent space, and conversely the opposite for negative pairs. Once trained, the encoder can be treated
as a feature extractor to be used for future downstream tasks. In [1] the authors propose that such a framework can be used to maximise the mutual information across different views of an input, for instance different camera views within a scene, or different modalities corresponding to the same input (e.g. olfactory, visual). In [1, 4] the authors demonstrated that when positive pairs comprise stochastic 2D data augmentation operations on the same image then a resulting classifier trained on that encoder can obtain performance on par with that of its purely supervised counterpart for many benchmark image datasets including ImageNet. In [13], competitive results were achieved with respect to object segmentation and detection. One particular bottleneck that is common with these techniques is that of memory, since a large batch size is usually needed in order to contrast each positive pair with a significantly larger number of negative pairs, though this has been mitigated with more recent methods [13].

In terms of combining such techniques with 3D, [40] explored contrastive learning of scenes, though the multi-view aspect in this setting was applied to different sensory views rather than camera views. Lastly, [10] explored the use of contrastive learning on 2.5D video (i.e. RGB + depth) to predict novel views, with the goal of learning 3D object detectors in a semi-supervised manner.

1.2 Proposed dataset

The CLEVR dataset [18] is a VQA dataset consisting of a range of synthetic 3D shapes laid out on a canvas. The dataset consists of a range of questions designed to test various aspects of visual reasoning such as counting (e.g. ‘how many red cubes are in this scene?’), spatial relationships (e.g. ‘what colour is the cylinder to the left of the big brown cube?’) and comparisons (e.g. ‘are there an equal number of blue objects as red ones?’). In recent years however, proposed techniques have performed extraordinarily well on the dataset [31, 15], which has inspired us to explore VQA in more difficult contexts.

The original CLEVR dataset provided one image for each scene. CLEVR-MRT contains 20 images generated for each scene holding a constant altitude and sampling over azimuthal angle. To ensure that the model would not have any clues as to how the view had been rotated, we replaced the asymmetrical “photo backdrop” canvas of the CLEVR dataset with a large plane and centered overhead lighting. To focus on questions with viewpoint dependent answers, we filtered the set of questions to only include those containing spatial relationships (e.g. ‘is X to the right of Y’). From the original 90 question templates, only 44 contained spatial relationships. In total, the training + validation split consists of 45,600 scenes, each containing roughly 10 questions for a total of 455,549 questions. 5% of these scenes were set aside for validation. For the test set, 10,000 scenes were generated with roughly 5 questions each, for a total of 49,670 questions. A schematic of the problem is illustrated in Figure 2, and in Figure 1(b) we show a concrete example of one of these scenes.

2 Methods

We begin here by describing simple and strong baseline methods as well as upper bound estimates used to evaluate the performance of different techniques on this dataset. We then present our new approach to learning 3D features and two different ways to address this task.

2.1 FILM baselines

The architecture we use is based on FILM [31], in which a pre-trained ResNet-101 classifier on ImageNet extracts features from the input images which are then fed to a succession of FILM-modulated residual blocks using the hidden state output from the GRU. As a sanity check – to ensure our models are adequately parameterised – the simplest baseline to run is one where each scene in the dataset contains only one view: the canonical view. In this setting, we would expect the highest validation performance since the canonical viewpoint is precisely the viewpoint that all questions are posed with respect to. The second and third baselines to run are ones where we use the full dataset, with and without conditioning on the viewpoint camera via FILM, respectively. This is illustrated in Figure 3 where we can see the viewpoint camera also being embedded before being concatenated to the question embedding and passed through the subsequent FILM blocks. If we let \( S \) denote a scene consisting of all of its camera views (images) \( X \), the camera \( c \), the question \( q \), and its corresponding answer \( y \), we can describe the pipeline shown in Figure 3 as the following, with \( \phi \) denoting the learnable parameters:
Figure 2: (a) Schematic of the CLEVR-MRT dataset. An image corresponding to the viewpoint camera is given as a query, but the corresponding question to answer is posed with respect to the question viewpoint. Given this image as well as the camera coordinates corresponding to the question viewpoint, the goal is to answer the question. (b) Two example views from a single scene. In each example the corresponding camera position (vector) is shown. All other dots in the point cloud denote possible camera positions. To see a full gif animation of different camera views for this particular scene, please see here.

\[ S = (X, q, c, y) \sim D \] (sample a scene)
\[ x \sim X \] (sample a random view)
\[ h := \text{encode}(x) \]
\[ e_{\text{cam}} := \text{embed}^{(\text{film})}(c) \]
\[ e_{\text{gru}} := \text{GRU}_{\phi}(q) \]
\[ \tilde{y} := \text{FILM}_{\phi}(h, [e_{\text{gru}}, e_{\text{cam}}]) \]
\[ \ell := \ell_{\text{cls}}(y, \tilde{y}), \] (1)

where the encoder (pre-trained ResNet) is frozen and therefore has no learnable parameters. Here, \( \ell_{\text{cls}} \) is the multinomial classification loss over the predicted answer token.

2.2 Learning 3D Feature Representations from Single View Images

So far we have been operating in 2D, based on the pre-trained ResNet-101 ImageNet encoder which outputs a high-dimensional stack of feature maps (a 3D tensor). To work in 3D, we would either need to somehow transform the existing encoding into a 4D tensor (a stack of 3D feature cubes) or use a completely different encoder altogether which can output a 3D volume directly. Assuming we already had such a volume, we can manipulate the volume in 3D space directly by having it undergo any rigid transformation that is necessary for the question to be answered. In Section \( \text{2.2.1} \) we illustrate a simple technique which simply takes the existing ImageNet encoder’s features and runs it through a learnable ‘post-processing’ block to yield a 3D volume, and in Section \( \text{2.2.3} \) we propose a self-supervised contrastive approach to learn such an encoder from scratch without the use of camera extrinsics.
2.2.1 Projecting 2D Features into 3D Features

To exploit the power of pre-trained representations, we start with a pre-trained ResNet encoder and transform its stack of feature maps through an additional set of 2D convolution blocks using the ‘post-processor’ shown in Figure 4, right before reshaping the 3D tensor into 4D. In other words, we learn a module which maps from a stack of feature maps \( h \) to a stack of feature cubes, i.e. the encoding step in Equation 1 is replaced with \( h := \text{postproc}_\psi(\text{encode}(x)) \). Since the post-processor is a learnable module through which the FILM part of the pipeline is able to backpropagate through, it can be seen as learning how to lift said 2D representation into 3D. Through back-propagation it learns to perform well when manipulated with camera-conditioned FILM operations either as is or, more interestingly, when also subjected to rigid 3D transformations as we will see shortly in Section 2.2.2.

2.2.2 3D Camera Controllable FILM

In lieu of conditioning the camera with FILM (as seen in Figure 3 with embed\(_{\phi}(\text{film})\)), we can also condition on it to output translation and rotation parameters \( (\tilde{\theta}_x, \tilde{\theta}_y, \tilde{\theta}_z, \tilde{t}_x, \tilde{t}_y, \tilde{t}_z) \) which are then used to construct a 3D rotation and translation matrix \( \Theta \) that \( h \) is subjected to (which is now a
Therefore, we can write out the 3D FILM pipeline as:

\[
\begin{align*}
\mathbf{h} & := \text{postproc}_\phi(\text{encoder}(\mathbf{x})) \\
(\hat{\theta}_x, \hat{\theta}_y, \hat{\theta}_z, \hat{\mathbf{t}}_x, \hat{\mathbf{t}}_y, \hat{\mathbf{t}}_z) & := \text{embed}_{\phi}^{(\text{rot})}(\mathbf{c}) \\
\mathbf{h}_{\text{rot}} & := \text{transform}(\mathbf{h}; P(\hat{\theta}_x, \hat{\theta}_y, \hat{\theta}_z, \hat{\mathbf{t}}_x, \hat{\mathbf{t}}_y, \hat{\mathbf{t}}_z)) \\
\hat{\mathbf{y}} & := \text{FILM}_\phi(\mathbf{h}_{\text{rot}}; \text{GRU}(\mathbf{q})) \\
\ell_{\text{cls}} & := \ell(\mathbf{y}, \hat{\mathbf{y}}),
\end{align*}
\]

where \( P(\cdot) \) is a function that produces a rigid transform matrix from its arguments, which are Euler angles. This is illustrated in Figure 5.

Note that there are now two ways in which the viewpoint camera can modulate the VQA pipeline: either through FILM via \( \text{embed}_{\phi}^{(\text{film})} \) or by directly parameterising a rigid transformation with \( \text{embed}_{\phi}^{(\text{rot})}(\mathbf{c}) \). While both mechanisms are shown in Figure 5 for brevity’s sake we have only shown in the latter in Equation (2). Also note that we cannot directly use the raw camera parameters \( \mathbf{c} = (\theta_x, \theta_y, \theta_z, t_x, t_y, t_z) \) to construct the rigid transform \( \Theta \) because these are relative to world coordinates, not the canonical camera (whose coordinates are unknown).

In the following next section (Section 2.2.3), we will show that we can replace the pre-trained ImageNet encoder and the learned postprocessor (Figure 4) with a contrastive encoder trained from scratch.

2.2.3 Learning 3D Contrastive Encoders

In Section 2.2.1, the encoder proposed was an adaptation of a pre-trained ImageNet classifier backbone to output latent volumes. Here we propose the training of an encoder from scratch in an self-supervised manner, via the use of contrastive learning as demonstrated in [4]. Conceptually, we would like to learn a metric space where the distance between two views from the same scene are minimised, and views from two different scenes are maximised. In practice, the architecture we use is one which directly maps images to latent volumes via a sequence of 2D convolutions followed by 3D convolutions (the \( \mathbf{h} \) encoder), followed by the \( \mathbf{z} \) encoder which reduces those volumes down to latent codes which is what the contrastive loss operates on. This is shown in Figure 6. The key idea to note here is that the training of this encoder does not require any information about the cameras in the scene, nor labels describing objects in the scene (unlike with the ImageNet classifier that was repurposed as an encoder). While we obviously do use camera information for the VQA task itself (for instance the camera embedding modules in Figures 3 and 5), we stress that being able to pre-train an encoder as a separate step to the VQA task under limited label supervision is potentially very beneficial in real-world applications where obtaining labels for the VQA task is costly.
Let us denote $\mathbf{X}^{(1)}$ and $\mathbf{X}^{(2)}$ to be minibatches of images (views), with subscripts for individual examples in the minibatch (e.g. $\mathbf{X}_i^{(1)}$). We will assume that $(\mathbf{X}_i^{(1)}, \mathbf{X}_j^{(2)})$ correspond to the same scene if $i = j$, otherwise they are different. The InfoNCE loss \cite{29} is defined as \( \frac{1}{n} \sum_{i=1}^{n} \ell_{\text{NCE}}^{(i)} \):

\[
\ell_{\text{NCE}}^{(i)} := - \log \frac{\exp(\text{sim}(\mathbf{Z}_i^{(1)}, \mathbf{Z}_i^{(2)})/\tau)}{\sum_{k=1}^{n} \exp(\text{sim}(\mathbf{Z}_i^{(1)}, \mathbf{Z}_k^{(2)})/\tau)},
\]

where $\mathbf{H} = \text{enc}_q(T(\mathbf{X}))$, $\mathbf{Z} = \text{enc}_z(\mathbf{H})$, and $T(\cdot)$ is some stochastic data augmentation operator (e.g. random crops, flips, colour perturbations) which operates on each example independently in the batch. This loss also contains a temperature term $\tau$, which is a hyperparameter to optimise (in practice, we found $\tau = 0.1$ to produce the lowest softmax loss). Since a large number of negative examples is needed to learn good features, we train this encoder on an 8-GPU setup with a combined batch size of 2048.

Note that for the datasets considered in \cite{4} (for instance ImageNet and CIFAR-10), positive pairs are generally stochastic 2D data augmentations of the same image, i.e. $(T(\mathbf{X}^{(1)}), T(\mathbf{X}^{(2)}))$ comprises a positive pair and $T(\cdot)$ is stochastic. In our case, since our dataset consists of scenes which in turn consist of many views, we can easily construct a positive pair by sampling two different views from the same scene. This can be thought of as a form of ‘3D’ data augmentation where instead of relatively primitive operations like crops and colour perturbations we are moving a camera around a scene and re-rendering it. We can also choose to perform both 2D and 3D data augmentation to ensure maximise diversity of positive pairs. To make things clear later, we define the positive pair $(T(\mathbf{X}^{(1)}), T(\mathbf{X}^{(2)}))$ as ‘2D only’ data augmentation if $\mathbf{X}^{(1)} = \mathbf{X}^{(2)}$. If $\mathbf{X}^{(1)} \neq \mathbf{X}^{(2)}$ then this is ‘2D + 3D’ data augmentation, and if $T$ is simply the identity function then this corresponds to ‘3D only’ data augmentation, which is the pair $(\mathbf{X}^{(1)}, \mathbf{X}^{(2)})$. This is shown in Figure 7.

3 Results and Analysis

The pre-trained ImageNet backbone we use is the one that is pre-packaged with the PyTorch torchvision module, which is a ResNet-101 \cite{11}. For the 3D contrastive encoder (Figure 6), the backbone is simply a sequence of strided 2D Conv-BN-ReLU blocks, the result of which is subsequently reshaped into a 3D volume (a 4D tensor) and post-processed with 3D convolution blocks which output the final 3D latent volume. For the pre-training of this, the contrastive loss operates on the flat vector representation of the latent volume, which is simply computed with average pooling over the spatial axes. For the FILM pipeline, we use a sequence of ResNet blocks with ReLU nonlinearities and batch normalisation, as well as CoordConv feature maps \cite{24}. Each experiment was trained for a maximum of 60 epochs with the ADAM optimiser \cite{22}, with a default learning rate of $3 \times 10^{-4}$ and first and second moment coefficients $\{\beta_1, \beta_2\} = \{0.9, 0.999\}$.

For each experiment, we perform a sweep over many hyperparameters of the FILM architecture (detailed in Table 4) to find the experiment which performs the best, according to validation set accuracy. We then select the best-performing experiment and run repeats of it with varying seeds (3-6, depending on the variance exhibited by those experiments), for a total of $N = 6$ runs. The validation set accuracy reported is the mean over these $N$ runs, and similarly for the test set. It is worth noting that for our postprocessor experiments (Section 2.2.1), some runs appeared to hit
Figure 7: 7a: 2D data augmentation. If the top left image of the positive pair is $\mathbf{X}^{(1)}$, then a positive pair is defined by $(T(\mathbf{X}^{(1)}), T(\mathbf{X}^{(1)}))$. In this illustration, $T$ is a stochastic function that produces random crops of an image with some pre-determined probability. 7b: 3D data augmentation. We leverage the fact that we have multiple views per scene which can be used to comprise a positive pair, and this can be denoted as simply $(\mathbf{X}^{(1)}, \mathbf{X}^{(2)})$, where $\mathbf{X}^{(2)}$ comes from the same scene as $\mathbf{X}^{(1)}$. 7c: Furthermore, both 2D and 3D data augmentation can be employed simultaneously, and this is required in order to pre-train an encoder that works well for VQA, as shown in Table 2.

undesirable local minima, exhibiting much lower validation accuracies. We conjecture is due to a ‘domain mismatch’ between our dataset and ImageNet, and this conjecture appears to be supported by the fact that these outliers do not exist when we use our pre-trained contrastive encoder (Section 2.2.3). To deal with these outliers, we instead compute the mean/stdev over only the top three runs out of the $N = 6$ we originally trained.

Our results for the FILM baselines (Section 2.1) and using 2D-to-3D projections (Section 2.2.1) are shown in Table 1. What we find surprising is that the 2D baseline without camera conditioning (top-most row of 2D FILM) is able to achieve a decent accuracy of roughly 70%. On closer inspection the misclassifications do not appear to be related to how far away the viewpoint camera is from the canonical, with misclassified points being distributed more or less evenly around the scene. Given that the question-only baseline (‘GRU-only’) is able to achieve an accuracy significantly greater than that of the majority class baseline ($\approx 25\%$ versus $\approx 50\%$), it seems like it is likely exploiting statistical regularities between the actual question itself and the scene. If we add camera conditioning via FILM (bottom-most row of 2D FILM) then we achieve a much greater test accuracy of $83.68 \pm 1.21$. Furthermore, as shown in the 3D FILM part of Table 1 our results demonstrate the efficacy of using rigid transforms with 3D volumes, achieving the highest accuracy of $90.86 \pm 0.87$ on the test set (highlighted in bold). If we take the same experiment and freeze the postprocessor (denoted by the small † symbol), then we achieve a much lower accuracy of 69%. This is to be expected, considering that any camera information that is forward-propagated will contribute gradients back to the postprocessing parameters in the backward propagation, effectively giving the postprocessor
Table 1: Table of results for experiments run using a pre-trained ResNet-101 encoder. The Upper bound model is a baseline model where only canonical views are given as input, and is expected to have the highest performance since it does not have to answer questions from another random viewpoint as input. For the columns shown: 3D? refers to whether we are using 2D latents or 3D latents (the difference between Figs 3 and 5); camera (embed) refers to embedding the camera coordinates and concatenating it with the question embedding; camera (rotation) refers to using the camera to map to a rigid transform of the volume (shown in Figure 5). The result denoted with † (in small text) indicates the same experiment but with the postprocessor frozen after random weight initialisation. See Appendix Section 5.2 for more on MAC baseline. Accuracies shown are percentages. For all 3D FILM, projection results, the mean/stdev is computed over the top 3 performing models (out of 6).

| Method | 3D? | camera (embed) | camera (rotation) | valid acc. (%) | test acc. (%) |
|--------|-----|----------------|------------------|----------------|--------------|
| Majority class | – | – | – | 24.72 ± 0.00 | 24.75 ± 0.00 |
| GRU-only | – | × | × | 49.38 ± 0.40 | 49.24 ± 0.40 |
| Upper bound (canon. views only) | × | × | × | 94.19 ± 0.39 | 94.24 ± 0.40 |
| MAC [15] | × | ✓ | × | 70.96 ± 0.97 | – |
| 2D FILM (Sec 2.1, Fig 3) | × | × | × | 70.63 ± 0.19 | 69.60 ± 0.09 |
| 3D FILM, projection (Sec 2.2.1, Fig 5) | ✓ | ✓ | × | 83.95 ± 1.21 | 83.68 ± 1.21 |
| ✓ | ✓ | ✓ | 92.80 ± 0.30 | 86.01 ± 0.69 |
| († 68.98 ± 1.43) | 90.86 ± 0.87 |

supervision in the form of camera extrinsics. Finally, the last row of the 3D FILM shows that if one uses the camera for both rigid transforms and embedding, the mean test accuracy is roughly the same as the rigid-transform-only variant (90.86 ± 0.87 vs 89.68 ± 1.34). This appears to suggest that simply performing rigid rotations of the volume is sufficient by itself for good performance.

In Table 2 we present 3D FILM results but using the contrastive pre-trained encoder described in Section 2.2.3. Specifically, we perform an ablation on the type of data augmentation used during the contrastive pre-training stage (described at the end of Section 2.2.3) and find that 3D data augmentation is essential for the encoder to distinguish whether a pair of views come from the same scene or not, as shown in the ‘NCE accuracy’ column (9.13% for 2D versus 99.72 % for 3D). However, both 2D and 3D data augmentation is necessary in order for the FILM task to yield the best results, as seen in the last row. This is consistent with the observation that very strong data augmentation is required to ensure that contrastive techniques do not learn trivial features that perform poorly on downstream tasks. Similar to Table 1, utilising the viewpoint camera for rigid transforms produces the best results, with 86.01 ± 0.69 % test accuracy. While the best result of Table 1 is slightly higher, we re-iterate that some of those runs hit undesirable local minima, which we did not experience with this contrastive formulation. Furthermore, as noted in [4], contrastive encoders have to be significantly overparameterised compared to their supervised counterparts in order to achieve roughly the same classification error, so further architecture tuning may be required.

Our results show that our best performing formulation (either 2D-to-3D or contrastive) performs on average only 8% less than the canonical baseline’s 94%, which can be seen as a rough upper bound on generalisation performance. While we obtained promising results, it may not leave a lot of room to improve on top of our methods, and we identified some ways in which the dataset could be made more difficult. One of them is removing the viewpoint camera coordinates and instead placing a sprite in the scene showing where the canonical camera is. This means that the model has an additional inference task it has to perform, which is inferring the 3D position of the canonical viewpoint from a 2D marker. Another idea is to allow some variation in the elevation of the viewpoint camera. While this can accentuate the effects of occlusion (if the camera is allowed to go lower than its default elevation), it also provides for a more grounded dataset since occlusions are commonplace in real-world datasets. We examine the latter here, generating a version of CLEVR-MRT where the camera elevation is allowed to vary, and with both small and large objects present in the scene (small
Table 2: Table of results for experiments run with the contrastive encoder described in Section 2.2.3. For the columns shown: Data aug refers to what data augmentation scheme was used (see Figure 7): 2D = +ve pair is \( T(X^{(1)}) \) and \( T(X^{(1)}) \), 3D = +ve pair is \( X^{(1)} \) and \( X^{(2)} \), 2D + 3D = +ve pair is \( T(X^{(1)}) \) and \( T(X^{(2)}) \); NCE accuracy is how well the contrastive encoder is able to distinguish between pairs of views that belong to the same/different scene; the remaining columns denote the FILM task, as described in Table 1.

| Data aug | \( \tau \) | NCE accuracy (valid) | FILM stage | valid acc. (%) | test acc. (%) |
|----------|----------|----------------------|------------|---------------|--------------|
|          |          |                      | camera (embed) | camera (rotation) | valid acc. (%) | test acc. (%) |
| 2D       | 0.1      | 9.13                 | ✔           | ✗             | 59.78 ± 0.23  | 59.14 ± 0.43  |
|          |          |                      | ✗           | ✔             | 59.29 ± 0.44  | 58.57 ± 0.53  |
| 3D       | 0.1      | 99.72                | ✔           | ✗             | 57.42 ± 0.26  | 56.74 ± 0.31  |
|          |          |                      | ✗           | ✔             | 57.63 ± 0.21  | 57.10 ± 0.33  |
| 2D + 3D | 0.1      | 98.14                | ✔           | ✗             | 65.15 ± 4.63  | 63.70 ± 3.74  |
|          |          |                      | ✗           | ✔             | 87.49 ± 0.78  | 86.01 ± 0.69  |

Table 3: Select experiments from Table 1 but trained on CLEVR-MRT-v2 (Figure 8) where small objects exist and camera elevation is allowed to vary. For all experiments shown in this table, the mean/stdev is computed over the top three runs (out of six in total).

| Method                           | 3D? | camera (embed) | camera (rotation) | valid acc. (%) | test acc. (%) |
|---------------------------------|-----|----------------|-------------------|---------------|--------------|
| Upper bound (canon. views only) | ✗   | ✗              | ✗                 | 90.00 ± 0.23  | 89.37 ± 0.19 |
| 2D FILM (Sec 2.1, Fig 3)       | ✗   | ✗              | ✗                 | 67.26 ± 0.78  | —            |
| 3D FILM, projection (Sec 2.2.1, Fig 8) | ✗ | ✗ | ✗ | 65.49 ± 1.46 | 65.10 ± 1.67 |
|                                 | ✗   | ✔              | ✗                 | 86.92 ± 2.00  | 86.89 ± 2.04 |
|                                 | ✗   | ✔              | ✔                 | 89.98 ± 0.59  | 89.91 ± 0.73 |

objects were not present in the original CLEVR-MRT dataset). The default elevation in the original dataset was 30°, whereas now it is randomly sampled from Uniform(20, 30). An example scene of this new dataset, CLEVR-MRT-v2, is shown in Figure 8.

See Table 3 for these results. We also demonstrate here that 3D FILM performs the best, though compared to Table 1 it appears that camera conditioning via FILM is also required for a few extra percentage points (bottom-most row of 3D FILM). Like Table 1 it appears that our best result is on par with the upper bound, indicating that more difficult versions of the dataset are required. As we mentioned earlier, one addition would be to allow the camera to be present in the scene as a model or a sprite, with the goal of inferring the coordinates of the camera to answer the question without the viewpoint camera being provided as it is now. This would also have the benefit of making the dataset more realistic with respect to the illustrative examples given in the introduction. We leave this to future work however.

3.1 Limitations and Future Work

We have examined a CLEVR-MRT setup where one is given an image as well as coordinates of the question viewpoint. Other tasks involving mental rotations might require the question viewpoint to be inferred by the neural network. For instance, if we wish to infer what another agent sees, we might wish to infer the position and orientation of their face or camera. One might reformulate our setup to include some sort of marker or object representing the desired camera position and orientation, and task the model with inferring that position and orientation. In Figure 9a we visualize this scenario where the desired camera position and viewpoint is illustrated in the scene as a purple cone. In this scenario instead of the VQA pipeline being given camera coordinates, they must inferred
from the appearance of the code, in addition to performing the mental rotation required to answer the question. While we leave such a task to future research we plan to release our formulation of CLEVR-MRT as a dataset in our code repository to encourage future work on more challenging mental rotation based tasks.

Another interesting and related task is that of using natural language to guide robot navigation, and another version of CLEVR for this task has been proposed and examined in [35] within a reinforcement learning setup. In [35], each scene contains a large occluding object in the center of the scene and the agent must try to navigate around it in order to answer the question. However, in the dataset of [35] it appears that the occluding object is always a large object in the center of the scene, which limits the variability of the scenes. Conversely, our dataset has significantly more occlusion variability when the camera’s elevation is such that it is very close to the ground (see Figure 8). Therefore, ideas from both these datasets could be combined to construct a more difficult CLEVR-like dataset specifically targeted towards navigation tasks.

Our work also has applications in indoor navigation for humans, using natural language to assist them. Consider a user trying to navigate to a particular location in an unknown building while receiving instructions from a neural network acting as a navigation system. In such an indoor scenario, occlusion is extremely commonplace: potted plants, desks, chairs, walls, and doors. Smaller objects such as desks and chairs may not necessarily occupy a static position, and may change location. Unfamiliar room locations may be hard to find. As we discussed in Section 1.1 for these kinds of tasks it is not strictly necessary to perform a pixel-level 3D reconstruction of the scene, but rather powerful neural representations that can be modulated through natural language. With an understanding of what a user would see at different locations, a system could better provide navigation assistance.

In Figure 9b we also provide a concrete example of how learning to perform the CLEVR-MRT tasks is related to the types of language guided navigation applications discussed above. By understanding what would be seen by an agent at a particular location and viewing position, a system could better formulate natural language instructions for how to reach a desired destination. Our current system is limited in that we have not implemented a mechanism to transform the answers to questions about alternative viewpoints into sequences of navigation instructions, but we feel that integrating CLEVR-MRT approaches into these navigation scenarios would be an interesting direction for future research.

In terms of limitations related to our contrastive learning results, we note that the particular algorithm we used, SimCLR [4], requires a large batch size so that many negative examples can be contrasted against per minibatch. Such a large batch size can be prohibitively expensive in practice and require GPUs with large amounts of memory. Other recent work that alleviates this includes MoCO [13] and SimSiam [5], the latter of which does not require any negative examples whatsoever.

Lastly, another limitation of our work concerns the interpretability of the learned latent feature
Figure 9: 9a: Visualization of a more difficult formulation of CLEVR-MRT where the camera is now visible as floating purple cone. Instead of being given its coordinates a-priori to condition on the rotation of the latent volume, its coordinates will also have to be inferred from the image. 9b: An example use-case for systems capable of performing CLEVR-MRT tasks. A system that is able to answer questions in natural language about what would be seen from another viewpoint, could be leveraged to provide navigation instructions using natural language to an agent seeking a destination or object. In this scenario the agent wishes to navigate to the shiny cyan cube. A system could provide instructions of the form: ‘To find the shiny cyan cube go straight past the blue sphere on your left and the grey sphere on your right until you are in front of the red cube. You should see the cyan cube to your left as you approach the red cube.’ Multiple rounds of interaction may be needed, but a key capability here is the ability of the system to understand what would be seen from a particular viewpoint.

volumes. Although we argue that certain tasks such as VQA do not necessarily require an explicit 3D reconstruction of the scene (see Section 1.1), it may be beneficial from an interpretability or explainability point of view to consider an additional neural rendering step which takes the latent volume as input and re-renders the scene, possibly in another viewpoint. This can certainly be useful as a diagnostic tool to probe learned neural representations.

4 Conclusion

We address the problem of answering a question from a single image, posed in a reference frame that is different to the one of the viewer. We illustrate the difficulties here in a controlled setting, proposing a new CLEVR dataset and exploring a 3D FILM-based architecture that operates directly on latent feature volumes (using camera conditioning via FILM or via direct rigid transforms on the volume). We propose two techniques to train volumetric encoders: with 2D-to-3D projection of pre-trained ImageNet features, or using a self-supervised contrastive approach. In the latter case, we showed that the use of combined 2D+3D data augmentation was crucial to learning a volumetric encoder, as well as performing almost just as well as pre-trained ImageNet features. Because pre-training such a self-supervised encoder does not require supervision in the form of camera extrinsics or dataset-specific labels, it is more economically feasible for datasets where rich labels are not available. Through rigorous ablations, we demonstrated that performing 3D FILM was the most effective for CLEVR-MRT, especially when the latent volume can be subjected to rigid transformations in order to answer the question. While the efficacy of our method has been demonstrated empirically, we identified several avenues in which CLEVR-MRT can be made more realistic and challenging. Some examples of this include: an additional task of inferring the camera from the scene before performing the mental rotation; robot navigation tasks with a large variety of occluding objects; and language-guided indoor navigation. Lastly, while the use of an artificially-created dataset like CLEVR makes it easy to probe and test various properties of our algorithms, real-world VQA datasets involving mental rotations are required for a more practical validation of our proposed methods.

4.1 Broader Impacts

Endowing intelligent embodied systems with the ability to answer questions regarding properties of a 3D visual scene with respect to the perspective of another agent could make such systems safer. In the case of an autonomous vehicles, better control decisions could eventually be made. If such systems are adversarial in nature, negative outcomes could arise to the adversaries of such systems.
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Table 4: Names and descriptions of hyperparameters used for the experiments. Please see Appendix Figure 10 for more details.

| Hyperparameter     | Description                                                      |
|--------------------|------------------------------------------------------------------|
| rnn_dim            | Output GRU embedding dimension                                   |
| rnn_num_layers     | Number of hidden layers in the GRU                              |
| n_resblocks        | How many FILMed ResBlocks do we use?                            |
| with_coords        | Do we append CoordConv [24] feature maps in each ResBlock?       |
| nf_                | Number of output feature maps in each ResBlock                  |
| with_camera        | Do we concatenate the camera embedding with the GRU embedding?   |
|                    | (This should be set to true when using camera-conditioned FILM.) |
| ncf                | Dimension of the camera embedding. If set to none, we           |
|                    | will simply use the original six coordinates rather than a      |
|                    | projection MLP.                                                 |
| weight_decay       | Weight decay term for ADAM optimiser.                            |
| imagenet_scaling   | (For pretrained ImageNet encoder only) Use ImageNet mean/variance to scale the inputs instead of the default [-1, 1] scaling? |

5 Supplementary material

5.1 Hyperparameters

Table 4 lists hyperparameters of the FILM module, which can be found in architectures/clevr/probe.py.

Each experiment was trained for a maximum of 60 epochs with the ADAM optimiser [22], with a default learning rate of $3 \times 10^{-4}$ and first and second moment coefficients $\{\beta_1, \beta_2\} = \{0.9, 0.999\}$. Figure 10 illustrates an example range of hyperparameters explored per experiment (where each experiment refers to one of the results performed in Table 1). Note that this is not an exhaustive range of values explored – rather, the values seen per experiment in the Figure 10 correspond to the batch of runs in which at least one of the runs inside the batch gave the highest validation score(s). (Other batches of HP/value combinations were also run but may not have yielded the best validation accuracies, and therefore are not shown in the figure.) Whichever experiment was found to have the highest validation score was re-trained multiple times (under different seeds) and evaluated on the test set.

5.2 MAC baselines

Code for our MAC baseline was adapted from here[2]. In short, a bidirectional LSTM was used here with 12 time steps used for the MAC reasoning step. In order to leverage camera information, we simply concatenated the camera’s embedding to the summary question embedding (not to the contextual word embeddings). For the best performing experiment, self-attention was disabled.

Due to significant time constraints, hyperparameter tuning for this baseline was minimal. However, we can see in Table 1 that it obtains similar validation accuracy to the 2D FILM + camera conditioning baseline, and in principle can probably also be adapted to perform 3D reasoning.

5.3 Example images from dataset

See Figure 11.
Figure 10: The range of hyperparameters explored per experiment in Table 1 (the upper bound canonical baseline and contrastive experiments are not shown here).

Figure 11: Random views of an example scene in CLEVR-MRT. The center image is the ‘canonical’ view.