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Abstract In this paper, we consider the linearly constrained composite convex optimization problem, whose objective is a sum of a smooth function and a possibly nonsmooth function. We propose an inexact augmented Lagrangian (IAL) framework for solving the problem. The proposed IAL framework requires solving the augmented Lagrangian (AL) subproblem at each iteration less accurately than most of the existing IAL frameworks/methods. We analyze the global convergence and the non-ergodic convergence rate of the proposed IAL framework.
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1 Introduction

In this paper, we consider the linearly constrained composite convex optimization problem

$$\min_{x \in \mathbb{R}^n} F(x) := f(x) + g(x)$$

s.t. $Ax = b,$

(1.1)

where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$; $f(x)$ is a convex smooth function with Lipschitz continuous gradient; and $g(x)$ is a closed convex (not necessarily smooth) function.
with a bounded domain\(^1\). An important example of problem (1.1) is that \(g(x)\) is an indicator function of a convex compact set \(\mathcal{X}\), that is,

\[
g(x) = \text{Ind}_{\mathcal{X}}(x) := \begin{cases} 
0, & \text{if } x \in \mathcal{X}, \\
+\infty, & \text{otherwise}.
\end{cases}
\]

In this case, problem (1.1) can be rewritten as

\[
\min_{x \in \mathcal{X}} f(x), \quad \text{s.t. } Ax = b.
\]

One efficient approach to solving problem (1.1) is the AL method [6, 19, 20]. The AL function of problem (1.1) is

\[
\mathcal{L}_\beta(x; \lambda) := \hat{f}_\beta(x; \lambda) + g(x), \tag{1.2}
\]

where

\[
\hat{f}_\beta(x; \lambda) := f(x) + \langle \lambda, Ax - b \rangle + \frac{\beta}{2} \|Ax - b\|^2,
\]

\(\lambda \in \mathbb{R}^m\) is the Lagrange multiplier associated with the linear constraint, and \(\beta > 0\) is the penalty parameter. The (augmented) Lagrangian dual of problem (1.1) is

\[
\max_{\lambda \in \mathbb{R}^m} d(\lambda) \tag{1.3}
\]

with

\[
d(\lambda) := \min_{x \in \mathbb{R}^n} \mathcal{L}_\beta(x; \lambda). \tag{1.4}
\]

It is well-known that the dual function \(d(\lambda)\) in (1.4) is differentiable and its gradient is given by \(\nabla d(\lambda) = Ax(\lambda) - b\), where \(x(\lambda)\) is the solution of problem (1.4) (see [1]).

Given \(\lambda^k\), the AL method for solving problem (1.1) updates the primal and dual variables via

\[
x(\lambda^k) = \arg \min_{x \in \mathbb{R}^n} \mathcal{L}_\beta(x; \lambda^k) \tag{1.5}
\]

and

\[
\lambda^{k+1} = \lambda^k + \beta \left( Ax(\lambda^k) - b \right),
\]

respectively. The AL method for solving problem (1.1) is essentially a dual gradient ascent method, which updates the dual variable by performing a dual gradient ascent step

\[
\lambda^{k+1} = \lambda^k + \beta \nabla d(\lambda^k).
\]

When the problem dimension \(n\) is large, finding an exact solution of AL subproblem (1.5) can be computationally expensive and thus the exact gradient \(\nabla d(\lambda^k)\) is often unavailable. As a result, many works focused on inexact versions

---

\(^1\) The bounded domain assumption on \(g(x)\) is made in this paper mainly for ease of presentation. For problem (1.1) arising from many applications of interest such as machine learning, statistics, and signal processing, we often can easily find a bounded set \(\mathcal{X}\) such that the solution of problem (1.1) lies in \(\mathcal{X}\). Therefore, we can restrict the definition of \(g(x)\) over this bounded set. Let us take the compressed sensing problem, which is a special case of problem (1.1) with \(f(x) = 0\) and \(g(x) = \|x\|_1\), as an example. We can restrict of the definition of \(\|x\|_1\) over the bounded domain \(\{ x \ | \|x\|_1 \leq \|\hat{x}\|_1 \}\), where \(\hat{x}\) is any point satisfying \(Ax = b\).
of (dual) gradient methods; see [2–4, 10–14, 20–22] and references therein. Rockafellar [20] proposed an IAL framework, where the AL subproblem is solved until a point \( x^{k+1} \) is found such that

\[
\mathcal{L}_\beta \left( x^{k+1}; \lambda^k \right) - \mathcal{L}_\beta \left( x(\lambda^k); \lambda^k \right) \leq \eta^2_k,
\]

and showed that the proposed IAL framework converges if the nonnegative tolerance sequence \( \{\eta_k\} \) is summable. Very recently, Devolder, Glineur, and Nesterov [3] proposed a general inexact gradient framework and analyzed the ergodic convergence rate of their framework when it is applied to solve dual problem (1.3). In [14], Nedelcu, Necoara, and Tran-Dinh proposed an IAL method, where the AL subproblem was approximately solved by Nesterov’s gradient method [15–17] such that (1.6) is satisfied and showed again the ergodic convergence rate of the proposed IAL method. The non-ergodic convergence rate result for the IAL framework/method has been missing in the literature for a long time until in a very recent work by Lan and Monterio [10], where they proposed an IAL method (where the AL subproblems are approximately solved by Nesterov’s gradient method) and analyzed the non-ergodic convergence rate for the proposed method.

In this paper, we propose a new IAL framework (see Algorithm 1) for solving problem (1.1), where the AL subproblem is approximately solved until a point \( x^{k+1} \) is found such that

\[
\max_{x \in \mathbb{R}^n} \left\{ \langle \nabla \hat{f}_\beta(\cdot; \lambda^k), x^{k+1} - x \rangle + g(x^{k+1}) - g(x) \right\} \leq \eta_k.
\]

Here \( \nabla \hat{f}_\beta(x; \lambda) \) is the gradient of \( \hat{f}_\beta(x; \lambda) \) with respect to \( x \). The termination condition (1.7) in our proposed IAL framework is weaker and (potentially) easier to check than (1.6) in most of the existing IAL frameworks/methods. We establish the global convergence of the proposed IAL framework under the assumption that the sequence \( \{\eta_k\} \) in (1.7) is summable; see Theorem 2.1. Moreover, we show, in Theorems 2.2 and 2.3, the non-ergodic convergence rate (under weaker conditions than that in [10]) for the proposed IAL framework, which reveals how the error in solving the AL subproblem affects the convergence rate.

2 The IAL framework and non-ergodic convergence rate analysis

In this section, we present the IAL framework for solving problem (1.1) and analyze its global convergence and non-ergodic convergence rate.

2.1 The IAL framework

The proposed IAL framework is given in Algorithm 1. At the \( k \)-th iteration, the IAL framework first solves AL subproblem (2.1) with fixed dual variable \( \lambda^k \) in an inexact manner until a point \( x^{k+1} \) satisfying (1.7) is found; then updates the dual variable by performing an inexact gradient ascent step (2.2).

\footnote{To check whether \( x^{k+1} \) satisfies (1.7) or not, we only need to solve the convex optimization problem on the left-hand side of (1.7), which can be solved exactly or to a high precision in time (essentially) linear in the size of the input for many \( g(x) \); see [7]. In contrast, it is generally hard to check whether \( x^{k+1} \) satisfies (1.6) or not (because \( x(\lambda^k) \) is unknown).}
Algorithm 1: The IAL framework for problem (1.1)

1. Initialize $x^1 \in \mathcal{X}$, $\lambda^1 \in \mathbb{R}^m$, and the nonnegative sequence $\{\eta_k\}$.
2. for $k \geq 1$ do
   3. Find an approximate solution $x^{k+1}$ of the AL subproblem
      \[
      \min_{x \in \mathbb{R}^n} \left\{ \mathcal{L}_{\beta}(x; \lambda^k) := f_{\beta}(x; \lambda^k) + g(x) \right\}
      \] (2.1)
      such that (1.7) is satisfied;
   4. Update the dual variable via
      \[
      \lambda^{k+1} = \lambda^k + \beta \left( Ax^{k+1} - b \right).
      \] (2.2)

Two remarks on the proposed IAL framework are in order.

First, AL subproblem (2.1) can be efficiently solved in an inexact manner by various (first-order) methods such as Nesterov’s gradient methods [15–17] and the Frank-Wolfe (a.k.a. conditional gradient) methods [5, 8, 9, 18]. Specifically, Nesterov’s gradient methods can find the point $x^{k+1}$ satisfying (1.6) within $O\left(\frac{1}{\eta_k}\right)$ iterations. Since (1.6) implies (1.7) [14, Lemma 2.3], it follows that Nesterov’s gradient methods can find the point $x^{k+1}$ satisfying (1.7) within $O\left(\frac{1}{\eta_k}\right)$ iterations.

The Frank-Wolfe methods can also find the point $x^{k+1}$ satisfying (1.7) within $O\left(\frac{1}{\eta_k}\right)$ iterations. Compared to Nesterov’s gradient methods, the Frank-Wolfe methods converge slower in practice, while the computational cost per iteration in the Frank-Wolfe methods is generally cheaper.

Second, the smaller the tolerance $\eta_k$ is, the more computational cost is needed in Algorithm 1 to find the point $x^{k+1}$ satisfying (1.7). On the other hand, the larger the tolerance $\eta_k$ is, the larger the approximation error between the approximate gradient $Ax^{k+1} - b$ and the true gradient $\nabla d(\lambda^k)$ (see Lemma 2.6 further ahead) which might lead to slow convergence or even divergence of the proposed Algorithm 1. Therefore, the choice of $\{\eta_k\}$ is important in balancing the computational cost (of finding the point $x^{k+1}$ satisfying (1.7)) and the global convergence and convergence rate (of the framework). We will discuss the possible choices of $\{\eta_k\}$ in the next subsection.

2.2 Global convergence and non-ergodic convergence rate

In this subsection, we present global convergence and non-ergodic convergence rate results of our IAL framework (Algorithm 1), which are regardless of the methods used to find the point $x^{k+1}$ satisfying (1.7). More specifically, Theorem 2.1 shows the global convergence of the IAL framework under the assumption that the nonnegative sequence $\{\eta_k\}$ is summable; and Theorems 2.2 and 2.3 show the non-ergodic convergence rate of the IAL framework.
Theorem 2.1 Let \( \{x^k\} \) and \( \{\lambda^k\} \) be generated by Algorithm 1. Suppose the non-negative sequence \( \{\eta_k\} \) satisfies
\[
\sum_{k=1}^{+\infty} \eta_k < +\infty. \tag{2.3}
\]
Then,
\[
\delta_k := d(\lambda^*) - d(\lambda^k) \to 0 \text{ and } \|A_{x^k+1} - b\| \to 0,
\]
where \( \lambda^* \) is an optimal solution to problem (1.3) and \( d(\lambda) \) is defined in (1.4).

Theorem 2.1 shows the global convergence of Algorithm 1 under conditions (1.7) and (2.3). Classical conditions in [20] that guarantee the global convergence of the IAL framework are (1.6) and (2.3). Since (1.6) implies (1.7) by [14, Lemma 2.3], our conditions (1.7) and (2.3) are weaker than conditions (1.6) and (2.3) in [20].

Before presenting the non-ergodic convergence rate of Algorithm 1, we first define some notation. Let
\[
\theta := \frac{\beta}{4B^2} \text{ and } B := \sqrt{\|\lambda^1 - \lambda^*\|^2 + 2\beta \sum_{k=1}^{+\infty} \eta_k} < +\infty. \tag{2.4}
\]
Since \( \delta_k \to 0 \) (cf. Theorem 2.1) and \( \eta_k \to 0 \), there exists \( k_0 \geq 4 \) such that
\[
\max_{k \geq k_0} \{\delta_k\} \leq \frac{1}{2\theta} \text{ and } \max_{k \geq k_0} \{\eta_k\} \leq \frac{1}{24\theta}. \tag{2.5}
\]
Also, we define
\[
\tau_1 := \frac{k_0}{4\theta} \text{ and } \tau_2 := \frac{1}{4\theta \sqrt{\eta_{k_0}}}. \tag{2.6}
\]
It is easy to verify
\[
\tau_1 \geq \frac{1}{\theta} \text{ and } \tau_2 \geq \sqrt{\frac{3}{2\theta}}. \tag{2.7}
\]

Theorem 2.2 Let \( \{\lambda^k\} \) be generated by Algorithm 1. Suppose that the positive sequence \( \{\eta_k\} \) is nonincreasing and satisfies (2.3) and
\[
\sqrt{\frac{\eta_{k+1}}{\eta_k}} \geq \frac{k - 2}{k}, \quad k = k_0, k_0 + 1, \ldots, \tag{2.8}
\]
where \( k_0 \) satisfies (2.5). Then,
\[
\delta_k \leq \frac{\tau_1}{k} + \tau_2 \sqrt{\eta_k}, \quad k = k_0, k_0 + 1, \ldots, \tag{2.9}
\]
where \( \tau_1 \) and \( \tau_2 \) are defined in (2.6).
As shown in (2.9), the rate that \( \{ \delta_k \} \) converges to zero depends on two terms, i.e., \( \frac{1}{k} \) and \( \tau_2 \sqrt{k} \), and the rate is determined by the slower one of them: if \( k \sqrt{k} \rightarrow 0 \), then \( \delta_k \rightarrow 0 \) with a rate of \( \mathcal{O}(1/k) \); otherwise, \( \delta_k \rightarrow 0 \) with a rate of \( \mathcal{O}(\sqrt{k}) \).

In particular, if \( \eta_k = 0 \) for all \( k \geq 1 \), then Algorithm 1 reduces to the exact dual gradient ascent method, and achieves the \( \mathcal{O}(1/k) \) convergence rate.

These facts indicate that the sequence \( \{ \eta_k \} \) in Algorithm 1 should not be chosen such that \( \{ \sqrt{\eta_k} \} \) converges faster than \( \{ 1/k \} \) to zero. This is because that such a choice would increase the computational cost of solving the AL subproblem, but theoretically cannot improve the convergence rate of \( \{ \delta_k \} \), which is \( \mathcal{O}(1/k) \) in this case. One possible choice of the sequence \( \{ \eta_k \} \) is

\[
\eta_k = \frac{\sigma}{k^\alpha}, \quad k = 1, 2, \ldots
\]

with some constant \( \sigma > 0 \) and \( \alpha \in (\frac{1}{2}, 1] \). It is easy to check that (2.10) satisfies all conditions required in Theorem 2.2.

Theorem 2.3 gives the non-ergodic convergence rate of Algorithm 1 when \( \eta_k \) is chosen as in (2.10).

**Theorem 2.3** Let \( \{ x_k \} \) and \( \{ \lambda_k \} \) be generated by Algorithm 1. Suppose that the positive sequence \( \{ \eta_k \} \) is chosen as in (2.10). Then,

\[
\delta_k \leq \frac{C}{k^\alpha}, \quad k = 1, 2, \ldots,
\]

where

\[
C = 4\sqrt{\frac{3}{2} \left( \frac{\theta \sigma + 1}{\theta} \right)} + \frac{4}{3} \max \left\{ \delta_1, \frac{4}{\theta} \right\}.
\]

and \( \theta \) is given in (2.4);

\[
\| A x^{k+1} - b \|^2 \leq \psi_k := \frac{2}{\beta} \left( \frac{C + \sqrt{\sigma}}{k^\alpha} \right), \quad k = 1, 2, \ldots;
\]

and

\[
- \| x^* \| \sqrt{\psi_k} \leq F(x^{k+1}) - F(x^*) \leq (\| x^* \| + B) \sqrt{\psi_k} + \eta_k, \quad k = 1, 2, \ldots;
\]

where \( x^* \) is an optimal solution to problem (1.3) and \( B \) is given in (2.4).

As a direct consequence of Theorem 2.3, we obtain the following result.

**Corollary 2.4** Let \( \{ x_k \} \) and \( \{ \lambda_k \} \) be generated by Algorithm 1 with \( \eta_k = \frac{\sigma}{k^\alpha} \). Then,

\[
\delta_k = \mathcal{O} \left( \frac{1}{k} \right), \quad \| A x^{k+1} - b \|^2 = \mathcal{O} \left( \frac{1}{k} \right), \quad \text{and} \quad \| F(x^{k+1}) - F(x^*) \| = \mathcal{O} \left( \frac{1}{\sqrt{k}} \right).
\]
2.3 Proof of Theorems 2.1, 2.2, and 2.3

In this subsection, we prove Theorems 2.1, 2.2, and 2.3. For ease of presentation, we define

\[ x(\lambda^k) := \arg \min_{x \in \mathbb{R}^n} L_\beta(x; \lambda^k), \quad k = 1, 2, \ldots, \tag{2.15} \]
\[ \nabla d(\lambda^k) := Ax(\lambda^k) - b, \quad k = 1, 2, \ldots, \]
\[ \bar{d}(\lambda^k) := L_\beta(x^{k+1}; \lambda^k), \quad k = 1, 2, \ldots, \tag{2.16} \]
\[ \nabla \bar{d}(\lambda^k) := Ax^{k+1} - b, \quad k = 1, 2, \ldots, \tag{2.17} \]

where \( x^{k+1} \) is generated by Algorithm 1 and satisfies (1.7).

We first prove the following two lemmas, which have been proved for smooth function \( F(x) \) in [3, 10, 14]. We now extend them to composite nonsmooth function \( F(x) \). Lemma 2.5 shows that \( d(\lambda^{k+1}) \) can be bounded from both above and below and Lemma 2.6 shows that \( \|\nabla d(\lambda^k) - \nabla \bar{d}(\lambda^k)\| \) is bounded by \( \sqrt{\eta_k/\beta} \).

**Lemma 2.5** The following two inequalities hold:

\[ d(\lambda) \leq \bar{d}(\mu) + \langle \nabla \bar{d}(\mu), \lambda - \mu \rangle, \quad \forall \lambda, \mu, \tag{2.18} \]

and

\[ d(\lambda^{k+1}) \geq \bar{d}(\lambda^{k}) + \frac{\beta}{2} \| \nabla \bar{d}(\lambda^{k}) \|^2 - \eta_k. \tag{2.19} \]

**Proof** We first show (2.18). By the definitions of \( d(\lambda) \) and \( L_\beta(x; \lambda) \), we have

\[ d(\lambda) = \min_{x \in \mathbb{R}^n} \{ L_\beta(x; \lambda) \} \leq L_\beta(x_\mu; \lambda) = L_\beta(x_\mu; \mu) + \langle \lambda - \mu, Ax_\mu - b \rangle, \]

where \( x_\mu \) satisfies \( \bar{d}(\mu) = L_\beta(x_\mu; \mu) \). This, together with the definition of \( \nabla \bar{d}(\mu) \) (cf. (2.16)), yields (2.18).

We now prove (2.19). By the convexity of \( f(x) \), the definition of \( \nabla \bar{d}(\lambda^k) \), and (2.2), we get

\[ L_\beta(x; \lambda^{k+1}) \geq f(x^{k+1}) + \langle \nabla f(x^{k+1}), x - x^{k+1} \rangle + g(x) + \left\langle \lambda^{k+1}, Ax - b \right\rangle + \frac{\beta}{2} \| Ax - b \|^2 \]
\[ = L_\beta(x^{k+1}; \lambda^k) + \beta \left( \langle \nabla \bar{d}(\lambda^k), Ax - b \rangle + \frac{1}{2} \| (Ax - b) - \nabla \bar{d}(\lambda^k) \|^2 \right) \]
\[ + \left\langle \nabla f_\beta(x^{k+1}; \lambda^k), x - x^{k+1} \right\rangle + g(x) - g(x^{k+1}). \]

Taking the minimum over \( x \in \mathbb{R}^n \) on both sides of the above inequality, we have

\[ d(\lambda^{k+1}) \geq L_\beta(x^{k+1}; \lambda^k) + \beta \min_{x \in \mathbb{R}^n} \left\{ \left\langle \nabla \bar{d}(\lambda^k), Ax - b \right\rangle + \frac{1}{2} \| (Ax - b) - \nabla \bar{d}(\lambda^k) \|^2 \right\} \]
\[ + \min_{x \in \mathbb{R}^n} \left\{ \left\langle \nabla f_\beta(x^{k+1}; \lambda^k), x - x^{k+1} \right\rangle + g(x) - g(x^{k+1}) \right\}. \]

By using the definition of \( \bar{d}(\lambda) \) and (1.7), we immediately get the desired result (2.19).
Lemma 2.6 The following inequality holds:
\[ \| \nabla d(\lambda^k) - \nabla \hat{d}(\lambda^k) \|^2 \leq \frac{\eta_k}{\beta}. \] (2.20)

Proof It follows from the optimality of \( x(\lambda^k) \) (cf. (2.15)) that
\[ \left\langle \nabla f(x(\lambda^k); \lambda^k), x(\lambda^k) - x^{k+1} \right\rangle + g(x(\lambda^k)) - g(x^{k+1}) \leq 0. \]
By setting \( x = x(\lambda^k) \) in (1.7), we get
\[ \left\langle \nabla f(x^{k+1}; \lambda^k), x^{k+1} - x(\lambda^k) \right\rangle - g(x(\lambda^k)) + g(x^{k+1}) \leq \eta_k. \]
Adding the above two inequalities yields
\[ \eta_k \geq \left\langle \nabla f(x^{k+1}; \lambda^k) - \nabla f(x(\lambda^k); \lambda^k), x^{k+1} - x(\lambda^k) \right\rangle = \left\langle \nabla f(x^{k+1}) + \beta A^T(Ax^{k+1} - b) - \nabla f(x(\lambda^k)) - \beta A^T(Ax(\lambda^k) - b), x^{k+1} - x(\lambda^k) \right\rangle \geq \beta \left\| \nabla d(\lambda^k) - \nabla \hat{d}(\lambda^k) \right\|^2, \]
where the second inequality is due to the convexity of \( f(x) \) and the second equality is due to the definitions of \( \nabla d(\lambda^k) \) and \( \nabla \hat{d}(\lambda^k) \).

Lemma 2.7 shows that the sequence \( \{\lambda^k\} \) generated by Algorithm 1 is bounded.

Lemma 2.7 Let \( \{\lambda^k\} \) be generated by Algorithm 1. Suppose the sequence \( \{\eta_k\} \) satisfies (2.3), then
\[ \| \lambda^k - \lambda^* \| \leq B, \ k = 1, 2, \ldots, \] (2.21)
where \( B \) is given in (2.4).

Proof We have
\[ \| \lambda^{k+1} - \lambda^* \| = \| \lambda^k - \lambda^* + \beta \nabla \hat{d}(\lambda^k) \|^2 = \| \lambda^k - \lambda^* \|^2 + 2\beta \left\langle \nabla \hat{d}(\lambda^k), \lambda^k - \lambda^* \right\rangle + \beta^2 \left\| \nabla \hat{d}(\lambda^k) \right\|^2 \leq \| \lambda^k - \lambda^* \|^2 + 2\beta \left( \hat{d}(\lambda^k) - d(\lambda^*) \right) + \beta^2 \left\| \nabla \hat{d}(\lambda^k) \right\|^2 = \| \lambda^k - \lambda^* \|^2 + 2\beta \left( d(\lambda^{k+1}) - d(\lambda^*) \right) + \beta^2 \left\| \nabla \hat{d}(\lambda^k) \right\|^2 \leq \| \lambda^k - \lambda^* \|^2 + 2\beta \left( d(\lambda^{k+1}) - d(\lambda^*) \right) + 2\beta \eta_k \leq \| \lambda^k - \lambda^* \|^2 + 2\beta \eta_k, \]
where the first inequality is due to (2.18) (with \( \lambda \) and \( \mu \) replaced by \( \lambda^* \) and \( \lambda^k \) respectively), the second inequality is due to (2.19), and the last inequality is due
to the fact that \( d(\lambda^{k+1}) \leq d(\lambda^*) \) for all \( k \geq 1 \). Summing the above inequality, we obtain
\[
\|\lambda^k - \lambda^*\|^2 \leq \|\lambda^1 - \lambda^*\|^2 + 2\beta \sum_{i=1}^{k-1} \eta_i, \ k = 1, 2, \ldots,
\]
which, together with (2.4), completes the proof. \( \square \)

**Proof of Theorem 2.1.** To prove Theorem 2.1, it suffices to show
\[
\sum_k \delta_k^2 < +\infty, \quad (2.22)
\]
and
\[
\sum_k \|Ax^{k+1} - b\|^2 < +\infty. \quad (2.23)
\]

By (2.19) and the definition of \( \bar{d}(\lambda^k) \), we obtain
\[
d(\lambda^{k+1}) \geq d(\lambda^k) + \frac{\beta}{2} \|\nabla d(\lambda^k)\|^2 - \eta_k, \quad (2.24)
\]
which, together with (2.20) and the inequality \( a^2 \geq b^2/2 - (a - b)^2 \), implies
\[
d(\lambda^{k+1}) \geq d(\lambda^k) + \frac{\beta}{4} \|\nabla d(\lambda^k)\|^2 - \frac{3}{2} \eta_k. \quad (2.25)
\]

Moreover, it follows from (2.21) and the concavity of \( d(\lambda) \) that
\[
d(\lambda^*) - d(\lambda^k) \leq \langle \nabla d(\lambda^k), \lambda^* - \lambda^k \rangle \leq \|\lambda^k - \lambda^*\| \|\nabla d(\lambda^k)\| \leq B \|\nabla d(\lambda^k)\|.
\]
Combining the above and (2.25), we immediately obtain
\[
\delta_{k+1} \leq \delta_k - \theta \delta_k^2 + \frac{3}{2} \eta_k, \ k = 1, 2, \ldots, \quad (2.26)
\]
which further implies
\[
\delta_k \leq \delta_1 - \theta \sum_{i=1}^{k-1} \delta_i^2 + \frac{3}{2} \sum_{i=1}^{k-1} \eta_i, \ k = 1, 2, \ldots \quad (2.27)
\]

From the definition of \( \delta_k \), we know \( \delta_k \geq 0 \) for all \( k \geq 1 \). From this, (2.3), and (2.27), we obtain (2.22).

Next, we prove (2.23). It follows from (2.17) and (2.24) that
\[
\|Ax^{k+1} - b\|^2 \leq \frac{2}{\beta} \left( d(\lambda^{k+1}) - d(\lambda^k) + \eta_k \right), \ k = 1, 2, \ldots \quad (2.28)
\]
Summing (2.28) from $i = 1$ to $k$ yields

$$\sum_{i=1}^{k} \left\| Ax_{i+1} - b \right\|^2 \leq \frac{2}{\beta} \left(d(\lambda_{k+1}) - d(\lambda^*) + \sum_{i=1}^{k} \eta_i\right)$$

$$\leq \frac{2}{\beta} \left(d(\lambda^*) - d(\lambda_1) + \sum_{i=1}^{k} \eta_i\right)$$

$$\leq \frac{2}{\beta} \left(\frac{1}{2\beta} \left\| \lambda^* - \lambda_1 \right\|^2 + \sum_{i=1}^{k} \eta_i\right)$$

$$\leq \frac{E^2}{\beta^2},$$

where the last second inequality is due to the facts that $\nabla d(\lambda^*) = 0$ and $\nabla d(\lambda)$ is $\frac{1}{\beta}$-Lipschitz continuous [1] and the last inequality is due to (2.4). The proof of Theorem 2.1 is completed.

**Proof of Theorem 2.2.** We prove the theorem by induction. From (2.5) and (2.6), we know

$$\delta_{k_0} \leq \frac{1}{2\theta} = \tau_1 \frac{k_0}{k_0} + \tau_2 \sqrt{\eta_{k_0}}.$$

Therefore, the inequality (2.9) holds for $k = k_0$. Next, we assume that (2.9) holds for some $k \geq k_0$, and we consider the case $k + 1$. We have

$$\delta_{k+1} \leq \delta_k - \theta \delta_k^2 + \frac{3}{2} \eta_k$$

$$\leq \frac{\tau_1}{k+1} + \tau_2 \sqrt{\eta_k} - \theta \left(\frac{\tau_1}{k} + \tau_2 \sqrt{\eta_k}\right)^2 + \frac{3}{2} \eta_k$$

$$= \frac{\tau_1}{k+1} \left(\frac{k+1}{k} - \theta \frac{\tau_1}{k}\right) + \tau_2 \sqrt{\eta_{k+1}} \frac{\sqrt{\eta_k} \left(1 - \frac{2\theta \tau_1}{k}\right)}{\sqrt{\eta_{k+1}}} + \left(\frac{3}{2} - \theta \tau_2^2\right) \eta_k$$

$$\leq \frac{\tau_1}{k+1} + \tau_2 \sqrt{\eta_{k+1}},$$

where the first inequality is due to (2.26), the second inequality is due to the fact that $\{\eta_k\}$ is nonincreasing, which further implies $\frac{\tau_1}{k} + \tau_2 \sqrt{\eta_k} \leq \frac{\tau_1}{k_0} + \tau_2 \sqrt{\eta_{k_0}} = \frac{1}{2\theta}$ for all $k \geq k_0$, and the last inequality is due to (2.7) and (2.8). The proof of Theorem 2.2 is completed.

To prove Theorem 2.3, we need the following lemma.

**Lemma 2.8** Suppose the nonnegative sequence $\{\delta_k\}$ satisfies

$$\frac{E}{2} \delta_{k+1}^2 + \delta_{k+1} \leq \delta_k, \quad k = 1, 2, \ldots, \quad (2.29)$$

where $E > 0$ is a constant. Then, we have

$$\delta_k \leq \max \left\{ \frac{\delta_1 + \frac{E}{k}}{k} \right\}, \quad k = 1, 2, \ldots. \quad (2.30)$$
Proof Clearly, the inequality (2.30) is true for \( k = 1 \). Next, assuming (2.30) is true for some \( k \geq 1 \), we show it is also true for \( k + 1 \). In fact, we have

\[
\delta_{k+1} \leq \frac{-1 + \sqrt{1 + 2E\delta_k}}{E} \leq \frac{-1 + \sqrt{1 + 2E\max\{\delta_1, \frac{4}{\pi}\}}}{E} \\
= \frac{2\max\{\delta_1, \frac{4}{\pi}\}}{k + \sqrt{k^2 + 2E\max\{\delta_1, \frac{4}{\pi}\}k}} \leq \frac{\max\{\delta_1, \frac{4}{\pi}\}}{k + 1},
\]

where the first inequality is due to the inequality (2.29), and the second inequality is due to the assumption that (2.30) holds for \( k \).

Proof of Theorem 2.3. We show (2.11), (2.13), and (2.14) separately.

We first show (2.11). Clearly, the inequality (2.11) holds for \( k = 1 \). Next, we assume that (2.11) holds for some \( k \geq 1 \), and show it is also true for \( k + 1 \). We use the contrapositive argument. Assume that (2.11) does not hold for \( k + 1 \), i.e.,

\[
\delta_{k+1} > \frac{C}{(k+1)^\alpha},
\]

where \( C \) is given in (2.12). Let \( z^* = \frac{C}{\pi} - \frac{1}{\theta} > 0 \). If

\[
\frac{\theta}{2} \left( \delta_{k+1} - \frac{z^*}{(k+1)^\alpha} \right)^2 + \left( \delta_{k+1} - \frac{z^*}{(k+1)^\alpha} \right) \leq \left( \delta_k - \frac{z^*}{k^\alpha} \right)
\]

holds, then it follows from Lemma 2.8 that

\[
\delta_{k+1} - \frac{z^*}{(k+1)^\alpha} \leq \frac{\max\{\delta_1, \frac{4}{\pi}\}}{k + 1},
\]

and

\[
\delta_{k+1} \leq \frac{z^* + \max\{\delta_1, \frac{4}{\pi}\}}{(k+1)^\alpha} < \frac{C}{(k+1)^\alpha}.
\]

Clearly, (2.33) contradicts (2.31), which implies that (2.11) is true. Next, we prove (2.32), which is equivalent to

\[
P(z^*) := \frac{\theta}{2} \left( \delta_{k+1} - \frac{z^*}{(k+1)^\alpha} \right)^2 + \left( \delta_{k+1} - \frac{z^*}{(k+1)^\alpha} \right) - \left( \delta_k - \frac{z^*}{k^\alpha} \right) \leq 0.
\]

We consider the following quadratic function \( Q(z) \) with respect to \( z \):

\[
Q(z) = \frac{\theta}{2}z^2 - \left( \frac{\theta C}{4} - 1 \right)z + \frac{3}{2} \left( \frac{3\theta}{2} + 1 \right)\sigma.
\]

It can be verified that the minimizer of \( Q(z) \) is \( z^* \). Since the discriminant of \( Q(z) \) is nonnegative, it follows that the minimum value

\[
Q(z^*) \leq 0.
\]
Moreover, for any \( k \geq 1 \), we have

\[
(2.26) \implies \delta_{k+1} \leq \delta_k + \frac{3}{2} \eta_k \implies \frac{1}{2} \delta_{k+1}^2 \leq \delta_k^2 + \frac{9}{4} \eta_k^2 \implies -\delta_k^2 \leq \frac{1}{2} \delta_{k+1}^2 + \frac{9}{4} \eta_k.
\]

Combining the last inequality in the above with (2.26) yields

\[
\frac{\theta}{2} \delta_{k+1}^2 + \delta_{k+1} \leq \delta_k + \frac{3}{2} \left( \frac{3 \theta \sigma}{2} + 1 \right) \eta_k,
\]

which further implies

\[
P(z^*) = \frac{\theta}{2} \delta_{k+1}^2 + \delta_{k+1} - \delta_k - \frac{\theta \delta_{k+1} z^*}{(k+1)^\alpha} + \frac{\theta(z^*)^2}{2(k+1)^{2\alpha}} - \frac{z^*}{(k+1)\alpha} + \frac{z^*}{k\alpha} \leq \frac{3}{2} \left( \frac{3 \theta \sigma}{2} + 1 \right) \eta_k - \frac{\theta \delta_{k+1} z^*}{(k+1)^\alpha} + \frac{\theta(z^*)^2}{2(k+1)^{2\alpha}} - \frac{z^*}{(k+1)\alpha} + \frac{z^*}{k\alpha}.
\]

By \( \eta_k \leq \frac{\sigma}{k\alpha} \), the assumption \( \delta_{k+1} > \frac{C}{(k+1)^\alpha} \) (cf. (2.31)), the facts \((k+1)^{2\alpha} \leq 4 k^{2\alpha}\) and \((k+1)^\alpha - k^\alpha \leq 1\) for all \( k \geq 1 \) and \( \alpha \in (0, 1] \), we get

\[
\frac{3}{2} \left( \frac{3 \theta \sigma}{2} + 1 \right) \eta_k - \frac{\theta \delta_{k+1} z^*}{(k+1)^\alpha} + \frac{\theta(z^*)^2}{2(k+1)^{2\alpha}} - \frac{z^*}{(k+1)\alpha} + \frac{z^*}{k\alpha} = \frac{Q(z^*)}{k^{2\alpha}}.
\]

which, together with (2.34) and (2.36), yields \( P(z^*) \leq 0 \).

We now show (2.13). From (2.28), we obtain

\[
\left\| A x^{k+1} - b \right\|^2 \leq \frac{2}{\beta} \left( d(\lambda^{k+1}) - d(\lambda^k) + \eta_k \right) \leq \frac{2}{\beta} \left( d(\lambda^k) - d(\lambda^k) + \eta_k \right) = \frac{2}{\beta} \left( \delta_k + \eta_k \right),
\]

which, together with (2.10) and (2.11), yields (2.13).

Finally, we show (2.14). From the strong duality and the definition of \( \mathcal{L}_\beta(x; \lambda) \) (cf. (1.2)), we obtain

\[
F(x^*) \leq \mathcal{L}_\beta(x^{k+1}; \lambda^*) = F(x^{k+1}) + \left\langle \lambda^*, A x^{k+1} - b \right\rangle + \frac{\beta}{2} \left\| A x^{k+1} - b \right\|^2 \leq F(x^{k+1}) + \left\| \lambda^* \right\| \left\| A x^{k+1} - b \right\| + \frac{\beta}{2} \left\| A x^{k+1} - b \right\|^2.
\]

This, together with (2.13), implies

\[
F(x^{k+1}) - F(x^*) \geq -\left\| \lambda^* \right\| \sqrt{\psi_k} - \frac{\beta}{2} \psi_k.
\]

(2.37)
On the other hand, we have
\[
\mathcal{L}_\beta(x^{k+1}; \lambda^k) \leq f_\beta(x(x^k); \lambda_k) + \left\langle \nabla f_\beta(x^{k+1}; \lambda^k), x^{k+1} - x(x^k) \right\rangle + g(x^{k+1})
\]
\[
= d(\lambda^k) + \left\langle \nabla f_\beta(x^{k+1}; \lambda^k), x^{k+1} - x(\lambda^k) \right\rangle + g(x^{k+1}) - g(x(\lambda^k))
\]
\[
\leq d(\lambda^k) + \eta_k
\]
\[
\leq F(x^*) + \eta_k,
\]
where the first inequality is due to the convexity of \(f_\beta(x; \lambda)\) with respect to \(x\), the first equality is due to the definition of \(d(\lambda^k)\), the second inequality is due to (1.7), and the last inequality is due to the fact \(d(\lambda^k) \leq F(x^*)\). Recall the definition of \(L_\beta(x; \lambda)\), we get
\[
F(x^{k+1}) + \left\langle \lambda^k, Ax^{k+1} - b \right\rangle + \frac{\beta}{2} \left\| Ax^{k+1} - b \right\|^2 \leq F(x^*) + \eta_k,
\]
which, together with (2.21), immediately implies
\[
F(x^{k+1}) - F(x^*) \leq (\|\lambda^*\| + B) \sqrt{\psi_k} + \eta_k.
\]
Combining (2.37) and (2.38) yields (2.14). The proof of Theorem 2.3 is completed.

2.4 Remarks

In this subsection, we make some remarks on the comparison of our proposed IAL framework (Algorithm 1) and one closely related IAL method [10] for solving the linearly constrained convex programming.

The method in [10] is designed for solving problem (1.1) with \(g(x) = \text{Ind}_X(x)\). They apply Nesterov’s optimal first-order method to solve AL subproblem (2.1) until a point \(x^{k+1}\) satisfying (1.6) is found. Our IAL framework can be used to solve more general problem (1.1) (with a general composite function \(g(x)\)). Our framework requires approximately solving subproblem (2.1) until a point \(x^{k+1}\) satisfying (1.7) (which is easier to check than (1.6)) is found.

The work [10] shows the same non-ergodic convergence rate results as ours in Corollary 2.4 but under a much stronger condition that the sequence \(\{\eta_k\}\) in (1.6) satisfies
\[
\sum_{i=1}^{k} \eta_i^2 = O\left(\frac{1}{k}\right).
\]
To make it more clearly, consider the special case where we are interested in finding an exact solution of problem (1.1), which requires \(k \to +\infty\) in Corollary 2.4. In this case, the method in [10] needs solving each AL subproblem exactly (i.e., \(\eta_i\) in (1.6) needs to be zero for all \(i = 1, 2, \ldots\)) while our IAL framework only needs solving each subproblem approximately (i.e., \(\eta_i\) in (1.7) only needs to be in the order of \(O(1/i^2)\) for \(i = 1, 2, \ldots\)).
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