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Abstract

In this paper, we study the problem concerning the approximation of a rigid obstacle for flows governed by the stationary Navier–Stokes equations in the two-dimensional case. The idea is to consider a highly viscous fluid in the place of the obstacle. Formally, as the fluid viscosity goes to infinity inside the region occupied by the obstacle, we obtain the original problem in the limit. The main goal is to establish a better regularity of approximate solutions. In particular, the pointwise estimate for the gradient of the velocity is proved. We give numerical evidence that the penalized solution can reasonably approximate the problem, even for relatively small values of the penalty parameter.
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1 Introduction

We are interested in approximation of rigid obstacle by highly viscous fluid. We prove that the weak solution to the approximate problem has some higher regularity. Moreover, we claim that the approximate problem tends to be a rigid obstacle problem in the high viscosity limit. Finally, we illustrate our claims using numerical simulations, showing that our approach is applicable in numerics. This approach should in particular enable us to approximate rough obstacles. We show numerical results for such case, leaving its theoretical analysis for future work.
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Let $\Omega \subset \mathbb{R}^2$ be an open bounded domain of class $C^2$. Suppose that $\Omega \setminus S$ filled with a homogeneous viscous incompressible fluid with an obstacle inside (Fig. 1). Denote by $S \subset \Omega$ the domain occupied by the rigid obstacle, $f$ is a given vector function. To simplify calculations we assume the density $\rho = 1$.

Our approach to the problem is based on the penalization method. We represent rigid obstacle as a highly viscous fluid. Consider an approximate stationary Navier–Stokes system

\[
(u \cdot \nabla)u - \text{div} \ [v(x)\mathbf{D}u] + \nabla p = f
\]

(1.1)

\[
\text{div} \ u = 0
\]

(1.2)

that satisfies the boundary condition

\[
u(x) = \begin{cases}
1, & x \in \Omega \setminus S, \\
m, & x \in S,
\end{cases}
\]

(1.4)

and $\mathbf{D}u$ is the deformation rate tensor with the components:

\[
\mathbf{D}_{ij}u = \frac{1}{2} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right).
\]

Since we interested in weak solutions, we introduce integral formulation of the problem: we say that a vector function $u \in V(\Omega)$ is a solution to the problem if the following integral identity

\[
\int_{\Omega} ((u \cdot \nabla)u)w \, dx + \int_{\Omega} v\mathbf{D}(u) : \mathbf{D}(w) \, dx = \int_{\Omega} f \cdot w \, dx
\]

(1.5)

holds true for arbitrary $w \in V(\Omega)$, where $V$ is defined at the beginning of Sect. 2.

In this paper, we want to prove that the gradient of the velocity field of the approximate problem (1.1)–(1.2) has a pointwise estimate in $L^\infty$ norm.

The first method of our study is the penalty method that we gained from Starovoitov’s work [1]. The method considers the rigid obstacles as fluids whose viscosity tends to infinity. The author presented the application of the method to the classical problem of rigid obstacles in a viscous incompressible fluid. In this direction, we mention here the papers [2] by Hoffmann and Starovoitov, [3] by San Martin, Starovoitov, and Tucsnak, [4] by Wróblewska-Kamińska, who used the penalty method to prove the global existence of weak solutions.

Also, we use tangential regularity techniques that are borrowed from Chemin [5], Danchin, Fanneli and Paicu [6]. They proved the existence and of weak solutions for the problem with the jump density for the barotropic compressible Navier–Stokes
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Fig. 1 Fluid and rigid obstacle domains

equations. In the case where the density has tangential regularity with respect to some non-degenerate family of vector fields, they also have uniqueness. Furthermore, this method helps us to approximate non-smooth domains with information about the geometry of the obstacle.

Moreover, we aimed to show that (1.1)–(1.4) may have some practical applications in numerics. We mention here Dryja’s work [7], where he analyzed the elliptic problem with highly discontinuous coefficients. The author shows that the convergence of the method (DG) presented in the work is almost optimal and only weakly depends on the jumps of coefficients.

The paper is organized as follows. In Sect. 2 we state our main results, Theorem 2.1 (existence of weak solutions), Theorem 2.2 (the limit case), Theorem 2.3 (higher regularity of approximate solution) and introduce some general notations. Section 3 is devoted to the analysis of the Stokes system. In Sect. 3.1 we introduce a regularity result for the model case, and the higher regularity of the Stokes system is proved in Sect. 3.2. Section 4 is the core of this paper. There we introduce the tangential regularity results that are needed in the proof of Theorem 2.3. In Sect. 5 we present numerical evidence that the approximate problem may have some practical applications.

The proof of existence of weak solutions and their high viscosity limit (Theorems 2.1 and 2.2) are postponed in the Appendix. These results are based on the Bogovskii type approach and general theory.

2 Notations and main results

In this section, we introduce some more general notation. In order to define spaces of divergence-free vector functions we introduce

$\mathcal{V} = \{ v \in C_0^{\infty}(\Omega, \mathbb{R}^2) | \text{div} v = 0 \}, \quad V(\Omega) = \text{closure of } \mathcal{V}(\Omega) \text{ in } H_0^1(\Omega).$

According to classical result [8] for $\Omega$ an open Lipschitz set we have

$V(\Omega) = \{ v \in H_0^1 \mid \text{div} v = 0 \}.$

Next we define

$H(\Omega) = \{ v \in L^2 \mid \text{div} v = 0 \text{ in } \mathcal{D}'(\Omega), \quad v \cdot n = 0 \text{ in } H^{-\frac{1}{2}}(\partial \Omega) \}.$
The space $H$ is equipped by scalar product $(\cdot, \cdot)$, and the space $V$ is the Hilbert space with the scalar product

$$(u, v) = \sum_{i=1}^{n} (\nabla_i u, \nabla_i v).$$

By “$\cdot$” we denote the scalar product of two vectors,

$$\xi \cdot \eta = \sum_{i=1}^{n} \xi_i \eta_i,$$

for $\xi = \{\xi_1, \xi_2, \ldots, \xi_n\} \in \mathbb{R}^n$ and $\eta = \{\eta_1, \eta_2, \ldots, \eta_n\} \in \mathbb{R}^n$ and “$:$” stands for scalar product for two tensors,

$$\xi : \eta = \sum_{i,j=1}^{n} \xi_{i,j} \eta_{i,j},$$

for $\xi = \{\xi_{i,j}\}_{i=1,\ldots,n,j=1,\ldots,n} \in \mathbb{R}^{n \times n}$ and $\eta = \{\eta_{i,j}\}_{i=1,\ldots,n,j=1,\ldots,n} \in \mathbb{R}^{n \times n}$.

Moreover, $f \in L^2(\mathbb{R}_{x_2}; L^2(\mathbb{R}_{x_1}))$ stands notation of 1-dimensional space in $x_1$ and $x_2$ directions respectively, and $f \in H^1(\mathbb{R}_{x_2}; H^1(\mathbb{R}_{x_1}))$ means that $f, f_{x_2} \in L^2(\mathbb{R}_{x_2}; H^1(\mathbb{R}_{x_1}))$ i.e.

$$\|f\|_{L^2(\mathbb{R}_{x_2}; L^2(\mathbb{R}_{x_1}))} := \left[ \int_{\mathbb{R}_{x_2}} \left( \int_{\mathbb{R}_{x_1}} |f(x_1, x_2)|^2 \, dx_1 \right) \, dx_2 \right]^{1/2},$$

(2.1)

$$\|f\|_{L^2(\mathbb{R}_{x_2}; H^1(\mathbb{R}_{x_1}))} := \left[ \int_{\mathbb{R}_{x_2}} \left( \int_{\mathbb{R}_{x_1}} \left| f(x_1, x_2) \right|^2 + |f_{x_1}(x_1, x_2)|^2 \, dx_1 \right) \, dx_2 \right]^{1/2}.$$  

(2.2)

Due to assumed regularity of $\Omega$ and $S$, there exists a vector field $X \in C^2$, such that

$$X \cdot \tau = 1, \quad X \cdot n = 0 \quad \text{on } \partial S \cup \partial \Omega.$$  

(2.3)

The first result concerns existence of weak solutions [8] reads

**Theorem 2.1** (Existence) Let $\Omega \subset \mathbb{R}^2$ be an open bounded domain of class $C^2$, let $f$ be given in $L^2(\Omega)$. Then Problem (1.5) has at least one solution $u \in V(\Omega)$ and there exist a function $p \in L^2(\Omega)$ such that (1.1) are satisfied.

The next result is about the limit $m \rightarrow \infty$.

**Theorem 2.2** (The limit) Let assumptions of Theorem 2.1 hold and let $m \rightarrow \infty$, then $Du = 0$ in the domain $S$.  

 Springer
When $Du = 0$ in $S$ we obtain rigid motion. The regularity of $u$ implies that the trace of $u|_{\partial S} = \phi$ is $\phi \in H^{\frac{1}{2}}(\partial S)$. In situation when the obstacle touches the boundary, (1.3) together with Theorem 2.2 implies $\|\phi\|_{H^{\frac{1}{2}}(\partial S)} \rightarrow 0$.

The higher regularity of the approximate problem plays a crucial role in the proof of uniqueness. Generally, if the solution has tangential regularity with respect to some vector field, we get uniqueness. The main result of this paper is stated as follows

**Theorem 2.3** Let $\Omega \subset \mathbb{R}^2$ be an open bounded domain of class $C^2$, $S \subset \Omega$ with the boundary $\partial S \in C^2$, and let $f \in H^1(\Omega)$, then for every solution $u$ of Navier–Stokes equations (1.1)–(1.2) we have $\nabla u \in L^\infty(\Omega)$.

Due to technical difficulties, we split our analysis into two parts. We consider two approximate problems: Stokes and Navier–Stokes. The method of our proof relies on tangential regularity results for the approximate problem. The proof of tangential regularity differs from Danchin [6] and Chemin’ [5] works. The difficulty is that we propagate the whole approximate Navier–Stokes equations along the given vector field.

We prove tangential regularity for the Stokes system, that is stated in Lemma 3.1, where we derive energy estimate for $\partial_X u$. In Lemma 3.3 we state the higher tangential regularity of Stokes system. In other words, we differentiate twice the whole system of equations along the given vector field $X$ and prove that $\nabla \partial_X^2 u \in L^2(\Omega)$. In the proof of tangential regularity results, we apply the Bogovskii type approach [9] to the ‘pressure terms’ $\partial_X p, \partial_X^2 p$.

In Sect. 3.1, we consider a model case where the problem reduces to 1-dimensional functional spaces, which allows us to prove the higher regularity of a solution for the approximate Stokes system. The proof requires tangential regularity results and elementary tools like Hölder, Poincaré inequalities and embedding. We apply the model case idea in the proof of Theorem 2.3.

We establish tangential and higher tangential regularity results for the approximate Navier–Stokes system (1.1)–(1.2) in Lemmas 4.1 and [18]. Proofs of these lemmas require Lemmas 3.1 and 3.3.

The interesting part of our approach is the viscosity jump area. Thus, in the proof of Theorem 2.3, we concentrate our analysis on $\Sigma$ domain which is the neighbourhood of the approximate obstacle boundary. We straighten out the boundary using a transition to the curvilinear coordinate system [11]. We follow the model case idea. Tangential regularity results are the main steps in the proof of pointwise estimate for the gradient of the velocity field in $L^\infty$ norm. We apply Lemmas 4.1, 4.2 and use tools like Hölder, Poincaré inequalities and embedding.

The proofs of Theorems 2.1 and 2.2 are the most standard and rely on known results (see Appendix).

### 3 Regularity for Stokes equations

In this section, we consider the approximate Stokes system of equations in a two dimensional case
\[- \text{div} [v(x)Du] + \nabla p = f \]
\[\text{div } u = 0.\]

Recall, that viscosity is a jump function (1.4). The system of Eqs. (3.1)–(3.2) appends the condition at the boundary, that is,

\[u = 0 \quad \text{at} \quad \partial \Omega.\]

**Definition 3.1** A vector field \( u : \Omega \rightarrow \mathbb{R}^2 \) is called a weak (or generalized) solution to the Stokes problem (3.1)–(3.2) if and only if \( u \in V(\Omega) \) and it verifies the identity

\[(vDu, D\phi) = -(f, \phi), \quad \forall \phi \in V(\Omega).\]

The following lemma gives tangential regularity of the solution to Stokes problem, which will be useful in the proof of Lemma 4.1.

**Lemma 3.1** Let \( \Omega \subset \mathbb{R}^2 \) be an open bounded domain of class \( C^2 \), \( S \subset \Omega \) with the boundary \( \partial S \in C^2 \). Assume \( X \) satisfies (2.3) and \( f, \partial_X f \in L^2(\Omega) \). Then for every weak solution \( u \) of (3.1)–(3.2) we have

\[\|\nabla \partial_X u\|_{L^2} \leq \frac{C_1}{2} \left( \|f\|_{L^2} + \|\partial_X f\|_{L^2} \right)\]

where \( C_1 := C_1(\Omega, X) \).

**Proof** Assume that a given vector-field \( X = (X^1, X^2) \) is sufficiently smooth, and we are interested in the regularity of function \( u \) along \( X \), i.e. in the quantity

\[\partial_X u := X^1 \partial_{x^1} u + X^2 \partial_{x^2} u.\]

We take the derivative along tangential vector-field from Stokes equation, that is

\[- \partial_X \text{div} [v(x)Du] + \partial_X \nabla p = \partial_X f.\]

In order to get an equation for \( \partial_X u \), we are going to rewrite (3.6). After some calculations we get

\[\partial_X \text{div} [v(x)Du] = \text{div} [v(x)\partial_X Du] - \sum_i X^i_k \partial_{x_i} (v(x)Du).\]

We have

\[\nabla(\partial_X u) = \nabla u \nabla X + \partial_X \nabla u.\]

Using the above formula we rewrite the directional derivative of symmetric tensor as follows

\[\partial_X (Du) = \frac{1}{2} \left[ \nabla(\partial_X u) + \nabla^T(\partial_X u) - \nabla u \nabla X - \nabla X^T \nabla u^T \right].\]
Finally, using (3.8) and (3.7) we rewrite (3.6) in the following way

\[-\text{div} [v(x)\mathbf{D}(\partial_X u)] + \frac{1}{2} \text{div} (v(x) \nabla^T X \nabla^T u + v(x) \nabla u \nabla X) + \sum_i X_i^j \partial_{x_i} (v(x)\mathbf{D}u) + \nabla(\partial_X p) - \sum_i X_i^j \partial_{x_i} p = \partial_X f\]

(3.9)

Multiplying the (3.9) by \(\psi \in C_c^\infty(\Omega)\) and integrating by parts we obtain

\[
\int_\Omega v(x)\mathbf{D}(\partial_X u) : \mathbf{D}(\psi)dx - \frac{1}{2} \int_\Omega v(x) (\nabla^T X \nabla^T u + \nabla u \nabla X) : \nabla(\psi)dx \\
- \int_\Omega (v(x)\mathbf{D}u) \partial_{x_i} (X_i^j \psi) dx - \int_\Omega \partial_X (p) \text{ div } \psi dx \\
+ \int_\Omega p \partial_{x_i} (X_i^j \psi) dx = \int_\Omega \partial_X f \psi dx \\
(3.10)
\]

We test (3.9) by function \(\partial_X v \in H^1_0(\Omega)\) and get

\[
\int_\Omega v(x)\mathbf{D}(\partial_X u) : \mathbf{D}(\partial_X v)dx - \frac{1}{2} \int_\Omega v(x) (\nabla^T X \nabla^T u + \nabla u \nabla X) : \nabla(\partial_X v)dx \\
- \int_\Omega (v(x)\mathbf{D}u) \partial_{x_i} (X_i^j \partial_X v) dx - \int_\Omega \partial_X (p) \text{ div } (\partial_X v)dx \\
- \int_\Omega X_i^j \partial_{x_i} p \partial_X v dx = \int_\Omega \partial_X f \partial_X v dx. \\
(3.11)
\]

Note that, \(\text{div } u = 0\), but as we are differentiating the system of Stokes equations along the given vector field \(X\) we get

\[
0 = \partial_X \text{div } u = \text{div } (\partial_X u) - \sum_{i,j=1}^2 \partial_{x_i} X^j \partial_{x_j} u^i. \\
(3.12)
\]

From the above equality we deduce that \(\text{div } (\partial_X u) = \sum_{k,j=1}^2 \partial_{x_k} X^j \partial_{x_j} u^k\).

**The pressure term.** We are going to show that \(\partial_X p \in L^2(\Omega)\). In order to estimate \(\partial_X p\) we will use the Bogovskii type approach (see Lemma 6.2). Our aim is to show

\[
\|\partial_X p\|_{L^2} \leq C_{b_1} (\|v(x)\mathbf{D}\partial_X u\|_{L^2} + \frac{1}{2} \|v(x)(\nabla^T X \nabla^T u + \nabla u \nabla X)\|_{L^2} \\
+ (\|v(x)\mathbf{D}u\|_{L^2} + \|p\|_{L^2}) (c_p c_X + c_X') + c_p \|\partial_X f\|_{L^2}),
(3.13)
\]
where \( c_p \) is the constant from Poincaré inequality and \( c_X, c_X' \) are constants depending only on \( X \). In general, \( \partial_X p \) satisfies a following inequality

\[
\left| \int_{\Omega} \partial_X p \, dx \right| = - \int_{\Omega} p \, \text{div} \, X \, dx + \int_{\partial \Omega} X^i n^j p \, ds \leq \| \text{div} \, X \|_{L^2} \| p \|_{L^2}. \quad (\ast)
\]

The above inequality we get via integrating by parts and using the condition on the boundary that is

\[
X^i n^j = 0 \quad \text{on} \quad \partial \Omega.
\]

Recall that (3.6) is equivalent to (3.9). Let us consider the functional

\[
\mathcal{F}(\psi) = (v(x) D(\partial_X u), D\psi) - \frac{1}{2} \left( v(x) (\nabla^T X \nabla^T u + \nabla u \nabla X), \nabla \psi \right) - \left( v(x) Du, \partial_{x_i} (X^i_{,k} \psi) \right) + (p, \partial_{x_i} (X^i_{,k} \psi)) - (\partial_X f \cdot \psi)
\]

(3.14)

for all \( \psi \in H_0^1(\Omega) \). Recall (6.10), if take a test function \( \partial_X^\ast \psi \in C_0^\infty(\Omega) \), we get

\[
(p, \text{div} \, \partial_X^\ast \psi) = - (\partial_X p, \text{div} \, \psi) + \left( p, \partial_{x_i} \left( X^i_{,k} \psi \right) \right)
\]

where \( \partial_X^\ast \psi = - \partial_{x_i} (X^i \psi) \). Therefore by Lemma 6.2 there exists a uniquely determined \( \partial_X p \in L^2(\Omega) \) such that \( \frac{1}{|\Omega|} \int_{\Omega} \partial_X p \) is bounded, and such that

\[
\mathcal{F}(\psi) = (\partial_X p, \text{div} \psi).
\]

(3.15)

Consider the problem

\[
\text{div} \psi = \partial_X p - \frac{1}{|\Omega|} \int_{\Omega} \partial_X p = g
\]

\[
\psi \in H_0^1(\Omega), \quad \| \psi \|_{H^1} \leq C_b \| \partial_X p \|_{L^2}, \quad (3.16)
\]

with \( \Omega \) bounded and satisfying the cone condition. Since

\[
\int_{\Omega} g = 0, \quad g \in L^2(\Omega), \quad \| \psi \|_{H^1} \leq C_{b1} \| \partial_X p \|_{L^2}
\]
from [9, Theorem III.3.1] we deduce the existence of ψ solving the (3.16). We use such a ψ as a test function in (3.15), we obtain

\begin{equation}
\| \partial_X p \|_{L^2}^2 = (v(x)D(\partial_X u), D\psi) \\
- \frac{1}{2} \left( v(x)(\nabla^T X \nabla^T u + \nabla u \nabla X), \nabla \psi \right) \\
- \left( v(x)Du, \partial_{x_i}(X^i \psi) \right) + (p, \partial_{x_i}(X^i \psi)) - (\partial_X f, \psi) .
\end{equation}

(3.17)

Applying the Hölder and Poincaré inequalities to the above equation, we get

\begin{equation}
\| \partial_X p \|_{L^2}^2 \leq \|v(x)\|_{L^\infty} \|\partial_X u\|_{L^2} \|D\psi\|_{L^2} + \frac{1}{2} \|\nabla^T X \nabla^T u + \nabla u \nabla X\|_{L^2} \|\nabla \psi\|_{L^2} \\
+ \|v(x)Du\|_{L^2} \|X^i_{ki} \psi + X^i_{k} \nabla \psi\|_{L^2} + \|p\|_{L^2} \|X^i_{ki} \psi\| \\
+ \|X^i_{k} \nabla \psi\|_{L^2} + \|\partial_X f\|_{L^2} \|\psi\|_{L^2} \\
\leq \|v(x)\|_{L^\infty} \|\partial_X u\|_{L^2} \|D\psi\|_{L^2} + \frac{1}{2} \|v(x)(\nabla^T X \nabla^T u + \nabla u \nabla X)\|_{L^2} \|\nabla \psi\|_{L^2} \\
+ \|v(x)Du\|_{L^2} + \|p\|_{L^2} (c_p c_X^2 + c_X^2) \|\nabla \psi\|_{L^2} + c_p \|\partial_X f\|_{L^2} \|\nabla \psi\|_{L^2} .
\end{equation}

(3.18)

Using inequality (3.16) we reduce both sides of the above expression by the term \(\|\partial_X p\|_{L^2}\), and get the required estimate (3.13).

Now, we will examine the remaining terms of the Eq. (3.11), in order to estimate them. Recall that \(X \cdot n = 0, X \cdot \tau = 1\). We rewrite the directional derivative as

\(\partial_X u = X \cdot \tau \partial_{\tau} u + X \cdot n \partial_n u\).

By assumptions and boundary condition (3.3), we get

\(\partial_X u|_{\partial \Omega} = \partial_{\tau} u|_{\partial \Omega} = 0\).

(3.19)

Then Korn inequality holds

\begin{equation}
\int_{\Omega} v(x)|D(\partial_X u)|^2 dx \geq C \int_{\Omega} |\nabla \partial_X u|^2 dx .
\end{equation}

(3.20)

Using Hölder and Young’s inequalities to the 2nd term of (3.11), we get

\begin{equation}
\frac{1}{2} \int_{\Omega} v(x) \left( \nabla^T X \nabla^T u + \nabla u \nabla X \right) : \nabla(\partial_X v) dx \\
\leq \int_{\Omega} v(x) (|\nabla u| |\nabla X|) |\nabla(\partial_X v)| dx \\
\leq C \|v(x)\|_{L^\infty} \|\nabla u\|_{L^2} \|\nabla(\partial_X v)\|_{L^2} \\
\leq C_1(\epsilon) \|v(x)\|_{L^2}^2 \|\nabla u\|_{L^2}^2 + C \epsilon \|\nabla(\partial_X v)\|_{L^2}^2 .
\end{equation}

(3.21)
The 5th term of the LHS of the (3.11) we could rewrite in the following way

\[ V = - \int_{\Omega} X^i_k \partial_x^i p \ X^i \partial_x^i v^k \, dx = 2 \left[ \int_{\Omega} p \ X^i_k \partial_x^i v^k + \int_{\Omega} p \ X^i_k \partial_x v^k \right]. \tag{3.22} \]

Combining the above estimates of all terms of (3.11), we obtain

\[
\int_{\Omega} \nu(x) D(\partial_x u) : D(\partial_x v) \, dx \leq \int_{\Omega} |\partial_x p| |X^i_k \partial_x^i v| \, dx \\
+ \int_{\Omega} \nu(x) (|\nabla u| |\nabla X|) |\nabla (\partial_x v)| \, dx \\
+ \int_{\Omega} |\nu(x) Du| |X^i_k \partial_x v + X^i_k \nabla \partial_x v| \, dx \\
+ \int_{\Omega} |p| |X^i_k \partial_x v + X^i_k \nabla \partial_x v| \, dx + \int_{\Omega} |\partial_x f| |\partial_x v| \, dx \\
\leq C_X |\partial_x p| \|\nabla v\|_{L^2} \|\nabla v\|_{L^2} + c_X |c_v| \|\nabla u\|_{L^2} \|\nabla \partial_x v\|_{L^2} \\
+ (c_p c_X + c_X) \|\nu(x) Du\|_{L^2} \|\partial_x v\|_{L^2} + \|\partial_x f\|_{L^2} \|\partial_x v\|_{L^2}. \tag{3.23} \]

We take \( u = v \) in the above expression. Using the (3.13) and Young’s inequality with small \( \epsilon \) we get

\[
\int_{\Omega} \nu(x) |D(\partial_x u)|^2 \, dx \leq C_{b1} \epsilon \left( \|\nu(x) D\partial_x u\|_{L^2}^2 + c_2 \|\nabla u\|_{L^2}^2 \right) \\
+ c_3 \left( \|\nu(x) Du\|_{L^2}^2 + \|p\|_{L^2}^2 \right) + c_p \|\partial_x f\|_{L^2}^2 + C(\epsilon) \|\nabla u\|_{L^2}^2 \\
+ C(\epsilon) \|\nabla u\|_{L^2}^2 + c_3 (\|\nu(x) Du\|_{L^2}^2 + \|p\|_{L^2}^2) \\
+ c_p \|\partial_x f\|_{L^2}^2 + \epsilon \|\nabla \partial_x u\|_{L^2}^2 \tag{3.24} \]

where \((c_p c_X + c_X) := c_3, c_X c_v := c_2\).

We apply the basic energy estimates (6.12) and (6.9) to get

\[
\int_{\Omega} \nu(x) |D(\partial_x u)|^2 \, dx \leq C_{b1} \epsilon \|\nu(x) D\partial_x u\|_{L^2}^2 \\
+ (C_{b1} \epsilon + C(\epsilon)) \left( c_2 \|\nabla u\|_{L^2}^2 \right) \\
+ c_4 \left( \|\nabla u\|_{L^2}^2 + \|f\|_{L^2}^2 \right) + c_p \|\partial_x f\|_{L^2}^2 \\
+ C(\epsilon) \|\nabla u\|_{L^2}^2 + \epsilon \|\nabla \partial_x u\|_{L^2}^2 \leq C_{b1} \epsilon \|\nu(x) D\partial_x u\|_{L^2}^2 + c_5 \|f\|_{L^2}^2 \\
+ c_6 \|\partial_x f\|_{L^2}^2 + \epsilon \|\nabla \partial_x u\|_{L^2}^2. \tag{3.25} \]

\(\square\) Springer
For sufficiently small $\epsilon$ we obtain

$$\int_{\Omega} v(x)|D(\partial X u)|^2 dx \leq A \left( c_5 \|f\|_{L^2}^2 + c_6 \|\partial X f\|_{L^2}^2 + \epsilon \|\nabla \partial X u\|_{L^2}^2 \right),$$  \hspace{1cm} (3.26)

where $A = 1/(1 - C_{b_1} \epsilon)$.

From (3.20) and (3.26) follows

$$C \|\nabla \partial X u\|_{L^2}^2 \leq \int_{\Omega} v(x)|D(\partial X u)|^2 dx \leq A \left( c_5 \|f\|_{L^2}^2 + c_6 \|\partial X f\|_{L^2}^2 + \epsilon \|\nabla \partial X u\|_{L^2}^2 \right).$$  \hspace{1cm} (3.27)

The last term on the RHS we can put on the LHS, and for small enough $\epsilon$ we obtain desired inequality (3.5).

\[ \square \]

### 3.1 The model case

In this section, we assume that $\Omega$ is whole $\mathbb{R}^2$. In such a way that interior of the domain $S$ is half-space $x_2 < 0$, and exterior is $x_2 > 0$, i.e.

$$S := \{x \in \mathbb{R}^2 \mid x_2 < 0\}.$$  \hspace{1cm}

In this case the derivative along the tangential vector field takes form

$$\partial X = \partial_{x_1}.$$  \hspace{1cm}

Obviously, viscosity (1.4) becomes a jump function along direction $x_2$:

$$v(x_2) = \begin{cases} 1, & x_2 > 0 \\ m, & x_2 < 0. \end{cases}$$ \hspace{1cm} (3.28)

One of the difficulties in proving higher regularity in the case with $n = p = 2$ is we do not have embedding $H^1 \hookrightarrow L^\infty$. On the other hand, the jump function $v(x)$ does not belong to space $H^1$. Thus, we work in the spaces defined in (2.1)–(2.2), reducing our problem to space dimension one, where we have embedding $H^1 \hookrightarrow L^\infty$. Here we just show a formal estimate can be obtained for this particular case. This subsection gives us the crucial idea of proof of Theorem 2.3 and the following lemma reads

**Lemma 3.2** Assume that domain $\Omega = \mathbb{R}^2$ and let $\partial_{x_1}^k f \in L^2(\mathbb{R}^2)$ for some $k \in \mathbb{N}$. Then for every solution $u$ of Stokes equations (3.1)–(3.2) we have $\partial_{x_1} u \in H^1(\mathbb{R}_{x_2}, H^k(\mathbb{R}_{x_1}))$. Moreover, $\nabla u \in L^\infty(\mathbb{R}^2)$.

**Proof** Let us propagate the Stokes equation over the given vector field

$$-\text{div} \left[ v(x)D\partial_{x_1} u \right] + \nabla \partial_{x_1} p = \partial_{x_1} f.$$  \hspace{1cm} (3.29)
Multiplying by the test function $\partial_{x_1} v \in H^1_0(\mathbb{R}^2)$ and integrating by parts we get
\[
\int_{\mathbb{R}^2} v(x_2) |D\partial_{x_1} u||D\partial_{x_1} v| \leq C \|\partial_{x_1} f\|_2 \|\partial_{x_1} v\|_{L^2}.
\]

Testing by function $\partial_{x_1} u$, we could bound from below with Korn inequality
\[
c \|\nabla \partial_{x_1} u\|_{L^2} \leq \int_{\mathbb{R}^2} v(x_2) |D\partial_{x_1} u|^2,
\]
and we have
\[
\|\nabla \partial_{x_1} u\|_{L^2} \leq c_1 \|\partial_{x_1} f\|_2.
\]
So, we get that $\partial_{x_1} u \in H^1(\mathbb{R}^2)$.

Now, we will follow the same procedure as above the for second time and assume $\partial^2_{x_1} f \in L^2(\mathbb{R}^2)$. Differentiating (3.29) in $x_1$, we get
\[
-\text{div} \left[ v(x) D\partial^2_{x_1} u \right] + \nabla \partial^2_{x_1} p = \partial^2_{x_1} f.
\tag{3.30}
\]
We have
\[
\|\nabla \partial^2_{x_1} u\|_{L^2} \leq c_2 \|\partial^2_{x_1} f\|_2.
\]
From the above estimates we deduce that
\[
u^2_{1} \in H^1(\mathbb{R}^2; H^2(\mathbb{R}^2)), \ u^1_{1} \in H^1(\mathbb{R}^2; H^2(\mathbb{R}^2)).
\tag{3.31}
\]
If $\partial^k_{x_1} f \in L^2(\mathbb{R}^2)$, by iteration of the same procedure as above it follows that
\[
\nabla \partial^k_{x_1} u \in L^2(\mathbb{R}^2)
\tag{3.32}
\]
for some $k \in \mathbb{N}$. From standard theory [8, Ch. I, Proposition 2.2], for this weak solution $u$ we can deduce an existence of pressure $p$, which is high regular in the $x_1$ direction.

Let us rewrite the first row of Stokes equation in the following way
\[
-\nu(x_2)u^1_{1,1} - \frac{1}{2} \partial_{x_2} \left[ v(x)(u^1_{2} + u^2_{1}) \right] + \partial_{x_1} p = f^1.
\]
Because differentiation in $x_1$ direction over $\nu(x_2)$ is well defined, we transfer this term to the RHS. The fact that the weak derivative of $p$ is in $L^2$, can be proved by standard techniques like difference quotients in Evans [12].
\[
\partial_{x_2} \left[ v(x_2)(u^1_{2} + u^2_{1}) \right] = 2f^1 - 2p_{x_1} + 2\nu(x_2)u^1_{1,1}.
\tag{3.33}
Taking the $L^2$ norm in the direction $x_1$ we get
\[
\begin{align*}
&\int_{\mathbb{R}^2} \left| \partial_{x_2} \left[ v(x_2) (u_{1,2}^1 + u_{2,1}^2) \right] \right|^2 \, dx_1 \leq C \left( \int_{\mathbb{R}^2} |f^1|^2 \, dx_1 ight. \\
&\quad \left. + \int_{\mathbb{R}^2} |p_{x_1}|^2 \, dx_1 + \int_{\mathbb{R}^2} |v(x_2) \partial_{x_1} u^1|^2 \, dx_1 \right).
\end{align*}
\]
(3.34)

Now we differentiate (3.33) by $x_1$ and take the $L^2(\mathbb{R}^2; L^2(\mathbb{R}^2))$ norm:
\[
\begin{align*}
\left\| \partial_{x_2} \left[ v(x) (u_{1,2}^1 + u_{2,1}^2) \right] \right\|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^2))} &\leq C_1 \left( \left\| \partial_{x_1} f^1 \right\|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^2))} + \|p_{x_1}\|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^2))} ight. \\
&\quad \left. + \|v(x_2) \partial_{x_1} u^1\|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^2))} \right).
\end{align*}
\]
(3.35)

From (3.35), by differentiating in $x_1$ direction, we have
\[
\partial_{x_2} \left[ v(x) (u_{1,2}^1 + u_{2,1}^2) \right] \in L^2(\mathbb{R}^2; H^1(\mathbb{R}^2)) \hookrightarrow L^2(\mathbb{R}^2; L^\infty(\mathbb{R}^2)),
\]
which implies that $\left[ v(x) (u_{1,2}^1 + u_{2,1}^2) \right] \in H^1(\mathbb{R}^2; H^1(\mathbb{R}^2)) \subset L^\infty$.

From (3.2) we have $u_{1,1}^1 = -u_{2,2}^1 \in H^1$ globally. It follows that $u \in H^1(\mathbb{R}^2; H^1(\mathbb{R}^2))$.

From the above considerations we have an estimate
\[
\begin{align*}
\|v(x_2) (u_{1,2}^1 + u_{2,1}^2)\|_{H^1(\mathbb{R}^2; H^1(\mathbb{R}^2))} &\leq C_2 \left( \left\| f^1 \right\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2))} + \|p_{x_1}\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2))} ight. \\
&\quad \left. + \|v(x_2) \partial_{x_1} u^1\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2))} \right).
\end{align*}
\]
(3.36)

Due to embedding $H^1(\mathbb{R}) \hookrightarrow L^\infty(\mathbb{R})$, the following inequality holds
\[
\|u\|_{L^\infty(\mathbb{R})} \leq C \|u\|_{H^1(\mathbb{R})}.
\]
(3.37)

Using this, we could estimate LHS of (3.36) from below
\[
\begin{align*}
C \|v(x_2) (u_{1,2}^1 + u_{2,1}^2)\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^2))} &\leq \|v(x_2) (u_{1,2}^1 + u_{2,1}^2)\|_{H^1(\mathbb{R}^2; H^1(\mathbb{R}^2))} \\
&\leq C_2 \left( \left\| f^1 \right\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2))} + \|p_{x_1}\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2))} ight. \\
&\quad \left. + \|v(x_2) \partial_{x_1} u^1\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2))} \right).
\end{align*}
\]
(3.38)
We know that \( u_{11}^2 \in H^1(\mathbb{R}^2, H^k(\mathbb{R}^1)) \), so we can bound \( u_{12}^1 \) using triangle inequality

\[
\|v(x_2)u_{12}^1\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))} \leq \|v(x_2)(u_{12}^1 + u_{11}^2)\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \|v(x_2)u_{11}^2\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))}.
\]

(3.39)

We could use the following inequality

\[
\|u_{12}^1\|_{L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1))} \leq \left\| \frac{1}{v(x_2)} \right\|_{L^\infty(\mathbb{R}^2)} \left\| v(x_2)u_{12}^1 \right\|_{L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1))}.
\]

(3.40)

Using triangle inequality and the above inequality we get

\[
\|u_{12}^1\|_{L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1)))} \leq \left\| \frac{1}{v(x_2)} \right\|_{L^\infty(\mathbb{R}^2)} \left\{ \|v(x_2)(u_{12}^1 + u_{11}^2)\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \|v(x_2)u_{11}^2\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right\} \leq C_3 \left\| \frac{1}{v(x_2)} \right\|_{L^\infty(\mathbb{R}^2)} \left\{ \|f\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1)))} + \|p_x\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1)))} \right\}.
\]

(3.41)

It follows that \( u_{12}^1 \in L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1))) \). Now, consider the second row of Stokes equation:

\[-\partial_{x_2}(v(x)u_{12}^2) = \frac{1}{2} \partial_{x_1} v(x) (u_{12}^1 + u_{11}^2) + f^2 + \partial_{x_2} p.\]

We take the \( L^2(\mathbb{R}^2; L^2(\mathbb{R}^1))) \) norm and differentiate (3.33) by \( x_1 \) the above expression,

\[
\left\| \partial_{x_1} \partial_{x_2} v(x_2)u_{12}^2 \right\|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^1)))} \leq C \left( \|v(x_2)(u_{12}^1 + u_{11}^2)\|_{H^1(\mathbb{R}^2; H^2(\mathbb{R}^1)))} + \|\partial_{x_2} p\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1)))} + \|f\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1)))} \right).
\]

(3.42)

Because we know that differentiating in \( x_1 \) direction is regular. We know that \( u_{12}^2 \in H^1(\mathbb{R}^2; H^1(\mathbb{R}^1))) \), so we could improve the regularity of the above inequality

\[
\|v(x_2)u_{12}^2\|_{H^1(\mathbb{R}^2; H^1(\mathbb{R}^1)))} \leq C \left( \|v(x_2)(u_{12}^1 + u_{11}^2)\|_{H^1(\mathbb{R}^2; H^2(\mathbb{R}^1)))} \right)
\]

(3.43)

and using embedding (3.37), we get

\[
C \|v(x_2)u_{12}^2\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1)))} \leq \|v(x_2)u_{12}^2\|_{H^1(\mathbb{R}^2; H^1(\mathbb{R}^1)))}.
\]

(3.44)
As in the previous case we obtain

$$\|u_2^2\|_{L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1))} \leq \frac{1}{v(x_2)} \left\{ \|v(x_2)(u_2^1 + u_2^2)\|_{H^1(\mathbb{R}^2; H^2(\mathbb{R}^1))} + \|\partial x_2 p\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \|f\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right\}. \quad (3.45)$$

It implies that $u_2^2 \in L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1)))$. From estimates of $u$ derivatives we conclude that

$$\nabla u \in L^\infty(\mathbb{R}^2). \quad \Box$$

### 3.2 The second derivative

In this subsection, we introduce a lemma that gives the higher tangential regularity of the solution to Stokes problem. We first study the tangential regularity of the Stokes system, which will be useful in the proof of Lemma 4.2. The result states

**Lemma 3.3** Let $\Omega \subset \mathbb{R}^2$ be an open bounded domain of class $C^2$, $S \subset \Omega$ with the boundary $\partial S \in C^2$, and let $X$ be a vector field satisfying (2.3). Assume $f$, $\partial X f$, $\partial^2 X f \in L^2(\Omega)$, and let $u$ solve (3.1)–(3.2). Then $\partial^2_X u \in H^1(\Omega)$, with an estimate

$$\|\nabla \partial^2_X u\|_{L^2} \leq C_2 \left( \|f\|_{L^2} + \|\partial X f\|_{L^2} + \|\partial^2 X f\|_{L^2} \right). \quad (3.46)$$

where $C_2 := C_2(\Omega, X)$.

**Proof** Let us take the second derivative along tangential vector field from the Stokes equation, i.e., we take derivative $\partial X$ from (3.9).

\[-\text{div} \left[ \nu(x)D(\partial^2_X u) \right] + \frac{1}{2} \text{div} \left( \nu(x) \nabla^T X \nabla^T \partial X u + \nu(x) \nabla \partial X u \nabla X \right) + \sum_i X^i_k \partial x_i (\nu(x)D(\partial X u)) + \partial X \left[ \frac{1}{2} \text{div} \left( \nu(x) \nabla^T X \nabla^T u + \nu(x) \nabla u \nabla X \right) + \sum_i X^i_k \partial x_i (\nu(x)Du) \right] + \partial X \left[ \nabla (\partial X p) - \sum_i X^i_k \partial x_i p \right] = \partial^2_X f. \quad (3.47)\]

We will rewrite the above expression term by term. Straightforward calculations of the 4th term of the LHS of (3.47) gives

\[\nabla (\partial X p) - \sum_i X^i_k \partial x_i p = \partial^2_X f. \]
\[
\partial_X \left[ \frac{1}{2} \text{div} \left( v(x) \nabla^T X \nabla^T u + v(x) \nabla u \nabla X \right) \right]
\]

\[
= \frac{1}{2} \text{div} \left( v(x) \partial_X \left( \nabla^T X \nabla^T u + \nabla u \nabla X \right) \right)
\]

\[
- \frac{1}{2} X^s \partial_{x_s} \left( v(x) \left( \nabla^T X \nabla^T u + \nabla u \nabla X \right) \right)
\]

\[
= \frac{1}{2} \text{div} \left[ v(x) \left( \nabla^T X \nabla^T \partial_X u + \nabla \partial_X u \nabla X \right) + v(x) \left( X^s X^j_{,i} \nabla^T u + \nabla u X^s X^i_{,j} \right) \right.
\]

\[
- v(x) \left( X^i_{,j} X^s_{,i} \nabla^T u + \nabla u X^i_{,j} X^s_{,j} \right) \bigg]}
\]

\[
- \frac{1}{2} X^s \partial_{x_s} \left( v(x) \left( \nabla^T X \nabla^T u + \nabla u \nabla X \right) \right).
\] (3.48)

For the 5th term we have

\[
\partial_X \left[ X^i_{,j} \partial_{x_i} \left( v(x) \mathbf{D} u \right) \right] = X^s X^i_{,ks} \partial_{x_s} \left( v(x) \mathbf{D} u \right)
\]

\[
+ X^i_{,k} \partial_{x_i} \left( v(x) \partial_X \mathbf{D} u \right) - X^i_{,k} X^s \partial_{x_s} \left( v(x) \mathbf{D} u \right)
\]

\[
= X^s X^i_{,ks} \partial_{x_s} \left( v(x) \mathbf{D} u \right) - X^i_{,k} X^s \partial_{x_s} \left( v(x) \mathbf{D} u \right)
\]

\[
+ X^i_{,k} \left( v(x) \mathbf{D} \partial_X u \right) - X^i_{,k} \partial_{x_i} \left( v(x) \left( \nabla^T X \nabla^T u + \nabla u \nabla X \right) \right).
\] (3.49)

Also, the 6th term with pressure

\[
\partial_X \left( \nabla \partial_X p \right) - X^s \partial_{x_s} \left( X^i_{,k} \partial_{x_i} p \right) = \nabla \partial_X^2 p - X^s \partial_{x_s} \partial_X p
\]

\[
-X^s X^i_{,ks} \partial_{x_s} \partial_X p + X^i_{,k} X^s \partial_{x_s} p.
\] (3.50)

Multiplying the Eq. (3.47) by \( \psi \in C^\infty_0 (\Omega) \) and integrating, we get

\[
(v(x) \mathbf{D} (\partial_X^2 u), \mathbf{D} (\psi)) + (v(x) (\nabla^T X \nabla^T \partial_X u + \nabla \partial_X u \nabla X), \psi)
\]

\[
+ \frac{1}{2} (v(x) (X^s X^j_{,i} \nabla^T u + \nabla u X^s X^i_{,j}), \psi)
\]

\[
- \frac{1}{2} (v(x) (X^i_{,j} X^s_{,i} \nabla^T u + \nabla u X^i_{,j} X^s_{,j}), \psi)
\]

\[
- (v(x) \mathbf{D} (\partial_X u), \partial_{x_i} (X^i_{,k} \psi)) + \frac{3}{2} (v(x) (\nabla^T X \nabla^T u + \nabla u \nabla X), \partial_{x_s} (X^s_{,k} \psi))
\]

\[
- (\partial_X^2 p, \text{div} \psi) + (\partial_X p, \partial_{x_s} (X^s_{,k} \psi)) + (p, \partial_{x_i} (X^s_{,i} X^s_{,k} \psi)) + (\partial_X p, \partial_{x_i} (X^i_{,k} \psi)) - (p, \partial_{x_i} (X^i_{,k} \psi)) = (\partial_X^2 f, \psi).
\] (3.51)
The weak formulation of (3.47), tested with $\partial_X^2 v \in H_0^1(\Omega)$ gives

$$
\int_{\Omega} v(x) \nabla^2 X u \cdot \nabla^2 X v \, dx + \frac{1}{2} \int_{\Omega} \left( v(x) (X^T X u + \nabla X u) \nabla X u \nabla X v \right) + \frac{1}{2} \int_{\Omega} \left( -v(x) (X^T X u + \nabla X u) \right) \left( X_i^j X_i^j + \frac{3}{2} \left( v(x) (X^T X u + \nabla X u) \right) \right) v \, dx \\
- \int_{\Omega} \left( -v(x) (X^T X u + \nabla X u) \right) \partial_X^2 v \, dx
$$

(3.52)

The pressure term: Bogovskii type estimate. We are going to estimate the pressure term $\partial_X^2 p$ in the view of Lemma 6.2. We need to show that $\partial_X^2 p \in L^2(\Omega)$ such that Eq. (3.52) holds for every $\psi \in C_0^\infty(\Omega)$. Moreover, the pressure term is well defined

$$
\left| \int_{\Omega} \partial_X^2 p \, dx \right| = -\int_{\Omega} \text{div} X \partial_X p \, dx + \int_{\partial \Omega} X_i^j n^j \partial_X p \, ds \leq \| \text{div} X \|_{L^2} \| \partial_X p \|_{L^2} \quad (**)
$$

We’ve got the above inequality by knowing that $\partial_X p$ is bounded in $L^2(\Omega)$ according to the proof of Lemma 3.1, and also using integration by parts and Hölder inequality.

Let us consider the functional

$$
\mathcal{F}(\psi) = (v(x) \nabla^2 X u, D(\psi)) + (v(x) (X^T X u + \nabla X u \nabla X), \psi) \\
+ \frac{1}{2} \int_{\Omega} \left( v(x) (X^T X u + \nabla X u) \nabla X u \nabla X v \right) + \frac{1}{2} \int_{\Omega} \left( -v(x) (X^T X u + \nabla X u) \right) \left( X_i^j X_i^j + \frac{3}{2} \left( v(x) (X^T X u + \nabla X u) \right) \right) v \, dx \\
- \int_{\Omega} \left( -v(x) (X^T X u + \nabla X u) \right) \partial_X^2 v \, dx
$$

(3.53)

For all $\psi \in H_0^1(\Omega)$. Thinking on the level of the weak formulation of Stokes system with a test function $(\partial_X^2)^* \psi \in C_0^\infty(\Omega)$ we get

$$
(p, \text{div} (\partial_X^2)^* \psi) = (\partial_X^2 \nabla p, \psi)
$$
where \((\partial_X^2)^* \psi := \partial_{x_k} (X^k \partial_{x_i} (X^i \psi))\). We deduce by Lemma 6.2 there exists a uniquely determined \(\partial_X^2 p \in L^2(\Omega)\) with bounded \(\frac{1}{|\Omega|} \int_\Omega \partial_X^2 p\), such that

\[
F(\psi) = (\partial_X^2 p, \text{div } \psi)
\]

(3.54)

for all \(\psi \in H^1_0(\Omega)\). Consider the problem

\[
d \text{div } \psi = \partial_X^2 p - \frac{1}{|\Omega|} \int_\Omega \partial_X^2 p = g.
\]

\[
\psi \in H^1_0(\Omega)
\]

\[
\|\psi\|_{H^1} \leq C b \|\partial_X^2 p\|_{L^2}
\]

(3.55)

with \(\Omega\) bounded and satisfying the cone condition. Since \(\frac{1}{|\Omega|} \int_\Omega \partial_X^2 p\) is bounded and

\[
\int_\Omega g = 0, \ g \in L^2(\Omega), \ \|\psi\|_{W^{1,2}} \leq C_b \|\partial_X^2 p\|_{L^2}
\]

from [9, Theorem III.3.1] we deduce the existence of \(\psi\) solving the (3.55), using such a \(\psi\) as test function into the (3.51), we have

\[
\|\partial_X^2 p\|_{L^2}^2 = (v(x) D(\partial_X^2 u), D(\psi)) + (v(x)(\nabla^T X \nabla^T \partial_X u + \nabla \partial_X u \nabla X), \psi)
\]

\[
+ \frac{1}{2} (v(x) (X^s X^j_{,is} \nabla^T u + \nabla u X^s X^j_{,js}), \psi)
\]

\[
- \frac{1}{2} (v(x) (X^j_{,is} X^s \nabla^T u + \nabla u X^j_{,js} X^s), \psi)
\]

\[
- (v(x) D(\partial_X u), \partial_{x_i} (X^i_{,k} \psi)) + \frac{3}{2} (v(x)(\nabla^T X \nabla^T u + \nabla u \nabla X), \partial_{x_i} (X^i_{,k} \psi))
\]

\[
+ 2(\partial_X p, \partial_{x_i} (X^i_{,k} \psi)) + (p, X^s \partial_{x_i} (X^i_{,k} \psi))
\]

\[
- (p, X^i_{,k} \partial_{x_i} (X^j_{,s} \psi)) - (\partial_X^2 f, \psi).
\]

(3.56)

By applying Hölder, Poincaré inequalities to the above equation, we get

\[
\|\partial_X^2 p\|_{L^2}^2 \leq \left\{ (v(x) D(\partial_X^2 u)) \|L^2 \right. + c_p \|v(x)(\nabla^T X \nabla^T \partial_X u + \nabla \partial_X u \nabla X)\|_{L^2}
\]

\[
+ \frac{1}{2} c_p \|v(x) (X^s X^j_{,is} \nabla^T u + \nabla u X^s X^j_{,js})\|_{L^2}
\]

\[
+ \frac{1}{2} c_p \|v(x) (X^j_{,is} X^s \nabla^T u + \nabla u X^j_{,js} X^s)\|_{L^2}
\]

\[
+ (c_X^c c_p + c_X^c) \|v(x) D(\partial_X u)\|_{L^2}
\]

\[
+ \frac{3}{2} (c_X^c c_p + c_X^c) \|v(x)(\nabla^T X \nabla^T u + \nabla u \nabla X)\|_{L^2}
\]

\[
+ 2(c_X^c c_p + c_X^c) \|\partial_X p\|_{L^2} + (c_X^c c_X^c c_p + c_X^c c_X^c + c_X^c c_X^c c_p + c_X^c) \|p\|_{L^2}
\]

\[
+ c_p \|\partial_X^2 f\|_{L^2} \right\} \|\nabla \psi\|_{L^2}.
\]

(3.57)
Then using the inequality from (3.55), we could reduce both sides of the above inequality by \( \| \partial_X^2 p \| \). Also, by applying (3.5) and (6.9) we deduce the estimate for the pressure term

\[
\| \partial_X^2 p \|_{L^2} \leq C_{b_2}' \left\{ \| v(x)D(\partial_X^2 u) \|_{L^2} + B_1 \| f \|_{L^2} + F_1 \| \partial_X f \|_{L^2} + c_p \| \partial_X^2 f \|_{L^2} \right\}.
\]

(3.58)

Let us take the second directional derivative from the (3.12)

\[
\partial_X^2 \text{div} u = \text{div} \partial_X^2 u - X^s_i \partial_X u - X^s_i X^i_{,ks} \partial_{x_i} u - X^i_{,k} X^s_i \partial_{x_i} u
\]

\[
= \text{div} \partial_X^2 u - X^s_i \partial_X u - X^s_i X^i_{,ks} \partial_{x_i} u - X^i_{,k} \partial_{x_i} \partial_X u + X^i_{,k} X^s_i \partial_{x_i} u
\]

(3.59)

so we get

\[
\text{div} \partial_X^2 u = X^s_i \partial_X u + X^s_i X^i_{,ks} \partial_{x_i} u + X^i_{,k} \partial_{x_i} \partial_X u - X^i_{,k} X^s_i \partial_{x_i} u.
\]

(3.60)

Now, we return to the (3.52) with \( u = v \), by applying Hölder inequality, we get

\[
\int_{\Omega} |v(x)|D(\partial_X^2 u)|^2 \, dx \leq \| \partial_X^2 p \|_{L^2} \| \text{div} \partial_X^2 u \|_{L^2}
\]

\[
+ \| v(x)(\nabla^T X \nabla T \partial_X u + \nabla \partial_X u \nabla X) \|_{L^2} \| \partial_X^2 u \|_{L^2}
\]

\[
+ \frac{1}{2} \| v(x)(X^s X^i_{,s} \nabla^T u + \nabla u X^s X^i_{,s}) \|_{L^2} \| \partial_X^2 u \|_{L^2}
\]

\[
+ \frac{1}{2} \| v(x)(X^i_{,i} X^s \nabla^T u + \nabla u X^i_{,i} X^s \nabla^T u) \|_{L^2} \| \partial_X^2 u \|_{L^2}
\]

\[
+ \| v(x)D(\partial_X u) \|_{L^2} \| \partial_{x_i} (X^i_{,k} \partial_X^2 u) \|_{L^2}
\]

\[
+ \frac{3}{2} \| v(x)(\nabla^T X \nabla T u + \nabla u \nabla X) \|_{L^2} \| \partial_{x_i} (X^i_{,k} \partial_X^2 u) \|_{L^2}
\]

\[
+ 2 \| \partial_X p \|_{L^2} \| \partial_{x_i} (X^i_{,k} \partial_X^2 u) \|_{L^2} + \| p \|_{L^2} \| X^s_i \partial_{x_i} (X^i_{,k} \partial_X^2 u) \|_{L^2}
\]

\[
+ \| p \|_{L^2} \| X^i_{,k} \partial_{x_i} (X^s_i \partial_X^2 u) \|_{L^2} + \| \partial_X^2 f \|_{L^2} \| \partial_X^2 u \|_{L^2}.
\]

(3.61)

Here, using (3.60), (3.58) and applying Young’s inequality with small \( \epsilon \) to the above inequality, we get

\[
\int_{\Omega} |v(x)|D(\partial_X^2 u)|^2 \, dx \leq C_{b_2}' \epsilon \| v(x)D(\partial_X^2 u) \|_{L^2}^2
\]

\[
+ (C_{b_2}' \epsilon + C(\epsilon)) \left\{ B_1 \| f \|_{L^2}^2 + F_1 \| \partial_X f \|_{L^2}^2 + \| \partial_X^2 f \|_{L^2}^2 \right\}
\]

\[
+ C(\epsilon) \left\{ (c_X c_p + c_X)(B_1 \| f \|_{L^2}^2 + F_1 \| \partial_X f \|_{L^2}^2) \right\}
\]

\[
+ \epsilon \| \nabla \partial_X^2 u \|_{L^2}^2.
\]

(3.62)
Transferring the 1st term of the RHS of the above inequality to the LHS we get

\[ \int_{\Omega} |\nu(x)D(\partial^2_X u)|^2 dx \leq B_2 \| f \|_{L^2}^2 + F_2 \| \partial_X f \|_{L^2}^2 \\
+ A_2 \| \partial^2_X f \|_{L^2}^2 + \epsilon \| \nabla \partial^2_X u \|_{L^2}^2. \]  

(3.63)

In the same way as in (3.19), we deduce that \( \partial^2_X u |_{\partial \Omega} = 0 \). Then Korn inequality holds

\[ \int_{\Omega} \nu(x)|D(\partial^2_X u)|^2 dx \geq C \int_{\Omega} |\nabla \partial^2_X u|^2 dx. \]  

(3.64)

Implementing (3.64) to (3.63) gives required inequality (3.46).

\[ \square \]

4 Proof of Theorem 2.3

4.1 Tangential regularity

Tangential regularity result of approximate Navier–Stokes equations (1.1) reads

**Lemma 4.1** Let \( \Omega \subset \mathbb{R}^2 \) be an open bounded domain of class \( C^2 \), \( S \subset \Omega \) with the boundary \( \partial S \in C^2 \), and let \( X \) be a vector field satisfying (2.3). Assume \( f, \partial_X f \in L^2(\Omega) \), and let \( u \) solve (1.1)–(1.2). Then \( \partial_X u \in H^1(\Omega) \), with an estimate

\[ \| \nabla \partial_X u \|_{L^2} \leq C \left( \| f \|_{L^2} + \| \partial_X f \|_{L^2} + \| f \|_{L^2}^2 \right) \]  

(4.1)

where \( C := C(\Omega, X) \).

**Proof** In this regard, we differentiate the stationary Navier–Stokes equation along the vector field

\[ \partial_X [(u \cdot \nabla)u - \text{div} [\nu(x)Du] + \nabla p] = \partial_X f \\
\partial_X \text{div} u = 0. \]  

(4.2)

We are going to show estimates for the nonlinear part of the equation, as the rest has been proved in Lemma 3.1.

\[ \partial_X [(u \cdot \nabla)u] = (\partial_X u \cdot \nabla)u + (u \cdot \nabla)\partial_X u - u^i \partial_{x_i} X^l \partial_{x_l} u^k \]  

(4.3)

let us separately test the nonlinear part by \( \partial_X u \). We have

\[ I = \int_{\Omega} (\partial_X u \cdot \nabla)u \partial_X u dx \leq \| \partial_X u \|_{L^4}^2 \| \nabla u \|_{L^2}. \]  

(4.4)

We use interpolation inequality for \( q > p \) of type

\[ (L_p, BMO)_{1-q/q} q = L_q. \]
In our case \( p = n = 2, q = 4 \)

\[
\| \partial X u \|_{L^4} \leq C \| \partial X u \|_{L^2}^{\frac{1}{2}} \| \partial X u \|_{BMO}^{\frac{1}{2}},
\]

(4.5)

where

\[
\int |\partial X u|^2 \, dx \leq \int |X|^2 |\nabla u|^2 \, dx \leq C \| \nabla u \|_{L^2}^2.
\]

We implement (4.5) to (4.4) and get that

\[
I \leq C \| u \|_{H^1} \| \partial X u \|_{L^2} \| \partial X u \|_{BMO} \leq C_1 \| u \|_{H^1}^2 \| \partial X u \|_{BMO}
\]

(4.6)

From the property of trilinear form we have \( \int \Omega b(v, u, u) \, dx = 0 \), so for the \( II \) term we obtain

\[
II = \int \Omega (u \cdot \nabla) \partial X u \, dx = 0.
\]

(4.7)

To the next term we apply general Hölder and Poincaré inequalities

\[
III = \int \Omega u^i \partial x_i X^l \partial x_l u^k X^s \partial x_s u^k \, dx \leq \int \Omega |u \nabla X \nabla u \partial X u| \, dx
\]

\[
\leq C \| u \|_{L^4} \| \nabla u \|_{L^2} \| \partial X u \|_{L^4}
\]

(4.8)

i.e.

\[
III \leq C_2 \| u \|_{H^1}^2 \| \partial X u \|_{H^1}.
\]

(4.9)

Summing up all the above estimates and using Hölder, Young’ inequalities we get

\[
\left| \int \partial X [(u \cdot \nabla) u] \partial X u \, dx \right| \leq C_3 \| u \|_{H^1}^2 \| \partial X u \|_{H^1} \leq C_4 \| f \|_{L^2}^4 + C_5 \epsilon \| \partial X u \|_{H^1}^2.
\]

(4.10)

From [9, Lemma IX 1.2] and the same way as in (3.15) we deduce that there exists a uniquely determined \( \partial X p \in L^2(\Omega) \) for Navier–Stokes system.

The estimate (3.27) for propagated Stokes equation combined with (4.2) give us an estimate

\[
C \| \nabla \partial X u \|_{L^2}^2 \leq C_6 \| f \|_{L^2}^2 + C_7 \| \partial X f \|_{L^2}^2 + C_4 \| f \|_{L^2}^4 + C_8 \epsilon \| \nabla \partial X u \|_{L^2}^2.
\]

(4.11)

Taking \( \epsilon \) in such a way that \( C > C_8 \epsilon \), we have (4.1).
The higher tangential regularity is an important part of the proof of Theorem 2.3. It gives us higher regularity of solutions of Navier–Stokes problem (1.1)–(1.2). The following lemma states the result

**Lemma 4.2** Let \( \Omega \subset \mathbb{R}^2 \) be an open bounded domain of class \( C^2 \), \( S \subset \Omega \) with the boundary \( \partial S \in C^2 \), and let \( X \) be a vector field satisfying (2.3). Assume \( f, \partial_X f, \partial_X^2 f \in L^2(\Omega) \), and let \( u \) solve (1.1)–(1.2). Then \( \partial_X^2 u \in H^1(\Omega) \), with an estimate

\[
\| \nabla \partial_X^2 u \|_{L^2} \leq C \left( \| f \|_{L^2} + \| \partial_X f \|_{L^2} + \| \partial_X^2 f \|_{L^2} \right.
\]
\[
+ \| f \|_{L^2}^2 + \| \partial_X f \|_{L^2}^2 + \| f \|_{L^2}^4 \),
\]  

(4.12)

where \( C := C(\Omega, X) \).

**Proof** Consider

\[
\partial_X^2 \left[ (u \cdot \nabla) u - \operatorname{div} [\nu(x) Du] + \nabla p \right] = \partial_X^2 f \quad (4.13)
\]
\[
\partial_X \operatorname{div} u = 0. \quad (4.14)
\]

In order to prove the main estimate we just take the second directional derivative from the nonlinear term of (1.1), the rest has been proved in Lemma 3.3.

\[
\partial_X^2 \left[ (u \cdot \nabla) u \right] = \partial_X \left[ (\partial_X u \cdot \nabla) u + (u \cdot \nabla) \partial_X u - u^i \partial_{x_i} X^l \partial_{x_l} u^k \right]
\]
\[
= (\partial_X^2 u \cdot \nabla) u + 2(\partial_X u \cdot \nabla) \partial_X u - 2u \cdot \nabla X \cdot \nabla u + (u \cdot \nabla) \partial_X^2 u
\]
\[
- \partial_X u \cdot \nabla X \cdot \nabla u - u \cdot X \nabla^2 X \cdot \nabla u - u \cdot \nabla X \cdot \nabla \partial_X u + u(\nabla X)^2 \nabla u. \quad (4.15)
\]

We test the above expression by \( \partial_X^2 u \) and consider more precisely the most problematic one

\[
I = \int_{\Omega} (\partial_X^2 u \cdot \nabla) u \partial_X^2 u \, dx \leq \| \partial_X^2 u \|_{L^4}^2 \| \nabla u \|_{L^2}. \quad (4.16)
\]

According to (4.5), we have

\[
\| \partial_X^2 u \|_{L^4} \leq C \| \partial_X^2 u \|_{L^2}^{\frac{1}{2}} \| \partial_X^2 u \|_{BMO}^{\frac{1}{2}}, \quad (4.17)
\]

where

\[
\| \partial_X^2 u \|_{L^2(\Omega)} \leq C \| \nabla \partial_X u \|_{L^2(\Omega)}. \]

We implement (4.5) to (4.16) and get that

\[
I \leq C_1 \| u \|_{H^1} \| \nabla \partial_X u \|_{L^2} \| \partial_X^2 u \|_{BMO} \leq C_2 \| u \|_{H^1} \| \partial_X u \|_{H^1} \| \partial_X^2 u \|_{BMO}
\]
\[
\leq C_2 \| u \|_{H^1} \| \partial_X u \|_{H^1} \| \partial_X^2 u \|_{H^1}. \quad (4.18)
\]
From the assumptions given vector field is smooth and we know that \( u \in H^1(\Omega) \), \( \partial_X u \in H^1(\Omega) \). So without loss of generality, we could estimate the rest terms of (4.15)

\[
\int_\Omega \partial_X^2 \left[ (u \cdot \nabla)u \right] \partial_X^2 u \, dx \leq C_3 \| u \|_{H^1} \| \partial_X u \|_{H^1} \| \partial_X^2 u \|_{H^1} + C_4 \| u \|_{H^1}^2 \| \partial_X^2 u \|_{H^1} + C_5 \| \partial_X u \|_{H^1}^2 \| \partial_X^2 u \|_{H^1} + C_6 \| u \|_{H^1}^2 + C_7 \| \partial_X u \|_{H^1}^2 \| \partial_X^2 u \|_{H^1}.
\]

(4.19)

Using Young’s inequality with small \( \epsilon \) and Lemma 4.1, we get

\[
\int_\Omega \partial_X^2 \left[ (u \cdot \nabla)u \right] \partial_X^2 u \, dx \leq C_8 \| f \|^4_{L^2} + C_9 \| \partial_X f \|^4_{L^2} + C_10 \| f \|^8_{L^2} + \epsilon \| \partial_X^2 u \|^2_{H^1}.
\]

(4.20)

From [9, Lemma IX 1.2] and the same way as in (3.54) we deduce that there exists a uniquely determined \( \partial_X^2 p \in L^2(\Omega) \) for Navier–Stokes system.

The estimate (3.63) from the last step of the proof of Lemma 4.2 combined with the above estimate for nonlinear term give us an estimate of (4.13)

\[
C \| \nabla \partial_X u \|^2_{L^2} \leq B_2 \| f \|^2_{L^2} + F_2 \| \partial_X f \|^2_{L^2} + A_2 \| \partial_X^2 f \|^2_{L^2} + \epsilon \| \nabla \partial_X u \|^2_{L^2} + C_8 \| f \|^4_{L^2} + C_9 \| \partial_X f \|^4_{L^2} + C_10 \| f \|^8_{L^2}.
\]

(4.21)

Taking \( \epsilon \) in (4.21) in such a way that \( C > \epsilon \), we obtain (4.12).

\( \square \)

### 4.2 Proof of Theorem 2.3

In order to prove Theorem 2.3 we need results stated in Sect. 4.1. We assume that the approximate solution of problem (1.1)–(1.2) have tangential regularity (Lemma 4.1) and higher tangential regularity (Lemma 4.2).

**Proof** In general, we want to change the global system of coordinates \( (x_1, x_2) \) to the local normal and tangent vector coordinates system \( (\tau, n) \) on \( \partial S \). The tangent vector direction becomes as \( y_1 \) and the normal vector takes direction \( y_2 \). The most problematic part is to transfer the Navier–Stokes equations from the closed domain into the whole space.

Thus consider, that Navier–Stokes equation is given in the neighbourhood \( \Sigma \) of the boundary \( \partial S \) s.t. there are open domains \( S \subset S' \) and \( S'' \subset S \) that is \( dist(x, x') = \delta \) for \( x \in \partial S, x' \in \partial S' \), and also \( dist(x, x'') = \delta \) for \( x \in \partial S, x'' \in \partial S'' \). Let us denote the neighbourhood of \( \partial S \) that is \( S' \setminus S'' := \Sigma \), and \( \Omega^{(1)} := \Omega \setminus (S \cup \Sigma) \), \( \Omega^{(2)} := S \setminus \Sigma \) (Fig. 2). Without loss of generality, consider \( O := W \cap \Sigma \) where \( W \) is a plane that intersects with a part of \( \Sigma \). Let us fix \( \epsilon \) and introduce notations

\[
\Omega^{(1)}_\epsilon := \{ x \in \Sigma \cup \Omega^{(1)} : dist(x, \Omega^{(1)}) < \epsilon \}
\]

(4.22)

\[
\Omega^{(2)}_\epsilon := \{ x \in \Sigma \cup \Omega^{(2)} : dist(x, \Omega^{(2)}) < \epsilon \}.
\]

(4.23)
There is a $\Phi - C^2$ diffeomorphism from $O$ onto rectangle $V$, which is straightening out the boundary of obstacle $S$. In this regard, we apply a classical change of variables for the curvilinear system of coordinates (Fig. 3).

Change of variables takes form

$$y_i = \Phi_i(x), \quad x_i = \Psi_i(y)$$

such that

$$J_\Psi = \left( \frac{\partial \Psi_i}{\partial y_j} \right)_{i,j}, \quad J_\Phi = \left( \frac{\partial \Phi_i}{\partial x_j} \right)_{i,j},$$

with $\det J_\Psi(y) = 1, \quad \forall y \in \mathbb{R}^2$.

$$u(x) = J_\Psi(\Phi(x))U(\Phi(x))$$

$$U(y) = J_\Phi(\Psi(y))u(\Psi(y)),$$

i.e.,

$$U_i(y) = \sum_{j=1}^{2} \frac{\partial \Phi_i}{\partial x_j}u_j(\Psi(y))$$

$$P(y) = p(\Psi(y)).$$
The derivative along tangential field in the curvilinear system takes form

\[ \partial Y := \partial y_1. \]

The jump of the viscosity field is transferred along \( y_2 \) direction, so we get the dependence

\[ v(y_2) = \begin{cases} 1, & y_2 > 0 \\ m, & y_2 < 0. \end{cases} \tag{4.25} \]

We define the second order derivative operator as

\[ [\mathcal{L}U]_i = \sum_j \frac{\partial}{\partial y_j} \left\{ v(y_2) \sum_k g^{jk} \frac{\partial U_i}{\partial y_k} + 2v(y_2) \sum_{l,k} g^{kj} \Gamma^i_{lk} U_l \right\}, \]

\[ [\mathcal{G}P]_i = \sum_j g^{ij} \frac{\partial P}{\partial y_j}, \]

and the convection term

\[ [\mathcal{N}U]_i = \sum_j U_j \frac{\partial U_i}{\partial y_j} + \sum_{j,k+1} \Gamma^i_{jk} U_j U_k. \]

Above, \( \Gamma^i_{jk} \) are Christoffel symbols

\[ \Gamma^k_{ij} = \frac{1}{2} \sum_l g^{kl} \left\{ \frac{\partial g_{il}}{\partial x_j} + \frac{\partial g_{jl}}{\partial x_i} - \frac{\partial g_{ij}}{\partial x_l} \right\}, \]

with contravariant vectors tensor

\[ g^{ij} = \sum_k \frac{\partial \Phi_i}{\partial x_k} \frac{\partial \Phi_j}{\partial x_k}, \]

and covariant vectors tensor

\[ g_{ij} = \sum_k \frac{\partial \Psi_k}{\partial y_i} \frac{\partial \Psi_k}{\partial y_j}. \]

So, we have

\[ \text{div}_y U = 0 \]

by Corollary A.3. in [13].
Extending all the fields by Sobolev extension s.t. $EU = U$ in $V$ and $EU = 0$ in $\mathbb{R}^2 \setminus V$, $V \subset V'$, by Theorem II.3.3 in [9], we get Navier–Stokes equations in the curvilinear coordinates

$$-LU + NU + GP = F \quad \text{in} \quad \mathbb{R}^2$$

$$\text{div}_y U = 0. \quad (4.26)$$

We rewrite the first row of the above equation

$$\nu(y_2) \partial_{y_1} \left\{ g^{11} \frac{\partial U_1}{\partial y_1} + g^{12} \frac{\partial U_1}{\partial y_2} ight\} + \partial_{y_2} \left\{ \nu(y_2) \left( g^{21} \frac{\partial U_1}{\partial y_1} + g^{22} \frac{\partial U_1}{\partial y_2} ight) \right\} + 2 \left[ g^{11} (\Gamma^1_{11} U_1 + \Gamma^1_{21} U_2) + g^{21} (\Gamma^1_{11} U_1 + \Gamma^1_{22} U_2) \right] - U_1 \frac{\partial U_1}{\partial y_1} - U_2 \frac{\partial U_1}{\partial y_2} - \Gamma^1_{11} U_1^2 - 2\Gamma^1_{12} U_1 U_2 - \Gamma^1_{22} U_2^2 - g^{11} \frac{\partial P}{\partial y_1} - g^{12} \frac{\partial P}{\partial y_2} = -F_1. \quad (4.27)$$

Since $\partial S \in C^2$ and compact, we have

$$|g^{ij}| \leq K_0, \quad |\partial g^{ij}| \leq K_1$$

$$\left| \frac{\partial \Gamma^i_{jk}}{\partial y_s} \right| \leq K_2, \quad |\Gamma^i_{jk}| \leq K_3.$$

Recall, the space dimension $n = 1$ and $p = 2$, we use an estimate for the convection term as follows

$$\|U \nabla U\|_{L^2(\mathbb{R})} \leq C \|U\|_{H^1(\mathbb{R})}^2. \quad (4.28)$$

We know $u \in H^1(\Omega)$, which implies $U \in H^1(\mathbb{R}^2)$. By Lemma 4.1 and (4.24) we deduce that $\nabla \partial_{y_1} U \in L^2(\mathbb{R}^2; L^2(\mathbb{R}^2))$. We take $L^2(\mathbb{R}^2; L^2(\mathbb{R}^2))$ norm of (4.27). Because the differentiation in $y_1$ direction is well defined we transfer all terms of the LHS to the RHS, except the 2nd one. Also, using Cauchy–Schwartz, Poincaré inequalities, we get

$$\left[ \int_{L^2(\mathbb{R}^2)} \int_{L^2(\mathbb{R}^2)} \left| \partial_{y_2} \left\{ \nu(y_2) \left( g^{21} \frac{\partial U_1}{\partial y_1} + g^{22} \frac{\partial U_1}{\partial y_2} + R \right) \right\} \right|^2 \, dy_1 \, dy_2 \right]^{\frac{1}{2}} \leq K_0 \left( \|\nu(y_2) U_1,1\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2)))} + \|\nu(y_2) U_1,2\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^2)))} \right)$$
\begin{equation}
\begin{split}
+ \mathcal{K}_1 \left( \| v(y_2) U_1 \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| F_1 \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right) \\
+ \| v(y_2) U_2 \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| R \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \\
+ (1 + K_3) \left( \| U_1 \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| U_2 \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right) \left( \| U_1 \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| U_2 \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right) \\
+ K_0 \| \nabla P \|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^1))} + K_3 \| U_2 \|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^1))},
\end{split}
\end{equation}

where \( R := 2 \left[ g^{12} (\Gamma_{11}^1 U_1 + \Gamma_{21}^1 U_2) + g^{22} (\Gamma_{12}^1 U_1 + \Gamma_{22}^1 U_2) \right] \).

It's obvious that the LHS of (4.29) \( \partial_{y_2} \left\{ v(y_2) \left( g^{21} \frac{\partial U_1}{\partial y_1} + g^{22} \frac{\partial U_1}{\partial y_2} + R \right) \right\} \in L^2(\mathbb{R}^2; L^2(\mathbb{R}^1)) \).

In situation when we have \( \partial_{y_2}^2 F \in L^2(\mathbb{R}^2; L^2(\mathbb{R}^1)) \) and \( \nabla \partial_{y_2} P \in L^2(\mathbb{R}^2; L^2(\mathbb{R}^1)) \) from Lemma 4.2 it is obvious that \( \partial_{y_2}^2 (U \nabla U) \in L^2(\mathbb{R}^2; L^2(\mathbb{R}^1)) \), we deduce that \( \nabla \partial_{y_2}^2 U \in L^2(\mathbb{R}^2) \). If we differentiate by \( y_1 \) both sides of (4.27), then obviously we get that

\[
\left\| \partial_{y_2} \left\{ v(y_2) \left( g^{21} \frac{\partial U_1}{\partial y_1} + g^{22} \frac{\partial U_1}{\partial y_2} + R \right) \right\} \right\|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \\
\leq \mathcal{K}_0 \left( \| v(y_2) U_{1,1,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| v(y_2) U_{1,1,2} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right) \\
+ \mathcal{K}_1 \left( \| v(y_2) U_{1,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| v(y_2) U_{2,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right) \\
+ \| F_{1,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \\
+ (1 + K_3) \left( \| U_{1,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| U_{2,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right) \left( \| U_{1,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| U_{2,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right) \\
+ K_0 \| \nabla P_{1,1} \|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^1))} + K_3 \| U_{2,1} \|_{L^2(\mathbb{R}^2; L^2(\mathbb{R}^1))},
\end{equation}

i.e. we have \( \partial_{y_2} \left\{ v(y_2) \left( g^{21} \frac{\partial U_1}{\partial y_1} + g^{22} \frac{\partial U_1}{\partial y_2} + R \right) \right\} \in L^2(\mathbb{R}^2; H^1(\mathbb{R}^1)) \), that means

\[
v(y_2) \left( g^{21} \frac{\partial U_1}{\partial y_1} + g^{22} \frac{\partial U_1}{\partial y_2} + R \right) \in H^1(\mathbb{R}^2; H^1(\mathbb{R}^1)) \hookrightarrow L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1)).
\]

We split the above norm into two parts using the triangle inequality

\[
\| v(y_2) g^{22} U_{1,2} \|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))} \leq \left\| v(y_2) \left( g^{21} U_{1,1} + g^{22} U_{1,2} + R \right) \right\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))} \\
+ \left\| v(y_2) \left( g^{21} U_{1,1} + R \right) \right\|_{L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1))},
\end{equation}

and use it in (4.30). By embedding \( L^\infty(\mathbb{R}^2; H^1(\mathbb{R}^1)) \hookrightarrow L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1)) \), we could bound the above inequality from below and get

\[
\| v(y_2) g^{22} U_{1,2} \|_{L^\infty(\mathbb{R}^2; L^\infty(\mathbb{R}^1))} \\
\leq \mathcal{K}_0 \left( \| v(y_2) U_{1,1} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} + \| v(y_2) U_{1,2} \|_{L^2(\mathbb{R}^2; H^1(\mathbb{R}^1))} \right)
\]
So, we have that
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and it’s also true that we have
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thus we have a priori estimate for \( U \),

\[ \parallel U \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \]

Now, we consider the second row of the Navier–Stokes equation

\[
+ K_1 \left( \parallel \nu(y) U_{1,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \right) \\
+ \parallel \nu(y) U_{2,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} + \parallel F_{1,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \\
+ (1 + K_3) \left( \parallel U_{1,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))}^2 \right) \\
+ \parallel U_{2,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} + K_0 \parallel \nabla P, \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} + K_3 \parallel U_2 \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \\
+ \parallel \nu(y) \left( g^{21} U_{1,1} + R \right) \parallel_{L^\infty(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))}, \tag{4.32}
\]

and it’s also true that we have

\[
\parallel U_{1,2} \parallel_{L^\infty(\mathbb{R}; L^\infty(\mathbb{R}))} \\
\leq \left\| \frac{1}{\nu(y) g^{22}} \right\|_{L^\infty(\mathbb{R}; L^\infty(\mathbb{R}))} \parallel \nu(y) g^{22} U_{1,2} \parallel_{L^\infty(\mathbb{R}; L^\infty(\mathbb{R}))}, \tag{4.33}
\]

thus we have a priori estimate for \( U_{1,2} \)

\[
\parallel U_{1,2} \parallel_{L^\infty(\mathbb{R}^2)} \leq \left\| \frac{1}{\nu(y) g^{22}} \right\|_{L^\infty(\mathbb{R}^2)} \\
\times \left\{ K_0 \left( \parallel \nu(y) U_{1,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} + \parallel \nu(y) U_{1,2} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \right) \\
+ K_1 \left( \parallel \nu(y) U_{1,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} + \parallel \nu(y) U_{2,1} \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \right) \\
+ \parallel F_1 \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \\
+ (1 + K_3) \left( \parallel U_1 \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \right) \parallel U_1 \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \\
+ \parallel \nu(y) \left( g^{21} U_{1,1} + R \right) \parallel_{L^\infty(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} + K_3 \parallel U_2 \parallel_{L^2(\mathbb{R}; \mathbb{H}^1(\mathbb{R}))} \right\}, \tag{4.34}
\]

So, we have that \( U_{1,2} \in L^\infty(\mathbb{R}; L^\infty(\mathbb{R})) \), the same is true for \( U_{1,1} \in L^\infty(\mathbb{R}; L^\infty(\mathbb{R})) \).

Now, we consider the second row of the Navier–Stokes equation

\[
v(y) \partial_{y1} \left\{ g^{11} \frac{\partial U_1}{\partial y_1} + g^{12} \frac{\partial U_2}{\partial y_2} \\
+ 2 \left[ g^{11} (\Gamma^2_{11} U_1 + \Gamma^2_{21} U_2) + g^{21} (\Gamma^2_{12} U_1 + \Gamma^2_{22} U_2) \right] \right\} \\
+ \partial_{y2} \left\{ v(y) \left( g^{21} \frac{\partial U_1}{\partial y_1} + g^{22} \frac{\partial U_2}{\partial y_2} \\n+ 2 \left[ g^{12} (\Gamma^2_{11} U_1 + \Gamma^2_{21} U_2) + g^{22} (\Gamma^2_{12} U_1 + \Gamma^2_{22} U_2) \right] \right\}.
\]
\[ -U_1 \frac{\partial U_2}{\partial y_1} - U_2 \frac{\partial U_2}{\partial y_2} - \Gamma_{11}^2 U_1^2 - \Gamma_{22}^2 U_2^2 - 2\Gamma_{12}^2 U_1 U_2 \\
- g^{21} \frac{\partial P}{\partial y_1} - g^{22} \frac{\partial P}{\partial y_2} = -F_2. \]  
(4.35)

Let us denote \( R_1 := 2 \left[ \Gamma_{11}^2 U_1 + \Gamma_{22}^2 (U_2) + g^{22} (\Gamma_{12}^2 U_1 + \Gamma_{22}^2 U_2) \right]. \)

From the above equation, we take the \( L^2(\mathbb{R}^{y_2}; L^2(\mathbb{R}^{y_1})) \) norm and bound as in the previous case

\[ \left\| \partial_{y_2} \left\{ v(y_2) \left( g^{21} \frac{\partial U_2}{\partial y_1} + g^{22} \frac{\partial U_2}{\partial y_2} + R_1 \right) \right\} \right\|_{L^2(\mathbb{R}^{y_2}; L^2(\mathbb{R}^{y_1}))} \]

\[ \leq K_0 \left( \| v(y_2) \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} + \| v(y_2) \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} \right) \]

\[ + K_1 \left( \| v(y_2) \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} + \| v(y_2) \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} \right) \]

\[ + (1 + K_3) \left( \| U_2 \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} + \| F_2 \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} + K_3 \| U_1 \|_{L^2(\mathbb{R}^{y_2}; L^2(\mathbb{R}^{y_1}))} \right). \]

Differentiating the above estimate by \( \partial_{y_1} \) it is obvious that

\[ \partial_{y_2} \left\{ v(y_2) \left( g^{21} \frac{\partial U_2}{\partial y_1} + g^{22} \frac{\partial U_2}{\partial y_2} + R_1 \right) \right\} \in L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1})) \leftrightarrow L^2(\mathbb{R}^{y_2}; L^\infty(\mathbb{R}^{y_1})). \]

Consequently, \( v(y_2) \left( g^{21} \frac{\partial U_2}{\partial y_1} + g^{22} \frac{\partial U_2}{\partial y_2} + R_1 \right) \in H^1(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1})) \leftrightarrow L^\infty(\mathbb{R}^{y_2}; L^\infty(\mathbb{R}^{y_1})). \)

In order to bound \( U_{2,2} \), we repeat the same procedure as in the first case

\[ \| U_{2,2} \|_{L^\infty(\mathbb{R}^{2})} \leq \left\| \frac{1}{v(y_2)} g^{22} \right\|_{L^\infty(\mathbb{R}^{2})} \left\{ K_0 \left( \| v(y_2) \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} \right) \right. \]

\[ + \| v(y_2) U_{2,21} \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} + \| v(y_2) U_{2,21} \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} \]

\[ + \| F_{2,1} \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} + (1 + K_3) \left( \| U_{2,2} \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} \right) \]

\[ + K_0 \| \nabla P \|_{L^2(\mathbb{R}^{y_2}; H^1(\mathbb{R}^{y_1}))} + K_3 \| U_1 \|_{L^2(\mathbb{R}^{y_2}; L^2(\mathbb{R}^{y_1}))} \]

\[ + K_3 \| F_1 \|_{L^2(\mathbb{R}^{y_2}; L^2(\mathbb{R}^{y_1}))}. \]

(4.37)

It follows that \( U_{2,2} \in L^\infty(\mathbb{R}^{y_2}; L^\infty(\mathbb{R}^{y_1})) \), the same is true for \( U_{2,1} \in L^\infty(\mathbb{R}^{y_2}; L^\infty(\mathbb{R}^{y_1})) \). So, we have that \( \nabla U \in L^\infty(\mathbb{R}^{y_2}; L^\infty(\mathbb{R}^{y_1})) \). By extension the-
orem and using (4.24) that is $C_1 \| \nabla U \| \leq \| \nabla u \| \leq C_2 \| \nabla U \|$, we conclude that $\nabla u \in L^\infty(\mathcal{O})$. It’s obvious that for the other part of neighborhood we get the same, so we deduce that $\nabla u \in L^\infty(\Sigma)$, the conclusion follows. \hfill \square

The next lemma gives a higher regularity of $u$ in the $\Omega^{(1)} \cup \Omega^{(2)}$

**Lemma 4.3** Let $\Omega \subset \mathbb{R}^2$ be an open bounded domain of class $C^2$. And let $u$ satisfy Navier–Stokes system of equations (1.1)–(1.2), $q > n$. If $f \in L^q(\Omega)$ then $\nabla u \in L^\infty(\Omega^{(1)} \cup \Omega^{(2)})$ and there exists $p \in W^{1,q}(\Omega^{(1)} \cup \Omega^{(2)})$ such that (1.1) is satisfies a.e.

**Proof** We have

$$\nu(x) = \begin{cases} 1, & x \in \Omega^{(1)} \\ m, & x \in \Omega^{(2)} \end{cases} \quad (4.38)$$

We localize the problem, take “cut off” function $\eta \in C^\infty_0(\mathbb{R}^2)$ such that

$$\eta^{(1)} = \begin{cases} 1, & x \in \Omega^{(1)} \\ 0, & x \in \mathbb{R}^2 \setminus \Omega^{(1)}_\epsilon \end{cases} \quad (4.39)$$

Putting $w = u \eta^{(1)}$, $\pi = p \eta^{(1)}$, and taking into account (1.4) we have that $w$ and $\pi$ satisfies the following problem

$$-\text{div } [Dw] + u \cdot \nabla w + \nabla \pi = F \quad \text{in } \Omega^{(1)}_\epsilon \quad (4.40)$$

$$\text{div } w = g \quad (4.41)$$

and

$$w = 0 \quad \text{in } \partial \Omega^{(1)}_\epsilon,$$

where

$$F = \eta^{(1)} f + p \nabla \eta^{(1)} - u \text{div}(\nabla \eta^{(1)}) - (Du)(\nabla \eta^{(1)})^T - (\nabla \eta^{(1)} \cdot \nabla)u - (u \cdot \nabla)(\nabla \eta^{(1)}) + u \cdot \nabla \eta^{(1)} u$$

i.e.

$$F = \eta^{(1)} f + p \nabla \eta^{(1)} - u \Delta \eta^{(1)} - u \nabla^2 \eta^{(1)} - (\nabla^T u)(\nabla \eta^{(1)}) - 2 \nabla u \nabla \eta^{(1)} + u \cdot \nabla \eta^{(1)} u$$

$$g = \nabla \eta^{(1)} \cdot u.$$ \quad (4.42)

Recalling the property of $\eta$ that is

$$|\nabla \eta^{(1)}| \leq C.$$
In some sense, we will repeat the proof according to Galdi [9]. We want to show that
\[ (u, p) \in W^{2,q}(\Omega^{(1)}_{\epsilon}) \times W^{1,q}(\Omega^{(1)}_{\epsilon}) \quad \text{for} \quad 1 < q < \infty. \]  
(4.43)

We know that there is
\[ u \in W^{1,2}(\Omega^{(1)}_{\epsilon}) \quad (*) \]
that satisfies Navier–Stokes system (1.1). By the Lemma IX.2.1 [9] and Lemma 2.1, we deduce there is \( p \in L^2(\Omega^{(1)}_{\epsilon}) \). Furthermore, the embedding theorem, that furnishes recurrence relation for the exponents s.t. \( u \in L^{2t/(2-t)}(\Omega^{(1)}_{\epsilon}) \), and (4.42), allows us to conclude \( F \in L^q(\Omega^{(1)}_{\epsilon}) \), \( g \in W^{1,q}(\Omega^{(1)}_{\epsilon}) \) for \( q \in (1, 2) \).

Thus, by Lemma IX.5.1 and (*) we want to prove (4.43). Assume next \( q \geq n \). Then, the (*) is satisfied for all \( q \in (1, n) \), and so, by the embedding theorem, we have
\[ u \in L^\infty(\Omega^{(1)}_{\epsilon}) \cap W^{1,t}(\Omega^{(1)}_{\epsilon}), \quad p \in L^{t}(\Omega^{(1)}_{\epsilon}) \quad \text{for all} \quad t \in (1, \infty), \]
yielding,
\[ u \cdot \nabla u \in L^q(\Omega^{(1)}_{\epsilon}). \]

From the interior estimates for the Stokes problem proved in [9, Theorem IV.4.1] follows that \( u \in W^{2,q}(\Omega^{(1)}_{\epsilon}) \) and \( p \in W^{1,q}(\Omega^{(1)}_{\epsilon}) \).

Denote \( F' = F - u \cdot \nabla w \), for \( q \geq n \), \( 1 < q < \infty \). By the Hölder inequality and recalling the properties of \( \eta \) it follows that
\[ \|u \cdot \nabla w\|_q \leq C \|u\|_r \|\nabla u\|_s \leq C \|u\|_{1,q} \quad \text{in} \quad \Omega^{(1)}_{\epsilon}. \]

So, we have \( F' \in L^q(\Omega^{(1)}_{\epsilon}) \), using [9, Lemma IX.5.1], we deduce that \( w \in W^{2,q}(\Omega^{(1)}_{\epsilon}) \), \( \pi \in W^{1,q}(\Omega^{(1)}_{\epsilon}) \) and satisfies an estimate
\[ \|w\|_{2,q,\Omega^{(1)}_{\epsilon}} + \|\pi\|_{1,q,\Omega^{(1)}_{\epsilon}} \leq C \left( \|F\|_{q,\Omega^{(1)}_{\epsilon}} + \|g\|_{1,q,\Omega^{(1)}_{\epsilon}} \right) \]  
(4.45)

also, using the Theorem IX.5.1 and properties of \( \eta \) we derive
\[ \|u\|_{2,q,\Omega^{(1)}_{\epsilon}} + \|p\|_{1,q,\Omega^{(1)}_{\epsilon}} \leq C_1 \left( \|F\|_{q,\Omega^{(1)}_{\epsilon}} + \|g\|_{1,q,\Omega^{(1)}_{\epsilon}} \right), \]  
(4.46)

also, we could write
\[ \|\nabla u\|_{1,q,\Omega^{(1)}_{\epsilon}} + \|p\|_{1,q,\Omega^{(1)}_{\epsilon}} \leq C_1 \left( \|F\|_{q,\Omega^{(1)}_{\epsilon}} + \|g\|_{1,q,\Omega^{(1)}_{\epsilon}} \right). \]  
(4.47)
For the case $q > n$, we have embedding $W^{1,q}(\Omega^{(1)}_\epsilon) \hookrightarrow L^\infty(\Omega^{(1)}_\epsilon)$, thus $\nabla u \in L^\infty(\Omega^{(1)}_\epsilon)$,

$$
\|\nabla u\|_{L^\infty(\Omega^{(1)}_\epsilon)} + \|p\|_{1,q,\Omega^{(1)}_\epsilon} \leq C_2 \left( \|F\|_{q,\Omega^{(1)}_\epsilon} + \|g\|_{1,q,\Omega^{(1)}_\epsilon} \right),
$$

(4.48)

Let us now consider the other “cut off” function $\eta^{(2)}$ such that,

$$
\eta^{(2)} = \begin{cases} 
1, & x \in \Omega^{(2)} \\
0, & x \in \mathbb{R}^2 \setminus \Omega^{(2)}_\epsilon 
\end{cases}.
$$

(4.49)

We localize the problem (4.2)–(4.3), and put $v = u\eta^{(2)}$, $P = p\eta^{(2)}$, using the properties of the function $\eta^{(2)}$ we get

$$
-m \text{ div } [Du] + u \cdot \nabla v + \nabla \pi = F \quad \text{in } \Omega^{(2)}_\epsilon \quad \text{(4.50)}
$$

$$
\text{div } v = g, \quad \text{(4.51)}
$$

and

$$
w = 0 \quad \text{in } \partial \Omega^{(2)}_\epsilon.
$$
Fig. 5 The magnitude of the velocity for the wall test problem. The a, b cases correspond to parameters from Table 1 (Test case 2, 5). The c correspond to the real obstacle test case.

Fig. 6 Comparison of the velocity magnitude for the half ball case. The velocity $u_k$ correspond to test case number $k$ from Table 1.

From the bounds of the first case, using that $F \in L^q(\Omega_\epsilon^{(2)})$, $g \in W^{1,q}(\Omega_\epsilon^{(2)})$, and using [9, Lemma IX.5.1, Theorem IX.5.1] we get an estimate

$$\|\nabla u\|_{1,q,\Omega_\epsilon^{(2)}} + \frac{1}{m}\|p\|_{1,q,\Omega_\epsilon^{(2)}} \leq \frac{C_1}{m} \left( \|F\|_{q,\Omega_\epsilon^{(2)}} + \|g\|_{1,q,\Omega_\epsilon^{(2)}} \right) \quad (4.52)$$

using the embedding to $W^{1,q}(\Omega_\epsilon^{(2)}) \hookrightarrow L^\infty(\Omega_\epsilon^{(2)})$,

$$\|\nabla u\|_{L^\infty(\Omega_\epsilon^{(2)})} + \frac{1}{m}\|p\|_{1,q,\Omega_\epsilon^{(2)}} \leq \frac{C_3}{m} \left( \|F\|_{q,\Omega_\epsilon^{(2)}} + \|g\|_{1,q,\Omega_\epsilon^{(2)}} \right). \quad (4.53)$$
Fig. 7 Comparison of velocity magnitude for the wall case. The velocity $u_k$ correspond to test case number $k$ from Table 1

So, from (4.44) and (4.48) we conclude that $\nabla u \in L^\infty(\Omega^{(1)}_e \cup \Omega^{(2)}_e)$. $\square$

5 Numerical simulations

In this section, we will illustrate Theorem 2.2 with some numerical simulations, and show that our approximate problem (1.1–1.4) has a potential application in practice.

We conduct two numerical experiments, where we consider a smooth obstacle (a half ball) and an obstacle with edges (a wall). We do a number of tests with increasing value of viscosity $m$ (see (1.4)). It turns out that for moderately high values of $m$ the solutions are almost identical to the real rigid obstacle problem. We consider a rectangular channel flow problem in $\Omega \setminus S$ with fixed rigid obstacle $S$ touching the boundary of $\Omega$ [14, 15]. We refer to it as a “real obstacle” problem and denote the velocity by $u_r$ (see Table 1). The experimental data and the geometry of channel flow are inherited from the Turek’s benchmark [14], test case 2D-2, with two exceptions the channel’s length equals $L = 1.2$, and the obstacles are of different shape and touch the boundary (Figs. 1, 2). The experiments with half ball obstacle is illustrated in Fig. 4 with $r = 0.15$ and center at $(0, 4; 0, 0)$. And the experiments with the wall obstacle is in Fig. 5 with height $h = 0, 16$, width $w = 0, 1$ and center of symmetry $x = 0, 4$. We assume a parabolic velocity profile at the inlet and Dirichlet boundary condition on the boundary. We compare the solution of the real obstacle problem with the solution of the approximate problem (1.1)–(1.4), where the fixed obstacle domain $S$ is filled with highly viscous fluid of viscosity $m$ (see Table 1).

The results have been computed with the FEniCS package [16] using the incremental pressure correction scheme to solve the problem [17].

We compare solutions in a cross-section $y$ at $x = 0.4$, along the vertical axis of symmetry of the obstacle. The comparison graphs of extracted solution of each test are given in Figs. 6 and 7, where the velocity $u_k$ in graphs correspond to the test case number $k$ from Table 1. The Figs. 6 and 7 show that the solution of the approximate problem approaches the solution of the real obstacle problem relatively fast. The
solution of the approximate problem in the region $S$ is really close to the solution of the rigid obstacle problem as predicted in Theorem 2.2.

These results establish that the regularized solutions can approximate the limiting case reasonably well even for small-scale penalty parameter. Moreover, we show that our approach has practical application in numerics.
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6 Appendix

6.1 Proof of Theorem 2.1

Proof The existence of $u$ is proved by Galerkin method (Temam [8]): we construct the approximate solution of (1.5) and then pass to the limit.

From the definition of $V$ space there exists a sequence $w_1, w_2, \ldots, w_n \ldots$ of linearly independent elements of $V$ which is total in $V$. For each $n$ we define an approximate solution $u_n$ of (1.5) by

$$u_n = \sum_{j=1}^{n} c_{jn} w_j$$

(6.1)

with unknown coefficients $c_{jn} \in \mathbb{R}$, satisfying

$$(vD u_n, Dw_j) + b(u_n, u_n, w_j) = (f(t), w_j)$$

(6.2)
for \( j = 1, 2 \ldots, n \). The Eqs. (6.1) and (6.2) are a system of nonlinear equations for \( c_{1n}, \ldots, c_{nn} \), the existence of a solution of this system follows from the Lemma 1.4 [8, Ch. II, Lemma 1.4], that is consequence of the Brouwer Fixed Point Theorem:

**Lemma 6.1** Let \( X \) be finite dimensional Hilbert space with scalar product \([\cdot, \cdot]\) and norm \([\cdot]\) and let \( P \) be a continuous mapping from \( X \) into itself such that for some \( k > 0 \)

\[
[P(\xi), \xi] > 0 \quad \text{for} \quad [\xi] = k.
\]

Then there exists \( \xi \in X \), \([\xi] \leq k \), such that

\[
P(\xi) = 0.
\]

We apply this lemma for proving the existence of \( u_n \) as follows:

Let \( X \) be the space spanned by \( w_1, w_2, \ldots, w_n \); the scalar product on \( X \) is the scalar product induced by \( V \), and \( P = P_m \) is defined by

\[
[P_m((u), v) = (vD(u, Dv) + b(u, u, v) - (f, v), \forall u, v \in X.
\]

Let us check that scalar product \([\cdot, \cdot]\) is positive

\[
[P_n(u), u] = \|vD\|^2 + b(u, u, u) - (f, u) \\
= \|vD\|^2 - (f, u) \\
\geq c(v)\|u\|^2 - \|f\|\|u\|.
\]

In the last inequality were used the Korn and Cauchy–Schwartz inequalities. Therefore

\[
[P_n(u), u] \geq \|u\|(c(v)\|u\| - \|f\|).
\]

(6.3)

It follows that \([P_n(u), u] > 0 \) for \( \|u\| = k \), and \( k > \frac{1}{c(v)}\|f\| \). It follows that, there exists a solution \( u_n \) of (6.1)–(6.2). We multiply (6.2) by \( c_{jn} \), this gives

\[
\|vD(u_n)\|^2 + b(u_n, u_n, u_n) = (f, u_n).
\]

We know that, trilinear form \( b(u_n, u_n, u_n) = 0 \), and get

\[
\|vD(u_n)\|^2 = (f, u_n) \leq \|f\|L^2\|u_n\|L^2.
\]

(6.4)

By Korn inequality we get a priori estimate

\[
\|u_n\|L^2 \leq \|f\|L^2.
\]

(6.5)

Hence the sequence remains bounded in \( V \), there exists a subsequence \( k \rightarrow \infty \) such that \( u_{n_k} \rightarrow u \) in \( V \). From compact embedding of \( V \hookrightarrow L^2 \), so we have also \( u_{n_k} \rightarrow u \) in \( L^2(\Omega) \).
If \( u_n \) converges to \( u \) in \( W^{1,2} \) weakly and in \( L^2 \) strongly, then we need to show that

\[
b(u_n, u_n, v) \longrightarrow b(u, u, v), \quad \forall v \in V.
\]

Then we can pass to the limit in (6.2) with the subsequence \( k \longrightarrow \infty \), we find that

\[
(v \partial u, \partial v) + b(u, u, v) = \langle f(t), v \rangle
\]

for any \( v = w_1, \ldots, w_n \ldots \). The above equation is also true for any \( v \) which is the linear combination of \( w_1, \ldots, w_n \ldots \). Since this combination are dense in \( V \), a continuity argument shows that the above equation holds for each \( v \in V \) and that \( u \) is a solution of (1.5).

From the properties of trilinear form we have

\[
b(u_m, u_m, v) = -b(u_m, v, u_m) = -\sum_{i,j=1}^{n} \int_{\Omega} u_{mi} u_{mj} \partial_{x_i} v_j \, dx.
\]

We know that \( u_{mi} \rightarrow u_i \) converges strongly in \( L^2(\Omega) \), since \( \partial_{x_i} v \in L^\infty(\Omega) \), so we have

\[
\int_{\Omega} u_{mi} u_{mj} \partial_{x_i} v_j \rightarrow \int_{\Omega} u_i u_j \partial_{x_i} v_j \, dx.
\]

Hence \( b(u_m, v, u_m) \) converges to \( b(u, v, u) = -b(u, u, v) \).

\[\square\]

**Proof of Theorem 2.2** From (6.4) we could deduce that for the domain \( S \) we get

\[
m \int_{S} |\partial u|^2 \, dx \leq \|f\|_{L^2} \|u\|_{L^2}.
\]

That is, if \( m \longrightarrow \infty \), then \( \partial u \longrightarrow 0 \) in \( S \). Therefore, in the limit, as \( m \longrightarrow \infty \), we obtain the rigid motion.

\[\square\]

### 6.2 Bogovskii type estimate

We need to derive some energy estimates for Stokes system of equations for the (3.1) case, to show that the velocity vector field is in Hilbert space.

From Korn inequality (6.15) for Stokes system (3.1) we have:

\[
\int_{\Omega} v(x)|\partial u|^2 \, dx \geq c \int_{\Omega} |\nabla u|^2 \, dx.
\]

Using Hölder and Poincaré inequalities we get:

\[
\int_{\Omega} v(x)|\partial u|^2 \, dx \leq \|f\|_{L^2} \|u\|_{L^2} \leq c_p \|f\|_{L^2} \|\nabla u\|_{L^2}.
\]
We get energy estimate:

\[ \| \nabla u \|_{L^2} \leq C_1 \| f \|_{L^2}. \]  

(6.9)

The Definition 3.1 has no information about the pressure field. Since \( u \) is a weak solution, we know from [8, Lemma 2.1] that there exists \( p \in L^2(\Omega) \) such that

\[ (\nu \nabla u, \nabla \psi) = -(f, \psi) + (p, \text{div} \, \psi) \]  

(6.10)

holds for \( \psi \in C_0^\infty(\Omega) \). So, to every weak solution we are able to associate a pressure \( p \) in such a way that (6.10) holds. We formulate the following result for our case.

\begin{lemma}
Let \( \Omega \subset \mathbb{R}^2 \) be an open bounded domain of class \( C^2 \), and let \( f \in L^2(\Omega) \). A vector field \( u \in W^{1,2}(\Omega) \) satisfies (3.4) for all \( \phi \in \mathcal{V}(\Omega) \) if and only if there exists a pressure \( p \in L^2(\Omega) \) such that (6.10) holds for every \( \psi \in C_0^\infty(\Omega) \). Then

\[ p \in L^2(\Omega). \]

Finally, if we normalize \( p \) by the condition

\[ \int_{\Omega} p = 0. \]  

(6.11)

The following estimate holds

\[ \| p \|_{L^2} \leq c_b \left( \| \nu \nabla u \|_{L^2} + \| f \|_{L^2} \right). \]  

(6.12)

\begin{proof}
The existence of pressure \( p \) follows from Temam [8, Lemma 2.1]. Let us consider the functional

\[ \mathcal{F}(\psi) = (\nu \nabla u, \nabla \psi) + (f, \psi) \]

for \( \psi \in H_0^1(\Omega) \). By assumption, \( \mathcal{F} \) is bounded in \( H_0^1(\Omega) \) and is identically zero in \( \mathcal{V}(\Omega) \). Consider the problem

\[ \text{div} \, \psi = p \]

\[ \psi \in H_0^1(\Omega) \]

\[ \| \psi \|_{H^1} \leq c_1 \| p \|_{L^2} \]  

(6.13)

with \( \Omega \) bounded and satisfying the cone condition. Since

\[ \int_{\Omega} p = 0, \]

\( \square \) Springer
from Theorem III.3.1 (in [9]) we deduce the existence of $\psi$ solving (6.10). If we replace such a $\psi$ into (6.10) and use (6.11) together with the Hölder inequality and Poincaré inequality we have

\[
\|p\|_{L^2}^2 \leq \|v Du\|_{L^2}^2 \|D\psi\|_{L^2}^2 + \|f\|_{L^2}^2 \|\psi\|_{L^2}^2
\leq c_1 \|v Du\|_{L^2} \|D\psi\|_{L^2}^2 + c_2 \|f\|_{L^2}^2 \|p\|_{L^2}^2,
\]

\[
\|p\|_{L^2}^2 \leq c \|D u\|_{L^2}^2 + c \|f\|_{L^2}^2 (6.14)
\]

from (3.4) and Young’s inequality we obtain (6.12). The proof is therefore completed.

\[\square\]

### 6.3 Korn inequality

**Lemma 6.3** (Korn Inequality) Let $\Omega \subset \mathbb{R}^2$ be an open bounded domain of class $C^2$. Then there exists constant $c > 0$ such that

\[
\int_{\Omega} v(x)|Du|^2 dx \geq c_1(v_0)\|u\|_{H^1(\Omega)}^2 (6.15)
\]

for all $u \in V$.

**Proof** The proof is based on the results from [18, Lemma 2.1]. We will prove it in general case where viscosity is bounded $v(x) \geq v_0$, where $v_0$ is a fixed constant. Without loss of generality we could assume that $u \in C^2_c(\Omega)$. Consider,

\[
\int_{\Omega} (Du)^2 dx = \frac{1}{2} \int_{\Omega} \sum_{i,j=1}^{2} (u^i_j + u^j_i)^2 dx = \|\nabla u\|_{L^2}^2 + \int_{\Omega} \sum_{i,j=1}^{2} u^i_j u^j_i dx. (6.16)
\]

Integration by parts of the last term on the RHS of (6.15) gives us

\[
\int_{\Omega} \sum_{i,j=1}^{2} u^i_j u^j_i = \int_{\Omega} \sum_{i,j=1}^{2} u^i_i u^j_j + \int_{\partial \Omega} \sum_{i,j=1}^{2} \left( u^i_j u^j n_i - u^i_i u^j n_j \right). (6.17)
\]

As $u$ is compactly supported in $\Omega$, it follows that the second term of the RHS of (6.17) is zero, so we get (6.16). \[\square\]
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