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Abstract—Non-local self similarity (NSS) is a powerful prior of natural images for image denoising. Most of existing denoising methods employ similar patches, which is a patch-level NSS prior. In this paper, we take one step forward by introducing a pixel-level NSS prior, i.e., searching similar pixels across a non-local region. This is motivated by the fact that finding closely similar pixels is more feasible than similar patches in natural images, which can be used to enhance image denoising performance. With the introduced pixel-level NSS prior, we propose an accurate noise level estimation method, and then develop a blind image denoising method based on the lifting Haar transform and Wiener filtering techniques. Experiments on benchmark datasets demonstrate that, the proposed method achieves much better performance than previous non-deep methods, and is still competitive with existing state-of-the-art deep learning based methods on real-world image denoising. The code is publicly available at https://github.com/njusthyk1972/NLH.

Index Terms—Non-local self similarity, pixel-level similarity, image denoising.

I. INTRODUCTION

DIGITAL images are often subject to noise degradation during acquisition in imaging systems, due to the sensor characteristics and complex camera processing pipelines [5], [34], [35]. Removing the noise from the acquired images is an indispensable step for image quality enhancement in low-level vision tasks [18], [28], [49]. In general, image denoising aims to recover a clean image \( y = x + n \), where \( n \) is the corrupted noise. One popular assumption on \( n \) is additive white Gaussian noise (AWGN) with standard deviation (std) \( \sigma \). Recently, increasing attention has been paid to removing realistic noise, which is more complex than AWGN [51]–[53].

From the Bayesian perspective, image priors are of central importance for image denoising [27], [45], [46]. Numerous methods have been developed to exploit image priors for image denoising [17], [47], [56] and other image restoration tasks [39]–[41] over the past decades. These methods can be roughly divided into non-local self-similarity (NSS) based methods [4], [10], [26], sparsity or low-rankness based methods [13], [16], [21], dictionary learning based methods [17], [31], [32], generative learning based methods [36], [42], [63], and discriminative learning based methods [33], [50], [58], etc.

Among the above-mentioned methods, the NSS prior arises from the fact that, in a natural image, a local patch has many non-local similar patches across the image. Here, the similarity is often measured by Euclidean distance. The NSS prior has been successfully utilized by state-of-the-art image denoising methods, such as BM3D [9]–[11], WNNM [21], and N3Net [38], etc. However, most existing NSS-based methods [13], [14], [57] perform identical noise removal on similar but
patches (or pixels) are with nearly zero pixel-wise distances to their corresponding reference patch (or reference row). Comparing (d) and (e), we observe that in row matching, most of the pixel-wise distances by row matching (e) are less than 0.005 (dashed red vertical line). However, in patch matching, much more patches suffer from the pixel-wise distances larger than 0.005 (dashed red vertical line). Comparing (d)-(e) and (b)-(c), we find that both patch and row matching in noisy images (d) and (e) have larger pixel-wise distances than those in corresponding clean images (b) and (c).

In this work, we propose a pixel-level NSS prior for image denoising. The main idea of our work is illustrated in Figure 1. Our motivation is that, since pixel is the smallest component of natural images, by lifting from patch-level to pixel-level, the NSS prior can be utilized to a greater extent. We evaluate this point through an example on the commonly used “House” image (Figure 2 (a)). For each reference patch of size $8 \times 8$ in “House”, we search its 16 most similar patches (including the reference patch itself) in the image by selecting the 16 minimum Euclidean distances which are computed between the reference patch and each patch in a $39 \times 39$ neighborhood. We then compute the average value of these 16 Euclidean distances and further divide this average value by the number of pixels (i.e., 64) to obtain a pixel-wise distance $d$. Here, the pixel-wise distance is defined as the distance apportioned to each pixel in this similar patch group which includes reference patch. We can see from Figures 2 (b) and (d) that the distance maps are all block like by the patch-level self-similarity measurement. In Figure 2 (b), we draw a histogram to show the relationship between the pixel-wise distance $d$ and the number of reference patches with given pixel-wise distance $d$ to their corresponding most similar patches. We observe that, less than $1.8 \times 10^4$ reference patches (the darker bar) closely match their corresponding similar patches. Then, we reshape each image patch in the similar patch group to 16 column vectors by column scanning and then stack them to form a $64 \times 16$ matrix, further implement row matching also by Euclidean distance between a reference row and each of other rows in this matrix, in each row matching, we select 4 most similar rows (including the reference row itself) to form a similar pixel matrix, we average these 4 distances and further divide it by 64 to obtain the pixel-wise distance. We plot the histogram in Figure 2 (c) and one can see that the distance map value of each pixel by this method is different from others. We observe that, over $2.1 \times 10^4$ reference patches contain closely matched pixels. Since Figure 2 (b) is the distance map between image patches, while Figure 2 (c) is the distance map between different rows of pixels. Since each set of similar patches contains 64 groups of similar pixel rows, the number of pixel distance maps are 64 times of the patch distance maps. Therefore, for the same image, the bin size in patch distance map (b) should be larger than that in the pixel distance map (c). We then add AWGN noise ($\sigma = 15$) to Figure 2 (a), compute the pixel-wise distances in patch-level NSS (as (b)) and pixel-level NSS (as (c)), and draw the histograms in Figures 2 (d) and (e), respectively. We observe that, the histogram in Figure 2 (e) is shifted to left with a large margin, when compared to that in Figure 2 (d). All these results demonstrate that, the proposed pixel-level NSS can exploit the capability of NSS prior to a greater extent than previous patch-level NSS.

With the proposed pixel-level NSS prior, we develop an accurate noise level estimation method, and then propose a blind image denoising method based on non-local Haar (NLH) transform and Wiener filtering techniques. Experiments results show that, the proposed NLH method achieves much better performance than previous hand-crafted and non-deep methods, and is still competitive with existing state-of-the-art deep learning based methods on commonly tested real-world datasets. In summary, our contributions are manifold:

- We introduce a pixel-level NSS prior for image denoising, in which we find similar pixels instead of patches.
- With the pixel-level NSS prior, we propose an accurate noise level estimation method. Based on this, we propose a blind pixel-level image denoising method, and extend it for real-world image denoising.
- Extensive experiments on benchmark datasets demonstrate that, the proposed method achieves much better performance than previous non-deep methods, and is still...
competitive with existing state-of-the-art deep learning based methods on real-world image denoising.

The remainder of this paper is organized as follows. In §II, we briefly survey the related work. In §III, we present the proposed blind NLH method for image denoising. Extensive experiments are conducted in §IV to evaluate its noise level estimation performance, and compare it with state-of-the-art image denoising methods on both synthetic and realistic noise removal. Conclusion is given in §V.

II. RELATED WORK

A. Non-Local Self Similarity (NSS)

The NSS image prior is the essence to the success in texture synthesis [15], image denoising [10], super-resolution [19], and inpainting [3]. In the domain of image denoising, the NSS prior is firstly employed by the Non-local Means (NLM) method [4]. NLM estimates each pixel by computing a weighted average of all pixels in the image, where the weights are determined by the similarity between corresponding image patches centered at these pixels. Though this is a pixel-level method, NLM performs denoising based on the patch-level NSS prior. The patch-level NSS prior is later flourished in the BM3D method [10], and also in [54]–[56]. This prior performs denoising on groups of similar patches searched in non-local regions. These methods usually assume that the collected similar patches are fully matched. However, it is challenging to find closely similar patches for all the reference patches in a natural image. For more related work, please refer to [44]. In this work, instead of only searching similar patches, we propose to further search similar pixels and perform pixel-level denoising accordingly.

B. Real-World Image Denoising

Many real-world image denoising methods have been developed in the past decade [35], [54], [55]. The CBM3D method [9] first transforms an input RGB image into the luminance-chrominance space (e.g., YCbCr) and then applies the BM3D method [10] to each channel separately. The method of [29] introduces a “noise level function” to estimate the noise of the input image and then removes the noise accordingly. The methods of [25], [60] perform blind image denoising by estimating the noise level in image patches. The method of [35] employs a multivariate Gaussian to fit the noise in a noisy image and performs denoising accordingly. Neat Image [2] is a commercial software that removes noise according to the noise parameters estimated in a large enough flat region. MCWNNM [55] is a patch-level NSS prior based method, demanding a large number of similar patches for low-rank approximation. GCBD [7] is a blind image denoising method that uses the Generative Adversarial Network [20]. TWSA [54] introduces a weighting scheme into the sparse coding model [56] for real-world image denoising. It requires many similar patches for accurate weight calculation and denoising. Almost all these methods identically remove the noise in similar patches but ignore their internal variance. Besides, since the realistic noise in real-world images is pixel-dependent [11], [35], [37], patch-level NSS operations would generate artifacts when treating all the pixels alike. As such, real-world image denoising remains a very challenging problem [1], [37], [51].

III. PROPOSED BLIND PIXEL-LEVEL DENOISING METHOD

In this section, we present the proposed pixel-level Non-local Haar transform (NLH) based method for blind image denoising. The overall method includes three parts: 1) searching non-local similar pixels (§III-A), 2) noise level estimation (§III-B), and 3) a two-stage framework for image denoising (§III-C). The overall denoising framework is summarized in Figure 3. In the first stage, we employ the lifting Haar transform [12], [43] and bi-hard thresholding for local signal intensity estimation, which is later combined with the global noise level estimation for image denoising using Wiener filtering in the second stage. We then extend the proposed NLH method for real-world image denoising.

A. Searching Non-Local Similar Pixels

Given a gray-scale noisy image $y \in \mathbb{R}^{h \times w}$, we extract its local patches (assume there are totally $N$ patches). We stretch each local patch of size $\sqrt{n} \times \sqrt{n}$ to a vector, denoted by $y_{i,1} \in \mathbb{R}^n$ ($l = 1, \ldots, N$). For each $y_{i,1}$, we search its $m$ most similar patches (including $y_{i,1}$ itself) by Euclidean distance in a large enough window (of size $W \times W$) around it. We stack these vectors column by column (the patch with smaller distance is closer to the reference patch $y_{i,1}$) to form a noisy patch matrix $Y_l = [y_{i,1}, \ldots, y_{i,m}] \in \mathbb{R}^{n \times m}$.

To apply the NSS prior at the pixel-level, we further search similar pixels in $Y_l$ by computing the Euclidean distances among the $n$ rows. Each row of $Y_l$ contains $m$ pixels in the same relative position of different patches. The patch-level NSS prior guarantees that the pixels in the same row are similar to some extent. However, for rare textures and details, some pixels would suffer from large variance due to shape shifts. Processing these pixels identically would generate artifacts. To resolve this problem, we carefully select the pixels that are most similar to each other. Specifically, for the $i$-th row $y_{i}^l \in \mathbb{R}^m$ of $Y_l$, we compute the distance between it and the $j$-th row $y_{j}^l$ ($j = 1, \ldots, n$) as

$$d_{ij} = \|y_{i}^l - y_{j}^l\|_2.$$  

Note that $d_{ij} = 0$ for each row $y_{i}^l$. We then select the $q$ ($q$ is a power of 2) rows, i.e., $[y_{i}^l, \ldots, y_{i}^l]$ ($i_1 = i$, the row with smaller distance is closer to the reference row $y_{i_1}^l$), in $Y_l$ with the smallest distances to $y_{j}^l$, and finally aggregate the similar pixel rows as a matrix $Y_{ij}^l \in \mathbb{R}^{q \times m}$:

$$Y_{ij}^l = \begin{bmatrix} y_{i_1}^{l_1,1} & \cdots & y_{i_1}^{l_1,m} \\ \vdots & \ddots & \vdots \\ y_{i_q}^{l_q,1} & \cdots & y_{i_q}^{l_q,m} \end{bmatrix},$$

where $\{i_1, \ldots, i_q\} \subset \{1, \ldots, n\}$. The noisy pixel matrices $\{Y_{ij}^l\}$ ($i = 1, \ldots, n; l = 1, \ldots, N$) in the whole image are used for noise level estimation, which is described as follows.
B. Noise Level Estimation

Accurate and fast estimation of noise levels is an essential step for efficient image denoising. The introduced pixel-level NSS prior can help achieve this goal. The rationale is that, since the pixels in the selected $q$ rows of $Y_i^{(l)}$ are very similar to each other, the standard deviation (std) of among them can be viewed as the noise level. For simplicity, we assume that the noise follows a Gaussian distribution with std $\sigma_l$. Since the distances between the $i$-th row of $Y_i$ and its most similar $q$ rows are $d_i^{(q)}$, $\ldots$, $d_i^{(q)}$ ($i_1 = i$), $\sigma_l$ can be computed as

$$\sigma_l = \frac{1}{n(q - 1)} \sum_{i=2}^{q} \sum_{i_1=1}^{n} \sqrt{\frac{1}{m}(d_i^{(q)})^2}.$$  

(3)

Initial experiments indicate that the Eqn. (3) performs well for smooth areas, but is problematic for textures and structures. This is because, in these areas, the signal and noise are difficult to distinguish, and thus the noise level would be overestimated. To make our method more robust for noise level estimation, we extend the noise level estimation from a local region to a global one. To do so, we estimate the local noise levels for all the noisy pixel matrices in the image, and simply set the global noise level as

$$\sigma_g = \frac{1}{N} \sum_{l=1}^{N} \sigma_l.$$  

(4)

Discussion: The proposed pixel-based noise level estimation method assumes the noise in the selected $q$ rows follows a Gaussian distribution, which is consistent with the assumptions in [35], [54]. The proposed method is very simple, since it only computes the distances among the most similar pixels extracted from the image. As will be shown in the experimental section (§IV), the proposed noise level estimation method is very accurate, which makes it feasible to develop a blind image denoising method for real-world applications. Now we introduce the proposed two-stage denoising framework below.

C. Two-Stage Denoising Framework

The proposed denoising method consists of two stages. In the first stage, we estimate the local intensities via the non-local Haar (NLH) transform based bi-hard thresholding. With the results from the first stage, we perform blind image denoising by employing Wiener filtering based soft thresholding, in the second stage. Now, we introduce the two stages in details.

Stage 1 (Local Intensity Estimation by Lifting Haar Transform based Bi-Hard Thresholding): We have grouped a set of matrices $Y_i^{(q)} \in \mathbb{R}^{q \times m}$ ($l = 1, \ldots, N$) consisting of similar pixels. For simplicity, we ignore the index $i$ and estimate the global noise level $\sigma_g$. We perform denoising on the matrices consisting of similar pixels in the Haar transformed domain [23]. Here, we utilize the lifting Haar wavelet
transform (LHWT) \cite{12, 43} due to its flexible operation, faster speed, and lightweight memory.

The LHWT matrices we employ here are two orthogonal matrices \( H_I \in \mathbb{R}^{q \times q} \) and \( H_r \in \mathbb{R}^{m \times m} \). We set \( q, m \) as powers of 2 to accommodate the noisy pixel matrices \( \{ Y_l^q \}_{l=1}^N \) with the Haar transform. The LHWT transform of the non-local similar pixel matrix \( Y_l^q \), i.e., the matrix consists of similar pixels to obtain the transformed noisy coefficient matrix \( C_l^q \in \mathbb{R}^{q \times m} \) via

\[
C_l^q = H_l Y_l^q H_r. \tag{5}
\]

Due to limited space, we put the detailed LHWT transforms with specific \( q, m \) in the Appendix.

After LHWT transforms, we restore the \( j \)-th (\( j = 1, \ldots, m \)) element in \( i \)-th row (\( i = 1, \ldots, q \)) of the noisy coefficient matrix \( C_l^q \) via hard thresholding:

\[
\tilde{C}_l^q = C_l^q \odot \mathbb{1}_{\{ |C_l^q| \geq \tau \sigma_l^q \}}, \tag{6}
\]

where \( \odot \) means element-wise production, \( \mathbb{1} \) is the indicator function, and \( \tau \) is the threshold parameter. According to the wavelet theory \cite{43}, the coefficients in the last two rows of \( C_l^q \) (except the 1-st column) are in the high frequency bands of the LHWT transform, which should largely be noise. To remove this noise in \( C_l^q \), we introduce a structurally hard thresholding strategy and completely set to 0 all the coefficients in the high frequency bands of \( C_l^q \):

\[
\tilde{C}_l^q(i, j) = C_l^q(i, j) \odot \mathbb{1}_{\{ j = 1, \ldots, q-2 \text{ or } j = 1 \}}, \tag{7}
\]

where \( \tilde{C}_l^q(i, j) \) and \( C_l^q(i, j) \) are the \( i, j \)-th entry of the coefficient matrices \( \tilde{C}_l^q \) and \( C_l^q \), respectively. We then employ inverse LHWT transforms \cite{12, 43} on \( \tilde{C}_l^q \) to obtain the denoised pixel matrix \( \tilde{Y}_l^q \) via

\[
\tilde{Y}_l^q = H_l \tilde{C}_l^q H_r, \tag{8}
\]

where \( H_l \in \mathbb{R}^{q \times q} \) and \( H_r \in \mathbb{R}^{m \times m} \) are inverse LHWT matrices. Detailed inverse LHWT with specific \( q, m \) are put in the Appendix. Finally, we aggregate all the denoised pixel matrices to form the denoised image. The elements in \( \tilde{Y}_l^q \) can be viewed as local signal intensities, which are used in Stage 2 for precise denoising with the globally estimated noise level \( \sigma_l \). To obtain more accurate estimation of local signal intensities, we perform the above LHWT transform based on hard thresholding for \( K \) iterations. For the \( k \)-th (\( k = 1, \ldots, K \)) iteration, we add the denoised image \( y_{k-1} \) back to the original noisy image \( y_k \) and obtain the noisy image \( y_k \) as

\[
y_k = \lambda y_{k-1} + (1 - \lambda) y. \tag{9}
\]

Stage 2: (Blind Denoising by Iterative Wiener Filtering): The denoised image in the Stage 1 is only a basic estimation of the latent clean image, and it is taken as a reference image for further fine-grained denoising in this stage via Wiener filtering. In order to remove the noise more clearly while preserving the details, we employ the Wiener filtering based on soft thresholding for finer denoising. We use the above estimated local signal intensities and the globally estimated noise level \( \sigma_l \) to perform Wiener filtering on the coefficients obtained by the LHWT transform of the original noisy pixel matrices. To further improve the denoising performance, in all experiments, we conduct the Wiener filtering based on soft thresholding for two iterations. In the first iteration, we perform Wiener filtering on \( C_l^q \) in Eqn. (5) as

\[
\overline{C}_l^q(i, j) = \frac{|\tilde{C}_l^q(i, j)|^2}{|\tilde{C}_l^q(i, j)|^2 + (\sigma_l^q/2)^2} C_l^q(i, j), \tag{10}
\]

and then we perform the second Wiener filtering as

\[
\overline{C}_l^q(i, j) = \frac{|\tilde{C}_l^q(i, j)|^2}{|\tilde{C}_l^q(i, j)|^2 + (\sigma_l^q/2)^2} \overline{C}_l^q(i, j). \tag{11}
\]

Note that both the original noisy image and the roughly denoised image are required in the Stage 2. Just as shown by Eqns. (10) and (11), to perform Wiener filtering, we need the Haar transformed coefficients of both the original noisy image and the roughly denoised image in the Stage 2. To this end, we need simultaneously transform the matrix of similar pixels from the original noisy image, and that of the denoised image obtained in the Stage 1, to implement the Wiener filtering in the Stage 2 of our NLH. Experiments on image denoising demonstrate that, the proposed method with two iterations performs the best, while using more iterations brings little improvement. We then perform inverse LHWT transforms (please see details in the Appendix) on \( \overline{C}_l^q \) to obtain the denoised pixel matrix \( \overline{Y}_l^q \). Finally, we aggregate all the denoised pixel matrices to form the final denoised image.

\[D. Complexity Analysis\]

The proposed NLH contains three parts: 1) In §III-A, the complexity of searching similar patches is \( O(NW^2 n) \), while the complexity of searching similar pixels is \( O(Nn^2 m) \). Since we set \( W > n > m \), the overall complexity is \( O(NW^2 n) \). 2) In §III-B, the complexity for noise level estimation is \( O(N n q) \), which can be ignored. 3) In §III-C, the complexity of the two stages are \( O(K N n m) \) and \( O(N n m) \), respectively. Since we have \( m > K \), the complexity of NLH is \( O(NW^2 n) \).

\[E. Extension to Real-World Image Denoising\]

To accommodate the proposed NLH method with real-world RGB images, we first transform the RGB images into the luminance-chrominance (e.g., YCbCr) space \cite{10}, and then perform similar pixel searching in the Y channel. The similar pixels in the other two channels (i.e., Cb and Cr) are correspondingly grouped. We perform denoising for each channel separately and aggregate the denoised channels back to form the denoised YCbCr image. Finally, we transform it back to the RGB space for visualization.

IV. Experiments and Results

In this section, we first evaluate the developed noise level estimation method on synthetic noisy images. The goal is to validate the effectiveness of our pixel-level non-local self similarity (NSS) prior. We then evaluate the proposed NLH method on both synthetic images corrupted by additive white noise and real-world images with real-world noise.
Gaussian noise (AWGN) and real-world noisy images. Finally, we perform comprehensive ablation studies to gain a deeper insight into the proposed NLH method. More results on visual quality can be found in the Supplementary File.

A. Implementation Details

The proposed NLH method has 7 main parameters: patch size $\sqrt{\pi}$, window size $W$ for searching similar patches, number of similar patches $m$, number of similar pixels $q$, regularization parameter $\lambda$, hard threshold parameter $r$, and iteration number $K$ ($\lambda$, $r$, $K$ only exist in Stage 1). In all experiments, we set $W = 40$, $m = 16$, $q = 4$, $r = 2$, and $\lambda = 0.6$. For synthetic AWGN corrupted image denoising, we set $\sqrt{\pi} = 8$, $K = 4$ for $0 < \sigma \leq 50$, $\sqrt{\pi} = 10$, $K = 5$ for $\sigma > 50$ in both stages. For real-world image denoising, we set $\sqrt{\pi} = 7$, $K = 2$ in both stages.

B. Results on Noise Level Estimation

The proposed pixel-level NSS prior can be used to estimate the noise level of the input noisy image. We compare our method (Eqn. (4)) with leading noise level estimation methods, such as Zoran and Weiss [62], Liu et al. [30], and Chen et al. [6]. The comparison is performed on the 68 images from the commonly tested BSD68 dataset. We generate synthetic noisy images by adding AWGN with $\sigma \in \{5, 15, 25, 35, 50, 75, 100\}$ to the clean images. The comparison results are listed in Table I. The presented noise levels of different methods are averaged on the whole dataset. One can see that, the proposed method can accurately estimate different noise levels for various noisy images. Note that the proposed method only utilizes the introduced pixel-level NSS prior, and the results indeed validate its effectiveness on noise level estimation.

C. Results on Synthetic AWGN Corrupted Images

On 20 gray-scale images (listed in Figure 4) widely used in [10], [21], [56], we compare the proposed NLH method with several competing AWGN denoising methods, such as BM3D [10], LSSC [31], NCSR [14], WNNM [21], TNRD [8], and DnCNN [58]. For BM3D, we employ its extension called BM3D-SAPCA [11], which usually performs better than BM3D on gray-scale images. We employ the Non-Local Means (NLM) [4] as a baseline to validate the effectiveness of the pixel-level NSS prior. The source codes of these methods are downloaded from the corresponding authors’ websites, and we use the default parameter settings. The methods of TNRD and DnCNN are discriminative learning based methods, and we use the models trained originally by their authors. The noisy image is generated by adding AWGN noise with standard deviation (std) $\sigma$ to the corresponding clean image, and in this paper we set $\sigma \in \{15, 25, 35, 50, 75\}$. Note that the noise level $\sigma$ is the same for each image of the whole dataset.

From Table II we can see that, the proposed NLH is comparable with the leading denoising methods on average PSNR (dB) and SSIM [48]. Note that TNRD and DnCNN are trained on clean and synthetic noisy image pairs, while NLH can blindly remove the noise with the introduced pixel-level NSS prior. By comparing the performance of NLM and NLH, one can see that the proposed pixel-level denoising method performs much better than simply averaging the central pixels of similar patches. The visual quality comparisons can be found in Figure 6. We observe that our NLH produces more visual pleasing results than the other methods.

D. Results on Real-World Noisy Images

1) Comparison Methods: We compare the proposed NLH method with CBM3D [9], a commercial software Neat Image (NI) [2], “Noise Clinic” (NC) [25], Cross-Channel (CC) [35], MCWNNM [55], TWSC [54]. CBM3D can directly deal with color images, and the std of input noise is estimated by [6]. For MCWNNM and TWSC, we use [6] to estimate the noise std $\sigma_c (c \in \{r, g, b\})$ for each channel and perform denoising accordingly. We also compare the proposed NLH method with DnCNN+ [58], FFDNet+ [59] and CBDNet [22],

| Noise std $\sigma$ | 5   | 15  | 25  | 35  | 50  | 75  | 100 |
|-------------------|-----|-----|-----|-----|-----|-----|-----|
| Zoran et al. [63] | 4.74| 14.42| -   | -   | 49.23| 74.33| -   |
| Liu et al. [31]   | 5.23| 15.18| 25.13| 34.83| 49.54| 74.36| 98.95|
| Chen et al. [6]    | 8.66| 16.78| 26.26| 36.00| 50.82| 75.75| 101.62|
| Our Method (Eqn. (4)) | 5.91| 15.88| 25.64| 35.50| 50.45| 75.40| 100.97|

Fig. 4. The 20 commonly used gray-scale test images.

TABLE I

Estimated Noise Levels of Different Methods on the BSD68 Dataset Corrupted by AWGN Noise With Std $\sigma$.

"—" indicates that the results cannot be obtained due to the internal errors of the code.
TABLE II
AVERAGE PSNR(dB)/SSIM RESULTS OF DIFFERENT METHODS ON 20 GRAY-SCALE IMAGES CORRUPTED BY AWGN NOISE

| Noise std σ | Metric | 15 | 25 | 35 | 50 | 75 |
|-------------|--------|----|----|----|----|----|
| NLM [4]     | PSNR↑  | 31.20 | 28.64 | 26.82 | 24.80 | 22.43 |
|             | SSIM↑  | 0.8483 | 0.7602 | 0.6762 | 0.5646 | 0.4224 |
| BM3D [11]   | PSNR↑  | 32.42 | 30.02 | 28.48 | 26.85 | 24.74 |
|             | SSIM↑  | 0.8680 | 0.8364 | 0.7969 | 0.7481 | 0.6649 |
| LSSC [32]   | PSNR↑  | 32.27 | 29.84 | 28.26 | 26.64 | 24.77 |
|             | SSIM↑  | 0.8849 | 0.8329 | 0.7908 | 0.7405 | 0.6746 |
| NCSR [14]   | PSNR↑  | 32.19 | 29.76 | 28.17 | 26.55 | 24.66 |
|             | SSIM↑  | 0.8814 | 0.8293 | 0.7855 | 0.7391 | 0.6793 |
| WNMM [22]   | PSNR↑  | 32.43 | 30.05 | 28.51 | 26.92 | 25.15 |
|             | SSIM↑  | 0.8841 | 0.8365 | 0.7958 | 0.7499 | 0.6903 |
| TNRD [8]    | PSNR↑  | 32.48 | 30.07 | 28.53 | 26.95 | 25.10 |
|             | SSIM↑  | 0.8845 | 0.8366 | 0.7957 | 0.7495 | 0.6901 |
| DnCNN [59]  | PSNR↑  | 32.59 | 30.22 | 28.66 | 27.08 | 25.24 |
|             | SSIM↑  | 0.8879 | 0.8415 | 0.8021 | 0.7563 | 0.6931 |
| NLH (Blind) | PSNR↑  | 32.28 | 30.09 | 28.60 | 27.11 | 25.31 |
|             | SSIM↑  | 0.8796 | 0.8355 | 0.7988 | 0.7524 | 0.6932 |

Fig. 5. The 15 cropped real-world noisy images from the CC dataset [35].

Fig. 6. Denoised images and PSNR(dB)/SSIM results of House by different methods (the noise level is σ = 50). “BM3D-S” is an abbreviation of “BM3D-SAPCA” due to limited space.

which are state-of-the-art convolutional neural network (CNN) based image denoising methods. FFDNet+ is a multi-scale extension of FFDNet [59] with a manually selected uniform noise level map. DnCNN+ is based on the color version of DnCNN [58] for blind denoising, but fine-tuned with the results of FFDNet+ [59]. Note that for FFDNet+ and DnCNN+, there is no need to estimate the noise std. For the three CNN based methods, we asked the authors to run the experiments for us. We also run the codes using our machine for speed comparisons.

2) Datasets and Results: We evaluate our NLH on two benchmark datasets on real-world image denoising, i.e., the Cross-Channel (CC) dataset [35] and the Darmstadt Noise Dataset (DND) [37].

The CC dataset [35] includes noisy images of 11 static scenes captured by Canon 5D Mark 3, Nikon D600, and Nikon D800 cameras. The real-world noisy images were collected under a controlled indoor environment. Each scene is shot 500 times using the same camera and settings. The average of the 500 shots is taken as the “ground truth”. The authors
cropped 15 images of size $512 \times 512$ to evaluate different denoising methods, as shown in Figure 5. The comparisons in terms of PSNR and SSIM are listed in Table III and Table IV, respectively. It can be seen that, the proposed NLH method achieves the highest results on most images. Figure 7 shows the denoised images yielded by different methods on a scene captured by a Nikon D800 with ISO $= 1600$. As can be seen, NLH also achieves better visual quality than other methods. The DND dataset [37] includes 50 different scenes captured by Sony A7R, Olympus E-M10, Sony RX100 IV, and Huawei Nexus 6P. Each scene contains a pair of noisy and “ground truth” clean images. The noisy images are collected under higher ISO values with shorter exposure times, while the “ground truth” images are captured under lower ISO values with adjusted longer exposure times. For each scene, the authors cropped 20 bounding boxes of size $512 \times 512$, generating a total of 1000 test crops. The “ground truth” images are not released, but we can evaluate the performance by submitting the denoised images to the https://noise.visinf.tu-darmstadt.de/benchmark/#results_srgbDND’s Website. In Table V, we list the average PSNR (dB) and SSIM [48] results of different methods. Figure 8 shows the visual comparisons on the image “0001_18” captured by a Nexus 6P camera. It can be seen that, the proposed NLH achieves higher PSNR and SSIM results, with better visual quality, than the other methods.

3) Speed: We also compare the speed of all competing methods. All experiments are run under the Matlab 2016a environment on a machine with a quad-core 3.4GHz CPU and 8GB RAM. We also run DnCNN+, FFDNet+, and CBDNet on a Titan XP GPU. In Table V, we also show the average run time (in seconds) of different methods, on the 1000 RGB images of size $512 \times 512$ in [37]. The fastest result is highlighted in bold. It can be seen that, Neat Image only needs an average of 1.2 seconds to process a $512 \times 512$ RGB image. The proposed NLH method needs 5.38 seconds (using parallel computing), which is much faster than the other methods, including the patch-level NSS based methods such as MCWNNM and TWSC, the CNN based methods DnCNN+, FFDNet+, and CBDNet. The majority of time in the proposed NLH method is spent on searching similar patches, which takes an average of 2.8 seconds. Further searching similar pixels only takes an average of 0.3 seconds. This demonstrates that, the introduced pixel-level NSS prior adds only a small amount of calculation, when compared to its patch-level counterpart.
4) Discussion: Our NLH achieves slightly improved results for gray-scale noisy image corrupted by AWGN noise, but is dramatically better on real-world noisy images when compared to the other methods [10], including the deep learning based methods [22], [58]. One the authors provide some kind of intuition on why the method our proposed non-local similar pixel searching scheme is feasible to transform the realistic noise, which is not Gaussian distributed [18], [37], [54] to the quasi-Gaussian noise. To validate this point, we perform patch matching (block matching) followed by pixel matching (row matching) in a real-world noisy image from the CC dataset [35]. This process is illustrated in Figure 9. We add
Fig. 9. Illustration of the extraction of non-local similar pixels in noisy images corrupted by synthetic Gaussian noise (a) and signal-dependent realistic noise (c). The histograms (b) and (d) of the noise in non-local similar pixels in (a) and (c), respectively, is close to Gaussian distributions, demonstrating that our NLH indeed transforms the signal-dependent realistic noise in image patches into quasi-Gaussian noise in non-local similar pixels.

\[ \sigma = 5 \] Gaussian noise to the mean image (clean image) in CC dataset, then implement block matching and row matching to obtain a similar pixels group which can be seen in Figure 9(a), and we give the red channel noise histogram of the similar pixels group in Figure 9 (b). On the other hand, we directly implement block matching and row patching on the real world image in Figure 9 (c) and give its red channel noise histogram of similar pixels group in Figure 9 (d). Because the
signal-dependent noise color is mainly red, so comparing red channel histogram is much objective. We can see in two histograms that the noise value in two similar groups are almost equal, this is the reason of adding $\sigma = 5$ Gaussian noise. We observe that the realistic noise in Figure 9 (c), which is usually not Gaussian distributed in images patches, is signal-dependent and can hardly be separated from the image patches. However, our proposed NLH is able to transform the signal dependent realistic noise to quasi-Gaussian noise. This ability of transforming realistic noise to quasi-Gaussian one makes our NLH very effective for realistic noise removal over previous image denoising methods, which are original designed for Gaussian noise removal or trained on the realistic noise different with the test ones. This is the key reason that why our NLH achieves dramatically better denoising performance on real-world noisy images, but similar performance on Gaussian real images, when compared to deep learning based approaches like DnCNN [58].

E. Validation of the Proposed NLH Method

We conduct more detailed examinations of our NLH to assess 1) the accuracy of pixel-level NSS vs. patch-level NSS; 2) the contribution of the proposed pixel-level NSS prior for NLH on real-world image denoising; 3) the necessity of the two-stage framework; and 4) the individual influence of the 7 major parameters on NLH; 5) is the necessary noise estimation method or the proposed denoising algorithm contributes to the improvement of PSNR? 6) How the order of columns (or rows) influences our NLH on image denoising?

1) Is Pixel-Level NSS More Accurate Than Patch-Level NSS?: To answer this question, we compute the average pixel-wise distances (APDs, the distance apportioned to each pixel) of non-local similar pixels and patches on the CC dataset [35]. From Table VI, we can see that, on 15 mean images and 15 noisy images (normalized into $[0, 1]$, the APDs of pixel-level NSS are smaller than those of patch-level NSS. In other words, pixel-level NSS is more accurate than the patch-level NSS on similarity measurements.

2) Does Pixel-Level NSS Prior Contribute to Image Denoising?: Here, we study the contribution of the proposed pixel-level NSS prior. To this end, we remove the searching of pixel-level NSS in NLH. Thus we have a baseline: w/o Pixel NSS. From Table VII, we observe a clear drop in PSNR (dB) and SSIM results over two datasets, which implies the effectiveness of the proposed pixel-level NSS prior.

3) Is Stage 2 Necessary?: We also study the effect of the Stage 2 in NLH. To do so, we remove the Stage 2 from NLH, and have a baseline: w/o Stage 2. From Table VII, we can see a huge performance drop on two datasets. This shows that, the Stage 2 complements the Stage 1 with soft Wiener filtering, and is essential to the proposed NLH.

4) How Each Parameter Influences NLH’s Denoising Performance?: The proposed NLH mainly has 7 parameters (please see §IV-A for details). We change one parameter at a time to assess its individual influence on NLH. Table VIII lists the average PSNR results of NLH with different parameter values on CC dataset [35]. It can be seen that: 1) The variations of PSNR results are from 0.02dB (for iteration number $K$) to 0.16dB (for number of similar patches $m$), when changing individual parameters; 2) The performance on PSNR increases with increasing patch size $\sqrt{n}$, window size $W$, or iteration number $K$. For performance-speed tradeoff, we set $\sqrt{n}=7$, $W=40$, and $K=2$ in NLH for efficient image denoising; 3) The number of similar pixels $q$ is novel in NLH. To our surprise, even with $q=2$ similar pixels, NLH still performs very well, only drop 0.01dB on PSNR compared to case with $q=4$. However, with $q=8$, 16, the performance of NLH decreases gradually. The reason is that, searching more (e.g., 16) pixels in $7 \times 7$ patches may decrease the accuracy of pixel-level NSS, hence degrade the performance of NLH. Similar trends can be observed by changing the number of similar patches, i.e., the value of $m$. In summary, all the parametric analyses demonstrate that, NLH is very robust on real-world image denoising, as long as the 7 parameters are set in reasonable ranges.
5) Is the Proposed Noise Estimation Method or the Proposed Denoising Algorithm Contributes to the Improvement of the PSNR?: To answer this question, we performed essential real-world image denoising experiments on the CC [35] dataset for the comparison methods such as CBM3D [9], MCWNNM [55], and TWSC [54], using our proposed noise estimation method (Eqn. (4)). The PSNR and SSIM [48] results of these methods on the CC dataset are provided in Tables IX. We observe that, by using our proposed noise estimator, all these methods are improved with better denoising results on the CC dataset. However, even with the improvements, these methods still have a performance gap when compared with our NLH. This shows that accurate noise estimation is helpful, but not the most important component for state-of-the-art performance on image denoising. These results also demonstrate that the improvements of the denoising results by our NLH is not mainly from the proposed noise estimator, but is from the NLH denoising method itself.

6) How the order of columns (or rows) influences our NLH on image denoising? To study this problem, we proposed two variants of the original NLH. The first variant is named “Switch Columns”: for each similar patch matrix, we switch the reference patch (the first column) with its least similar column (the last column), while keeping the order of rows fixed. The second variant is named “Switch Rows”: for each similar pixel matrix, we switch the reference row in the first row with the least similar row in the last row, while keeping the order of columns fixed. As show in Table X, on the the CC dataset [35], the variant of “Switch Rows” achieves close PSNR and SSIM [48] results with those of the original NLH. However, the variant of “Switch Column” suffers from significant performance drop when compared to the original NLH. The key lies on the number of similar columns (or rows) in each similar patch (or pixel) matrix. On one hand, the number of similar rows in our NLH is small (4 in stage one and 8 in stage two). Thus in most cases the rows of pixels could be very similar to each other, and switching the rows does not influence little on the final results. On the other, the number of similar patches is relatively large (16 in stage one and 64 in stage two) to exploit the non-local self similar property of natural images. Therefore, it is likely that some patches are not that similar to the reference one. Then, if we switch the reference patch in the first column with the least similar patch in the last column, the denoising results degrade significantly.

V. CONCLUSION

How to utilize the non-local self similarity (NSS) prior for image denoising is an open problem. In this paper, we attempted to utilize the NSS prior to a greater extent by lifting the patch-level NSS prior to the pixel-level NSS prior. With the pixel-level NSS prior, we developed an accurate noise level estimation method, based on which we proposed a blind image denoising method. We estimated the local signal intensities via non-local Haar (NLH) transform based bi-hard thresholding, and performed denoising accordingly by Wiener filtering based soft thresholding. Experiments on benchmark datasets demonstrated that, the proposed NLH method significantly outperforms previous hand-crafted and non-deep methods, and is still competitive with existing state-of-the-art deep learning based methods on real-world image denoising task. We will simplify the pipeline of our NLH in the future work.

APPENDIX
DETAILED HORIZONTAL/VERTICAL LHWT TRANSFORMS AND THEIR INVERSE TRANSFORMS

The Haar transform in our NLH is used differently from the traditional Haar transform on images. The reasons are: 1) in our NLH the matrices of similar pixels for Haar transform are not square ones, while traditional Haar transform needs square images; 2) these matrices of similar pixels are relatively small. Therefore, traditional orthogonal Haar transform used on image-level transform is not suitable for the small matrix-level scenarios in the proposed NLH. We employ an alternative lifting Haar transform, which is adaptive to our NLH. For each row \( y_i \) in the noisy patch matrix \( Y = [y_{i,1}, \ldots, y_{i,m}] \in \mathbb{R}^{n \times m} \), we select the q (q ≥ 2) rows, i.e., \( \{y_{i,1}^q, \ldots, y_{i,m}^q\} \) (i = l), in \( Y \) with the smallest Euclidean distances to \( y_{i,l} \), and stack the similar pixel rows as a matrix \( Y_{i}^{q,l} = [y_{i,1}^{q,l}, \ldots, y_{i,m}^{q,l}]^\top \in \mathbb{R}^{q \times m} \).\( Y_{i}^{q,l} \) can also be written column by column as \( Y_j^q = [y_{1,j}^q, \ldots, y_{m,j}^q] \in \mathbb{R}^{n \times m} \), where \( y_{i,j}^q \) contains selected q rows in \( y_{i,j} \) (j = 1, ..., m). For simplicity, we ignore the indices i, l, and have \( Y^q = [y_{1,j}^{q,l}, \ldots, y_{q,j}^{q,l}] \in \mathbb{R}^{q \times m} \). \( Y_j^q \) is written as \( Y_q \), and \( y_{i,j} \) is written as \( y_j \) (j = 1, ..., m). Hence, \( Y_q \) can be written column by column as \( Y_q = [y_{1,j}^q, \ldots, y_{m,j}^q] \in \mathbb{R}^{n \times m} \), where \( y_{i,j} \) contains selected q rows in \( y_{i,j} \) (j = 1, ..., m).

The proposed NLH contains horizontal and vertical LHWT transforms. For both stages, we set q = 4, m = 16 in all experiments. We first perform a horizontal LHWT transform (i.e., \( C^4 = Y^4 H_r \) as described in Eqn. (5) in the main paper):

\[
c^4_l = \frac{1}{\sqrt{16}} \sum_{j=1}^{8} y_{j}^4 + (-1)^{l-1} \sum_{j=9}^{16} y_{j}^4, \quad \text{when } t = 1, 2;
\]
\[
c^4_l = \frac{1}{\sqrt{8}} (\sum_{j=8(t-3)+1}^{8(t-3)+4} y_{j}^4 - \sum_{j=8(t-3)+5}^{8(t-2)} y_{j}^4), \quad \text{when } t = 3, 4;
\]
\[ c_t^i = \frac{1}{\sqrt{4}} \left( \sum_{j=4(t-5)+1}^{4(t-5)+4} y_j^i - \sum_{j=4(t-5)+3}^{4(t-5)+4} y_j^i \right), \quad \text{when } t = 5, \ldots, 8; \]
\[ c_t^i = \frac{1}{\sqrt{2}} (y_{2(t-9)+1}^i - y_{2(t-9)+2}^i), \quad \text{when } t = 9, \ldots, 16. \]  
\hspace{1cm} (12)

We stack the coefficient vectors together and form \( C^4 = [e_1^4, \ldots, e_{16}^4] \in \mathbb{R}^{4 \times 16} \). Assume that \( e^i \in \mathbb{R}^{16} \) is the \( i \)-th row of \( C^4 \), i.e., \( C^4 = [e_1^T, \ldots, e_{16}^T] \in \mathbb{R}^{4 \times 16} \), we then perform vertical LHWT transform (i.e., \( \tilde{C}^4 = H_c C^4 \) as described in Eqn. (5) in the main paper):
\[
\tilde{c}_1^i = \frac{1}{\sqrt{4}} \sum_{i=1}^{4} c_1^i, \quad \tilde{c}_2^i = \frac{1}{\sqrt{4}} \left( \sum_{i=1}^{2} c_1^i - \sum_{i=3}^{4} c_1^i \right),
\]
\[
\tilde{c}_3^i = \frac{1}{\sqrt{2}} (c_1^i - c_2^i), \quad \tilde{c}_4^i = \frac{1}{\sqrt{2}} (c_3^i - c_4^i). \]  
\hspace{1cm} (13)

Then we perform a trivial hard thresholding operation:
\[
\hat{C}^4 = \tilde{C}^4 \odot \mathbb{I}_{\{\|c^4_i\| \leq 2 \sigma_2^i\}}, \]  
\hspace{1cm} (14)
where \( \odot \) means element-wise production, \( \mathbb{I} \) is the indicator function, and \( r \) is the threshold parameter. We also perform a structurally hard thresholding and completely set to 0 all the coefficients in the high frequency bands of \( \hat{C}^4 \):
\[
\hat{C}^4(i, j) = \hat{C}^4(i, j) \odot \mathbb{I}_{\{i \neq 1, 2 \text{ or } j = 1\}}, \]  
\hspace{1cm} (15)
where \( \hat{C}^4(i, j) \) is the \( i, j \)-th entry of the coefficient matrices \( \hat{C}^4 \), respectively.

After the two hard thresholding steps, we perform inverse vertical and horizontal LHWT transforms. For simplicity, we still use the definitions in Eqn. (13). We first perform an inverse vertical LHWT transform (i.e., \( \tilde{C}^4 = H_{iv} \tilde{C}^4 \) as described in Eqn. (8)):
\[
\tilde{c}_1^i = \frac{1}{\sqrt{4}} (\tilde{c}_1^i + \tilde{c}_2^i) + \frac{1}{\sqrt{2}} \tilde{c}_3^i,
\]
\[
\tilde{c}_2^i = \frac{1}{\sqrt{4}} (\tilde{c}_1^i + \tilde{c}_2^i) - \frac{1}{\sqrt{2}} \tilde{c}_3^i,
\]
\[
\tilde{c}_3^i = \frac{1}{\sqrt{4}} (\tilde{c}_1^i - \tilde{c}_2^i) + \frac{1}{\sqrt{2}} \tilde{c}_4^i,
\]
\[
\tilde{c}_4^i = \frac{1}{\sqrt{4}} (\tilde{c}_1^i - \tilde{c}_2^i) - \frac{1}{\sqrt{2}} \tilde{c}_4^i. \]  
\hspace{1cm} (16)

We stack the rows of coefficients \( \tilde{c}_i^i (i = 1, 2, 3, 4) \) together and form a matrix \( \tilde{C}^4 = [\tilde{c}_1^T, \ldots, \tilde{c}_4^T] \in \mathbb{R}^{4 \times 16} \). Assume that \( \tilde{c}_i^j \in \mathbb{R}^4 \) is the \( j \)-th column of \( \tilde{C}^4 \), i.e., \( \tilde{C}^4 = [\tilde{c}_1^j, \ldots, \tilde{c}_4^j] \in \mathbb{R}^{4 \times 16} \), we then perform an inverse horizontal LHWT transform (i.e., \( \hat{Y}^4 = \tilde{C}^4 H_{ir} \) as described in Eqn. (8)):
\[
\hat{Y}_1^4 = \frac{1}{\sqrt{16}} (\hat{Y}_1^4 + \hat{Y}_2^4) + \frac{1}{\sqrt{8}} \hat{Y}_3^4 + \frac{1}{\sqrt{4}} \hat{Y}_5^4 + \frac{1}{2} \hat{Y}_6^4,
\]
\[
\hat{Y}_2^4 = \frac{1}{\sqrt{16}} (\hat{Y}_1^4 + \hat{Y}_2^4) + \frac{1}{\sqrt{8}} \hat{Y}_3^4 + \frac{1}{\sqrt{2}} \hat{Y}_9^4,
\]
\[
\hat{Y}_3^4 = \frac{1}{\sqrt{16}} (\hat{Y}_1^4 + \hat{Y}_2^4) + \frac{1}{\sqrt{8}} \hat{Y}_3^4 + \frac{1}{\sqrt{2}} \hat{Y}_9^4,
\]
\[
\hat{Y}_4^4 = \frac{1}{\sqrt{16}} (\hat{Y}_1^4 + \hat{Y}_2^4) + \frac{1}{\sqrt{8}} \hat{Y}_3^4 - \frac{1}{\sqrt{4}} \hat{Y}_5^4 - \frac{1}{\sqrt{2}} \hat{Y}_6^4. \]  
\hspace{1cm} (17)

We stack \( [\hat{Y}^4_{1,16}] \) together and form the denoised pixel matrix \( \hat{Y}^4 = [\hat{Y}^4_1, \ldots, \hat{Y}^4_{16}] \in \mathbb{R}^{4 \times 16} \) in the first stage. We then aggregate all the denoised pixel matrices to form the denoised image. In the first stage, we perform the LHWT and inverse LHWT transforms for \( K \) iterations. Note that we employ standard LHWT transforms without any modification.
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