Direct detection of spin polarization in photoinduced charge transfer through a chiral bridge†
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It is well assessed that the charge transport through a chiral potential barrier can result in spin-polarized charges. The possibility of driving this process through visible photons holds tremendous potential for several aspects of quantum information science, e.g., the optical control and readout of qubits. In this context, the direct observation of this phenomenon via spin-sensitive spectroscopies is of utmost importance to establish future guidelines to control photo-driven spin selectivity in chiral structures. Here, we provide direct proof that time-resolved electron paramagnetic resonance (EPR) can be used to detect long-lived spin polarization generated by photoinduced charge transfer through a chiral bridge. We propose a system comprising CdSe quantum dots (QDs), as a donor, and C60, as an acceptor, covalently linked through a saturated oligopeptide helical bridge (γ) with a rigid structure of ~10 Å. Time-resolved EPR spectroscopy shows that the charge transfer in our system results in a C60 radical anion, whose spin polarization maximum is observed at longer times with respect to that of the photogenerated C60 triplet state. Notably, the theoretical modelling of the EPR spectra reveals that the observed features may be compatible with chirality-induced spin selectivity, but the electronic features of the QD do not allow the unambiguous identification of the CISS effect. Nevertheless, we identify which parameters need optimization for unambiguous detection and quantification of the phenomenon. This work lays the basis for the optical generation and direct manipulation of spin polarization induced by chirality.

Introduction

The second quantum revolution is unfolding now, exploiting the enormous advancements in our ability to detect and coherently manipulate single quantum objects.1 In this context, the possibility of controlling the electron spin of molecular qubits3–4 – or reading out the information encoded in their spin states – through the use of visible photons represents an attractive approach toward the realization of smaller, faster, and more energy-efficient Quantum Information (QI) and spintronic technologies.5–7 An emerging possibility to address this challenge is the use of chirality.8–10 Chiral structures have recently received significant attention thanks to their spin filtering behaviour in the phenomenon described as Chirality-Induced Spin Selectivity (CISS).11,12 This mechanism has been adopted to interpret a wide range of experimental results in which chiral
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systems impart significant spin selectivity in electron transport through chiral molecules, oligomers, and polymers.\(^8\)–\(^12\) Notably, the spin selectivity of the CISS effect is exceptionally high, even at room temperature.\(^16\)–\(^37\) In contrast to alternative methods previously used to achieve spin-to-light (or vice versa) interconversion, the CISS effect – which operates at the molecular scale – has the potential to reach the sensitivity for the readout of individual spins.\(^18\) The latter appears even more interesting considering that the molecular flexibility achievable through chemical tunability allows controlling key features like the qubit–qubit interactions, crucial for implementing quantum gates.\(^19\)

Despite the recent experimental and theoretical efforts to rationalize the origin and potentialities of the CISS effect, the phenomenon is not fully understood yet. Most scientific results come from experiments performed on hybrid materials comprising chiral molecules supported on metallic substrates.\(^8\)–\(^11\),\(^12\) Conversely, the implementation of the CISS effect in molecular charge transfer (CT) through the use of light has tentatively been tested only recently \(via\) indirect methods, \(e.g.\) probing competitive nonradiative and radiative relaxation processes as a function of an external magnetic field, light polarization, and molecular or helical handedness.\(^5\) The challenge of directly detecting at the molecular level the non-Boltzmann spin populations that arise from photoinduced CISS originates from the lack of suitable donor–chiral bridge–acceptor (D–\(\chi\)–A) systems. The latter must simultaneously show good photoinduced CT efficiencies and an efficient spin-filtering effect through the chiral bridge.\(^20\) In this regard, semiconductor quantum dots (QD) have demonstrated to be robust platforms for investigating the CISS effect.\(^21\)–\(^23\) In addition, systems comprising QD as a donor and an organic molecule as an acceptor have recently been demonstrated to transfer long-lived spin polarization from the photoexcited QD to the organic molecule.\(^24\) The resulting non-Boltzmann spin populations can be investigated in detail through the use of time-resolved electron paramagnetic resonance (trEPR) spectroscopy.\(^24\)–\(^27\) The development of a sound theoretical framework to rationalize the trEPR spectra of these systems is mandatory for investigating spin selectivity in the CT process through an effective chiral potential. A deeper understanding of spin selectivity would dramatically advance our capabilities to control and harness CISS at a fundamental scale.\(^16\)

Here, we directly probe the spin-polarized CT process through a chiral bridge \(via\) time-resolved EPR (trEPR) spectroscopy in a model system comprising CdSe QD–chiral bridge–fullerene (hereafter QD–\(\chi\)–C\(_{60}\)). The studied chiral system is favourable for several reasons: (i) QDs are an effective reservoir of electrons that can be donated \(via\) CT towards C\(_{60}\),\(^25\)–\(^27\) (ii) C\(_{60}\) is a good electron acceptor,\(^26\)\(^,\)\(^28\) and (iii) the used chiral bridge is a two-unit polypeptide belonging to the most investigated class of chiral linkers in CISS-based spintronic devices.\(^5\)–\(^10\),\(^12\)–\(^29\) The QD–\(\chi\)–C\(_{60}\) system is synthesized \(via\) a ligand exchange approach and characterized through optical spectroscopies and X-ray photoemission spectroscopy (XPS), the latter allowing a quantitative analysis that confirms the chemisorption of the C\(_{60}\) chiral derivative. trEPR spectroscopy shows that the photoinduced CT from the QD to the fullerene generates a spin-polarized state assigned to the fullerene radical anion. Detailed modelling of the EPR features indicates that they are compatible with the presence of CISS, albeit the unambiguous detection of CISS is hampered by the equilibration of spin population on the photoexcited QD. Though not yet conclusive, our investigation represents the first attempt to probe the spin selectivity of the CISS effect by directly detecting the spin populations of the CT state generated following the photoinduced electron transfer through chiral bridges. This provides a fundamental step to formulate clear and handy guidelines for designing future materials based on CISS and ultimately championing the burgeoning field of QI science.

### Results and discussion

#### Chiral system engineering and synthesis

The QD–\(\chi\)–C\(_{60}\) system investigated in this paper is shown in Fig. 1a. We engineered our system to optimize the CT process, which is the main focus of our analysis. CdSe QDs represent a sound model system thanks to their tailorable light absorption (through their size) and excellent electron-donating properties.\(^28\) Prior studies, based on different experimental methods, \(e.g.\) photoelectron spectroscopy in air (PESA) and theoretical calculations, have shown that the approximate valence and conduction band energies of CdSe QDs with a diameter of 5 nm are \(-3.1\) and \(-5.4\) eV, respectively.\(^31\) However, it should be noted that different techniques give different band energies, which are also strongly affected by the environment and the ligand nature. Thus, we represent these states as a distribution. The C\(_{60}\) molecule is one of the best performing electron acceptors,\(^32\) whose frontier energy levels, also distributed in energy, are approximately found at \(-4.0\) and \(-6.2\) eV.\(^33\) The diagram in Fig. 1b also reports approximate energetics and a possible path for the CT in our system. Specifically, after the photoexcitation of the QD, an electron transfer to the C\(_{60}\) can occur due to the favourable energy levels alignment. If C\(_{60}\) is photoexcited, a hole transfer will occur, resulting in the same final CT state (hole in the QD and electron in the C\(_{60}\)).

The selected linker, reported in Fig. 1a, is composed of two units comprising \(\alpha\)-Alanine and the pseudo amino acid (4S,5R)-4-methyl-5-carboxyl-oxazolidin-2-one (D-Oxd). The grafting thiolate group is on the N termination of the peptide chain, while NH\(_2\)-(CH\(_2\))\(_{2}\)-fulleropyrrolidine is bound to the C-termination of the polypeptide to give SH-(CH\(_2\))\(_{2}\)-(CO)\(_{2}\)-(\(\alpha\)-Ala-D-Oxd)\(_3\)-NH-(CH\(_2\))\(_{2}\)-fulleropyrrolidine, 1. This choice aims to find an acceptable compromise between CT efficiency and effective chiral potential for the CT process. CISS can still be observed in a system where CT occurs in all directions, as suggested by our previous work,\(^18\) though it is independent of the chosen enantiomer. Thus, we focused our analysis only on one of the two possible ligand enantiomers. Since the X-ray structure of the C\(_{60}\) functionalized foldamer 1 is not accessible, to clarify the geometrical conformation of the chiral bridge after C\(_{60}\) grafting, we performed density functional theory (DFT) geometry optimization of the isolated structure of 1 (see Computational Details in ESI†). In Fig. 1c, the final optimized structure is
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Fig. 1 Engineering of the D–χ–A system: system representation, energy levels, and DFT calculations of QD–χ–C60. (a) Schematic representation of the CdSe QD–χ–C60 system. The QD acts as an electron donor and C60 as an electron acceptor. The chiral bridge is characterized by a two-units peptidic chain, which offers an effective chiral potential through which the CT process occurs. (b) Energy level diagram of CdSe QD and C60. The dotted arrows represent the CT process after light absorption by the CdSe QD. Conversely, a hole transfer process can occur if the C60 absorbs the light. Both processes generate a hole localized on the CdSe QDs and a radical anion localized on the C60. (c) DFT calculations of the ligand 1. The calculations highlight the presence of a rigid structure with a distance from the 5 atom to the C60 of about 10 Å.

reported. Minor deviations from the available X-ray structure of the S-protected oligopeptide lacking the fullerene unit [Tri-S-(CH2)2–(CO)–(t-Ala–Oxd)2–OBn]2+ have been computed (see Fig. S1†). The small root mean square deviation (RMSD) of 0.516 Å between the optimized structure of the oligopeptide moiety in 1 and the crystal structure of the free oligopeptide suggests that the geometry of the pristine chiral bridge is preserved even after the bonding to the fulleropyrrolidine. This can be rationalized considering that the chiral bridge is relatively rigid despite its shortness and the absence of intermolecular interactions in the crystal.

For this reason, we can conclude that the intramolecular hydrogen bonds between the two peptide units of the linker are enough to stabilize the structure of 1 and that the structure of 1 is reasonably preserved also upon grafting on the QD. In addition, the insertion process of individual 1 ligands into a dense layer of capping molecules should prevent the folding of C60 on the QD.35–37 This is further corroborated by the observation of a tREPR signal (vide infra), suggesting slow charge recombination and, therefore, a significant distance between the QD and C60.24

After thoughtfully selecting the chiral linker, we turn to the synthesis and experimental characterization of the proposed QD–χ–C60 system. CdSe QDs were prepared via the hot injection method reported by Dai et al. with minor modifications.29 The average diameter of the QDs is ~5 nm, as shown by TEM analysis. Further details on the synthesis and morphological characterization are reported in ESI†.

The fullerene-functionalized polypeptide 1 was prepared through liquid phase synthesis. The D-Oxd-OBn group was prepared from threonine and coupled with Boc–L-Ala.39 Fullerene–C60 was derivatized according to the Prato reaction to afford N-2-aminoethyl-fulleropyrrolidine.40 Then, Boc–[t-Ala–Oxd]2–OBn was derivatized by replacing the OBn protecting group with the previously obtained N-2-aminoethyl-fulleropyrrolidine and the N-Boc protecting group with 3-(tri-tlythio)propanoic acid by standard coupling reactions. Finally, the S-protecting trityl group was removed,40 and compound 1 was obtained. For further details, see ESI†.

The ligand-exchange reaction of the as-synthesized CdSe QDs capped with triethylphosphine oxide (TOPO) was favoured by the strong affinity of thiols to the CdSe surface, according to HSAB theory for an X-type ligand.42 We performed ligand exchange by adding an excess of 1 (10 times higher than the estimated quantity for maximum coverage of the QD surface) to a solution of QDs in chloroform and keeping the mixture overnight under mechanical stirring. After the exchange reaction, the newly-formed QDs (QD–χ–C60 system) precipitate, as the presence of C60 in the ligand drastically reduces their colloidal stability. The change in solubility is the first evidence of the successful exchange of the native ligands with 1. The QD–χ–C60 system was subsequently re-dispersed in a solution of 1,2,4-trichlorobenzene and purified (details in ESI†).

For comparative studies, two other molecular systems were synthesized: (i) SH–(CH2)2–(CO)–[t-Ala–Oxd]2–Val–OMe (2) to obtain a similar functionalization of the QDs without the C60 acceptor; (ii) fulleropyrrolidine–(CH2)2–NH–COOBu lacking the thiol grafting group (3). For the molecular structures, see Schemes S1 and S2† in the ESI.

To confirm the success of the ligand-exchange reaction, we started by carrying out optical measurements. In particular, we used UV-vis absorption, steady-state PL, and transient PL to investigate the photophysics of our model system as an initial platform on which to build the study of the spin dynamics mediated by light. In Fig. 2a, we compare the UV-vis and PL spectra of the pristine CdSe QDs and the CdSe QD–χ–C60 system. The UV-vis absorption spectrum of the CdSe QD–χ–C60 system can be rationalized as the sum of two main contributions. The first originates from the CdSe QDs and shows a clear excitonic peak at around 600 nm, in analogy with the pristine
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The text discusses the synthesis and characterization of a chiral peptidic linker, its derivatization with fullerene, and the successful ligand exchange reaction on CdSe quantum dots (QDs). The authors detail the synthetic routes, including liquid phase synthesis and coupling reactions, and report on the structural characterizations using techniques such as X-ray crystallography and time-resolved electron paramagnetic resonance (tREPR). The ligand-exchange reaction is described, along with the optical properties of the resulting QD–χ–C60 system, which are compared to the pristine QDs. The authors conclude with the successful rationalization of the observed spectral changes using a simplified model system.
CdSe QDs. The second is a broad absorption tail extending up to 700 nm typical of C60 derivatives and strongly resembles the UV-vis absorption spectrum of the free 1 ligand shown in Fig. S16. The PL spectra provide a first fingerprint of the success of the ligand exchange reaction. Specifically, the inset of Fig. 2a shows that the PL intensity is strongly quenched in the CdSe QD–C60 system compared to the pristine CdSe QDs. This quenching is mainly ascribed to the thiol-mediated hole trapping process becoming dominant over radiative recombination. A comparable PL quenching was obtained for CdSe QDs functionalized with 2, where the C60 molecule is absent, thus confirming the predominant role of thiols in the PL quenching mechanism (see Fig. S17†).

We further probed the role of 1 ligand on the QD exciton decay by performing time-resolved photoluminescence (trPL) decay measurements on the QDs before and after the ligand exchange. The luminescence decay curves recorded at the emission maximum (Fig. 2b) show a multieponential decay that we modelled using triexponential decay kinetics, as shown in eqn (1):

$$\text{PL}(t) = a_1 \exp\left(-\frac{t}{\tau_1}\right) + a_2 \exp\left(-\frac{t}{\tau_2}\right) + a_3 \exp\left(-\frac{t}{\tau_3}\right)$$

The fitting results are reported in Table S1† in the ESI.† The explanation for the origin of the multieponential PL decay has been thoroughly discussed in the literature. The main reason is the presence of QD surface defects that give rise to trap states within the bandgap and affect the emission dynamics. As a result, the photogenerated hole–electron pair exciton can follow different decay paths. The most direct one consists of a rapid relaxation of the hole and the electron to the bottom of the valence and conduction bands, respectively, followed by the radiative relaxation to the ground state. This process contributes to the fastest lifetime decay. However, the hole (or the electron) can be localized in shallow trap states. These trapped charges can either repopulate the valence (or conduction) band or thermalize into deeper trap states. The former case contributes to the longer PL lifetimes, while the latter contributes to nonradiative mechanisms. The combination of all these processes and differences between the individual QDs give rise to multieponential emission dynamics that occur over a nanosecond time scale, in agreement with literature values for similar systems. In addition, the possibility of charge transfer from the CdSe QD to the C60 fullerene in the QD–C60 system can also occur, as reported in the next section. To compare the PL lifetimes of the QDs before and after the ligand exchange, we calculated their average PL lifetime $\tau$ using eqn (2):

$$\tau = \frac{\sum a_i \tau_i^2}{\sum a_i \tau_i}$$

The results are $\tau = 29.0 \pm 0.5$ ns to $2.6 \pm 0.5$ ns for the pristine CdSe QDs and the CdSe QD–C60 system, respectively. As expected from steady-state PL, the significant decrease in the PL lifetimes after ligand exchange confirms the fast nonradiative decay process induced by the thiol capping molecules, thereby confirming the success of the exchange interaction.

We gathered further information on the surface of the functionalized QDs with XPS experiments. We analysed the C 1s and S 2p/Se 3p regions of the pristine CdSe QD and the QD–C60 system since they are the most relevant regions to investigate the chemical functionalization of the CdSe QDs. The analysis of Se 3d and Cd 3d regions is reported in ESI (Fig. S19–S23†), together with the C 1s and S 2p XPS of the bulk phase of the individual building blocks (1, 2, and C60). The spectra of the C 1s region are reported in Fig. 3c and S19† in the spectrum of pristine CdSe QDs, the main component at 284.3 eV is attributed to aliphatic carbon atoms of the TOPO ligand, plus a minor component at 285.8 eV attributable to adventitious carbon. Conversely, the C 1s region acquired on the QD–C60 system features the components of both 1 and TOPO ligands (reported in Fig. S19†), thereby demonstrating the coexistence of both ligands on the surface of CdSe QDs after the exchange reaction. However, the components belonging to TOPO decrease after the ligand exchange. Further confirmation of the presence of both ligands on the QDs surface is given by the P 2p XPS signal (132.4 eV) detectable on samples before and after the exchange reaction (see Fig. S21†).
Crucial insight regarding the assembly of molecules on the surface of the CdSe QDs can be deduced by analysing the S 2p/Se 3p region (Fig. 2d and S20f). In the pristine CdSe QDs sample, the Se 3p signal (159.7 eV) and its relative spin–orbit contribution (+5.7 eV) are clearly visible.\textsuperscript{31} In the QD–\(\gamma\)-C\(_{60}\) system, we observe a change in the lineshape of the Se 3p signal due to the overlap with additional components at 161.8 eV (highlighted in orange) attributable to sulfur atoms bound to the surface of the QDs.\textsuperscript{25} Furthermore, the spectra do not feature signals at 163.5 eV and ca. 167 eV, which are characteristic of S–H and S–O\(_x\) groups, thus excluding the presence of both physisorbed and oxidized species of 1.

Spin-polarized photoinduced charge transfer

With the synthesis of the CdSe QD–\(\gamma\)-C\(_{60}\) system confirmed, we turned to trEPR spectroscopy to investigate the photoinduced CT and its spin dynamics.\textsuperscript{23,24} trEPR is sensitive to the presence of spin-polarized states, which show signals in enhanced absorption (\(A\)) and/or emission (\(E\)),\textsuperscript{25} and, under favourable circumstances, can reach a time resolution as low as tens of nanoseconds. In trEPR spectroscopy, the detected signals result from non-Boltzmann population of the spin sublevels following the CT process.\textsuperscript{28} The generation and time evolution of spin polarization is very informative about the spin dynamics of paramagnetic states.\textsuperscript{26,27} We performed trEPR measurements at 40 K on our model system CdSe QD–\(\gamma\)-C\(_{60}\) (7.8 \(\mu\)m in 1,2,4-trichlorobenzene, red line, Fig. 3a). For comparison, we also investigated a solution containing both CdSe QD functionalized with 2 (CdSe QD–\(\gamma\)) (7.8 \(\mu\)m) and 1 mM of 3 (black line, Fig. 3a). The concentration of QDs was chosen to have an optical density below 1 at the excitation wavelength used in the EPR experiment (450 nm) in the 0.3 cm EPR quartz tube (UV-vis spectrum shown in Fig. S18f). In Fig. 3a, we show the trEPR spectra taken after 1 \(\mu\)s excitation at 450 nm. In both spectra, we observe a broad signal between 335–358 mT that we assign to the C\(_{60}\) triplet state formed via intersystem crossing (ISC) promoted by spin–orbit coupling (SOC).\textsuperscript{25,28} This signal results from photo-generated singlet states in C\(_{60}\) that do not undergo electron transfer. The C\(_{60}\) triplet spectra in the two samples show some differences, specifically the shoulders in the QD–\(\gamma\)-C\(_{60}\) sample are more pronounced. This small difference is most likely due to a different environment of the C\(_{60}\) molecule: linked to the CdSe QDs in the target system or dispersed in the frozen solution in the control experiment. The different environment may affect the SOC-promoted ISC in the two C\(_{60}\) triplets.

More interestingly, only in the spectrum of QD–\(\gamma\)-C\(_{60}\) we observe an additional intense and spectrally narrow feature in enhanced absorption centred at \(\sim\)346 mT (\(g\) value \(\approx\) 2.00), which we attribute to the C\(_{60}\) radical anion.\textsuperscript{25,28} We propose that this absorptive signal results from the photoinduced electron transfer from the QDs to C\(_{60}\). Specifically, after the absorption of 450 nm light by the CdSe QDs, an exciton is generated, which undergoes a CT process thanks to the favourable energy alignment (see Fig. 1b).\textsuperscript{27} As a result, a hole localized on the CdSe QD and a radical anion localized on the C\(_{60}\) are formed. In agreement with literature reports,\textsuperscript{24} the signal of the counterpart hole on the CdSe QDs is not visible in our spectra due to the fast spin relaxation induced by the large spin–orbit coupling of heavy Cd atoms. The lack of the trEPR signature of the hole was similarly reported by Olshansky \textit{et al.}\textsuperscript{24} As for the radical anion, the enhanced absorption polarization reminds of that recently observed in similar systems.\textsuperscript{24,60} However, a significant difference between our results and previous literature is the time evolution of spin polarization in the first \(\mu\)s after the laser pulse, reported in Fig. 3b. In our case, the spin polarization of the C\(_{60}\) signal rises even more slowly than the polarization of the C\(_{60}\) ISC triplet and shows a maximum at \(\sim\)1 \(\mu\)s, as further discussed in the theoretical modelling. In addition, most trEPR investigations of the CT process in similar QD/organic molecule systems involve D and A species that are nearby or connected by conjugated bonds;\textsuperscript{24,25} while, in our case, the CdSe QD and the C\(_{60}\) are covalently attached through a \(\sim\)10 Å long saturated bridge which in principle hinders the electron transfer process. Notably, our trEPR observation appears even more interesting...
considering the presence of a chiral bridge which has been suggested to favor the efficiency of the CT process.\textsuperscript{5,12}

To achieve better insight into the CT process, we investigated the signal of the spin-polarized C\textsubscript{60} anion by performing experiments at different temperatures (10–80 K), as reported in Fig. 3c. The absorptive signal of the C\textsubscript{60} radical anion is observed at all temperatures. Notably, the data show a reduction in the absorptive feature at low fields as the temperature increases. Polarization patterns of similar systems were tentatively rationalized in literature by considering two main contributions: (i) a main absorptive feature that originates from the triplet excited state of the photoexcited QD from which the CT process starts, and (ii) a minor absorption/emission (AE) contribution showing up at lower temperatures (<10 K) which originates from the spin-correlated radical pair (SCRP) mechanism.\textsuperscript{44} However, the origin of spin polarization in our and similar systems is still little understood, and it is of paramount importance to theoretically understand the time evolution of the spin polarization of photoinduced CT states. This study appears even more fundamental in view of a rationalization of the role of the chiral linker in the spin-selectivity of the photoinduced CT process.

**Simulation of trEPR spectra**

In order to gain a deeper understanding of the CT process, we simulated trEPR spectra as a function of both time and static magnetic field.\textsuperscript{61–65} Theoretical modelling focuses solely on the magnetic field region relevant for the charge transfer signal since the signal associated with the C\textsubscript{60} triplet (see Fig. 3b) is due to a spin-polarized triplet state originating from SOC-promoted ISC independent of CISS. In our simulation, the initial state of the radical pair is described by the density matrix \(\rho(0)\), written in the four-level basis composed by singlet and triplet spin states for the hole–electron pair. The time evolution of \(\rho(0)\) is computed using the stochastic Liouville equation (see ESI\textsuperscript{†} and ref. 61–65 and 81), considering both coherent and incoherent contributions.

\[
\frac{\partial \rho}{\partial t} = -i[H, \rho] - L[\rho]
\]  \hfill (3)

Coherent evolution is determined by the Hamiltonian \(H\), which in the high-field approximation can be written in the rotating frame as follows:

\[
H = \mu_B B_0 (g_D S_D + g_A S_A) + S_D \cdot D(\Omega) \cdot S_A - h_{00}(g_D S_D^Z + g_A S_A^Z) + \mu_B B_1 (g_D S_D^Z + g_A S_A^Z)
\]  \hfill (4)

Where \(g_D\) and \(g_A\) are the isotropic \(g\)-factors of the donor QD and the C\textsubscript{60} acceptor radical species, \(B_0 = (0, 0, B_0)\) is the static magnetic field, \(D\) is the spin–spin interaction tensor (including in principle both isotropic and dipole–dipole contributions), \(\nu_{00}/2\pi = 9.69\ \text{GHz}\) is the microwave frequency and \(B_1 = 0.02\ \text{mT}\) is the microwave field strength. The spin–spin coupling is much weaker than the Zeeman energy in the examined system, which fully justifies the high-field approximation. Here we have modeled for simplicity the hole on the QD as an isotropic spin 1/2. This framework can be further extended to a more complex spin structure of the hole; however, this would require an extensive characterization of the QD, which is beyond the scope of the present work.

Incoherent evolution is accounted for by the superoperator \(L\), which includes the effects of charge recombination from the singlet spin state (with rate \(k_{\text{CR}}\)), spin relaxation, and dephasing. Since the two \(g\)-factors are very different (see below), the eigenstates of the system are practically factorized. In addition, we expect a much shorter relaxation time for the electron spin on the QD. Hence, it is reasonable to assume two different relaxation times (\(T_1^D\) and \(T_1^A\)) for the two electrons of the radical pair. Finally, the dephasing time \(T_2\) (assumed to be the same for all transitions) induces a Lorentzian broadening of the EPR peaks.

By using the \(\rho(\Omega, t)\) obtained for each time and magnetic field value, we compute the spherical average to obtain the trEPR spectrum:

\[
\text{EPR}(t) = \left[ \text{Tr} \left( \left( g_D S_D^z + g_A S_A^z \right) \rho(\Omega, t) \right) \right] \mathrm{d}\Omega
\]  \hfill (5)

The result of eqn (5) is then convoluted with the exponential response function of the spectrometer, determined by its Q-factor of 6800, giving rise to a response time \(t_R = 2q_{0.02} = 225\ \text{ns}\).\textsuperscript{66} Simulated spectra are plotted as a function of both time and magnetic field in Fig. 4. For a better comparison, in Fig. 3d, we report the 2D experimental trEPR acquired at 10 K as a contour plot similar to the computed ones.

This procedure allows us to investigate the initial state \(\rho(0)\), the Hamiltonian parameters, and relaxation/recombination rates. In Fig. 4, we consider three initial states:

- A pure singlet state (S), as shown in Fig. 4, panel (a);
- A pure triplet state, with the three states equally populated (T), Fig. 4, panel (b);
- A mixture of singlet and triplet (ST case), with all four levels equally populated, Fig. 4, panel (c).

Note that these three cases all share spherical symmetry. In Fig. 4, panels (a, b, c) show that only the ST case is in qualitative agreement with the measured time dependence, showing a negligible short-time signal rising slowly until reaching its maximum at \(\approx 1.2\ \text{\mu}s\). We also explored more asymmetric states, where the singlet and triplet sublevels are not equally populated (see ESI\textsuperscript{†} for further details). In this case, additional averaging over the spherical distribution of the chiral ligands with respect to the QD initial state is required. The calculations further corroborate the results of the symmetrical model and suggest that when the S population approaches \(\approx 1/4\) (and in turn \(T_s + T_0 + T_\perp \approx 3/4\), the simulations do not substantially differ from the ST “symmetric” case, independently of the three triplet sublevels populations (see Fig. S26\textsuperscript{†}).

To better rationalise this result, it is worth revising the relevant spin relaxation times involved in the ET process. Equilibration between the S and T states in the QD occurs in a few picoseconds, well before the ET occurs, as reported for similar systems in the literature up to 5 K.\textsuperscript{24} This suggests that the precursor state in the QD consists of thermally equilibrated...
S and T exciton states. As a result, to have S population \( z^{1/4} \), S and T energy levels must be close in energy. Our QDs have an average diameter of 5 nm which should result in a ST energy difference of \( \approx 1 \) meV, thereby corroborating our assumption.

Table 1 reports the Hamiltonian parameters manually optimized to obtain our best simulation reported in Fig. 5 in the spherical symmetry assumption (ST state) at different times and temperatures. For simplicity, we neglected the isotropic exchange coupling and considered only an axial dipolar coupling \( D = -26 \) MHz, which we determined from the separation between different peaks (Fig. 5, panels a, c). In turn, by using the point-dipole approximation for calculating \( D \) and a distance of 10 Å between QD and C\(_{60}\) and neglecting any distribution of conformations for simplicity, we obtain the \( g \)-value of the QD \( g_D = 1 \). The extracted \( g \)-value is consistent with what we expected for these nanoparticles and justifies the relatively weak dipolar coupling we determined from peak separation. At this distance, one could also expect an isotropic exchange contribution of the same order of magnitude. However, we prefer to limit the number of parameters and only assume a dipolar contribution. This simplified model leads to a higher \( g \)-value of the C\(_{60}\) radical anion \( (g_A = 2.0037) \) than literature reports.

Table 1 reports the Hamiltonian parameters manually optimized to obtain our best simulation reported in Fig. 5 in the spherical symmetry assumption (ST state) at different times and temperatures. For simplicity, we neglected the isotropic exchange coupling and considered only an axial dipolar coupling \( D = -26 \) MHz, which we determined from the separation between different peaks (Fig. 5, panels a, c). In turn, by using the point-dipole approximation for calculating \( D \) and a distance of 10 Å between QD and C\(_{60}\) and neglecting any distribution of conformations for simplicity, we obtain the \( g \)-value of the QD \( g_D = 1 \). The extracted \( g \)-value is consistent with what we expected for these nanoparticles and justifies the relatively weak dipolar coupling we determined from peak separation. At this distance, one could also expect an isotropic exchange contribution of the same order of magnitude. However, we prefer to limit the number of parameters and only assume a dipolar contribution. This simplified model leads to a higher \( g \)-value of the C\(_{60}\) radical anion \( (g_A = 2.0037) \) than literature reports.

As a matter of clarity, it is worth stressing that in Fig. 4c, the absence of a signal at short times is due to the equally populated initial CT state. With time, the population of the four levels evolves because of incoherent processes, namely relaxation and recombination. A thorough study of the time dependence of the spectra allows us to fit the relaxation parameters (Table 1). The rate of charge recombination is estimated considering the time at which the maximum signal occurs (Fig. 4, panels c, f) and its value of \( k_{CR} = 1 \) \( \mu \)s\(^{-1} \) is aligned to what we expected for this system. Spin relaxation is described by the two different characteristic times \( T_1^D = 200 \) ns for the QD and \( T_1^A = 10 \) \( \mu \)s for C\(_{60}\). As for the former, we are able to provide
an estimate thanks to its effect on the relative height of the two peaks, which is more evident at low temperature (Fig. 5, panels a, c). As for the latter, we can only infer a lower bound of about 2 μs, consistently to what expected for the C<sub>60</sub> anion, since the simulation does not significantly change for larger values of Τ<sub>d</sub>. An overall dephasing time Τ<sub>d</sub> = 33 ns was obtained by fitting the Lorentzian peak width. From the analysis of Fig. 5, we note that the main experimental spectral features, their time evolution and temperature dependence are in good agreement with our theoretical simulations, with only minor differences, e.g. an emissive calculated spin polarisation at 1 μs for 40 K.

We now consider the possibility of having a CT process that is spin filtered by the CISS effect. To this aim, we simulate the effect of CISS on the trEPR spectra for all three previously considered ρ(0). We model CISS as a “filter” which ideally keeps only the component of the transferred electron spin parallel (or anti-parallel, depending on the enantiomer) to the chiral bridge axis (see ESI†). Hence, all the initial states are modified by CISS and produce different features in the resulting trEPR spectrum at short times on a randomly oriented solution. Notably, we considered only one of the two possible spin orientations because the isotropic QD generates identical EPR spectra for the two enantiomers. As shown in Fig. 4d and e, in the presence of an anisotropic dipole–dipole coupling, CISS filter strongly affects trEPR spectra for both the singlet and triplet cases, giving rise to opposite AE vs. EA features at short times. Conversely, CISS does not significantly affect the spectrum with ST initial state (Fig. 4f). Note that the presence of an anisotropic spin–spin interaction is crucial to detect the occurrence of CISS in an isotropic solution.†

Our current combined experimental and theoretical results do not allow distinguishing between a standard CT as a CISS-mediated CT yet, to the initial CT state composed of a mixture of singlet and triplet states. However, our results provide an essential step towards this ambitious goal since they allow drawing new guidelines for developing model systems for CISS detection. Specifically, our calculations demonstrate that a “pure” precursor (or a precursor with different weights of S and T) would allow unravelling the occurrence of CISS even in a randomly oriented sample. This could occur in systems characterized by a larger singlet-triplet splitting than the CdSe QD employed here. For example, a larger splitting may be achieved by introducing a shell to increase the electron confinement, as done in literature for similar QD-organic molecule dyads. However, introducing a shell might further reduce the CT efficiency through the long and non-conjugated chiral bridge.

Conclusions

In conclusion, we have engineered and developed a model system comprising a CdSe QD as a donor and a C<sub>60</sub> derivative as an acceptor linked by a rigid and saturated bi-peptidic chiral bridge (χ). This chiral system has shown spin polarization as a result of the photoinduced CT between the CdSe QD and the C<sub>60</sub> through χ. The CdSe QD–χ–C<sub>60</sub> system was fabricated through the ligand exchange approach and characterized through the combination of optical spectroscopies and XPS analysis. We then used time-resolved EPR to demonstrate that the photoinduced CT process generates an organic radical localized on the C<sub>60</sub>, which shows a peculiar spin-polarization evolution in the first few μs after the laser pulse. We modelled the trEPR signal of our system in two different cases: (i) a standard spin-polarized photoinduced CT, and (ii) a CISS-mediated photoinduced CT. Our calculations demonstrated that the observed EPR features might be compatible with the photoinduced CISS effect.

Though not conclusive yet, our combined experimental and theoretical work represents a first promising attempt toward the direct spectroscopic observation of photodriven CISS effect. Although the search for the perfect model system simultaneously showing good CT efficiencies, efficient spin-filtering, and a well-defined precursor state is still in its infancy, our results suggest that QD–χ–organic molecule dyads are very promising. In addition, our work builds up a sound theoretical framework that will allow a better understanding of spin-polarization arising from photoinduced CT processes in chiral hybrid systems comprising QD and organic molecules.

Ultimately, the possibility of observing a CISS-mediated charge transfer at the molecular level would provide a new tool for molecule-based quantum information processing. Indeed, the QD–χ–C<sub>60</sub> could form an important building block of a quantum computing architecture, in which polarization resulting from CISS could be harnessed to initialize/readout qubits or implement quantum gates. Thanks to the remarkable efficiency displayed by CISS at high temperatures, this could pave the way toward room-temperature operation of a molecular quantum processor.

Experimental section

Synthesis

Details on the synthesis and characterisation of organic ligands 1, 2 and 3 are presented in ESI†.

DFT calculations

All DFT calculations were performed with ORCA 4.2.1 quantum chemistry package. For the geometry optimizations, PBE0 functional and D3 empirical dispersion correction were used, while def2-TZVP basis set was employed for all the atoms. The thresholds on the maximum force gradient and the energy change were set to 3 × 10<sup>-4</sup> Hartree/Bohr and 5 × 10<sup>-6</sup> Hartrees, respectively. The root mean square deviation was computed on the heavy atoms C, N, O, and S of the polypeptide chain within the formula RMSD = \[ \sqrt{ \frac{1}{N} \sum_{i=1}^{N} d_i^2 } \] where \( d_i \) is the distance between a pair of equivalent atoms in the two structures and N is the total number of equivalent atoms.

CdSe quantum dots (QDs) fabrication

Details on the fabrication of pristine CdSe QDs, their morphological characterisation, and ligand exchange process are presented as ESI†.
Optical spectroscopy

UV-Vis spectra were recorded at room temperature by using a Cary 5000 spectrophotometer (Agilent) in the range 400–800 nm. The PL spectra were measured at room temperature using an excitation wavelength ($\lambda_{ex}$) of 400 nm on a FluoroMax P (Horiba). The measurements were performed using quartz cuvettes with a path length of 1 cm. PL spectra were normalized for the optical density of the same solution at the maximum of the excitonic peak.

Time-resolved photoluminescence (TRPL) measurements were carried out using the time-correlated single-photon counting (TCSPC) technique. The experimental apparatus is based on the FluoroMax P spectrofluorometer detection unit (grating monochromator and photomultiplier tube), powered by the FluoroHub Single Photon Counting unit. The excitation source was a blue pulsed Horiba NanoLED, generating picosecond pulses in the UV (375 nm). The instrument response function (IRF) for the whole apparatus was determined by means of scattered light detection using a reference sample of LUDOX® colloidal silica. LED radiation was focused by means of a spherical lens on a sample holder, and sample emission was collected with a 90° geometry to minimize scattering interferences. The measurements were carried out on dilute solutions of TOPO-capped and 1-capped QDs solutions in 1,2,4-trichlorobenzene. Solutions were prepared to keep optical absorbance at 400 nm below 0.2 in 1 cm path quartz cuvettes.

X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron spectroscopic (XPS) analyses were carried out in an UHV chamber with a base pressure lower than $10^{-9}$ mbar. The chamber was equipped with non-monochromatized Mg Kz radiation ($\hbar \nu = 1253.6$ eV) and a hemispherical electron/ion energy analyser (VSW mounting a 16-channel detector). The operating parameters of the X-ray source were 12 kV and 12 mA, and photoelectrons were collected normal to the sample surface, maintaining the analyser angle between analyser axis and X-ray source fixed at 54.5°. All the samples were drop cast on In foil and on a slab of Au on mica and XPS spectra acquired in a fixed analyser transmission mode with pass energy of 44.0 eV. The spectra were analysed by using the CasaXPS software. Linear or Shirley functions were used to subtract the background. The deconvolution of the XPS spectra was performed by applying a combination of Gaussian and Lorentzian functions (70 : 30). The binding energy scale was calibrated using the Au 4f7/2 peak or the In 3d5/2 peak respectively at 84 eV,79 and 443.9 eV.80

Time-resolved electron paramagnetic resonance (trEPR)

All trEPR spectra were recorded on a Bruker Elexsy E580 X-band spectrometer equipped with a dielectric ring resonator (ER 4118X-MDS). The sample temperature was maintained using a helium gas-flow cryostat Oxford Instruments CF9350 and controlled with an Oxford Instruments ITC503. Laser excitation at different wavelengths was provided by a Litron AURORA II opto-parametric oscillator (OPO) tuneable laser (model number: A23-39-21, 21 Hz repetition rate, $E$/pulse $\approx 2$ mJ, $\lambda = 410 – 700$ nm, pulse duration = 7 ns). The laser beam was coupled into the resonator through an optical window. No effects of laser beam polarisation are detected, which suggests the laser beam is non-polarised at the sample position. trEPR experiments were performed by direct detection with the transient recorder without lock-in amplification. The instrument response time was about 200 ns. The spectra were acquired with 2 mW microwave power and averaging 100 transient signals at each field position. The magnetic field was measured with a Bruker ER03SM NMR Gaussmeter.

The trEPR measurements were performed on the model system CdSe QD-$\chi$-C60 and the control sample, as a comparison, consisting of CdSe QD-$\chi$ to which 1 mM of PCBM was added. The concentration of CdSe QD was 7.8 μM in 1,2,4-trichlorobenzene. The solutions were poured inside EPR quartz tubes that were sealed with Teflon under N2 atmosphere.

After data acquisition, baseline correction in both time and field dimensions was performed. First, we subtracted the pre-trigger offset for each field point; second, we filtered out the laser induced background signal by subtracting the off-resonance signal intensity from the spectra at each time point. For the narrow sweep spectra, the C60 anion signal is superimposed to the C60 triplet signal. We applied first-order background subtraction for each time point to remove the drifting baseline. The transient EPR spectrum at different time delays after the laser pulse was extracted from the corrected dataset. The reported trEPR spectra were averaged over a time window of 0.2 μs.

Theoretical modelling

Details on theoretical modelling are presented in ESI.†
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