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Schema matching is a core task of any data integration process. Being investigated in the fields of databases, AI, Semantic Web and data mining for many years, the main challenge remains the ability to generate quality matches among data concepts (e.g., database attributes). In this work, we examine a novel angle on the behavior of humans as matchers, studying match creation as a process. We analyze the dynamics of common evaluation measures (precision, recall, and F-measure), with respect to this angle and highlight the need for unbiased matching to support this analysis. Unbiased matching, a newly defined concept that describes the common assumption that human decisions represent reliable assessments of schemata correspondences, is, however, not an inherent property of human matchers. In what follows, we design PoWareMatch that makes use of a deep learning mechanism to calibrate and filter human matching decisions adhering the quality of a match, which are then combined with algorithmic matching to generate better match results. We provide an empirical evidence, established based on an experiment with more than 200 human matchers over common benchmarks, that PoWareMatch predicts well the benefit of extending the match with an additional correspondence and generates high quality matches. In addition, PoWareMatch outperforms state-of-the-art matching algorithms.
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1 INTRODUCTION

Schema matching is a core task of data integration for structured and semi-structured data. Matching revolves around providing correspondences between concepts describing the meaning of data in various heterogeneous, distributed data sources, such as SQL and XML schemata, entity-relationship diagrams, ontology descriptions, interface definitions, etc. The need for schema matching arises in a variety of domains including linking datasets and entities for data discovery [27, 57, 58], finding related tables in data lakes [63], data enrichment [59], aligning ontologies and relational databases for the Semantic Web [24], and document format merging (e.g., orders and invoices in e-commerce) [52]. As an example, a shopping comparison app that supports queries such as "the cheapest computer among retailers" or "the best rate for a flight to Boston in September" requires integrating and matching several data sources of product orders and airfare forms.

Schema matching research originated in the database community [52] and has been a focus for other disciplines as well, from artificial intelligence [32], to semantic web [24], to data mining [29, 34]. Schema matching research has been going on for more than 30 years now, focusing on designing high quality matchers, automatic tools for identifying correspondences among database attributes.
Initial heuristic attempts (e.g., COMA [20] and Similarity Flooding [43]) were followed by theoretical grounding (e.g., see [13, 21, 28]).

Human schema and ontology matching, the holy grail of matching, requires domain expertise [22, 39]. Zhang et al. stated that users that match schemata are typically non experts, and may not even know what is a schema [62]. Others, e.g., [53, 55], have observed the diversity among human inputs. Recently, human matching was challenged by the information explosion (a.k.a Big Data) that provided many novel sources for data and with it the need to efficiently and effectively integrate them. So far, challenges raised by human matching were answered by pulling further on human resources, using crowdsourcing (e.g., [26, 48, 54, 61, 62]) and pay-as-you-go frameworks (e.g., [42, 47, 51]). However, recent research has challenged both traditional and new methods for human-in-the-loop matching, showing that humans have cognitive biases that decrease their ability to perform matching tasks effectively [9]. For example, the study shows that over time, human matchers are willing to determine that an element pair matches despite their low confidence in the match, possibly leading to poor performance.

Faced with the challenges raised by human matching, we offer a novel angle on the behavior of humans as matchers, analyzing matching as a process. We now motivate our proposed analysis using an example and then outline the paper’s contribution.

1.1 Motivating Example

When it comes to humans performing a matching task, decisions regarding correspondences among data sources are made sequentially. To illustrate, consider Figure 1a, presenting two simplified purchase order schemata adopted from [20]. PO1 has four attributes (foreign keys are ignored for simplicity): purchase order’s number (poCode), timestamp (poDay and poTime) and shipment city (city). PO2 has three attributes: order issuing date (orderDate), order number (orderNumber), and shipment city (city). A human matching sequence is given by the orderly annotated double-arrow edges. For example, a matching decision that poDay in PO1 corresponds to orderNumber in PO2 is the second decision made in the process.

The traditional view on human matching accepts human decisions as a ground truth (possibly subject to validation by additional human matchers) and thus the outcome match is composed of all the correspondences selected (or validated) by the human matcher. Figure 1b illustrates this view using the decision making process of Figure 1a. The x-axis represents the ordering according to which correspondences were selected. The dashed line at the top illustrates the changes to the f-measure (see Section 2.1 for f-measure’s definition) as more decisions are added, starting with an f-measure of 0.4, dropping slightly and then rising to a maximum of 0.75 before dropping again as a result of the final human matcher decision.

In this work we offer an alternative approach that analyzes the sequential nature of human matching decision making and confidence values humans share to monitor performance and modify decisions accordingly. In particular, we set a dynamic threshold (marked as a horizontal line for each decision at the bottom of Figure 1b), that takes into account previous decisions with respect to the quality of the match (f-measure in this case). Comparing the threshold to decision confidence (marked as bars in the figure), the algorithm determines whether a human decision is included in the match (marked using a ✓ sign and an arrow to indicate inclusion) or not (marked as a red X). A process-aware approach, for example, accepts the third decision that poTime in PO1 corresponds with orderDate in PO2 made with a confidence of 0.25 while rejecting the fifth decision that poDay in PO1 corresponds with orderNumber in PO2, despite the higher confidence of 0.3. The f-measure of this approach, as illustrated by the solid line at the top of the figure, demonstrates a monotonic non-decreasing behavior with a final high value of 0.86.
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(a) Matching-as-a-Process example over two schemata. Decision ordering is annotated using the double-arrow edges.

(b) Matching-as-a-Process performance. Ordered decision of Figure 1a on the x-axis, confidence associated with each decision is given at the bottom, and a dynamic threshold to accept/reject a human matching decision with respect to f-measure (Section 4.1) is represented as horizontal lines. The top circle markers represent the performance of the traditional approach, unconditionally accepting human decisions, and the square markers represent a process-aware inference over the decisions based on the thresholds at the bottom.

Fig. 1. Matching-as-a-Process Motivating Example.

More on the method, assumptions and how the acceptance threshold is set can be found in Section 4.1. Section 4.2 introduces a deep learning methodology to calibrate matching decisions, aiming to optimize the quality of a match with respect to a target evaluation measure.

1.2 Contribution

In this work we focus on (real-world) human matching with the overarching goal of improving matching quality using deep learning. Specifically, we analyze a setting where human matchers interact directly with a pair of schemata, aiming to find accurate correspondences between them. In such a setting, the matching decisions emerge as a process (matching-as-a-process, see Figure 1) and can be monitored accordingly to advocate the quality of a current outcome match. In what follows, we characterize the dynamics of matching-as-a-process with respect to common quality evaluation measures, namely, precision, recall, and f-measure, by defining a monotonic evaluation measure and its probabilistic derivative. We show conditions under which precision, recall and f-measure are monotonic and identify correspondences that their addition to a match improves on its quality. These conditions provide solid, theoretically grounded decision making, leading to the design of a step-wise matching algorithm that uses human confidence to construct a quality-aware match, taking into account the process of matching.

The theoretical setting described above requires human matchers to offer unbiased matching (which we formally define in this paper), assuming human matchers are experts in matching. This is, unfortunately, not always the case and human matchers were shown to have cognitive biases when matching [9], which may lead to poor decision making. Rather than aggregately judge human matcher proficiency and discard those that may seem to provide inferior decisions, we propose to directly overcome human biases and accept only high-quality decisions. To this end, we introduce
PoWareMatch (Process aWare Matcher), a quality-aware deep learning approach to calibrate and filter human matching decisions and combine them with algorithmic matching to provide better match results. We performed an empirical evaluation with over 200 human matchers to show the effectiveness of our approach in generating high quality matches. In particular, since we adopt a supervised learning approach, we also demonstrate the applicability of PoWareMatch over a set of (unknown) human matchers over an (unfamiliar) matching problem.

The paper offers the following four specific contributions:

1. A formal framework for evaluating the quality of (human) matching-as-a-process using the well known evaluation measures of precision, recall, and f-measure (Section 3).
2. A matching algorithm that uses confidence to generate a process-aware match with respect to an evaluation measure that dictates its quality (Section 4.1).
3. PoWareMatch (Section 4.2), a matching algorithm that uses a deep learning model to calibrate human matching decisions (Section 4.3) and algorithmic matchers to complement human matching (Section 4.4).
4. An empirical evaluation showing the superiority of our proposed solution over state-of-the-art in schema matching using known benchmarks (Section 5).

Section 2 provides a matching model and discusses algorithmic and human matching. The paper is concluded with related work (Section 6), concluding remarks and future work (Section 7).

2 MODEL

We now present the foundations of our work. Section 2.1 introduces a matching model and the matching problem, followed by algorithmic (Section 2.2) and human matching (Section 2.3).

2.1 Schema Matching Model

Let S, S’ be two schemata with attributes \{a_1, a_2, \ldots, a_n\} and \{b_1, b_2, \ldots, b_m\}, respectively. A matching model matches S and S’ by aligning their attributes using matchers that utilize matching cues such as attribute names, instances, schema structure, etc. (see surveys, e.g., [15] and books, e.g., [28]).

A matcher’s output is conceptualized as a matching matrix \(M(S, S’)\) (or simply \(M\)), as follows.

**Definition 1.** \(M(S, S’)\) is a matching matrix, having entry \(M_{ij}\) (typically a real number in \([0, 1]\)) represent a measure of fit (possibly a similarity or a confidence measure) between \(a_i \in S\) and \(b_j \in S’\). \(M\) is binary if for all \(1 \leq i \leq n\) and \(1 \leq j \leq m\), \(M_{ij} \in \{0, 1\}\).

A match, denoted \(\sigma\), between S and S’ is a subset of \(M\)’s entries, each referred to as a correspondence. \(\Sigma = \mathcal{P}(S \times S’)\) is the set of all possible matches, where \(\mathcal{P}(\cdot)\) is a power-set notation.

Let \(M^*\) be a reference matrix. \(M^*\) is a binary matrix, such that \(M^*_{ij} = 1\) whenever \(a_i \in S\) and \(b_j \in S’\) correspond and \(M^*_{ij} = 0\) otherwise. A reference match, denoted \(\sigma^*\), is given by \(\sigma^* = \{M^*_{ij}|M^*_{ij} = 1\}\).

Reference matches are typically compiled by domain experts over the years in which a dataset has been used for testing. \(G_{\sigma^*} : \Sigma \rightarrow [0, 1]\) is an evaluation measure, assigning scores to matches according to their ability to identify correspondences in the reference match. Whenever the reference match is clear from the context, we shall refer to \(G_{\sigma^*}\) simply as \(G\). We define the precision \((P)\) and recall \((R)\) evaluation measures [12], as follows:

\[
P(\sigma) = \frac{|\sigma \cap \sigma^*|}{|\sigma|}, R(\sigma) = \frac{|\sigma \cap \sigma^*|}{|\sigma^*|}
\]  

(1)

The f-measure \((F_1\) score), \(F(\sigma)\), is calculated as the harmonic mean of \(P(\sigma)\) and \(R(\sigma)\).

The schema matching problem is expressed as follows.

**Problem 1 (Matching).** Let S, S’ be two schemata and \(G_{\sigma^*}\) be an evaluation measure wrt a reference match \(\sigma^*\). We seek a match \(\sigma \in \Sigma\), aligning attributes of S and S’, which maximizes \(G_{\sigma^*}\).
2.2 Algorithmic Schema Matching

Matching is often a stepped procedure applying algorithms, rules, and constraints. Algorithmic matchers can be classified into those that are applied directly to the problem (first-line matchers – 1LMs) and those that are applied to the outcome of other matchers (second-line matchers – 2LMs). 1LMs receive (typically two) schemata and return a matching matrix, in which each entry $M_{ij}$ captures the similarity between attributes $a_i$ and $b_j$. 2LMs receive (one or more) matching matrices and return a matching matrix using some function $f(M)$ [28]. Among the 2LMs, we term decision makers those that return a binary matrix as an output, from which a match $\sigma$ is derived, by maximizing $f(M)$, as a solution to Problem 1.

To illustrate the algorithmic matchers in the literature, consider three 1LMs, namely Term, WordNet, and Token Path and three 2LMs, namely Dominants, Threshold($\nu$), and Max-Delta($\delta$). Term [28] compares attribute names to identify syntactically similar attributes (e.g., using edit distance and soundex). WordNet uses abbreviation expansion and tokenization methods to generate a set of related words for matching attribute names [30]. Token Path [50] integrates node-wise similarity with structural information by comparing the syntactic similarity of full paths from root to a node. Dominants [28] selects correspondences that dominate all other correspondences in their row and column. Threshold($\nu$) and Max-Delta($\delta$) are selection rules, prevalent in many matching systems [20]. Threshold($\nu$) selects those entries $(i, j)$ having $M_{ij} \geq \nu$. Max-Delta($\delta$) selects those entries that satisfy $M_{ij} + \delta \geq \max_i$, where $\max_i$ denotes the maximum match value in the $i$’th row.

Example 1. Figure 2 provides an example of algorithmic matching over the two purchase order schemata from Figure 1a. The top right (and bottom left) matching matrix is the outcome of Term and the bottom right is the outcome of Threshold(0.1). The projected match is $\sigma_{alg} = \{M_{11}, M_{12}, M_{13}, M_{14}, M_{31}, M_{32}, M_{34}\}$. The reference match for this example is given by $\{M_{11}, M_{12}, M_{23}, M_{34}\}$ and accordingly $P(\sigma_{alg}) = 0.43$, $R(\sigma_{alg}) = 0.75$, and $F(\sigma_{alg}) = 0.55$.

2.3 Human Schema Matching

In this work, we examine human schema matching as a decision making process. Different from a binary crowdsourcing setting (e.g., [61]), in which the matching task is typically reduced into a set of (binary) judgments regarding specific correspondences (see related work, Section 6), we focus on human matchers that perform a matching task in its entirety, as illustrated in Figure 1.

Human schema matching is a complex sequential decision making process of interrelated decisions. Attribute of multiple schemata are examined to decide whether and which attributes correspond. Humans either validate an algorithmic result or locate a candidate attribute unassisted, possibly relying upon superficial information such as string similarity of attribute names or exploring information such as data-types, instances, and position within the schema tree. The decision whether to explore additional information relies upon self-monitoring of confidence.

Human schema matching has been recently analyzed using metacognitive psychology [9], a discipline that investigates factors impacting humans when performing knowledge intensive tasks [11]. The metacognitive approach [16], traditionally applied for learning and answering knowledge

---

1Recall the $M_{ij}$ represents a correspondence between the $i$’th element in $S$ and the $j$’th element in $S'$, e.g., $M_{14}$ means that $PO_2.poDay$ and $PO_2.orderDate$ correspond.
questions, highlights the role of subjective confidence in regulating efforts while performing tasks. Metacognitive research shows that subjective judgments (e.g., confidence) regulate the cognitive effort invested in each decision (e.g., identifying a correspondence) [10, 44]. In what follows, we model human matching as a sequence of decisions regarding element pairs, each assigned with a confidence level. In this work we assume that human matchers interact directly with the matching problem, selecting correspondences given a pair of schemata. Within this process, we directly query their (subjective) confidence level regarding a selected correspondence, which essentially reflects the ongoing monitoring and final subjective assessment of chances of success [10, 16]. The dynamics of human matching decision making process is modeled using a decision history $H$, as follows.

**Definition 2.** Given two schemata $S, S'$ with attributes $\{a_1, a_2, \ldots, a_n\}$ and $\{b_1, b_2, \ldots, b_m\}$, respectively, a history $H = (h_t)_{t=1}^T$ is a sequence of triplets of the form $(e, c, t)$, where $e = (a_i, b_j)$ such that $a_i \in S$, $b_j \in S'$, $c \in [0, 1]$ is a confidence value assigned to the correspondence of $a_i$ and $b_j$, and $t \in \mathbb{R}$ is a timestamp, recording the time the decision was taken.

Each decision $h_t \in H$ records a matching decision confidence $(h_t, c)$ concerning an element pair $(a_i, b_j)$ at time $t$ $(h_t, t)$. Timestamps induce a total order over $H$’s elements.

A matching matrix, which may serve as a solution of the human matcher to Problem 1, can be created from a matching history by assigning the latest confidence to the respective matrix entry. Given an element pair $e = (a_i, b_j)$, we denote by $h_{\max}^e$ the latest decision making in $H$ that refers to $e$ and compute a matrix entry as follows:

$$
M_{ij} = \begin{cases} 
    h_{\max}^e \cdot c & \text{if } \exists h_t \in H | h_t, e = (a_i, b_j) \\
    \varnothing & \text{otherwise}
\end{cases}
$$

(2)

where $M_{ij} = \varnothing$ means that $M_{ij}$ was not assigned a confidence value. Whenever clear from the context, we refer to a confidence value $(h_t, c)$ assigned to an element pair $(a_i, b_j)$, simply as $M_{ij}$.

**Example 1 (cont.).** Figure 3 (left) provides the decision history that corresponds to the matching process of Figure 1a and the respective matching matrix (applying Eq. 2) is given on the right. The projected match is $\sigma_{\text{hum}} = \{M_{11}, M_{22}, M_{12}, M_{34}, M_{21}\}$. Recalling the reference match, $\{M_{11}, M_{12}, M_{23}, M_{34}\}$, the projected match obtains $P(\sigma_{\text{hum}}) = 0.6, R(\sigma_{\text{hum}}) = 0.75, \text{ and } F(\sigma_{\text{hum}}) = 0.67$.

In this work we seek a solution to Problem 1 that takes into account the quality of a match wrt an evaluation measure $G$ and a decision history $H$. Therefore, we next analyze the well-known measures, namely precision, recall, and f-measure in the context of matching-as-a-process.

### 3 MATCHING-AS-A-PROCESS AND THE HUMAN MATCHER

We examine matching quality in the matching-as-a-process setting by analyzing the properties of matching evaluation measures (precision, recall, and f-measure, see Eq. 1). The analysis uses regions of the match space $\Sigma \times \Sigma$ over which monotonicity can be guaranteed. To illustrate the method we first analyze evaluation measure monotonicity in a deterministic setting, repositioning well-known properties and showing that recall is always monotonic, while precision and f-measure are monotonic only under strict conditions (Section 3.1). Then, we move to a more involved analysis of the probabilistic case, identifying which correspondence should be added to an existing partial
match (Section 3.2). Finally, recalling that matching-as-a-process is a human matching characteristic, we tie our analysis to human matching and discuss the idea of unbiased matching (Section 3.3).

3.1 Monotonic Evaluation

Given two matches (Definition 1) $\sigma$ and $\sigma'$ that are a result of some sequential decision making such that $\sigma \subseteq \sigma'$, we define their interrelationship using their monotonic behavior with respect to an evaluation measure $G (P, R, or F$, see Eq. 1). For the remainder of the section, we denote by $\Sigma^\subseteq$ the set of all match pairs in $\Sigma \times \Sigma$ such that the first match is a subset of the second: $\Sigma^\subseteq = \{(\sigma, \sigma') \in \Sigma \times \Sigma : \sigma \subseteq \sigma'\}$ and use $\Delta_{\sigma, \sigma'} = \sigma' \setminus \sigma$ ($\Delta$, when clear from the context) to denote the set of correspondences that were added to $\sigma$ to generate $\sigma'$.

**Definition 3 (Monotonic Evaluation Measure).** Let $G$ be an evaluation measure and $\Sigma^2 \subseteq \Sigma^\subseteq$ a set of match pairs in $\Sigma^\subseteq$. $G$ is a monotonically increasing evaluation measure (MIEM) over $\Sigma^2$ if for all match pairs $(\sigma, \sigma') \in \Sigma^2$, $G(\sigma) \leq G(\sigma')$.

In Definition 3, we use $\Sigma^2$ as a representative subspace of $\Sigma^\subseteq$, which was defined above. According to Definition 3, an evaluation measure $G$ is monotonically increasing (MIEM) if by adding correspondences to a match, we do not reduce its value. It is fairly easy to infer that recall is an MIEM over all match pairs in $\Sigma^\subseteq$ and precision and f-measure are not, unless some strict conditions hold. To guarantee such conditions, we define two subsets, $\Sigma^P = \{(\sigma, \sigma') \in \Sigma^\subseteq : P(\sigma) \leq P(\Delta)\}$ and $\Sigma^F = \{(\sigma, \sigma') \in \Sigma^\subseteq : 0.5 \cdot F(\sigma) \leq P(\Delta)\}$. The former represents a subset of all match pairs for which the precision of the added correspondences ($P(\Delta)$) is at least as high as the precision of the first match ($P(\sigma)$). The latter compares between the added correspondences ($P(\Delta)$) and the f-measure of the first match ($F(\sigma)$). We use these two subspaces in the following theorem to summarize the main dynamic properties of the evaluation measures of precision, recall, and f-measure.\(^2\)

**Theorem 1.** Recall (R) is a MIEM over $\Sigma^\subseteq$, Precision (P) is a MIEM over $\Sigma^P$, and f-measure (F) is a MIEM over $\Sigma^F$.

3.2 Local Match Annealing

The analysis of Section 3.1 lays the groundwork for a principled matching process that continuously improves on the evaluation measure of choice. The conditions set forward use knowledge of, first, the evaluation outcome of the match performed thus far ($G(\sigma)$), and second, the evaluation score of the additional correspondences ($G(\Delta)$). While such knowledge can be extremely useful, it is rarely available during the matching process. Therefore, we next provide a relaxed setting, where $G(\sigma)$ and $G(\Delta)$ are probabilistically known (Section 3.3 provides an approximation using human confidence). For simplicity, we restrict our analysis to matching processes where a single correspondence is added at a time. We denote by $\Sigma^{\subseteq_1} = \{(\sigma, \sigma') \in \Sigma^\subseteq : |\sigma'| - |\sigma| = 1\}$ the set of all match pairs $(\sigma, \sigma')$ in $\Sigma^\subseteq$ where $\sigma'$ is generated by adding a single correspondence to $\sigma$. The discussion below can be extended (beyond the scope of this work) to adding multiple correspondences at a time.

We start with a characterization of correspondences whose addition to a match improves on the match evaluation. Recall that $\Delta$ represents the marginal set of correspondences that were added to the match. Following the specification of $\Sigma^{\subseteq_1}$, we let $\Delta$ represent a single correspondence ($|\Delta| = 1$), which is the result of multiple match pairs $(\sigma, \sigma') \in \Sigma^{\subseteq_1}$ such that $\Delta = \sigma' \setminus \sigma$.

**Definition 4 (Local Match Annealing).** Let $G$ be an evaluation measure and $\Delta$ be a singleton correspondence set ($|\Delta| = 1$). $\Delta$ is a local annealer with respect to $G$ over $\Sigma^2 \subseteq \Sigma^{\subseteq_1}$ if for every $(\sigma, \sigma') \in \Sigma^2$ s.t. $\Delta = \Delta_{(\sigma, \sigma')}$: $G(\sigma) \leq G(\sigma')$.

---

\(^2\)The proof of Theorem 1 is given in Appendix A.
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A local annealer is a single correspondence that is guaranteed to improve the performance of any match within a specific match pair subset. We now connect the MIEM property of an evaluation measure $G$ (Definition 3) with the annealing property of a match delta $\Delta$ (Definition 4) with respect to a specific match $\sigma'$.

**Proposition 1.** Let $G$ be an evaluation measure. If $G$ is a MIEM over $\Sigma^2 \subseteq \Sigma^{\leq 1}$, then $\forall (\sigma, \sigma') \in \Sigma^2 : \Delta = \sigma' \setminus \sigma$ is a local annealer with respect to $G$ over $\Sigma^2 \subseteq \Sigma^{\leq 1}$.

Proposition 1 demonstrates the importance of defining the appropriate subset of matches that satisfy monotonicity. Together with Theorem 1, the following immediate corollary can be deduced.

**Corollary 1.** Any singleton correspondence set $\Delta$ ($|\Delta| = 1$) is a local annealer with respect to 1) $R$ over $\Sigma^{\leq 1}$, 2) $P$ over $\Sigma^P \cap \Sigma^{\leq 1}$, and 3) $F$ over $\Sigma^F \cap \Sigma^{\leq 1}$.

where $\Sigma^P$ and $\Sigma^F$ are the subspaces for which precision and f-measure are monotonic as defined in Section 3.1.

Corollary 1 indicates which correspondence should be added to a match to improve its quality with respect to an evaluation measure of choice, according to the respective condition.

Assume now that the value of $G$, applied to a match $\sigma$, is not deterministically known. Rather, $G(\sigma)$ is a random variable with an expected value of $E(G(\sigma))$. We extend Definition 4 as follows.

**Definition 5 (Probabilistic Local Match Annealing).** Let $G$ be a random variable, whose values are taken from the domain of an evaluation measure, and $\Delta$ be a singleton correspondence set ($|\Delta| = 1$). $\Lambda$ is a probabilistic local annealer with respect to $G$ over $\Sigma^2 \subseteq \Sigma^{\leq 1}$ if for every $(\sigma, \sigma') \in \Sigma^2$ s.t. $\Delta = \Delta(\sigma, \sigma') : E(G(\sigma)) \leq E(G(\sigma'))$.

We now define conditions (match subspaces) under which a correspondence is a probabilistic local annealer for recall ($R$), precision ($P$), and f-measure ($F$). Let $I_{\{\Delta \in \sigma^*\}}$ be an indicator function, returning a value of 1 whenever $\Delta$ is a part of the reference match and 0 otherwise.

$$I_{\{\Delta \in \sigma^*\}} = \begin{cases} 
1 & \text{if } \Delta \in \sigma^* \\
0 & \text{otherwise}
\end{cases}$$

Using $I_{\{\Delta \in \sigma^*\}}$, we define the probability that $\Delta$ is correct: $Pr\{\Delta \in \sigma^*\} \equiv Pr\{I_{\{\Delta \in \sigma^*\}} = 1\}$. Lemma 3 is the probabilistic counterpart of Lemma 3 (see Appendix A).

**Lemma 1.** For $(\sigma, \sigma') \in \Sigma^{\leq 1}$:

- $E(P(\sigma)) \leq E(P(\sigma'))$ iff $E(P(\sigma)) \leq Pr\{\Delta \in \sigma^*\}$
- $E(F(\sigma)) \leq E(F(\sigma'))$ iff $0.5 \cdot E(F(\sigma)) \leq Pr\{\Delta \in \sigma^*\}$

Using the following subsets: $\Sigma^{E(P)} = \{(\sigma, \sigma') \in \Sigma^{\leq 1} : E(P(\sigma)) \leq Pr\{\Delta \in \sigma^*\}\}$ and $\Sigma^{E(F)} = \{(\sigma, \sigma') \in \Sigma^{\leq 1} : E(F(\sigma)) \leq Pr\{\Delta \in \sigma^*\}\}$, we extend Theorem 1 to the probabilistic setting.

**Theorem 2.** Let $R/P/F$ be a random variable, whose values are taken from the domain of $[0, 1]$, and $\Delta$ be a singleton correspondence set ($|\Delta| = 1$). $\Lambda$ is a probabilistic local annealer with respect to $R/P/F$ over $\Sigma^{\leq 1}/\Sigma^{E(P)}/\Sigma^{E(F)}$.

Intuitively, using Theorem 2 one can infer those correspondences, whose addition to the current match improves its quality. For example, if a reference match contains 12 correspondences and a current match contains 9 correct correspondences (i.e., correspondences that are included in the reference match) and 1 incorrect correspondences. The quality of the current match is 0.75 with respect to $R$, 0.9 with respect to $P$, and 0.82 with respect to $F$. Any potential addition to the match

---

3 All proofs are provided in Appendix A
4 The proof of Theorem 2 is given in Appendix A.
does not decrease $R$. One should add correspondences associated with a probability higher than 0.9 to probabilistically guarantee $P$ improvement and correspondences associated with a probability higher than $0.5 \cdot 0.82 = 0.41$ to probabilistically guarantee $F$ improvement.

Our analysis focuses on adding correspondences, the most typical action in creating a match. We can fit revisit actions in our analysis as follows. A change in confidence level of a match can be considered as a newly suggested correspondence associated with a new confidence level, removing the former decision from the current match. Similarly, if a user un-selects a correspondence, it can be treated as a new assignment associated with a confidence level of 0. The latter fits well with our model. If a human matcher decides to delete a decision, we do not ignore this decision but rather use our methodology to decide whether we should accept it.

### 3.3 Evaluation Approximation: the Case of a Human Matcher

Theorem 2 offers a probabilistic interpretation by defining $\Sigma^{E(P)}$ and $\Sigma^{E(F)}$ over which matches are probabilistic local annealers (Definition 5). A key component to generating these subsets is the computation of $Pr\{\Delta \in \sigma^*\}$ that, in most real-world scenarios, is likely unavailable during the matching process or even after it concludes. To overcome this hurdle, we discuss next the possibility to judicially make use of human matching to assign a probability to the inclusion of a correspondence in the reference match.

The traditional view of human matchers in schema matching is that they offer a reliable assessment on the inclusion of a correspondence in a match. Given a matching decision by a human matcher, we formulate this view, as follows.

**Definition 6 (Unbiased Matching).** Let $M_{ij}$ be a confidence value assigned to an element pair $(a_i, b_j)$ and $\sigma^*$ a reference match. $M_{ij}$ is unbiased (with respect to $\sigma^*$) if $M_{ij} = Pr\{M_{ij} \in \sigma^*\}$.

Unbiased matching allows the use of a matching confidence to assess the probability of a correspondence to be part of a reference match. Using Definition 6, we define an unbiased matching matrix $M$ such that $\forall M_{ij} \in M : M_{ij} = Pr\{M_{ij} \in \sigma^*\}$ and an unbiased matching history $H$ such that $\forall h_i \in H : h_i.c = Pr\{M_{ij} \in \sigma^*\}$.

Given an unbiased matching matrix $M$, a reference match $\sigma^*$, a match $\sigma \subseteq M$ and a candidate correspondence $M_{ij} \in M$, we can, using Definition 6 and the definition of expectation, compute

$$Pr\{M_{ij} \in \sigma^*\} = M_{ij}, \quad E(P(\sigma)) = \frac{\sum_{M_{ij} \in \sigma} M_{ij}}{|\sigma|}, \quad E(F(\sigma)) = \frac{2 \cdot \sum_{M_{ij} \in \sigma} M_{ij}}{|\sigma| + |\sigma^*|}$$

(3)

and check whether $(\sigma, \sigma \cup \{M_{ij}\}) \in \Sigma^{E(P)}$ and $(\sigma, \sigma \cup \{M_{ij}\}) \in \Sigma^{E(F)}$. In case the size of the reference match $|\sigma^*|$ is unknown, it needs to be estimated, e.g., using 1:1 matching, $|\sigma^*| = min(S, S')$.\(^5\)

#### 3.3.1 Biased Human Matching.

In Section 2.3 we presented a human matching decision process as a history, from which a matching matrix may be derived. The decisions in the history represent corresponding element pairs chosen by the human matcher and their assigned confidence level (see Definition 2). Assuming unbiased human matching (Definition 6), the assigned confidence can be used to determine which of the selected correspondences should be added to the current match, given an evaluation measure of choice (recall, precision, or $f$-measure), using Eq. 7.

An immediate question that comes to mind is whether human matching is indeed unbiased. Figure 4 illustrates of the relationship between human confidence in matching and two derivations of an empirical probability distribution estimation of $Pr\{M_{ij} \in \sigma^*\}$. The results are based on our

\(^5\)Details of Eq. 7 computation are given in Appendix A.
experiments (see Section 5 for details). We partitioned the confidence levels into 10 buckets (x-axis) to allow an estimation of an expected value (blue dots) and standard deviation (vertical lines) of the accuracy results of decisions within a bucket of confidence. Each bucket includes at least 500 examples and the estimation within each bucket was calculated as the proportion of correct correspondences out of all correspondences in the bucket. The red dotted line represents theoretical unbiased matching. It is clearly illustrated that human matching is biased. Therefore, human subjective confidence is unlikely to serve as a (single) good predictor to matching correctness. Ackerman et al. reported several possible biases in human matching which affect their confidence and their ability to provide accurate matching [9]. The interested reader to Appendix B for additional details. These observations and the analysis of matching-as-a-process are used in our proposed algorithmic solution to create quality matches.

4 PROCESS-AWARE MATCHING COLLABORATION WITH POWAREMATCH

Section 4.1 introduces a decision history processing strategy under the (utopian) unbiased matching assumption (Definition 6) following the observations of Section 3. Then, we describe PoWareMatch, our proposed deep learning solution to improve the quality of typical (biased) human matching (Section 4.2), and detail its components (sections 4.3-4.4).

4.1 History Processing with Unbiased Matching

Ideally, human matching is unbiased. That is, each matching decision \( h_t \in H \) in the decision history (Definition 2) is accompanied by an unbiased (accurate) confidence value \( h_t.c = Pr\{M_{ij} \in \sigma^*\} \) (Definition 6). Accordingly, we can use the observations from Section 3 to produce a better match as a solution to Problem 1 (with respect to some evaluation measure) out of a decision history.

Let \( h_t \in H \) be a matching decision made at time \( t \), such that \( h_t.e = (a_t, b_t) \). Aiming to generate a match, we have two options, either adding the correspondence \( M_{ij} \) to the match or not. Targeting recall, an MIEM over \( \Sigma \subseteq \) (Theorem 1), the choice is clear. \{\( M_{ij} \)\} is a local annealer with respect to recall over \( \Sigma_{\subseteq} \) (Corollary 1) and we always benefit by adding it. Focusing on precision or f-measure, the decision depends on the current match (termed \( \sigma_{t-1} \)). With unbiased matching, we can estimate the values of \( Pr\{M_{ij} \in \sigma^*\}, E(P(\sigma_{t-1})) \), and \( E(F(\sigma_{t-1})) \) (Eq. 7) and use Theorem 2 as follows.

**Targeting precision**, if \( E(P(\sigma_{t-1})) \leq M_{ij} \), then \{\( M_{ij} \)\} is a probabilistic local annealer with respect to \( P \), and we can increase precision by adding \( M_{ij} \) to the match \( (\sigma_t = \sigma_{t-1} \cup \{M_{ij}\}) \).

**Targeting f-measure**, if \( 0.5 \cdot E(F(\sigma_{t-1})) \leq M_{ij} \), then \{\( M_{ij} \)\} is a probabilistic local annealer with respect to \( F \), and adding \( M_{ij} \) to the match does not decrease it’s quality.

**Example 2.** Figure 5 illustrates history processing over the history from Figure 3. The left column presents the targeted evaluation measure and at the bottom, a not-to-scale timeline lays out the decision history. Along each row, ✓ and ✗ represent whether \( M_{ij} \) is added to the match or not, respectively. Targeting recall (top row), all decisions are accepted and a high final recall value of 0.75 is obtained.

For precision and f-measure, each arrow is annotated with a decision threshold, which is set by \( E(P(\sigma_{t-1})) \) and \( 0.5 \cdot E(F(\sigma_{t-1})) \), whose computation is given in Eq. 7. At the beginning of the process,
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Section 3). Finally, to reach a complete match and boost recall, PoWareMatch repeatedly predicts missing precision and f-measure values (learned during a training phase) that are used to monitor the decision making process (see Section 3). By adding a correspondence to a match if its confidence exceeds 0.5, we obtain a global condition to add $M_{ij}$ if $1 \leq M_{ij}$ and $0.5 \leq M_{ij}$, respectively. To summarize, targeting $R/F/P$ with a static threshold is done by adding a correspondence to a match if its confidence exceeds 0/0.5/1, respectively.

Ongoing decisions are not taken into account when setting a static threshold. Recalling Example 2, using a static threshold for f-measure will reject the third decision ($0.5 > M_{12} = 0.25$) (unlike the case of using the estimated value of $E(P(\sigma_{-1}))$, resulting in a lower final f-measure of 0.67.

4.2 PoWareMatch Architecture Overview

In Section 3.3.1 we demonstrated that human matching may be biased, in which case Eq. 7 cannot be used as is. Therefore, we next present PoWareMatch, aiming to calibrate biased matching decisions and to predict the values of $P$ and $F$. PoWareMatch is a matching algorithm that enriches the representation of each matching decision with cognitive aspects, algorithmic assessment and neural encoding of prior decisions using LSTM. Compensating for (possible) lack of evaluation regarding former decisions, PoWareMatch repeatedly predicts missing precision and f-measure values (learned during a training phase) that are used to monitor the decision making process (see Section 3). Finally, to reach a complete match and boost recall, PoWareMatch uses algorithmic matching to complete missing values that were not inserted by human matchers.

The flow of PoWareMatch is illustrated in Figure 6. Its input is a schema pair $(S, S')$ and a decision history $H$ (Definition 2) and its output is a match $\hat{\sigma}$. PoWareMatch is composed of two components, history processing (HP), aiming to calibrate matching decisions (Section 4.3) and recall boosting (RB), focusing on improving the low recall intrinsically obtained by human matchers (Section 4.4).

4.3 Calibrating Matching Decisions using History Processing (HP)

The main component of PoWareMatch calibrates matching decisions by history processing (HP). We recall again that the matching history (Definition 2) records matching decisions of human matchers interacting with a pair of schemata, according to the order in which they were taken. In what follows, HP uses the history to process the matching decisions in the order they were
assigned by the human matcher. The goal of $HP$ is to improve the estimation of $Pr\{M_{ij} \in \sigma^*\}$ of common (biased) matching beyond using the confidence value, which is an accurate assessment only for unbiased matching. We use $Pr\{e_i\}$ here as a shorthand writing for the probability of an element pair assigned at time $t$ to be correct ($Pr\{h_t.e \in \sigma^*\}$).

We first propose a feature representation of matching history decisions (Section 4.3.1) to be processed using a recurrent neural network that is trained in a supervised manner to capture latent temporal properties of the matching process. Once trained, the network predicts a set of labels $\langle \hat{Pr}\{e_t\}, \hat{P}(\sigma_{t-1}), \hat{F}(\sigma_{t-1}) \rangle$ regarding each decision $h_t$, which is used to generate a match $\sigma_{HP}$ (Section 4.3.2).

### 4.3.1 Turning Biases into Features

A feature encoding of a human matcher decision $h_t$ uses a 4-dimensional feature vector, composed of the reported confidence, allocated time, consensual agreement, and an algorithmic similarity score. Allocated time and consensual agreement (along with control, the extent of which the matcher was assisted by an algorithmic solution, which we do not use here since it was shown to be less predictive in our experiments) are human biases studied by Ackerman et al. [9] (see Appendix B for more details). Allocated time is measured directly using history timestamps. An $n \times m$ consensual agreement matrix $A$ is constructed using the decisions of all available human matchers (in our experiments, those in the training set), such that $a_{ij} \in A$ is calculated as the number of matchers that determine $a_i \in S$ and $b_j \in S'$ to correspond, i.e., $\exists h_t \in H : h_t.e = (a_i, b_j)$. An algorithmic matching result is given as an $n \times m$ similarity matrix $\tilde{M}$.

Let $h_t \in H$ be a matching decision at time $t$ (Definition 2) regarding entry $h_t.e = (a_i, b_j)$. We create a feature encoding $v_t \in \mathbb{R}^4$ given by $v_t = \langle h_t.c, \delta_t, a_e, \tilde{M}_e \rangle$, where

- $h_t.c$ is the confidence value associated with $h_t$,
- $\delta_t = h_t.t - h_{t-1}.t$ is the time spent until determining $h_t$,
- $a_e = A_{ij}$ is the consensus regarding the entry assigned in the decision $h_t$,
- $\tilde{M}_e = M_{ij}$, an algorithmic similarity score regarding $(a_i, b_j)$.

$v_t$ enriches the reported confidence ($h_t.c$) with additional properties of a matching decision including possible biases and an algorithmic opinion. A simple solution, which we analyze as a baseline in our experiments (ML, Section 5) applies an out-of-the-box machine learning method to predict $\langle \hat{Pr}\{e_t\}, \hat{P}(\sigma_{t-1}), \hat{F}(\sigma_{t-1}) \rangle$. To encode the sequential nature of a (human) matching process,
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we explore next the use of recurrent neural networks (LSTM), assuming a relation between prior decisions and the current decision.

4.3.2 History Processing with Biased Matching. Using the initial decision encoding \( v_t \), we now turn our effort to improve biased matching decisions. To this end, we train a neural network to estimate \( Pr\{M_{ij} \in \sigma^t\} \), \( E(\hat{P}(\sigma_{t-1})) \) and \( E(\hat{F}(\sigma_{t-1})) \) instead of using Eq. 7 (Section 4.1). Therefore, the HP component consists of three (supervised) neural models, a classifier predicting \( \hat{Pr}\{e_t\} \) and two regressors predicting \( \hat{P}(\sigma_{t-1}) \) and \( \hat{F}(\sigma_{t-1}) \) (see illustration of HP component in Figure 6).

With deep learning [38], it is common to expect a large training dataset. While human matching often offers scarce training data, the sequential decision making process (formalized as a decision history), which is unique to human (as opposed to algorithmic) matchers, offers an opportunity to collect a substantial size training set for training recurrent neural networks, and specifically long short-term memory (LSTMs). LSTM is a natural processing tool of sequential data [31], using a gating scheme of hidden states to control the amount of information to preserve at each timestamp. Using LSTM, we train a model that, when assessing a matching decision \( h_t \), takes advantage of matcher’s previous decisions (\( \{h_{t'} \in H|t'<t\} \)).

Applying LSTM for a decision vector \( v_t \) yields a recurrent representation of the decision, after which, we apply tanh activation to obtain a hidden representation \( h_t^{LSTM} \). Intuitively, \( h_t^{LSTM} \) provides a process-aware representation over \( v_t \), encoding the decision \( h_t \).

After the LSTM utilization, the network is divided into the three tasks by applying a linear fully connected layer over \( h_t^{LSTM} \), reducing the dimension to the label dimension (2 for the classifier and 1 for the regressors) and producing \( h_t^{Pr} \), \( h_t^{F} \) and \( h_t^{P} \) corresponding to the task of estimating the probability of the \( t \)th decision to be correct (included in the reference match) and the task of predicting the current match precision and f-measure values, respectively. Note that since \( h_t^{LSTM} \) latently encodes the timestamps \( \{t'|t'<t\} \), it also assists in predicting \( \sigma_{t-1} \). Then, the classifier applies a softmax(·) function and the regressors apply a sigmoid(·). The softmax function returns a two-dimensional probabilities vector, i.e., the \( i \)th entry represents a probability that the classification is \( i \), for which we take the entry representing 1 as \( \hat{Pr}\{e_t\} \). At each time \( t \) we obtain \( \hat{Pr}\{e_t\}, \hat{P}(\sigma_{t-1}) = \text{sigmoid}(h_t^{P}) \) and \( \hat{F}(\sigma_{t-1}) = \text{sigmoid}(h_t^{F}) \) whose labels during training are \( \mathbb{I}_{\{(M_{ij}|e_{t}=a_{i},b_{j})\in \sigma^t\}} \) (an indicator stating whether the decision is a part of the reference match, see Section 3.2), \( P\{M_{ij}|e_{t}=a_{i},b_{j} \land h_{t'} \in H \land t'<t\} \) and \( F\{M_{ij}|e_{t}=a_{i},b_{j} \land h_{t'} \in H \land t'<t\} \) (computed according to Eq. 1 over a match composed of prior decisions), respectively.

Once trained, \( H \) processing is similar to the one described in Section 4.1. Let \( h_t \in H \) be a matching decision made at time \( t \) and \( \sigma_{t-1} \) the match generated until time \( t \). When targeting recall we accept every decision, to produce \( \sigma_{HP} \). Targeting precision (f-measure), we predict \( \hat{Pr}\{e_t\} \) and \( \hat{P}(\sigma_{t-1}) (\hat{F}(\sigma_{t-1})) \) and add \( \{M_{ij}|e_{t}=a_{i},b_{j}\} \) to the match \( \sigma_{t} = \sigma_{t-1} \cup \{M_{ij}\} \) if \( \hat{P}(\sigma_{t-1}) \leq \hat{Pr}\{e_t\} \) (0.5 \( \cdot \hat{F}(\sigma_{t-1}) \leq \hat{Pr}\{e_t\}) \). A static threshold may also be applied here (see Section 4.1.1). Table 1 summarizes the discussion above, specifying the conditions needed to accept a correspondence to a match. Finally, \( HP \) returns the match \( \sigma_{HP} = \sigma_{T} \).

### Table 1. History processing by target and threshold.

| target | \( R \) | \( P \) | \( F \) |
|--------|-------|-------|-------|
| dynamic | 0.0 | \( \hat{P}(\sigma_{t-1}) \) | 0.5 \( \cdot \hat{F}(\sigma_{t-1}) \) |
| static  | 0.0 | 1.0  | 0.5   |

4.4 Recall Boosting

The \( HP \) component improves on the precision of the human matcher and is limited to correspondences that were chosen by a human matcher. In what follows, the resulted match may have a
low recall, simply because the decision history as provided by the human matcher did not contain enough accurate correspondences to choose from. To better cater to recall, we present next a complementary component, RB, to boost recall using adaptation of existing 2LMs (see Section 2.2).

RB uses algorithmic match results for correspondences that were not assigned by a human matcher, formally stated as $M^\theta = \{M_{ij}|\forall h \in H, h.e \neq (a_i, b_j)\}$. In our experiments, we use ADnEV [56] to produce $M^\theta$ (see Section 5.2.2). When a human matcher does not offer an opinion on a correspondence, it may be intentional or caused inadvertently and the two are indistinguishable. RB complements human matching by analyzing all unassigned correspondences.

RB is a general threshold-based 2LM, from which multiple 2LMs can be derived. Unlike traditional 2LMs, which are applied over a whole similarity matrix, RB is applied to $M^\theta$ only, letting HP handle human decisions as discussed in Section 4.3. Given a partial matrix $M^\theta$ and a set of thresholds $\nu = \{\nu_{ij}\}$, RB is defined as follows:

$$RB(M^\theta, \nu) = \{M'_{ij}|M'_{ij} \geq \nu_{ij}\}$$  

(4)

RB forms a natural implementation of Threshold [20] by defining $\nu^h$ to assign a single threshold value to all entries such that $\nu_{i,j} = \nu^h$ for all matrix entries $(i, j)$. To adapt Max-Delta to work with $M^\theta$, we separate the decision-making process by cases. Let $M_{ij}$ be the entry under consideration. In the case that a human matcher did not choose any value in row $i$, RB adds $M_{ij}$ to $\sigma_{RB}$ if $M_{ij} > 0$. There are two possible scenarios when a human matcher chose an entry in row $i$. If none of the entries a human matcher chose in row $i$ are included in $\sigma_{HP}$, then we are back to the first case, adding $M_{ij}$ to $\sigma_{RB}$ if $M_{ij} > 0$. Otherwise, some entry in row $i$ has been included in $\sigma_{HP}$ and by using a hyper-parameter $\theta$, $M_{ij}$ is added to $\sigma_{RB}$ if it satisfies the Max-Delta revised condition: $M_{ij} > 1 - \theta$.

In what follows, each threshold in the set $\nu^md(\theta)$ is formally defined as follows:

$$\nu^md_{ij}(\theta) = \left(\exists j' \in \{1, 2, ..., m\}: M_{ij'} \in \sigma_{HP}\right) \cdot \varepsilon - \theta \cdot (1 - \left(\exists j' \in \{1, 2, ..., m\}: M_{ij'} \in \sigma_{HP}\right))$$  

(5)

A straightforward variation of Max-Delta can be derived by looking at the columns instead of the rows of each entry, as initially suggested by Do et al. [20].

The implementation of such variant of Eq. 5 is given by

$$\nu^md(col)_{ij}(\theta) = \left(\exists i' \in \{1, 2, ..., n\}: M_{i'j} \in \sigma_{HP}\right) \cdot \varepsilon - \theta \cdot (1 - \left(\exists i' \in \{1, 2, ..., n\}: M_{i'j} \in \sigma_{HP}\right))$$  

(6)

Finally, we offer an extension to the original implementation of Dominants by introducing a tuning window (distance from maximal value) similar to the one defined for Max-Delta. The inference is similar to the one applied for $\nu^md(\theta)$ and each threshold in the set $\nu^dom(\theta)$ can be defined as follows:

$$\nu^dom_{ij}(\theta) = \left(\exists i' \in \{1, 2, ..., n\}: M_{i'j} \in \sigma_{HP}\right) \cdot \varepsilon - \left(\exists j' \in \{1, 2, ..., m\}: M_{ij'} \in \sigma_{HP}\right) \cdot \varepsilon - \theta \cdot (1 - \left(\exists i' \in \{1, 2, ..., n\}: M_{i'j} \in \sigma_{HP}\right) \cdot \varepsilon - \left(\exists j' \in \{1, 2, ..., m\}: M_{ij'} \in \sigma_{HP}\right) \cdot \varepsilon)$$  

(7)

The RB methods introduced above are all accompanied by a hyper-parameter (a uniform $\nu^h$ for Threshold and $\theta$ for the Max-Delta’s variations and Dominants) controlling the threshold. In this work we focus on a uniform threshold, which also yielded the best results in our empirical evaluation (see Section 5.4).
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The two generated matches $\sigma_{HP}$ and $\sigma_{RB}$, using $HP$ and $RB$, are combined by PoWareMatch to create the final match $\hat{\sigma} = \sigma_{HP} \cup \sigma_{RB}$.

5 EMPIRICAL EVALUATION

In this work we focus on human matching as a decision making process. Accordingly, different from a typical crowdsourcing setting, the human matchers in our experiments are free to choose their own order of matching elements and to decide on which correspondences to report (as illustrated in Figure 1a). Section 5.1 describes human matching datasets using two matching tasks and Section 5.2 details the experimental setup. Our analysis shows that

1. The matching quality of human matchers is improved using (a fairly simple) process-aware inference that takes into account self-reported confidence (Section 5.3).
2. PoWareMatch effectively calibrates human matching (Section 5.3.2) to provide decisions of higher quality, which produce high precision values (Section 5.3.1), even if confidence is not reported by human matchers (Section 5.3.3).
3. PoWareMatch efficiently boosts human matching recall performance to produce improved overall matching quality (Section 5.4).
4. PoWareMatch generalizes (without training a new model) beyond the domain of schema matching to the domain of ontology alignment (Section 5.5).

5.1 Human Matching Datasets

We created two human matching datasets for our experiments, gathered via a controlled experiment. To simulate a real-world setting, the participants (human matchers) in our study were asked to match two schemata (which they had never seen before) by locating correspondences between them using an interface. Participants were briefed in matching prior to the task and were given a time to prepare on a pair of small schemata (taken from the Thalia dataset [33]) prior to performing the main matching tasks. Participants in our experiments were Science/Engineering undergraduates who studied database management course. The study was approved by the institutional review board and four pilot participants completed the task prior to the study to ensure its coherence and instruction legibility. A subset of the dataset is available at [1].

The main matching tasks were chosen from two domains, one of a schema matching task and the other of an ontology alignment task (which is used to demonstrate generalizability, see Section 5.5). Reference matches for these tasks were manually constructed by domain experts over the years and considered as ground truth for our empirical evaluation. The schema matching task was taken from the Purchase Order (PO) dataset [20] with schemata of medium size, having 142 and 46 attributes (6,532 potential correspondences), and with high information content (labels, data types, and instance examples). A total of 7,618 matching decisions from 175 human matchers were gathered for the PO dataset. The ontology alignment [24] task was taken from the OAEI 2011 and 2016 competitions [3], containing ontologies with 121 and 109 elements (13,189 potential correspondences) with high information content as well. A total of 1,562 matching decisions from 34 human matchers were gathered for the OAEI dataset. Schema matching and ontology alignment offer different challenges, where ontology elements differ in their characteristics from schemata attributes. Element pairs vary in their difficulty level, introducing a mix of both easy and complex matches.

The interface that was used in the experiments is an upgraded version of the Ontobuilder research environment [45], an open source prototype [4]. An illustration of the user interface is given in Figure 7. Schemata are presented as foldable trees of terms (attributes). After selecting an attribute...
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from the target schema, the user can choose an attribute from the candidate schema tree. In addition, a list of candidate attributes (from the candidate schema tree), is presented for the user. Selecting an element reveals additional information about it in a properties box. After selecting a pair of elements, match confidence is inserted by participants as a value in $[0, 1]$ and timestamped to construct a history.

The human matchers that participated in the experiments were asked to self-report personal information prior to the experiment. The gathered information includes gender, age, psychometric exam score, English level (scale of 1-5), knowledge in the domain (scale of 1-5) and basic database management education (binary). The human matchers that participated in the experiments reported on average psychometric exam scores that are higher than the general population. While the general population’s mean score is 533, participants average is 678. In addition, 88% of human matchers consider their English level to be at least 4 out of 5 and their knowledge of the domain is low (only 14% claim their knowledge to be above 1). To sum, the participating human matchers represent academically oriented audience with a proper English level, yet with lack of any significant knowledge in the domain of the task.

As a final note, we observe a correlation between reported English level and Recall and between reported psychometric exam score and Precision. These results can be justified as better English speakers read faster and can cover more element pairs (Recall) and people that are predicted to have a higher likelihood of academic success at institutions of higher education (higher psychometric score) can be expected to be accurate (Precision). It is noteworthy that these are the only significant correlations found with personal information. This, in turn, emphasizes the importance of understanding the behavior of humans when seeking quality matching, even when personal information is readily available.
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\subsection{Experimental Setup}

Evaluation was performed on a server with 2 Nvidia GTX 2080 Ti and a CentOS 6.4 operating system. Networks were implemented using PyTorch \cite{2019} and the code repository is available online \cite{2019b}. The HP component of PoWareMatch was implemented according to Section 4.3.2, using an LSTM hidden layer of 64 nodes and a 128 nodes fully connected layer. We used Adam optimizer with default configuration ($\beta_1 = 0.9$ and $\beta_2 = 0.999$) with cross entropy and mean squared error loss functions for classifiers ($\hat{P}(e_i)$) and regressors ($\hat{P}(\sigma_{\gamma-1})$ and $\hat{P}(\sigma_{\gamma-1})$), respectively, during training.

\subsection{Evaluation Measures}

We evaluate the matching quality using precision ($P$), recall ($R$), and f-measure ($F$) (see Section 2.1). In addition, we introduce four measures to account for biased matching (Section 3.3), which are used in Section 5.3.2. Specifically, we use two correlation measures and two error measures to compute the bias between the estimated values and the true values. For the former we use Pearson correlation coefficient ($r$) measuring linear correlation and Kendall rank correlation coefficient ($\tau$) measuring the ordinal association. When measuring the bias of $M_{ij}$, the $r$ and $\tau$ values for a match $\sigma$ are given by:

\begin{equation}
   r = \frac{\sum_{M_{ij} \in \sigma} (M_{ij} - \overline{\sigma}) \cdot (\mathbb{I}_{(M_{ij} \in \sigma^*)} - P(\sigma))}{\sqrt{\sum_{M_{ij} \in \sigma} (M_{ij} - \overline{\sigma})^2} \cdot \sqrt{\sum_{M_{ij} \in \sigma} (\mathbb{I}_{(M_{ij} \in \sigma^*)} - P(\sigma))^2}}
\end{equation}

where $\overline{\sigma} = \frac{\sum_{M_{ij} \in \sigma} M_{ij}}{|\sigma|}$ represents the average of a match $\sigma$ and $P(\sigma)$ is the precision of $\sigma$ (see Eq. 1).

\begin{equation}
   \tau = \frac{C - D}{C + D}
\end{equation}

where $C$ and $D$ represent the number of concordant and discordant pairs.

When measuring the bias of $P$ and $F$ (for convenience we use $G$ in the formulas), $r$ is given by:

\begin{equation}
   r = \frac{\sum_{k=1}^{K} (\hat{G}(\sigma_k) - \hat{\sigma}) \cdot (G(\sigma_k) - \hat{G}(\sigma_k))}{\sqrt{\sum_{k=1}^{K} (\hat{G}(\sigma_k) - \hat{\sigma})^2} \cdot \sqrt{\sum_{k=1}^{K} (G(\sigma_k) - \hat{G}(\sigma_k))^2}}
\end{equation}

where $\hat{G}$ is the estimated value of $G$ and $\hat{\sigma} = \frac{\sum_{k=1}^{K} G(\sigma_k)}{K}$ is the average of $G$.

For the latter, we use root mean squared error (RMSE) and mean absolute error (MAE), computed as follows (for the match $\sigma$):

\begin{equation}
   \text{RMSE} = \sqrt{\frac{1}{|\sigma|} \sum_{M_{ij} \in \sigma} (\mathbb{I}_{(M_{ij} \in \sigma^*)} - M_{ij})^2}, \quad \text{MAE} = \frac{1}{|\sigma|} \sum_{M_{ij} \in \sigma} |\mathbb{I}_{(M_{ij} \in \sigma^*)} - M_{ij}|
\end{equation}

and for an evaluation measure $G$, as follows:

\begin{equation}
   \text{RMSE} = \sqrt{\frac{1}{K} \sum_{k=1}^{K} (G(\sigma_k) - \hat{G}(\sigma_k))^2}, \quad \text{MAE} = \frac{1}{K} \sum_{k=1}^{K} |G(\sigma_k) - \hat{G}(\sigma_k)|
\end{equation}

\subsection{Methodology}

Sections 5.3-5.5 provide an analysis of PoWareMatch’s performance. We analyze the ability of PoWareMatch to improve on decisions taken by human matchers (Section 5.3) and the overall final matching (Section 5.4). We further analyze PoWareMatch’s generalizability to the domain of ontology alignment (Section 5.5). The experiments were conducted as follows:

**Human Matching Improvement (Section 5.3):** Using 5-fold cross validation over the human schema matching dataset (PO task, see Section 5.1), we randomly split the data into 5 folds and repeat an experiment 5 times with 4 folds for training (140 matchers) and the remaining fold (35 matchers) for testing. We report on average performance over all human matchers from the 5
Fig. 8. Precision (P), recall (R), and the f-measure (F) of the algorithmic matchers used in the experiments.

experiments. Matches for each human matcher are created according to Section 4.3. We report on PoWareMatch’s ability to calibrate biased matching (Section 5.3.2). An ablation study is reported in Section 5.3.3, for which we trained and tested 6 additional HP implementations using a 5-fold cross validation as before. In this analysis we explore the feature representation of a matching decision (see Section 4.3.1) by either solely using or discarding 1) confidence (h_t, c), 2) cognitive aspects (δ_t and a_t), or 3) algorithmic input (M_e).

PoWareMatch’s Overall Performance (Section 5.4): We assess the overall performance of PoWareMatch by adding the RB component. In Section 5.4.1, we also report on two subgroups of human matchers representing top 10% (Top-10) and bottom 10% (Bottom-10) performing human matchers. We selected the RB threshold (in [0.0, 0.05, ..., 1.0]) that yielded the best results during training and analyze this selection in Section 5.4.2.

Generalizing to Ontology Alignment (Section 5.5): In our final analysis we aim to demonstrate the generalizability of PoWareMatch in practice. To do so, we assume that we have at our disposal the set of human schema matchers that performed the PO task and we aim to improve on the performance of (different) human matchers on a new (similar) task of ontology alignment over the OAEI task. Specifically, we use the 175 schema matchers as our training set and generate a PoWareMatch model. The generated model is than tested on the 34 ontology matchers.

We produce M̃ (an algorithmic match, see Section 4) using the matchers presented in Section 2.2 and ADnEV, a state-of-the-art aggregated matcher [56]. A comparison of the algorithmic matchers performance over several thresholds in terms of precision, recall and F1 measure is given in Figure 8. The comparison shows the superiority of ADnEV in high threshold levels. Thus, we present the results of PoWareMatch using ADnEV for recall boosting.

Statistically significant differences in performance are tested using a paired two-tailed t-test with Bonferroni correction for 95% confidence level, and marked with an asterisk.

5.2.3 Baselines. Two types of baselines were used in the experiments we conducted, as follows:

Human analysis and improvement (Section 5.3): First, when PoWareMatch targets recall, it accepts all human judgments (see Theorems 1 and 2). This also represents traditional methods using human input as ground truth (in this work referred to as “unbiased matching assumption”). We use two additional types of baselines to evaluate PoWareMatch ability to improve human matching:

1) raw: human confidence with threshold filtering that follows Section 4.1. For example, targeting F with static threshold (0.5, see Table 1) represents a likelihood-based baseline that accepts decisions assigned with a confidence level greater than 0.5.

2) ML: non process-aware machine learning. We experimented with several common classifiers (e.g., SVM) and regressors (e.g., Lasso), and selected the top performing one during training.10

10 see the full list of ML models (including their configuration) in [5].
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Table 2. True positive (|σ ∩ σ∗|), match size (|σ|), and precision (P) by target measure, applying history processing (HP)

| Target | (threshold) | HP     | |σ ∩ σ∗|| |σ| | P  |
|--------|------------|--------|------------------|-----------------|-----------------|-----------------|-----------------|
| R      | 0.0        | -      | 19.02            | 43.53           | 0.549           |                  |
| P      | 1.0        | raw    | 10.79            | 19.91           | 0.656           |                  |
|        |            | ML     | 14.01*           | 14.02           | 0.999*          |                  |
|        |            | PoWareMatch | 15.80*       | 15.81           | 0.999*          |                  |
|        |            |        |                  |                 |                 |                  |
|        |            | raw    | 11.34            | 21.69           | 0.612           |                  |
|        |            | ML     | 16.21*           | 18.63           | 0.858*          |                  |
|        |            | PoWareMatch | 16.50*       | 16.62           | 0.987*          |                  |
|        |            |        |                  |                 |                 |                  |
|        |            | raw    | 18.19            | 36.90           | 0.574           |                  |
|        |            | ML     | 16.16            | 17.97           | 0.890*          |                  |
|        |            | PoWareMatch | 16.65        | 16.73           | 0.993*          |                  |
|        | 0.5        |        |                  |                 |                 |                  |
|        |            | raw    | 18.05            | 39.65           | 0.552           |                  |
|        |            | ML     | 16.95            | 22.16           | 0.759           |                  |
|        |            | PoWareMatch | 16.97        | 17.32           | 0.968*          |                  |
|        | 0.5 · ̂F(σ_{t-1}) | raw    |                  |                 |                 |                  |
|        |            | ML     |                  |                 |                 |                  |
|        |            | PoWareMatch |                 |                 |                 |                  |

The selected machine learning models were then used to replace the neural process-aware classifiers and regressors in the HP component of PoWareMatch.

Matching improvement (Sections 5.4-5.5): We use four algorithmic matching baselines, namely, Term, WordNet, Token Path, and ADnEV, the state-of-the-art deep learning algorithmic matching [56]. For each, we applied several thresholds (see Figure 8) during training and report on the top performing threshold. Since ADnEV shows the best overall performance (F = 0.73), we combine it with human matching (raw) to create a human-algorithm baseline (raw-ADnEV).

5.3 Improving Human Matching

We analyze the ability of PoWareMatch’s HP component to improve the precision of human matching decisions (Section 5.3.1) and to calibrate human confidence, potentially achieving unbiased matching (Section 5.3.2). We then provide feature analysis via an ablation study in Section 5.3.3.

5.3.1 Precision. Table 2 provides a comparison of results in terms of precision (P) and its computational components (|σ ∩ σ∗| and |σ|, see Eq. 1) when applying PoWareMatch to two baselines, namely raw (assuming unbiased matching) and ML (applying non-process aware learning), see details in Section 5.2.3. We split the comparison by target measure (see Section 4), namely targeting 1) recall (R), 2) precision (P) with static (1.0) and dynamic (̂F(σ_{t-1})) thresholds, and 3) f-measure (F) with static (0.5) and dynamic (0.5 · ̂F(σ_{t-1})) thresholds (as illustrated in Table 1). The best results within each target measure (+threshold) are marked in bold.

The first row of Table 2 represents the decision making when targeting recall, i.e., accepting all human decisions.11 A clear benefit of treating matching as a process is observed when comparing this naïve baseline of accepting human decisions as ground truth (first row of Table 2) to a fairly simple process-aware inference (as in Section 4.1) using the reported confidence (raw) aiming to improve a quality measure of choice (target measure). Empirically, even when assuming unbiased matching (raw), as in Section 4.1, we achieve average precision improvement of 9%.

---

11Since recall is always monotonic (Theorem 1), a dominating strategy adds all correspondences (first row in Table 2).
PoWareMatch achieves a statistically significant precision improvement over raw, with an average improvement of 65%, targeting both $P$ and $F$ with both static and dynamic thresholds. PoWareMatch also outperforms the learning-based baseline ($ML$), achieving 13.6% higher precision on average. Even when the precision is similar, PoWareMatch generates larger matches ($|\sigma|$), which can improve recall and f-measure, as discussed in Section 5.4. Since PoWareMatch performs process-aware learning (LSTM), its improvement over $ML$ supports the use of matching as a process.

PoWareMatch achieves highest precision when targeting $P$ with static threshold, forcing the algorithm to accept only decisions for which PoWareMatch is fully confident ($\hat{Pr}\{e_t\} = 1$). Alas, it comes at the cost match size (less than 16 correspondences on average). This indicates that being conservative is beneficial for precision, yet it has a disadvantage when it comes to recall (and accordingly f-measure). Targeting $F$, especially with dynamic thresholds, balances match size and precision. This observation becomes essential when analyzing the full performance of PoWareMatch (Section 5.4).

Figure 9 analyzes PoWareMatch precision ($P$) and its computational components ($|\sigma \cap \sigma^*$| and $|\sigma|$) over varying static thresholds. We discard the threshold level of 0.0 (associated with targeting recall) for readability. As illustrated, as the the static threshold increases, the precision increases while the size of the match and number of true positives decreases. In other words, when using a static threshold the selecting also depends on the target measure. Targeting high precision is associated with high, conservative, thresholds, while targeting large matches (and accordingly recall and f-measure) is associated with selecting lower thresholds.

5.3.2 Calibration. In the final analysis of the $HP$ component, we quantify its ability to calibrate human confidence to potentially achieve unbiased matching. Table 3 compares the results of PoWareMatch to three baselines, namely raw (assuming unbiased matching), ADnEV (representing state-of-the-art algorithmic matching) and $ML$ (applying non-process aware learning), in terms of correlation ($r$ and $\tau$) and error (RMSE and MAE), see Section 5.2.1, with respect to the three estimated quantities, $\hat{Pr}\{e_t\}$, $\hat{P}(\sigma_{t-1})$ and $\hat{F}(\sigma_{t-1})$. For raw and ADnEV the quantities are calculated by Eq. 7 and for $ML$ and PoWareMatch they are predicted using the $HP$ component. The best results within each quantity are marked in bold.

As depicted in Table 3, both human and algorithmic matching is biased and PoWareMatch performs well in calibrating it. Specifically, PoWareMatch improves raw human decision confidence correlation with decision correctness by 169% and 146% in terms of $r$ and $\tau$, respectively, and lowers the respective error by 0.36 and 0.39 in terms of RMSE and MAE, respectively. Algorithmic matching
Table 3. Correlation (r and τ) and error (RMSE and MAE) in estimating $\hat{P}_{r}\{M_{ij} \in \sigma^{*}\}$, $\hat{P}(\sigma_{t-1})$ and $\hat{F}(\sigma_{t-1})$

| Measure               | Method   | r  | τ  | RMSE | MAE |
|-----------------------|----------|----|----|------|-----|
| $\hat{P}_{r}\{M_{ij} \in \sigma^{*}\}$ | raw      | 0.29| 0.26| 0.59 | 0.45|
|                       | ADnEV    | 0.27| 0.22| 0.24 | 0.21|
|                       | ML       | 0.76| 0.62| 0.30 | 0.13|
|                       | PoWareMatch | 0.78| 0.64| 0.23 | 0.06|
| $\hat{P}(\sigma_{t-1})$ | raw      | 0.23| 0.17| 0.99 | 0.50|
|                       | ADnEV    | -   | -   | 0.19 | 0.19|
|                       | ML       | 0.00| -0.01| 0.34 | 0.29|
|                       | PoWareMatch | 0.90| 0.72| 0.13 | 0.10|
| $\hat{F}(\sigma_{t-1})$ | raw      | 0.21| 0.15| 0.77 | 0.39|
|                       | ADnEV    | -   | -   | 0.37 | 0.37|
|                       | ML       | -0.06| -0.04| 0.27 | 0.23|
|                       | PoWareMatch | 0.80| 0.60| 0.12 | 0.09|

(ADnEV) exhibits similar low correlation while reducing the error as well. A possible explanation involves the significant number of non-corresponding element pairs (non-matches). While human matchers avoid assigning confidence values to non-matches (and therefore such element pairs are not included in the error computation), algorithmic matchers assign (very) low similarity scores to non-corresponding element pairs. For example, none of the human matchers selected (and assigned confidence score to) the (incorrect) correspondence between Contact.e-mail and POBillTo.city, while all algorithmic matchers assigned a similarity score of less than 0.05 to this correspondence. This observation may also serve as an explanation to the proximity between the RMSE and MAE values of ADnEV. Finally, when compared to non-process aware learning (ML), PoWareMatch achieves only a slight correlation ($r$ and $\tau$) improvement, yet ML’s error values (RMSE and MAE) are significantly higher. These higher error values demonstrate that process-aware learning, as applied by PoWareMatch, is better in accurately predicting the probability of a decision in the history to be correct ($\hat{P}_{r}\{e_{t}\}$) and explains the superiority of PoWareMatch in providing precise results (Table 2).

5.3.3 Ablation Study. After empirically validating that applying a process-aware learning (as in PoWareMatch) is better than assuming unbiased matching (raw) and unordered learning (ML), we next analyze the various representations of matching decisions (Section 4.3.1), namely, 1) confidence ($h_{t}.c$), 2) cognitive aspects ($\delta_{t}$ and $a_{c}$), or 3) algorithmic input ($\tilde{M}_{e}$). Similar to Table 2, Table 4 presents precision ($P$) and its computational components ($|\sigma \cap \sigma^{*}|$ and $|\sigma|$), see Eq. 1, with respect to a target measure (without recall). Table 4 compares PoWareMatch to: 1) using each decision representation element by itself (only) and 2) removing it one at a time (w/o). Boldface entries indicate the higher importance (for only higher quality and for w/o lower quality).

Examining Table 4, we observe that two aspects of the decision representation are predominant, namely confidence and cognitive aspects. Using confidence features only yields the highest proportion of correct correspondences ($|\sigma \cap \sigma^{*}|$) and using only cognitive features offers the best precision values. The ablation study shows that even when self-reported confidence is absent from the decision representation, PoWareMatch can provide precise results using other aspects of the decision. For example, by using only the decision time (the time it took for the matcher to make the decision) and consensus (the amount of matchers who assigned the current correspondence) to...
Table 4. Decision representation ablation study. only refers to training using only one decision representation element while w/o refers to the exclusion of a decision representation element at a time.

| Target (threshold) | 1.0 | | 0.5 | | 0.5 - \hat{F}(σ_{t-1}) |
|-------------------|-----|-----|-----|-----|---------------------|
| Decision Rep.     | | | | | |
| conf              | 18.78 | 19.94 | 0.94 | 19.02 | 20.53 | 0.93 | 18.72 | 20.03 | 0.93 | 17.92 | 19.53 | 0.92 |
| alg               | 15.29 | 15.80 | 0.96 | 15.35 | 16.53 | 0.93 | 16.11 | 16.91 | 0.95 | 16.27 | 17.31 | 0.94 |
| alg               | 14.15 | 16.93 | 0.82 | 16.86 | 21.17 | 0.75 | 17.24 | 21.71 | 0.76 | 18.35 | 24.48 | 0.70 |
| w/o               | | | | | |
| conf              | 13.36 | 15.76 | 0.85 | 16.14 | 20.43 | 0.79 | 16.39 | 20.57 | 0.79 | 13.53 | 18.23 | 0.74 |
| alg               | 14.10 | 16.86 | 0.81 | 16.79 | 20.89 | 0.77 | 17.05 | 21.18 | 0.77 | 18.18 | 23.66 | 0.72 |
| alg               | 15.46 | 15.66 | 0.98 | 16.42 | 16.54 | 0.98 | 16.58 | 16.66 | 0.98 | 16.68 | 17.28 | 0.95 |

represent decisions (only cognitive aspects, second row of Table 4), the process-aware learning of PoWareMatch (targeting \(F\)) achieves a precision of 0.94.

Cognitive aspects and confidence together, without an algorithmic similarity (bottom row of Table 4), achieves comparable results to the ones reported in Table 2, while eliminating either confidence or cognitive features reduces performance. This observation may indicate that the algorithmic matcher is not as important to correspondences that are assigned by human matchers. Recalling that \(HP\) is designed to consider only the set of correspondences that were originally assigned by the human matcher during the decision history, in the following section we show the importance of algorithmic results in complementing human decisions.

5.4 Improving Matching Outcome

We now examine the overall performance of PoWareMatch and the ability of \(RB\) to boost recall. The \(RB\) thresholds (see Section 4.4) for PoWareMatch(\(HP+RB\)) and raw-ADnEV were set to the top performing thresholds during training (0.9 and 0.85, respectively). Table 5 compares, for each target measure, results of PoWareMatch with and without recall boosting (PoWareMatch(\(HP+RB\)) and PoWareMatch(\(HP\)), respectively) and raw-ADnEV (see Section 5.2.3). In addition, the four last rows of Table 5 exhibit the results of algorithmic matchers, for which we present the threshold yielding the best performance in terms of \(F\). Best results for each quality measure are marked in bold.

Evidently, \(RB\) improves (mostly in a statistical significance manner) recall and F1 measure over PoWareMatch’s \(HP\). On average, the recall boosting phase improves recall by 214% and the F1 measure by 125%. Compared to the baselines, PoWareMatch outperforms raw-ADnEV by 23%, 8%, and 17% in terms of \(P\), \(R\), and \(F\) on average, respectively, and performs better than ADnEV, Term, Token Path, WordNet by 19%, 51%, 41%, and 49% in terms of \(F\), on average.

Compared to the baselines, PoWareMatch outperforms raw-ADnEV by 23%, 8%, and 17% in terms of \(P\), \(R\), and \(F\) on average, respectively, and performs better than ADnEV, Term, Token Path, WordNet by 19%, 51%, 41%, and 49% in terms of \(F\), on average. We next dive into more detailed analysis, namely skill-based performance (Section 5.4.1) and precision-recall tradeoff (Section 5.4.2).

5.4.1 \(RB\)’s Effect via Skill-based Analysis. We note again that poor recall is a feature of human matching and while raw human matching oftentimes also suffers from low precision, PoWareMatch can boost the precision to obtain reliable human matching results (Section 5.3). We now analyze the \(RB\)’s ability to boost recall.

Overall, PoWareMatch aims to screen low quality matching decisions rather than low quality matchers, acknowledging that low quality matchers can sometimes make valuable decisions while high quality matcher may slip and provide erroneous decisions. To illustrate the effect of PoWareMatch with respect to the varying abilities of human matchers to perform high quality
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Table 5. Precision ($P$), recall ($R$), f-measure ($F$) of PoWareMatch by target measure compared to baselines (PO task)

| Target (threshold) | Method               | $P$   | $R$   | $F$  |
|-------------------|----------------------|-------|-------|------|
| $R$ 0.0           | PoWareMatch($HP$)    | 0.549 | 0.293 | 0.380|
|                   | PoWareMatch($HP$+$RB$)| 0.776 | 0.844 | 0.797|
|                   | raw-ADnEV            | 0.731 | 0.807 | 0.756|
| $P$ 1.0           | PoWareMatch($HP$)    | 0.999 | 0.230 | 0.364|
|                   | PoWareMatch($HP$+$RB$)| 0.999*| 0.782 | 0.876*|
|                   | raw-ADnEV            | 0.824 | 0.680 | 0.729|
| $\hat{P}(\sigma_{t-1})$ | PoWareMatch($HP$)    | 0.987 | 0.254 | 0.391|
|                   | PoWareMatch($HP$+$RB$)| 0.998*| 0.805*| 0.889*|
|                   | raw-ADnEV            | 0.808 | 0.688 | 0.730|
| $F$ 0.5           | PoWareMatch($HP$)    | 0.999 | 0.256 | 0.393|
|                   | PoWareMatch($HP$+$RB$)| 0.998*| 0.807 | 0.891*|
|                   | raw-ADnEV            | 0.754 | 0.794 | 0.764|
| $0.5 \cdot \hat{P}(\sigma_{t-1})$ | PoWareMatch($HP$)    | 0.968 | 0.261 | 0.398|
|                   | PoWareMatch($HP$+$RB$)| 0.993*| 0.812 | 0.892*|
|                   | raw-ADnEV            | 0.741 | 0.792 | 0.754|
|                  | ADnEV [56]           | 0.810 | 0.692 | 0.730|
|                  | Term [28]            | 0.471 | 0.738 | 0.575|
|                  | Token Path [50]      | 0.479 | 0.862 | 0.615|
|                  | WordNet [30]         | 0.453 | 0.815 | 0.582|

matching, in addition to all human matchers (All), we also investigate high-quality (Top-10) and low-quality matchers (Bottom-10).

On average, using Eq. 2, all human matchers yielded matches with $P=.55$, $R=.29$, $F=.38$, the Top-10 group matches with $P=.91$, $R=.74$, $F=.81$, and the Bottom-10 group matches with $P=.14$, $R=.06$, $F=.08$. Table 6 compares the three groups in terms of history size, i.e., average number of human decisions, match size (and number of true positive) of the $HP$ phase, the average number of (correct) correspondences added in the $RB$ phase, and the improvement in terms of $P$, $R$, and $F$ of the recall boosting using the $RB$ component.

$RB$ significantly improves, over all human matchers, recall (211% on average) and f-measure (122% on average) and slightly improves precision. When it comes to low-quality matchers $RB$ has a considerable role (bottom row, Table 6) while for high-quality matchers, $RB$ only provides a slight recall boost (middle row, Table 6).

PoWareMatch is judicious even when calibrating the results of the high quality matchers. While on average, 49.8 of the 54.5 raw decisions of high-quality human matchers are correct, PoWareMatch only uses an average of 43 (correct) correspondences when processing history, omitting, on average, 6.8 correct correspondences from the final match (recall that $RB$ considers only $M^0$, see Section 4.4). However, a state-of-the-art algorithmic matcher enables recall boosting, adding an average of 6.9 (other) correct correspondences to the final match, improving both recall and f-measure.

Table 6. History sizes ($|H|$), match sizes ($|\sigma|$), true positive number ($|\sigma \cap \sigma^*|$), and Precision ($P$), recall ($R$), and f-measure ($F$) improvement achieved by $RB$ by matchers subgroup

| Group        | $|H|$   | $|\sigma|$ | $|\sigma \cap \sigma^*|$ | $RB$ % Improvement |
|--------------|--------|--------------|--------------------------|---------------------|
| All          | 43.5   | 17.3 (13)    | 36.2 (35.5)              | 2% 211% 122%        |
| Top-10       | 54.5   | 43 (43)      | 6.9 (6.9)                | 0% 16% 12%          |
| Bottom-10    | 26.2   | 2.7 (2.3)    | 46.6 (43.2)              | 4% 3,230% 1,900%    |
5.4.2 PoWareMatch Precision - Recall Tradeoff. Our analysis thus far used an $RB$ threshold of 0.9, which yielded the best performance during training. We next turn to examine how the tradeoff between precision and recall changes with the $RB$ threshold. Figure 10 illustrates precision ($P$), recall ($R$), and f-measure ($F$), targeting recall (Figure 10a), precision (with dynamic thresholds, Figure 10b), and f-measure (with dynamic thresholds, Figure 10c). The far right values in each graph represent using $HP$ only, allowing no algorithmic results into the output match $\hat{\sigma}$. Values at the far left, setting $RB$ threshold to 0, includes all algorithmic results in $\hat{\sigma}$. Overall, the three graphs demonstrate a similar trend. Primarily, regardless of the target measure, a 0.9 $RB$ threshold yields the best results in terms of f-measure (as was set during training). Recall is at its peak when adding all correspondences human matchers did not assign ($RB$ threshold = 0). A conservative approach of adding only correspondences the algorithmic matcher is fully confident about ($RB$ threshold = 1) results in a very low recall.

5.5 PoWareMatch Generalizability

The core idea of this section is to provide empirical evidence to the applicability of PoWareMatch. Sections 5.3-5.4 demonstrate the effectiveness of PoWareMatch to improve the matching quality of human schema matchers in the (standard) domain of purchase orders (PO) [20]. In such a setting, we trained PoWareMatch over a given set of human matchers and show that it can be used effectively on a test set of unseen human matchers (in 5-fold cross validation fashion, see Section 5.2.2), all in the PO domain. In the following analysis we use different (unseen) human matchers, performing a (slightly) different matching task (ontology alignment) from a different domain (bibliographic references [3]), to show the power of PoWareMatch in generalizing beyond schema matching. Please refer to Section 5.2.2 for additional details. Table 7 presents results on human matching dataset of OAEI (see Section 5.1) in a similar fashion to Table 5.

Matching results are slightly lower than in the PO task. However, the tendency is the same, demonstrating that a PoWareMatch trained on the domain of schema matching can align ontologies well. The main difference between the performance of PoWareMatch on the PO task and the OAEI task is in terms of precision, where the results of the latter failed to reach the 0.999 precision value of the former (when targeting precision). This may not come as a surprise since the trained model affects only the $HP$ component, which is also in charge of providing high precision.

\[12\] Static thresholds yielded similar results, which can be found in an online repository [2].
Table 7. Precision ($P$), recall ($R$), f-measure ($F$) of PoWareMatch by target measure compared to baselines (OAEI task)

| Target (threshold) | Method               | $P$   | $R$   | $F$   |
|--------------------|---------------------|-------|-------|-------|
| $R$ 0.0            | PoWareMatch(HP)     | 0.616 | 0.348 | 0.447 |
|                   | PoWareMatch(HP+RB)  | 0.554 | 0.896 | 0.749*|
|                   | raw-ADnEV           | 0.484 | 0.861 | 0.638 |
| $P$ 1.0            | PoWareMatch(HP)     | 0.878 | 0.315 | 0.432 |
|                   | PoWareMatch(HP+RB)  | 0.912 | 0.746*| 0.792*|
|                   | raw-ADnEV           | 0.812 | 0.582 | 0.688 |
| $\hat{P}(\sigma_{t-1})$ | PoWareMatch(HP)     | 0.867 | 0.318 | 0.436 |
|                   | PoWareMatch(HP+RB)  | 0.889 | 0.776*| 0.810*|
|                   | raw-ADnEV           | 0.785 | 0.567 | 0.674 |
| $F$ 0.5            | PoWareMatch(HP)     | 0.824 | 0.327 | 0.442 |
|                   | PoWareMatch(HP+RB)  | 0.896*| 0.747*| 0.809*|
|                   | raw-ADnEV           | 0.745 | 0.582 | 0.681 |
| $0.5 \cdot \hat{F}(\sigma_{t-1})$ | PoWareMatch(HP)     | 0.811 | 0.319 | 0.437 |
|                   | PoWareMatch(HP+RB)  | 0.892*| 0.772*| 0.825*|
|                   | raw-ADnEV           | 0.743 | 0.586 | 0.682 |
| $\hat{P}(\sigma_{t-1})$ | ADnEV [56]         | 0.677 | 0.656 | 0.667 |
|                   | Term [28]           | 0.266 | 0.750 | 0.393 |
|                   | Token Path [50]     | 0.400 | 0.250 | 0.307 |
|                   | WordNet [30]        | 0.462 | 0.937 | 0.618 |

6 RELATED WORK

Human-in-the-loop in schema matching typically uses either crowdsourcing [26, 48, 54, 61, 62] or pay-as-you-go [42, 47, 51] to reduce the demanding cognitive load of this task. The former slices the task into smaller sized tasks and spread the load over multiple matchers. The latter partitions the task over time, aiming at minimizing the matching task effort at each point in time. From a usability point-of-view, Noy, Lanbrix, and Falconer [25, 37, 49] investigated ways to assist humans in validating results of computerized matching systems. In this work, we provide an alternative approach, offering an algorithmic solution that is shown to improve on human matching performance. Our approach takes a human matcher’s input and boosts its performance by analyzing the process a human matcher followed and complementing it with an algorithmic matcher.

Also using a crowdsourcing technique, Bozovic and Vassalos [17] proposed a combined human-algorithm matching system where limited user feedback is used to weigh the algorithmic matching. In our work we offer an opposite approach, according to which a human match is provided, evaluated and modified, and then extended with algorithmic solutions.

Human matching performance was analyzed in both schema matching and the related field of ontology alignment [22, 40, 61], acknowledging that humans can err while matching due to biases [9]. Our work turns such bugs (biases in our case) into features, improving human matching performance by assessing the impact of biases on the quality of the match.

The use of deep learning for solving data integration problems becomes widespread [23, 36, 41, 46, 58]. Chen et al. [19] use instance data to apply supervised learning for schema matching. Fernandez et al. [27] use embeddings to identify relationships between attributes, which was extended by Cappuzzo et al. [18] to consider instances in creating local embeddings. Shraga et al. [56] use a neural network to improve an algorithmic schema matching result. In our work, we use an LSTM...
to capture the time-dependent decision making of human matching and complement it with a state-of-the-art deep learning-based algorithmic matching based on [56].

7 CONCLUSIONS AND FUTURE WORK

This work offers a novel approach to address matching, analyzing it as a process and improving its quality using machine learning techniques. We recognize that human matching is basically a sequential process and define a matching sequential process using matching history (Definition 2) and monotonic evaluation of the matching process (Section 3.1). We show conditions under which precision, recall and f-measure are monotonic (Theorem 1). Then, aiming to improve on the matching quality, we tie the monotonicity of these measures to the ability of a correspondence to improve on a match evaluation and characterize such correspondences in probabilistic terms (Theorem 2). Realizing that human matching is biased (Section 3.3.1) we offer PoWareMatch to calibrate human matching decisions and compensate for correspondences that were left out by human matchers using algorithmic matching. Our empirical evaluation shows a clear benefit in treating matching as a process, confirming that PoWareMatch improves on both human and algorithmic matching. We also provide a proof-of-concept, showing that PoWareMatch generalizes well to the closely domain of ontology alignment. An important insight of this work relates to the way training data should be obtained in future matching research. The observations of this paper can serve as a guideline for collecting (query user confidence, timing the decisions, etc.), managing (using a decision history instead of similarity matrix), and using (calibrating decisions using PoWareMatch or a derivative) data from human matchers.

In future work, we aim to extend PoWareMatch to additional platforms, e.g., crowdsourcing, where several additional aspects, such as crowd workers heterogeneity [53], should be considered. Interesting research directions involve experimenting with additional matching tools and analyzing the merits of LSTM in terms of overfitting and sufficient training data.
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A MONOTONIC EVALUATION AND SECTION 3 PROOFS

The appendix is devoted to the proofs of Section 3.

**Theorem 1.** Recall ($R$) is a MIEM over $\Sigma^\subseteq$, Precision ($P$) is a MIEM over $\Sigma^P$, and f-measure ($F$) is a MIEM over $\Sigma^F$.

For proving Theorem 1, we use two lemmas stating that recall is a MIEM over all match pairs in $\Sigma^\subseteq$ and, since precision and f-measure are not monotonic over the full set of pairs in $\Sigma^\subseteq$, the conditions under which monotonicity can be guaranteed for both measures.

**Lemma 2.** Recall ($R$) is a MIEM over $\Sigma^\subseteq$.

**Proof of Lemma 2.** Let $(\sigma, \sigma') \in \Sigma^\subseteq$ be a match pair in $\Sigma^\subseteq$. Using Eq. 1, one can compute recall of $\sigma$ and $\sigma'$, as follows.

$$R(\sigma) = \frac{|\sigma \cap \sigma^*|}{|\sigma^*|}, R(\sigma') = \frac{|\sigma' \cap \sigma^*|}{|\sigma^*|}$$
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Recalling that precision. In both cases we obtain $P(\sigma) = P(\sigma')$.

Next, we refer to the general case where $\sigma \neq \emptyset$, $\sigma' \neq \emptyset$ and $\Delta \neq \emptyset$. Assuming $\sigma \neq \sigma'$ and recalling that $\sigma \subseteq \sigma' ((\sigma, \sigma') \in \Sigma^\subseteq)$, we obtain that $\sigma \cap \Delta = \emptyset$ and

$$|\sigma'| = |\sigma \cup \Delta| = |\sigma| + |\Delta| \tag{13}$$

Similarly, we obtain

$$|\sigma' \cap \sigma^*| = |(\sigma \cap \sigma^* \cup (\Delta \cap \sigma^*))| \tag{14}$$

Recalling that $\sigma \subseteq \sigma'$, we have $(\sigma \cap \sigma^*) \cap (\Delta \cap \sigma^*) = \emptyset$ and

$$|\sigma' \cap \sigma^*| = |\sigma \cap \sigma^*| + |\Delta \cap \sigma^*| \tag{15}$$

- **$P(\sigma) \leq P(\sigma')$ iff $P(\sigma) \leq P(\Delta)$:**

Using Eq. 1, the precision values of $\sigma$, $\sigma'$, and $\Delta$ are computed as follows:

$$P(\sigma) = \frac{|\sigma \cap \sigma^*|}{|\sigma|}, P(\sigma') = \frac{|\sigma' \cap \sigma^*|}{|\sigma'|}, P(\Delta) = \frac{|\Delta \cap \sigma^*|}{|\Delta|} \tag{16}$$

$\Rightarrow$: Let $P(\sigma) \leq P(\sigma')$. Using Eq. 16, we obtain that

$$\frac{|\sigma \cap \sigma^*|}{|\sigma|} \leq \frac{|\sigma' \cap \sigma^*|}{|\sigma'|}$$

and accordingly (Eq. 15 and Eq. 13),

$$\frac{|\sigma \cap \sigma^*|}{|\sigma|} \leq \frac{|\sigma \cap \sigma^*| + |\Delta \cap \sigma^*|}{|\sigma| + |\Delta|}$$

Then, we obtain

$$|\sigma \cap \sigma^*| (|\sigma| + |\Delta|) \leq |\sigma| (|\sigma \cap \sigma^*| + |\Delta \cap \sigma^*|)$$

and following,

$$|\sigma \cap \sigma^*| \cdot |\sigma| + |\sigma \cap \sigma^*| \cdot |\Delta| \leq |\sigma| \cdot |\sigma \cap \sigma^*| + |\sigma| \cdot |\Delta \cap \sigma^*|$$

Finally, we get

$$|\sigma \cap \sigma^*| \cdot |\Delta| \leq |\sigma| \cdot |\Delta \cap \sigma^*|$$

and conclude

$$P(\sigma) = \frac{|\sigma \cap \sigma^*|}{|\sigma|} \leq \frac{|\Delta \cap \sigma^*|}{|\Delta|} = P(\Delta)$$
\[ P(\sigma) \leq P(\Delta) \]. Using Eq. 16, we obtain that
\[ \frac{|\sigma \cap \sigma^*|}{|\sigma|} \leq \frac{|\Delta \cap \sigma^*|}{|\Delta|} \]
and following
\[ |\sigma \cap \sigma^*| \cdot |\Delta| \leq |\sigma| \cdot |\Delta \cap \sigma^*| \]
By adding \(|\sigma \cap \sigma^*| \cdot |\sigma|\) on both sides we get
\[ |\sigma \cap \sigma^*| \cdot |\Delta| + |\sigma \cap \sigma^*| \cdot |\sigma| \leq |\sigma| \cdot (|\Delta \cap \sigma^*| + |\sigma \cap \sigma^*| \cdot |\sigma|) \]
After rewriting, we obtain
\[ |\sigma \cap \sigma^*| \cdot (|\Delta| + |\sigma|) \leq |\sigma| \cdot (|\Delta \cap \sigma^*| + |\sigma \cap \sigma^*| \cdot |\sigma|) \]
and in what follows (Eq. 15 and Eq. 13):
\[ P(\sigma) = \frac{|\sigma \cap \sigma^*|}{|\sigma|} \leq \frac{|\sigma' \cap \sigma^*|}{|\sigma'|} = P(\sigma') \]

**F(\sigma) \leq F(\sigma')** if \( 0.5F(\sigma) \leq P(\Delta) \):
The F1 measure value of \( \sigma \) is given by
\[ F(\sigma) = 2 \cdot \frac{P(\sigma) \cdot R(\sigma)}{P(\sigma) + R(\sigma)} \]
Then, using Eq. 1, we have
\[ F(\sigma) = 2 \cdot \frac{\frac{|\sigma \cap \sigma^*|}{|\sigma|} \cdot \frac{|\sigma \cap \sigma^*|}{|\sigma^*|}}{\frac{|\sigma \cap \sigma^*|}{|\sigma|} + \frac{|\sigma \cap \sigma^*|}{|\sigma^*|}} \]
and after rewriting we obtain
\[ F(\sigma) = \frac{2 \cdot |\sigma \cap \sigma^*|}{|\sigma| + |\sigma^*|} \]
Similarly, we can compute
\[ F(\sigma') = \frac{2 \cdot |\sigma' \cap \sigma^*|}{|\sigma'| + |\sigma^*|} \]
Using Eq. 15 and Eq. 13, we further obtain
\[ F(\sigma') = \frac{2 \cdot (|\sigma' \cap \sigma^*| + |\Delta \cap \sigma^*|)}{|\sigma'| + |\sigma^*|} \]
\[ \Rightarrow: \text{Let } F(\sigma) \leq F(\sigma'). \text{ Using Eq. 17 and Eq. 18, we obtain} \]
\[ \frac{2 \cdot |\sigma \cap \sigma^*|}{|\sigma| + |\sigma^*|} \leq \frac{2 \cdot (|\sigma \cap \sigma^*| + |\Delta \cap \sigma^*|)}{|\sigma| + |\sigma^*| + |\Delta|} \]
after rewriting we get
\[ |\sigma \cap \sigma^*| \cdot (|\sigma| + |\sigma^*| + |\Delta|) \leq (|\sigma \cap \sigma^*| + |\Delta \cap \sigma^*|) \cdot (|\sigma| + |\sigma^*|) \]
and following
\[ |\sigma \cap \sigma^*| \cdot |\Delta| \leq (|\sigma \cap \sigma^*| + |\Delta \cap \sigma^*|) \cdot (|\sigma| + |\sigma^*|) \rightarrow \frac{|\sigma \cap \sigma^*|}{|\sigma| + |\sigma^*|} \leq \frac{|\Delta \cap \sigma^*|}{|\Delta|} \]
Recalling that \( P(\Delta) = \frac{|\Delta \cap \sigma^*|}{|\Delta|} \) (Eq. 16) we conclude
\[ 0.5F(\sigma) = \frac{|\sigma \cap \sigma^*|}{|\sigma| + |\sigma^*|} \leq \frac{|\Delta \cap \sigma^*|}{|\Delta|} = P(\Delta) \]
\( \iff \) Let \( 0.5F(\sigma) \leq P(\Delta) \). Using Eq. 17 and Eq. 16, we obtain
\[
0.5 \frac{|\sigma \cap \sigma^*|}{|\sigma| + |\sigma^*|} \leq \frac{2|\Delta \cap \sigma^*|}{|\Delta|}.
\]
and accordingly,
\[
|\sigma \cap \sigma^*| \cdot |\Delta| \leq |\Delta \cap \sigma^*| \cdot (|\sigma| + |\sigma^*|)
\]
By adding \( |\sigma \cap \sigma^*| \cdot (|\sigma| + |\sigma^*|) \) on both sides we get
\[
|\sigma \cap \sigma^*| \cdot |\Delta| + |\sigma \cap \sigma^*| \cdot (|\sigma| + |\sigma^*|) \leq |\Delta \cap \sigma^*| \cdot (|\sigma| + |\sigma^*|) + |\sigma \cap \sigma^*| \cdot (|\sigma| + |\sigma^*|)
\]
After rewriting, we obtain
\[
|\sigma \cap \sigma^*| \cdot (|\sigma| + |\sigma^*|) + |\Delta| \leq (|\sigma \cap \sigma^*| + |\Delta \cap \sigma^*|) \cdot (|\sigma| + |\sigma^*|)
\]
Then, dividing both sides by \( 0.5 \cdot (|\sigma| + |\sigma^*|) + |\Delta| \cdot (|\sigma| + |\sigma^*|) \), we get
\[
F(\sigma) = \frac{2 \cdot |\sigma \cap \sigma^*|}{|\sigma| + |\sigma^*|} \leq \frac{2 \cdot (|\sigma \cap \sigma^*| + |\Delta \cap \sigma^*|)}{(|\sigma| + |\Delta|) + |\sigma^*|} = F(\sigma')
\]
which concludes the proof. \( \Box \)

**Proposition 1.** Let \( G \) be an evaluation measure. If \( G \) is a MIEM over \( \Sigma^2 \subseteq \Sigma^\subseteq \), then \( \forall (\sigma, \sigma') \in \Sigma^2 : \Delta = \sigma' \setminus \sigma \) is a local annealer with respect to \( G \) over \( \Sigma^2 \subseteq \Sigma^\subseteq \).

**Proof of Proposition 1.** Let \( G \) be an MIEM over \( \Sigma^2 \subseteq \Sigma^\subseteq \). By Definition 3, \( G(\sigma) \leq G(\sigma') \) holds for every match pair \((\sigma, \sigma') \in \Sigma^2 \).

Assume, by way of contradiction, that exists some \( \Delta \) that is not a local annealer with respect to \( G \) over \( \Sigma^2 \). Thus, there exists some match pair \((\sigma, \sigma') \in \Sigma^2 \) such that \( \Delta = \Delta_{(\sigma, \sigma')} \) and \( G(\sigma) > G(\sigma') \), in contradiction to the fact that \( G \) is a MIEM over \( \Sigma^\subseteq \). \( \Box \)

**Corollary 1.** Any singleton correspondence set \( \Delta (|\Delta| = 1) \) is a local annealer with respect to 1) \( R \) over \( \Sigma^\subseteq \), 2) \( P \) over \( \Sigma^P \cap \Sigma^\subseteq \), and 3) \( F \) over \( \Sigma^F \cap \Sigma^\subseteq \).

where \( \Sigma^P \) and \( \Sigma^F \) are the subspaces for which precision and f-measure are monotonic as defined in Section 3.1.

**Proof of Corollary 1.** Note that \( \Sigma^\subseteq \subseteq \Sigma^\subseteq \), and accordingly also \( \Sigma^P \cap \Sigma^\subseteq \subseteq \Sigma^P \) and \( \Sigma^F \cap \Sigma^\subseteq \subseteq \Sigma^F \). Using Theorem 1 we can therefore say that recall \((R)\) is a MIEM over \( \Sigma^\subseteq \), precision \((P)\) is a MIEM over \( \Sigma^P \cap \Sigma^\subseteq \), and F1 measure \((F)\) is a MIEM over \( \Sigma^F \cap \Sigma^\subseteq \).

Then using Proposition 1, we can conclude that for all \( \Delta_{(\sigma, \sigma')} \) s.t. \( (\sigma, \sigma') \in \Sigma^\subseteq / \Sigma^P \cap \Sigma^\subseteq / \Sigma^F \cap \Sigma^\subseteq \), \( \Delta_{(\sigma, \sigma')} \) is a local annealer with respect to \( R \) over \( \Sigma^\subseteq / P \) over \( \Sigma^P \cap \Sigma^\subseteq / F \) over \( \Sigma^F \cap \Sigma^\subseteq \). For any other singleton \( \Delta \), the claim is vacuously satisfied. \( \Box \)

**Lemma 3.** For \((\sigma, \sigma') \in \Sigma^\subseteq : \)

- \( E(P(\sigma)) \leq E(P(\sigma')) \) iff \( E(P(\sigma)) \leq Pr\{\Delta \in \sigma'\} \)
- \( E(F(\sigma)) \leq E(F(\sigma')) \) iff \( 0.5 \cdot E(F(\sigma)) \leq Pr\{\Delta \in \sigma'\} \)

**Proof of Lemma 3.** Let \((\sigma, \sigma') \in \Sigma^\subseteq \) be a match pair in \( \Sigma^\subseteq \).

We first address an extreme case, where the denominator of a precision calculation is zero. Here, this case occurs only when \( \sigma = \sigma' = \emptyset \). For this work, we shall define \( E(P(\sigma)) = E(P(\sigma')) = -1 \), ensuring the validity of the first statement of the lemma.

Next, we analyze the expected values of the evaluation measures. We shall assume that the size of the current match \( \sigma \) is deterministically known and therefore \( E(|\sigma|) = |\sigma| \). Let \( |\sigma^*| \) and \( |\sigma \cap \sigma^*| \) be random variables with expected values of \( E(|\sigma^*|) \) and \( E(|\sigma \cap \sigma^*|) \), respectively.
• \( E(P(\sigma)) \leq E(P(\sigma')) \) if and only if \( E(P(\sigma)) \leq \Pr\{\Delta \in \sigma^*\} \): Similar to Eq. 1, we compute the expected precision value of \( \sigma \) as follows:

\[
E(P(\sigma)) = \frac{E(|\sigma \cap \sigma^*|)}{|\sigma|}
\]  
(19)

Now, we are ready to compute the expected precision value of \( \sigma' \). Note that the value of the denominator is deterministic, \( E(|\sigma'|) = |\sigma| + 1 \) since \((\sigma, \sigma') \in \Sigma^\omega\). Then, using \( \Pr\{\Delta \in \sigma^*\} \) and Eq. 19, we obtain

\[
E(P(\sigma')) = \Pr\{\Delta \in \sigma^*\} \cdot \frac{E(|\sigma \cap \sigma^*|) + 1}{|\sigma| + 1} + (1 - \Pr\{\Delta \in \sigma^*\}) \cdot \frac{E(|\sigma \cap \sigma^*|)}{|\sigma| + 1}
\]

While the denominator remains unchanged, the numerator increases by one only if \( \Delta \) is part of the reference match. After rewriting we obtain

\[
E(P(\sigma')) = \frac{\Pr\{\Delta \in \sigma^*\} \cdot E(|\sigma \cap \sigma^*|) + \Pr\{\Delta \in \sigma^*\} + E(|\sigma \cap \sigma^*|) - \Pr\{\Delta \in \sigma^*\} \cdot E(|\sigma \cap \sigma^*|)}{|\sigma| + 1}
\]

and conclude that

\[
E(P(\sigma')) = \frac{E(|\sigma \cap \sigma^*|) + \Pr\{\Delta \in \sigma^*\}}{|\sigma| + 1}
\]  
(20)

\( \Rightarrow \): Let \( E(P(\sigma)) \leq E(P(\sigma')) \). Using Eq. 19 and Eq. 20 we obtain

\[
\frac{E(|\sigma \cap \sigma^*|)}{|\sigma|} \leq \frac{E(|\sigma \cap \sigma^*|) + \Pr\{\Delta \in \sigma^*\}}{|\sigma| + 1}
\]

Multiplying by \(|\sigma| \cdot (|\sigma| + 1)\), we get

\[
E(|\sigma \cap \sigma^*|) \cdot (|\sigma| + 1) \leq (E(|\sigma \cap \sigma^*|) + \Pr\{\Delta \in \sigma^*\}) \cdot |\sigma|
\]

Using rewriting we obtain

\[
E(|\sigma \cap \sigma^*|) \cdot |\sigma| + E(|\sigma \cap \sigma^*|) \leq E(|\sigma \cap \sigma^*|) \cdot |\sigma| + \Pr\{\Delta \in \sigma^*\} \cdot |\sigma| \rightarrow
\]

\[
E(|\sigma \cap \sigma^*|) \leq \Pr\{\Delta \in \sigma^*\} \cdot |\sigma|
\]

and conclude that

\[
E(P(\sigma)) = \frac{E(|\sigma \cap \sigma^*|)}{|\sigma|} \leq \Pr\{\Delta \in \sigma^*\}
\]

\( \Leftarrow \): Let \( E(P(\sigma)) \leq \Pr\{\Delta \in \sigma^*\} \). Using Eq. 19 we obtain

\[
\frac{E(|\sigma \cap \sigma^*|)}{|\sigma|} \leq \Pr\{\Delta \in \sigma^*\} \rightarrow E(|\sigma \cap \sigma^*|) \leq \Pr\{\Delta \in \sigma^*\} \cdot |\sigma|
\]

by adding \( E(|\sigma \cap \sigma^*|) \cdot |\sigma| \) on both sides and rewriting we conclude that

\[
E(P(\sigma)) = \frac{E(|\sigma \cap \sigma^*|)}{|\sigma|} \leq \frac{E(|\sigma \cap \sigma^*|) + \Pr\{\Delta \in \sigma^*\}}{|\sigma| + 1} = E(P(\sigma'))
\]

• \( E(F(\sigma)) \leq E(F(\sigma')) \) if and only if \( 0.5 \cdot E(F(\sigma)) \leq \Pr\{\Delta \in \sigma^*\} \):

The expected F1 measure value of \( \sigma \) is given by

\[
E(F(\sigma)) = \frac{2 \cdot E(|\sigma \cap \sigma^*|)}{|\sigma| + E(|\sigma^*|)}
\]  
(21)

Similar to the computation of the precision value, since the size of the match is deterministic, \( E(|\sigma^*|) = |\sigma| + 1 \) and

\[
E(F(\sigma')) = \frac{2 \cdot E(|\sigma' \cap \sigma^*|)}{E(|\sigma'|) + E(|\sigma^*|)} = \frac{2 \cdot E(|\sigma' \cap \sigma^*|)}{|\sigma| + 1 + E(|\sigma^*|)}
\]
The denominator value is deterministically affected by the addition of \( \Delta \) (and increased by one). However, the nominator depends on \( Pr\{\Delta \in \sigma^*\} \) and accordingly, we can rewrite it as

\[
Pr\{\Delta \in \sigma^*\} = \frac{2 \cdot (E(\sigma \cap \sigma^*) + 1) + (1 - Pr\{\Delta \in \sigma^*\}) \cdot 2 \cdot E(\sigma^*)}{|\sigma| + 1 + E(\sigma^*)}
\]

after rewriting we obtain

\[
E(F(\sigma^*)) = \frac{2 \cdot (E(\sigma \cap \sigma^*) + Pr\{\Delta \in \sigma^*\})}{|\sigma| + 1 + E(\sigma^*)}
\] (22)

\[
\Rightarrow: \text{Let } E(F(\sigma)) \leq E(F(\sigma^*)). \text{ Using Eq. 21 and Eq. 22 we obtain }
\[
\frac{2 \cdot E(\sigma \cap \sigma^*)}{|\sigma| + E(\sigma^*)} \leq \frac{2 \cdot (E(\sigma \cap \sigma^*) + Pr\{\Delta \in \sigma^*\})}{|\sigma| + 1 + E(\sigma^*)}
\]

multiplying by \((|\sigma| + E(|\sigma^*|)) \cdot (|\sigma| + E(|\sigma^*|) + 1)\) yields

\[
2 \cdot E(|\sigma \cap \sigma^*|) \cdot (|\sigma| + E(|\sigma^*|) + 1) \leq 2 \cdot (E(|\sigma \cap \sigma^*|) + Pr\{\Delta \in \sigma^*\}) \cdot (|\sigma| + E(|\sigma^*|))
\]

and by rewriting we get

\[
E(\sigma \cap \sigma^*) \leq Pr\{\Delta \in \sigma^*\} \cdot |\sigma| + Pr\{\Delta \in \sigma^*\} \cdot E(\sigma^*)
\]

and conclude

\[
0.5 \cdot E(F(\sigma)) = 0.5 \cdot \frac{2 \cdot E(\sigma \cap \sigma^*)}{|\sigma| + E(\sigma^*)} \leq Pr\{\Delta \in \sigma^*\}
\]

\[
\Leftarrow: \text{Let } 0.5 \cdot E(F(\sigma)) \leq Pr\{\Delta \in \sigma^*\}. \text{ Using Eq. 21 we obtain }
\[
0.5 \cdot 2 \cdot E(|\sigma \cap \sigma^*|) \leq Pr\{\Delta \in \sigma^*\}
\]

by multiplying by \(|\sigma| + E(|\sigma^*|)\) we get

\[
E(|\sigma \cap \sigma^*|) \leq Pr\{\Delta \in \sigma^*\} \cdot |\sigma| + Pr\{\Delta \in \sigma^*\} \cdot E(|\sigma^*|)
\]

Similar to above, we add \(E(|\sigma \cap \sigma^*|) \cdot (|\sigma| + E(|\sigma^*|))\) on both sides and get

\[
E(|\sigma \cap \sigma^*|) + E(|\sigma \cap \sigma^*|) \cdot (|\sigma| + E(|\sigma^*|)) \leq Pr\{\Delta \in \sigma^*\} \cdot |\sigma| + Pr\{\Delta \in \sigma^*\} \cdot E(|\sigma^*|) + E(|\sigma \cap \sigma^*|) \cdot (|\sigma| + E(|\sigma^*|))
\]

by rewriting and multiplying by \(\frac{2}{(|\sigma| + E(|\sigma^*|)) \cdot (|\sigma| + E(|\sigma^*|) + 1)}\) we get

\[
2 \cdot E(|\sigma \cap \sigma^*|) \leq 2 \cdot (E(|\sigma \cap \sigma^*|) + Pr\{\Delta \in \sigma^*\})
\]

and conclude that

\[
E(F(\sigma)) \leq E(F(\sigma^*))
\]

which finalizes the proof. □

**Proof of Theorem 1.** The first part of the theorem follows directly from Lemma 2. For the remainder of the proof we rely on Lemma 3.

Let \((\sigma, \sigma^*) \in \Sigma^P\) be a match pair in \(\Sigma^P\). By definition, since \((\sigma, \sigma^*) \in \Sigma^P\), then \(P(\sigma) \leq P(\Delta)\) and by Lemma 3, we can conclude that \(P(\sigma) \leq P(\sigma^*)\).

Similarly, let \((\sigma, \sigma^*) \in \Sigma^F\) be a match pair in \(\Sigma^F\). By definition, since \((\sigma, \sigma^*) \in \Sigma^F\), then \(0.5 \cdot F(\sigma) \leq P(\Delta)\) and by Lemma 3, we can infer that \(F(\sigma) \leq F(\sigma^*)\), which concludes the proof. □

**Theorem 2.** Let \(R/P/F\) be a random variable, whose values are taken from the domain of \([0, 1]\), and \(\Delta\) be a singleton correspondence set \(|\Delta| = 1\). \(\Delta\) is a probabilistic local annealer with respect to \(R/P/F\) over \(\Sigma^P/\Sigma^P/\Sigma^F\).
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**Proof of Theorem 2.** Let $\Delta$ be a singleton correspondence set ($|\Delta| = 1$). Let $R$ be a random variable and let $\Delta = \Delta_{(\sigma, \sigma')}$ such that $(\sigma, \sigma') \in \Sigma_{\Sigma_i}$.

According to Corollary 1, $\Delta$ is a local annealer with respect to $R$ over $\Sigma_{\Sigma_i}$ and therefore $R(\sigma) \leq R(\sigma')$, regardless of $Pr\{\Delta \in \sigma^*\}$. Therefore, for any $p = Pr\{\Delta \in \sigma^*\}, p \cdot R(\sigma) \leq p \cdot R(\sigma')$ and by definition of expectation, $E(R(\sigma)) \leq E(R(\sigma'))$.

Let $P$ be a random variable and let $\Delta = \Delta_{(\sigma, \sigma')}$ such that $(\sigma, \sigma') \in \Sigma^{E(P)}$. By definition of $\Sigma^{E(P)}$, $E(P(\sigma)) \leq Pr\{\Delta \in \sigma^*\}$ and using Lemma 3 we obtain $E(P(\sigma)) \leq E(P(\sigma'))$.

Let $F$ be a random variable and let $\Delta = \Delta_{(\sigma, \sigma')}$ such that $(\sigma, \sigma') \in \Sigma^{E(F)}$. By definition of $\Sigma^{E(F)}$, $E(F(\sigma)) \leq 0.5 \cdot Pr\{\Delta \in \sigma^*\}$ and using Lemma 3 we obtain $E(F(\sigma)) \leq E(F(\sigma'))$.

We can therefore conclude, by Definition 5, that $\Delta$ is a probabilistic local annealer with respect to $R/P/F$ over $\Sigma_{\Sigma_i}/\Sigma^{E(P)}/\Sigma^{E(F)}$.

\[
Pr\{M_{ij} \in \sigma^*\} = M_{ij}, \quad E(P(\sigma)) = \frac{\sum_{M_{ij} \in \sigma} M_{ij}}{|\sigma|}, \quad E(F(\sigma)) = \frac{2 \cdot \sum_{M_{ij} \in \sigma} M_{ij}}{|\sigma| + |\sigma^*|}
\] (7)

The details of the computation of Eq. 7 are as follows:

**Computation 1 (Computation of Eq. 7).** We first look into the main component in both expressions $E(|\sigma \cap \sigma^*|)$, that is, the expected number of correct correspondences in a match $\sigma$.

By rewriting we get

\[
E(|\sigma \cap \sigma^*|) = E\left(\sum_{M_{ij} \in \sigma} I_{\{M_{ij} \in \sigma^*\}}\right)
\]

and based on the linearity of expectation, we obtain

\[
E(|\sigma \cap \sigma^*|) = \sum_{M_{ij} \in \sigma} E(I_{\{M_{ij} \in \sigma^*\}})
\]

The expected value of an indicator equals the probability of an event and thus,

\[
\sum_{M_{ij} \in \sigma} E(I_{\{M_{ij} \in \sigma^*\}}) = \sum_{M_{ij} \in \sigma} Pr\{M_{ij} \in \sigma^*\}
\]

Assuming unbiased matching (Definition 6), we conclude

\[
E(|\sigma \cap \sigma^*|) = \sum_{M_{ij} \in \sigma} M_{ij}
\]

Using Eq.1 and recalling that $|\sigma|$ is deterministic, we obtain

\[
E(P(\sigma)) = \frac{\sum_{M_{ij} \in \sigma} M_{ij}}{|\sigma|}
\]

Similarly, using Eq. 17 and assuming that $|\sigma^*|$ is also deterministic, we obtain

\[
E(F(\sigma)) = \frac{2 \cdot \sum_{M_{ij} \in \sigma} M_{ij}}{|\sigma| + |\sigma^*|}
\]

**B HUMAN MATCHING BIASES**

We now provide a of possible human biases based on [9].
B.1 Temporal Bias

The temporal bias is rooted in the *Diminishing Criterion Model (DCM)*, that models a common bias in human confidence judgment. DCM stipulates that the stopping criterion of human decisions is relaxed over time. Thus, a human matcher is more willing to accept a low confidence level after investing some time and effort on finding a correspondence.

To demonstrate DCM, consider Figure 11, which presents hypothetical confidence ratings while performing a schema matching task. Each dot in the figure represents a possible solution to a matching decision (e.g., attributes $a_i$ and $b_j$ correspond), and its associated confidence, which changes over time. The search for a solution starts at time $t = 0$ and the first dot for each of the four examples represents the first solution a human matcher reaches. As time passes, human matchers continuously evaluate their confidence. In case A, the matcher has a sufficiently high confidence after a short investigation, thus decides to accept it right away. In case B, a candidate correspondence is found quickly but fails to meet the sufficient confidence level. As time passes, together with more comprehensive examination, the confidence level (for the same or a different solution) becomes satisfactory (although the confidence value itself does not change much) and thus it is accepted. In Case C, no immediate candidate stands out, and even when found its confidence is too low to pass the confidence threshold. Therefore, a slow exploration is performed until the confidence level is sufficiently high. In Case D, an unsatisfactory correspondence is found after a long search process, which fails to meet the stopping criterion before the individual deadline passes. Thus, the human matcher decides to reject the correspondence.

B.2 Consensuality Dimension

While the temporal bias relates to the compromises an individual makes over time, the consensuality bias is concerned with multiple matchers and their agreement. Metacognitive studies suggest that a strong predictor for people’s confidence is the frequency in which a particular answer is given by a group of people.

Consensuality serves as a strong motivation to use crowd sourcing for matching and examines whether the number of people who chose a particular match can be used as a predictor of the chance of a match to be correct. Although consensuality in the cognitive literature does not ensure accuracy, the study in [9] shows strong correlation between the amount of agreement among matchers regarding a correspondence and its correctness. This can also support the use of majority vote to determine correctness.

B.3 Control Dimension

The third bias, which we ruled out in this work, analyzes the consistency of human matchers when provided the result of an algorithmic solution.

Metacognitive control is the use of metacognitive monitoring (i.e., judgment of success) to alter behavior. Specifically, control decisions are the decisions people make based on their subjective self-assessment of their chance for success. In the context of the present study, the use of algorithmic
output for helping the matcher in her task is taken as a control decision, as the human matcher chooses to reassure her decision based on her judgment. Variability in this dimension may be attributed to the predicted tendency of participants who do not use system suggestions to be more engaged in the task and recruit more mental effort than those who use suggestions as a way to ease their cognitive load.