Observation of two distinct pairs fluctuation lifetimes and supercurrents in the pseudogap regime of cuprate junctions
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Pairs fluctuation supercurrents and inverse lifetimes in the pseudogap regime are reported. These were measured on epitaxial c-axis junctions of the cuprates, with a PrBa2Cu3O7−δ or doped YBa2Cu3O6+δ electrodes, with or without magnetic fields parallel to the a-b planes. All junctions had a Tc(high) ∼ 85−90 K and a Tc(low) ∼ 50−55 K electrodes, allowing us to study pairs fluctuation supercurrents and inverse lifetimes in between these two temperatures. In junctions with a pseudogap electrode under zero field, an excess current due to pair fluctuations was observed which persisted at temperatures above Tc(low), in the pseudogap regime, and up to about Tc(high). No such excess current was observed in junctions without an electrode with a pseudogap. The measured conductance spectra at temperatures above Tc(low) were fitted using a modified fluctuations model by Scalapino [Phys. Rev. Lett. 24, 1052 (1970)] of a junction with a serial resistance. We found that in the pseudogap regime, the conductance vs voltage consists of a narrow peak sitting on top of a very broad peak. This yielded two distinct pairs fluctuation lifetimes in the pseudogap electrode which differ by an order of magnitude up to about Tc(high). Under in-plane fields, these two lifetime values remain separated in two distinct groups, which varied with increasing field moderately. We also found that detection of Amperian pairing [Phys. Rev. X 4, 031017 (2014)] in our cuprate junctions is not feasible, due to Josephson vortices penetration into the superconducting electrodes which drove the necessary field above the depairing field.
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I. INTRODUCTION

More than 25 years after the discovery of the pseudogap in the cuprates [1–3] its origin is still controversial. At the beginning, the pseudogap was referred to as a crossover phenomena where many physical parameters have changed significantly at a temperature T∗ higher than Tc. Later, experimental evidence was found that showed a real phase transition at T∗ [4,5]. An important question is whether the pseudogap is related to superconducting pair fluctuations. In some experiments diamagnetic response was observed up to 120 K [6] and interlayer pair coherence up to 180 K [7], which suggest that strong pair fluctuations are possibly associated with the pseudogap, while other experiments indicate that pair fluctuations are limited to 20 K or so above Tc [8], and could be even Gaussian in nature [9]. A related question is whether a vortex liquid state exists much above the transport Hc2 which develops a strong dip near 1/8 doping [10]. These authors argue that there is no vortex liquid state in the low temperature limit and therefore the true Hc2 is lower than or equal to the zero temperature transport Hc2, but other authors strongly disagree with this conclusion [11]. Another point of view is that the pseudogap is a competing or coexisting order with superconductivity [3,12]. Examples include suborders like stripes and charge density wave (CDW) [13−17]. However, it is now known that the CDW onset lies considerably below T∗ in underdoped samples and it is unlikely to be at the origin of the energy gap itself. Recently, one of us proposed that the pseudogap can be understood as a competing phase, which is a fluctuating superconductor with finite momentum, i.e., a pair density wave (PDW) [18]. The pairing in this phase is called Amperean pairing because it involves electron pairs on the same side of the Fermi surface, moving in the same direction. The same paper also proposed a tunneling experiment in a sandwich structure made up of optimally doped and underdoped superconductors, separated by an insulating barrier to search for evidence of this PDW phase. Given the complexity of the phase diagram, in this paper we would like to concentrate on studying the nature of the superconducting fluctuations in the pseudogap region.

Motivated by these considerations, we have fabricated junctions comprised of a trilayer base electrode having a PrBa2Cu3O7−δ (PrBCO) barrier sandwiched in between two different YBa2Cu3O7−δ (YBCO) or doped YBCO layers, and covered by a thick gold electrode (see Fig. 1). For temperatures in between the two Tc’s of these junctions, early theory by Scalapino [19] predicted that the c-axis tunneling conductance will be proportional to the pair-pair correlation function χ(q,ω) of the low Tc electrode (thickness d), with ω = 2eV/h and q = 2π(λL + d/2)B/φ0, where λL is the London penetration length of the high Tc electrode and φ0 = hc/2e is the superconducting flux quantum. For a fluctuating PDW, the model of Ref. [18] predicts that one should observe a peak in the c-axis tunneling conductance versus field at a typical field of a few Tesla which corresponds to the PDW period. It turned out that the original model cannot be straightforwardly applied to high Tc electrodes, because the formula for q assumes no magnetic flux penetration into
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momentum for the tunneling pair and gives information on the spatial correlation length, while the voltage dependence gives information on the lifetime of the fluctuating pair. The momentum supplied by the $B$ field can be seen in the following way. First, consider the case when $B$ is below $H_{c1}$ of the high $T_c$ electrode and hence is screened out by the Meissner effect. This gives rise to a screening current running along the junction. The current density is proportional to the phase gradient according to $j = 2e(n_i/m)h\nabla \phi'$, where $\nabla \phi' = \nabla \phi + i(2e/hc)A$ is the gauge invariant phase gradient. We can write this as $j = [(e^2h/[4\pi(2e^2\hbar)]\nabla \phi'$. From Maxwell’s equation, we have $j = (c/4\pi)\partial B/\partial z = (c/4\pi)B/\lambda_L$. Combining these equations we find

$$q = \nabla \phi' = \nabla \phi + i(2e/hc)A,$$

(1)

Note that compared with Scalapino’s expression, we are missing the factor $d/2$. This is because Scalapino implicitly assumed phase coherence across the low $T_c$ electrode, i.e., $d$ is less than the correlation length, while we are in the opposite limit. The field penetrates fully the low $T_c$ electrode and its thickness $d$ should have no bearing on the result.

Once vortices penetrate the bulk electrodes, we can estimate the phase gradient in the following way. Since the cuprates are layered superconductors, the bulk vortices can be treated approximately as Josephson vortices, with core fitting between layers [21]. The cross-sectional area $A'$ is equal to $A' = \ell_v \times \ell_v/\alpha$, where $\ell_v$ is the vortex size in the $a$-$b$ plane and $\ell_v/\alpha$ is its size along the $c$ axis, where $\alpha$ is the penetration lengths anisotropy ratio $\lambda_c/\lambda_{a-b}$ ($\sim 7$ for optimally doped YBCO [22]). The area $A'$ is given by the relation $B = \phi_0/A'$. Assuming that the last layer of vortices simply terminate at the junction, we estimate the gauge invariant phase gradient to be

$$q' = \pi/l_v = \pi\sqrt{B/\alpha\phi_0}.$$

(2)

Writing $q' = 2\pi/l_v$, the length scale $L$ that can be probed by $B = 10$ T is of order $800 \AA$. Conversely, for a pair density wave (PDW) period of $8\alpha_0$, where $\alpha_0$ is the in-plane lattice constant [14], one has $q_{PDW} = 2\pi/8\alpha_0$. Using $q = q' = q_{PDW}$ yields the corresponding fields of $B = 4.28$ T for the first case of no vortex penetration [Eq. (1)] and $B = 5752$ T for the second case with vortex penetration [Eq. (2)]. Since in the cuprates vortices do penetrate the superconducting electrodes for $B > B_{c1} \approx 0.1$ T, the second case is the realistic one, but its $B$ value of 5752 T is much too high to be of any physical significance since its value is larger than the depairing field, making the experiment proposed in Ref. [18] unfeasible.

**B. Conventional and PDW pair fluctuations**

Next we review the prediction for conventional pair fluctuations. We begin with the time dependent Ginzburg-Landau free energy density $(-i\omega/\gamma_0 + \epsilon + \xi_0^2 q^2)\Delta(q,\omega)^2$, where $\epsilon = (T - T_c)/T_c$ (see [19] and references therein). This gives rise to

$$\chi = (\epsilon - i\omega/\gamma_0 + 1 + \xi_0^2 q^2)^{-1},$$

(3)

where $\gamma_0 = \gamma_{PDW}$ and $\epsilon = \xi_0^2/\epsilon$ are the actual inverse lifetime and correlation length of the pair fluctuations. We shall take these as temperature dependent parameters from this point on. We can rewrite $\chi(q,\omega) = \gamma_0/(1 - i\omega/\gamma_B)^{-1}$, where
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\[\gamma_B = \gamma_0(1 + \xi^2 q^2).\] Treating \(\gamma_0\) as a constant, and taking the imaginary part of \(\chi\), we find the current

\[I(V) = AV/ [\Gamma_B[1 + (V/\Gamma_B)^2]], \tag{4}\]

where \(\Gamma_B = h\gamma_B/2e\) and \(A\) is an overall constant. In a finite \(B, q\) is given by Eq. (1) or (2) depending on vortex penetration. Thus the effect of finite \(B\) is to increase the lifetime broadening of the voltage dependence. For the realistic case of vortex penetration, we have seen that for \(B = 10\) T, the accessible \(q\) is very small, so that we expect \(q\xi \ll 1\) and negligible field dependence, as long as \(\xi\) is less than 800 Å.

In the following we extend the discussion to PDW fluctuations, assuming PDW at momenta \(\pm Q\). Proceeding as before except that we expand about the free energy minima at \(\pm Q\), we find \(\chi = [\epsilon - i\omega/\gamma_0 + 1 + \xi^2(q - Q)^2 + |q + Q|^2)]^{-1}\). From our previous estimate, we see that for any reasonable \(B, q\) \(|Q| \ll |Q|\). Therefore we can write \(\chi(q, \omega) = \gamma_0\gamma_0[1 - i\omega/\gamma_0])^{-1}\) where \(\gamma_0 = \gamma_0(1 + 2\xi^2 q^2).\) Thus we find that in the presence of a short range ordered PDW with correlation length \(\xi\), there will be an excess current peaked at \(V = 0\) given by Eq. (4), except that \(\Gamma_B\) is replaced by \(\Gamma_B = h\gamma_0/2e\), i.e., the width is enhanced by the factor \((1 + 2\xi^2 q^2).\) This means that a fluctuating PDW is basically indistinguishable from any other fluctuating superconductor. This is not surprising given that we do not have the momentum resolution. However, it is interesting that a PDW will make its presence felt as an excess current peak around zero voltage, as long as its coherence length is short.

### C. Model of junction with serial resistance

All junctions in the present study had a \(T_c\) (high) \(\approx 85–90\) K and a \(T_c\) (low) \(\approx 50–55\) K electrodes, which allowed us to investigate pairs fluctuation currents and inverse lifetimes in between these two temperatures. For this, we measured the conductance spectra of our junctions, and fitted the data to a pairing fluctuation model proposed by Scalapino [19] and modified to include Josephson vortices in the electrodes under magnetic fields as discussed above. In addition, our junctions are described by a serial circuit consisting of the junction conductance and the serial resistance \(R_0\) of the gold lead to the junction (see Fig. 1). The resulting conductance is

\[G = \frac{dI}{dV} = \frac{1}{R_0 + G_j^{-1}(V, B)}, \tag{5}\]

where the junction conductance \(G_j\) is obtained by differentiating Eq. (4) with a background conductance \(G_0\) added:

\[G_j(V, B) = \frac{A}{\Gamma_B[1 + (V/\Gamma_B)^2]} + G_0. \tag{6}\]

The field dependent inverse lifetime \(\Gamma_B\) is given by

\[\Gamma_B = \Gamma_0[1 + \xi^2 q^2(B)] = \Gamma_0\left(1 + \xi^2 q^2 B/\phi_0\right), \tag{7}\]

where \(\Gamma_0\) is the field independent lifetime, \(\xi\) is the fluctuations correlation length, \(\alpha\) is the anisotropy ratio (\(\sim 7\) for YBCO), \(B\) is the magnetic field using \(q = q^*\) of Eq. (2), and \(\phi_0\) is the unit flux quantum. Note that due to the nonlinearity of the junction conductance, the voltage \(V_j\) across the junction enters on the right-hand side of Eq. (5). It is then necessary to solve for \(V_j\) as a function of \(V\). To do this, we use the fact that the voltage drops on the elements of a serial circuit add up, thus

\[V = I R_0 + V_j. \tag{8}\]

We shall see that for most of our junctions, the junction resistance is smaller than \(R_0\), so that \(V_j\) is \(10\%\) to \(20\%\) of \(V\). For a general nonlinear \(G_j(V)\), Eq. (5) must be inverted numerically to obtain \(V_j(V)\). For the special case of the Scalapino line shape given in Eq. (6), this can be solved analytically as shown below, but it is important to note that the general features are independent of the detailed shape of \(G_j(V)\). To solve for \(V_j(V)\), we note that since the current \(I\) through the resistor is the same as the current through the junction, we use Eq. (4) modified by the addition of a background conductance \(G_0\) to rewrite \(V\) as

\[V = R_0 A(V_j/\Gamma_B) + V_j(1 + G_0 R_0) \tag{9}\]

This is an implicit equation of \(V_j\) as a function of \(V\). In fact, \(V_j\) can be solved as the root of a cubic equation, giving \(V_j(V)\).

Apart from the simple case when \(R_0\) is small and negligible in Eq. (5), in which case the measured \(dI/dV\) is simply \(G_j\), another simple case is possible in the opposite limit when \(R_0\) is large, provided the fluctuation conductance [first term in Eq. (6)] is small compared with \(G_0\). Let us define \(G_i = A/(\Gamma_B)\) as the zero voltage value of this term. When \(G_i \ll G_0\) and \(R_0 G_0 \gg 1\), we can expand Eq. (5) to get

\[
\frac{dI}{dV} = \frac{1}{(1 + R_0 G_0)} \left[\frac{A}{\Gamma_B[1 + (V/\Gamma_B)^2]} + G_0\right], \tag{10}\]

where \(\Gamma''_B = \Gamma_B(1 + R_0 G_0)\). Equation (10) shows that in this limit, the observed conductance looks the same as the junction conductance [Eq. (6)], except that the apparent width \(\Gamma''_B\) is stretched from the actual \(\Gamma_B\) by a factor \((1 + R_0 G_0)\) which is larger than unity and the overall amplitude is decreased by the same factor. The voltage stretch factor is simply the ratio of \(V/V_j\) when the junction conductance is almost linear. Most of our data in the higher temperature range is in this regime, and care must be taken to take the stretch factor into account when interpreting the inverse lifetime. In the more general case, when \(G_i \gg G_0\), the nonlinearity of the junction conductance is important. Solution of the cubic equation finds that \(V_j(V)\) is nonlinear, with a small slope \(1/(1 + R_0 G_i)\) for small voltage crossing over to a large slope \(1/(1 + R_0 G_0)\) for large voltage. The stretch factor is now voltage dependent, giving rise to a distortion of the line shape, eventually getting close to a top-hat shape. Our data at temperatures closer to the low \(T_c\) are in this regime.

### III. EXPERIMENT

#### A. Preparation of the junctions

Fifty c-axis junctions were prepared in the present study on five different wafers, ten junctions of the same type on each wafer, as described in detail in Table I. The junctions structure and fabrication process are basically similar to that described previously [23], and here we give only the main details. First, a whole epitaxial, cuprate trilayer was deposited in situ by laser ablation deposition on a \(10 \times 10 \times 1\) mm\(^2\) wafer of optically
polished (100) SrTiO$_3$. For each CJ-i wafer, the base electrode comprised of this trilayer of layer 3 on layer 2 on layer 1 as described by each line in Table I, and shown schematically for CJ-2 in Fig. 1(a). In the following step, the base electrode was patterned by Ar ion milling into ten separated bases connected to two contact pads each on the half of the wafer as shown in Fig. 1(b). A 400 nm thick gold cover electrode was then deposited on the other half of the wafer (by a lift off process), with overlap areas on the base electrodes as given in Table I. In CJ-2, 4, and 5, no additional patterning step was done leading to a final wafer as seen in Fig. 1(b), with large junction area as in the AFM image of Fig. 1(c). In CJ-1 and CJ-6 however, the gold layer was coated all over the wafer, and then patterned into a cover electrode with reduced junctions area as given in Table I. It is important to note that the trilayer was deposited at high temperature of about 800 °C to facilitate the epitaxial growth of the cuprate layers, while the gold layer was deposited at 150 °C only. This ensured that the ion milled edges of the ten base electrodes remained damaged from the ion milling process (no reannealing at high temperature), leading to a negligible coupling of the a-b planes to the gold cover electrode, and leaving only the good c-axis coupling to the gold layer.

B. Choice of the junction electrodes combination

We prepared the five sets of junctions as described in Table I, where each set had different kinds of superconducting electrodes. All junctions had a low-$T_c$ electrode with $T_c \approx 50–55$ K ($T_c$(low)), and a high-$T_c$ electrode with $T_c \approx 85–90$ K ($T_c$(high)). The idea was to measure mostly at temperatures in between these two transition temperatures, where fluctuations of the low-$T_c$ electrode could be probed by the order parameter of the high-$T_c$ electrode, thus enabling measurements of supercurrents and pair lifetimes in the junctions in the fluctuations regime, as discussed by Scalapino even before the cuprates were discovered [19]. Moreover, except for CJ-1 and CJ-2 which have the same type of electrodes but different layers thickness, the other junctions had different kinds of electrodes. CJ-1, 2, and 4 had an electrode with a pseudogap (the underdoped YBCoCO), while the counterelectrode is either optimally doped (CJ-1,2) or overdoped (CJ-4). CJ-5 and CJ-6 had no pseudogap $T_c$(low) electrode, while the $T_c$(high) side is optimally doped (CJ-5) or overdoped (CJ-6). In this way we covered all four combinations of $T_c$(low) and $T_c$(high) electrodes, and hoped to distinguish between the different phenomena contributing to the observed results. One clear observation of the present study is that excess currents persisted above $T_c$(low) and up to $T_c$(high) only in junctions with an underdoped YBCoCO electrode which was in its pseudogap regime, while excess currents were observed only slightly above $T_c$(low) in junctions without such an electrode. This finding supports previous observation of excess currents in similar c-axis junctions with one electrode in the pseudogap regime, as reported by Bergeal et al. [20]. We add here that transport measurements were carried out using the four-probe technique, with or without a magnetic field of up to 8 T, parallel or perpendicular to the wafer.

IV. RESULTS AND DISCUSSION

In the transport measurements of our junctions we first measured the zero field cooled resistance $R$ versus temperature $T$, from which we found the transition temperatures of the different electrodes and the proximity effect (PE) regions. Then we measured the conductance spectra $dI/dV$ versus the voltage bias $V$ with or without magnetic fields parallel ($H(\parallel)$) or perpendicular ($H(\perp)$) to the wafer, from which we extracted the supercurrents and inverse pair lifetimes.

A. CJ-2 junctions with an underdoped electrode

Since the gold cover electrode had a very small resistance, the $R$ versus $T$ curve above $T_c$(high) always showed the normal resistance of the YBCO or $Y_{0.94}Ca_{0.06}Ba_2Cu_3O_7$ leads to the junction in addition to the PrBCO and YBCoCO serial resistances. The result was approximately a linear $R$ versus $T$ as shown in Fig. 2(a) for the CJ-2 wafer, where the deviation from linearity at about 140 K indicates the onset of the pseudogap (PG) crossover temperature $T^*$ of the YBCoCO electrode. The right inset to this figure shows the proximity transition of the YBCO-PrBCO interface between 88 and 84 K. We can interpret this as a reduction of the effective thickness of the barrier and therefore the resistance of the junction. The left inset shows the broad YBCoCO transition at $T_c \approx 55$ K, on top of the gold resistance background. Figure 2(b) depicts a few conductance spectra of the J2-3 junctions on this wafer under zero field and various temperatures. Most of these spectra have a top-hat shape which indicates that the serial gold resistance is dominating the junction resistance. The true junction conductance is hidden under the top hat once it exceeds the serial gold conductance. The spectra at different temperatures overlap each other because the background conductance is rising with increasing temperature. This type of spectra persisted much above $T_c$(low) and almost up to up to $T_c$(high). Since we are seeing only the “tails” of the
FIG. 2. Transport results of junctions on the CJ-2 wafer. (a) Top right panel shows zero field cooled resistance versus temperature of five junctions, where the right inset shows a zoom in on the proximity region of YBCO-PrBCO just below 90 K, and the left inset a zoom in on the YBCoCO transition at 55 K. (b) Conductance spectra of the J2-3 junctions on this wafer under zero field and different temperatures, while (c) shows the corresponding supercurrent \(I_c = V_c \times \Delta(dI/dV)\) versus temperature.

The inverse fluctuation lifetime. Instead, we define \(I_c\) as the voltage where the conductance \(G = dI/dV\) makes a sharp drop and \(\Delta(dI/dV)\) as the jump in the conductance, as indicated for the 67.2 K spectrum in Fig. 2(a). Throughout this paper we shall use the following operational definition of the critical current \(I_c = V_c \times \Delta(dI/dV)\). These critical currents were extracted from the spectra of Fig. 2(b), and are plotted in Fig. 2(c) versus temperature, with the different transitions marked with arrows. Representative conductance spectra of the same junctions at 76.5 K are shown in Fig. 3(a) under different parallel magnetic fields. The \(I_c\) dependence on parallel magnetic field is depicted in Fig. 3(b), which shows a fast decrease with increasing field up to 2 T, with a much slower decay above it. We note in passing that the above definition of \(I_c\) is somewhat qualitative, as it depends strongly on \(R_0\). Furthermore, the observed voltage is not the same as the voltage across the junction due to the serial resistance as shown in Eq. (8) and corrections will be needed, as discussed later on. Therefore, one should look here only at the relative temperature and field dependencies of \(I_c\) and not at the absolute values. The main result here is given in Fig. 2(c) where the excess current \(I_c\) is seen to persist above \(T_c\) of YBCoCO (at about 55 K [24]), and up to 84 K which is a few K below \(T_c\) of YBCoCO (90 K). This supports the precursor superconductivity scenario in the underdoped YBCoCO electrode above its \(T_c\), where fluctuating pairs tunnel through the PrBCO barrier into the YBCO electrode, leading to the observed excess current [25].

B. CJ-5 and CJ-6 junctions with overdoped electrodes

Further support to this conclusion is found in the null results measured above \(T_c\) in junctions on the CJ-5 and CJ-6 wafers (see Figs. 4 and 5), where no pseudogap electrode was present (Table I), and no significant supercurrent was observed above \(T_c\). Figure 4(a) depicts conductance spectra of a junction under increasing temperature. The conductance shows a narrow peak which decreases in magnitude and appears to broaden and disappear at about 55 K, near the \(T_c\) of the overdoped electrode. This indicates that there is no excess current in this junction above these temperatures. We note that this behavior is completely different from the one observed on the CJ-2 wafer of Fig. 2, where the supercurrent persists up to 84 K [see Fig. 2(c)]. A direct comparison between the temperature dependencies of the conductance spectra of the CJ-5 and CJ-2 wafers [Figs. 4(a) and 2(b), respectively] shows that the narrow conductance peak of the J2-3 junctions on the CJ-2 wafer persists up to 81 K, which is about 30 K above that of the junction on the CJ-5 wafer.

As we go to higher temperatures, a broad peak develops as seen in Fig. 4(b). This peak becomes prominent in the presence of a parallel magnetic field. Importantly, the peak
develops by a suppression of the conductance at higher voltage. This is a well known phenomenon attributable to flux flow reduction of the supercurrent in the $T_c$ (high) YBCO lead of the junction when voltage is applied. It should not be confused with an excess current $I_e$ in the junction itself. To support this claim, we measured spectra under different magnetic fields and observed a clear decreasing conductance at high voltage bias with increasing field. Figure 4(c) shows conductance data taken from Fig. 4(b) under a constant 50 mA bias current, plotted versus $H_{||}$, together with a parabolic fit. The fact that the data shows a dominant quadratic behavior is indicative of flux flow [26]. Moreover, indications that the flux flow response originates in the stronger leads rather than the junction itself, come from the behavior at even higher temperatures and higher bias currents where Larkin-Ovchinikov instability and thermal runaway jumps in the $I$-$V$ curves were observed [27,28].

Figures 5(a) and 5(b) depict conductance spectra of a junction on the CJ-6 wafer at different temperature and zero field. [Recall that this differs from the CJ-5 wafer only in that the $T_c$ (high) electrode is overdoped instead of optimally doped.] At 40.2 K, a clear top-hat structure is seen which narrows down with increasing temperature, until it vanishes at around 53 K. From the sharp voltage drops of these spectra the critical current $I_c = V_c \times \Delta (dI/dV)$ was extracted as shown in Fig. 2(b), and plotted versus temperature in Fig. 5(c). The clear difference between the supercurrent in Figs. 2(c) and 5(c) is that in the former where an electrode with a pseudogap is present, $I_c$ extends up to 84 K which is a few degrees below $T_c$ (high), while in the latter where there is no electrode with a pseudogap it terminates at about $T_c$ (low) $\approx$ 50 K. As discussed earlier, the CJ-5 wafer which also did not have a pseudogap electrode behaves very similarly to CJ-6. We thus conclude that the $I_c$ above $T_c$ (low) in Fig. 2(c) is a pair fluctuations current which originates in the pseudogap regime. Nevertheless, very close to $T_c$ (low) $\approx$ 50 K of the junction on the CJ-6 wafer, a pair fluctuations current still exists. This is shown in Fig. 5(d) where a conductance spectrum at 49.9 K is presented together with two fits. One fit is to a single peak using Eqs. (5) and (6), while the other is a fit to a superposition of two peaks as in Eq. (6), but with two different amplitudes ($A_0$ and $A_1$), two different widths ($\Gamma_0$ and $\Gamma_1$), and one $G_0$. The data clearly agree better with the second fit, which of course has the benefit of having more parameters. One reason for the better fit to a double peak may be that the line shape predicted by Scalapino [first term in Eq. (6)] crosses zero at $V = \Gamma_b$ and has a dip beyond that voltage. Our data do not show this dip. The fit with the two amplitudes has the effect of filling in this dip which gives a better fit to the data. Thus the double peak may simply imply that fluctuations are not well described by a single Scalapino line shape.

C. Development of the broad conductance peak in CJ-2

We now return to study in greater detail the excess currents in junctions with a pseudogap electrode. So far we have focused our attention on a relatively small voltage range. By going to higher voltage we discovered that what looked like a constant background is actually the top of a broad peak of excess conductance. This is seen clearly in the
FIG. 5. Conductance spectra at zero field and different temperatures of junction J10 on the CJ-6 wafer are shown in (a). (b) A zoom-in on spectra of (a) at high temperatures, where the top-hat peak at 45.6 K narrows down with increasing $T$ and eventually vanishes at 52.8 K. (c) The excess current $I_c = V_c \times \Delta (dI/dV)$ extracted from (a) and (b) as described in Fig. 2(b). In (d), the low-$V$ spectrum of (b) at 49.9 K is fitted using Eqs. (5) and (6) for a single fluctuations peak and a superposition of two such peaks. See Fig. S2 of the Supplemental Material for details [29].

FIG. 6. Conductance spectra of junctions J6-8 of CJ-2 under zero field at different temperatures showing the development of the broad background peak with increasing temperature. The inset shows that under a low-$V$ scan, the shape of the near zero bias peak is changed from top hat at 76.4 K into a standard fluctuations peak at 80.2 K [19]. Both fits at 69.5 K in (a) and at 80.2 K in the inset are fits to a double peak with the details given in the text and Supplemental Material [29].
are given in the Supplemental Material [29], but the basic
result is independent of fitting details and can be inferred by
inspecting the data shown in the inset to Fig. 6(a). Recall that
the conductance at large voltage is given by $(R_0 + 1/G_0)^{-1}$
while the top hat at zero voltage gives us roughly $R_0^{-1}$. The fact
that these numbers differ by about 10% in the inset to Fig. 6(a)
means that the background junction conductance $G_0$ is about
10 times $R_0$ and hence only 10% of the voltage drop occurs
across the junction. We obtained values of $\Gamma_0 = 0.061$ mV,
$\Gamma_1 = 0.358$ mV which are much less than what one obtains by
reading off the width in the inset. Our data support the notion
that the top-hat conductance peak evolving to a relatively
narrow fluctuation peak is the expected pair fluctuation excess
current [19,20], while the broad background peak is due to
another fluctuating pair excess current of unknown origin.

The existence of a broad background peak has been noted
by [20], who interpreted it as being due to Andreev reflection
from localized states in the barrier [30]. If this were the
case, this would be a property of the $T_{\text{c}}$(high) electrode
and its interface with the insulating barrier. By comparing
different combinations of electrodes, our finding that the broad
peak of excess conductance is associated with the pseudogap
electrode and not the counterelectrode, effectively rules out
this interpretation. Here we note that at $\sim 10$ K above $T_{\text{c}}$(low)
in Ref. [20] the junction conductance is about $0.07\Omega^{-1}$ while
in the present study it is about two orders of magnitude higher.

As the gold serial resistance $R_0$ in both studies is comparable,
it turns out that in their case $V_J \approx V$, while in our case
$V_J \approx V/10$.

**D. CJ-2 under magnetic fields**

Next, the in-plane magnetic field dependence of our
conductance spectra is presented and discussed. Figure 7
shows data and fit analysis of results of junctions J6-8 on
the CJ-2 wafer at 79 K, above $T_{\text{c}}$(low) in the fluctuation
regime of the YBCoCO electrode (the pseudogap regime with
$T_{\text{c}}$(YBCO) $\sim 55$ K [24]) and below $T_{\text{c}}$(high) $\sim 90$ K of
the YBCO electrode. We note that according to Eq. (4) the
effect of a parallel field appears only as a field dependent
increase of the width $\Gamma$. Furthermore, unlike the quadratic
field dependent inverse lifetime of Scalapino [19], here $\Gamma_B$ of
Eq. (7) is expected to be only linear in $B$. This result originates
in Josephson vortices penetration into the superconducting
electrodes of the junctions, a fact which was ignored in the origi-
nal treatment. Moreover, for a reasonable value for the pairs
fluctuation coherence length $\xi$, say of 5 nm, and the maximum
field in the present study (8 T), one finds that the
$B$ term in Eq. (7) is about 0.14 which is much smaller than 1. We
therefore expect $\Gamma_B$ to be weakly dependent on $B$, except
near $T_{\text{c}}$(low) where the coherence length $\xi$ can becomes large.

Figure 7(a) shows two conductance spectra of the CJ-2 wafer
at 79 K under two representative fields of 0 and 8 T versus
the voltage drop $V_J$ on the junction where $V_J$ is determined
from solving Eq. (9) (first iteration), together with the corresponding fits to a superposition of two peaks as in Eq. (6).

(b)–(d) Summarize the results of the fit parameters versus field (a constant $R_0 = 0.16\Omega$ was used). Raw conductance spectrum at a similar
temperature of 79.3 K and 0 T can be seen in Fig. 6(b). Clearly there is a strong compression of the $V$ scale of the raw data compared to the
$V_J$ scale here, by a factor of about 6–7.
by the procedure described in detail in the Supplemental Material [29]. The original raw data versus $V$ at a very similar temperature can be seen in Fig. 6(b). As noted before, in this case $V_f$ is almost linear in $V$ and is approximately equal to 0.1 V. The fits to a superposition of a narrow and a broad peak are done as before in Fig. 6(a) and its inset, except that the central peak is now fitted with a single $\Gamma_1$. The results shown in Fig. 7 are after the first iteration of solving Eq. (9) [29]. The fits quality is quite good, while the only misfit occurred very close to zero bias where additional supercurrent contribution exists as in Fig. S1 [29]. Figures 7(b)–7(d) depict the fit parameters as a function of field. The important result here is that the inverse lifetime values separate into two distinct groups which vary slowly with field. In particular, note that $\Gamma_2$ and $A_2$ are almost constant versus field. To summarize, one can conclude that the observed spectra indicate the existence of two inverse fluctuation lifetimes, a short one ($1/\Gamma_2$) and a long one ($1/\Gamma_1$) which have not been reported before. As explained earlier, we believe that the broad peak is intrinsic to the pseudogap electrode of the junction. We see evidence of the broad peak also in CJ-4 where the counter-electrode is overdoped, but due to sample degradation, we were not able to obtain reliable data up to high voltage.

Finally, the present results were obtained by dc tunneling conductance spectroscopy measurements which directly probe the pairs correlations. In principle, the two lifetimes that we have discovered can also be probed by measuring the fluctuating pair contribution to the ac conductance. Since the observed $\Gamma_1 \approx 0.2$ mV and $\Gamma_2 \approx 3$ mV at zero field [see Fig. 7(b)] correspond to $4.8 \times 10^{10}$ and $7.2 \times 10^{11}$ Hz, respectively, the frequencies involved are in the THz regime. Measurements in this regime have already been done by Corson et al. in Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ [8] and by Averitt and Taylor in YBCO and underdoped Y$_{0.8}$Pr$_{0.2}$Ba$_2$Cu$_3$O$_7$ [31], but with low frequency resolution. We propose to extend these THz measurements to high resolution, using in particular underdoped samples, such as the presently used YBCoCO, above their $T_c$ in the pseudogap regime. Such measurements in the 0.02 to 2 THz range could yield signatures of the two distinct pair fluctuation lifetimes which have been observed in the present study.

V. CONCLUSIONS

Pairs fluctuation currents were investigated in c-axis junctions of the cuprates with two different $T_c$ values, under in-plane magnetic fields. In junctions with a pseudogap electrode under zero field, a supercurrent was observed which persisted at temperatures above $T_c$(low) in the pseudogap regime, and up to about $T_c$(high). No such supercurrent was observed in junctions without an electrode with a pseudogap. The measured conductance spectra at temperatures above $T_c$(low) were fitted using a model of a junction with a serial resistance. We found that the data could not be fitted to a single pairs fluctuation peak, but could be fitted well to a narrow peak superposed on a very broad peak. This yielded two distinct pairs fluctuation lifetimes in the pseudogap electrode up to about $T_c$(high). Under in-plane fields, these two lifetimes remained separated in two distinct groups. The long lifetime varied with increasing field moderately while the short lifetime is almost field independent which may indicate that a short coherence length is associated with this pairs fluctuation.

The observation of two kinds of pair fluctuations above $T_c$ reminds us of the conflicting reports in the literature that some measurements indicate that pair fluctuations is limited to 20 K above $T_c$ [8], while others find evidence for it up to 180 K [12]. It is tempting to identify the broad excess current peak which is independent of temperature and parallel magnetic field with the fluctuations observed in the latter experiment. Of course, this leaves open the microscopic origin of this pairs fluctuation. Here we simply mention two candidates in the literature, and there are certainly others. First, Geshkenbein, Lofe, and Larkin [32] have proposed a picture of preformed pairs made up of electrons near the antinodes $(0, \pi)$ which have a small dispersion. In their picture these preformed pairs coexist with more conventional BCS pairing made up of nodal electrons. Thus, two kinds of pairs leading to two different lifetimes. Second, there is the proposal by one of us [18] that a fluctuating pair density wave PDW is responsible for the pseudogap, and as discussed in Sec. II, this may show up as a conductance peak as a function of voltage, even though the pair momentum is too large to be measurable by our available magnetic field. This conductance peak would a priori have different lifetime than that of conventional fluctuations, thus in the experiment two distinct pairs fluctuation lifetimes will be observed as actually found in the present study. In either scenario, it is possible that the second kind of pair fluctuation also becomes coherent below $T_c$, which would explain why this fluctuation seems to emerge above $T_c$, taking weight from a narrow central peak of supercurrent which is obscured by the top-hat conductance. While our finding does not distinguish between different models, we believe the very existence of two types of pair fluctuations with very different lifetimes is a significant development.
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