Limit cycles of a Liénard system with symmetry allowing for discontinuity
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Abstract
This paper presents new results on the limit cycles of a Liénard system with symmetry allowing for discontinuity. Our results generalize and improve the results in [33, Theorem 1 and 2] or the monograph [34, Chapter 4, Theorem 5.2]. The results in [34] are only valid for the smooth system. We emphasize that our main results are valid for discontinuous systems. Moreover, we show the presence and an explicit upper bound for the amplitude of the two limit cycles, and we estimate the position of the double-limit-cycle bifurcation surface in the parameter space. Until now, there is no result to determine the amplitude of the two limit cycles. The existing results on the amplitude of limit cycles guarantee that the Liénard system has a unique limit cycle. Finally, some applications and examples are provided to show the effectiveness of our results. We revisit a co-dimension-3 Liénard oscillator (see [21, 32]) in Application 1. Li and Rousseau [21] studied the limit cycles of such a system when the parameters are small. However, for the general case of the parameters (in particular, the parameters are large), the upper bound of the limit cycles remains open. We completely provide the bifurcation diagram for the one-equilibrium case. Moreover, we determine the amplitude of the two limit cycles and estimate the position of the double-limit-cycle bifurcation surface for the one-equilibrium case. Application 2 is presented to study the limit cycles of a class of the Filippov system.
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1 Introduction and main results

The Hilbert 16th problem was proposed as one of 23 famous problems in mathematics in 1900. It remains open until now. The Hilbert 16th problem has two parts: classification of the on ovals, which are defined by a polynomial equation \( H(x, y) = 0 \), and the number of limit cycles of polynomial vector fields. In this paper, we focus on the problems related to the second part([9, 16]). The most important topic of the second part is to find the upper bounded number of limit cycles, which is one of the main themes of the quantitative theory of ordinary differential equations (see, e.g., [6, 7, 8, 4, 9, 10, 13, 14, 16, 20, 22, 26, 27, 28, 29, 30, 33]). Since the Hilbert 16th problem is notably difficult, it remains open (see [22]), Smale [27] suggested to first solve the number of limit cycles of the polynomial Liénard systems. In fact, the Liénard system is a notably common system in engineering and can exhibit notably rich dynamics. The investigation of Liénard systems has a long history and many results for the limit cycles
Rychkov [26] studied a Liénard system as follows.

\[
\begin{aligned}
\frac{dx}{dt} &= y - (\mu_1 x + \mu_2 x^3 + x^5), \\
\frac{dy}{dt} &= -x,
\end{aligned}
\]  

where \((\mu_1, \mu_2) \in \mathbb{R}^2\). He obtained some sufficient conditions to guarantee that system (1.1) exists at most two limit cycles. Zhang (see [33, Theorem 1]) generalized Rychkov’s result to a general smooth Liénard system as follows:

\[
\begin{aligned}
\frac{dx}{dt} &= y - F(x), \\
\frac{dy}{dt} &= -g(x),
\end{aligned}
\]  

where \(f(x)\) is a continuous function, and \(F(x) = \int_x^0 f(s)ds\). They proved that system (1.2) had at most two limit cycles under suitable conditions. Zhang et al. also collected this important theorem in the monograph on the quantitative theory (see [34]). For comparison, we restate their results ([33, Theorems 1 and 2] or [34, Chapter 4, Theorems 5.1 and 5.2]) as follows.

**Theorem A** ([33, Theorems 1 and 2] or [34, Chapter 4, Theorems 5.1 and 5.2]) Considering the system (1.2), if the following conditions hold:

(a) \(F'(x) \in C^0(-d, d)\) for \(d > 0\) and \(F(-x) = -F(x)\);

(b) \(F(x) = 0\) (resp. \(< 0, > 0\)) for \(x = \beta_1, \beta_2\) (resp. \(x \in (\beta_1, \beta_2)\), \(x \in (0, \beta_1) \cup (\beta_1, d)\)). \(F'(x) = 0\) (resp. \(\leq 0\)) for \(x = \alpha_1\) (resp. \(\beta_1 < x < \alpha_1\)), where \(0 < \beta_1 < \alpha_1 < \beta_2 < d\);

(c) \(g(x)\) is Lipschitz continuous in \((-d, d)\), \(xg(x) > 0\) for \(\forall x \neq 0\), \(g(-x) = -g(x)\) in \((-d, d)\) and \(G(-\infty) = G(+\infty) = +\infty\), where \(G(x) = \int_0^x g(s)ds\);

(d) either \(f(x)\) or \(f(x)/g(x)\) is nondecreasing for \(x \in [\alpha_1, d]\).

Then, system (1.2) has at most two limit cycles. (In other words, system (1.2) has either two simple limit cycles or one semi-stable limit cycle if the limit cycle(s) exists.)

In [26], Rychkov assumed that \(f(x) \in C^1(-d, d), \frac{f(x)}{x}' > 0\) for \(x \geq \alpha_1\), and \(g(x) = x\). Moreover, Rychkov [26] set the requirements that \(f(x)\) has exactly two positive zeros, and \(f(x)\) may have infinitely many positive zeros in \((0, \beta_1)\). In fact, Theorem A enables \(f(0) = 0\). Thus, Theorem A (Zhang [33]) improves Rychkov’s theorem. A question is as follows: Are all conditions in Theorem A sharp? Is it possible to reduce the conditions of Theorem A?

Meanwhile, many engineering devices can be modeled as nonsmooth dynamical systems, which deserve considerable attentions, and one can refer to [2] and references therein. In
general, the theory of the smooth dynamical system cannot be directly applied to the discontinuous case. In fact, when the vector field of (1.2) is discontinuous, there may be grazing solutions, sliding solutions or impact solutions. Thus, we must study the discontinuous dynamic systems in theory and applications. The analysis shows that system (1.2) has no sliding solutions. Therefore, how to extend Theorem A (Zhang [33] smooth system) to the discontinuous case is an important problem. In this paper, we present more general results that can be applied to the discontinuous Liénard system.

For Liénard systems, there are many results on the nonexistence, existence and uniqueness of limit cycles; see [34]. However, there are no related results on the discontinuous (nonsmooth) Liénard systems with at most two limit cycles (see [34]). Thus, we present the following generalized Zhang-type theorem, which enables discontinuity.

**Theorem 1.1.** Corresponding to system (1.2), assume that the following conditions hold:

(H1) $F(x)$ is Lipschitz continuous in $(-d, d)$ for $d > 0$ and $F(-x) = -F(x)$;

(H2) $F(x) = 0$ (resp. $< 0$, $> 0$) for $x = \beta_1, \beta_2$ (resp. $x \in (\beta_1, \beta_2)$, $x \in (0, \beta_1) \cup (\beta_1, d)$), $F(x)$ is $C^1$ continuous in $(\beta_1, \alpha_1) \cup (\alpha_1, d)$, and $F'(x) \leq 0$ for $\beta_1 < x < \alpha_1$, where $0 < \beta_1 < \alpha_1 < \beta_2 < d$;

(H3) $g(x) := g_0(x) + c \text{ sign}(x)$, where $g_0$ is Lipschitz continuous in $(-d, d)$, $xg_0(x) > 0$ for $\forall x \neq 0$, $g_0(-x) = -g_0(x)$ in $(-d, d)$ and $c \geq 0$;

(H4) either $f(x)$ or $(F(x) - F(\alpha_1))f(x)/g(x)$ is nondecreasing for $x \in [\alpha_1, d]$.

Then, system (1.2) has at most two limit cycles. (In other words, system (1.2) has either two simple limit cycles or one semistable limit cycle if the limit cycle(s) exists(exist).)

**Remark 1.2.** System (1.2) can be discontinuous at $x = 0$ in our theorem (Theorem 1.1). We will apply our results to a generalized Filippov system, which is a discontinuous system. Application 2 in Section 5 is provided to show that our result is valid for the discontinuous system.

**Remark 1.3.** As observed, condition (H4) of Theorem 1.1 is weaker than condition (d) of Theorem A. Example 1 in Section 5 shows that in some bad situations, Theorem A is invalid, but our theorem works.

**Remark 1.4.** We also remove the condition $G(-\infty) = G(+\infty) = +\infty$ ($G(x) = \int_0^x g(s)ds$) in (c) of Theorem A.

**Remark 1.5.** Application 1 in Section 5 is provided to show the feasibility of our result. We revisit a generalized codimension-3 Liénard oscillator, which was considered in [21, 32]. In fact, Li and Rousseau [21] studied the limit cycles of such a system when the parameters are small. However, for the general case of the parameters (in particular, the parameters are large), the upper bound of the limit cycles remains open. Therefore, we give a complete bifurcation diagram of the co-dimension-3 Liénard oscillator for the one-equilibrium case.
Another important topic in the quantitative theory of differential equation is to find the relative position and amplitude of the limit cycles. However, few papers considered the amplitude of the limit cycles for smooth Liénard systems ([1, 3, 15, 25, 31]) and discontinuous (non-smooth) systems. Moreover, the existing results on the amplitude of limit cycles were to guarantee that the Liénard system had a unique limit cycle. Until now, as far as we know, no paper considered the amplitude of the two limit cycles for the smooth Liénard systems and non-smooth dynamical systems. The next theorem is presented to guarantee the presence of two limit cycles. We also study the amplitude of the two limit cycles.

**Theorem 1.6.** In addition to all conditions in Theorem 1.1, suppose that \( f(x)/g(x) \) is non-decreasing for \( x \in (\alpha_1, d) \) and \( \beta_2 \geq 2\beta_1 \). If we further assume that there exists \( \xi \in [\beta_1, \beta_2] \) and \( F(x) + F(x + \xi) < 0 \) for \((0, \xi)\), then, system (1.2) has exactly two limit cycles when \( \int_{\beta_1}^{d_2} g(x)F(x)dx \geq 0 \) and at least one limit cycle when \( \int_{\beta_1}^{d_2} g(x)F(x)dx < 0 \).

**Remark 1.7.** Theorem 1.6 provides sufficient conditions for the presence of exactly two limit cycles and the explicit upper bound for the amplitude of the two limit cycles. To the best knowledge of the authors, there is no existing result related to the amplitude of the two limit cycles. Moreover, Theorem 1.6 can help us to estimate the position of the double-limit-cycle bifurcation surface in the parameter space.

**Remark 1.8.** To show the effectiveness of Theorem 1.6, in Application 1 in Section 5, we determine the amplitude of the two limit cycles for a generalized co-dimension-3 Liénard oscillator, and we estimate the position of the double-limit-cycle bifurcation surface for this case.

The remainder of the paper is organized as follows. The preliminary results on local results and the criterion of multiplicity and stability of limit cycles are provided in Section 2. Sections 3 and 4 present the proofs of Theorems 1.1 and 1.6, respectively. Finally, applications and examples are provided to show the effectiveness of our result. A complete bifurcation diagram of a generalized co-dimension-3 Liénard oscillator in the entire parameter space is shown in Application 1. Application 2 is presented to study the limit cycles of a class of the Filippov system, which is discontinuous.

## 2 Preliminaries

In this section, to prove the main result, we need the following preliminary lemmas.

**Lemma 2.1.** In the interval \( |x| \leq d \), the initial value problem of system (1.2) has a unique solution, and the origin is a sink.

**Proof.** We prove this lemma with two cases.

**Case 1.** If \( c = 0 \), i.e., \( g(0) = 0 \), \( g(x) \) is clearly Lipschitzian continuous for \( x \in (-d, d) \). Hence, the conclusion of this lemma holds.
Case 2. If \( c > 0 \), \( \lim_{x \to 0^+} g(x) = c > 0 \), we have \( \lim_{x \to 0^-} g(x) = -c < 0 \) by \( g(-x) = -g(x) \).

In other words, \( \Sigma = \{ (x, y) \in \mathbb{R}^2 | x = 0 \} \) is a discontinuity boundary. Now, we recall the Filippov convex method ([11, 19]). We can construct general solutions based on the standard solutions in regions \( x < 0 \) and \( x > 0 \) and sliding solutions on \( \Sigma \). Let

\[
\delta = ((H_x, H_y), (y - F(x), -g(x))|_{x \to 0^-} \cdot ((H_x, H_y), (y - F(x), -g(x))|_{x \to 0^+} = y^2,
\]

where \( H(x, y) = x \). Therefore, the crossing set is

\[
\Sigma_c = \{ (x, y) \in \mathbb{R}^2 | x = 0, y \neq 0 \}.
\]

Now, we must discuss the origin. Since \( (0, 0) \) lies in the discontinuous line \( x = 0 \), there is no Jacobian matrix of \( (y - F(x), -g(x)) \) at \( (0, 0) \). Let

\[
\mathcal{E}(x, y) = \int_0^x g(s) ds + \frac{y^2}{2} = \int_0^x g_0(s) ds + c|x| + \frac{y^2}{2}.
\]

It is clear that

\[
\frac{d\mathcal{E}}{dt} = -g(x)F(x) < 0, \text{ for } 0 < x < \beta_1.
\]

Now, we give an assertion: any orbit \( \varphi(t; 0, y_0) \) of Eq. (1.2) either returns to a point \( (0, y_1) \) after time \( t_0 \) or directly approaches the origin, where \( y_0, y_1 \) are small, and \( 0 < y_1 < y_0 \). Then, to prove that the origin is a sink, it suffices to show the above assertion. Consider the following auxiliary Hamiltonian system

\[
\begin{cases}
\frac{dx}{dt} = y, \\
\frac{dy}{dt} = -g(x).
\end{cases}
\]

Let \( \phi(t; 0, y_0) \) be an orbit of Eq. (2.3), which passes through the same initial point \( (0, y_0) \). \( \phi(t; 0, y_0) \) is clearly a closed orbit. By comparing the theorem and the signs of systems (1.2) and (2.3), we have the following: the positive orbit \( \varphi(t; 0, y_0) \) lies in the interior of \( \phi(t; 0, y_0) \) when \( t > 0 \). The above assertion is proven. Consequently, the proof of this lemma is complete. \( \square \)

To prove Theorem 1.1, we must have the following lemma to guarantee the multiplicity and stability of limit cycles for system (1.2) when \( g(x) \) may not be \( C^1 \) and even discontinuous at \( x = 0 \).

**Lemma 2.2.** Suppose that \( F(x) \) satisfies \( F'(x) \in C^0(-d, d) \), and \( g(x) \) satisfies condition (H3). Assume that system (1.2) has a limit cycle \( \gamma \). Furthermore, if the following inequality holds,

\[
\int_\gamma \text{div}(y - F(x), -g(x)) dt < 0 \text{ (resp. } > 0),
\]

(2.4)
then, $\gamma$ is a simple limit cycle, which is stable. On the contrary, if
\[ \oint_{\gamma} \text{div}(y - F(x), -g(x))dt > 0, \]
then, $\gamma$ is a simple limit cycle, which is unstable.

Proof. By Lemma 2.1, the initial value problem of system (1.2) has a unique solution, although $g(x)$ is discontinuous at $x = 0$.

Taking the following transformation
\[ u = h(x) := \text{sgn}(x) \sqrt{2 \int_{0}^{x} g(s)ds}, \quad d\tau := \frac{g(x)}{u} dt, \quad (2.5) \]
we rewrite Eq. (1.2) as follows
\[ \begin{cases} \frac{du}{d\tau} = y - \hat{F}(u), \\ \frac{dy}{d\tau} = -u, \end{cases} \quad (2.6) \]
where $\hat{F}(u) := F(h^{-1}(u))$. On the one hand, (2.5) is a homeomorphic transformation except for the $y$-axis. Suppose that Eq. (1.2) has a limit cycle $\gamma$. By the transformation (2.5), $\gamma$ can be changed into $\hat{\gamma}$ of (2.6). Thus, the stability of $\gamma$ is equivalent to $\hat{\gamma}$. On the other hand, the vector field of (2.6) is clearly $C^1$ for $c = 0$. For $c \neq 0$, the vector field of (2.6) is Lipschitz continuous, and it is $C^1$ except for the line $x = 0$. According to the transformation (2.5) and (2.7),
\[ \oint_{\hat{\gamma}} \text{div}(y - \hat{F}(u), -u)d\tau = \oint_{\gamma} \text{div}(y - F(x), -g(x))dt < 0, \text{ (resp. } > 0). \quad (2.7) \]
By Theorem 2.2 of [34, Chapter 4], $\hat{\gamma}$ is a stable (resp. unstable) and simple limit cycle by (2.7). Consequently, $\gamma$ is a stable (resp. unstable) and simple limit cycle. The proof is complete.

Remark 2.3. It is difficult to provide the criterion to determine the stability of limit cycles for a general discontinuous system, even if there is a one discontinuous line for a general vector field. For example, Liang et al. [23] showed a criterion to determine the multiplicity and stability of limit cycles for planar piecewise smooth integrable systems. However, the main purpose of this paper is to study the limit cycles of the Liénard system (1.2) allowing for discontinuity. Thus, our aim of Lemma 2.2 is to give the criterion to determine the multiplicity and stability of limit cycles for system (1.2) when $g(x)$ may not be $C^4$, even discontinuous at $x = 0$. In this case, we find the relationship between the stability and the divergence (2.4). We also remark that we do not require that either $g(x)$ or $F(x)$ is an odd function.

In the following, we discuss the number of limit cycles in $[-\alpha_1, \alpha_1]$. 
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Lemma 2.4. In the interval $|x| \leq \alpha_1$, there is at most one limit cycle system of (1.2). Moreover, this limit cycle is unstable if it exists.

Proof. Using contradiction, if it is not true, we can suppose that there are at least two limit cycles of system (1.2) in the interval $-\alpha_1 \leq x \leq \alpha_1$, where $\gamma_1$ and $\gamma_2$ are any two such limit cycles and $\gamma_1$ lies in the interior of $\gamma_2$. See Figure 1. To proceed with the proof, firstly, we assert that there is no limit cycle in the interval $-\beta_1 \leq x \leq \beta_1$ for system (1.2). If it is not the case, suppose that there is a limit cycle $\gamma$ of system (1.2) in this interval. Then, it follows that

$$\oint_{\gamma} d\mathcal{E} = 0,$$

where $\mathcal{E}(x,y)$ is defined as (2.1). On the other hand, in view of (2.1), we have $\oint_{\gamma} d\mathcal{E} < 0$. This contradicts (2.8). Thus, the assertion holds. There is no limit cycle of system (1.2) in $x \in [-\beta_1, \beta_1]$.

Note that the vector field $(y - F(x), -g(x))$ is symmetrical about the origin. Therefore, we have

$$\int_{A_1 B_1 D_1} d\mathcal{E} = \frac{1}{2} \oint_{\gamma_1} d\mathcal{E}, \quad \int_{A_2 B_2 D_2} d\mathcal{E} = \frac{1}{2} \oint_{\gamma_2} d\mathcal{E}. \quad (2.9)$$

Next, we will show that the following inequality holds.

$$\int_{A_1 B_1 D_1} d\mathcal{E} < \int_{A_2 B_2 D_2} d\mathcal{E}. \quad (2.10)$$

The proof idea follows [20]. We represent the orbit segments $A_1 B_1$ and $A_2 B_2$ by $y = y_1(x)$ and $y = y_2(x)$, respectively. It follows that

$$\int_{A_1 B_1} d\mathcal{E} = \int_{0}^{\beta_1} \frac{-g(x)F(x)}{y_i(x) - F(x)} dx,$$
where \( i = 1, 2 \). Thus,
\[
\int_0^{\beta_1} \left( \frac{-g(x)F(x)}{y_1(x) - F(x)} - \frac{-g(x)F(x)}{y_2(x) - F(x)} \right) \, dx = \int_0^{\beta_1} \frac{-g(x)F(x)(y_2(x) - y_1(x))}{(y_1(x) - F(x))(y_2(x) - F(x))} \, dx < 0.
\]
In other words, we have
\[
\int_{\hat{A}_1B_1} \, dE < \int_{\hat{A}_2B_2} \, dE.
\] (2.11)
Similarly, we have
\[
\int_{\hat{C}_1D_1} \, dE < \int_{\hat{C}_2D_2} \, dE.
\] (2.12)
We represent the orbit segments \( \hat{B}_1C_1 \) and \( \hat{B}_2C_2 \) by \( x = x_1(y) \) and \( x = x_2(y) \), respectively. It is clear that
\[
\int_{\hat{B}_1C_1} \, dE = \int_{y_{B_1}}^{y_{C_1}} F(x_1(y)) \, dy,
\]
where \( i = 1, 2 \). Since \( F(x) < 0 \) in \( (\beta_1, \alpha_1) \), \( y_{B_1} < y_{B_2} \) and \( y_{C_1} > y_{C_2} \), we have
\[
\int_{y_{B_2}}^{y_{C_2}} F(x_2(y)) \, dy > \int_{y_{B_1}}^{y_{C_2}} F(x_2(y)) \, dy.
\]
Note that \( x_2(y) > x_1(y) \) for \( y_1 \leq y \leq y_2 \). With the monotonic decrease in \( F(x) \), \( F(x_2(y)) < F(x_1(y)) \) when \( y_1 \leq y \leq y_2 \). Hence, we can obtain
\[
\int_{y_{B_1}}^{y_{C_1}} F(x_1(y)) \, dy - \int_{y_{B_1}}^{y_{C_1}} F(x_2(y)) \, dy = \int_{y_{B_1}}^{y_{C_1}} (F(x_1(y)) - F(x_2(y))) \, dy < 0.
\] (2.13)
By (2.11-2.13), it follows that the inequality (2.10) holds. However, since \( \gamma_1 \) and \( \gamma_2 \) are limit cycles, we have
\[
\frac{1}{2} \oint_{\gamma_1} \, dE = \frac{1}{2} \oint_{\gamma_2} \, dE = 0,
\]
which, combined with (2.9), lead to
\[
\int_{\hat{A}_1B_1D_1} \, dE = \int_{\hat{A}_2B_2D_2} \, dE = 0.
\]
This contradicts the inequality (2.10). Thus, the proof of this lemma is complete. 

The proof idea of Lemma 2.4 comes from [20]. We discuss the number of limit cycles in \([-d, d]\) in the following lemma.
Figure 2: Discussion about the limit cycles in \(-d \leq x \leq d\)

**Lemma 2.5.** For system (1.2), there are at most two limit cycles that intersect \(x = \alpha_1\) in the interval \(|x| \leq d\).

**Proof.** Using contradiction, if Lemma 2.5 is not true, then we can suppose that there are at least two limit cycles: \(\gamma_1\) and \(\gamma_2\). Without loss of generality, we suppose that \(\gamma_1\) lies in the interior of \(\gamma_2\) (see Figure 2). Then, we can prove that the following inequality holds.

\[
\oint_{\gamma_1} \text{div}(y - F(x), -g(x))dt > \oint_{\gamma_2} \text{div}(y - F(x), -g(x))dt,
\]

or using another notation,

\[
\oint_{\gamma_1} F'(x)dt < \oint_{\gamma_2} F'(x)dt. \tag{2.14}
\]

In fact, because the vector fields of system (1.2) are symmetrical about the origin, we have

\[
\oint_{\gamma_1} F'(x)dt = 2 \int_{A_1B_1D_1} F'(x)dt, \tag{2.15}
\]

\[
\oint_{\gamma_2} F'(x)dt = 2 \int_{A_2B_2D_2} F'(x)dt. \tag{2.16}
\]

Thus, to prove the inequality (2.14), it suffices to show

\[
\int_{A_1B_1D_1} F'(x)dt < \int_{A_2B_2D_2} F'(x)dt. \tag{2.17}
\]

By similar arguments to [33], we can prove the following two inequalities:

\[
\int_{A_1B_1} F'(x)dt < \int_{A_2B_2} F'(x)dt, \tag{2.18}
\]

\[
\int_{C_1D_1} F'(x)dt < \int_{C_2D_2} F'(x)dt \tag{2.19}
\]
By condition (H4) and [34, Lemma 4.5 of Chapter 4] or [10, Theorem 1], it follows that

$$\int_{B_1C_1} F'(x) dt < \int_{B_2C_2} F'(x) dt. \quad (2.20)$$

Therefore, according to (2.16-2.20), inequality (2.14) holds. However, by a similar proof to the inequality (2.10), we have

$$\int_{A_1B_1D_1} d\mathcal{E} < \int_{A_2B_2D_2} d\mathcal{E}.$$ 

Consequently,

$$\oint_{\gamma_1} F'(x) dt > \oint_{\gamma_2} F'(x) dt,$$

which contradicts (2.14). Therefore, it is not true that system (1.2) has at least two limit cycles, i.e., the assertion of Lemma 2.5 is true.

\[\square\]

3 Proof of Theorem 1.1

Proof of Theorem 1.1

Based on the number of limit cycles lying \([-\alpha_1, \alpha_1]\), we divide the proof of Theorem 1.1 into the following two cases.

**Case 1:** system (1.2) has a limit cycle \(\gamma_0\) lying \([-\alpha_1, \alpha_1]\). Suppose that there are at least two limit cycles that intersect \(x = \alpha_1\) for system (1.2), where \(\gamma_1\) is the innermost limit cycle and \(\gamma_2\) is the outermost one. According to the instability of \(\gamma_0\), \(\gamma_1\) is internally stable. Considering Lemma 2.2, we have

$$\oint_{\gamma_1} F'(x) dt \geq 0.$$ 

Meanwhile, \(\gamma_2\) is externally stable. According to Lemma 2.2, we see that

$$\oint_{\gamma_2} F'(x) dt \geq 0.$$ 

Moreover, there are two stable (unstable) limit cycles surrounding the origin and adjacent. By (2.14), we have

$$\oint_{\gamma_2} F'(x) dt > 0.$$ 

Moreover, system (1.2) has no limit cycle between \(\gamma_1\) and \(\gamma_2\), and we have

$$\oint_{\gamma_1} F'(x) dt = 0.$$
Consider the following system

\[
\begin{align*}
\dot{x} & = y - F_1(x), \\
\dot{y} & = -g(x),
\end{align*}
\]  

(3.1)

where \( F_1(x) = F(x) + \kappa r(x), \kappa > 0 \) is sufficiently small and

\[
r(x) = \begin{cases} 
0, & \text{for } |x| < \alpha_1, \\
\text{sgn}(x)(|x| - \alpha_1)^{3}, & \text{for } |x| \geq \alpha_1.
\end{cases}
\]  

(3.2)

Since system (3.2) satisfies the conditions for the uniqueness of solutions to initial value problems according to Lemma 2.1, system (3.2) is a generalized rotated vector field about \( \kappa \). System (3.2) clearly reduces system (1.2) as \( \kappa = 0 \). Thus, \( \gamma_2 \) splits into at least two limit cycles \( \tilde{\gamma}_2 \) and \( \hat{\gamma}_2 \), where \( \tilde{\gamma}_2 \) lies in the interior of \( \hat{\gamma}_2 \). By [34, Theorem 2.2 of Chapter 4], it follows that

\[
\int_{\gamma_1} F'(x) \, dt \geq 0, \quad \int_{\gamma_1} F'(x) \, dt \leq 0,
\]

which contradicts (2.14). Hence, in this case, system (3.2) has at most one limit cycle intersecting \( x = \alpha_1 \).

**Case 2:** system (1.2) has no limit cycle in \([–\alpha_1, \alpha_1]\). Since the origin is a sink and all orbits that cross any points at infinity are repelling, system (1.2) has 0 or even limit cycles intersecting \( x = \alpha_1 \). Hence, assume that system (1.2) has even limit cycles intersecting \( x = \alpha_1 \), where \( \gamma_1 \) is the innermost limit cycle, and \( \gamma_2 \) is the outermost one. Thus, \( \gamma_1 \) is internally unstable, and \( \gamma_2 \) is externally stable. In view of Lemma 2.2, we have

\[
\int_{\gamma_1} F'(x) \, dt \leq 0, \quad \int_{\gamma_2} F'(x) \, dt \geq 0.
\]

According to (2.14), system (1.2) has at most three limit cycles \( \gamma_1, \gamma_2, \) and \( \gamma_3 \), where

\[
\int_{\gamma_1} F'(x) \, dt < 0, \quad \int_{\gamma_3} F'(x) \, dt = 0, \quad \int_{\gamma_2} F'(x) \, dt > 0.
\]

It is clear that \( \gamma_3 \) is semistable. Here, we omit the proof because it is identical to the previous case. We complete the proof of Theorem 1.1.

\[\square\]

4 Proof of Theorem 1.6

To prove this theorem, we first recall the following definition and theorem of [34].

**Definition 4.1.** ([34, p.302]) The two curves \( y = F_1(x) \) and \( y = F_2(x) \) satisfy the following conditions:
(1) \( y = F_1(x) \) and \( y = F_2(x) \) have \( n + 2 \) intersection points \((a_i, b_i)\), where \( i = 1, \ldots, n + 2 \), \( a = a_1 < a_2 < \ldots < a_{n+1} < a_{n+2} = b \) and \((-1)^{i+1}[F_2(x) - F_1(x)] \geq 0\) for \( a_i < x < a_{i+1} \).

(2) There are \( \tau^i_{i+1}, \xi^i_{i+1} \in [a_{i+1}, a_{i+2}] \) and \( \xi^i_{i+1} \geq \tau^i_{i+1} \) such that

\[
\begin{align*}
(i) & \quad (-1)^{i+1}F_2(x) \geq 0 \text{ for } x \in [\tau^i_{i+1}, \gamma^i_{i+1}] \subset [a_{i+1}, a_{i+2}], \\
(ii) & \quad (-1)^i[( -1)^iF_1(x) + ( -1)^iF_1(x + \Delta^i_{i+1})] \geq 0 \text{ and } \neq 0 \text{ for } x \in [a_i, \tau^i_{i+1}],
\end{align*}
\]

where \( \Delta^i_{i+1} := \tau^i_{i+1} - a_i, \Delta^i_{i+1} := \xi^i_{i+1} - a_i, \xi^i_{i+1} := \max_{j=1,2}(\xi^j_{i+1} + \Delta^j_{i+1}), j \neq l, j, l = 1, 2, i = 1, 2, \ldots, n + 1. \)

Then, \( y = F_1(x) \) and \( y = F_2(x) \) are \( n \)-fold mutually inclusive in \([a, b] \).

Now, we consider the following system

\[
\begin{align*}
\dot{x} &= \varphi(y) - \tilde{F}(x), \\
\dot{y} &= -\tilde{g}(x).
\end{align*}
\]

(4.1)

Corresponding to system (4.1), we make the following assumptions.

(a) \( \varphi(y), \tilde{g}(x), \tilde{F}(x) \in C^0(-d, d) \) for large \( d > 0 \) and (4.1) satisfy the conditions for the uniqueness of solutions.

(b) \( x\tilde{g}(x) > 0 \) for \( x \neq 0 \), \( \tilde{g}(x) \) is odd, and \( \tilde{g}(x) \) is nondecreasing.

(c) \( y\varphi(y) > 0 \) for \( y \neq 0 \), \( \varphi(y) \) is increasing and \( \lim y \rightarrow \infty \varphi(y) = \infty. \)

For convenience, we restate a theorem in [34] as follows.

**Theorem B** ([34, Theorem 5.9]) Assume that the conditions (a-c) hold, and \( \tilde{F}(x) \) and \( \tilde{F}(-x) \) are \( n \)-fold mutually inclusive in \([0, b] \). Then, system (4.1) has at least \( n \) limit cycles, where they intersect \([a_{i}, a_{i+1}]\).

**Proof of Theorem 1.6** Since there are \( \xi \in [\beta_1, \beta_2] \) and \( F(x) + F(x + \xi) < 0 \) for \((0, \xi)\), according to Definition 4.1, \( F(x) \) and \(-F(-x)\) are 1-fold mutually inclusive in the interval \([0, \beta_2]\). According to Theorem B, system (1.2) has at least one limit cycle in the interval \((-\beta_2, \beta_2)\). Moreover, we can obtain that \( y_{H} + y_{L} < 0 \). \( F(x) \) and \(-F(-x)\) are not 2-fold mutually inclusive in the interval \([0, x_0] \) for \( \forall x_0 > 0 \), i.e., we cannot obtain that system (1.2) has at least two limit cycles according to Theorem B.

Then, we discuss that \( \int_{\beta_1}^{d} g(x)F(x)dx \geq 0 \). Let \( y = y_1(x) \) and \( y = y_2(x) \) represent \( \tilde{BA} \) and \( \tilde{CA} \), respectively. On the one hand, for \( x \in (\beta_1, \beta_2) \), it follows that

\[
y_1(x) - F(x) > y_1(\beta_2) - F(x) > y_1(\beta_2) - F(\beta_2).
\]
On the other hand, for $x \in (\beta_2, d)$, it follows that
\[ y_1(x) - F(x) < y_1(\beta_2) - F(x) < y_1(\beta_2) - F(\beta_2). \]

Let $v := y_2(x) - F(x)$. Then, we have
\[ \frac{dv}{dx} = -\frac{g(x)}{v} - f(x). \]

It is clear that
\[ -\frac{g(x)}{v} - f(x) > 0 \]
for $x \in (\beta_1, \alpha_1)$, as shown in Figure 4. When $x \in (\beta_2, d)$, we claim that $v(x) = y_2(x) - F(x)$ lies upon $v = -g(x)/f(x)$. We assume that $v(x) = y_2(x) - F(x)$ has a intersection point with $v = -g(x)/f(x)$. Since $v = -g(x)/f(x)$ increases, $v(x) = y_2(x) - F(x)$ cannot intersect the $v$-axis. This is a contradiction. Thus, $v(x) = y_2(x) - F(x)$ is increasing. In other words, $v(x) < v(\beta_2)$ for $x \in (\beta_1, \beta_2)$ and $v(x) > v(\beta_2)$ for $x \in (\beta_2, d)$.

Let $u(x) := y_1(x) - F(x)$. According to (2.1),
\[
\frac{d^2}{2} - \frac{\beta_1^2}{2} - \frac{y_1^2(\beta_1)}{2} = \int_{\beta_1}^{\beta_2} -\frac{g(x)F(x)}{u(x)} \, dx
\]
\[
= \left[ \frac{-g(x)F(x)}{u(x)} \right]_{\beta_1}^{\beta_2} + \int_{\beta_2}^{d} -\frac{g(x)F(x)}{u(x)} \, dx
\]
\[
> \left[ \frac{-g(x)F(x)}{u(\beta_2)} \right]_{\beta_1}^{\beta_2} + \int_{\beta_2}^{d} -\frac{g(x)F(x)}{u(\beta_2)} \, dx
\]
\[
= -\frac{1}{u(\beta_2)} \int_{\beta_1}^{d} g(x)F(x) \, dx.
\]
Similarly, we can show that
\[
\frac{\beta_1^2}{2} + \frac{y_2^2(\beta_1)}{2} - \frac{d^2}{2} = \frac{1}{v(\beta_2)} \int_{\beta_1}^{d} g(x)F(x)dx.
\]
Thus, we have
\[
\frac{y_2^2(\beta_1)}{2} - \frac{y_1^2(\beta_1)}{2} < \left( \frac{1}{v(\beta_2)} - \frac{1}{u(\beta_2)} \right) \int_{\beta_1}^{d} g(x)F(x)dx \leq 0.
\]
(4.2)

Meanwhile, according to (2.1), we have
\[
\frac{\beta_1^2}{2} + \frac{y_1^2(\beta_1)}{2} - \frac{y_1^2(0)}{2} = \int_{0}^{\beta_1} \frac{-g(x)F(x)}{u(x)} dx < 0,
\]
\[
\frac{y_2^2(0)}{2} - \frac{\beta_1^2}{2} - \frac{y_2^2(\beta_1)}{2} = \int_{0}^{\beta_1} \frac{g(x)F(x)}{v(x)} dx < 0.
\]
(4.3)

According to (4.2) and (4.3),
\[
\frac{y_2^2(0)}{2} - \frac{y_1^2(0)}{2} < 0,
\]
i.e., \(y_1(0) + y_2(0) > 0\). According to the Poincaré-Bendixson theorem, system (1.2) has another limit cycle. This theorem is proven.
5 Applications and Examples

5.1 Application 1: Limit cycles of a generalized co-dimension-3 Liénard oscillator

Consider the following generalized co-dimension-3 Liénard oscillator
\[
\begin{align*}
\dot{x} &= y - (ax + bx^3 + x^5), \\
\dot{y} &= -(cx + x^3),
\end{align*}
\] (5.1)

where \((a, b, c) \in \mathbb{R}^3\) (see [21, 32]). In this section, we only discuss that system (5.1) has a unique equilibrium, i.e., \(c \geq 0\).

When \(|a|, |b|, |c|\) are small (i.e., system (5.1) can be changed into a near-Hamiltonian system), limit cycles have been studied by [21]. However, for the general case of the parameters \(|a|, |b|, |c|\) (particularly when the parameters are large), the upper bound of the limit cycles remains open. Therefore, we will provide a complete bifurcation diagram of system (5.1) in the parameter space \(\mathbb{R}^3\). Moreover, as mentioned in Theorem 1.6, we determine the amplitude of the two limit cycles, and we estimate the position of the double-limit-cycle bifurcation surface in the parameter space.

**Lemma 5.1.** When \(a \geq 0\) and \(b \geq -2\sqrt{a}\), system (5.1) has no limit cycle. When \(a < 0\), or \(a = 0\) and \(b < 0\), system (5.1) has a unique limit cycle, which is stable.

**Proof.** When \(a \geq 0\) and \(b \geq -2\sqrt{a}\), we obtain \(a + bx^2 + x^4 \geq 0\) for \(\forall x \in \mathbb{R}\). According to (2.2),
\[
\frac{dE(x, y)}{dt} = -g(x)F(x) = -x^2(c + x^2)(a + bx^2 + x^4) \leq 0.
\]

Suppose that there is a limit cycle \(\gamma\) for system (5.1). Then, we have
\[
\oint_{\gamma} dE = \oint_{\gamma} -x^2(c + x^2)(a + bx^2 + x^4)dt < 0.
\]

This equation contradicts \(\oint_{\gamma} dE = 0\). Thus, system (5.1) has no limit cycle.

When \(a < 0\), or \(a = 0\) and \(b < 0\), it follows that \(a + bx^2 + x^4\) has a unique positive zero. All conditions of [20] are clearly satisfied. Hence, system (5.1) has a unique limit cycle, which is stable. \(\square\)

**Lemma 5.2.** When \(a > 0\) and \(b < -2\sqrt{a}\), system (5.1) has at most two limit cycles.
Proof. Since $F(x) = ax + bx^3 + x^5$, condition (H1) clearly holds. When $a > 0$ and $b < -2\sqrt{a}$, $F(x) = ax + bx^3 + x^5$ has exactly two positive zeros $\beta_1, \beta_2$, where

$$
\beta_1 = \sqrt{\frac{-b - \sqrt{b^2 - 4a}}{2}}, \quad \beta_2 = \sqrt{\frac{-b + \sqrt{b^2 - 4a}}{2}}.
$$

It is also clear that conditions (H2) and (H3) hold.

Now, we can also compute that $F'(x) = a + 3bx^2 + 5x^4$ has exactly two positive zeros $x_1, x_2$, i.e.,

$$
x_1 = \sqrt{\frac{-3b - \sqrt{9b^2 - 40a}}{10}}, \quad x_2 = \sqrt{\frac{-3b + \sqrt{9b^2 - 40a}}{10}}.
$$

Hence, $F''(x) = 5(x^2 - x_1^2)(x^2 - x_2^2)$. It is obvious that $F''(x)g(x) - F'(x)g'(x) = 5[x^6 + (x_1^2 + x_2^2)x^4 - 3x_1^2x_2^2] + 5c[3x^4 - (x_1^2 + x_2^2)x^2 - x_1^2x_2^2] > 0$ for $x > x_2$. Thus,

$$
d\left[\frac{F(x) - F(x_2)}{g(x)}\right] = \frac{F'(x)^2}{g(x)} + \frac{(F(x) - F(x_2))}{g(x)}\left[\frac{F''(x)g(x) - F'(x)g'(x)}{g^2(x)}\right] > 0
$$

for $x > x_2$. Consequently, condition (H4) holds. Thus, system (5.1) has at most two limit cycles.

Figure 5: Bifurcation diagram of system (5.1) for a given $c > 0$

Now we can state a result on the bifurcation diagram of system (5.1).
**Theorem 5.3.** The bifurcation diagram of system (5.1) is shown in Figure 5, where

\[
I = \{(a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^+ : a < 0\}, \\
II = \{(a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^+ : a > 0, b > \varphi(a)\}, \\
III = \{(a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^+ : a > 0, b < \varphi(a)\}, \\
H_1 = \{(a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^+ : a = 0, b \geq 0\}, \\
H_2 = \{(a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^+ : a = 0, b < 0\}, \\
DL = \{(a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^+ : b = \varphi(a, c)\},
\]

\[-5\sqrt{a}/2 < \varphi(a, c) < -2\sqrt{a} \text{ and } \varphi(a, c) \text{ is a decreasing function about } a.\]

**Proof.** When \(c > 0\), \(O\) is clearly a source when \(a < 0\) and a sink when \(a > 0\). Furthermore, when \(c > 0\) and \(a = 0\), we can check that \(O\) is a stable fine focus of order 1 when \(b > 0\) and an unstable fine focus of order 1 when \(b < 0\) according to [12, p. 156]. Moreover, when \(c > 0\) and \(a = b = 0\), \(O\) is a stable fine focus of order 2 according to Bautin bifurcation Theorem of [18, Chapter 8]. \(O\) is a Bautin point. Thus, \(H_1\) and \(H_2\) are two Hopf bifurcation surfaces for \(c > 0\).

When \(c = 0\) and \(a \neq 0\), using the transformation

\[
x \rightarrow x + \frac{1}{a} y, \quad y \rightarrow y,
\]

we rewrite system (5.1) as follows

\[
\begin{align*}
\dot{x} &= -ax - \left(\frac{1}{a} + b\right)\left(x + \frac{1}{a} y\right)^3 - \left(x + \frac{1}{a} y\right)^5, \\
\dot{y} &= -\left(x + \frac{1}{a} y\right)^3.
\end{align*}
\]

(5.2)

According to Theorem B.1 of [34, Chapter 2], the origin of system (5.2) is a stable degenerate node when \(a > 0\) and an unstable degenerate node when \(a < 0\), and so is the origin of system (5.1). When \(a = c = 0\), with the transformation of

\[
x \rightarrow x, \quad y \rightarrow y + bx^3 + x^5,
\]

system (5.1) can be rewritten as

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= -x^3 - (3bx^2 + 5x^4)y.
\end{align*}
\]

(5.3)

According to Theorem B.2 of [34, Chapter 2], the origin of system (5.3) is a stable degenerate node, and so is the origin of system (5.1). Thus, \(H_1\) and \(H_2\) are two generalized Hopf bifurcation surfaces for \(c = 0\).

The fixed \(c\) and \(b\) (resp. \(a\)) make it easy to check that system (5.1) is a generalized rotated vector field about \(a\) (resp. \(b\)). When \(a\) (resp. \(b\)) increases, a stable limit cycle contracts, and an
unstable limit cycle expands according to Theorem 3.5 of [34, Chapter 4]. When \( a = \epsilon \) and 
\( b < 0 \), system (5.1) has exactly two limit cycles, where \( \epsilon > 0 \) is sufficiently small. Moreover,
when \( b = -2\sqrt{a} \), system (5.1) has no limit cycle. Therefore, in \((\epsilon, b^2/4)\), there is a unique \( a^* \)
(denoted by \( \phi(b, c) \)) such that system (5.1) has a semistable limit cycle. Furthermore, system
(5.1) has exactly two limit cycles when \( 0 < a < \phi(b, c) \) and no limit cycle when \( a > \phi(b, c) \).
Hence, \( b = \varphi(b, c) = \phi^{-1}(b, c) \), i.e., \( DL \) is a double-limit-cycle bifurcation surface.

Furthermore, we will prove that system (5.1) has exactly two limit cycles when \( b \leq -5\sqrt{a}/2 \). \( b \leq -5\sqrt{a}/2 \) is clearly equivalent to \( \beta_2 \geq 2\beta_1 \). Then, for \( x \in (0, \beta_1) \), we can obtain

\[
F(x) + F(x + \beta_1) = x(x^2 - \beta_1^2)(x^2 - \beta_2^2) + x(x + \beta_1)(x + 2\beta_1)(x^2 + 2\beta_1 x + \beta_1 - \beta_2^2) \\
= x(x + \beta_1)[2x^3 + 3\beta_1 x^2 + (5\beta_1^2 - 2\beta_2^2)x + 2\beta_1^3 - \beta_1 \beta_2^2] \\
\leq x(x + \beta_1)(2x^3 + 3\beta_1 x^2 - 3\beta_2^2 x - 2\beta_1^3) \\
= x(x + \beta_1)(x - \beta_1)(6x^2 + 9\beta_1 x + 2\beta_1^2) < 0.
\]

On the other hand, we obtain that

\[
\frac{d(f(x)/g(x))}{dx} = \frac{x^6 + (\alpha_1^2 + \alpha_2^2)x^4 - 3\alpha_1^2 \alpha_2^2 x^2 + c[3x^4 - (\alpha_1^2 + \alpha_2^2)x^2 - \alpha_1^2 \alpha_2^2]}{(cx + x^3)^2} > 0
\]

for \( x \geq \alpha_1 \), where \( \alpha_1, \alpha_2 \) are zeros of \( f(x) \) and \( 0 < \alpha_2 < \alpha_1 \). Moreover, \( \int_{\beta_1}^x F(s)g(s)ds > 0 \)
when \( x \) is large. By Theorem 1.6, system (5.1) has exactly two limit cycles when \( b \leq -5\sqrt{a}/2 \).
Thus, \( \varphi(a, c) > -5\sqrt{a}/2 \). Consequently, this lemma is proven. \( \square \)

Clearly, the bifurcation diagrams of systems (1.1) and (5.1) are similar. Thus, we can also prove that the double-limit-cycle bifurcation curve \( b = \varphi(a) \) of systems (1.1) satisfies
\(-5\sqrt{a}/2 < \varphi(a) < -2\sqrt{a} \).

### 5.2 Application 2: limit cycles of a class of the Filippov system

Consider the following generalized Filippov system, which is a discontinuous system

\[
\begin{cases}
\dot{x} = y - (ax + bx^3 + x^5), \\
\dot{y} = -x - c \, \text{sgn}(x),
\end{cases}
\]

where \((a, b, c) \in \mathbb{R}^2 \times \mathbb{R}^+ \). See [5, 17]. When \( a \geq 0 \) and \( b \geq -2\sqrt{a} \), system (5.4) has no limit
cycle; when \( a < 0 \), or \( a = 0 \) and \( b < 0 \), system (5.4) has a unique limit cycle, which is stable;
when \( a > 0 \) and \( b < -2\sqrt{a} \), system (5.4) has at most two limit cycles. Since the proofs are
identical to those in Section 4, we omit them. Theorem 1.1 has been applied in system (5.4). Of
course, for system (5.4), we have the similar bifurcation diagram of Theorem 5.3.
5.3 Example 1

Here, an example is presented to show that our results is valid for the non-smooth systems. This example also shows that Theorem 1.1 is more general than Theorem A in [34] even if it reduces to a smooth system.

Consider the following piecewise linear system

$$\begin{cases}
\dot{x} = y - \text{sgn}(x)[a_1|x|^{2/3} + \frac{a_2}{2}(|x|^{2/3} + 1) - |x|^{2/3} - 1)] \\
\dot{y} = -x^{1/3},
\end{cases}$$

(5.5)

where $a_1 > 0$, $a_2 > 0$ and $-a_1 - a_2 < a_3 < -a_1 - a_2/2$. It is clear that conditions (1-3) of Theorem 1.1 hold. It is easy to verify that for $x > 2\sqrt{2}$,

$$\frac{df(x)}{dx} = -\frac{a_1}{3x^{4/3}} < 0,$$

$$\frac{d(f(x)/g(x))}{dx} = -\frac{2a_1}{3x^{5/3}} < 0,$$

$$\frac{d[(F(x) - F(2\sqrt{2}))f(x)/g(x)]}{dx} = 0.$$

Thus, condition (4) of Theorem 1.1 also holds. Therefore, our theorem is valid for system (5.5). However, condition (d) of Theorem A in [34] does not hold because both $f(x)$ and $f(x)/g(x)$ decrease. Thus, Theorem A cannot be applied to this case even if system (5.5) reduces to a smooth system.

References

[1] P. Alsholm, Existence of limit cycles for generalized Liénard equations, *J. Math. Anal. Appl.* **171** (1992) 242-255.

[2] M. di Bernardo, C.J. Budd, A.R. Champneys, P. Kowalczyk, *Piecewise-smooth Dynamical Systems: Theory and Applications*, Springer-Verlag, London, 2008.

[3] Y. Cao, C. Liu, The estimate of the amplitude of limit cycles of symmetric Liénard systems, *J. Diff. Equa.* **262**(2017), 2025-2038.

[4] X. Cen, S. Li, Y. Zhao, On the number of limit cycles for a class of discontinuous quadratic differential systems, *J. Math. Anal. Appl.* , 449 (2017), 314-342.

[5] H. Chen, Global bifurcation for a class of planar Filippov systems with symmetry, *Qual. Theory Dyn. Syst.*,15 **(2016)** 349-365.

[6] S. N. Chow, C. Li, D. Wang, Normal forms and bifurcation of planar vector fields, Springer, Cambridge Press, 1994.

[7] S. N. Chow, J. K. Hale, J Mallet-Paret, Applications of generic bifurcation. I, *Archive for Rational Mechanics and Analysis* **59** (1975), 159-188.
[8] J. Carr, S. N. Chow, J. K. Hale, Abelian integrals and bifurcation theory, J. Differ. Equ., 59 (1985), 413-436.

[9] F Dumortier, R Roussarie, C Rousseau, Hilbert’s 16th problem for quadratic vector fields, J. Diff. Equa. 110 (1994), 86-133.

[10] F. Dumortier, C. Rousseau, Cubic Liénard equations with linear damping, Nonlinearity 3 (1990) 1015-1039.

[11] A.F. Filippov, Differential Equations with Discontinuous Right-Hand Sides, Kluwer Academic, Dordrecht, 1988.

[12] J. Guckenheimer, P. Holmes, Nonlinear Oscillations, Dynamical Systems and Bifurcations of Vector Fields, Springer-Verlag, 1997.

[13] M. Han, On sufficient conditions for certain two-dimensional systems to have at most two limit cycles, J. Differ. Equ. 107(1994), 231-237.

[14] M. Han, L. Sheng, X. Zhang, Bifurcation theory for finitely smooth planar autonomous differential systems, J. Differ. Equ. 264 (2018), 3596-3618.

[15] F. Jiang, Z. Ji, Y. Wang, An upper bound for the amplitude of limit cycles of Liénard-type differential systems, Electronic J. Qual. Theor. Diff. Equat., 34(2017),1-14.

[16] V. Kaloshin, The existential Hilbert 16-th problem and an estimate for cyclicity of elementary polycycles, Invent. Math., 151 (2003), 451-512.

[17] M. Kunze, Non-Smooth Dynamical Systems, Springer-Verlag, Berlin-Heidelberg, 2000.

[18] Y. A. Kuznetsov, Elements of Applied Bifurcation Theory(Third Edition), Springer-Verlag, New York, 2004.

[19] Yu.A. Kuznetsov, S. Rinaldi, A. Gragnani, One-parameter bifurcations in planar Filippov systems, Internat. J. Bifur. Chaos 13 (2003) 2157-2188.

[20] N. Levinson, O. K. Smith, A general equation for relation oscillations, Duke Math. J. 9 (1942) 382-403.

[21] C. Li, C. Rousseau, Codimension 2 symmetric homoclinic bifurcations and application to 1 : 2 resonance, Can. J. Math. 42(1990), 191-212.

[22] J. Li, Hilbert’s 16th problem and bifurcations of planar polynomial vector fields, Internat. J. Bifur. Chaos 13 (2003) 47-106.

[23] F. Liang, M. Han, X. Zhang, Bifurcation of limit cycles from generalized homoclinic loops in planar piecewise smooth systems, J. Differ. Equ. 255 (2013), 4403-4436.

[24] J. Llibre, E. Ponce, F. Torres, On the existence and uniqueness of limit cycles in Liénard differential equations allowing discontinuities, Nonlinearity 21 (2008) 2121-2142.

[25] K. Odani, On the limit cycle of the Liénard equation, Arch. Math. 36(1) (2000) 25C31.

[26] R. S. Rychkov, The maximal number of limit cycles of system \( \dot{y} = -x, \dot{x} = y - \sum_{i=1}^{2} a_i x^{2i+1} \) is equal to two, Differ. Equ. 11(1975), 390-391.

[27] S. Smale, Mathematical problems for the next century, Math. Intell. 20 (1998) 7-15.

[28] H. Tian, M. Han, Bifurcation of periodic orbits by perturbing high-dimensional piecewise smooth integrable systems, J. Differential Equations, 263 (2017), 7448-7474.

[29] Y. Tian, M. Han, Hopf bifurcation for two types of Liénard systems, J. Differential Equations, 251 (2011) 834-859.

[30] D. Xiao, Z. Zhang, On the existence and uniqueness of limit cycles for generalized Liénard systems, J. Math. Anal. Appl., 343 (2008), 299-309.
[31] L. Yang, X. Zeng, An upper bound for the amplitude of limit cycles in Liénard systems with symmetry, J. Diff. Equa. 258 (2015), 2701-2710.

[32] W. Zhang, P. Yu, Degenerate bifurcation analysis on a parametrically and externally excited mechanical system, Internat. J. Bifur. Chaos 11 (2001), 689-709.

[33] Z. Zhang, On the existence of exactly two limit cycles for the Liénard’s equation, Acta Math. Sinica 24 (1981), 710-716. (Chinese)

[34] Z. Zhang, T. Ding, W. Huang, Z. Dong, Qualitative Theory of Differential Equations, Transl. Math. Monogr., Amer. Math. Soc., Providence, RI, 1992.