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Abstract

We present various results on the equivalence and mapping properties under affine transformations of fractional-order Sobolev norms and semi-norms of orders between zero and one. Main results are mutual estimates of the three semi-norms of Sobolev-Slobodeckij, interpolation and quotient space types. In particular, we show that the former two are uniformly equivalent under affine mappings that ensure shape regularity of the domains under consideration.
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1 Introduction

Sobolev norms and semi-norms play a central role in the numerical analysis of discretization methods for partial differential equations. For instance, standard finite element error analysis is essentially a combination of the Bramble-Hilbert lemma and transformation properties of Sobolev (semi-) norms. These properties are also central to the area of preconditioners for (and based on) variational methods. More precisely, arguments based on finite dimensions of local spaces are inherently connected with scaling arguments to keep dimensions bounded. Norms are usually not scalable. That is, the corresponding equivalence numbers behave differently with respect to a scaling parameter like the diameter $D_O$ of the domain $O$ when the domain under consideration is transformed by an affine map that maintains shape regularity (i.e., the ratio of $D_O$ and the “inner diameter” of $O$ is bounded). This can be usually fixed only when essential boundary conditions are present. An example is using the $H^1$-semi-norm as norm in $H^1_0$. More generally, semi-norms have better scaling properties: usually they can be defined so that equivalence numbers are of the same order with respect to $D_O$ under shape-regular affine transformations of the domain.

Whereas properties of Sobolev (semi-) norms under smooth transformations or simple scalings are straightforward as long as their orders are integer, things are getting more complicated
for fractional-order Sobolev norms. Such norms appear, e.g., in a natural way when considering
boundary integral equations of the first kind \cite{14,12} or when studying the regularity of elliptic
problems in non-convex polygonal domains \cite{10}. There are different ways to define fractional-
order Sobolev norms and they all have advantages and disadvantages (standard references are
\cite{13,11}). Different norm variants are known to be equivalent. But dependence of the equivalence
constants on the order and the domain are more involved.

In this paper we analyze the equivalence of different variants of fractional-order semi-norms
of positive orders bounded by one. The use of semi-norms is essential to guarantee scaling
properties and we don’t know of any publication that analyzes their equivalence.

The rest of the paper is organized as follows. In Section 2 we collect all definitions and tech-
nical results. In Section 2.1 we recall two definitions of norms and define three different semi-norms:
one of the Sobolev-Slobodeckij type, one by interpolation, and one of a quotient space type. Sec-
tion 2.2 is devoted to basic equivalence estimates. In particular, we present Poincaré-Friedrichs’
inequalities for the Sobolev-Slobodeckij and interpolation semi-norms (Propositions 2.2 and 2.6).
A direct proof in the case of the Sobolev-Slobodeckij semi-norm is cited from Faermann \cite{9}. An
indirect proof for the interpolation semi-norm is standard, and is given for completeness. Affine
transformation properties of norms (also given for completeness) and semi-norms are analyzed in
Section 2.3. Eventually, in Section 3 we combine the intermediate results to show the equivalence
of all the semi-norms under consideration, with explicit equivalence numbers depending on the
domain via its transformation from a reference domain (Theorems 3.1–3.3). In Theorem 3.4 we
resume the results in a form that is appropriate for affine maps that maintain shape-regularity
of the domain. In particular, it shows (i) the uniform (with respect to $D_O$) equivalence of the
Sobolev-Slobodeckij and the interpolation semi-norms, (ii) that the Sobolev-Slobodeckij and
quotient space semi-norms are uniformly equivalent as long as the diameter of the domain is
bounded from above, and (iii) that the interpolation and quotient space semi-norms can be
uniformly bounded mutually in one direction depending on whether the diameter of the domain
is bounded from above or from below. Finally, in Corollary 3.5 we collect the scaling properties
of all the norms and semi-norms studied in this paper that have this property.

2 Sobolev norms

In this section we recall definitions of several Sobolev (semi-) norms and collect technical results
that are needed to prove our main results in Section 3 or which are interesting in its own.

Throughout the paper, $O \subset \mathbb{R}^n$ denotes a generic bounded connected Lipschitz domain. We
consider the usual $L^2(O)$- and $H^1(O)$-norms with notations $\| \cdot \|_{0,O}$ and $\| \cdot \|_{1,O}$, respectively and
the $H^1(O)$-semi-norm $\| \cdot \|_{1,O}$. Here and in the following, in all types of norms, the underlying
domain of definition $O$ will be occasionally dropped from the notation when not being ambiguous.

2.1 Fractional-order norms and semi-norms

There are several ways to define Sobolev norms. We use the ones defined by a double integral
(Sobolev-Slobodeckij) and by interpolation. For the latter we use the so-called real K-method,
For $0 < s < 1$, the interpolation norm in the fractional-order Sobolev space $H^s(\mathcal{O})$ is defined by

$$
\|v\|_{[L^2(\mathcal{O}), H^1(\mathcal{O})], s} := \left( \int_0^\infty t^{-2s} \inf_{v_0 + v_1} \left( \int_{\mathcal{O}} \int_{\mathcal{O}} \frac{|v(x) - v(y)|^2}{|x - y|^{n+2s}} \, dx \, dy + t^2 \|v_1\|^2_{H^1(\mathcal{O})} \right) \frac{dt}{t} \right)^{1/2}.
$$

Here and in the following, the notation $\inf_{v_0 + v_1} \left( \|v_0\|^2_{H^0(\mathcal{O})} + t^2 \|v_1\|^2_{H^1(\mathcal{O})} \right)$ implies that the infimum is taken over $v_0 \in L^2(\mathcal{O})$ and $v_1 \in H^1(\mathcal{O})$, or corresponding spaces as indicated by the respective norms.

We also define the interpolation space

$$
\tilde{H}^s(\mathcal{O}) = [L^2(\mathcal{O}), H^1(\mathcal{O})], s
$$

with corresponding notation for the norm. The notation $\tilde{H}^s$ is used by Grisvard and is common in the boundary element literature, whereas the notation $H^s_{00} = \tilde{H}^s$ is used by Lions and Magenes and is common in the finite element literature.

The Sobolev-Slobodeckij variant of these norms is defined (for $0 < s < 1$) by

$$
\|v\|_{H^s(\mathcal{O})} := \|v\|_{s, \mathcal{O}} := \left( \|v\|^2_{L^2(\mathcal{O})} + \int_{\mathcal{O}} \int_{\mathcal{O}} \frac{|v(x) - v(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \right)^{1/2},
$$

$$
\|v\|_{\tilde{H}^s(\mathcal{O})} := \|v\|_{\tilde{s}, \mathcal{O}} := \left( \|v\|^2_{H^s(\mathcal{O})} + \int_{\mathcal{O}} \int_{\mathcal{O}} \frac{|v(x) - v(y)|^2}{\text{dist}(x, \partial \mathcal{O})^{s+1}} \, dx \, dy \right)^{1/2}
$$

(2.1)

The corresponding semi-norms are

$$
|v|_{[L^2(\mathcal{O}), H^1(\mathcal{O})], s} := |v|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} := \left( \int_0^\infty t^{-2s} \inf_{v_0 + v_1} \left( \int_{\mathcal{O}} \int_{\mathcal{O}} \frac{|v(x) - v(y)|^2}{|x - y|^{n+2s}} \, dx \, dy + t^2 \|v_1\|^2_{H^1(\mathcal{O})} \right) \frac{dt}{t} \right)^{1/2}
$$

and

$$
|v|_{H^s(\mathcal{O})} := |v|_{s, \mathcal{O}} := \left( \int_{\mathcal{O}} \int_{\mathcal{O}} \frac{|v(x) - v(y)|^2}{|x - y|^{n+2s}} \, dx \, dy \right)^{1/2}.
$$

Additionally, it is useful to define the semi-norm of quotient space type

$$
|v|_{s, \mathcal{O}, \inf} := \|v\|_{H^s(\mathcal{O})/\mathbb{R}} = \inf_{c \in \mathbb{R}} \|v + c\|_{s, \mathcal{O}}.
$$

### 2.2 Equivalence of semi-norms on a fixed domain

The aim of this section is to study equivalences of the semi-norms previously defined, on a fixed domain. Together with mapping properties (provided in Section 2.3), these estimates are needed to prove our main results in Section 3. Proofs are based on a standard norm equivalence and specific Poincaré-Friedrichs’ inequalities, which are also recalled here.
It is well known that for Lipschitz domains different definitions of Sobolev norms are equivalent. However, equivalence constants depend usually on the order and the domain under consideration. In particular, for a bounded Lipschitz domain $\mathcal{O}$, the norms $\| \cdot \|_{s,\mathcal{O}}$ and $\| \cdot \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}$ are equivalent for $0 < s < 1$, cf. [13, 10, 14]. Such equivalences are shown by corresponding equivalences on $\mathbb{R}^n$ and the use of appropriate extension operators, cf. [4], see also [5] for non-Lipschitz domains. In particular, the norms previously defined are uniformly equivalent for $s$ in a closed subset of $(0, 1)$, see [11].

Here, for the norms, we don’t elaborate on the dependence of the equivalence constants on $s$ and $\mathcal{O}$. We rather give them specific names to be used in estimates to follow.

**Proposition 2.1** (equivalence of norms). For a bounded Lipschitz domain $\mathcal{O} \subset \mathbb{R}^n$ and for given $s \in (0, 1)$ there exist constants $k(s, \mathcal{O}), K(s, \mathcal{O}) > 0$ such that

$$k(s, \mathcal{O}) \| v \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \leq \| v \|_{s, \mathcal{O}} \leq K(s, \mathcal{O}) \| v \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \quad \forall v \in H^s(\mathcal{O}).$$

For a proof see, e.g., [14].

It is well known that, on bounded Lipschitz domains, lower-order norms can be bounded by higher-order semi-norms plus finite rank terms. Such estimates are referred to as Poincaré-Friedrichs’ inequalities. For integer-order norms there are direct proofs with explicit constants (depending on orders and domains) [16, Théorème 1.3] and attention has received finding best constants and deriving improved weighted estimates, see, e.g., [17, 18] and [6], respectively. We need such a Poincaré-Friedrichs’ inequality for fractional-order norms on bounded domains (for unbounded domains, see [15]), and refer to [9, Lemma 3.4] for a proof. This proof is given for two dimensions but immediately extends to the general case.

**Proposition 2.2** (Poincaré-Friedrichs inequality, Sobolev-Slobodeckij semi-norm). Let $\mathcal{O} \subset \mathbb{R}^n$ be a bounded domain, and $s \in (0, 1)$. Then there holds

$$\| v \|_{s, \mathcal{O}} \leq C_{PF, SS}(s, \mathcal{O}) \left( | v |_{s, \mathcal{O}} + \left| \int_{\mathcal{O}} v \right| \right) \quad \forall v \in H^s(\mathcal{O})$$

with

$$C_{PF, SS}(s, \mathcal{O}) = \left| \mathcal{O} \right|^{-1/2} \max\{1, 2^{-1/2} D_{\mathcal{O}}^{n/2+s}\}.$$  

Here, $|\mathcal{O}|$ denotes the area of $\mathcal{O}$ and, as mentioned in the introduction, $D_{\mathcal{O}}$ is its diameter.

**Lemma 2.3.** Let $\mathcal{O} \subset \mathbb{R}^n$ be a bounded, connected Lipschitz domain. Then there holds

$$| v |_{s, \mathcal{O}}^2 \leq | v |_{s, \mathcal{O}, \inf}^2 + \inf_{c \in \mathbb{R}} \| v + c \|_{0, \mathcal{O}}^2 \leq (1 + C_{PF, SS}^2) \| v \|_{s, \mathcal{O}}^2$$

for any $v \in H^s(\mathcal{O})$ and $s \in (0, 1)$. Here, $C_{PF, SS} = C_{PF, SS}(s, \mathcal{O})$ is the number from Proposition 2.2.

**Proof.** By definition of $| \cdot |_{s, \mathcal{O}}$ there holds for any $c \in \mathbb{R}$ and any $v \in H^s(\mathcal{O})$ (we now drop $\mathcal{O}$ from the notation)

$$| v |_s = | v + c |_s.$$
Therefore
\[ |v|_s \leq \inf_{c \in \mathbb{R}} \|v + c\|_s = |v|_{s, \inf} \]
which is the first assertion. By the initial argument and the definition of the Sobolev-Slobodeckij norm one also finds that
\[ |v|_{s, \inf}^2 = \inf_{c \in \mathbb{R}} \|v + c\|_s^2 = \inf_{c \in \mathbb{R}} \|v + c\|_0^2 + |v|^2_s. \]
This is the second assertion.

The last relation and the Poincaré-Friedrichs’ inequality (Proposition 2.2) lead to
\[ |v|_{s, \inf}^2 \leq C_{PF, SS}^2 \inf_{c \in \mathbb{R}} \left( |v|_s + \left| \int_\Omega (v + c) \right| \right)^2 + |v|^2_s = (1 + C_{PF, SS}) |v|^2_s. \]
This finishes the proof.

\[ \square \]

**Lemma 2.4.** Let \( \Omega \subset \mathbb{R}^n \) be a bounded Lipschitz domain. There holds
\[ k^2 |v|_{L^2(\Omega), H^1(\Omega), s}^2 \leq |v|_{s, \Omega, \inf}^2 \leq 3K^2 |v|_{L^2(\Omega), H^1(\Omega), s}^2 + \frac{K^2}{s(1 - s)} \inf_{c \in \mathbb{R}} \|v + c\|_0^2 \]
for any \( v \in H^s(\Omega) \) and \( s \in (0, 1) \). Here, \( k = k(s, \Omega) \) and \( K = K(s, \Omega) \) are the numbers from Proposition 2.1.

**Proof.** Let \( v \in H^s(\Omega) \), and let \( c_0, c_1 \) denote generic constants. For any \( t > 0 \) there holds
\[ \inf_{v = v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right) = \inf_{v = v_0 + c_0 + v_1 + c_1} \left( \|v_0 + c_0\|_0^2 + t^2 |v_1|^2_1 \right) \]
\[ = \inf_{c_1, v = c_0 + v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right), \]
that is
\[ \inf_{v = v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right) = \inf_{v + c = v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right) \]
\[ \leq \inf_{c \in \mathbb{R}} \inf_{v + c = v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right). \]
(Recall that our convention for the notation \( \inf_{v = v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right) \) implies that the infimum is taken with respect to \( v_0 \in L^2(\Omega) \) and \( v_1 \in H^1(\Omega) \).) We conclude that
\[ |v|_{L^2, H^1, s}^2 = \int_0^\infty t^{-2s} \inf_{v = v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right) \frac{dt}{t} \]
\[ \leq \inf_{c \in \mathbb{R}} \int_0^\infty t^{-2s} \inf_{v + c = v_0 + v_1} \left( \|v_0\|_0^2 + t^2 |v_1|^2_1 \right) \frac{dt}{t} = \inf_{c \in \mathbb{R}} \|v + c\|_{L^2, H^1, s}^2. \]
By Proposition 2.1

\[ \inf_{c \in \mathbb{R}} \| v + c \|^2_{L^2, H^1} \leq K^{-2} \inf_{c \in \mathbb{R}} \| v + c \|^2_{L^2, H^1, s} = k^{-2} |v|_{s, \inf}^2, \]

so that the first assertion follows.

By definition and using Proposition 2.1 there holds

\[ |v|_{s, \inf}^2 = \inf_{c \in \mathbb{R}} \| v + c \|^2_s \leq K^2 \inf_{c \in \mathbb{R}} \| v + c \|^2_{L^2, H^1, s} \]

\[ = K^2 \inf_{c \in \mathbb{R}} \int_0^\infty t^{-2s} \inf_{v + c = v_0 + v_1} \left( \| v_0 \|^2_0 + t^2 \| v_1 \|^2_0 + t^2 |v_1|_1^2 \right) \frac{dt}{t}. \tag{2.2} \]

We bound the integrand separately for \( t < 1 \) and \( t \geq 1 \).

For \( t < 1 \) we use the representation \( v + c = v_0 + v_1 \) to bound

\[ \| v_0 \|^2_0 + t^2 \| v_1 \|^2_0 + t^2 |v_1|_1^2 \leq \| v_0 \|^2_0 + 2t^2 (\| v + c \|^2_0 + \| v_0 \|^2_0) + t^2 |v_1|_1^2 \]

\[ \leq 3\| v_0 \|^2_0 + 2t^2 \| v + c \|^2_0 + t^2 |v_1|_1^2. \]

If \( t \geq 1 \) then we select \( v_0 := v + c \) to conclude that

\[ \inf_{v + c = v_0 + v_1} \left( \| v_0 \|^2_0 + t^2 \| v_1 \|^2_0 + t^2 |v_1|_1^2 \right) \leq \| v + c \|^2_0. \]

Together this yields

\[ \int_0^\infty t^{-2s} \inf_{v + c = v_0 + v_1} \left( \| v_0 \|^2_0 + t^2 \| v_1 \|^2_0 + t^2 |v_1|_1^2 \right) \frac{dt}{t} \]

\[ \leq \int_0^1 t^{-2s} \inf_{v + c = v_0 + v_1} \left( 3\| v_0 \|^2_0 + 2t^2 \| v + c \|^2_0 + t^2 |v_1|_1^2 \right) \frac{dt}{t} + \int_1^\infty t^{-2s} \| v + c \|^2_0 \frac{dt}{t} \]

\[ = \int_0^1 t^{-2s} \inf_{v + c = v_0 + v_1} \left( 3\| v_0 \|^2_0 + t^2 |v_1|_1^2 \right) \frac{dt}{t} + \| v + c \|^2_0 \left( \int_0^1 2t^{1-2s} dt + \int_1^\infty t^{-1-2s} dt \right) \]

\[ \leq 3|v|_{L^2, H^1, s}^2 + \frac{1}{s(1-s)} \| v + c \|^2_0. \tag{2.3} \]

Therefore, recalling (2.2), we obtain

\[ |v|_{s, \inf}^2 \leq 3K^2 |v|_{L^2, H^1, s}^2 + \frac{K^2}{s(1-s)} \inf_{c \in \mathbb{R}} \| v + c \|^2_0, \]

which is the second assertion. \( \square \)

From the proof of the previous lemma one can conclude that the semi-norm \( | \cdot |_{L^2(O), H^1(O), s} \) is indeed the principal part of a norm in \( H^1(O) \). This will be useful to deduce a Poincaré-Friedrichs inequality with this semi-norm. First let us specify what we mean by the semi-norm being principal part of a norm.

\[ \sqrt{ } \]
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Corollary 2.5. Let $\mathcal{O} \subset \mathbb{R}^n$ be a bounded Lipschitz domain. There holds
\[
\|v\|_{s,\mathcal{O}}^2 \leq \frac{K^2}{s(1-s)}\|v\|_{0,\mathcal{O}}^2 + 3K^2\|v\|_{L^2(\mathcal{O}),H^1(\mathcal{O}),s}^2
\]
for any $v \in H^s(\mathcal{O})$ and $s \in (0,1)$. Here, $K = K(s,\mathcal{O})$ is the number from Proposition 2.1.

Proof. This is a combination of the second bound from Proposition 2.1 and (2.3) with $c = 0$. \qed

We are now ready to prove a second Poincaré-Friedrichs inequality.

Proposition 2.6 (Poincaré-Friedrichs inequality, interpolation semi-norm). Let $\mathcal{O} \subset \mathbb{R}^n$ be a bounded connected Lipschitz domain, and $s \in (0,1)$. Then there exists a constant $C_{PF,1} > 0$, depending on $\mathcal{O}$ and $s$, such that
\[
\|v\|_{0,\mathcal{O}} \leq C_{PF,1}(s,\mathcal{O})\left(\|v\|_{L^2(\mathcal{O}),H^1(\mathcal{O}),s} + \int_{\mathcal{O}} |v| \right) \quad \forall v \in H^s(\mathcal{O}).
\]

Proof. Assume that the inequality is not true. Then there is a sequence $(v_j) \subset H^s(\mathcal{O})$ such that
\[
\|v_j\|_{0,\mathcal{O}} = 1, \quad |v_j|_{L^2(\mathcal{O}),H^1(\mathcal{O}),s} + \int_{\mathcal{O}} v_j \to 0 \quad (j \to \infty).
\]
Therefore, by Corollary 2.5 $(v_j)$ is bounded in $H^s(\mathcal{O})$ with respect to the Sobolev-Slobodeckij norm. Then, by Rellich’s theorem (see [14, Theorem 3.27]) there is a convergent subsequence (again denoted by $(v_j)$) in $L^2(\mathcal{O})$. Since $|v_j|_{L^2(\mathcal{O}),H^1(\mathcal{O}),s} \to 0$ this sequence is Cauchy and with limit $v$ in $H^s(\mathcal{O})$. It holds $|v|_{L^2(\mathcal{O}),H^1(\mathcal{O}),s} = 0$ so that $v$ is constant. Furthermore, since $\int_{\mathcal{O}} v = 0$ and $\mathcal{O}$ is connected we conclude that $v = 0$, a contradiction to $\|v_j\|_{0,\mathcal{O}} = 1$. \qed

With the help of Proposition 2.6 we can now turn the estimate by Lemma 2.4 into a semi-norm equivalence.

Lemma 2.7. Let $\mathcal{O} \subset \mathbb{R}^n$ be a connected bounded Lipschitz domain. There holds
\[
k^2|v|_{L^2(\mathcal{O}),H^1(\mathcal{O}),s}^2 \leq |v|_{s,\mathcal{O},inf}^2 \leq K^2\left(3 + \frac{C_{PF,1}^2}{s(1-s)}\right)|v|_{L^2(\mathcal{O}),H^1(\mathcal{O}),s}^2
\]
for any $v \in H^s(\mathcal{O})$ and $s \in (0,1)$. Here, $k = k(s,\mathcal{O}), \quad K = K(s,\mathcal{O})$ are the numbers from Proposition 2.1 and $C_{PF,1} = C_{PF,1}(s,\mathcal{O})$ is the number from Proposition 2.6.

Proof. The lower bound is the one from Lemma 2.4. The upper bound is a combination of the upper bound from the same lemma and the Poincaré-Friedrichs’ inequality from Proposition 2.6. To this end note that the infimum $\inf_{c \in \mathbb{R}} \|v + c\|_{0,\mathcal{O}}$ is achieved by the same constant $c$ that eliminates the integral in the bound of the Poincaré-Friedrichs’ inequality for $v + c$. \qed

Meanwhile we have accumulated quite some parameters in the semi-norm estimates that depend on the order $s$ and the domain $\mathcal{O}$ under consideration. Our goal is to show equivalence of semi-norms which is uniform for a family of affinely transformed domains. We therefore study transformation properties of semi-norms in the following section. In this way, parameters from this section enter final results only via their values on a reference domain.
2.3 Transformation properties of norms and semi-norms

Obviously, both norms in $H^s(\mathcal{O})$ defined previously, $\| \cdot \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}$ and $\| \cdot \|_{s, \mathcal{O}}$, are not scalable. This could be achieved by weighting the $L^2(\mathcal{O})$-contributions according to the diameter of $\mathcal{O}$, for instance, cf. [8]. Of course, in this way one does not obtain uniformly equivalent norms (of un-weighted and weighted variants) under transformation of the domain.

This is different for the norm in $\tilde{H}^s(\mathcal{O})$. It can be easily fixed (to be scalable) by using that the semi-norm $| \cdot |_{1, \mathcal{O}}$ is a norm in $H^1_0(\mathcal{O})$, and re-defining

$$\|v\|_{[L^2(\mathcal{O}), H^1_0(\mathcal{O})], s} := \left( \int_0^\infty t^{-2s} \inf_{v=v_0+v_1, v_1 \in H^1_0(\mathcal{O})} \left( \|v_0\|_{0, \mathcal{O}}^2 + t^2 |v_1|_{1, \mathcal{O}}^2 \right) \frac{dt}{t} \right)^{1/2}$$

in the case of interpolation. In the case of the Sobolev-Slobodeckij norm one can ensure scalability by re-defining

$$\|v\|_{\tilde{H}^s(\mathcal{O})} := \|v\|_{\sim, s, \mathcal{O}} := \left( |v|^2_{\tilde{H}^s(\mathcal{O})} + \|v(x)\|_{\text{dist}(x, \partial \mathcal{O})^s}^2 \right)^{1/2}$$

since the last term guarantees positivity. In the following we will make use of these re-defined norms.

For a domain $\hat{\mathcal{O}} \subset \mathbb{R}^n$ we denote by $\mathcal{O} = F(\hat{\mathcal{O}})$ the affinely transformed domain

$$\mathcal{O} := \{ F\hat{x}; \hat{x} \in \hat{\mathcal{O}} \} \quad \text{with} \quad F\hat{x} = x_0 + B\hat{x}, \quad x_0 \in \mathbb{R}^n, \quad B \in \mathbb{R}^{n \times n}. \quad (2.4)$$

Here, $B$ is assumed to be invertible. Correspondingly, for a given real function $v$ defined on $\mathcal{O}$,

$$\hat{v} : \hat{\mathcal{O}} \to \mathbb{R} \quad \hat{x} \mapsto v(F\hat{x})$$

is the function transformed onto $\hat{\mathcal{O}}$.

**Lemma 2.8** (transformation properties of norms). Let $\hat{\mathcal{O}} \subset \mathbb{R}^n$ be a bounded Lipschitz domain and let $\mathcal{O}$ be the affinely transformed domain defined by $(2.4)$. Then there hold the transformation properties

$$| \det B| \|B\|^{-2s} \|\hat{v}\|^2_{L^2(\hat{\mathcal{O}}), H^1_0(\hat{\mathcal{O}}), s} \leq \|v\|^2_{L^2(\mathcal{O}), H^1_0(\mathcal{O}), s} \leq | \det B| \|B^{-1}\|^{2s} \|\hat{v}\|^2_{L^2(\hat{\mathcal{O}}), H^1_0(\hat{\mathcal{O}}), s}, \quad (2.5)$$

$$| \det B| \|B\|^{-2s} \min\{ | \det B| \|B\|^{-n}, 1 \} \|\hat{v}\|^2_{\sim, s, \hat{\mathcal{O}}} \leq \|v\|^2_{\sim, s, \mathcal{O}} \leq | \det B| \|B^{-1}\|^{2s} \max\{ | \det B| \|B^{-1}\|^{-n}, 1 \} \|\hat{v}\|^2_{\sim, s, \hat{\mathcal{O}}} \quad (2.6)$$

for any $\hat{v} \in \tilde{H}^s(\hat{\mathcal{O}})$ and $s \in (0, 1)$. 


Proof. For the interpolation norm and \( \hat{O} \subseteq \mathbb{R}^1 \) being a cubes, this property (with an unspecified equivalence constant) has been shown in [11]. It is simply the scaling properties of the \( L^2 \) and \( H^1 \) norms together with the exactness of the K-method of interpolation (employed here). The proof generalizes to affine mappings in a straightforward way as follows. In Euclidean norm one has \( \| \nabla v(x) \| \leq B^{-1} \| \nabla \hat{v}(\hat{x}) \| \) so that the following relations are immediate,

\[
\| v \|_{L^2(\hat{O})}^2 = | \det B | \| \hat{v} \|_{L^2(\hat{O})}^2, \quad \| v \|_{H^1(\hat{O})}^2 \leq | \det B | \| B^{-1} \|_{L^2}^2 \| \hat{v} \|_{H^1(\hat{O})}^2.
\]

Then, with transformation \( r = \| B^{-1} \|_t \), we deduce that

\[
\| v \|_{L^2(\hat{O}), H^1(\hat{O}), s}^2 = \int_0^\infty t^{-2s} \inf_{v = v_0 + v_1, v_1 \in H^1(\hat{O})} \left( \| v_0 \|_{0, \hat{O}}^2 + t^2 \| v_1 \|_{1, \hat{O}}^2 \right) dt \leq | \det B | \int_0^\infty t^{-2s} \inf_{\hat{v} = \hat{v}_0 + \hat{v}_1, \hat{v}_1 \in H^1(\hat{O})} \left( \| \hat{v}_0 \|_{0, \hat{O}}^2 + t^2 \| B^{-1} \|_{L^2}^2 \| \hat{v}_1 \|_{1, \hat{O}}^2 \right) dt
\]

\[
= | \det B | \int_0^\infty (\| B^{-1} \|_{-1} r)^{-2s} \inf_{\hat{v} = \hat{v}_0 + \hat{v}_1, \hat{v}_1 \in H^1(\hat{O})} \left( \| \hat{v}_0 \|_{0, \hat{O}}^2 + r^2 \| \hat{v}_1 \|_{1, \hat{O}}^2 \right) dr
\]

\[
= | \det B | \| B^{-1} \|_{-2s} \| \hat{v} \|_{L^2(\hat{O}), H^1(\hat{O}), s}^2.
\]

This proves the upper bound in (2.5). The lower bound is verified by using the inverse transformation \( F^{-1} \) with matrix \( B^{-1} \).

The transformation property of the second norm is obtained similarly, see also [7, page 461] for the term of the double integral.

\[
\| v \|_{\infty, s, \hat{O}}^2 = \int_\hat{O} \int_\hat{O} |v(x) - v(y)|^2 |x - y|^{-n+2s} dx dy + \int_\hat{O} \left( \frac{v(x)}{\operatorname{dist}(x, \partial \hat{O})^s} \right)^2 dx
\]

\[
\leq | \det B |^2 \int_\hat{O} \int_\hat{O} |\hat{v}(\hat{x}) - \hat{v}(\hat{y})|^2 |\hat{x} - \hat{y}|^{-n+2s} d\hat{x} d\hat{y} + | \det B | \int_\hat{O} \left( \frac{\hat{v}(\hat{x})}{\| B^{-1} \|_{-s} \operatorname{dist}(\hat{x}, \partial \hat{O})^s} \right)^2 d\hat{x}
\]

\[
\leq | \det B | \| B^{-1} \|_{-2s} \max \{ | \det B | \| B^{-1} \|_{n, 1} \} \| \hat{v} \|_{\infty, s, \hat{O}}^2.
\]

This is the upper bound in (2.6). Analogously one finds that

\[
\| \hat{v} \|_{\infty, s, \hat{O}}^2 \leq | \det B^{-1} | \| B \|_{-2s} \max \{ | \det B^{-1} | \| B \|_{n, 1} \} \| v \|_{\infty, s, \hat{O}}^2.
\]

This proves the lower bound in (2.6).

Lemma 2.9 (transformation properties of semi-norms). Let \( \hat{O} \subseteq \mathbb{R}^n \) be a bounded Lipschitz domain and let \( O \) be the affinely transformed domain defined by (2.4). Then there hold the transformation properties

\[
| \det B | \| B \|_{-2s} \| \hat{v} \|_{L^2(\hat{O}), H^1(\hat{O}), s}^2 \leq | \det B | \| B^{-1} \|_{2s} \| \hat{v} \|_{L^2(\hat{O}), H^1(\hat{O}), s}^2
\]

\[
(2.7)
\]

\[
| \det B | \| B \|_{-n-2s} \| \hat{v} \|_{s, \hat{O}}^2 \leq | \det B | \| B^{-1} \|_{n+2s} \| \hat{v} \|_{s, \hat{O}}^2
\]

\[
(2.8)
\]

for any \( \hat{v} \in H^s(\hat{O}) \) and \( s \in (0, 1) \).
Proof. The proof is basically identical to the one of Lemma 2.8.

The third semi-norm, $|\cdot|_{s,\Omega,\inf}$, behaves under affine transformations as follows.

**Lemma 2.10.** Let $\hat{\Omega} \subset \mathbb{R}^n$ be a bounded Lipschitz domain and let $\Omega$ be the affinely transformed domain defined by (2.4). Then there hold the transformation properties

\[
|\det B|^2 \|B\|^{-n-2s} \hat{v}^2_{s,\hat{\Omega}} + |\det B| \inf_{c \in \mathbb{R}} \|\hat{v} + c\|_{0,\hat{\Omega}}^2 \leq |v|^2_{s,\Omega,\inf}
\]

\[
\leq |\det B|^2 \|B^{-1}\|^{n+2s} \hat{v}^2_{s,\hat{\Omega}} + |\det B| \inf_{c \in \mathbb{R}} \|\hat{v} + c\|_{0,\hat{\Omega}}^2
\]

for any $\hat{v} \in H^s(\hat{\Omega})$ and $s \in (0,1)$.

Proof. This result is immediate from the representation of the semi-norm given in Lemma 2.3 and the transformation properties of the $|\cdot|_s$-semi-norm by Lemma 2.9 and of the $L^2$-norm.

3 Main results

We are now ready to state and prove our main results on certain equivalences of fractional-order Sobolev semi-norms. We use the notation (2.4) from Section 2.3 for affine transformations. In particular, we assume that the domain $\Omega$ under consideration is the affine image of a bounded Lipschitz domain $\hat{\Omega}$. The following results specify how equivalence constants depend on the affine map. At the end of this section we conclude the equivalence of some semi-norms which is uniform for a family of so-called shape regular domains (Theorem 3.4) and some scaling properties (Corollary 3.5). These results are of importance for the approximation theory of piecewise polynomial spaces in fractional-order Sobolev spaces.

The first theorem shows the equivalence of the semi-norms $|\cdot|_{L^2(\Omega),H^1(\Omega),s}$ and $|\cdot|_{s,\Omega}$.

**Theorem 3.1.** Let $\hat{\Omega} \subset \mathbb{R}^n$ be a bounded, connected Lipschitz domain and let $\Omega$ be the affinely transformed domain defined by (2.4). Then there hold the following relations.

(i) $|v|^2_{s,\Omega} \leq \det B \|B^{-1}\|^{n+2s} \|B\|^{2s} K(s,\hat{\Omega})^2 \left(3 + \frac{C_{PF,1}(s,\hat{\Omega})^2}{s(1-s)}\right) |v|^2_{L^2(\Omega),H^1(\Omega),s}$

for any $v \in H^s(\Omega)$ and $s \in (0,1)$ with $K(s,\hat{\Omega})$ from Proposition 2.1 and $C_{PF,1}(s,\hat{\Omega})$ from Proposition 2.6.

(ii) $|v|^2_{L^2(\Omega),H^1(\Omega),s} \leq \det B \|B^{-1}\|^{n+2s} \|B^{-1}\|^{2s} k(s,\hat{\Omega})^{-2} \left(1 + C_{PF,SS}(s,\hat{\Omega})^2\right) |v|^2_{s,\Omega}$

for any $v \in H^s(\Omega)$ and $s \in (0,1)$ with $k(s,\hat{\Omega})$ from Proposition 2.7 and $C_{PF,SS}(s,\hat{\Omega})$ from Proposition 2.8.
Proof. On a fixed domain $\hat{\mathcal{O}}$ we obtain, by combining Lemmas 2.3 and 2.7 the equivalence of semi-norms:

$$|\hat{\nu}|_{s,\hat{\mathcal{O}},\inf}^2 \leq K(s,\hat{\mathcal{O}})^2 \left(3 + \frac{C_{PF,1}(s,\hat{\mathcal{O}})^2}{s(1-s)}\right)|\hat{\nu}|_{L^2(\hat{\mathcal{O}}, H^1(\hat{\mathcal{O}}), s)}^2$$

and

$$|\hat{\nu}|_{L^2(\hat{\mathcal{O}}, H^1(\hat{\mathcal{O}}), s)}^2 \leq k(s,\hat{\mathcal{O}})^{-2} |\hat{\nu}|_{s,\hat{\mathcal{O}},\inf}^2 \leq k(s,\hat{\mathcal{O}})^{-2} \left(1 + C_{PF,SS}(s,\hat{\mathcal{O}})^2\right)|\hat{\nu}|_{s,\hat{\mathcal{O}}}^2.$$  

The first assertion of the theorem then follows by combining (3.9) with the transformation properties of the semi-norms by Lemma 2.9

$$|v|_{s,\mathcal{O}}^2 \leq |\det B|^2 \|B^{-1}\|^{n+2s} |\hat{\nu}|_{s,\hat{\mathcal{O}}}^2$$

$$\leq |\det B|^2 \|B^{-1}\|^{n+2s} K(s,\hat{\mathcal{O}})^2 \left(3 + \frac{C_{PF,1}(s,\hat{\mathcal{O}})^2}{s(1-s)}\right)|\hat{\nu}|_{L^2(\hat{\mathcal{O}}, H^1(\hat{\mathcal{O}}), s)}^2$$

$$\leq |\det B| \|B^{-1}\|^{n+2s} \|B\|^{2s} K(s,\hat{\mathcal{O}})^2 \left(3 + \frac{C_{PF,1}(s,\hat{\mathcal{O}})^2}{s(1-s)}\right)|v|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}^2.$$  

The second assertion of the theorem is proved by a combination of (3.10) with the transformation properties by Lemma 2.9.

The next two theorems study the other pairs of semi-norms for equivalence in combination with affine maps, $(|\cdot|_{s,\mathcal{O}}, |\cdot|_{s,\mathcal{O},\inf})$ and $(|\cdot|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}, |\cdot|_{s,\mathcal{O},\inf})$.

**Theorem 3.2.** Let $\hat{\mathcal{O}} \subset \mathbb{R}^n$ be a bounded, connected Lipschitz domain and let $\mathcal{O}$ be the affinely transformed domain defined by (2.3). Then there hold the following relations.

(i) $|v|_{s,\mathcal{O}} \leq |v|_{s,\mathcal{O},\inf} \quad \forall v \in H^s(\mathcal{O}), \forall s \in (0, 1),$

(ii) $|v|_{s,\mathcal{O},\inf}^2 \leq \left(1 + |\det B|^{-1} \|B\|^{n+2s} C_{PF,SS}(s,\hat{\mathcal{O}})^2\right)|v|_{s,\mathcal{O}}^2 \quad \forall v \in H^s(\mathcal{O}), \forall s \in (0, 1)$

with $C_{PF,SS}(s,\hat{\mathcal{O}})$ being the number from Proposition 2.2.

**Proof.** Assertion (i) is a repetition of the first estimate in Lemma 2.3.

To show the second assertion we use Proposition 2.2 and Lemma 2.9 to deduce that

$$\inf_{c \in \mathbb{R}} \|v + c\|_{0,\hat{\mathcal{O}}}^2 = |\det B| \inf_{c \in \mathbb{R}} \|\hat{\nu} + c\|_{0,\hat{\mathcal{O}}}^2 \leq |\det B| C_{PF,SS}(s,\hat{\mathcal{O}})^2 |\hat{\nu}|_{s,\hat{\mathcal{O}}}^2$$

$$\leq |\det B|^{-1} \|B\|^{n+2s} C_{PF,SS}(s,\hat{\mathcal{O}})^2 |v|_{s,\mathcal{O}}^2.$$

The assertion then follows by the definition of the semi-norm $|\cdot|_{s,\mathcal{O},\inf}$.
**Theorem 3.3.** Let $\hat{\mathcal{O}} \subset \mathbb{R}^n$ be a bounded, connected Lipschitz domain and let $\mathcal{O}$ be the affinely transformed domain defined by (2.4). Then there hold the following relations.

(i) $$\|v\|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \leq \|B^{-1}\|^{2s} \max\{|\det B|^{-1}\|B\|^{n+2s}, 1\} \ k(s, \hat{\mathcal{O}})^{-2} \|v\|_{s, \mathcal{O}, \inf}^2$$

for any $v \in H^s(\mathcal{O})$ and $s \in (0,1)$ with $k(s, \hat{\mathcal{O}})$ from Proposition 2.7.

(ii) $$\|v\|_{s, \mathcal{O}, \inf}^2 \leq \|B\|^{2s} \max\{|\det B| \|B^{-1}\|^{n+2s}, 1\} \ K(s, \hat{\mathcal{O}})^2 \left(3 + \frac{C_{PF,1}(s, \hat{\mathcal{O}})^2}{s(1-s)}\right) \|v\|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}^2$$

for any $v \in H^s(\mathcal{O})$ and $s \in (0,1)$ with $K(s, \hat{\mathcal{O}})$ from Proposition 2.7 and $C_{PF,1}(s, \hat{\mathcal{O}})$ from Proposition 2.6.

**Proof.** By Lemmas 2.9, 2.7, and 2.10 we obtain

$$\|v\|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \leq |\det B| \|B^{-1}\|^{2s} |\hat{v}|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}^2 \leq |\det B| \|B^{-1}\|^{2s} k(s, \hat{\mathcal{O}})^{-2} |\hat{v}|_{s, \mathcal{O}, \inf}^2$$

$$\leq |\det B| \|B^{-1}\|^{2s} k(s, \hat{\mathcal{O}})^{-2} \left(|\det B|^{-2}\|B\|^{n+2s} |v|_{s, \mathcal{O}}^2 + |\det B|^{-1} \inf_{c \in \mathbb{R}} \|v + c\|_{0, \mathcal{O}}^2\right)$$

$$\leq \|B^{-1}\|^{2s} \max\{|\det B|^{-1}\|B\|^{n+2s}, 1\} k(s, \hat{\mathcal{O}})^{-2} \|v\|_{s, \mathcal{O}, \inf}^2.$$

This is the first assertion. The second one follows analogously by the same lemmas:

$$\|v\|_{s, \mathcal{O}, \inf}^2 \leq |\det B| |\hat{v}|_{s, \mathcal{O}}^2 + |\det B| \inf_{c \in \mathbb{R}} \|\hat{v} + c\|_{0, \mathcal{O}}^2$$

$$\leq |\det B| \max\{|\det B| |\hat{v}|_{s, \mathcal{O}}, 1\} \|\hat{v}\|_{s, \mathcal{O}, \inf}^2$$

$$\leq |\det B| \max\{|\det B| |\hat{v}|_{s, \mathcal{O}}, 1\} \ K(s, \hat{\mathcal{O}})^2 \left(3 + \frac{C_{PF,1}(s, \hat{\mathcal{O}})^2}{s(1-s)}\right) |\hat{v}|_{s, \mathcal{O}, \inf}^2$$

$$\leq \max\{|\det B| |\hat{v}|_{s, \mathcal{O}}, 1\} \|B\|^{2s} K(s, \hat{\mathcal{O}})^2 \left(3 + \frac{C_{PF,1}(s, \hat{\mathcal{O}})^2}{s(1-s)}\right) |v|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}^2.$$

\[\square\]

We end this section with establishing uniform equivalence of the semi-norms $|\cdot|_{s, \mathcal{O}}$ and $|\cdot|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s}$ for shape-regular domains. Three of the four remaining bounds for other combinations of semi-norms are uniform under further restrictions on the diameter of the domain.

Let us introduce some notation. We consider a bounded, connected Lipschitz domain $\hat{\mathcal{O}} \subset \mathbb{R}^n$ and maps of $\hat{\mathcal{O}}$ onto domains $\mathcal{O}$ where the ratio $\rho_{\mathcal{O}} := D_{\mathcal{O}}/d_{\mathcal{O}}$ is controlled. Here, $D_{\mathcal{O}}$ denotes the diameter of $\mathcal{O}$ and $d_{\mathcal{O}}$ is the supremum of the diameters of all balls contained in $\mathcal{O}$. In the case of finite elements (or convex polygons) boundedness of $\rho$ is referred to as shape regularity of $\mathcal{O}$. Also, when defining $d_{\mathcal{O}}$ with balls with respect to which $\mathcal{O}$ is star-shaped, then $\rho_{\mathcal{O}}$ is referred to as chunkiness parameter.
Using the notation \[ \text{cf., e.g., [3]} \] there holds
\[
\|B\| \leq \frac{D_\Omega}{d_\Omega} = \frac{D_\hat{\Omega}}{D_\Omega} \rho_\Omega, \quad \|B^{-1}\| \leq \frac{D_\Omega}{D_\hat{\Omega}} = \frac{D_\Omega}{D_\hat{\Omega}} \rho_\hat{\Omega}, \quad \|B\| \|B^{-1}\| \leq \rho_\Omega \rho_\hat{\Omega},
\] (3.11)
cf., e.g., [3]. Furthermore, we conclude that
\[
|\det B| = \frac{|\Omega|}{|\hat{\Omega}|} \leq \frac{D_\Omega^n}{D_\hat{\Omega}^n} \rho_\Omega^n \rho_\hat{\Omega}^{-1} \leq \frac{D_\Omega^n}{D_\hat{\Omega}^n} \rho_\Omega^n \rho_\hat{\Omega}^{-1} \quad \text{(3.12)}
\]
With this notation, the results of Theorems 3.1, 3.2 imply the following.

**Theorem 3.4.** Let \( \Omega \) be the affine map of a bounded connected Lipschitz domain \( \hat{\Omega} \subset \mathbb{R}^n \), cf. (2.4).

(i) The semi-norms \(| \cdot |_{s,\Omega} \) and \(| \cdot |_{L^2(\Omega),H^1(\Omega),s} \) are uniformly equivalent for a family of shape-regular domains \( \Omega \):
\[
|v|^2_{s,\Omega} \leq \rho_\Omega^n \rho_\hat{\Omega}^{n+2s} K(s, \hat{\Omega})^2 \left( 1 + \frac{C_{PF,1}(s, \hat{\Omega})^2}{s(1-s)} \right) |v|^2_{L^2(\Omega),H^1(\Omega),s},
\]
\[
|v|^2_{L^2(\Omega),H^1(\Omega),s} \leq \rho_\Omega^n \rho_\hat{\Omega}^{n+2s} k(s, \hat{\Omega})^{-2} \left( 1 + C_{PF,SS}(s, \hat{\Omega})^2 \right) |v|^2_{s,\Omega}
\]
for any \( v \in H^2(\Omega) \) and \( s \in (0,1) \). Here, \( k(s, \hat{\Omega}), K(s, \hat{\Omega}) \) are the numbers from Proposition 2.4 and \( C_{PF,SS}(s, \hat{\Omega}), C_{PF,1}(s, \hat{\Omega}) \) are as in Propositions 2.2, 2.6, respectively.

(ii) The semi-norms \(| \cdot |_{s,\Omega} \) and \(| \cdot |_{s,\Omega,inf} \) are uniformly equivalent for a family of uniformly bounded, shape-regular domains \( \Omega \):
\[
|v|_{s,\Omega} \leq |v|_{s,\Omega,inf},
\]
\[
|v|^2_{s,\Omega,inf} \leq \left( 1 + \frac{D_\Omega^n}{D_\hat{\Omega}^{n+2s}} \rho_\Omega^n \rho_\hat{\Omega}^{n+2s} \right) |v|^2_{s,\Omega}
\]
for any \( v \in H^2(\Omega) \) and \( s \in (0,1) \). Here, \( C_{PF,SS}(s, \hat{\Omega}) \) is the number from Proposition 2.2.

(iii) a) For a family of shape-regular domains \( \Omega \) whose diameters are bounded from below by a positive constant, the semi-norm \(| \cdot |_{L^2(\Omega),H^1(\Omega),s} \) is uniformly bounded by \(| \cdot |_{s,\Omega,inf} \):
\[
|v|^2_{L^2(\Omega),H^1(\Omega),s} \leq \max\{\rho_\Omega^n \rho_\hat{\Omega}^{-2s}, D_\Omega^{-2s} D_\hat{\Omega}^{2s}\} \rho_\hat{\Omega}^2 k(s, \hat{\Omega})^{-2} |v|^2_{s,\Omega,inf}
\]
for any \( v \in H^2(\Omega) \) and \( s \in (0,1) \).

b) For a family of uniformly bounded, shape-regular domains \( \Omega \), the semi-norm \(| \cdot |_{s,\Omega,inf} \) is uniformly bounded by \(| \cdot |_{L^2(\Omega),H^1(\Omega),s} \):
\[
|v|^2_{s,\Omega,inf} \leq \max\{\rho_\Omega^n \rho_\hat{\Omega}^{n+2s}, D_\Omega^{-2s} D_\hat{\Omega}^{2s}\} \rho_\hat{\Omega}^2 K(s, \hat{\Omega})^2 \left( 1 + \frac{C_{PF,1}(s, \hat{\Omega})^2}{s(1-s)} \right) |v|^2_{L^2(\Omega),H^1(\Omega),s}
\]
for any \( v \in H^s(\mathcal{O}) \) and \( s \in (0, 1) \).

Here, \( k(s, \hat{\mathcal{O}}) \), \( K(s, \hat{\mathcal{O}}) \) are the parameters from Proposition 2.1, and \( C_{PF,1}(s, \hat{\mathcal{O}}) \) is the number from Proposition 2.6.

Proof. The assertions (i)–(iii) are a combination of Theorems 3.1–3.3 respectively, with the bounds provided by (3.11), (3.12).

The uniform equivalence of the semi-norms \( \| \cdot \|_{s, \mathcal{O}} \) and \( \| \cdot \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \) for shape-regular domains is based on what one calls their scaling property. It means that both semi-norms for functions on a domain \( \mathcal{O} \) are uniformly equivalent to the respective semi-norm of the affinely transformed functions onto a fixed domain \( \hat{\mathcal{O}} \), when one of the semi-norms is multiplied by an appropriate number (it is a power of the diameter of \( \mathcal{O} \)). This property applies also to the norms \( \| \cdot \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \) and \( \| \cdot \|_{\sim, s, \mathcal{O}} \), cf. Lemma 2.8. Scaling properties are relevant for the error analysis of piecewise polynomial approximations. We formulate the result as a corollary to Lemmas 2.8 and 2.9.

**Corollary 3.5.** The norms \( \| \cdot \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \), \( \| \cdot \|_{\sim, s, \mathcal{O}} \) and semi-norms \( \| \cdot \|_{s, \mathcal{O}} \), \( \| \cdot \|_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \) are scalable of order \( D_{\hat{\mathcal{O}}}^{-2s} \):

\[
D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{-n} D_{\hat{\mathcal{O}}}^{2s-n} \rho_{\hat{\mathcal{O}}}^{-2s} \| \hat{v} \|^2_{L^2(\hat{\mathcal{O}}), H^1(\hat{\mathcal{O}}), s} \leq \| v \|^2_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \leq D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{2s-2n} \rho_{\hat{\mathcal{O}}}^{-n} \| \hat{v} \|^2_{L^2(\hat{\mathcal{O}}), H^1(\hat{\mathcal{O}}), s},
\]

\[
D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{-n} D_{\hat{\mathcal{O}}}^{2s-n} \rho_{\hat{\mathcal{O}}}^{-2s} \min\{\rho_{\hat{\mathcal{O}}}^{-n} \rho_{\hat{\mathcal{O}}}^{-1} \} \| \hat{v} \|^2_{\sim, s, \hat{\mathcal{O}}} \leq \| v \|^2_{\sim, s, \mathcal{O}} \leq D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{2s-2n} \rho_{\hat{\mathcal{O}}}^{-n} \max\{\rho_{\hat{\mathcal{O}}}^{n} \rho_{\hat{\mathcal{O}}}^{-1} \} \| \hat{v} \|^2_{\sim, s, \hat{\mathcal{O}}}
\]

for any \( v \in \tilde{H}^s(\mathcal{O}) \) and \( s \in (0, 1) \), and

\[
D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{-n} D_{\hat{\mathcal{O}}}^{2s-n} \rho_{\hat{\mathcal{O}}}^{-2s} \| v \|^2_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \leq \| v \|^2_{L^2(\mathcal{O}), H^1(\mathcal{O}), s} \leq D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{2s-2n} \rho_{\hat{\mathcal{O}}}^{-n} \| v \|^2_{L^2(\mathcal{O}), H^1(\mathcal{O}), s},
\]

\[
D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{-n} D_{\hat{\mathcal{O}}}^{2s-n} \rho_{\hat{\mathcal{O}}}^{-2s} \| v \|^2_{s, \mathcal{O}} \leq \| v \|^2_{s, \mathcal{O}} \leq D_{\hat{\mathcal{O}}}^{n-2s} \rho_{\hat{\mathcal{O}}}^{n+2s} D_{\hat{\mathcal{O}}}^{s-n} \rho_{\hat{\mathcal{O}}}^{-n} \| v \|^2_{s, \hat{\mathcal{O}}}
\]

for any \( v \in H^s(\mathcal{O}) \) and \( s \in (0, 1) \).

Proof. The bounds are a combination of Lemmas 2.8 and 2.9 with (3.11), (3.12).

**Remark 3.6.** The estimate by Theorem 3.4 (iii) a) breaks down when \( D_{\hat{\mathcal{O}}} \to 0 \). In fact, for a family of scaled domains \( \mathcal{O}_h \) with \( D_{\mathcal{O}_h} = h \) and a non-constant function \( v \) scaled to a family \( \{v_h\} \) of functions on \( \{\mathcal{O}_h\} \), \( \|v_h\|^2_{L^2(\mathcal{O}_h), H^1(\mathcal{O}_h), s} \simeq h^{n-2s} \) by Corollary 3.5 whereas \( \|v_h\|_{s, \mathcal{O}_h, \inf} \geq \inf_{c \in \mathbb{R}} \|v_h - c\|^2_{\mathcal{O}_h} \simeq h^n \). Therefore, the dependence on \( D_{\hat{\mathcal{O}}} \) like \( D_{\hat{\mathcal{O}}}^{-2s} \) of the upper bound in Theorem 3.4 (iii) a) is optimal.

**Acknowledgment.** We thank an anonymous referee for constructive remarks.
References

[1] R. Adams, *Sobolev Spaces*, Academic press, New York, San Francisco, London, 1979.

[2] J. Bergh and J. Löfström, *Interpolation Spaces*, no. 223 in Grundlehren der mathematischen Wissenschaften, Springer-Verlag, Berlin, 1976.

[3] D. Braess, *Finite Elements: Theory, Fast Solvers, and Applications in Solid Mechanics*, Cambridge University Press, Cambridge, 1997.

[4] S. C. Brenner and L. R. Scott, *The Mathematical Theory of Finite Element Methods*, no. 15 in Texts in Applied Mathematics, Springer-Verlag, New York, 1994.

[5] R. A. Devore and R. C. Sharpley, *Besov spaces on domains in* $\mathbb{R}^d$, Trans. Amer. Math. Soc., 335 (1993), pp. 843–864.

[6] I. Drelichman and R. G. Durán, *Improved Poincaré inequalities with weights*, J. Math. Anal. Appl., 347 (2008), pp. 286–293.

[7] T. Dupont and R. Scott, *Polynomial approximation of functions in Sobolev spaces*, Math. Comp., 34 (1980), pp. 441–463.

[8] V. J. Ervin and N. Heuer, *An adaptive boundary element method for the exterior Stokes problem in three dimensions*, IMA J. Numer. Anal., 26 (2006), pp. 297–325.

[9] B. Faermann, *Localization of the Aronszajn-Slobodeckij norm and application to adaptive boundary element methods, Part II. The three-dimensional case*, Numer. Math., 92 (2002), pp. 467–499.

[10] P. Grisvard, *Elliptic Problems in Nonsmooth Domains*, Pitman Publishing Inc., Boston, 1985.

[11] N. Heuer, *Additive Schwarz method for the p-version of the boundary element method for the single layer potential operator on a plane screen*, Numer. Math., 88 (2001), pp. 485–511.

[12] G. C. Hsiao and W. L. Wendland, *Boundary Integral Equations*, Springer, 2008.

[13] J.-L. Lions and E. Magenes, *Non-Homogeneous Boundary Value Problems and Applications I*, Springer-Verlag, New York, 1972.

[14] W. McLean, *Strongly Elliptic Systems and Boundary Integral Equations*, Cambridge University Press, 2000.

[15] C. Mouhot, E. Russ, and Y. Sire, *Fractional Poincaré inequalities for general measures*, J. Math. Pures Appl., 95 (2011), pp. 72–84.

[16] J. Nečas, *Les Méthodes Directes en Théorie des Équations Elliptiques*, Academia, Prague, 1967.
[17] L. E. Payne and H. F. Weinberger, *An optimal Poincaré-inequality for convex domains*, Arch. Rational Mech. Anal., 5 (1960), pp. 286–292.

[18] R. Verfürht, *A note on polynomial approximation in Sobolev spaces*, M2AN Math. Model. Numer. Anal., 33 (1999), pp. 715–719.