Exponential data encoding for quantum supervised learning
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Reliable quantum supervised learning of a multivariate function mapping depends on the expressivity of the corresponding quantum circuit and measurement resources. We introduce exponential-data-encoding strategies that are hardware-efficient and optimal amongst all non-entangling Pauli-encoded schemes, which is sufficient for a quantum circuit to express general functions having very broad Fourier frequency spectra using only exponentially few encoding gates. We show that such an encoding strategy not only reduces the quantum resources, but also exhibits practical resource advantage during training in contrast with known efficient classical strategies when polynomial-depth training circuits are also employed. When computation resources are constrained, we numerically demonstrate that even exponential-data-encoding circuits with single-layer training modules can generally express functions that lie outside the classically-expressive region, thereby supporting the practical benefits of such a resource advantage. Finally, we illustrate the performance of exponential encoding in learning the potential-energy surface of the ethanol molecule and California’s housing prices.

I. INTRODUCTION

In the current noisy intermediate-scale quantum (NISQ) era [1], a variety of NISQ algorithms have already been proposed to exploit the computing potentials of noisy quantum devices that are currently at our disposal [2–10]. Among them, quantum machine learning (QML) [11–17] garnered a huge attention in conjunction with the long-standing reputation of classical machine learning (CML). A natural question arises: “Under which circumstances is QML advantageous over CML?” Owing to the apparent stability and widely-regarded success of CML, the quest to search for avenues to illustrate potential quantum supremacy questions the generality of QML compared to the classical counterpart. Many techniques in CML have since been converted to the QML versions [19–23]. Several performance aspects of QML have also been analyzed, such as expressive power [24–28], generalization properties [24,28], and sample complexity [29].

The goal of ML is to learn a function mapping \( f(x) \) by training a particular computational model from a dataset \( \{x_i\} \). The training accuracy relies on the function space the model generates (expressivity). Classical neural networks, for instance, exhibits a “universal approximation property” that ensures the universality for even single-hidden-layer models [30]. By the same token, universality of quantum models has also been investigated [13,17]. We shall focus on the important paradigm of variational quantum machine learning, where a variational quantum circuit is optimized to approximate unknown \( f(x) \) using a training dataset. In [31], QML models are expressed as finite Fourier series of a frequency spectrum determined by the generator eigenvalues of the encoding gates. The authors showed that a sufficiently large circuit and arbitrary observable measurements can approximate any \( f(x) \) well, as finite Fourier series can approximate any arbitrary observable measurements can approximate any \( f(x) \).}

A QML model may hence be treated as a Fourier-featured linear model (FFLM) [33,34].

In this article, based on the above FFLM computed by a variational NISQ circuit (QFFLM) [35–39], we propose a much more efficient quantum (training-)data-encoding strategy that generates an exponentially large frequency spectrum in the number of encoding gates employed. For a fixed Fourier degree \( d_F \) (the maximum frequency over all \( M \) variables), we show that such an exponential encoding requires the least number of encoding gates \( N = \log_2((2d_F+1)\times\text{encoded variable}) \) amongst all non-entangling Pauli-encoded circuits, allowing exponential reduction of quantum resources compared to naive data-reuploading. Using FFLMs for ML, QFFLMs can possess a resource advantage in training compared to their classical counterparts (CFFLMs). For supervised learning, we derive the criterion \( N_{\text{fl}} < O(\epsilon K^{M/2}) \) for the resource advantage, involving the number of single-qubit and CNOT gates \( N_{\text{fl}} \), FFLM dimension \( K^M \), and quantum-circuit sampling precision \( \epsilon \). When exponential encoding and a hardware-efficient ansatz are used, we show that this criterion is satisfied with \( N_{\text{fl}} = O(\text{poly}(MN)) \). Numerical demonstrations concerning superior expressivity and learning advantage with exponentially-encoded QFFLMs are also discussed.

II. OPTIMAL PAULI-DATA-ENCODED QML MODEL WITH EXPONENTIAL ENCODING

The unitary \( U_{x,\theta} = W_2(\theta_2)W_1(\theta_1) \) acting on an initialized pure state \( |0\rangle \), followed by a single-qubit Pauli-Z measurement, describes a rather general bounded QML model for large circuit depths \( L \) (elaborated in Fig. 1), defined by training parameters \( \theta = (\theta_1, \theta_2)^T \) and training datum \( x \). By assigning \( V(x) = \bigotimes_{m=1}^M \sum_{n=1}^N e^{-i\lambda_{m,n}} |k_m\rangle \langle k_m| \) as a diagonal encoding unitary in the \( N \)-qubit standard basis \{\( |k_m\rangle \rangle \}, \) where \( \lambda_{m,n} \) are eigenvalues of \( \sum_{n=1}^N B_{m,n} Z_n/2 \), the function \( f_Q(x) \) expressible by the QML model is a finite \( M \)-variate Fourier series:

\[
f_Q(x) = \langle 0| U_{x,\theta}^+ Z_N U_{x,\theta} |0\rangle = \sum_{n_1 \in \Omega_1, n_2 \in \Omega_2, \ldots, n_M \in \Omega_M} \zeta_{n_1,n_2,...,n_M} e^{-i n \cdot x},
\]

(1)
where $c_{n_1,n_2,...,n_N}$ are linear combinations involving $Z_N$, $W_2$ and $D_1 = \sum_k |k\rangle \langle k'|W_1|0\rangle \langle k'|$ (see Appendix A). For sufficiently deep $W_2$s and extensive frequency spectra $\Omega_m$s, $f_0(x)$ is a finite Fourier series [[10]](2) well up to amplitude and period rescalings. Throughout the article, we focus on QML models of the parallel kind shown in Fig. 1. As $\Omega_m$s are only determined by the type of encoding generators regardless of their positions in the circuit [[27]], all analyses about the $\Omega_m$s extend to different ansatz topologies such as serial circuits with alternating trainable and encoding modules.

To analyze how the choices of $\beta_m > 0$ affect the extensiveness of $\Omega_m$, we note that $\lambda_{k_m} = \sum_{n=1}^N a_n(k_m)$, with $a_n = \pm \beta_m/2$, are potentially $2^N$ distinct eigenvalues in the absence of degeneracy. Thus, the spectrum $\Omega_m = \{-\lambda_{k_m}, \ldots, \lambda_{k_m}, k_m \in \{0,1\}^N\}$ must contain at most $4^N - 2^N + 1$ distinct frequencies (including zero). If we naively encode all $\beta_m = 1$, then there will only be $2N + 1$ distinct values: $\Omega_m = \{-N, -N + 1, \ldots, -1, 0, 1, \ldots, N - 1, N\}$; that is, we need $N = d_F$ qubits per encoded variable to express a degree-$d_F$ Fourier series.

With $N$ qubits, we can, instead, maximize the coverage of $\Omega_m$ by noting that each frequency element is a sum of $N$ numbers picked from the set $\{\beta_m - \beta_m, 0\}$, giving at most $3^N$ distinct frequencies. We show in Appendix A that the exponential encoding scheme:

$$\beta_m = 3^{n-1}$$

supply us a dense and exponentially-extensive spectrum $\Omega_m = \Omega_m^{\text{exp}} = \{-3^N - 1/2, -3^N - 3/2, \ldots, 3^N - 1/2\}$ for all $1 \leq m \leq M$, with $d_F = (3^N - 1)/2$. Our first result (2) implies that $N = \log_3(2d_F + 1)$ qubits is sufficient to realize a degree-$d_F$ Fourier series with this optimal encoding. The limitation to $3^N$ dense and distinct frequencies stems from the fact that Pauli rotations have eigenvalues that differ only in the sign. One may improve the coverage to $O(4^N)$ using nonlocal Hermitian-generator encodings, although hardware feasibility may be called into question [[27]].

### III. QFFLMs and Resource Advantage

As [[1]](1) gives rise to a finite Fourier series, we write $f_0(x) = c_0(\theta) \cdot \phi(x)$, with $\phi(x) = \mathcal{O}(M = 1)$ and $\phi(x) = \sqrt{2}^{(2^{-1/2})}, \cos(x_1), \sin(x_2), \ldots, \cos(n_1(x_{K-1}/2^m)) \sin(n_1(x_{K-1}/2^m))$ is a $K$-dimensional feature column containing all Fourier-basis functions covering a frequency spectrum $\Omega_m$ per variable as training features $(K \equiv 2d_F + 1)$. Thus, we immediately recognize that $f_0(x)$ is a QFFLM [[12]],[[40]].

If an $M$-variate function $f(x) \approx c \cdot \phi(x)$ is well-approximated by a Fourier series defined by $c$, we can train a $K^M$-dimensional FFLM either classically (CFFLM) or with a quantum circuit (QFFLM) to learn it. With a QFFLM, we may train $U_{x,\theta}$ using training datasets $\{x_j, y_j = f(x_j)\}$. This involves minimizing the loss function, say the mean squared-error $(\text{MSE}) \mathcal{L}_\theta \approx \sum_j |f_0(x_j) - y_j|^2$. To clearly analyze the computational resources (denoted by resrc) needed in training QFFLMs, we shall consider general gradient-based optimization methods for minimizing $\mathcal{L}_\theta$, which entail the computation $\partial_\theta \mathcal{L}_\theta \approx \sum_j |f_0(x_j) - y_j| \partial_\theta f_0(x_j)$ for every $\theta$. On NISQ devices, we may carry out the parameter-shift rule [[41]](2) (see also) $\partial_\theta f_0(x_j) = \langle f_0(x_j; \theta + \pi/2) - f_0(x_j; \theta - \pi/2)/2, \text{ so that all } f_0$s constituting $\partial_\theta \mathcal{L}_\theta$ (evaluated at different circuit parameters) are independently sampled from the circuit.

Suppose that every model function $f_0(x_j)$ is sampled with some assigned precision $\epsilon$ from $N_{\text{bt}}$ single-qubit and CNOT gates, then each $f_0$ sampling incurs $O(N_{\text{bt}}/\epsilon^2)$ gate operations. Tracking all function samplings leads to the overall $\mathcal{V}_\theta \mathcal{L}_\theta$ sampling resources resrcQ = $O(N_{\text{bt}}/\epsilon^2)$. We next compare resrcQ with the resources resrcC for computing loss-function gradients with a CFFLM defined as $f_C(x) = c \cdot \phi(x)$, which amounts to evaluating dot products. In terms of classical scalar addition and multiplication operations, we show that resrcC = $O(K^M)$ for known efficient classical strategies [[43]],[[52]], which encompass both exact and approximate function computations. Note that while resrcC depends linearly on $K^M$, resrcQ relates to quantum-circuit properties and can depend logarithmically in $K^M$. A resource advantage requires resrcQ < resrcC, or

$$N_{\text{bt}} < O\left(\epsilon K^M/2\right).$$ (3)

That basic operations for both CFFLMs and QFFLMs are equivalent is assumed. Although in practice, basic quantum operations lag classical ones in time, the resulting complexity prefactor is a constant regardless of the model size, and is therefore negligible in resource-scaling comparisons. Importantly, we observe that computation bottlenecks during training originate from evaluating $f_0$ and $f_C$. Hence, (3) holds for any $\mathcal{L}_\theta$ which takes $f_0/c$ as input, and even for gradient-free optimization methods. All relevant technical details are found in Appendix C.
IV. RESOURCE ADVANTAGE WITH EXPONENTIAL ENCODING

Care has to be taken in assigning \( \varepsilon \) for QFFLMs. In computing \( \mathcal{L}_\theta \), fixing the circuit-sampling repetitions to \( O(1/\varepsilon^2) \) yields the same precision \( \varepsilon \) for both the estimators \( f_\theta(x_j) \) and \( \partial_\theta f_\theta(x_j) \). On the other hand, their respective desired precisions \( \varepsilon_f \) and \( \varepsilon_{\partial_f} \) should at most scale with typical orders of \( |f_\theta(x_j)| \) and \( |\partial_\theta f_\theta(x_j)| \) so that estimations are not mere random guesses \[53\]. This suggests the conservative choice \( \varepsilon = \min\{\varepsilon_f, \varepsilon_{\partial_f}\} = \min\left\{\sqrt{|f_\theta(x_j)|^2}, \sqrt{|\partial_\theta f_\theta(x_j)|^2}\right\} \).

When the training parameters \( \theta_1 \) and \( \theta_2 \) are randomly initialized to start the minimization of some loss function \( \mathcal{L}_\theta \), the barren-plateau phenomenon refers to the statements \( \langle \partial_\theta \mathcal{L}_\theta \rangle = 0 \) (averaged over randomly-chosen \( \theta \)) and that \( \text{Var} \left[ \partial_\theta \mathcal{L}_\theta \right] \) vanishes exponentially with the size of circuit. Intuitively, the gradient landscape of \( \mathcal{L}_\theta \) quickly becomes extremely flat with increasing qubit number \[53\]. When barren plateaus exist, \( \min\left\{\sqrt{|f_\theta(x_j)|^2}, \sqrt{|\partial_\theta f_\theta(x_j)|^2}\right\} = O(\alpha^{-MN/2}) \) for some \( \alpha > 1 \) \[53\], so that \( \varepsilon = O(\alpha^{-MN/2}) \). In our context, since the measurement observable is a Pauli operator, and the ansatz for \( W_\lambda \) in Fig. 1 tends to a two-design with \( L = O(\text{poly}(MN)) \) \[53\], we derive in Appendix B that \( \langle f_\theta \rangle = O(2^{-MN}) \) and \( \langle |\partial_\theta f_\theta|^2 \rangle \leq O(2^{-MN}) \), where \( \langle \cdot \rangle \) is an average over \( W_\lambda \)'s. This implies that \( \alpha = 2 \).

When exponential encoding is used in the presence of barren plateaus, \( K = 3^N \) and criterion \[3\] becomes \( N_{gt} < O((3/\alpha)^{MN/2}) \), telling us that a feasible resource advantage requires \( \alpha < 3 \). From the previous section, as \( \alpha = 2 \) for QFFLMs of polynomial-depth \( W_\lambda \)'s, an exponentially-encoded circuit of \( N_{gt} = O(\text{poly}(MN)) \) indeed permits a resource advantage as \( O(\text{poly}(MN)) \ll O((3/2)^{MN/2}) \) for large \( MN \). The existence of such an advantage, even under the influence of barren plateaus, is only possible with encodings that generate exponentially-large models.

All \( M \)-variate FFLM functions \( f_{\text{model}}(x) \) are characterized by the convex subspace \( C_{KM} = \{e : |e \cdot \phi(x)| \leq 1 \} \) for all \( x \in [0,2\pi]^M \) of \( KM \)-dimensional \( C \). In the simplest case where \( K = 3 \) and \( M = 1 \), we show in Appendix D that the geometry of \( C \) is that of a bicone. Generating any \( c_{\text{QM}}(\theta) \subset C_{KM} \) with a QFFLM needs at least \( K^M \) free (training-circuit) parameters \( \theta \). However, when the number of free parameters \( N_{\text{fp}} = O(N_{gt}) \geq K^M \), QFFLMs holds no resource advantage as criterion eq:qadvantage can never be satisfied. This means that resource-advantageous QFFLMs possess coefficients \( c_{\text{QM}}(\theta) \) that necessarily cover a smaller subspace \( S_Q \subset C_{KM} \). In this situation, where \( N_{\text{fp}} < K^M \), we say that the model is under-parametrized, and this is the only situation where QFFLMs can be resource-advantageous. Underparametrized models are thus crucial for practical implementations, especially in realistic scenarios where \( N_{\text{gt}} \) is limited.
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**FIG. 2.** Visualization of the full convex space \( C_{KM} \) of bounded \( K^M \)-dimensional functions. The subspace \( S_Q \subset C_{KM} \) and has a dimension of at most \( N_{\text{fp}} \). (a) For a fixed resrc \( = O(\text{polylog}(K^M)) \), an optimal CFFLM generates \( S_Q = C_{O(\text{polylog}(K^M))} \). (b) With the same resrc constraint and dense exponential encoding, the QFFLM gives a subspace \( S_Q \) that can exceed the boundaries of \( C_{O(\text{polylog}(K^M))} \). Therefore, while a classically-expressive \( \varepsilon \) strictly lies in \( C_{O(\text{polylog}(K^M))} \), QFFLMs can express \( c \notin C_{O(\text{polylog}(K^M))} \).

V. PRACTICAL BENEFITS OF UNDERPARAMETRIZED QFFLMs

A. Different expressible function spaces for two models

The subspace of functions expressible by a Q(C)FFLM is given by \( S_Q(\mathcal{C}) \) of a dimension no greater than \( N_{\text{fp}}^Q(\mathcal{C}) \), which is the number of free (trainable) parameters, so that underparametrized models always generate subspaces of smaller dimensions than \( C_{KM} \). For example, if subspace \( S \subset C_3 \) is characterized by \( N_{\text{fp}} = 1 \) free parameter such that \( c(\theta) = 2^{-1}(\sin \theta, \cos \theta, \sin \theta \cos \theta)^\top \), then \( S \) itself is a one-dimensional curve lying in \( C_3 \). For a QFFLM, the interplay between \( N_{\text{fp}}^{Q\text{FFLM}} \), circuit-ansatz choice (which fixes the form of \( c(\theta) \)), and consequently \( S_Q \), and model dimension \( K^M \) determines if a target \( f(x) \) can be accurately expressed.

Suppose that \( f(x) \) is characterized by a \( c \in C_{KM} \) of dimension \( K^M \), which is generally different from \( K^M \), the model dimension, and assume that \( K^M \gg 1 \) so that resrc is restricted to \( O(\text{polylog}(K^M)) \). Without a priori information about \( c \), there are two options to do machine learning on \( f(x) \) with an FFLM. Going by the classical routine [Fig. 2a], as resrc depends on the model dimension, we may construct a CFFLM of dimension \( O(\text{polylog}(K^M)) \) that is maximally permitted by the resrc constraint. Since any underparametrized CFFLM offers a worse expressivity than the fully-parametrized one, we choose the fully-parametrized CFFLM which utilizes the same number of free parameters as the dimension—\( N_{\text{fp}}^{\text{CFFLM}} = O(\text{polylog}(K^M)) \). Such a fully-parametrized model can express the entire function space \( S_Q = C_{O(\text{polylog}(K^M))} \) defined
FIG. 3. QFFLM ($L = 1$) and CFML performances [of similar order in computational-resources (resrc)] on learning two univariate functions $-1 \leq f(x) \leq 1$ of period $[-\pi, \pi]$ different characteristic $r$. (a) It is clear that the trained QFFLM expressivity for $r = 0.05$ is higher than that for the CFML (inset). (b) For $r = 1.6$, where the Fourier coefficients $c_n$ within and outside the classically-expressible region are comparable, so are the expressivities of both models. The $L_0$ graphs (averaged over five runs) in (c) reflect training accuracies for various $r$, where that for the QFFLM at $r = 0.05$, in particular, saturates at a much larger value of around 0.08 than its QFFLM counterpart. The QFFLM expressivity is naturally high for $r = 5.5$, where $f$ is classically expressible. QFFLM performs similarly for all regimes of $r$, with improved expressivities for larger $L$. Appendix 4 further states the technical details behind these simulations.

by its dimension. Going by the quantum route [Fig. 2(b)], under the same resrc constraint, an $O(k^M)$-dimensional QFFLM can be constructed with $O(\log(k^M))$ encoding gates using the dense exponential encoding strategy in (2). Polylogarithmic resrc constrains $N_{\text{QFFLM}} = O(\text{polylog}(k^M)\varepsilon)$, where $\varepsilon$ depends on the circuit ansatz. With $L = O(\text{polylog}(k^M))$, $\varepsilon \sim \alpha^{-\log_2(k^M)}$ ($\alpha > 1$) in view of barren plateaus.

In the absence of barren plateaus, $\varepsilon$ decays as a power law with the model size. Then, the dimensions of $S_Q$ and $\delta_C$ are both $O(\text{polylog}(k^M))$, and thus comparable in order. However, the QFFLM dimension $O(k^M)$ results in an $O(N_{\text{QFFLM}})$-dimensional $S_Q$ that can exceed the boundaries of $\delta_C = C\text{polylog}(k^M)$, so that $\varepsilon \notin C\text{polylog}(k^M)$ may still be expressible by the QFFLM (see Fig. 2).

### B. Numerical simulations

Figure 3 supports the arguments of Section 3A with numerical simulations on learning univariate functions $f(x)$ of various $\varepsilon$ distributions ($M = 1, \kappa = 81$). We chose a CFML corresponding to a 64-dimensional model using $N_{\text{CFML}} = 64$ parameters. The dimension of this CFML is less than $k^M$, and $S_C = C_{64} \subset C_{81}$. We compare this with a shallow $[L = O(\log(MN))] 4$-qubit exponentially-encoded QFFLM that is barren-plateau-free [55] and offers a similar resrc constraint, an $N_{\text{QFFLM}} = 1134$ ($L = 9$), and $N_{\text{QFFLM}} = 126\varepsilon$ using (c) naive and (d) exponential models. All graphs are averaged over 10 runs and all corresponding 95% confidence regions are shown.

FIG. 4. (a) Learning the potential-energy surface with the naïvely (serial) reuploading [15] and exponentially-encoded QFFLMs with otherwise identical training settings. Filled and unfilled markers refer to training and test losses. Training and testing shown respectively for (b) $N_{\text{QFFLM}} = 1134$ ($L = 9$), and $N_{\text{QFFLM}} = 126\varepsilon$ using (c) naive and (d) exponential models. All graphs are averaged over 10 runs and all corresponding 95% confidence regions are shown.
entangled-layers ansatz \cite{63}. The Reader may consult Appendix A3 for more details regarding the simulation of these problems.

We see that exponential encoding shows increasingly better training-loss performances as \( L \) increases. On the other hand, one observes the contrasted test-loss performances in the two different machine-learning problems. For the potential-energy-surface learning problem, averaging over numerical experiments of various randomized seed values show a consistently higher test losses using exponential encoding. We speculate that this could arise from a much larger model-frequency spectrum relative to that of the actual target function, resulting in aliasing and overfitting \cite{64}. In marked contrast, the test losses for exponential encoding in the housing-price learning problem coincide faithfully with the corresponding training losses, which are much lower than those of naive encoding for \( L = 3 \). This could suggest the existence of other target-function learning problems that do require the assistance of exponential encoding for resource efficiency. Further studies on exponential-model generalizability is an interesting follow-up research that is beyond the scope of this article.

VI. DISCUSSIONS

We proposed the exponential data encoding scheme for variational quantum machine learning that generates a Fourier-featured linear model of exponentially-large frequency spectra given a small number of encoding gates or qubits. This not only reduces computational resources compared to existing data reuploading models, but also offers a training-resource advantage over their classical counterparts using only polynomial-depth circuits. Exponential encoding is an important element for a quantum resource advantage as frequency spectra that are polynomially large with respect to the qubit or encoding-gate number can be efficiently constructed with classical models resource-wise, as in Ref. \cite{65}.

For the same resource order, quantum and classical models exhibit very different function expressivities, such that the former can express functions outside the classically-expressible region.

In Refs. \cite{66, 67}, exponential number of basis functions had been discussed, and possibility for a resource advantage was also hinted. Here, we provided an explicit hardware-efficient methodology to control the presence of Fourier basis functions and show the existence of a resource advantage under physically-realistic constraints. Basis transformations between Fourier and polynomial types are briefly discussed in Appendix A4.

While exponential encoding allows any quantum supervised-learning model to flexibly acquire an arbitrary Fourier-frequency spectrum just by adjusting the training-data encoding weights, the overall function expressivity still depends on the coverage of the Fourier coefficients, which is limited to the training-gate number and circuit-ansatz universality. In the NISQ era with limited quantum resources, one is restricted to variational-quantum models with either highly extensive spectra and under-parameterized ans"atze, or non-extensive spectra and fully-parametrized ans"atze. As potentially advantageous quantum supervised-learning models are underparametrized ones, we believe that deeper studies of such models in terms of their generalizability and expressivity are pertinent to NISQ applications. Furthermore, our work suggests that the exploration of classical Fourier-featured models will help bridge concepts between classical and quantum learning methods, thereby unraveling the latter’s hidden potentials.
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Appendix A: Exponential encoding schemes

1. Derivation of Eq. (1)

Beginning with the \( M \)-variate encoding unitary operator for \( N \)-qubit systems,

\[
V(x) = \bigotimes_{m=1}^{M} \bigotimes_{n=1}^{N} e^{-i\beta_{mn}x_n} Z/2 = \bigotimes_{m=1}^{M} \sum_{\mathbf{k}_m \in \{0,1\}^N} |\mathbf{k}_m\rangle e^{-i\lambda_{\mathbf{k}_m}x_m} \langle \mathbf{k}_m|,
\]

(A1)
as a partial Fourier series in terms of the spectra encoding of each qubit. More generally, we may write

$$\beta_k$$

in terms of the spectra encoding of each qubit. More generally, we may write

$$\Omega^{(1)}$$

which comes from the product encoding in the single-qubit Z-Pauli rotation, the multivariate circuit-unitary action on the initial state ket \( |0 \rangle \) simplifies to

$$U_{x,\theta} |0 \rangle = W_2(\theta_2)V(x)W_1(\theta_1) |0 \rangle$$

$$= W_2(\theta_2) \sum_{k_1' \in \{0,1\}^N} \ldots \sum_{k_M' \in \{0,1\}^N} |k_1', k_2', \ldots, k_M' \rangle e^{-i(\lambda_{k_1'} + \ldots + \lambda_{k_M'})} \langle k_1', k_2', \ldots, k_M' | W_1(\theta_1) |0 \rangle$$

$$= \sum_{k_1' \in \{0,1\}^N} \ldots \sum_{k_M' \in \{0,1\}^N} W_2 D_1 |k_1', k_2', \ldots, k_M' \rangle e^{-i \sum_{m=1}^{M} \lambda_{k_m'}}$$

(A2)

where

$$D_1 = \sum_{k_1' \in \{0,1\}^N} \ldots \sum_{k_M' \in \{0,1\}^N} |k_1', k_2', \ldots, k_M' \rangle \langle k_1', k_2', \ldots, k_M' | W_1(\theta_1) |0 \rangle$$

is diagonal in the multivariate computational basis \( \{|k_1', k_2', \ldots, k_M' \rangle \} \), and all arguments are dropped for the sake of notational simplicity. Therefore

$$f_Q(x) = \sum_{k_1' \in \{0,1\}^N} \ldots \sum_{k_M' \in \{0,1\}^N} e^{-i \sum_{m=1}^{M} (\lambda_{k_m'} - \lambda_{k_m})} x_m$$

$$\times \langle k_1', k_2', \ldots, k_M' | W_2 D_1 Z_N W_2 D_1 |k_1', k_2', \ldots, k_M' \rangle$$

(A3)

The integral differences \( \lambda_{k_m'} - \lambda_{k_m} \) constitute the entire frequency spectrum \( \Omega_m \) for the \( m \)-th variable \( x_m \). The explicit set \( \Omega_m \) would then depend on the weights \( \beta_{m} \) attributed to the encoding of each qubit. More generally, we may write

$$f_Q(x) = \sum_{n_1 \in \Omega_1} \sum_{n_2 \in \Omega_2} \ldots \sum_{n_M \in \Omega_M} c_{n_1, n_2, \ldots, n_M} e^{-i n \cdot x}$$

(A5)

as a partial Fourier series in terms of the spectra \( \Omega_1, \Omega_2, \ldots, \Omega_M \), where the coefficients \( c_{n_1, n_2, \ldots, n_M} \) are indeed linear combinations of the amplitudes \( \langle k_1, k_2, \ldots, k_M | W_2 D_1 Z_N W_2 D_1 | k_1, k_2, \ldots, k_M \rangle \) with constituents \( k_m, k_m' \) corresponding specifically to the correct integer \( n_m \) for all \( 1 \leq m \leq M \) simultaneously.

2. Recurrence relation in Eq. (2)

We shall investigate the possible frequencies of finite Fourier series that is induced by the OQFLM when choosing different \( \beta_{m} \)'s. Here, we look for integer-valued \( \beta_{m} \)'s since we only consider, without loss of generality, the input domain \( [-\pi, \pi]^M \). Only the \( M = 1 \) case is necessary to understand the situation, as the frequency spectra of \( M \)-variate Fourier series are just Cartesian products of univariate spectra. We start with only a single Pauli encoding (\( N = 1 \)). With \( V(x) = e^{-i \beta_1 x/2} \) and upon setting \( \beta_1 = 1 \), we have \( \Omega^{(1)} = \{-1,0,1\} \) as the frequency spectrum [see Fig. 6(a)].

If we, next, append one more encoding gate \( e^{-i \beta_2 x/2} \) to \( V(x) \), we have \( \Omega^{(2)} = \{-2, -\beta_2, -\beta_1, -\beta_2 + 1, -1, 0, 1, \beta_2 - 1, \beta_2, \beta_2 + 1\} \) as illustrated in Fig. 6(b). More generally, let \( \Omega^{(k)} \) as the \( k \)-th frequency spectrum as a result of using \( k \) encoding gates. Then \( \Omega^{(k)} \) has all elements from \( \Omega^{(k-1)} \), along
with the new ones generated by adding $\pm \beta_k$ to all elements of $\Omega^{(k-1)}$:

$$\Omega^{(k)} = \{\Omega^{(k-1)} - \beta_k, \Omega^{(k-1)}, \Omega^{(k-1)} + \beta_k\}, \quad (A6)$$

where $\Omega^{(k-1)} + \beta_k$ denotes the set containing all elements of $\Omega^{(k-1)}$ added to $\beta_k$. As $\Omega^{(k)}$ always contains elements that are symmetrically distributed about zero, to generate a maximally non-degenerate integer-valued frequency spectrum, the inequality

$$\max\{\alpha \in \Omega^{(k-1)}\} < \beta_k - \max\{\alpha \in \Omega^{(k-1)}\}$$

or

$$2 \max\{\alpha \in \Omega^{(k-1)}\} < \beta_k \quad (A7)$$

is to be satisfied, where we can easily deduce that

$$\max\{\alpha \in \Omega^{(k-1)}\} = \sum_{j=1}^{k-1} \beta_j.$$

If we want to construct a dense integer-valued spectrum that starts from 0, the following recursive equation

$$2 \sum_{j=1}^{k-1} \beta_j + 1 = \beta_k \quad (A8)$$

must be satisfied, where setting $\beta_1 = 1$ gives $\beta_k = 3^{k-1}$, giving the dense exponential encoding scheme in the main text. We can also construct maximally non-degenerate frequency spectra by choosing largely-spaced $\beta_k$s satisfying the inequality (A7). For example, instead of using $\beta_k = 3^{k-1}$, the definition $\beta_k = l^{k-1}$ with $l > 3$ would generate a frequency spectrum of cardinality $3^N$ as well. Such a choice, however, would result in a sparse frequency distribution and possibly a larger maximum frequency.

We can rather flexibly control the elements in $\Omega$ using Eq. (A6). For example, if we want to set the maximum frequency to some value $\beta^*$, then we may simply choose $N$ $\beta_j$s that satisfy $\sum_{j=1}^{N} \beta_j = \beta^*$. If $\beta^*$ is smaller than $3^N$ and $\beta_j$s are all integers, then the cardinality of the frequency spectrum will be smaller than $3^N$. This leads to a degenerate frequency spectrum that contains repeated integral frequency values, which is equivalent to assigning larger Fourier-coefficient weights to these values. Therefore, if we have some prior knowledge about the target function, such as some intuition about its Fourier frequencies, we can flexibly tweak the weights $\beta_j$ in the QFFLM so that it possesses the desired frequencies, and intentionally introduce degeneracy in its frequency spectrum to enhance the expressive power.

3. Additional examples with (non)dense exponential encoding

Two additional important demonstrations of function expressivity of QFFLMs shall be presented in this subsection. All simulations for QFFLMs are performed with the Pennylane Python library [68]. The loss function $\mathcal{L}_\theta$ chosen to quantify the model training accuracy is the mean squared-error $\mathcal{L}_\theta \propto \sum_{j=1}^{N} [f_\theta(x_j) - y_j]^2$ between the QFFLM predictions $f_\theta(x_j)$ and the target outputs $y_j$ for the dataset $\{x_j\}$. Since the training dataset is large and covers the complete function period uniformly, the training accuracy of the QFFLM defined by $\mathcal{L}_\theta$ directly equates with model expressivity. Hence, lowly-expressive models naturally result in large nonzero $\mathcal{L}_\theta$ bias. For the moment, when target functions are unknown, we propose training datasets using a bottom up approach by gradually increasing the number of layers $L$ until both the saturated training and test loss values reach the respective minimum values, whilst keeping all aspects of training constant.
FIG. 8. Quality of 2D image expression of the handwritten digit “2”, conveyed through the training accuracy in image regression. We consider $L = 10$ layers for each trainable unitary $W_1$ and $W_2$, and only vary the training-data encoding scheme. QFFLM training is carried out with the Adam gradient optimizer of learning rate 0.03, for 300 iterative steps. To compare the expressivity performances of QFFLMs with different encoded schemes, we choose the three-tuple of encoded weights $\beta = (\beta_1, \beta_2, \beta_3) = (\beta_{21}, \beta_{22}, \beta_{23})$ as (a) $(1, 1, 1)$, (b) $(1, 3, 9)$, (c) $(1, 7, 49)$, (d) $(1, 2, 3)$. Reconstructed images (c) and (d) are predictions of degree $d_F = 3^3 = 27$ bivariate Fourier series that are respectively dense and sparse in frequency spectra.

### a. Step function reconstruction

We employ the parallel QFFLM possessing a “hardware-efficient” ansatz for $W_l$, as illustrated in Fig. 1, to investigate other examples of function expression. As the first example, we look at model expressivity for the univariate step function defined as

$$f_{\text{step}}(x) = \begin{cases} 
\frac{1}{2} & \text{if } 0 \leq x \leq \pi, \\
-1 & \text{if } -\pi < x < 0.
\end{cases} \quad (A9)$$

Since expressing plateaued functions requires Fourier-series models of very extensive frequency spectra $\Omega$, exponentially-encoded QFFLMs are ideal for this purpose. In Fig. 8, we see that increasing the qubit number quickly improves expressivity.

### b. Two-dimensional image regression

We shall now discuss the second example of bivariate function expression. For this, we consider a 2D image of the handwritten digit “2” extracted from the MNIST dataset [69] as the target image for demonstrating the expressive power of exponentially-encoded QFFLMs. The target image array has a resolution of $28 \times 28$, where each of the 764 array values has been normalized to have a magnitude bounded by 1. This array, therefore, corresponds to the set of outputs of a bivariate target function $|f(x)| \leq 1$ that is to be learnt with a QFFLM. We define this bivariate QFFLM using a “hardware-efficient” ansatz with six qubits (three qubits for each feature variable $x_1$ and $x_2$).

Figure 8 shows the expressivity of various QFFLMs of different $\beta_{mn}$ encoding schemes according to the resulting predicted images upon model training. Both the naive [Fig. 8(a)] and linear-step [Fig. 8(b)] encoding schemes show poor expressivities. The exponential-encoding schemes corresponding to Figs. 8(c) and (d) result in $K^M = (3^3)^2 = 729$-dimensional QFFLMs. Owing to the predominantly uniform target image-array values representing the image background, which is expressible only by a Fourier series of a large frequency spectrum, it turns out that a nondense exponential-encoding scheme ($\beta_{mn} = 7^{n-1}$) gives a much more efficient QFFLM for expressing such handwritten images than the dense one ($\beta_{mn} = 3^{n-1}$). Thus, if one has some prior information about the target function, one can control the weights $\beta_{mn}$ to achieve better expressivity.

### c. Molecular-dynamics dataset of ethanol

The complete revised-MD17 (rMD17) data bank contains molecular-dynamics training datasets of ten molecules [60]. The dataset of each molecule consists of 4 types of data, namely the atomic numbers, atomic spatial coordinates, atomic force vectors (not considered in our context), and the energy scalars. Each dataset allows us to learn the potential-energy surface of the corresponding molecule. As an example, we select the dataset of the ethanol molecule that contains nine atoms, where each input training datum comprises the set of nine atomic numbers $\{Z_j\}^9_{j=1}$ and the set of nine spatial-
coordinate columns $\{r_j\}_{j=1}^9$ (each three-dimensional). This is paired with the corresponding energy scalar as the output training datum.

The raw input data are further preprocessed into two-body Coulomb-potential functions. More specifically, given the datum $\{r_j, Z_j\}_{j=1}^9$, we define $\Phi_{j_1, j_2, > j_1} = Z_j r_{j_1} Z_j / |r_{j_1} - r_{j_2}|$, where $Z_j$ is the atomic number of the $j$th atom, so that one obtains $M = 9 \cdot 8/2 = 36$ new features per datum. As, we are encoding these features into single-qubit gates, we further normalize each of them such that they are within the interval $[0, 2\pi]$. Each input datum is therefore now a 36-dimensional column $\Phi$. This preprocessing procedure suits this learning task since the potential-energy surface originates from Coulomb interactions among the atomic charges [61, 62]. The output data were also standardized and normalized to be in range $[-1, 1]$. We have chosen 2000 data from the rMD17 ethanol dataset and split them into 1000 training data and 1000 test data. Training is done with the full batch using the Adam optimizer and the test loss is computed from randomly-sampled 200 output test data out of the 1000.

For this problem, because of the large number $M = 36$ of features, we employed a six-qubit circuit and re-uploaded the data three times [see Fig. 9(a)]. Single-qubit rotation gates $\text{Rot}(\theta_1, \theta_2, \theta_3) = R_Z(\theta_3) R_Y(\theta_2) R_Z(\theta_1) = R_Z(\theta_1) F Y_1 R_Z(\theta_2) F Y_2(\theta_3)$ to encode three features, where $Y = F Y_1$ and $R_Z$ is the Pauli-$G$ rotation gate. Each re-uploading is done with a re-uploading block $B_{1, 2, 3}$. One such block is composed of two encoding layers (both equal to $V_l$) and two trainable layers ($W_{1, 2, 3}$) which are interspersed. A trainable layer $W_{ij}$ is in turn composed of $L$ layers that are hardware-efficient. These encoding layers are used to encode a single training input datum comprising all $M = 36$ features packed into the column $\Phi$ using a total of 12 Rot gates. If we split this column into two $\Phi = (\Phi_i^T \Phi_j^T)^T$—each with 18 elements, then one $V_l$ uses six gates encode the first 18 elements of $\Phi (\Phi_i)$, and another $V_l$ uses the other six gates to encode the remaining 18 elements $(\Phi_j)$. Such a split encoding is done three times, where each time a different weight $\beta_i$ is used. Remember that each such triple-encoding procedure is carried out on a single datum each time, which is to be repeated for all data.

Therefore, in this serial (re-uploading) configuration, we effectively have three encoding layers supplying three different encoding weights $\beta_1, \beta_2$ and $\beta_3$ for every feature. The total number of free trainable circuit parameters is $L \times 6 \times 3 + 3 \times L \times 6 \times 2 \times 3 = 126L$.

We compared the performance between naive-encoding and our exponential-encoding models through the aforementioned data-reuploading scheme. Both models differ only by the encoding type, and all other settings are identical. They are trained with the same input/output data and evaluated with exactly the same test batch data. We also tested the performance by increasing $L$ and witnessed a significant enhancement in learning with exponential encoding. We note that naive- and exponential-encoded QFFLMs respectively generate $(2 \cdot 3 + 1)^{36} = 7^{36}$ and $(3^4)^{36} = 27^{36}$ Fourier basis functions, which are very architecturally challenging for CFFLMs to handle.

### California housing-price dataset

This is one of the basic machine-learning benchmarking dataset given by the scikit-learn Python package. It includes 20640 data, with each input datum being an eight-dimensional vector that stores information about each house.
Here, we again observe a better learning performance with exactly the same data: only the encoding strategy is different.

L supply a total of basis. Clearly, if we adopt the exponential-encoding scheme we can also construct an exponentially large nonlinear circuit parameters. As always, both QFFLMs are trained with exactly the same data: only the encoding strategy is different. Here, we again observe a better learning performance with exponential encoding (see Fig. 5).

4. From trigonometric basis to another

The trigonometric bases that are inherent to FFLMs are canonical to Fourier-series representations. However, depending on the way training data are encoded, one is free to employ a different basis to express functions. For certain function classes that may be more naturally represented by polynomial functions, there is a reason to invoke a polynomial-type basis instead. If we rescale the (finite) domain of a univariate function \( f(x) \) to \(-1 \leq x \leq 1\), we may make the connection between trigonometric and polynomial functions with the Chebyshev polynomials:

\[
T_n(x) = \cos(nx) \quad \text{(First kind),}
\]
\[
U_n(x) = \sin((n+1)x) \quad \text{(Second kind).} \quad \text{(A10)}
\]

Then, a straightforward encoding \( x \mapsto \cos^{-1}x \) of training data \( x \) allows us to map the trigonometric basis \( \{1, \cos x, \sin x, \ldots, \cos(nx), \sin(nx)\} \) into the new set of complete basis \( \{1, x, \sqrt{1-x^2}, 2x^2 - 1, x\sqrt{1-x^2}, \ldots, T_n(x), U_{n-1}(x)\sqrt{1-x^2}\} \), where the Chebyshev polynomials of each kind are themselves a complete basis. Clearly, if we adopt the exponential-encoding scheme \( B_n = 3^n x^{-1} \), we can construct an exponentially large polynomial basis for a given number of encoding gates. Similarly, we can also construct an exponentially large nonlinear function basis by using such exponential weights and the encoding \( B_n \cos^{-1}(g(x)) \) of some nonlinear function \( g(x) \). Similar kinds of nonlinear data encodings have been used to prove certain universality properties of QML models in Refs. [15, 17].

Appendix B: Barren-plateau phenomenon

We explicitly derive the corresponding data-encoding-independent barren-plateau statements for the mean squared-error loss function

\[
\mathcal{L}_\theta = \int (\text{d}x) [f_{Q}(x) - f(x)]^2, \quad \text{(B1)}
\]

where for simplicity we shall assume that the training dataset is sufficiently large, so that the discrete average over this dataset conveniently becomes an integral average with respect to the \( M \)-variate normalized measure \( (\text{d}x) \) over the complete periods. The lengthy, yet straightforward, calculations may be broken down into several stages.

1. Useful identities

We generalize the analysis of the barren-plateau phenomenon to any arbitrary \( N \)-qubit serial circuits containing \( L_{\text{train}} \) trainable unitary modules \( \{W_l\}_{l=1}^{L_{\text{train}}} \) that each have poly(\( N, 2 \)) circuit depth, so that a randomized \( W_l \) for many classes of circuit ansätze (including those consisting of regularly repeated arrangements of randomized single-qubit and CNOT gates) may be approximated as a two-design [58]. Such a generalization covers arbitrary data reuploading cases, where classical-data encoding occurs at multiple instances throughout the quantum circuit. Without loss of generality, numerical examples presented in the main text refer to \( L_{\text{train}} = 2 \).

In view of this, the following integration result

\[
\int (\text{d}U)_{\text{Haar}} U_{j1}^\dagger U_{j2}^\dagger U_{j1}^\dagger U_{j2} = \frac{\delta_{j1,j1'} \delta_{j2,j2'} \delta_{k1,k1'} \delta_{k2,k2'}}{d^2 - 1} + \frac{\delta_{j1,j1'} \delta_{j2,j2'} \delta_{k1,k2'} \delta_{k1,k1'} \delta_{k2,k2'}}{d^2(d^2-1)} \quad \text{(B2)}
\]

in terms of the computational matrix elements \( U_{jk} = \langle j | U | k \rangle \) for a \( d = 2^N \)-dimensional random unitary operator \( U \) distributed according to the Haar measure \( (\text{d}U)_{\text{Haar}} \), and the basic identity

\[
\langle U O U^\dagger \rangle_{\text{Haar}} = \int (\text{d}U)_{\text{Haar}} U O U^\dagger = \frac{1}{d} \text{tr}\{O\}, \quad \text{(B3)}
\]

are crucial [58] and all we need to derive all statistical statements. By tracking all indices, it is possible to derive another useful integral identity

\[
\langle U^\otimes 2 O U^\otimes 2 \rangle_{\text{Haar}} = \int (\text{d}U)_{\text{Haar}} U^\otimes 2 O U^\otimes 2 = \begin{cases} \text{tr}\{O\} & \frac{1}{d^2 - 1} - \frac{\text{tr}\{O\} \text{tr}\{O\}}{d^2(d^2-1)} \end{cases} \tau, \quad \text{(B4)}
\]

where \( \tau \) is the swap operator with the trace property \( \text{tr}\{O_1 \otimes O_2 \tau\} = \text{tr}\{O_1 O_2\} = \text{tr}\{U^\otimes 2 O_1 \otimes O_2 U^\otimes 2 \} \) for
any two observables $O_1$ and $O_2$, and unitary operator $U'$. When $O$ is a Pauli observable, we have

$$\langle U^{\otimes 2} O^{\otimes 2} U'^{\otimes 2} \rangle_{\text{Haar}} = \frac{d \tau - 1}{d^2 - 1}. \tag{B5}$$

As we are discussing gradients, the forms of $W_i^{(1)}$ and $W_i^{(2)}$ in the derivative $\partial_{\theta_i} W_i = -\frac{1}{2} W_i^{(1)} \sigma_{\mu} W_i^{(2)}$ with respect to the $\mu$th parameter $\theta_{\mu}$ in the $i$th training module need not fulfill the architectural constraint of a two-design. This is the case when $\theta_{\mu}$ to which the gradient is taken lies near the edges of the trainable module $W_i$, so that either $W_i^{(1)}$ or $W_i^{(2)}$ are thin. Furthermore, for the majority of parameters in the bulk trainable modules ($1 < i < L_{\text{train}}$), both $W_i^{(1)}$ and $W_i^{(2)}$ need not possess Haar first and second moments in order to obtain analytical statements. The subsequent calculations are also made independent of the encoding unitary operators. In subsequent discussions, we shall categorize the barren-plateau statements into three separate cases, namely

- **Case I**: $1 < i < L_{\text{train}},$
- **Case II**: $i = 1,$
- **Case III**: $i = L_{\text{train}}.$

2. A simple manifestation of two-design averages on $f_Q(x)$

By nature of the “hardware-efficient” ansatz, random circuit initialization implies that

$$\langle f_Q(x) \rangle_{\text{Haar}} = \left\langle \left[ 0 \right| W_i^{\dagger} V_i(x)^{\dagger} \ldots W_{L_{\text{train}} - 1}^{\dagger} V_{L_{\text{train}} - 1}(x)^{\dagger} W_{L_{\text{train}} - 1}^{\dagger} O W_{L_{\text{train}} - 1}^{\dagger} V_{L_{\text{train}} - 1}(x) W_{L_{\text{train}} - 1}^{\dagger} V_{L_{\text{train}} - 1}(x)^{\dagger} \ldots V_1(x)^{\dagger} W_1^{\dagger} \right| 0 \right\rangle_{\text{Haar}} = 0,$$

$$\langle f_Q(x) \rangle_{\text{Haar}} = \left\langle \left[ 0 \right| W_i^{\dagger} O W_{L_{\text{train}} - 1}^{\dagger} V_{L_{\text{train}} - 1}(x) W_{L_{\text{train}} - 1}^{\dagger} V_{L_{\text{train}} - 1}(x)^{\dagger} \ldots V_1(x)^{\dagger} W_1^{\dagger} \right| 0 \right\rangle_{\text{Haar}} = \frac{1}{d^2 - 1}. \tag{B6}$$

3. $\langle \partial_{\mu} L_{\theta} \rangle = 0$ for all cases

The average of the derivative of $L_{\theta}$ with respect to the parameter $\theta_{\mu}$ corresponding to the $\mu$th qubit for the $i$th trainable module,

$$\langle \partial_{\mu} L_{\theta} \rangle = 2 \int (dx) \langle [f_Q(x) - f(x)] \partial_{\mu} f_Q(x) \rangle, \tag{B7}$$

comprises the average of two terms, namely

$$\partial_{\mu} f_Q(x) = \frac{1}{2} \left\langle [0] B(x) \sigma_{\mu} W_i^{(1)} \sigma_{\mu} W_i^{(2)} A(x)^{\dagger} O A(x) U_{\text{enc}}^{(l)}(x) W_{i} B(x) | 0 \rangle \right\rangle + \text{c.c.},$$

$$f_Q(x) \partial_{\mu} f_Q(x) = \frac{1}{2} \left\langle [0] B(x) \sigma_{\mu} W_i^{(1)} \sigma_{\mu} W_i^{(2)} W_i^{(1)} \sigma_{\mu} W_i^{(2)} A(x)^{\dagger} O A(x) U_{\text{enc}}^{(l)}(x) W_{i} B(x) | 0 \rangle \right\rangle + \text{c.c.}. \tag{B8}$$

where $A(x) = \prod_{l=1}^{L} [U_{\text{enc}}^{(l)}(x) W_l]$ and $B(x) = \prod_{l=1}^{L} [U_{\text{enc}}^{(l)}(x) W_l]$ such that the unitary operator $U_{x,\theta} = A(x) U_{\text{enc}}^{(l)}(x) W_i B(x)$ represents the complete $L_{\text{train}}$-layered quantum circuit. As usual, the arguments $\theta_i$ are suppressed. The average of $\partial_{\mu} f_Q(x)$ is easiest to treat.

$$\langle \partial_{\mu} f_Q(x) \rangle \text{ for Case I, and Case II}$$

As $\langle W_{L_{\text{train}} - 1}^{\dagger} U_{\text{enc}}^{(l_{\text{train}})}(x) W_{L_{\text{train}} - 1}^{\dagger} O U_{\text{enc}}^{(l_{\text{train}})}(x) W_{L_{\text{train}} - 1} \rangle_{\text{Haar}} = 0$ when $O$ is a Pauli operator,

$$\langle \partial_{\mu} f_Q(x) \rangle = 0 \quad \text{for any } W_i^{(1)} \text{ and } W_i^{(2)}. \tag{B9}$$

$$\langle \partial_{\mu} f_Q(x) \rangle \text{ for Case III}$$

For parameters in the edge training module $W_{L_{\text{train}} - 1}$ next to
we inspect the operator
\[ Q_1 = W_{\text{train}}^{(2)} \sigma_\mu W_{\text{train}}^{(1)} U_{\text{enc}}^{(l_{\text{train}})}(x) \dagger O U_{\text{enc}}^{(l_{\text{train}})}(x) W_{\text{train}}^{(2)} \]  
\text{(B10)}

Now, note that \( \text{tr} \left\{ U_{\text{enc}}^{(l_{\text{train}}-1)}(x) \dagger Q_1 U_{\text{enc}}^{(l_{\text{train}}-1)}(x) \right\} = \text{tr} \left\{ Q_1 \right\} = \text{tr} \left\{ \sigma_\mu \sigma'(x) \right\} \), where

\[ \sigma'(x) = W_{\text{train}}^{(1)} U_{\text{enc}}^{(l_{\text{train}})}(x) \dagger O U_{\text{enc}}^{(l_{\text{train}})}(x) W_{\text{train}}^{(1)} \]  
\text{(B11)}

is yet another (rotated) Pauli operator parametrized by \( x \), so that \( \sigma'^2 = 1 \) and \( \text{tr} \left\{ \sigma' \right\} = 0 \). As \( \text{tr} \left\{ \sigma_\mu \sigma' \right\} \) is real,

\[ \langle \partial_{\mu l} f_Q(x) \rangle = \frac{i}{2} \left( \left\langle 0 | B(x)^\dagger Q_1 B(x) | 0 \right\rangle + \text{c.c.} \right) = \frac{i}{2d} \left( \text{tr} \left\{ \sigma_\mu \sigma' \right\} - \text{tr} \left\{ \sigma_\mu \sigma' \right\} \right) = 0. \]  
\text{(B12)}

\[ \langle f_Q(x) \partial_{\mu l} f_Q(x) \rangle \text{ for Case I, and Case II} \]

Upon taking the average over \( W_{\text{train}} \) using Eq. (B5), we have

\[ \langle f_Q(x) \partial_{\mu l} f_Q(x) \rangle = \frac{i}{2(d+1)} \left( \langle 0 | B(x)^\dagger \otimes^2 W_{l_1}^{(2)^\otimes^2} \otimes 1 \otimes \sigma_\mu W_{l_1}^{(2)^\otimes^2} B(x)^\otimes^2 | 0 \rangle \right) + \text{c.c.} \]  
\text{(B13)}

Since \( W_{l_1}^{(2)^\otimes^2} \otimes 1 \otimes \sigma_\mu W_{l_1}^{(2)^\otimes^2} \) is yet another Pauli operator, these resulting expectation values are real regardless of whether \( l = 1 \) or not (that is, whether \( B(x) = 1 \) correspondingly or not), so that \( \langle f_Q(x) \partial_{\mu l} f_Q(x) \rangle = 0 \) for both cases.

\[ \langle f_Q(x) \partial_{\mu l} f_Q(x) \rangle \text{ for Case III} \]

\[ \langle | \partial_{\mu l} f_Q(x) |^2 \rangle = -\frac{1}{4} \left( \langle 0 | B(x)^\dagger \otimes^2 W_{l_1}^{(2)^\otimes^2} U_{\text{enc}}^{(l)}(x)^\dagger \otimes^2 \sigma_\mu \otimes^2 W_{l_1}^{(2)^\otimes^2} A(x)^\dagger \otimes^2 O^\otimes^2 A(x)^\dagger \otimes^2 U_{\text{enc}}^{(l)}(x)^\dagger \otimes^2 W_{l_1}^{(2)^\otimes^2} B(x)^\otimes^2 | 0 \rangle \right) \]
\[ + \frac{1}{4} \left( \langle 0 | B(x)^\dagger \otimes^2 W_{l_1}^{(2)^\otimes^2} U_{\text{enc}}^{(l)}(x)^\dagger \otimes^2 1 \otimes \sigma_\mu W_{l_1}^{(2)^\otimes^2} A(x)^\dagger \otimes^2 O^\otimes^2 A(x)^\dagger \otimes^2 U_{\text{enc}}^{(l)}(x)^\dagger \otimes^2 W_{l_1}^{(2)^\otimes^2} B(x)^\otimes^2 | 0 \rangle \right) + \text{c.c.} \]  
\text{(B18)}

\[ \langle | \partial_{\mu l} f_Q(x) |^2 \rangle \text{ for Case I} \]

For general bulk modules, averaging over \( W_{\text{train}} \) yields

\[ \langle | \partial_{\mu l} f_Q(x) |^2 \rangle = -\frac{d}{4(d^2 - 1)} \left( \langle 0 | B(x)^\dagger \otimes^2 W_{l_1}^{(2)^\otimes^2} \sigma_\mu \otimes^2 W_{l_1}^{(2)^\otimes^2} B(x)^\otimes^2 | 0 \rangle \right) \]
\[ + \frac{d}{4(d^2 - 1)} + \text{c.c.} \]  
\text{(B19)}

\[ \langle | \partial_{\mu l} f_Q(x) |^2 \rangle \text{ for Case II} \]

For this case, we look at the operator

\[ Q_2 = W_{\text{train}}^{(2)^\otimes^2} \sigma'(x) \otimes^2 \sigma_\mu \sigma'(x) W_{\text{train}}^{(2)^\otimes^2} \]  
\text{(B14)}

From the realization that \( \sigma'(x) \) in Eq. (B11) is a Pauli operator, the following two trace properties

\[ \text{tr} \left\{ U_{\text{enc}}^{(l_{\text{train}}-1)}(x) \dagger Q_2 U_{\text{enc}}^{(l_{\text{train}}-1)}(x) \right\} = \text{tr} \left\{ \sigma'(x) \otimes^2 \sigma_\mu \sigma'(x) \right\} = 0, \]
\[ \text{tr} \left\{ U_{\text{enc}}^{(l_{\text{train}}-1)}(x) \dagger Q_2 U_{\text{enc}}^{(l_{\text{train}}-1)}(x) \right\} = \text{tr} \left\{ \sigma'(x) \sigma_\mu \sigma'(x) \right\} = \text{tr} \left\{ \sigma_\mu \right\} = 0 \]  
\text{(B15)}

become apparent. The proofs for \( \langle \partial_{\mu l} \mathcal{L}_\theta \rangle = 0 \) are therefore complete.

4. \( \text{Var} \left[ \partial_{\mu l} \mathcal{L}_\theta \right] \leq O(1/d) \) for all cases

We hereby show that \( \text{Var} \left[ \partial_{\mu l} \mathcal{L}_\theta \right] \leq O(1/d) \) for two-design training circuit modules. Using the shorthand \( \overline{g}(x) \equiv \int (dx) g(x) \) to denote the training-data average, we first make use of the Cauchy–Schwarz inequality to obtain

\[ \langle | \partial_{\mu l} \mathcal{L}_\theta |^2 \rangle \leq 4 \left( \overline{\langle | f_Q(x) | \rangle}^2 \right) \overline{\langle | \partial_{\mu l} f_Q(x) \rangle |^2} \leq 16 \overline{\langle | \partial_{\mu l} f_Q(x) \rangle |^2}, \]  
\text{(B16)}

or

\[ \text{Var} \left[ \partial_{\mu l} \mathcal{L}_\theta \right] \leq 16 \left( \overline{\langle | \partial_{\mu l} f_Q(x) \rangle |^2} \right), \]  
\text{(B17)}

since \( \langle | \partial_{\mu l} \mathcal{L}_\theta | \rangle = 0 \) as demonstrated previously. The crucial quantity is now the average

\[ \overline{\langle | \partial_{\mu l} f_Q(x) \rangle |^2} \frac{d^2}{2(d+1)(d^2-1)}. \]  
\text{(B20)}

\[ \langle | \partial_{\mu l} f_Q(x) \rangle |^2 \rangle \text{ for Case II} \]
If $l = 1$, we note that

$$
\gamma_l = \langle 0 | W_{1_l}^{(2)} \otimes \sigma_\mu \otimes W_{1_l}^{(2)} | 0 \rangle
$$

$$
= \langle 0 | W_{1_l}^{(2)} \otimes \sigma_\mu \otimes W_{1_l}^{(2)} | 0 \rangle
$$

such that

$$
\langle [\partial_{\mu l} f_Q(x)]^2 \rangle_{l=1} = \frac{d(1 - \gamma_l)}{2(d^2 - 1)} \leq \frac{d}{2(d^2 - 1)}.
$$

{(B22)}

\boxed{\langle [\partial_{\mu l} f_Q(x)]^2 \rangle \text{ for Case III}}

For this case, properties of the operators

$$
Q_{3a} = W_{\text{train}}^{(2)} \otimes \sigma_\mu \otimes \sigma'(x) \otimes W_{\text{train}}^{(2)}
$$

$$
Q_{3b} = W_{\text{train}}^{(2)} \otimes 1 \otimes \sigma_\mu \otimes \sigma'(x) \otimes W_{\text{train}}^{(2)}
$$

are necessary, where $\sigma'(x)$ is defined in Eq. (B11). To start off,

$$
\text{tr} \{ Q_{3a} \} = \text{tr} \{ \sigma_\mu \sigma'(x) \}^2 = \text{tr} \{ Q_{3b} \}.
$$

{(B24)}

For the trace properties with the swap operator, they are

$$
\text{tr} \{ U_{\text{enc}}^{(t_{\text{train}} - 1)} (x) \} \otimes Q_{3a} U_{\text{enc}}^{(t_{\text{train}} - 1)} (x) \otimes \tau \}
$$

$$
= \text{tr} \{ \sigma_\mu \sigma'(x) \sigma_\mu \sigma'(x) \} = \gamma_{l=1}^{(2)} (x),
$$

$$
\text{tr} \{ U_{\text{enc}}^{(t_{\text{train}} - 1)} (x) \} \otimes Q_{3b} U_{\text{enc}}^{(t_{\text{train}} - 1)} (x) \otimes \tau \}
$$

$$
= \text{tr} \{ \sigma'(x) \sigma_\mu \sigma_\mu \sigma'(x) \} = d.
$$

{(B25)}

These are critical in evaluating the average over $W_{\text{train}}^{(1)}$ by invoking Eq. (B5):

$$
\gamma_{l=1}^{(1)} (x) \equiv \langle \text{tr} \{ \sigma_\mu \sigma'(x) \} \rangle^2,
$$

$$
\gamma_{l=1}^{(2)} (x) \equiv \langle \text{tr} \{ \sigma_\mu \sigma'(x) \} \rangle^2,
$$

$$
\langle [\partial_{\mu l} f_Q(x)]^2 \rangle_{l=1} = -\frac{\gamma_{l=1}^{(1)} (x) + \gamma_{l=1}^{(2)} (x)}{2d(d+1)} + \frac{\gamma_{l=1}^{(1)} (x) + d}{2d(d+1)}
$$

$$
= \frac{d - \gamma_{l=1}^{(2)} (x)}{2d(d+1)} \leq \frac{1}{d+1}.
$$

{(B26)}

The final inequality is obtained from the fact that

$$
\text{tr} \{ \sigma_\mu \sigma'(x) \}^2 \leq \text{tr} \{ \sigma_\mu \}^2 \text{ tr} \{ \sigma'(x) \sigma_\mu \sigma'(x) \}^2 = d^2,
$$

{(B27)}

or $-d \leq \gamma_{l=1}^{(2)} (x) \leq d$, where we remind the Reader that $\langle \cdot \rangle$ is the average over random $W_{\text{train}}^{(1)}$s.

Collecting all results, we have

$$
\text{Var} \{ \partial_{\mu l} Z_{\theta} \} \leq \begin{cases} 
\frac{8d^2}{(d+1)(d^2-1)} & \text{for Case I,} \\
\frac{8d(1 - \gamma_l)}{d^2-1} \leq \frac{8d}{d^2-1} & \text{for Case II,} \\
\frac{8[d - \gamma_{l=1}^{(2)} (x)]}{d(d+1)} \leq \frac{16}{d+1} & \text{for Case III,}
\end{cases}
$$

{(B28)}

$\gamma_l = \langle 0 | W_1^{(2)} \sigma_\mu W_1^{(2)} | 0 \rangle$ and $\gamma_{l=1} (x) = \langle \text{tr} \{ \sigma_\mu \sigma'(x) \} \rangle^2$.

As special cases, one arrives at $\gamma_l = 1/(d+1)$ if $W_{l=1}^{(2)}$ is a two-design, and $\gamma_{l=1} (x) = -d/(d^2-1)$ if $W_{l=1}^{(1)}$ is a two-design, respectively, where the latter is obtained from the identity

$$
\langle \text{tr} \{ A \} \text{ tr} \{ C \} + \text{tr} \{ B \} \text{ tr} \{ AC \} \rangle_{\text{train}} = \frac{1}{d^2-1} \langle \text{tr} \{ A \} \text{ tr} \{ B \} \text{ tr} \{ C \} + \text{tr} \{ AC \} \rangle_{\text{train}}
$$

{(B29)}

that can be consequently derived from Eq. (B22). These all give $\text{Var} \{ \partial_{\mu l} Z_{\theta} \} \leq 8d^2/((d+1)(d^2-1))$ for any case and arbitrary $L_{\text{train}}$.

Finally, to obtain the results in the main text for $L_{\text{train}} = 2$, we simply substitute $N = d_\ell$ for the naive encoding strategy and $N = \log_2(2d_\ell + 1)$ for the dense exponential encoding strategy.

\textbf{Appendix C: A resource advantage for the QFFLM}

Our task at hand is to train a given $M$-variate Fourier-featured linear model (FFLM) using a gradient-based optimization method that minimizes the MSE loss function $Z_{\theta} \propto \sum_j (f_{\text{model}}(x_j; \theta) - y_j)^2$. Explicitly, an FFLM takes the form

$$
f_{\text{model}}(x_j; \theta) = c_{\text{model}}(\theta) \cdot \phi(x_j),
$$

{(C1)}

where the $N_{\text{tp}}$ trainable parameters are consolidated in $\theta \in \mathbb{R}^{N_{\text{tp}}}$, and $\phi(x)$ is the Fourier feature column. We may choose to train this computational model using either a classical computer or a variational NISQ device shown in Fig. [I]. We denote the subscript “model” as “C” for the former (CFFLM), and “Q” for the latter (QFFLM).

For a CFFLM, its Fourier coefficient column $c_{\text{model}} = c_C$ may generally depend on $\theta$ in a nonlinear fashion. If one parameterizes a $K_M$-dimensional $c_C$ such that it spans the entire convex space $C_{K_M}$ (see Sec. [D] in this SM), we obtain a universal $K_M$-dimensional CFFLM. If one considers a QFFLM, then $\theta \in [-\pi, \pi)^{N_{\text{tp}}}$ is the parameter column that configures $O(N_{\text{tp}})$ trainable quantum gates. The corresponding $c_{\text{model}} = c_Q$ contains elements that are nonlinear functions of $\theta$. Analytical forms of $c_Q$‘s elements vary with different ansatz used. For example, if the “hardware-efficient” ansatz shown in Fig. [I] of the main text is employed, then by considering $M = 1$ for simplicity, we have $c_Q(\theta) = c_{\text{model}}(\theta) = \sum_{(m,n) \in I} X_{(m,n)} \chi_{(m,n)}^{(N_{\text{tp}})}(\theta)$ for $1 \leq I \leq K$, where $\chi_{(m,n)}^{(N_{\text{tp}})}(\theta)$ is the weight of $\chi_{(m,n)}^{(N_{\text{tp}})} \in \chi_{(m,n)}^{(N_{\text{tp}})} \equiv \chi_{(m,n)}^{(N_{\text{tp}})} \in \chi_{(m,n)}^{(N_{\text{tp}})}$, and $I$ is the set of nonnegative $(m,n)$s for the $l$th element $c_{Q_l}$. In the canonical case where each training parameter $\theta_j$ appears once in the quantum circuit, $m_l + n_l = 2$.

Model training involves computation of the MSE loss-function gradient with respect to $\theta$ given a training dataset.
\(\{x_j, y_j\}:\)
\[
\frac{\partial L_{\theta}}{\partial \theta_k} = \sum_j \frac{\partial L_j(\theta)}{\partial \theta_k} = \sum_j \left[f_{\text{model}}(x_j; \theta) - y_j\right] \frac{\partial f_{\text{model}}(x_j; \theta)}{\partial \theta_k}
\]
(C2)

We analyze and compare the gradient computational resources resrc by counting the required number of basic computation elements (computational resources) to calculate Eq. (C2) using both the CFFLM and QFFLM. The basic computation elements when using a CFFLM are scalar multiplication, addition and nonlinear operations, which we shall consider to all be equivalent resource-wise; that is, computing \(x \pm y, xy, \sqrt{x}, \cos(nx)\) or \(\sin(nx)\) for scalars \(x \) and \(y\) amounts to the same resource usage [45]. We shall also disregard resource count originating from memory allocation, storage and reading, as they can vary significantly with different techniques and memory architectures. For the QFFLM, we take the elementary quantum gates, which are the single-qubit rotation and CNOT gates as basic computation elements.

From hereon, we shall only consider univariate models \(f_{\text{model}}(x_j; \theta)\) without loss of generality, where the model \((c_{\text{model}})\) dimension is set to \(K\). For general \(M\)-variate models, all subsequent discussions still hold with \(K \rightarrow KM\).

1. **Exact \(L_{\theta}\)-gradient computation for a CFFLM**

Fourier feature mapping \([x_j \mapsto \phi(x_j)]\) is first performed once on every training datum \(x_j\). This preprocessing step requires \(K = 2d_\theta + 1\) (nonlinear) operations to calculate \(\{\cos x_j, \sin x_j, \ldots, \cos(n_{d_\theta}x_j), \sin(n_{d_\theta}x_j)\}\). This results can be stored and reused during the entire training duration. After that, exact computation of \(\frac{\partial L_{\theta}}{\partial \theta_k}\) in (C2) for a CFFLM using a classical computer may be carried out according to the following steps:

   For each \(x_j\) and \(\theta_k\),

   1. Calculate \(f_C(x_j; \theta)\) given \(\theta\).
   2. Subtract the training output \(y_j\) from the calculated \(f_C(x_j; \theta)\).
   3. Calculate the partial derivative \(\frac{\partial f_C(x_j; \theta)}{\partial \theta_k}\).
   4. Multiply answers from the second and third steps together.

   **Step 1** requires \(K\) multiplications and \(K\) additions to calculate the inner product \(f_C(x_j; \theta) = c_C(\theta) \cdot \phi(x_j)\), amounting to a total of \(2K\) operations. If one uses a computationally nontrivial parametrization for \(c_C(\theta)\), then additional computational resources \(R_1\) would be needed. **Step 2** only requires one subtraction operation. In **Step 3**, we denote by \(R_{II}\) the amount of computational resources for the partial derivative,

   \[
   \frac{\partial f_C(x_j; \theta)}{\partial \theta_k} = \sum_{l=1}^{K} \phi_l(x_j) \frac{\partial c_{CI}(\theta)}{\partial \theta_k}.
   \]

   (C3)

   The actual value of \(R_{II}\) depends on the parametrization of \(c_C\).

   **Step 4** involves just one multiplication operation.

   For every single datum \(x_j\), **Steps 3** and 4 are repeated for each component of \(\theta \in \mathbb{R}^{n_\theta}\). Therefore, the total number of basic operations resrc\(_C\) for calculating \(\frac{\partial L_{\theta}(\theta)}{\partial \theta_k}\) is

   \[
   \text{resrc}_C \approx 2K + R_1 + 1 + N_{ip}(R_{II} + 1),
   \]

   (C4)

   with additional \(K\) operations from Fourier-feature preprocessing mentioned in the beginning of this subsection. Suppose that, now, \(N_{ip} = K\) and we simply parametrize \(c_C(\theta) = \theta \in \mathbb{R}^K\). Then, the CFFLM may be parametrized into a \(K\)-dimensional universal model such that both \(R_1 = 0 = R_{II}\), since \(c_C(\cdot)\) in this case is the identity function and \(\delta c_{CI}/\partial \theta_k = \delta_{tk}\). Hence, for such a CFFLM, \(\text{resrc}_C \approx 3K + 1\), or \(\text{resrc}_C = \Omega(K)\).

   If \(N_{ip} < K\), we may reduce the number of repetitions of **Steps 3** and **4**. In this **under-parametrized** case, but \(R_1 \geq 0\) since \(c_C\) is now a \(K\)-dimensional (nonlinear) vectorial function of the \(N_{ip}\) training parameters. The resources \(R_{II}\) for computing \(\partial f_C(x_j; \theta)/\partial \theta_k\), equivalently its components \(\partial c_{CI}(\theta)/\partial \theta_k\), is also generally nonzero. The class of techniques known as automatic differentiation (AD) [46] may be used to compute such a partial derivative. An advantage over conventional finite-difference methods, for instance, is the need for computing only a single function \(c_{CI}(\theta)\) per \(\theta_k\) instead of a pair of them displaced differently in \(\theta\), since AD stores and reuses the computed \(c_{CI}(\theta)\)s. As a consequence, the number of basic operations for computing every \(\partial c_{CI}(\theta)/\partial \theta_k\) is \(O(R_1)\) [46]. Finally, the \(2K\) basic operations arising from dot-product computation in **Step 1** still exists. It is now clear that a positive \(R_1\) and \(R_{II}\) only increases resrc\(_C\), and the dot-product computation is the bottleneck even for under-parametrized cases.

   In other words, regardless of whether a given CFFLM is under-parametrized or not,

   \[
   \text{resrc}_C = \Omega(K).
   \]

   (C5)

2. **Variational \(L_{\theta}\)-gradient computation for a QFFLM**

Analogous to Fourier-feature preprocessing for the CFFLM, preprocessing for QFFLMs involves the multiplication of weights \(\hat{\beta}_n\) to each training data input \(x_j\), the output of which is then encoded onto a single-qubit gate. The number of multiplication is the same as that of the encoding gates, which is \(\log_2(K)\) using exponential encoding, and never exceeds the total number of basic gates \((N_{gt})\). This sets up the “quantum equivalent” of Fourier-feature mapping. As with CFFLMs, this data preprocessing is performed only once and the resulting data-encoded gate \(V\) is repeatedly used in the QFFLM training. Neglecting the data preprocessing step, the procedure for computing \(\frac{\partial L_{\theta}}{\partial \theta_k}\) in (C2) of a QFFLM is as follows:

   For each \(x_j\) and \(\theta_k\),

   1. Sample \(f_Q(x_j; \theta)\) from the variational quantum circuit given \(\theta\).
2. Subtract the training output $y_j$ from the sampled $f_Q(x_j; \theta)$.

3. Sample the partial derivative $\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k}$ from the variational quantum circuit.

4. Multiply answers from the second and third steps together.

While Steps 2 and 4 are the same as in the case of CFFLMs, the key differences lie in Steps 1 and 3. In Step 1, $f_Q(x_j; \theta)$ is sampled from the variational NISQ circuit that contains $N_{st}$ basic gates, where $N_{st}$ is completely dependent on our choice of training-circuit ansatz, and does not need to scale with the model dimension $K$. In order to sample $f_Q(x_j; \theta)$ up to a desired precision $\varepsilon_f$, a total of $O(N_{st}/\varepsilon_f^2)$ gate operations are needed. In Step 3, the partial derivative

$$\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k} = \frac{1}{2} \left[ f_Q(x_j; \theta + \frac{\pi}{2} e_k) - f_Q(x_j; \theta - \frac{\pi}{2} e_k) \right]$$

may be defined as a difference of two QFFLM functions of different circuit parameters using the parameter-shift (PS) rule, where $e_k$ is represented by the unit vector that has 1 in its $k$th component and 0s otherwise. So, if $\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k}$ is to be sampled up to some desired precision $\varepsilon_{\theta f}$, then $2O(N_{st}/\varepsilon_{\theta f}^2)$ gate operations are needed to sample both $f_Q(x_j; \theta + \frac{\pi}{2} e_k)$ and $f_Q(x_j; \theta - \frac{\pi}{2} e_k)$ that make up $\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k}$ because the desired precision $\varepsilon_{\theta f}$ for $\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k}$ is the same as the sampling precision of its component QFFLM functions from Eq. (C6). Including the additional scalar subtraction and multiplication operations gives a total of $2O(N_{st}/\varepsilon_{\theta f}^2) + 2$ basic operations as necessary computational resources. Since for every datum $x_j$, we again need to repeat Steps 3 and 4 $N_{tp}$ times, the overall amount of $\mathcal{L}_\theta$-gradient calculation resources employed reads

$$\text{resrc}_Q \propto O \left( \frac{N_{st}}{\varepsilon_f^2} \right) + 1 + N_{tp} \left[ 2O \left( \frac{N_{st}}{\varepsilon_{\theta f}^2} \right) + 3 \right],$$

(C7)

apart from the additional $\log_2(K)$ data-preprocessing operations. As $N_{tp} = O(N_{st})$, we have $\text{resrc}_Q = O(N_{st}/\varepsilon_f^2) + O(N_{st}^2/\varepsilon_{\theta f}^2)$.

We note that $\varepsilon_f$ and $\varepsilon_{\theta f}$ should not be arbitrarily chosen. In order to sample both $f_Q(x_j; \theta)$ and $\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k}$ accurately, the desired errors $\varepsilon_f$ and $\varepsilon_{\theta f}$ should also scale at most with these respective magnitudes. It turns out that these requirements would also result in an additive error of $\mathcal{L}_\theta$-gradient sampling that also scales at most with the magnitude of the $\mathcal{L}_\theta$-gradient. This is obvious from Step 4, in which both sampled estimators $f_Q(x_j; \theta) \sim f_Q(x_j; \theta) + \varepsilon_f$ and $\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k} \sim \frac{\partial f_Q(x_j; \theta)}{\partial \theta_k} + \varepsilon_{\theta f}$ have the respective additive errors $\varepsilon_f$ and $\varepsilon_{\theta f}$ are multiplied together:

$$\frac{\partial \mathcal{L}_j}{\partial \theta_k} = \left[ f_Q(x_j; \theta) - y_j \right] \frac{\partial f_Q(x_j; \theta)}{\partial \theta_k}$$

$$\sim \left[ f_Q(x_j; \theta) + \varepsilon_f - y_j \right] \left[ \frac{\partial f_Q(x_j; \theta)}{\partial \theta_k} + \varepsilon_{\theta f} \right]$$

$$\sim \frac{\partial \mathcal{L}_j}{\partial \theta_k} + \varepsilon_f \frac{\partial f_Q(x_j; \theta)}{\partial \theta_k} + \varepsilon_{\theta f} f_Q(x_j; \theta).$$

(C8)

It is evident that if $\varepsilon_f = O(\|f(x_j; \theta)\|)$ and $\varepsilon_{\theta f} = O(\|\frac{\partial f(x_j; \theta)}{\partial \theta_k}\|)$, then $\frac{\partial \mathcal{L}_j}{\partial \theta_k} \sim \frac{\partial \mathcal{L}_j}{\partial \theta_k} + O(\|f(x_j; \theta)\|/\|\frac{\partial f(x_j; \theta)}{\partial \theta_k}\|)$.

Since $\varepsilon_f$ and $\varepsilon_{\theta f}$ are respectively the model-function sampling precisions for estimating $f_Q(x_j; \theta)$ and $\frac{\partial f_Q(x_j; \theta)}{\partial \theta_k}$, we may take the more conservative route and replace $\varepsilon_f, \varepsilon_{\theta f} \rightarrow \varepsilon = \min\{\varepsilon_f, \varepsilon_{\theta f}\}$. Finally, the overall gradient-calculation resources for $\mathcal{L}_\theta$ is therefore

$$\text{resrc}_Q = O \left( \frac{N_{st}}{\varepsilon^2} \right).$$

(C9)

Comparing Eqs. (C5) and (C9) here gives Eq. (3).

3. Approximate $\mathcal{L}_\theta$-gradient computation for a CFFLM

Given the approximate nature of QFFLM computation that is intrinsic to circuit sampling, we further investigate whether $\text{resrc}_C$ can be improved if known approximation techniques are employed in $\mathcal{L}_\theta$-gradient computation. For a CFFLM, one may first consider approximating the form of $\frac{\partial f_C(x_j; \theta)}{\partial \theta_k}$ with the finite-difference method. However, doing so gives no reduction in computational resource scaling than AD [46] that is utilized in the previous subsection.

Therefore, we focus on approximating the calculation of vectorial inner products. In the literature, there do exist published works that discuss classical algorithms concerning high-dimensional inner-product search problems [47, 49]. These studies often rely on numerical routines related to the maximum inner product search (MIPS) problem of maximizing the inner product between a query vector and a set of search data vectors. However, extensive studies were performed to enhance the computation rate of such search problems, and do not directly address the resources utilized for computing inner products themselves.

Thus far, it appears that the only viable solution to reducing the $\text{resrc}_C = O(K)$ scaling is to perform inner products between $K$-dimensional $\phi(x_j)$s and $c_l$xys using a projection method that projects these vectors onto an effective vector space of a smaller dimension. As usual, the $\mathcal{L}_\theta$-gradient computational resources using such a projection method shall neglect the data preprocessing step that computes $\phi(x_j)$ for all $x_j$ in the training set $X$ as described in Sec. 3.1. We highlight two popular projection methods that are each based on different numerical objectives.
a. Random projection method

We first discuss the random projection method, where a randomized linear mapping \( \mathcal{M}(\phi(x_j)) \) projects all \( \phi(x_j) \)s onto a \( \tilde{d} < K \)-dimensional column vectors. A straightforward way to generate such a map is to define \( \mathcal{M}(\phi(x_j)) = \tilde{d}^{-1/2}A\phi(x_j) \equiv \bar{\phi}(x_j) \), where the \( \tilde{d} \times K \) random matrix \( A \) has elements independently and identically distributed according to the standard Gaussian distribution. It is well-known that such random projections preserve the mutual distances between feature vectors \( \phi(x_j) \) according to the following lemma [44, 70] that is satisfied by such a random linear map:

**Lemma C.1** [Johnson–Lindenstrauss (JL)] Given \( 0 < \varepsilon < 1 \), the set \( X \) of \(|X|\) vectors in \( \mathbb{R}^K \) and the effective dimension \( \tilde{d} \geq O(\log(|X|)/\varepsilon^2) \), there exists a linear map \( \mathcal{M} : \mathbb{R}^K \rightarrow \mathbb{R}^{\tilde{d}} \) such that

\[
(1 - \varepsilon)\|y_1 - y_2\|_2^2 \leq \|\mathcal{M}[y_1] - \mathcal{M}[y_2]\|_2^2 \leq (1 + \varepsilon)\|y_1 - y_2\|_2^2
\]

for all \( y_1, y_2 \in X \).

Additional mandatory precomputation steps are needed to set up the random projection method before actual CFFLM training commences. These include constructing the \( \tilde{d} \times K \) random matrix \( A \), which takes \( O(K\tilde{d}) \) resources if we treat the generation of one Gaussian random variable as one basic computational operation, and multiplying \( A \) to all \( \phi(x_j) \)s, which demands \( O(|X|K\tilde{d}) \) resources. Furthermore, since the Nyquist–Shannon theorem implies that a target function well-approximated by a \( K \)-dimensional FFLM of largest Fourier frequency \( d_0 = 2K - 1 \) requires at least \( O(K) \) equidistant training data points \( \{x_j\} \) to avoid aliasing problems in expressing the function, we require \(|X| = O(K)\). Therefore \( \tilde{d} = \Omega((\log K)/\varepsilon^2) \) is achieved with an inner-product complexity of \( \Omega((\log K)/\varepsilon^2) \).

Thus, a randomly-projected CFFLM is still a \( K \)-dimensional Fourier-featured model,

\[
\tilde{f}_C^{(\text{rand-proj})}(x_j) = \bar{c}_C^\top \bar{\phi}(x_j) = \tilde{d}^{-1/2}c_C^\top A\phi(x_j) = (\tilde{d}^{-1/2}A^\top c_C)^\top \phi(x_j), \tag{C10}
\]

which is characterized by a \( c_C \) that is \( |\tilde{d}| = \Omega((\log K)/\varepsilon^2) \)-dimensional. In other words, the dot-product computation resources may be reduced from \( O(K^2) \) to \( O((\log K)/\varepsilon^2) \), provided that precomputation steps of complexity \( O(K^2(\log K)/\varepsilon^2) \) are carried out prior to CFFLM training.

b. Principal-component-analysis projection

One may choose to perform a different kind of projection that is popular in machine learning. As there exist a few objectives that eventually lead to the same projection algorithm, we shall quote one exemplifying objective that is commonly considered. Suppose \( \bar{\phi}(x_j) \) are the \( (\tilde{d} < K) \)-dimensional projected feature column vectors of \( \phi(x_j) \), and \( B \) is a \( K \times \tilde{d} \) approximate recovery matrix that gives the set of \( K \)-dimensional columns \( \{\phi'(x_j) = B\bar{\phi}(x_j)\} \). Henceforth, we shall assume that \( B \) is an isometry \((B^\top B = I)\). Then a reasonable prescription for defining the projected feature columns could be one which minimizes the average squared-error

\[
\mathcal{D} = \frac{1}{|X|} \sum_{x_j \in X} \|\phi(x_j) - \phi'(x_j)\|_2^2. \tag{C11}
\]

Setting the variation

\[
\delta\mathcal{D} = \frac{1}{|X|} \sum_{x_j \in X} [\phi(x_j) - \phi'(x_j)]^\top B\delta\bar{\phi}(x_j) \tag{C12}
\]

with respect to \( \bar{\phi}(x_j) \) to zero supplies us the extremal equation

\[
B^\top \phi(x_j) = B^\top \phi'(x_j), \tag{C13}
\]

implying that the optimal projected feature columns are given by \( \phi(x_j) = B^\top \phi(x_j) \).

The next task would be to minimize

\[
\mathcal{D} = \frac{1}{|X|} \sum_{x_j \in X} \left\| (1 - BB^\top)\phi(x_j) \right\|^2 = K - \text{Tr}\{\Sigma BB^\top\}. \tag{C14}
\]

with respect to all isometries \( B \), where \( \Sigma = \sum_{x_j \in X} \phi(x_j)\phi(x_j)^\top/|X| \) and a simplification to the second equality makes use of the fact that \( 1 - BB^\top \) is a projector and \( \|\phi(x_j)\|_2^2 = K \). By assigning a Lagrange matrix \( \Lambda \) for the isometry constraint, the relevant Lagrange function reads

\[
\mathcal{D} = K - \text{Tr}\{\Sigma BB^\top\} + \text{Tr}\{\Lambda (B^\top B - I)\}. \tag{C15}
\]

Setting the variation of \( \mathcal{D} \) with respect to \( B \) to zero gives the extremal equation

\[
B^\top \Sigma = \Lambda BB^\top, \tag{C16}
\]

upon solving which for \( \Lambda \) finally leads to the eigenmatrix equation

\[
B^\top \Sigma = B^\top \Sigma BB^\top. \tag{C17}
\]

The solution of \( B \) to this equation is then \( B = (s_1 s_2 \ldots s_{\tilde{d}}) \), where the \( s_j \) are \( \tilde{d} \) eigenvectors of \( \Sigma \).

Therefore, the complete recipe to construct the optimal \( \tilde{d} \)-dimensional projection column vectors \( \phi(x_j) \) that minimizes \( \mathcal{D} \) in either (C11) or (C14) is to search for the projection matrix \( B^\top \) that houses \( \tilde{d} \) eigenvectors of \( \Sigma \) corresponding to its \( \tilde{d} \) largest eigenvalues as its rows. This is a version of the so-called principal-component-analysis (PCA) projection [50–52] that applies to our context, which preserves the approximately recovered columns \( \phi'(x_j) \) with respect to \( \bar{\phi}(x_j) \) via the minimization of \( \mathcal{D} \). The result is also an under-parametrized \( K \)-dimensional CFFLM:

\[
\tilde{f}_C^{(\text{PCA-proj})}(x_j) = \bar{c}_C^\top \bar{\phi}(x_j) = \bar{c}_C^\top B^\top \phi(x_j) = (B\bar{c}_C)^\top \phi(x_j). \tag{C18}
\]
In terms of computational resources, there are still the necessary precomputation steps one needs to carry out. For the PCA projection, this includes the computation of $\Sigma$ that incurs $O(|x|K^2) = O(K^3)$ as $|x| = O(K)$ from the Nyquist–Shannon theorem, the computation of its $d$ largest eigenvalues that takes a worst-case complexity of $O(K^3)$, and the multiplication of $B^\top$ with $|x| \phi(x)$ is $O(|x|Kd) = O(K^2d)$. Hence, we see that $O(K^3)$ is the bottleneck for the precomputation steps.

c. Overall dot-product computational resources

For both random and PCA projections, it is possible to perform dot-product calculations using a set of projected $\phi(x)$ in place of the original $\phi(x)$, which may be of a much smaller dimension than $K$. By disregarding the precomputation steps, one may claim a reduction in dot-product computational resources with such projection methods. However, care has to be taken in comparing computational resources between CFFLMs and QFFLMs. Strictly speaking, only data preprocessing steps that map the training inputs $x_j$ to the Fourier feature columns $\phi(x)$ are common to these two different models, and may therefore be disregarded in the computational-resource comparisons. Otherwise, for a fair comparison between CFFLMs and QFFLMs, any additional precomputation complexities must be accounted for in analyzing any method applied to these models. In view of this, there is really no advantage in using projection methods to approximate dot-product computations.

4. General loss functions and non-gradient-based optimization

Here we consider general loss functions of the form $\mathcal{L}_\Theta = \sum_j \mathcal{L}[f_{C/Q}(x_j; \Theta)]$ given a training dataset $\{x_j, y_j\}$, where $f_{C/Q}$ refers to the model function from either a CFFLM or QFFLM. Its partial derivative with respect to $\Theta_k$ reads

$$\frac{\partial \mathcal{L}_\Theta}{\partial \Theta_k} = \sum_j \frac{\partial \mathcal{L}[f_{C/Q}(x_j; \Theta)]}{\partial f_{C/Q}(x_j; \Theta)} \frac{\partial f_{C/Q}(x_j; \Theta)}{\partial \Theta_k},$$

where $\mathcal{F}$ is some (non-linear) functional of $f_{C/Q}(x_j; \Theta)$. We note that some loss function such as log-likelihood function in unsupervised learning, does not need any answers $y_j$’s. Therefore, following arguments covers the general machine learning algorithms which uses function values $f_{C/Q}$ as inputs for loss function.

We see that such generality only modifies Step 2 in Sec. [C1] and [C2], namely that data-output subtraction is generalized to computing the possibly nonlinear functional $\mathcal{F}$. Since any $\mathcal{F}$ is clearly a functional of $f_{C/Q}$, its resource complexity is at least that for evaluating $f_{C/Q}$. In practical cases, it is sensible to consider an $\mathcal{L}$ such that its component gradient $\mathcal{L}'(y)$ and higher-order derivatives are themselves easily computable for any argument $y$, so that the computational resources for $\mathcal{F}$ reduces to just that for evaluating $f_{C/Q}$. In other words, the overall gradient computation for a general $\mathcal{L}_\Theta$ still takes $\Omega(K^d)$ basic operations for CFFLMs, and $O(Nd^2/e^2)$ basic operations for QFFLMs for such choices of $\mathcal{L}_\Theta$.

Appendix D: Structure of $C_{K^M}$

Upon identifying that $C_{K^M} = \{c | -1 \leq f(x) = c^\top \phi(x) \leq 1 \text{ for all } x \in [0, 2\pi]^M\}$ is the set of admissible columns $c$ such that the degree-$d_F$ Fourier-series function $f(x)$ is bounded between $-1$ and $1$, we may first notice that $C_{K^M}$ is convex. To understand this, we suppose that $c_1, c_2 \in C_{K^M}$. Then if $c = \mu c_1 + (1-\mu) c_2$ is any convex sum of $c_1$ and $c_2$ defined by $0 \leq \mu \leq 1$, by the triangular inequality,

$$|c^\top \phi(x)| \leq \mu |c_1^\top \phi(x)| + (1-\mu) |c_2^\top \phi(x)| \leq 1,$$

saying that $c \in C_{K^M}$.

Unfortunately, the general geometrical structure of the convex body $C_{K^M}$ is analytically hard to ascertain. For univariate degree-1 Fourier series $[M = 1 \text{ and } d_F = 1 \text{ (or } K = 3\text{)]}$, however, it is straightforward to find out the three-dimensional shape of $C_3$. In this case, all elements $c = (c_1 c_2 c_3)^\top$ in $C_3$ are such that the magnitude of $f(x) = c_1 + \sqrt{2} c_2 \cos x + \sqrt{2} c_3 \sin x$ is less than or equal to unity. To exhaust all necessary and sufficient constraints on $c$, we first search for the one that imposes $|f(x)| \leq 1$ for all $x \in [0, 2\pi]$. The boundary of $C_3$ contains all $c$s that satisfy the equation max$_{x \in [0,2\pi]} |f(x)| = 1$.

When $0 \leq c_1 \leq 1$,

$$\max_{x \in [0,2\pi]} |f(x)| = \max_{x \in [0,2\pi]} \left\{ \left| c_1 + \sqrt{2} (c_2^2 + c_3^2) \cos \left( x + \tan^{-1} \frac{c_3}{c_2} \right) \right| \right\} = c_1 + \sqrt{2} (c_2^2 + c_3^2) = 1,$$

By repeating the same exercise for $-1 \leq c_1 < 0$, we obtain $-c_1 + \sqrt{2} (c_2^2 + c_3^2) = 1$. Hence, the $C_3$ boundary is the biconical surface described by $(1 - |c_1|)^2 = 2(c_2^2 + c_3^2)$, where the common base has radius $1/\sqrt{2}$ and length 2 (see Fig. [10]).
FIG. 11. (a) General circuit for the demonstrations discussed in Sec. E of this Supplemental Material, which deal with univariate target-function learning. The internal structures of the trainable modules in (b) and (c), which respectively apply for Figs. 3 and 12

\[ L = \begin{cases} 1 \quad \text{Target } f \quad \text{QFFLM} \quad \text{CFFLM} \\ 2 \quad \text{L} = 2 \\ 3 \quad \text{L} = 3 \\ 4 \quad \text{L} = 4 \\ 5 \quad \text{L} = 5 \end{cases} \]

FIG. 12. Expressivity of QFFLMs with respect to the CFFLM and loss-function (\( \mathcal{L}_\theta \)) minimization performances (averaged over five runs per plot marker). A monotonous-drop in the saturated \( \mathcal{L}_\theta \) values with increasing \( L \) implies that the QFFLM expressivity improves as one uses deeper training modules. Note that all single-qubit rotation gates are still encoded with only two parameters.

Appendix E: Technical details of numerical simulations concerning Fig. 3 and its extension

All simulations concerning QFFLM training are performed with the PennyLane Python library, where the “hardware-efficient” circuit ansatz described in the main text is employed. Those concerning CFFLM training are run with the Pytorch Python package for loss-function gradient computation purposes. We employ the Adam routine with a learning rate of 0.03 for both QFFLM and CFFLM optimization. A set of 200 equally-spaced training data points in the interval \([-\pi, \pi]\) is used to train both types of FFLMs, where full-batch learning is carried out with the complete training dataset. Iterative model training (gradient updates) is performed for a total of 500 training steps. The MSE \( \mathcal{L}_\theta \) is used to measure the training accuracy, which in this case is also a direct measure of expressivity since the training dataset spans the entire function period with more than enough data points to accurately reconstruct the Fourier-series functions according to the Nyquist–Shannon theorem. Put differently, for sufficiently dense data points in the complete period, \( \mathcal{L}_\theta \) is the discrete approximation of the average \( L^2 \) distance between the target function and trained FFLM stated in Eq. (3).

All QFFLMs employ a four-qubit circuit (see Fig. 11 for reference), where all basic data-encoding gates are arranged in parallel and collectively denoted by the unitary operator \( V(x) \). This is accompanied by two trainable unitary operators \( W_1(\theta_1) \) and \( W_2(\theta_2) \) sandwiching \( V(x) \). The measurement observable is set as the single-qubit Pauli-\( Z \) operator acting on the last qubit. Both \( W_1(\theta_1) \) and \( W_2(\theta_2) \) are made up of \( L \) layers of single-qubit rotation gate and a nearest-neighbor CNOT-gate array. Each single-qubit rotation is encoded with two training parameters; for instance, in \( W_l(\theta_l) \) \((l = 1, 2)\), if \( l' \) labels the layer number, then the training-parameter column \( \theta_{l'} = (\theta_{l',0}, \theta_{l',1}, \ldots, \theta_{l',7})^T \) consisting of eight parameters with respect to the \( l' \)th layer in \( W_l(\theta_l) \) is encoded according to \( \theta_{l'} \rightarrow \otimes_{k=0}^3 [R_Z(\theta_{l',2k})R_Y(\theta_{l',2k+1})] \). By denoting \( U_{\text{CNOT}}^{x,s} \) as the two-qubit CNOT unitary operator acting on qubits \( s \) and \( s' \), the nearest-neighbor CNOT-gate-array unitary operator is given by \( U_{\text{CNOTarr}} = \Pi_{k=1}^3 U_{\text{CNOT}}^{x,k+1} \).

While the crucial numerical results are presented in Fig. 3, we would like to elaborate on the expressivity of QFFLMs in relation to the number of layers \( L \) per training module. In the main text, only single-layered (\( L = 1 \)) trainable modules are used for the purpose of a fair comparison with the CFFLM under a similar resource order, and this clearly limits the expressivity of the QFFLM in general. Most notably, we revisit the case of \( r = 55.5 \), where the target function \( f \) is well-expressible with CFFLMs. Figure 12 in this subsection shows the performances for \( L = 1 \) through 4. For the randomly-generated target Fourier-series function \( f \) of dimension \( \kappa = 81 \) considered, and also other tested random target functions, the figure confirms the expectation that increasing \( L \) improves the QFFLM expressivity.

Furthermore, we also provide Fig. 13 that shows similar behaviors in the CFFLM and QFFLM performances under the same resource-constraint conditions described in the main text, this time with a larger target Fourier-series-function dimension \( \kappa = 243 \). In this case, the CFFLM is \( (N_{\text{CFFLM}}^{100}) \)-dimensional and universal in \( C_{\text{CFFLM}}^{100} \), whereas the QFFLMs considered here have either \( L = 1 \) and \( L = 2 \) training layers that are both \( \kappa \)-dimensional and nonuniversal with respect to \( \kappa \). As mentioned in the main text, all single-qubit
rotation gates are encoded with two training parameters respectively on the Y and Z Pauli gates. Figure 13 therefore, supplies more examples demonstrating that a full-dimensional QFFLM that is nonuniversal can express functions outside the classically-expressible region, where a universal but lower-dimensional CFFLM shows signs of limited learning capacity.
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