Learning Hierarchical Cross-Modal Association for Co-Speech Gesture Generation
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Abstract

Generating speech-consistent body and gesture movements is a long-standing problem in virtual avatar creation. Previous studies often synthesize pose movement in a holistic manner, where poses of all joints are generated simultaneously. Such a straightforward pipeline fails to generate fine-grained co-speech gestures. One observation is that the hierarchical semantics in speech and the hierarchical structures of human gestures can be naturally described into multiple granularities and associated together. To fully utilize the rich connections between speech audio and human gestures, we propose a novel framework named Hierarchical Audio-to-Gesture (HA2G) for co-speech gesture generation. In HA2G, a Hierarchical Audio Learner extracts audio representations across semantic granularities. A Hierarchical Pose Inferer subsequently renders the entire human pose gradually in a hierarchical manner. To enhance the quality of synthesized gestures, we develop a contrastive learning strategy based on audio-text alignment for better audio representations. Extensive experiments and human evaluation demonstrate that the proposed method renders realistic co-speech gestures and outperforms previous methods in a clear margin. Project page: https://alvinliu0.github.io/projects/HA2G.

1. Introduction

When communicating with other people, we spontaneously make co-speech gestures to help convey our thoughts. Such non-verbal behaviors supplement speech information, making the content clearer and more understandable to listeners [12, 50, 68]. Psycho-linguistic studies also suggest that virtual avatars with plausible speech gestures are more intimate and trustworthy [66]. Therefore, actuating embodied AI agents such as social robots and digital humans with expressive body movements and gestures is of great importance to facilitating human machine interaction [59, 60]. To this end, researchers have explored the task of co-speech gesture synthesis [1, 2, 8, 20, 24–26, 43, 55, 74, 75], which aims at generating a sequence of human gestures given the speech audio and transcripts as input.

Traditionally, the task is tackled through building one-to-one correspondences between speech and unit gesture pairs [13, 14, 32, 49]. Such pipelines require huge human efforts, making them inapplicable to general scenarios of unseen speech. Recent studies leverage deep learning to solve this problem by training a neural network to map a compact representation of audio [1, 24, 25, 43, 55] and text [3, 8, 35, 74, 75] to holistic human pose sequence. However, such a straightforward approach fails to capture the micro-scale motions and cross-modal information, e.g., the subtle finger movements and the rich meanings contained in speech audio. The problem of how to learn the fine-grained cross-modal association remains unsolved.

In order to fully exploit the rich multi-modal semantics, we identify two important observations from a human gesture study [50]: 1) Different types of co-speech gestures are related to distinct levels of audio information. For example, the metaphorical gestures are strongly associated with the high-level speech semantics (e.g., when depicting a ravine, one would moving two outstretched hands apart and saying “gap”), while the low-level audio features of beat and volume lead to the rhythmic gestures. 2) The dynamic patterns of different human body parts in co-speech gestures are not the same, such as the flexible fingers and relatively still upper arms. Thus it is improper to generate the upper body pose as a whole like previous studies [1–3, 24, 25, 43, 55, 74, 75].

Inspired by the discussions above, we develop the Hierarchical Audio-to-Gesture (HA2G) pipeline, which generates diverse co-speech gestures. Our key insight is to build hierarchical cross-modal associations across multiple lev-
els between tri-modal information and generate gestures in a coarse-to-fine manner. Specifically, two modules are devised, namely the Hierarchical Audio Learner, and the Hierarchical Pose Inferer. In the Hierarchical Audio Learner, we argue that features extracted from different levels of the audio backbone capture different meanings. Additionally, text information can further strengthen the audio embedding through contrastive learning for more discriminative representations. Afterwards, based on the hypothesis that different levels of audio information contribute to different body joint movements, we associate the multi-level audio features with the hierarchical structure of human body in the Hierarchical Pose Inferer. In particular, the association is achieved in correlation with speaking styles encoded from speaker appearances. The hierarchy of human upper limb is predicted in a coarse-to-fine manner from shoulders to fingers like a tree structure by cascading multiple bi-directional GRU generators. In addition, we propose a novel physical regularization to enhance the realness of generated poses. Experiments demonstrate that our method synthesizes realistic and smooth co-speech gestures.

To summarize, our main contributions are three-fold: (1) We propose the Hierarchical Audio Learner to extract hierarchical audio features and render discriminative representations through contrastive learning. (2) We propose the Hierarchical Pose Inferer to learn associations between multi-level features and human body parts. Human poses are thus generated in a cascaded manner. (3) Extensive experiments show that HA2G can generate fine-grained co-speech gestures, which outperform state-of-the-art methods on both objective evaluations and subjective human studies.

2. Related Work

Human-Centered Audio-Visual Learning. In recent years, human-centered audio-visual learning has been extensively studied [22, 46, 62–64, 72, 77, 80]. While some works utilize audio-visual correspondence to solve the problems like music-to-dance [33, 41, 44], and talking face generation [15, 16, 36, 47, 53, 78, 79, 81], the modeling between speech and gesture remains largely unexplored. The difficulty of speech-based gesture generation lies in constructing the correspondence between speech and human gesture, which is more complicated and implicit than music-to-dance or talking face generation.

Human Motion Synthesis. Synthesizing human motions has been of important interest in both computer vision and graphics, where spatial-temporal coherence of pose sequence is used to generate realistic motions [7, 73, 82]. Earlier methods employ statistical models such as kernel-based probability distribution [9, 10, 21, 54] to synthesize human motions. Still, they fail to handle motion details, and the complicated training procedures essentially limit model capacity. Recently, the ability of deep models to generate human motions has been proven on different network architectures, where CNN-based [31, 73], RNN-based [4, 23, 67] and GAN-based [6, 28] methods have been explored. These methods are purely visual-based with the input of history motions, while our work focuses on identifying the strong correlations between speech and gestures in conversational settings to achieve speech-driven motion synthesis.

Audio/Text-Driven Motion Generation. Early works on speech-driven motion generation are mostly rule-based methods [13, 49], where a predefined set of unit gestures and motion connecting rules are designed manually. With the development of deep learning, data-driven approaches have demonstrated superior performance. Some works map speech text information to co-speech gestures [3, 8, 35, 75]. Yoon et al. [75] resort to RNN to map from utterance text to upper body gestures. Some methods use speech audio signals to drive gestures [2, 20, 24–26, 43, 55]. For example, Ginosar et al. [24] collect a 2D speaker-specific gesture dataset and train the model with an adversarial loss. To make gestures more expressive, Habibie et al. [25] lift the 2D pose to 3D and generate facial expressions simultaneously. However, all of their methods learn a model for each speaker individually, which makes it hard to transfer to general scenes and limit speaker styles to a tiny number. Besides, either audio- or text-driven motion generation methods fail to consider messages from both modalities, which motivates recent methods to jointly tackle multi-modal information [1, 37, 74]. Specifically, Yoon et al. [74] propose to encode the trimodal feature embeddings of text, audio, speaker identity and concatenate them together to pass a decoder. But they fail to fully make use of multi-level features. Further, the dynamic patterns of different human body parts are diverse when people talk, e.g., the range and frequency of co-speech finger and arm movement are not the same, which makes it unreasonable to learn holistic human pose directly. In this work, we propose to extract hierarchical audio features with a contrastive learning strategy to excavate cross-modal messages at multiple granularities and learn co-speech gestures in a coarse-to-fine manner.

3. Our Approach

We present Hierarchical Audio-to-Gesture (HA2G) that generates a target person’s co-speech gestures given speech audio. The generated poses are conditioned on speaker identity and initial poses. Following Yoon et al. [74], text information can be provided additionally. The whole pipeline is illustrated in Fig. 1. In this section, we first formulate the problem in Sec. 3.1, and then elaborate the Hierarchical Audio Learner which extracts hierarchical audio features in Sec. 3.2. Sec. 3.3 introduces the Hierarchical Pose Inferer to perform multi-level feature blending and co-speech gesture synthesis. Finally, training objectives for gesture generation are described in Sec. 3.4.
3.1. Problem Formulation

Large amounts of speaking videos with clear co-speech gestures are used for training. Given a video with \( N \) frames \( \mathbf{V} = \{v_1, \ldots, v_N\} \), the skeletal poses of the upper body can be denoted as \( \mathbf{p} = \{p_1, \ldots, p_N\} \) where \( p_i = \{d_{i,1}, d_{i,2}, \ldots, d_{i,J}\} \). Each \( p_i \) is represented as the concatenation of unit direction vectors \( \mathbf{d}_{i,j} \) between \( J \) joints. The goal of our model \( G \) is to use the video’s accompanying speech audio sequence \( \mathbf{a} = \{a_1, \ldots, a_N\} \) to recover \( \mathbf{p} \) according to target’s identity representation \( \mathbf{f}_{id} \) and initial poses \( \{p_1, \ldots, p_M\} \). Following the setting of Yoon et al. [74], the text transcripts \( \mathbf{t} = \{t_1, \ldots, t_N\} \) are also provided for training. With encoder \( E_a \) for audio information extraction, the overall objective can be written as:

\[
\arg \min_{G, \mathbf{f}_{id}} \| \mathbf{p} - G(E_a(\mathbf{a}), \mathbf{f}_{id}, p_1, \ldots, p_M) \|.
\]  

(1)

3.2. Hierarchical Audio Learner

Hierarchical Audio Feature Extraction. In most previous studies [2, 24, 25, 43, 55, 74], only high-level audio features are extracted to guide the synthesis of desired movements. However, it has been discussed that different semantics in audios contribute to different granularity in the movements of human poses [48, 50], which has been mostly ignored in previous works. We identify that such multi-level audio information could be inferred from the hierarchy of an audio encoder \( E_a \) to improve the generation resolution. Notably, the rich semantics of hierarchical feature maps embedded at different layers of a deep neural network have been explored in other deep learning tasks [45, 57, 69]. Therefore, the output deep feature \( \mathbf{f}_{a}^{\text{low}} \) of \( E_a \), the feature \( \mathbf{f}_{a}^{\text{mid}} \) encoded in the middle of the audio encoder and the feature \( \mathbf{f}_{a}^{\text{high}} \) encoded in the shallow of \( E_a \) are specifically leveraged. We expect \( \mathbf{f}_{a}^{\text{low}}, \mathbf{f}_{a}^{\text{mid}}, \mathbf{f}_{a}^{\text{high}} \) to represent the low, middle and high level audio features respectively, as shown in blue block of Fig. 1. These hierarchical features are used for inferring poses in Sec. 3.3.

Contrastive Learning Strategy. Though we expect the audio features can be learned automatically given the property of the encoder, additional text can further enforce the embedding of our desired information. Transcripts, which represent high-level linguistic information, can be directly recognized by Automatic Speech Recognition (ASR) models [30, 51, 76] from speech. Thus we propose to learn the association between provided transcripts and audios in a simple yet effective manner with contrastive learning. Our strategy is to leverage the natural synchronization between text and audio. While the high-level audio features should reflect the temporally-aligned transcripts, text can in turn encourage mid- and low-level audio features to capture crucial speech content-irrelevant information such as tone and cadence.

Specifically, we denote the feature extracted by the text encoder from transcript \( \mathbf{t} \) as \( \mathbf{f}_t = E_t(\mathbf{t}) \). In our contrastive learning formulation, the high-level audio features aligned to the transcript serve as positive examples, which are denoted as \( \mathbf{f}_{a}^{\text{high}} \). Then we design two types of negative samples: (1) Firstly, high-level features extracted at other time steps, or from other clips are selected as negative samples to enforce the high-level audio feature capture correct semantic information from the aligned text; (2) Secondly, the low/mid-level audio features are expected to be discriminative to reflect other audio information rather than high-

![Figure 1. Illustration of the Hierarchical Audio-to-Gesture (HA2G). In Hierarchical Audio Learner, \( E_a \) encodes speech audio into multi-level audio features \( \mathbf{f}_a^{\text{low}}, \mathbf{f}_a^{\text{mid}} \) and \( \mathbf{f}_a^{\text{high}} \) (blue). The speech transcript \( \mathbf{t} \) is encoded by \( E_t \) into text features \( \mathbf{f}_t \) (grey). Then a contrastive learning strategy is used to enforce the discriminative audio feature extraction by attracting text feature and high-level audio feature (green) while repelling from low/mid-level features (red). In Hierarchical Pose Inferer, the reference frames \( \mathbf{I} \) are encoded by \( E_{ID} \) to represent speaker’s identity \( \mathbf{f}_{id} \) (orange), which is then transformed to style coordinator \( \mathbf{C} \) for multi-level feature blending (\( \mathbf{f}_a^{\text{low}}, \ldots, \mathbf{f}_a^{\text{high}} \)). Finally the co-speech gestures \( \hat{\mathbf{p}}_a^{\text{low}}, \ldots, \hat{\mathbf{p}}_a^{\text{high}} \) are generated by cascaded bi-GRU based on initial poses \( \mathbf{p}_a^{\text{low}} \) in a coarse-to-fine manner (purple).](image-url)
level semantics. Therefore, we enforce them all to repel
the text feature. With the similarity function defined as
\[ \text{sim}(f_1, f_2) = \frac{f_1 \cdot f_2}{||f_1|| \cdot ||f_2||}, \]
we can compute the final multi-
level contrastive loss as:
\[ \mathcal{L}_{\text{multi}} = - \log \frac{\exp(\text{sim}(f_i, f_{a(i)}^{\text{high}})/\tau)}{\sum_{i=1}^{K} \sum_{(a \in L) \exp(\text{sim}(f_i, f_{a(i)})/\tau)}}, \]
where \( L = \{ \text{low}, \text{mid}, \text{high} \} \), and \( f_{a(i)}^{\text{low}}, f_{a(i)}^{\text{mid}}, f_{a(i)}^{\text{high}} \) denote the
i-th sample of low/mid/high-level audio feature, respectively. \( K \) is the number of samples and \( \tau \) is the temperature parameter that controls the concentration of distribution.

### 3.3. Hierarchical Pose Inferer

As discussed in Sec. 1, different levels of audio features contribute to different hierarchies of human poses. Thus we propose to hierarchically infer gestures for more delicate audio-based control. To this end, we detach the joints from human body ends (fingers) to the main structure (spine) in \( H \) stages as illustrated in Fig. 1 (right). However, two questions still remain: 1) How to associate multiple levels of audios with different levels of joints; 2) How to supervise coarse-to-fine generation process.

**Multi-Level Feature Blending with Style Coordinator.**

Our solution to the first question is to learn automatic feature blending schemes for different levels depending on a person-related style coordinator. As human gestures corresponding to the same speech are diverse across persons, the person-related style coordinator helps to cluster identities, we leverage a more general form by learning \( \{ h \} \) such that
\[ \mathcal{L}_{\text{style}} = H \sum_{h=1}^{H} \frac{1}{N_f} \sum_{i=1}^{N_f} \text{HuberLoss}(\hat{p}_i, p^i_h), \]
where \( H \) is the number of motion hierarchy and \( N_f \) is the length of gesture sequence. We feed the blended audio features to cascade bi-GRU as generator \( G \) and leverage an adversarial loss for preserving realism following [24, 74]:
\[ \mathcal{L}_{\text{GAN}} = \min_{G} \max_{D} \mathbb{E}_{p} [\log D(p)] + \mathbb{E}_{a} [\log (1 - D(G(E_a(a)|f_{id}, p_{1:M}))], \]

**Style Diverging Loss.** To further avoid posterior collapse on speaker identity \( f_{id} \), we guide the generator to synthesize different poses with diverse style input following [74]. Assuming that \( \hat{p}(f_{id}) \) is the predicted pose depending on identity feature \( f_{id} \), we have:
\[ \mathcal{L}_{\text{style}} = - \mathbb{E} \left[ \min_{\hat{p}} \left( \frac{\text{HuberLoss}(\hat{p}(f_{id(1)}), \hat{p}(f_{id(2)}))}{\|f_{id(1)} - f_{id(2)}\|_1} \right)^\epsilon \right], \]
where \( f_{id(1)}, f_{id(2)} \) are two different speaker identities and \( \epsilon \) is the numerical clipping parameter.
**Physical Constraint.** Previous methods on co-speech gesture generation mostly fail to consider human physical constraint, which leads to unnatural poses and incoherent results. Therefore, we propose to add restrictions on the included angle between bones to ensure reasonable human poses. Concretely, the pose is represented as directional vectors, thus the angle between consecutive bone vectors must obey physical rules. We specifically calculate the mean and variance of each angle within TED-Expressive dataset, and expect our generated ones to fall within such a Gaussian distribution. The loss function for the physics constraint is the log-likelihood function:

\[
    \mathcal{L}_{\text{phy}} = - \sum_{j=1}^{J-1} \log \mathcal{N}(\theta_j; \mu_j, \sigma_j^2)
\]

where \( \theta_j \) is the \( j \)-th bone angle value, \( \mu_j \) and \( \sigma_j^2 \) are the mean and variance of the \( j \)-th angle, respectively.

The overall learning objective for the whole framework is as follows:

\[
    \mathcal{L}_{\text{total}} = \mathcal{L}_{\text{GAN}} + \lambda_h \mathcal{L}_{\text{huber}} + \lambda_p \mathcal{L}_{\text{phy}} + \lambda_s \mathcal{L}_{\text{style}} + \lambda_k \mathcal{L}_{\text{KLD}} + \lambda_c \mathcal{L}_{\text{multi}},
\]

where the \( \lambda_h, \lambda_p, \lambda_s, \lambda_k, \lambda_c \) are weight coefficients. At the training stage, the hierarchical audio encoder \( E_a \), text encoder \( E_t \), speaker identity encoder \( E_{ID} \) and hierarchical pose decoder are trained with back-propagation from the above overall loss function.

4. Experiments

At the inference stage, we use speech audio as guidance while text is not needed. We further extract initial poses and speaker identity from a few reference images. If the reference image is unavailable, we can sample initial poses from dataset and sample speaker identity from normal distribution to generate co-speech gestures since we constrain identity space with \( \mathcal{L}_{\text{KLD}} \). In this way, we can generate diverse gestures with multiple styles by sampling style vectors.

4.1. Datasets and Annotation

**TED Gesture.** TED Gesture dataset [74,75] is a large-scale English-language dataset for speech-driven motion synthesis, which contains 1,766 TED videos of different narrators covering various topics. The extracted 3D human skeletons, aligned English transcripts and speech audio are all available. Following [74], we resample human poses with 15 FPS and sample the consecutive 34 frames with stride of 10 frames as input segments. We finally get 252,109 segments with length of 106.1h. In this dataset, human pose \( p \) is represented by direction vectors of 10 upper body joints.

**TED-Expressive.** The pose annotations of TED Gesture limit to 10 upper body keypoints without expressive co-speech finger movements. Hence, to harvest more detailed pose annotation as training data, we use the state-of-art 3D pose estimator ExPose [17] to extract 3D human skeleton as pseudo ground truth. In particular, we first annotate the 3D coordinates of 43 keypoints, including 13 upper body joints and 30 finger joints. Then we convert 3D coordinates into 42 unit direction vectors following [74] to represent each bone for eliminating the influence of various bone lengths in training data. In this way, our 3D representation is invariant to root joint motion and body shape. At the inference stage, the mean bone length over dataset is multiplied to the predicted bone vectors for visualized results.

4.2. Experimental Settings

**Baselines.** We compare our method with: (1) Attention Seq2Seq [75] which generates gestures from speech text by attention mechanism; (2) Speech2Gesture [24] that takes the whole-length audio spectrogram as input and generates motion sequence with an encoder-decoder architecture and adversarial training scheme; (3) Joint Embedding [3], a representative method that maps the text and motion to the same embedding space and creates motion from description text; (4) Trinodal [74], the state-of-art method that considers the trimodal context of text, audio and speaker identity to learn co-speech gestures. Note that some recent works [43,55] lack open-source codes so far, thus we do not compare with them. All works are trained on the TED Gesture and TED-Expressive datasets for the same number of epochs with hyper-parameters optimized by grid search for best evaluation results. We also show the evaluation directly on the pseudo Ground Truth annotated in the dataset.

**Implementation Details.** Following the settings of [74], we set \( N = 34 \) and \( M = 4 \), so that the data are segmented into 34-frame sequences and the first 4 frames serve as reference frames. The number of joint \( J \) is 10 for TED Gesture dataset and 43 for TED-Expressive dataset as mentioned in Sec. 4.1. The audio encoder backbone is a ResNetSE34 [18] and the structure of text encoder \( E_t \) is borrowed from [5]. The reference video frames are resized into \( 224 \times 224 \), then passed into the speaker identity encoder \( E_{ID} \) with visual backbone of ResNet-18 [27] to extract speaker identity. The raw audios are converted to mel-spectrograms with FFT window size 1024, hop length 512. The word sequence is inserted with padding tokens to align with gestures. For each frame, 16 padded words and 0.25s mel-spectrogram with the target frame time-step in the middle are sampled as condition. The pose decoder is a cascaded 4-layer bidirectional GRU with a hidden size \( d_s \) of 300 for each level of pose hierarchy. Empirically, we set \( \tau = 0.07, \epsilon = 1000, d_s = 32, \lambda_k = 200, \lambda_p = 0.1, \lambda_s = 0.05, \lambda_k = 0.1, \lambda_c = 0.1 \). The models are trained using Adam Optimizer with the learning rate of \( 1e-4 \) on 1 GTX 1080Ti GPU.

---

1 Please refer to Supplementary Material for more details.
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The quantitative results on TED Gesture [74, 75] and TED-Expressive. We compare the proposed Hierarchical Audio-to-
gesture (HA2G) against recent SOTA methods [3, 24, 74, 75] and ground truth under three metrics. For FGD the lower the better, and the higher the better for other metrics. Note that the FGD results of [3, 24, 74, 75] on TED Gesture are reported from [74].

4.3. Quantitative Evaluation

Evaluation Metrics. We take the evaluation metrics that have been previously used in the co-speech gesture generation and music2dance for quantitative analysis. Fréchet Gesture Distance (FGD) is used in [74] to measure how close the distribution of generated gesture is to the real one. Note that for the evaluation on TED Gesture dataset, we use the feature extractor provided in [74] for fair comparison. For the TED-Expressive dataset, we similarly train an auto-encoder on the TED-Expressive dataset and take the encoder part for feature extraction. FGD is calculated as the fréchet distance between the latent representations of real gesture and generated gesture.

Beat Consistency Score (BC) is a metric for motion-audio beat correlation as proposed in [41, 44]. However, since the kinematic velocities vary from different joints, we propose to use the change of included angle between bones to track motion beats. Concretely, we calculate the mean absolute angle change (MAAC) of angle \( \theta_j \) in adjacent frames by:

\[
\text{MAAC}(\theta_j) = \frac{\sum_{s=1}^{S} \sum_{t=1}^{T-1} ||\theta_{j,s,t+1} - \theta_{j,s,t}||_1}{S \times (T-1)},
\]

where \( S \) is the total number of clips over dataset, \( T \) is the number of frames for a clip and \( \theta_{j,s,t} \) is the included angle between the \( j \)-th and the \((j+1)\)-th bone of the \( s \)-th clip at time-step \( t \). In this way, the angle change rate of frame \( t \) for the \( s \)-th clip is

\[
\frac{1}{T_s} \sum_{j=1}^{J} \left( ||\theta_{j,s,t+1} - \theta_{j,s,t}||_1 / \text{MAAC}(\theta_j) \right).
\]

Then we extract the local optima whose first-order difference is higher than a threshold \( \sigma \) to get kinematic beats. We follow [41] to detect audio beat by onset strength [19] and compute the average distance between every audio beat and its nearest motion beat as Beat Consistency Score:

\[
\text{BC} = \frac{1}{n} \sum_{t=1}^{n} \exp\left(-\frac{\min_{t^* \in B^s} ||t^*_t - t^*_y||^2}{2\sigma^2}\right),
\]

where \( B^s = \{t^*_t\} \) are the kinematic beats, \( B^y = \{t^*_y\} \) are the audio beats and \( \sigma \) is a parameter to normalize sequences that is empirically set to 0.1 for experiments.

Diversity evaluates the variations among generated gestures corresponding to various inputs [39]. Similarly, we use the same feature extractor in measuring FGD to map synthesized gestures into latent feature vectors and calculate the average feature distance for evaluation. Concretely, we randomly sample 60 speech audios from the test set to generate co-speech gestures and compute the average feature distance between 500 random combined pairs.

Evaluation Results. The results are shown in Table 1. We can see that our HA2G framework outperforms existing methods on both datasets. Since our method establishes motion hierarchy and generates gestures in a coarse-to-fine manner, we can learn the diverse motion pattern of different human body parts and perform the best on FGD metric. Note that the improvement of FGD is smaller on TED Gesture dataset compared to TED-Expressive. This is due to the absence of finger information in TED Gesture dataset, which makes the motion hierarchy lower and the improvement brought by our hierarchical framework less significant. We can find that both Speech2Gesture [24] and ours synthesize synchronous gestures to speech with high values on BC. But they tend to create unnatural poses and hence perform poor on FGD. In terms of Diversity, the discriminative feature extraction at multiple granularities enables us to excavate fine-grained audio-pose associations, thus capturing diverse speaking styles compared to baseline methods.

4.4. Qualitative Evaluation

Subjective evaluation is crucial for judging the quality of results in generation tasks. Here we show the key frames comparison of our method against ground truth and SOTA baselines (as listed in Sec. 4.2) in Fig. 2. For two cases, both Attention Seq2Seq [75] and Joint Embedding [3] generate slow and invariant motions that are misaligned to speech as demonstrated in red rectangles of Fig. 2. While Trimodal [74] generates diverse gestures, the rigid motion pattern makes them mismatch to audio beats. For example, they stiffly move hands up and down with asynchronous beats to speech audio (see the red rectangle on the
The visualized results in two example clips. We show the key frames of the generated motions from ground truth and baseline methods [3, 24, 74, 75]. Please zoom in for better visualization. More high-resolution results can be found in the demo video.

Table 2. User study results on motion naturalness, smoothness and synchrony. The rating is on a scale of 1-5, with the larger the better.

| Methods       | GT   | Seq2Seq [75] | Joint. [3] | Tri. [74] | S2G. [24] | HA2G (Ours) |
|---------------|------|--------------|------------|----------|-----------|-------------|
| Naturalness   | 4.16 | 1.36         | 1.52       | 3.66     | 2.88      | **4.13**    |
| Smoothness    | 3.97 | **4.48**     | 4.32       | 3.87     | 2.23      | 3.92        |
| Synchrony     | 4.28 | 1.24         | 1.18       | 3.21     | 3.89      | **4.06**    |

User Study. We conduct a user study on motion naturalness, smoothness and the generated co-speech gestures’ synchrony to speech. In particular, we randomly sample 20 speech clips from test set of TED-Expressive to generate results for ground truth (tracked) annotations, baselines and our method. The study involves 24 participants. We adopt the widely-used Mean Opinion Scores (MOS) rating protocol, which requires the participants to rate three aspects of generated motions: (1) Naturalness; (2) Smoothness; (3) Synchrony between speech and generated gestures. The rating is based on a scale of 1 to 5, with 5 being the most plausible and 1 being the least plausible.

The results are shown in Table 2. Since both Attention Seq2Seq [75] and JointEmbedding [3] generate slow and near-stationary results, they score reasonably low on naturalness and synchrony, and trivially perform well on smoothness, which is even better than ground truth due to the motion jitter in ExPose annotation. Although Speech2Gesture [24] performs well on synchrony, unnatural poses lead to fair results on naturalness and smoothness. Moreover, as our hierarchical design can capture fine-grained associations between multi-level features and diverse body parts, we score better than Trimodal [74] on all three aspects, with comparable results against ground truth. Note that to measure the disagreement on scoring among the participants, we also calculate the Fleiss’s-Kappa statistic on 24 participants’ ratings over all methods. The Fleiss-Kappa value is 0.837, which is comparatively high and can be interpreted as “almost perfect agreement”.

4.5. Ablation Study

In this section, we present ablation studies on two key modules proposed in our framework. We report the results implemented on the TED-Expressive dataset.

Hierarchical Audio Learner. To show the effect of multi-level audio feature in generating co-speech gesture, we conduct experiments on our model (1) $f_{a}^{low}$ only, which means we only use low-level feature from hierarchical audio encoder, i.e., the weight for low-level is set as 1 and weights for mid/high level features are set as 0 in Eq. 3; (2) $f_{a}^{mid}$ only; (3) $f_{a}^{high}$ only; (4) w/o $f_{a}^{high}$, which means we do not involve high level audio negative samples mentioned in.
6.998 0.701 169.021
6.801 0.701 170.085
5.306 0.715 173.899
11.989 0.594 156.079
7.421 0.661 165.741
6.588 0.704 171.482
9.228 0.619 158.236
10.832 0.606 158.823
7.982 0.652 163.649
7.212 0.682 168.223

Table 3. Ablation study results of Hierarchical Audio Learner.

Table 4. Ablation study results of Hierarchical Pose Inferer.

Sec. 3.2 for contrastive learning; (5) w/o \( f_{a}^{\text{low,mid}} \), which states the situation without cross-level negative samples; (6) w/o text, in this setting the input of speech text is not used, so we do not use the contrastive loss \( L_{\text{mult}} \) for audio-text alignment and discriminative audio feature extraction. The results are shown in Table 3, which indicates the efficacy of Hierarchical Audio Learner. Concretely, the only use of single-level audio feature fails to excavate information at multiple granularities, thus leading to degradation in performance. Besides, the contrastive learning strategy further improves performance since it achieves discriminative audio feature extraction with the self-supervision of audio-text alignment. More importantly, we find that our method without text outperforms Yoon et al. [74] with the input of text. This demonstrates that the hierarchical design and coarse-to-fine generation manner can synthesize gestures of higher quality despite lack of text, enabling our method to handle general scenarios where video transcripts are unavailable.

Another ablation study relates to the Hierarchical Audio Learner is why we adopt contrastive learning strategy for discriminative feature extraction. We take inspiration from the fact that ASR models can semantically align text and audios, thus multi-level semantic information can be extracted from audio itself. However, the amount of data provided in the dataset is insufficient for training an expert ASR model, which leads to our choice of hierarchical contrastive design. For the ablation experiment, we use a well-trained ASR model [71] as the audio encoder and generate co-speech gestures without contrastive strategy. The low, middle and high level features are also extracted from the backbone in a similar way as our method. We denote this variant of HA2G as HA2G-ASR. The comparisons on the TED-Expressive dataset are shown in the Table 3. We can notice that the prior knowledge of pretrained ASR network prevents outlier predictions, which achieves competitive results compared to ours. This illustrates that using different levels of ASR features will benefit gesture generation. Note that the pretrained ASR network is trained on a large amount of additional data, while HA2G is trained with just a multi-level contrastive loss without involving other pretrained networks and additional data.

Hierarchical Pose Inferer. The experiments of Hierarchical Pose Inferer on our model contain: (1) Holistic, which means we do not use pose hierarchy and directly generate whole-body pose like previous methods [3, 24, 74, 75]; (2) w/o hand hierarchy, where the hand poses are generated holistically while body hierarchy remains; (3) w/o body hierarchy, where body poses are generated holistically while hand hierarchy remains; (4) Same audio \( f_{a}^{h} \), which means we pass identical hierarchical audio features to each level of motion hierarchy, i.e., all columns of style coordinator \( C \) are same in Eq. 3; (5) w/o \( L_{\text{phy}} \). Table 4 shows the results, which verify that Hierarchical Pose Inferer improves the performance. The pose hierarchy and distinct audio feature of each level enable the model to grasp fine-grained audiopose associations of different body parts, making generated pose more vivid. The physical regularization \( L_{\text{phy}} \) enhances FGD with more realistic human poses. Note that w/o body hierarchy outperforms w/o hand hierarchy. This is reasonable since the hand motion is more subtle, so hierarchical architecture’s impact on hand is more significant.

5. Discussion

Conclusion. In this paper, we propose a novel framework Hierarchical Audio-to-Gesture (HA2G) for co-speech gesture generation. We introduce Hierarchical Audio Learner with a contrastive learning strategy that extracts discriminative audio representations across semantic granularities. Then we propose Hierarchical Pose Inferer with a physical regularization to render the entire human pose gradually in a hierarchical manner. Extensive experiments demonstrate the superior performance of our proposed approach on co-speech gesture generation with high fidelity.

Limitation. From the dataset perspective, our model is trained on an English-based corpus, which brings inductive bias on language. How to build a versatile model to generate co-speech gesture of diverse languages is a worthy direction for the community to explore.
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A. More Details about Dataset

Choice of Data and Data Collection. Many learning-based approaches use motion and gesture training data captured in a MoCap studio with complex motion capture systems [38, 40]. They can acquire more accurate human motion data compared to automatic annotations on internet videos. However, such methods have the following drawbacks: 1) Owing to the high cost of MoCap data, it is hard to build a large-scale corpus of data covering various speaking contents and styles. For example, the length of MSP-AVATAR [58] and Personality Dyads Corpus [65] are less than 3h. 2) When capturing co-speech gesture data in the studio, the actors/actresses are asked to deliberately talk with their arms and hands moving, which contributes to the unnaturalness and exaggeration of captured motion data. Therefore, we follow the previous works [24, 74, 75] to collect internet videos and annotate 3D human pose as pseudo ground truth for later training. Specifically, Ginosar et al. [24] and Habibie et al. [25] use a speaker-specific gesture dataset of a very small number of speakers, i.e., 10 speakers in [24] and 6 speakers in [25], making them unable to transfer to general speaking styles. TED Gesture dataset is proposed by Yoon et al. [74] which contains over 1,700 TED talks covering diverse topics and speaker styles. Following Yoon et al. [74], we propose to build our TED-Expressive dataset based on the raw videos of TED talks. Differently, since the flexible finger movement matters a lot when people talk, we add the information of finger keypoints for more expressive co-speech gesture dataset establishment. We collect internet videos from the official TED channel on YouTube. We finally get 1,764 videos and their corresponding text transcripts.

Pose Annotation and Post-Processing. To get the reliable pseudo ground truth of co-speech human upper body pose with finger keypoints, we leverage the state-of-art 3D human motion estimator ExPose [17] for annotation. Similar to the step of [75], we segment videos into smaller shots by their scenes and annotate the 2D human pose of each frame by OpenPose [11]. With the 2D pose prior provided by OpenPose, we use ExPose [17] to annotate 3D upper body keypoints. Concretely, we use 43 keypoints, including 13 upper body joints (spine, neck, nose, left/right eyes, ears, shoulders, elbows and wrists, totally $3 = 3 + 5 \times 2$) and 30 finger joints (3 joints for each finger, totally $30 = 3 + 5 \times 2$). Then we select shots of interest under the following conditions: 1) the above mentioned 43 keypoints of speaker are visible for more than 50% frames of a clip; 2) the speaker should not remain almost still in the whole shot, i.e., the variance of motion is quite small; 3) the clip is longer than 5s. The statistics of TED Gesture and TED-Expressive dataset are recorded in Table 5. For the TED Gesture dataset, we randomly split the segments into the 80% training set, 10% validation set, 10% test set and finally get 199,384; 26,795; and 25,930 segments in each partition.

Pose Representation and Quality. After the filtering process, we effectively eliminate the influence of bone length by normalizing them into 42 unit directional vectors to represent each bone. Such 3D representation is invariant to root joint motion and body shape, thus making it more stable in the training phase. At the inference stage, the mean bone length over the training set is multiplied to predicted bone vectors for visualized results. The whole pipeline is automated, which facilitates us to build a large corpus of co-speech gesture dataset. Figure 5 shows the correspondence between keypoint index and joints. We can see that there are totally 43 annotated upper body keypoints, which are then transformed into 42 unit direction vectors as mentioned above.

As the pose annotations serve as pseudo ground truth in our pipeline, the quality of annotations is crucial for training. However, since the pose representation is 3D, we cannot follow Ginosar et al. [24] to evaluate the quality of annotations by automatic pipeline against human annotations. But the high performance of ExPose on benchmark datasets and our filtering algorithm guarantee that the data quality is good enough for utilization. Please refer to ExPose [17] for the detailed quantitative 3D pose estimation results on benchmark dataset. Overall, we use the open-source code of Trimodal [74], OpenPose [11] and ExPose [17] following their licenses.

Speech Audio Pre-Processing. The speech audios accompanied TED videos are raw waveforms, which are processed to 16kHz and convert to mel-spectrograms as 2D
time-frequency representations for more compact information preservation. The FFT window size is 1024 and the hop length is 512.

**Speech Text Pre-Processing.** We collect speech text input with the transcripts of TED videos. Then, the onset timestamps of each word are extracted by the Gentle forced aligner [56] to insert padding tokens. For example, for the speech text “Good morning everyone”, if there is a short pause between the word “morning” and “everyone”, then the padded word sequence is “Good morning o o everyone” as padded by Gentle if the time of this sentence is 5. Following the process of [74], the padded word sequences are transformed into word vectors of 300 dimensions through a word embedding layer.

**B. Architecture Details**

**Audio Encoder** $E_a$. The audio encoder is a ResNetSE34 borrowed from [18]. Specifically, we define the features output from ResNet Stage-2 as shallow feature map, features output from ResNet Stage-3 as middle feature map, features output from ResNet Stage-4 as deep feature map. Then, a series of upsampling, convolution, batchnorm and linear layers transform corresponding audio feature maps into the same size. When the input audio mel-spectrogram of size $1 \times 128 \times 70$, the channel dimension is frequency, time resolutions of different level features $f_a^{low}$, $f_a^{mid}$ and $f_a^{high} \in \mathbb{R}^{32}$ with their corresponding operations are shown in Table 6. The detailed feature dimensions after each operation are shown in Table 7. In this way, the hierarchical audio features are transformed into the same shape and the time dimension is exactly the frame number of a clip, i.e., 34 in our experiment, which is convenient for RNN-based model to take information of each time step as input. After the linear blending of multi-level features, hierarchical audio features for different levels of body parts are established and finally feed to cascaded bi-GRU for pose generation in a coarse-to-fine manner.

**Text Encoder** $E_t$. With the speech text pre-processing mentioned above, the word sequences are transformed into word vectors. Next, these word vectors are encoded by an off-the-shelf temporal convolutional text encoder [5]. The text encoder $E_t$ is 4-layered, the receptive field is 16 padded words centered at the current time step and the output dimension of text feature $f_t = E_t(t)$ is 32. In this way, the high-level audio feature and text feature at time-step $t$ are both of dimension 32, which enables the later contrastive learning strategy to leverage the natural audio-text correspondence for achieving discriminative cross-modal feature extraction.

**Speaker Identity Encoder** $E_{ID}$. The speaker identity encoder network $E_{ID}$ uses the standard ResNet-18-S5 model. And we do not load ImageNet pretrained weights. We also remove Global Average Pooling (GAP) and the final classifier to only leave the visual backbone for visual feature extraction. The input of the encoder is the first $M$ reference frame images of a clip $\{I_1, \ldots, I_M\}$ and the output is speaker identity embedding $f_{id} = E_{ID}(I_1, \ldots, I_M) \in \mathbb{R}^{18}$. Then through a linear layer of FC (18, 18) and softmax function, $f_{id}$ is transformed into the style coordinator $C \in \mathbb{R}^{3 \times H}$, where $\sum_{i=1}^{3} C[i, h] = 1$. In this way, the speaker identity can affect hierarchical audio feature weight on motion hierarchies.

**Motion Hierarchy Establishment.** The skeleton of human body is like a tree structure, where the father-joint carries the child-joint to move. To effectively learn the dynamic patterns of different human body parts, we propose to detach the joints from human body ends (fingers) to the main structure (spine) step-by-step and build a motion hierarchy of totally 6 hierarchies: 1) Nose, neck, spine and left/right eye, ear, shoulder; 2) Add left and right elbow; 3) Add left and right wrist; 4) Add left and right finger’s first joint; 5) Add left and right finger’s second joint; 6) Add left and right finger’s third joint. Note that we do not separate more detailed motion hierarchy inside the skeleton of human head. Because there is hardly internal movement in the skeleton of head part, i.e., nose, left/right eye and ear. The dynamic among the keypoints of head part is quite trivial under our setting, so it is unreasonable to separate them into different levels of motion hierarchies.

| Statistics                  | # of Videos | Interest Shots | Length | # of Segments | Interest Ratio |
|-----------------------------|-------------|----------------|--------|--------------|----------------|
| TED Gesture [74,75]         | 1,766       | 106.1h         |        | 252,109      | 25%            |
| TED-Expressive              | 1,764       | 100.8h         |        | 240,447      | 21%            |

Table 5. Statistics of the TED Gesture and TED-Expressive dataset.
### Table 6. Definitions of multi-level audio feature maps and transformed features on ResNetSE34.
The shallow/middle/deep feature maps are from the output of ResNetSE34’s stage2/3/4. Then, they are transformed by a series of operations to low/mid/high-level audio features, respectively.

| Feature Map | Output | Shape | Operation | Feature |
|-------------|--------|-------|-----------|---------|
| Input       | -      | $1 \times 128 \times 70$ | Pre-Conv  |         |
| Shallow     | Stage-2 | $64 \times 64 \times 35$ | Conv2d, ReLU, BN, FC | $f_a^{low}$ |
| Middle      | Stage-3 | $128 \times 32 \times 18$ | PixelShuffle, Conv2d, ReLU, BN, FC | $f_a^{mid}$ |
| Deep        | Stage-4 | $256 \times 16 \times 9$  | PixelShuffle, Conv2d, ReLU, BN, FC | $f_a^{high}$ |

### Table 7. Detailed feature shape after specific operations for the multi-level audio feature extraction.

1. Note that in the table, Conv2d $(c, k, s)$ means the output of the convolution is $c$, kernel size is $k$ and the stride is $s$; ReLU, BatchNorm2d $(c)$ means the relu and batch-norm operation on the feature of channel size $c$; Reshape operation combines the channel and frequency dimension together; FC $(i, o)$ means the fully connected linear layer with input dimension $i$ and output dimension $o$; PixelShuffle $(r)$ means the pixel shuffle operation [61] with resolution $r$. Specifically, PixelShuffle $(r)$ transforms a feature map of shape $(r^2 C) \times H \times W$ into $C \times (rH) \times (rW)$.

**Operations**

**Shallow Feature Map from Stage-2**

| Operations | Feature Map Shapes |
|------------|--------------------|
| Input      | $64 \times 64 \times 35$ |
| Conv2d (64, 2, 1) | $64 \times 63 \times 34$ |
| ReLU, BatchNorm2d (64) | $64 \times 63 \times 34$ |
| Reshape    | $4032 \times 34$ |
| FC (4032, 32) | $32 \times 34$ |

**Middle Feature Map from Stage-3**

| Operations | Feature Map Shapes |
|------------|--------------------|
| Input      | $128 \times 32 \times 18$ |
| PixelShuffle (2) | $32 \times 64 \times 36$ |
| Conv2d (32, 3, 1) | $32 \times 62 \times 34$ |
| ReLU, BatchNorm2d (32) | $32 \times 62 \times 34$ |
| Reshape    | $1984 \times 34$ |
| FC (1984, 32) | $32 \times 34$ |

**Deep Feature Map from Stage-4**

| Operations | Feature Map Shapes |
|------------|--------------------|
| Input      | $256 \times 16 \times 9$ |
| PixelShuffle (4) | $16 \times 64 \times 36$ |
| Conv2d (16, 3, 1) | $16 \times 62 \times 34$ |
| ReLU, BatchNorm2d (16) | $16 \times 62 \times 34$ |
| Reshape    | $992 \times 34$ |
| FC (992, 32) | $32 \times 34$ |

**GAN Discriminator** $D$. The architecture of discriminator $D$ is borrowed from [74], with its detailed network design in the Table 8.

**Pose Auto-Encoder.** Since the generation is a multi-modality problem, it is difficult to use evaluation metrics like L1 distance or L2 distance to judge whether the generated result is good or not. Fréchet Inception Distance (FID) [29] is widely leveraged to evaluate the image generation quality. It firstly pre-train a feature extractor to extract image latent features, then calculates the Fréchet distance between the distributions of the latent feature space of real and generated images. The feature vectors contain more information about characteristics, which is more perceptually plausible than raw pixel space. Based on this, Yoon *et al.* [74] propose a similar evaluation metric Fréchet Gesture Distance (FGD) to evaluate gesture quality.

To further evaluate the pose with expressive finger movements, we train a pose auto-encoder with 43 keypoints on TED-Expressive dataset. The auto-encoder firstly maps 34-frame poses into latent dimension of 128, and then reconstruct them. The detailed structure is borrowed from [74] and recorded in Table 9.

**C. Training Stage and Inference Stage**

At the training stage, the speech audios, transcripts and reference frames are all needed. The speech audio $a$ is encoded by the hierarchical audio encoder $E_a$ to get multi-level audio features $f_a^{low}$, $f_a^{mid}$ and $f_a^{high}$. The speech transcript $t$ is encoded by $E_t$ into text features $f_t$, which are then used by contrastive learning strategy to achieve more discriminative audio feature extraction. Therefore, speech text takes an auxiliary effect in our proposed framework. The reference frames $I = (I_1, \ldots, I_M)$ are encoded by $E_{ID}$ to represent speaker's identity $f_{id}$, which is then transformed to style coordinator $C$ for feature blending. Besides, reference frames are also used to extract initial poses and finally feed into cascaded bi-GRU to generate co-speech gestures in a coarse-to-fine manner.

At the inference stage, the speech transcript is not needed. This is the reason why we do not involve the variable $t$ in the Eq. 1 in our main text. If the reference frames and initial poses are available, we can follow...
the whole pipeline to generate gestures. For the situations where reference frames and initial poses are unavailable, we can sample a style vector from normal distribution to serve as speaker identity \( f_{sd} \). Then we can sample an arbitrary sequence of initial poses from the dataset to generate the gestures.

**D. Statistics in Physical Constraint**

Previous methods on co-speech gesture generation mostly fail to consider human physics constraints, which contributes to unnatural pose and incoherent results. Therefore, we propose to add restrictions on the included angle between bones to ensure reasonable human pose. Concretely, the pose is represented as bone direction vector, which is rendered as \( p = [d_1, d_2, \ldots, d_{j-1}] \) and \( J \) is the total number of joints. For the \( j \)-th bone vector \( d_j \in \mathbb{R}^3 \) and the \((j+1)\)-th bone vector \( d_{j+1} \in \mathbb{R}^3 \), we can compute their included angle \( \theta_j \) by the arc-cosine function on their cosine value. Since there is no benchmark dataset with accurate finger keypoints annotations under co-speech settings, we use the hand pose estimator ExPose [17] to annotate the TED-Expressive dataset. With the pseudo ground truth, we can calculate the mean and variance of each angle, which later serve as the mean and variance of Gaussian distribution. The loss function for the physics constraint is the log-likelihood function:

\[
L_{phy} = -\log \prod_{j=1}^{J-1} \mathcal{N}(\theta_j; \mu_j, \sigma_j^2) = - \sum_{j=1}^{J-1} \log \mathcal{N}(\theta_j; \mu_j, \sigma_j^2),
\]

(12)

where \( \theta_j = \arccos \frac{d_j \cdot d_{j+1}}{|d_j||d_{j+1}|} \) is the \( j \)-th angle value, \( \mu_j \) and \( \sigma_j^2 \) are the mean and variance of the \( j \)-th angle respectively. We illustrate in Table 10 the means and variances of the included angles (0-180 degrees) around two important joints. In particular, we use \( \theta_s \) to denote the included angle around the shoulder joint and \( \theta_e \) for the included angle around the elbow joint. Although some angles may not strictly follow the Gaussian distribution, the intention of physical constraint is to prevent outlier predictions. Thus the assumption of Gaussian distribution could play the role in regularizing generated poses. The ablation study in Table 4 (the setting of “w/o \( L_{phy} \)”) shows the effectiveness of such a constraint.

| Statistics | Left \( \theta_s \) | Left \( \theta_e \) | Right \( \theta_s \) | Right \( \theta_e \) |
|-----------|----------------|----------------|----------------|----------------|
| mean(°)   | 116.6          | 75.1           | 127.1          | 85.3           |
| var(°)    | 9.01           | 7.30           | 7.53           | 7.22           |

Table 10. Statistics of important important joint angles.

**E. Analysis on Beat Consistency Score Metric**

Beat Consistency Score (BC) is a metric adapted by us for motion-audio beat correlation. Previous methods detect motion beats by finding the local optima of kinematic velocity [41], while we propose to utilize the change of included angle between bones to track motion beats. The main reasons are two-fold: 1) previous methods are under the setting of music2dance, where human body involves a global body translation in a large scale. In other word, all of the human body joints move fast when people dance and the velocity quickly drops when they stop to match a music beat. While in our co-speech gesture settings, the arms are comparatively still and the fingers are more flexible, so their moving scales vary a lot, we can not directly sum up them. 2) Compared to using the shifts of keypoints, we propose to use the included angle to detect motion beat. This is because the human body follow a tree structure. If the arm moves, hand and wrist will follow the movement of arm, which is similar to the process of orbital revolution and self-rotation: the father-joint carry the child-joint to move like the orbital revolution and the internal movement of child-joint resembles self rotation. Therefore, directly calculating the Euclidean distance for each joint is unreasonable.

After calculating mean absolute angle change (MAAC) of angle \( \theta_j \), we can calculate the sum angle change rate of a certain frame \( t \) for the \( n \)-th clip as:

\[
\frac{1}{J-1} \sum_{j=1}^{J-1} \frac{||\theta_{j,n,t+1} - \theta_{j,n,t}||_1}{\text{MAAC}(\theta_j)}.
\]

(13)

Then we propose to extract the kinematic beat through filtering the angle change rate by following conditions: 1) The angle change rate is a local optimum, e.g., the angle change rate of 9, 10, 11 time-step is 0.2, 0.1, 0.2, respectively. Then the time-step 10 is a local optimum. 2) The difference of the local optima with either side time-step is larger than a threshold. This is to filter the trivial situation where angle change rates are almost the same during a period of time and guarantee a sudden change of angle change rate as motion beat. For example, the angle change rate of 8, 9, 10, 11, 12 time-step is 0.11, 0.1, 0.11, 0.1, 0.11. It improper to take the time-step 9 and 11 as motion beat. The threshold controls what extent of angle change rate difference is perceived it as a motion beat. A very low threshold will detect the near-stationary motion sequence as many motion beats if there are many trivial beats of type 2 mentioned in the last paragraph. A very high threshold will ignore the normal motion beat. We present the influence of threshold over all baseline method in Fig. 3. We can see that our method can achieve superior performance on BC metric with high robustness to threshold compared to baseline methods. Note that both Attention Seq2Seq [75] and Joint Embedding [3] show low value of BC Score over all
| Feature | Feature Shapes | Operations |
|---------|----------------|------------|
| Input   | $34 \times 126$ | Transpose (0, 1) |
| Pre-Conv Layer-1 | $126 \times 34$ | Conv1d (126, 16, 3), BatchNorm1d (16), LeakyReLU (0.2) |
| Pre-Conv Layer-2 | $16 \times 32$ | Conv1d (16, 8, 3), BatchNorm1d (8), LeakyReLU (0.2) |
| Pre-Conv Layer-3 | $8 \times 30$ | Conv1d (8, 8, 3), Transpose (0, 1) |
| Bi-Directional GRU | $28 \times 8$ | Bi-Directional GRU (8, 64) |
| FC-1 | $28 \times 64$ | FC (64, 1), Squeeze(1) |
| FC-2 | 28 | FC (28, 1), Sigmoid |
| Output | 1 | - |

Table 8. **Detailed structure and feature shape of Discriminator $D$.** †Note that in the table, the meanings of contents in operations column are: Conv1d (in_channels, out_channels, kernel_size), BatchNorm1d (feature_dim), LeakyReLU (alpha), Transpose (axis1, axis2), Bi-directional GRU (in_size, hidden_size), FC (in_size, out_size), Squeeze (axis), Sigmoid.

| Feature | Feature Shapes | Operations |
|---------|----------------|------------|
| Input   | $34 \times 126$ | Transpose (0, 1) |
| Layer-1 | $126 \times 34$ | Conv1d (32, 3, 1), BatchNorm1d (32), LeakyReLU (0.2) |
| Layer-2 | $32 \times 32$ | Conv1d (64, 3, 1), BatchNorm1d (64), LeakyReLU (0.2) |
| Layer-3 | $64 \times 30$ | Conv1d (64, 4, 2), BatchNorm1d (64), LeakyReLU (0.2) |
| Layer-4 | $64 \times 14$ | Conv1d (32, 3, 1) |
| Out1 | $32 \times 12$ | Flatten, FC (384, 256), BatchNorm1d (256), LeakyReLU (0.2) |
| Out2 | 256 | FC (256, 128), BatchNorm1d (128), LeakyReLU (0.2), FC (128, 128) |
| Latent | 128 | - |

Table 9. **Detailed structure and feature shape of Pose Auto-Encoder.** †Note that in the table, Conv1d/ConvTranspose1d (c, k, s) means the output of the convolution/transpose-convolution is c, kernel size is k and the stride is s; LeakyReLU, BatchNorm1d (c) means the leaky-relu and batch-norm operation on the feature of channel size c.

threshold, which also proves that they fail to generate results that are synchronous to speech since their gestures are almost still. Although Speech2Gesture [24] shows higher performance on low threshold, they match the trivial beats and perform lower than our method on normal thresholds.

F. Choice of Speaker Identity Extraction

We leverage RGB frames rather than poses for identity information extraction. The appearances of different identities would vary significantly. Though dynamic information can hardly be inferred from the $M$ inputs, our method focuses more on the appearance information like the speaker’s height, age and nationality. Inferring speaking styles from appearances or identities only has also been proven effective in Yoon et al. [74]. The only speaker-related information we can access is the initial frames, thus we are trying to make the best use of them.

G. Additional Experiments

G.1. Ablation Study on TED Gesture Dataset

We further conduct ablation study on TED Gesture and report results below, which shows the effectiveness of each module. The TED Gesture dataset lacks finger annotations, resulting in the lower motion hierarchy and less significant performance improvement brought by each module.
Figure 3. The influence of threshold on Beat Consistency (BC) Score metric. We present the BC value of baseline methods and ours under the threshold of range 0.01 to 0.3 with step size of 0.01.

G.2. Influence of Reference Frame Number $M$

All the models are implemented with the same amount of information given as the input, including the number of initial poses $M$. The setting of using $M = 4$ frames as seed pose is proposed in Trimodal [74]. Our whole setting basically follows theirs. To investigate the influence of $M$, we further set $M$ as 1 and 7. The results below suggest that the performance gain derived from additional initial poses is marginal, which shows the robustness of the proposed method to hyper-parameter $M$.

| $M$ | FGD | BC | Diversity |
|-----|-----|----|-----------|
| 1   | 5.994 | 0.708 | 169.425 |
| 4   | 5.306 | 0.715 | 173.899 |
| 7   | 5.177 | 0.715 | 174.313 |

Table 11. Influence of reference frame number $M$.

G.3. Randomness of Diversity Metric

The Diversity metric is adapted from [39] and is popularly used in other works [33]. In order to mitigate the influence of randomness, we randomly sample 500 pairs, which is much more than the number 200 in [39]. To ensure and verify the reproducibility, we further conduct the evaluation 10 times (create random samples 10 times with different random seeds). The results are listed in the table below. We can see that the difference is comparatively small between each group, which proves that the Diversity metric can be reproduced and the sample number of 500 is enough to alleviate randomness.

| Group | Diversity |
|-------|-----------|
| 1     | 172.58    |
| 2     | 171.91    |
| 3     | 173.60    |
| 4     | 173.66    |
| 5     | 173.71    |
| 6     | 172.12    |
| 7     | 171.88    |
| 8     | 173.02    |
| 9     | 173.80    |
| 10    | 172.83    |

Table 12. Randomness of the Diversity metric.

H. Limitations and Future Work

Our work mainly have the following limitations: 1) Since when people talk to others, the most important non-verbal behavior is upper body movements. Hence we only delve into the co-speech gesture generation of human upper body, without considering full body motions. This will make our trained avatars fail to walk around like TED Talk narrators. 2) In the TED Talk dataset, some data samples have very strong prior on human hand pose at the specific settings that will affect training, e.g., people with speaker or chalk in their hand as shown in Fig. 4. 3) Although our proposed approach can capture the fine-grained motions of co-speech finger movements and diverse dynamic patterns of different human body parts, we still find it difficult to capture some very subtle movements like “shrug”. This is mainly due to the fact that there hardly exists such action samples in the dataset and it is very hard for our model to learn such dynamic patterns. In future work, we will improve our method to capture full-body co-speech gestures and some very minor pose movements and we will enhance the automatic dataset pipeline algorithm to filter samples with strong prior that may affect our training quality.

I. Social Impact

Making co-speech gestures to complement conversational information is a kind of innate non-verbal behavior for human, while this work encourages the machine intelligence to be equipped with such ability, especially learn to animate the subtle hand and arm motions. Therefore, this
work can exert positive impacts on both machine learning research and application field. On the one hand, the proposed approach identifies the advantages of hierarchical architecture design to extract cross-modal information at multiple granularities and excavate the fine-grained audio-pose associations, which can further facilitate cross-modal animation tasks like talking face generation and music2dance prospectively. On the other hand, the speech-driven gesture generation technique has a wide range of beneficial applications for society, including digital human broadcaster and social robots. Specifically, it could also assist dumb people to learn communication skills by teaching sign language with expressive human-like motions. Since the generated motions are all skeleton-based, they hardly have detrimental impact in most cases. Still, it may potentially lead to the misuse of copyrighted 3D character models if we animate them without permission. Besides, the bias of the dataset may have some negative impact, e.g., some gestures may have negative meanings for some nations. But we believe the proper use of this technique will enhance positive societal development.

J. Details of User Study

The study involves 24 participants. They take 25-35 min to complete the task. The participants are 12 females and 12 males, with age range of 18-24 years old. The users are unaware of which motion sequence corresponds to which method or even the ground truth. Specifically, we randomly shuffle the order of video placement for all methods every time, so that participants can concentrate only on the quality of generated results for fair comparison.

We have provided the users with instructions before conducting the study. The participants are asked to judge the three perspectives in the following manner: a) For “Naturalness”, does motion look natural and like real human poses regardless of background speech? There should not be any strange angles and unnatural movements. b) For “Smoothness”, does the generated motion maintain smoothness in temporal dimension, with no obvious rigid or stuck movements, regardless of background speech audio? c) For “Synchrony”, does the generated motion match the corresponding speech audio both rhythmically and semantically? We also show the raw videos of TED Talk before participants’ rating process to help them make more accurate judgement. 24 participants of 12 females and 12 males are involved in the study, covering 4 nationalities in order to bridge biases. 12 of them are researchers from the field of deep generative models and others are from other fields.