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Abstract

The reduction of undecidable first-order logic to decidable propositional logic via Herbrand’s theorem has long been of interest to theoretical computer science, with the notion of a Herbrand proof motivating the definition of expansion proofs. In this paper we construct simple deep inference systems for first-order logic, both with and without cut, such that ‘decomposed’ proofs—proofs where the contractive and non-contractive behaviour of the proof is separated—in each system correspond to either expansion proofs or Herbrand proofs. Translations between proofs in this system, expansion proofs and Herbrand proofs are given, retaining much of the structure in each direction.

1 Introduction

1.1 Herbrand’s theorem

Much of the development of first-order proof theory was driven by Hilbert’s Program, an attempt by the (largely overlapping) mathematical and philosophical community to rebuild faith in set theory, to retake ‘the paradise that Cantor created for us’ by formalizing and proving the consistency of infinitary mathematics by finitary means [22]. This is the context in which Herbrand’s work was carried out—in essence, Herbrand’s project was to find a concise representation of the content of first-order proofs that was truly first order, as opposed to merely propositional. Using this representation, he aimed to prove the consistency and completeness of first-order logic and can be seen as a close relative of Gödel’s completeness theorem. The importance of such a project, especially to the then still embryonic field of theoretical computer science, is that while propositional logic is decidable, full first-order logic is not. With this in mind, Herbrand’s theorem [20] can be seen as teasing out the kernel of undecidability from first-order logic.

The basic idea of Herbrand’s theorem is perhaps best introduced by a simple example, one common in the literature. Take the first-order translation of the sentence ‘There exists two irrational numbers \(a\) and \(b\) such that \(ab\) is rational.’, which we will abbreviate as \(\text{Q}(a) \land \text{Q}(b) \land \text{Q}(ab)\) (Figure 1). For an intuitionist, a proof of the statement would have to be a pair of rationals \((a, b)\) that fit the bill. However, classical proofs can be more liberal: if for some finite list of pairs 
\[(a_1, b_1), \ldots, (a_n, b_n)\]
we can prove that \(\bigvee_i (\text{Q}(a_i) \land \text{Q}(b_i) \land \text{Q}(ab_i))\) is a true sentence, then we have proved the original statement. It turns out that the second approach gives us a simpler proof than the first. For if we choose \(a_1 = \sqrt{2}, b_1 = \sqrt{2}, a_2 = \sqrt{2}, b_2 = \sqrt{2}\), proving the required statement is simply shown to reduce to proving that \(\sqrt{2} \sqrt{2}\) is either rational or irrational.\(^1\) This strategy of proving existential formula by expanding them into a finite disjunction of instantiations is the crux of Herbrand’s theorem.

\(^1\)In fact, Kuzmin proved \(\sqrt{2} \sqrt{2}\) to be transcendental [27]
Herbrand proofs and expansion proofs as decomposed proofs

\[ \exists a, b \in \mathbb{R}(\overline{Q}(a) \land \overline{Q}(b) \land Q(a^b)) \]

\[ \downarrow \quad \downarrow \]

\[ \exists a, b(\overline{Q}(a) \land \overline{Q}(b) \land Q(a^b)) \quad \lor \quad \exists a, b(\overline{Q}(a) \land \overline{Q}(b) \land Q(a^b)) \]

\[ \downarrow \quad \downarrow \]

\[ \overline{Q}(\sqrt{2}) \land \overline{Q}(\sqrt{2}) \land Q(\sqrt{2}^{\sqrt{2}}) \quad \lor \quad \overline{Q}(\sqrt{2}^{\sqrt{2}}) \land \overline{Q}(\sqrt{2}) \land Q(2) \]

\[ \downarrow \quad \downarrow \]

\[ Q(\sqrt{2}^{\sqrt{2}}) \quad \lor \quad \overline{Q}(\sqrt{2}^{\sqrt{2}}) \]

**Figure 1.** A demonstration of \( \exists a, b \in \mathbb{R}(\overline{Q}(a) \land \overline{Q}(b) \land Q(a^b)) \) in ‘Herbrand’ style.

Unfortunately, Herbrand’s own statement of his theorem, let alone the proof, is notoriously ‘hard to follow’ [23] and many of his lemmas are incorrect [15]. Therefore, most contemporary treatments reformulate the material, both stating and proving the theorem using terminology and techniques not available to Herbrand.\(^2\) For example, we have the following statement of Herbrand’s theorem in a prominent, more recent exposition by Buss [12]:

**Theorem 1 (Herbrand’s theorem).**
A first-order formula \( A \) is valid if and only if \( A \) has a Herbrand proof. A Herbrand proof of \( A \) consists of a blueprenexification \( A^* \) of a redstrong \( \lor \)-expansion of \( A \) plus a magentawitnessing greensubstitution \( \sigma \) for \( A^* \).

Herbrand’s theorem has also been stated and proven in a *deep inference* system, where we are able to freely compose derivations using propositional connectives and quantifiers [11, 16, 17]. The statement is as follows [10]:

**Theorem 2 (Herbrand’s theorem).**
For each proof of a formula \( S \) in system \( \text{SKSgr} \) there is a substitution \( \sigma \), a propositional formula \( P \), a context \( Q \{ \} \) consisting only of quantifiers and a *Herbrand proof*:

\[
\frac{\|_{\text{KS}}(\text{ai}^\top)}{\lor x P \sigma} \quad \frac{\| \{n\downarrow\}}{Q \{P\}} \quad \frac{\| \{gr\downarrow\}}{S'} \quad \frac{\| \{qe\downarrow\}}{S}
\]

\(^2\)The author, with Jack Webb, is currently working on an article presenting a correct proof of the theorem that stays as close as possible to Herbrand’s strategy, expanding on the co-author’s masters thesis [37].
From these we can abstract a pattern of four key steps necessary for a Herbrand proof.

1. Expansion of existential subformulae.
2. Prenexification/elimination of universal quantifiers.
3. Term assignment.
4. Propositional tautology check.

This strategy is common to the two approaches. But we can also note the difference between the two formulations. One key difference between the two is that, while Buss’ definition of a Herbrand proof is that it is a \textit{sui generis} form of proof, not a particular class of proof in a particular proof formalism, whereas Brünnler’s is merely a subclass of proofs in a particular deep inference system. In deep inference, each of the four conditions for the Herbrand proof correspond to certain first-order inference rules, rather than an \textit{ad hoc} operation on a first-order formula. Is this not possible in the sequent calculus?

1.2 Herbrand’s theorem as a decomposition theorem

The key to the difference between Buss’s and Brünnler’s Herbrand proofs can be found in one of the earliest deep inference papers, setting out two properties related to contraction that one might want for a classical proof system. The second property, the property of having a \textit{decomposition theorem} [3, 5] is the following:

‘Proofs can be separated into two phases (seen bottom-up): The lower phase only contains instances of contraction. The upper phase contains instances of the other rules, but no contraction. No formulae are duplicated in the upper phase.’ [9]

Brünnler shows that a standard sequent calculus proof system with multiplicative rules do not have a valid decomposition theorem. The suggested way round this restriction is to use systems with \textit{deep contraction}. In fact, this restriction on sequent calculus systems is shown by McKinley in [28] to create a gap in Buss’s proof of Herbrand’s theorem in [12]. The faulty proof assumes that if one restricts contraction to only existential formulae, one retains completeness (assuming a multiplicative $\land R$ rule). That this is false can be seen by considering the sequent below, where the application of any multiplicative $\land R$ rule leads to an invalid sequent:

$$\vdash \forall x A \land \forall x B, (\exists x \bar{A} \lor \exists x B) \land (\exists x \bar{A} \lor \exists x B).$$

It is the inability of sequent systems to satisfy this property that ensures that Herbrand proofs can never be expressed as a subclass of sequent proofs. Moreover, the first stage of a Herbrand proof is duplicating existential formulae, which when translated into a bottom-up proof system is performed by contraction. Therefore, Herbrand proofs, in common with decomposed proofs, have contractions at the bottom of their proofs. Therefore, we can see Herbrand’s theorem as the first-order instantiation of the more general proof theoretic procedure of decomposition.

1.3 Expansion proofs as decomposed proofs

Herbrand proofs are not the only way that Herbrand’s theorem has been reinterpreted. Another strand of research was initiated by the definition of ‘expansion proofs’, a generalization of Herbrand’s theorem to higher-order logics [30]. The idea is to enrich formulae, explicitly adding in substitution information as syntax, so that they contain the ‘Herbrand’ information of a first-order proof of that formula. One intuitive way to think about expansion proofs is as Coquand-style games: \exists \text{loise}, who can choose terms at existential node, plays \forall \text{belard}, who chooses variables at universal nodes. Once
all the quantifiers are expanded, ∃λoise wins if the resulting propositional formula is a tautology, ∀ otherwise. The first-order formula is true iff ∃λoise has a winning strategy.

However, the game described above could only represent intuitionistically valid proofs. For classical proofs, we must give ∃λoise the ability to ‘backtrack’, returning to any previously expanded existential node at any point to choose another term. The winning condition is now a disjunction over all of ∃λoise’s choices. Since ∃λoise can only include free variables in her terms once ∀belard has played them, this gives her access to more winning strategies, matching the fact that more first-order sentences are true classically than intuitionistically.

As an example, we consider the drinker’s formula, \( \exists x \forall y [\bar{P}x \lor Py] \), as popularized by Smullyan: ‘There is someone in the pub such that, if they are drinking, then everyone in the pub is drinking.’ As the outermost quantifier is an existential, ∃λoise moves first. At this point, there is no other move but to choose a closed term at random. ∀belard then chooses a variable to play—clearly he should not pick the same term as ∃λoise. Assuming not, the resulting tautology would at this point be something along the lines of \( [Pa \lor \bar{P}b] \), it seems as if ∃λoise does not have a winning strategy. However, ∃λoise is allowed to backtrack, choosing the variable ∀belard picks for her second existential witness. This time, whatever ∀belard picks, the disjunction over the two choices will be a tautology, say \( (Pa \lor \bar{P}b) \lor (Pb \lor \bar{P}c) \).

In the original presentation of expansion proofs, Miller provides translations back and forth between his new formalism and the sequent calculus. However expansion proofs did not enjoy all the usual features of a proof system. Firstly, there is no account of the propositional aspect, just a tautology check. Obviously one could be given, but there is no natural analogue of expansion proofs for classical propositional logic. This isn’t really a problem—the motivation behind expansion proofs is certification of first-order proofs, and using a first-order proof as a certificate for itself isn’t of much use. Secondly, there is no means to compose proofs by cut and certainly no cut elimination. In fact, proving cut elimination for expansion proofs, or similar structures has been a relatively active topic of research in recent years. In [19], a system of ‘proof forests’ is presented, a graphical formalism of expansion proofs with cut and a local rewrite relation that performs cut elimination. Similar work has been carried out in [29]. A more categorical approach has also been given in [2].

Instead of a sui generis formalism for expansion proofs with cut, we show a class of deep-inference proofs that closely correspond to expansion proofs and another to expansion proofs with cuts, giving translations that are fully canonical in one direction, and partially in the other. Thus, expansion proofs represent certain key information contained in a proof, and can be used to guide normalization.

Thus, we have two different approaches to Herbrand’s theorem: Herbrand proofs and expansion proofs. The first approach is from a more Hilbertian line of proof theory, with links often made to
model theory and Gentzen’s cut elimination results; the other integrated with newer traditions, such as game semantics and proof nets. However, apart from the definition of new inference rules, no real syntactic innovations are needed to situate both these approaches within open deduction proof systems, showcasing their capacity to internally describe a wide range of proof theoretic approaches.

1.4 Summary and open questions

In this paper, we present a study of Herbrand’s theorem from the point of view of open deduction, a deep inference formalism. We describe a class of first-order proof, Herbrand proofs, and state and prove Herbrand’s theorem for cut-free first-order proofs in open deduction as a transformation into a Herbrand proof. We introduce expansion proofs, and a class of first-order proof that corresponds closely to them: proofs in Herbrand Normal Form. We then show the translations between Expansion Proofs and proofs in Herbrand Normal Form, and cut elimination for expansion proofs with cuts, also known as proof forests, can used for an indirect deep inference cut elimination theorem. Most of the content of this paper is contained within my PhD Thesis [32]. Some proofs which are not so pertinent to the major themes of this paper have been omitted, all of these can be found in full in [32]. Finally, I would like to explicitly draw attention to a number of open questions and problems that are implicitly posed to the reader below:

- To what extent can we give native cut elimination proofs in SKSq that model the cut elimination relations for expansion proofs given in [19], [29] and [6]?
- As noted in [1], the rules of passage can be used to produce proofs of first-order sentences that are non-elementarily shorter than can be provided in a standard sequent system such as LK. How does this complexity analysis translate into the deep inference setting, where certain rules of passage are standard inference rules of even cut-free systems such as KSq?
- In 1900, Hilbert decided not to present what is now called his ‘twenty-fourth problem’ [24, 35, 36]. Put briefly, he was to ask the assembled mathematicians to ‘find criteria of simplicity or rather prove the greatest simplicity of given proofs.’ To what extent do any of the first-order proof systems discussed in this paper satisfy Hilbert’s desire for such criteria, and what evidence can be offered in support of such a claim?

2 Preliminaries on Open Deduction

As discussed above, we will work in the open deduction formalism. Open deduction differs from the sequent calculus in that we build up complex derivations with connectives and quantifiers in the same way that we build up formulae [17]. We can compose two derivations horizontally with \( \lor \) or \( \land \), quantify over derivations, and compose derivations vertically with an inference rule.

**Definition 3**

An open deduction derivation is inductively defined in the following way:

- Every atom \( Pt_1 \ldots t_n \) is a derivation, where \( P \) is an \( n \)-ary predicate, and \( t_i \) are terms. The units \( t \) and \( f \) are also derivations.

\[
\begin{array}{c}
\frac{A}{B} & \frac{C}{D}
\end{array}
\]

If \( \frac{A}{B} \) and \( \frac{C}{D} \) are derivations, then:
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- \( \frac{A \ast C}{B \ast D} = \frac{A}{B} \ast \frac{C}{D} \) and \( \frac{Q \ast A}{Q \ast B} = \frac{Q}{Q} \left( \frac{A}{B} \right) \) are derivations.

- \( \frac{A}{B} \ast \frac{C}{D} = \frac{A}{B} \ast \frac{C}{D} \) is a derivation, if \( \frac{C}{D} = \frac{\rho}{D} \) is an instance of \( \rho \).

When we write \( \frac{A}{B} \), it means that every inference rule in \( \phi \) is an element of the finite set of inference rules \( S \) (we call \( S \) a proof system) or an equality rule.

**Remark 4**
Formulae are just derivations built up with no vertical composition. Open deduction and the *calculus of structures* (the better known deep inference formalism) polynomially simulate each other [18].

**Definition 5**
We define a section of a derivation in the following way:

- Every atom \( a \) has one section, \( a \).
- If \( A \) is a section of \( \phi \), and \( B \) is a section of \( \psi \), then \( A \ast B \) is a section of \( \phi \ast \psi \), and \( Q \ast A \) is a section of \( Q \ast \phi \).

- If \( A \) is a section of \( \frac{B}{C} \) or \( \frac{D}{E} \) and \( \phi = \frac{\rho}{D} \) then \( A \) is a section of \( \phi \).

The premise and conclusion of a derivation are, respectively, the uppermost section and lowermost section of the derivation. A *proof* of \( A \) is a derivation with premise \( t \) and conclusion \( A \), sometimes written \( \frac{t}{A} \).

**Definition 6**
We define the rewriting system \( Seq \) as containing the following two rewrites \( S_l \) and \( S_r \):

\[
K \left\{ \frac{A}{B} \right\} \left\{ \frac{\rho}{\rho} \right\} \left\{ \frac{A_1}{B_1} \right\} \left\{ \frac{A_2}{B_2} \right\} = K \left\{ \frac{A_1}{B_1} \right\} \left\{ \frac{\rho_1}{\rho_2} \right\} \left\{ \frac{A_2}{B_2} \right\} = K \{ A_1 \} \left\{ \frac{\rho_1}{\rho_2} \right\} \left\{ \frac{A_2}{B_2} \right\} \]  

\[
K \frac{A}{B} \left\{ \frac{\rho_1}{\rho_2} \right\} \left\{ \frac{A_2}{B_2} \right\} \left\{ \frac{A_1}{B_1} \right\} = K \frac{A}{B} \left\{ \frac{\rho_1}{\rho_2} \right\} \left\{ \frac{A_2}{B_2} \right\} \left\{ \frac{A_1}{B_1} \right\} = K \left\{ \frac{A}{B} \right\} \left\{ \frac{\rho_1}{\rho_2} \right\} \left\{ \frac{A_2}{B_2} \right\} \left\{ \frac{A_1}{B_1} \right\} \]  

If \( \phi \) is in normal form w.r.t. \( Seq \), we say \( \phi \) is in *sequential form*. If \( \phi \rightarrow^*_{Seq} \psi \) and \( \psi \) is in sequential form, we say that \( \psi \) is a *sequentialization* of \( \phi \).
PROPOSITION 7
A derivation $\phi$ is in sequential form iff. it is in the following form, where $\rho_i$ are all the non-equality rules:

\[
\begin{align*}
\text{= } & \quad A \\
K_1 \{ & \rho_1 \frac{A_1}{B_1} \} \\
\text{= } & \quad \vdots \\
K_n \{ & \rho_n \frac{A_n}{B_n} \} \\
\text{= } & \quad B
\end{align*}
\]

DEFINITION 8
A closed derivation is one where every section of the derivation is a sentence (i.e. a formula with no free variables), and is regular if no variable is used in two different quantifiers.

We define relative strength and equivalence between proof systems in the standard fashion.

DEFINITION 9
An inference rule $\rho$ is admissible for a proof system $S$ if for every proof $\phi \vdash_{S\cup\{\rho\}}$ there is a proof $\phi \vdash_{S}$.

DEFINITION 10
An inference rule $\rho$ is derivable for a proof system $S$ if for every instance $\phi \vdash_{S\cup\{\rho\}} A \frac{A}{B}$ of $\rho$ there is a derivation $\phi \vdash_{S\cup\{\rho\}} A \frac{A}{B}$.

2.1 KS and SKS, KSq and SKSq

We define four basic open deduction systems for classical logic, two for propositional logic, two for classical; two cut-free systems and two with cut. These are standard in the literature [8, 10] and allow us to ground the material developed below in the existing deep inference literature.

DEFINITION 11
In Figure 3, we define the proof systems KS, SKS, KSq and SKSq.

Cut elimination for propositional logic is a standard deep inference theorem.

THEOREM 12
$\text{ai} \uparrow$ is admissible for all systems $\text{KS} \subseteq S \subseteq \text{SKS}\backslash\{\text{ai} \uparrow\}$

PROOF. Proofs can be found in many places, e.g. Theorem 1.55 of [32]. □
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Figure 3. The four core classical proof systems. The two dimensions are cut-free/cut-full (S) and propositional/first-order (q). Below, in the middle box, is the equality relation for propositional logic, which is extended by the rules in the bottom box for first-order logic.

We also introduce the rules of passage (also known as retract rules [10]), originally described by Herbrand [20, 21]. Since they are essentially used in his work as rewriting rules, they can be considered deep inference rules avant la lettre.

Definition 13
The following eight rules are the rules of passage

\[
\begin{align*}
\forall x A &= \forall z [z \rightarrow x]A \\
\forall x \forall y A &= \forall y \forall x A \\
\forall x t &= t = \exists x t \\
\forall x A \wedge B &= \forall x A \wedge B \\
\forall x A \vee B &= \forall x A \vee B \\
\forall x A &= \forall x A \\
\forall x A &= \forall x A
\end{align*}
\]

where \( x \in FV(B) \). We refer to the down rules collectively as \( \text{RP}_\downarrow = \{r1\downarrow, r2\downarrow, r3\downarrow, r4\downarrow\} \), the up rules as \( \text{RP}_\uparrow = \{r1\uparrow, r2\uparrow, r3\uparrow, r4\uparrow\} \) and all the rules of passage as \( \text{RP} = \text{RP}_\downarrow \cup \text{RP}_\uparrow \).

The rules of passage allow for prenexification and deprenexification of formulae. Since there are formulae whose cut-free sequent calculus proofs are non-elementarily shorter than their prenexified forms [1, 7, 33], adding the four rules \( \{r1\uparrow, r2\uparrow, r3\uparrow, r4\uparrow\} \) to a cut-free first-order system leads to significantly shorter proofs.
Theorem 14

SKS and KS are sound and complete for classical propositional logic, SKSq and KSq are sound and complete for first order logic.

3 Herbrand Proofs

As discussed in the introduction, we will present two different conceptions of representing the ‘Herbrand content’ of a proof: Herbrand proofs and expansion proofs. For each we define both a deep inference proof system—KSh1 and KSh2—and a class of proofs in each system that corresponds to Herbrand or expansion proofs, respectively. First, we will present KSh1 and Herbrand proofs.

3.1 KSh1 and Herbrand proofs

As discussed in the introduction, Herbrand proofs consist of the following four steps:

1. Expansion of existential subformulae.
2. Prenexification/elimination of universal quantifiers.
3. Term assignment.
4. Propositional tautology check.

In [10], it is shown that all four of these steps can be carried out by inference rules in a deep inference system. To do so, we need to define a contraction rule that only operates on existential formula.

Definition 15

We define the rule \( qc \) to restrict contraction just to existential formulae:

\[
qc \vdash \exists x A \lor \exists x A \quad \Rightarrow \quad \exists x A
\]

Proposition 16

\( c \) is derivable for \( \{ ac \downarrow, m, qc \downarrow, m_2 \downarrow \} \). \( qc \downarrow \) is derivable for \( \{ ac \downarrow, m, m_1 \downarrow, m_2 \downarrow \} \).

Proof. Straightforward. □

Definition 17

We define a proof system for FOL, KSh1:

\[
\text{KSh1} = \text{KS} +
\]

\[
\begin{array}{c}
\text{r1} \downarrow \forall x [A \lor B] \\
\text{r2} \downarrow \forall x (A \land B) \\
\text{r3} \downarrow \exists x [A \lor B] \\
\text{r4} \downarrow \exists x (A \land B) \\
\text{n} \downarrow A(x \leftarrow t) \\
\text{qc} \downarrow \exists x A \lor \exists x A
\end{array}
\]

with the usual equality relation for first-order logic.

Following [10], we define a Herbrand proof in the context of KSh1 in the following way.
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DEFINITION 18
A closed KSh1 proof is a Herbrand proof if it is in the following form:

\[
\begin{array}{c}
\forall y_1 \forall y_2 \left( \overline{P} y_1 \lor \overline{P} y_2 \right) \\
\forall y_1 \left( \overline{P} x \lor \overline{P} y_1 \right) \\
\overline{\exists} \forall x_{1} \forall y_{1} \left( \overline{P} x_{1} \lor \overline{P} y_{1} \right) \\
\overline{\exists} \forall x_{2} \forall y_{2} \left( \overline{P} x_{2} \lor \overline{P} y_{2} \right)
\end{array}
\]

where \( Q(\ ) \) is a context consisting only of quantifiers and \( B \) is quantifier-free.

THEOREM 19 (Herbrand’s theorem for cut-free proofs).
Let \( s_{Ksq}^{A} \). Then we can construct a Herbrand proof of \( A \).

REMARK 20 This proposition and proof are essentially the same the proof of Herbrand’s theorem from a cut-free system in [10, Theorem 4.2]. However, the proof is worth reworking in the open deduction formalism, and not simply as a corollary to cut elimination.

Before proving the theorem, we state and prove an important lemma, which requires an omitted proposition that can be found proven in [32].

PROPOSITION 21 \( n^\uparrow \) is admissible for KShq

PROOF. A proof of an equivalent statement can be found as Proposition 3.22 in [32].
LEMMA 22
We can carry out the following proof transformation:

\[
\phi \models_{\text{KS} \setminus \{m_1\}}^A \quad \longrightarrow \quad \models_{\text{KP}}^A \quad Q(A_p) \quad \models_{\text{RP}_\downarrow}^A
\]

where \(Q\{\}\) is a sequence of quantifiers and \(A_p\) is the formula obtained by removing all quantifiers from \(A\), and \(\text{RP}_\downarrow = \{r1\downarrow, r2\downarrow, r3\downarrow, r4\downarrow\}\).

PROOF. We proceed by induction on the length of \(\phi\), with the base case being trivial. If the final rule in \(\phi\) is in \(\text{KS}\), the inductive step is also trivial. We use the rewrite

\[
\frac{\forall x(A \lor B)}{\forall xA \lor \exists xB} \quad \longrightarrow \quad \frac{\forall x(A \lor B)}{\forall xA \lor \exists xB}
\]

\[
\frac{\exists xB}{\exists xB} : r1\downarrow
\]

to replace \(u\downarrow\) with \(\{r1\downarrow, n\downarrow\}\), with \(r1\downarrow\) simply getting absorbed into \(\text{RP}_\downarrow\). Thus, we are left with just \(m_2\downarrow\) and \(n\downarrow\) to deal with.
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We can eliminate instances of $m_2 \downarrow$ in the following way:

\[
K \left( m_2 \downarrow \begin{array}{l}
\forall x A \lor \forall y[y \Rightarrow x]B \\
\forall x(A \lor B)
\end{array} \right) \qquad \xrightarrow{IH} \qquad K \left( m_2 \downarrow \begin{array}{l}
\forall x A \lor \forall y[y \Rightarrow x]B \\
\forall x(A \lor B)
\end{array} \right)
\]

\[
Q_1 \left\{ \forall y Q_2 \left\{ \forall y Q_3 \{ A_P \lor [y \Rightarrow x]B_P \} \right\} \right\} \quad \xrightarrow{\text{Prop. 21}} \quad Q_1 \left\{ \forall x Q_2 \left\{ Q_3 \{ A_P \lor B_P \} \right\} \right\}
\]

Instances of $n \downarrow$ are permuted above the rules of passage:

\[
K \left( n \downarrow \begin{array}{l}
\forall x Q_2 \left\{ \forall y Q_3 \{ A_P \lor [y \Rightarrow x]B_P \} \right\} \right) \quad \xrightarrow{\text{IH}} \quad K \left( n \downarrow \begin{array}{l}
\forall x Q_2 \left\{ Q_3 \{ A_P \lor B_P \} \right\} \right)
\]

**Proof of Theorem 19.** We work in stages, creating one section of the Herbrand proof at a time.

1. First, we refactorize contraction as $\{ ac \downarrow, m, qc \downarrow, m_2 \downarrow \}$ instead of $\{ ac \downarrow, m, m_1 \downarrow, m_2 \downarrow \}$. We then use the following rewrites to permute $qc \downarrow$ down:

   \[
   qc \downarrow - \rho_1 : \quad K \left\{ \begin{array}{l}
   \exists x A \lor \forall x A \\
   \forall x A
   \end{array} \right\} \quad \xrightarrow{\rho} \quad K' \left\{ \begin{array}{l}
   \exists x A \lor \forall x A \\
   \forall x A
   \end{array} \right\}
   \]

   \[
   qc \downarrow - \rho_2 : \quad \forall x \rho \begin{array}{c}
   A \\
   B
   \end{array} \quad \xrightarrow{\rho} \quad \exists x \rho \begin{array}{c}
   A \\
   B
   \end{array}
   \]

   Each of these reductions, if applied to the bottommost instance of $qc \downarrow$, reduces the number of rules below the bottommost instance of $qc \downarrow$.

2. By Lemma 22 we can now separate the remaining proof into a top half with $KS \cup \{ n \downarrow \}$, and a bottom half consisting of $RP_1$.

3. Since every other first-order rule is now eliminated from the proof, it is straightforward to permute $n \downarrow$ rules down the proof.
Remark 23 The proof of Theorem 19 works exactly the same in the if KS is supplemented by an atomic cut rule, ai↑↑↑↑. Therefore, as Brünnler notes, only cuts with quantified eigenformulae need be eliminated to prove Herbrand’s theorem.

Proposition 24
Given a Herbrand proof φ of A, we can construct a KSq proof of A.

Proof. Omitted, can be found as Proposition 4.9 of [32].

4 Expansion Proofs

4.1 Introduction

In [30], Miller generalizes the concept of the Herbrand expansion to higher order logic, representing the witness information in a tree structure, and explicit transformations between these ‘expansion proofs’ and cut-free sequent proofs are provided. Miller’s presentation of expansion proofs lacked some of the usual features of a formal proof system, crucially composition by an eliminable cut, but extensions in this direction have been carried out by multiple authors. In [19], Heijltjes presents a system of ‘proof forests’, a graphical formalism of expansion proofs with cut and a local rewrite relation that performs cut elimination. Similar work has been carried out by McKinley [29] and more recently by Hetzl and Weller [6] and Alcolei et al. [2].

4.2 Expansion trees

Remark 25 In this section, we will frequently use ⋆ in place of ∧ and ∨, and Q in place of ∀ and ∃ if both cases can be combined into one. For clarity, we will sometimes distinguish between connectives in expansion trees, ⋆E, and in formulae/derivations, ⋆F.

Definition 26
We define expansion trees, the two functions Sh (shallow) and Dp (deep) from expansion trees to formulae, a set of eigenvariables EV(E) for each expansion tree, and a partial function Lab from edges to terms, following [30], [19] and [13]:

1. Every literal A (including the units t and f) is an expansion tree. Sh(A) := A, Dp(A) := A, and EV(A) = ∅.
2. If E1 and E2 are expansion trees with EV(E1) ∩ EV(E2) = ∅, then E1 ⋆ E2 is an expansion tree, with Sh(E1 ⋆E E2) := Sh(E1) ⋆F Sh(E2), Dp(E1 ⋆E E2) := Dp(E1) ⋆F Dp(E2), and EV(E1 ⋆ E2) = EV(E1) ∪ EV(E2). We call ⋆ a ⋆-node and each unlabelled edge ei connecting the ⋆-node to Ei a ⋆-edge. We represent E1 ⋆ E2 as:

\[
\begin{array}{c}
E_1 \\
\text{e}_1 \\
\end{array}
\begin{array}{c}
\star \\
\text{e}_2 \\
\end{array}
\]

3. If E′ is an expansion tree s.t. Sh(E′) = A and x ∉ EV(E′), then E = ∀xA +x E′ is an expansion tree with Sh(E) := ∀xA, Dp(E) := Dp(E′), and EV(E) := EV(E′) ∪ {x}. We call ∀xA a ∀-node and the edge e connecting the ∀-node and E′ a ∀-edge, with Lab(e) = x. We represent E as:

\[
\begin{array}{c}
E' \\
e \\
\text{x} \\
\forallxA
\end{array}
\]
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4. If \( t_1, \ldots, t_n \) are terms \((n \geq 0)\), and \( E_1, \ldots, E_n \) are expansion trees s.t. \( x \notin EV(E_i) \) and \( EV(E_i) \cap EV(E_j) = \emptyset \) for all \( 1 \leq i < j \leq n \), and \( Sh(E_i) = [t_i \Rightarrow x]A \), then \( E = \exists x A +^{t_1} E_1 +^{t_2} \cdots +^{t_n} E_n \) is an expansion tree, where \( Sh(E) := \exists x A, Dp(E) := Dp(E_1) \lor \cdots \lor Dp(E_n) \) (with \( Dp(E) = f \) if \( n = 0 \)), and \( EV(E) = \bigcup^n_{i=1} EV(E_i) \). We call \( \exists x A \) an \( \exists \)-node and each edge \( e_i \) connecting the \( \exists \)-node with \( E_i \) an \( \exists \)-edge, with \( Lab(e_i) = t_i \). We represent \( E \) as:

\[
E_1 \quad E_n
\]

\[
e_1 \quad t_1 \quad \cdots \quad e_n \quad t_n
\]

\[
\exists x A
\]

Remark 27 Let \( \rho \) be a permutation of \([1 \ldots n]\). We consider the expansion trees \( \exists x A +^{t_1} E_1 +^{t_2} \cdots +^{t_n} E_n \) and \( \exists x A +^{\rho(t_1)} E_{\rho(1)} +^{\rho(t_2)} E_{\rho(2)} \cdots +^{\rho(t_n)} E_{\rho(n)} \) equal. Our trees are also presented the other way up to usual, e.g. \([19]\). This is so that they are the same way up as the deep inference proofs we will translate them to below.

Definition 28

Let \( E \) be an expansion tree and let \( \prec_E \) be the relation on the edges in \( E \) defined by:

- \( e \prec_E e' \) if the node directly below \( e \) is the node directly above \( e' \).
- \( e \prec_E e' \) if \( e \) is an \( \exists \)-edge with \( Lab(e) = t, x \in FV(t) \), \( e' \) is a \( \forall \)-edge and \( Lab(e') = x \). In this case, we say \( e' \) points to \( e \).

The dependency relation of \( E \), \( \prec_E \), is the transitive closure of \( \prec_E \).

Definition 29

An expansion tree \( E \) is correct if \( \prec_E \) is acyclic and \( Dp(E) \) is a tautology. We can then call \( E \) an expansion proof of \( Sh(E) \).

Example 30

Below is an expansion tree \( E \), with \( Sh(E) = \exists x \forall y (\bar{P}x \lor Py) \) and \( Dp(E) = (\bar{P}c \lor Py_1) \lor (\bar{P}y_1 \lor Py_2) \). The tree is presented with all edges explicitly named, to define the dependency relation below, as well as the labels for the \( \exists \)-edges and \( \forall \)-edges.

\[
\bar{P}c \quad P_{y_1} \quad \bar{P}_{y_1} \quad P_{y_2}
\]

\[
e_1 \quad e_2 \quad e_3 \quad e_4
\]

\[
e_5 \quad \forall y_1[\bar{P}c \lor Py_1] \quad y_1 \quad e_6
\]

\[
e_7 \quad c \quad \forall y_2[\bar{P}y_1 \lor Py_2] \quad y_1 \quad e_8
\]

\[
\exists x \forall y[\bar{P}x \lor Py]
\]

The dependency relation is generated by the following inequalities: \( e_3, e_4 < e_6 < e_8 \) and \( e_1, e_2 < e_5 < e_7 \) and \( e_8 < e_5 \). \( e_5 \) points to \( e_8 \). As this dependency relation is acyclic and \( (\bar{P}c \lor Py_1) \lor (\bar{P}y_1 \lor Py_2) \) is a tautology, \( E \) is correct, and thus an expansion proof.
4.3 Expansion proofs with cut

**Definition 31**
If $E, E_1, \ldots, E_n$ are expansion trees, with $Sh(E_i) = \exists x A_i \land \forall x - A_i$ for each $E_i$, then $EC = E + \bot(E_1, \ldots, E_n)$ is an expansion tree with cut. We call $\bot$ the cut node, and each edge $e_i$ connecting $\bot$ and $E_i$ a cut edge. If $FV(\exists x A_i) = \emptyset$, then we say $e_i$ is a closed cut edge. We represent $EC$ as:

$$
\begin{array}{c}
E + \\
\downarrow
\end{array} \quad
\begin{array}{c}
E_1 \\
\downarrow e_1
\end{array} \quad \cdots \quad
\begin{array}{c}
E_n \\
\downarrow e_n
\end{array}$$

We extend the deep and shallow functions to expansion trees with cuts: $Sh(E + \bot(E_1, \ldots, E_n)) = A$, $Dp(E + \bot(E_1, \ldots, E_n)) = Dp(E) \lor Dp(E_1) \lor \cdots \lor Dp(E_n)$.

Extending the notion of correctness to expansion trees with cut is straightforward.

**Definition 32**
The dependency relation for expansion trees with cut is the same as that for expansion trees, with the following addition to the definition of $<_{E}$:

- $e <_{E} e'$ if $e$ is a cut edge connecting $\bot$ and $E_i$, $Sh(E_i) = \forall y A_i. \exists y \bar{A}_i$, $x \in FV(A_i)$, $e'$ is a $\forall$-edge and $Lab(e') = x$. We still say that $e'$ points to $e$.

The correctness criteria for expansion trees with cuts are the same for expansion trees, giving us expansion proofs with cut.

**Remark 33** If every cut edge is closed for an expansion tree with cut, then the correctness criteria is exactly the same as for the expansion tree obtained by replacing the cut node with a series of $\land$ nodes.

At this point, we are close to being able to borrow the cut elimination method from Heijltjes’ *Proof Forests* formalism [19]. However, proof forests are only a subclass of what we define as expansion trees here. Therefore, it will be useful to properly define this subclass, as well as the class expansion proof with closed cuts, which will be another useful subclass later on.

**Definition 34**
A prenex expansion tree is an expansion tree where no $Q$-node is above a $\star$-node.

If $E = E_1 \lor \cdots \lor E_n$ with $E_i$ prenex expansion trees, then $E$ is a forest-style expansion tree. If $E$ is correct it is a forest-style expansion proof.

If $E = E' + \bot(E_1 \land F_1, \ldots, E_n \land F_n)$ with $E'$ a forest-style expansion tree, and $E_1, F_1, \ldots, E_n, F_n$ are prenex expansion trees, then $E$ is a forest-style expansion tree with cut. If $F_c$ is correct, then it is a forest-style expansion proof with cut.

If $E$ is an expansion tree with cut with every cut edge closed, we say that $E$ is an expansion tree with closed cut. If $F_c$ is correct, then it is an expansion proof with closed cut.

**Convention 35**
We consider every expansion tree/proof to also be an expansion tree/proof with cut.
THEOREM 36
If there is a forest-style expansion proof with cut $F_c$ with $\text{Sh}(F_c) = A$, then we can construct from it a cut-free expansion proof $E_F = E_1 \lor \cdots \lor E_n$ where $E_i$ are prenex expansion trees and $\text{Sh}(E_F) = A$.

PROOF. [19, Proposition 16 and Theorem 21]

4.4 KSh2 and Herbrand normal form

To aid the translation between open deduction proofs and expansion proofs, we introduce a slightly different proof system to KSh1. It involves two new rules.

DEFINITION 37
We define the rule $h_\downarrow$, which we call a Herbrand expander and the rule $\exists w$, which we call existential weakening:

\[
\frac{\exists x A \lor [t \Rightarrow x] A}{\exists x A} \quad \frac{\exists w \vdash f}{\exists x A}
\]

For technical reasons, we insist that $[t \Rightarrow x] A$ is in fact $[t \Rightarrow x] A'$, where $A'$ is an $\alpha$-equivalent formula to $A$ with fresh variables for all quantifiers, but for simplicity we will usually denote it $A$.

REMARK 38 Unlike the $n_\downarrow$ rule, the $h_\downarrow$ Herbrand expander rule is invertible. Similar rules have been used in first-order sequent calculus systems for automated reasoning, such as Kanger’s LC [14, 26] and also in sequent systems for translation to expansion proofs [6].

DEFINITION 39
We define the first-order proof system:

\[
\text{KSh2} = \text{KS} +
\]

\[
\begin{array}{c}
\frac{\forall x [A \lor B]}{h_\downarrow} \\
\frac{\exists x A \lor [t \Rightarrow x] A}{\exists x A} \\
\frac{A \land B}{\forall x (A \land B)} \\
\frac{\forall x (A \land B)}{\exists w \downarrow} \\
\end{array}
\]

This system uses the usual equality relation for first-order logic.

REMARK 40 The $\exists w \downarrow$ rule is derivable for KSh2\{\exists w \downarrow\}, but we explicitly include it so that we can restrict weakening instances in certain parts of proofs.

DEFINITION 41
If $\phi$ is a closed KSh2 proof in the following form, where $\forall \vec{x}$ is a list of universal quantifiers with distinct variables, and $Lo(\phi)$ is regular and in sequential form, we say $\phi$ is in Herbrand Normal Form (HNF):

\[
\begin{array}{l}
\forall \vec{x} H_{\phi}(\langle A \rangle) \\
\mid \mid \{\exists w \downarrow\} \\
\forall \vec{x} H_{\phi}(\langle A \rangle) \\
Lo(\phi) \mid \mid \{r_1 \downarrow, r_2 \downarrow, h_\downarrow\}
\end{array}
\]

$A$
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$H_\phi(A)$, the Herbrand disjunction of $A$ according to $\phi$, or just the Herbrand disjunction of $A$, contains no quantifiers, whereas $H_\phi^+(A)$, the expansive Herbrand disjunction of $A$ according to $\phi$, may contain quantifiers. $Up(\phi)$ is called the upper part of $\phi$, and $Lo(\phi)$ the lower part of $\phi$.

We also define proofs in HNF with cut. Notice that the cuts do not necessarily need to be at the bottom of the proof, and need not be closed.

**Definition 42**
We define $KSh2c = KSh2 \cup \{qi^\uparrow\}$, with $qi^\uparrow$ defined to be a cut that only operates on quantified formulae:

$$qi^\uparrow \frac{\exists xA \land \forall x\bar{A}}{f}$$

**Definition 43**
If $\phi$ is a closed $KSh2c$ proof in the following form, then we say $\phi$ is in Herbrand Normal Form with Cut (HNFC)

$$U_p(\phi) \parallel KS$$
$$\forall xH_\phi((A))$$
$$\parallel \{\exists w\downarrow\}$$
$$\forall xH_\phi^+(A)$$
$$Lo(\phi) \parallel \{t1\downarrow, t2\downarrow, h\downarrow, qi^\uparrow\}$$

A formula $A$ has a proof in HNF iff. it has a Herbrand proof.
PROOF. Let \( \phi \) be a proof of \( A \) in HNF. As \( H_\phi(A) \) is the Herbrand expansion of \( A \), it is straightforward to construct a Herbrand proof for \( A \): one can infer the necessary \( n \downarrow \) and \( qc \downarrow \) rules by comparing \( H_\phi(A) \) and \( A \). Now let \( \phi \) be a Herbrand proof. The order of the quantifiers in \( Q\{\cdot\} \) (as in Definition 18) is used to build the HNF proof. Thus, we proceed by induction on the number of quantifiers in \( Q\{\cdot\} \). If there are none, it is obviously trivial. We split the inductive step into two cases.

First, consider \( \phi_1 \) of the form shown, where \( P \) is a quantifier-free context and \( Q\{\cdot\} = \forall z Q'\{\cdot\} \). Clearly \( \phi_2 \) is also a Herbrand proof, so by the IH the proof \( \phi_3 \) in HNF is constructible, from which we can construct \( \phi_4 \).

\[
\begin{array}{c}
\| KS \\
\forall z\forall B(\tilde{y} \leftarrow \tilde{t})
\| (n_l) \\
\forall z Q'(B)
\| (r_1, r_2, r_3, r_4)

\| KS \\
P(\forall z C')
\| (qc_l)

\| KS \\
P(\exists z C)
\| (qc_l)

\| KS \\
φ_1
\| (n_l)

\| KS \\
P(\exists z C)
\| (qc_l)

\| KS \\
φ_2
\| (n_l)

\| KS \\
P(\exists z C)
\| (qc_l)

\| KS \\
φ_3
\| (n_l)

\| KS \\
φ_4
\| (n_l)

\end{array}
\]

In the same way, we consider the case where \( Q\{\cdot\} = \exists z Q'\{\cdot\} \). Below we only show the case where there is no contraction acting on \( \exists z C \), but the case with such a contraction is similar.

\[
\begin{array}{c}
\| KS \\
\forall x B(\tilde{y} \leftarrow \tilde{t})\{z \leftarrow t\}
\| (n_l)

\| KS \\
\exists z Q'(B)\{z \leftarrow t\}
\| (r_1, r_2, r_3, r_4)

\| KS \\
P(\exists z C')\{z \leftarrow t\}
\| (qc_l)

\| KS \\
P(\exists z C)\{z \leftarrow t\}
\| (qc_l)

\| KS \\
φ_1
\| (n_l)

\| KS \\
P(\exists z C)\{z \leftarrow t\}
\| (qc_l)

\| KS \\
φ_2
\| (n_l)

\| KS \\
P(\exists z C)\{z \leftarrow t\}
\| (qc_l)

\| KS \\
φ_3
\| (n_l)

\| KS \\
φ_4
\| (n_l)

\end{array}
\]

where \( P(\exists z C \leftarrow t) = H_\phi(P[C(\exists z \leftarrow t)]) \) and \( P(D^+ \{z \leftarrow t\}) = H_\phi^+(P[C(\exists z \leftarrow t)]) \). □

5 Translations Between Proofs in HNF and Expansion Proofs

Above, we gave translations between Herbrand proofs in KSh1 and KSh2 proofs in HNF. We will now give a translations between KSh2c proofs in HNFC and expansion proofs with cut, thus giving us a link between deep inference Herbrand proofs and expansion proofs. In the paper [31], we showed translations between Herbrand proofs and cut-free expansion proofs. Here, we will show translations between Herbrand proofs with cut and expansion proofs with cut, but these will be conservative extensions of the cut-free translations, so we use the same terminology.

REMARK 45 We extend the notion and syntax of contexts from derivations to expansion trees with cut. For the notion to make sense, a context can only take expansion trees with the same shallow formula.
5.1 HNF to expansion proofs

Before stating and proving the main theorem, we will define the map $\pi_1$ from $\text{KSh}2c$ proofs to expansion proofs with cut (from now on in this section we will often omit ‘with cut’ if unambiguous), and then prove some lemmas to help prove that the dependency relation in all expansion proofs in the range of $\pi_1$ is acyclic.

**Definition 46**

We define a map $\pi_1'$ from the lower part of $\text{KSh}2c$ proofs in HNFC to expansion trees in the following way, working from the bottom.

On the conclusion of $\phi$, we define $\pi_1'$ as follows:

- $\pi_1'(B \ast C) = \pi_1'(B) \ast \pi_1'(C)$
- $\pi_1'(\forall x B) = \forall x B +^x \pi_1'(B)$
- $\pi_1'(\exists x B) = \exists x B$

The $r_1 \downarrow$ and $r_2 \downarrow$ rules are ignored by expansion trees, each $h \downarrow$ rule adds a branch to a $\exists$-node, and each $q_i \downarrow$ rule adds another cut edge:

- If $\phi = K\left\{ \begin{array}{c} \forall x(B \lor C) \\ \forall x(B \lor C) \end{array} \right\}$ then $\pi_1'(\phi) = \pi_1'(K\left\{ \begin{array}{c} \forall x(B \lor C) \\ \forall x(B \lor C) \end{array} \right\} \phi \parallel A)$.
- If $\phi = K\left\{ \begin{array}{c} \forall x(B \land C) \\ \forall x(B \land C) \end{array} \right\}$ then $\pi_1'(\phi) = \pi_1'(K\left\{ \begin{array}{c} \forall x(B \land C) \\ \forall x(B \land C) \end{array} \right\} \phi \parallel A)$.
- If $\phi = K\left\{ \exists x B \right\} \phi \parallel A = K_{\pi_1}(\exists x B +^{r_1} E_1 + \ldots +^{r_n} E_n)$, then:
  
  $\pi_1'\left\{ \begin{array}{c} \exists x B \lor [\tau_{n+1} \Rightarrow x] B \\ \exists x B \\ \phi \parallel A \end{array} \right\} = K_{\pi_1}(\exists x B +^{r_1} E_1 + \ldots +^{r_n+1} E_{n+1})$

  where $E_{n+1} = \pi_1'([\tau_{n+1} \Rightarrow x] B)$.

- $\pi_1'\left\{ \begin{array}{c} \phi \parallel A \\ \end{array} \right\} = E + \bot(E_1, \ldots, E_n)$, then:
  
  $\pi_1'\left\{ \begin{array}{c} \exists x B \land \forall x B \\ \exists x B \land \forall x B \\ \phi \parallel A \end{array} \right\} = E + \bot(E_1, \ldots, E_n, \pi_1'(\exists x B \land \forall x B))$

We then define the map $\pi_1$ from $\text{KSh}2$ proofs in HNF to expansion trees as $\pi_1(\phi) = \pi_1'(\text{Lo}(\phi))$. 

To show that $\pi_1(\phi)$ is an expansion proof, we need to prove that $\forall x H_\phi(A)$ is a tautology and $<_E$ is acyclic. As $\forall x H_\phi(A)$ has a proof in KS it is a tautology. Thus, all that is needed is the acyclicity of $<_E$. To do so, we define the following partial order on variables in the lower part of KSh2c proofs in HNFC.

**DEFINITION 47**
Let $\phi$ be a proof in HNFC. Define the partial order $<_\phi$ on the variables of occurring in $Lo(\phi)$ to be the minimal partial order such that $y <_\phi x$ if $K_1\{Q_1xK_2\{Q_2yB}\}$ is a section of $Lo(\phi)$.

**PROPOSITION 48**
$<_\phi$ is well-defined for all KSh2c proofs in HNFC.

**PROOF.** Let $\phi$ be a proof of $A$ in HNF, as in Definition 41. As $Lo(\phi)$ only contains $h\downarrow, r_1\downarrow, r_2\downarrow$ and $qi\uparrow$ rules and no $\alpha$-substitution, if a variable $v$ occurs in $Lo(\phi)$ then $v$ occurs in $\forall x H_\phi^+(A)$. Notice also that none of $h\downarrow, r_1\downarrow, r_2\downarrow$ or $qi\uparrow$ can play the role of $\rho$ in the following scheme:

$$K\{Q_1v_1A_1\{Q_2v_2A_2\} \quad K'\{Q_1v_1\{K''Q_2v_2B\}\}.$$  

Therefore, we observe that if $K_1\{Q_1xK_2\{Q_2yB\}\}$ is a section of $Lo(\phi)$, then $\forall x H_\phi^+(A)$ is of the form $L_1\{Q_1xL_2\{Q_2yC\}\}$, i.e. no dependencies can be introduced below $\forall x H_\phi^+(A)$. Thus, $x <_\phi y$ iff. $\forall x H_\phi^+(A)$ can be written $L_1\{Q_1xL_2\{Q_2yC\}\}$ for some $L_1\{\}, L_2\{\}$ and $C$ and is therefore a well-defined partial order. □

**LEMMA 49**
Let $\phi$ be an KSh2c proof in HNFC and $e'$ an $\forall$-edge in $\pi_1(\phi)$ that points to the $\exists$-edge $e$. If $Lab(e') = y$ and the $\exists$-node below $e$ is $\exists x A$, then $x <_\phi y$.

**PROOF.** Since we have an $\exists$-node $\exists x A$ in $\pi_1(\phi)$ with an edge labelled $t$ below it, there must be the following $h\downarrow$ rule in $\phi$:

$$K\{\exists x A \lor \tau \Rightarrow x[A] \quad \exists x A\}$$

Since $e$ points to $e'$, $y$ must occur freely in $t$. As $\phi$ is closed, $y$ cannot be a free variable in $K\{\exists x A \lor \tau \Rightarrow x[A]\}$. Thus, $K\{\}$ must be of the form $K_1\{\forall y K_2\{\}\}$. Therefore, $x <_\phi y$. □

**LEMMA 50**
Let $\phi$ be an KSh2c proof in HNFC and $e'$ an $\forall$-edge in $\pi_1(\phi)$ that points to the cut-edge $e$. If $Lab(e') = y$, $E$ is the expansion tree below the cut edge $e$ with $Sh(E) = A \land \bar{A}$ and $Qx$ is some quantifier appearing in $A$ (with $\bar{Q}x$ appearing in $\bar{A}$), then $x <_\phi y$.

**PROOF.** The cut-edge $e$ in $\pi_1(\phi)$ corresponds to some cut $K\{\alpha \lor \bar{A} \land \bar{A}\}$ in $\phi$. Since $e'$ points to $e$, we know that $y \in FV(A)$. But we also know that $\phi$ is a closed proof. Therefore, $K\{\} = K_1\{\forall y K_2\{\}\}$, and $x <_\phi y$. □

**LEMMA 51**
Let $\phi$ be an KSh2c proof in HNFC, $e$ a $\forall$-edge of $\pi_1(\phi)$ labelled by $x$ and $e'$ an $\exists$-edge above an $\exists$-node $\exists y A$. If $e$ is a descendant of $e'$ then $x <_\phi y$.  


Proof. \( \text{Sh}(\pi_1(\phi)) = K_1[\exists y K_2 \forall x \{B\}] \) (for some \( K_1 \), \( K_2 \), and \( B \)) is the conclusion of \( \phi \), so \( x \prec_\phi y \). \( \square \)

Lemma 52
Let \( \phi \) be an \( \text{KSh2c} \) proof in \( \text{HNFC} \), \( E_\phi = \pi_1(\phi) \) and \( e \) and \( e' \) be (not necessarily distinct) \( \forall \)-edges in \( E_\phi \) s.t. \( e \prec_\phi e' \), \( \text{Lab}(e) = x \) and \( \text{Lab}(e') = x' \). Then \( x \prec_\phi x' \).

Proof. As \( e \prec_\phi e' \), there must be a chain

\[
e_{q_0} \prec_\phi \cdots \prec_\phi e_{p_1} \prec_\phi e_{q_1} \prec_\phi \cdots \prec_\phi e_{p_n}
\]

where \( e_{q_0} = e \) and \( e_{p_n} = e' \), \( e_{q_i} \) points to \( e_{p_i} \), and \( e_{q_i} \) is a descendant of \( e_{p_{i+1}} \) in the expansion tree. If \( e_{q_i} \) points to \( e_{p_i} \), then either \( e_{p_i} \) is an \( \exists \)-node or a cut node.

If \( e_{p_i} \) is an \( \exists \)-node, then by Lemma 49, we know that if \( \exists x_{p_i} \) is the node above \( p_i \) and \( \text{Lab}(e_{p_i}) = x_{q_i} \), then \( x_{q_i} \prec_\phi x_{q_i} \). By Lemma 51, since \( e_{q_{i-1}} \) is a descendant of \( e_{p_i} \) in the expansion tree, \( x_{q_{i-1}} \prec_\phi x_{p_i} \), so we have \( x_{q_{i-1}} \prec_\phi x_{q_i} \).

If \( e_{p_i} \) is a cut node, then we know that, since \( e_{q_{i-1}} \) is a descendant of \( e_{p_i} \), by Lemma 50, \( x_{q_{i-1}} \prec_\phi x_{q_i} \).

Therefore, we have that \( e_{q_0} \prec_\phi x_{q_{n-1}} \). Since \( e_{q_{n-1}} \) must be a descendant of \( e_{p_n} \), we have that \( x = e_{q_0} \prec_\phi e_{p_n} = x' \). \( \square \)

Theorem 53
Let \( \phi \) be a \( \text{KSh2c} \) proof of \( A \) in \( \text{HNFC} \). Then we can construct an expansion proof with cut \( E_\phi = \pi_1(\phi) \), with \( \text{Sh}(E_\phi) = A \), and \( \text{Dp}(E_\phi) = H_\phi(A) \).

Proof. As described above, we only need to show that the dependency relation of \( E_\phi \) is acyclic. Assume there were a cycle in \( \prec_\phi \). Clearly, it could not be generated by just by travelling up the expansion tree. Thus, there is some \( \forall \)-edge \( e \) and an \( \exists \)-edge or cut edge \( e' \) such that \( e \) points to \( e' \) and \( e \prec_\phi e' \prec_\phi e \). But then, if \( \text{Lab}(e) = x \), by Lemma 52, \( x \prec_\phi x \). But this contradicts Proposition 48. Therefore, \( \prec_\phi \) is acyclic. \( \square \)

5.2 Expansion proofs to HNF

For the translation from expansion proofs to \( \text{KSh2c} \) proofs in \( \text{HNFC} \), we show that we can progressively build up a \( \text{KSh2c} \) by working through the ‘minimal’ nodes of an expansion proof. Unlike the previous translation, there is not necessarily a unique proof corresponding to each expansion proof, but a total order on universally quantified variables that respects \( \prec_\phi \) is sufficient to give a unique proof up to equalities.

Convention 54

We will not tend to omit ‘with cut’ in this section, as there are a few points where the distinction between cut-free and cut-full expansion proofs is important.

Definition 55

A weak expansion tree is defined in the same way as in Definition 26 except that the first condition is weakened to allow any formula to be a leaf of the tree. A weak expansion tree with an acyclic dependency relation is correct regardless of whether its deep formula is a tautology.

A weak expansion tree with cut \( E + \bot(E_1, \ldots, E_n) \) is just an expansion tree with cut where \( E \) and \( E_i \) are allowed to be weak expansion trees.
DEFINITION 56
We define the expansive deep formula $Dp^+(E)$ for (weak) expansion trees, which is defined in the same way as the usual deep formula except that:

$$Dp^+(\exists x A + E_1 + E_2 + \cdots + E_n) := \exists x A \lor Dp^+(E_1) \lor \cdots \lor Dp^+(E_n).$$

DEFINITION 57
A minimal edge of a (weak) expansion tree (with cut) $E$ is an edge that is minimal w.r.t. to $<_E$.

If all the edges below a node are minimal, we say that the node is a minimal node.

LEMMA 58
If $E$ is a weak expansion proof with cut with no minimal edges below existential nodes and no minimal universal and cut nodes, then it has a minimal $\star$ node.

PROOF. Assume $E$ is a weak expansion proof with no minimal edges below existential nodes and no minimal universal or cut nodes. Clearly, there must be at least one minimal edge $e_0$, and by the assumption it must be below a node $\star_0$. Let $e'_0$ be the other edge below $\star_0$. If $e'_0$ is minimal, we are done. If not, pick some minimal edge $e_1 < e'_0$, which again, with $e'_1 < e'_0$, must be below some $\star_1$. For each $e'_i$ that is not minimal, we can find $e'_{i+1} < e'_i$. As $E$ is finite, this sequence cannot continue indefinitely, so eventually we will find two minimal edges $e_n$ and $e'_n$ below $\star_n$. □

LEMMA 59
Let $E = K_E[\forall x A + E_1]$, with $Dp^+(E) = K\{A\}$, be a correct weak expansion tree with a minimal $\forall$-edge labelled by $x$ (which we will call $e$). Then there is a derivation $\mathrel{\overset{\forall x K\{A\}}{\overset{r_1,r_2}{\iff}}} \mathrel{\overset{\forall x (\forall x A) \lor B}{\overset{r_1,r_2}{\iff}}} K\{\forall x A\}$

PROOF. We proceed by induction on the height of the node $\forall x A$ in $E$. If $\forall x A$ is the bottom node, then $K\{A\} = A$ and we are done. Let $E$ be an expansion tree where $\forall x$ is not the bottom node. There are three possible cases to consider. In each case, $E_1 = K_{E_1}[\forall x A + x A]$ is an expansion tree with $Dp^+(E_1) = K\{A\}$ and, by the inductive hypothesis, we have a derivation $\mathrel{\overset{\forall x K_{E_1}\{A\}}{\overset{r_1,r_2}{\iff}}} K_{E_1}\{\forall x A\}$.

1. $E = (E_1 \star E_2)$, with $Dp^+(E) = K_1\{A\} \star Dp^+(E_2)$. As $e$ is minimal, it cannot point to any edge in $E_2$. Therefore, $B := Dp^+(E_2)$ is free for $x$. Therefore, we can construct the derivations:

$$r_1 \downarrow \frac{\forall x (K_1\{A\} \lor B)}{\forall x K_1\{A\} \lor \{r_1,r_2\} \lor B}$$

$$r_2 \downarrow \frac{\forall x (K_1\{A\} \land B)}{\forall x K_1\{A\} \land \{r_1,r_2\} \land B}$$

and

$$K_1\{\forall x A\}$$

2. $E = \forall y (Sh(E_1)) + E_1$. As $Dp^+(E) = Dp^+(E_1)$, we are already done.

3. $E = \exists y K_0\{A_0\} + E_1 \cdots + E_n$, with $Dp^+(E_i) = B_i := [t_i \Rightarrow y](K_0\{A_0\})$ and in particular $B_1 = K_1\{A\}$. Thus, $Dp^+(E) = \exists y B_0 \lor K_1\{A\} \lor B_2 \lor \cdots \lor B_n$. Again, $e$ cannot point to any edge in any
of the $E'_i$, so we can construct:

$$\begin{array}{c}
\forall x(\exists y B_0 \lor K_1\{A\} \lor B_2 \lor \ldots \lor B_n) \\
\exists y B_0 \lor \bigg( \forall x K_1\{A\} \lor \big( B_2 \lor \ldots \lor B_n \big) \bigg)
\end{array}$$

**Lemma 60**

Let $E = E_0 + \perp (E_1, \ldots, E_n)$, with $Dp^+(E) = Dp^+(E_0) \lor Dp^+(E_1) \lor \ldots \lor Dp^+(E_n)$, $Dp^+(E_i) = A_i$, and $A_k = K\{B\}$ for some particular $0 \leq k \leq n$, be a correct weak expansion tree with cut, s.t. the $\forall$-edge labelled by $x$ (which we will call $e$) is minimal w.r.t. $<_E$.

Then there is a derivation:

$$\begin{array}{c}
\forall x A_0 \lor A_1 \lor \ldots \lor K\{B\} \lor A_n \\
A_0 \lor A_1 \lor \ldots \lor K\{\forall x B\} \lor A_n
\end{array}$$

**Proof.** Since $x$ is minimal w.r.t. $<_E$, it is certainly minimal w.r.t. $<_E$. Therefore, by Lemma 59, we can construct the derivation $\forall x K\{B\}$. Therefore, we can also construct the derivation:

$$\begin{array}{c}
\forall x(\exists y B_0 \lor A_1 \lor \ldots \lor A_k \lor \ldots \lor A_n) \\
A_0 \lor A_1 \lor \ldots \lor K\{\forall x B\} \lor A_n
\end{array}$$

**Definition 61**

We define the map $\pi^{L_0}_2 : EPC \to HNFC$:

$$\pi^{L_0}_2(E) = \frac{\forall x Dp^+(E)}{\forall x K\{B\}}$$

- If $E$ is just a leaf $A$, $\pi^{L_0}_2(E) = A$.
- If $E = K_E\{B_1 \star E_1 \ C_1\} \ldots \{B_n \star E_n \ C_n\}$, where $E_i$ are all the $\star$-nodes s.t. the edges between $\star E_i$ and $B_i$ and between $\star E_i$ and $C_i$ are minimal, then we define $\pi^{L_0}_2(E) = E' = K_E\{B_1 \star F_1 \ C_1\} \ldots \{B_n \star F_n \ C_n\}$, which is a correct weak expansion tree with cut. Pictorially:

$$E = K_E\{B_1 \star C_1\} \ldots \{B_n \star C_n\}$$

$$E' = K_E\{B_1 \star C_1\} \ldots \{B_n \star C_n\}$$
- Assume $E$ has no minimal $\star$ edges. If

$$E = K_E \{ \exists x A_1 + \overset{i_1}{E_1} \ldots + \overset{m_1}{E_1^{m_1}} \} \ldots \{ \exists x A_n + \overset{i_n}{E_n} \ldots + \overset{m_n}{E_n^{m_n}} \}$$

with

$$Dp^+(E) = K \{ \exists x A_1 \lor A_1 \lor \ldots \lor A_1^{m_1} \} \ldots \{ \exists x A_n \lor A_n \lor \ldots \lor A_n^{m_n} \}$$

and all edges $e_i^{j_i}$ minimal for $1 \leq i \leq n$ and $k_i < j_i \leq m_i$ (where $1 \leq k_i \leq m_i$), then

$$E' = K_E \{ \exists x A_1 + \overset{i_1}{E_1} \ldots + \overset{k_1}{E_1^{k_1}} \} \ldots \{ \exists x A_n + \overset{i_n}{E_n} \ldots + \overset{k_n}{E_n^{k_n}} \}$$

is a correct weak expansion tree with cut with

$$Dp^+(E) = K \{ \exists x A_1 \lor A_1 \lor \ldots \lor A_1^{k_1} \} \ldots \{ \exists x A_n \lor A_n \lor \ldots \lor A_n^{k_n} \}$$

and we can define:

$$\pi_2^L (E) = \frac{K \{ \exists x A_1 \lor A_1 \lor \ldots \lor A_1^{m_1} \} \ldots \{ \exists x A_n \lor A_n \lor \ldots \lor A_n^{m_n} \}}{\pi_2^L (E')}$$

Pictorially:

- Assume $E$ has no minimal $\star$ nodes or $\exists$ edges. Let $E = E_0 + \perp (E_1, \ldots, E_k, \ldots, E_n)$ with the cut edges $e_j$ for $1 \leq j \leq k$ all minimal. Then $E' = (E_0 \lor E_1 \lor \cdots \lor E_k) + \perp (E_{k+1}, \ldots, E_n)$ is a correct (weak) expansion tree with cut with

$$Sh(E') = (Sh(E_0) \lor Sh(E_1) \lor \cdots \lor Sh(E_k))$$

and $Dp^+(E') = Dp^+(E)$

and we can define

$$\pi_2^L (E') = \frac{\pi_2^L (E') \vdash A \land A_1 \lor A_1 \lor \ldots \lor A_k \land A_k}{A}$$

$$\pi_2^L (E) = \frac{A \lor \perp (A_1 \lor \perp (A_1 \lor \ldots \lor A_1 \lor \ldots \lor A_k \land A_k))}{A}$$
Herbrand proofs and expansion proofs as decomposed proofs

Pictorially:

\[ E = \begin{array}{c}
E_0 \\
E_1 \\
E_k \\
E_{k+1} \\
E_n \\
\vdots \\
\vdots \\
\vdots \\
\\hline \end{array} \]

\[ E' = \begin{array}{c}
E_0 \\
E_1 \\
E_k \\
E_{k+1} \\
E_n \\
\vdots \\
\vdots \\
\vdots \\
\\hline \end{array} \]

- Assume \( E \) is a weak expansion proof with cut with no minimal \( \star \) or cut node, and no minimal \( \exists \) edge. Then \( E = K_E[\forall x A + x A] \) for some minimal \( \forall \) node, and by Lemma 60, \( E' = K_E[\forall x A] \) is a correct weak expansion tree with cut and we can define:

\[
\pi_2^{L_0}(E) = \frac{\forall x Dp^+(E')}{\| \{ r_1, r_2 \downarrow \} \}} = \pi_2^{L_0}(E')
\]

Pictorially,

\[
E = K_E \left\{ \begin{array}{c}
A \\
\\hline \vdots \\
\vdots \\
\vdots \\
\\hline \end{array} \right\} \quad E' = K_E[\forall x A]
\]

**Theorem 62**

If \( E \) is an expansion proof with cut where \( Sh(E) = A \), then we can construct an \( KSh2c \) proof \( \phi \) of \( A \) in HNFC, where \( H_\phi(A) = Dp(E) \).

**Proof.** As \( Dp(E) \) is a tautology, there is a proof \( \pi_2^{Up}(E) \) and clearly there is a proof \( \pi_2^{Dp}(E) \). Thus, assuming we have some strategy for picking minimal \( \forall \)-nodes, we can define \( \pi_2 \) from expansion proofs to \( KSh2c \) proofs in HNF as:

\[
\pi_2^{Up}(E) \|_{KS} \forall x Dp(E)
\]

\[
\pi_2^l(E) = \| \{ r_1, r_2 \downarrow \} \} \quad \forall x Dp^+(E)
\]

\[
\pi_2^{L_0}(E) = \| \{ r_1, r_2 \downarrow, h \downarrow, q \uparrow \} \} \quad Sh(E)
\]

**Observation 63**

For all expansion proofs with cut \( E \) we have \( \pi_2^{Up}(E) = Up(\pi_2(E)) \) and \( \pi_2^{L_0}(E) = Lo(\pi_2(E)) \).
REMARK 64

Although $\pi_2$ as defined here is a big improvement on the $\pi_2$ defined in [31], there is still a small element of choice involved. If one thinks game semantically, $\pi_2$ is equivalent to constructing a proof by $\exists$loise playing every possible move on her turn (it is fairly obvious that it doesn’t make any significant difference in which order she makes these moves), followed by $\forall$belard choosing one possible move on his. Clearly which move $\forall$belard chooses affects the proof that will be constructed. Still, what we might call ‘$\exists$loise canonicity’ is an advance on what is possible in the sequent calculus, unless one adds some extra syntax, such as focussing [13].

We could make progress towards ‘$\forall$belard canonicity’ by replacing $r_1 \downarrow$ and $r_2 \downarrow$ with a general retract rule, such as in [10], but then we lose a certain amount of fine-grainedness in the proofs.

The translation for expansion proofs with closed cut is actually a lot more straightforward, since we can separate the cuts from $h \downarrow$, $r_1 \downarrow$, and $r_2 \downarrow$.

COROLLARY 65

If $E$ is an expansion proof with closed cuts s.t. $Sh(E) = A$, then we can construct a proof

$$
\pi_3(E) = \begin{array}{c}
\forall x Dp(E) \\
\parallel \{\exists w \downarrow\} \\
\forall x Dp^+(E) \\
\pi_2(E)\bigg|\{h \downarrow, r_1 \downarrow, r_2 \downarrow\} \\
A \lor B \\
\parallel \{q_i \uparrow\} \\
A
\end{array}
$$

where $B = (\forall x A_1 \land \exists x A_1) \lor \ldots \lor (\forall x A_n \land \exists x A_n)$

PROOF. Instead of translating the expansion proof with cut, we replace the $\perp$ node with a series of $\lor$ nodes, to give an expansion proof $E'$ with $Sh(E') = Sh(E) \lor (\forall x A_1 \land \exists x A_1) \lor \ldots \lor (\forall x A_n \land \exists x A_n)$ and $Dp(E') = Dp(E)$. Then, we just take

$$
\pi_3(E) = \begin{array}{c}
\forall x A_1 \land \exists x A_1 \\
\lor \ldots \lor \forall x A_n \land \exists x A_n \\
A \lor q_i \uparrow \\
\parallel f \\
A
\end{array}
$$

Of course, if the expansion proof is cut free, so is the deep inference proof.

COROLLARY 66

Let $E$ be a cut-free expansion proof with $Sh(E) = A$. Then we can construct a proof $\phi_E$ in HNF of $A$.

PROOF. Clearly $\pi_2(E)$ is cut-free if $E$ is.

Having translations back and forth between expansion proofs and deep inference proofs gives us access to simple way to prove certain properties. For example, we can show eliminate switches from the lower part of HNF proofs.
**Proposition 67**

The switch rule is admissible for the lower part of an HNF proof, i.e. if there is a proof in HNF,

\[
\begin{align*}
\text{Up}(\phi) & \vdash_{KS} H\phi(A \land (B \lor C)) \\
\phi &= H\phi^+(A \land (B \lor C)) \\
\text{Lo}(\phi) & \vdash \{r1 \downarrow, r2 \downarrow, h \downarrow, q_i \uparrow\} \\
K\{A \land (B \lor C)\}
\end{align*}
\]

we can construct:

\[
\begin{align*}
\text{Up}(\phi') & \vdash_{KS} H\phi'(A \land B) \lor C) \\
\phi' &= H\phi^+(A \land B) \lor C) \\
\text{Lo}(\phi') & \vdash \{r1 \downarrow, r2 \downarrow, h \downarrow, q_i \uparrow\} \\
K\{(A \land B) \lor C\}
\end{align*}
\]

**Proof.** Take \(E_{\phi} = \pi_1(\phi), E_{\phi} = K_E(E_A \land (E_B \lor E_C))\), with \(Sh(E_A) = A, Sh(E_B) = C\) and \(Sh(E_C) = C\). Define \(E' = K_E(E_A \land E_B \lor E_C)\). Clearly \(Sh(E') = K[\{(A.B), C]\). We need to check if \(E'\) is correct. Clearly, any dependency cycle in \(E'\) could easily be transformed into a cycle in \(E\). We have from \(\phi\) a proof \(K'(A' \land (B' \lor C'))\) where \(A' = Dp(A), B' = Dp(B)\) and \(C' = Dp(C)\). Therefore, we have

\[
\text{Up}(\phi') = K'\left\{\frac{A' \land (B' \lor C')}{{(A' \land B')} \lor C'}\right\}, \text{so } E' \text{ is correct. Therefore, we can construct } \phi' = \pi_2(E').
\]

**Corollary 68**

\(i \uparrow\) is admissible for proofs in HNFC when in the lower part, i.e. if we have a proof

\[
\begin{align*}
\text{KS} & \vdash H\phi((A)) \\
\phi &= H\phi^+(A)) \\
\text{Lo}(\phi) & \vdash \{r1 \downarrow, r2 \downarrow, h \downarrow, q_i \uparrow\} \\
A
\end{align*}
\]

we can construct a proof in HNFC

\[
\begin{align*}
\text{KS} & \vdash H\phi'(A)) \\
\phi' &= H\phi^+(A)) \\
\text{Lo}(\phi') & \vdash \{r1 \downarrow, r2 \downarrow, h \downarrow, q_i \uparrow\} \\
A
\end{align*}
\]

**Proof.** As seen previously \(i \uparrow\) is derivable for \(\{ai \uparrow, qi \uparrow, s\}\). We can simply push instances of \(ai \uparrow\) up through the lower part of the proof, and eliminate them in the upper part by propositional cut elimination.

By Proposition 67, we can eliminate any switches that are generated.  \(\square\)
6 Cut Elimination

We do not provide a direct cut elimination result for the deep inference proof systems. However, the translations to and from expansion proofs provide us with a number of ‘off the shelf’ procedures in the literature.

6.1 Cut elimination for expansion proofs

In the last decade a number of approaches to cut elimination for expansions have been developed. McKinley’s Herbrand nets are proof nets for the sequent calculus, and so Herbrand net cut reductions adhere closely to those in the sequent calculus [29]. The cut reductions for Heijltjes’s proof forests diverge from the sequent calculus, borrowing more from game semantical techniques [19]. However, a key ingredient for weak normalization is a different correctness condition to standard expansion trees, and thus it is not clear that some of the techniques made possible by this adjusted correctness condition—such as the pruning of proof forests—would translate naturally into either sequent calculus or deep inference. The unpublished work of Aschieri et al. gives a much more syntactic cut elimination procedure for Miller-style expansion proofs [6]. Unlike in McKinley and Heijltjes’s papers, expansion trees are not limited to prenex formulae, although there is no prima facie reason why an extension to all first-order formulae would not be possible for these cut elimination procedures as well.

**Theorem 69**
Let \( E \) be an expansion proof with cut. We can obtain a cut-free expansion proof \( E' \) with \( \text{Sh}(E') = \text{Sh}(E) \).

**Proof.** Using the techniques from [19], [29] or [6].

6.2 Cut elimination for SKSq

Making use of a cut elimination proof for expansion proofs, we can now prove an indirect cut elimination result for SKSq.

**Proposition 70**
Let \( \ast_{SKSq} \). Then we can construct \( \ast_{SKSq}^\prime \), where every instance of \( i \uparrow \) is closed.

**Proof.**
LEMMA 71

\[ \phi \mid_{\text{KS}^\cup(a_i \uparrow)} \rightarrow \phi' \mid_{\text{KS}^\cup(a_i \uparrow, q_i \uparrow)} \]

with all \( a_i \uparrow, q_i \uparrow \) closed.

PROOF. Straightforward.

LEMMA 72

For any first-order formula context \( K\{\} \) and any formula \( A \), with no free variables bound by \( K\{\} \), there are derivations

\[ \begin{align*}
K\{t\} \land A & \quad \text{and} \quad K\{A\} \\
\|_{\{s,n \uparrow, u \uparrow\}} & \quad \text{and} \quad \|_{\{s,n \downarrow, u \downarrow\}} \\
K\{A\} & \quad K\{t\} \lor A
\end{align*} \]

PROOF. We show that we can construct by induction on the size of \( K\{\} \). If \( K\{\} = \{\} \) there is nothing to do.

The inductive steps are as follows:

\[ \begin{align*}
K\{t\} \land A & \quad \frac{K\{t\} \land A}{B \lor K'\{t\}} \quad \text{and} \quad \frac{K\{A\}}{K\{t\} \lor A} \\
\|_{\{s,n \uparrow, u \uparrow\}} & \quad \text{and} \quad \|_{\{s,n \downarrow, u \downarrow\}} \\
K\{A\} & \quad K\{t\} \lor A
\end{align*} \]

LEMMA 73

Let \( \phi \mid_{\text{KS}^\cup(a_i \uparrow, q_i \uparrow)} \) be a proof with all \( a_i \uparrow, q_i \uparrow \) closed. Then we can construct a proof

\[ \begin{align*}
A \lor & \quad \frac{\exists x A_1 \land \forall x A_1}{f} \quad \text{and} \quad \frac{\exists x A_n \land \forall x A_n}{f} \\
& \quad \text{where all the } a_i \uparrow, q_i \uparrow \text{ are still closed.}
\end{align*} \]
PROOF. We omit this proof, which can be found as the proofs of Lemmas 1.54 and 3.28 in [32]. Essentially, we can use Lemma 73 to push instances of $a_i \uparrow$ and $q_i \uparrow$ to the bottom of the proof. □

**Proposition 74**

Every proof $\phi \vdash_{KSq}^*$ can be separated into a quantifier-cut-free top half, with parallel closed quantifier-cuts in the bottom half:

$$
\phi \vdash_{KSq} A' \\
\|_{KSq \cup \{a_i \uparrow\}} \\
\|_{\{q_i \uparrow\}} \\
A
$$

**Proof.** By the lemmas above. □

**Theorem 75**

$SKSq$ and $KSq$ are weakly equivalent, i.e. if there is a proof $\phi \vdash_{KSq}^*$ then there is a proof $\psi \vdash_{KSq}^*$.

**Proof.** Let $\phi \vdash_{KSq}^*$. By Proposition 74 we can reduce all the up-rules to $a_i \uparrow$ and $q_i \uparrow$, pushing all instances of $q_i \uparrow$ to the bottom of the proof.

By Theorem 19, taking into account Remark 23, we can construct a Herbrand proof $\phi_2$ of $A \land B$ where $B = (\forall x_1 B_1 \land \exists x_1 \tilde{B}_1) \lor \ldots \lor (\forall x_n B_n \land \exists x_n \tilde{B}_n)$.

By Theorem 12, we can eliminate $a_i \uparrow$ from the upper part of the Herbrand proof to form $\phi_3$. By Proposition 44, we can construct a proof $\phi_4$ of $A \land B$ in HNF.

By Theorem 53, we can construct an expansion proof with cut $EC_{\phi_4}$. By Theorem 69, we can eliminate the cuts from $EC_{\phi_4}$ to give $E_{\phi_5}$, and then translate back into a proof in HNF of $A$, $\phi_5$ by Theorem 66. By Proposition 44, we can translate this back into a $KSh1$ proof $\phi_6$, and finally back into $KSq$ with Proposition 24.

$\phi \vdash_{SKsq} A$ \quad Prop 74 \quad $\phi_1 \vdash_{KSq \cup \{a_i \uparrow\}} A \land B$ \quad Thm 12 \quad $\phi_2 \vdash_{KSh1 \cup \{a_i \uparrow\}} A \land B$ \quad Thm 19 \quad $\phi_3 \vdash_{KSh1} A \land B$

$\phi \vdash_{KSq} A$ \quad Prop 44 \quad $\phi_4 \vdash_{KSh2} A \land B$ \quad Thm 53 \quad $E_{\phi_4} \vdash EPC$ \quad Thm 69 \quad $E_{\phi_5} \vdash EP$

$\phi_5 \vdash_{KSh2} A$ \quad Prop 24 \quad $\phi_6 \vdash_{KSh1} A$ \quad Prop 24 \quad $\psi \vdash_{KSq} A$

□

7 Conclusion and Further Work

In this paper, we have brought together three strands of research together—the study of Herbrand proofs, the study of expansion proofs, and deep inference proof theory—and shown how the notion of decomposed proofs from deep inference proof theory can be used to unify the two approaches to Herbrand theorem. The theory of decomposition for first-order classical logic and other logics is still being developed, led by Aler Tubella [4, 5], and any general advances would be likely to have a bearing on this line of research.

However, we are not wedded to the deep inference methodology, and, in fact, there are other attractive ways of representing decomposed proofs. In particular the use of combinational proofs...
to represent decomposed proofs is an interesting development [24, 34]. Recently, Hughes has introduced first-order combinatorial proofs, and work is being carried out by the author and others to fit these graph-theoretical proof objects into the picture [25]. Combinatorial proofs provide natural, ‘syntax-free’ equivalence classes for decomposed proofs in deep inference, and already the author has investigated how variants of propositional combinatorial proofs can be used to classify sets of structural deep-inference inference rules. Already, investigations have begun in extending this work to first-order classical logic, a line of research motivated by many of the same logical and philosophical concerns that animated Herbrand’s own investigations almost a century ago.
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