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Abstract. Aspect-based sentiment analysis is a vital issue in fine-grained sentiment evaluation, which intends to provide an automatic prediction of the sentiment polarity, given a particular aspect in its context. This paper presents an aspect-based sentiment analysis to find hate sentiment inside twitter data. Word embeddings have had prevalent utilisation in Natural Language Processing (NLP) applications because their vector representations have the ability to capture useful linguistic relationships and semantic properties between words with the help of deep neural networks. Word embeddings have often been used in machine learning models as feature input, which allows for the contextualisation of raw text data in machine learning techniques. The model has the ability to represent the relationship between the word embedding features and the aspects as feature representation within the suggested model. To assess the efficacy of the proposed method, extensive experiments were performed on the dataset of the researcher, as well as on widely utilised datasets. It was demonstrated by the experimental results that the proposed method was able to obtain impressive results among the three datasets.

1. Introduction
Twitter is a social networking and online news service that holds a large quantity of information. ‘Tweets’, which are the messages posted on Twitter, have a 150-character limit. Millions of people use Twitter, and the site is known as one of the most visited sites throughout the world. On average, there are 58 million tweets posted every day [1]. Individuals and organisations have also increased their social media content from different areas, including Facebook, community forums, online reviews, and blogs to help in making decisions. There is a lesser need for people to depend on the opinions of their friends and family members because users post numerous reviews on the internet about various products and services. Tweets can exist as either messages or images that users on social networking sites post. These tweets can offer individuals and organisations valuable information.

Over the past several years, there has been a significant rise in the quantity of interactive contents on the Internet. Websites now allow users to post whatever they want. However, the rise of social networks like Twitter, Facebook and Google+ has also been the root of many social phenomena such as intimidation, harassment, depression, hate speech, and suicide. People have a tendency to express their biases or their feelings towards specific groups of people. It is difficult to identify hate speech in social media because in such environments, the textual contents are often informal, unstructured, and the words are often spelled wrong. There has been increasing interest in such tasks, along with the challenges that come along with them, such as the amount of data that need processing and the complexity of handling unstructured text that is expressed in natural languages. As a result, many fields have been influenced, including sentiment analysis (SA) and big data.

The murder of Drummer Lee Rigby in Woolwich in 2013 resulted in a widespread social media reaction. Given the public nature of the actions and the extreme terrorist motive, there was a possibility that the public response may include written expressions of antagonistic and hateful
sentiment towards a specific ethnicity, race, and religion, which one can interpret as ‘hate speech’. From the hate speech sample, it was apparent most of the terms utilised in hate speech were derogatory or expletive, targeted at particular social groups such as religion, race, disability, ethnic origin, nationality, or sexual orientation [4, 5]. A research by [6] conducted a study that captures the trend of rising anti-Korean sentiment and hate speech in present Japan. The study also determined the on-going history of the battle against those who attempt to ruin society in Japan by base-hearted means. The study presented a short list of remarks and street propaganda that Japanese racists expressed during demonstrations such as “If you hate Japan, why don’t you go home?” or “You can throw stones at Korean. You can rape Korean ladies” [6]. Furthermore, the assault of a person because he is Black constitutes a hate crime, while assaulting a Black person for other reasons will be classified as simple assault. Certain states have put in place specific “hate crime” offences while others increase the severity of the primary charge or increase the sentence when it is determined that hate has been motivating the crime. This study makes use of aspect-based sentiment analysis (ABSA) for the analysis of Twitter contents that are regarded as crime. Unlike traditional sentiment analysis, ABSA also makes use of several added challenges such as: (a) connecting every portion of the text with the aspect it’s referring to, (b) determining the parts of text that talk about the same aspect [7]. The aim of this study is to tackle these problems by offering an improved semantic model for the aspect-based sentiment analysis (ABSA) method. The suggested approach comprises: (a) baseline evaluation method and research to support the comparison of the suggested study using the researcher’s dataset and the reference dataset, and (b) an enhanced twitter ABSA that has its basis on word embedding features.

The remainder of this paper is organised as follows. Section 2 discusses an associated work for sentiment analysis and aspect-based sentiment analysis. Section 3 will present a model architecture comprising the features utilised in the experiment and discussion on the baseline approach and assessment. Section 4 presents the results and analysis. Section 5 provides the conclusions and suggestions for future research.

2. Related Works on Aspect-Based Sentiment Classification

Although it is useful to classify opinionated texts at the sentence or document level, it does offer the necessary information that is required for several other applications. A positive opinionated document about a specific entity does not automatically signify that the author possesses positive opinions on every aspect of that entity. Similarly, a negative opinionated document is not an indication that the author dislikes everything. Given a typical opinionated document, both negative and positive qualities of the entity are written by the author, although the entity may have a positive or negative general sentiment.

Sentence and document sentiment classification do not offer such information. These details are obtained by going to the aspect level. In other words, the full model of aspect-based sentiment analysis is needed. Instead of viewing opinion mining simply as a way to classify sentiments, aspect-based sentiment analysis presents a collection of problems that need deeper natural language processing capabilities to generate a more enriched set of results. The task contains four subtasks: aspect term extraction, aspect category identification, aspect-terms’ polarity identification, and aspect category polarity.

Aspect-based sentiment classification is used in classifying the opinions on various aspects as either subjective or objective. The primary task in aspect-based sentiment classification is to find the opinion words and then determine the polarity of these words towards their context. One of the methods that researchers use involves extracting all the adverbs, adjectives, and verbs from the tagged sentences [11, 13, 14, 15]. In this method, [12] utilised linguistic rules for the determination of word opinion orientation. In this process, the set of adjectives that are seen near each aspect are also extracted, instead of just utilising the linguistic rule.

However, other alternatives exist to transform text to numbers. Generally, the term word embedding is used to refer to the techniques that make it possible to represent the words of a certain
vocabulary over a continuous vector space of a dimension which is significantly lower than the vocabulary size. These techniques are able to extract a word profile in an unsupervised way by simply considering the contexts in which these words are seen. For instances, one research [2] addresses on how to integrate different representations of input for the problem of aspect-based sentiment analysis. They also focus on three kinds of representation including word embeddings from the two methods (Word2Vec and GloVe) and the one-hot character vectors. Besides, [3] proposes to utilize both word sentiment label from lexicon and tweet sentiment label from distant supervised information for training sentiment-enriched word embedding. The method integrates word-level information into tweet-level as a convolutional result, while simultaneously modelling word-level n-gram and sentiment information.

Word embedding techniques are seen to bridge the lexical frontier because word representation also allows for the capturing of semantic and syntactic aspects. Word2Vec [16] and GloVe [27] are two recognised and accepted methodologies that are used for encoding words as real-value vectors. Word2Vec constitutes of an “artificial neural network predictive” model that includes the continuous bag of words (CBOW) and Skip-gram architectures. On the other hand, GloVe is a “count based” model. In the CBOW model, the current word is envisaged from its context words. On the contrary, the Skip-gram model makes use of the current word to predict its context words. Alternatively, the GloVe model operates on an aggregated global word–word co-occurrence statistics from a corpus. Hence, the two approaches, Word2Vec and GloVe, have the potential to encode different aspects of a language. In addition to this, if different corpora are used, then it will apparently create varying word vectors where every vector is composed of highly complementary information with respect to the others.

Google developed Word2vec in 2013, which emerged to be a powerful tool for text processing [16]. Word2Vec is one of the words embedding tools that have recently gained more attention within the scientific community. This model uses neural networks as its basis and has a relationship to some of the elements that can be credited for the advent of the so-called deep learning. In high-dimensional vector space, it exhibits high efficiency when it comes to computing word vector representations. In the vector space, word vectors emerge from words that have comparable semantic and share common contexts and are mapped close to each other. Besides syntactic information, the similarity of word representations based on semantic characteristics such as semantic relationships are usually conserved in vector operations carried out on word vectors. In this study, the Word2Vec method is used as it has been established that Word2Vec creates better word embeddings for most general NLP tasks compared to other approaches.

3.0 Model Architecture
The aggregated tweets undergo distribution with regards to sentiment polarity. For this segment of ABSA, the predicted label tweets are being classified as either negative or positive, while the neutral category is not taken into consideration. For the entire dataset, majority of the tweets were in the negative category, while the positive category had a significantly small number of tweets. The key cause behind this trend is that most of the Twitter users use Twitter to voice out their complaints and channelize their negative energy arising from failed service and negative experiences. On the contrary, very few use it for sharing pleasant experiences while using products or services, or for positive commentaries that emphasise their support for the target group. The model pre-processes tweets from the researcher’s HCTS dataset that includes 1,078 tweets [17]. Additional datasets that were used include the Stanford Twitter Sentiment (STS) dataset and the Sanders Twitter Corpus (STC) dataset [18].

This paper focuses on assessing the usefulness of the representations given by Word2Vec in classifying documents. Our primary goal is to determine if the knowledge Word2Vec offers about words is complementary to the information that is gathered using a very stable model for the task of
classifying. In this case, Word2Vec has an even more interesting contribution, as it demonstrates the utility of a more semantic representation given a more demanding situation.

3.1 Features used for the experiment

N-grams [10, 21, 22] and lexicon characteristics [8, 9, 19, 20] are used for some of the researches. Similarly, Twitter has its unique set of attributes and features. This may accordingly impact some of the researches that use hash tags as parameters for analysis [23, 24]. Moreover, other significant characteristics of Twitter include the keyword, word context and statistical features [25]. In this study, the following characteristics are used for analysis:

(i) Word2Vec was used to signify words in the neural network training. The classification of words was conducted using feature representation. Each word was encoded as a 300-dimensional vector, which was then supplied to the network. It was revealed by the researchers that the use of word vectors that have been trained in this manner exhibit significant efficiency with respect to semantic similarity comparison.

(ii) POS was used that represents verbs, adverbs, nouns, and adjectives.

(iii) N-grams were used for feature representation in the classification. In the text classification, unigrams are commonly used as features, which are nothing but single words. These basic unigrams are highly successful for feature representation in sentiment classification [28]. Only those words that appear more than once in the tweet’s dataset are used. The unigrams are derived, and their frequency is counted, and if the frequency is found to be greater than one, the word is included as a feature and the numerical value is set as its frequency.

4.0 Results and Analysis

Table 1 presents the results with respect to the terms of the percentage of recall and precision that are derived through three versions of domain-specific classifiers. It is found that the word embeddings trained on HCTS exhibit superior traits compared to the other features when all the metrics (precision: 83.3, recall: 75, F1 score: 73.3) are taken into consideration. This is in contrast to the F-measure of 61.8 for the unigram features, and 53.3 for the POS tags features. The performance for STC dataset is better when Word2Vec is used with F-measures 71.4%, compared to 71.3% for POS tags features and 64.5% for unigram features. Moreover, the performance is comparable for the STS Dataset, where it achieves 92.9% with Word2Vec features, and 86.2% with POS tags and unigram features. It is observed that the three-domain dataset performance with Word2Vec features leads to improved performance in relation to the use of other features. Although, in all the cases, recall was considerably lower than precision.

5.0 Conclusion and future works

In this study, an aspect-based sentiment analysis is carried out to analyse and assess the prevalence of hate sentiment within Twitter data. In the proposed model, it is possible to represent the relationship between the word embedding features and the aspects as feature representation. A set of classifiers were implemented in association with different features, and then compared in terms of their performance on the ABSA tasks. In addition to this, the word embedding features were used to play a major role in improving the prediction results. The future plan is to integrate more information into this model, like additional features such as topic to improve the capability of Twitter word embedding. On the other hand, the plan also involves the evaluation of the recommended approaches on other social media datasets such as Facebook, LinkedIn, YouTube, etc. The important aspect to consider is that the results will offer a direction to future researches that might be beneficial for aspect-based sentiment classification performance.

Table 1: Comparison of methods

| Dataset   | Classifier | Precision | Recall | F-measure | Precision | Recall | F-measure | Precision | Recall | F-measure |
|-----------|------------|-----------|--------|-----------|-----------|--------|-----------|-----------|--------|-----------|
|           |            |           |        |           |           |        |           |           |        |           |
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