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PeyeDF is a Portable Document Format (PDF) reader with eye tracking support, available as free and open source software. It is especially useful to researchers investigating reading and learning phenomena, as it integrates PDF reading-related behavioural data with gaze-related data. It is suitable for short and long-term research and supports multiple eye tracking systems. We utilised it to conduct an experiment which demonstrated that features obtained from both gaze and reading data collected in the past can predict reading comprehension which takes place in the future. PeyeDF also provides an integrated means for data collection and indexing using the DiMe personal data storage system. It is designed to collect data in the background without interfering with the reading experience, behaving like a modern lightweight PDF reader. Moreover, it supports annotations, tagging and collaborative work. A modular design allows the application to be easily modified in order to support additional eye tracking protocols and run controlled experiments. We discuss the implementation of the software and report on the results of the experiment which we conducted with it.
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1 INTRODUCTION
Eye tracking is a valuable, non-invasive means of investigation. It has seen increased adoption rates in the past decade, thanks to gradual but steady technological and cost-related improvements [35]. Many fields of research have been taking advantage of its capabilities, ranging from design [19], collaboration [22], learning [29], cognition [11, 40, 68] and usability [35].

To date, the experiment design, experiment procedure and utilization of the eye tracking devices have been a laborious task for users and researchers, in particular for a long run experiment. In many circumstances, most of the users fail having a tangible connection with the software user interface and the researchers have to spend huge amount of time on implementing the experiments using eye tracking software. In the context of providing an appealing user experience and easier experiment design procedure, in particular for long run experiments, we present PeyeDF, an open-source eye-tracking enabled reading tool. PeyeDF is suitable for the conduction of eye-tracking-based
reading and learning experiments conducted over long periods of time. For users, PeyeDF is easy to use, lightweight, stable software that provides support for storing easily-performed manual document annotations. For experimenters, it provides out-of-the-box support for multiple eye tracking platforms.

1.1 Related work

Deciphering the state of one’s mind by performing inferences on eye movements is a research topic that has been undertaken for various purposes. The span of this research area is wide-range and includes observer task inference [12], tagging image pleasantness [47], inferring traits [34], predicting one’s age [70], information retrieval [48], etc. Reviewing all the related work is beyond the intent of this article, for brevity, we refer the readers to [22]. A brief account of the most relevant work is, however, presented.

Investigating the relationship between eye movements and learning can provide great insight into cognitive functions. To investigate one’s cognitive performance during learning, reading has been a central focus in conjunction with the eye tracking. For example, it has been demonstrated that the duration and number of fixations increase along with the difficulty of the text being read [49]. Such fixation-level measurements is utilised to assess how sentence construction affects comprehension difficulty [64] or to estimate the reader’s language expertise [39]. More examples are given in a review by [51].

Within the concept of learning via “Lifelogging”, storing our data in personal databases [28] and retrieving previously manually annotated information is demonstrated to reinforce memory [44]. Annotations might also be performed automatically with attentive documents [15]. Both are valid strategies for the location of important passages that exploit manually or implicitly (automatically) annotated information. One drawback of automated annotation approaches is that the reinforcement of learning induced by the act of manually annotating passages is lost. In this context, the possibility of manually annotating passages is a feature that must be provided by all learning platforms [2]. The PeyeDF tries to alleviate this shortcoming by allowing both manual and implicit annotation schemes.

Electronic devices have introduced new research questions for learning, such as the investigation of screen-based reading behaviour. There are opposing views in favour [17, 42] and against such technologies [1, 43] in learning and education. Many factors such as meta-cognitive abilities, culture, familiarity, habit, improved display technologies and age are argued to influence performance of users in digital reading [4, 25, 63]. While electronic reading is gradually replacing paper-based reading [2, 42], the reading experience is key to success in reading. In other words, being comfortable with digital tools can improve learning [31]. We, thus, need to have well-designed software, akin to PeyeDF, for learning studies.

Designing software for the collection of user data during reading and learning can be cumbersome; a number of software systems have been developed to facilitate such tasks. These are summarised in Table 1.

Adele is a e-learning suite that allows synchronisation of eye tracking data with course material [29]. Text 2.0 [9] and Eyebank [8] are two frameworks for web browsers designed to provide interactive feedback to gaze data. These two systems, along with that presented by [16], can distinguish between skinned versus read text. Eye an Pen [3] enables synchronisation of handwriting with gaze data. Ogama is a system for slideshow study designs [67]. iTrace is an environment that enables eye tracking research on software systems, rather than static text [56]. Eye tracking software prototypes have also been developed for tablets and smartphones, although these are limited in accuracy and speed due to current hardware [38, 69].
Task Tracer is a Windows application for tracking user activity across various tasks [21]. It provides access to an open database that stores computer usage data. “Stuff I’ve Seen” is a system for personal data storage and retrieval [23]. Presto is a document storage system that organises material based on its contents, in addition to the traditional folder-based approach [20]. Xlibris is a tablet-based proprietary system for document storage and annotation [54]. Note that some these applications do not support eye tracking and are not open-source. They are, thus, not among the best choices for researchers.

Among the open-source applications, Varifocal Reader is an application that allows navigation of large text documents at various level of detail (e.g. headers, sub-headers) [37]. It is aimed at exploring individual large documents (books), while PeyeDF is aimed at storing information about collections of documents of any size. GazeParser is an open-source library for low-cost eye tracking and data analysis; it consists of a video-based eyetracker and libraries [59]. It is not aimed at reading nor does it support long-term data storage and retrieval. Eyerec [53] and openEyes [41] are two open-source hardware specification for eye tracking.

To summarize, the current eye tracking-based systems, in one hand, do not support personal data storage (PDS) and can not support lifelogging. On the other hand, the PDS based systems do not support any eye tracking and can not be used in eye tracking research. The PeyeDF software addresses these shortcomings by providing support for eye tracking and PDS. Moreover, it is an open source, lightweight PDF reader that can be customized for numerous research purposes.

| Name             | Reference | Purpose          | Eye Tracking | PDS* | Open-source |
|------------------|-----------|------------------|--------------|------|-------------|
| Adele            | [29]      | Learning         | ✓            |      |             |
| Text 2.0         | [9]       | Reading          | ✓            |      |             |
| Eyebook          | [8]       | Reading          | ✓            |      |             |
| Eye and Pen      | [3]       | Learning         | ✓            |      |             |
| Ogama            | [67]      | Presentations    | ✓            |      |             |
| iTrace           | [56]      | Programming      | ✓            |      |             |
| Eyetab           | [69]      | Tablets          | ✓            |      |             |
| My Reading Life  | [38]      | Phones           | ✓            |      |             |
| Varifocal Reader | [37]      | Large documents  | ✓            | ✓    |             |
| Task Tracer      | [21]      | Office work      | ✓            |      |             |
| Stuff I’ve Seen  | [23]      | PDS              | ✓            |      |             |
| Xlibris          | [54]      | Tablets          | ✓            |      |             |
| GazeParser       | [59]      | Software library | ✓            | ✓    |             |
| Eyerec           | [53]      | Hardware         | ✓            | ✓    |             |
| Openeyes         | [41]      | Hardware         | ✓            | ✓    |             |
| PeyeDF           |           | Reading          | ✓            | ✓    | ✓           |

*Supports or includes a Personal Data Storage system.

1.2 Contribution

We introduce PeyeDF. It is an open-source eye-tracking enabled reading tool. The PeyeDF is designed to support personal data storage systems (PDS) and eye tracking support in combination with a lightweight document viewer that enhances user experience during learning experiments. Some of the unique properties of the PeyeDF includes,

- tracking viewport position,
• tracking zoom factors,
• support for multiple eye tracking devices,
• implicit data annotation
• extendable modules,
• supporting DiMe, a personal data storage system,
• lightweight and user friendly interface

The PeyeDF eases the life of both experimenters and users in long run reading and learning experiments. It has been tested over a long (3+ years) at Aalto University, Finland and to run the experiment described in section 5. It can be also used as a stand alone self-indexing system when an eye tracker is not available.

2 IMPLEMENTATION

PeyeDF is available only for macOS and it has been highly optimised for the platform. All computation related to eye tracking data and behavioural data collection takes place in the background, so that the main thread (which updates the User Interface) is left unburdened, resulting in a smooth user experience; this is enabled by the implementation described in section 2. It also supports spotlight (described in subsection 3.3) and URL Types (explained in subsection 4.3). It implements the Swift API guidelines¹ and the Apple Human Interface guidelines².

2.1 Installation

PeyeDF is a standard macOS application; as such, it can be installed by downloading a disk image from https://github.com/HIIT/PeyeDF/releases and dragging PeyeDF to the Applications folder. However, in order to function it requires the installation of DiMe and, optionally, a connection to a supported eye tracker. These steps are described below. An overview of the full system is given in Figure 1.

2.2 Prerequisites

PeyeDF requires DiMe for data storage and retrieval. DiMe is an open-source Personal Data Storage (PDS) system that supports multiple applications and data types [58]. DiMe itself requires the following software to be installed in order to be compiled.

• Xcode³ or Command Line Tools⁴
• Java SE⁵ JDK version 8 or above
• Node.js, downloadable from the web⁶ or via Homebrew⁷, if installed

2.3 Setup

Once the required software is installed, DiMe should be compiled and run. PeyeDF must then be configured to utilise DiMe using a predefined user and password. The procedure to do so is detailed below and the related code can be pasted into a Terminal (note that individual commands are separated by ‘;’ and otherwise each statement should be written in a single line).

(1) Clone the open-source DiMe repository:
   ```bash
   git clone --recursive https://github.com/HIIT/dime-server
   ```

¹https://swift.org/documentation/api-design-guidelines/
²https://developer.apple.com/design/human-interface-guidelines/macos/overview/themes/
³https://itunes.apple.com/app/xcode/id497799835
⁴xc ode-select --install
⁵http://www.oracle.com/technetwork/java/javase/downloads
⁶https://nodejs.org
⁷brew install node
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Fig. 1. System overview. PeyeDF requires two way communication with DiMe. It supports the listed protocols for eye tracking communication. As discussed in subsection 4.7, the EyeDataProvider protocol generalises eye tracking support. It is also possible to export / import eye tracking and reading data via JSON files.

(2) Run DiMe:
```
cd dime-server; make run
```

(3) DiMe is ready Once ‘fi.hiit.dime.Application: Started’ appears; first-time compilation may take a few minutes.

(4) Navigate to [http://localhost:8080](http://localhost:8080) and create a user. For a test run, use Test1 as user and 123456 for password as these are the PeyeDF defaults.

(5) PeyeDF can now be started and should be fully functional. If a different user rather than the suggested Test1 was created during the previous step, navigate to PeyeDF Preferences, select the ‘DiMe’ tab and enter the chosen username and password.

Dime creates a .dime directory under the user’s home. This directory contains the full database; deleting this directory will reset DiMe. If the directory is copied or moved to another machine an installation of DiMe on that machine will be able to read the database (assuming that username and password match). DiMe can also be installed on a (local) network server so that it can be used by multiple users simultaneously.

## 3 USAGE

PeyeDF works and behaves like a lightweight PDF reader – similarly to the stock ‘Preview’ application on macOS. PDF files can be opened with PeyeDF by default, if desired. Eye tracking support is not required for the application to work, although it is the main motivation for using PeyeDF,
Fig. 2. Screenshot and paragraph detection. This figure shows a screenshot of PeyeDF (an instance of DocumentWindowController) with overlays representing fixations and their related paragraphs. A fixation is assigned to a paragraph when its height can be contained within 3° of visual angle from the fixation. PeyeDF stores all fixation and paragraph information in sets of ReadingEvents, as described in subsection 4.1.

along with its data storage and indexing capabilities. A screenshot of the applications is provided in Figure 2, which also shows how PeyeDF captures the currently read paragraph while using an eye tracker.

PeyeDF supports two eye tracking hardware systems: SMI® and Pupil Labs®. Hardware support is enabled via data input from the LSL, zeroMQ and MIDAS protocols. If desired, PeyeDF can be extended to support additional protocols (and hence hardware) as discussed in subsection 4.7. To activate eye tracking while using PeyeDF, it is sufficient to select the desired protocol in the Preferences > Experiment dialog. An error message will be displayed if a valid connection was not be established. All gaze data is fetched in real time; at this stage, PeyeDF does not support off-line gaze recorders such as GazeParser [60]. If eye tracking is currently being used, a tick for ‘Eye Tracking’ appears in the ‘Connections’ menu.

In the ‘Connections’ menu, a tick also indicates whether PeyeDF is successfully connected to DiMe. In case a connectivity problem occurs during usage, one of the images displayed in Figure 3 is displayed over the reading area to attract the user’s attention.

PeyeDF collects eye tracking and reading data in the background, without noticeably affecting the reading experience. This is enabled by asynchronous processing of behavioural and eye tracking data in background queues (as described in subsection 4.6).

---

8https://www.smivision.com
9https://www.pupil-labs.com
10https://github.com/sccn/labstreaminglayer
11http://zeromq.org
12https://github.com/bwrc/midas
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Fig. 3. Error indicators. These images are shown over the reading area when a connection error is detected, in order to capture the user’s attention. The ‘Not receiving eye tracking data’ image is also shown when the user’s eyes have not been detected for an extended period of time (e.g. in case the user left the workstation).

PeyeDF provides support for rapid annotations. Annotation support is critical for reading applications as actively highlighting passages can increase their retention [24]. It has been previously suggested that annotations in the digital world may be less effective than paper-based annotation when they are too complex to use [6]. Providing a means for quickly annotating sections of relevant text is then beneficial. To enable quick annotations, the ‘quick mark’ button (visible on the toolbar) should be activated. Annotations are then performed with a double-click on a paragraph to mark an “important” paragraph in yellow. A triple click would highlight the area as “critical”, using a stronger colour (red). It is also possible to annotate text by selecting a range of text and right clicking.

Tagging is also supported: users can assign tags (corresponding to short strings) to any range of text. Tags are stored in DiMe, and can subsequently searched and retrieved by PeyeDF or other supporting applications.

3.1 Refinder

It has been suggested that lack of visual cues in digital applications might impede reading [1, 43]. PeyeDF implements a Refinder functionality, which utilises colours, tags and overviews in order to provide spatiotemporal markers to previously read and annotated text. The Refinder has been included in PeyeDF for two reasons. Firstly, it improves the reading experience by providing a simple means to revisit previously highlighted text; this may motivate experiment participants in utilising PeyeDF rather than a default reader. Secondly, the Refinder has been designed in order to be extensible: it can be integrated into third party applications (as described in subsection 4.3) or it
Fig. 4. Refinder screenshot. A screenshot of an instance of RefinderWindowController is shown in this figure. There can only be one such window in an instance of PeyeDF. Colours represent the type of annotations created by users (yellow for “important” and red for “critical”). In this example, blue represents unannotated paragraphs which contained at least three fixations. The colour bars represent the overall proportion of the given document which is marked in the given colour. Note that in the overview, blocks are overlaid over text, while in the main window annotations are displayed as a bar on the left side of the related paragraph.

3.2 Collaboration

PeyeDF also supports collaborative reading and tagging. To enable it, two (or more) collaborators must be connected to the same local network. Detected collaborators can be displayed by activating the Connections > Show network readers menu. One can then initiate collaboration by pressing the ‘invite’ button. Collaboration also requires DiMe. This allows users to “track” one another, if desired, showing exactly which paragraph is being read by the collaborator using eye tracking.

Real time sharing of gaze information has been shown to increase collaboration quality during problem solving [55, 61], collaborative visual search [13] and a planning task [18]. It has also been shown to be useful, for example, in remote non-collaborative scenarios, such as virtual lectures [57] or virtual conferencing [66]. Support for collaborative work in reading software is a desirable feature according to [2].

Application elements unique to the collaboration feature are shown in Figure 5. This feature is provided to keep the application on par with modern office packages and potentially allows for research in collaborative environments, with and without eye tracking.

3.3 Spotlight integration

A minor but useful feature is spotlight integration. When searching for text on a macOS system, opening a PDF with PeyeDF will open it while searching for the previously searched text. Searched-for text is stored in SummaryReadingEvents. Events are explained in the next section.

13http://github.com/HIIT/PeyeDF/tree/master/PeyeDF/Refinder
Fig. 5. Collaboration features. On the left, the list of active connections is shown; in this case, there is only one active connection. This displays the filename and title of the document currently being read by the collaborator(s). This item will also display a 'Track' checkbox upon the start of a collaborative reading session; this allows one collaborator to follow the gaze and / or reading viewport of the other. On the right, the overview of the collaborative session. Colours identify sections of the document which have been read by the local user, the collaborator, or both. This overview is a small window displayed along with the main DocumentWindowController.

4 DATA STRUCTURES AND APIS
This section describes the format of PeyeDF data structures, APIs, events and their usage. Figure 6 summarises the data types supported by DiMe. This information is also documented in the dime-server repository\textsuperscript{14} and in the corresponding wiki pages\textsuperscript{15}.

For a generic user, accessing the stored data of an experiment is likely the most critical functionality of the software. Data can be retrieved in two ways: (1) by right clicking an entry (session) in the Refinder and choosing 'Extract JSON', which allows to save all ReadingEvents related to the selected session in a JSON file, and (2) by utilising the DiMe API, to be described in subsection 4.2. While the first approach is relatively easy, the second requires better understandings of the internals of the software, and it also enables one to further extend the software.

4.1 Data Types: Events and Information Elements
There exists two main data types, which should be distinguished from each other, (1) Events and (2) InformationElements. Events correspond to snapshots of user activity, while InformationElements

\textsuperscript{14}\url{https://github.com/HIIT/dime-server/tree/master/src/main/java/fi/hiit/dime/data}
\textsuperscript{15}\url{https://github.com/HIIT/PeyeDF/wiki/Data-Format}
represent documents or other information retrievable with a URI. In PeyeDF, there is only one value for `InformationElement`, which is `ScientificDocument`, a link to the PDF files to be retrieved. An `InformationElement` contains also a `ContentHash` and an `appId`. The first, a SHA hash of the textual content of a PDF, is used to identify textual similarity between PDFs. `appId` is simply a `ContentHash` with 'PeyeDF_' prefixed to distinguish between PeyeDF and other applications.

The data from experiments will be mostly stored in the Event and its variants. We, thus, dedicate most of this section to the Events data type. The software consists of several event data structures, namely `Event`, `ReadingEvent`, and `SummaryReadingEvent`. The first and most important is `Event` that contains `Event.targettedResource` field which contains the associated element of a given event, i.e., a pointer to `InformationElement` data type corresponding to the current event.

During the software operation, when a user wants to access a document for reading, the reading event is triggered to handle the retrieval of the relevant document and starts recording the action of reading. `ReadingEvent` contains data collected from the moment the user started the act of reading until the reading stopped. A `ReadingEvent` may last a few seconds or minutes. We assume reading action is stopped as soon as the window is scrolled or moved. A more detailed explanation of how we estimate whether the user is reading is provided in subsection 4.6.

Fig. 6. Data class diagram. Shows the relationships and format of data classes that PeyeDF exports. DMeData is top-level class from which all other inherit; this is used in PeyeDF to identify classes which can be stored in DMe. Field names were designed to be self-explanatory. Event is the most relevant class for retrieving eye data (along with its subclasses); this is explained in subsection 4.1. If needed, more details are provided, in the dime-server repository data folder14 or the PeyeDF repository wiki15.
Fig. 7. Viewports. This figure displays the position of the viewport under different page arrangements. Note that origin is always at bottom left. When the viewport covers more than one page, the pageLabels and pageNumbers lists of a ReadingEvent will contain more than one value. The crop box represents the visible section of a PDF page (if a page has not been previously cropped, the crop box will correspond to the full page size). Viewports are specified using Rects within each ReadingEvent. Rects representing viewports are identified using a readingClass of 10 and a classSource of 1.

Each ReadingEvent has a sessionId in terms of a string UUID in PeyeDF. During a reading session, the same sessionId is allocated to all ReadingEvents of that specific reading session. A session starts when the user opens a PDF document and terminates when the PDF is closed. Normally, one session comprises many events.

A ReadingEvent has the following fields: pageNumbers, pageLabels, pageRects and plainTextContent to convey the visible information within a session. pageNumbers and pageLabels contains the same number of elements and represent which page(s) that were visible to user. Page number is intended to be a page index starting from 0, while page label is the page number written on the page extracted from the PDF. If page label can not be extracted from PDF source the same indexing as page index will be used. plainTextContent contains all text that was visible on in the viewport(s). pageRects is an array of Rects, which represent positions of paragraph of various nature. These specify the viewport position when the event was generated and other paragraph-level information. Viewports are illustrated in Figure 7.

To distinguish Rects of different nature, the two fields of readingClass and classSource are introduced. The classSource defines what is the source of a Rect, e.g., eye tracker, a click, a viewport, etc. readingClass contains the information about the importance of the event, e.g., an important paragraph vs. a regular one.

During eye tracking, a ReadingEvent can include one or several PageEyeData fields to contain information for fixation information. The fixations’ data is specified within multiple in-order arrays (e.g. horizontal and vertical positions, pupil size, duration). Their coordinates are specified in page space, with pageIndex identifying the page on which these took place. There is a pageEyeData entry for each page for which gaze data were detected. When using eye tracking, PeyeDF detects the paragraph of interest for the given fixation, using the implementation described in subsection 4.5.
A SummaryReadingEvent is triggered once a document is closed, i.e., a reading session is terminated. In consequence, the PeyeDF computes a summary for the reading session and adds it to the database. This information will be further used for future retrievals. The summary information consists of all the searched keywords and search hits in a document, along with their statistical information that may be useful for further relevance information retrieval within documents.

4.2 DiMe API

DiMe is the central backbone of PeyeDF data storage. PeyeDF populates DiMe using HTTP Rest API calls (POST or DELETE) in JSON; these data can be subsequently retrieved by consumers using the GET calls described in this subsection. PeyeDF itself uses GET calls for displaying data within the Refiner. The full DiMe API and configuration instructions are described by [58].

Using the DiMe API, one can query the data structures discussed above. The queries useful in the PeyeDF context are data/event, data/events, data/informationelement, data/informationelements, eventsearch and search. The singular endpoints (data/event and data/informationelement) are used to retrieve a single event or element as JSON. These terminate with the unique integer id that one wants to retrieve (e.g. data/informationelement/1 will fetch the first element stored in DiMe). The plural data endpoints retrieve 0 or more JSON objects and can be filtered using GET parameters. These are discussed more in detail in the next two subsections.

4.2.1 data/events. This endpoint is used to fetch ReadingEvents. This is used when fetching reading data created by PeyeDF in the format described in section 4. Parameters can be used to filter by type, actor, sessionId, elemId or contentHash. Query parameters can be chained.

Possible queries:

- **type** allows to filter by type. PeyeDF uses two types: #ReadingEvent and #SummaryReadingEvent. Note that the type has to be prefixed by http://www.hiit.fi/ontologies/dime/ (this is to distinguish between types created by different organisations).
- **actor** filters by the “creator” of the event. In the case of PeyeDF, there is only one actor: PeyeDF.
- **sessionId** as previously indicated, each reading session, per document (from window open to window close) is assigned one sessionId. This query parameter can be used to fetch all events generated during a single session. This is an alphanumeric string.
- **elemId** filters only events related to a given information element Id (an integer). This is used to obtain all events related to an individual PDF file.
- **contentHash** retrieves all events which were related to a specific file. Using hashes to identify files allows them to be found after renaming or moving.

**Example.** A full query could then be http://localhost:8080/api/data/events?type=http://www.hiit.fi/ontologies/dime/#ReadingEvent&actor=PeyeDF

This query will fetch all events created by PeyeDF. The targettedResource field within each returned event is used to identify the document related to a given event. This allows one to parse the list while searching for specific metrics and relate the given event(s) to a document.

4.2.2 data/informationelements. This endpoint fetches Scientific Documents (which are the only type of information element used by PeyeDF). This endpoint is used to fetch document(s) with a specific contentHash, of a specific type or with a given tag.

- **contentHash** is an alphanumeric string uniquely identifying the document or file.
- **type**; PeyeDF uses only type: #ScientificDocument. As with event queries, PeyeDF prefixes type with http://www.hiit.fi/ontologies/dime/.
• tag allows to retrieve only documents for which a user assigned the given tag. The tag can appear in any part of the document.

Example. http://localhost:8080/api/data/informationelements?type=http://www.hiit.fi/Fontologies/dime/#ScientificDocument&tag=done fetches all ScientificDocuments (PDF files) that the user tagged with 'done'.

4.2.3 eventsearch. To perform textual searches across all events, use the eventsearch endpoint. The query requires a parameter for the given query; optionally, any of the event filter parameters described above can be used.

Example. http://localhost:8080/api/eventsearch?query=pipe&type=http://www.hiit.fi/ontologies/dime/#ReadingEvent looks for ReadingEvents for which the word “pipe” appeared in the viewport. This can be used to retrieves parts of a document which have been read (or likely to have been read) by the user. The found results can be manually filtered to retrieve only events which contained fixations, for example.

4.2.4 search. To find documents that contain given the text use the search endpoint.

Example. http://localhost:8080/api/eventsearch?query=pipe&type=http://www.hiit.fi/ontologies/dime/#ScientificDocument finds all PDFs that contain the word "pipe" in any part of their body and have been previously opened by the user.

4.3 URL types

PeyeDF also supports the native macOS ‘URL Types’ corresponding to interprocess communication protocol. That is, third party applications can ask PeyeDF to open documents and optionally focus on given areas. It is possible to send messages to PeyeDF using URLs starting with the peyedf:// protocol. A custom URL allows for relatively simple interaction between applications.

There are two modes that can be used:

• reader opens a file for a new reading session. It can be used by a search engine to direct to a specific search result.
• refinder opens a previously read file. Useful for personal indexing services which access own reading data.

These appear where the host would normally appear in a URL (e.g. peyedf://refinder/...)

4.3.1 Reader. The format of the request is:

peyedf://reader/[path_on_disk|contentHash|appId|sessionId]?search=search_query[&page=n][&rect=(x,y,w,h)]&point=(x,y)

After reader/ one can refer to a file using a full path. If the file is already known by DiMe, it is also possible to use a contentHash, a given sessionId or appId.

The search query is optional. If enclosed in double quotes (" or a %22 escape sequence) it is treated as an exact phrase search (as opposed to an “all words” search).

Optionally, one can focus to a specific block of text using the page and rect parameters. Otherwise, point and page can be used to focus on a broad area of text (to focus on a section heading, for example). The page parameter must be present if either point or rect is used. It is also possible to use page alone, to focus on the beginning of a given page.

Examples. peyedf://reader/Users/marco/Downloads/Wyble\%20et\%20al\%202009.pdf?search=\%22attentional\%20blink\%22

This opens the ‘Wyble et al 2009.pdf’ file and searches for the “attentional blink” phrase.
4.3.2 Refinder. The format of the request is:

peyedf://reader/Users/marco/Downloads/Yan\%20et\%20al\%202007.pdf?rect=(200,400,200,100)&page=3

This opens the ‘Yan et al 2007.pdf’ file and focuses on the given area with origin 200 (x), 400 (y) and size 200 (width), 100 (height).

peyedf://reader/Users/marco/Downloads/Yan\%20et\%20al\%202007.pdf?rect=(200,400,200,100)&page=3

This opens the same file as before, but instead navigates to a point approximately in the middle of page 2 (or 1, if we start counting from 0).

4.3.2 Refinder. The format of the request is:

peyedf://reader/Users/marco/Downloads/Yan\%20et\%20al\%202007.pdf?rect=(200,400,200,100)&page=3

sessionId is the unique id assigned to each reading session, as described in subsection 4.1.

Optionally, a specific block of text can be focused upon using the page and rect parameters. Otherwise, point and page can be used to focus on a broad area of text (to focus on a section heading, for example). The page parameter must be present if either point or rect is used. It is also possible to use page alone, to focus on the beginning of a given page.

Examples. peyedf://refinder/4c12e273e7be240f9eca1f?point=(200,200)&page=1

Opens the same reading session and in addition focuses to that point on page 2 (if starting from 1).

peyedf://refinder/c7b4d50487d47ce88?rect=(100,400,200,100)&page=3

Opens another reading session and focuses on the given block of text on page 4 (if starting from 1). The given block of text could be something previously annotated, for example.

4.4 Data collection

We, here, explain the mechanisms that are used for collecting data. We first explain how and when a ReadingEvent is generated and which parts of the software are involved. We then discuss the support for eye tracking devices, followed by explaining how an experiment is built using the software.

4.4.1 ReadingEvent generation. The central classes involved in data collection are HistoryManager, DocumentWindowController, PDFReader, to be described below. Their interaction is visually depicted in Figure 8.

The flow of events begins with Notification events, which are generated by user activity. The notifications are collected by an active DocumentWindowController, which triggers the HistoryManager by identifying itself as the centre of the user’s attention. When the software detects a user has finished reading (e.g. switched to another window), the active controller notifies the HistoryManager again.

Upon first call of the HistoryManager, it sets up a short timer (entryTimer 2 seconds, defined in PeyeConstants.minReadTime, that is keep timing meanwhile the user is reading, preventing noisy data from being recorded. The timer asks the DocumentWindowController to generate a ReadingEvent, containing the viewport information and eye tracking data when available. This event will be sent to DiMe later. The timer stops upon exitTimer which is normally triggered only when eye tracking is off and the user leaves the workstation.

4.4.2 HistoryManager. The HistoryManager class is a singleton class. That is, only one instance of it is created and is shared across the application. This class acts as a central buffer for behavioural and eye tracking data, which are frequently sent to DiMe. These data are stored in the
Fig. 8. Generation of ReadingEvents. This diagram depicts the flow involved in the generation of ReadingEvents. As detailed in subsection 4.6, this allows PeyeDF to run smoothly even when large amounts of eye tracking data are being collected and re-referenced to text and paragraphs. Events are initially dispatched via application-wide notifications (top right). These notifications are generated by events representing user or eye tracking activity. This is described in more detail in subsubsection 4.4.1.

currentReadingEvent field; this field is cleared and its previous contents are sent to DiMe every time exit() is called.

4.4.3 DocumentWindowController. Every document window displayed by PeyeDF is an instance of DocumentWindowController. It calls the entry() and exit() methods in HistoryManager to record all the information. Upon appearing, the window sets up a number of Notifications, which monitor user and eye tracking activity. Every time the user “starts reading”, the DocumentWindowController calls entry() in HistoryManager passing itself as a parameter. This identifies the
current window as the window the user is currently paying attention to. When the user “stops reading” exit() is called.

The “start reading” and “stops reading” actions are defined by the type of Notification that are being triggered. For example, if the window starts moving, loses focus or it is otherwise not visible it is assumed that the user stopped reading. Similarly, exit() is called when the user’s gaze was lost for a relatively long amount of time (defined in PeyeConstants.maxReadTime). Otherwise, when the window stops moving, or a scroll event is terminated, it is assumed that the user started reading, and entry() is called. This sets up a short timer, (entryTimer, 2 seconds) which upon fires calls the HistoryManager.entryTimerFire() method, which signals that the user is actively reading. This generates a ReadingEvent in the background containing PDF information (e.g. viewports), ready to be sent to DiMe once the user stops reading.

4.4.4 PDFReader. Every DocumentWindowController contains a reference to PDFReader. This is a subclass of PDFBase, which represents any instance of a PDF file displayed in PeyeDF. PDFReader is specialised in reading detection and interaction with the user. PDFReader contains the getViewPortStatus() method, called by HistoryManager.entryTimerFire(). PDFReader also contains convenience methods for creating annotations and tagging while reading. The PDFBase superclass contains anything relatable to a PDF, such as annotations, tags, searching support. Each DocumentWindowController controls one instance of PDFReader.

4.5 Paragraph detection

PeyeDF uses the distance of the user from the screen to determine which paragraph is currently being read (or annotated) by the user. Distance is obtained from the eye tracker, if available — otherwise it defaults to 60 cm. When a fixation is detected and it falls within text, the PDFBase.pointToParagraphRect() is called by DocumentWindowController to determine the height covered by 3° of visual angle, which should cover abundantly the area covered by the fovea [45]. This only covers the area corresponding to the current textual paragraph; in other words, double newlines are skipped at the edges, if present (detected using textual from within the PDF information).

This information is stored in the EyeRectangle class, which is converted into Rects and sent to DiMe within ReadingEvents. When this happens, the splitAndCrop function is called to split EyeRectangles which are too big (as defined by maxHeight). To sum up, this procedure unites whole paragraphs unless they reach maxHeight.

Algorithms and data structures regarding paragraph operations are defined in Paragraphs.swift\(^\text{16}\). This includes uniting colliding rectangles, and converting Rects stored in DiMe back to annotated blocks of text.

4.6 Performance

PeyeDF was designed to maximise both usability of the software and reliability of eye tracking data. High usability is achieved by behaving similarly to a lightweight PDF reader and providing tagging and Refinder functionality. Eye tracking and behavioural data are collected using background Grand Central Dispatch\(^\text{17}\) (GCD) queues. The main queue for eye data processing is called eyeQueue in HistoryManager. This has a default priority, which in GCD is third, below userInteractive and userInitiated. Each eye tracker implementation also has its own default priority queue (e.g. LSLManager has a queue field to which all data callbacks are dispatched).

\(^{16}\)https://github.com/HIIT/PeyeDF/blob/master/PeyeDF/Model/Paragraphs.swift
\(^{17}\)https://developer.apple.com/guides/threading.html
To prevent consuming too much CPU power and reduce unnecessary data consumption, PeyeDF is conservative regarding the creation of events. It is assumed that the user is not reading unless no interaction with the software happened for a predefined amount of time (2 seconds, defined in `PeyeConstants.minReadTime`) while the window is still currently being focused (i.e. in front).

### 4.7 Eye tracker support

PeyeDF currently supports three types of protocols to enable eye tracking. These are MIDAS, LSL (for SMI eye trackers) and zeroMQ (for Pupil Labs glasses).

The `Extras` folder in our repository\(^{18}\), provides supporting files for SMI trackers and Pupil Lab glasses. For SMI, we provide a script that converts SMI network packets into LSL streams. For Pupil Labs, we provide a plugin that allows surfaces (2-D frames) to send fixations over zeroMQ. This is because PeyeDF requires fixation-level information. In case these are not available, a possible alternative is to use the MIDAS framework to calculate them in real time, which we support. This framework is described by [32].

Assuming fixation-level data can be obtained, implementing support for additional eye trackers requires two steps: 1) creating a class that adopts the `EyeDataProvider` protocol and 2) adding the given class to the `EyeDataProviderType` enum.

#### 4.7.1 Adopting the `EyeDataProvider` protocol

The protocol generalises eye tracking behaviour by providing a number of implemented methods (protocol extensions) that should simply be called by the adopter at the correct times; these are `sendLastRaw()`, `sendFixations()`, `eyeStateChange()` and `eyeConnectionChange()`. Normally, these are be called in response to receipt of gaze data (i.e. within data callbacks, depending on the specific implementation). The protocol adopter should also provide `start()` and `stop()` methods, which control activation and deactivation of the data stream. In addition, it should hold references to the `fixationDelegate`, `available`, `eyesLost` and `fixationDelegate` fields. The provided adopters (e.g. `LSLManager`\(^{19}\)) can be used as a reference for new implementations.

#### 4.7.2 The `EyeDataProviderType` enum

The enum is used a reference that informs PeyeDF on the current types of eye trackers supported. Hence, in addition to protocol implementation, a minor sequence of two-line edits to the `EyeDataProviderType` enum are required to fully integrate the eye tracker into PeyeDF. These are a case statement in the `EyeDataProviderType`, a new instance of the class under `associatedTracker`, a string for description and an increased `count` variable. For example, a tracker called `NewTracker` would be associated to a `.newtracker` enum which would call `NewTracker()`, a description of “New Tracker” while `count` should be increased from 4 to 5. The current version of `EyeDataProviderType` can be used as a reference. Completing this step will add the eye tracker to the Preferences > Experiment > Eye Tracker menu and will immediately provide eye tracking data upon selection.

### 4.8 Experiment creation

PeyeDF can be utilised to conduct user experiments. The approach we recommend is to create a git branch (in github, or a private local branch). Subsequently it is suggested to create an additional target that will be used to run the experiment. It is possible to duplicate the original ‘PeyeDF’ target into another (e.g. ‘PeyeDF Experiment 1’).

Under the Xcode target's build settings, additional flags can be added to identify the target in the application’s code. That is, under ‘Other Swift Flags’ create a flag using the `-D` keyword'd syntax.

\(^{18}\)[https://github.com/HIIT/PeyeDF/tree/master/Extras]

\(^{19}\)[https://github.com/HIIT/PeyeDF/tree/master/PeyeDF/Eye%20Tracking/LSLManager.swift]
For example, a flag called ExperimentalTarget requires a `-DExperimentalTarget` flag. One can then add target-specific code using:

```c
#if ExperimentalTarget
    // anything experiment-specific
#endif
```

This way, patches can be “pushed upstream” or “pulled downstream” independently of experiment-specific implementations. We provide the ‘PeyeDF Questions’ target as an example of how to define experimental targets. This target starts the Refinder and will run through a predefined list of papers, asking a given set of multiple-choice questions. It was utilised to run the second session of the experiment described in the following section.

5 EXPERIMENT

The experiment tested the possibility of utilising fixation data collected in the past to predict reading comprehension which takes place in the future. That is, fixation data collected during a first reading of a given passage was utilised to predict performance (answer correctness) that took place during a subsequent reading of the same passage. The experiment was ran utilising PeyeDF, while data analysis was performed in Matlab 2018a.

The study was divided into two sessions. During the first session, participants were instructed to read a sequence of papers and find specific information within each. The second session took place exactly one week after the first; participants revisited the papers, answering multiple-choice questions that referred to the information they had to locate during the first session. We demonstrate that fixation data collected during the first session predicts performance in the second.

5.1 Question creation

We selected four papers, and in relation to each we created a number of questions that referred to a specific passage. We selected papers with the following requirements: they had to be relatively easy to read, while covering topics of general interest (e.g. health). They also had to contain enough text and information to allow the creation of a total of 24 questions. The questions also had to be grouped so that 4 consecutive questions were related to the same topic (and were therefore located within the same section / paragraph). We gave the name “target topic” to the topic covered by a sequence of four related questions. This way, we obtained 6 “target topics” per paper. We then split the 6 target topics into two groups of three. The resulting two “target topic groups” were called A and B. The split was done randomly but did not change across participants (e.g. group A in paper 1 always referred to the same set of questions).

To summarise, each target topic group (A or B) contained 3 target topics, each containing 4 questions. One participant would then be assigned only one target topic group within a paper. Splitting into target topic groups allowed us to assign a different set of questions to every participant, even though they all read the same papers.
The four papers we utilised were:

1. The Impact of Asthma and Allergic Diseases on Schoolchildren: Are They at Increased Risk of Absenteeism and Poor School Performance? [7]
2. Acceptability of psychotherapy, pharmacotherapy, and self-directed therapies in Australians living with chronic hepatitis C [62]
3. The effectiveness of a motivational interviewing primary-care based intervention on physical activity and predictors of change in a disadvantaged community [30]
4. Choice and placebo expectation effects in the context of pain analgesia [52]

An additional paper (titled Waterpipe smoking among US university students, [46]) was used for practice. This contained only 2 topics with 2 questions each in total, all belonging to the same group (group A).

The resulting set of questions were saved in JSON files and are available in our GitHub repository.

We used PeyeDF’s tagging functionality to identify the location in the text corresponding to the answer to each question. This information was stored in JSON files, available in our repository. Each JSON file contains the answer location for a given paper (1 to 4), group (A or B) and target topic (1 to 3). The answer location corresponds to a page and a rectangle (text box) which encloses the text containing the answer (along with the actual text of the answer).

5.1.1 First session. Each participant was assigned the set of four papers, randomly shuffled and with randomly assigned target topic groups. An assignment could then be represented as 1A, 2B, 4B, 3B, indicating that the participant had to start from paper 1 and would only be shown questions from group A, then continue to paper 2, group B, etc.

Participants were given 15 minutes to freely familiarise themselves with each paper before being asked to perform the information finding task. After this familiarisation phase, participants were asked to find specific information by showing to them instructions on a computer screen. The following example depicts instructions for paper 1, group A, target topics 1 and 2:

- In Bener2011_asthma.pdf
  - An overall (worldwide) view of asthma (target topic 1)
    * Overall asthma prevalence
    * Factors correlated to asthma
    * Lifestyle disease modifier factors
    * Number of people affected by pollutants
  - Findings about asthma and allergic diseases (target topic 2)
    * Most accepted method to measure asthma prevalence
    * Correlation between age and pulmonary infection
    * Relationship to sex
    * Relationship between rhinitis prevalence and sex

The text shown for each item (identified by asterisk in the example) is called “summary” and is saved in the JSON files available in our repository.

We utilised the practice paper to guide participants in this task, ensuring they understood the procedure correctly.

Participants were asked to simply look up the information, without putting any additional effort in memorising it. Participants were instructed to proceed to the next paper after finding all the necessary information. They were also asked to advise the experimenter immediately in case

https://github.com/HIIT/PeyeDF/tree/master/Extras/Experiment/Questions
https://github.com/HIIT/PeyeDF/tree/master/Extras/Experiment/Answer_Location_Tags
they found it difficult to locate the information they were asked to find (pilot testing was used to verify that all information could be found autonomously by participants). Once finished, they were instructed to advise the experimenter.

5.1.2 Second session. The second session was run using PeyeDF’s Refinder functionality (previously shown in Figure 4). This feature automatically displayed the papers the given participant read during the first session, in order. The Refinder functionality was modified using the ‘PeyeDF Questions’ target. This modification displays a multiple choice question below the Refinder. Participants had to select one out of three possible answers and confirm their answer before proceeding to the next question. They performed this task in the same order as session one.

The following example refers to paper 1, group A, target topic 1, question 1:

• In western countries, how high can the prevalence of asthma and allergies be (among children)?
  – 1/3
  – 1/4
  – 1/5

The first item of the Question JSON files always corresponds to the correct answer. Answers were displayed to participants in random order. Participants were trained for this task using the practice paper, along with the experimenter.

Note that questions do not exactly match the ‘summary’ participants were shown during the first session. Our aim was to induce participants into re-reading the text, rather than simply rely on their memory. This is because we were interested in assessing whether fixation data collected in the past predicts reading comprehension in the future (correlations between fixation duration and memory have already been demonstrated in [33], for example).

Response correctness and time passed in relation to each question were recorded and exported to JSON for analysis.

5.2 Participants
In total, we recruited 12 participants. We rejected participants that spent less than 30 minutes or more than 90 minutes to complete the first session. We also rejected participants when eye tracking calibration error was above 1° of visual angle. This resulted in 7 valid participants. We also set a threshold for rejection at 80% correct answers given in the second session; however, none of the remaining participants were below this threshold.

Each participant was paid with two movie tickets.

5.3 Data analysis
As mentioned in subsection 5.1, we used Tags to store the location within the text (page number and text box) corresponding to each answer. We utilised these to identify all fixations collected in the first session that fell within 3° of visual angle from the centre of a given answer location. This way, we obtained a set of fixation positions and durations in relation to each answer, for each participant. No fixation data from the second session was utilised.

We populated a Matlab table in which each row corresponded to an answer. Each column represented information related to the answer (correctness, time spent to answer) and the question (target topic number, group, paper number). Each column also contained features calculated from eye tracking data such as average fixation duration and travel. We created three Support Vector

https://github.com/HIIT/PeyeDF/tree/master/PeyeDF/Questions
Machine classifiers that predicted response correctness using a given set of columns; the classifiers and related features (table columns) were:

- **Eye**: classifier for gaze data
  - Average fixation duration
  - Median fixation duration
  - Sum of fixation durations
  - Distance of eyes from screen
  - Total travel (sum of saccades)
  - Forward travel (sum of saccades moving left or towards the bottom of the screen)
  - Backward travel (sum of saccades moving upwards or towards the top of the screen)

- **Topic**: classifier for question data
  - Paper number (1 to 4)
  - Group identity (A or B)
  - Target topic number (1 to 3)

- **All**: classifier that considered all table columns.

All classifiers were trained using leave-one-out cross validation. We utilised the Area Under the ROC Curve (AUC) as the performance measure for each classifier, as this has shown to be appropriate for unbalanced data [36]. Our data was unbalanced since the predicted variable (response correctness) was skewed, since 87% of responses were correct.

We utilised a permutation test [26] to compute a p-value for each classifier. That is, every classifier was run an additional 1000 times with the predicted variable (response correctness) randomly permuted across table rows. A p-value is obtained by dividing the number of times that a randomised AUC was greater than the true-observed AUC by the number of permutations.

### 5.4 Results and discussion

Of the tree classifiers, only **All** was significant (AUC: .62, \( p = 0.041 \)). **Topic** (AUC: .37, \( p > 0.5 \)) and **Eye** (AUC: .50, \( p > 0.5 \)) failed to classify response correctness above chance levels. This indicates that gaze data significantly contributed to predictions only when coupled to question-related information. However, question related information alone (the Topic classifier) was not sufficient to predict response correctness. Similarly, gaze data alone is not sufficient. This indicates collecting gaze data for future use, which the main feature of PeyeDF, is valuable for reading-based experiments, as long as some text-related information is also collected. We believe this is because not all target topics were of identical difficulty. Combining topic data with gaze-related data provides enough information to discriminate between topics which were been previously read carefully and were relatively easy to understand, against topics which were not carefully read and / or were harder to understand.

Note that topic data was linked to the design of the experiment in this example. In more realistic scenarios, topic features could be replaced with natural language metrics (such as number nouns and verbs) [10] or approximate location (page number, section) of the text currently read by the user.

During pilot testing, SMI eye tracker reported a pupil size of 0, indicating that pupil size could not be estimated reliably (this could be due to lighting in our lab or the fact that we used a highly interactive application). Gaze-based classification could be further improved by including pupil size measurements, as these correlate to workload [5]. Despite this limitation, we demonstrated that fixation data provides valuable information and can significantly help in discriminating between correctly and incorrectly comprehended text.
New frameworks recently released for the macOS platform such as the Basic neural network subroutines (BNSS - part of the Accelerate framework), the Convolutional Neural Networks (CNN - part of the MetalPerformanceShaders framework) or the upcoming Create ML framework could be integrated in the future, making deployment of machine learning applications and experiments integrated within PeyeDF, improving user-friendliness.

Collaborative functions are included in PeyeDF. The experimental design we utilised in the previous section could be adapted for collaborative reading research. In particular, we identified two independent “target topic groups” within a number of papers. Each paper could then be read by two participants, one focusing on group A and the other on group B. Gaze and behavioural data could then be used to investigate whether their features can distinguish between the two participants, for example.

PeyeDF is a desktop application; however, many of its functions are based on PDFKit, which is a framework recently made available for iOS. This means that PeyeDF could be extended to run on tablets or smartphones, given compatible eye-tracking hardware. It could also run as an eye-tracking data viewer only.

PeyeDF enables longer term research than traditional experimental software. That is, machine shutdowns and startups do not interfere with the data, which is stored in DiMe. Hence, it can be used to track how user habits change over time using its integration of behavioural and eye tracking data stored within ReadingEvents. For example, it has been suggested that expertise affects gaze over time, on the same participants [65]. PeyeDF would be suitable for experiments in this direction, as experiments can be run over long periods of time. In educational settings, PeyeDF could be used to assess retention of read material depending on eye tracking data [50].

The Refinder functionality included in PeyeDF is relatively basic and could be extended to investigate how different implementation affect information retrieval and retention. For example, it would be possible to obtain read paragraph information from ReadingEvents and use it to compute a cloud of potentially related documents as suggested by [14, 15].

MIDAS [32], which is supported by PeyeDF, allows real-time processing of sensor data. It could be used to gather data collected from additional sensors, enabling research on the relationship between physiology and emotions experienced during reading, as suggested by [27].

Native annotation support in PeyeDF is useful for annotation-directed research. That is, different types of annotation can be proposed to users; subsequent DiMe queries can be used to determine which were the most used annotations and experiments can be designed to assess information retention depending on annotation type.

PeyeDF can also be used for more controlled, short-term studies. PDF pages contained the required stimuli can be created and read by PDF. Full screen support allows to display the required stimuli covering the whole screen, if required. Page movements could then be triggered by code, rather than user activity.
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