Robust Regularized Least-Squares Beamforming Approach to Signal Estimation
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Abstract—In this paper, we address the problem of robust adaptive beamforming of signals received by a linear array. The challenge associated with the beamforming problem is twofold. Firstly, the process requires the inversion of the usually ill-conditioned covariance matrix of the received signals. Secondly, the steering vector pertaining to the direction of arrival of the signal of interest is not known precisely. To tackle these two challenges, the standard capon beamformer is manipulated to a form where the beamformer output is obtained as a scaled version of the inner product of two vectors. The two vectors are linearly related to the steering vector and the received signal snapshot, respectively. The linear operator, in both cases, is the square root of the covariance matrix. A regularized least-squares (RLS) approach is proposed to estimate these two vectors and to provide robustness without exploiting prior information. Simulation results show that the RLS beamformer using the proposed regularization algorithm outperforms state-of-the-art beamforming algorithms, as well as another RLS beamformers using a standard regularization approaches.

Index Terms—Robust beamforming, adaptive beamforming, regularized least-squares, Capon beamformer.

I. INTRODUCTION

Robust adaptive beamforming is concerned with the alleviation of the impact of two problems. The first problem is related to the covariance matrix of the received signals. This matrix is typically estimated using a finite number of signal snapshots, which results in an ill-conditioned matrix. It is well known that the inversion of ill-conditioned matrices as part of a problem solution leads to inaccuracy in that solution. A simple solution to this problem is by diagonal loading of the sample covariance matrix [1]. The other problem in robust beamforming is the mismatch between the actual steering vector and the presumed steering vector. Such a mismatch is due to one of several causes that include environmental non-stationarities, look direction errors, imperfect array calibration, and distorted antenna shape, to mention a few [2].

Throughout the years, many algorithms have been proposed for robust adaptive beamforming. A popular approach is the so-called linearly constrained minimum variance (LCMV) beamformer [3], [4] which offers robustness against signal steering vector mismatch by imposing several linear constraints. In [5], a robust LCMV beamformer is devised by formulating the problem as a non-convex quadratically constrained quadratic programming problem.

Capon beamformer, also known as minimum variance distortionless (MVDR) beamformer is notorious of being sensitive to the errors in the steering vector. The work in [1] discusses the extension of Capon beamformer to the case where the steering vector is uncertain. In [2], an approach based on optimizing the worst-case performance is proposed. This approach minimizes a quadratic function subject to infinitely many non-convex quadratic constraints. In [6], the uncertainty in the array manifold is explicitly modeled via an ellipsoid and the robust weight selection process is cast as a second-order cone program. Typically, the MVDR based robust beamformer relies on certain available prior information. The method proposed in [7] attempts to use as little prior information as possible. Mathematically, the proposed beamformer of [2] is expressed as a non-convex quadratically constrained quadratic programming problem.

In this work, we propose a new approach for robust beamforming based on the capon beamformer. We start from the MVDR solution. This solution is sensitive due to the effect of the ill-conditionedness of the signal covariance matrix and that of the uncertainty in the steering vector. We impose robustness by manipulating the MVDR solution to a form where the robust beamforming solution is equivalent to solving two linear systems. Then, a new regularization approach is proposed for solving these two linear systems and to provide the required robustness without using any prior information. Simulation results show that the RLS beamformer using the proposed regularization algorithm outperforms state-of-the-art beamforming algorithms.

II. REGULARIZED LEAST-SQUARES (RLS)

Let us consider the linear model
\[ \mathbf{r} = \mathbf{A} \mathbf{x} + \mathbf{v}, \]
where \( \mathbf{A} \in \mathbb{C}^{m \times n} \) is a Hermitian matrix and \( \mathbf{v} \) is the noise vector that is assumed to be white Gaussian with unknown variance \( \sigma_v^2 \). A common approach to find an estimate of \( \mathbf{x} \) is by using the least-squares (LS) method [8] which is given by
\[ \hat{\mathbf{x}}_{LS} = \left( \mathbf{A}^H \mathbf{A} \right)^{-1} \mathbf{A}^H \mathbf{r}, \]
\[ \]
where \((.)^H\) is the Hermitian of the matrix. The difficulty with LS occurs when \(A\) is ill-conditioned. In such a case, \(\gamma\) is very sensitive to perturbations in the data. To overcome this difficulty, regularization methods are frequently used [9].

In this paper, we are particularly interested in the RLS estimator which is given by

\[
\hat{x}_{RLS} = (A^HA + \gamma I)^{-1}A^Hr, \tag{3}
\]

where \(\gamma \in \mathbb{R}^+\) is the regularization parameter and \(I\) is the identity matrix. Several regularization parameter selection methods have been proposed to find the regularization parameter. These methods include the L-curve [10], the generalized cross validation (GCV) [11], and the quasi-optimal method [12], to name a few.

### III. The Proposed Beamforming Approach

The output of a beamformer for an array with \(n_a\) elements, at a discrete time instant \(t\), is given by

\[
y_{BF}[t] = w^Hy[t], \tag{4}
\]

where \(w \in \mathbb{C}^{n_a}\) is the beamformer weighting coefficients vector while \(y[t] \in \mathbb{C}^{n_s}\) is the array observations “snapshots” vector. For the Capon/MVDR beamformer, the weighing coefficients are given by [11]

\[
w_{MVDR} = \frac{\hat{C}_{yy}^{-\frac{1}{2}}a}{a^H\hat{C}_{yy}^{-\frac{1}{2}}} , \tag{5}
\]

where \(a\) is the array steering vector and \(\hat{C}_{yy}\) is the sample covariance matrix of the received signals, which is estimated from \(n_s\) snapshots according to

\[
\hat{C}_{yy} = \frac{1}{n_s} \sum_{t=1}^{n_s} y[t]y[t]^H. \tag{6}
\]

As discussed previously, the difficulty with the MVDR beamformer is due to the ill-conditionedness of the matrix \(\hat{C}_{yy}\) and the uncertainty in the steering vector \(a\). Based on (4) and (5), we can write the beamformer output in (4) as

\[
y_{BF}[t] = \frac{a^H\hat{C}_{yy}^{-\frac{1}{2}}\hat{C}_{yy}^{-\frac{1}{2}}y}{a^H\hat{C}_{yy}^{-\frac{1}{2}}} = \frac{b^Hz}{b^Hb}, \tag{7}
\]

where \(b \triangleq \hat{C}_{yy}^{-\frac{1}{2}}a\) and \(z \triangleq \hat{C}_{yy}^{-\frac{1}{2}}y\). These two relationships can be thought of as the inverses of the linear systems

\[
a = \hat{C}_{yy}^\frac{1}{2}b, \tag{8}
\]

and

\[
y = \hat{C}_{yy}^\frac{1}{2}z. \tag{9}
\]

Since the matrix \(\hat{C}_{yy}^\frac{1}{2}\) is ill-conditioned, direct inversion does not provide a viable solution. Therefore, we can apply a regularization method to obtain an estimate of \(b\) and \(z\) based on the linear models (8) and (9). Given that \(a\) and \(y\) are noisy, each of the latter two models is equivalent to the linear model in (1). In this paper, we propose using a regularization algorithm to estimate \(b\) and \(z\) based on the models (8) and (9).

The results are then substituted in (7). Using (3) for \(A = \hat{C}_{yy}^\frac{1}{2}\) and the eigenvalue decomposition (EVD) \(\hat{C}_{yy} = U\Sigma^2U^H\), the beamformer output using RLS will take the form

\[
y_{BF-RLS} = \frac{a^H\hat{U}\left(\Sigma^2 + \gamma b\right)I^{-1}\left(\Sigma^2 + \gamma I\right)^{-1}\Sigma^2U^Hy}{a^H\hat{U}\left(\Sigma^2 + \gamma b\right)^{-2}\Sigma^2U^H}, \tag{10}
\]

where \(\gamma_b\) and \(\gamma_z\) are the regularization parameters pertaining to the linear systems (8) and (9), respectively. Equation (10) suggests that the weighting coefficients for the RLS approach are given by

\[
w_{BF-RLS} = \frac{a^H\hat{U}\left(\Sigma^2 + \gamma b\right)I^{-1}\left(\Sigma^2 + \gamma I\right)^{-1}\Sigma^2U^H}{a^H\hat{U}\left(\Sigma^2 + \gamma b\right)^{-2}\Sigma^2U^H} \tag{11}
\]

Existing regularization methods (e.g., L-curve, GCV, quasi) can be used to find \(\gamma_b\) and \(\gamma_z\) in (11). In the following section, we introduce a new regularization approach called MVDR constrained perturbation regularization approach (MVDR-COPRA) that is based on exploiting the eigenvalue structure of \(\hat{C}_{yy}^\frac{1}{2}\) in order to find the regularization parameters required in (11). To this end, we replace \(A\) in (1) by \(\hat{C}_{yy}^\frac{1}{2}\) to obtain the model

\[
r = \hat{C}_{yy}^\frac{1}{2}x + v. \tag{12}
\]

### IV. The Proposed MVDR-COPRA

Due to the ill-conditionedness property of \(\hat{C}_{yy}^\frac{1}{2}\), we propose perturbing the model in (12) as

\[
r \approx \left(\hat{C}_{yy}^\frac{1}{2} + \Delta\right)x + v, \tag{13}
\]

where \(\Delta \in \mathbb{C}^{m \times n}\) is an unknown perturbation matrix. We envision that this perturbation will alter the structure of the eigenvalues of \(\hat{C}_{yy}^\frac{1}{2}\) and improve its condition number. Hence, it stabilizes the solution of (13) compared to that of (12) and improves the final result. However, adding this perturbation results in a degree of loss in model fidelity which may overweight the aforementioned benefits. Thus, we need to stay close to the original model. To achieve this, we bound \(\Delta\) by a positive number \(\lambda\) (i.e., \(\|\Delta\|_2 \leq \lambda\)). This bound is unknown and has to be chosen judiciously. For now, we assume that \(\lambda\) is known and we will revert to this issue later.

To obtain an estimate of \(x\), we consider minimizing the worst-case residual function of (13) as

\[
\min_x \max_{\Delta} \|r - \left(\hat{C}_{yy}^\frac{1}{2} + \Delta\right)x\|_2 \tag{14}
\]

subject to \(\|\Delta\|_2 \leq \lambda\).

It can be shown that solving (14) is equivalent to

\[
\min_x \|r - \hat{C}_{yy}^\frac{1}{2}x + \lambda \|_2 \tag{15}
\]

\(F(x)\)
\[
\lambda_0^2 \left( \sigma_v^2 \text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-2} \right) + \text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-2} \Sigma^2 U^H C_{xx} U \right) \right) = \sigma_v^2 \text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-2} \right) + \text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-2} \Sigma^2 U^H C_{xx} U \right)
\]
\[
\lambda_0^2 \approx \frac{\sigma_v^2 \text{tr} \left( (\Sigma^2_I + \gamma_0 I_1)^{-2} \right) + \text{tr} \left( (\Sigma^2_I + \gamma_0 I_1)^{-2} \Sigma^2_I U^H C_{xx} U_1 \right)}{\sigma_v^2 \text{tr} \left( (\Sigma^2_I + \gamma_0 I_1)^{-2} \right) + \frac{\sigma_v^2 n_2}{n_1} + \text{tr} \left( (\Sigma^2_I + \gamma_0 I_1)^{-2} \Sigma^2_I U^H C_{xx} U_1 \right)}
\]

Thus, the solution of (14) is agnostic to the structure of \( \Delta \) and depends only on \( \lambda \). The gradient of \( F(\hat{x}) \) can be obtained as

\[
\nabla_\hat{x} F(\hat{x}) = \frac{1}{||r - C_{yy}^\hat{x}||_2} \left[ \hat{C}_{yy} \hat{x} + \lambda \frac{||r - C_{yy}^\hat{x}||_2}{||\hat{x}||_2} \frac{\hat{C}_{yy} r}{||\hat{x}||_2} \right]
\]

(16)

Now, define

\[
\gamma ||\hat{x}||_2 = \lambda ||r - C_{yy}^\hat{x}||_2.
\]

(17)

Substituting (17) in (16) then solving \( \nabla_\hat{x} F(\hat{x}) = 0 \) yields

\[
\hat{x} = (C_{yy} + \lambda I)^{-1} C_{yy}^\hat{x} r,
\]

(18)

which is the RLS estimator. From (17), we find that \( \gamma \) is a function of \( \lambda \) and the residual error of \( \hat{x} \). Note that both \( \lambda \) and \( \hat{x} \) are unknowns. In the following, we show how to obtain \( \gamma \) that corresponds to an optimal choice of \( \lambda \). To this end, let us substitute for \( \hat{x} \) from (18) in (17) and manipulate to obtain

\[
\gamma^2 r^H C_{yy}^\hat{x} \left( C_{yy} + \lambda I \right)^{-2} C_{yy}^\hat{x} r
\]

\[
- \lambda^2 \left( r^H r - r^H C_{yy}^\hat{x} \left( C_{yy} + \lambda I \right)^{-1} C_{yy}^\hat{x} r \right)
\]

\[
- \gamma^2 r^H C_{yy}^\hat{x} \left( C_{yy} + \lambda I \right)^{-2} C_{yy}^\hat{x} r = 0.
\]

(19)

Next, we simplify (19) by applying the EVD of \( C_{yy} \). Finally, we set \( \gamma = \gamma_o \), \( \lambda = \lambda_0 \), and solve for \( \lambda_0^2 \) to obtain

\[
\lambda_0^2 = \frac{\text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-2} U^H (\gamma^3 r^H)^U \right)}{\text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-2} \Sigma^2 U^H (\gamma^3 r^H)^U \right)},
\]

(20)

where \( \text{tr}(\cdot) \) denotes the trace operator. Now, let us think of \( \lambda_0 \) as an average value over many realizations of the observation vector \( r \). Based on this, we can replace \( \gamma^3 r^H \) by its expected value \( \mathbb{E}(\gamma^3 r^H) \), which can be written using (12) as

\[
\mathbb{E}(\gamma^3 r^H) = U \Sigma U^H C_{xx} U \Sigma U^H + \sigma_v^2 I,
\]

(21)

where \( C_{xx} \triangleq \mathbb{E}(xx^H) \) is the covariance matrix of \( x \). Substituting (21) in (20) and manipulating yields (22).

To step up, the eigenvalues of the ill-conditioned matrix \( \hat{C}_{yy}^\hat{x} \) can be divided into two groups of significant eigenvalues and nearly zero eigenvalues. Based on this, the matrix \( \Sigma \) can be divided into two diagonal sub-matrices, \( \Sigma_1 \), which contains the significant \( n_1 \) diagonal entries, and \( \Sigma_2 \), which contains the last \( n_2 = n_c - n_1 \) trivial diagonal entries. This splitting idea is introduced as a general case from the special one where all the eigenvalues are significant (i.e., \( n_1 = n_c \) and \( n_2 = 0 \)) and no truncation is required. The threshold for truncating the eigenvalues can be obtained as the mean of the eigenvalues multiplied by a certain constant \( \rho \in (0, 1) \). Similarly, we can write \( U = [U_1 \ U_2] \), where \( U_1 \subset \mathbb{C}^{n_c \times n_1} \) and \( U_2 \subset \mathbb{C}^{n_c \times n_2} \).

Due to the way we choose \( n_1 \) and \( n_2 \), we have \( ||\Sigma_2|| \approx 0 \). As a result, by substituting the partitioning of \( \Sigma \) and \( U \) in (22) and manipulating, we obtain (23).

The optimal perturbation bound \( \lambda_o \) in (23) is a function of the unknowns \( \gamma_o \), \( \sigma_v^2 \), and \( C_{xx} \). In the next subsection, we will use the mean-squared error (MSE) as criterion to eliminate this dependence and then to find an expression for obtaining \( \gamma_o \).

### A. Minimizing the MSE of the RLS

Starting from the RLS in (18), we define the overall MSE as

\[
\text{MSE} = \text{tr} \left\{ \mathbb{E} \left[ \left( \hat{x} - x \right) (\hat{x} - x)^H \right] \right\}.
\]

(24)

Substituting the EVD of \( C_{yy}^\hat{x} \) in (18) and plugging the result in (24) we obtain

\[
\text{MSE} = \sigma_v^2 \text{tr} \left( \Sigma^2 (\Sigma^2 + \gamma_0 I)^{-2} \right)
\]

\[
+ \gamma^2 \text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-2} U^H C_{xx} U \right).
\]

(25)

The MSE in (25) is convex in \( \gamma \), and its global minimizer (i.e., \( \gamma_o \)) can be obtained by solving

\[
\frac{\partial \text{MSE}}{\partial \gamma} = -2\sigma_v^2 \text{tr} \left( \Sigma^2 (\Sigma^2 + \gamma_0 I)^{-3} \right)
\]

\[
+ 2\gamma \text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-3} \Sigma^2 U^H C_{xx} U \right) = 0.
\]

(26)

However, this will not produce a closed-form expression for \( \gamma_o \). To obtain a closed-form expression that is generally feasible and also sub-optimal in some sense, we consider an average value for the second term in (26) based on the inequalities in (14) (Equation (5)). As a result, (26) can be approximated by

\[
\frac{\partial \text{MSE}}{\partial \gamma} \approx -2\sigma_v^2 \text{tr} \left( \Sigma^2 (\Sigma^2 + \gamma_0 I)^{-3} \right)
\]

\[
+ 2\gamma \text{tr} \left( (C_{xx})_{tr} \right) \text{tr} \left( (\Sigma^2 + \gamma_0 I)^{-3} \right) = 0.
\]

(27)

Solving (27) yields

\[
\gamma_o \text{tr} \left( C_{xx} \right) \approx n_c \sigma_v^2.
\]

(28)

Now, we return to (23) and apply the same inequalities from (14) to obtain (29). Based on (28), Equation (29) allows us to eliminate the dependency of \( \lambda_o \) in (23) on the unknowns \( \sigma_v^2 \) and \( C_{xx} \) by replacing \( \frac{n_1 \sigma_v^2}{\text{tr}(C_{xx})} \) by \( \frac{n_1 \gamma_o}{n_c} \) to obtain (30).

Equation (30) dictates the relationship between \( \lambda_o \) and \( \gamma_o \) that approximately minimizes the MSE. Substituting (30) back in (20) and manipulating, we obtain (31) where \( d \triangleq U^H r \), and
The interval \( \{10 \} \) elements placed at half of the wavelength of the signal

used in the proposed MVDR-COPRA outperforms all the benchmark methods and

the error which is modeled to be uniformly distributed in the interval \([-5^\circ, 5^\circ]\). By randomizing both the angles and the error associated with them, we are attempting to avoid any situations that favors one algorithm or another. An SINR value is computed from \(10^3\) trial. The proposed MVDR-COPRA is compared to a number of beamforming methods. Namely, we compare against the LCMV beamformer [3], [4], the response vector optimization LCMV (RVO LCMV) beamformer [5], the MVDR based robust adaptive beamformer (RAB MVDR) [2], and the robust adaptive beamformer based on semi-definite programming (RAB SDP) [10]. We also plot the optimal performance when the true covariance matrix is known and the performance of the standard MVDR beamformer. In addition, we consider applying existing regularization methods to replace our method in solving the two linear least-squares problems involved in the proposed beamforming approach. However, we will present results only for the best performing method among them, which is the quasi-optimal [12], [13].

Fig. 1 plots the output SINR versus the input signal-to-noise ratio (SNR) for a number of snapshots \(n_s = 30\). It can be seen that the proposed MVDR-COPRA outperforms all the other methods by providing SINR that is very close to the optimal. Existing regularization methods are found to provide very poor performance. The best regularization method is the quasi optimal which offers very low SINR as Fig. 1 shows.

Fig. 2 plots the output SINR versus the number of snapshots \(n_s\) for a fixed SNR of 20 dB. It is evident that the proposed MVDR-COPRA outperforms all the benchmark methods and stays close to the optimal performance. The closest to the MVDR-COPRA is the RAB SDP method. On the other hand, the best RLS method (quasi) offers very poor performance.

\[
\lambda_0^2 \left( \operatorname{tr} \left( \Sigma_i^2 + \gamma_1 I_1 \right)^{-2} \left( \Sigma_i^2 + \frac{n_1 \sigma^2}{\gamma_0 \operatorname{tr}(C_{xx})} I_1 \right) \right) + \frac{n_2 n_1 \sigma^2}{\gamma_0 \operatorname{tr}(C_{xx})} \approx \operatorname{tr} \left( \Sigma_i^2 \left( \Sigma_i^2 + \gamma_1 I_1 \right)^{-2} \left( \Sigma_i^2 + \frac{n_1 \sigma^2}{\gamma_0 \operatorname{tr}(C_{xx})} I_1 \right) \right)
\]

\[
\lambda_0^2 \left( \operatorname{tr} \left( \Sigma_i^2 + \gamma_1 I_1 \right)^{-2} \left( \frac{n_2}{n_1} \Sigma_i^2 + \gamma_0 I_1 \right) \right) + \frac{n_2}{\gamma_0} \approx \operatorname{tr} \left( \Sigma_i^2 \left( \Sigma_i^2 + \gamma_1 I_1 \right)^{-2} \left( \frac{n_2}{n_1} \Sigma_i^2 + \gamma_0 I_1 \right) \right)
\]

\[
\operatorname{tr} \left( \Sigma_i^2 \left( \Sigma_i^2 + \gamma_1 I_1 \right)^{-2} \left( \Sigma_i^2 + \gamma_0 I_1 \right) \right) - \operatorname{tr} \left( \Sigma_i^2 + \gamma_0 I_1 \right)^{-2} \left( \Sigma_i^2 + \gamma_1 I_1 \right) = 0
\]
VI. CONCLUSION

In this paper, we proposed a new approach for robust MVDR beamforming using regularized linear least-squares. Starting from the standard MVDR beamformer, the robust MVDR beamforming problem is converted to a pair of linear estimation problems with ill-conditioned matrices. We proposed a regularization method to solve these linear estimation problems. Simulation results demonstrate that the proposed approach outperforms a number of benchmark methods in terms of the signal-to-interference-and-noise ratio (SINR).
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