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ABSTRACT

Music applications are one of the most used applications in the world. Consumers can hear the song they like but difficult for them to find songs from the vast number of songs list. The flow of this paper is to increase the efficiency of music recommendation in terms of the genre based on the decision-tree which helps the users to get the music according to their preferences. This model uses age and gender as an input set and genre as output. The model will predict the genre according to age and gender and the decision tree helps to reduce the complexity of the model.

1. INTRODUCTION

For every person music has a very special place in his heart and today’s internet world made music easily accessible to people, nowadays people do not need to go a specific place to listen to music, they can listen anywhere easily in their mobile and they can even download in minimal charges.

Advanced technology has become the integral part of our life. To satisfy the need of the society, almost in each work, we use the technology. In current era computer science is major subject. It has many real life applications such as cloud computing [1], artificial intelligence [2], remote monitoring [3], internet of things [4, 5, 6, 7, 8, 9, 10, 11], SPP [12, 13, 14, 15, 16, 17, 18, 19], TP [20, 21, 22], internet Security [23], uncertainty [24, 25, 26] and so on. Technology is the mode by which user can store, fetch, communicate and utilize the information. So, all the organizations, industries and also every individual are using computer systems to preserve and share the information. The internet security plays a major role in all computer related applications. The internet security appears in many real-life applications, e.g., home security, banking system, education sector, defence system, Railway, and so on. In this manuscript we discuss about the protection of authentication which is a part of internet security.

Today internet world made listening music very cheap in old day’s people has to buy Audio Cassette and music CD in addition with specific player and sometimes Audio Cassette and music CD of a company is not compatible with different company but now internet world made music easily accessible many company like gaana.com, Spotify, wink music, YouTube music etc. They charge on monthly and yearly based with very minimal price and has many plans like family plan and student plan and some even give this feature for free.

Music is one of the most used mediums for entertainment. Music genre is used for optimizing the time of the users. Genre helps to classify the vast number of tracks and allocate them in the different categories. In many different ways, music can be divided into different genres, such as in mainstream music and art music, or religious music and secular music.

Genre helps the user to easily shortlist the track or music of their interest. Music is one of the vast spread industry shortlisting music tracks according to user’s preference is difficult. The task is to classify various properties of provided music recordings, based on extracted sound characteristics. Music genres forecast: In this challenge, we invite you to create an
algorithm to identify the art genre of certain music track fragments.

In this paper the dataset is divided into age and gender as an input set and genre is predicted as output set. In gender column “male” is denoted as ‘1’ and “female” is denoted as ‘0’. The data is used for prediction of genre based on the dataset. This helps the customer to reduce the time and can easily search for the music from the massive amount of tracks.

In a music streaming app or web application age and gender of user is input at the time of registration. With the help of algorithm, age and gender as an input genre will be predicted and music tracks are recommended according to the genre.

Decision Tree algorithm is part of the supervised learning algorithms family. Unlike other supervised learning algorithms, algorithms for decision tree can also be used to solve regression and classification problems. Decision tree helps in prediction on the given input set by certain patterns while model training.

Forms of Decision Trees Decision trees Styles are based on what kind of goal variable we have. It may be of two types:

- Categorical Variable Decision Tree: Decision Tree that has a categorical goal variable is labelled as Categorical Variable Decision Tree.
- Continuous Variable Decision Tree: Decision Tree has a constant target variable and is then called Continuous Variable Decision

The Pseudocode of Decision Tree Algorithm

1. Place the best attribute of the dataset at the root of the tree.
2. Split the training set into subsets. Subsets should be made in such a way that each subset contains data with the same value for an attribute.
3. Repeat step 1 and step 2 on each subset until you find leaf nodes in all the branches of the tree.

This helps in reducing the complexity of the music streaming app. All the data is stored and the music is recommended to make the application user friendly. In order to predict the music our work recorded the data from users for better recommendation by applying feedback from users and learning their music listening behaviours.

1.1. MOTIVATION

In some papers we have found some problems searching for tracks. In our proposed work we overcome the drawback in other application. The main drawback is that recommendation of music is done according to common genre and languages. This technique is not sufficient of optimization. Even though several music recommendation systems have overcome much of the consumer preference issues, issues have been missed is recommendation of music with respect to age factor of user.

2. LITERATURE REVIEW

Generally, the recommendation system serves as information filtering and customization tool. The recommendation in our work sorts the music playlists according to user’s age. With the help of decision tree algorithm. Some scholars proposed recommendation based on content. In these type of proposed work recommendation is generated by categorizing user’s content. This works by extracting the previous preferred content. M. Daniel and J. C. Sally [27] uses lyrics features in music as content to identify the pattern of user for recommendation but that causes conflict and social issues. Steffen P. [28] proposed to create content-based analysis based on user’s playlist and feedback. Advantage to content based filtering is that it is capable of recommending similar music tracks. No requirement of others profiles and feedback. The main disadvantage to content based filtering is that the content feature cannot be presented in application.

Collaborative filtering is another type of technique used by scholars for effective recommendation. This filtering approach uses correlation of users according to their profile. This filtering technique is widely used in music recommendation systems. The uses with common interest are used to recommend each other. M. Balabanovic and Y. Shoham [29] uses automated web browser of experimenting this approach. J. L. Herlocker and J. A. Konstan [30] uses task force recommendation. Task force recommendation assigns specific task. This uses both interest rating and interest association. The advantages of these type of filtering is it avoid inaccurate prediction of music items by trusting on other users browsing experience. Recommendation can be done for the users those content is not easy to analyse. In spite of the fact that collaborative filtering is widely used there are many problems which remain unsolved such as it is difficult to start recommendation which result as not an optimum performance.

Due to this advantages and disadvantages of both filtering technique. Some researchers proposed a hybrid filtering technique which combines both content based analysis and collaborative based analysis technique. Claudiu, W. N. Firan and P. Raluca [31] proposed a system in which users are collaboratively grouped together based on users rating and profile. And they recommendation is done based on content this reduce the time. H. Wang, W. Wang, J. Yang and P. S. Yu [32] uses clustering technique to form similar patterns among the users. The main advantage is that combination of these filtering technique effectively reduces the time for calculation.

2.1. DATASET DESCRIPTION

Dataset used in this project is classified in three column that is age, gender and genre. Data is collected by different survey and through feedback taken form
people and other online sources. This dataset is divided into two parts: input set and output set. Age and gender are taken as input by the customer at the time of registration or login and genre is predicted according to the customer. Then music is recommended according to the prediction made by the proposed work. Gender is denoted as 1 for male and 0 for female. Genre which are used for working are Hip Hop, Jazz, classical.

This table is named as “music.csv”

| Age | Gender | Genre  |
|-----|--------|--------|
| 20  | 1      | Hip hop|
| 23  | 1      | Hip hop|
| 21  | 0      | Hip hop|
| 24  | 0      | Hip hop|
| 32  | 1      | classical|
| 34  | 0      | classical|

Table 1. Data Set

3. PROPOSED METHODOLOGY

The study discussed in this paper extends the understanding of decision-tree classification as its central architecture, in which music recommendation is done based on age. During the lack of initial recommendation there is poor results in recommending music to new users in others work to overcome this problem we used age as a factor for recommendation. Further users’ feedback can be acquired to determine the music taste of new user. The core of the recommendation system is decision tree classification. With the help of this classification data set is divided into two tables. One is input set with consist of age and gender and other is output set with consist on genre. This work is divided into 2 phases.

In first phase gathering user’s personal information at the time of registration. Information such as age, gender and preferred music type. Then with these preferred types of music recommendation is done at initial phase for new uses. This problem of initial recommendation of music to new users is solved in second phase.

3.1. DECISION TREE GENERATION

The allocation of data set to root node the data set is split into two different table. This action is known as splitting action. This action is performed at the time of results generated by root node. For solving the attribute selection problem, researcher works and derive a solution which is getting information gain, Gini index. This function will calculate the value of each attribute and sort them and place them with respect to their values i.e., the attribute with higher value is the root node.

In decision tree classifier the data set is divided into two parts one is training set and other is testing set. This training set is then used of building the model and testing set is then used to test the accuracy of the model. Information gain or IG is a statistical property which measures how well the training examples are...
differentiated by a given attribute according to their target classification.

\[
\text{Information gain (Y, X)} = \text{E (Y)} - \text{E (Y|X)}
\]

Mathematical representation of information gain

\[
\text{Entropy} = -\sum p_j \log_2 p_j
\]

The Gini index can be interpreted as a cost feature used to determine splits in the dataset. It is determined by subtracting the sum of each class's squared percentages from one.

\[
\text{Gini} = 1 - \sum p_j^2
\]

3.2. BUILDING MODEL

Building the model for prediction is the practical approach for testing the accuracy of prediction. In this firstly the csv file of data set is fetched from the database. Then the attribute with high information gain is dropped from the original table. The model is build and then load for testing without keeping the expectation for high accuracy. The goal is to keep the system easy and simple for implementation. Getting of root and leaf nodes will help in understanding the model rules.

4. RESULT

In this proposed work the data is divides in two sets and test data set is used for checking the accuracy. The accuracy of model is checked by input the value form test data set and then results are compared to the predicted results.

\[
\text{Accuracy} = \frac{(TP + TN)}{(\text{Total number of observation})}
\]

5. CONCLUSION

In this paper, prediction of genre for music recommendation model is simple. Proposed system can be used to reduce problem faced during initial recommendation of music to new user. According to the results the proposed model overcome some drawbacks. The future scope of improvement includes:

1. There is no user interface provided in this project.
2. There can be more factors which will help in recommendation of music more effectively.
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