GENERATOR POLYNOMIALS AND GENERATOR MATRIX FOR QUASI CYCLIC CODES
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Abstract. Quasi-cyclic (QC) codes form an important generalization of cyclic codes. It is well known that QC codes of length $s\ell$ with index $s$ over the finite field $\mathbb{F}$ are $\mathbb{F}[y]$-submodules of the ring $\mathbb{F}[x, y]/< x^{s-1}, y^{\ell-1} >$. The aim of the present paper, is to study QC codes of length $s\ell$ with index $s$ over the finite field $\mathbb{F}$ and find generator polynomials and generator matrix for these codes. To achieve this aim, we apply a novel method to find generator polynomials for $\mathbb{F}[y]$-submodules of $\mathbb{F}[x, y]/< x^{s-1}, y^{\ell-1} >$. These polynomials will be applied to obtain generator matrix for corresponding QC codes.

1. Introduction

Cyclic codes form an important family of codes. Cyclic codes of length $n$ over the finite field $\mathbb{F}$ are ideals of the polynomial ring $\mathbb{F}[x]/< x^{n-1} >$. It is well known that $\pi: \mathbb{F}^n \longrightarrow \mathbb{F}[x]/< x^{n-1} >$ which takes an element $a = (a_0, a_1, \ldots, a_{n-1}) \in \mathbb{F}^n$ to the polynomial $a(x) = a_0 + a_1x + \cdots + a_{n-1}x^{n-1}$, is a one to one correspondence between cyclic codes over $\mathbb{F}$ and ideals of $\mathbb{F}[x]/< x^{n-1} >$. Obviously, $\pi$ can be generalized to

$$\mu: \mathbb{F}^{s\ell} \longrightarrow \mathbb{F}[x, y]/< x^{s-1}, y^{\ell-1} >$$

which takes an element

$$a = (a_{0,0}, a_{0,1}, \ldots, a_{0,s-1}, a_{1,0}, a_{1,1}, \ldots, a_{1,s-1}, \ldots, a_{\ell-1,0}, a_{\ell-1,1}, \ldots, a_{\ell-1,s-1}) \in \mathbb{F}^{s\ell}$$

to a bivariate polynomial of degree at most $s-1$ with respect to $x$ and $\ell-1$ with respect to $y$

$$a(x, y) = (a_{0,0} + a_{0,1}x + \cdots + a_{0,s-1}x^{s-1})y^0 + (a_{1,0} + a_{1,1}x + \cdots + a_{1,s-1}x^{s-1})y^1 + \cdots + (a_{\ell-1,0} + a_{\ell-1,1}x + \cdots + a_{\ell-1,s-1}x^{s-1})y^{\ell-1}.$$ 

In fact, $\mu$ is a correspondence between one of the generalization of cyclic codes, two-dimensional cyclic (TDC) codes of length $n = \ell s$ and ideals of the polynomial ring $\mathbb{F}[x, y]/< x^{s-1}, y^{\ell-1} >$. The algebraic structure of some of these codes and their dual codes were studied by the present author in [4] and their generator polynomials are obtained. Another important generalization of cyclic code is quasi-cyclic code.
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Definition 1.1. A linear code $C$ of length $n = sl$ over the finite field $\mathbb{F}$ is called a quasi-cyclic code (QC code) of index $s$ if for every codeword $c \in C$ the codeword obtained by $s$-cyclic shifts is also a codeword in $C$. That is,
$$(c_0, c_1, \ldots, c_{n-1}) \in C \implies (c_{n-s}, c_0, \ldots, c_{n-s-1}) \in C.$$ 

According to the definition of $\mu$, QC codes of length $sl$ with index $s$ over the finite field $\mathbb{F}$ are $\mathbb{F}[y]$-submodules of the ring $\mathbb{F}[x, y]/<x^s-1, y^l-1>$. QC codes form an interesting family of codes, since many codes with best minimum distance are QC codes. Many coding theorists have studied the structure of these codes, see [1][2]. And some authors tried to characterize these codes. In [3], Lally et al. used the language of Gröbner bases to characterize the structure of QC codes. Also in [3][6] Ling et al. investigated the algebraic structures of QC codes.

One of the main concerns about QC codes is finding the related generator polynomials, because this enables us to investigate the structure of QC codes. This procedure most probably helps to decode QC codes as it has been done for cyclic codes. The aim of the present paper, is to study QC codes of length $sl$ with index $s$ over the finite field $\mathbb{F}$ and find generator polynomials and generator matrix for them. Since QC codes of length $sl$ with index $s$ are $\mathbb{F}[y]$-submodules of the ring $\mathbb{F}[x, y]/<x^s-1, y^l-1>$, we study the algebraic structure of $\mathbb{F}[y]$-submodules of the ring $\mathbb{F}[x, y]/<x^s-1, y^l-1>$. To achieve this purpose, we apply a novel method to find generator polynomials for $\mathbb{F}[y]$-submodules of $\mathbb{F}[x, y]/<x^s-1, y^l-1>$ and then use these polynomials to obtain a generator matrix for corresponding QC codes. It is worth to note that similar method can be applied to obtain generator matrix for the other families of codes, such as generalized quasi-cyclic codes and multi-twisted codes.

Remark 1.2. For simplicity of notation, we write $g(x)$ instead of $g(x)+<a>$ for elements of $\mathbb{F}[x]/<a>$. Similarly, we write $g(x, y)$ instead of $g(x, y)+<a, b>$ for elements of $\mathbb{F}[x, y]/<a, b>$.

2. Generator Polynomials

Set $R := \mathbb{F}[x, y]/<x^s-1, y^l-1>$ and $S := \mathbb{F}[y]/<y^l-1>$. Suppose that $M$ is an $\mathbb{F}[y]$-submodule of $R$. In this section, we construct ideals $I_i$ of $S$ ($i = 0, \ldots, s-1$) and prove that generator polynomials of these ideals provide a generating set for $M$. Assume that $f(x, y)$ is an arbitrary element of $M$. Since
$$F[x, y]/<x^s-1, y^l-1> \cong (\mathbb{F}[y]/<y^l-1>)[x]/<x^s-1>,$$
$f(x, y)$ can be written uniquely as $f(x, y) = \sum_{i=0}^{s-1} f_i(y)x^i$, where $f_i(y) \in S$ for $i = 0, \ldots, s-1$. Put
$$I_0 = \{g_0(y) \in S : \text{there exists } g(x, y) \in M \text{ such that } g(x, y) = \sum_{i=0}^{s-1} g_i(y)x^i\}.$$ 

First, we prove that $I_0$ is an ideal of the ring $S$. Assume that $g_0(y)$ is an arbitrary element of $I_0$. According to the definition of $I_0$, there exists $g(x, y) \in M$ such that $g(x, y) = \sum_{i=0}^{s-1} g_i(y)x^i$. Now, $yg_0(y) \in I_0$ since $M$ is an $\mathbb{F}[y]$-submodule of $R$ and $yg(x, y) = \sum_{i=0}^{s-1} yg_i(y)x^i$ is an element of $M$. Also it is clear that $I_0$ is closed under addition, so $I_0$ is an ideal of $S$. It is well known that $S$ is a principal ideal ring. Thus, there exists a unique monic polynomial $p_0^0(y)$ in $S$ such that $I_0 = <p_0^0(y)>$ and $p_0^0(y)$ is a divisor of $y^l-1$. So there exists a polynomial $p_0^0(y)$ in $\mathbb{F}[y]$ such
that \( y^t - 1 = p_0^t(y)p_1^t(y) \). Since \( f(x, y) \in M \) and according to the definition of \( I_0 \),
\[ f_0(y) \in I_0 =< p_0^t(y) > \]. So
\[ f_0(y) = p_0^t(y)q_0(y) \]
for some \( q_0(y) \in S \). Now, \( p_0^t(y) \in I_0 \) so according to the definition of \( I_0 \), there
exists \( p_0(x, y) \in M \) such that
\[ p_0(x, y) = \sum_{i=0}^{s-1} p_i^0(y)x^i. \]

Set
\[
\begin{align*}
h_1(x, y) &:= f(x, y) - p_0(x, y)q_0(y) = \sum_{i=0}^{s-1} f_i(y)x^i - q_0(y)\sum_{i=0}^{s-1} p_i^0(y)x^i \\
&= f_0(y) + \sum_{i=1}^{s-1} f_i(y)x^i - p_0^0(y)q_0(y) - q_0(y)\sum_{i=1}^{s-1} p_i^0(y)x^i \\
&= \sum_{i=1}^{s-1} f_i(y)x^i - q_0(y)\sum_{i=1}^{s-1} p_i^0(y)x^i. \quad \text{(by equation 1)}
\end{align*}
\]
Since \( f(x, y) \) and \( p_0(x, y) \) are in \( M \) and \( M \) is an \( \mathbb{F}[y] \)-submodule of \( R \), \( h_1(x, y) \) is a
polynomial in \( M \). Also note that \( h_1(x, y) \) is in the form of \( h_1(x, y) = \sum_{i=1}^{s-1} h_i^1(y)x^i \)
for some \( h_i^1(y) \in S \). Put
\[ I_1 = \{ g_1(y) \in S : \text{there exists } g(x, y) \in M \text{ such that } g(x, y) = \sum_{i=1}^{s-1} g_i(y)x^i \}. \]
By the same method we applied for \( I_0 \), it can be proved that \( I_1 \) is an ideal of \( S \).
Thus, there exists a unique monic polynomial \( p_1^1(y) \) in \( S \) such that \( I_1 = < p_1^1(y) > \)
and \( p_1^1(y) \) is a divisor of \( y^t - 1 \). Therefore, there exists a polynomial \( p_1^1(y) \) in \( \mathbb{F}[y] \)
such that \( y^t - 1 = p_1^1(y)p_2^1(y) \). Now, \( h_1(x, y) \in M \) so according to the definition of
\( I_1 \), \( h_1^1(y) \in I_1 =< p_1^1(y) > \). So
\[ h_1^1(y) = p_1^1(y)q_1(y) \]
for some \( q_1(y) \in S \). Also, \( p_1^1(y) \in I_1 \) so according to the definition of \( I_1 \), there
exists \( p_1(x, y) \in M \) such that
\[ p_1(x, y) = \sum_{i=1}^{s-1} p_i^1(y)x^i. \]
Set
\[
\begin{align*}
h_2(x, y) &:= h_1(x, y) - p_1(x, y)q_1(y) = \sum_{i=1}^{s-1} h_i^1(y)x^i - q_1(y)\sum_{i=1}^{s-1} p_i^1(y)x^i \\
&= h_1^1(y)x + \sum_{i=2}^{s-1} h_i^1(y)x^i - p_1^1(y)q_1(y)x - q_1(y)\sum_{i=2}^{s-1} p_i^1(y)x^i \\
&= \sum_{i=2}^{s-1} h_i^1(y)x^i - q_1(y)\sum_{i=2}^{s-1} p_i^1(y)x^i. \quad \text{(by equation 2)}
\end{align*}
\]
Since $h_1(x, y)$ and $p_1(x, y)$ are in $M$ and $M$ is an $\mathbb{F}[y]$-submodule of $R$, $h_2(x, y)$ is a polynomial in $M$ in the form of $h_2(x, y) = \sum_{i=2}^{s-1} h_i^2(y)x^i$ for some $h_i^2(y) \in S$. Put

$$I_2 = \{ g_2(y) \in S : \text{there exists } g(x, y) \in M \text{ such that } g(x, y) = \sum_{i=2}^{s-1} g_i(y)x^i \}.$$ 

Again $I_2$ is an ideal of $S$, and so there exists a unique monic polynomial $p_2^2(y)$ in $S$ such that $I_2 = \langle p_2^2(y) \rangle$. Also $p_2^2(y)$ is a divisor of $y^f - 1$, and so there exists a polynomial $p_2^4(y)$ in $\mathbb{F}[y]$ such that $y^f - 1 = p_2^2(y)p_2^4(y)$. Now, $h_2(x, y) \in M$ so according to the definition of $I_2$, $h_2^2(y) \in I_2 = \langle p_2^2(y) \rangle$. So

$$(3) \quad h_2^2(y) = p_2^2(y)q_2(y)$$

for some $q_2(y) \in S$. Also, $p_2^2(y) \in I_2$ so according to the definition of $I_2$, there exists $p_2(x, y) \in M$ such that

$$p_2(x, y) = \sum_{i=2}^{s-1} p_i^2(y)x^i.$$ 

Set

$$h_3(x, y) : = h_2(x, y) - p_2(x, y)q_2(y) = \sum_{i=2}^{s-1} h_i^2(y)x^i - q_2(y)\sum_{i=2}^{s-1} p_i^2(y)x^i$$

$$= h_2^2(y)x^2 + \sum_{i=3}^{s-1} h_i^2(y)x^i - p_2^2(y)q_2(y)x^2 - q_2(y)\sum_{i=3}^{s-1} p_i^2(y)x^i$$

$$= \sum_{i=3}^{s-1} h_i^2(y)x^i - q_2(y)\sum_{i=3}^{s-1} p_i^2(y)x^i.$$ 

(by equation 3)

Thus, $h_3(x, y)$ is a polynomial in $M$ in the form of $h_3(x, y) = \sum_{i=3}^{s-1} h_i^3(y)x^i$ for some $h_i^3(y) \in S$. Put

$$I_3 = \{ g_3(y) \in S : \text{there exists } g(x, y) \in M \text{ such that } g(x, y) = \sum_{i=3}^{s-1} g_i(y)x^i \}.$$ 

Clearly $I_3$ is an ideal of $S$. So there exists a unique monic polynomial $p_3^2(y)$ in $S$ such that $I_3 = \langle p_3^2(y) \rangle$ and $p_3^2(y)$ is a divisor of $y^f - 1$. Thus, there exists a polynomial $p_3^4(y)$ in $\mathbb{F}[y]$ such that $y^f - 1 = p_3^2(y)p_3^4(y)$. Now, $h_3(x, y) \in M$ so according to the definition of $I_3$, $h_3^2(y) \in I_3 = \langle p_3^2(y) \rangle$. Therefore,

$$(4) \quad h_3^2(y) = p_3^2(y)q_3(y)$$

for some $q_3(y) \in S$. Also, $p_3^2(y) \in I_3$ so according to the definition of $I_3$, there exists $p_3(x, y) \in M$ such that

$$p_3(x, y) = \sum_{i=3}^{s-1} p_i^3(y)x^i.$$
The same procedure is applied to obtain

\[ h_4(x, y) := h_3(x, y) - p_3(x, y)q_3(y) = \sum_{i=3}^{s-1} h_3^i(y)x^i - q_3(y) \sum_{i=3}^{s-1} p_3^i(y)x^i \]

\[ = h_3^3(y)x^3 + \sum_{i=4}^{s-1} h_3^i(y)x^i - p_3^3(y)q_3(y)x^3 - q_3(y) \sum_{i=4}^{s-1} p_3^i(y)x^i \]

\[ = \sum_{i=4}^{s-1} h_3^i(y)x^i - q_3(y) \sum_{i=4}^{s-1} p_3^i(y)x^i. \]

(by equation [4])

So \( h_4(x, y) \) is a polynomial in \( M \) in the form of \( h_4(x, y) = \sum_{i=4}^{s-1} h_4^i(y)x^i \) for some \( h_4^i(y) \in S \). In the next step, we put

\[ I_4 = \{ g_4(y) \in S : \text{there exists } g(x, y) \in M \text{ such that } g(x, y) = \sum_{i=4}^{s-1} g_i(y)x^i \}. \]

The same procedure is applied to obtain

\[ h_5(x, y), \ldots, h_{s-2}(x, y), p_4(x, y), \ldots, p_{s-2}(x, y) \]

in \( M \) and \( q_4(y), \ldots, q_{s-2}(y) \) in \( S \) and construct ideals \( I_5, \ldots, I_{s-2} \). Finally, we set

\[ h_{s-1}(x, y) := h_{s-2}(x, y) - p_{s-2}(x, y)q_{s-2}(y). \]

Thus, \( h_{s-1}(x, y) \) is a polynomial in \( M \) in the form of \( h_{s-1}(x, y) = h_{s-1}^s(y)x^{s-1} \). Set

\[ I_{s-1} = \{ g_{s-1}(y) \in S : \text{there exists } g(x, y) \in M \text{ such that } g(x, y) = g_{s-1}(y)x^{s-1} \}. \]

Clearly \( I_{s-1} \) is an ideal of \( S \). Thus, there exists a unique monic polynomial \( p_{s-1}^s(y) \) in \( S \) such that \( I_{s-1} = < p_{s-1}^s(y) > \) and \( p_{s-1}^s(y) \) is a divisor of \( y^s - 1 \) (there exists \( p_{s-1}^s(y) \) in \( \mathbb{F}[y] \) such that \( y^s - 1 = p_{s-1}^s(y)p_{s-1}^{s-1}(y) \)). Now, \( h_{s-1}(x, y) \in M \) so according to the definition of \( I_{s-1} \), \( h_{s-1}^{s-1}(y) \in I_{s-1} = < p_{s-1}^{s-1}(y) > \). So

\[ h_{s-1}^{s-1}(y) = q_{s-1}(y)p_{s-1}^{s-1}(y) \]

for some \( q_{s-1}(y) \in S \). Also, \( p_{s-1}^{s-1}(y) \in I_{s-1} \) so by definition of \( I_{s-1} \), there exists \( p_{s-1}(x, y) \in M \) such that \( p_{s-1}(x, y) = p_{s-1}^{s-1}(y)x^{s-1} \). According to the equation [5]

\[ h_{s-1}(x, y) = h_{s-1}^{s-1}(y)x^{s-1} = q_{s-1}(y)p_{s-1}^{s-1}(y)x^{s-1} = q_{s-1}(y)p_{s-1}(x, y). \]

Thus, for an arbitrary element \( f(x, y) \in M \) we show that

\[ h_1(x, y) := f(x, y) - p_0(x, y) q_0(y) \]
\[ h_2(x, y) := h_1(x, y) - p_1(x, y) q_1(y) \]
\[ h_3(x, y) := h_2(x, y) - p_2(x, y) q_2(y) \]
\[ h_4(x, y) := h_3(x, y) - p_3(x, y) q_3(y) \]
\[ \ldots \]
\[ h_{s-1}(x, y) := h_{s-2}(x, y) - p_{s-2}(x, y) q_{s-2}(y) \]
\[ h_{s-1}(x, y) = q_{s-1}(y)p_{s-1}(x, y). \]

So

\[ f(x, y) = p_0(x, y) q_0(y) + p_1(x, y) q_1(y) + p_2(x, y) q_2(y) + p_3(x, y) q_3(y) \]
\[ + \ldots + p_{s-2}(x, y) q_{s-2}(y) + p_{s-1}(x, y) q_{s-1}(y). \]
Since $p_i(x, y) \in M$ for $i = 0, \ldots, s$ and $f(x, y)$ is an arbitrary element of $M$ and $M$ is an $F[y]$-submodule of $R$, we conclude that

$$M = \langle p_0(x, y), \ldots, p_{s-1}(x, y) \rangle.$$ 

So $\{p_0(x, y), p_1(x, y), \ldots, p_{s-1}(x, y)\}$ is a set of generating polynomials for $M$.

In the next theorem, we introduce the generator matrix for QC codes.

**Theorem 2.1.** Suppose that $M$ is an $F[y]$-submodule of $F[x, y]/ < x^s - 1, y^\ell - 1 >$ and is generated by $\{p_0(x, y), \ldots, p_{s-1}(x, y)\}$, which obtained from the above method. Then the set

$$\{p_0(x, y), yp_0(x, y), \ldots, y^{\ell-a_0-1}p_0(x, y),$$

$$p_1(x, y), yp_1(x, y), \ldots, y^{\ell-a_1-1}p_1(x, y),$$

$$\vdots$$

$$p_{s-1}(x, y), yp_{s-1}(x, y), \ldots, y^{\ell-a_{s-1}-1}p_{s-1}(x, y)\}$$

forms an $F$-basis for $M$, where $a_i = \deg(p_i(y))$.

**Proof.** Assume that $l_0(y), \ldots, l_{s-1}(y)$ are polynomials in $F[y]$ such that $\deg(l_i(y)) < \ell - a_i$ and $l_0(y)p_0(x, y) + \cdots + l_{s-1}(y)p_{s-1}(x, y) = 0$. These imply the following equation in $S$

$$l_0(y)p_0^0(y) = 0.$$ 

Therefore, $l_0(y)p_0^0(y) = s(y)(y^\ell - 1)$ for some $s(y) \in F[y]$. Now, the degree of $y$ in the right side of this equation is at least $\ell$ but since $\deg(p_0^0(y)) = a_0$ and $\deg(l_0(y)) < \ell - a_0$, the degree of $y$ in the left side of this equation is at most $\ell - 1$. So we get $l_0(y) = 0$. Similar arguments yield $l_i(y) = 0$ for $i = 1, \ldots, s - 1$. 

□

3. Conclusion

In this paper, we investigate the structure of quasi cyclic codes of length $s\ell$ with index $s$. This leads to studying the structure of $F[y]$-submodules of the ring $F[x, y]/ < x^s - 1, y^\ell - 1 >$. We apply a novel method to obtain generating sets of polynomials for $F[y]$-submodules of $F[x, y]/ < x^s - 1, y^\ell - 1 >$. These polynomials will be applied to obtain generator matrix for corresponding QC codes. It is worth to note that similar method can be applied to obtain generator matrix for the other families of codes, such as generalized quasi-cyclic codes and multi-twisted codes.
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