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Abstract
In this extended abstract, we briefly outline Semantic Probabilistic Layers \cite{Ahmed2022}, a new layer that can be plugged into any neural network to guarantee its predictions are consistent with a set of predefined symbolic constraints while being amenable to end-to-end learning via maximum likelihood. SPLs can faithfully, and efficiently, model complex SOP tasks beyond the reach of alternative neuro-symbolic layers. We empirically demonstrate that SPLs outperform these competitors in terms of accuracy on an array of challenging structured-output prediction tasks.
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There is a growing need for trustworthy neural architectures that output predictions consistent with regulation mandated constraints or other requirements. We have recently introduced Semantic Probabilistic Layers \cite{Ahmed2022}, a new layer that can be plugged into any neural network to guarantee its predictions are consistent with a set of predefined symbolic constraints. To this end, SPLs combine exact probabilistic inference with logical reasoning in a clean and modular way, learning complex distributions and restricting their support to solutions of the constraint. At the same time, SPLs can model intricate correlations, and hard constraints, over the labels, all while being amenable to end-to-end learning via maximum likelihood. As such, they can faithfully, and efficiently, model complex SOP tasks beyond the reach of alternative neuro-symbolic layers. In the published paper \cite{Ahmed2022}, we empirically demonstrated that SPLs outperform a number of competitors in terms of accuracy on challenging tasks including hierarchical multi-label classification, pathfinding and preference learning, while retaining perfect constraint satisfaction. The code is available at: https://github.com/KareemYousrii/SPL.
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