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Abstract

We provide a new characterization of the Dirichlet distribution. This characterization implies that under assumptions made by several previous authors for learning belief networks, a Dirichlet prior on the parameters is inevitable.

1 Introduction

In recent years, several researchers have investigated Bayesian methods for learning belief networks [CH91, Bu91, SDLC93, HGC94]. These approaches all have the same basic components: a scoring metric and a search procedure. The scoring metric takes data and a network structure and returns a score reflecting the goodness-of-fit of the data to the structure. A search procedure generates networks for evaluation by the scoring metric. These approaches use the two components to identify a network structure or set of structures that can be used to predict future hypotheses or infer causal relationships.

The Bayesian approach can be described as follows. Suppose we have a domain of variables \{u_1, \ldots, u_n\} = U, and a set of cases \{C_1, \ldots, C_m\} = D where each case is an instance of some or of all the variables in U. We sometimes refer to D as a database. Let \(B_S, B_P\) be a belief network, that is, \(B_S\) is a directed acyclic graph, each node \(i\) of \(B_S\) is associated with a random variable \(u_i\) and \(B_P\) is a set of conditional distributions, \(p(u_i|u_1, \ldots, u_{i-1})\), \(1 \leq i \leq n\), where \(u_1, \ldots, u_k\) are the variables corresponding to the parents of node \(i\) in \(B_S\). (For more details, consult [Pe88]). Let \(B_S^h\) stand for the hypothesis that cases are drawn from a belief network having the structure \(B_S\). Then a Bayesian measure of the goodness-of-fit of a belief network structure \(B_S\) is \(p(B_S^h|D, \xi)\) given by \(p(B_S^h|D, \xi) = c \cdot p(B_S^h|\xi)p(D|B_S^h, \xi)\) where \(c\) is a normalizing factor and \(\xi\) is the current state of knowledge.

To compute \(p(D|B_S^h, \xi)\) in closed form several assumptions were made. First, the database \(D\) is a multinomial sample from some belief network \((B_S, B_P)\). Second, for each network structure the parameters associated with one node are independent of the parameters associated with other nodes (global independence [SL90]) and the parameters associated within a node given one instance of its parents are independent of the parameters of that node given other instances of its parent nodes (local independence [SL90]). Third, if a node has the same parents in two distinct networks then the distribution of the parameters associated with this node are identical in both networks (parameter modularity [HGC94]). Forth, each case is complete. Fifth, the distribution of the parameters associated with each node is Dirichlet.

The last two assumptions are made so as to create a conjugate sampling situation, namely, after data is seen the distributions of the parameters stay in the same family— the Dirichlet family. A relaxation of the assumption of complete cases was carried out by previous works (e.g., [SDLC93]). The contribution of this paper is a characterization of the Dirichlet distribution which enables one to show that the fifth assumption is implied from the first three assumptions and from one additional plausible assumption that if \(B_1\) and \(B_2\) are equivalent belief networks (i.e., they represent the same independence assumptions) then the events \(B_1^h\) and \(B_2^h\) are equivalent as well (hypothesis equivalence [HGC94]). We make this self-evident assumption explicit because it does not hold for causal networks where two edges with opposing directions correspond to distinct events.

Our contribution can be described using common statistical terminology as follows. We use this terminology because our result might be found applicable in other statistical uses of the Dirichlet distribution and because it falls under the broad area of characterizations of probability distribution functions. Suppose \(s\) and \(t\) are two discrete random variables having finite domains, \(\{s_i\}_{i=1}^m\) and \(\{t_j\}_{j=1}^n\), respectively. We wish to infer the joint probability \(p(s, t)\) from a sample of pairs of values \((s_i, t_j)\) of \(s\) and \(t\). The standard Bayesian approach to this statistical inference problem is to associate with \(p(s_i, t_j)\) a parameter \(\theta_{ij}\) (often called the multinomial parameter), assign \(\{\theta_{ij}\}_{i=1}^m_{j=1}\) a prior joint pd and compute the posterior joint pdf of \((\theta_{ij})\) given the observed
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set of pairs of values. There are two closely-related variants to this approach which can be described as follows.

Let \( \theta_i = \sum_{j=1}^{n} \theta_{ij} \) stand for the multinomial parameter associated with \( p(s = s_i) \) and let \( \theta_{ji} = \theta_{ij} / \sum_j \theta_{ij} \) stand for the multinomial parameter associated with \( p(t = t_j | s = s_i) \). Furthermore, let \( \theta_I = \{ \theta_i \}_{i=1}^{k} \) and \( \theta_{JI} = \{ \theta_{ji} \}_{i,j=1}^{k} \). We assume that \( \{ \theta_I, \theta_{JI}, \ldots, \theta_{Jk} \} \) are mutually independent and that each has a prior pdf. Now according to Bayesian practice we compute the joint posterior appropriately. That is, we update the pdf for \( \theta_I \) according to the counts of \( s = s_i \) in the observed pairs and update the pdf of \( \theta_{JI} \) according to the counts of \( t = t_j \) in all pairs in which \( s = s_i \). In a symmetric fashion, let \( \theta_j = \sum_{i=1}^{k} \theta_{ij} \), \( \theta_{ij} = \theta_{ij} / \sum_i \theta_{ij} \), \( \theta_j = \{ \theta_{ij} \}_{j=1}^{n} \) and \( \theta_{IJ} = \{ \theta_{ij} \}_{i,j=1}^{k} \). Now we assume that \( \{ \theta_I, \theta_{JI}, \ldots, \theta_{In} \} \) are mutually independent and that each has a prior pdf and we compute the posterior pdf for \( \theta_J \) according to the counts of \( t = t_j \) and the posterior pdf of \( \theta_{IJ} \) according to the counts of \( s = s_i \) in all pairs in which \( t = t_j \).

To make these techniques operational one must choose a specific prior pdf for the multinomial parameters. The standard choice of a pdf for \( \{ \theta_i \} \) is a Dirichlet pdf usually for pragmatic reasons. When such a choice is made, it can be shown that \( \{ \theta_I, \theta_{JI}, \ldots, \theta_{Jk} \} \) are indeed mutually independent and that each has a prior Dirichlet pdf. A slightly weaker version is stated in [DL93] (Lemma 2).

The surprising result proved in this article is that if these independence assertions are assumed to hold, and under the assumption of (strictly) positive pdfs, then a prior Dirichlet pdf for \( \{ \theta_{ij} \} \) is the only possible choice. The assumption of strictly positive pdfs can possibly be dropped without affecting the conclusion but we have not carried out a proof of this claim. The implication of this result to learning Bayesian networks is discussed in Section 3. A preliminary account of analogous results for Gaussian networks is reported in Section 4.

2 Background and Technical Summary

The Dirichlet pdf is defined as follows. Let \( \phi_1, \ldots, \phi_l \) be positive random variables that sum to 1. Then \( \phi_1, \ldots, \phi_{l-1} \) have a Dirichlet pdf \( f \) if

\[
f(\phi_1, \ldots, \phi_{l-1}) = \frac{\Gamma(\sum_{i=1}^{l} \alpha_i)}{\prod_{i=1}^{l} \Gamma(\alpha_i)} \prod_{i=1}^{l-1} \phi_i^{\alpha_i-1} \tag{1}
\]

where \( \phi_i = 1 - \sum_{i=1}^{l-1} \phi_i \) and \( \alpha_i \) are positive constants (See, e.g., [De70, Wi62]).

We use the following conventions. Suppose \( \{ \theta_{ij} \} \), \( 1 \leq i \leq k, 1 \leq j \leq n \), is a set of positive random variables that sum to 1. Let \( \theta_i, \theta_J, \theta_{IJ}, \theta_{iji}, \theta_{ij}, \theta_{jij}, \text{ and } \theta_{IJ} \) be defined as in the introduction. Consequently, \( \theta_i, \theta_{jij} = \theta_{jij} \) for every \( i \) and \( j \). Let \( f_U \) be the joint pdf of \( \{ \theta_{ij} \} \), \( f_I \) be the pdf of \( \theta_I \), and \( f_{JI} \) be the pdf of \( \theta_{JI} \). Similarly, let \( f_J \) be the pdf of \( \theta_J \), and \( f_{IJ} \) be the pdf of \( \theta_{IJ} \). Finally, let \( f_{IJ} \) be the joint pdf of \( \theta_I, \theta_{JI}, \ldots, \theta_{Jk} \) and \( f_{IJ} \) be the joint pdf of \( \theta_I, \theta_{JI}, \ldots, \theta_{In} \).

A Dirichlet pdf for \( \{ \theta_{ij} \} \) is given by

\[
f_U(\{\theta_{ij}\}) = c \prod_{i=1}^{k} \prod_{j=1}^{n} \alpha_{ij}^{\alpha_{ij}-1} \tag{2}
\]

where \( \alpha_{kn} = 1 - \sum_{i \neq k} \alpha_{ij}, A = \{(i,j) | 1 \leq i, j \leq n, i \neq k \} \), \( c \) is the normalization constant and \( \alpha_{ij} \) are positive constants.

We observe that \( f_U \) and \( f_{IJ} \) are related through a change of variables. Since both \( \{ \theta_i \}_{i=1}^{k} \) and \( \{ \theta_{ji} \}_{j=1}^{n} \) are defined in terms of \( \{ \theta_{ij} \} \) and since \( \theta_i = \theta_i, \theta_{ji}, \text{there exists a one-to-one and onto correspondence between \( \{ \theta_{ij} \} \) and \( \{ \theta_i \} \cup \{ \theta_{ji} \} \). The Jacobian \( J_{k,n} \) of this transformation is given by

\[
J_{k,n} = \prod_{i=1}^{k} \theta_i^{n-1} \tag{3}
\]

[HGC95].

The following lemma provides a known property of the Dirichlet distribution. A slightly weaker version is stated in [DL93] (Lemma 7.2).

Lemma 1 Let \( \{ \theta_{ij} \} \), \( 1 \leq i \leq k, 1 \leq j \leq n \), where \( k \) and \( n \) are integers greater than 1, be a set of positive random variables having a Dirichlet distribution. Then, \( f_{IJ}(\{ \theta_{ij} \}) \) is Dirichlet, \( f_{IJ}(\{ \theta_{ij} \}) \) is Dirichlet for every \( i, 1 \leq i \leq k \), and \( \{ \theta_I, \theta_{JI}, \ldots, \theta_{Jk} \} \) are mutually independent.

Proof: Set \( \theta_{ij} = \theta_i, \theta_{ji} \) in Eq. 2, multiply by \( J_{k,n} \), and regroup terms. \( \square \)

The main claim of this article is that, under the assumption of a positive pdf for \( \{ \theta_{ij} \} \), the converse holds as well. More specifically, we prove the following theorem.

Theorem 2 Let \( \{ \theta_{ij} \} \), \( 1 \leq i \leq k, 1 \leq j \leq n \), \( \sum_i \theta_{ij} = 1, \) where \( k \) and \( n \) are integers greater than 1, be a set of positive random variables having a positive pdf \( f_U(\{ \theta_{ij} \}) \). If \( \{ \theta_I, \theta_{JI}, \ldots, \theta_{Jk} \} \) are mutually independent and \( \{ \theta_I, \theta_{JI}, \ldots, \theta_{In} \} \) are mutually independent, then \( f_U(\{ \theta_{ij} \}) \) is Dirichlet.

Recall that \( f_U \) can be written both in terms of \( f_{IJ} \) and in terms of \( f_{IJ} \) by a change of variables and using the Jacobian given by Equation 3. Since both representations must be equal, and using the independence assumptions made by Theorem 2 to factor \( f_{IJ} \) and \( f_{IJ} \), we get the equality

\[
\left( \prod_{j=1}^{n} \theta_j^{k-1} \right)^{-1} f_J(\theta_J) \prod_{j=1}^{n} f_{IJ}(\theta_{IJ}) = \tag{4}
\]
Due to these equalities and using local and global independence to factor \( f_{12} \) and \( f_{11} \), we immediately obtain Equation 4 (dropping the conditioning events is valid because \( B_1^k \) and \( B_2^k \) are equivalent). Thus for the two complete networks the only possible prior on their parameters is, according to Theorem 2, the Dirichlet distribution.

Note that we only use three assumptions: a multinomial sampling situation, local and global independence, and hypothesis equivalence. Implicitly, since we condition on \( B_0^k \), is the assumption that each complete structure has a positive probability to be manifested.

The prior for any non-complete network follows from the assumption of parameter modularity which says that the pdf associated with a node under the assumption that a specific network generates the data is the same as the pdf of the parameters of that node given another network generates the data provided that the set of parents is identical in the two networks. In our two-variables network, for example, the parameters \( \theta_i \), which are associated with node \( s \) have the same pdf when conditioned on \( B_1 \) and when conditioned on \( B_0 \) because in both networks \( s \) has the same set of parents (the empty set) and similarly for node \( t \). That is,

\[
\begin{align*}
    f_i(\theta_i | B_1^k, \xi) &= f_i(\theta_i | B_0^k, \xi) \\
    f_j(\theta_j | B_1^k, \xi) &= f_j(\theta_j | B_0^k, \xi)
\end{align*}
\]

These equalities imply that the prior for the parameters of \( B_0 \) is Dirichlet as well. Thus, parameter modularity is the assumption that extends our result from complete to non-complete networks.

This result of the inevitable choice of a Dirichlet prior for two-variables networks is easily generalized to the \( n \)-variate case by induction and without the need to solve any additional functional equations. The inductive proof uses the fact that a cluster of variables each having a Dirichlet distribution is distributed Dirichlet as well. For details consult [HGC95].

Recall that the exponents of \( \theta_{ij} \) of a Dirichlet distribution can be written as \( N\alpha_{ij} - 1 \) where \( N \) is the "equivalent sample size" (the size of an imaginary database of complete cases—the prior sample—upon which the prior Dirichlet is based) and \( \alpha_{ij} \) is the expectation of \( \theta_{ij} \). The equivalent sample size reflects the confidence of the user and \( \alpha_{ij} \) represents the relative frequency of the pair \((i, j)\) in the prior sample. A joint Dirichlet prior is therefore quite restricting because it allows only one equivalent sample size for the entire domain. That is, there is no way to express different confidence levels regarding the parameters of different parts of the network. Thus the practical ramification of our characterization is that the commonly-made global and local independence assumption is inappropriate whenever a single equivalent sample size is not sufficient to describe prior knowledge. Such a situation occurs, for example, if knowledge about \( \theta_{ij} \) is more precise than knowledge about \( \theta_{ij'} \).

One possibility for overcoming this limitation of the Dirichlet prior is to replace the notion of a single equivalent sample size with equivalent database. Namely,
we ask a user to imagine that she was initially completely ignorant about a domain, having an uninformative prior with equivalent sample size(s) close to the lower bound. Then, we ask the user to specify a database \( D_a \) that would produce a posterior density that reflects her current state of knowledge. This database may contain incomplete cases. Then, to score a real database \( D \), we score the database \( D_a \cup D \) using the uninformative prior and a learning algorithm that handles missing data. This way of specifying a prior yields a mixture of Dirichlet distributions which, according to our result, cannot satisfy the local and global independence assumption.

4 Discussion

The independence assumptions made by Theorem 2 can be divided into two parts: \( \{\theta_{j1}, \ldots, \theta_{jk} \} \) are mutually independent and \( \{\theta_{j1}, \ldots, \theta_{j(n)} \} \) are mutually independent (local independence) and \( \theta_{j} \) is independent of \( \{\theta_{j1}, \ldots, \theta_{jk} \} \) and \( \theta_{j} \) is independent of \( \{\theta_{j1}, \ldots, \theta_{jn} \} \) (global independence). A natural question to ask is whether global independence alone implies a joint Dirichlet pdf for \( \{\theta_{ij} \} \).

This question is particularly interesting in light of the analysis of decomposable graphical models given by [DL93]. Dawid and Lauritzen term a pdf that satisfies global independence a strong hyper-Markov law and show the importance of such laws in the analysis of decomposable graphical models. We now show that the class of strong hyper-Markov laws is larger than the Dirichlet class.

When \( n = k = 2 \), and using the notations of Equation 5 the new functional equation can be written as follows:

\[
f_0(y)g(z, w) = g_0(x)f_1(yz, x)g_1(1 - z, 1 - x)
\]

where \( x = yz + (1 - y)w \). Note that Eq. 5 is obtained from this equation by setting \( g(z, w) = g_1(z)g_2(w) \) and \( f_1(t_1, t_2) = f_1(t_1)f_2(t_2) \). These equalities correspond to local independence.

Let \( f_{ij} \) be a joint pdf of \( \{\theta_{ij} \} \) given by

\[
f_{ij}(\{\theta_{ij} \}) = K \left[ \prod_{i=1}^{2} \prod_{j=1}^{2} \theta_{ij}^{\alpha_{ij} - 1} \right] H(\theta_{11}, \theta_{22}, \theta_{12}, \theta_{21})
\]

where \( K \) is the normalization constant, \( \alpha_{ij} \) are positive constants and \( H \) is an arbitrary positive integrable function. That this pdf satisfies global independence can be easily verified. It can in fact be shown, by solving Eq. 6, that every positive strong Hyper Markov law can be written in this form (when \( n = 2 \) and \( k = 2 \)). This solution includes the Dirichlet family as a proper subclass.

Since \( H \) is a single function that does not depend on a particular network, one can conclude that if local parameter independence is assumed to hold in one network, then \( f_{ij} \) must still be Dirichlet and therefore, due to Lemma 1, local parameter independence must hold for all networks. We have so far proved this claim for two-variables networks but we believe it holds for the \( n \)-variate case as well.

As a final comment, we should mention that a functional equation which restricts the possible prior distributions for the parameters of Bayesian networks can be formulated for other sampling situations not necessarily for the multinomial sampling which was assumed in our discussion so far. As another example, consider a two-continuous-variables domain \( \{x_1, x_2\} \) having a bivariate-normal distribution. Constructing a prior for the parameters of such Gaussian networks and performing the prior-to-posterior analysis was carried out in [GH94, HG95]. Let \( \{m_1, v_1, m_{21}, b_{12}, v_{21}\} \) and \( \{m_2, v_2, m_{12}, b_{21}, v_{12}\} \) denote the parameters for the network structures \( x_1 \to x_2 \) and \( x_1 \leftarrow x_2 \), respectively. That is, \( m_1 \) is the mean of \( x_1 \) and \( v_1 \) is the variance for \( x_1 \). Collectively, these are the parameters associated with node \( x_1 \) in the first network. The parameters associated with node \( x_2 \) are the conditional mean \( m_{21} \), the regression coefficient \( b_{12} \) of \( x_2 \) given \( x_1 \) and the conditional variance \( v_{21} \). Now assuming global parameter independence and hypothesis equivalence and using the Jacobian given in [HG95] yields the functional equation

\[
f_1(m_1, v_1) f_2(1) f_{21}(m_{21}, b_{12}, v_{21}) = \frac{v_1^2 v_{21}^3}{v_2^4} \]

These relationship are well known from path analysis and can be derived from Eq. 4 in [HG95].

We have solved this functional equation and found that the only integrable solutions are such that \( f_1(v_1) \) is an inverse gamma distribution, that is, \( 1/v_1 \) has a gamma distribution, \( f_1(m_1|v_1) \) is a normal distribution, and similarly for \( f_2(m_2, v_2) \). The conditional distribution \( f_{21}(b_{12}, v_{21}) \) has an interesting form. An inverse gamma distribution for \( v_{21} \) times a Normal distribution for \( b_{12} \) times an arbitrary function \( H(b_{12}, b_{21}) \). The arbitrary function is not surprising since the functional equation only encodes global independence and so the solution depends on an arbitrary function just as for multinomial sampling (Equation 7).

The natural question is now what does local independence mean for Gaussian networks. Because the subject variance of \( b_{12} \) actually depends on \( v_{21} \), we cannot assume that \( b_{12} \) and \( v_{21} \) are independent. The answer is that local independence for Gaussian networks means that the standardized regression coefficient \( b_{12} \) is independent of the conditional variance \( v_{21} \) at each
node. When adding this assumption, which fully parallels the discrete case, we get that $H$ is the exponential function and therefore $f_{211}(v_{12}|v_{21})$ is a normal distribution and $f_{211}(v_{21})$ is an inverse Gamma distribution.

Consequently, it can further be shown that a bivariate normal– Wishart distribution is the only possible prior on the joint space parameters (i.e., the inverse covariance matrix and the vector of means) if we assume global parameter independence, local parameter independence for one network and hypothesis equivalence. Indeed this was the prior chosen by [GH94]. An analogous result holds for the n-variate case as well.
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Appendix: Proof

Differiability from Integrability

By renaming of variable and function names, and by absorbing the Jacobians into the new function definitions, Eq. 4 can be written as follows:

$$f_0(y_1,\ldots,y_{n-1}) \prod_{j=1}^{n} g_j(z_{1,j},\ldots,z_{k-j,1}) =$$

$$g_0(x_1,\ldots,x_{k-1}) \prod_{i=1}^{k} f_i(\frac{z_{1,i}y_1}{x_i},\ldots,\frac{z_{i,n-1}y_{n-1}}{x_i})$$  \hspace{1cm} (9)

where

$$x_i = \sum_{j=1}^{n} z_{i,j}y_j, \hspace{0.5cm} 1 \leq i \leq k - 1$$  \hspace{1cm} (10)

and

$$z_{kj} = 1 - \sum_{i=1}^{k-1} z_{ij}, \hspace{0.5cm} 1 \leq j \leq n$$

and where

$$y_n = 1 - \sum_{j=1}^{n-1} y_j, \hspace{0.5cm} x_k = 1 - \sum_{i=1}^{k-1} x_i$$  \hspace{1cm} (11)

Note that the free variables in Eq. 9 are $y_1,\ldots,y_{n-1}$ ($y_j$ replaces $\theta_j$) and $z_{ij}, \hspace{0.5cm} 1 \leq i \leq k - 1, \hspace{0.5cm} 1 \leq j \leq n$ ($z_{ij}$ replaces $\theta_{ij}$). All other variables which appear in Eq. 9 are defined by Eqs. 10 and 11.

\footnote{This proof first appeared in [GH95].}
Furthermore, we may consider \( x_1, \ldots, x_k \) (\( x_i \) replaces \( \theta_i \)) and \( w_{ij} = \frac{x_i x_j}{x_i + x_j} \), \( 1 \leq i \leq k \), \( 1 \leq j \leq n - 1 \) \((w_{ij} \) replaces \( \theta_{ij} \)) to be free variables and rewrite Eq. 9 in term of these variables, namely,

\[
g_0(x_1, \ldots, x_{k-1}) \prod_{i=1}^{k} f_i(w_{i1}, \ldots, w_{in-1}) = f_0(y_1, \ldots, y_{n-1}) \prod_{j=1}^{n} g_j(y_j) \frac{w_{1,j} x_1}{y_j} \ldots \frac{w_{k-1,j} x_{k-1}}{y_j} \quad (12)
\]

where

\[
y_j = \sum_{i=1}^{k} w_{ij} x_i, \quad 1 \leq j \leq n - 1
\]

\[
w_{in} = 1 - \sum_{j=1}^{n-1} w_{ij}, \quad 1 \leq i \leq k
\]

and where \( x_k \) and \( y_n \) are defined by Eq. 11. This symmetric representation of Eq. 9 will be used in the derivation of its solution.

We assume that all functions mentioned in Eq. 9 originated from pdfs and thus are (Lebesgue) integrable in their domain. We shall now show that this assumption implies that each set of functions that solves Eq. 9 consists of functions for which any finite-order partial derivative exists for every point in their domain. The importance of this technical claim is that in order to find all positive integrable functions that satisfy Eq. 9, it is permissible to take any derivative at any point in the domain because it exists.

By setting \( z_{ij} = 1/k \), for all \( i \) and \( j \), in Equation 9 we get that \( f_0(y_1, \ldots, y_{n-1}) \) is proportional to \( \prod_{i=1}^{k} f_i(y_1, \ldots, y_{n-1}) \). Similarly, by setting \( w_{ij} = 1/n \) in Eq. 12, \( g_0(x_1, \ldots, x_{k-1}) \) is proportional to \( \prod_{j=1}^{n} g_j(x_1, \ldots, x_{k-1}) \). Thus, if we prove that each \( g_j \), \( j = 1, \ldots, n \), has any-order derivative, then so does \( g_0 \). Furthermore, any property that we prove about \( g_j \), \( j = 1, \ldots, n \), holds for \( f_i, i = 1, \ldots, k \), due to the symmetric representation of Eq. 9 given by Eq. 12.

Since all functions are positive, we can take the logarithm of Eq. 9. Since all functions are integrable and positive then so are their logarithms. Let now \( j_0 \) be an index such that \( 1 \leq j_0 \leq n \). We take a logarithm of Eq. 9 and integrate the resulting equation \(^2\) all variables except for the variables \( x_{j_0} \), \( 1 \leq i < k \). Consequently, we obtain,

\[
\hat{g}_{j_0}(x_1, \ldots, x_{k-1}, x_{j_0}) = M + \int_{D_{x_1}} \ldots \int_{D_{x_{k-1}}} \int_{D_{x_{j_0}}} \hat{g}_0(x_1, \ldots, x_{k-1}) + \sum_{i=1}^{n} \hat{f}_i \left( \frac{x_{i1} y_1}{x_i}, \ldots, \frac{x_{in-1} y_{n-1}}{x_i} \right) dz_{j_0} dY \quad (14)
\]

where \( \hat{h}(x) \) stands for \( \ln h(x) \), \( M \) is a constant, \( Y = (y_1, \ldots, y_{n-1}) \), \( Z_{j_0} \) is a vector containing all variables

\[ \text{except those where } j = j_0, D_j \text{ is the domain of } g_j, \text{ and } D_y \text{ the domain of } f_0. \]

Since, the right-hand-side of Eq. 14 is integrable, it follows that \( g_{j_0} \) is continuous for every \( 1 \leq j_0 \leq n \). Hence, \( g_0 \) is continuous as well. Thus, due to the symmetric functional equation (Eq. 12), \( f_i \) are also continuous functions. Having now continuous functions on the right-hand-side of Eq. 14, it follows that \( g_{j_0} \) has a first derivative wrt each of its arguments. Thus, due to Eq. 12, each \( f_i \) also has a first derivative wrt each of its arguments. Consequently, by Eq. 14, it follows that \( g_{j_0} \) has a second derivative wrt each of its arguments. Repeating this argument yields the desired conclusion that all positive integrable functions that solve Equation 9 have any partial derivative at any point in their domain.\(^3\)

The Binary Solution

We shall now find all positive integrable solutions of Eq. 9 when \( k = n = 2 \). This derivation is different from the general derivation which is given in the following sections, however, the basic method of repeatedly differentiating the functional equation and subsequently solving the resulting differential equations is similar.

When \( n = k = 2 \), the functional equation can be written as follows:

\[
f_0(y) g_1(z) g_2(w) = g_0(x) f_1 \left( \frac{yz}{x} \right) f_2 \left( \frac{(1-z)x}{y} \right)
\]

where

\[
x = yz + (1 - y) w
\]

Let

\[
f_1'(t) = \frac{d}{dt} \ln f_1(t)
\]

and

\[
g_1'(t) = \frac{d}{dt} \ln g_1(t)
\]

Taking the logarithm and then a derivative once wrt \( y \), once wrt \( z \) and once wrt \( w \) of Eq. 15 yields the following three equations,

\[
f_1'(y) - (z - w) g_2'(y) = \frac{zw}{x} f_1 \left( \frac{yz}{x} \right) + \frac{(1-z)(1-w)}{(1-z)^2} g_2' \left( \frac{(1-z)x}{y} \right) \quad (19)
\]

\[
g_1'(z) - y g_2'(z) = \frac{yw}{x} f_1 \left( \frac{yz}{x} \right) - \frac{(1-w)(1-y)}{(1-z)^2} g_2' \left( \frac{(1-z)x}{y} \right) \quad (20)
\]

\[
g_2'(w) - (1-y) g_2'(w) = - \frac{yz}{x} f_1 \left( \frac{yz}{x} \right) + \frac{y(1-z)(1-y)}{(1-z)^2} g_2' \left( \frac{(1-z)x}{y} \right) \quad (21)
\]

\(^3\)Note that, by definition, a pdf does not include a delta function. Otherwise it is called a generalized pdf (gpdf, [De70]). An integral of a gpdf need not be continuous.
Solving $\hat{f}_1(y)$ and $\hat{f}_2(y)$ from Eqs. 20 and 21 yields,

$$\frac{y(1-y)(w-z)}{x^2} \hat{f}_1(y) = -(1-y)(1-w)\hat{g}_0(x) + (1-z)\hat{g}_0(x) + (1-w)\hat{g}_2(w)$$

and

$$\frac{y(1-y)(w-z)}{(1-x)^2} \hat{f}_2(y) = \frac{y(1-y)(w-z)}{1-x} z\hat{g}_1(z) - y(1-y)(w-z)\hat{f}_0(y)$$

Now plugging Eqs. 22 and 23 into Eq. 19 and collecting all the terms involving $\hat{g}_0(x), \hat{g}_1(z), \hat{g}_2(w)$ and $\hat{f}_0(y)$, yields,

$$h(y, z, w)g''(x) = z(1-z)g''(z) + w(1-w)g''(w)$$

where

$$h(y, z, w) = y(1-y)(w-z)^2 + yz(1-z) + (1-y)(1-w)w$$

Taking a derivative wrt $z$ of Eq. 24 yields,

$$h_z(y, z, w)g''(x) + yh(y, z, w)g''(x) = (1-2z)\hat{g}_1(z) + z(1-z)\hat{g}_1(z) - y(1-y)(w-z)\hat{f}_0(y)$$

where $h_z$ is the partial derivative of $h$ wrt $z$, given by,

$$h_z(y, z, w) = -(1-y)(w-z) + y(1-2z)$$

Similarly, taking a derivative wrt $w$ of Eq. 24 yields,

$$h_w(y, z, w)g''(x) + (1-y)h_y(y, z, w)g''(x) = (1-2w)\hat{g}_2(w) + w(1-w)\hat{g}_2(w) - y(1-y)\hat{f}_0(y)$$

where $h_w$ is the partial derivative of $h$ wrt $w$, given by,

$$h_w(y, z, w) = 2y(1-y)(w-z) + (1-y)(1-2w)$$

Eqs. 25 and 26 together with

$$(1-y)h_z(y, z, w) - yh_w(y, z, w) \equiv 0$$

yield

$$(1-2w)\hat{g}_2(w) + w(1-w)\hat{g}_2(w) = (1-y)\hat{f}_0(y)$$

and

$$\frac{1-y}{y} [(1-2z)\hat{g}_1(z) + z(1-z)\hat{g}_1(z)]$$

where $h$ and $g$ are arbitrary differentiable functions having $n-1$ arguments.

**Preliminary Lemmas**

We now provide several lemmas that are needed for the derivation of the general solution of Eq. 9.

**Lemma 3** The general solution of the following partial differential equation for $f(x_1, \ldots, x_n)$,

$$f + x_i f_{x_i} + x_j f_{x_j} = 0$$

in the domain $(0, \infty)^m$, is given by,

$$f(x_1, \ldots, x_n) = \frac{1}{x_i} h\left(\frac{x_i}{x_j}, x_1, \ldots, x_i-1, x_i+1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n\right)$$

or, equivalently, by

$$f(x_1, \ldots, x_n) = \frac{1}{x_j} g\left(\frac{x_j}{x_i}, x_1, \ldots, x_i-1, x_i+1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n\right)$$

where $h$ and $g$ are arbitrary differentiable functions having $n-1$ arguments.

**Proof**: Let $s = x_i$ and $t = \frac{x_i}{x_j}$. Thus, $f_s = f_s + \frac{x_j}{x_i} f_t$, $f_{x_i} = -\frac{x_j^2}{x_i^2} f_t$. Hence, after a change of variables, the differential equation becomes

$$f + sf_s = 0$$

and therefore,

$$f = \frac{1}{s} h(t, x_1, \ldots, x_i-1, x_i+1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n)$$

By changing the roles of $x_i$ and $x_j$ in this derivation, we get the other form of $f$. $\square$
Lemma 4 The general solution of the following partial differential equation for \( f(x_1, \ldots, x_n) \),

\[
f_{x_i} - f_{x_j} = \frac{\alpha}{x_i} + \frac{\beta}{x_j}
\]

is given by

\[
f(x_1, \ldots, x_n) = \alpha \ln x_i - \beta \ln x_j + h(x_i + x_j, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n)
\]

where \( h \) is an arbitrary differentiable function having \( n-1 \) arguments.

Proof: Let \( s = x_i + x_j \) and \( t = x_i - x_j \). Thus, \( f_x = f_s + f_t, f_x = f_s - f_t \). Hence, after a change of variables, the differential equation becomes

\[
f_t = \frac{\alpha}{s + t} + \frac{\beta}{s - t}
\]

Integrating wrt \( t \) and changing back to the original variables yields the desired solution. \( \square \)

Lemma 5 Let \( f(x_1, \ldots, x_n) \) be a twice-differentiable function. If for all \( 1 \leq i < j \leq n \),

\[
f(x_1, \ldots, x_n) = a_i \ln x_i + a_j \ln x_j + f_{ij}(x_i + x_j, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n)
\]

where \( f_{ij} \) are arbitrary twice differentiable functions having \( n-1 \) arguments, then

\[
f(x_1, \ldots, x_n) = g(\sum_{i=1}^n x_i) + \sum_{i=1}^n a_i \ln x_i
\]

where \( g \) is an arbitrary twice-differentiable function.

Proof: We shall prove the following stronger claim. For every \( 2 \leq l \leq n \), and for every permutation of the indices of \( x_1, \ldots, x_n \),

\[
f(x_1, \ldots, x_n) = h_l(\sum_{i=1}^l x_i, x_{l+1}, \ldots, x_n) + \sum_{i=1}^l a_i \ln x_i
\]

where \( h_l \) is an arbitrary twice differentiable function. The function \( h_l \) depends on the permutation, although this fact is not reflected in our notation. The base case \( l = 2 \) is assumed by the lemma and the case \( l = n \) is needed to be proven.

By the induction hypothesis we assume Eq. 35 and for the permutation

\[
(1, \ldots, n) \rightarrow (l, 1, \ldots, l-1, l+1, \ldots, n)
\]

we also assume (by the induction hypothesis),

\[
f(x_1, \ldots, x_n) = g_l(x_l, x_{l+1} + \sum_{i=1}^{l-1} x_i, x_{l+2}, \ldots, x_n) + \sum_{i=1}^{l-1} b_i \ln x_i + b_{l+1} \ln x_{l+1}
\]

Let \( x = \sum_{i=1}^{l-1} x_i, c_i = b_i - a_i \) and \( \bar{x} = (x_{l+2}, \ldots, x_n) \). From Eqs. 35 and 36 we get,

\[
h_l(x_l + x, x_{l+1}, \bar{x}) = g_l(x_l, x_{l+1} + x, \bar{x}) + \sum_{i=1}^{l-1} c_i \ln x_i - a_l \ln x_l + b_{l+1} \ln x_{l+1}
\]

Set \( x_l = 1/2(l - 1), i = 1, \ldots, l - 1. \) Thus, \( x = 1/2 \) and Eq. 37 yields,

\[
h_l(x_l + 1/2, x_{l+1}, \bar{x}) = g_l(x_l, x_{l+1} + 1/2, \bar{x}) + \sum_{i=1}^{l-1} c_i \ln x_i - \sum_{i=1}^{l-1} c_i \ln(2(l - 1))
\]

Plugging Eq. 38 into Eq. 37 and letting

\[
\check{g}_l(x_l, x_{l+1} + x, \bar{x}) \equiv g_l(x_l, x_{l+1} + x, \bar{x}) - a_l \ln x_l
\]

yields,

\[
\check{g}_l(x_l + x - 1/2, x_{l+1} + 1/2, \bar{x}) = \check{g}_l(x_l, x_{l+1} + x, \bar{x}) + \sum_{i=1}^{l-1} c_i \ln x_i - \sum_{i=1}^{l-1} c_i \ln(2(l - 1))
\]

By taking a derivative wrt \( x_j, 1 \leq j \leq l - 1 \) of Eq. 40 we get,

\[
\check{g}_l(x_l + x - 1/2, x_{l+1} + 1/2, \bar{x})_1 = c_j / x_j + \check{g}_l(x_l, x_{l+1} + x, \bar{x})_2
\]

where the indices 1 and 2 indicate the argument of \( \check{g}_l \) wrt which a derivative is taken. Similarly by taking the derivatives wrt \( x_l \) we get,

\[
\check{g}_l(x_l + x - 1/2, x_{l+1} + 1/2, \bar{x})_1 = \check{g}_l(x_l, x_{l+1} + x, \bar{x})_1
\]

Consequently,

\[
\check{g}_l(x_l, x_{l+1} + x, \bar{x})_1 - \check{g}_l(x_l, x_{l+1} + x, \bar{x})_2 = c_j / x_j
\]

for \( j = 1, \ldots, l - 1 \).

We now show that \( c_j = 0 \). If \( l > 2 \), then set \( j = j_1 \) and \( j = j_2, 1 \leq j_1 < j_2 \leq l - 1 \), in Eq. 43 and subtract the two equations. Consequently, \( c_j / x_j = c_j / x_j \) and therefore \( c_j = 0 \). If \( l = 2 \), then, \( x = x_1 \) and Eq. 43 becomes

\[
\check{g}_l(x_2, x_3 + x_1, \bar{x})_1 - \check{g}_l(x_2, x_3 + x_1, \bar{x})_2 = c_1 / x_1
\]

Let \( u = x_1 + x_3, w = x_1 - x_3 \) and rewrite the last equation,

\[
\check{g}_l(x_2, u, \bar{x})_1 - \check{g}_l(x_2, u, \bar{x})_2 = \frac{2c_1}{u + w}
\]

Since the left hand side is not a function of \( w \) we have \( c_1 = 0 \).

Now let \( s = x_1 + (x + x_{l+1}), t = x_1 - (x + x_{l+1}) \) and rewrite the differential equation (Eq. 43) by changing variables to \( s, t \) and \( \bar{x} \). Since \( c_j = 0 \), we get,

\[
\frac{\partial}{\partial t} [\check{g}_l(s, t, \bar{x})] = 0
\]
Thus, \( \bar{g}_i(s, t, \bar{x}) = i(s, \bar{x}) \) where \( i \) is a function of just \( s \) and \( \bar{x} \). Consequently, by switching back to the original variables, we get,

\[
f(x_1, \ldots, x_n) = \sum_{i=1}^{l+1} a_i \ln x_i + i \left( \sum_{i=1}^{l+1} x_i x_{i+2}, \ldots, x_n \right) \tag{47}
\]

Since this equation can be derived for any permutation of the indices of \( x_i \), the induction is completed.

5 The General Solution

We now solve Eq. 9 for any \( n \) and \( k \). First we assume both \( n \) and \( k \) are strictly greater than 2.

We use the following notations:

\[
g_i(t_1, \ldots, t_{k-1}) = \frac{\partial}{\partial t_i} \ln g_i(t_1, \ldots, t_{k-1}) \tag{48}
\]

\[
f_i(t_1, \ldots, t_{n-1}) = \frac{\partial}{\partial t_i} \ln f_i(t_1, \ldots, t_{n-1})
\]

Also we use the following notations:

\[
X = (x_1, \ldots, x_{k-1}), \quad Z_j = (z_{1,j}, \ldots, z_{k-1,j}) \tag{49}
\]

\[
Y = (y_1, \ldots, y_{n-1}), \quad W_i = (\sum_{j=1}^{k-1} z_{i,j} x_j - x_i) \tag{50}
\]

For example, \( g_j(Z_j) \) stands for \( g_j(z_{1,j}, \ldots, z_{k-1,j}) \).

By taking the logarithm and then a derivative wrt \( z_{1,j} \) of Eq. 9, we get,

\[
g_j(Z_j) = y_j \sum_{i=1}^{n-1} f_i(W_i) \left[ -\frac{z_{i,j} x_i}{x_i^2} \right] + \frac{1}{x_i} f_i(W_i) + y_j g_0(X) \tag{51}
\]

Also we use the following notations:

\[
X = (x_1, \ldots, x_{k-1}), \quad Z_j = (z_{1,j}, \ldots, z_{k-1,j}), \quad Y = (y_1, \ldots, y_{n-1})
\]

\[
W_i = (\sum_{j=1}^{k-1} z_{i,j} x_j - x_i)
\]

Subtracting the resulting two equations, and dividing by \( y_n \), we get,

\[
\frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{f_n(W_i), i, f_n(W_i), j}{x_i} \tag{52}
\]

where \( 1 \leq i < j \leq k-1, 1 \leq l \leq n-1 \).

Similarly, by setting \( i = i_1 \) and \( j = i_2 \), \( 1 \leq i_1 < i_2 \leq k-1 \) in Eq. 52, setting the resulting two equations, and dividing by \( y_n \), we get,

\[
\frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{f_n(W_i), i, f_n(W_i), j}{x_i, x_j} \tag{53}
\]

Similarly, we take a derivative wrt \( z_{i,j} \) of Eq. 54 and obtain,

\[
\frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{f_n(W_i), i, f_n(W_i), j}{x_i} \tag{54}
\]

Subtracting Eq. 55 from Eq. 51 and setting \( j = j_1 \), yields,

\[
\frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{f_n(W_i), i, f_n(W_i), j}{x_i} \tag{55}
\]

Similarly, we take a derivative wrt \( z_{i,n} \) of Eq. 54 and obtain,

\[
\frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{f_n(W_i), i, f_n(W_i), j}{x_i} \tag{56}
\]

Eqs. 55 and 56 yield,

\[
\frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] = \frac{f_n(W_i), i, f_n(W_i), j}{x_i} \tag{57}
\]

Now, we take a derivative wrt \( z_{i,j} \) of Eq. 54 where \( 1 \leq j \leq n-1, j \neq j_1, (n \geq 3) \), and obtain,

\[
0 = \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] + \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] + \frac{1}{y_n} \left[ g_n(Z_n), i, g_n(Z_n), j \right] \tag{58}
\]

Eqs. 56 and 58 yield \( j_1 \neq j_2 \).
A Characterization of the Dirichlet Distribution

Putting Eqs. 57 and 59 into Eq. 58 and recalling (from Eq. 10) that

\[ z_{i_1} y_n = x_{i_1} - \sum_{l=1}^{n-1} z_{i_1 l} y_l \]

we get,

\[ \frac{1}{x_{i_1}} f_i(W_{i_1})_{j_1} = -\frac{z_{i_1 j_1}}{y_{i_1}} [g_{j_1}(Z_{j_1})_{i_1} t - g_{j_1}(Z_{j_1})_{i_1 t}] + \frac{z_{i_1 n}}{y_n} [g_{n}(Z_{n})_{i_1} t - g_{n}(Z_{n})_{i_1 t}] \] (60)

Similarly, we derive an analogue to Eq. 55 by taking a derivative wrt \( z_{i_2 t} \) (instead of wrt \( z_{i_1 t} \)) of Eq. 54, follow the same steps up to Eq. 60, and get,

\[ \frac{1}{y_j} [g_j(Z_j)_{i_1} t - g_j(Z_j)_{i_1 t}] + \frac{z_{i_2 n}}{y_n} [g_{n}(Z_{n})_{i_1} t - g_{n}(Z_{n})_{i_1 t}] = c \] (61)

where \( 1 \leq j \leq n \).

This equation holds for every value of \( y_j \) and therefore \( c = 0 \). Thus we obtain,

\[ [g_j(Z_j)_{i_1} t - g_j(Z_j)_{i_1 t}] + z_{i_1 j} [g_j(Z_j)_{i_1} t - g_j(Z_j)_{i_1 t}] \]

\[ + z_{i_2 j} [g_j(Z_j)_{i_1} t - g_j(Z_j)_{i_1 t}] = 0 \] (63)

Let \( h(Z_j) = g_j(Z_j)_{i_1} t - g_j(Z_j)_{i_1 t} \). Thus Eq. 63 can be written as follows,

\[ h + z_{i_1 j} \frac{\partial h}{\partial z_{i_1 j}} + z_{i_2 j} \frac{\partial h}{\partial z_{i_2 j}} = 0 \] (64)

Lemma 3 provides the general solution for \( h \) and thus,

\[ h(Z_j) = g_j(Z_j)_{i_1} t - g_j(Z_j)_{i_1 t} = \frac{1}{z_{i_1 j}} \tilde{g}_{i_1 j}(\frac{z_{i_2 j}}{z_{i_1 j}}, Z_{i_1 t}, j) \] (65)

where \( Z_{i_1 t}, j \) stands for

\[ (z_{i_1}, z_{i_1}, z_{i_1}+1, j, z_{i_1}+1, j, \ldots, z_{i_1}+j, z_{i_1}+j+1, j, \ldots, z_{i_1}+k, j) \]

and where \( \tilde{g}_{i_1 j} \) is an arbitrary function having one argument less than \( g_j \), or also by Lemma 3,

\[ g_j(Z_j)_{i_1} t - g_j(Z_j)_{i_1 t} = \frac{1}{z_{i_1 j}} \tilde{g}_{i_1 j}(\frac{z_{i_2 j}}{z_{i_1 j}}, Z_{i_1 t}, j) \] (66)

where again \( \tilde{g}_{i_1 j} \) is an arbitrary function having one argument less than \( g_j \). Similarly, since \( f_i \) and \( g_j \) play a symmetric role in Eq. 9 as shown by Eq. 12 and hence have the same form, we get

\[ f_i(W_i)_{j_1} t - f_i(W_i)_{j_1 t} = \frac{z_{i_1 j_1} y_{i_1}}{z_{i_1 j_1 t} y_{i_1 t}} f_i(\frac{z_{i_2 j_1}}{z_{i_1 j_1 t}}, W_{i_1 j_1}) \] (67)

where \( W_{i_1 j_1 t} \) stands for

\[ \left( \frac{z_{i_1 j_1}}{x_{i_1}}, \ldots, \frac{z_{i_1 j_1}+1 y_{i_1}+1}{x_{i_1}}, \ldots, \frac{z_{i_1 j_1}+1 y_{i_1}+1}{x_{i_1}}, \ldots, \frac{z_{i_1 j_1} y_{i_1}}{x_{i_1}}, \frac{z_{i_1 j_1} y_{i_1}}{x_{i_1}}, \frac{z_{i_1 j_1} y_{i_1}}{x_{i_1}}, \ldots, \right) \]

or also, we have,

\[ f_i(W_i)_{j_1} t - f_i(W_i)_{j_1 t} = \frac{z_{i_1 j_1} y_{i_1}}{z_{i_1 j_1 t} y_{i_1 t}} f_i(\frac{z_{i_2 j_1}}{z_{i_1 j_1 t}}, W_{i_1 j_1}) \] (68)

Now, by setting \( j = j_1 \) and \( j = j_2 \) in Eq. 54 and subtracting the resulting equations, we get,

\[ g_{j_1}(Z_{j_1})_{i_1} t - g_{j_1}(Z_{j_1})_{i_1 t} = \frac{y_{i_1} g_{j_2}(Z_{j_2})_{i_2} t - g_{j_2}(Z_{j_2})_{i_2 t}}{y_{i_1 t}} \]

\[ f_{j_1}(W_{i_1})_{j_1} t - f_{j_1}(W_{i_1})_{j_1 t} = \frac{y_{i_1} f_{j_2}(W_{i_2})_{j_2} t - f_{j_2}(W_{i_2})_{j_2 t}}{y_{i_1 t}} \]

Plugging Eqs. 65 through 68 into Eq. 69 yields,

\[ \tilde{g}_{j_1}(\frac{z_{i_1 j_1}}{z_{i_1 j_1 t}}, Z_{i_1 j_1 t}) - \tilde{g}_{j_2}(\frac{z_{i_1 j_1}}{z_{i_1 j_1 t}}, Z_{i_1 j_1 t}) \]

\[ = \tilde{f}_{j_1}(\frac{z_{i_1 j_1}}{z_{i_1 j_1 t}}, W_{i_1 j_1 t}) - \tilde{f}_{j_2}(\frac{z_{i_1 j_1}}{z_{i_1 j_1 t}}, W_{i_1 j_1 t}) \]

Note that the variables in \( Z_{i_1 j_1}, j \) do not appear elsewhere in this equation. Therefore, \( \tilde{g}_{j_1} \) is only a function of its first argument. Similarly, \( \tilde{g}_{j_2}, \tilde{f}_{j_1}, \) and \( \tilde{f}_{j_2} \) are only functions of their first argument. Thus Eq. 70 can be rewritten as follows,

\[ \frac{1}{z_{i_1 j_1} y_{i_1}} \tilde{g}_{i_1 j_1}(\frac{z_{i_2 j_1}}{z_{i_1 j_1}}, Z_{i_1 j_1 t}, j_1) - \frac{1}{z_{i_1 j_1 t} y_{i_1 t}} \tilde{g}_{i_1 j_1}(\frac{z_{i_2 j_1}}{z_{i_1 j_1 t}}, Z_{i_1 j_1 t}, j_1) = \tilde{f}_{i_1}(\frac{z_{i_1 j_1}}{z_{i_1 j_1 t}}, W_{i_1 j_1 t}) - \tilde{f}_{i_1}(\frac{z_{i_1 j_1}}{z_{i_1 j_1 t}}, W_{i_1 j_1 t}) \]

(71)

Let, \( z = z_{i_1 j_1} y_{i_1}, y = z_{i_1 j_1} y_{i_1}, z = z_{i_1 j_1} y_{i_1}, \) and \( w = z_{i_1 j_1} y_{i_1} \) in Eq. 71. Then,

\[ \frac{1}{z} \left[ \frac{\tilde{g}_{i_1 j_1}(\frac{z}{w}) - \tilde{f}_{i_1}(\frac{z}{w})}{\frac{z}{w}} \right] = \frac{1}{w} \left[ \tilde{g}_{i_1 j_1}(\frac{z}{w}) - \tilde{f}_{i_1}(\frac{z}{w}) \right] \]

(72)

By taking a derivative wrt \( y \) of Eq. 72, we get,

\[ \frac{\tilde{g}_{i_1 j_1}(\frac{z}{w})}{y^2} = \frac{\tilde{f}_{i_1}(\frac{z}{w})}{y^2} \]

(73)
Setting \( y = w \), we see that \( \tilde{g}_j(t) = \beta_j \) and \( \tilde{g}_j(t) = \beta_j t + \alpha_j \) where \( \alpha_j \) and \( \beta_j \) are constants. Plugging this result into Eq. 65 yields,

\[
g_j(Z_j) = g_j(Z_j) = \frac{\alpha}{z_{i,j}} + \beta z_{i,j} \tag{74}
\]

where \( 1 \leq i < i < k - 1 \).

Eq. 74 is a first-order partial differential equation with the general solution given by Lemma 4. Consequently, due to Eq. 48, we get,

\[
g_j(t_1, \ldots, t_{k-1}) = t_1^{\alpha_{i,j}} t_{i,j}^{\beta_{i,j}} g_j(t_1 + t_{i,j}, t_1, \ldots, t_{i,j-1}, t_{i,j+1}, \ldots, t_{k-1}) \tag{75}
\]

Now due to Lemma 5, we have,

\[
g_j(t_1, \ldots, t_{k-1}) = \left[ \prod_{i=1}^{k-1} t_i^{\alpha_{i,j}} \right] G_j(t) \tag{76}
\]

Similarly,

\[
f_i(t_1, \ldots, t_{n-1}) = \left[ \prod_{j=1}^{n-1} t_j^{\beta_{i,j}} \right] F_i(t) \tag{77}
\]

which is obtained by repeating the derivation starting at Eq. 12 rather than at Eq. 9. Note that we have almost derived the Dirichlet functional form. It turns to derive the form of the functions \( F_i \) and \( G_j \).

In Eq. 9 let \( z_{i,j} = z_{i,j} = \ldots = z_{k-1} \) for \( 1 \leq j \leq n \). Thus, according to Eq. 10, \( z_{i,j} = z_j \). Consequently, we get,

\[
F_0(y_1, \ldots, y_n) = \prod_{j=1}^{n} g_j(x_1, \ldots, x_{k-1}) = \prod_{j=1}^{n} g_j(x_1, \ldots, x_n) = F_0(x_1, \ldots, x_n) \tag{78}
\]

Eqs. 9 and 78 yield,

\[
\prod_{j=1}^{n} g_j(x_1, \ldots, x_n) = \prod_{j=1}^{n} g_j(x_1, \ldots, x_{k-1}) \tag{79}
\]

Plugging Eqs. 76 and 77 into Eq. 79, we get,

\[
\left[ \prod_{j=1}^{n-1} (z_{i,j})^{\alpha_{i,j}} \right] \left[ \prod_{i=1}^{k-1} G_j(t) \right] = \left[ \prod_{j=1}^{n-1} (z_{i,j})^{\beta_{i,j}} \right] \left[ \prod_{i=1}^{k-1} F_i(t) \right] \tag{80}
\]

Thus, using \( z_{i,j} = 1 - \sum_{i=1}^{k-1} z_{i,j} \) (Eq. 10),

\[
\left[ \prod_{j=1}^{n-1} (z_{i,j})^{\alpha_{i,j}} \right] \left[ \prod_{i=1}^{k-1} G_j(t) \right] = \left[ \prod_{j=1}^{n-1} (z_{i,j})^{\beta_{i,j}} \right] \left[ \prod_{i=1}^{k-1} F_i(t) \right] \tag{81}
\]

where for \( 1 \leq i \leq k - 1 \) and \( 1 \leq j \leq n - 1 \), \( c_{ij} = \alpha_{i,j} - \beta_{i,j} \),

\[
\bar{F}_i(t) = (1 - t)^{-\alpha_{i,j}} F_i(t) \quad \bar{G}_j(t) = (1 - t)^{-\beta_{i,j}} G_j(t) \tag{82}
\]

and where \( \bar{F}_k(t) = F_k(t) \) and \( \bar{G}_n(t) = G_n(t) \). We will show that \( \bar{F}_i(t) \), \( i = 1, \ldots, k - 1 \), are constants. Consequently, due to Eq. 77, \( F_i(t) \) has a Dirichlet functional form. That the function \( f_k \) also has a Dirichlet functional form can be obtained by choosing \( z_{i,j} \) as a dependent variable defined by \( z_{i,j} = 1 - \sum_{j=1}^{k-1} z_{i,j} \) instead of \( z_{i,j} \) as defined by Eq. 10 and repeating the same arguments. By symmetric arguments each \( g_j \) also has a Dirichlet functional form.

Let \( y_j = \frac{1}{n} \), for all \( j \), \( 1 \leq j \leq n \) and \( z_{i,j} = \frac{1}{k} \) for all \( i \) and \( j \), \( 1 \leq i \leq k \), \( 1 \leq j \leq n - 1 \). Hence, the only free variables remaining in Eq. 81 are \( z_{i,n} \) where \( 1 \leq i \leq k - 1 \). Note that \( z_{i,n} = 1 - \sum_{j=1}^{k-1} z_{i,j} \) and so \( \bar{G}_j(t) = \sum_{i=1}^{k-1} z_{i,j} \) is a function of \( z_{i,n} \).

Also \( \bar{G}_j(t) = \sum_{i=1}^{k-1} z_{i,j} \) is a constant for \( 1 \leq j \leq n - 1 \) and a function of \( z_{i,n} \) for \( j = n \). Consequently, Eq. 81 becomes,

\[
\frac{1}{c + d z_{i,n}} \ln \left[ \frac{c + d z_{i,n}}{c + d} \right] = \frac{1}{c + d} \frac{c + d}{c + d z_{i,n}} \tag{83}
\]

where \( c = \frac{c - d}{c + d} \) and \( d = \frac{1}{n} \).

Taking the logarithm of Eq. 82, we get,

\[
\frac{c}{d} \sum_{i=1}^{k-1} \frac{1 - t_i}{t_i} = \sum_{i=1}^{k-1} \ln \frac{c + d z_{i,n}}{c + d} \tag{84}
\]

Taking a derivative wrt \( t_i \), \( 1 \leq i \leq k - 1 \), we get,

\[
\frac{c}{d} \sum_{i=1}^{k-1} \frac{1 - t_i}{t_i} = \left[ \ln \frac{c + d z_{i,n}}{c + d} \right]' \tag{85}
\]

Thus, \( \frac{c}{d} \sum_{i=1}^{k-1} \frac{1 - t_i}{t_i} \) must be a constant. Hence, by integrating Eq. 84,

\[
\bar{F}_i(t) = c_i e^{K}, \quad 1 \leq i \leq k - 1 \tag{86}
\]

where \( K \) is a constant not depending on \( i \).

To complete the derivation we substitute Eq. 85 into Eq. 81, let \( y_j = \frac{1}{n} \), for \( 1 \leq j \leq n \) and \( z_{i,j} = \frac{1}{k} \) except \( z_{1,j} \), \( 1 \leq j \leq k - 1 \) which remain free variables. Consequently, we get,

\[
g_i = \prod_{i=1}^{k-1} \left( \frac{z_{1,i} + w_0}{z_{1,i} + w_0} \right)^{\alpha_{i,j}} e^{K} \sum_{i=1}^{k-1} \frac{1 - t_i}{t_i} \tag{87}
\]
where \( w_0 = \frac{n - 2}{n} \). Therefore, \( K = 0, \alpha_i = 0, \) and \( \tilde{F}_i \) is a constant as claimed.

Thus,

\[
f_i(t_1, \ldots, t_{n-1}) = k_i \left[ \prod_{j=1}^{n-1} t_j^{\alpha_j} \right] \left( 1 - \sum_{j=1}^{n-1} t_j \right)^{\alpha_n} \quad (86)
\]

\[
g_j(t_1, \ldots, t_{k-1}) = c_j \left[ \prod_{l=1}^{k-1} t_l^{\alpha_l} \right] \left( 1 - \sum_{l=1}^{k-1} t_l \right)^{\alpha_k} \quad (87)
\]

We now comment on how the derivation changes when \( n = 2 \) and \( k \geq 3 \). The case \( n \geq 3 \) and \( k = 2 \) follows as well due to the symmetric functional equation (Equation 12).

Note that up to Eq. 57 the derivation is valid when \( n = 2 \). Furthermore, note that the sum in Eq. 56 consists now of one term where \( l = h = 1 \). Thus, Eq. 56 and Eq. 57 yield, using \( x;_1 = z;_1 y_i + z_i y_n \) (\( n = 2, j_1 = 1 \)),

\[
\frac{f_1(W_1)}{x_1} = \frac{z_1 y_n}{y_1} \left[ \frac{g^n (Z_1)_{i1} - g^n (Z_1)_{i2}}{z_1 y_1} \right] \quad (88)
\]

Similarly,

\[
\frac{f_2(W_2)}{x_2} = \frac{z_2 y_n}{y_1} \left[ \frac{g^n (Z_2)_{i1} - g^n (Z_2)_{i2}}{z_2 y_1} \right] \quad (89)
\]

which is obtained by taking a derivative w.r.t. \( z_{1j} \) of Eq. 54 (instead of w.r.t. \( z_{1j} \)) and repeating the derivation up to Eq. 57.

Plugging Eqs. 88 and 89 into Eq. 54 and collecting all terms involving \( y_n \) in one side and all terms not involving \( y_n \) on the other side implies that each side is equal to a constant, say \( c \), namely, we obtain the partial differential equation for \( g_j(Z_j) \), \( 1 \leq j \leq n \), given by Eq. 62. Consequently, as given by Eq. 65 and because \( n = 2 \),

\[
g_j(Z_j)_1 = g_j(Z_j)_2 \quad (90)
\]

and,

\[
g_j(Z_j)_1 = g_j(Z_j)_2 \quad (91)
\]

Also, when \( n = 2 \), we have \( x_i = z_{ij} y_j + z_i y_n \), and hence,

\[
\frac{1}{x_i} f_i(W_i)_j = \frac{1}{x_i} f_i \left( \frac{z_{ij} y_j}{x_i} \right)_j = \frac{1}{z_{ij} y_j} \tilde{f}_i \left( \frac{z_{ij} y_j}{z_{ij} y_j} \right) \quad (92)
\]

Plugging Eqs. 90 and 93 into Eq. 54 yields,

\[
\frac{1}{z_{ij} y_j} \tilde{f}_i \left( \frac{z_{ij} y_j}{z_{ij} y_j} \right) - \frac{1}{z_{ij} y_j} \tilde{g}_i \left( \frac{z_{ij} y_j}{z_{ij} y_j} \right) = \quad (94)
\]

This equation parallels Eq. 71 where \( j_2 \) is replaced by \( n \) and can be solved in the same way. Thus Eq. 76 is obtained. Eq. 77, on the other hand, needs no proof when \( n = 2 \) because an arbitrary function \( f(x) \) defined on \((0, 1)\) can always be written as \( f(x) = x^\alpha g(x) \) where \( g(x) = x^{-\alpha} f(x) \). The rest of the derivation follows closely the previous section.

**The Joint Distribution**

We have so far shown that, under the assumptions made by Theorem 2, \( f_i(\theta_i) \) and \( f_{ij}(\theta_{ij}) \) are Dirichlet. Similarly, \( f_s(\theta_s) \) and \( f_{ijk}(\theta_{ijk}) \) have been shown to be Dirichlet as well. We now show that if \( f_1, f_{jj}, f_s \) and \( f_{ij} \) are all Dirichlet, then the joint distribution \( f_U(\{\theta_{ij}\}) \) must also be a Dirichlet.

We can write,

\[
f_{jj}(\theta_j, \theta_{j1}, \ldots, \theta_{jk}) = f_j(\theta_j) \prod_{j=1}^{k} f_{ij}(\theta_{ij})
\]

But \( f_{jj}(\theta_j, \theta_{j1}, \ldots, \theta_{jk}) \) can be expressed using \( f_{jj} \) by two applications of the Jacobian given by Eq. 3. Thus we get,

\[
f_{jj}(\theta_j, \theta_{j1}, \ldots, \theta_{jk}) \propto \left[ \prod_{j=1}^{k} \theta_j^{n-1} \right] \left[ \prod_{j=1}^{n} \theta_{ij}^{k-1} \right]^{-1}
\]

where \( \theta_j = \sum_i \theta_{ij} \). Since \( f_{jj} \) can be expressed, due to local and global independence, as a product of \( f_1, f_{jj1}, \ldots, f_{jkn} \) each of which has been shown to be a Dirichlet, it follows from Eq. 95 that the exponent coefficients for \( \theta_j, 1 \leq j \leq n, \) must vanish. Consequently, \( f_U(\{\theta_{ij}\}) \), which is obtained from Eq. 95 by multiplying with \( \prod_{i=1}^{n} \theta_i^{n-1} \) and using the relationship \( \theta_{ij} = \theta_{ij} \theta_{ij} \), is Dirichlet.