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ABSTRACT. We determine the Gerstenhaber structure on the Hochschild cohomology ring of a class of self-injective special biserial algebras. Each of these algebras is presented as a quotient of the path algebra of a certain quiver. In degree one, we show that the cohomology is isomorphic, as a Lie algebra, to a direct sum of copies of a subquotient of the Virasoro algebra. These copies share Virasoro degree 0 and commute otherwise. Finally, we describe the cohomology in degree \( n \) as a module over this Lie algebra by providing its decomposition as a direct sum of indecomposable modules.

1. Introduction

Let \( k \) be a field and fix an integer \( m \geq 1 \). Following [22], we consider the path algebra \( kQ \) of the quiver \( Q \) with \( m \) vertices \( \{0, 1, \ldots, m-1\} \) and \( 2m \) arrows given by \( (a_i : i \to i+1) \) and \( (\overline{a}_i : i+1 \to i) \) for \( i \in \{0, 1, \ldots, m-1\} \). The composition of arrows is ordered from left to right, for example \( a_ia_{i+1} \) denotes the path \( i \xrightarrow{a_i} i+1 \xrightarrow{a_{i+1}} i+2 \). For the rest of the paper, we take all indices modulo \( m \), that is, we identify the labeling set of the vertices with \( \mathbb{Z}/m\mathbb{Z} \).

![The quiver Q](image)

**Figure 1.** The quiver \( Q \)

For any integer \( N \geq 1 \), we consider the quotient algebra

\[
A_N := kQ/(a_ia_{i+1}, \overline{a}_{i+1}a_i, (a_ia_i)^N - (\overline{a}_{i-1}a_{i-1})^N \mid i \in \mathbb{Z}/m\mathbb{Z}).
\]

We note that the algebra \( A_N \) is self-injective and special biserial. Special biserial algebras play an important role in the representation theory of algebras; for example, the study of Hochschild cohomology for blocks of group algebras with cyclic or dihedral defect groups is achieved using the fact that the basic algebras that appear are special biserial [13] [14]. As a consequence, several articles have been devoted in recent years to the computation of the Hochschild cohomology of self-injective special biserial algebras, see for examples [7] [27] and the references therein.
The case \( N = 1 \) has been studied in many different contexts, revealing interesting connections. In the special case where \( m = 1 \), \( A_1 \) provides a counterexample to Happel’s question, see [4]. When \( m \) is even, \( A_1 \) appears in the presentation by quiver and relations of the Drinfeld double \( \mathcal{D}(A_{h,d}) \) of the Hopf algebra \( A_{h,d} \), where \( d \mid h, h \) is even and \( A_{h,d} \) is the algebra given by an oriented cycle with \( h \) vertices such that all paths of length \( d \) are zero, see [6]. The quiver of \( \mathcal{D}(A_{h,d}) \) consists of \( \frac{h^2}{2} \) isolated vertices and \( \frac{h(d-1)}{2} \) copies of the quiver \( Q \) with \( m = \frac{2h}{d} \) vertices, corresponding to the algebra \( A_1 \).

For general \( m \), the algebra \( A_1 \) also occurs in the study of the representation theory of \( U_q(\mathfrak{sl}_2) \); see [5, 20, 24]. Moreover, Gadbled, Thiel and Wagner describe three different gradings of \( A_1 \) in [10] – we comment on these gradings in Section 6 – and prove that the homotopy category \( \mathcal{C}_m \) of finitely generated trigraded projective modules over \( A_1 \) carries an action of the extended affine braid group of Dynkin type \( \widehat{A}_m \). The induced action of this braid group on the Grothendieck group of \( \mathcal{C}_m \) is a 2-parameter homological representation of the braid group of Dynkin type \( \widehat{A}_m \). As mentioned in [10], the algebra \( A_1 \) is a particular case of the general construction of algebras associated to graphs given in [15].

For general \( m \) and \( N \), the algebra \( A_N \) occurs in work of Farnsteiner and Skowroński, where they determine the Hopf algebras associated to infinitesimal groups whose principal blocks are tame when \( k \) is an algebraically closed field with characteristic greater than or equal to 3, see [8, 9].

Finally, Snashall and Taillefer prove in [22] that the Hochschild cohomology \( HH^\bullet(A_N) \) of \( A_N \) is finitely generated as an algebra over \( k \). Their result allows the study of this graded commutative algebra with geometrical tools. In particular, they prove that the Hochschild cohomology algebra modulo nilpotents is, in this case, a finitely generated \( k \)-algebra and a commutative ring of Krull dimension 2.

In this article, we provide a complete description of \( HH^\bullet(A_N) \) as a Gerstenhaber algebra. We assume that \( m \geq 3 \) and that the characteristic of \( k \) does not divide 2, \( N \) or \( m \). The Gerstenhaber structure of an associative algebra was first considered in [11], and has been widely studied since then. However, the Gerstenhaber structure on the Hochschild cohomology of an algebra is very difficult to compute in concrete examples, since it is defined in terms of the bar resolution of the algebra. Recently, new computational methods have emerged, see for examples [21, 23, 25]. In particular, the method proposed by Suárez-Álvarez in [23] allows us to compute the Gerstenhaber brackets of two special elements \( \varphi \) and \( \psi \) in \( HH^1(A_N) \) with a \( k \)-basis of \( HH^\bullet(A_N) \).

In particular, we show that the derivations \([\varphi, -]\) and \([\psi, -]\) act diagonally on \( HH^\bullet(A_N) \) with respect to the basis given in [22]. By the Jacobi identity, brackets of elements in the eigenbasis remain eigenvectors, and we can compute the corresponding eigenvalues. This fact, together with the Poisson identity, allows us to compute the complete Gerstenhaber structure on \( HH^\bullet(A_N) \). Moreover, we believe this method could be useful for other families of algebras with similar properties, providing an innovative approach to the computation of Gerstenhaber brackets on Hochschild cohomology.

Our computations provide a complete description of the Lie algebra structure of \( HH^1(A_N) \) and its Lie-action on \( HH^\bullet(A_N) \). Indeed, we find that:

**Theorem.** Let \( N \geq 1 \) and \( m \geq 3 \) be integers. Suppose the characteristic of a field \( k \) does not divide 2, \( N \) or \( m \). Let \( A_N \) be the quotient algebra defined over \( k \) as above. Then the first Hochschild cohomology space \( HH^1(A_N) \) is embedded as a Lie algebra into a direct sum of a
one-dimensional central Lie algebra \( c \) and \( m \) copies of a subquotient \( a_{N-1} \) of the Virasoro algebra, which share Virasoro degree 0 and commute otherwise, as follows:

\[
\HH^1(A_N) \hookrightarrow \langle c \rangle \oplus (a_{N-1})^\otimes m.
\]

See Theorem 9.1.6 for a precise statement. Note that when \( N = 1 \), the Lie algebra \( \HH^1(A_1) \) is commutative with two generators. It is only when \( N > 1 \) that the Lie algebra becomes more complicated. It would be interesting to relate this Lie algebra structure to the representation theory of \( A_N \), as has been done for blocks of group algebras in the modular case, see [2].

The paper is structured as follows: we recall some basic facts about the Gerstenhaber structure on Hochschild cohomology in Section 2 and describe Suárez-Álvarez’s method from [23] in Section 3. In Sections 4 and 5, we remind the readers of the description of the \( \mathbb{k} \)-algebra \( \HH^*(A_N) \) given in [22]. We compute the brackets of \( \varphi \) and \( \psi \) in \( \HH^1(A_N) \) with the elements in a \( \mathbb{k} \)-basis of \( \HH^*(A_N) \) in Section 6. Section 7 is devoted to the computation of all brackets among \( \mathbb{k} \)-algebra generators of \( \HH^*(A_N) \), providing the complete Gerstenhaber structure of \( \HH^*(A_N) \). In Section 8, we compute the Lie algebra structure of \( \HH^1(A_N) \) and its Lie-action on \( \HH^n(A_N) \) for all \( n \geq 0 \). We gather all these results in Section 9, where we describe the Lie algebra \( \HH^1(A_N) \) in terms of the Virasoro algebra, and provide a decomposition of \( \HH^n(A_N) \) into indecomposable modules as a Lie module over \( \HH^1(A_N) \).
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2. Hochschild cohomology

Let \( A \) be any associative algebra over \( \mathbb{k} \) and \( A^c = A \otimes_\mathbb{k} A^\text{op} \) be its enveloping algebra, where \( A^\text{op} \) is \( A \) with opposite multiplicative structure. The \( n \)-fold tensor product \( A^\otimes n \) is a left \( A^c \)-module under left and right multiplication, equivalently, it is an \( A-A \)-bimodule. For \( n \geq 2 \), it is free. There is an exact sequence of free left \( A^c \)-modules, called the bar resolution \( \mathbb{B}(A) = (A^\otimes (n+2),d_n)_{n \geq 0} \), see for example [17]:

\[
\mathbb{B}(A) \rightarrow A : \quad \cdots \rightarrow A^\otimes 4 \xrightarrow{d_3} A^\otimes 3 \xrightarrow{d_2} A^\otimes 2 \xrightarrow{d_1} A \otimes A \xrightarrow{d_0} A \rightarrow 0,
\]

where \( d_0 \) is multiplication, and the differential maps \( d_n \) are given by:

\[
d_n(a_0 \otimes a_1 \otimes \cdots \otimes a_{n+1}) = \sum_{i=0}^{n} (-1)^i a_0 \otimes a_1 \otimes \cdots \otimes a_i a_{i+1} \otimes \cdots \otimes a_{n+1},
\]

for all \( a_0, \ldots, a_{n+1} \in A \). Applying the functor \( \operatorname{Hom}_{A^c}(-,A) \) to this bar resolution, one obtains a complex \( \operatorname{Hom}_{A^c}(\mathbb{B}(A),A) \) with differentials \( d^n(f) = f \circ d_n \), for any \( f \in \operatorname{Hom}_{A^c}(\mathbb{B}_{n-1}(A),A) \), and \( d^n_A \) is taken to be the zero map. The \( n \)-th Hochschild cohomology of \( A \) is the \( n \)-th homology of this new complex

\[
\HH^n(A) := H_n(\operatorname{Hom}_{A^c}(\mathbb{B}(A),A)) = \ker(d^n_{n+1})/\operatorname{im}(d^n_n),
\]

for all \( n \geq 0 \). It is well-known that the Hochschild cohomology \( \HH^*(A) := \bigoplus_{n \geq 0} \HH^n(A) \) is a graded commutative ring via the cup product, that is, \( xy = (-1)^{|x||y|}yx \). Here, we denote
where the circle product $b$ for all $A$ the next section.

to define the Gerstenhaber brackets directly on any comparison maps are, in general, rather complicated to find. Recent progress has been made the brackets from the bar resolution to a more computationally friendly resolution. Such resolution. One traditional approach is to construct explicit comparison maps to translate

generated and makes $HH^*(A)$ into a Gerstenhaber algebra $\Pi$. The bracket operation is defined at the chain level on the bar resolution as follows. Let $f \in \text{Hom}_{A^e}(B_n(A), A)$ and $g \in \text{Hom}_{A^e}(B_q(A), A)$ represent elements in $HH^p(A)$ and $HH^q(A)$ respectively. Their bracket $[f, g]$ is defined as an element of $\text{Hom}_{A^e}(B_{n+q-1}(A), A)$ given by

$$[f, g] = f \circ g - (-1)^{(n-1)(q-1)} g \circ f,$$

where the circle product $f \circ g$ is defined by

$$(f \circ g)(1 \otimes a_1 \otimes \cdots \otimes a_{n+q-1} \otimes 1) =$$

$$\sum_{i=1}^{n} (-1)^{(q-1)(i-1)} f(1 \otimes a_1 \otimes \cdots \otimes a_{i-1} \otimes 1 \otimes a_i \otimes \cdots \otimes a_{i+q-1} \otimes 1) \otimes a_{i+q} \otimes \cdots \otimes a_{n+q-1} \otimes 1),$$

and similarly for $g \circ f$. The Gerstenhaber bracket satisfies the following properties:

1. Antisymmetry: $[x, y] = -(-1)^{|x||y|}[y, x]$.
2. Poisson identity: $[xy, z] = [x, z]y + (-1)^{|x||z|}x[y, z]$.
3. Jacobi identity:

$$(-1)^{(|y|+1)|z|} [x, [y, z]] + (-1)^{|y||z|+1} [y, [z, x]] + (-1)^{|x||z|+1} [z, [x, y]] = 0.$$  

Gerstenhaber brackets are in general difficult to compute due to the complexity of the bar resolution. One traditional approach is to construct explicit comparison maps to translate the brackets from the bar resolution to a more computationally friendly resolution. Such comparison maps are, in general, rather complicated to find. Recent progress has been made to define the Gerstenhaber brackets directly on any projective resolution, see e.g. [21, 23, 25].

We will investigate the Gerstenhaber structure of the Hochschild cohomology $HH^*(A)$ for our algebra $A := A_N$ defined in Section $\Pi$. In order to compute the Gerstenhaber brackets $[HH^1(A), -]$, we use a technique introduced in [23] by Suárez-Álvarez, which we discuss in the next section.

### 3. The Gerstenhaber Bracket: An Approach by Suárez-Álvarez

In this section, we consider a $\mathbb{k}$-algebra $B$ with a derivation $\delta : B \to B$. If $W$ is a left $B$-module, a $\delta$-operator on $W$ is a $\mathbb{k}$-linear map $f : W \to W$ such that

$$f(bw) = \delta(b)w + bf(w),$$

for all $b \in B$ and $w \in W$. If $\epsilon : P \to W$ is a projective resolution of $W$,

$$\cdots \longrightarrow P_2 \overset{d_2}{\longrightarrow} P_1 \overset{d_1}{\longrightarrow} P_0 \overset{\epsilon}{\longrightarrow} W \longrightarrow 0,$$
then a δ-lifting of \( f \) to \( P_\bullet \) is a sequence \( f_\bullet = \langle f_n \rangle_{n \geq 0} \) of δ-operators \( f_n : P_n \to P_n \), such that the following diagram commutes:

\[
\begin{array}{c}
\vdots \\
\downarrow f_2 \\
\ldots \\
\downarrow f_2 \\
\downarrow f_1 \\
\downarrow f_0 \\
\downarrow f \\
\ldots \\
\ldots \\
\end{array}
\begin{array}{c}
P_2 \\
P_1 \\
P_0 \\
W \\
W \\
0 \\
0
\end{array}
\begin{array}{c}
d_2 \\
d_1 \\
\epsilon \\
W \\
0
\end{array}
\begin{array}{c}
\downarrow d_2 \\
\downarrow d_1 \\
\downarrow \epsilon \\
W \\
0
\end{array}
\begin{array}{c}
0 \\
0
\end{array}
\]

In [23], Suárez-Álvarez proves that δ-liftings exist and are unique up to an equivalence:

**Lemma 3.1.** [23] Lemma 1.4] Let \( W \) be a left \( B \)-module and \( \epsilon : P_\bullet \to W \) be a projective resolution of \( W \). If \( f \) is a δ-operator on \( W \), there exists a δ-lifting \( f_\bullet : P_\bullet \to P_\bullet \) of \( f \) to \( P_\bullet \). Moreover, if \( f \) and \( f' \) are both δ-liftings of \( f \) to \( P_\bullet \), then \( f \) and \( f' \) are \( B \)-linearly homotopic.

Now, suppose \( f : W \to W \) is a δ-operator with δ-lifting \( f_\bullet : P_\bullet \to P_\bullet \) of \( f \) to \( P_\bullet \). Given \( n \geq 0 \) and \( \phi \in \text{Hom}_B(P_n, W) \), there is a \( B \)-linear map \( f_n^\#(\phi) : P_n \to W \) defined by setting

\[
f_n^\#(\phi)(p) = f(\phi(p)) - \phi(f_n(p)),
\]

for \( p \in P_n \). The resulting morphism

\[
f_n^\# : \text{Hom}_B(P_n, W) \to \text{Hom}_B(P_n, W)
\]

is an endomorphism of the complex \( \text{Hom}_B(P_\bullet, W) \). In fact, the induced map on cohomology

\[
\Delta^{\bullet}_{f,P_\bullet} : \text{H}(\text{Hom}_B(P_\bullet, W)) \to \text{H}(\text{Hom}_B(P_\bullet, W))
\]

only depends on \( f \) and not on the choice of the lifting \( f_\bullet \):

**Theorem 3.2.** [23] Theorem A] Let \( W \) be a left \( B \)-module and \( f \) be a δ-operator on \( W \). There is a canonical morphism

\[
\Delta_f^\bullet : \text{Ext}^\bullet_B(W, W) \to \text{Ext}^\bullet_B(W, W)
\]

of graded vector spaces, such that for every projective resolution \( \epsilon : P_\bullet \to W \) and each δ-lifting \( f_\bullet : P_\bullet \to P_\bullet \) of \( f \) to \( P_\bullet \), the following diagram commutes:

\[
\begin{array}{c}
\text{H}(\text{Hom}_B(P_\bullet, W)) \\
\downarrow \cong \\
\text{Ext}^\bullet_B(W, W)
\end{array}
\begin{array}{c}
\Delta^{\bullet}_{f,P_\bullet} \\
\cong \\
\Delta_f^\bullet
\end{array}
\end{array}
\]

In what follows, let us consider an algebra \( A \) and take \( B = A^e \) and \( W = A \) as a left \( A^e \)-module. In particular, \( A \) can be taken to be the special biserial algebra \( A_N \) defined in Section 1. It is well known that any element \( f \in \text{HH}^1(A) \) can be represented by a derivation \( f : A \to A \). We can use the above results to compute the Gerstenhaber bracket \([f, -] \) on \( \text{HH}^\bullet(A) \). The first step is to construct a derivation on \( A^e \),

\[
f^e := f \otimes \text{id}_A + \text{id}_A \otimes f : A^e \to A^e,
\]

and note that \( f : A \to A \) is an \( f^e \)-operator on the \( A^e \)-module \( A \). We can thus consider the \( f^e \)-lifting of \( f \) to the bar resolution \( \mathbb{B}(A) \) of \( A \) and get a morphism of complexes

\[
f_\bullet^\# : \text{Hom}_{A^e}(\mathbb{B}(A), A) \to \text{Hom}_{A^e}(\mathbb{B}(A), A).
\]
Lemma 3.3. [23 §2.2] The morphism $f^\#_*$ describes the action of the bracket $[f, -]$ on the complex $\text{Hom}_A(B(A), A)$. In particular, the Gerstenhaber bracket $[f, -]$ on $\text{HH}^*(A)$ is given by

$$\Delta^*_{f, B} : \text{HH}^*(A) \rightarrow \text{HH}^*(A).$$

Remark 3.4. In later sections, we will make use of the following two general observations:

1. By Theorem 3.2 we can use any projective $A^e$-resolution $P_\bullet$ of $A$ to compute the bracket $[f, -]$, provided that we are able construct an $f^e$-lifting of $f$ to $P_\bullet$.
2. Let $A$ be a $\mathbb{Z}$-graded $\mathbb{k}$-algebra with $\mathbb{Z}$-grading $\deg$, and denote the induced grading on $A^e$ also by $\deg$. Write $\delta_{\deg}$ for the Eulerian derivation on $A$ defined by setting $\delta_{\deg}(a) = \deg(a)a$ for any homogeneous element $a \in A$. Suppose $P_\bullet \rightarrow A$ is a graded projective resolution of $A$ by $A^e$-modules; that is, every $P_n$ is a graded $A^e$-module and the differential maps preserve the grading. Then there is a $(\delta_{\deg})^e$-lifting $(\delta_{\deg})_\bullet$ of $\delta_{\deg}$, defined by setting

$$(\delta_{\deg})_n(p) = \deg_n(p)$$

for homogeneous elements $p \in P_n$, where we denote the grading on $P_n$ by $\deg_n$.

4. A minimal projective bimodule resolution for $A$

Notation 4.1. Throughout the paper, we fix integers $N \geq 1$ and $m \geq 3$. We consider a field $\mathbb{k}$ and assume the characteristic of $\mathbb{k}$ does not divide $2$, $N$ or $m$. We let

$$A := A_N = \mathbb{k}Q/(a_i a_{i+1}, \overline{a}_i \overline{a}_i, (a_i \overline{a}_i)^N - (\overline{a}_{i-1} a_{i-1})^N \mid i \in \mathbb{Z}/m\mathbb{Z}),$$

where $Q$ is the quiver described in the Introduction (Figure 1). Note that we identify the labeling set of the vertices of $Q$ with $\mathbb{Z}/m\mathbb{Z}$.

In [22], Snashall and Taillefer construct a minimal projective $A^e$-resolution $(P_\bullet, d_\bullet)$ for $A$, and use it to compute the Hochschild cohomology $\text{HH}^*(A)$. In what follows, we describe $P_\bullet$.

For every $n \geq 0, i \in \mathbb{Z}/m\mathbb{Z}$ and $0 \leq r \leq n$, we define an element $g^n_{r, i} \in \mathbb{k}Q$. We set $g^0_{0, i} = e_i$, the trivial path at vertex $i$, and for $n \geq 1$ we define

$$g^n_{r, i} = \begin{cases} g_{r-1, i}a + (-1)^n g_{r-1, i}^a(a\overline{a})^{N-1} & \text{if } n - 2r > 0, \\ g_{r-1, i}a(\overline{a}a)^{N-1} + (1)^n g_{r-1, i}^a & \text{if } n - 2r < 0, \\ g_{r-1, i}^a(\overline{a}a)^{N-1} + g_{r-1, i}^a(\overline{a}a)^{N-1} & \text{if } n = 2r, \end{cases}$$

where $g^{n-1}_{r, i} = g^{n-1}_{n, i} = 0$ by convention. In the above formulas, the indices of the $a$ and $\overline{a}$ arrows are chosen uniquely such that $g^n_{r, i}$ is nonzero in $\mathbb{k}Q$. We also write $\mathbb{B}_n := \{g^n_{r, i} \mid i \in \mathbb{Z}/m\mathbb{Z}, 0 \leq r \leq n\}$. In particular, $\mathbb{k}\mathbb{B}_0 = E$, the subalgebra of $\mathbb{k}Q$ generated by all the trivial paths $e_i$’s, and

$$\mathbb{B}_1 = \{a_i, -\overline{a}_i \mid i \in \mathbb{Z}/m\mathbb{Z}\},$$

$$\mathbb{B}_2 = \{a_i a_{i+1}, -\overline{a}_{i+1} \overline{a}_i, (a_i \overline{a}_i)^N - (\overline{a}_{i-1} a_{i-1})^N \mid i \in \mathbb{Z}/m\mathbb{Z}\}.$$

Now, $\mathbb{k}\mathbb{B}_n$ is an $E^e$-module for every $n \geq 0$, and we can consider the $A^e$-module

$$P_n := A \otimes_E \mathbb{k}\mathbb{B}_n \otimes_E A.$$
As usual, the augmentation map $\varepsilon : P_0 = A \otimes E A \to A$ is induced by multiplication on $A$. For $n \geq 1$, the differential $d_n : P_n \to P_{n-1}$ is the $A^e$-linear map that sends $1 \otimes g^n_{r,i} \otimes 1$ to

$$
\begin{cases}
1 \otimes g^n_{r,i} \otimes a + (-1)^{n+r} a \otimes g^{n-1}_{r,i} \otimes 1 \\
+ (-1)^{n+r} \overline{a} (a \overline{a})^{N-1} \otimes g^{n-1}_{r-1,i-1} \otimes 1 + (-1)^n 1 \otimes g^{n-1}_{r-1,i} \otimes \overline{a} (a \overline{a})^{N-1} & \text{if } n - 2r > 0,
\end{cases}
$$

$$
\begin{align*}
1 \otimes g^n_{r,i} \otimes a (a \overline{a})^{N-1} + (-1)^{n+r} a (a \overline{a})^{N-1} \otimes g^{n-1}_{r,i+1} \otimes 1 \\
+ (-1)^{n+r} \overline{a} (a \overline{a})^{N-1} \otimes g^{n-1}_{r-1,i-1} \otimes \overline{a} & \text{ if } n - 2r < 0,
\end{align*}
$$

$$
\begin{align*}
\sum_{k=0}^{N-1} \left( (a \overline{a})^k \otimes g^{n-1}_{r,i} \otimes a (a \overline{a})^{N-1-k} + (-1)^k (a \overline{a})^k a \otimes g^{n-1}_{r,i+1} \otimes (a \overline{a})^{N-1-k} \right. \\
\left. + (-1)^k (a \overline{a})^k \overline{a} \otimes g^{n-1}_{r-1,i-1} \otimes (a \overline{a})^{N-1-k} \right) & \text{ if } n = 2r.
\end{align*}
$$

In particular, the differential $d_1 : P_1 \to P_0 = A \otimes E A$ is defined by sending

$$
\begin{cases}
1 \otimes g^1_{0,i} \otimes 1 = 1 \otimes a_i \otimes 1 \quad \text{to} \quad 1 \otimes a_i - a_i \otimes 1, \\
1 \otimes g^1_{0,i} \otimes 1 = -1 \otimes \overline{a}_i \otimes 1 \quad \text{to} \quad -1 \otimes \overline{a}_i + a_i \otimes 1.
\end{cases}
$$

**Theorem 4.2.** [22, Theorem 1.6] Let $N \geq 1$. The complex $(P_*, d_*)$ is a minimal projective resolution for $A$ as an $A^e$-module.

**Remark 4.3.** We observe that when $N = 1$, every $g^n_{r,i} \in \mathbb{k}Q$ is a $\mathbb{k}$-linear combination of all the paths $p$ of length $n$ that start at the vertex $i$, such that $p$ contains exactly $r$ arrows of the form $\overline{a}$ (see Figure 2). In this case, the differential $d_n : P_n \to P_{n-1}$ maps $1 \otimes g^n_{r,i} \otimes 1$ to

$$
1 \otimes g^{n-1}_{r,i} \otimes a_{i+n-2r-1} + (-1)^{n+r} a_i \otimes g^{n-1}_{r,i+1} \otimes 1 + (-1)^n 1 \otimes g^{n-1}_{r-1,i-1} \otimes 1 + (-1)^n 1 \otimes g^{n-1}_{r-1,i} \otimes a_{i+n-2r}.
$$

**Remark 4.4.** To better illustrate the notation $g^n_{r,i}$ in the resolution $P_*$ given above, we provide the terms appearing in $g^1_{1,2}$ when $N = 1$ and when $N = 2$ in Figures 2 and 3, respectively.

**Figure 2.** The paths that appear in $g^1_{1,2} = a_2 a_3 a_4 \overline{a}_4 - a_2 a_3 a_4 a_5 + a_2 a_3 a_5 - a_2 a_3 \overline{a}_3 a_5 - \overline{a}_1 a_1 a_2 a_3 \in \mathbb{k}Q$ when $N = 1$, $m = 8$.
In this section, we describe the Hochschild cohomology $HH^*(A)$ computed by Snashall and Taillefer. All results in this section appear in [22]. For every $n \geq 0$, the $\mathbb{k}$-module $HH^n(A)$ is finite dimensional, and we describe its basis in terms of cocycles in $\text{Hom}_A(P_n, A)$. As usual, we identify $\text{Hom}_A(P_n, A)$ with $\text{Hom}_{E^+}(\mathbb{k}B_n, A)$, whose elements are the $\mathbb{k}$-linear functions $\mathbb{k}B_n \to A$ that map every $e \in B_n$ to a linear combination of paths in $A$ parallel to $g$, that is, paths that share the same source and target with $g$. For $g \in B_n$ and $u \in A$ parallel to $g$, we write $(g \parallel u) \in \text{Hom}_{E^+}(\mathbb{k}B_n, A)$ to denote the $\mathbb{k}$-linear function that sends $g$ to $u$ and which maps all the other elements in $B_n$ to zero.

5.1. The center $HH^0(A)$ of $A$. Writing $\varepsilon_i := (a_i a_i)^N \in A$ and $f_i := (a_i a_i + a_i a_i) \in A$, the set

$$\{1, \varepsilon_i, f_i^s \mid i \in \mathbb{Z}/m\mathbb{Z}, 1 \leq s \leq N - 1\}$$

is a basis for the $\mathbb{k}$-module $HH^0(A)$ under the usual identification of $HH^0(A)$ with the center of $A$, see [22] Theorem 3.1.

5.2. The $\mathbb{k}$-module $HH^n(A)$ for $n \geq 1$ [22] Propositions 4.1 and 5.1]. For $m \geq 3$ and each $n \geq 1$, we write $n = pm + t$ for some integers $p, t$ with $p \geq 0$ and $0 \leq t \leq m - 1$.

5.2.1. When $m$ is even and $n$ is even, the $\mathbb{k}$-module $HH^n(A)$ has basis:

$$\chi_{n,\alpha} := \sum_{i=0}^{m-1} \left( g_{\frac{n-p}{m} \cdot i} \parallel (-1)^{\frac{n-p}{m} \cdot i} \varepsilon_i \right) \quad \text{for} \ -p \leq \alpha \leq p;$$

$$\pi_{n,\alpha} := \left( g_{\frac{n-p}{m} \cdot 0} \parallel (a_0 a_0)^N \right) \quad \text{for} \ -p \leq \alpha \leq p;$$

$$F_{n,j,s} := \left( g_{\frac{n-t}{m} \cdot j} \parallel (a_j a_j)^s \right) + \left( g_{\frac{n-t}{m} \cdot j+1} \parallel (-1)^{\frac{n-t}{m} \cdot j+1} (a_j a_j)^s \right) \quad \text{for} \ j \in \mathbb{Z}/m\mathbb{Z} \text{ and } 1 \leq s \leq N - 1.$$

5.2.2. When $m$ is even and $n$ is odd, the $\mathbb{k}$-module $HH^n(A)$ has basis:

$$\varphi_{n,\gamma} := \sum_{i=0}^{m-1} \left( g_{\frac{n-p}{m} \cdot i} \parallel (-1)^{\frac{n-p}{m} \cdot i} d_i (a_i a_i)^{N-1} \right) \quad \text{for} \ -p \leq \gamma < 0,$$

and for $\gamma = -(p + 1)$ in case $t = m - 1$;

$$\varphi_{n,\gamma} := \sum_{i=0}^{m-1} \left( g_{\frac{n-p}{m} \cdot i} \parallel (-1)^{\frac{n-p}{m} \cdot i} d_i \right) \quad \text{for} \ 0 \leq \gamma \leq p;$$
\[
\psi_{n,\beta} := \sum_{i=0}^{m-1} \left( g^n_{-\beta m+1, \beta m} \parallel \left( -1 \right)^{\frac{\beta m-1}{2}} \overline{\sigma}_{i-1} (a_{i-1} \overline{\sigma}_{i-1})^{N-1} \right)
\]
for \( 0 < \beta \leq p \),
and for \( \beta = p + 1 \) in case \( t = m - 1 \);

\[
\psi_{n,\beta} := \sum_{i=0}^{m-1} \left( g^n_{-\beta m+1, \beta m} \parallel \left( -1 \right)^{\frac{\beta m-1}{2}} \overline{\sigma}_{i-1} \right)
\]
for \(-p \leq \beta \leq 0\);

\[
E_{n,j,s} := \left( g^n_{\frac{n}{2}, j} \parallel a_j (\overline{\sigma}_j a_j)^s \right)
\]
for \( j \in \mathbb{Z}/m\mathbb{Z} \) and \( 1 \leq s \leq N - 1 \).

5.2.3. When \( m \) is odd and \( n \) is even, the \( \mathbb{k} \)-module \( \text{HH}^n(A) \) has basis:

\[
\chi_{n,\delta} := \sum_{i=0}^{m-1} \left( g^n_{-\frac{1}{2}, \beta m} \parallel e_i \right)
\]
for \( \delta = \begin{cases} p - 2\alpha - 1, & \text{if } t \text{ is odd, } 0 \leq \alpha < p \text{ and } \alpha + \frac{m-t}{2} \text{ is odd,} \\ p - 2\alpha, & \text{if } t \text{ is even, } 0 \leq \alpha \leq p \text{ and } \alpha + \frac{m-t}{2} \text{ is even}; \end{cases} \)

\[
\pi_{n,\delta} := \left( g^n_{-\frac{1}{2}, 0} \parallel (a_0 \overline{a}_0)^N \right)
\]
for \( \delta = \begin{cases} p - 2\alpha - 1, & \text{if } t \text{ is odd, } 0 \leq \alpha < p \text{ and } \alpha + \frac{m-t}{2} \text{ is even,} \\ p - 2\alpha, & \text{if } t \text{ is even, } 0 \leq \alpha \leq p \text{ and } \alpha + \frac{m-t}{2} \text{ is odd}; \end{cases} \)

\[
F_{n,j,s} := \left( g^n_{\frac{1}{2}, j} \parallel (a_j \overline{a}_j)^s \right) + \left( g^n_{\frac{1}{2}, j+1} \parallel \left( -1 \right)^{\frac{1}{2}} (\overline{\sigma}_j a_j)^s \right)
\]
for \( j \in \mathbb{Z}/m\mathbb{Z} \) and \( 1 \leq s \leq N - 1 \);

\[
\varphi_{n,\sigma} := \sum_{i=0}^{m-1} \left( g^n_{-\frac{1}{2}, -\sigma m-1, \beta m} \parallel (a_i \overline{a}_i)^{N-1} a_i \right)
\]
for \( t = m - 1 \) and \( \sigma = -(p + 1) \);

\[
\psi_{n,\tau} := \sum_{i=0}^{m-1} \left( g^n_{-\frac{1}{2}, -\sigma m+1, \beta m} \parallel (\overline{a}_{i-1} a_{i-1})^{N-1} \overline{a}_{i-1} \right)
\]
for \( t = m - 1 \) and \( \tau = p + 1 \).

Remark 5.2.3.1. We note that the value \( \delta = 0 \) appears in the above index set for \( \chi_{n,\delta} \) if and only if \( n \equiv 0 \) (mod 4). This follows by considering the possible values of \( p, m \) and \( t \) mod 4 for \( \delta = 0 \).

5.2.4. When \( m \) is odd and \( n \) is odd, the \( \mathbb{k} \)-module \( \text{HH}^n(A) \) has basis:

\[
\varphi_{n,\sigma} := \sum_{i=0}^{m-1} \left( g^n_{-\frac{1}{2}, -\sigma m-1, \beta m} \parallel (a_i \overline{a}_i)^{N-1} a_i \right)
\]
for \( \sigma = \begin{cases} p - 2\gamma, & \text{if } t \text{ is odd, } \gamma \leq p < 2\gamma \text{ and } \gamma + \frac{t-1}{2} \text{ is even,} \\ p - 2\gamma - 1, & \text{if } t \text{ is even, } \gamma < p \leq 2\gamma \text{ and } \gamma + \frac{m+t-1}{2} \text{ is even, } t \neq m - 1, \\ p - 2\gamma - 1, & \text{if } t = m - 1, \gamma \leq p \leq 2\gamma \text{ and } \gamma \text{ is even;} \end{cases} \)

\[
\varphi_{n,\sigma} := \sum_{i=0}^{m-1} \left( g^n_{-\frac{1}{2}, -\sigma m+1, \beta m} \parallel a_i \right)
\]
for \( \sigma = \begin{cases} p - 2\gamma, & \text{if } t \text{ is odd, } 0 \leq 2\gamma \leq p \text{ and } \gamma + \frac{t-1}{2} \text{ is even,} \\ p - 2\gamma - 1, & \text{if } t \text{ is even, } 0 \leq 2\gamma < p \text{ and } \gamma + \frac{m+t-1}{2} \text{ is even}; \end{cases} \)

\[
\psi_{n,\tau} := \sum_{i=0}^{m-1} \left( g^n_{-\frac{1}{2}, -\sigma m+1, \beta m} \parallel (\overline{a}_{i-1} a_{i-1})^{N-1} \overline{a}_{i-1} \right)
\]
for \( \tau = \begin{cases} p - 2\beta, & \text{if } t \text{ is odd, } 0 \leq 2\beta < p \text{ and } \beta + \frac{t-1}{2} \text{ is even,} \\ p - 2\beta - 1, & \text{if } t \text{ is even, } 0 \leq 2\beta < p - 1 \text{ and } \beta + \frac{m+t-1}{2} \text{ is even, } t \neq m - 1, \\ p - 2\beta - 1, & \text{if } t = m - 1, -2 \leq 2\beta < p - 1 \text{ and } \beta \text{ is even;} \end{cases} \)
\[
\psi_{n,\tau} := \sum_{i=0}^{m-1} \left( g_{n,i+1-i}^m \parallel \overline{\pi}_{i-1} \right)
\]
for \( \tau = \begin{cases} p - 2\beta \\
p - 2\beta - 1 \end{cases} \)
if \( t \) is odd, \( \beta \leq p \leq 2\beta \) and \( \beta + \frac{t-1}{2} \) is even,
\( \beta \leq p - 1 \leq 2\beta \) and \( \beta + \frac{m+1-t}{2} \) is even;
\[
E_{n,j,s} := \left( g_{n,j-i}^m \parallel a_j (\overline{a}_j a_j)^s \right) \text{ for } j \in \mathbb{Z}/m\mathbb{Z} \text{ and } 1 \leq s \leq N - 1;
\]
\[
\pi_{n,\delta} := \left( g_{n,0-1}^m \parallel (a_0 \overline{a}_0)^N \right) \text{ for } t = 0 \text{ and } \delta = \pm p.
\]

**Remark 5.2.4.1.** We note that the value \( \sigma = 0 \) appears in the above index set for \( \varphi_{n,\sigma} \) if and only if \( n \equiv 1 \pmod{4} \). Again, this follows by considering the possible values of \( p, m \) and \( t \pmod{4} \) for \( \sigma = 0 \). Similarly, the value \( \tau = 0 \) appears in the above index set for \( \psi_{n,\tau} \) if and only if \( n \equiv 1 \pmod{4} \).

**5.3. For \( m \geq 3 \) even, the \( \mathbb{k} \)-algebra \( \text{HH}^*(A) \) has generators \cite{22} Theorems 4.4 and 4.8:**

- \( 1, \varepsilon_i \), in degree 0, for \( N = 1, i \in \mathbb{Z}/m\mathbb{Z} \),
- \( 1, \varepsilon_i, f_i \), in degree 0, for \( N > 1, i \in \mathbb{Z}/m\mathbb{Z} \),
- \( \varphi_{1,0}, \psi_{1,0} \), in degree 1,
- \( \chi_{2,0} \), in degree 2,
- \( \varphi_{m-1,-1}, \psi_{m-1,1} \), in degree \( m-1 \),
- \( \chi_{m,1}, \chi_{m,-1} \), in degree \( m \).

We will compute the Gerstenhaber brackets for each of these generators in the next sections, so we describe them explicitly here:

\[
\varepsilon_i = (a_i \overline{a}_i)^N,
\]
\[
f_i = a_i \overline{a}_i + a_i a_i,
\]
\[
\varphi_{1,0} = \sum_{i=0}^{m-1} \left( g_{1,i}^1 \parallel a_i \right),
\]
\[
\psi_{1,0} = \sum_{i=0}^{m-1} \left( g_{1,i}^0 \parallel \overline{a}_{i-1} \right),
\]
\[
\chi_{2,0} = \sum_{i=0}^{m-1} \left( g_{2,i}^1 \parallel (1)^i \varepsilon_i \right),
\]
\[
\varphi_{m-1,-1} = \sum_{i=0}^{m-1} \left( g_{m-1,-i}^1 \parallel (-1)^i a_i (a_i \overline{a}_i)^{N-1} \right),
\]
\[
\psi_{m-1,1} = \sum_{i=0}^{m-1} \left( g_{m-1,-i}^0 \parallel (-1)^i \overline{a}_{i-1} (a_i-1 \overline{a}_{i-1})^{N-1} \right),
\]
\[
\chi_{m,1} = \sum_{i=0}^{m-1} \left( g_{m,1}^0 \parallel \varepsilon_i \right),
\]
\[
\chi_{m,-1} = \sum_{i=0}^{m-1} \left( g_{m,1}^m \parallel \varepsilon_i \right).
\]

**5.4. For \( m \geq 3 \) odd, the \( \mathbb{k} \)-algebra \( \text{HH}^*(A) \) has generators \cite{22} Theorems 5.2 and 5.4:**

- \( 1, \varepsilon_i \), in degree 0, for \( N = 1, i \in \mathbb{Z}/m\mathbb{Z} \),
- \( 1, \varepsilon_i, f_i \), in degree 0, for \( N > 1, i \in \mathbb{Z}/m\mathbb{Z} \),
- \( \varphi_{1,0}, \psi_{1,0} \), in degree 1,
- \( F_{2,j,1} \), in degree 2, for \( N > 1, j \in \mathbb{Z}/m\mathbb{Z} \),
- \( \chi_{4,0} \), in degree 4,
- \( \varphi_{m-1,-1}, \psi_{m-1,1} \), in degree \( m-1 \),
- \( \chi_{2m,2}, \chi_{2m,-2} \), in degree \( 2m \).
Explicitly, these generators are:

\[ \varepsilon_i = (a_i \overline{a}_i)^n, \]
\[ \varphi_{1,0} = \sum_{i=0}^{m-1} (g_{0,i}^{1} \parallel a_i), \]
\[ F_{2,j,1} = (g_{2,j}^{2} \parallel a_j \overline{a}_j) + (g_{1,j+1}^{2} \parallel -\overline{a}_j a_j), \]
\[ \chi_{4,0} = \sum_{i=0}^{m-1} (g_{4,0}^{2} \parallel e_i), \]
\[ \varphi_{m-1,-1} = \sum_{i=0}^{m-1} (g_{m-1,i}^{m-1} \parallel (a_i \overline{a}_i)^{N-1} a_i), \]
\[ \psi_{m-1,1} = \sum_{i=0}^{m-1} (g_{0,i}^{m-1} \parallel (a_{i-1} a_{i-1})^{N-1} \overline{a}_{i-1}), \]
\[ \chi_{2m,2} = \sum_{i=0}^{m-1} (g_{2m,0}^{2m} \parallel e_i), \]
\[ \chi_{2m,-2} = \sum_{i=0}^{m-1} (g_{2m,i}^{2m} \parallel e_i). \]

We list several algebra relations on the generators for \( m \) even and odd in Method 7.2. Some of the relations given there differ from the results in [22, Theorem 4.8].

6. Gerstenhaber brackets with \( \varphi_{1,0} \) and \( \psi_{1,0} \)

In this section, we compute the brackets with basis elements \( \varphi_{1,0} \) and \( \psi_{1,0} \) of \( \text{HH}^1(A) \), using Suárez-Alvarez’s approach as described in Section 3. More precisely, we show that the basis for \( \text{HH}^n(A) \) described in Section 5 is an eigenbasis for the endomorphisms \( [\varphi_{1,0}, -] \) and \( [\psi_{1,0}, -] \). We proceed as follows.

First we show that \( \varphi_{1,0}, \psi_{1,0} \) correspond to Eulerian derivations on \( A \) coming from gradings \( d, \overline{d} \) on \( A \), respectively. Then we check that the projective resolution \( P_* \rightarrow A \) given in Section 1 is graded with respect to both gradings. By Remark 3.1, we can then describe the brackets \( [\varphi_{1,0}, -] \) and \( [\psi_{1,0}, -] \) on \( \text{HH}^n(A) \) for all \( n \geq 0 \) in terms of these gradings.

Furthermore, we will show that the basis for \( \text{HH}^n(A) \) given in Section 5 consists of homogeneous elements with respect to both gradings. In this case \( [\varphi_{1,0}, -] \) and \( [\psi_{1,0}, -] \) act diagonally with eigenvalues given by the degree of the homogeneous basis elements.

Recall that

\[ \varphi_{1,0} = \sum_{i=0}^{m-1} (g_{0,i}^{1} \parallel a_i) = \sum_{i=0}^{m-1} (a_i \parallel a_i) \quad \text{and} \quad \psi_{1,0} = \sum_{i=0}^{m-1} (g_{1,i}^{1} \parallel \overline{a}_{i-1}) = \sum_{i=0}^{m-1} (-\overline{a}_i \parallel \overline{a}_i). \]

Consider the grading \( d \) on \( \mathbb{k}Q \) such that the arrows \( a_i \) are in degree 1 and the arrows \( \overline{a}_i \) are in degree 0. Similarly, consider the grading \( \overline{d} \) on \( \mathbb{k}Q \) such that the arrows \( a_i \) are in degree 0 and the arrows \( \overline{a}_i \) are in degree \(-1\). We will write \( d(p) \) and \( \overline{d}(p) \) for the degrees of the path \( p \in \mathbb{k}Q \) under the gradings \( d \) and \( \overline{d} \), respectively. Moreover, since \( A \) is defined as a quotient of \( \mathbb{k}Q \) by an ideal which is homogeneous under both gradings, we get two corresponding gradings \( d \) and \( \overline{d} \) on \( A \). The algebra \( A^e \) inherits these gradings as well, by setting \( d(a \otimes a') = d(a) + d(a') \) and \( \overline{d}(a \otimes a') = \overline{d}(a) + \overline{d}(a') \) for homogeneous elements \( a, a' \in A \).

Now, the elements \( \varphi_{1,0} \) and \( \psi_{1,0} \) in \( \text{HH}^1(A) \) correspond to the derivations \( \delta_d, \delta_{\overline{d}} : A \rightarrow A \) sending a path \( p \) in \( A \) to \( d(p)p \) and \( \overline{d}(p)p \), respectively. In other words, \( \delta_d \) is the Eulerian derivation associated to the grading \( d \) on \( A \), while \( \delta_{\overline{d}} \) is the Eulerian derivation associated to the grading \( \overline{d} \) on \( A \).

Observe furthermore that:
Lemma 6.1. The elements $g_{r,i}^n$ in $\mathbb{k}Q$ are homogeneous with respect to the gradings $d$ and $\overline{d}$, with degree given by

$$d(g_{r,i}^n) = \begin{cases} rN + n - 2r & \text{if } n - 2r \geq 0 \\ (n-r)N & \text{if } n - 2r < 0 \end{cases}$$

and

$$\overline{d}(g_{r,i}^n) = \begin{cases} -rN & \text{if } n - 2r \geq 0 \\ -(n-r)N + n - 2r & \text{if } n - 2r < 0. \end{cases}$$

Furthermore, the projective $A^e$-module $P_n = A \otimes_E (g_{r,i}^n | i \in \mathbb{Z}/m\mathbb{Z}, 0 \leq r \leq n) \otimes_E A$ inherits both gradings (denoted again by $d$, $\overline{d}$) by setting

$$d(a \otimes g_{r,i}^n \otimes a') = d(a) + d(g_{r,i}^n) + d(a'),$$

$$\overline{d}(a \otimes g_{r,i}^n \otimes a') = \overline{d}(a) + \overline{d}(g_{r,i}^n) + \overline{d}(a'),$$

for homogeneous elements $a, a' \in A$. Then the minimal projective resolution $P_\bullet \rightarrow A$ from Section 4 is a graded projective resolution with respect to these two gradings.

Proof. To compute the degree of $g_{r,i}^n$, recall the recursive definition of $g_{r,i}^n$ given in Section 4, and use induction on $n$. For the graded projective resolution, observe that the differential maps $d_n$, defined in Section 4, preserve the gradings: a case-by-case analysis shows that all the summands appearing in the image of the differential $d_n(1 \otimes g_{r,i}^n \otimes 1)$ are again of degree $d(g_{r,i}^n)$ and $\overline{d}(g_{r,i}^n)$, respectively. Here, we use the explicit degree formulas for $g_{r,i}^n$. \qed

Now we can apply the observations from Remark 3.3 to both $d$ and $\overline{d}$ and obtain the following result:

Proposition 6.2. The $(\delta_d)^e$-operator $(\delta_d)_n : P_n \rightarrow P_n$ given by

$$(\delta_d)_n(1 \otimes g_{r,i}^n \otimes 1) = d(g_{r,i}^n)(1 \otimes g_{r,i}^n \otimes 1)$$

defines a $(\delta_d)^e$-lifting $(\delta_d)_n$ of $\delta_d$ to $P_\bullet$. Similarly, the $(\delta_{\overline{d}})^e$-operator $(\delta_{\overline{d}})_n : P_n \rightarrow P_n$ given by

$$(\delta_{\overline{d}})_n(1 \otimes g_{r,i}^n \otimes 1) = \overline{d}(g_{r,i}^n)(1 \otimes g_{r,i}^n \otimes 1)$$

defines a $(\delta_{\overline{d}})^e$-lifting $(\delta_{\overline{d}})_n$ of $\delta_{\overline{d}}$ to $P_\bullet$.

Remark 6.3. Since $P_\bullet \rightarrow A$ is a graded projective resolution of $A$ with respect to the grading $d$, the cohomology $\HH^n(A)$ inherits a grading $d$ for every $n \geq 0$ as usual. More precisely, the $\mathbb{k}$-module $\Hom_{A^e}(P_n, A) \cong \Hom_{E^e}(g_{r,i}^n, A)$ inherits a grading $d$ by setting

$$d((g_{r,i}^n \parallel u)) = d(u) - d(g_{r,i}^n),$$

for $u \in A$ homogeneous and parallel to $g_{r,i}^n$. This grading on $\Hom_{A^e}(P_n, A)$ behaves well with respect to the differential, so the cohomology $\HH^n(A)$ acquires a grading $d$ for every $n \geq 0$.

Similarly, since $P_\bullet \rightarrow A$ is graded with respect to the grading $\overline{d}$, the $\mathbb{k}$-module $\Hom_{A^e}(P_n, A)$ and the cohomology $\HH^n(A)$ inherit a grading $\overline{d}$ for every $n \geq 0$. We note that the basis for $\HH^n(A)$ given in Section 5 consists of homogenous elements with respect to both gradings.

The gradings on $A$ and on $\HH^n(A)$, considered as the center of $A$, agree. In this case we can compute the brackets of $\varphi_{1,0}$ and $\psi_{1,0}$ with generators of $\HH^n(A)$ directly as follows.

$$[\varphi_{1,0}, 1] = 0 \quad \text{and} \quad [\psi_{1,0}, 1] = 0,$$

$$[\varphi_{1,0}, \varepsilon_i] = \delta_d((a_i a_i)^N) = N(a_i a_i)^N \quad \text{and} \quad [\psi_{1,0}, \varepsilon_i] = \delta_{\overline{d}}((a_i a_i)^N) = -N(a_i a_i)^N,$$

$$[\varphi_{1,0}, f_i] = \delta_d(a_i a_i + a_i a_i) = a_i a_i + a_i a_i \quad \text{and} \quad [\psi_{1,0}, f_i] = \delta_{\overline{d}}(a_i a_i + a_i a_i) = -(a_i a_i + a_i a_i).$$

The following proposition is an immediate consequence of Remark 6.3.
Proposition 6.4. Let $n \geq 0$. The elements $\varphi_{1,0}$ and $\psi_{1,0}$ in $\HH^1(A)$ act diagonally on $\HH^n(A)$. That is, the $k$-basis for $\HH^n(A)$, given in Sections 5.1 and 5.2, is an eigenbasis for the endomorphisms $[\varphi_{1,0}, -]$ and $[\psi_{1,0}, -]$ of $\HH^n(A)$. The corresponding eigenvalues are given by the degree under $d$ and $\overline{d}$ respectively, as listed in Table 1 and Table 2 below.

Proof. For $u \in A$ homogeneous, using Lemma 3.3 and Proposition 6.2, we can compute

$$[\varphi_{1,0}, (g^n_{r,i} \parallel u)] = \Delta^n_{\varphi_{1,0}, r,i}((g^n_{r,i} \parallel u)) = \delta_d(g^n_{r,i} \parallel u) - (g^n_{r,i} \parallel u)(\delta_d)^n$$

$$= d(u)(g^n_{r,i} \parallel u) - d(g^n_{r,i})(g^n_{r,i} \parallel u)$$

and

$$[\psi_{1,0}, (g^n_{r,i} \parallel u)] = \Delta^n_{\psi_{1,0}, r,i}((g^n_{r,i} \parallel u)) = \delta_{\overline{d}}(g^n_{r,i} \parallel u) - (g^n_{r,i} \parallel u)(\delta_{\overline{d}})^n$$

$$= \overline{d}(u)(g^n_{r,i} \parallel u) - \overline{d}(g^n_{r,i})(g^n_{r,i} \parallel u)$$

The result now follows from Remark 6.3. \qed

Let us now illustrate this statement by some explicit computations:

Remark 6.5. The $[\varphi_{1,0}, -]$-action on $(g^n_{r,i} \parallel u)$ for a nonzero path $u \in A$ can be obtained as follows:

$$[\varphi_{1,0}, (g^n_{r,i} \parallel u)] = \begin{cases} 
(d(u) - n + 2r - rN)(g^n_{r,i} \parallel u) & \text{if } n - 2r \geq 0 \\
(d(u) - (n - r)N)(g^n_{r,i} \parallel u) & \text{if } n - 2r < 0,
\end{cases}$$

where $d(u)$ is the number of clockwise arrows that appear in the path $u$. Similarly,

$$[\psi_{1,0}, (g^n_{r,i} \parallel u)] = \begin{cases} 
(\overline{d}(u) + rN)(g^n_{r,i} \parallel u) & \text{if } n - 2r \geq 0 \\
(\overline{d}(u) + (n - r)N - n + 2r)(g^n_{r,i} \parallel u) & \text{if } n - 2r < 0,
\end{cases}$$

where $-\overline{d}(u)$ is the number of counterclockwise arrows that appear in the nonzero path $u \in A$.

Remark 6.6. We observe the following:

1. If $f, g \in \{\varphi_{1,0}, \psi_{1,0}\}$ then $[f, g] = 0$.

2. The sum $\varphi_{1,0} + \psi_{1,0}$ is in the center of $\HH^1(A)$, as $[\varphi_{1,0} + \psi_{1,0}, \HH^1(A)] = 0$. Moreover, we compute

$$[\varphi_{1,0} + \psi_{1,0}, (g^n_{r,i} \parallel u)] = (d(u) + \overline{d}(u) - n + 2r)(g^n_{r,i} \parallel u),$$

and

$$[\varphi_{1,0} - \psi_{1,0}, (g^n_{r,i} \parallel u)] = \begin{cases} 
(d(u) - \overline{d}(u) - n + 2r - 2rN)(g^n_{r,i} \parallel u) & \text{if } n - 2r \geq 0 \\
(d(u) - \overline{d}(u) - 2n + 2rN + n - 2r)(g^n_{r,i} \parallel u) & \text{if } n - 2r < 0.
\end{cases}$$

Remark 6.7. In the case $N = 1$, the authors of [10] define three gradings on $A$: the first one is obtained by setting the degree of $a_i$ equal to 1 for all $i$, while the degree of any other generator is zero; the second grading is simply the path length grading. They note that with the given relations, any path is at most of length 2 in the algebra, hence they consider this second grading as a $\mathbb{Z}/2\mathbb{Z}$ grading. The third grading is defined by setting the degree of $a_{m-1}$ equal to 1, the degree of $a_{m-1}$ equal to $-1$, and the degree of any other arrow is zero. The first grading mentioned in [10] is in fact $d$, while the second one corresponds to $d - \overline{d}$. 


The third grading corresponds to a Eulerian derivation which is a linear combination of the preceding two and coboundaries.

In the following Table 1 and Table 2 we record the eigenvalues of the endomorphisms $[\varphi_{1,0}, ]$, $[\psi_{1,0}, ]$, $[\varphi_{1,0} + \psi_{1,0}, ]$ and $[\varphi_{1,0} - \psi_{1,0}, ]$ of $\text{HH}^n(A)$. The basis elements of $\text{HH}^n(A)$, with explicit conditions on the indices, are given in Section 5.2. We let $i \in \mathbb{Z}/m\mathbb{Z}$, $1 \leq s \leq N-1$, and recall that we write $n = pm + t$ with $p \geq 0$ and $0 \leq t \leq m - 1$. 
Table 1. Eigenvalues when \( m \geq 3 \) is even.

| \( \mathbb{H}^n \) | \([\varphi_{1,0}]\) | \([\psi_{1,0}]\) | \([\varphi_{1,0} + \psi_{1,0}]\) | \([\varphi_{1,0} - \psi_{1,0}]\) |
|------------------|-----------------|-----------------|-----------------|-----------------|
| \( n = 0 \)      |                 |                 |                 |                 |
| 1                | 0               | 0               | 0               | 0               |
| \( \varepsilon_i \) | \( N \)       | \(-N\)          | 0               | 2N              |
| \( f_i^s \)      | \( s \)        | \(-s\)          | 0               | 2s              |
| \( n \) even     |                 |                 |                 |                 |
| \( \chi_{n,\alpha} \) (with \( \alpha \geq 0 \)) | \(-\alpha m - \left( \frac{n - \alpha m}{2} \right) N\) | \left( \frac{n - \alpha m}{2} \right) N | \(-\alpha m\) | \(-\alpha m - (n - \alpha m) N\) |
| \( \chi_{n,\alpha} \) (with \( \alpha < 0 \)) | \(-\left( \frac{n + \alpha m}{2} \right) N\) | \(-\alpha m + \left( \frac{n + \alpha m}{2} \right) N\) | \(-\alpha m\) | \(-\alpha m - (n + \alpha m) N\) |
| \( \pi_{n,\alpha} \) (with \( \alpha \geq 0 \)) | \(-\alpha m - \left( \frac{n - \alpha m - 2}{2} \right) N\) | \left( \frac{n - \alpha m - 2}{2} \right) N | \(-\alpha m\) | \(-\alpha m - (n - \alpha m - 2) N\) |
| \( \pi_{n,\alpha} \) (with \( \alpha < 0 \)) | \(-\left( \frac{n + \alpha m - 2}{2} \right) N\) | \(-\alpha m + \left( \frac{n + \alpha m - 2}{2} \right) N\) | \(-\alpha m\) | \(-\alpha m - (n + \alpha m - 2) N\) |
| \( F_{n,i,s} \) | \( s - \frac{n}{2} N\) | \( \frac{n}{2} N - s\) | 0               | 2s - nN         |
| \( n \) odd      |                 |                 |                 |                 |
| \( \varphi_{n,\gamma} \) (with \( \gamma \geq 0 \)) | \(-\gamma m - \left( \frac{n - \gamma m - 1}{2} \right) N\) | \left( \frac{n - \gamma m - 1}{2} \right) N | \(-\gamma m\) | \(-\gamma m - (n - \gamma m - 1) N\) |
| \( \varphi_{n,\gamma} \) (with \( \gamma < 0 \)) | \(-\left( \frac{n + \gamma m - 1}{2} \right) N\) | \(-\gamma m + \left( \frac{n + \gamma m - 1}{2} \right) N\) | \(-\gamma m\) | \(-\gamma m - (n + \gamma m - 1) N\) |
| \( \psi_{n,\beta} \) (with \( \beta > 0 \)) | \(-\beta m - \left( \frac{n - \beta m - 1}{2} \right) N\) | \left( \frac{n - \beta m - 1}{2} \right) N | \(-\beta m\) | \(-\beta m - (n - \beta m - 1) N\) |
| \( \psi_{n,\beta} \) (with \( \beta \leq 0 \)) | \(-\left( \frac{n + \beta m - 1}{2} \right) N\) | \(-\beta m + \left( \frac{n + \beta m - 1}{2} \right) N\) | \(-\beta m\) | \(-\beta m - (n + \beta m - 1) N\) |
| \( E_{n,i,s} \) | \( s - \frac{n - 1}{2} N\) | \( \frac{n - 1}{2} N - s\) | 0               | 2s - (n - 1)N  |
Table 2. Eigenvalues when $m \geq 3$ is odd.

| $\text{HH}^n$ | $[\varphi_{1.0}, \ ]$ | $[\psi_{1.0}, \ ]$ | $[\varphi_{1.0} + \psi_{1.0}, \ ]$ | $[\varphi_{1.0} - \psi_{1.0}, \ ]$ |
|--------------|-----------------|-----------------|-----------------|-----------------|
| $n = 0$      |                 |                 |                 |                 |
| $\varepsilon_i$ | $N$           | $-N$            | $0$             | $2N$            |
| $f_i^*$      | $s$            | $-s$            | $0$             | $2s$            |
|               |                 |                 |                 |                 |
| $n$ even     |                 |                 |                 |                 |
| $\chi_{n,\delta}$ | $\begin{cases} \delta \geq 0 \\ \delta < 0 \end{cases}$ | $\begin{cases} -\delta m - (\frac{n-\delta m}{2})N \\ -\delta m + (\frac{n+\delta m}{2})N \end{cases}$ | $\begin{cases} -\delta m \\ \delta m - (n + \delta m)N \end{cases}$ |
| $\pi_{n,\delta}$ | $\begin{cases} \delta \geq 0 \\ \delta < 0 \end{cases}$ | $\begin{cases} -\delta m - (\frac{n-\delta m-2}{2})N \\ -\delta m + (\frac{n+\delta m-2}{2})N \end{cases}$ | $\begin{cases} -\delta m \\ \delta m - (n + \delta m - 2)N \end{cases}$ |
| $F_{n,i,s}$  | $s - \frac{n}{2}N$ | $\frac{n}{2}N - s$ | $0$             | $2s - nN$       |
| $\varphi_{n,\sigma}$ | $N$           | $-\sigma m - N$ | $-\sigma m$    | $2N + \sigma m$ |
| $\psi_{n,\tau}$ | $-\tau m + N$  | $-N$            | $-\tau m$      | $2N - \tau m$  |
| $n$ odd      |                 |                 |                 |                 |
| $\pi_{n,\delta}$ | $\begin{cases} t = 0, \delta = p \\ t = 0, \delta = -p \end{cases}$ | $\begin{cases} -\delta m + N \\ -N \end{cases}$ | $\begin{cases} -\delta m \\ \delta m \end{cases}$ | $\begin{cases} 2N - \delta m \\ 2N + \delta m \end{cases}$ |
| $\varphi_{n,\sigma}$ | $\begin{cases} \sigma \geq 0 \\ \sigma < 0 \end{cases}$ | $\begin{cases} -\sigma m - (\frac{n-\sigma m-1}{2})N \\ -\sigma m + (\frac{n+\sigma m-1}{2})N \end{cases}$ | $\begin{cases} -\sigma m \\ \sigma m \end{cases}$ | $\begin{cases} -\sigma m - (n - \sigma m - 1)N \\ \sigma m - (n + \sigma m - 1)N \end{cases}$ |
| $\psi_{n,\tau}$ | $\begin{cases} \tau > 0 \\ \tau \leq 0 \end{cases}$ | $\begin{cases} -\tau m - (\frac{n-\tau m-1}{2})N \\ -\tau m + (\frac{n+\tau m-1}{2})N \end{cases}$ | $\begin{cases} -\tau m \\ \tau m \end{cases}$ | $\begin{cases} -\tau m - (n - \tau m - 1)N \\ \tau m - (n + \tau m - 1)N \end{cases}$ |
| $E_{n,i,s}$  | $s - \frac{n-1}{2}N$ | $\frac{n-1}{2}N - s$ | $0$             | $2s - (n - 1)N$ |
7. Gerstenhaber brackets on $\HH^n(A)$

Let $X \in \HH^n(A)$ and $Y \in \HH^q(A)$ be elements in the $\mathbb{k}$-basis for $\HH^*(A)$ listed in Sections 5.1 and 5.2. In this section, we describe methods to compute the bracket $[X, Y]$, and we provide these brackets explicitly when $X, Y$ are algebra generators of $\HH^*(A)$, as listed in Sections 5.3 and 5.4.

Method 7.1. In Section 6, we showed that we can write
\[
\begin{align*}
[\varphi_{1,0}, X] & = aX, & [\varphi_{1,0}, Y] & = bY, \\
[\varphi_{1,0} + \psi_{1,0}, X] & = a'X, & [\varphi_{1,0} + \psi_{1,0}, Y] & = b'Y,
\end{align*}
\]
for some scalars $a, a', b, b' \in \mathbb{k}$. Gerstenhaber brackets satisfy the Jacobi identity, so we have:
\[
[\varphi_{1,0}, [X, Y]] = [[\varphi_{1,0}, X], Y] + [X, [\varphi_{1,0}, Y]] = (a + b)[X, Y],
\]
and similarly,
\[
[\varphi_{1,0} + \psi_{1,0}, [X, Y]] = (a' + b')[X, Y].
\]
It follows that $[X, Y]$ is either zero or an eigenvector for $[\varphi_{1,0}, -]$ and $[\varphi_{1,0} + \psi_{1,0}, -]$, with eigenvalues $(a+b)$ and $(a'+b')$ respectively. If $[X, Y] \neq 0$, we can write $[X, Y] \in \HH^{n+q-1}(A)$ as a linear combination of basis elements with these exact eigenvalues. If there are no such basis elements, we know $[X, Y] = 0$.

Method 7.2. Once we know that $[X, Y]$ is a linear combination of certain eigenvectors, we can often use the Poisson identity
\[
[x, y, z] = [x, z]y + (-1)^{|x||z|-1} x[y, z]
\]
to compute the coefficients. For convenience, we list the cup products we use here, some of which already appear in [22, Theorem 4.8]. The starred ($\ast$) cup products differ from the results given in [22, Theorem 4.8].

If $m$ is even, we have:
\[
\begin{align*}
\varepsilon_i \varphi_{1,0} & = 0 & \varphi_{1,0}^2 & = 0 & E_{1,j,s} & = f_j^s \varphi_{1,0} & \chi_{n,0} \varphi_{1,0} & = \varphi_{n+1,0} \\
\varepsilon_i \psi_{1,0} & = 0 & \psi_{1,0}^2 & = 0 & E_{1,j,s} & = -f_j^s \psi_{1,0} & \chi_{n,0} \psi_{1,0} & = \psi_{n+1,0} \\
\varepsilon_i \varphi_{m-1,-1} & = 0 & \varphi_{1,0} \varphi_{m-1,-1} & = 0 & E_{n+1,j,s} & = (-1)^s j f_j^s \chi_{n,0} & \chi_{n,0} \pi_{2,0} & = \pi_{n+2,0} \\
\varepsilon_i \psi_{m-1,1} & = 0 & \psi_{1,0} \psi_{m-1,1} & = 0 & E_{n,j,s} & = (-1)^s j f_j^s \chi_{n,0} & \chi_{n,0} \pi_{2,0} & = \pi_{n+2,0} \\
\varepsilon_i f_j & = 0 & \varphi_{m-1,1} \psi_{m-1,1} & = 0 & \pi_{2,0} & = (-1)^j \varepsilon_i \chi_{2,0} & \chi_{m,1} \varphi_{m-1,-1} & = 0 \\
f_i f_j & = \delta_{i,j} f_i^2 & \varphi_{1,0} \psi_{1,0} & = mN \pi_{2,0} & \pi_{2,0} & = (-1)^j \varepsilon_i \chi_{2,0} & \chi_{m,1} \psi_{m-1,1} & = 0 \\
& & \varphi_{1,0} \psi_{m-1,1} & = m \pi_{m,1} & \pi_{m,1} & = (-1)^j \varepsilon_i \chi_{m,1} & \chi_{m,-1} \psi_{m-1,1} & = 0 \\
& & \psi_{1,0} \varphi_{m-1,-1} & = -m \pi_{m,-1} & \pi_{m,-1} & = (-1)^j \varepsilon_i \chi_{m,-1} & \chi_{m,-1} \psi_{m-1,-1} & = 0
\end{align*}
\]
for all $i, j \in \mathbb{Z}/m\mathbb{Z}$ and $1 \leq s \leq N - 1$, whenever both sides of the equation exist.

If $m$ is odd, we have:
\[
\begin{align*}
\varepsilon_i \chi_{4,0} & = 0 & \chi_{n,0} \varphi_{1,0} & = \varphi_{n+1,0} & F_{n,j,s} & = f_j^s \chi_{n,0} \\
f_i \varphi & = -f_i \psi & \chi_{n,0} \psi_{1,0} & = \psi_{n+1,0} & F_{n,j,s} & = f_j^s \chi_{n,0} \\
m & = 0 & \chi_{n,0} \psi_{1,0} & = \psi_{n+1,0} & F_{n,j,s} & = -E_{n+1,j,s}
\end{align*}
\]
for all $i, j \in \mathbb{Z}/m\mathbb{Z}$ and $1 \leq s \leq N - 1$, whenever both sides of the equation exist.

In the following propositions, we describe the Gerstenhaber brackets among algebra generators of $\text{HH}^\bullet(A)$, as listed in Sections 5.3 and 5.4. Recall that the brackets with the generators $\varphi_{1,0}$ and $\psi_{1,0}$ were already computed in Section 6, Table 1 and Table 2.

**Proposition 7.3.** Suppose $m \geq 3$ is even and let $i, j \in \mathbb{Z}/m\mathbb{Z}$. Then,

$$[\varepsilon_i, Y] = \begin{cases} \frac{(-1)^{i+1}}{m}(\varphi_{1,0} + \psi_{1,0}) & \text{if } Y = \chi_{2,0} \\ (-1)^{i+1}\varphi_{m-1,-1} & \text{if } Y = \chi_{m,-1} \\ (-1)^{i+1}\psi_{m-1,1} & \text{if } Y = \chi_{m,1} \\ 0 & \text{if } Y \notin \{\varepsilon_j, f_j, \varphi_{m-1,-1}, \psi_{m-1,1}\}, \end{cases}$$

$$[f_i, Y] = 0 \text{ if } Y \in \{\varepsilon_j, f_j, \chi_{2,0}, \varphi_{m-1,-1}, \psi_{m-1,1}, \chi_{m,-1}, \chi_{m,1}\},$$

$$[\chi_{2,0}, Y] = \begin{cases} \chi_{m,-1} & \text{if } Y = \varphi_{m-1,-1} \\ -\chi_{m,1} & \text{if } Y = \psi_{m-1,1} \\ 0 & \text{if } Y \notin \{f_j, \chi_{2,0}, \chi_{m,-1}, \chi_{m,1}\}, \end{cases}$$

$$[\varphi_{m-1,-1}, Y] = 0 \text{ if } Y \notin \{\varepsilon_j, f_j, \varphi_{m-1,-1}, \psi_{m-1,1}, \chi_{m,-1}, \chi_{m,1}\},$$

$$[\psi_{m-1,1}, Y] = 0 \text{ if } Y \notin \{\varepsilon_j, f_j, \varphi_{m-1,-1}, \psi_{m-1,1}, \chi_{m,-1}, \chi_{m,1}\},$$

$$[\chi_{m,-1}, Y] = 0 \text{ if } Y \notin \{f_j, \chi_{2,0}, \varphi_{m-1,-1}, \psi_{m-1,1}, \chi_{m,-1}, \chi_{m,1}\},$$

$$[\chi_{m,1}, Y] = 0 \text{ if } Y \notin \{f_j, \chi_{2,0}, \varphi_{m-1,-1}, \psi_{m-1,1}, \chi_{m,-1}, \chi_{m,1}\}.$$

**Proof.** All brackets in the proposition can be computed by using Methods 7.1 and 7.2. We provide a few examples of the computations.

- $[\varepsilon_i, \varphi_{m-1,-1}] = 0$: The eigenvalues for $\varepsilon_i$ and $\varphi_{m-1,-1}$ under $[\varphi_{1,0} + \psi_{1,0}, -]$ are 0 and $m$ respectively. Hence, $[\varepsilon_i, \varphi_{m-1,-1}] \in \text{HH}^{m-2}(A)$ is either zero or an eigenvector with eigenvalue $m$. Since $\text{HH}^{m-2}(A)$ has basis elements $\{\chi_{m-2,0}, \pi_{m-2,0}, F_{m-2,j,s}\}_{j,s}$, all with eigenvalue 0 under $[\varphi_{1,0} + \psi_{1,0}, -]$, we conclude that $[\varepsilon_i, \varphi_{m-1,-1}] = 0$.

- $[\varepsilon_i, \chi_{2,0}] = \frac{(-1)^{i+1}}{m}(\varphi_{1,0} + \psi_{1,0})$: The eigenvalues for $\varepsilon_i$ and $\chi_{2,0}$ under $[\varphi_{2,0}, -]$ are $N$ and $-N$ respectively. Hence, $[\varepsilon_i, \chi_{2,0}]$ is either zero or an eigenvector with eigenvalue 0. Since $\text{HH}^1(A)$ has basis elements $\{\varphi_{1,0}, \pi_{1,0}, E_{1,j,s}\}_{j,s}$, and $E_{1,j,s}$ has eigenvalue $s \neq 0$ under $[\varphi_{1,0}, -]$, we know that $[\varepsilon_i, \chi_{2,0}]$ is a linear combination of $\varphi_{1,0}$ and $\psi_{1,0}$, say $[\varepsilon_i, \chi_{2,0}] = a\varphi_{1,0} + b\psi_{1,0}$.

Using the cup products listed in Method 7.2, we can compute

$$0 = [\varepsilon_i\varphi_{1,0}, \chi_{2,0}] = [\varepsilon_i, \chi_{2,0}]\varphi_{1,0} + \varepsilon_i[\varphi_{1,0}, \chi_{2,0}] = -bmN\pi_{2,0} - \varepsilon_iN\chi_{2,0} = (-bm - (-1)^i)N\pi_{2,0},$$

and similarly, $0 = [\varepsilon_i\psi_{1,0}, \chi_{2,0}] = (am + (-1)^i)N\pi_{2,0}$. It follows that $a = b = \frac{(-1)^{i+1}}{m}$.

- $[\varepsilon_i, \chi_{m,1}] = (-1)^{i+1}\psi_{m-1,1}$:

By Method 7.1, we find that $[\varepsilon_i, \chi_{m,1}] = a\psi_{m-1,1}$ for some $a \in \mathbb{k}$. Moreover, we see that $a = (-1)^{i+1}$, using the cup products listed in Method 7.2.

$$0 = [\varepsilon_i\varphi_{1,0}, \chi_{m,1}] = [\varepsilon_i, \chi_{m,1}]\varphi_{1,0} + \varepsilon_i[\varphi_{1,0}, \chi_{m,1}] = -am\pi_{m,1} - \varepsilon_i\pi_{m,1} = (-a - (-1)^i)m\pi_{m,1}.$$
\[ [\varphi_{m-1,1}, \psi_{m-1,1}] = 0: \]
By Method 7.1, we find that \([\varphi_{m-1,1}, \psi_{m-1,1}] = a\varphi_{m-3,0} + b\psi_{m-3,0} \text{ for some } a, b \in k.\]
Using that \(\varphi_{m-3,0} = \chi_{2m-4}\varphi_{1,0} \text{ and } \psi_{m-3,0} = \chi_{2m-4}\psi_{1,0},\) we find
\[
0 = [\varphi_{1,0}\varphi_{m-1,1}, \psi_{m-1,1}] = [\varphi_{1,0}, \psi_{m-1,1}]\varphi_{m-1,1} - \varphi_{1,0}[\varphi_{m-1,1}, \psi_{m-1,1}]
= (N - m)\psi_{m-1,1}\varphi_{m-1,1} + b\varphi_{1,0}\chi_{2m-4}\psi_{1,0} = bm\pi_{2,0}\chi_{2m-4} = bm\pi_{2m-2}.
\]
Similarly, 0 = \([\varphi_{m-1,1}, \psi_{1,0}\psi_{m-1,1}] = am\pi_{2m-2}.\] It follows that \(a = b = 0.\)

\[ [\chi_{m-1,1}, \chi_{m,1}] = 0: \]
The eigenvalues for \(\chi_{m-1,1} \text{ and } \chi_{m,1} \text{ under } [\varphi_{1,0} + \psi_{1,0}, -] \text{ are } m \text{ and } -m \text{ respectively}. \]
Hence, bracket \([\chi_{m-1,1}, \chi_{m,1}] \in \HH^{2m-1}(A) \text{ is either zero or an eigenvector with eigenvalue 0.} \]
The only basis elements in \(\HH^{2m-1}(A) \text{ with eigenvalue 0 under } [\varphi_{1,0} + \psi_{1,0}, -] \text{ are } \{\varphi_{2m-1,0}, \psi_{2m-1,0}, E_{2m-1,1, s}\}.\]
Now, the eigenvalues for \(\chi_{m-1} \text{ and } \chi_{m,1} \text{ under } [\varphi_{1,0}, -] \text{ are } 0 \text{ and } -m \text{ respectively.} \]
Hence, \([\chi_{m-1,1}, \chi_{m,1}] \text{ is either zero or an eigenvector with eigenvalue } -m. \]
Since \(\varphi_{m-1,1} \text{ and } \psi_{m-1,0} \text{ have eigenvalue } -(m - 1)N \neq -m \text{ under } [\varphi_{1,0}, -], \text{ and } E_{2m-1,1, s} \text{ has eigenvalue } s - (m - 1)N \neq -m \text{ under } [\varphi_{1,0}, -], \text{ we conclude that } [\chi_{m-1,1}, \chi_{m,1}] \text{ is zero.}\]

**Proposition 7.4.** Suppose \(m \geq 3\) is odd. The brackets \([X, Y]\) equal zero for the generators \(X, Y \in \{\varepsilon_i, f_i, F_{2,j,1}, \chi_{4,0}, \varphi_{m-1,1}, \psi_{m-1,1}, \chi_{2m,2}, \chi_{2m-2} \mid i \in \mathbb{Z}/m\mathbb{Z}\}.\)

**Proof.** All brackets in the proposition other than \([\varepsilon_i, F_{2,j,1}]\) for \(i, j \in \mathbb{Z}/m\mathbb{Z}\) can be computed using Method 7.1 To show \([\varepsilon_i, F_{2,j,1}] = 0, \) we first use Method 7.1 to write \([\varepsilon_i, F_{2,j,1}] = \sum_{k \in \mathbb{Z}/m\mathbb{Z}} a_k E_{1,k,1}\) for some \(a_k \in k.\)
Noting that \(\varepsilon_i \chi_{4,0} = 0,\) we find
\[
0 = [\varepsilon_i \chi_{4,0}, F_{2,j,1}] = \chi_{4,0}[\varepsilon_i, F_{2,j,1}] + \varepsilon_i[\chi_{4,0}, F_{2,j,1}] = \sum_{k \in \mathbb{Z}/m\mathbb{Z}} a_k \chi_{4,0} E_{1,k,1} = \sum_{k \in \mathbb{Z}/m\mathbb{Z}} a_k E_{5,k,1}.
\]
It follows that \(a_k = 0\) for all \(k \in \mathbb{Z}/m\mathbb{Z}.\) Hence, \([\varepsilon_i, F_{2,j,1}] = 0.\)

**8. Gerstenhaber brackets with \(E_{1,j,s}\)**

In Section 5 we described a \(k\)-linear basis of \(\HH^n(A)\) for every \(n \geq 0.\) In particular, the basis for \(\HH^1(A)\) was given by
\[
\{\varphi_{1,0}, \psi_{1,0}, E_{1,j,s} \mid j \in \mathbb{Z}/m\mathbb{Z}, 1 \leq s \leq N - 1\}.
\]
The brackets of $\varphi_{1,0}$ and $\psi_{1,0}$ with $k$-basis elements of $HH^n(A)$ were computed in Section 6. In this section, we compute the brackets of $E_{1,j,s} \in HH^1(A)$ with all basis elements of $HH^n(A)$. This allows us to give a complete description of the Lie structure of $HH^1(A)$ and its action on $HH^n(A)$ in Section 9.

**Proposition 8.1.** Suppose $m \geq 3$ is even. Let $i, j \in \mathbb{Z}/m\mathbb{Z}$, $1 \leq s, r \leq N - 1$, and let indices $\alpha, \gamma, \beta$ as in Sections 5.2.1 and 5.2.2. We write $E_{n,j,r} := 0$ and $F_{n,j,r} := 0$ for $r \geq N$. Then,

\[
\begin{align*}
[E_{1,j,s}, \varepsilon_i] &= 0 \\
[E_{1,j,s}, f_i] &= \delta_{ij} f^i_{j+1} \\
[E_{1,j,s}, \chi_{n,\alpha}] &= \begin{cases} 
(-1)^{\frac{n}{2}} N f_{n,j,s} & \text{if } \alpha = 0 \\
0 & \text{if } \alpha \neq 0,
\end{cases} \\
[E_{1,j,s}, \pi_{n,\alpha}] &= 0, \\
[E_{1,j,s}, F_{n,i,r}] &= \delta_{ij} \left( r - \frac{n}{2} N \right) F_{n,j,s+r}, \\
[E_{1,j,s}, \varphi_{n,\gamma}] &= \begin{cases} 
(-1)^{\frac{n}{2}} \frac{n+1}{2} (s + \frac{n-1}{2} N) E_{n,j,s} & \text{if } \gamma = 0 \\
0 & \text{if } \gamma \neq 0,
\end{cases} \\
[E_{1,j,s}, \psi_{n,\beta}] &= \begin{cases} 
(-1)^{\frac{n}{2}} (s + \frac{n-1}{2} N) E_{n,j,s} & \text{if } \beta = 0 \\
0 & \text{if } \beta \neq 0,
\end{cases} \\
[E_{1,j,s}, E_{n,i,r}] &= \delta_{ij} \left( r - s - \frac{n-1}{2} N \right) E_{n,j,s+r}.
\end{align*}
\]

**Proof.** The brackets of $E_{1,j,s}$ with $\chi_{n,\alpha}$, $\pi_{n,\alpha}$, $\pi_{n,\gamma}$, $\varphi_{n,\gamma}$, $\psi_{n,\beta}$ for $\alpha, \gamma, \beta \neq 0$ can be computed by using Method 7.1. The remaining brackets in the proposition follow by referring to the cup products in Method 7.2. Indeed, for $\alpha \in HH^n(A)$, the Poisson identity tells us that

\[
[E_{1,j,s}, \alpha] = [f^s_j \varphi_{1,0}, \alpha] = [f^s_j, \alpha] \varphi_{1,0} + f^s_j [\varphi_{1,0}, \alpha],
\]

which we use in the first two computations below:

- $[E_{1,j,s}, \chi_{n,0}] = (-1)^{\frac{n+1}{2}} \frac{n}{2} N F_{n,j,s}$:
  
  Since $[f^s_j, \chi_{n,0}] = [f^s_j, \chi_{n,0}] = 0$ and $f^s_j \chi_{0,0} = (-1)^{\frac{n}{2}} F_{n,j,s}$, we find
  
  \[
  [E_{1,j,s}, \chi_{n,0}] = [f^s_j, \chi_{n,0}] \varphi_{1,0} + f^s_j [\varphi_{1,0}, \chi_{n,0}] = f^s_j [\varphi_{1,0}, \chi_{n,0}] = -\frac{n}{2} N = (-1)^{\frac{n+1}{2}} \frac{n}{2} N F_{n,j,s}.
  \]

- $[E_{1,j,s}, F_{n,i,r}] = \delta_{ij} \left( r - \frac{n}{2} N \right) F_{n,j,s+r}$:
  
  Note that $[f^s_j, F_{n,i,r}] = [f^s_j, (-1)^{\frac{n}{2}} f^r_i \chi_{n,0}] = 0$ because $[f^s_j, f^r_i] = 0$ and $[f^s_j, \chi_{n,0}] = 0$. Hence,
  
  \[
  [E_{1,j,s}, F_{n,i,r}] = [f^s_j, F_{n,i,r}] \varphi_{1,0} + f^s_j [\varphi_{1,0}, F_{n,i,r}] = \left( r - \frac{n}{2} N \right) f^s_j F_{n,i,r} = \delta_{ij} \left( r - \frac{n}{2} N \right) F_{n,j,s+r}.
  \]

- $[E_{1,j,s}, \varphi_{n,0}] = (-1)^{\frac{n+1}{2}} \frac{n}{2} (s + \frac{n+1}{2} N) E_{n,j,s}$:
  
  Since $\varphi_{n,0} = \chi_{n-1,0} \varphi_{1,0}$, we see
  
  \[
  [E_{1,j,s}, \varphi_{n,0}] = [E_{1,j,s}, \chi_{n-1,0}] \varphi_{1,0} - \chi_{n-1,0} [\varphi_{1,0}, E_{1,j,s}] = (-1)^{\frac{n-1}{2}} \left( \frac{n-1}{2} \right) N F_{n-1,j,s} \varphi_{1,0} - s \chi_{n-1,0} E_{1,j,s} = (-1)^{\frac{n-1}{2}} \left( \frac{n-1}{2} \right) N E_{n,j,s} - (-1)^{\frac{n-1}{2}} s E_{n,j,s}.
  \]
• $[E_{1,j,s}, \psi_{n,0}] = (-1)^{\frac{n-1}{2}j} \left( s + \frac{n-1}{2} \right) E_{n,j,s}$;

Since $\psi_{n,0} = \chi_{n-1,0} \psi_{1,0}$, we see

$$[E_{1,j,s}, \psi_{n,0}] = [E_{1,j,s}, \chi_{n-1,0}] \psi_{1,0} - \chi_{n-1,0}[\psi_{1,0}, E_{1,j,s}]$$

$$= -(-1)^{\frac{n-1}{2}j} \left( \frac{n-1}{2} \right) NF_{n-1,j,s} \psi_{1,0} + s \chi_{n-1,0} E_{1,j,s}$$

$$= (-1)^{\frac{n-1}{2}j} \left( \frac{n-1}{2} \right) NE_{n,j,s} + (-1)^{\frac{n-1}{2}j} s E_{n,j,s}.$$

• $[E_{1,j,s}, E_{n,i,r}] = \delta_{i,j} \left( r - s - \frac{n-1}{2} N \right) E_{n,j,s+r}$;

Since $E_{n,i,r} = F_{n-1,i,r} \varphi_{1,0}$, we see

$$[E_{1,j,s}, E_{n,i,r}] = [E_{1,j,s}, F_{n-1,i,r}] \varphi_{1,0} - F_{n-1,i,r} [\varphi_{1,0}, E_{1,j,s}]$$

$$= \delta_{i,j} \left( r - \frac{n-1}{2} N \right) F_{n-1,j,s+r} \varphi_{1,0} - s F_{n-1,i,r} E_{1,j,s}$$

$$= \delta_{i,j} \left( r - \frac{n-1}{2} N \right) E_{n,j,s+r} - \delta_{i,j} s E_{n,j,s+r} = \delta_{i,j} \left( r - s - \frac{n-1}{2} N \right) E_{n,j,s+r}.$$  

This proves the proposition. Q.E.D.

Proposition 8.2. Suppose $m \geq 3$ is odd. Let $i, j \in \mathbb{Z}/m\mathbb{Z}$, $1 \leq s, r \leq N - 1$ and let indices $\delta, \sigma, \tau$ be as in Sections [5.2.3] and [5.2.4]. We write $E_{n,j,r} := 0$ and $F_{n,j,r} := 0$ for $r \geq N$. Then,

$$[E_{1,j,s}, e_i] = 0,$$

$$[E_{1,j,s}, f_i] = \delta_{i,j} f_{s+1},$$

$$[E_{1,j,s}, \chi_{n,\delta}] = \left\{ \begin{array}{ll}
-\frac{n-1}{2} N F_{n,j,s} & \text{if } \delta = 0 \\
0 & \text{if } \delta \neq 0,
\end{array} \right.$$

$$[E_{1,j,s}, \pi_{n,\delta}] = 0,$$

$$[E_{1,j,s}, F_{n,i,r}] = \delta_{i,j} \left( r - \frac{n}{2} N \right) F_{n,j,s+r},$$

$$[E_{1,j,s}, \varphi_{n,\sigma}] = \left\{ \begin{array}{ll}
- \left( s + \frac{n-1}{2} N \right) E_{n,j,s} & \text{if } \sigma = 0 \\
0 & \text{if } \sigma \neq 0,
\end{array} \right.$$

$$[E_{1,j,s}, \psi_{n,\tau}] = \left\{ \begin{array}{ll}
\left( s + \frac{n-1}{2} N \right) E_{n,j,s} & \text{if } \tau = 0 \\
0 & \text{if } \tau \neq 0,
\end{array} \right.$$

$$[E_{1,j,s}, E_{n,i,r}] = \delta_{i,j} \left( r - s - \frac{n-1}{2} N \right) E_{n,j,s+r}.$$  

Proof. The brackets of $E_{1,j,s}$ with $\chi_{n,\delta}, \pi_{n,\delta}, \pi_{n,0}, \varphi_{n,\sigma}, \psi_{n,\tau}$ for $\delta, \sigma, \tau \neq 0$ can be computed using Method [7.1]. The remaining brackets in the proposition follow by referring to the cup products in Method [7.1]. Again, for $\alpha \in \text{HH}^n(A)$, the Poisson identity tells us that

$$[E_{1,j,s}, \alpha] = [f_{j}^s \varphi_{1,0}, \alpha] = [f_{j}^s, \alpha] \varphi_{1,0} + f_{j}^s [\varphi_{1,0}, \alpha].$$

Moreover, note that $[f_{j}, \alpha] = 0$ for all $\alpha \in \text{HH}^n(A)$ with $n$ even. This follows because $[f_{j}, -]$ is zero on all generators of $\text{HH}^* (A)$ in even degree, and since

$$[\varphi_{1,0} \psi_{1,0}, f_{j}] = [\varphi_{1,0}, f_{j}] \psi_{1,0} - \varphi_{1,0} [\psi_{1,0}, f_{j}] = f_{j} \psi_{1,0} + f_{j} \varphi_{1,0} = 0.$$ 

The rest of the proof follows as in the proof of Proposition 8.1.
We summarize the brackets $[E_{1,j,s}, \HH^n(A)]$ in Table 3. As before, we refer the reader to Section 5.2 for explicit basis elements of $\HH^n(A)$ for $m$ even and $m$ odd, and we let $i \in \mathbb{Z}/m\mathbb{Z}$.

**Table 3. Brackets $[E_{1,j,s}, \HH^n(A)]$**

| $\HH^n$ | $[E_{1,j,s}, -]$, $m$ even | $[E_{1,j,s}, -]$, $m$ odd |
|---------|-----------------------------|-----------------------------|
| $n = 0$ | | |
| $\varepsilon_i$ | 0 | 0 |
| $f_i^r$ | for $1 \leq r \leq N - s$ \(\delta_{i,j}r f_i^{r+s}\) \(\delta_{i,j}r f_i^{r+s}\) |
| otherwise | 0 | 0 |
| $\chi_{n,\delta}$ | for $\delta = 0$ \(-(-1)^{\frac{n-1}{2}}NF_{n,j,s}\) \(-\frac{n}{2}NF_{n,j,s}\) |
| otherwise | 0 | 0 |
| $\pi_{n,\delta}$ | 0 | 0 |
| $F_{n,i,r}$ | for $1 \leq r \leq N - s - 1$ \(\delta_{i,j}(r - \frac{n}{2})NF_{n,j,r+s}\) \(\delta_{i,j}(r - \frac{n}{2})NF_{n,j,r+s}\) |
| otherwise | 0 | 0 |
| $\varphi_{n,\sigma}$ | | 0 |
| $\psi_{n,\tau}$ | | 0 |
| $\pi_{n,\delta}$ | | 0 |
| $\varphi_{n,\sigma}$ | for $\sigma = 0$ \(-(-1)^{\frac{n-1}{2}}(s + \frac{n-1}{2})E_{n,j,s}\) \(-s + \frac{n-1}{2}N)E_{n,j,s}\) |
| otherwise | 0 | 0 |
| $\psi_{n,\tau}$ | for $\tau = 0$ \((-1)^{\frac{n-1}{2}}(s + \frac{n-1}{2})E_{n,j,s}\) \((s + \frac{n-1}{2}N)E_{n,j,s}\) |
| otherwise | 0 | 0 |
| $E_{n,i,r}$ | for $1 \leq r \leq N - s - 1$ \(\delta_{i,j}(-s + r - \frac{n-1}{2})E_{n,j,r+s}\) \(\delta_{i,j}(-s + r - \frac{n-1}{2})E_{n,j,r+s}\) |
| otherwise | 0 | 0 |

9. **The Lie Algebra $\HH^1(A)$ and the Lie Modules $\HH^n(A)$**

In this section, we describe the Lie structure of the first Hochschild cohomology space $\HH^1(A)$ and the Lie module structure of $\HH^n(A)$ over $\HH^1(A)$.

9.1. **The Lie Structure of $\HH^1(A)$**. Recall that $\HH^1(A)$ has a $k$-basis given by

\[
\{ \varphi_{1,0}, \psi_{1,0}, E_{1,j,s} \mid j \in \mathbb{Z}/m\mathbb{Z}, 1 \leq s \leq N - 1 \}.
\]

We write

\[
C := \frac{1}{2}(\varphi_{1,0} + \psi_{1,0}) \quad \text{and} \quad E_0 := \frac{1}{2}(\varphi_{1,0} - \psi_{1,0}).
\]

The brackets among these elements of $\HH^1(A)$ are given by

\[
[C, E_0] = 0,
\]

\[
[C, E_{1,j,s}] = 0,
\]

\[
[E_0, E_{1,j,s}] = sE_{1,j,s}.
\]
\[ [E_{1,j,s}, E_{1,r,t}] = \begin{cases} \delta_{i,j} (r - s) E_{1,j,s+r} & \text{if } s + r \leq N - 1, \\ 0 & \text{otherwise.} \end{cases} \]

**Proposition 9.1.1.** The center of the Lie algebra \( HH^1(A) \) is given by the \( k\)-span of \( C \). In particular, the center is one-dimensional.

**Proof.** Direct computations of the brackets \([C, -]\) on a basis of \( HH^1(A) \) imply that \( C \) belongs to the center. In order to prove that \( C \) generates the center as a vector space, we consider an element in the center and write it as a linear combination of \( C \), \( E_0 \) and the \( E_{1,j,s} \)'s. Computing the bracket with \( E_0 \), we see that the coefficient of each \( E_{1,j,s} \) must be zero. Computing the brackets with each \( E_{1,j,s} \), we see that the coefficient of \( E_0 \) must also be zero. \( \square \)

**Remark 9.1.2.** From the bracket computations, we see that \( HH^1(A) \) is a solvable Lie algebra, since its derived series stops after at most \( \lceil N/2 \rceil \) steps.

We note that \( HH^1(A) \) has a Lie subalgebra with \( k\)-basis \( \{ E_0, E_{1,j,s} | 1 \leq s \leq N - 1 \} \) for each fixed \( j \in \mathbb{Z}/m\mathbb{Z} \). We will show that each of these Lie subalgebras is isomorphic to a subquotient of the Virasoro algebra.

**Definition 9.1.3.** Recall that the **Virasoro algebra** \( \text{Vir} \) is the unique central extension of the Witt algebra, with generators \( L_s \) and \( c \), where \( c \) is central and \( s \in \mathbb{Z} \), and brackets given by

\[ [L_s, L_r] = (r - s)L_{s+r} + \delta_{s+r,0} \frac{s^3 - s}{12}c. \]

Denote the Lie subalgebra generated by all \( L_s \) for \( s \geq 0 \) by \( \text{Vir}_+ \). For \( q \geq 0 \), let \( \text{Vir}_{>q} \) be the Lie ideal of \( \text{Vir}_+ \) generated by all \( L_s \) with \( s > q \), and write \( a_q \) for the subquotient \( a_q := \text{Vir}_+/\text{Vir}_{>q} \). We denote the residue classes in \( a_q \) of the generators of \( \text{Vir} \) again by \( L_s \).

This subquotient \( a_q \) of the Virasoro algebra was studied in [16, 19]. It inherits a grading from the standard \( \mathbb{Z} \)-grading of the Virasoro algebra, in which \( L_s \) has degree equal to \( s \in \mathbb{Z} \) and \( c \) has degree 0. In order to avoid confusion with the cohomological degree, we refer to this grading as the Virasoro grading.

**Remark 9.1.4.** A classification of the irreducible modules over \( a_1 \) was given in [3, 18], and a classification of the irreducible modules over \( a_2 \) was obtained in [19]. For \( a_r \) with \( r \geq 3 \), the classification problem is open. We note that the Lie algebras of dimensions 2 and 3 are completely classified up to isomorphism, see for example [1]. In this classification, \( a_1 \) is the unique – up to isomorphism – non-abelian Lie algebra of dimension 2, denoted by \( \mathfrak{aff}(2) \). In dimension 3, six types of algebras appear, one of which is an infinite family \( \tau_\alpha \) depending on a complex nonzero parameter \( \alpha \), and \( a_3 \) is isomorphic to the Lie algebra \( \tau_2 \), see [1].

By mapping \( L_0 \) to \( E_0 \) and \( L_s \) to \( E_{1,j,s} \) for \( 1 \leq s \leq N - 1 \), we obtain an isomorphism between the subquotient \( a_{N-1} \) of the Virasoro algebra and a Lie subalgebra of \( HH^1(A) \):

**Proposition 9.1.5.** For each \( j \in \mathbb{Z}/m\mathbb{Z} \), there is an isomorphism of Lie algebras

\[ a_{N-1} \cong \langle E_0, E_{1,j,s} | 1 \leq s \leq N - 1 \rangle. \]

Here and in what follows we use the notation \( \langle \ldots \rangle \) to denote the \( k\)-linear span of the given elements. We conclude that \( HH^1(A) \) contains \( m \) copies of the Lie algebra \( a_{N-1} \), which share Virasoro degree 0 and commute otherwise. We have the following result:
Theorem 9.1.6. Let \( N \geq 1 \) and \( m \geq 3 \). There is an embedding of Lie algebras

\[
HH^1(A) \hookrightarrow \langle c \rangle \oplus \bigoplus_{j=0}^{m-1} a_{N-1}(j)
\]

\[
E_{1,j,s} \hookrightarrow L_s(j)
\]

\[
E_0 \hookrightarrow \sum_{j=0}^{m-1} L_0(j)
\]

\[
C \hookrightarrow c,
\]

where \( L_0(j), L_s(j) \) are in \( a_{N-1}(j) = a_{N-1} \) for all \( j \in \mathbb{Z}/m\mathbb{Z} \), and \( c \) is a central element. More precisely, \( HH^1(A) \) is the pullback of the following diagram of Lie algebras:

\[
\begin{cases}
\langle c \rangle \oplus a_{N-1}(j) \rightarrow \langle c, L_0 \rangle_{0 \leq j \leq m-1},
\end{cases}
\]

where \( \langle c, L_0 \rangle \) is a commutative Lie algebra.

9.2. Decomposition of \( HH^n(A) \) as an \( HH^1(A) \)-module when \( n \geq 1 \). In Proposition 6.4 we showed that the elements \( C, E_0 \) in \( HH^1(A) \) act diagonally on a \( \mathbb{K} \)-basis of \( HH^n(A) \), see Table 1 and Table 2. The action of \( E_{1,j,s} \) on this basis is given in Table 3. We thus obtain the following decomposition of \( HH^n(A) \) into indecomposable summands as a module over \( HH^1(A) \).

Theorem 9.2.1. Let \( m \geq 3 \) be even and \( n \geq 1 \). Write \( n = pm + t \) with \( p \geq 0 \) and \( 0 \leq t \leq m-1 \) as before. We can decompose \( HH^n(A) \) into indecomposable summands over \( HH^1(A) \) as follows: If \( n \) is even,

\[
HH^n(A) = \bigoplus_{p \leq \alpha \leq p} \langle \chi_{n,\alpha} \rangle \oplus \bigoplus_{-p \leq \alpha \leq p} \langle \pi_{n,\alpha} \rangle \oplus \langle \chi_{n,0}, F_{n,j,s} \mid j, s \rangle,
\]

where \( j \in \mathbb{Z}/m\mathbb{Z} \) and \( 1 \leq s \leq N-1 \). If \( n \) is odd,

\[
HH^n(A) = \begin{cases}
\bigoplus_{-p \leq \beta \leq p} \langle \psi_{n,\beta} \rangle \oplus \bigoplus_{-p \leq \gamma \leq p} \langle \varphi_{n,\gamma} \rangle \oplus \langle \varphi_{n,0} + \psi_{n,0} \rangle \oplus \langle \varphi_{n,0}, E_{n,j,s} \mid j, s \rangle & \text{if } t \neq m-1, \\
\bigoplus_{-p \leq \beta \leq p+1} \langle \psi_{n,\beta} \rangle \oplus \bigoplus_{-p \leq \gamma \leq p} \langle \varphi_{n,\gamma} \rangle \oplus \langle \varphi_{n,0} + \psi_{n,0} \rangle \oplus \langle \varphi_{n,0}, E_{n,j,s} \mid j, s \rangle & \text{if } t = m-1,
\end{cases}
\]

where \( j \in \mathbb{Z}/m\mathbb{Z} \) and \( 1 \leq s \leq N-1 \).

When \( m \) is odd, Remark 5.2.3.1 and Remark 5.2.4.1 show \( \varphi_{n,0} \) and \( \psi_{n,0} \) exist if and only if \( n \equiv 1 \pmod{4} \), and \( \chi_{n,0} \) exists if and only if \( n \equiv 0 \pmod{4} \). We thus have to consider more cases in the description of \( HH^n(A) \) as an \( HH^1(A) \)-module, but the resulting decompositions are similar in nature to the case when \( m \) is even.

Theorem 9.2.2. Let \( m \geq 3 \) be odd and \( n \geq 1 \). Write \( n = pm + t \) with \( p \geq 0 \) and \( 0 \leq t \leq m-1 \) as before. We can decompose \( HH^n(A) \) into indecomposable summands over \( HH^1(A) \) as follows:
(1) If $n$ is even and $n \equiv 0 \pmod{4}$,

$$\text{HH}^n(A) = \left\{ \begin{array}{ll}
\bigoplus_{\delta \in \mathbb{Z}_2} \langle \chi_{n,\delta} \rangle \oplus \bigoplus_{\delta \in \mathbb{Z}_2} \langle \pi_{n,\delta} \rangle \oplus \langle \chi_{n,0}, F_{n,j,s} \mid j, s \rangle & \text{if } t \neq m - 1, \\
\bigoplus_{\delta \in \mathbb{Z}_2} \langle \chi_{n,\delta} \rangle \oplus \bigoplus_{\delta \in \mathbb{Z}_2} \langle \pi_{n,\delta} \rangle \oplus \langle \chi_{n,0}, F_{n,j,s} \mid j, s \rangle \oplus \langle \varphi_{n,-(p+1)} \rangle \oplus \langle \psi_{n,p+1} \rangle & \text{if } t = m - 1;
\end{array} \right.$$ 

(2) If $n$ is even and $n \not\equiv 0 \pmod{4}$,

$$\text{HH}^n(A) = \left\{ \begin{array}{ll}
\bigoplus_{\delta \in \mathbb{Z}_2} \langle \chi_{n,\delta} \rangle \oplus \bigoplus_{\delta \in \mathbb{Z}_2} \langle \pi_{n,\delta} \rangle \oplus \bigoplus_{j \in \mathbb{Z}/m\mathbb{Z}} \{F_{n,j,s} \mid s\} & \text{if } t \neq m - 1, \\
\bigoplus_{\delta \in \mathbb{Z}_2} \langle \chi_{n,\delta} \rangle \oplus \bigoplus_{\delta \in \mathbb{Z}_2} \langle \pi_{n,\delta} \rangle \oplus \bigoplus_{j \in \mathbb{Z}/m\mathbb{Z}} \{F_{n,j,s} \mid s\} \oplus \langle \varphi_{n,-(p+1)} \rangle \oplus \langle \psi_{n,p+1} \rangle & \text{if } t = m - 1;
\end{array} \right.$$ 

(3) If $n$ is odd and $n \equiv 1 \pmod{4}$,

$$\text{HH}^n(A) = \left\{ \begin{array}{ll}
\bigoplus_{\tau \in \mathbb{Z}_2} \langle \psi_{n,\tau} \rangle \oplus \bigoplus_{\sigma \in \mathbb{Z}_2} \langle \varphi_{n,\sigma} \rangle \oplus \langle \varphi_{n,0} + \psi_{n,0} \rangle \oplus \langle \varphi_{n,0}, E_{n,j,s} \mid j, s \rangle & \text{if } t \neq 0, \\
\bigoplus_{\tau \in \mathbb{Z}_2} \langle \psi_{n,\tau} \rangle \oplus \bigoplus_{\sigma \in \mathbb{Z}_2} \langle \varphi_{n,\sigma} \rangle \oplus \langle \varphi_{n,0} + \psi_{n,0} \rangle \oplus \langle \varphi_{n,0}, E_{n,j,s} \mid j, s \rangle \oplus \langle \pi_{n,\delta} \rangle & \text{if } t = 0;
\end{array} \right.$$ 

(4) If $n$ is odd and $n \not\equiv 1 \pmod{4}$,

$$\text{HH}^n(A) = \left\{ \begin{array}{ll}
\bigoplus_{\tau \in \mathbb{Z}_2} \langle \psi_{n,\tau} \rangle \oplus \bigoplus_{\sigma \in \mathbb{Z}_2} \langle \varphi_{n,\sigma} \rangle \oplus \bigoplus_{j \in \mathbb{Z}/m\mathbb{Z}} \langle E_{n,j,s} \mid s \rangle & \text{if } t \neq 0, \\
\bigoplus_{\tau \in \mathbb{Z}_2} \langle \psi_{n,\tau} \rangle \oplus \bigoplus_{\sigma \in \mathbb{Z}_2} \langle \varphi_{n,\sigma} \rangle \oplus \bigoplus_{j \in \mathbb{Z}/m\mathbb{Z}} \langle E_{n,j,s} \mid s \rangle \oplus \langle \pi_{n,\delta} \rangle & \text{if } t = 0,
\end{array} \right.$$ 

where $j \in \mathbb{Z}/m\mathbb{Z}$, $1 \leq s \leq N - 1$, and $I^m_\pi, I^m_\varphi, I^m_\psi$ are given by the respective basis index sets of $\text{HH}^p(A)$ as described in Section 5.2.3 and in Section 5.2.4.

Remark 9.2.3. In the above decompositions, almost all the one-dimensional summands are nontrivial simple modules. The only exception is $\langle \pi_{2,0} \rangle$, on which $\text{HH}^1(A)$ acts trivially for both $m$ even and $m$ odd cases.

Remark 9.2.4. Table 1 and Table 2 allow us to describe the central characters of the indecomposable summands of $\text{HH}^p(A)$ for both $m$ even and $m$ odd. Indeed, we see that the central element $C$ acts by $-\frac{nm}{2}$ on the indecomposable summands $\langle \chi_{n,\alpha} \rangle$, $\langle \pi_{n,\alpha} \rangle$, and $\langle \varphi_{n,\alpha} \rangle$ whenever $\alpha \neq 0$. Furthermore, $C$ acts trivially on the remaining indecomposable summands.

Remark 9.2.5. Let $m$ be even or $m$ odd and $n \equiv 1 \pmod{4}$. The $\text{HH}^1(A)$-module $\langle \varphi_{n,0}, E_{n,j,s} \mid j, s \rangle$ has dimension $(1 + m(N - 1))$ and is a weight module with respect to the action of $E_0$. It is generated as an $\text{HH}^1(A)$-module by $\varphi_{n,0}$, on which $E_0$ acts by $-\frac{(n-1)N}{2}$. For every...
$1 \leq s \leq N - 1$, the weight space of weight $s - \frac{(n-1)}{2} N$ is given by the $m$-dimensional subspace $\langle E_{n,j,s} \mid j \rangle$. Note that for every $j \in \mathbb{Z}/m\mathbb{Z}$, the action of $E_{1,j,1}$ increases the weight by one.

We note that any subspace of the form $\langle j \rangle$ where $1 \leq s_j \leq N - 1$ for every $j \in \mathbb{Z}/m\mathbb{Z}$, is an $H^1(A)$-submodule of $\langle \varphi_{n,0}, E_{n,j,s} \mid j, s \rangle$. Hence, the simple subquotients of $\langle \varphi_{n,0}, E_{n,j,s} \mid j, s \rangle$ are all one-dimensional. A similar description applies to the $H^1(A)$-module $\langle \chi_{n,0}, F_{n,j,s} \mid j, s \rangle$, which is generated by the element $\chi_{n,0}$.

### 9.3. Decomposition of $H^0(A)$ as an $H^1(A)$-module.

The $k$-module $H^0(A)$ is the same for $m$ even or $m$ odd. In both cases, it has a basis given by

$$\{1, \varepsilon_i, f_i^s \mid i \in \mathbb{Z}/m\mathbb{Z}, 1 \leq s \leq N - 1\}.$$ 

However, we treat the two cases separately as the decompositions as an $H^1(A)$-module are different. In Proposition 6.4, we showed that the elements $C, E_0$ in $H^1(A)$ act diagonally on $H^0(A)$ with respect to the above basis. The action of $E_{1,j,s}$ on this basis is given in Table 3. In particular, we know that for any $i, j \in \mathbb{Z}/m\mathbb{Z}$ and $1 \leq r, s \leq N - 1$,

$$[E_{1,j,r}, f_i^s] = \delta_{i,j} s f_i^{r+s},$$

which is zero if $r + s > N$. For $r + s = N$ we can rewrite $f_i^N = \varepsilon_i + \varepsilon_{i+1}$ in terms of the above basis by 22 Theorem 4.8.

**Theorem 9.3.1.** For $m \geq 3$ even, $H^0(A)$ has the following decomposition into indecomposable $H^1(A)$-modules:

$$H^0(A) = \langle 1 \rangle \oplus \langle \varepsilon_0 \rangle \oplus \langle f_i^s, \varepsilon_i + \varepsilon_{i+1} \mid i \in \mathbb{Z}/m\mathbb{Z}, 1 \leq s \leq N - 1 \rangle.$$ 

**Proof.** We first note that when $m$ is even,

$$0 = \sum_{j \in \mathbb{Z}/m\mathbb{Z}} (-1)^{[j]}(\varepsilon_j + \varepsilon_{j+1}),$$

where $[j] \in \{0, \ldots, m-1\}$ denotes the unique representative of $j \in \mathbb{Z}/m\mathbb{Z}$. Hence, the elements $\varepsilon_j + \varepsilon_{j+1}$ with $j \in \mathbb{Z}/m\mathbb{Z}$ are linearly dependent.

Next, we show that for any direct sum decomposition $V \oplus W = \langle f_i^s, \varepsilon_i + \varepsilon_{i+1} \mid i, s \rangle$, one of the submodules $V, W$ is zero. Note that $[E_{1,j,N-1}, -]$ maps $V \oplus W$ onto $\langle \varepsilon_j + \varepsilon_{j+1} \rangle$. Since

$$[E_{1,j,N-1}, V] \subset V \cap \langle \varepsilon_j + \varepsilon_{j+1} \rangle \quad \text{and} \quad [E_{1,j,N-1}, W] \subset W \cap \langle \varepsilon_j + \varepsilon_{j+1} \rangle,$$

$\varepsilon_j + \varepsilon_{j+1}$ is contained in $V$ or $W$. Since the set $\langle \varepsilon_j + \varepsilon_{j+1} \mid j \in \mathbb{Z}/m\mathbb{Z} \rangle$ is linearly dependent, all $\varepsilon_j + \varepsilon_{j+1}$ have to be contained in the same summand, say in $V$. Hence the socles

$$\text{soc}(V) = \text{soc}(\langle f_i^s, \varepsilon_i + \varepsilon_{i+1} \mid i \in \mathbb{Z}/m\mathbb{Z}, 1 \leq s \leq N - 1 \rangle) = \langle \varepsilon_j + \varepsilon_{j+1} \mid j \in \mathbb{Z}/m\mathbb{Z} \rangle$$

agree, which implies that $\text{soc}(W) = 0$, thus $W = 0$.

Finally, we observe that none of the $\varepsilon_j$ is contained in $\langle 1 \rangle \oplus \langle f_i^s, \varepsilon_i + \varepsilon_{i+1} \mid i, s \rangle$. By adding the simple module $\langle \varepsilon_j \rangle$ for some $j$, say $j = 0$, we obtain the decomposition above.

**Theorem 9.3.2.** For $m \geq 3$ odd, $H^0(A)$ has the following decomposition into indecomposable $H^1(A)$-modules:

$$H^0(A) = \langle 1 \rangle \oplus \bigoplus_{i \in \mathbb{Z}/m\mathbb{Z}} \langle f_i^s, \varepsilon_i + \varepsilon_{i+1} \mid 1 \leq s \leq N - 1 \rangle.$$
Proof. Indeed, we see that

$$\varepsilon_0 = \frac{1}{2} \sum_{j \in \mathbb{Z}/m\mathbb{Z}} (-1)^{[j]} (\varepsilon_j + \varepsilon_{j+1})$$

is contained in the sum $$\sum_{i \in \mathbb{Z}/m\mathbb{Z}} \langle f_i^s, \varepsilon_i + \varepsilon_{i+1} | 1 \leq s \leq N-1 \rangle$$. We conclude that this sum contains $$\varepsilon_i$$ for every $$i$$, hence $$\mathbb{H}_0^0(A)$$ equals the sum of the submodules on the right hand side in the theorem. For dimension reasons, this sum is direct. Finally, it is clear that the summands are indecomposable. □
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