Multi-scale variability and predictability of Indian summer monsoon rainfall
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ABSTRACT. This paper reviews research done by the authors and their collaborators at IRI and beyond over the past decade on predictability and prediction of Indian summer monsoon rainfall (ISMR) on seasonal and sub-seasonal timescales. Empirical analyses of the daily ISMR characteristics at local scales pertinent to agriculture, based on IMD gridded data, reveal that the number of rainy days in the season is more predictable than the seasonal rainfall total; furthermore, this “weather-within-climate” predictability undergoes an important seasonal modulation and is highest in the early and late phases of the monsoon and lowest in the July–August core monsoon period. New research in calibrated multi-model seasonal forecasting of ISMR is presented based on the North American Multi-Model Ensemble and gridded IMD data, using the 2018 forecasts as a case study; these forecasts were issued in real-time in tercile-category probability format and were updated for the remainder of the 2018 monsoon season at the beginning of each calendar month from June to September. Sub-seasonal multimodel probabilistic predictions of ISMR in the weeks 2-3 range (8-21 day lead times) are constructed and analyzed, using the onset of the 2018 monsoon as an example; the hindcast skill of these week 2-3 gridded ISMR forecasts is shown to be substantial in the early and late stages of the monsoon season, consistent with the empirical findings from IMD data. Lastly, a hidden Markov model (HMM) of daily rainfall variability at a network of stations over monsoonal India is used to interpret the organized variation of rainfall across the multiple temporal scales that characterize ISMR.
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1. Introduction

Meteorologists and climatologists have striven to the predict Indian summer monsoon rainfall (ISMR) for more than a century (Blanford, 1884; Walker, 1910), motivated originally by the disastrous famines of the late 19th century. More than a century later, its prediction still presents a formidable challenge and it has become
recognized that the problem is made complex by the many time and space scales on which monsoon rainfall varies (Gadgil, 2003). These range from the sub-daily scales of individual thunderstorms and mesoscale convective complexes (<100 km) to monsoon depressions with time scales of days (100-1000 km) to intraseasonal active and break phases of the monsoon simultaneously impacting much of the subcontinent. On time scales of a season and longer, sea surface temperature (SST) anomalies over the Pacific and Indian Oceans and the El Nino-Southern Oscillation (ENSO) in particular play important roles, but interannual predictability remains modest and the presence of decadal-scale variations has hindered its quantification (Kumar et al., 1999).

Forecasts between medium-range weather and seasonal climate are receiving increasing interest due to a better understanding of climate phenomena on sub-seasonal to seasonal (S2S) time-scales (from 2 weeks to a season ahead), modeling advances and their potential relevance to important societal decision-making lead times (Robertson and Vitart, 2019). The importance of the boreal summer intraseasonal oscillation (BSISO) (Lee et al., 2013) in causing active and break phases of the monsoon over the Indian sub-continent, together with recent increases in the skill of S2S forecast models in predicting the Madden-Julian Oscillation (Vitart, 2017), which is closely related to BSISO, has created optimism for ISMR forecast potential up to several weeks ahead. The sub-seasonal forecast time range is commonly referred to in India as the extended-range, up to 30 days ahead (Sahai et al., 2019).

From the end-user perspective, it is often the daily statistics of local rainfall that matter more than the all-India seasonal total. Monsoon onset and withdrawal dates along with the active and break phases can be critical from the agricultural point of view; this requires analysis of daily rainfall data in the context of the highly pronounced seasonal cycle of the monsoon.

Motivated by these multi-scale use-oriented considerations, this paper reviews research done by the authors and their collaborators over the past decade on seasonal and sub-seasonal (including weather within climate) rainfall predictability and prediction over India. Section 2 discusses the interannual predictability of monsoon daily rainfall characteristics at station scale, as revealed empirically from observational analyses of the spatial coherence of sub-seasonal to seasonal ISMR anomalies. In Section 3, we then consider seasonal forecast skill of summer monsoon precipitation derived from modern day ensemble prediction systems and document its real-time performance during the 2018 monsoon season. Section 4 presents sub-seasonal precipitation prediction in the weeks 2-3 range (8-21 day lead times) and the modulation of skill across the season, including the 2018 monsoon onset. Section 5 then summarizes results from stochastic models of rainfall variability at station scale, providing a bridge between the local daily scales of rainfall and the slower potentially more predictable sub-seasonal to seasonal and longer variation. A summary and conclusions are presented in Section 6.
2. Empirical analyses of ISMR characteristics at local scales

Seasonal average rainfall anomalies can vary greatly from location to location, as illustrated in Fig. 1(a), which shows the year-to-year variability (1900-1970) of the June-September rainfall averages for a set of 28 stations in Gujarat and Rajasthan. There is considerable spread between the stations, even though the anomalies have been standardized in the figure by subtracting the station average from each station and dividing by its standard deviation. Nonetheless, a spatially-coherent interannual “signal” emerges in Fig. 1(a), defined by the spatial average of standardized anomalies, i.e., the standardized anomaly index (SAI) (Moron et al., 2006, 2007). The spatially-coherent interannual signal is more marked in some years than in others and thus might be expected to be related to the climate-drivers of monsoon variations; indeed, the SAI in Fig. 1(a) is significantly correlated with ENSO.

The interannual variance of the SAI (var[SAI]) provides an empirical measure of the spatial coherence of the seasonal anomalies between stations; var[SAI] ranges between near-zero for station-independent variations to near 1 for identical ones and is closely related to the number of spatial degrees of freedom (DoF). The DoF generally ranges between 1 for perfectly co-varying station variations to the number of stations in the network for independent variations (Moron et al., 2006; 2007).

The seasonal total of rainfall (S) at a location can be factored into the product of number of days with rain (frequency of occurrence of rainy days, O) and the average amount of rainfall falling on rainy days (mean intensity, I) across the season. Figs. 1(b&c) shows similar station time series for O and I. The spatial coherence of seasonal anomalies of O between stations is visibly larger than for S, while it is very much smaller for I. The number of spatial degrees of freedom of O, S and I equal respectively 2.7, 5.3 and 14.1 (noting that the DoF of 28 time series of white noise over 71 yearly samples is ~ 20 (instead of 28) due to the finite length of the time series). Thus, the spatial coherence between stations is clearly intermediate for S, while it is highest for O.

Fig. 1. Season to season variability (1900-1970) of average June to September rainfall for a set of 28 stations in Gujarat and Rajasthan illustrating the spatial and temporal spread of rainfall anomalies.

1Note that I should not be strictly identified with instantaneous rain rate since the wet events last usually far less than a day. In consequence I depends on the instantaneous rain rate as well as on the duration of the wet events during the day. Nevertheless, the interannual variations of I may mostly reflect those of instantaneous rain rate, which will be strongly impacted by the extreme rainfall, assuming the mean duration of wet events does not vary too much across the years. Wet days are often defined with a threshold of 1 mm to exclude inconsequential daily amounts.

Fig. 2(a-c). Predictability of Jun-Sep seasonal rainfall characteristics. Anomaly correlation skill of (a) seasonal total rainfall, (b) daily rainfall frequency and (c) mean daily intensity, as a function of simultaneous Indo-Pacific SSTs. Rainy days are defined as days with >1 mm rainfall. Only grid points that are statistically significant at the 99% confidence level are plotted

The differing spatial coherence characteristics of S, O and I reflect differences in their potential seasonal
Figs. 3(a-i). Correlations between time-averaged Monsoon Circulation Index (MCI) given by the first principal component of an EOF of unfiltered daily winds at 850 hPa, precipitable water and vertical velocity at 500 hPa from NCEP Reanalyses (from May 16, 1948 to October 31, 2014) and gridded rainfall amount, frequency and mean intensity (rows). The correlations are calculated separately for the whole May 16-October 31 season and its 3 sub-seasonal stages (columns): early (May 16-June 30), core (July 1-August 31) and late (September 1-October 31). The values in the upper right corner of each panel show the correlation value between MCI and the SAI of the Monsoonal India (MI)-averaged rainfall characteristic (corr. SAI) and the fraction of MI area with significant cor-relations at \( p = 0.01 \) according to a random-phase test \( (S < 0.01) \). Insignificant correlations at \( p = 0.01 \) are masked out as light gray. Reproduced from Moron et al. (2017)

predictability across monsoonal India, assuming that spatially-coherent variations (maximum for O) are a prerequisite for climate predictability while incoherent variations (as for I) imply negligible potential predictability. This is demonstrated in Figs. 2(a-c) which show the anomaly correlation skill of “forecasts” constructed by regressing fields of June to September contemporaneous Indo-Pacific sea surface temperatures (SST) against gridded fields of 0.25° rainfall across India.

In Figs. 2(a-c) a cross-validated canonical correlation analysis (CCA) approach is used to “predict” the chosen Jun-Sep daily rainfall statistic based on tropical Indo-Pacific SSTs averaged over the same season. This method is used to quantify the extent to which seasonal anomalies of Indian summer monsoon rainfall can be inferred from contemporaneous seasonal anomalies of SST and provides an upper bound on the SST-related potential predictability. The CCA regularizes the high-dimensional regression problem between a spatial field of predictors (here SST fields) and predictands (here the seasonal rainfall statistic) by reducing the spatial dimensionality via principal component (PC) analysis and thus minimizes problems of over-fitting and multi-collinearity (Tippett et al., 2003). Here we truncated the PC expansions of the SST and rainfall-statistic fields so as to retain 90% of the
variance of each. The SSTs were limited to the [40° E-70° W, 30° S-30° N] domain and all 4964 of the 0.25° rainfall grids over India were selected. The skill of the rainfall-SST regression relationship of S, O and I clearly reflects the differences in the spatial coherence of the seasonal anomalies between the three quantities: the seasonal predictability of O is highest, while that of I is near-zero. The rather low predictability of the seasonal rainfall total can thus partly be explained as a result of the “contamination” of the signal (reflected in O) by unpredictable small-scale noise in the intensity component. The impact of extreme daily rainfall amounts on seasonal forecast skill has been discussed by Stephenson et al. (1999).

An additional analysis of rainfall potential predictability at near-local scales is shown in Figs. 3(a-1), which shows how the relationship between the leading regional-scale empirical atmospheric mode of variation and near-local scale rainfall evolves in time between the early, core and late stages of the SW monsoon season, defined here as early (May 16-June 30), core (July 1-August 31) and late (September 1-October 31). The strength of the relationship weakens considerably during the core phase of the monsoon. This is true for both S and O while the cross-scale relationship is very weak in all monsoon stages for I. As discussed in Moron et al. (2017), the drop in spatial coherence during the core phase may be related to increases in the number and intensity of wet “patches” of daily rainfall while their mean spatial extent remains similar throughout the monsoon season. The core stage, with large values of precipitable water, is characterized by very variable daily rainfall amounts across grid points, as a consequence of the near exponential distribution of daily rainfall.

To summarize these empirical findings from historical daily rainfall data, the potential S2S predictability of station-scale rainfall is larger for daily rainfall frequency than for monthly or seasonal rainfall total. In addition, this potential predictability is not constant through the monsoon season, but is larger in the early and late parts of the season. In the next two sections we present results from multi-model dynamical ensemble prediction systems, first for seasonal forecasts and then for sub-seasonal ones.

3. Seasonal forecasts from the North American Multi-Model Ensemble (NMME)

3.1. Methodology

General circulation models (GCMs) represent the physical processes within the atmosphere and have been used increasingly to predict ISMR in recent decades. Several recent studies have analyzed GCM performance in terms of ISMR, revealing large biases (systematic and random) in simulating the inter-annual variability of ISMR (Acharya et al., 2011; 2014b). Acharya et al. (2013a) compared different bias correction methods on GCM outputs and concluded that two methods, quantile-quantile mapping and standardized-reconstruction techniques, performed best among them. With the availability of climate predictions produced by multiple GCMs, multimodel ensemble (MME) forecasting has drawn attention recently to predict ISMR. Several approaches have been attempted to combine multiple GCM forecasts into a single MME forecast of ISMR with higher skills than the individual models. These include the simple ensemble mean, singular value decomposition (SVD)-based multiple linear regression (Kar et al., 2012), supervised principal component regression (SPCR) (Nair et al., 2013) and CCA (Singh et al., 2013).

Most of the techniques mentioned in the previous paragraph generate a deterministic forecast without an explicit measure of its inherent uncertainty. However, beyond the weather scale especially, a single deterministic rainfall forecast is not sufficient. The user community should be given probabilistic forecasts that quantify the uncertainty within the prediction. Fewer studies have described probabilistic prediction of ISMR at monthly and seasonal scale (Kulkarni et al., 2012; Acharya et al., 2013a; 2014b). These studies use a non-parametric or parametric approach with respect to the occurrence of three categories of seasonal total rainfall below, near and above normal as defined by the climatological base
The non-parametric method (Acharya et al., 2013a) commonly uses the “counting method” to estimate the forecast probabilities, i.e., the percentage of GCM ensemble members falling into each tercile category gives the forecast probability, whereas the parametric method (Kulkarni et al., 2012; Acharya et al., 2014a) converts a deterministic forecast from a GCM into probabilities by fitting a probability distribution function (PDF): the mean and variance of the distribution is determined from GCM outputs (Tippett et al., 2007). Acharya et al. (2013b) describe and compare a number of different schemes for making a non-parametric probabilistic MME to predict ISMR. The imprecision of the counting method is a drawback when the ensemble size is small. In addition, the ensemble spread is typically underestimated resulting in over-confident forecast probabilities (Becker and van den Dool, 2015). Most studies adopting the parametric method to make probabilistic predictions of ISMR (Kar et al., 2012; Kulkarni et al., 2012; Acharya et al., 2014a), convert the deterministic prediction into probabilities assuming a Gaussian PDF. The variance of the distribution can be estimated using either the ensemble spread (variance within the MME), error residuals (error between the MME mean and corresponding observation), or the correlation method (based on anomaly correlation between the MME mean and corresponding observation) (Kulkarni et al., 2012).

Since neither observations of seasonal ISMR nor the models forecasts follow a Gaussian distribution, logistic regression (LR) is an alternative approach (Hamill et al., 2004). LR is a nonlinear regression method where
probability itself can be considered as the predictand rather than a measurable physical quantity. Extension of LR by including the predictand threshold in the regression equation as an additional predictor (Wilks, 2009), namely Extended Logistic Regression (ELR), allows the derivation of full predictive distributions and avoids the problem of potentially inconsistent forecast probabilities for different quantiles. In this study, an ELR-based calibration method is implemented in models from the North American Multi-Model Ensemble (NMME) project (Kirtman et al., 2014) with gridded rainfall data from IMD. Though the ELR method has been successfully applied in the past to ensemble weather and sub-seasonal forecast, this is the first time to our knowledge that it has been used to produce seasonal probabilistic forecast of ISMR. The ELR method also allows generating the forecast in more flexible format in addition to commonly used tercile probability forecast. The flexible format enables users to extract information for those parts of the forecast distribution of greatest interest to them, especially the probability of extremely dry/wet conditions.

The lead-0 (using initial conditions of June for forecasting the mean rainfall of June-September) hindcast runs (spanning 1982-2010) from nine NMME models were used; their basic characteristics and references are discussed in Barnston and Tippett (2017). These NMME monthly real-time forecast and hindcast datasets are available on a common 1° grid at http://iridl.ldeo.columbia.edu/SOURCES/.Models/.NMME. The 1° gridded daily rainfall dataset from IMD is used as observational reference. Rajeevan et al. (2006) describe the detailed procedure to generate such gridded products from rain gauge stations.

The ELR based calibration method is implemented in the following way to obtain the probabilities of the occurrence of tercile categories, viz., below, near and above normal of seasonal mean ISMR. The ELR was fitted to each NMME model’s predicted precipitation dataset together with the observed as:

\[
\ln \frac{p}{1-p} = f(x) + g(q)
\]

(1)

with \( f(x) = b_0 + b_1 x_{ren} \) and \( g(q) = b_2 q \)

Here, \( p \) is the cumulative probability of not exceeding the quantile \( q \), \( b \) are regression coefficients and \( x_{ren} \) is the mean of all ensemble members for an individual model.

These resultant tercile probabilities from each of individual GCM are then averaged together with equal weight to obtain the final multi-model ensemble (MME) forecast. The above-developed prediction scheme is applied in a leave-one-out cross-validation manner. Since the dataset contains only 29 years data (1982-2010), one year is omitted and the model is developed for the rest of the 28 years and the predictand variable is estimated for the omitted year. In this way, the cross-validated series for the predictand variable is generated and then validated against the observed rainfall data using skill scores mention in next section.

3.2. Skill assessment and 2018 monsoon seasonal forecasts

The skill of the ELR-based NMME prediction is evaluated against observations using the ranked probability skill score (RPSS) (Weigel et al., 2007), a proper score, used to quantify to which extent the probabilistic predictions are improved upon the climatological forecast of equal probabilities for each tercile category (i.e., 1/3 for each tercile category). A positive (negative) value of RPSS indicates that the prediction system is better (worse) than the climatological guess, while zero implies no improvement over the climatological forecast. The average RPSS over the 29 years of the calibrated forecast is shown in Fig. 4. Substantial positive RPSS values are achieved south of 20° N over central peninsula India and over the northern Indo-Gangetic plain near 30° N. However, skill is generally low across the core monsoon zone.

For the monsoon 2018, this newly developed prediction system has been tested experimentally. The forecast was provided to IMD at the beginning of the season (early June) for the June-September, with monthly updates issued at the beginning of each month for the remainder of the season (i.e., July-September, August-September and September). These probability forecasts are shown in Figs. 5(a-d). Each map shows the forecast probability of the tercile-category that is dominant in the forecast, on a 1° grid; yellow-brown areas show a tilt of the odds toward the below-normal category, with above-normal forecasts in greens-blues. The forecasts in Figs. 5(a-d) indicate increased odds of below-normal rainfall in the western parts of India and for above-normal over the Gangetic plain to the east and Deccan plateau to its south. The monthly forecast updates (panels b-d) are quite similar in this overall pattern to the June forecast for the season as a whole, although the dry probabilities in the west are enhanced in the updates.

How successful were these forecasts for 2018? The tercile category of the observed rainfall at each grid point for the respective forecast periods are shown in Figs. 6(a-d). These verification maps were computed.
Figs. 6(a-d). Observed 2018 precipitation categories for (a) June-September, (b) July-September, (c) August-September and (d) September

using NCEP CPC unified gridded data on the same 1° grid as for the forecasts, with the category thresholds calculated based on historical data for the 1982-2010 period. As with the updated forecasts in Figs. 5(a-d), the verification maps are quite similar to one another. They exhibit broad similarities with the forecasts which captured the below-normal rainfall conditions in western parts of the peninsula and above-normal rainfall over the Deccan plateau and northern states. On the other hand the dry conditions over Bihar were not well captured.

To summarize, probabilistic seasonal forecasts of monsoon rainfall at 1° gridded scale based on the NMME set of models and calibrated with extended logistic regression show promise for some regions of India as evidenced here by hindcast skill estimates, as well as by their performance during 2018.

4. **Subseasonal forecasts from S2S models**

Despite some encouraging indications from earlier studies (Vitart and Molteni, 2009), the sub-seasonal forecast skill in gridded precipitation over India during the summer monsoon season as a whole was found by Li and Robertson (2015) to be relatively low beyond a week ahead. Nonetheless, recent advances reported by Sahai et al. (2019) indicate considerable skill in the latest IMD extended range ensemble prediction system.

We have examined whether sub-seasonal probabilistic forecast skill can be enhanced through effective calibration and multi-model ensemble techniques over North America (Vigaud et al., 2017a), boreal summer monsoon regions (Vigaud et al., 2017b) and the
Figs. 7(a-d). Ranked Probability Skill Score (RPSS) for weeks 2-3 hindcasts starting in June, July, August and September

East Africa-West Asia sector (Vigaud et al., 2018), as has been previously demonstrated for seasonal (Robertson et al., 2004b) and medium range (Hamill, 2012) forecasts. Extended logistic regression (ELR, as described in Section 3) was used to obtain the forecast directly as a probability of exceeding/non-exceeding a chosen quantile, as a function of the GCM’s ensemble mean forecast separately for each model, grid point, start and lead. As shown in Vigaud et al. (2017a), when applied to the 0.33 and 0.67 quantiles to produce weekly precipitation tercile probabilities, this approach has the advantage of producing logically consistent sets of forecasts, in the sense that cumulative probabilities for smaller predictand thresholds do not exceed those for larger thresholds (Wilks, 2009).

4.1. Skill assessment

Figs. 7(a-d) shows the ELR-calibrated skill for sub-seasonal hindcasts, obtained from a 3-model multi-model ensemble of the ECMWF, NCEP CFSv2 and CMA models from the S2S Database (Vitart et al., 2017), using the methodology described in Vigaud et al. (2017a). The skill is expressed using RPSS, at a forecast lead time of 2-3 weeks ahead (bi-weekly target periods from [d+8, d+21] for a forecast issued on day d); the different panels show the skill separately for forecast weekly starts in each calendar month of the June-September season. Generally over India, there is substantial and widespread positive RPSS skill for forecast starts in June and September, covering most of India, but with a pronounced decrease in
July and August. This seasonal modulation of the sub-seasonal skill with a drop in July-August is consistent with the drop in the spatial coherence and thus potential predictability of precipitation anomalies during the core phase of the monsoon in July-August, as calculated empirically from data in Figs. 3(a-l).

Higher RPSS values on land during June and September suggest potentially higher skill during the onset and cessation of the monsoon rather than during the core season (Vigaud et al. 2017b, Moron et al., 2017). At this stage however, skill and predictability of onset date are yet to be explicitly examined. We can hypothesize that a weak-to-moderate signal associated with emerging El Niño conditions (i.e., delayed local-scale onset, mostly across central India is expected with warm ENSO and anomalously warm Indian ocean (Moron and Robertson, 2013) may combine with the MJO/BSISO signal, making the onset partly predictable in years when these two signals are pronounced.

4.2. Sub-seasonal forecast for May 31-June 13, 2018, initialized on May 24

Figs. 8(a&b) shows the forecast for the May 31-June 13 fortnight period, derived from the 3-model S2S MME forecast initialized on Thursday May 24, 2018 (i.e., weeks 2-3 lead). The map shows the forecast probability of the tercile-category that is dominant in the forecast, on a 1.5° grid [similar in format to Figs. 5(a-d)]. The forecast indicates an enhanced probability of above-normal precipitation of 50-60% (compared to 33%) over much of the Indian peninsula, with 60-80% probabilities over the Bay of Bengal and over the western Arabian Sea. These enhanced probabilities coincide with the onset phase of the monsoon over the Indian peninsula, as is indicated in IMD’s assessment (Fig. 9). In regards to predictability sources for this event, Figs. 10(a&b) shows the observed evolution of the MJO, which in boreal summer is closely related to the BSISO, during 24 May - 7 July in the plane of the RMM indices (Wheeler & Hendon, 2004), along with that of the ECMWF model ensemble mean initialized on Thursday May 24. The strong MJO activity observed from phase 3 at forecast start to phase 6 prior to the week 2-3 forecast target period is well captured by the ECMWF model. This MJO evolution is consistent with the observed northward progression of monsoon onset. Vigaud et al. (2017b) found that MJO phase 3 at the forecast start, when convection is increased over the west Indian Ocean, was associated with substantial skill at week 3-4 leads. This together with the drop in MJO strength in phase 6 during the target period, when convection is enhanced over the western Pacific but reduced over Indian monsoon regions, could explain the skill in forecasting the timing of rain onset shown in Figs. 8(a&b).

To summarize this section, the skill of a sub-seasonal forecast MME constructed from three S2S models shows substantial skill across much of India in the early and late phases of monsoon evolution, consistent with the empirical estimates of predictability derived in Section 2. In particular, the onset phase of the monsoon in 2018 is well captured by the MME forecast, which appears attributable, at least in part, to the successful forecast of the MJO propagation (and implied northward progression of BSISO over India) by the ECMWF model.
Fig. 9. Monsoon onset progression during 2018

Figs. 10(a&b). MJO Evolution May 24 – July 7, from (a) ECMWF ensemble-mean forecast initialized on May 24 and (b) Australian Bureau of Meteorology observed estimates
Figs. 11(a-h). HMM rainfall occurrence probabilities (top row) and mean daily intensities (bottom, in mm), for each of the 4 states, ordered from left to right. Values are computed conditional on a daily amount of at least 0.1 mm. The legend in the leftmost panel applies to all plots on that row.

Figs. 12(a-d). HMM meteorological anomaly composites for each state, with respect to the mean June-September mean (1951-1970). Shown are winds at 850 hPa (vectors, ms$^{-1}$) and 500 hPa vertical velocity (colors, Pas$^{-1}$), anomalous ascent regions are shaded green-blue.
5. Stochastic models of station rainfall variability

5.1. A Homogeneous Hidden Markov model for Indian summer monsoon rainfall

In this section we highlight the application of a stochastic model of daily rainfall as a tool to provide further insight into the S2S predictability of ISMR at the station scale and as a downscaling tool. The hidden Markov model (HMM) is a class of dynamic Bayesian networks, made popular in speech recognition but later applied to model daily rainfall due to its probabilistic nature and Markovian property (Hughes and Guttorp, 1994; Norris, 1997; Robertson et al., 2004a).

The HMM combines features of cluster and mixture models and adds a temporal dimension, which, in the present analysis, proceeds on a daily time step. The model groups together days having similar daily rainfall patterns across a network of stations and characterized as sets of daily rainfall distributions. The patterns, which are observed, are conceptualized as expressions of “hidden states”, which themselves cannot be directly observed, but whose characteristics must be inferred from the observed data. The states progress from day to day with a Markovian dependence, the temporal evolution of daily rainfall also constituting inferential “evidence” used to fit the model. The HMM thus comprises both the distributional patterns and a state transition matrix; rainfall, in effect, is modeled as a “mixture of clusters” unfolding in time in Markovian fashion.

In Greene et al. (2008) a four-state HMM is fit to a 70-year record of daily Indian summer monsoon rainfall over a network of 13 stations, the rainfall data obtained from the Global Historical Climate Network (Legates and Willmott, 1990). Figs. [11(a-h) & 12(a-d)] show, respectively, the state decomposition in terms of rainfall probabilities and intensities and atmospheric analyses, in the form of composited 850 hPa horizontal winds and 500 hPa vertical velocity, corresponding to these states. (Atmospheric data from the NCEP-NCAR reanalysis was utilized.) Clear patterns are evident, the most obvious contrast occurring between states 3 and 4, which capture overall wet and dry conditions, respectively [Figs. 11(e&f) and 12(c) for state 3 and Figs. 11(g&h) and 12(d) for state 4]. The “dry” state, characterized by anticyclonic circulation and subsidence over most of the Indian subcontinent, was shown in Greene et al. (2008) to toward the Himalayan escarpment, with high rainfall probabilities (but, apparently paradoxically, low mean amounts) to the southwest. In fact states 1 and 2, taken together, are consistent with northward propagation correspond well with monsoon breaks. State 2 shows a strong S-N gradient, while state 1 shows heavy rainfall characteristic of BSISO. Onshore winds impinging on the western escarpment, along with some ascent, in state 1 [Fig. 12(b)] help to explain the seemingly paradoxical probability-intensity relation.

The daily time sequence of the four hidden rainfall states is shown in Fig. 13, where the rows show the June 1-September 30 daily evolution for each monsoon season 1900-1970. The multiple time scales of the monsoon are made strikingly visible in this plot, highlighting the monsoon’s seasonality and intraseasonal active and break phases, in terms of the time sequence of the 4 rainfall states, together with interannual monsoon variations which are expressed as changes from year to year in the frequencies of the states. A similar approach was taken by Pal et al. (2014) to model winter rainfall in Northwest India, illuminating the role of Western Disturbances, as well as their dynamics.

5.2. Extension: A non-homogeneous HMM

As described above, the HMM includes a matrix whose entries are the daily state transition probabilities. That this matrix is time-invariant means that the corresponding relative state frequencies represent averages over the monsoon season as a whole, i.e., they are also, of necessity, time-invariant. While this is certainly a useful model, as we have shown, it cannot represent the modulation of relative state frequencies implicit in the existence of a seasonal monsoon cycle. To accomplish this it becomes necessary to introduce some exogenous influence, that can pace, or regulate, the S2S multi-scale evolution of the monsoon. This modality was explored in Greene et al. (2011), where an index of monsoon strength, based on vertical shear of the zonal wind, is taken as the exogenous variable. Such a model is denoted a non-homogeneous HMM, or NHMM. The station network in Greene et al. (2011) is based on gridded data (Rajeevan et al., 2006) but spans a similar region to that discussed in Greene et al. (2008), while winds used to compute the index were extracted from a multi-model
ensemble of GCM simulations, using the multimodel average. This provides a means of climate prediction by using the NHMM together with GCM predictions of the shear index.

The NHMM is fit jointly to the daily rainfall record and the monsoon index. Rather than a stationary transition matrix, the nonhomogeneous model infers a set of relations, between the index and each of the transition-matrix entries. The corresponding (fitted) equilibrium state probabilities are plotted against the index (again, for a four-state model) in Fig. 14(a), while Fig. 14(b) shows a climatology of the actual relative state occupation frequencies, as estimated from the observations. It can be seen from the latter (consistent with Fig. 13) that these frequencies vary considerably (but coherently) over the course of the monsoon season, with, e.g., the dry state (4) predominating in the early part of the season but becoming quite rare during peak monsoon, while the wet state (3) exhibits the inverse behavior, being almost nonexistent at the beginning and end of the season but predominating during the monsoon core. These temporal characteristics correspond well with the inferred smooth curves shown in Fig. 14(a), indicating a good fit of the model to data.

In addition to these useful inferences it was shown in Greene et al. (2011) that daily distributions of NHMM-simulated rainfall were largely free of the significant biases of GCM-generated daily rainfall, which tends (at least in lower-resolution GCMs) to be truncated toward low-intensity events and lacks the long tails characteristic of observed distributions. This illustrates the potential utility of the NHMM for downscaling fine-scale information inherent in observational daily rainfall data conditioned on larger-scale sources of climate predictability captured in GCM predictions, but which are often biased at smaller scales, especially in daily rainfall. In this framework scale- and time-specific information is utilized selectively, according to the source best able to provide it.

6. Summary and conclusions

This paper has reviewed research done by the authors and their collaborators at IRI and beyond over the past decade on predictability and prediction of Indian summer monsoon rainfall (ISMR) on seasonal and sub-seasonal timescales. Empirical analyses of the daily ISMR characteristics at local scales pertinent to agriculture, based on IMD gridded data, reveal that the number of rainy days in the season is more predictable and the seasonal rainfall total; furthermore, this “weather-within-climate” predictability undergoes an important modulation and is highest in the early and late phases of the monsoon and lowest in the July-August core monsoon period. New research in calibrated multimodel seasonal forecasting of ISMR is presented based on the North American Multimodel Ensemble and gridded IMD data, using the 2018 forecasts as a case study; these forecasts were issued in real-time in tercile-category probability format and were updated for the remainder of the 2018 monsoon season at the beginning of each calendar month from June to September. Sub-seasonal multimodel probabilistic predictions of ISMR in the weeks 2-3 range (8-21 day lead times) are constructed and analyzed, using the onset of the 2018 monsoon as an example; the hindcast skill of these week 2-3 gridded ISMR forecasts is shown to be substantial and widespread across most of India in the early and late stages of the monsoon season, consistent with the empirical findings from IMD data. Lastly, a hidden Markov model (HMM) of daily rainfall variability at a network of stations over monsoonal India is used to interpret the organized variation of rainfall across the multiple temporal scales that characterize ISMR.

The results presented here suggest several avenues for future study. The empirical finding that ISMR predictability is enhanced for rainfall frequency compared to total rainfall has not yet been
fully exploited on the seasonal scale and has yet to be considered at the sub-seasonal (or extended) range. In both cases more skillful forecasts and thus sharper probability forecasts with higher probability values stand to be more actionable in agricultural management, thorough this will need to be demonstrated. The rainfall states derived from the HMM offer a means toward downscaling of S2S forecasts, such as for use in crop simulation models. The higher predictability and broad sub-seasonal skill found in the early and late phases of the monsoon season should help to identify windows of opportunity with the potential of enhanced forecast utility, particularly when key ENSO and BSISO drivers are active. In such cases, the combination of seasonal forecasts (issued monthly) with sub-seasonal ones (issued weekly) holds promise for skillful monsoon forecasts that are seamless across time scales and of benefit to a broad spectrum of potential users.
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