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Abstract

We systematically classify all possible poles of superconformal blocks as a function of the scaling dimension of intermediate operators, for all superconformal algebras in dimensions three and higher. This is done by working out the recently-proven irreducibility criterion for parabolic Verma modules for classical basic Lie superalgebras. The result applies to correlators for external operators of arbitrary spin, and indicates presence of infinitely many short multiplets of superconformal algebras, most of which are non-unitary. We find a set of poles whose positions are shifted by linear in $N$ for $\mathcal{N}$-extended supersymmetry. We find an interesting subtlety for 3d $\mathcal{N}$-extended superconformal algebra with $\mathcal{N}$ odd associated with odd non-isotropic roots. We also comment on further applications to superconformal blocks.
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1 Introduction

The long-distance physics of supersymmetric field theories is generically described by superconformal field theories (SCFTs). In this paper we study superconformal blocks, which capture the universal features of correlation functions of SCFTs. The superconformal blocks are also crucial inputs to the to the conformal bootstrap program \cite{1,2} and its recent reincarnation \cite{3,4}, as applied to SCFTs\footnote{The literature is too vast to be exhaustive here. A sample of early references motivated by the works of \cite{3,4} include \cite{5–17}.}

Since superconformal blocks is determined purely from superconformal algebra (SCA), it is natural to ask if we can directly derive the superconformal block from the representation theory of SCAs, thereby establishing a bridge between the physics of SCFTs and the mathematics of representation theory of SCAs. In this paper we make a first step in this direction, and we systematically list all the (possible) poles of the conformal blocks, as a function of a scaling dimension $\Delta$ of the intermediate operator.

The basic logic behind this is the follows \cite{18,19}. The conformal block describes the four-point function of operator $O_1, \ldots, O_4$, which four-point function can be expressed as

$$\langle O_1(x_1)O_2(x_2)O_3(x_3)O_4(x_4) \rangle = \sum_{\alpha = O, P\nu O, \ldots ; O \in O_1 \times O_2} \frac{\langle O_1(x_1)O_2(x_2)|\alpha\rangle \langle \alpha|O_3(x_3)O_4(x_4) \rangle}{\langle \alpha|\alpha \rangle},$$

(1)

where the sum is now over all the superconformal descendants $\alpha$ of the superconformal primary $O$.

Since the three-point functions never diverge as a function of the scaling dimension $\Delta$,
the divergence can arise only if one of the descendants $\alpha$ of the superconformal primary $O$ becomes null. This is exactly when the representation of the SCA spanned by descendants, which is known mathematically as the parabolic Verma module, is reducible.\(^3\)

The problem is then to work out precisely when the parabolic Verma module is reducible (or irreducible). We can solve this problem by analyzing the recently-proven irreducibility criterion of \([25]\). The result is summarized in Section 5.

The rest of this paper is organized as follows. In Section 2 we summarize some aspects of representation theories of SCAs, and in particular introduce irreducibility criterion of \([25]\). In Section 3 we derive from the irreducibility criterion systematic algorithms to identify the locations of poles of superconformal blocks. We then apply the algorithm to SCFTs in Sections 4 and 5. We conclude with some remarks on unitarity bounds (Section 6) and superconformal blocks (Section 7). We include appendices on root systems (Appendices A and 2).

Let us also include brief comments specifically for more mathematics-oriented readers. Note that while our motivation comes partly from physics, our results can be stated mathematically, without referring to physics. Let $g$ be a SCA, which we take to be one of the SCAs (see Appendix C). We consider the parabolic Verma module $M_p(\lambda)$ with highest weight associated with a parabolic subalgebra $p$ (see \([25]\) for definitions). Then the question is to identify the values of the highest weight $\lambda$ such that the resulting representation is reducible. This is a natural supersymmetrization of the setup of \([26]\), who studied unitary irreducible highest weight representations of parabolic Verma modules associated with Hermitian symmetric spaces. We will spell out the irreducibility criterion of \([25]\) explicitly for all the SCA examples, and determine all the highest weights where the parabolic Verma module is reducible.\(^4\)

## 2 Superconformal Algebra

In this section we briefly summarize the basics of SCAs and their parabolic Verma modules relevant to SCFTs. We follow the notations of \([25]\). Readers familiar with SCAs can safely skip Section 2.1, and those familiar with \([25]\) can skip Sections 2.2 and 2.3.

\(^3\)This fact is the basis for the derivation of the recursion relation \([15,21,24]\) for conformal blocks in \([18]\).

\(^4\)We do not work out the decompositions into irreducible components. This is related with the question of computing the Kazhdan-Lusztig polynomials \([27]\) for parabolic Verma modules, which seem to be unknown for the cases at hand, at least in general.
2.1 Lie Superalgebra

In this paper we study the representation theory of the SCA $\mathfrak{g}$, in spacetime dimensions greater than two. The superconformal algebras $\mathfrak{g}$ is a Lie superalgebra, whose even/bosonic (odd/fermionic) degree part we denote by $\mathfrak{g}_0$ ($\mathfrak{g}_1$). SCA has been classified by Nahm long ago. The SCA exists only in $D \leq 6$, and are given as one of the following Lie superalgebras of type A, B, D or F:

\begin{align}
A(m, n) &= \mathfrak{sl}(m+1|n+1), \quad m > n \geq 0, \\
A(n, n) &= \mathfrak{psl}(n+1|n+1), \quad n \geq 1, \\
B(m, n) &= \mathfrak{osp}(2m+1|2n), \quad m \geq 0, n > 0, \\
D(m, n) &= \mathfrak{osp}(2m|2n), \quad m \geq 2, n \geq 1, \\
F(4).
\end{align}

- The 3d SCA is

\begin{align}
\mathfrak{g}^{3d} &= \mathfrak{osp}(N|4) = \begin{cases} 
B \left( \frac{N-1}{2}, 2 \right) & (N:\text{ odd}) \\
D \left( \frac{N}{2}, 2 \right) & (N:\text{ even})
\end{cases}, \\
\mathfrak{g}_0^{3d} &= \mathfrak{so}(N) \oplus \mathfrak{sp}(4),
\end{align}

with $N = 1, 2, \ldots, 8$.

- The 4d SCA is

\begin{align}
\mathfrak{g}^{4d} &= A(3, N-1) = \begin{cases} 
\mathfrak{su}(4|N) & (N = 1, 2, 3) \\
\mathfrak{psu}(4|4) & (N = 4)
\end{cases}, \\
\mathfrak{g}_0^{4d} &= \begin{cases} 
\mathfrak{su}(4) \oplus \mathfrak{su}(N-1) & (N = 1, 2, 3) \\
\mathfrak{su}(4) \oplus \mathfrak{su}(N-1) \oplus \mathfrak{u}(1) & (N = 4)
\end{cases}.
\end{align}

\textsuperscript{5}See e.g. \cite{28,30} for mathematical introduction to Lie superalgebras.
\textsuperscript{6}We here list the complex form of the Lie superalgebra.
\textsuperscript{7}In this paper, we choose the convention that the argument of $\mathfrak{sp}$ is even, e.g. $\mathfrak{sp}(2) \simeq \mathfrak{su}(2)$.
\textsuperscript{8}Since the irreducibility criterion of \cite{25} applies in general to any contra-gerdient finite-dimensional Lie superalgebra with an indecomposable Cartan matrix, it is straightforward to repeat the computations in this paper for those other such Lie superalgebras which do not appear in the list of SCAs, for example for $C(n) = \mathfrak{osp}(2|2n-2)$ ($n \geq 2$), $D(2, 1; \alpha)$ ($\alpha \neq 0, 1$) and $G(3)$. Note that some of these symmetries do appear when we consider defects in SCFTs, so that we break some of the Poincaré symmetries. For example, a 1/2-BPS Wilson loop for 5d $\mathcal{N} = 1$ SCFT discussed in \cite{32} preserve a subgroup $D(2, 1; 2) \oplus \mathfrak{su}(2)$ of $F(4)$.
\textsuperscript{9}There is no known 3d SCFT with $\mathcal{N} = 7$ supersymmetry, however there seems to be no general theorem forbidding the existence of such an interacting SCFT.
• The 5d $\mathcal{N} = 1$ SCA is
\begin{equation}
\begin{aligned}
g^{5d} &= F(4), \\
g_0^{5d} &= \mathfrak{so}(7) \oplus \mathfrak{sp}(2).
\end{aligned}
\end{equation}

It is known that 5d $\mathcal{N} = 2$ SCA does not exist.

• The 6d SCA is
\begin{equation}
\begin{aligned}
g^{6d} &= \mathfrak{osp}(8|2\mathcal{N}) = D(4, \mathcal{N}), \\
g_0^{6d} &= \mathfrak{so}(8) \oplus \mathfrak{sp}(2\mathcal{N}),
\end{aligned}
\end{equation}

with $\mathcal{N} = 1, 2$.\footnote{In the literature these are more often called $\mathcal{N} = (1, 0)$ and $\mathcal{N} = (2, 0)$ SCAs, to emphasize the chirality. $\mathcal{N} = (1, 1)$ case is excluded in Nahm’s classification.}

In this paper we exclude the case of $D = 2$, where we have an infinite-dimensional Virasoro symmetry and its extensions.

The details of SCAs depend on spacetime dimensions and the number of supersymmetries, but in all the cases SCA is generated by dilatation $D$, rotation $J$, translation $P$, superconformal transformation $K$, R-symmetry generator $R$, supersymmetry $Q$, superconformal $S$, with $g_0$ generated by $D, J, P, K, R$ and $g_1$ by $Q, S$. Their commutation relations are summarized for example in [33]. Schematically and neglecting numerical coefficients and index structures, the commutation relation takes the form
\begin{equation}
\begin{aligned}
[D, P] &\sim P, \quad [D, K] \sim K, \quad [D, Q] \sim Q, \quad [D, S] \sim S, \\
[J, P] &\sim P, \quad [J, J] \sim J, \quad [J, Q] \sim Q, \quad [J, S] \sim S, \\
[P, S] &\sim Q, \quad [K, Q] \sim S, \quad \{Q, Q\} \sim P, \quad \{S, S\} \sim K, \quad \{Q, S\} \sim D + J + R.
\end{aligned}
\end{equation}

In this paper we study the representation theory of the algebra $g = \mathfrak{so}(D+2)$, rather than the actual conformal algebra in the Lorentzian signature $\mathfrak{so}(D, 2)$; the same applies to SCAs, and for example for 3d SCA we use $g = \mathfrak{osp}(\mathcal{N}|4)$ rather than $g = \mathfrak{osp}(\mathcal{N}|2, 2)$. However, the effect of the signature is taken into account when we choose the radial quantization
\begin{equation}
P^\dagger = K, \quad Q^\dagger = S, \quad J^\dagger = J, \quad D^\dagger = -D,
\end{equation}
so that some of the generators of SCAs are not Hermite [33].

### 2.2 Root System

For our considerations a crucial concept is the root system of a Lie superalgebra.
Let us denote the set of roots by $\Delta$. We then have the root space decomposition

$$g = h \oplus \bigoplus_{\alpha \in \Delta} g^\alpha,$$

where $h$ be a Cartan subalgebra of $g_0$, and $g^\alpha$ is the root space corresponding to $\alpha$.

The set of roots $\Delta$ has three different decompositions.

The first decomposition is into and even/bosonic (odd/fermionic) roots $\Delta_0$ ($\Delta_1$), mirroring the decomposition of $g$ into $g_0$ and $g_1$:

$$\Delta = \Delta_0 \cup \Delta_1.$$  (10)

The second decomposition is into positive and negative roots:

$$\Delta = \Delta^+ \cup \Delta^-.$$  (11)

In practice, the choice of the positive roots of determined by an ordering of simple roots (see the examples in the later sections).

To describe the third decomposition, let us define $\overline{\Delta}_0$ and the set of isotropic roots $\overline{\Delta}_1$ by

$$\overline{\Delta}_0 := \{ \alpha \in \Delta_0 | \alpha/2 \notin \Delta_1 \} \subset \Delta_0, \quad \overline{\Delta}_1 := \{ \alpha \in \Delta_1 | 2\alpha \notin \Delta_0 \} \subset \Delta_1.$$  (12)

It is known that an odd root $\alpha$ is isotopic if and only if $(\alpha, \alpha) = 0$. The set of non-isotropic roots is then defined to be the complement of $\overline{\Delta}_1$

$$\Delta_{\text{non-isot}} := \Delta_0 \cup (\Delta_1 \setminus \overline{\Delta}_1),$$  (13)

so that

$$\Delta = \Delta_{\text{non-isot}} \cup \overline{\Delta}_1.$$  (14)

This is the third decomposition, which will be crucial for the discussion of irreducibility criterion below.

For most SCAs we have $\Delta_1 = \overline{\Delta}_1$ and $\Delta_{\text{non-isot}} = \Delta_0$, so that the two decompositions (10) and (14) coincide. The only exceptions are the cases of 3d $\mathcal{N}$-extended SCA with $\mathcal{N}$ odd ($g = \mathfrak{osp}(\mathcal{N}|4)$). In particular, for $\mathcal{N} = 1$ case we have $\overline{\Delta}_1 = \emptyset$ and $\Delta_{\text{non-isot}} = \Delta_0 \cup \Delta_1 = \Delta$. 

6
2.3 Parabolic Verma Module

In SCFT correlation functions, a superconformal primary running in the intermediate channel has a specific scaling dimension, spin(s) and R-charge(s). Equivalently, a superconformal primary is a finite-dimensional irreducible representation $V(\lambda)$ of the reductive subalgebra generated by $D, J$ and $R$:

$$l := \langle J, D, R \rangle = \mathfrak{so}(D) \oplus \mathfrak{so}(2) \oplus \mathfrak{g}_R \subset g_0 ,$$  \hspace{1cm} (15)

where $\mathfrak{g}_R$ is the R-symmetry algebra of the theory and $\lambda$ is a highest weight of the representation, and collectively denotes the scaling dimension, spin(s) and R-charge(s). This subalgebra $l$ is called the Levi subalgebra, and can also be written as

$$l = h \oplus \bigoplus_{\alpha \in \Delta_l} g^\alpha ,$$  \hspace{1cm} (16)

where $\Delta_l$ is a subset of even simple roots of $g$ corresponding to generators of $l$.

Superconformal primaries are by definition annihilated by generators $K_\mu$ and $S_\alpha$, which generate a subalgebra $n$:

$$n := \bigoplus_{\alpha \in \Delta_n} g^{-\alpha} = \langle K, S \rangle ,$$  \hspace{1cm} (17)

where we defined\textsuperscript{11}

$$\Delta_n := \Delta^+ \setminus \Delta_l .$$  \hspace{1cm} (18)

We can naturally combing the two ingredients above. The representation $V(\lambda)$ of $l$ can be lifted to representation of a parabolic subalgebra $p$

$$p := h \oplus \bigoplus_{\alpha \in \Delta_l \cup \Delta^+} g^\alpha = l \oplus n ,$$  \hspace{1cm} (19)

by letting $n$ act trivially on $V(\lambda)$. This representation can further be extended canonically to a representation of the universal enveloping algebra $U(p)$. Then the parabolic Verma module is defined by

$$M_p(\lambda) := U(g) \otimes_{U(p)} V(\lambda) .$$  \hspace{1cm} (20)

This is the representation relevant to the superconformal blocks, as emphasized in \textsuperscript{19}.

\textsuperscript{11}Logically this might better be denoted $\Delta^+_n$, however we in this paper do not use $\Delta^+_n$ without the plus sign and hence we simply dropped the plus sign, to simplify the notation.
3 Irreducibility Criterion

3.1 First Algorithm

The necessary and sufficient condition for irreducibility of the parabolic Verma module was already derived in [25], in particular Theorem 3 therein (this generalizes the Jantzen’s irreducibility criterion of parabolic Verma modules for Lie algebras [34] to Lie superalgebras). The criterion however involves complicated linear combinations of characters of the superconformal algebra, and can be become rather messy in examples, if we try to use explicit formulas for the characters in the most straightforward manner. In this paper, we therefore would follow the systematic procedure outlined in Fig. 1.

One remark worth mentioning is that our criterion is different from the Kac’s irreducibility criterion [36], which is often invoked in the literature of superconformal field theories. The criterion of [25] reduces to Kac’s criterion [36] when the Levi subalgebra is a Borel subalgebra, however for applications to the physics of SCFTs the Levi algebra should be given by (15), and is not a Borel subalgebra.

Step 1 Let us define the set $\Psi_{\lambda, \text{iso}}$ by

$$\Psi_{\lambda, \text{iso}} := \left\{ \beta \in \Delta^+_1 \mid (\lambda + \rho, \beta) = 0 \right\},$$

where $\rho$ is the Weyl vector defined by

$$\rho := \rho_0 - \rho_1, \quad \rho_0 := \frac{1}{2} \sum_{\alpha \in \Delta^+_0} \alpha, \quad \rho_1 := \frac{1}{2} \sum_{\alpha \in \Delta^+_1} \alpha,$$

and $(-,-)$ is the canonical non-degenerate $g$-invariant pairing (contravariant form) defined by BPZ conjugation in radial quantization [8]. We also used the notations such as $\Delta^+_1 := \Delta_1 \cap \Delta^+$ and $\Delta^+_0 := \Delta^+ \cap \Delta_0$, so that more indices mean intersections of corresponding sets.

If this set $\Psi_{\lambda, \text{iso}}$ is non-empty, then Proposition 4 of [25] guarantees that the parabolic Verma module is reducible. Otherwise we proceed to the next step.

Note that this step is essentially the Kac criterion of [36], and is already studied in the previous literature, see e.g. [33, 37–40]. This is however not the end of the story, as we

12 There are mathematical papers explicitly working out Jantzen criterion for scalar (spin zero) parabolic Verma modules for semisimple Lie algebras. See e.g. [35] for recent discussion.

13 As will become clear, the overall normalization factor of this pairing is irrelevant for the considerations of this paper, see e.g. [23].
Figure 1: Practical algorithm for checking irreducibility/reducibility of $M_p(\lambda)$. In principle we can directly go to the last step and check (25), however it is in practice much more economical to proceed in this way. Steps 2 and 3 are useful in practice, however they can safely be skipped and we can directly choose to proceed to Step 4, right after Step 1. This algorithm will further be simplified for the case of $\mathcal{N}$-extended SCA, as we will discuss later.
commented a few paragraphs above.

**Step 2** Let us define the set $\Psi_{\lambda, \text{non-iso}}$ by

\[
\Psi_{\lambda, \text{non-iso}} := \left\{ \beta \in \Delta_\lambda \cap \Xi_0 \mid n_\alpha := \frac{2(\lambda + \rho, \alpha)}{\langle \alpha, \alpha \rangle} \in \mathbb{Z}_{>0} \right\} \bigcup \left\{ \beta \in \Delta^+ \setminus \Xi^+_1 \mid n_\beta := \frac{2(\lambda + \rho, \alpha)}{\langle \alpha, \alpha \rangle} \in 2\mathbb{Z}_{>0} - 1 \right\},
\]

(23)

If this set is empty, then Proposition 5 of [25] guarantees that the parabolic Verma module is irreducible. If the set is non-empty, we proceed to the next step.

**Step 3** In the third step, we check if there exists an even root $\beta \in \Delta_0$ which is orthogonal to $\lambda + \rho$:

\[
(\lambda + \rho, \beta) = 0.
\]

(24)

This is equivalent with the condition that $\lambda + \rho$ is on the boundary of the Weyl chambers. If this condition is not satisfied, then the module is irreducible thanks to Corollary 1 of [25]; otherwise we proceed to the last step.

**Step 4** In this final step, we use the Theorem 3 of [25], adopted here for the case $\Psi_{\lambda, \text{iso}} = \emptyset$: the parabolic Verma module $M_p(\lambda)$ is irreducible if and only if

\[
\sum_{\alpha \in \Psi_{\lambda, \text{non-iso}}} \chi^p(s_\alpha, \lambda) = 0.
\]

(25)

Here

\[
\chi^p(\lambda) := \sum_{w \in W_\ell} \det(w) \operatorname{ch} M(w.\lambda),
\]

(26)

where $W_\ell$ is the Weyl group of $\ell$, and the dot action $w.\lambda$ is defined to be the Weyl group action, with shift by the Weyl vector $\rho$:

\[
w.\lambda := w(\lambda + \rho) - \rho.
\]

(27)

The condition (25) is more complicated than the conditions in the previous three steps. However, first note that the value of $\lambda$ in this last step is already much constrained by the

\[\text{Weyl group for a Lie superalgebra is defined to be the Weyl group for its even part } g_0.\]
condition in Step 3, and the set $\Psi_{\lambda,\text{non-iso}}$ is typically a small set.

What is crucial moreover is the fact that we do not need to use explicit expressions for the characters $\text{ch} \ M(\mu)$, and all we need is that the character $\text{ch} \ M(\mu)$’s with different highest weights $\mu$ are linearly independent. In this respect, it is useful to know that

$$\chi^p(w.\lambda) = \det(w)\chi^p(\lambda),$$

(28)

for any Weyl reflection $w \in W_l$ for the Levi subalgebra $I$, and in particular $\chi^p(\lambda) = 0$ if $w.\lambda = \lambda$ and $(-1)^w = -1$. In fact, we can prove in general [25] that any cancellation of the form (25), if it holds, can be proven by repeated use of (28).

Moreover, we know already from (24) that $\lambda + \rho$ is orthogonal to $\beta$, and hence $s_\alpha(\lambda + \rho)$ is in the hyperplane orthogonal to $s_\alpha(\beta)$.

Let us add that there are simplified versions of the irreducibility criteria, see [25, Proposition 4 and 5]. These are either sufficient but not necessary, or necessary but not sufficient conditions, however are stated purely in the language of root systems and hence can be useful, especially when the rank of $W_l$ is large.

Let us also emphasize again that while we have chosen to present the algorithm in four steps, this is purely for practical convenience, and we can for example skip Steps 2 and 3.

### 3.2 Improved Algorithm

The algorithm mentioned above is very concrete, and as we will see later can be worked out case by case (we will work some examples in the next section). Since there are only finitely many SCAs (excluding the non-supersymmetric conformal algebras, which exists in an arbitrary spacetime dimensions), this will enough for our purpose.

However, when working out some examples we will notice that we end up repeating the same computations multiple times, and consequently we will realized that there is a more efficient method to implement this algorithm. This builds on the fact that the algorithm has already been implemented and solved for the non-supersymmetric CFTs in general spacetime dimensions [18].

Let us here consider $\mathcal{N}$-extended supersymmetry in a given spacetime dimension ($D = 3, 4, 5, 6$). Let us hereafter exclude the case of 3d $\mathcal{N}$-extended supersymmetry with $\mathcal{N}$ odd. Then (as commented below (12)) $\Delta_{\text{non-iso}} = \Delta_0$ and the set $\Delta_n \cap \Delta_0$ is given by the translation generators ($P_\mu$’s), and hence is independent of the value of $\mathcal{N}$.

---

15 This is basically how Propositions 4 and 5 of [25] are derived from the irreducibility criterion (Theorem 3 in [25]).

16 As we will see later, the same time of argument does apply to 3d $\mathcal{N}$-extended supersymmetry with $\mathcal{N}$ odd cases, reducing the analysis to the case of 3d $\mathcal{N} = 1$ SCA.
This does not necessarily mean that the condition in (25) is independent of the value of $\mathcal{N}$. First of all, the expression for $\lambda + \rho$ is different for different values of $\mathcal{N}$. We can denote this vector as a linear span of roots corresponding to dilatation $D$, spin $J_i$, and R-symmetry generators $R_a$ (recall $\Delta$ is the scaling dimension of the superconformal primary).

$$\lambda + \rho = (-\Delta + c_D)\beta_D + \sum_i c_{J_i}\beta_{J_i} + \sum_a c_{R_a}\beta_{R_a}.$$  \hspace{1cm} (29)

To be more precise, detailed form of the expressions such as in (29) depends on the specific spacetime dimensions and the amount of supersymmetries, but such distinctions will not affect the analysis below. The notation in (29) follows the $D = 3$ case, but the analysis in other dimensions is similar.

Coming back to the main track of the discussion, depending on the values of $\mathcal{N}$, we have the following changes:

(a) The R-symmetries are different for different values of $\mathcal{N}$, and hence we have different number of generators $R_a$. Their coefficients $R_a$ are also affected by the value of $\mathcal{N}$.

(b) The coefficient $c_D$ depends linearly on the value of $\mathcal{N}$.

However, there is an important point: the value of $c_{J_i}$ is independent of $\mathcal{N}$. Indeed, the only possible source for the change of $c_{J_i}$ comes from the change of the Weyl vector $\rho$ \hspace{1cm} (22), and in particular its odd part $\rho_1$. However, this is independent of $\beta_{J_i}$, since if there is a supercharge with a certain spin there is also another supercharge with opposite spin, as required by the invariance under the symmetry $J_i \rightarrow -J_i$ (this is either a parity or a rotation symmetry, depending on the parity of the spacetime dimension).

Let us now come to the consequences of this fact for the algorithm of the previous subsection. First, the change (a) makes no difference in the analysis of Step 2 and later steps of the algorithm, since the roots in $\Delta_0 \cap \Delta_0$ are all translation generators and hence are orthogonal to the newly-introduced R-symmetry generators. The effect of (b) is simply to linearly shift the values of $\Delta$, but not the values of spins, which we can easily take into account. It turns out that this is the only change for the analysis of (25), namely for the analysis of Steps 2, 3 and 4.

Note that the actual expression for the character $\text{ch} \, M(\lambda)$, and hence of $\chi^p(\lambda)$ (see (26)), heavily depends on the value of $\mathcal{N}$. However, as we explained around (28), in the analysis of Step 4 we did not need the explicit form of the characters, but rather only the relations

\hspace{1cm} \footnote{There is an unfortunate crash of notation, where $\Delta$ is used both for scaling dimension and the root system (both are standard notations, in physics and mathematics, respectively). We hope that context will make clear which we mean. Note that any $\Delta$ with indices (such as $+$ and 0) will a subset of the root system.}
which is not affected since the Levi subgroup $I_{(15)}$ (and its Weyl group $W_l$) are independent of the amount of supersymmetry.

A careful reader might have also recognized the following subtlety: the even root $\beta$ in Step 3 can be one of the roots for $R$-symmetry generators $R$, or more generally those in linear combination with the roots for the rotations $J$. These roots are absent for $\mathcal{N} = 0$ case, and hence the analysis of Step 3 does seem to depend on the value of $\mathcal{N}$. Notice, however, that (as explained previously) Step 3 is included for pure convenience and we can instead directly go to Step 4 without losing anything, and then we can easily see that the presence of the $R$-symmetry generators do not affect the analysis of $\mathcal{N} = 0$ case, since $R$-symmetry generators belong to the Levi subgroup $I$ and hence do not appear in the definition of $\Psi_{\lambda,\mathrm{non-iso}}$.

The bottom line of the discussion to this point is that, up to the shift of the values of the scaling dimension $\Delta$, and modulo such a shift the Steps 2, 3, 4 now reduce to the analysis of $\mathcal{N} = 0$ cases.\footnote{For tensor representations this was already worked out in \cite{18}.}

Summarizing the discussion, we arrived at the following improvement of the algorithm.

**Step 1** This is the same as Step 1 before.

**Step 2’** This subsumes all of the Steps 2, 3 and 4 in the previous algorithm.

Start with the results for the non-supersymmetric case (see Appendix B). Compute $\lambda + \rho$ to obtain the shift of the scaling dimension, as originating from $\mathcal{N}$, and shift the result appropriately. Note we do this shift only in Step 2’, and not in Step 1.

4 Example: $D = 3$

In this section, let us first work out the case of three spacetime dimensions. In this section we provide many details, to illustrate the ideas and the algorithms of the previous sections in concrete examples. From the representation-theory viewpoint, this spacetime dimension is also the most interesting example, since this include $\mathcal{N}$-extended supersymmetry with $\mathcal{N}$ odd, which contains odd non-isotropic roots (i.e. odd roots whose length is non-zero).

For the remainder, we will adhere to the notations in appendix C which summarize the necessary data for SCAs.\footnote{In this paper we choose $\lambda$ to be the highest weight, rather than the lowest weight, to match the representation theory conventions in \cite{25}. Some physics literature, e.g. \cite{53}, rather use lowest weights. The two conventions are related by a replacement $\lambda \rightarrow -\lambda$.}
4.1 \( D = 3, \mathcal{N} = 0 \)

Let us start with the case of \( \mathcal{N} = 0 \). The analysis will be the same as in \([18]\), except our analysis here includes spinor representations.

The root system is given by

\[
\Delta_0 = \left\{ \pm \beta_D, \pm \beta_J, \pm \beta_D \pm \beta_J \right\}, \quad \Delta_1 = \emptyset ,
\]

with positive roots given by

\[
\Delta^+ = \left\{ \beta_D, \beta_J, \beta_D \pm \beta_J \right\}.
\]

The inner product between roots is given by

\[
(\beta_a, \beta_b) = 2\delta_{a,b}, \quad a, b = D, J .
\]

The Levi subgroup \( l \) is the \( \mathfrak{so}(3) \) subgroup of \( \mathfrak{so}(5) \), and thus

\[
\Delta_l = \left\{ \pm \beta_J \right\},
\]

\[
\Delta_n \cap \Delta_0 = \Delta_n \cap \Delta_0 = \Delta_n = \Delta^+ \setminus \Delta_l = \left\{ \beta_D, \beta_D \pm \beta_J \right\}.
\]

The set \( \Delta_n \cap \Delta_0 \) represent the three translation generators \( P_3, P_\pm = P_1 \pm iP_2 \) generating descendants. These operators have have dimension 1 and spin 1,0,−1, as represented by the coefficients in front of \( \beta_D \) and \( \beta_J \).

We will employ the highest weight state given by

\[
\lambda = -\Delta \beta_D + \frac{\ell}{2} \beta_J ,
\]

with \( \Delta \) the scaling dimension and \( \ell \in \mathbb{Z}_{\geq 0} \) the angular spin; \( \ell \) is odd for a spinor representation. The Weyl vector is given by

\[
\rho = \rho_0 = \frac{1}{2} \sum_{\alpha \in \Delta^+} \alpha = \frac{3}{2} \beta_D + \frac{1}{2} \beta_J ,
\]

and hence

\[
\lambda + \rho = \left( -\Delta + \frac{3}{2} \right) \beta_D + \left( \frac{\ell}{2} + \frac{1}{2} \right) \beta_J .
\]
Since there is no odd root, there is nothing to do at Step 1.

**Step 2** Let us compute the expressions $n_\beta$ for three elements of $\Delta_n$:

$$
\begin{align*}
  n_{\beta_D + \beta_J} &= \frac{\ell}{2} + 2 - \Delta, \\
  n_{\beta_D} &= 3 - 2\Delta, \\
  n_{\beta_D - \beta_J} &= 1 - \frac{\ell}{2} - \Delta.
\end{align*}
$$

(38)

From this we learn that the set $\Psi_{\lambda,\text{non-iso}}$ is non-empty in the following cases:

$$
\Delta = \begin{cases}
  \frac{\ell}{2} + 1, \frac{\ell}{2}, \ldots, 2, & \Psi^+_{\lambda} = \{\beta_D + \beta_J\}, \\
  1, 0, -1, \ldots, 1 - \frac{\ell}{2}, & \Psi^+_{\lambda} = \{\beta_D + \beta_J, \beta_D\}, \\
  1 - \frac{\ell}{2} - n \ (n = 1, 2, \ldots), & \Psi^+_{\lambda} = \{\beta_D + \beta_J, \beta_D, \beta_D - \beta_J\}, \\
  \frac{3}{2} - n, \ (n = 1, 2, \ldots), & \Psi^+_{\lambda} = \{\beta_D\},
\end{cases}
$$

(39)

for $\ell$ even, and

$$
\Delta = \begin{cases}
  \frac{\ell}{2} + 1, \frac{\ell}{2}, \ldots, \frac{3}{2}, & \Psi^+_{\lambda} = \{\beta_D + \beta_J\}, \\
  1, 0, -1, \ldots, 1 - \frac{\ell}{2}, & \Psi^+_{\lambda} = \{\beta_D + \beta_J, \beta_D\}, \\
  1 - \frac{\ell}{2} - n \ (n = 1, 2, \ldots), & \Psi^+_{\lambda} = \{\beta_D + \beta_J, \beta_D, \beta_D - \beta_J\}, \\
  2 - n, \ (n = 1, 2, \ldots), & \Psi^+_{\lambda} = \{\beta_D\},
\end{cases}
$$

(40)

for $\ell$ odd. Notice that the first line in (39) is absent for the special case of $\ell = 0$.

**Step 3** We wish to identify the cases where $\lambda + \rho$ is orthogonal to one of the even roots. Since the coefficient of $\beta_J$ is positive, $\lambda + \rho$ is never orthogonal to $\beta_J$, and we only need to consider the remaining positive roots $\beta_D + \beta_J, \beta_D$ and $\beta_D - \beta_J$.

When one of these three roots are orthogonal the corresponding integer $n_\beta$, one of the three integers in (38), is zero. At the same time, we need to make sure at least one of the two remaining two $n$’s to be positive integers, so that $\Psi_{\lambda,\text{non-iso}}$ to be non-empty. This happens only when

$$
\beta = \beta_D - \beta_J, \quad \Delta = 1 - \frac{\ell}{2}, \quad \Psi_{\lambda,\text{non-iso}} = \{\beta_D, \beta_D + \beta_J\}.
$$

(41)
for $\ell$ even; for $\ell$ odd we also need to consider the case

$$\beta = \beta_D, \quad \Delta = \frac{3}{2}, \quad \Psi_{\lambda,\text{non-iso}} = \{\beta_D + \beta_J\}. \quad (42)$$

**Step 4** The final task is to verify the irreducibility criterion for (41) and (42).

For the case of (41) \(\lambda + \rho = (\ell + \frac{1}{2})(\beta_D + \beta_J)\), leading to

$$s_{\beta_J}(s_{\beta_D}(\lambda + \rho)) = \left(\ell + \frac{1}{2}\right)s_{\beta_J}(-\beta_D + \beta_J) = -\left(\ell + \frac{1}{2}\right)(\beta_D + \beta_J) = s_{\beta_D + \beta_J}(\lambda + \rho),$$

(43)

to find (recall the shift by the Weyl vector $\rho$ in the definition of the dot action in (27))

$$\chi^\rho(s_{\beta_D + \beta_J}.\lambda) = \chi^\rho(s_{\beta_J}.(s_{\beta_D}.(\lambda + \rho))) = -\chi^\rho(s_{\beta_D}.(\lambda + \rho)),$$

(44)

where we used (28). Hence (25) is satisfied, and the module is irreducible.

For the case of (42), $\Psi_{\lambda,\text{non-iso}}$ contains only a single element, and there is non cancellation in (25) and the module is reducible after all.

Our conclusion therefore is that the module is reducible at all the values (39), (40), except at $\Delta = 1 - \ell$. Namely

$$\Delta = \left(\left\{\frac{\ell}{2} + 2 - Z_{>0}\right\} \setminus \left\{1 - \frac{\ell}{2}\right\}\right) \cup \left\{\frac{3}{2} - Z_{>0}\right\}. \quad (45)$$

for $\ell$ even, and

$$\Delta = \left(\left\{\frac{\ell}{2} + 2 - Z_{>0}\right\} \setminus \left\{1 - \frac{\ell}{2}\right\}\right) \cup \{1 - Z_{>0}\}. \quad (46)$$

for $\ell$ odd.

### 4.2 $D = 3, \, \mathcal{N} = 1$

Let us next consider the case $\mathcal{N} = 1$.

The root system is given by

$$\Delta_0 = \left\{\pm \beta_D, \pm \beta_J, \pm \beta_D \pm \beta_J\right\}, \quad \Delta_1 = \left\{\pm \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J\right\}. \quad (47)$$
and thus
\[ \Delta_0 = \left\{ \pm \beta_D, \pm \beta_J \right\}, \quad \Delta_1 = \emptyset. \quad (48) \]

and in particular all the odd roots are non-isotropic. The Levi subgroup \( L \) is generated by rotations \( \Delta_l = \{ \pm \beta_J \} \), and hence we have \( \Delta_n = \{ \beta_D, \beta_D \pm \beta_J, \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \} \).

The inner product between the roots is given by \( (32) \), as before.

The positive roots are taken to be
\[ \Delta^+ = \left\{ \beta_D, \beta_J, \beta_D \pm \beta_J, \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \right\}. \quad (49) \]

The sets appearing in \( \Psi_{\lambda, \text{non-iso}} \) in \( (23) \) are given by
\[ \Delta_n \cap \Delta_0 = \{ \beta_D \}, \quad \Delta_1^+ \backslash \Delta_1^+ = \left\{ \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \right\}. \quad (50) \]

Note in particular that we have odd non-isotropic roots.

The highest weight state is given by \( (35) \) as before, while the Weyl vector given by
\[ \rho_0 = \frac{3}{2} \beta_D + \frac{1}{2} \beta_J, \quad \rho_1 = \frac{1}{2} \beta_D, \quad \rho = \rho_0 - \rho_1 = \beta_D + \frac{1}{2} \beta_J. \quad (51) \]

and thus
\[ \lambda + \rho = (-\Delta + 1) \beta_D + \left( \frac{\ell}{2} + \frac{1}{2} \right) \beta_J. \quad (52) \]

**Step 2** We compute
\[ \begin{align*}
n_{\frac{1}{2} \beta_D + \frac{1}{2} \beta_J} &= 2 \left( \frac{3}{2} - \Delta + \frac{\ell}{2} \right), \\
n_{\beta_D} &= 2(1 - \Delta), \\
n_{\frac{1}{2} \beta_D - \frac{1}{2} \beta_J} &= 2 \left( \frac{1}{2} - \Delta - \frac{\ell}{2} \right). \end{align*} \quad (53) \]
Recall (see (23)) that we want to impose the condition that \( n \beta_D \in \mathbb{Z}_{>0} \) and \( n \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \in 2\mathbb{Z}_{>0} - 1 \). This means \( \Psi_{\lambda, \text{non-iso}} \) is a non-empty set at the values

\[
\Delta = \begin{cases}
\frac{\ell}{2} + 1, & \frac{\ell}{2}, \frac{\ell}{2} - 1, \ldots, 1, \\
0, & -1, \ldots, -\frac{\ell}{2} + 1, \\
-\frac{\ell}{2} + 1 - n, & (n = 1, 2, \ldots), \\
\frac{3}{2} - n, & (n = 1, 2, \ldots),
\end{cases}
\]

\[
\Psi_{\lambda, \text{non-iso}} = \left\{ \frac{1}{2} \beta_D + \frac{1}{2} \beta_J \right\},
\]

for \( \ell \) even and positive,

\[
\Delta = \begin{cases}
\frac{\ell}{2} + 1, & \frac{\ell}{2}, \frac{\ell}{2} - 1, \ldots, \frac{3}{2}, \\
1 - n, & (n = 1, 2, \ldots),
\end{cases}
\]

\[
\Psi_{\lambda, \text{non-iso}} = \left\{ \frac{1}{2} \beta_D + \frac{1}{2} \beta_J \right\},
\]

(54)

for \( \ell \) odd,

\[
\Delta = \begin{cases}
1, & 0, -1, \ldots, 1, \\
1 - n, & (n = 1, 2, \ldots), \\
\frac{3}{2} - n, & (n = 1, 2, \ldots),
\end{cases}
\]

\[
\Psi_{\lambda, \text{non-iso}} = \left\{ \frac{1}{2} \beta_D + \frac{1}{2} \beta_J \right\},
\]

(55)

for \( \ell = 0 \).

**Step 3** As in the case of 3d \( \mathcal{N} = 0 \) case in the previous subsection, we search for the case where one of the three integers (53) is zero, while at least one of them is positive (positive and odd for \( n \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \)). This happens for

\[
\Delta = 1, \quad \Psi_{\lambda, \text{non-iso}} = \left\{ \frac{1}{2} \beta_D + \frac{1}{2} \beta_J \right\}, \quad \lambda + \rho = \left( \frac{\ell}{2} + \frac{1}{2} \right) \beta_J,
\]

(56)

\[
\Delta = -\frac{\ell}{2} + 1, \quad \Psi_{\lambda, \text{non-iso}} = \left\{ \frac{1}{2} \beta_D + \frac{1}{2} \beta_J, \beta_D \right\}, \quad \lambda + \rho = \left( \frac{\ell}{2} + \frac{1}{2} \right) (\beta_D + \beta_J).
\]
Step 4  We can easily verify that the module is irreducible in the two cases above, similar to the cases analyzed in the $\mathcal{N} = 0$ subsection.

We therefore came to the conclusion that the possible poles of the 3d $\mathcal{N} = 1$ superconformal blocks are located at

$$\Delta = \left( \left\{ \frac{\ell}{2} + 2 - Z_{>0} \right\} \setminus \left\{ 1, 1 - \frac{\ell}{2} \right\} \right) \cup \left\{ \frac{3}{2} - Z_{>0} \right\} .$$

(58)

for $\ell$ even, and

$$\Delta = \left( \left\{ \frac{\ell}{2} + 2 - Z_{>0} \right\} \setminus \left\{ 1, 1 - \frac{\ell}{2} \right\} \right) \cup \left\{ 1 - Z_{>0} \right\} .$$

(59)

for $\ell$ odd. This is almost the same as the $\mathcal{N} = 0$ result in (45) and (46), except the module is now reducible at $\Delta = 1 - \ell$ and irreducible at $\Delta = 1$; this difference goes away for the special case of $\ell = 0$.

4.3 $D = 3, \mathcal{N} \geq 2$ with $\mathcal{N}$ Even

Let us assume that $\mathcal{N}$ is even. The algebra for this case is $g = \mathfrak{osp}(N|4) = D \left( \frac{N}{2}, 2 \right)$. The relevant root systems for this case is summarized in appendix C.1. In this case, note that all the odd roots are all isotropic: $\Delta_1 = \bar{\Delta}_1$.

The highest weight vector $\lambda$ for this case is given by,

$$\lambda = -\Delta \beta_J + \frac{\ell}{2} \beta_J + \sum_{a=1}^{N/2} \lambda_a \delta_a ,$$

(60)

where $\lambda_a \in \mathbb{Z}/2$ is given in terms of the $\mathfrak{so}(\mathcal{N})$ Dynkin labels $k_a \in \mathbb{Z}$ by the relation (101). The Weyl vector is given by,

$$\rho = \frac{3 - \mathcal{N}}{2} \beta_D + \frac{1}{2} \beta_J + \sum_{a=1}^{N/2} \frac{\mathcal{N} - 2a}{2} \delta_i .$$

(61)

and thus

$$\lambda + \rho = \left( \frac{3 - \mathcal{N}}{2} - \Delta \right) \beta_D + \left( \frac{\ell}{2} + \frac{1}{2} \right) \beta_J + \sum_{a=1}^{N/2} \left( k_a + \frac{\mathcal{N} - 2a}{2} \right) \delta_a .$$

(62)
Step 1  The result of this step is that the module is reducible at values \[ \Delta = \begin{cases} 2 - a + \frac{\ell}{2} + k_a & (\alpha = \frac{1}{2} \beta_D + \frac{1}{2} \beta_J - \delta_a), \\ 1 - a - \frac{\ell}{2} + k_a & (\alpha = \frac{1}{2} \beta_D - \frac{1}{2} \beta_J - \delta_a), \\ 2 - N + a + \frac{\ell}{2} - k_a & (\alpha = \frac{1}{2} \beta_D + \frac{1}{2} \beta_J + \delta_a), \\ 1 - N + a - \frac{\ell}{2} - k_a & (\alpha = \frac{1}{2} \beta_D - \frac{1}{2} \beta_J + \delta_a). \end{cases} \] \tag{63}

Step 2' For the consideration of the set \( \Psi_{\lambda, \text{non}-\text{iso}} \), the set \( \Delta_0 \cap \Delta_0 \) is the same as that for \( N = 0 \) case, as mentioned above; this set is orthogonal to all the R-symmetry roots \( \alpha_i \). The net effect is therefore that the value of \( \Delta \) is shifted by \( N/2 \), and hence the reducible points are are given by

\[ \Delta = \left( \left\{ \ell + 2 - \frac{N}{2} - \mathbb{Z}_{>0} \right\} \setminus \left\{ -\ell - \frac{N}{2} + 1 \right\} \right) \cup \left( \frac{3}{2} - \frac{N}{2} - \mathbb{Z}_{>0} \right). \] \tag{64}

for \( \ell \) even and

\[ \Delta = \left( \left\{ \ell + 2 - \frac{N}{2} - \mathbb{Z}_{>0} \right\} \setminus \left\{ -\ell - \frac{N}{2} + 1 \right\} \right) \cup \left( 1 - \frac{N}{2} - \mathbb{Z}_{>0} \right). \] \tag{65}

for \( \ell \) odd.

The complete set of reducible points are obtained by combining (63), (64) and (65).

4.4  \( D = 3, \ N \geq 2 \) with \( N \) Odd

Let us next consider the case of general odd \( N \). The relevant root systems for this case is summarized in appendix [C.2]. In this case, we have odd non-isotropic roots, \( \pm \frac{\beta_D}{2} \pm \frac{1}{2} \beta_J \), which exist for all values of \( N \).

The highest weight vector \( \lambda \) and the Weyl vector are given by,

\[ \lambda = -\Delta \beta_J + \frac{\ell}{2} \beta_J + \sum_{a=1}^{N-1} \lambda_a \delta_a, \] \tag{66}

\[ \rho = \frac{3 - N}{2} \beta_D + \frac{1}{2} \beta_J + \sum_{a=1}^{N-1} \frac{N - 2a}{2} \delta_a. \] \tag{67}
where the half-integers $\lambda_a$’s are given in term of the Dynkin labels as (106). We thus have

$$\lambda + \rho = \left( \frac{3 - \mathcal{N}}{2} - \Delta \right) \beta_D + \left( \frac{\ell}{2} + \frac{1}{2} \right) \beta_J + \sum_{a=1}^{\mathcal{N}/2-1} \left( \lambda_a + \frac{\mathcal{N} - 2a}{2} \right) \delta_i.$$  \hspace{1cm} (68)

For Step 1, we can take advantage of the fact that the equations (66), (67) and (68) are exactly the same as (60), (61) and (62) for $\mathcal{N}$ even, with the only difference being that $i$ runs from 1 to $(\mathcal{N} - 1)/2$. We can thus simply reuse the result (63); there is essentially no difference between $\mathcal{N}$ even and $\mathcal{N}$ odd, as far as Step 1 is concerned.

For next step, even though we have odd non-isotropic roots we can still follow the improved algorithm (called Step 2′ before), since odd non-isotropic roots do not depend on the values of $\mathcal{N}$. The analysis in this step is therefore the same as the $\mathcal{N} = 1$ case, with the only difference being the shift of $\Delta$ (compare the coefficients of $\beta_D$ and $\beta_J$ in (68) and (37)).

By combining these results, the module is reducible either at values (63) or

$$\Delta = \left( \left\{ \frac{\ell}{2} + 2 - \frac{\mathcal{N}}{2} - \mathbb{Z}_{>0} \right\} \setminus \left\{ 1 - \frac{\mathcal{N}}{2} \right\} \right) \cup \left( \frac{3}{2} - \frac{\mathcal{N}}{2} - \mathbb{Z}_{>0} \right).$$  \hspace{1cm} (69)

defined for $\ell$ even and

$$\Delta = \left( \left\{ \frac{\ell}{2} + 2 - \frac{\mathcal{N}}{2} - \mathbb{Z}_{>0} \right\} \setminus \left\{ 1 - \frac{\mathcal{N}}{2} \right\} \right) \cup \left( 1 - \frac{\mathcal{N}}{2} - \mathbb{Z}_{>0} \right).$$ \hspace{1cm} (70)

defined for $\ell$ odd.

## 5 Summary of Results for $D = 3, 4, 5, 6$

Having worked out the case of three spacetime dimensions in detail, it is straightforward to repeat the analysis in spacetime dimensions four, five and six. The details of the computations are summarized in Appendix [C]. Let us here summarize the results for all the SCFTs. We hope this section will be useful to those readers who are interested only in the final results.

As in the rest of this paper, this list in general contains the same value of $\Delta$ multiple times. In those cases it is an indication that the corresponding poles could be of second order of higher.
5.1 $D = 3$

Let $\ell \in \mathbb{Z}_{\geq 0}$ be twice the angular spin, and let us define $C_\ell$ to be $C_\ell = 3$ for $\ell$ even, and $C_\ell = 2$ for $\ell$ odd. For $N = 0$ (see (45) and (46))

$$\left( \left\{ \frac{\ell}{2} + 2 - Z_{>0} \right\} \setminus \left\{ 1 - \frac{\ell}{2} \right\} \right) \cup \left( \frac{C_\ell}{2} - Z_{>0} \right).$$

(71)

For $N = 1$ (see (58))

$$\left( \left\{ \frac{\ell}{2} + 2 - Z_{>0} \right\} \setminus \left\{ 1 - \frac{\ell}{2} \right\} \right) \cup \left( \frac{C_\ell}{2} - Z_{>0} \right).$$

(72)

For $N$ even,

$$\bigcup_{a=1}^{N} \left\{ 2 - a + \ell + \lambda_a , 1 - a - \ell + \lambda_a , 2 - N + a + \ell - \lambda_a , 1 - N + a - \ell - \lambda_a \right\}$$

$$\bigcup \left( \left\{ \frac{\ell}{2} + 2 - \frac{N}{2} - Z_{>0} \right\} \setminus \left\{ 1 - \frac{\ell}{2} - \frac{N}{2} \right\} \right) \cup \left( \frac{C_\ell - N}{2} - Z_{>0} \right).$$

(73)

For $N$ odd

$$\bigcup_{a=1}^{N-1} \left\{ 2 - a + \ell + k_a , 1 - a - \ell + k_a , 2 - N + a + \ell - \lambda_a , 1 - N + a - \ell - \lambda_a \right\}$$

$$\bigcup \left( \left\{ \frac{\ell}{2} + 2 - \frac{N}{2} - Z_{>0} \right\} \setminus \left\{ 1 - \frac{N}{2} , 1 - \frac{\ell}{2} - \frac{N}{2} \right\} \right) \cup \left( \frac{C_\ell - N}{2} - Z_{>0} \right).$$

(74)

5.2 $D = 4$

Let us denote the angular spins of $\mathfrak{so}(4)$ by the Dynkin label $[\ell_1, \ell_2]$.

For $N = 0$ (see (118))

$$\Delta = \left\{ \frac{\ell_1 + \ell_2}{2} + 3 - Z_{>0} \right\} \setminus \left\{ \frac{\lfloor \ell_1 - \ell_2 \rfloor}{2} + 2 \right\}.$$  

(75)
For $\mathcal{N} = 1, 2, 3, 4$ with $\mathfrak{su}(\mathcal{N})$ representation labeled by a partition $\{\lambda_a\}$:

$$\Delta = \left( \left\{ \frac{\ell_1 + \ell_2}{2} + 3 - \mathcal{N} - \mathbb{Z}_{>0} \right\} \setminus \left\{ \frac{|\ell_1 - \ell_2|}{2} + 2 - \mathcal{N} \right\} \right)$$

$$\bigcup_{a=1}^{\mathcal{N}-1} \left\{ \ell_1 + \frac{\mathcal{N} - 4}{2\mathcal{N}} R + 2\lambda_a - \frac{2|\lambda|}{\mathcal{N}} - 2a + 4 \right\}$$

$$\bigcup_{a=1}^{\mathcal{N}-1} \left\{ -\ell_1 + \frac{\mathcal{N} - 4}{2\mathcal{N}} R + 2\lambda_a - \frac{2|\lambda|}{\mathcal{N}} - 2a + 2 \right\}$$

$$\bigcup_{a=1}^{\mathcal{N}-1} \left\{ -\ell_2 - \frac{\mathcal{N} - 4}{2\mathcal{N}} R - 2\lambda_a + 2 \frac{|\lambda|}{\mathcal{N}} + 2a + 2 - 2\mathcal{N} \right\}$$

$$\bigcup_{a=1}^{\mathcal{N}-1} \left\{ \ell_2 - \frac{\mathcal{N} - 4}{2\mathcal{N}} R - 2\lambda_a + 2 \frac{|\lambda|}{\mathcal{N}} + 2a - 2\mathcal{N} \right\},$$

where $|\lambda|$ is the size of the partition $\lambda$ (95). For $\mathcal{N} = 4$ the dependence on $R$ drops out, as expected from the reduction of the symmetry algebra from $\mathfrak{sl}(2,2|4)$ to $\mathfrak{psl}(2,2|4)$.

### 5.3 \(D = 5\)

Let us denote the angular spins of $\mathfrak{so}(5)$ by the Dynkin label $[\ell_1, \ell_2]$.

For $\mathcal{N} = 0$ (see (130))

$$\left( \left\{ \ell_1 + \frac{\ell_2}{2} + 4 - \mathbb{Z}_{>0} \right\} \setminus \left\{ \frac{\ell_2}{2} + 3, -\frac{\ell_2}{2} + 2, -\ell_1 - \frac{\ell_2}{2} + 1 \right\} \right) \bigcup \left\{ \frac{5}{2} - \mathbb{Z}_{>0} \right\}. \quad (77)$$

For $\mathcal{N} = 1$ with $\mathfrak{sp}(2)$ R-symmetry spin $k \in \mathbb{Z}_{\geq 0}$

$$\left\{ \ell_1 + \frac{\ell_2}{2} + 3k + 4, \ell_1 + \ell_2 - 3k + 1, \ell_1 - \ell_2 + 3k + 3, \ell_1 - \ell_2 - 3k \right\}$$

$$\bigcup \left\{ -\ell_1 + \ell_2 + 3k + 1, -\ell_1 + \ell_2 - 3k - 2, -\ell_1 - \ell_2 + 3k, -\ell_1 - \ell_2 - 3k - 3 \right\}$$

$$\bigcup \left( \left\{ \ell_1 + \frac{\ell_2}{2} + 2 - \mathbb{Z}_{>0} \right\} \setminus \left\{ \frac{\ell_2}{2} + 1, -\frac{\ell_2}{2}, -\ell_1 - \frac{\ell_2}{2} - 1 \right\} \right)$$

$$\bigcup \left( \frac{1}{2} - \mathbb{Z}_{>0} \right). \quad (78)$$

### 5.4 \(D = 6\)

Let us denote the angular spins of $\mathfrak{so}(6)$ by the Dynkin label $[\ell_1, \ell_2, \ell_3]$. 23
For $\mathcal{N} = 0$ (see (141))
\[
\left\{ \frac{\ell_1 + \ell_2 + \ell_3}{2} + 5 - \mathbb{Z}_{>0} \right\} \setminus \left\{ \frac{\ell_2 + \ell_3}{2} + 4, \frac{|\ell_2 - \ell_3|}{2} + 3 \right\}. \tag{79}
\]

For $\mathcal{N} = (0, 1)$ with $\mathfrak{sp}(2) \simeq \mathfrak{so}(3)$ R-symmetry spin $k \in \mathbb{Z}_{\geq 0}$ we have
\[
\left\{ \frac{2\ell_1 + \ell_2 + 3\ell_3}{2} + 2k + 6, \frac{2\ell_1 + \ell_2 + 3\ell_3}{2} + 2k + 4 \right\}
\cup \left\{ \frac{2\ell_2 - \ell_3}{2} - 2k + 4, \frac{2\ell_1 + \ell_2 - \ell_3}{2} + 2k + 2 \right\}
\cup \left\{ \frac{-2\ell_2}{2} + 2k + 2, \frac{-2\ell_1 + \ell_2 - \ell_3}{2} + 2k \right\}
\cup \left\{ \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} + 2k, \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} + 2k - 2 \right\}
\cup \left\{ \frac{\ell_1 + \ell_2 + \ell_3}{2} + 3 - \mathbb{Z}_{>0} \right\} \setminus \left\{ \frac{\ell_2 + \ell_3}{2} + 2, \frac{|\ell_2 - \ell_3|}{2} + 1 \right\}. \tag{80}
\]

For $\mathcal{N} = (0, 2)$ with $\mathfrak{sp}(4) \simeq \mathfrak{so}(5)$ R-symmetry spin labeled by Dynkin label $[k_1, k_2]$ we have
\[
\left\{ \frac{2\ell_1 + \ell_2 + 3\ell_3}{2} + 2k_1 + 2k_2 + 6, \frac{2\ell_1 + \ell_2 + 3\ell_3}{2} + 2k_1 - 2k_2 + 4 \right\}
\cup \left\{ \frac{2\ell_2 - \ell_3}{2} - 2k_1 + 2k_2 + 0, \frac{2\ell_1 + \ell_2 - 3\ell_3}{2} + 2k_1 - 2k_2 - 2 \right\}
\cup \left\{ \frac{2\ell_1 + \ell_2 - \ell_3}{2} + 2k_1 + 2k_2 + 4, \frac{2\ell_1 + \ell_2 - \ell_3}{2} + 2k_1 - 2k_2 + 2 \right\}
\cup \left\{ \frac{2\ell_2 - \ell_3}{2} - 2k_1 + 2k_2 - 2, \frac{2\ell_1 + \ell_2 - \ell_3}{2} + 2k_1 - 2k_2 - 4 \right\}
\cup \left\{ \frac{-2\ell_2}{2} + 2k_1 + 2k_2 + 2, \frac{-2\ell_1 + \ell_2 - \ell_3}{2} + 2k_1 - 2k_2 \right\}
\cup \left\{ \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} - 2k_1 + 2k_2 - 4, \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} + 2k_1 - 2k_2 - 6 \right\}
\cup \left\{ \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} + 2k_1 + 2k_2, \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} + 2k_1 - 2k_2 - 2 \right\}
\cup \left\{ \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} - 2k_1 + 2k_2 - 6, \frac{-2\ell_1 - 3\ell_2 - \ell_3}{2} + 2k_1 - 2k_2 - 8 \right\}
\cup \left\{ \frac{\ell_1 + \ell_2 + \ell_3}{2} + 1 - \mathbb{Z}_{>0} \right\} \setminus \left\{ \frac{\ell_2 + \ell_3}{2}, \frac{|\ell_2 - \ell_3|}{2} - 1 \right\}. \tag{81}
\]
6 Comments on Unitarity Bounds

Our analysis of the irreducibility of parabolic Verma modules, or equivalently poles of superconformal blocks, is closely related with the discussion of unitarity bounds for superconformal field theories \cite{33,37,44}.

The theory is unitarity when the value of $\Delta$ is sufficiently large. As we lower the value of $\Delta$, at some value $\Delta = \Delta_\star$, we will encounter the null state, and the theory is no longer unitary at $\Delta = \Delta_\star - \epsilon$ with $\epsilon > 0$, at least when $\epsilon$ is chosen sufficiently small. In other words, $\Delta_\star$ is the minimal value so that the theory is always unitary (irreducible) as long as $\Delta > \Delta_\star$. Such a value is sometimes known as the “first reduction point” in the literature.

It is straightforward to derive this first reduction point from our results summarized in Section 5—$\Delta_\star$ is simply the largest value of $\Delta$ which appears in the list of poles in Section 5. The result is summarized in Table 1.

In some literature on superconformal field theories, the value of the first reduction point $\Delta_\star$ has often been derived by the analysis of the Kac’s irreducibility criterion \cite{36}. However, as we have already commented in Section 3, the Kac’s criterion is different from the irreducibility criterion of \cite{25} which is more directly of relevant to the study of superconformal field theory, in that in the latter we need to take into account the conditions as originating from non-isotropic roots. Having said that, the actual values of $\Delta_\star$ obtained here is consistent with the values known in the literature, see e.g. \cite{44} for convenient reference.

More detailed analysis will be needed to derive the full unitarity bounds along these lines, i.e. to classify unitary short multiplets. The details will be left for future work, but as a small consistency check we can verify that all the known unitary short multiplets of the superconformal algebras have values of the scaling dimension $\Delta$ where the generalized Verma module is reducible.

7 Further Implications for Superconformal Blocks

The pole structures derived in this paper is completely general, and can be applied to correlators of any operators in general representations. Namely the only possible poles of the superconformal blocks as a function of the scaling dimension $\Delta$ should be exhausted by the results presented above.

Having said that, if we consider a superconformal block for a particular operators then some of these poles might be absent. Such a phenomenon is already known for non-supersymmetric CFTs in three spacetime dimensions, where the conformal block for four external scalar operators does not have poles corresponding to the type IV null states in \cite{18}. Such an absence of poles happens since the residues at these poles can vanish. This in turn
Table 1: The values of the first reduction point $\Delta = \Delta_*$ for $\mathcal{N}$-extended superconformal algebra in $D = 3, 4, 5, 6$. We here assumed that the R-charges are generic, e.g. $\lambda_1 > 0$ for $D = 3, \mathcal{N} > 1$.

| dim. | susy | $\{\ell_i\} = 0$ | $\{\ell_i\} \neq 0$ |
|------|------|----------------|------------------|
|      |      | $\Delta = \frac{1}{2}$ | $\Delta = \frac{d}{2} + 1$ |
| $D = 3$ | $\mathcal{N} = 0$ | $\Delta = \frac{1}{2}$ | $\Delta = \frac{d}{2} + 1$ |
|      | $\mathcal{N} = 1$ | $\Delta = \frac{1}{2} + \lambda_1$ | $\Delta = 1 + \frac{d}{2} + \lambda_1$ |
|      | $\mathcal{N} > 1$ | $\Delta = 1 + \lambda_1$ | $\Delta = 1 + \frac{d}{2} + \lambda_1$ |
| $D = 4$ | $\mathcal{N} = 0$ | $\Delta = 2 + \frac{3R}{6}$ | $\Delta = \left\{ \begin{array}{l} \ell_2 + \frac{3R}{2}, \ell_1 = 0 \\
\ell_1 + 2 - \frac{3R}{2}, \ell_2 = 0 \end{array} \right.$ |
|      | $\mathcal{N} = 1$ | $\Delta = 2 + \lambda_1 - \frac{R}{2}$ | $\Delta = \left\{ \begin{array}{l} \ell_1 + 2 + \lambda_1 - \frac{R}{2}, \ell_2 = 0 \\
\ell_2 + \frac{R}{2} - \lambda_1, \ell_1 = 0 \end{array} \right.$ |
|      | $\mathcal{N} = 2$ | $\Delta = 2 + \frac{2}{3}(2\lambda_1 - \lambda_2) - \frac{R}{6}$ | $\Delta = \left\{ \begin{array}{l} \ell_1 + 2 + \frac{2}{3}(2\lambda_1 - \lambda_2) - \frac{R}{6}, \ell_2 = 0 \\
\ell_1 + \frac{R}{6} + \frac{2}{3}(\lambda_1 - 2\lambda_2) - 2, \ell_1 = 0 \end{array} \right.$ |
|      | $\mathcal{N} = 3$ | $\Delta = 2 + \frac{1}{2}(3\lambda_1 - \lambda_2 - \lambda_3)$ | $\Delta = \left\{ \begin{array}{l} \ell_1 + 2 + \frac{1}{2}(3\lambda_1 - \lambda_2 - \lambda_3), \ell_2 = 0 \\
\ell_2 - \frac{1}{2}(3\lambda_3 - \lambda_1 - \lambda_2) - 2, \ell_1 = 0 \end{array} \right.$ |
|      | $\mathcal{N} = 4$ | $\Delta = 2 + \frac{1}{2}(3\lambda_1 - \lambda_2 - \lambda_3)$ | $\Delta = \left\{ \begin{array}{l} \ell_1 + 2 + \frac{1}{2}(3\lambda_1 - \lambda_2 - \lambda_3), \ell_2 = 0 \\
\ell_2 - \frac{1}{2}(3\lambda_3 - \lambda_1 - \lambda_2) - 2, \ell_1 = 0 \end{array} \right.$ |
| $D = 5$ | $\mathcal{N} = 0$ | $\Delta = \frac{3}{2}$ | $\Delta = \left\{ \begin{array}{l} 2 + \frac{\ell_2}{2}, \ell_1 = 0, \ell_2 \neq 0 \\
3 + \ell_1, \ell_2 = 0, \ell_1 \neq 0 \\
3 + \ell_1 + \frac{\ell_2}{2}, \ell_1, \ell_2 \neq 0 \end{array} \right.$ |
|      | $\mathcal{N} = 1$ | $\Delta = 3k + 4$ | $\Delta = \ell_1 + \frac{\ell_2}{2} + 3k + 4$ |
|      | $\mathcal{N} = 2$ | $\Delta = 2$ | $\Delta = \left\{ \begin{array}{l} 3 + \frac{\ell_2 + \ell_3}{2}, \ell_1 = 0, \ell_2, \ell_3 \neq 0 \\
4 + \ell_1 + \frac{\ell_3}{2}, \ell_2 = 0, \ell_1, \ell_3 \neq 0 \\
4 + \ell_1 + \frac{\ell_2}{2}, \ell_3 = 0, \ell_1, \ell_2 \neq 0 \end{array} \right.$ |
|      | $\mathcal{N} = 4$ | $\Delta = 2k + 6$ | $\Delta = \ell_1 + \ell_2 + \ell_3 + 2(k_1 + k_2) + 6$ |
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can happen because of the absence of the relevant three-point functions, see [45–47] for systematic analysis of possible three-point structures.

We would like to urge the readers to compare the predictions in this paper with their favorite expressions for superconformal blocks. We leave the detailed such analysis to be future work, but let us here make one small comment.

We have seen that in the “improved algorithm” of Section 3.2 involving shifting the scaling dimension $\Delta$ by the number of supersymmetries $N$, as far as the pole structure of superconformal blocks is concerned. This is known to hold for superconformal blocks with external scalar operators. Indeed, in four dimensions ($D = 4$) the scalar superconformal block in theories of $N$-extended supersymmetry ($N = 1, 2, 4$) is known to be of the form [10] (see also [6,48])

$$g^N(u,v) = u^{-\frac{N}{2}} g_{\Delta+2\frac{\Delta}{N}}(u,v).$$

where $g_{\Delta,l}$ is the corresponding quantity for the case of $N = 0$ theory [49,50]

$$g_{\Delta,l}(z,\bar{z}) = (-1)^l \frac{z\bar{z}}{z - \bar{z}} [k_{\Delta+l}(z)k_{\Delta-l-2}(\bar{z}) - k_{\Delta+l}(\bar{z})k_{\Delta-l-2}(z)],$$

where the different parametrizations of the cross-ratio coordinates are related by

$$u = z\bar{z}, \quad v = (1 - z)(1 - \bar{z}),$$

and

$$k_\beta(x) := x^\beta \binom{a}{b,c}^2 (\frac{\beta}{2}, \frac{\beta}{2}; x) = x^\beta \sum_{n=0}^{\infty} \left[\frac{(\frac{\beta}{2})_n}{(\beta)_n n!}\right]^2 x^n,$$

with the hypergeometric function $\binom{a}{b,c}^2$ and the Pochhammer symbol $(x)_n$ defined by

$$\binom{a}{b,c}^2 = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n n!} x^n,$$

$$(x)_0 := 1, \quad (x)_n := x(x + 1)(x + 2)\ldots(x + n - 1).$$

In this example that effect of $N$ is precisely to shift the positions of poles in $\Delta$, as one expected from the analysis of Section 3.2. Interestingly, a similar pattern is known to hold more generally in theories of four supercharges in other (in general non-integer) dimensions.

\footnote{Of course, for complete analysis one also needs to take into account possible poles [168], as originating from isotropic roots, which are not shifted simply by $N$.}
see [17]. This could be an indication that the pole structures as derived in this paper might be more constraining as one might have expected for a generic function.

One can use the pole structure studied in this paper as an input to the recursion relations of superconformal blocks, along the lines of [18]. The completion of this program requires explicit expressions for the null states and their norms (when $\Delta$ is generic), which seems to unknown in the literature. It would be interesting to explore this further. We will leave these questions for future work.
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A ABD Roots and Weights

In this Appendix we summarize some standard facts about the root system and the highest weights for the ABD Lie algebras. We can spare the $C$ case (associated with Lie algebra $\mathfrak{sp}(2N)$) for the applications to SCFTs in this paper, since we can use the isomorphism of Lie algebras: $\mathfrak{sp}(2) = \mathfrak{su}(2)$, $\mathfrak{sp}(4) = \mathfrak{so}(5)$.

A.1 $A_{N-1}$

The $A_{N-1}$ root system is given by

$$\Delta_{\bar{0}} = \left\{ \pm (\delta_a - \delta_b) \right\}, \quad (88)$$

where we introduced a orthonormal basis $\delta_a$

$$(\delta_a, \delta_b) = \delta_{a,b}, \quad a, b = 1, \ldots, N. \quad (89)$$
Under an ordering $\delta_1 > \cdots > \delta_N$, the positive simple roots are given by $\alpha_a = \delta_a - \delta_{a+1}$, with $a = 1, \ldots, N-1$.

The fundamental weight is given by

$$w_a := \sum_{b=1}^{a} \delta_b - \frac{a}{N} \sum_{c=1}^{N} \delta_c, \quad \alpha_a := \delta_a - \delta_{a+1},$$

(90)

which are determined by the conditions

$$2\left(\frac{w_a}{\alpha_b}, \alpha_b\right) = \delta_{ab}, \quad a, b = 1, \ldots, N, \quad \alpha_a := \delta_a - \delta_{a+1},$$

(91)

as well as the condition that $w_a$ is in the $\mathbb{R}$-span of $\alpha_b$'s.

The highest weight for a finite-dimensional representation of the $\mathfrak{su}(N)$ algebra is given by a dominant integral weight, which is given by a $\mathbb{Z}_{\geq 0}$-span of fundamental weights:

$$\lambda = \sum_{a=1}^{N-1} \ell_a w_a = \sum_{a=1}^{N-1} \ell_a \left( \sum_{b=1}^{a} \delta_b - \frac{a}{N} \sum_{c=1}^{N} \delta_c \right),$$

(92)

where the coefficients $[\ell_1, \ldots, \ell_N]$ are called Dynkin labels. The highest weight (92) can also be written as

$$\lambda = \sum_{a=1}^{N-1} \ell_a w_a = \sum_{a=1}^{N} \left( \lambda_a - \frac{|\lambda|}{N} \right) \delta_a,$$

(93)

where we introduced $\lambda_a$ and $|\lambda|$ by

$$\lambda_a = \ell_a + \ell_{a+1} + \cdots + \lambda_{N-1}, \quad \text{or} \quad \ell_a = \lambda_a - \lambda_{a+1},$$

(94)

$$|\lambda| = \sum_{a} \lambda_a.$$

(95)

Since this $\lambda$ satisfies

$$\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{N-1} \geq 0,$$

(96)

$\{\lambda_a\}$ define a partition (Young diagram), where the number of boxes at height $a$ is given by $\lambda_a$; in this language, $|\lambda|$ is the total number of boxes.
A.2 $D_N$

The $D_N$ root system (corresponding to the Lie algebra $\mathfrak{so}(2N)$) is given by

$$\Delta_0 = \left\{ \pm \delta_a \pm \delta_b \right\}, \quad a, b = 1, \ldots, N,$$  \hspace{1cm} (97)

and the inner product is given by (89). In dictionary ordering $\delta_1 > \delta_2 > \ldots > \delta_N$, the positive simple roots are given by

$$\alpha_a = \delta_a - \delta_{a+1} \quad a = 1, \ldots, N - 1, \quad \alpha_N = \delta_{N-1} + \delta_N.$$  \hspace{1cm} (98)

The fundamental weights satisfying (91) are obtained as

$$w_a = \delta_1 + \cdots + \delta_a, \quad a = 1, \ldots, N - 2,$$
$$w_{N-1} = \frac{\delta_1 + \cdots + \delta_{N-1} - \delta_N}{2},$$
$$w_N = \frac{\delta_1 + \cdots + \delta_{N-1} + \delta_N}{2}.$$  \hspace{1cm} (99)

The highest weight for a finite-dimensional representation is given as

$$\lambda = \sum_{a=1}^N \ell_a w_a = \sum_{a=1}^N \lambda_a \delta_a$$  \hspace{1cm} (100)

where $\ell_a \in \mathbb{Z}_{\geq 0}$ are integers called Dynkin labels, and we defined half-integers $\lambda_a \in \mathbb{Z}_{\geq 0}/2$ by

$$\lambda_a = \ell_a + \cdots + \ell_{N-2} + \frac{\ell_{N-1} + \ell_N}{2} \quad a = 1, \ldots, N - 2,$$
$$\lambda_{N-1} = \frac{\ell_{N-1} + \ell_N}{2}, \quad \lambda_N = \frac{-\ell_{N-1} + \ell_N}{2}.$$  \hspace{1cm} (101)

By definition this satisfies $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{N-1} \geq |\lambda_N| \geq 0$. Note that $\lambda_N$ can be negative. The $\lambda_a$’s are half-integers for a general representation. If we consider the tensor representation, however, all the $\lambda_a$’s takes values in integers; a tensor representation is labeled by a partition and a sign.
A.3 \( B_N \)

The \( B_N \) root system (corresponding to the Lie algebra \( \mathfrak{so}(2N+1) \)) is similar to the \( D_N \) root system, but with some extra roots added:

\[
\Delta_0 = \left\{ \pm \delta_a \pm \delta_b , \pm \delta_a \right\}, \quad a, b = 1, \ldots, N
\]  

and the inner product is given by \([89]\). In dictionary ordering \( \delta_1 > \delta_2 > \ldots > \delta_N \), the positive simple roots are given by

\[
\alpha_a = \delta_a - \delta_{a+1} \quad a = 1, \ldots, N - 1, \quad \alpha_N = \delta_N .
\]

(103)

The fundamental weights satisfying \([91]\) are obtained as

\[
w_a = \delta_1 + \ldots + \delta_a, \quad a = 1, \ldots, N - 1 ,
\]

\[
w_N = \frac{\delta_1 + \ldots + \delta_{N-1} + \delta_N}{2}.
\]

(104)

The highest weight for a finite-dimensional representation is given as

\[
\lambda = \sum_{a=1}^{N} \ell_a w_a = \sum_{a=1}^{N} \lambda_a \delta_a
\]

where \( \ell_a \in \mathbb{Z}_{\geq 0} \) are Dynkin labels and we defined half-integers \( \lambda_a \in \mathbb{Z}_{\geq 0}/2 \) by

\[
\lambda_a = \ell_a + \ldots + \ell_{N-2} + \frac{\ell_N}{2}, \quad a = 1, \ldots, N - 1 ,
\]

\[
\lambda_N = \frac{\ell_N}{2}.
\]

(106)

By definition this satisfies \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N \geq 0 \). In tensor representations all the \( \lambda_a \)'s are integers; a tensor representation is labeled by a partition.

B \( \mathcal{N} = 0 \) Results

In this appendix we present the analysis for the non-supersymmetric cases (i.e. \( \mathcal{N} = 0 \)) in spacetime dimensions 4, 5 and 6. Note that in these cases the conformal algebra contains no odd elements, and hence \( \Delta = \Delta_0, \Delta_1 = \Delta_1^+ = \emptyset \) and \( \rho = \rho_0 \).

Note that such an analysis (for a general spacetime dimension) was already given in \([18]\), except there the spinor representations are not considered there. In this appendix we therefore present the full analysis including the cases of spinor representations. We present
this analysis in the same notations as in the rest of this paper, to make the comparison easier. We will find that while intermediate steps of the analysis changes slightly from [18], the final result is in the end the same as in [18], even for spinor representations.

B.1 4d $\mathcal{N} = 0$

The conformal algebra in this case is $g = su(4) = A(3)$. Let us introduce a basis

$$(\varepsilon_i, \varepsilon_j) = \delta_{i,j}, \quad \text{equation (107)}$$

with $i, j = 1, \ldots, 4$. Then we have

$$\Delta = \left\{\pm (\varepsilon_i - \varepsilon_j)\right\}, \quad \text{equation (108)}$$

$$\Delta_l = \left\{\pm (\varepsilon_1 - \varepsilon_2), \pm (\varepsilon_3 - \varepsilon_4)\right\}. \quad \text{equation (109)}$$

Let us choose an ordering $\varepsilon_1 > \varepsilon_2 > -\varepsilon_3 > -\varepsilon_4$. We then have

$$\Delta^+ = \left\{\varepsilon_1 - \varepsilon_2, \varepsilon_4 - \varepsilon_3\right\}, \quad \text{equation (110)}$$

$$\Delta_n = \left\{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4, \varepsilon_2 - \varepsilon_3, \varepsilon_2 - \varepsilon_4\right\}. \quad \text{equation (111)}$$

The highest weight vector and the Weyl vector is

$$\lambda = -\frac{\Delta}{2} (\varepsilon_1 + \varepsilon_2 - \varepsilon_3 - \varepsilon_4) + \ell_1 \frac{\ell_1}{2}(\varepsilon_1 - \varepsilon_2) - \ell_2 \frac{\ell_2}{2}(\varepsilon_3 - \varepsilon_4)$$

$$\rho = \frac{1}{2} (3 \varepsilon_1 + \varepsilon_2 - 3 \varepsilon_3 - \varepsilon_4),$$

$$\lambda + \rho = -\frac{\Delta}{2} (\varepsilon_1 - \varepsilon_3) - \frac{\Delta}{2} (\varepsilon_2 - \varepsilon_4) + \ell_1 \frac{\ell_1}{2}(\varepsilon_1 - \varepsilon_2) - \ell_2 \frac{\ell_2}{2}(\varepsilon_3 - \varepsilon_4). \quad \text{equation (112)}$$

Here $\ell_1$ and $\ell_2$ are the two angular spins, and take integer values.

We find

$$n_{\varepsilon_1 - \varepsilon_3} = 3 - \Delta + \frac{\ell_1 + \ell_2}{2}, \quad n_{\varepsilon_1 - \varepsilon_4} = 2 - \Delta + \frac{\ell_1 - \ell_2}{2},$$

$$n_{\varepsilon_2 - \varepsilon_3} = 2 - \Delta + \frac{\ell_2 - \ell_1}{2}, \quad n_{\varepsilon_2 - \varepsilon_4} = 1 - \Delta - \frac{\ell_1 + \ell_2}{2}. \quad \text{equation (113)}$$

\(^{21}\)Please be aware of the notation change: $\ell_a$ in [18] is denoted as $\lambda_a$ in this paper.
and $\Psi_\lambda^+ \neq \emptyset$ in the following cases:

\[
\Delta - C_{\ell_1 + \ell_2} = \begin{cases} 
3 + \frac{\ell_1 + \ell_2}{2} - k, & k = \{1, \ldots, \infty\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3\} \\
2 - \frac{\ell_1 - \ell_2}{2} - k, & k = \{1, 2, \ldots, 1 + \ell_2\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4, \varepsilon_2 - \varepsilon_3\}, \\
2 + \frac{\ell_1 - \ell_2}{2} - k, & k = \{1, 2, \ldots, \ell_1 - \ell_2\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4\}, \\
1 - \frac{\ell_1 + \ell_2}{2} - k, & k = \{1, 2, \ldots\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4, \varepsilon_2 - \varepsilon_3, \varepsilon_2 - \varepsilon_4\},
\end{cases}
\]

for $\ell_1 \geq \ell_2$, and

\[
\Delta - C_{\ell_1 + \ell_2} = \begin{cases} 
1 - \frac{\ell_1 + \ell_2}{2} - k, & k = \{1, 2, \ldots\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4, \varepsilon_2 - \varepsilon_3, \varepsilon_2 - \varepsilon_4\}, \\
2 + \frac{\ell_2 - \ell_1}{2} - k, & k = \{1, 2, \ldots, \ell_2 - \ell_1\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3, \varepsilon_2 - \varepsilon_3\}, \\
2 - \frac{\ell_2 - \ell_1}{2} - k, & k = \{1, 2, \ldots, 1 + \ell_1\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4, \varepsilon_2 - \varepsilon_3\}, \\
3 + \frac{\ell_1 + \ell_2}{2} - k, & k = \{1, \ldots, \infty\}, \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3\}
\end{cases}
\]

for $\ell_1 < \ell_2$. Here we defined

\[
C_{\ell_1 + \ell_2} = \begin{cases} 
0 & (\ell_1 + \ell_2 \text{ even}) \\
1 & (\ell_1 + \ell_2 \text{ odd})
\end{cases}
\]

(116)

The final step is to check whether there exists $\beta \in \Delta_n$ such that $(\lambda + \rho, \beta) = 0$. This happens for

\[
\Delta = 3 + \frac{\ell_1 + \ell_2}{2}, \ n_{\varepsilon_1 - \varepsilon_3} = 0, \ \Psi_\lambda^+ = \emptyset.
\]

\[
\Delta = 2 + \frac{\ell_1 - \ell_2}{2}, \ n_{\varepsilon_1 - \varepsilon_4} = 0, \ \Psi_\lambda^+ = \begin{cases} 
\{\varepsilon_1 - \varepsilon_3, \varepsilon_2 - \varepsilon_3\}, & \ell_2 > \ell_1 \\
\{\varepsilon_1 - \varepsilon_3\}, & \ell_2 < \ell_1
\end{cases}.
\]

(117)

\[
\Delta = 2 + \frac{\ell_2 - \ell_1}{2}, \ n_{\varepsilon_2 - \varepsilon_3} = 0, \ \Psi_\lambda^+ = \begin{cases} 
\{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4\}, & \ell_1 > \ell_2 \\
\{\varepsilon_1 - \varepsilon_3\}, & \ell_1 < \ell_2
\end{cases}.
\]

\[
\Delta = 1 - \frac{\ell_1 + \ell_2}{2}, \ n_{\varepsilon_2 - \varepsilon_4} = 0, \ \Psi_\lambda^+ = \{\varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4, \varepsilon_2 - \varepsilon_3\}.
\]

The first line is trivial since $\Psi_\lambda^+ = \emptyset$. For the remaining cases, we need to apply the final condition (25). In most cases the condition (25) does not hold. The first exception
is the obvious case of $\Delta = 3 + \frac{\ell_1 + \ell_2}{2}$, when $\Psi_+^\ell$ is empty. The other exception, assuming $\ell_1 > \ell_2$, happens for $\Delta = 2 + \frac{\ell_1 - \ell_2}{2}$. In this case $\lambda + \rho$ is in the hyperplane orthogonal to $\varepsilon_1 - \varepsilon_4$, and hence $s_{\varepsilon_1 - \varepsilon_3}(\lambda + \rho)$ is orthogonal to $\varepsilon_3 - \varepsilon_4$. This means that $s_{\varepsilon_1 - \varepsilon_3}(\lambda + \rho)$ is fixed by an element of the Weyl group $W$ exchanging $\varepsilon_3$ and $\varepsilon_4$. The case of $\ell_1 < \ell_2$ is similar, and we find the reducible points in four dimensions comprises of,

$$\Delta = \left\{ 3 + \frac{\ell_1 + \ell_2}{2} - \mathbb{Z}_{>0} \right\} \setminus \left\{ 2 + \frac{|\ell_1 - \ell_2|}{2} \right\} \quad (118)$$

In terms of partitions $\lambda_1, \lambda_2 \in \mathbb{Z}$ with $\lambda_1 \geq |\lambda_2| \geq 0$ (see Appendix A), this becomes

$$\Delta = \left\{ \frac{\lambda_1}{2} + 3 - \mathbb{Z}_{>0} \right\} \setminus \left\{ \frac{|\lambda_2|}{2} + 2 \right\}. \quad (119)$$

### B.2 5d $\mathcal{N} = 0$

For this case, we use the root system for $\mathfrak{so}_7 = B(3)$:

$$\Delta = \left\{ \pm \beta_D \pm \beta_{J_1}, \pm \beta_D \pm \beta_{J_2}, \pm \beta_{J_1} \pm \beta_{J_2}, \pm \beta_D, \pm \beta_{J_1}, \pm \beta_{J_2} \right\}, \quad (120)$$

with the inner product $(\beta_i, \beta_j) = \delta_{i,j}$. Under an ordering $\beta_D > \beta_{J_1} > \beta_{J_2}$,

$$\Delta_l = \left\{ \pm \beta_{J_1} \pm \beta_{J_2}, \pm \beta_{J_1}, \pm \beta_{J_2} \right\}, \quad (121)$$

$$\Delta_n = \left\{ \beta_D \pm \beta_{J_1}, \beta_D \pm \beta_{J_2}, \beta_D \right\}. \quad (122)$$

We have

$$\lambda = -\Delta \beta_D + \left( \ell_1 + \frac{\ell_2}{2} \right) \beta_{J_1} + \frac{\ell_2}{2} \beta_{J_2} + k\delta, \quad (123)$$

$$\rho = \frac{5}{2} \beta_D + \frac{3}{2} \beta_{J_1} + \frac{1}{2} \beta_{J_2} + \frac{1}{2} \delta, \quad (124)$$

$$\lambda + \rho = \left( -\Delta + \frac{5}{2} \right) \beta_D + \left( \ell_1 + \frac{\ell_2}{2} + \frac{3}{2} \right) \beta_{J_1} + \left( \frac{\ell_2}{2} + \frac{1}{2} \right) \beta_{J_2} + \left( k + \frac{1}{2} \right) \delta. \quad (125)$$
In Step 1 we have

\[ n_{\beta_D} = 5 - 2\Delta, \]
\[ n_{\beta_D^+\beta_{J_1}} = 4 - \Delta + \ell_1 + \frac{\ell_2}{2}, \]
\[ n_{\beta_D^{-}\beta_{J_1}} = 1 - \Delta - \ell_1 - \frac{\ell_2}{2}, \]
\[ n_{\beta_D^+\beta_{J_2}} = 3 - \Delta + \frac{\ell_2}{2}, \]
\[ n_{\beta_D^{-}\beta_{J_2}} = 2 - \Delta - \frac{\ell_2}{2}. \]

This means that we have \( \Psi_\chi^+ \neq \emptyset \) when

\[ \ell_2 \text{ even}, \quad \Delta = \begin{cases} 
1 - \ell_1 - \frac{\ell_2}{2} - k, & \Psi_\chi^+ = \{\beta_D, \beta_D \pm \beta_{J_1}, \beta_D \pm \beta_{J_2}\} \\
2 - \frac{\ell_2}{2} - k, & k = \{1, \ldots, 1 + \ell_1\} \quad \Psi_\chi^+ = \{\beta_D, \beta_D + \beta_{J_1}, \beta_D \pm \beta_{J_2}\} \\
5 \cdot \frac{\ell_2}{2} - k, & k = \{3, \ldots, \frac{\ell_2 + 1}{2}\} \quad \Psi_\chi^+ = \{\beta_D, \beta_D + \beta_{J_1}, \beta_D + \beta_{J_2}\} \\
3 + \frac{\ell_2}{2} - k, & k = \{1, \ldots, 1 + \ell_1\} \quad \Psi_\chi^+ = \{\beta_D + \beta_{J_1}, \beta_D + \beta_{J_2}\} \\
4 + \ell_1 + \frac{\ell_2}{2} - k, & k = \{1, \ldots, 1 + \ell_1\} \quad \Psi_\chi^+ = \{\beta_D + \beta_{J_1}\} \\
5 \cdot \frac{\ell_2}{2} - k, & k = \{1, \ldots, \frac{\ell_2}{2}\} \quad \Psi_\chi^+ = \{\beta_D\} 
\end{cases} \]  

and,

\[ \ell_2 \text{ odd}, \quad \Delta = \begin{cases} 
1 - \ell_1 - \frac{\ell_2}{2} - k, & \Psi_\chi^+ = \{\beta_D, \beta_D \pm \beta_{J_1}, \beta_D \pm \beta_{J_2}\} \\
2 - \frac{\ell_2}{2} - k, & k = \{\frac{1}{2}, \ldots, \frac{\ell_2}{2}\} \quad \Psi_\chi^+ = \{\beta_D, \beta_D + \beta_{J_1}, \beta_D \pm \beta_{J_2}\} \\
5 \cdot \frac{\ell_2}{2} - k, & k = \{1, \ldots, \frac{\ell_2}{2}\} \quad \Psi_\chi^+ = \{\beta_D, \beta_D + \beta_{J_1}, \beta_D + \beta_{J_2}\} \\
3 + \frac{\ell_2}{2} - k, & k = \{\frac{1}{2}, \ldots, \frac{\ell_2}{2}\} \quad \Psi_\chi^+ = \{\beta_D + \beta_{J_1}, \beta_D + \beta_{J_2}\} \\
4 + \ell_1 + \frac{\ell_2}{2} - k, & k = \{\frac{1}{2}, \ldots, \ell_1 + \frac{1}{2}\} \quad \Psi_\chi^+ = \{\beta_D + \beta_{J_1}\} 
\end{cases} \]
The next step is to identify the walls for which there exists $\beta \in \Delta_n$ such that $(\lambda + \rho, \beta) = 0$,

$$n_{\beta_D} = 0, \quad \Delta = \frac{5}{2}, \quad \Psi_\lambda^* = \{\beta_D + \beta_{J_1}, \beta_D + \beta_{J_2}\}$$

$$n_{\beta_D+\beta_{J_1}} = 0, \quad \Delta = 4 + \ell_1 + \frac{\ell_2}{2}, \quad \Psi_\lambda^* = \emptyset$$

$$n_{\beta_D-\beta_{J_1}} = 0, \quad \Delta = 1 - \ell_1 - \frac{\ell_2}{2}, \quad \Psi_\lambda^* = \{\beta_D, \beta_D + \beta_{J_1}, \beta_D \pm \beta_{J_2}\}$$

$$n_{\beta_D+\beta_{J_2}} = 0, \quad \Delta = 3 + \frac{\ell_2}{2}, \quad \Psi_\lambda^* = \{\beta_D + \beta_{J_1}\}$$

$$n_{\beta_D-\beta_{J_2}} = 0, \quad \Delta = 2 - \frac{\ell_2}{2}, \quad \Psi_\lambda^* = \{\beta_D, \beta_D + \beta_{J_1}, \beta_D + \beta_{J_2}\}.$$  \hspace{1cm} (129)

Finally we need to check the condition (25) for each of the above cases. In most cases the condition is not satisfied and the representation is reducible. The exception in the case $n_{\beta_D} = 0$, when $\Psi_\lambda^*$ has two elements $\beta_D + \beta_{J_1}, \beta_D + \beta_{J_2}$, and $s_{\beta_D + \beta_{J_1}} (\lambda + \rho)$ and $s_{\beta_D + \beta_{J_2}} (\lambda + \rho)$ are each in the hyperplane orthogonal to $\beta_{J_1}$ and $\beta_{J_2}$. Since these two vectors can be rotated by an element of $W_l$ (rotation symmetry) we have an irreducible representation. Hence we get the following set of reducible points,

$$\Delta = \left(\left\{4 + \ell_1 + \frac{\ell_2}{2} - Z_{>0}\right\} \setminus \left\{3 + \frac{\ell_2}{2}, 2 - \frac{\ell_2}{2}, 1 - \ell_1 - \frac{\ell_2}{2}\right\}\right) \cup \left(\frac{5}{2} - Z_{>0}\right).  \hspace{1cm} (130)$$

In terms of $\lambda_1 \geq \lambda_2 \geq 0$ this can be written as

$$\Delta = \left(\left\{\lambda_1 + 4 - Z_{>0}\right\} \setminus \left\{\lambda_2 + 3, -\lambda_2 + 2, -\lambda_1 + 1\right\}\right) \cup \left(\frac{5}{2} - Z_{>0}\right).  \hspace{1cm} (131)$$

**B.3  6d $N = 0$**

The root system for $\mathfrak{g} = \mathfrak{so}(8) = D(4)$ is

$$\Delta_0 = \left\{\pm \alpha_i \pm \alpha_j\right\}, \quad (i, j = D, 1, 2, 3),  \hspace{1cm} (132)$$

Under an ordering $\alpha_D > \alpha_1 > \alpha_2 > \alpha_3$,

$$\Delta_1 = \left\{\pm \alpha_1 \pm \alpha_2, \quad \pm \alpha_1 \pm \alpha_3, \quad \pm \alpha_2 \pm \alpha_3\right\},  \hspace{1cm} (133)$$

$$\Delta_n \cap \Delta_0 = \Delta_n = \left\{\alpha_D \pm \alpha_1, \quad \alpha_D \pm \alpha_2, \quad \alpha_D \pm \alpha_3\right\}.  \hspace{1cm} (134)$$
with the constraint \( s_1 s_2 s_3 = 1 \).

\[
\lambda = -\Delta \alpha_D + \left( \ell_1 + \frac{\ell_2 + \ell_3}{2} \right) \alpha_1 + \frac{\ell_2 + \ell_3}{2} \alpha_2 + \frac{-\ell_2 + \ell_3}{2} \alpha_3 + k \beta ,
\]  

(135)

\[
\rho = 3 \alpha_D + 2 \alpha_1 + \alpha_2 + \frac{1}{2} \beta ,
\]  

(136)

\[
\lambda + \rho = (-\Delta + 3) \alpha_D + \left( \ell_1 + \frac{\ell_2 + \ell_3}{2} + 2 \right) \alpha_1 + \left( \frac{\ell_2 + \ell_3}{2} + 1 \right) \alpha_2 + \frac{-\ell_2 + \ell_3}{2} \alpha_3 + \left( k + \frac{1}{2} \right) \beta .
\]  

(137)

We compute

\[
n_{\alpha_D + \alpha_1} = 5 - \Delta + \ell_1 + \frac{\ell_2 + \ell_3}{2} ,
\]  

(138)

\[
n_{\alpha_D - \alpha_1} = 1 - \Delta - \ell_1 - \frac{\ell_2 + \ell_3}{2} ,
\]

\[
n_{\alpha_D + \alpha_2} = 4 - \Delta + \frac{\ell_2 + \ell_3}{2} ,
\]

\[
n_{\alpha_D - \alpha_2} = 2 - \Delta - \frac{\ell_2 + \ell_3}{2} ,
\]

\[
n_{\alpha_D + \alpha_3} = 3 - \Delta - \frac{\ell_2 - \ell_3}{2} ,
\]

\[
n_{\alpha_D - \alpha_3} = 3 - \Delta + \frac{\ell_2 - \ell_3}{2} .
\]

This means that if

\[
\Delta = 5 + \ell_1 + \frac{\ell_2 + \ell_3}{2} - Z > 0 ,
\]  

(139)

then we will have \( \Psi^+ \neq \emptyset \) with varying elements depending on what \( n_\beta \) are non-zero. We will directly go to the next step which is to analyze the wall condition for \( \beta \in \Delta_n \) such that
\[(\lambda + \rho, \beta) = 0:\]

\[n_{a_D + a_1} = 0, \quad \Delta = 5 + \ell_1 + \frac{\ell_2 + \ell_3}{2}, \quad \Psi^+_\lambda = \emptyset,\]
\[n_{a_D - a_1} = 0, \quad \Delta = 1 - \ell_1 - \frac{\ell_2 + \ell_3}{2}, \quad \Psi^+_\lambda = \{\alpha_D + \alpha_1, \alpha_D \pm \alpha_2, \alpha_D \pm \alpha_3\},\]
\[n_{a_D + a_2} = 0, \quad \Delta = 4 + \frac{\ell_2 + \ell_3}{2}, \quad \Psi^+_\lambda = \{\alpha_D + \alpha_1\},\]
\[n_{a_D - a_2} = 0, \quad \Delta = 2 - \frac{\ell_2 + \ell_3}{2}, \quad \Psi^+_\lambda = \{\alpha_D + \alpha_1, \alpha_D + \alpha_2, \alpha_D \pm \alpha_3\},\]
\[n_{a_D + a_3} = 0, \quad \Delta = 3 - \frac{\ell_2 - \ell_3}{2}, \quad \Psi^+_\lambda = \begin{cases} \{\alpha_D + \alpha_1, \alpha_D + \alpha_2, \alpha_D - \alpha_3\}, \ell_2 > \ell_3 \\ \{\alpha_D + \alpha_1, \alpha_D + \alpha_2\}, \ell_2 < \ell_3 \end{cases},\]
\[n_{a_D - a_3} = 0, \quad \Delta = 3 + \frac{\ell_2 - \ell_3}{2}, \quad \Psi^+_\lambda = \begin{cases} \{\alpha_D + \alpha_1, \alpha_D + \alpha_2\}, \ell_2 > \ell_3 \\ \{\alpha_D + \alpha_1, \alpha_D + \alpha_2, \alpha_D + \alpha_3\}, \ell_2 < \ell_3 \end{cases}.\]

(140)

After working out the condition (25) we find that the reducible points are

\[\Delta = \left(\frac{5 + \ell_1 + \frac{\ell_2 + \ell_3}{2} - \mathbb{Z}_{>0}}{4 + \frac{\ell_2 + \ell_3}{2}, 3 + \frac{|\ell_2 - \ell_3|}{2}}\right).\]

(141)

In the language of the parametrization \(\lambda_1 \geq \lambda_2 \geq |\lambda_3| \geq 0\) in Appendix A this becomes

\[\Delta = \left(\lambda_1 + 5 - \mathbb{Z}_{>0}\right) \backslash \left\{\lambda_2 + 4, |\lambda_3| + 3\right\}.\]

(142)

C Root System for SCAs

C.1 3d \(\mathcal{N}\) Even

The root system for \(g = D\left(\frac{\mathcal{N}}{2}, 2\right)\) is given by

\[\Delta_0 = \left\{\pm \beta_D, \pm \beta_J, \pm \beta_D \pm \beta_J, \pm \delta_i \pm \delta_j\right\},\]
\[\Delta_1 = \left\{\pm \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \pm \delta_i\right\},\]

(143)  (144)

with \(i = 1, \ldots, \frac{\mathcal{N}}{2}\) and the inner product is given by

\[(\beta_a, \beta_b) = 2\delta_{ab}, \quad (\delta_i, \beta_a) = 0, \quad (\delta_i, \delta_j) = -\delta_{ij}.\]

(145)
with \( a, b = D, J \). In dictionary ordering \( \beta_D > \beta_J > \delta_1 \geq \delta_2 > \ldots > \delta_{\frac{N}{2}} \), we find

\[
\Delta_l = \left\{ \pm \beta_J, \pm \delta_i \pm \delta_j \right\}, \quad (146)
\]
\[
\Delta_i^+ = \overline{\Delta_i^+} = \left\{ \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \pm \delta_i \right\}, \quad (147)
\]
\[
\Delta_n \cap \overline{\Delta}_0 = \Delta_n = \left\{ \beta_D + \beta_J, \beta_D, \beta_D - \beta_J \right\}. \quad (148)
\]

### C.2 3d \( \mathcal{N} \) Odd

We have \( g = B \left( \frac{\mathcal{N} - 1}{2}, 2 \right) \). We have the root system

\[
\Delta_0 = \left\{ \pm \beta_D, \pm \beta_J, \pm \beta_D \pm \beta_J, \pm \delta_i \pm \delta_j, \pm \delta_i \right\}, \quad (149)
\]
\[
\Delta_1 = \left\{ \pm \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \pm \delta_i, \pm \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \right\}, \quad (150)
\]

with \( i = 1, \ldots, \frac{\mathcal{N} - 1}{2} \). For \( \mathcal{N} = 1 \) the vectors \( \delta_i \)'s are absent, and correspondingly we disregard those roots containing these vectors. The inner product is given by (145), and with dictionary ordering \( \beta_D > \beta_J > \delta_1 \geq \delta_2 > \ldots > \delta_{\frac{N-1}{2}} \) we obtain

\[
\Delta_l = \left\{ \pm \beta_J, \pm \delta_i \pm \delta_j, \pm \delta_i \right\}, \quad (151)
\]
\[
\overline{\Delta_i^+} = \left\{ \pm \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \pm \delta_i \right\}, \quad (152)
\]
\[
\Delta_i^+ \setminus \overline{\Delta_i^+} = \left\{ \pm \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_J \right\}, \quad (153)
\]
\[
\Delta_n \cap \overline{\Delta}_0 = \Delta_n = \left\{ \beta_D + \beta_J, \beta_D, \beta_D - \beta_J \right\}. \quad (154)
\]

### C.3 4d \( \mathcal{N} \geq 1 \)

For \( g = \mathfrak{su}(4|\mathcal{N}) \) (\( g = \mathfrak{psu}(4|4) \) for \( \mathcal{N} = 4 \)), it is useful to introduce a basis

\[
(\varepsilon_i, \varepsilon_j) = \delta_{i,j}, \quad (\varepsilon_i, \delta_b) = 0, \quad (\delta_a, \delta_b) = -\delta_{a,b}, \quad (155)
\]
with \(i, j = 1, \ldots, 4\) and \(a, b = 1, \ldots, \mathcal{N}\). Then we have
\[
\Delta_0 = \left\{ \pm (\varepsilon_i - \varepsilon_j), \pm (\delta_a - \delta_b) \right\}, \quad \Delta_1 = \left\{ \pm (\varepsilon_i + \delta_a) \right\}.
\]
(156)
\[
\Delta_1 = \left\{ \pm (\varepsilon_1 - \varepsilon_2), \pm (\varepsilon_3 - \varepsilon_4), \pm (\delta_a - \delta_b) \right\}.
\]
(157)
Following [33,39] we choose an ordering
\[
\varepsilon_1 > \varepsilon_2 > -\varepsilon_3 > -\varepsilon_4 > -\delta_1 > \cdots > -\delta_4,
\]
(158)
We have positive simple roots
\[
\left\{ \varepsilon_1 - \varepsilon_2, \varepsilon_4 - \varepsilon_3, \varepsilon_2 + \delta_1, -\varepsilon_4 - \delta_\mathcal{N}, -\delta_a + \delta_{a+1} \ (a = 1, \ldots, \mathcal{N} - 1) \right\}.
\]
(159)
We have
\[
\Delta_1^+ = \Sigma_1^+ = \left\{ \varepsilon_1 - \delta_a, \varepsilon_2 - \delta_a, -\varepsilon_3 + \delta_a, -\varepsilon_4 + \delta_a \right\},
\]
(160)
\[
\Delta_n \cap \Sigma_0 = \Delta_n = \left\{ \varepsilon_1 - \varepsilon_3, \varepsilon_1 - \varepsilon_4, \varepsilon_2 - \varepsilon_3, \varepsilon_2 - \varepsilon_4 \right\}.
\]
(161)
The highest weight vector is
\[
\lambda = -\frac{\Delta}{2} (\varepsilon_1 + \varepsilon_2 - 3\varepsilon_3 - \varepsilon_4) + \frac{\ell_1}{2} (\varepsilon_1 - \varepsilon_2) - \frac{\ell_2}{2} (\varepsilon_3 - \varepsilon_4) + \frac{\mathcal{N} - 4}{8\mathcal{N}} R \left( \sum_{i=1}^{4} \varepsilon_i - \sum_{a=1}^{\mathcal{N}} \delta_a \right) - \sum_{b=1}^{\mathcal{N}} \left( \lambda_b - \frac{\left| \lambda \right|}{\mathcal{N}} \right) \delta_b,
\]
(162)
Here \(\ell_1\) and \(\ell_2\) are the two angular spins, and take integer values. The set of integers \(\{\lambda_a\}\) define a partition, see Appendix A.1. Note the factor with \(R\) is absent for the special case of \(\mathcal{N} = 4\), where there is a reduction of \(u(1)\) symmetry, from \(sl(4|4)\) into \(psl(4|4)\).

The Weyl vector is given by
\[
\rho_0 = \frac{1}{2} (3\varepsilon_1 + \varepsilon_2 - 3\varepsilon_3 - \varepsilon_4) - \sum_{a=1}^{\mathcal{N}} \frac{\mathcal{N} + 1 - 2a}{2} \delta_a,
\]
(163)
\[
\rho_1 = \frac{\mathcal{N}}{2} (\varepsilon_1 + \varepsilon_2 - \varepsilon_3 - \varepsilon_4),
\]
(164)
\[
\rho = \left( \frac{3 - \mathcal{N}}{2} \varepsilon_1 + \frac{1 - \mathcal{N}}{2} \varepsilon_2 - \frac{3 - \mathcal{N}}{2} \varepsilon_3 - \frac{1 - \mathcal{N}}{2} \varepsilon_4 \right) - \sum_{a=1}^{\mathcal{N}} \frac{\mathcal{N} + 1 - 2a}{2} \delta_a,
\]
(165)
We therefore obtain
\[
\lambda + \rho = -\frac{\Delta + 3 - \mathcal{N}}{2} \varepsilon_1 + \frac{-\Delta + 1 - \mathcal{N}}{2} \varepsilon_2 - \frac{-\Delta + 3 - \mathcal{N}}{2} \varepsilon_3 - \frac{-\Delta + 1 - \mathcal{N}}{2} \varepsilon_4 \\
+ \frac{\ell_1}{2}(\varepsilon_1 - \varepsilon_2) - \frac{\ell_2}{2}(\varepsilon_3 - \varepsilon_4) \\
+ \frac{\mathcal{N} - 4}{8\mathcal{N}} \mathcal{R} \left( \sum_{i=1}^{4} \varepsilon_i - \sum_{a=1}^{\mathcal{N}} \delta_a \right) - \sum_{a=1}^{\mathcal{N}} 2\lambda_a - 2\frac{|\lambda|}{\mathcal{N}} + \mathcal{N} + 1 - 2a \delta_a .
\]
\[
(166)
\]

For Step 1, we compute
\[
(\lambda + \rho, \varepsilon_1) = \frac{1}{2} \left( -\Delta + \ell_1 + 3 - \mathcal{N} + \frac{\mathcal{N} - 4}{4\mathcal{N}} \mathcal{R} \right), \\
(\lambda + \rho, \varepsilon_2) = \frac{1}{2} \left( -\Delta - \ell_1 + 1 - \mathcal{N} + \frac{\mathcal{N} - 4}{4\mathcal{N}} \mathcal{R} \right), \\
(\lambda + \rho, \varepsilon_3) = \frac{1}{2} \left( \Delta - \ell_2 - 3 + \mathcal{N} + \frac{\mathcal{N} - 4}{4\mathcal{N}} \mathcal{R} \right), \\
(\lambda + \rho, \varepsilon_4) = \frac{1}{2} \left( \Delta + \ell_2 - 1 + \mathcal{N} + \frac{\mathcal{N} - 4}{4\mathcal{N}} \mathcal{R} \right), \\
(\lambda + \rho, \delta_a) = \frac{1}{2} \left( \frac{\mathcal{N} - 4}{4\mathcal{N}} \mathcal{R} + 2\lambda_a - 2\frac{|\lambda|}{\mathcal{N}} + \mathcal{N} + 1 - 2a \right) .
\]
\[
(167)
\]

From this we can easily see that the module is reducible at \[^{22}\]
\[
\Delta = \begin{cases} \\
\ell_1 + \frac{\mathcal{N} - 4}{2\mathcal{N}} \mathcal{R} + 2\lambda_a - 2\frac{|\lambda|}{\mathcal{N}} - 2a + 4 & (\varepsilon_1 - \delta_a) , \\
-\ell_1 + \frac{\mathcal{N} - 4}{2\mathcal{N}} \mathcal{R} + 2\lambda_a - \frac{2|\lambda|}{\mathcal{N}} - 2a + 2 & (\varepsilon_2 - \delta_a) , \\
-\ell_2 + \frac{\mathcal{N} - 4}{2\mathcal{N}} \mathcal{R} - 2\lambda_a + \frac{2|\lambda|}{\mathcal{N}} + 2a + 2 - 2\mathcal{N} & (\varepsilon_3 - \delta_a) , \\
\ell_2 - \frac{\mathcal{N} - 4}{2\mathcal{N}} \mathcal{R} - 2\lambda_a + \frac{2|\lambda|}{\mathcal{N}} + 2a - 2\mathcal{N} & (\varepsilon_4 - \delta_a) . 
\end{cases}
\]
\[
(168)
\]

We next come to Step 2’. A care is needed in this step since in the expression for \(\lambda + \rho\) in \((166)\) the coefficients of the \(\varepsilon_i\) do depend non-trivially on the R-charge \(\mathcal{R}\). However, such a R-dependence drops out when we consider irreducibility in this step, since \(\sum_i \varepsilon_i - \sum_a \delta_a\) is orthogonal to all the

\[^{22}\]Compared with \[33\] we have an extra minus sign in front of \(\ell_2\) in the third line.
roots corresponding to momentum generators. Indeed, we can compute

\[
\begin{align*}
n_{\varepsilon_1 - \varepsilon_3} & = -\Delta + \frac{\ell_1 - \ell_2}{2} + 3 - N, & n_{\varepsilon_1 - \varepsilon_4} & = -\Delta + \frac{\ell_1 + \ell_2}{2} + 2 - N, \\
n_{\varepsilon_2 - \varepsilon_3} & = -\Delta + \frac{-\ell_1 - \ell_2}{2} + 2 - N, & n_{\varepsilon_2 - \varepsilon_4} & = -\Delta + \frac{-\ell_1 + \ell_2}{2} + 1 - N.
\end{align*}
\]

(169)

From this we can work out when the set \( \Psi_{\lambda, \text{non-iso}} \) is non-empty. We again learn that only the effect of \( N \) in the rest of the analysis is to shift \( \Delta \to \Delta + N \).

The result is then obtained by combining (168) and (118), where \( \Delta \) in the latter is shifted by \( N \).

\section*{C.4 5d \( N = 1 \)}

For this case, we use the root system for \( \mathfrak{f}_4 \):

\[
\begin{align*}
\Delta_0 & = \left\{ \pm \beta_D \pm \beta_{J_1}, \pm \beta_D \pm \beta_{J_2}, \pm \beta_{J_1} \pm \beta_{J_2}, \pm \beta_D, \pm \beta_{J_1}, \pm \beta_{J_2}, \pm \delta \right\}, \\
\Delta_1 & = \left\{ \pm \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_{J_1} \pm \frac{1}{2} \beta_{J_2} \pm \frac{1}{2} \delta \right\},
\end{align*}
\]

(170)

(171)

with the inner product

\[
(\beta_i, \beta_j) = \delta_{i,j}, \quad (\beta_i, \delta) = 0, \quad (\delta, \delta) = -3.
\]

(172)

Under an ordering \( \beta_D > \beta_{J_1} > \beta_{J_2} > \delta \),

\[
\begin{align*}
\Delta_1 & = \left\{ \pm \beta_{J_1} \pm \beta_{J_2}, \pm \beta_{J_1}, \pm \beta_{J_2}, \pm \delta \right\}, \\
\Delta_1^+ & = \Delta_1^+ = \left\{ \frac{1}{2} \beta_D \pm \frac{1}{2} \beta_{J_1} \pm \frac{1}{2} \beta_{J_2} \pm \frac{1}{2} \delta \right\}, \\
\Delta_n \cap \Delta_0 & = \Delta_n = \left\{ \beta_D \pm \beta_{J_1}, \beta_D \pm \beta_{J_2}, \beta_D \right\}.
\end{align*}
\]

(173)

(174)

(175)
We have
\[ \lambda = -\Delta \beta_D + \left( \ell_1 + \frac{\ell_2}{2} \right) \beta_{J_1} + \frac{\ell_2}{2} \beta_{J_2} + k\delta, \]  
(176)
\[ \rho_0 = \frac{5}{2} \beta_D + \frac{3}{2} \beta_{J_1} + \frac{1}{2} \beta_{J_2} + \frac{1}{2} \delta, \quad \rho_1 = 2 \beta_D, \]  
(177)
\[ \rho = \frac{1}{2} \beta_D + \frac{3}{2} \beta_{J_1} + \frac{1}{2} \beta_{J_2} + \frac{1}{2} \delta, \]  
(178)
\[ \lambda + \rho = \left( -\Delta + \frac{1}{2} \right) \beta_D + \left( \ell_1 + \frac{\ell_2}{2} + \frac{3}{2} \right) \beta_{J_1} + \left( \ell_2 \frac{1}{2} + \frac{1}{2} \right) \beta_{J_2} + \left( k + \frac{1}{2} \right) \delta. \]  
(179)

Step 1 gives
\[ \Delta = \frac{1}{2} + s_1 \left( \ell_1 + \frac{\ell_2}{2} + \frac{3}{2} \right) + s_2 \left( \ell_2 \frac{1}{2} + \frac{1}{2} \right) - 3\sigma \left( k + \frac{1}{2} \right), \]  
(180)
with \( s_1, s_2, \sigma = \pm 1 \). In Step 2' the shift of the value of \( \Delta \) is 2, as originating from the coefficient of \( \beta_D \) in \( \rho_1 \). Hence the module is reducible at these values, as well as at \( 130 \) with shift of \( \Delta \) by 2.

**C.5 6d \( \mathcal{N} = (0, 1) \)**

The root system for \( g = \mathfrak{osp}(8|2) = D(4, 1) \) is
\[ \Delta_0 = \left\{ \pm \alpha_i \pm \alpha_j, \quad \pm \beta \right\} \quad (i, j = D, 1, 2, 3), \]  
(181)
\[ \Delta_1 = \left\{ \frac{s_D}{2} \alpha_D + \frac{s_1}{2} \alpha_1 + \frac{s_2}{2} \alpha_2 + \frac{s_3}{2} \alpha_3 + \frac{\sigma}{2} \beta \right\}, \]  
(182)
where \( s_D, s_1, \ldots, s_3, \sigma = \pm 1 \) with the constraint \( s_D s_1 s_2 s_3 = 1 \), and we have
\[ (\alpha_i, \alpha_j) = \delta_{ij}, \quad (\beta, \beta) = -2. \]  
(183)

Under an ordering \( \alpha_D > \alpha_1 > \alpha_2 > \alpha_3 > \beta \),
\[ \Delta_1 = \left\{ \pm \alpha_1 \pm \alpha_2, \quad \pm \alpha_1 \pm \alpha_3, \quad \pm \alpha_2 \pm \alpha_3, \quad \pm \beta \right\}, \]  
(184)
\[ \Delta_1^\dagger = \Delta_1^\dagger = \left\{ \frac{1}{2} \alpha_D + \frac{s_1}{2} \alpha_1 + \frac{s_2}{2} \alpha_2 + \frac{s_3}{2} \alpha_3 + \frac{\sigma}{2} \beta \right\}, \]  
(185)
\[ \Delta_n \cap \Delta_0 = \Delta_n = \left\{ \alpha_D \pm \alpha_1, \quad \alpha_D \pm \alpha_2, \quad \alpha_D \pm \alpha_3 \right\}, \]  
(186)
with the constraint $s_1s_2s_3 = 1$.

$$\lambda = -\Delta \alpha_D + \left(\ell_1 + \frac{\ell_2 + \ell_3}{2}\right) \alpha_1 + \frac{\ell_2 + \ell_3}{2} \alpha_2 + \frac{-\ell_2 + \ell_3}{2} \alpha_3 + \frac{k}{2} \beta,$$

(187)

$$\rho = \alpha_D + 2\alpha_1 + \alpha_2 + \frac{1}{2} \beta,$$

(188)

$$\lambda + \rho = (-\Delta + 1) \alpha_D + \left(\ell_1 + \frac{\ell_2 + \ell_3}{2} + 2\right) \alpha_1 + \left(\frac{\ell_2 + \ell_3}{2} + 1\right) \alpha_2 + \frac{-\ell_2 + \ell_3}{2} \alpha_3 + \left(\frac{k}{2} + \frac{1}{2}\right) \beta.$$  \hspace{1cm} (189)

Then $(\lambda + \rho, \alpha) = 0$ for an odd isotropic root $\alpha$ from (185) gives

$$\Delta = 1 + \left(\ell_1 + \frac{\ell_2 + \ell_3}{2} + 2\right) s_1 + \left(\frac{\ell_2 + \ell_3}{2} + 1\right) s_2 + \frac{-\ell_2 + \ell_3}{2} s_3 + 4\sigma \left(\frac{k}{2} + \frac{1}{2}\right).$$

(190)

The module is reducible either at these values or at values (141), with $\Delta$ shifted by 2.

C.6 6d $\mathcal{N} = (0, 2)$

We have $\mathfrak{g} = \mathfrak{osp}(8|4) = D(4, 2)$, which has the root system

$$\Delta_0 = \left\{ \pm \alpha_i \pm \alpha_j, \pm \beta_1 \pm \beta_2, \pm \beta_1, \pm \beta_2 \right\}, \quad (i, j = D, 1, 2, 3)$$

(191)

$$\Delta_1 = \left\{ s_D \alpha_D + \frac{s_1}{2} \alpha_1 + \frac{s_2}{2} \alpha_2 + \frac{s_3}{2} \alpha_3 + \frac{\sigma_1}{2} \beta_1 + \frac{\sigma_2}{2} \beta_2 \right\},$$

(192)

where $s_D, s_1, \ldots, s_3, \sigma_1, \sigma_2 = \pm 1$ with the constraint $s_D s_1 s_2 s_3 = 1$, and with

$$(\alpha_i, \alpha_j) = \delta_{ij}, \quad (\beta_a, \beta_b) = -\delta_{ij}.$$  \hspace{1cm} (193)

Under an ordering $\alpha_D > \alpha_1 > \alpha_2 > \alpha_3 > \beta_1 > \beta_2$,

$$\Delta_1 = \left\{ \pm \alpha_1 \pm \alpha_2, \pm \alpha_1 \pm \alpha_3, \pm \alpha_2 \pm \alpha_3, \pm \beta_1 \pm \beta_2, \pm \beta_1, \pm \beta_2 \right\},$$

(194)

$$\Delta_1^+ = \Delta_1 \left\{ \frac{1}{2} \alpha_D + \frac{s_1}{2} \alpha_1 + \frac{s_2}{2} \alpha_2 + \frac{s_3}{2} \alpha_3 + \frac{\sigma_1}{2} \beta_1 + \frac{\sigma_2}{2} \beta_2 \right\},$$

(195)

$$\Delta_n \cap \Delta_0 = \Delta_n \left\{ \alpha_D \pm \alpha_1, \alpha_D \pm \alpha_2, \alpha_D \pm \alpha_3 \right\}. \hspace{1cm} (196)$$
with the constraint $s_1 s_2 s_3 = 1$. We have

$$\lambda = -\Delta \alpha D + \left( \ell_1 + \frac{\ell_2 + \ell_3}{2} \right) \alpha_1 + \frac{\ell_2 + \ell_3}{2} \alpha_2 + \frac{-\ell_2 + \ell_3}{2} \alpha_3 + k_1 \beta_1 + k_2 \beta_2, \quad (197)$$

$$\rho = -\alpha D + 2 \alpha_1 + \alpha_2 + \frac{3}{2} \beta_1 + \frac{1}{2} \beta_2, \quad (198)$$

$$\lambda + \rho = (-\Delta - 1) \alpha D + \left( \ell_1 + \frac{\ell_2 + \ell_3}{2} + 2 \right) \alpha_1 + \left( \frac{\ell_2 + \ell_3}{2} + 1 \right) \alpha_2 + \frac{-\ell_2 + \ell_3}{2} \alpha_3$$

$$+ \left( k_1 + \frac{3}{2} \right) \beta_1 + \left( k_2 + \frac{1}{2} \right) \beta_2. \quad (199)$$

Then $(\lambda + \rho, \alpha) = 0$ for an odd isotropic root $\alpha$ from (195) gives

$$\Delta = -1 + \left( \ell_1 + \frac{\ell_2 + \ell_3}{2} + 2 \right) s_1 + \left( \frac{\ell_2 + \ell_3}{2} + 1 \right) s_2 + \frac{-\ell_2 + \ell_3}{2} s_3$$

$$+ 2 \sigma_1 \left( k_1 + \frac{3}{2} \right) + 2 \sigma_2 \left( k_2 + \frac{1}{2} \right). \quad (200)$$

The module is reducible either at these values or at (141) with $\Delta$ shifted by minus 4.
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