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ABSTRACT  Robust coordination and organization in large ensembles of nonlinear oscillatory units play a vital role in a wide range of natural and engineered system. The control of self-organizing network-coupled systems has recently seen significant attention, but largely in the context of modifying or augmenting existing structures. This leaves a gap in our understanding of reactive control, where and how to design direct interventions, and what we may learn about structure and dynamics from such control strategies. Here we study reactive control of coupled oscillator networks and demonstrate dual control strategies, i.e., two different mechanisms for control, that may each be implemented on their own and interchangeably to achieve synchronization. These diverse strategies exploit different network properties, with the first directly targeting oscillators that are challenging to entrain, and the second focusing on oscillators with a strong influence on others. Thus, in addition to presenting alternative strategies for network control, the distinct control sets illuminate the oscillators’ dynamical and structural roles within the system. The applicability of dual control is demonstrated using both synthetic and real networks.

INDEX TERMS Complex networks, control, synchronization.

I. INTRODUCTION

A key benchmark for human scientific endeavor is to understand, control, and optimize the natural and man-made complex systems around us. A special challenge emerges in the context of coordinating large, network-coupled ensembles of oscillators [1], [2], [3]. Besides exhibiting immense complexity, self-organization of such systems underpins critical function in a wide range of applications such as cellular circuits, cardiac pacemakers, and power grids [4], [5], [6]. On the one hand, the control of network dynamics, both linear and nonlinear, has seen significant attention in recent years [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], with attention to control and optimization of oscillator systems specifically focusing largely on the design of the underlying network structure [17], [18], [19], [20], [21], [22], [23]. On the other hand, the more direct approaches of reactive and pinning control, which directly intervene in the system dynamics at chosen nodes [24], [25], [26], [27], have been explored to a lesser degree, leaving an incomplete understanding of precisely where and how to intervene in self-organizing systems to exert control. Moreover, the extent to which we may gain insight into a network’s structure and/or dynamics from control implementation remains largely unclear.

In this paper, we investigate the reactive control of heterogeneous oscillator networks. We highlight that the control strategy utilized here falls into the category of reactive control that generalizes pinning control. Specifically, while pinning control typically aims to achieve perfect homogeneity through pinning to a uniform state, we strive to achieve a target state that is heterogeneous, thus necessitating varied controllers. We demonstrate that there are dual control strategies targeting different sets of oscillators that may be conveniently and interchangeably used to achieve a controlled, synchronized state. Besides providing two distinct options for controlling
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network dynamics, these strategies shed light on different roles of oscillators in the networks. The first strategy, which we’ll refer to as ‘row control’ due to the mathematics underlying its derivation, directly exerts control, identifying those oscillators that tend not to entrain with the rest of the network independently. The second strategy, dubbed ‘column control’, acts more indirectly, targeting oscillators that do not necessarily require entrainment themselves, but rather exert a strong influence on other oscillators, thus playing a pivotal role in entraining the complete system. Utilizing both synthetic and real network topologies, we demonstrate the applicability and efficacy of both control strategies. We also examine the properties of the sets of oscillators requiring control via the two different strategies as the overall network coupling varies, namely, the row control set and column control set. Intriguingly, as the generic properties of oscillators belonging to the ‘column control set’ remain largely unaffected by overall coupling, the coupling induces a transition in the properties of oscillators belonging to the ‘row control set’. Specifically, when overall coupling is small, yielding strongly disordered uncontrolled dynamics, the oscillators needing direct control resemble hubs with many incoming connections. Conversely, when overall coupling is large, leading to less disorder in the uncontrolled dynamics, the oscillators needing direct control have relatively few incoming connections.

II. COUPLED OSCILLATOR NETWORKS AND CONTROL

In this work we consider network-coupled systems of $N$ Kuramoto oscillators [28] whose dynamics are governed by

$$\dot{\theta}_i = \omega_i + K \sum_{j=1}^{N} A_{ij} \sin(\theta_j - \theta_i) + f_i(t),$$

(1)

where $\theta_i$ and $\omega_i$ are the phase and natural frequency of oscillator $i$, $K$ is the global coupling strength, and the adjacency matrix $A$ encodes the structure of the underlying network, which we assume is directed, and lastly the function $f_i(t)$ represents the possible reactive control exerted onto oscillator $i$. (The choice $f_i(t) = 0$ corresponds to no control imposed at all.) Here we focus on the unweighted directed case, where $A_{ij} = 1$ if a link $j \rightarrow i$ exists and $A_{ij} = 0$ otherwise, but our results generalize to weighted links. We focus on the (complete) synchronization of the ensemble of oscillators, i.e., we target the state where they all process with the same angular velocity,

$$\lim_{t \to \infty} |\dot{\theta}_i(t) - \dot{\theta}_j(t)| = 0 \quad \text{for all} \quad i, j = 1, \ldots, N.$$  

(2)

It should also be noted that a common metric for the degree of synchronization in a network is Kuramoto’s order parameter, given by $z = re^{i\theta} = N^{-1} \sum_{j=1}^{N} e^{i\theta_j}$, whose amplitude $r$ delineates weakly and strongly clustered states ($|z| \approx 0$ and $|z| \approx 1$, respectively). We note, that the value of the order parameter may not easily be used to identify complete synchronization, but its asymptotic behavior may, with a completely synchronized state yielding relaxation to a fixed value, i.e., $|z(t)| \to r_\infty$ as $t \to \infty$.

A. TARGET STATE AND STABILITY

Our control mechanisms begin by identifying a target, synchronized state. Specifically, we seek a target state of the form $\theta^{\text{target}}(t) = \theta^* + \Omega t$, where $\theta^* \in \mathbb{R}^N$ is a static vector of heterogeneous values and $\Omega \in \mathbb{R}^N$ is the constant vector whose values $\Omega$ are given by the collective frequency of the synchronized system. We proceed by linearizing (1) to obtain, in vector form,

$$\dot{\theta} = \omega - KL\theta,$$

(3)

where $L$ is the Laplacian matrix whose entries are given by $L_{ij} = \sum_{l=1}^{N} A_{ij}$ if $i = j$ and $L_{ij} = -A_{ij}$ otherwise. Inserting the target state into (3) yields

$$\theta^* = K^{-1}L^\dagger(\omega - \Omega),$$

(4)

where $L^\dagger$ is the pseudoinverse of $L$ [29]. Moreover, it can be shown that the collective frequency $\Omega$ is, in general, not equal to the mean natural frequency, but in the general case of a directed network, equal to a weighted average of the natural frequencies, where the weights come from the first left singular vector $u^1$ of $L$, i.e., $\Omega = (u^1, \omega)/(u^1, 1)$ [30], [31].

With our synchronized target state in hand, we now seek to control the network dynamics by ensuring its stability. We choose a controller that aims to achieve a heterogeneous state encoded in $\theta^*$, specifically $f_i(t) = F_i \sin(\theta_i^{\text{target}}(t) - \theta_i(t))$ for oscillator $i$, where $F_i$ is the control strength and $\theta_i^{\text{target}}(t) = \theta^*_i + \Omega t$. Note that (i) the sine function is chosen since the dynamics evolve on the torus and (ii) the heterogeneous nature of controllers (which stems from the heterogeneity of $\theta^*$) differentiates this method from typical pinning control. We will then aim to achieve control by stabilizing the target state, whose Jacobian is given by

$$DF_{ij}|_{\theta=\theta^*} = \begin{cases} -K \sum_{j \neq i} w_{ij} - F_i & \text{if } i = j \\ K w_{ij} & \text{if } i \neq j \end{cases}$$

(5)

where $w_{ij} = A_{ij}c_{ij}$ and $c_{ij} = \cos(\theta_j^* - \theta_i^*)$. Stability of the target state, and thereby control of the synchronized state, is achieved by ensuring that the full spectrum of eigenvalues lies in the left-half complex plane. We note that, in the uncontrolled case (where $F_i = 0$) the rows of the Jacobian sum to zero, yielding at least one trivial eigenvalue $\lambda_1 = 0$, corresponding to a marginal stability induced by rotational symmetry, so we seek to ensure that the real part of all eigenvalues are non-positive.

B. ROW AND COLUMN CONTROL

Our two different control strategies stem from the application of the Gershgorin circle theorem [32], which can be applied to either the rows or the columns of $DF$. Following [27], application of the theorem to the rows ensures that all $N$ eigenvalues lie within the union of $N$ row discs, $\bigcup D_i^{\text{row}}$. 
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TABLE 1. Summary of control conditions and required gain for row and column control strategies.

| row control | column control |
|-------------|----------------|
| control i if \( \exists j \) with \( w_{ij} < 0 \) | control j if \( \sum_{i \neq j} |w_{ij}| > \sum_{j \neq i} w_{ji} \) |
| gain: \( F_i \geq K \sum_{j \neq i} |w_{ij} - w_{ij}| \) | gain: \( F_j \geq K \sum_{i \neq j} |w_{ij} - w_{ij}| \) |

where the \( i \)th disc \( D_{ij}^{row} \) is centered at \( DF_{ii} \) and has radius \( \sum_{j \neq i} |DF_{ij}| \). Beginning with no control, i.e., \( F_i = 0 \), the \( i \)th disc is centered at \( DF_{ii} = -K \sum_{j \neq i} w_{ij} \) and has a radius \( r_i = K \sum_{j \neq i} |w_{ij}| \). This disc contains some portion in the right half complex plane, thereby admitting the possibility of an eigenvalue with positive real part, if any \( w_{ij} \) in row \( i \) is negative. Thus, by inspecting the rows of \( DF \) we identify all oscillators that require control and for those oscillators set \( F_i \geq K \sum_{j \neq i} (|w_{ij} - w_{ij}|) \). We refer to this strategy as row control.

Our second strategy, which we refer to as column control, stems from applying the Gershgorin circle theorem to the columns of \( DF \). From this perspective the eigenvalues lie within the union of column discs, \( \bigcup D_{ij}^{column} \), where \( D_{ij}^{column} \) is centered at \( DF_{ij} = -K \sum_{i \neq j} w_{ij} \) and has radius \( \sum_{i \neq j} |DF_{ij}| = K \sum_{i \neq j} |w_{ij}| \). It follows that oscillator \( j \) requires column control if it satisfies \( \sum_{i \neq j} |w_{ij}| > \sum_{j \neq i} w_{ji} \), and for each we set \( F_j \geq \sum_{i \neq j} (|w_{ij} - w_{ij}|) \). In Table 1 we summarize the condition for an oscillator \((i \text{ or } j)\) needing row or column control (top row) and the required control gain for each such oscillator (bottom row).

C. PRACTICAL CONSIDERATIONS

Before proceeding to examples of the applicability of dual control of oscillator networks, we make a few remarks about practical considerations. In particular, we note that the theoretical underpinning of both row and column control relies on the linearization of (1) to obtain (3). This linearization is of course an approximation whose accuracy may vary depending on various properties of the system, namely the network topology, natural frequencies, and coupling strength. Thus, sufficient loss of accuracy may lead to failure of the control method unless certain precautions are taken. In particular, we find that two particular practical steps may be taken to improve the success of the control mechanism.

The first practical step we take is to adjust the target state to better represent a target state obtained by solving the nonlinear system (i.e., one involving arcsines). For this we introduce a parameter \( \epsilon K \) which we use to modify the target state, specifically to use the target state

\[
\theta^* = \frac{L^\top (\omega - \Omega)}{K(1 - \epsilon K)}.
\]

Here we assume that \( \epsilon K \) is positive and relatively small, so that the target state is slightly expanded, i.e., more spread out, than without \( \epsilon K \). For the examples below we use \( \epsilon K = 0.2 \).

III. ILLUSTRATIVE EXAMPLES

Next we examine some illustrative examples of row and column control. We begin by considering a small, synthetic directed network, then turn our attention to a real power grid network that is undirected but effectively becomes directed when parameter heterogeneity is incorporated.

A. EXAMPLE USING A SYNTHETIC NETWORK

In our first example we demonstrate row and column control using a small network of \( N = 12 \) nodes with average degree \( \langle k \rangle = 2 \), whose topology is illustrated in Fig. 1(a). Moreover, natural frequencies are randomly generated and denoted in parentheses, and the coupling strength is set to \( K = 1.22 \). For this set of parameters we identify the sets of row (blue) and column (red) controlled oscillators, which consist of three and four oscillators, respectively. Note that these sets are very different, only overlapping at a single oscillator (shaded both blue and red). In Fig. 1(b) and (c) we plot the time series for the phases \( \theta_i(t) \) for row and column control, respectively. In particular, starting from the same initial conditions we allow the systems to evolve without control initially, for \( t < 0 \), then turn on the respective control mechanism at \( t = 0 \), letting systems then evolve with control for \( t > 0 \). As the control sets differ, so do the the dynamics of the phases, most notably just after control is turned on, but both relax to completely synchronized states. In fact, steady-state of the two cases also differ, which can be most easily identified in the time series of order parameters in Fig. 1(d). We emphasize that, despite the significant disorder in the phases’ dynamics without control and the significant difference between the row and column control sets, both strategies are effectively synchronize the system dynamics. Below we examine in greater detail the properties of the control sets, namely the properties of oscillators in the row and column control sets, as well as their respective sizes and overlap.
FIGURE 1. Dual control strategies for complex oscillator networks. (a) A 12-node directed network with average degree $\langle k \rangle = 2$. Natural frequencies are indicated in parentheses, the coupling strength is $K = 1.22$, and row- and column-controlled oscillators are filled blue and red, respectively. Time series for collection of phases under (b) row control, (c) column control, and (d) the magnitude of the order parameter $r(t)$ before ($t < 0$) and after ($t \geq 0$) control is applied.

FIGURE 2. Dual control of the IEEE 39 New England power grid. (a) The 39-node IEEE New England power grid network, denoting loads and sources as small (inner) and large (outer) nodes. Natural frequencies and damping coefficients are provided in Appendix A. Row and column controlled oscillators are colored blue and red, respectively. Time series for collection of (b),(d) phases and (c),(e) frequencies are plotted before ($t < 0$) and after ($t \geq 0$) control is applied.

B. APPLICATION TO THE IEEE 39 NEW ENGLAND POWER GRID

Next, we present an example application using the IEEE 39 New England power grid network [34]. We use this opportunity to emphasize that, for row and column control to differ, the network structure needs to be directed, i.e., we need $A^T \neq A$. (If the network is in fact undirected, then row and column control simply are indistinguishable.) However, for different applications certain heterogeneities in system parameters may render a network that is structurally undirected effectively directed, resulting in the emergence of dual control. We emphasize here that first order Kuramoto systems serve as accurate models for a variety of types of power grids [36], [37], [38], [39] and we consider the IEEE 39 New England power grid network with the following oscillator model

$$D_i \dot{\phi}_i = p_i + K \sum_{j=1}^{N} a_{ij} \sin(\phi_j - \phi_i),$$

where, even for an undirected topology encoded in the entries $a_{ij}$, heterogeneity in the damping coefficients $D_i$ yield an effectively directed adjacency matrix entries $A_{ij} = a_{ij}/D_i$, as well as effective natural frequencies given by the ratio of the power and damping, $\omega_i = p_i/D_i$. In Fig. 2(a) we illustrate the topology of the power grid, with small inner nodes corresponding to loads and large outer nodes corresponding to sources. Damping coefficients $D_i$ and power $p_i$ are chosen randomly, with power biased positive or negative for...
FIGURE 3. Network properties of row and column control. For an ensemble of 500 networks with \(N = 200\) nodes, power-law exponent \(\gamma = 3\), minimum degree \(k_0 = 9\), and normally distributed natural frequencies, (a) the mean control fraction \(f_c\) for row (blue circles) and column control (red crosses) as a function of overall coupling, \(\langle k \rangle K\), (b) the overlap fraction (green triangles) compared to independence and subset approximations (dashed and dot-dashed black curves). For the same ensemble of networks, the mean control in- and out-degrees \(\langle k \rangle_{\text{in/out}}\) as control as a function of overall coupling (c) row and (d) column control. Standard deviations are indicated in (a), (c), and (d) using solid curves. The analogous results as those given in (a)–(d) are given in (e)–(h) and (i)–(l) for networks generated with, respectively, assortative and disassortative in- and out-degrees.

sources and loads, respectively. Power and damping parameters for each oscillator indexed in panel (a) are summarized in Appendix A. We then implement both row and column control, coloring row and column controlled oscillators blue and red, respectively, then plot the time series for the phases before \((t < 0)\) and after \((t \geq 0)\) control in panels (b) and (d). We also plot the time series of actual frequencies \(d\theta/dt\) in panels (c) and (e). We observe that in this particular system there exists a trade-off in the efficacy of row vs column control. Namely, while column control synchronizes the system dynamics quicker than row control, row control requires direct control of fewer oscillators.

IV. CONTROL AND NETWORK STRUCTURE
Having demonstrated the application of dual control in the examples above, we now turn to study how row and column control depend on the network structure, the structural properties of oscillators the different control sets, and what row and column control reveal about the dynamical and structural roles of the oscillators in a network.

A. ROW VS COLUMN CONTROL SETS & OVERLAP
We begin by examining overall fraction of oscillators that require control under row and column control strategies, introducing the control fraction \(f_c = n_c/N\), where \(n_c\) is the number of nodes that belong to the appropriate control set. We plot the control fraction \(f_c\) in Fig. 3(a) as a function of the overall coupling \(\langle k \rangle K\) for row and column control in blue circles and red crosses, respectively. Results are taken from an ensemble of 500 networks of size \(N = 200\) generated with the configuration model [33] with uncorrelated power-law in- and out-degree distributions with exponent \(\gamma = 3\) and minimum degree \(k_0 = 9\). For each network realization the natural frequencies are drawn from a standard normal distribution. Standard deviations of \(f_c\) are indicated by solid curves. While we observed in both examples above that the size of the column control set was larger than the row control set, these results reveal a more nuanced comparison between the two sets. In particular, the column control set indeed is larger than the row control set for sufficiently large coupling (here approximately \(\langle k \rangle K > 2\)), where row control tends is extremely efficient, however for smaller coupling there is a range (approximately \(\langle k \rangle K < 2\)) where column control is more efficient.

Next, to better understand how similar/dissimilar the row and column control sets are, we examine the overlap between these two sets, which we plot in Fig. 3(b) in green triangles. Moreover, it’s useful to compare these results to two approximations that stem from the two different hypotheses: (i) row and column control sets are largely independent or (ii) one set tends to be nearly contained within the other. Denoting these as the independence and subset approximations, respectively, the independence approximation would indicate that the overlap set is approximately the size of the product of...
the row and column sets, where as the subset approximation would indicate that the overlap set is approximately equal to the minimum size of the row and column sets. Note that the latter case serves as an upper bound on any overlap set. Plotting the independence and subset approximations in dashed and dot-dashed black, we observe that the the independence approximation is the most accurate, indicating that row and column control largely target different oscillators in the network.

**B. ROLE OF ROW & COLUMN CONTROL OSCILLATORS**

Finally, we delve into a more detailed examination of the properties of the individual oscillators in the row and column control sets to better understand the dynamical and structural roles that these oscillator play in the network. To this end, we denote \((k^\text{in/out})_\text{control}\) as the mean in- or out-degree of oscillators in a given control set. In Fig. 3(c) and (d) we plot \((k^\text{in})_\text{control}\) and \((k^\text{out})_\text{control}\) (blue circle and red crosses, respectively) as a function of overall coupling \((k)K\) for row and column control, respectively.

Starting with row control in panel (c), we observe that it is the in-degree of the oscillators in the row control set varies significantly depending on the coupling, while the out-degree of oscillators in the row control set varies very little. First, this is perhaps not surprising due to the application of the Gershgorin circle theorem along rows. However, the nature of how the in-degree varies as a function of coupling reveals a great deal about the nature of row control itself and the properties of the row control set. Namely, when the coupling is relatively small (say, \((k)K \leq 3\)) the oscillators that require control tend to have large in-degrees, whereas when the coupling is relatively large (say, \((k)K \geq 3\)), the oscillators that require control tend to have small in-degrees. Thus, when the uncontrolled dynamics are more disordered (smaller coupling) row control targets nodes with relatively higher degree, who are acted upon by relatively more destabilizing neighbors. On the other hand, when the uncontrolled dynamics are less disordered (larger coupling) row control targets nodes with relatively lower degree, who are acted upon by relatively few stabilizing neighbors. Thus, depending on the overall coupling the system itself acts as a destabilizing (more disorder) or stabilizing (less disorder) foundation, requiring row control to target oscillators with different properties.

Turning to column control in Fig. 3(d) the role of in- vs out-degrees is more apparent than the case of row control, as column-controlled oscillators tend to balance larger out-degrees with lower in-degrees. Mathematically this can be explained using the application of the Gershgorin circle theorem to the columns of \(DF\): in the limit of strong coupling the target phases all take small values resulting the approximation \(c_{ij} = \cos(\theta_i^s - \theta_j^s) \approx 1\), in which case the application of the Gershgorin circle theorem easily yields control for column \(j\) if \(k^\text{out}_j > k^\text{in}_j\). Moreover, these local properties reveal the role played by oscillator in the column control set as influencers that have more out-going links than in-going links. Thus, column control achieves synchronization by a different strategy than row control: whereas row control directly targets oscillators that are difficult to entrain in various parameter regimes, column control achieves synchronization in a more indirect way, targeting oscillators that have a relatively strong influence throughout the network.

To further substantiate these results we consider networks with both assortative and disassortative mixing between nodal in- and out-degrees. For each case we again consider 500 networks of size \(N = 200\) with the same parameters as above. However, to additionally attain positive or negative correlations, we simply match the largest in-degree with the largest or smallest out-degrees for assortative or disassortative networks, respectively, then to ensure some randomness, randomly swap the out-degrees of 2% of the assigned nodes. In Fig. 3 we plot the results for assortative (middle row) and disassortative networks (bottom row). We observe little change in the results for the control fraction \(f_c\) (Fig. 3(e) and (i)) and overlap fractions (Fig. 3(f) and (j)). Similarly, the mean degrees of the control sets support our previous explanation, specifically that membership of the row control set is largely dictated by in-degree and out-degree is negligible, and members of the column control set balance large out-degrees with small in-degrees.

Beyond investigating the role that network structure plays in row and column control for random network topologies, we also investigate the role of network structure in real world networks. With the application of power grid dynamics in mind, we consider two power grid networks: the IEEE 39 power grid used above and the RTS 96 power grid [35]. These networks are illustrated at the top left and right, respectively, in Fig. 4, with plots of the control fraction \(f_c\), overlap fraction, and mean control in- and out-degrees \((k^\text{in/out})_\text{control}\) for row and column control as a function of overall coupling plotted in the left and right columns, panels (a)–(d) for the IEEE 39 power grid and panels (e)–(h) for the RTS 96 power grid. Results represent an average over 500 natural frequency realizations.

Keeping with the application to power grids, nodes corresponding to sources and loads have natural frequencies drawn from normal distributions centered at \(-1\) and \(3\), respectively, both with standard deviation 0.5. Sources and loads are identified as previously in the IEEE 39 power grid, while sources and loads are randomly chosen (25% of nodes are chosen to be sources and the RTS power grid at each realization. The results observed for these real networks are similar to those for random network topologies except for the following. First, for both real networks the average row control fraction is always less than or equal to the column control fractions (Fig. 4(a) and (e)). While there are individual realization where the column control fraction is less, a range of coupling strengths where the column control fraction is prominently less than the row control fraction is not observed. The mean control in- and out-degrees for row control also behave differently (Fig. 4(c) and (g)). For the IEEE 39 power grid it first decreases as the coupling is increased, then increases before decreasing again to the mean degree, while for the RTS 96 power grid a meaningful relationship is difficult to observe. On the other
a row of the Jacobian having a negative off-diagonal entry and neglecting the collective frequency $\Omega$, it follows that oscillator $i$ needs control if it has a neighbor $j$ satisfying $|\theta_i^* - \theta_j^*| = |[L^t \omega]/K - [L^t \omega]/K| > \pi/2$. Thus, oscillator $i$ is more (less) likely to need control if its own value $[L^t \omega]_i$ is large (small). In Fig. 5(a) we plot the critical coupling value $K_{i, row}^*$ for each oscillator as a function of $[L^t \omega]$, for an illustrative example using a single network constructed using the same parameters as those used in Fig. 3(a)–(d). In fact, a strong positive relationship is observed between the two, fit best by the line $K_{i, row}^* \approx 1.66 + 8.18[L^t \omega]$.

For the case of column control, it is more useful to begin by considering the limit of large coupling, i.e., $K \gg 1$, for which that target state of each node $i$ is given by $\theta_i^* = (L^t \omega)/K \ll 1$ and $\cos(\theta_i^* - \theta_j^*) \approx 1$. Thus, without any control the entries of the Jacobian are given by $DF_{ij} \approx -K \sum_{j\neq i}A_{ij} = -Kk_{ij}^{in}$ for diagonal entries and $DF_{ij} \approx KA_{ij}$ for off-diagonal entries, i.e., $j \neq i$. An oscillator $j$ is part of the column control set if the sum of the off-diagonal entries in column $j$, $\sum_{i\neq j} K_{ij}^{in}$, is larger than the magnitude of the corresponding diagonal entry, $Kk_{jj}^{in}$, or in other words, if the ratio of out-to-in degree is larger than one, i.e., $k_{j, out}/k_{j, in} > 1$. Thus, oscillators whose out-degree is larger than their in-degree will always be part of the column control set, i.e., the critical coupling value diverges, which we denote $K_{j, col}^* = \infty$ or $1/K_{j, col}^* = 0$. On the other hand, we expect that this trend generalizes so that oscillators with smaller out-to-in-degree ratios need little column control, i.e., have smaller critical coupling values $K_{col}$. In Fig. 5(a) we plot the inverse of the critical coupling value $1/K_{j, col}^*$ for each oscillator as a function of the degree ratio $k_{out}/k_{in}$ for the same network used in panel (a). The vertical dashed line indicates the ratio $k_{out}/k_{in} = 1$ beyond which we predict $1/K_{j, col}^*$ to vanish, and as expected, before this we find that the smaller this ratio, the smaller the value $K_{j, col}^*$. We note that this highlights two important properties of column control. First, it explains the plateau behavior observed in Fig. 3(a), (e) and (i), where the control fraction does not approach zero as coupling increases. Second, it suggests...
that column control is likely very conservative and much less useful than row control in the strong coupling regime.

V. DISCUSSION

In conclusion, we have contributed to the understanding of reactive control in networks of heterogeneous phase oscillators, focusing on the dual strategy of row–column control. We have demonstrated that different network topologies can be controlled optimally depending on their structure, by directly targeting oscillators that are difficult to entrain (row), or by targeting oscillators with a strong influence on others (column). The particular role of each oscillator in the reactive control process is revealed by its algebraic contribution to the specific control strategy. These results have been shown to be applicable to real networks, and they pave the way for further studies on controlling power-grid and micro-grid networks. We speculate that this could even have applications in neuroscience, targeting specific brain areas to synchronize or desynchronize neural activity.

APPENDIX

PARAMETERS FOR THE IEEE 39 NEW ENGLAND POWER GRID EXAMPLE

Here we provide the numerical parameter choices for the power grid model presented in Fig. 2, namely, the damping coefficient, $D_i$, and power, $p_i$, for each oscillator in the network. Each oscillator $i = 1, \ldots, 39$ is assigned a damping coefficient $D_i$ and power $p_i$, summarized below. Note that damping coefficients were chosen uniformly at random from the interval $[0.25,2.0]$ and power was chosen randomly from one or two normal distributions to ensure that power for loads and sources were biased negative and positive, respectively. Damping and power for each oscillator are given in Table 2.

### Table 2. Numerical parameters values for the power grid model.

| $i$ | $D_i$    | $p_i$    | $i$ | $D_i$    | $p_i$ |
|-----|----------|----------|-----|----------|-------|
| 1   | 1.7476   | -1.0697  | 21  | 0.7782   | -0.1882|
| 2   | 1.7524   | -1.1012  | 22  | 0.4248   | -0.1793|
| 3   | 1.2024   | -0.0432  | 23  | 0.4054   | -0.1483|
| 4   | 1.5625   | -0.2034  | 24  | 0.2576   | -0.1725|
| 5   | 0.6620   | -0.2707  | 25  | 0.8430   | -1.0895|
| 6   | 0.8039   | -0.5232  | 26  | 1.7572   | -1.1754|
| 7   | 0.5685   | -0.4292  | 27  | 1.6242   | -0.6843|
| 8   | 1.7742   | -1.4545  | 28  | 1.1599   | -1.1214|
| 9   | 0.2117   | -0.1619  | 29  | 0.8356   | -0.6385|
| 10  | 1.3095   | -0.5943  | 30  | 0.2300   | 0.4905 |
| 11  | 0.8068   | -0.3648  | 31  | 1.4356   | 2.3489 |
| 12  | 1.3422   | -0.0851  | 32  | 1.3115   | 2.2129 |
| 13  | 0.4043   | -0.2099  | 33  | 0.2642   | 0.3284 |
| 14  | 0.3241   | -0.1242  | 34  | 1.3747   | 2.2736 |
| 15  | 1.1092   | -0.8078  | 35  | 1.4981   | 2.8988 |
| 16  | 1.6324   | -0.7955  | 36  | 0.3036   | 0.3549 |
| 17  | 1.1775   | -1.0406  | 37  | 0.9786   | 1.5221 |
| 18  | 1.4898   | -0.4910  | 38  | 1.7897   | 2.8252 |
| 19  | 0.2544   | -0.2414  | 39  | 0.8235   | 1.4619 |
| 20  | 1.1897   | -0.5919  |      |         |       |
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