A multi-scale perspective of gas transport through soap-film membranes

Gabriele Falciani, Ricardo Franklin, Alain Cagna, Indraneel Sen, Ali Hassanali* and Eliodoro Chiavazzo†

Soap films represent unique aqueous systems, whose physical properties can be tuned by acting on their nanoscale structure. Here, we specifically focus on transport properties through membranes realized in the form of soap films. While diffusion phenomena in the water core and surfactant monolayers are described using a continuum model, molecular dynamics is used to compute the static and dynamical properties of water, gases and the surfactant in the monolayers which is hexaethylene glycol monododecyl ether (C_{12}E_6). The obtained atomistic details are then incorporated into a drift-diffusion model for consistently extracting a boundary condition for the above continuum model describing transport phenomena at a larger scale. Numerical predictions are validated against experimental data from both properly designed experiments and the literature. Finally, the developed model is used to estimate the characteristic time for disparate gas mixing when initially separated by soap film membranes.

1 Introduction

Thin layers of liquid water within a gaseous environment can be generated in the form of soap films, with a range of thickness from hundreds down to a few nanometers (i.e. Newton black films). Stabilization of soap films is due to the presence of surfactant molecules that self-assemble at the gas-liquid interface, thus lowering surface tension. The presence of these intricate assemblies of surfactant molecules makes the transport of species across soap films a non-trivial phenomenon.

Gas permeation through soap films has been extensively studied since the seminal work by Princen and co-workers for a number of common gaseous species. Moreover, due to their high selectivity, soap films and bubbles have been also investigated as possible gas mixture separation membranes. Despite the several studies reported in the literature, it is fair to say that most of the theoretical models that have been proposed to describe gas transport across soap films still require the evaluation of a number of empirical parameters. In this work, we propose a comprehensive multi-scale approach that is capable of consistently coupling molecular dynamics simulation and a continuum model in order to predict soap film permeability, which is a critical parameter affecting gas permeation across soap-film based membranes. In particular, the molecular simulations provide crucial input such as the interfacial thickness and the molecular interactions that both the water molecules and gas molecules (CO) make with the surfactant. This manuscript is organized in sections as follows. In section 2 the atomistic model is described and validated against experimental data reported in section 3. The continuum...
model is described in section 4 and validated in section 5, while conclusions are drawn in section 6.

2 Molecular model of the surfactant–water system

Fig. 1 shows a snapshot of the surfactant–water system that is considered in our atomistic simulations. The surfactant used for these simulations is hexaethylene glycol monododecyl ether (C12E6) which has been the subject of several previous experimental and modelling studies.10–16 C12E6 is a surfactant consisting of a hydrophobic tail made up of 12 alkyl groups and a hydrophilic head which comprises 6 ethylene oxide (EO) groups and 1 hydroxyl (OH) group. The inset of Fig. 1 illustrates an enlarged picture of the surfactant with the head (H) and tail (T) groups.

Classical molecular dynamics simulations of C12E6 were performed using the GROMACS package.17 The force-field for the surfactant was adapted from a previous study by Striolo and co-workers. For details on the model, the reader is referred to the original work.18 Briefly, a united atom approach is used for the alkyl groups, while the EO and OH groups are treated explicitly. A combination of the TraPPE-approach is used for the alkyl groups, while the EO and OH groups are treated explicitly. A combination of the EO and OH groups is used. The SPC potential accurately reproduces the two surfactant layers. The electrostatics were treated with the particle mesh Ewald (PME) method25 using a real-space cutoff of 10 Å. The cutoff for the Lennard-Jones interactions was set to 10 Å. We studied the behavior of the surfactant close to the critical micelle concentration (CMC), which corresponds to 52 Å² per surfactant (approximately 48 surfactant molecules on each surface). The simulations were equilibrated first within the NVT ensemble for 11 ns using the Nosé-Hoover thermostat26,27 at 298 Kelvin and using a time constant of 2.0 ps. NVT simulations were used to extract the surface tension which will be reported later in the paper. The total simulation time for these runs was 60 ns.

In order to assess the validity of our model, we performed some constant surface-tension simulations, which can be favourably compared with the experimental data reported below. Using the recently developed algorithms in ref. 28, we performed simulations constraining the surface tension under a surface normal pressure of 1 bar. In the latter simulations, the interfacial area fluctuates and allows us to assess the validity of our model.

2.1 Surface tension

From our simulations on the surfactant–water interface, we first determined the surface tension of the C12E6–water interface by examining the difference between the normal and tangential pressures defined as follows:

$$\gamma = \frac{1}{2} \int_0^{L_z} \left[ P_{zz} - \frac{P_{xx} + P_{yy}}{2} \right] dz$$

(1)

where Pxx, Pyy and Pzz are the diagonal components of the pressure tensor along the x, y and z directions. Lz is the length of the simulation cell containing two interfaces.

The surface tension extracted from our NVT simulations reaches up to 37.8 ± 0.3 mN m⁻¹, which is in remarkable agreement with the experimental data reported in section 3. We also performed a set of simulations at a constrained surface tension of 41 mN m⁻¹ (experimental value).29 Interestingly, upon monitoring the interfacial surface area, we predict a surface coverage value of 54.4 Å², which is again consistent with our chosen critical micelle concentration of 52 Å² in the NVT runs. The above results give us confidence in the accuracy of our molecular model, allowing us to make some important inferences on the structure and dynamics of the surfactant–water interface.

2.2 Surfactant and water density profiles

In the top panel of Fig. 2, the probability density profiles associated with the water and surfactant are shown. For the surfactant, we used the center of mass of the molecules to determine the densities. The bottom panel of Fig. 2 shows a
zoom-in of densities, where we separate out the contributions coming from the hydrophobic (shown in green) and hydrophilic (shown in blue) parts of the surfactant. The density profiles reveal some important details regarding the structure of the surfactant and water in the interfacial region. Firstly, we observe that the water density covers a range spanning from the bulk to the vacuum of approximately \( \sim 20 \) Å. In order to quantify the width of the interfacial region, the water density profile was fitted to the following functional form as done in previous studies (Fig. 3):\(^30\)

\[
\rho(z) = \frac{1}{2} (\rho_L + \rho_V) - \frac{1}{2} (\rho_L - \rho_V) \tanh \left[ \frac{z - z_0}{d} \right] 
\]  

(2)

In eqn (2), \( \rho_L \) and \( \rho_V \) are the densities corresponding to the liquid and the gas phases, respectively, \( z_0 \) is the position of the Gibbs dividing surface (where \( \rho = \frac{1}{2} (\rho_L + \rho_V) \)), and \( d \) is the thickness parameter for the interface. As in previous studies,\(^30,31\) we computed the ‘‘10–90’’ thickness parameter representing the length-scale over which the density decays from 90 to 10% of the bulk value. This number reported in Table 1 is 2.1972\( d \) yielding a value of 17.8 Å.

For the surfactant and its individual head and tail distributions, the densities were fitted to the following Gaussian distribution:

\[
\rho(z) = n_0 \exp \left[ -\frac{4 \ln 2(z - z_0)^2}{\sigma^2} \right] 
\]  

(3)

The thickness associated with the surfactant part and the individual head and tail contributions that are shown in Table 1 corresponds to the full-width at half maximum (FWHM). The above results point to some relevant structural features of this interface. Firstly, the boundary between the hydrophobic and hydrophilic regions of the surfactant is rather fuzzy, which leads to a significant degree of penetration of water into the surfactant and, in particular, the hydrophobic regions. This is seen very clearly in the

![Fig. 2 Mass density profile. The red curve corresponds to the water density. The surfactant density was separated into the hydrophobic tail and hydrophilic head. From the figure, the permeation of the water onto the hydrophobic region is shown. Also, the width of the tail/head layer of the surfactant is computed and presented in Table 1 using eqn (3).](image)

![Fig. 3 The water density profile was fitted to the function presented in eqn (2). With it, an average Gibbs dividing interface is defined at \( \rho = \frac{1}{2} (\rho_L + \rho_V) \). Also the hydration layer is estimated from the fitted \( d \).](image)

| Thickness (Å) | Our MDS | Previous MDS | Experimental |
|--------------|---------|---------------|--------------|
| Water        | 17.8    | 13.4 (ref. 16) | 13.25 (ref. 10 and 12) |
| All          | 10.15   | 13.4 (ref. 16) | 13.25 (ref. 10 and 12) |
| Head         | 12.97   | 7.6 (ref. 16)  | 9.5 (ref. 10 and 12)  |
| Tail         | 6.90    | 10.5 (ref. 16) | 9.75 (ref. 10 and 12) |
overlap of the water and hydrophobic density profiles in Fig. 2. Secondly, regarding the thickness of the surfactant and water interfaces, our results are in reasonable agreement with the experiments as well as previous simulations.16 Nevertheless, previous experiments using neutron reflectivity showed a certain uncertainty on the actual thickness of the hydrophobic and hydrophilic regions as well as the extent of water penetration because of the interfacial fluctuations and the roughness of the interface.10,12

2.3 Surfactant orientation and flexibility

In order to examine the orientation of the surfactant molecules at the surface, we determined the angle $\theta$ between the vector formed by the two ends of the molecule and the surface normal reported in the top panel of Fig. 4. The distribution of $\theta$ peaks at approximately 31.6° which shows that the surfactant molecules are tilted at the interface. It should be stressed, however, that the distribution is quite broad indicating a rather heterogeneous environment.

The middle panel of Fig. 4 shows the distribution of the end-to-end distance of the surfactant, which again confirms that the surfactant molecules are quite flexible and characterized by a wide range of different conformations. To assess the timescales associated with these fluctuations, we computed the equilibrium time correlation function associated with the changes in the conformation as probed by the end-to-end distance. The bottom panel of Fig. 4 shows the relaxation dynamics of all the surfactant molecules which features an exponential decay occurring on the timescale of 1.7 ns.

2.4 CO₂ concentration in the surfactant monolayer

We performed simulations of a single CO₂ molecule that was added to the above surfactant–water system. It is worth noticing here that, under usual operating conditions (i.e. low pressure), the concentration of CO₂ in the simulated small system corresponds to one single CO₂ molecule. A total of 5 independent trajectories were run each of 10 ns long within the NVT ensemble. The model used for the force field of the CO₂ was obtained from the literature.24 Our simulations show that while the CO₂ molecule undergoes free diffusion in the gas phase, when it approaches the surfactant it appears to be trapped within the hydrophobic pockets of C₁₂E₆ as seen in Fig. 5, which shows a zoom in plot together with the CO₂ densities. The CO₂ densities are shown in solid black lines for regions that are adequately sampled while the dashed black lines are regions where we did not sample adequately enough the transitions from the hydrophobic part to the hydrophilic part and then into the water.

Due to the limited statistics involving the CO₂ molecule diffusing through the surfactant, we used the CO₂ density profiles to infer the local potential that the CO₂ experiences in the hydrophobic part of the surfactant. In order to obtain the potential, we computed the potential of the mean force associated with the density: $-k_B T \log(p(r))$ which is shown in Fig. 6. The dashed lines correspond to the regions of the potential that are not sampled from the molecular dynamics simulations. We used this potential to infer the minimum activation barrier associated with the transfer of the CO₂
across the surfactant monolayer into the liquid. As described below, this potential is a crucial input for a continuum model to be fitted into eqn (12) and (13).

3 Surface tension and molecular area measurements

Dynamic surface tension values were measured with a drop tensiometer (Tracker, Teclis) by analyzing the axial symmetric shape (Laplace profile) of a rising air bubble in aqueous solution of C\textsubscript{12}E\textsubscript{6} at different (bulk) concentrations. The air bubble is generated in a thermostated cuvette containing the water phase; the bubble of about 10 \mu l is delivered from a syringe controlled using a motor drive as shown in Fig. 7.

All measurements were performed at a controlled temperature of 25 °C. C\textsubscript{12}E\textsubscript{6} with 98% purity from Sigma Aldrich was used without modification and dissolved in distilled water.

Results are reported in Fig. 8, where the surface tension versus time due to adsorption of the surfactant at the air/water interface at several concentrations of C\textsubscript{12}E\textsubscript{6} is reported. For each concentration, the measurements are performed until the equilibrium surface tension is reached. The surfactant concentration is increased until its critical micellar concentration (CMC) is reached; after that point, the equilibrium surface tension is no longer concentration dependent.

The equilibrium surface tension versus the concentration of C\textsubscript{12}E\textsubscript{6} (logarithmic scale) is plotted in Fig. 9. The value of the CMC obtained for C\textsubscript{12}E\textsubscript{6} is 0.034 g l\textsuperscript{-1} (0.075 mM) with a minimum surface tension of 31 mN m\textsuperscript{-1}.

The data in Fig. 9 are compared to the Gibbs adsorption equation. For non-ionic systems, before the CMC, the amount of surfactant adsorbed at the interface at equilibrium (\(\Gamma_{eq}\)) is related to the surfactant (bulk) concentration \(C_b\) by:

\[
\Gamma_{eq} = -\frac{1}{RT} \frac{d\gamma}{d\ln(C_b)}
\]  

The best fit was obtained with the surface concentration at CMC of 0.0032 mmol m\textsuperscript{-2} leading to a molecular area at CMC of 52 Å\textsuperscript{2}.

4 Permeation of gaseous species across soap films

Among the various theoretical models for mass transport across a soap film, a widely accepted description in the literature is the one proposed by Princen and co-workers,\textsuperscript{5,6} who further elaborated this in previous studies.\textsuperscript{32,33} In this
model, permeation of gas molecules through soap films depends on three main resistances due to the liquid water core inside the film and the two surfactant monolayers at the gas–liquid interface. Assuming Fick’s diffusion, these authors suggested a linear proportionality between the molar flux of permeating gaseous species and the corresponding concentration difference across the soap film, namely:

\[ \frac{dn}{dt} = kA(C_1 - C_2) \]  

with \( n \) being the number of moles, \( k \) the soap film permeability in m s\(^{-1}\), \( A \) the surface area of the monolayer in m\(^2\) and \((C_1 - C_2)\) the concentration difference across the film in mol m\(^{-3}\).

Clearly, the permeability depends on the thickness of the liquid water core. However, \( k \) also includes a non-trivial dependence on the surfactants and the involved gas, and it can be more specifically linked to other relevant quantities as follows:

\[ k = \frac{1}{k_{ML1}} + \frac{1}{k_{ML2}} + \frac{H}{D_w} \]  

with \( k_{ML1} \) and \( k_{ML2} \) being the monolayer permeability of the two surfactant monolayers in m s\(^{-1}\) forming the soap film, \( D_w \) the diffusion coefficient of the gas in water in m\(^2\) s\(^{-1}\), \( H \) the Henry’s law constant (dimensionless) and \( h \) the water core thickness in m. For the sake of generality, it is worth stressing that a lack of symmetry in the surfactant monolayers can be reflected in eqn (6) as a disparity in the monolayer permeability values. However, for most of the practical cases the soap film is symmetric, hence \( k_{ML1} = k_{ML2} \).

The monolayer permeability \( k_{ML1} \) depends on the molecular structure of surfactant molecule (e.g. polarity of the hydrophilic head, length of the hydrophobic tail), on permeating gas, on temperature and surfactant concentration.\(^9\) In the case of thick films the permeability is controlled by the liquid core yielding:

\[ k \approx DH \]  

On the other hand for very thin films (Newton black films) the water core resistance is negligible, so that:\(^5\)

\[ k \approx \frac{Hk_{ML}}{2} \]  

4.1 Monolayer permeability

Focusing specifically on the gas–film interface, the molar rate of a given gas diffusing through a single surfactant monolayer can be estimated by the following equation:

\[ \frac{dn}{dt} = k_{ML}A(C - C^\prime) \]  

with \( C^\prime \) and \( \bar{C} \) being the actual concentration and the equilibrium concentration of the considered gaseous species in the film liquid core, respectively.\(^6\) Eqn (9) predicts a net gas flux from the gas to the liquid phase, which only stops when the following equilibrium condition (Henry’s law) holds:

\[ \bar{C} = HC \]  

with \( \bar{C} \) denoting the actual concentration in the gas phase.

Clearly, in order to have predictive results from eqn (9), there is a need to link the monolayer permeability to more fundamental quantities. In this respect, a rather popular approach is as follows:\(^9\)

\[ k_{ML} = \frac{D_{ML}}{\delta} \]  

where \( D_{ML} \) denotes an effective diffusion coefficient within the surfactant monolayer whose thickness is \( \delta \).
However, it is fair to say that the physical process of gas permeation through surfactant monolayers is not yet completely understood. In fact, as testified in the review by Farajzadeh and co-workers, disparate theoretical models have been suggested so far in the literature, thus also introducing a number of empirical parameters that are often hard to estimate.9

It is interesting to notice that, even when no surfactant molecules are present, classical atomistic simulations suggest that the transport from the gas to the liquid phase occurs within a non-flat potential landscape. In this respect, authors in ref. 34 and 35 report a free energy barrier at the gas-water interface. Hence, based on the above discussion in section 2, we expect an even more complicated picture when also surfactant molecules are present and specifically suggest investigating the perturbation in the free-energy landscape to be linked to eqn (11). Towards this end, here we propose a comprehensive and multi-scale perspective, where a molecular model is utilized for extracting relevant information to be used at a larger scale in a continuum framework.

In particular, throughout the surfactant monolayer, gas molecules are subject to an underlying energy potential. Hence, gas transport can be effectively described by means of the following Smoluchowski model:36

$$\frac{\partial C_{ML}}{\partial t} + \nabla J = 0 \quad (12)$$

$$J(x,t) = -D_w \nabla C_{ML} - \frac{D_w}{RT} C_{ML} \nabla U(x) \quad (13)$$

where $C_{ML}$ is intended to be the gas concentration in the monolayer, $D_w$ the diffusion coefficient of the gas in water in $m^2 s^{-1}$, $R$ the universal gas constant in $J \text{ mol}^{-1} K^{-1}$ and $T$ the temperature in K. The function $U(x)$ denotes the underlying potential experienced by CO2 molecules at a generic position $x$ in the monolayer.

Assuming for simplicity a one-dimensional (1D) stationary process along the coordinate $z$ orthogonal to the monolayer, eqn (12) and (13) yield:

$$\frac{dj}{dz} = 0 \quad (14)$$

$$J(z) = -D_w \frac{dC_{ML}}{dz} - \frac{D_w}{RT} C_{ML} \frac{dU(z)}{dz} \quad (15)$$

We propose to estimate the effective diffusion coefficient in the monolayer, $D_{ML}$, by imposing a flux conservation between eqn (15) and the following (effective) Fickian description:

$$J(z) = -D_{ML} \frac{dC_{ML}}{dz} \quad (16)$$

Hence, the monolayer permeability can be calculated by eqn (11), where $\delta$ represents the width of the potential barrier (along the $z$ coordinate).

5 Model results and experimental validation

Firstly, we set-up and validated a (COMSOL based) continuum model by using the experimental data from Princen and co-workers,5 who accurately characterized the gas diffusion across the soap film of a shrinking bubble (diminishing bubble method). In their experimental setup, a bubble containing a specific gas (i.e. N₂, O₂, H₂, CO₂, He, Ne, Ar and air) was formed inside a closed cell filled with the same gas using a 4% solution of CTAB (hexadecyltrimethylammonium bromide). Once the bubble film had reached the equilibrium thickness, they measured the time variation of the following dimensionless parameter $\beta_0$, defined as:

$$\beta_0 = \frac{dg}{g} r^2 \quad (17)$$

with $\delta$ being the water density, $g$ the acceleration of gravity, $\gamma = 33 \text{ mN m}^{-1}$ the surface tension and $r$ the radius of a sphere of the same volume as the bubble. From these data, we can estimate the gas flow from the shrinking bubble to the outer atmosphere subject to the following Young–Laplace pressure difference:

$$\Delta p = \frac{4\gamma}{X} \quad (18)$$

with $X$ being the curvature radius of the bubble and $\gamma$ the surface tension.

In our continuum model, we focused on the gas transport across the soap film whose thickness is in the order of tens to hundreds of nanometers. A 2D axial-symmetric geometry was chosen as shown in Fig. 10: the lower chamber corresponds to a small section of the bubble’s inner gas volume, while the upper chamber represents a small section of the outer gas volume. Fickian diffusion was assumed both in the gas phase and in the soap film. We considered the presence of the surfactants at the air–water interface by implementing eqn (9) in our model. Furthermore, we imposed a fixed pressure difference between the two chambers expressed in terms of concentration difference by the perfect gas law:

$$\Delta C = \frac{\Delta n}{V} = \frac{\Delta p}{RT} \quad (19)$$

Finally, we fix the water core thickness at 5 nm as estimated in ref. 5.

By varying the $\Delta C$, we calculate the molar flux reduction caused by the bubble shrinking with time. In Fig. 11, our simulation results were validated against the experimental data from ref. 5 by using both $k_{ML} = 0.188 \text{ m s}^{-1}$ and $k_{ML} = 0.242 \text{ m s}^{-1}$ as suggested in ref. 5.

5.1 Monolayer permeability, $k_{ML}$

In this section, we coupled the above atomistic description with a continuum model implementing the Smoluchowski
diffusion equation. In particular, we solved eqn (12) and (13) in the COMSOL environment under 1D stationary conditions. Firstly, the free-energy landscape from the molecular dynamics simulations reported in Fig. 6 was fitted by using both a harmonic and a higher polynomial model, $U_1$ and $U_2$, as shown in Fig. 12. The main motivation for choosing a harmonic potential can be found in the literature, where gas permeation in the surfactant monolayer is described as a phenomenon mainly dictated by the activation energy (i.e. energy barrier height). In addition to this, in our work, we decided also to apply a more accurate fitting, $U_2$.

The simulation domain length was chosen on the basis of the potential barrier width, 1.9 nm, as shown in Fig. 12. The diffusion coefficient of CO$_2$ in water is assumed to be $1.67 \times 10^{-9}$ m$^2$ s$^{-1}$ at $T = 20$ °C. We imposed Dirichlet boundary conditions at the ends of the simulation domain.

We determined the gas flux as a function of the concentration difference in the case of flat and non-flat potentials. We notice that, as shown in Fig. 13, the presence of asymmetric potentials may lead to a non-vanishing flux ($J_{S,U_2}$) even at $\Delta C = 0$. In contrast, for symmetric potentials, $J_{S,U_1} = 0$ is found at $\Delta C = 0$.

Finally, we estimated the effective diffusion coefficient in the C$_{12}$E$_6$ surfactant monolayer by measuring the slope of curves reported in Fig. 13. Here, the diffusion coefficient of a gas within water is denoted as $D_w$, whereas $D_{\text{ML}}$ is used as the effective diffusion coefficient in the presence of an underlying potential. By using potential $U_1$ and $\delta = 1.9$ nm, we found a value for $D_{\text{ML}}$ of $0.478 \times 10^{-9}$ m$^2$ s$^{-1}$, with the corresponding monolayer permeability being $k_{\text{ML}} = 0.25$ m s$^{-1}$.

On the other hand, $D_{\text{ML}}^\prime$ was found to be $0.541 \times 10^{-9}$ m$^2$ s$^{-1}$ when implementing potential $U_2$, which led to a slightly

---

**Fig. 10** Left-hand side: A sketch of the shrinking bubble in the Princen experimental setup. Middle: Continuum model results for oxygen diffusion through the soap film. Right-hand side: O$_2$ concentration distribution across the soap film.

**Fig. 11** Dependence of the molar flux of oxygen on the permeability for a film thickness of 5 nm against experimental data from ref. 5.

**Fig. 12** Harmonic ($U_1 = a_1 x^2 + a_2 x + a_3$) and polynomial ($U_2 = b_1 x^7 + b_2 x^6 + b_3 x^5 + b_4 x^4 + b_5 x^3 + b_6 x^2 + b_7 x + b_8$) fitting corresponding to the free energy profile from MD simulations where $E_a$ is the activation energy. Polynomial coefficients: $a_1 = 4.890$, $a_2 = -9.292$, $a_3 = 4.4135$, $b_1 = 7.583$, $b_2 = -38.670$, $b_3 = 63.370$, $b_4 = -24.720$, $b_5 = -21.140$, $b_6 = 12.960$, $b_7 = -3.877$, and $b_8 = 4.4135$. $x$ is in nm and $U$ in kJ.
higher monolayer permeability of $k_{ML}^{\infty} = 0.28 \text{ m s}^{-1}$. Thus, the shape of the potential is found to have a limited influence on the resulting monolayer permeability (as compared to its height).

As already discussed, due to the possible poor sampling issues in the computation of the energy potential landscape in Fig. 6, we decided to perform additional computations assuming an underlying harmonic potential with a perturbed height and width as compared to the one reported in Fig. 12. More specifically, we assumed a conservative ±10% variation to both the activation energy $E_a$ reported in Fig. 12 and the monolayer thickness $\delta$. The above analysis provided a range of values for the monolayer permeability from 0.12 up to 0.36 ms$^{-1}$. To the best of our knowledge, values of the monolayer permeability of C12E6 have not been reported yet for CO2 and under the conditions reported in this work. However, our results appear to be consistent with similar studies in the literature. For instance, Krustev and co-workers$^{43,44}$ reported the $k_{ML}$ from experimental measurements of the permeability for air through SDS (sodium dodecyl sulfate) + electrolyte solutions obtaining values which ranged from 0.063 to 0.278 m s$^{-1}$ depending on the type of electrolyte and its concentration.

5.2 Sensitivity analysis, film thickness and monolayer permeability

So far we have characterized the CO2 behaviour in the surfactant monolayer. Here, we decided to carry out a wider sensitivity analysis on the monolayer permeability and on the water core thickness to extend our research and investigate the influence of different gases and surfactants on the transport phenomena across soap films.

The same simulation setup validated previously was adopted imposing a concentration difference of $\Delta C = \Delta p/RT = 0.0184 \text{ mol m}^{-3}$ corresponding to a pressure difference of 45 Pa at the boundaries. We let both the monolayer permeability and the water core thickness vary from 0.05 up to 0.5 m s$^{-1}$ and from 5 nm up to 500 nm, respectively. We highlight that the film thickness has a major impact on gas diffusion as compared to the monolayer permeability. For instance, for $h = 300$ nm, a monolayer permeability variation from 0.05 to 0.5 m s$^{-1}$ reduces the flux by about 18%. Nevertheless, as the water core becomes thinner the effect of the monolayer permeability becomes more significant: e.g. for a film of about 50 nm an increment of the monolayer permeability from 0.05 to 0.5 m s$^{-1}$ halves the gas flux and this behaviour is even emphasized for thinner films as shown in Fig. 14.

5.3 Estimate of the cross-flow characteristic time through soap-film membranes

In this section, we apply the above models to investigate the characteristic time for gas mixing in two coalescent bubbles with different gas compositions. In particular, we consider the case of a double-bubble configuration which consists of two coalescent spherical shells of soap films (with an equal size and radius of 2 cm) separated by a flat soap film (surface area of 9.425 cm$^2$)$^{45,46}$ A lower bound for the time needed before 10% of the initial number of moles of gas i inside one of the two bubbles flows to the other was evaluated as:

$$ t_i = \frac{0.1 n_i}{J_i}$$  \hspace{1cm} (20)

where $n_i = p_i V/RT$ is the initial number of moles of gas i in one of the bubbles and $J_i$ is the maximum flux of gas i across the film from a bubble to the other. We assumed a 9.7% O2, 88% CO2 and 2.3% water vapor atmosphere for the first
bubble and a 19.5% CO, 78.2% CO$_2$ and 2.3% water vapor atmosphere for the second one. The self-diffusion coefficients of gases are reported along with the Henry’s law constants and the diffusion coefficients of gases in water in Table 2. We used the $k_{	ext{diff}}$ for CO$_2$ calculated before and equal to 0.25 m s$^{-1}$. Princen and co-workers observed that for a given surfactant, the monolayer permeability depends slightly on the gas nature; in contrast the same coefficient is strongly affected by the surfactant. Thus, since no specific literature data were found, we safely decided to set the monolayer permeability of oxygen and carbon monoxide in C$_6$E$_{12}$ to 0.278 m s$^{-1}$, which is close to the value reported in ref. 44.

In order to have a conservative estimate, we considered a fixed molar flux constantly driven by the (initial) maximum gas concentration $\Delta C(t = 0)$). Hence, we calculated the time spent to reduce the initial number of moles of the $i$-th gas inside one of the two bubbles by 10% according to eqn (20). We set the water core thickness to 300 nm and, by applying an uncertainty to the monolayer permeability of ±50%, $t_{O_2}$ was found to vary from 13.7 s up to 14.6 s, whereas $t_{CO}$ was found to vary from 17.9 s up to 19.0 s. It is worth stressing once again that, due to the assumption on the fixed gas concentration, the above mixing times are to be considered as lower bounds.

### 6 Conclusions

Thin layers of water can be easily realized in the form of soap films. Interestingly, the surfactant nature and the thickness can be easily varied. As a representative example, a thin film pressure balance (TFPB) represents a convenient system where nanoscale properties can be precisely controlled and investigated in a relatively easy manner as shown in numerous studies. In this work, we have focused on the gas transport across soap films by means of predictive multiscale numerical models. In particular, we used a combination of molecular and continuum models to characterise and study the transport of gases through soap film membranes. Classical molecular dynamics simulations are used to study the structural and dynamical properties of the surfactant molecules at the air-water interface. The above atomistic model is validated against experimental data from purposely designed experiments in terms of surface tension and molecular area. Simulation results provide crucial insights into the thickness of the hydrophobic and hydrophilic parts of the surfactant as well as the extent of water penetration in the membrane. The molecular simulations of CO$_2$ at the interface reveal that the gas tends to get trapped within the hydrophobic part of the surfactant. These insights provide valuable input for studying the diffusion of CO$_2$ through a soap film using a continuum model. Specifically, the free-energy landscape is incorporated in a Smoluchowski model at a continuum level and utilized to estimate the surfactant monolayer permeability without resorting to empirical parameters. The above procedure is implemented (although it is not limited) to CO$_2$ and it can be easily extended to other gaseous species. Finally, a lower bound for a characteristic mixing time of two different gases initially separated into two coalescent bubbles is provided.
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