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Abstract

The assembly of proteins into complexes and their interactions with other biomolecules are often vital for their biological function. While it is known that mutations at protein interfaces have a high potential to be damaging and cause human genetic disease, there has been relatively little consideration for how this varies between different types of interfaces. Here we investigate the properties of human pathogenic and putatively benign missense variants at homomeric (isologous and heterologous), heteromeric, DNA, RNA and other ligand interfaces, and at different regions in proteins with respect to those interfaces. We find that different types of interfaces vary greatly in their propensity to be associated with pathogenic mutations, with homomeric heterologous and DNA interfaces being particularly enriched in disease. We also find that residues that do not directly participate in an interface, but are close in three-dimensional space, show a significant disease enrichment. Finally, we observe that mutations at different types of interfaces tend to have distinct property changes when undergoing amino acid substitutions associated with disease, and that this is linked to substantial variability in their identification by computational variant effect predictors.

Author summary

Nearly all proteins interact with other molecules as part of their biological function. For example, proteins can interact with other copies of the same type of protein, with different proteins, with DNA, or with small ligand molecules. Many mutations at protein interfaces, the regions of proteins that interact with other molecules, are known to cause human genetic disease. In this study, we first investigate how different types of protein interfaces have different tendencies to be associated with pathogenic mutations. We also show that the closer a mutation is to an interface, the more likely it is to cause disease. Finally, we study how mutations at different types of interfaces tend to be associated with different changes in amino acid properties, which appears to influence our ability to computationally predict the effects of mutations. Ultimately, we hope that consideration of protein interface properties will eventually improve our ability to identify new disease-causing mutations.
Introduction

Single nucleotide variants (SNVs) are the most common type of human genetic variation [1]. While many SNVs in protein-coding regions of the genome are associated with human disease, the vast majority have no noticeable clinical impact [2]. We have still seen only a fraction of the possible coding SNVs in genetic sequencing studies and most of these remain completely unannotated. Distinguishing novel disease-causing SNVs from those that are benign is therefore a major ongoing challenge for the field of bioinformatics.

Protein misfolding and destabilisation have long been held as primary mechanisms by which mutations cause disease [3], and it is well established that pathogenic missense mutations are enriched within interior residues of proteins relative to the surface [4–6]. In the last decade, there has also been increasing recognition of the importance of protein interfaces as hubs for disease-associated mutants [7–9]. A mutation at an interface can act to destabilise the interface, disrupt the binding of the partner, increase, reduce or alter the affinity of the partner or stabilise the interface [10], an association which has been shown to be highly associated with disease states [11]. Experimental work strongly supports the idea that many pathogenic alleles do not destabilise protein folding but instead perturb protein interactions [12].

The separation of interface residues into core and rim regions can be useful for understanding the mechanisms of pathogenesis at protein interfaces. Core regions are those buried within the interface and contain the highest enrichment of pathogenic variants [11,13,14]. Rim regions are located around the edge of the interface and are more exposed to solvent. Core and rim residues show differences in both physiochemical properties and conservation [11,15]. There is also evidence that rim residue mutations may be more impactful in smaller complexes [16].

It was noted some time ago, that mutations in specific “hot spot” residues within interfaces can greatly alter the free energy of binding [17] through disruption of non-covalent interactions [18]. It has since been shown that mutations of these hot spot residues are enriched for disease mutations relative to the rest of the interface [11,19,20]. Hot spots are preferentially found within the interface core, although those located in the rim remain enriched for pathogenic variants [11].

Interface mutations also appear to be particularly important in the context of cancer [21–23]. Those proteins impacted tend to be hub proteins within the human interactome. In p53 and other proteins, it was shown that patient survival was correlated to the specific interactions that were perturbed [21,24]. Mutations in interfaces allow for specific interactions to be abolished and altered, while the protein retains some activity [25]. This ‘edgetic’ perturbation allows cancer to re-wire the normal interactome with less risk of full collapse that may result from full protein destabilisation. A similar pattern of interaction destabilising mutants has also been observed for developmental disorders such as autism [26].

To improve the prediction of protein variant effects, it is important to first better understand the molecular mechanisms underlying damaging mutations and how these are related to amino acid properties. Previous studies have shown that tryptophan, tyrosine and arginine mutations in interfaces are overrepresented among disease-causing mutations [13,17]. Different amino acid substitutions also cause disease at different rates depending on where they occur in the protein or interface [11]. Drastic changes in physicochemical properties at interfaces were observed in cancer-associated mutations [22]. However, other studies have demonstrated that amino acid conservation is often a larger factor in predicting pathogenic mutations than the change in properties [27]. As with the protein interior residues, conservation remains an important factor for understanding the pathogenicity of mutations at protein interfaces [11,15].
One aspect that has not received much consideration in previous studies of protein interfaces is the nature and orientation of the interactors. Protein-protein interfaces are most easily divided by considering homomeric and heteromeric interfaces separately. Homomers can be further divided into isologous and heterologous interactors. Proteins can also interact with other biomolecules, such as DNA and RNA, and small-molecule ligands. In this study, we have taken interface type into consideration, in an attempt to better understand how the structural and sequence properties of different types of human protein interfaces are related to the effects of mutations. We investigate the enrichment of pathogenic mutations within different regions of proteins and different types of interfaces. We also investigate the property changes caused by mutations, and how these differ between protein regions. Finally, we show how these findings have implications for the prediction of variant effects at protein interfaces.

**Results and discussion**

**Enrichment of disease mutations at different types of protein interfaces**

To represent pathogenic variants in our study, we used missense variants from the ClinVar [28] database, including only those annotated as ‘pathogenic’ or ‘likely pathogenic’. We also used missense variants observed in the human population from gnomAD v2.1 [29], excluding those also present in the ClinVar dataset. We refer to these variants as ‘putatively benign’, as while gnomAD excludes individuals with severe paediatric disease, recessive and low-penetrance variants are certainly present in the dataset to some extent. We considered only variants that could be mapped to residues in published PDB structures; this resulted in a total of 495,076 putatively benign missense variants in 4033 genes, and 19,175 (likely) pathogenic missense variants in 1754 genes.

First, we looked at how the locations of missense variants within protein, and protein complex structures are related to enrichment in disease. We used solvent accessible surface area (SASA) to classify residues in PDB structures of human proteins as surface, interior or interface (Fig 1A). Surface residues have 25% or more of their surface area [30] exposed to solvent, while interior residues have less than this. Interface residues undergo a change in SASA between the monomeric and complexed forms of the structure, meaning they participate directly in the interface.

By calculating the odds ratio of pathogenic to putatively benign variants at each location, we find that mutations on the protein surface are highly depleted of pathogenic variants (Fig 1B) (0.31 times, \( p < 2.225 \times 10^{-308} \)), while interior positions are enriched (1.50 times, \( p = 1.06 \times 10^{-153} \)). This interior enrichment differs somewhat from a previous estimate (2.66 times), but that study used different mutation datasets and a stricter definition of buried residues (<1% exposed surface area) [31]. Other studies that used a similar definition of interior residues to us obtained similar enrichment values [32]. Interestingly, we find an even greater enrichment of disease mutations within protein interfaces of 1.61 times (\( p = 1.83 \times 10^{-225} \)).

Another study [11], found that disease enrichment in interface residues was intermediate to interior and surface residues. This study also used a stricter definition for interior residues (7% SASA cutoff), as well as a definition for interface residues based on residue proximity rather than SASA changes, potentially accounting for the difference.

Next, we split the interface residues into three regions–core, rim and support–as previously defined [33]. Core interface residues are on the surface of the unbound subunit (≥25% of their surface area exposed in the monomer), but are buried in the bound complex, suggesting that they are likely to be crucial for the interaction. Support residues are buried in the unbound subunit (<25% of surface area exposed), suggesting that their main role may be in stabilising intramolecular structure, but that they also participate in the interaction. Rim residues are on
the surface of both the monomer and full complex (≥25% surface area exposed in both), suggesting that they may be less important to both protein stability and the interaction. An example of these classifications is shown in Fig 1C.

The distribution of pathogenic variants within the different interface regions is not uniform (Fig 1D). Both support and core residues show a strong enrichment in pathogenic variants (2.00 times and 1.74 times respectively). In contrast, rim residues resemble surface residues in Fig 1.
that they show a depletion of pathogenic mutants (0.61 times, \( p = 1.68 \times 10^{-78} \)). These results largely agree with previous studies of interface mutations where variants buried within protein interfaces demonstrate a greater tendency to cause disease than those on the interface rim [8,11]. Due to the fact that rim residues are most similar to surface residues in terms of their lack of disease enrichment, for subsequent analyses, we have grouped rim residues with other surface residues rather than with interface residues.

While previous work has clearly demonstrated the importance of protein interfaces for understanding disease mutations, there has been relatively little consideration of the different types of protein interfaces. Therefore, we further classified protein interfaces based upon the types of interactions they make (Fig 2A). Homomeric interfaces, formed by interaction between two copies of the same protein subunit, can be split up into those that are isologous (i.e. head-to-head or symmetric, involving the same surface patch on each subunit), and those that are heterologous (i.e. head-to-tail or asymmetric, involving different surface patches on each subunit) [34]. We also separately considered heteromeric interfaces (formed between two distinct protein subunits), as well as DNA, RNA and other ligand-binding interfaces.

Again, we calculated the odds ratios of pathogenic to benign variants for each interface type (Fig 2B). Strikingly, DNA interfaces showed the greatest enrichment of pathogenic variants (3.81 times, \( p = 8.54 \times 10^{-102} \)), which we suspect may be at least partially due to the highly damaging effects of transcription factors with off-target effects [35,36]. We also observed that heterologous interfaces were more disease-enriched (2.26 times, \( p = 1.26 \times 10^{-118} \)) than either isologous interfaces (1.25 times, \( p = 1.29 \times 10^{-14} \)) or heteromeric interfaces (1.12 times, \( p = 1.29 \times 10^{-14} \)).
p = 2.15x10^{-7}). Surprisingly, RNA interface residues were depleted in disease mutations (0.45 times, p = 2.37x10^{-13}). However, after excluding ribosomal proteins from the analysis, the enrichment becomes 1.04 (p = 0.71). One possible explanation for this is that ribosomal proteins are so highly conserved that many impactful variants are simply not observed in the population due to embryonic lethality.

Ligand interfaces also show a significant enrichment in pathogenic mutations (1.43 times, \(p = 1.21x10^{-68}\)). However, our definition of ligand-binding interfaces is based upon the presence of small molecule ligands present in PDB structures (excluding water). As such, both biologically relevant ligands and non-relevant crystallisation artefacts are present in our dataset. We used FireDB [37] to categorise ligands at these interfaces as ‘cognate’ or ‘non-cognate’ and investigated the enrichment of pathogenic variants within each category (Fig A in S1 Text). Cognate ligand interfaces are the most highly enriched for disease variants (2.04 times, \(p = 6.39x10^{-76}\)), although there is still a significant enrichment in non-cognate interfaces (1.24 times, \(p = 4.33x10^{-20}\)). While these substances are not natural biological ligands to the protein, they often include drug molecules that bind at conserved sites, thus potentially explaining this enrichment.

As noted earlier, the gnomAD dataset is imperfect as a representative of truly benign variation, and will contain some small proportion of damaging variants. One possible way to deal with this is to filter the gnomAD variants on the basis of allele frequency, and consider only those present in \(\geq 1\%\) of individuals. Unfortunately, this dramatically reduces the size of the dataset, from almost 500,000, to 2184. Another option is to only include those that have been annotated as ‘benign’ or ‘likely benign’ in ClinVar, leaving 4355 variants. We re-ran our enrichment analyses using different subsets of the gnomAD variants: common (\(\geq 1\%\)) variants, rare (\(< 1\%\)) variants, and (likely) benign with ClinVar annotations (Fig B in S1 Text). Using common gnomAD variants tends to produce slightly stronger enrichment trends, suggesting that they are more representative of truly benign variants, as expected. Overall, however, we observe remarkably similar patterns regardless of the ‘benign’ subset used for the comparison. This suggests that rare damaging variants present in the full gnomAD data have relatively little impact on our analyses. Therefore, to maximise the power of our analyses, we utilise the full gnomAD dataset for the remainder of the study.

### Interface enrichment vs complex symmetry, biological function and interface size

The fact that the two different types of homomeric interfaces, isologous and heterologous, show very different enrichments in pathogenic mutations is very interesting. Homomeric interface type is closely related to complex symmetry, with twofold symmetric dimers \((C_2)\) having isologous interfaces, complexes with higher order cyclic symmetry \((C_{n, n>2})\) having heterologous interfaces, dihedral complexes \((D_n)\) having isologous and sometimes heterologous interfaces, and complexes with helical \((H)\) symmetry having exclusively heterologous interfaces [38]. It is possible that this overrepresentation of pathogenic mutations in heterologous interfaces is driven by a disease association with complex symmetry, as has previously been suggested [39]. We therefore investigated the enrichment of disease mutations within homomers belonging to different symmetry groups (Fig 3A). Our results indicate that all homomorphic complexes show greater enrichment in disease mutations compared to monomers that do not self-associate. Within the homomers, only the symmetric dimers show a slight overall depletion in pathogenic mutants, while cyclic, dihedral and helical complexes all show an enrichment. One possible explanation for this could be that larger complexes with more subunits have relatively more interface residues and relatively fewer surface residues. However, we
Fig 3. The enrichment of pathogenic mutations within protein complexes of different symmetries. A) Relative enrichment of pathogenic mutations within proteins of each symmetry type. Symmetric dimers ($C_{2}$) are considered separately from higher-order cyclic ($C_{n}$, $n > 2$) complexes. Complexes with cubic symmetries are not included due to lack of representation in the data. B) Enrichment of pathogenic mutations in the surface, interior and interface of each symmetry type relative to the full dataset. All error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table.

https://doi.org/10.1371/journal.pcbi.1009858.g003
observe that interior and interface residues in cyclic and dihedral complexes show a greater disease enrichment than in monomers and symmetric dimers (Fig 3B). Although interior residues in helical complexes are actually depleted in disease mutations, it is important to note the small number of helical complexes in our dataset and the corresponding large range covered by the confidence interval.

The enrichment of pathogenic mutations may also be related to functional associations of the different symmetry groups, e.g. dihedral complexes are often enzymes while cyclic complexes include many transmembrane channels [40]. To investigate whether a high proportion of membrane proteins with heterologous interfaces were biasing our analysis, we repeated the calculations while excluding all proteins tagged with the keyword ‘membrane’ (KW-0472) in UniProt (Fig C in S1 Text). Heterologous interfaces remained more enriched for pathogenic variants (1.87 times, \( p = 6.93 \times 10^{-33} \)) than either isologous or heteromeric interfaces. We also further investigated how different biological functions might be influencing our results by calculating the enrichment of pathogenic mutations within different locations and interface types, when controlling for three common functional annotations from UniProt: ‘catalytic activity’, ‘transcriptional regulator’ and ‘transporter activity’ (Fig D in S1 Text). Overall, we observe similar patterns within the three groups compared to the full set of human proteins, suggesting that our results are not strongly confounded by disease association with different biological processes.

Another factor that may influence how pathogenic mutations are distributed is the size of the interface. Previous work has shown that transient complexes are more likely to have smaller interface areas, while more permanent complexes have larger interfaces [41,42]. Similarly, larger interfaces will tend to form earlier during protein complex assembly, while smaller interfaces will form later [43–45]. We calculated the sizes of all interfaces in our dataset. We then split our variants into three equally sized groups for each interface type, based on whether they occur in small, medium or large interfaces. Our results indicate a strong correspondence between size and disease enrichment for certain interface types (Fig E in S1 Text). For both types of homomeric interfaces, there is a highly significant tendency for pathogenic mutations to be enriched in larger interfaces. However, for both heteromeric and ligand interfaces, there is no significant trend. This may reflect the fact that smaller homomeric interfaces are much more likely to be crystal-packing artefacts and thus not biologically important [46]. In contrast, a given heteromeric interface is much more likely to be biologically important, regardless of whether it is small or large. Similarly, the likelihood of a ligand interaction being biologically important may be largely independent of ligand size, given that many important ligands like metal ions will form only very small interfaces. Intriguingly, disease mutations are enriched in small DNA and RNA interfaces, although the trend is only significant for DNA. Possibly this may be due to many small DNA-binding domains from transcription factors being highly enriched in disease-causing mutations, compared to other proteins that interact with DNA.

Finally, we also investigated other factors that could potentially influence the enrichment trends we have observed. In Fig F in S1 Text, we calculate the disease enrichment at different locations for proteins of different lengths, and for proteins with different numbers of variants in our dataset. We find similar patterns of enrichment within and outside of these subsets, showing that these properties cannot explain our observations.

**Enrichment of disease mutations in proximity to interfaces**

Our observations show that the support residues of protein interfaces, which are most buried intramolecularly within the protein structure, clearly have a greater enrichment of disease mutations than the interface core, or interior residues. This is most likely due to the combined
effect of support mutations destabilising both folding and intermolecular interactions. We therefore hypothesised that other interior residues in proximity to the interface would show similar levels of disease enrichment, despite not participating in the interface directly.

To address this, we calculated the proximity of residues to the nearest interface and compared this to their disease enrichment. We utilized the interface centroid, which is defined as the mean of the X, Y and Z coordinates of all residue alpha-carbons in the interface (Fig 4A). We generated 30 bins containing identical numbers of variants at increasing distance from the interface centroid. Confidence intervals (95%) are shown in grey, a univariate spline (blue) has been fit to the data. Charts are shown for surface and interior residues together and individually. E) Overlaid splines fit to odds ratio data of the different protein interface types (taking interior and surface residues together).

Fig 4. The relationship between interface proximity and disease enrichment. A) Sphere representation of a protein with interface residues highlighted in yellow. The interface centroid is an orange circle. Putatively benign mutations present in gnomAD are shown in green, while pathogenic ClinVar mutations are in red. B-D) Odds ratio of disease mutations at increasing distance from the nearest interface centroid. Confidence intervals (95%) are shown in grey, a univariate spline (blue) has been fit to the data. Charts are shown for surface and interior residues together and individually. E) Overlaid splines fit to odds ratio data of the different protein interface types (taking interior and surface residues together).

https://doi.org/10.1371/journal.pcbi.1009858.g004
nearest interface centroid, and identified a strong correlation (-0.89 Spearman’s ρ) between this distance and the enrichment of disease mutations within the bins (Fig 4B). Notably, a greater correlation was found (-0.73) when we consider interior residues alone (Fig 4C), than when we consider surface residues alone (-0.63) (Fig 4D). Interior residues in close proximity to the nearest interface centroid can be considered as pseudo-support residues, directly influencing the buried residues in the interface. Our results suggest that this effect does not terminate directly adjacent to the interface and instead propagates further through the structure. The effect of interface proximity on disease risk does not appear to influence the protein surface as much as the interior, possibly due to the lower density of intramolecular contacts available for propagating mutation effects.

We believe that this effect is primarily caused by the propagation of destabilising effects from a variant in a distance-dependent manner. The potential for interface disruption is highest in close proximity to the variant, and drops off at greater distances. Allosteric residues may contribute to this effect, by being mutated directly, or by assisting the propagation of the effect to the interface. Allosteric residues are known to be highly conserved and have been used to explain the effects of several uncharacterised pathogenic mutants [47]. Recently, two allosteric F-actin mutants, which are distal to the myosin interface, were found to impact activity at that interface [48]; this is similar to the overall pattern we observe.

In addition to the interface centroid, we also investigated the minimum distance between a mutation and any interface residue, and the mean distance to all residues in the interface as interface proximity metrics (Fig G in S1 Text). A comparable pattern is found regardless of the metric used; however, the correlations are greatest when using centroid distance. Centroid distance is closely related to average distance, with a Spearman’s correlations of 0.93 between the two metrics. Minimum distance is less closely related with correlations of 0.65 to centroid distance and 0.59 to average distance.

We observe a slight difference in the propagation of disease enrichment in different interface types (Fig 4E). Both isologous and heterologous homomeric interfaces display a greater enrichment of disease mutations between 15 and 25 Å from the interface centroid than heteromeric interfaces do. We also find that disease enrichment in DNA interfaces drops off more rapidly than in protein interfaces. We speculate that this could be due to specificity-altering mutations in DNA interfaces needing to be closer to the interface surface, while those further back either completely abolish the interaction or have no effect. Ligand interfaces show a shallower curve than any of the other interface types, although it crosses the neutral-enrichment point at roughly the same location, perhaps reflecting their smaller interfaces, or the fact that many ligands in protein structures are not biologically important (e.g. crystallisation artefacts).

Properties of amino acid substitutions at interfaces

Given that protein interfaces tend to involve different types of amino acids than protein interiors or surfaces [33,49], we wondered whether this could be reflected in differential propensities for pathogenic amino acid substitutions. We therefore calculated the residue-level disease enrichment for both the wild-type and mutant amino acids for different locations (Fig 5 and Fig H in S1 Text).

Across interior, surface and interface locations, the enrichments show broad similarities, with mutations from arginine, tryptophan, cysteine and glycine wild-type residues most likely to result in a pathogenic outcome, while mutations to tryptophan and proline were the most likely to be pathogenic. This largely agrees with previous findings [50]. In surface residues, mutations from cysteine were more damaging than at interior locations. This is in-line with previous work, showing that thiol groups on protein surfaces play a role in regulating the
Substitution of charged residues clearly results in more pathogenic mutants on the interior, while hydrophobic substitutions are more damaging on the surface with the exceptions of tryptophan and glycine. Aspartate mutations are differentially enriched (enriched in pathogenic mutants on the interior, but depleted on the surface), and clusters with other charged amino acids which are either less differentially enriched or neither enriched nor depleted at surface locations.

Given that interface core and support residues are buried upon complex formation, we naturally can expect the mutational profile of interfaces to be similar to that of the protein interior. Comparing the relative enrichment of disease mutations in interior and interface

---

Fig 5. Enrichment of pathogenic variants at specific residues at different locations. The odds ratio of pathogenic mutations associated with specific amino acid mutations at A) the protein interior, B) the protein surface and C) protein interfaces. Blue bars represent mutations from a specific amino acid, while orange bars represent mutations to a specific amino acid. All error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table.

https://doi.org/10.1371/journal.pcbi.1009858.g005

---
mutations, we find that substitutions involving charged and polar amino acids as either the wild type or the mutant are more likely to be damaging for the interior. In contrast, small hydrophobic amino acid substitutions are more likely to be damaging within interfaces. These results imply that disruption of hydrophobic interactions is an important mechanism for pathogenesis in interfaces.

Mutations from wild-type cysteine residues and to mutant proline residues both stood out in this analysis as having large enrichments of pathogenic variants, regardless of location. To investigate this further we analysed the enrichment of pathogenic mutations for each amino acid that could result from an SNV at a cysteine residue, and each SNV that could result in a substitution to proline (Fig I in S1 Text). Our results show that mutations from cysteine are roughly equally damaging when they occur at surface residues. However, in interior and interface locations, mutations to bulky (phenylalanine, tyrosine, tryptophan) or charged (arginine) amino acids were more damaging than mutations to glycine or serine. The damaging effects of proline substitutions were less location-dependent, but we observed that mutations from leucine and arginine tended to result in more pathogenic variants than other amino acids.

While investigating the mutational profiles of the different interface types, we found that our analysis of the residue mutations lacked power due to sub-setting of the data across the large number of possible amino acid substitutions. To supplement this analysis, we downloaded 547 amino acid physical, biochemical and statistical properties from AAindex [53]. By using amino acid properties, all mutations at a location can now contribute towards the results of our analysis. For each property, we calculated the difference between the wild type and mutant amino acids in our data sets. We then calculated the p-value and effect size of the mean difference between the datasets. Initially we found only small effect sizes (<0.3 Hedges’ g), however, taking the absolute difference between wild type and the mutant greatly increased the effect. This implies that the scale of deviation from the wild-type property is more important than the direction of the deviation for most pathogenic mutations. The top three properties by effect size per location are shown in Table 1. The full data is available in S2 Table.

There are several properties with high effect sizes that distinguish pathogenic from benign mutants at multiple locations. These include mutants that affect hydrophobicity, hydrophilicity and related properties such as percentage of buried residues and accessible surface area. Since an altered hydrophobic profile can influence protein folding, this is unsurprising. Average non-bonded energy per atom, the property with the largest effect size over all locations, is the calculated contribution of each residue to the non-bonded energy of proteins. This property is also related to hydrophobicity, as hydrophobic interactions contribute greatly towards the total non-bonded energy [54]. Principle property value z3 [55] is also among the top properties that distinguish pathogenic from putatively benign mutations at interior and surface locations as well as heteromeric interfaces. This is essentially a principal component derived from multiple other properties.

Most of the properties with the highest effect sizes are either related to hydrophobicity or to free energy changes, with the exception of two locations: homomeric heterologous interfaces and DNA interfaces. In these locations, properties related to secondary structure, helices specifically, also have moderate effect sizes. This hints at potentially different mechanisms of pathogenesis at each of these sites via the perturbation of secondary structure.

The change in effect size ranking for each property was calculated for every pair of locations. We visualised the difference in the property changes in Fig 6. These graphs plot change in rank against change in effect size for all AAindex properties at a pair of locations. A wider distribution indicates greater differences between the property’s changes occurring in pathogenic vs benign mutations at the two locations. Properties that are highly skewed towards one corner of the plot show a large pathogenic/benign property difference at one location, but a
Table 1. Top three property changes by effect size at different protein locations.

| Location          | Property                                      | Average difference in gnomAD | Average difference in ClinVar | P-value     | Effect size |
|-------------------|-----------------------------------------------|------------------------------|------------------------------|-------------|-------------|
| All locations     | Average non-bonded energy per atom            | 0.1743                       | 0.2297                       | <2.225E-308 | 0.3824      |
|                   | Percentage of buried residues                 | 20.0986                      | 26.2642                      | <2.225E-308 | 0.3782      |
|                   | Hydrophilicity value                          | 1.6181                       | 2.1795                       | <2.225E-308 | 0.3710      |
| Interior          | Hydrophilicity value                          | 1.3205                       | 2.0982                       | <2.225E-308 | 0.5792      |
|                   | Hydrophobic parameter                         | 1.2937                       | 2.0303                       | <2.225E-308 | 0.5646      |
|                   | Principle property value z3                   | 1.6334                       | 2.4645                       | <2.225E-308 | 0.5524      |
| Surface           | Hydrophobic parameter pi                      | 0.8531                       | 1.1354                       | 6.14E-133   | 0.3847      |
|                   | Principle property value z3                   | 2.1558                       | 2.7798                       | 2.53E-129   | 0.3794      |
|                   | Side chain hydrophathy, corrected for solvation| 1.9225                       | 2.5670                       | 4.69E-127   | 0.3760      |
| Interfaces        | Apparent partition energies calculated from Janin index | 0.6465                       | 0.8385                       | 5.94E-190   | 0.3525      |
|                   | Average non-bonded energy per atom            | 0.1748                       | 0.2264                       | 3.88E-189   | 0.3517      |
|                   | Hydrophilicity value                          | 1.6301                       | 2.1618                       | 3.80E-188   | 0.3508      |
| Isologous Interfaces | Transfer free energy                          | 0.6610                       | 0.9084                       | 9.62E-44    | 0.4293      |
|                   | Apparent partition energies calculated from Janin index | 0.6434                       | 0.8763                       | 1.46E-43    | 0.4284      |
|                   | Average accessible surface area               | 22.1445                      | 30.9438                      | 3.21E-42    | 0.4214      |
| Heterologous Interfaces | Normalized positional residue frequency at helix termini C' | 0.4753                       | 0.7315                       | 5.83E-37    | 0.4343      |
|                   | Side chain angle theta(AAR)                   | 19.9685                      | 36.1640                      | 6.45E-34    | 0.4149      |
|                   | Normalized frequency of coil                   | 0.4166                       | 0.6041                       | 2.73E-33    | 0.4108      |
| Heteromeric Interfaces | Principle property value z3                   | 1.9069                       | 2.5636                       | 1.36E-72    | 0.4014      |
|                   | Average non-bonded energy per atom            | 0.1720                       | 0.2293                       | 5.64E-71    | 0.3968      |
|                   | Apparent partition energies calculated from Janin index | 0.6333                       | 0.8459                       | 7.29E-71    | 0.3965      |
| DNA interfaces    | Dependence of partition coefficient on ionic strength | 0.0901                       | 0.1288                       | 3.37E-12    | 0.4153      |
|                   | Normalized frequency of N-terminal helix       | 0.4458                       | 0.6259                       | 9.71E-11    | 0.3857      |
|                   | Helix termination parameter at position j+1    | 0.3895                       | 0.5264                       | 3.78E-09    | 0.3510      |
| RNA interfaces    | Free energy change of alpha(Ri) to alpha(Rh)  | 0.3104                       | 0.4626                       | 4.54E-05    | 0.5604      |
|                   | Partial specific volume                        | 0.0855                       | 0.1148                       | 3.18E-04    | 0.4945      |
|                   | Hydrophobicity coefficient in RP-HPLC, C18 with 0.1% TFA/MeCN/H2O | 1.5660                       | 2.0809                       | 3.64E-04    | 0.4897      |
| Ligand interfaces | Average non-bonded energy per atom            | 0.1766                       | 0.2235                       | 1.29E-60    | 0.3193      |
|                   | Percentage of exposed residues                | 19.8774                      | 25.2315                      | 3.13E-58    | 0.3127      |
|                   | Apparent partition energies calculated from Janin index | 0.6498                       | 0.8204                       | 4.74E-58    | 0.3122      |

small one at the other, indicating that these properties may be considerably more important for residues at one location than the other. Also marked on the plots are those properties with the greatest effect size at each location. The presence of these properties at the centre of the plot indicates that these properties are equally important at the two locations, and if they are highly skewed, then the opposite.

S3 Table contains summary statistics for the distributions plotted in Fig 6. The sum of all absolute effect size deltas and the sum of all absolute rank deltas indicate the amount of deviation away from 0 (no difference in property changes between the two locations) in a distribution on the y and x axes, respectively. The range of effect sizes and range of rank deltas are calculated by deducting the minimum value from the maximum for each axis, this gives some
Fig 6. Differences in property changes (delta properties) between locations plotted against rank change of those properties. Effect size difference in the delta properties of two locations is on the Y-axis, and rank change of the delta properties is on the X-axis. The top properties (by effect size) for each location are coloured green and orange, while overlapping top properties are coloured red.

A) Surface locations vs all interfaces. B) Interior locations vs all interfaces. C) Heteromeric vs homomeric interfaces. D) Heterologous vs isologous interfaces. E) DNA interfaces vs all protein interfaces.

https://doi.org/10.1371/journal.pcbi.1009858.g006
indication of the scale of the distribution. Finally, the sum of absolute rank delta for the top 10 properties is calculated in the same way as the sum of all absolute rank deltas, but limited to only those top properties by effect size for each location (as in Table 1). This statistic indicates the scale of difference between the most important properties for pathogenesis at each location.

To address the question of whether interfaces resemble interior or surface locations the most, we plotted surface vs interface property changes (Fig 6A and S3 Table) and interior vs interface property changes (Fig 6B and S3 Table). The wider distribution on the x-axis in Fig 6A along with the greater absolute sum of all rank differences demonstrates that the property changes important for pathogenesis are more different between surface vs interface positions, and more similar between interior vs interface positions. Where the sum is smaller, and the distribution is correspondingly narrower, the two locations are more similar in terms of property changes between pathogenic and putatively benign variants. This is further corroborated by the fact that the top properties associated with pathogenesis in each location do not overlap in Fig 6A, whereas there is considerable overlap between the top properties from Table 1 in Fig 6B, indicating that the most important properties for pathogenesis are the same at both locations. This is further shown in S3 Table by limiting the sum of rank differences to only the top 10 properties, producing a much greater value for the surface vs interior chart. In addition, the entire plot in Fig 6B is shifted towards positive y-axis values, due to increased effect sizes of these properties at interior locations, despite similar relative importance at each location.

In heteromeric vs homomeric (isologous and heterologous combined) interfaces (Fig 6C and S3 Table), the distribution is very similar to that in Fig 6A. The limited overlap between top properties and low rank sum of the top properties in S3 Table indicate that more similar property changes are responsible for pathogenesis at these locations than between surface and interface amino acids. However, when we compare heterologous interfaces to isologous (Fig 6D and S3 Table) we find a much wider distribution characterised by the largest range of both effect size deltas and rank deltas, and complete separation of the top properties between the two locations. The top properties in this distribution are among those furthest from the origin and are thus those that differ in effect on pathogenesis the most between the two locations. This is also evident in S3 Table as the rank sum of the top properties was the largest observed. These were primarily properties related to secondary structure such as relative preference value at C-cap [56] and normalized frequency of left-handed alpha-helix [57]. This result could be biased by the presence of transmembrane helices in cyclic membrane proteins such as ion channels; however, exclusion of predicted membrane proteins yielded similar results (Fig J in S1 Text).

DNA interfaces also showed considerable differences when compared to protein-protein interfaces (Fig 6E and S3 Table). Although there was a single overlap between the top properties, they also represent some of those furthest from the origin and the second-largest rank sum of top properties, particularly normalized frequency of N-terminal helix [58] and dependence of partition coefficient on ionic strength [59]. Secondary structure once again appears to be a major factor. It is likely that the major differences between DNA interfaces and other interface types are those mutations that alter DNA specificity or abolish DNA binding.

Performance of variant effect predictors on mutations from different locations and interface types

One of the areas of biology which has most benefited from the recent explosion in genome sequencing and increase in understanding of the mechanisms of pathogenesis, is that of variant effect prediction [60–62]. The effect of most coding variants on phenotype remains
completely unknown; therefore, these predictors are valuable in both clinical and research environments. The basis of almost all predictors is evolutionary conservation; however, the inclusion of additional features also often positively contributes towards accurate predictions. Given the varying properties of disease mutations at different locations and interface types we observed in the previous section, we believe that this could have implications for variant effect predictions.

In order to assess the current state of computational variant effect prediction by protein region, we obtained results from 29 computational predictors of variant effect from the dbNSFP database [63]. We then retrieved predictions for as many mutations in our datasets as possible and calculated the receiver operating characteristic (ROC) area under the curve (AUC) statistic for each interface type and location for each predictor. The calculations were repeated 1000 times by resampling the pathogenic and putatively benign datasets with replacement, and the average AUC statistic was taken. The results for four representative predictors (SIFT: an empirical method [64], DEOGEN2: a supervised method [65], PROVEAN: an unsupervised method [66] and REVEL: a metapredictor [67]) are shown in Fig 7, while full results are provided in Fig K in S1 Text.

Some interesting patterns emerge when comparing the performance of variant effect predictors across different protein locations. Out of surface, interior and interface mutations, surface mutants are most frequently the best predicted, while interfaces are the worst, a trend that matches their relative levels of pathogenic mutations. Between the different interface types, the outcomes of mutations at heterologous interfaces tend to be predicted particularly well, being better predicted than those at isologous interfaces for 28/29 predictors, and better than any interface locations for 18 predictors. In contrast, pathogenic mutations at DNA interfaces tended to be predicted quite poorly, being the worst predicted interface type for 21 predictors. The consistency at which mutations at certain interface types are better predicted than others by variant effect predictors further demonstrates that the interface type has an impact on prediction efficiency across multiple methods. The consistency at which heterologous interfaces were better predicted than isologous interfaces was surprising. One possible explanation for this could be that complexes with heterologous interfaces tend to be more conserved and thus able to be better predicted than homodimers. The mechanisms of DNA and RNA binding, on the other hand are unlikely to be effectively captured by non-specialist variant effect predictors, as related transcription factors can bind to very different sequences.

Importantly, with this analysis, we are not particularly interested in the relative performance of different computational predictors. This is because many of the predictors will have been trained on some of the mutations in our dataset, and so their performance is almost certain to be overstated due to overfitting [68]. Thus, we cannot determine whether the top-performing predictors are genuinely better, or whether they have been trained more against mutations from our dataset. However, we hope that the effects of this bias should be smaller when comparing predictions for different groups made by the same computational method. For the sake of curiosity, we include a comparison between predictors at different locations and interface types using the area under the precision-recall curve (Fig L in S1 Text). It is interesting to note that the same few predictors tend to perform best across most groups, in particular M-CAP, DEOGEN2 and REVEL. In particular, it is interesting to note that DEOGEN2, the only predictor we are aware of that specifically uses interface information [65], ranks in the top two for core, support and rim regions, and in the top three for all interface types except RNA. While these results suggest it may be worthwhile testing these predictors if a mutation is known to occur at an interface residue, we are unable to state with confidence that they are genuinely better performing for interface mutations, based upon our results here.
Conclusions

The goals of this study have been to assess the nature of differences in pathogenic and benign mutations in the context of protein interfaces, with a specific focus on findings that may inform or benefit future variant effect prediction methodology. The division of protein interfaces based on ligand type and on overall complex symmetry is an approach that has received little previous attention. Heterologous protein interfaces in particular demonstrated an increased enrichment of disease mutations relative to other protein-protein interface types. This was further demonstrated when cyclic, dihedral and helical complexes (all of which can contain heterologous interfaces) were also found to be enriched in pathogenic mutations. We ruled out ion-channel enrichment as a possibility for this observation. A more likely scenario
is that heterologous interfaces are a basis for the generation of larger complexes (through formation of fibrils, or larger closed cycles), and that slightly disruptive interface mutations have a larger effect on complex stability than on the stability of smaller complexes such as dimers. It is also likely that this effect increases with the number of mutant subunits forming the protein complex.

All locations within the protein demonstrated broadly similar patterns of tolerance towards specific amino acid substitutions. For example, regardless of location, mutations away from cysteine were damaging, as were mutations to proline. However, comparison of the relative enrichment ratios between locations pointed towards some interesting relationships. Mutations from cysteine on the protein surface were found to be relatively more damaging than at all other locations. Previous work has suggested that there is selection pressure to remove cysteines from the protein surface due to its high reactivity \[69\]; this implies that remaining surface cysteines have increased functional importance, thus explaining our observations. We also found evidence of differences between amino acids involved in pathogenic mutations within isologous and heterologous interfaces, and within DNA and protein interfaces.

Allostery has been of great interest to the scientific community of late, particularly in the field of drug discovery \[70,71\]. Our observation that sites distal to protein interfaces are enriched in pathogenic mutations in a distance-dependent manner is most likely a form of allostery. Indeed, allostery has been implicated as a mechanism involved in several disease mutations \[47,48\]. These findings also have implications for future variant annotations (both manual and through use of computational tools). While 3D protein structural information has been integrated into a number of variant effect predictors \[72,73\], interface proximity has not, so far, been used as a predictive feature, to the best of our knowledge. Our results indicate that inclusion of interface proximity as a feature may be beneficial in predicting variant pathogenicity.

Heterologous homomeric protein-protein interfaces have demonstrated some unexpected characteristics in comparison to other protein-protein interface types, even in comparison to isologous homomeric interfaces. This is most greatly reflected in the properties that exhibit the most change between pathogenic and benign mutations. While changes in hydrophobicity and related properties are among the most important for pathogenesis at almost every location, for heterologous interfaces (along with DNA interfaces), properties relating to secondary structure exhibit greater effects. While it is tempting to explain this as being due to transmembrane helices in membrane ion channels (of cyclic symmetry), removal of these proteins from the analysis does not alter the observation. It may be that secondary structure disruption is a more important factor at heterologous interfaces than altered hydrophobicity, which is an important observation for variant effect prediction at these sites. The case for protein-DNA interfaces is easier to explain, since DNA binding motifs often involve alpha helical motifs \[74\].

Computational variant effect predictors have been widely used for decades now. These programs are most commonly based on evolutionary conservation within a multiple sequence alignment. As a proxy metric for mutation tolerance, it performs well and is a major part of even the most modern predictors. Additional biochemical and structural features are also often included where they can aid performance. One aspect that is rarely considered when training a predictor, is the presence or the absence of a protein interface, or the type of protein interface. The consistent bias of all predictors in favour of heterologous interfaces and against DNA/RNA interfaces underscores the need for improvement in this area. Our results indicate several possible features which may be of benefit to future variant effect predictors including interface presence and type, distance to interface and location-specific property changes.

One potential pitfall of working with large datasets such as gnomAD and ClinVar is the potential for low-quality, contradictory or biased data to be included as part of the study. As
we have discussed, gnomAD is certain to contain some fraction of damaging variants associated with recessive, late-onset or incomplete penetrance disease, but this does not appear to strongly influence our results. However, for those variants annotated as pathogenic or likely pathogenic in ClinVar, it is possible that certain variant effect predictors were used when in the process of making those classifications. If these predictors took into account protein interface information, this could contribute to the enrichment of pathogenic ClinVar variants we see at interfaces. We believe this to be unlikely given the small numbers of predictors that make direct use of protein interface features. Similarly, knowledge that a mutation occurred in a functionally important interface could potentially have been used when stating in the literature that a new mutation was likely to be pathogenic, independent of the use of any computational predictor. Overall, we think the extent to which these factors could influence our results is likely to be very small. However, this potential for circularity is something that should be acknowledged in any analysis of pathogenic mutations.

Overall, our work has highlighted a number of interesting aspects of pathogenic mutations at protein interfaces. We hope that these findings will help improve variant effect predictor methodology and inspire further research in the area.

Materials and methods

ClinVar and gnomAD databases

To establish sets of pathogenic and benign mutations, we used the ClinVar [28], downloaded on 2020.08.17, and gnomAD v2.1.1 [29] databases. After filtering for missense variants, we selected only those variants in ClinVar labelled as “pathogenic” and “likely pathogenic”. For the analysis of ClinVar benign variants, we considered those annotated as “benign” and “likely benign”. Variants in gnomAD are aggregated from large-scale sequencing projects and exclude those individuals with severe paediatric disease. We refer to these variants as ’putatively benign’, as some recessive and low penetrance variants no doubt remain in the dataset. We removed any variants annotated as “pathogenic” or “likely pathogenic” from the gnomAD set.

PDB

Protein structures were downloaded from the Protein Data Bank (PDB) [75] on 2020.05.27. The first biological assembly was used to represent the quaternary structure of each protein, and symmetry assignments were taken directly from the PDB. We searched for those polypeptide chains with >90% sequence identity to a human protein over a region of at least 50 amino acid residues. Although this allows some closely related homologues to human structures to be included, we only considered those residues where the amino acid side chain in the structure, as well as the side chains of both adjacent residues, are the same as in the human sequence. For human protein residues that map to multiple chains, we selected a single chain sorting by highest resolution followed by largest structure. In the case of NMR ensembles, we selected only the first structure within the ensemble. Each variant is mapped to only a single position in a single structure, resulting in a fully non-redundant dataset. The full set of human ClinVar and gnomAD mutations mapped to protein structures is provided as a supplementary dataset.

Ligand interfaces

Ligand interfaces were classified as ‘cognate’, ‘non-cognate’ or ‘ambiguous’ using the FireDB database of ligand significance [37]. As there were very few ligands in the ambiguous category, we investigated disease enrichments for only cognate and non-cognate ligands.
Solvent accessible surface area

SASA is the area of the protein surface that is accessible to solvent molecules. SASA was calculated for each structure using AREAIMOL [76]. Residues were determined to be members of a protein interface if they experienced a change in SASA between the monomeric structure and the structure of the full PDB complex. SASA was then scaled [30] to determine the fraction of exposed residue. Residues with greater than or equal to 25% exposed surface area were classified as surface residues, while those with less were classified as interior. Those residues that changed from surface to interior upon complex formation were classified as interface core residues. Those that experienced a change in SASA but remained interior were classified as support residues and those that experienced a change but remained surface were classified as rim residues (Fig 1A).

Odds ratios

Odds ratios, or relative enrichment values were calculated using the scipy.stats.fisher_exact() function from the python scipy package. For a pathogenic and putatively benign group within a subset of the data, this is equivalent to:

\[
\text{Odds Ratio} = \frac{\left( \frac{\text{disease}_{\text{subset}}}{\text{disease}_{\text{non subset}}} \right)}{\left( \frac{\text{benign}_{\text{subset}}}{\text{benign}_{\text{non subset}}} \right)}
\]

Confidence intervals (95%) for odds ratios were determined by:

\[
CI = e^{\ln(\text{OR})} \pm 1.96\sqrt{\left( \frac{1}{\text{disease}_{\text{subset}}} + \frac{1}{\text{disease}_{\text{non subset}}} + \frac{1}{\text{neutral}_{\text{subset}}} + \frac{1}{\text{neutral}_{\text{non subset}}} \right)}
\]

where CI is the upper/lower confidence interval and OR is the odds ratio.

3D complex residue distance calculations

Distances between interior/surface mutations and interfaces were calculated using atomic coordinates in PDB files. The coordinates of alpha-carbon atoms were used to represent the location of all residues. Rim residues were removed from all interfaces. For each PDB structure, the centroid of each interface was calculated as the mean of the x, y and z coordinates of every amino acid in the interface. The distance between each interior/surface mutation and interface was calculated using:

\[
\text{distance} = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2}
\]

for each interface within the PDB chain. Where multiple interfaces were present in the structure, then the distance to the closest interface was used to represent the proximity of the mutation. To calculate linear sequence proximity to an interface, the absolute sequence distance to the closest interface residue was used. For all distance metrics, only the closest interface by that metric was considered, thus each variant only appears once in our data even when multiple interfaces are close to the variant.

Variant effect predictors

Variant effect predictions were obtained from the dbNSFP database [63], with the exception of SIFT which was run locally using the Uniref90 database [77] to generate alignments.
ROC curves and precision recall curves
Receiver operating characteristic (ROC) area under the curve (AUC) statistics were generated using the sklearn.metrics.roc_auc_score() function of the sklearn python package. Several variant effect predictors used inverse metrics to score variants (lower, rather than higher score representing greater probability of damaging variants). To resolve this issue, we deducted the score from 1.0 for all predictors with an AUC less than 0.5. Precision recall AUC was calculated using the sklearn.metrics.precision_recall_curve() and sklearn.metrics.auc() functions of the sklearn python package.

AAindex
Amino acid properties and substitution matrices were obtained from the AAindex database [53]. Properties without values for all 20 standard amino acids were removed from the analysis.

Property deltas
Differences in properties were calculated for all individual amino acid substitutions. A two-tailed student’s t-test was then performed to determine significance of the difference between the mean of pathogenic and putatively benign mutation properties at different locations. Hedges’ g was used to calculate effect size between the same.

As only small effect sizes were initially observed, we decided to remove directionality from the property delta values by taking the absolute differences instead. These new ‘directionless’ property deltas represent only the scale of the difference between the two property values.

Supporting information
S1 Text. Fig A in S1 Text: Enrichment of pathogenic variants at cognate and non-cognate ligand interfaces. Error bars represent 95% confidence intervals. Enrichment values shown are relative to the full dataset. Detailed relative enrichment data is available in S1 Table. Fig B in S1 Text: The impact of 'benign' dataset on the enrichment of pathogenic mutations. Relative enrichment of pathogenic mutations using common (≥1%) gnomAD variants, rare (<1%) gnomAD variants and ClinVar benign and likely benign variants in: A) different locations (surface, interior and interface regions); B) different interface regions (core, support and rim); and C) different protein interface types. All error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table. Fig C in S1 Text: Enrichment of pathogenic variants at different protein locations and interface types when excluding predicted membrane proteins. A) Enrichment of pathogenic variants in surface, interior and interface locations relative to all data. B) Enrichment of pathogenic variants in different interface types relative to all data. Total numbers of pathogenic and putatively benign variants are shown below the plots. Error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table. Fig D in S1 Text: The impact of protein biological function on the enrichment of pathogenic mutations. A) The enrichment of pathogenic mutations at different locations and interface types for proteins annotated as having/lacking catalytic activity in Uniprot. B) The enrichment of pathogenic mutations at different locations and interface types for proteins annotated as being/not being involved in transcriptional regulation in Uniprot. C) The enrichment of pathogenic mutations at different locations and interface types for proteins annotated as having/lacking transporter activity in Uniprot. All error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table. Fig E in S1 Text: The impact of interface size on the enrichment of pathogenic
variants. Enrichment of pathogenic variants within interface residues from interfaces of different sizes. Each interface type was split into three groups of small, medium and large interfaces, containing equal numbers of variants. A) Homomeric isologous; B) homomeric heterologous; C) heteromeric; D) ligand; E) DNA; and F) RNA interface residues. Error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table. Fig F in S1 Text: The impact of protein length and variant number on the enrichment of pathogenic mutations. A) The enrichment of pathogenic mutations at different locations and interface types for proteins of different amino acid chain lengths (< = 500 residues, 500–1000 residues, >1000 residues). B) The enrichment of pathogenic mutations at different locations and interface types for proteins with different numbers of variants in our datasets (combined ClinVar and gnomAD). All error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table. Fig G in S1 Text: Odds ratio of disease mutations at increasing distance from the nearest interface. A) Using the minimum distance to the nearest interface residue. B) Using the mean distance to all interface residues. 95% confidence intervals are shown in grey, a univariate spline (blue) has been fit to the data. Charts are shown for surface and interior residues together and individually. Fig H in S1 Text: Enrichment of pathogenic variants involving different amino acid residues for different types of interfaces. The odds ratio of pathogenic mutations associated with specific amino acid mutations at each interface type as well as core and support regions. Blue bars represent mutations from a specific amino acid, while orange bars represent mutations to a specific amino acid. Error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table. Fig I in S1 Text: Relative enrichment of pathogenic variants for cysteine and proline mutants. A) Enrichment of pathogenic variants for all mutations possible via a single nucleotide change from wild-type cysteine at different protein locations. B) Enrichment of pathogenic variants for all wild-type amino acids that could mutate to proline via a single nucleotide change. All error bars represent 95% confidence intervals. Detailed relative enrichment data is available in S1 Table. Fig J in S1 Text: Difference in property changes between isologous and heterologous interfaces plotted against rank change of those properties with all predicted membrane proteins excluded. Effect size difference in the delta properties of two locations is on the Y-axis, and rank change of the delta properties is on the X-axis. The top properties (by effect size) for each location are coloured green and orange. Fig K in S1 Text: Distribution of bootstrapped ROC AUC for predictions made by different computational methods. Pathogenic and putatively benign datasets were independently re-sampled 1000 times with replacement. Only mutations with all 29 predictions were included in this analysis. Fig L in S1 Text: Distribution of bootstrapped precision recall AUCs for variant effect predictions at different protein locations and interface types. Pathogenic and putatively benign datasets were independently re-sampled 1000 times with replacement. Only mutations with all 29 predictions were included in this analysis.

(DOCX)

S1 Table. Sample numbers, odds ratios, confidence intervals and p-values for all enrichment analyses.
(XLSX)

S2 Table. All AAindex amino acid property changes by effect size per location.
(XLSX)

S3 Table. Summary statistics for distributions plotted in Fig 6.
(XLSX)
Author Contributions
Conceptualization: Joseph A. Marsh.
Formal analysis: Benjamin J. Livesey.
Supervision: Joseph A. Marsh.
Writing – original draft: Benjamin J. Livesey.
Writing – review & editing: Joseph A. Marsh.

References
1. Durbin RM, Altshuler D, Durbin RM, Abecasis GR, Bentley DR, Chakravarti A, et al. A map of human genome variation from population-scale sequencing. Nature. 2010; 467: 1061–1073. https://doi.org/10.1038/nature09534 PMID: 20981092
2. Choi M, Scholl UI, Ji W, Liu T, Tikhonova IR, Zumbo P, et al. Genetic diagnosis by whole exome capture and massively parallel DNA sequencing. Proc Natl Acad Sci U S A. 2009; 106: 19096–19101. https://doi.org/10.1073/pnas.0910872106 PMID: 19861545
3. Yue P, Li Z, Moult J. Loss of Protein Structure Stability as a Major Causative Factor in Monogenic Disease. Journal of Molecular Biology. 2005; 353: 459–473. https://doi.org/10.1016/j.jmb.2005.08.020 PMID: 16169011
4. Ferrer-Costa C, Orozco M, de la Cruz X. Characterization of disease-associated single amino acid polymorphisms in terms of sequence and structure properties. Journal of Molecular Biology. 2002; 315: 771–786. https://doi.org/10.1006/jmbi.2001.5255 PMID: 11812146
5. Tokuriki N, Stricher F, Schymkowitz J, Serrano L, Tawfik DS. The Stability Effects of Protein Mutations Appear to be Universally Distributed. Journal of Molecular Biology. 2007; 369: 1318–1332. https://doi.org/10.1016/j.jmb.2007.03.069 PMID: 17482644
6. Matthews BW. Structural and Genetic Analysis of Protein Stability. Annual Review of Biochemistry. 1993; 62: 139–160. https://doi.org/10.1146/annurev.bi.62.070193.001035 PMID: 8352587
7. Jubb HC, Pandurangan AP, Turner MA, Ochoa-Montaño B, Blundell TL, Ascher DB. Mutations at protein-protein interfaces: Small changes over big surfaces have large impacts on human health. Progress in Biophysics and Molecular Biology. 2017; 128: 3–13. https://doi.org/10.1016/j.pbiomolbio.2016.10.002 PMID: 27913149
8. Yates CM, Sternberg MJE. The effects of non-synonymous single nucleotide polymorphisms (nsSNPs) on protein-protein interactions. Journal of Molecular Biology. 2013; 428: 3949–3963. https://doi.org/10.1016/j.jmb.2013.07.012 PMID: 23967278
9. Wang X, Wei X, Thijsaen B, Das J, Lipkin SM, Yu H. Three-dimensional reconstruction of protein networks provides insight into human genetic disease. Nat Biotechnol. 2012; 30: 159–164. https://doi.org/10.1038/nbt.2106 PMID: 22252508
10. Li E, You M, Hristova K. FGFR3 dimer stabilization due to a single amino acid pathogenic mutation. J Mol Biol. 2006;356. https://doi.org/10.1016/j.jmb.2005.11.077 PMID: 16384584
11. David A, Sternberg MJE. The Contribution of Missense Mutations in Core and Rim Residues of Protein–Protein Interfaces to Human Disease. Journal of Molecular Biology. 2015; 427: 2886–2898. https://doi.org/10.1016/j.jmb.2015.07.004 PMID: 26173038
12. Sahni N, Yi S, Taipale M, Fuxman Bass JI, Coulombe-Huntington J, Yang F, et al. Widespread macro-molecular interaction perturbations in human genetic disorders. Cell. 2015; 161: 647–660. https://doi.org/10.1016/j.cell.2015.04.013 PMID: 25910212
13. Navío D, Rosell M, Aguirre J, de la Cruz X, Fernández-Recio J. Structural and Computational Characterization of Disease-Related Mutations Involved in Protein-Protein Interfaces. Int J Mol Sci. 2019; 20. https://doi.org/10.3390/ijms20071593 PMID: 30934865
14. David A, Razali R, Wass MN, Sternberg MJE. Protein-protein interaction sites are hot spots for disease-associated nonsynonymous SNPs. Hum Mutat. 2012; 33: 359–363. https://doi.org/10.1002/humu.21656 PMID: 22072937
15. Guharoy M, Chakrabarti P, Conservation and relative importance of residues across protein-protein interfaces. PNAS. 2005; 102: 15447–15452. https://doi.org/10.1073/pnas.0505425102 PMID: 16221766
16. Agius R, Torchala M, Moal IH, Fernández-Recio J, Bates PA. Characterizing Changes in the Rate of Protein-Protein Dissociation upon Interface Mutation Using Hotspot Energy and Organization. PLOS
17. Bogan AA, Thorn KS. Anatomy of hot spots in protein interfaces. Journal of Molecular Biology. 1998; 280: 1–9. https://doi.org/10.1006/jmbi.1998.1843 PMID: 9653027

18. Jemimah S, Gromiha MM. Insights into changes in binding affinity caused by disease mutations in protein–protein complexes. Computers in Biology and Medicine. 2020; 123: 103829. https://doi.org/10.1016/j.compbiomed.2020.103829 PMID: 32768037

19. Ozdemir ES, Gursoy A, Keskin O. Analysis of single amino acid variations in singlet hot spots of protein–protein interfaces. Bioinformatics. 2018; 34: i795–i801. https://doi.org/10.1093/bioinformatics/bty569 PMID: 30423104

20. Schuster-Böckler B, Bateman A. Protein interactions in human genetic diseases. Genome Biology. 2008; 9: R9. https://doi.org/10.1186/gb-2008-9-1-r9 PMID: 18199329

21. Engin HB, Kreisberg JF, Carter H. Structure-Based Analysis Reveals Cancer Missense Mutations Target Protein Interaction Interfaces. PLOS ONE. 2016; 11: e0152929. https://doi.org/10.1371/journal.pone.0152929 PMID: 27043210

22. Nishi H, Tyagi M, Teng S, Shoemaker BA, Hashimoto K, Alexov E, et al. Cancer Missense Mutations Alter Binding Properties of Proteins and Their Interaction Networks. PLOS ONE. 2013; 8: e66273. https://doi.org/10.1371/journal.pone.0066273 PMID: 23799087

23. Porta-Pardo E, Garcia-Alonso L, Hrabe T, Dopazo J, Godzik A. A Pan-Cancer Catalogue of Cancer Driver Protein Interaction Interfaces. PLOS Computational Biology. 2015; 11: e1004518. https://doi.org/10.1371/journal.pcbi.1004518 PMID: 26485003

24. Cheng F, Zhao J, Wang Y, Lu W, Liu Z, Zhou Y, et al. Comprehensive characterization of protein–protein interactions perturbed by disease mutations. Nature Genetics. 2021; 53: 1–13. https://doi.org/10.1038/s41588-021-00956-z PMID: 33414547

25. Zhong Q, Simonis N, Li Q-R, Charlottaux B, Heuze F, Klitgord N, et al. Edgetic perturbation models of human inherited disorders. Mol Syst Biol. 2009; 5: 321. https://doi.org/10.1038/msb.2009.80 PMID: 19888216

26. Chen S, Fragafo R, Klei L, Liu Y, Wang J, Roeder K, et al. An interactome perturbation framework prioritizes damaging missense mutations for developmental disorders. Nature Genetics. 2018; 50: 1032–1040. https://doi.org/10.1038/s41588-018-0130-z PMID: 29892012

27. Teng S, Madej T, Panchenko A, Alexov E. Modeling Effects of Human Single Nucleotide Polymorphisms on Protein-Protein Interactions. Biophys J. 2009; 96: 2178–2188. https://doi.org/10.1016/j.bpj.2008.12.3904 PMID: 19289044

28. Landrum MJ, Lee JM, Riley GR, Jang W, Rubinstein WS, Church DM, et al. ClinVar: public archive of relationships among sequence variation and human phenotype. Nucleic Acids Res. 2014; 42: D980–D985. https://doi.org/10.1093/nar/gkt1113 PMID: 24234437

29. Karczewski KJ, Francioli LC, Tiao G, Cummings BB, Altfoildi J, Wang Q, et al. Variation across 141,456 human exomes and genomes reveals the spectrum of loss-of-function intolerance across human protein-coding genes: Supplementary Information. Genomics; 2019 Jan. https://doi.org/10.1101/531210

30. Miller S, Janin J, Lesk AM, Chothia C. Interior and surface of monomeric proteins. Journal of Molecular Biology. 1987; 196: 641–656. https://doi.org/10.1016/0022-2836(87)90038-6 PMID: 3681970

31. Gao M, Zhou H, Skolnick J. Insights into disease-associated mutations in the human proteome through protein structural analysis. Structure. 2015; 23: 1362–1369. https://doi.org/10.1016/j.str.2015.03.028 PMID: 26027735

32. Iqbal S, Jespersen JB, Perez-Palma E, May P, Hoksda D, Heyne HO, et al. Burden analysis of missense variants in 1,330 disease-associated genes on 3D provides insights into the mutation effects. bioRxiv. 2020; 693259. https://doi.org/10.1101/693259

33. Levy ED. A Simple Definition of Structural Regions in Proteins and Its Use in Analyzing Interface Evolution. Journal of Molecular Biology. 2010; 403: 660–670. https://doi.org/10.1016/j.jmb.2010.09.028 PMID: 20868694

34. Ahnert SE, Marsh JA, Hernández H, Robinson CV, Teichmann SA. Principles of assembly reveal a periodic table of protein complexes. Science. 2015; 350. https://doi.org/10.1126/science.aaa2245 PMID: 26659058

35. Williamson KA, Hall HN, Owen LJ, Livesey BJ, Hanson IM, Adams GGW, et al. Recurrent heterozygous PAX6 missense variants cause severe bilateral microphthalmia via predictable effects on DNA–protein interaction. Genetics in Medicine. 2019; 1–12. https://doi.org/10.1038/s41436-019-0685-9 PMID: 31700164

36. Latchman DS. Transcription-Factor Mutations and Disease. New England Journal of Medicine. 1996; 334: 28–33. https://doi.org/10.1056/NEJM199601043340108 PMID: 7494569
37. Maietta P, Lopez G, Carro A, Pingilley BJ, Leon LG, Valencia A, et al. FireDB: a compendium of biological and pharmaceutically relevant ligands. Nucleic Acids Research. 2014; 42: D267–D272. https://doi.org/10.1093/nar/gkt1127 PMID: 24243844

38. Marsh JA, Teichmann SA. Structure, Dynamics, Assembly, and Evolution of Protein Complexes. Annual Review of Biochemistry. 2015; 84: 551–575. https://doi.org/10.1146/annurev-biochem-060614-034142 PMID: 25494300

39. Maksay G, Marsh JA. Signalling assemblies: the odds of symmetry. Biochemical Society Transactions. 2017; 45: 599–611. https://doi.org/10.1042/BST20170009 PMID: 28620024

40. Bergendahl LT, Marsh JA. Functional determinants of protein assembly into homomeric complexes. Scientific Reports. 2017; 7: 4932. https://doi.org/10.1038/s41598-017-05084-8 PMID: 28694495

41. Nooren IMA, Thornton JM. Structural Characterisation and Functional Significance of Transient Protein–Protein Interactions. Journal of Molecular Biology. 2003; 325: 991–1018. https://doi.org/10.1016/S0022-2836(02)01281-0 PMID: 12527304

42. Wells JN, Bergendahl LT, Marsh JA. Operon Gene Order Is Optimized for Ordered Protein Complex Assembly. Cell Reports. 2016; 14: 679–685. https://doi.org/10.1016/j.celrep.2015.12.085 PMID: 26804901

43. Carugo O, Argos P. Protein–protein crystal-packing contacts. Protein Science. 1997; 6: 2261–2263. https://doi.org/10.1002/pro.556061021 PMID: 9396849

44. Clarke D, Sethi A, Li S, Kumar S, Chang RWF, Chen J, et al. Identifying Allosteric Hotspots with Dynamics: Application to Inter- and Intra-species Conservation. Structure. 2016; 24: 826–837. https://doi.org/10.1016/j.str.2016.03.008 PMID: 27066750

45. Kawashima S, Pokarowski P, Pokarowska M, Kolinski A, Katayama T, Kanehisa M. AAindex: amino acid index database, progress report 2008. Nucleic Acids Res. 2008; 36: D202–D205. https://doi.org/10.1093/nar/gkm998 PMID: 17998252

46. Oobatake M, Ooi T. An analysis of non-bonded energy of proteins. Journal of Theoretical Biology. 1977; 67: 567–584. https://doi.org/10.1016/0022-5193(77)90058-3 PMID: 9034331

47. Wold S, Eriksson L, Hellberg S, Jonsson J, Sjögren M, Skagerberg B, et al. Principal property values for six non-natural amino acids and their application to a structure–activity relationship for oxytocin peptide analogues. Can J Chem. 1987; 65: 1814–1820. https://doi.org/10.1139/v87-305

48. Richardson JS, Richardson DC. Amino acid preferences for specific locations at the ends of alpha helices. Science. 1988; 240: 1648–1652. https://doi.org/10.1126/science.3381086 PMID: 3381086

49. Maxfield FR, Scheraga HA. Status of empirical methods for the prediction of protein backbone topology. Biochemistry. 1976; 15: 5138–5153. https://doi.org/10.1021/bi00668a030 PMID: 990270

50. Chou PY, Fasman GD. Prediction of the secondary structure of proteins from their amino acid sequence. Adv Enzymol Relat Areas Mol Biol. 1978; 47: 45–148. https://doi.org/10.1002/9780470122921.ch2 PMID: 364941
59. Zaslavsky BYu Mestechkina NM, Miheeva LM Rogozhin SV. Measurement of relative hydrophobicity of amino acid side-chains by partition in an aqueous two-phase polymeric system: Hydrophobicity scale for non-polar and ionogenic side-chains. Journal of Chromatography A. 1982; 240: 21–28. https://doi.org/10.1016/S0021-9673(01)84003-6

60. Livesey BJ, Marsh JA. Using deep mutational scanning to benchmark variant effect predictors and identify disease mutations. Molecular Systems Biology. 2020; 16: e9380. https://doi.org/10.15252/msb.20199380 PMID: 32627955

61. Andreoletti G, Pal LR, Moutj J, Brenner SE. Reports from the fifth edition of CAGI: The Critical Assessment of Genome Interpretation. Human Mutation. 2019; 40: 1197–1201. https://doi.org/10.1002/humu.23876 PMID: 31334884

62. Reeb J, Wirth T, Rost B. Variant effect predictions capture some aspects of deep mutational scanning experiments. BMC Bioinformatics. 2020; 21: 107. https://doi.org/10.1186/s12859-020-3439-4 PMID: 32183714

63. Liu X, Wu C, Li C, Boerwinkle E. dbNSFP v3.0: A One-Stop Database of Functional Predictions and Annotations for Human Nonsynonymous and Splice-Site SNVs. Human Mutation. 2016; 37: 235–241. https://doi.org/10.1002/humu.23876 PMID: 26498993

64. Sim N-L, Kumar P, Hu J, Henikoff S, Schneider G, Ng PC. SIFT web server: predicting effects of amino acid substitutions on proteins. Nucleic Acids Res. 2012; 40: W452–W457. https://doi.org/10.1093/nar/gks539 PMID: 22689647

65. Raimondi D, Tanyalcin I, Ferté J, Gazzo A, Orlando G, Lenaerts T, et al. DEOGEN 2: prediction and interactive visualization of single amino acid variant deleteriousness in human proteins. Nucleic Acids Res. 2017; 45: W201–W206. https://doi.org/10.1093/nar/gkx390 PMID: 2899938

66. Choi Y, Sims GE, Murphy S, Miller JR, Chan AP. Predicting the Functional Effect of Amino Acid Substitutions and Indels. PLoS One. 2012; 7. https://doi.org/10.1371/journal.pone.0046688 PMID: 23056405

67. Ioannidis NM, Rothstein JH, Pejaver V, Mittone SK, Baheti S, et al. REVEL: An Ensemble Method for Predicting the Pathogenicity of Rare Missense Variants. Am J Hum Genet. 2016; 99: 877–885. https://doi.org/10.1016/j.ajhg.2016.08.016 PMID: 27666373

68. Grimm DG, Azencott C-A, Aicheler F, Gieraths U, MacArthur DG, Samocha KE, et al. The evaluation of tools used to predict the impact of missense variants is hindered by two types of circularity. Hum Mutat. 2015; 36: 513–523. https://doi.org/10.1002/humu.22768 PMID: 25684150

69. Marino SM, Gladyshev VN. Cysteine function governs its conservation and degeneration and restricts its utilization on protein surface. J Mol Biol. 2010; 404: 902–916. https://doi.org/10.1016/j.jmb.2010.09.027 PMID: 20950627

70. Nussinov R, Tsai C-J. Allostery in Disease and in Drug Discovery. Cell. 2013; 153: 293–305. https://doi.org/10.1016/j.cell.2013.03.034 PMID: 23582321

71. Kumar AP, Verma CS, Lukman S. Structural dynamics and allostery of Rab proteins: strategies for drug discovery and design. Briefings in Bioinformatics. 2021; 22: 270–287. https://doi.org/10.1093/bib/bbab161 PMID: 31950981

72. Adzhubei IA, Schmidt S, Peshkin L, Rameysky VE, Gerasimova A, Bork P, et al. A method and server for predicting damaging missense mutations. Nat Methods. 2010; 7: 248–249. https://doi.org/10.1038/nmeth0410-248 PMID: 20354512

73. Capriotti E, Altman RB. Improving the prediction of disease-related variants using protein three-dimensional structure. BMC Bioinformatics. 2011; 12: S3. https://doi.org/10.1186/1471-2105-12-S4-S3 PMID: 21992054

74. Alberts B, Johnson A, Lewis J, Raff M, Roberts K, Walter P. DNA-Binding Motifs in Gene Regulatory Proteins. Molecular Biology of the Cell 4th edition. 2002 [cited 12 May 2021]. Available: https://www.ncbi.nlm.nih.gov/books/NBK26806/

75. Berman HM, Westbrook J, Feng Z, Gilliland G, Bhat TN, Weissig H, et al. The Protein Data Bank. Nucleic Acids Res. 2000; 28: 235–242. https://doi.org/10.1093/nar/28.1.235 PMID: 10592235

76. Winn MD, Ballard CC, Cowtan KD, Dodson EJ, Evans PR, et al. Overview of the CCP4 suite and current developments. Acta Crystallogr D Biol Crystallogr. 2011; 67: 235–242. https://doi.org/10.1107/S0907444910045749 PMID: 21460441

77. Suzek BE, Wang Y, Huang H, Mcgarvey PB, Wu CH, Consortium the U. UniRef clusters: a comprehensive and scalable alternative for improving sequence similarity searches. Bioinformatics. 2015; 31: 926–932. https://doi.org/10.1093/bioinformatics/btu739 PMID: 25398609

78. Thangaratnarajah C, Ruprecht JJ, Kunji ERS. Calcium-induced conformational changes of the regulatory domain of human mitochondrial aspartate/glutamate carriers. Nature Communications. 2014; 5: 5491. https://doi.org/10.1038/ncomms6491 PMID: 25410934