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Abstract

Monotone systems preserve a partial ordering of states along system trajectories and are often amenable to separable Lyapunov functions that are either the sum or the maximum of a collection of functions of a scalar argument. In this paper, we consider constructing separable Lyapunov functions for monotone systems that are also contractive, that is, the distance between any pair of trajectories exponentially decreases. The distance is defined in terms of a possibly state-dependent norm. When this norm is a weighted one-norm, we obtain conditions which lead to sum-separable Lyapunov functions, and when this norm is a weighted infinity-norm, symmetric conditions lead to max-separable Lyapunov functions. In addition, we consider two classes of Lyapunov functions: the first class is separable along the system’s state, and the second class is separable along components of the system’s vector field. The latter case is advantageous for many practically motivated systems for which it is difficult to measure the system’s state but easier to measure the system’s velocity or rate of change. In addition, we present an algorithm based on sum-of-squares programming to compute such separable Lyapunov functions. We provide several examples to demonstrate our results.

1 Introduction

If a dynamical system maintains a partial ordering of states along trajectories of the system, it is said to be monotone [18, 19, 42]. Large classes of physically motivated systems have been shown to be monotone including biological networks [45] and transportation networks [8, 17, 26]. Monotone systems exhibit structure and ordered behavior that is exploited for analysis and control e.g., [1, 2, 15, 38].

It has been observed that monotone systems are often amenable to separable Lyapunov functions for stability analysis. In particular, classes of monotone systems have been identified that allow for Lyapunov functions that are the sum or maximum of a collection of functions of a scalar argument [15, 39, 49]. In the case of linear monotone systems, also called positive systems, such sum-separable and max-separable global Lyapunov functions are always possible when the origin is an asymptotically stable equilibrium [38].

On the other hand, if the distance between states along any pair of trajectories is exponentially decreasing, a dynamical system is said to be contractive [16, 24, 36, 46]. If a contractive system has an equilibrium, then the equilibrium is globally asymptotically stable and a Lyapunov function is given by the distance to the equilibrium.

Certain classes of monotone systems have been shown to be also contractive with respect to non-Euclidean norms. For example, [29, 31, 40] study a model for gene translation which is monotone and contractive with respect to a weighted $\ell_1$ norm. A closely related result is obtained for transportation flow networks in [8, 40]. In [8], a Lyapunov function defined as the magnitude of the vector field is used, and in [6], a Lyapunov function based on the distance of the state to the equilibrium is used.

In this paper, we establish sufficient conditions for constructing sum-separable and max-separable Lyapunov functions for monotone systems by appealing to contraction theory. In particular, we study monotone systems that are contractive with respect to a possibly state-dependent, weighted $\ell_1$ norm, which leads to sum-separable Lyapunov functions, or weighted $\ell_\infty$ norm, which leads to max-separable Lyapunov functions. We first provide sufficient conditions establishing contraction for monotone systems in terms of negativity of scaled row or column sums of the Jacobian matrix for the system where the scaling may be state-dependent.
In addition to deriving Lyapunov functions that are separable along the state of the system, we also introduce Lyapunov functions that are separable along components of the vector field. This is especially relevant for certain classes of systems such as multiagent control systems or flow networks where it is often more practical to measure velocity or flow rather than position or state. Additionally, we present results of independent interest for proving asymptotic stability and obtaining Lyapunov functions of systems that are nonexpansive with respect to a particular vector norm, i.e., the distance between states along any pair of trajectories does not increase. Finally, we draw connections between our results and related results, particularly small-gain theorems for interconnected input-to-state stable (ISS) systems.

The present paper significantly generalizes results previously reported in [7], which only considered constant norms over the state-space. Thus, the theorems of [7] are presented here as corollaries to our main results. In addition to deriving separable Lyapunov functions for a class of monotone systems, we present explicit conditions for establishing contractive properties for nonautonomous, nonlinear systems with respect to state-dependent, non-Euclidean metrics. These conditions require that the matrix measure of a suitably defined generalized Jacobian matrix be uniformly negative definite and rely on the theory of Finsler-Lyapunov functions [10].

The recent work [28] also seeks to determine when a contracting monotone system has a separable contraction metric. Unlike the present work, which focuses on norms that are naturally separable, namely, the $\ell_1$ and $\ell_\infty$ norm, [28] considers Riemannian metrics and studies when a contracting system also has a separable Riemannian contraction metric.

This paper is organized as follows. Section 2 defines notation and Section 3 provides the problem setup. Section 4 contains the statements of our main results. Before proving these results, we review contraction theory for general, potentially time-varying nonlinear systems in Section 5. In applications, it is often the case that the system dynamics are not contractive everywhere, but are nonexpansive with respect to a particular norm, i.e., the distance between any pair of trajectories does not increase for all time. In Section 6, we provide a sufficient condition for establishing global asymptotic stability for nonexpansive systems.

In Section 7, we provide the proofs of our main results, and in Section 8, we use our main results to establish a numerical algorithm for searching for separable Lyapunov functions using sum-of-squares programming. We provide several applications of our results in Section 9. Next, we discuss how the present work relates to results for interconnected ISS systems and generalized contraction theory in Section 10. Section 11 contains concluding remarks.

2 Preliminaries

For $x, y \in \mathbb{R}^n$, we write $x \preceq y$ if the inequality holds elementwise, and likewise for $<, \succeq$ and $>$. Similarly, $x > 0$ ($x \succeq 0$) means all elements of $x$ are positive (nonnegative), and likewise for $x < 0$ or $x \preceq 0$. For symmetric $X,Y \in \mathbb{R}^{n \times n}$, $X > 0$ (respectively, $X \succeq 0$) means $X$ is positive definite (respectively, semidefinite), and $X > Y$ (respectively, $X \succeq Y$) means $X - Y > 0$ (respectively, $X - Y \succeq 0$). For $\mathcal{X} \subseteq \mathbb{R}^n$, the matrix-valued function $\Theta : \mathcal{X} \to \mathbb{R}^{n \times n}$ is uniformly positive definite on $\mathcal{X}$ if $\Theta(x) = \Theta(x)^T$ for all $x \in \mathcal{X}$ and there exists $\alpha > 0$ such that $\Theta(x) \succeq \alpha I$ for all $x \in \mathcal{X}$ where $I$ denotes the identity matrix and $T$ denotes transpose.

The vector of all ones is denoted by $1$. For functions of one variable, we denote derivative with the prime notation $'$. The $\ell_1$ and $\ell_\infty$ norms are denote by $| \cdot |_1$ and $| \cdot |_\infty$, respectively, that is, $|x|_1 = \sum_{i=1}^n |x_i|$ and $|x|_\infty = \max_{i=1,...,n} |x_i|$ for $x \in \mathbb{R}^n$.

Let $\cdot$ be some vector norm on $\mathbb{R}^n$ and let $\| \cdot \|$ be its induced matrix norm on $\mathbb{R}^{n \times n}$. The corresponding matrix measure of the matrix $A \in \mathbb{R}^{n \times n}$ is defined as (see, e.g., [14])

$$\mu(A) := \lim_{h \to 0^+} \frac{\|I + hA\| - 1}{h}. \quad (1)$$

One useful property of the matrix measure is that $\mu(A) < 0$ implies $A$ is Hurwitz [32]. For the $\ell_1$ norm, the induced matrix measure is given by

$$\mu_1(A) = \max_{j=1,...,n} \left( A_{jj} + \sum_{i \neq j} |A_{ij}| \right) \quad (2)$$
for any $A \in \mathbb{R}^{n \times n}$. Likewise, for the $\ell_\infty$ norm, the induced matrix measure is given by

$$
\mu_\infty(A) = \max_{i=1,\ldots,n} \left(A_{ii} + \sum_{j \neq i} |A_{ij}| \right). 
$$

(3)

See, e.g., [14], Section II.8, Theorem 24, for a derivation of the induced matrix measures for common vector norms.

A matrix $A \in \mathbb{R}^{n \times n}$ is Metzler if all of its off diagonal components are nonnegative, that is, $A_{ij} \geq 0$ for all $i \neq j$. When $A$ is Metzler, (2) and (3) reduce to

$$
\mu_1(A) = \max_{j=1,\ldots,n} \sum_{i=1}^n A_{ij}, 
$$

(4)

$$
\mu_\infty(A) = \max_{i=1,\ldots,n} \sum_{j=1}^n A_{ij},
$$

(5)

that is, $\mu_1(A)$ is the largest column sum of $A$ and $\mu_\infty(A)$ is the largest row sum of $A$.

### 3 Problem Setup

Consider the dynamical system

$$
\dot{x} = f(x)
$$

(6)

for $x \in \mathcal{X} \subseteq \mathbb{R}^n$ where $f(\cdot)$ is continuously differentiable. Let $f_i(x)$ indicate the $i$th component of $f$ and let $J(x) = \frac{\partial f}{\partial x}(x)$ be the Jacobian matrix of $f$.

Throughout, when $\mathcal{X}$ is not an open set (e.g., $\mathcal{X}$ is the positive orthant as in Example 1 below), we understand continuous differentiability of a function on $\mathcal{X}$ to mean that the function can be extended to a continuously differentiable function on some open set containing $\mathcal{X}$, and we further consider $\mathcal{X}$ to be equipped with the induced topology.

Denote by $\phi(t, x_0)$ the solution to (6) at time $t$ when the system is initialized with state $x_0$ at time 0. We assume that (6) is forward complete and $\mathcal{X}$ is forward invariant for (6) so that $\phi(t, x_0) \in \mathcal{X}$ for all $t \geq 0$ and all $x_0 \in \mathcal{X}$.

Except in Sections 5 and 6, we assume (6) is monotone [1, 42].

**Definition 1.** The system (6) is monotone if the dynamics maintain a partial order on solutions, that is,

$$
x_0 \leq y_0 \implies \phi(t, x_0) \leq \phi(t, y_0) \quad \forall t \geq 0
$$

(7)

for any $x_0, y_0 \in \mathcal{X}$.

In this paper, monotonicity is defined with respect to the positive orthant since inequalities are interpreted componentwise, although it is common to consider monotonicity with respect to other cones [1].

The following proposition characterizes monotonicity in terms of the Jacobian matrix $J(x)$.

**Proposition 1 (Kamke Condition, [42, Ch. 3.1]).** Assume $\mathcal{X}$ is convex. Then the system (6) is monotone if and only if the Jacobian $J(x)$ is Metzler for all $x \in \mathcal{X}$.

Here, we are interested in certifying stability of an equilibrium $x^*$ for the dynamics (6). To that end, we have the following definition of Lyapunov function, the existence of which implies asymptotic stability of $x^*$.

**Definition 2 ([14, p. 219]).** Let $x^*$ be an equilibrium of (6). A continuous function $V: \mathcal{X} \to \mathbb{R}$ is a (local) Lyapunov function for (6) with respect to $x^*$ if on some neighborhood $\mathcal{O}$ of $x^*$ the following hold:

(i) $V(x)$ is proper at $x^*$, that is, for small enough $\epsilon > 0$, $\{x \in \mathcal{X} | V(x) \leq \epsilon\}$ is a compact subset of $\mathcal{O}$;

(ii) $V(x)$ is positive definite on $\mathcal{O}$, that is, $V(x) \geq 0$ for all $x \in \mathcal{O}$ and $V(x) = 0$ if and only if $x = x^*$;

(iii) For any $x_0 \in \mathcal{O}$, $x_0 \neq x^*$, there is some time $\tau > 0$ such that $V(\phi(\tau, x_0)) < V(x_0)$ and $V(\phi(t, x_0)) \leq V(x_0)$ for all $t \in (0, \tau]$.  
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Furthermore, $V$ is a global Lyapunov function for (6) if we may take $\mathcal{O} = X$ and $V(x)$ is globally proper, that is, for each $L > 0$, \( \{ x \in X | V(x) \leq L \} \) is compact.

In this paper, we are particularly interested in Lyapunov functions defined using nondifferentiable norms, thus we rely on the definition above which only requires $V(x)$ to be continuous. Such nondifferentiable Lyapunov functions will not pose additional technical challenges since we will not rely on direct computation of the gradient of $V(x)$. Instead, we will construct locally Lipschitz continuous Lyapunov functions and bound the time derivative evaluated along trajectories of the system, which exists for almost all time. Nonetheless, classical Lyapunov theory, which verifies condition (3) of the above definition by requiring \((\partial V/\partial x) \cdot f(x) < 0\) for all \(x \neq x^*\), is extended to such nondifferentiable Lyapunov functions with the use of generalized derivatives [3].

Note that when $X = \mathbb{R}^n$, a Lyapunov function is globally proper (and hence a global Lyapunov function) if and only if it is radially unbounded [44, p. 220].

We call the Lyapunov function $V(x)$ \emph{agent sum-separable} if it decomposes as

\[
V(x) = \sum_{i=1}^{n} V_i(x_i, f_i(x))
\]

for a collection of functions $V_i$, and \emph{agent max-separable} if it decomposes as

\[
V(x) = \max_{i=1, \ldots, n} V_i(x_i, f_i(x)).
\]

If each $V_i$ in (8) (respectively, (9)) is a function only of $x_i$, we further call $V(x)$ \emph{state sum-separable} (respectively, \emph{state max-separable}). On the other hand, if each $V_i$ is a function only of $f_i(x)$, we say $V(x)$ is \emph{flow state-separable} (respectively, \emph{flow max-separable}).

Our objective is to construct separable Lyapunov functions for a class of monotone systems.

\section{Main Results}

In the main result of this paper, we provide conditions for certifying that a monotone system possesses a globally asymptotically stable equilibrium. These conditions then lead to easily constructed separable Lyapunov functions. As discussed in Section 5 this result relies on establishing that the monotone system is contractive with respect to a possibly state-dependent norm. We will first state our main result in this section before developing the theory required for its proof in the sequel.

\textbf{Definition 3.} The set $X \subseteq \mathbb{R}^n$ is \emph{rectangular} if there exists a collection of connected sets (i.e., intervals) $X_i \subseteq \mathbb{R}$ for $i = 1, \ldots , n$ such that $X = X_1 \times \cdots \times X_n$.

\textbf{Theorem 1.} Let $\{\theta_i\}$ be a monotone system with rectangular domain $X = \prod_{i=1}^{n} X_i$, and let $x^* \in X$ be an equilibrium for (6). If there exists a collection of continuously differentiable functions $\theta_i : X_i \rightarrow \mathbb{R}$ for $i = 1, \ldots , n$ such that for some $c > 0$, $\theta_i(x_i) \geq c$ for all $x_i \in X_i$ and for all $i$, and

\[
\begin{align*}
\theta(x)^T J(x) + \dot{\theta}(x)^T &\leq 0 \quad \forall x \in X, \\
\theta(x^*)^T J(x^*) &< 0,
\end{align*}
\]

where $\theta(x) = [\theta_1(x_1) \quad \theta_2(x_2) \quad \ldots \quad \theta_n(x_n)]^T$, then $x^*$ is globally asymptotically stable. Furthermore, \begin{equation}
\sum_{i=1}^{n} \left| \int_{x_i^*}^{x_i} \theta_i(\sigma) d\sigma \right| \quad (12)
\end{equation}
is a global Lyapunov function, and

\begin{equation}
\sum_{i=1}^{n} \theta_i(x_i) |f_i(x)| \quad (13)
\end{equation}
is a local Lyapunov function. If (13) is globally proper, then it is also a global Lyapunov function.
Above, $\dot{\theta}(x)$ is shorthand for

$$\dot{\theta}(x) = \frac{\partial \theta}{\partial x} f(x) = [\theta'_1(x_1)f_1(x) \ldots \theta'_n(x_n)f_n(x)]^T. \quad (14)$$

**Theorem 2.** Let $x$ be a monotone system with rectangular domain $X = \prod_{i=1}^n X_i$, and let $x^* \in X$ be an equilibrium for $(10)$. If there exists a collection of continuously differentiable functions $\omega_i : X_i \to \mathbb{R}$ for $i = 1, \ldots, n$ such that for some $c > 0$, $0 < \omega_i(x_i) \leq c$ for all $x_i \in X_i$ and for all $i$, and

$$J(x)\omega(x) - \dot{\omega}(x) \leq 0 \quad \forall x \in X,$$

$$J(x^*)\omega(x^*) < 0, \quad (15)$$

where $\omega(x) = [\omega_1(x_1) \omega_2(x_2) \ldots \omega_n(x_n)]^T$,

then $x^*$ is globally asymptotically stable. Furthermore,

$$\max_{i=1,\ldots,n} \left| \int_{x_i^*}^{x_i} \frac{1}{\omega_i(\sigma)} d\sigma \right| \quad (17)$$

is a global Lyapunov function and

$$\max_{i=1,\ldots,n} \frac{1}{\omega_i(x_i)} |f_i(x)| \quad (18)$$

is a local Lyapunov function. If $(18)$ is globally proper, then it is also a global Lyapunov function.

Note that $(12)$ and $(17)$ are state-separable Lyapunov functions, while $(13)$ and $(18)$ are agent-separable Lyapunov functions.

**Example 1.** Consider the system

$$\dot{x}_1 = -x_1 + x_2^2 \quad (19)$$

$$\dot{x}_2 = -x_2 \quad (20)$$

which is monotone on the invariant domain $X = \{x \geq 0\}^2$ with unique equilibrium $x^* = (0,0)$. The Jacobian is given by

$$J(x) = \begin{bmatrix} -1 & 2x_2 \\ 0 & -1 \end{bmatrix}. \quad (21)$$

Let $\theta(x) = [1 \ x_2 + 1]^T$ so that $\dot{\theta}(x) = [0 \ -x_2]^T$ and

$$\theta(x)^T J(x) + \dot{\theta}(x)^T = [-1 \ -1] \leq 0 \quad (22)$$

for all $x \in X$. Since also $\theta(x)^T J(x^*) = [-1 \ -1]$, Theorem 1 is applicable. Therefore, $x^* = 0$ is globally asymptotically stable and, from $(12)$ and $(13)$, either of the following are global Lyapunov functions:

$$V_1(x) = x_1 + x_2 + \frac{1}{2} x_2^2, \text{ and} \quad (23)$$

$$V_2(x) = [-x_1 + x_2^2] + x_2 + x_2^2. \quad (24)$$

On the other hand, let $\omega(x) = \begin{bmatrix} 2 \\ \frac{1}{1+x_2} \end{bmatrix}^T$ for which $\dot{\omega}(x) = \begin{bmatrix} 0 \\ \frac{x_2}{(1+x_2)^2} \end{bmatrix}^T$ and

$$J(x)\omega(x) - \dot{\omega}(x) = \begin{bmatrix} -2 + \frac{2x_2}{1+x_2^2} \\ \frac{x_2}{1+x_2^2} \end{bmatrix} \leq 0 \quad (25)$$
for all \( x \in \mathcal{X} \). Since also \( J(x^*) \omega(x^*) = \begin{bmatrix} -2 & -1 \end{bmatrix}^T \), Theorem 2 is applicable. Thus, from (17) and (18), either of the following are also Lyapunov functions:

\[
V_3(x) = \max \left\{ \frac{1}{2} x_1, x_2 + \frac{1}{2} x_2^2 \right\}, \quad \text{and}
\]

\[
V_4(x) = \max \left\{ \frac{1}{2} |x_1 + x_2^2|, x_2 + x_2^2 \right\}.
\]  

(26) (27)

Remark 1. Even when (13) or (18) is not globally proper and thus not a global Lyapunov function, it is nonetheless the case that both functions monotonically decrease to zero along any trajectory of the system.

We now specialize Theorems 1 and 2 to the case where \( \theta(x) \) and \( \omega(x) \) are independent of \( x \), that is, are constant vectors. This special case proves to be especially useful in a number of applications as demonstrated in Section 7.

Corollary 1. Let (6) be a monotone system with equilibrium \( x^* \). Suppose there exists a vector \( v > 0 \) such that \( v^T J(x) \leq 0 \) for all \( x \in \mathcal{X} \) and \( v^T J(x^*) < 0 \). Then \( x^* \) is globally asymptotically stable. Furthermore,

\[
\sum_{i=1}^n v_i |x_i - x_i^*| 
\]  

is a global Lyapunov function and

\[
\sum_{i=1}^n v_i |f_i(x)|
\]  

(28) (29)

is a local Lyapunov function. If, additionally, there exists \( c > 0 \) such that \( v^T J(x) \leq -c1^T \) for all \( x \in \mathcal{X} \), then (29) is also a global Lyapunov function.

Corollary 2. Let (6) be a monotone system with equilibrium \( x^* \). Suppose there exists a vector \( w > 0 \) such that \( J(x)w \leq 0 \) for all \( x \in \mathcal{X} \) and \( J(x^*)w < 0 \). Then \( x^* \) is globally asymptotically stable. Furthermore,

\[
\max_{i=1,\ldots,n} \left\{ \frac{1}{w_i} |x_i - x_i^*| \right\}
\]  

is a global Lyapunov function and

\[
\max_{i=1,\ldots,n} \left\{ \frac{1}{w_i} |f_i(x)| \right\}
\]  

(30) (31)

is a local Lyapunov function. If, additionally, there exists \( c > 0 \) such that \( J(x)w \leq -c1 \) for all \( x \in \mathcal{X} \), then (31) is also a global Lyapunov function.

Note that (28) and (30) are state separable Lyapunov functions while (29) and (31) are flow separable Lyapunov functions. Corollaries 1 and 2 were previously reported in [7].

The following example shows that Corollaries 1 and 2 recover a well-known condition for stability of monotone linear systems.

Example 2 (Linear systems). Consider \( \dot{x} = Ax \) for a Metzler. Corollaries 1 and 2 imply that if one of the following conditions holds, then the origin is globally asymptotically stable:

\[
\text{There exists } v > 0 \text{ such that } v^T A < 0, \quad \text{or}
\]

\[
\text{There exists } w > 0 \text{ such that } Aw < 0.
\]  

(32) (33)

If (32) holds then \( \sum_{i=1}^n v_i |x_i| \) and \( \sum_{i=1}^n v_i |(Ax)_i| \) are Lyapunov functions, and if (33) holds then \( \max_i \{|x_i|/w_i\} \) and \( \max_i \{|(Ax)_i|/w_i\} \) are Lyapunov functions where \( (Ax)_i \) denotes the \( i \)th element of \( Ax \).
In fact, it is well known that $A$ is Hurwitz if and only if either (and, therefore, both) of the two conditions \((32)\) and \((33)\) hold, as noted in, e.g., \[38, Proposition 1\], and the corresponding state separable Lyapunov functions of Example\[2\] are also derived in \[33\]. Thus, Theorems\[1\] and \[2\] along with Corollaries\[1\] and \[2\] are considered as nonlinear extensions of these results.

The proofs of Theorems\[1\] and \[2\] use contraction theoretic arguments and, specifically, show that a monotone system satisfying the hypotheses of the theorems is contractive with respect to a suitably defined, state-dependent norm. The proof technique illuminates useful properties of contractive systems that are of independent interest and appear to be novel. These results are presented next, before returning to the proofs of the above theorems.

5 Contraction with respective to state-dependent, non-Euclidean metrics

In the following two sections, we develop preliminary results necessary to prove our main results of Section\[4\]. Here, we do not require the monotonicity property. Moreover, we develop our results for potentially time-varying systems, that is, systems of the form $\dot{x} = f(t, x)$.

We first provide conditions for establishing that a nonlinear system is contractive. A system is contractive with respect to a given metric if the distance between any two trajectories decreases at an exponential rate. Contraction with respect to Euclidean norms with potentially state-dependent weighting matrices is considered in \[24\]. This approach equips the state-space with a Riemannian structure. For metrics defined using non-Euclidean norms, which have proven useful in many applications, a Riemannian approach is insufficient, and contraction has been characterized using matrix measures for fixed (i.e., state-independent) norms \[40\]. These approaches were recently unified and generalized in \[16\] using the theory of Finsler-Lyapunov functions which lifts Lyapunov theory to the tangent bundle.

Here, we present conditions that establish contraction with respect to potentially state-dependent, non-Euclidean norms. The proofs of these conditions rely on the general theoretical framework of Finsler-Lyapunov theory of \[16\], and thus our results are an application of the main results of \[16\]. To the best of our knowledge, such explicit characterizations of contraction with respect to state-dependent, non-Euclidean norms using matrix measures are not established elsewhere in the literature.

Definition 4. Let $\| \cdot \|$ be a norm on $\mathbb{R}^n$ and for a convex set $\mathcal{X} \subseteq \mathbb{R}^n$, let $\Theta : \mathcal{X} \rightarrow \mathbb{R}^{n \times n}$ be continuously differentiable and satisfy $\Theta(x) = \Theta(x)^T > 0$ for all $x \in \mathcal{X}$. Let $K \subseteq \mathcal{X}$ be such that any two points in $K$ can be connected by a smooth curve, and, for any two points $x, y \in K$, let $\Gamma(x, y)$ be the set of piecewise continuously differentiable curves $\gamma : [0, 1] \rightarrow K$ connecting $x$ to $y$ within $K$ so that $\gamma(0) = x$ and $\gamma(1) = y$. The induced distance metric is given by

$$d_K(x, y) = \inf_{\gamma \in \Gamma(x, y)} \int_0^1 |\Theta(\gamma(s))\gamma'(s)|ds.$$ \hspace{1cm} (34)

When $K = \mathcal{X}$, we drop the subscript and write $d(x, y)$ for $d_K(x, y)$.

Remark 2. Assuming $\Theta(x)$ is extended to a function defined on an open set containing $\mathcal{X}$, from a differential geometric perspective, the function $V(x, \delta x) := |\Theta(x)\delta x|$ is a Finsler function defined on the tangent bundle of this open set, and the distance metric $d(x, y)$ is the Finsler metric associated with $V$ \[2\].

In the remainder of this section and in the following section, we study the system

$$\dot{x} = f(t, x)$$ \hspace{1cm} (35)

for $x \in \mathcal{X} \subseteq \mathbb{R}^n$ where $\mathcal{X}$ is convex, $f(t, x)$ is differentiable in $x$, and $f(t, x)$ and the Jacobian $J(t, x) := \frac{\partial f(t, x)}{\partial x}$ are continuous in $(t, x)$. When $\mathcal{X}$ is not an open set, we assume there exists an open set containing $\mathcal{X}$ such that $f(t, \cdot)$ can be extended as a differentiable function on this set and the continuity requirements also hold on this set. As before, $\phi(t, x_0)$ denotes the solution to (33) at time $t$ when the system is initialized with state $x_0$ at time $t = 0$.

Given (33) and continuously differentiable $\Theta : \mathcal{X} \rightarrow \mathbb{R}^{n \times n}$, $\Theta(t, x)$ is shorthand for the matrix given elementwise by $[\Theta(t, x)]_{ij} = \frac{\partial \Theta_{ij}(x)}{\partial x}f(t, x)$.
Proposition 2. Consider the system \[ 35 \] and suppose \( \mathcal{K} \subseteq \mathcal{X} \) is forward invariant and such that any two points in \( \mathcal{K} \) can be connected by a smooth curve. Let \( | \cdot | \) be a norm on \( \mathbb{R}^n \) with induced matrix measure \( \mu(\cdot) \) and let \( \Theta : \mathcal{X} \rightarrow \mathbb{R}^{n \times n} \) be continuously differentiable and satisfy \( \Theta(x) = \Theta(x)^T > 0 \) for all \( x \in \mathcal{X} \). If there exists \( c \geq 0 \) such that
\[
\mu \left( \dot{\Theta}(t, x) \Theta(x)^{-1} + \Theta(x) J(t, x) \Theta(x)^{-1} \right) \leq -c
\] for all \( x \in \mathcal{K} \) and all \( t \geq 0 \), then
\[
d_\mathcal{K}(\phi(t, y_0), \phi(t, x_0)) \leq e^{-ct}d_\mathcal{K}(y_0, x_0)
\] for all \( x_0, y_0 \in \mathcal{K} \). Moreover, if the system is time-invariant so that \( \dot{x} = f(x) \), then
\[
|\Theta(\phi(t, x_0)) f(\phi(t, x_0))| \leq e^{-ct}|\Theta(x_0) f(x_0)|
\] for all \( x_0 \in \mathcal{K} \) and all \( t \geq 0 \).

Before proceeding with the proof of Proposition 2, we first note that when \( \Theta(x) \equiv \hat{\Theta} > 0 \) for some fixed symmetric \( \hat{\Theta} \in \mathbb{R}^{n \times n} \), then \( | \cdot |_{\hat{\Theta}} \) defined as \( |z|_{\hat{\Theta}} = |\hat{\Theta}|z| \) for all \( z \) is a norm and \( d(x, y) = |y - x|_{\hat{\Theta}} \). The corresponding induced matrix measure satisfies \( \mu_{\hat{\Theta}}(A) = \mu(\hat{\Theta} A \hat{\Theta}^{-1}) \) for all \( A \) so that Proposition 2 states: if \( \mu_{\hat{\Theta}}(J(t, x)) \leq -c \leq 0 \) for all \( t \) and \( x \), then \( |\phi(t, x_0) - \phi(t, y_0)|_{\hat{\Theta}} \leq e^{-ct}|x_0 - y_0|_{\hat{\Theta}} \) and in the time-invariant case, \( |f(\phi(t, x_0))|_{\hat{\Theta}} \leq e^{-ct}|f(x_0)|_{\hat{\Theta}} \), which recovers familiar results for contractive systems with respect to (state-independent) non-Euclidean norms; see, e.g., [40, Theorem 1], [7, Proposition 2]. Thus, Proposition 2 is an extension of these results to state-dependent, non-Euclidean norms.

Proof. Let \( V(x, \delta x) = |\Theta(x) \delta x| \). To prove \[ 37 \], we claim that \( V(x, \delta x) \) satisfies
\[
\dot{V}(x, \delta x) \leq -cV(x, \delta x)
\] along trajectories of the variational dynamics
\[
\dot{x} = f(t, x)
\]
\[
\dot{\delta x} = J(t, x) \delta x
\] when \( x(0) \in \mathcal{K} \).

To prove the claim, let \( (x(t), \delta x(t)) \) be some trajectory of the variational dynamics \[ 41 \] with \( x(t) \in \mathcal{K} \) for all \( t \geq 0 \). In the following, we omit dependent variables from the notation when clear and write, e.g., \( f \), \( J \), and \( \Theta \) instead of \( f(t, x) \), \( J(t, x) \), and \( \Theta(x) \). We then have, for almost all \( t \),
\[
\dot{V}(x, \delta x) \equiv \lim_{h \to 0^+} \frac{V(x(t+h), \delta x(t+h)) - V(x(t), \delta x(t))}{h}
\]
\[
= \lim_{h \to 0^+} \frac{V(x + hf, \delta x + hJ\delta x) - V(x, \delta x)}{h}
\]
\[
= \lim_{h \to 0^+} \frac{|\Theta(x + hf) \delta x + hJ \delta x| - |\Theta(x) \delta x|}{h}
\]
\[
= \lim_{h \to 0^+} \frac{|(\Theta + h\dot{\Theta})(\delta x + hJ \delta x)| - |\Theta \delta x|}{h}
\]
\[
= \lim_{h \to 0^+} \frac{|(I + h(\Theta J \Theta^{-1} + \dot{\Theta} \Theta^{-1}))(\Theta \delta x)| - |\Theta \delta x|}{h}
\]
\[
\leq \lim_{h \to 0^+} \frac{|I + h(\Theta J \Theta^{-1} + \dot{\Theta} \Theta^{-1})| |\Theta \delta x| - |\Theta \delta x|}{h}
\]
\[
= \mu(\Theta J \Theta^{-1} + \dot{\Theta} \Theta^{-1}) |\Theta \delta x|
\]
\[
\leq -c|\Theta(x) \delta x|,
\]
and we have proved (39). Recall that we consider $\mathcal{X} \subseteq \mathcal{X}^o$ for some open set $\mathcal{X}^o$ for which $f(t, \cdot)$ and $\Theta(\cdot)$ can be extended to functions with domain $\mathcal{X}^o$. Using the fact that $\mathcal{X}^o$ is a smooth manifold [?, pp. 56] and $\mathcal{K}$ is a positively invariant, connected subset of $\mathcal{X}^o$, we apply [16, Theorem 1] to conclude that (39) implies (37) for all $x_0, y_0 \in \mathcal{X}$.

To prove (38), now suppose $\dot{x} = f(x)$. Then $\dot{f}(x) = J(x)f(x)$ so that $(x(t), f(x(t)))$ is a trajectory of the variational system for any trajectory $x(t)$ of $\dot{x} = f(x)$. Equation (38) then follows immediately from (39).

We note that (38) can be proved directly by applying a change of coordinates. In particular, for $\dot{x} = f(x)$ and $\Theta(x)$ as in the hypotheses of Proposition 2, consider the time-varying change of variables $w := \Theta(x)f(x)$ for which $\dot{w} = J(x)w$ where

$$\dot{J}(x) := \dot{\Theta}(x)\Theta^{-1}(x) + \Theta(x)\dot{J}(x)\Theta^{-1}(x).$$

By Coppel’s Lemma (see, e.g., [14, Theorem II.8.27]), $|w(t)| \leq e^{\int_0^t \mu(J(x(t)))|w(0)|} \leq e^{-ct}|w(0)|$ where the second inequality follows from (39), providing an alternative interpretation for (38).

**Remark 3.** From Remark 2, $V(x, \delta x)$ given in the proof of Proposition 2 can be regarded as a Finsler function defined on the tangent bundle of an open set (i.e., manifold) containing $\mathcal{X}$. It follows that $V(x, \delta x)$ is then a Finsler-Lyapunov function as defined in [16] for $\dot{x} = f(x, t)$ where $\delta x$ is the virtual displacement associated with the system.

**Definition 5.** A system for which the hypotheses of Proposition 2 hold with $c < 0$ (respectively, $c = 0$) is contractive (respectively, nonexpansive) with respect to $|\cdot|$ and $\Theta(x)$ on $\mathcal{K}$.

**Remark 4.** If $\mathcal{K}$ in the statement of Proposition 2 is not forward invariant, then a straightforward modification of the proof implies that the conclusions (37) and (38) hold for all $t \geq 0$ such that $\phi(\tau, x_0) \in \mathcal{K}$ and $\phi(\tau, y_0) \in \mathcal{K}$ for all $\tau \in [0, t]$.

### 6 A global asymptotic stability result for nonexpansive systems

When the hypotheses of Proposition 2 are only satisfied with $c = 0$, the system is nonexpansive as defined above so that the distance between any pair of trajectories is nonincreasing but not necessarily exponentially decreasing as when the system is contractive, i.e., when $c < 0$. Nonetheless, if the vector field is periodic and there exists a periodic trajectory that passes through a region in which the contraction property holds locally, then all trajectories entrain, that is, converge, to this periodic trajectory. As a special case, if there exists an open set around an equilibrium in which the contraction property holds locally, then the equilibrium is globally asymptotically stable. We make these statements precise in this section.
Theorem 3. Consider \( \dot{x} = f(t, x) \) for \( x \in \mathcal{X} \subseteq \mathbb{R}^n \) where \( f(t, x) \) is differentiable in \( x \), and \( f(t, x) \) and the Jacobian \( J(t, x) := \frac{\partial f}{\partial x}(t, x) \) are continuous in \( (t, x) \). Assume \( \mathcal{X} \) is forward invariant and convex. Let \( | \cdot | \) be a norm on \( \mathbb{R}^n \) with induced matrix measure \( \mu(\cdot) \) and let \( \Theta : \mathcal{X} \rightarrow \mathbb{R}^{n \times n} \) be continuously differentiable and uniformly positive definite on \( \mathcal{X} \).

Suppose \( f(t, x) \) is \( T \)-periodic for some \( T > 0 \) so that \( f(t, x) = f(t + T, x) \) for all \( t \) and all \( x \in \mathcal{X} \), and let \( \zeta(t) \) be a \( T \)-periodic trajectory of the system so that \( \zeta(t) = \zeta(t + T) \) for all \( t \). Define

\[
\tilde{J}(t, x) := \tilde{\Theta}(t, x)\Theta(x)^{-1} + \Theta(x)J(t, x)\Theta(x)^{-1}.
\]

If \( \mu(\tilde{J}(t, x)) \leq 0 \) for all \( x \in \mathcal{X} \) and \( t \geq 0 \), and there exists a time \( t^* \) such that

\[
\mu(\tilde{J}(t^*, \zeta(t^*))) < 0,
\]

then

\[
\lim_{t \to \infty} d(\phi(t, x_0), \zeta(t)) = 0 \quad \text{for all } x_0 \in \mathcal{X}
\]

and all trajectories entrate to \( \zeta(t) \), that is,

\[
\lim_{t \to \infty} |\phi(t, x_0) - \zeta(t)| = 0 \quad \text{for all } x_0 \in \mathcal{X}.
\]

Proof. Without loss of generality, assume \( t^* = 0 \). Then, condition (53) and continuity of \( J(t, x), \Theta(x)^{-1} \), and \( \tilde{\Theta}(t, x) \) imply there exists \( \epsilon > 0, c > 0, \) and \( 0 < \tau \leq T \) such that

\[
\mu(\tilde{J}(t, y)) \leq -c \quad \forall t \in [0, \tau], \forall y \in B_{2\epsilon}(\zeta(t))
\]

where \( B_{2\epsilon}(y) = \{ z \in \mathcal{X} : d(y, z) < 2\epsilon \} \). Furthermore, with \( \mathcal{K} := B_{2\epsilon}(y) \), note that \( d(y, z) = d_{\mathcal{K}}(y, z) \) for all \( z \in B_{2\epsilon}(y) \).

Define the mapping

\[
P(\xi) = \phi(T, \xi)
\]

and observe that \( P^h(\xi) = \phi(kt, \xi) \). Let \( \zeta^* = \zeta(0) \) and note that \( \zeta^* \) is a fixed point of \( P \).

First, consider a point \( \xi \in B_\epsilon(\zeta^*) := \{ z \in \mathcal{X} : d(y, z) \leq \epsilon \} \). Let \( x(t) = \phi(t, \xi) \) and note that \( d(\zeta^*, P(\xi)) = d(\zeta(T), x(T)) \). We have \( d(\zeta(T), x(T)) \) \( \leq d(\zeta(\tau), x(\tau)) \) since \( \mu(\tilde{J}(t, x)) \leq 0 \) for all \( x \in \mathcal{X} \) and \( t \geq 0 \), and, by Remark 4 with \( \mathcal{K} = B_{2\epsilon}(y) \), (56) implies

\[
d(\zeta(\tau), x(\tau)) \leq cTd(\xi, 0).
\]

Now consider \( \xi \in \mathcal{X} \) such that \( d(\zeta^*, \xi) > \epsilon \) and again let \( x(t) = \phi(t, \xi) \). Let \( \delta = (1 - e^{-cT})\epsilon/2 \) and let \( \gamma : [0, 1] \rightarrow \mathcal{X} \) with \( \gamma(0) = \zeta^* \) and \( \gamma(1) = \xi \) be such that \( \int_0^1 |\Theta(\gamma(s))\gamma'(s)|ds \leq d(\zeta^*, \xi) + \delta \). Since \( d(\zeta^*, \gamma(0)) = 0 \) and \( d(\zeta^*, \gamma(1)) > \epsilon \), by continuity of \( \gamma \) and \( d(\zeta^*, \cdot) \), there exists \( s_\epsilon \) such that \( d(\zeta^*, \gamma(s_\epsilon)) = \epsilon \). Moreover,

\[
d(\zeta^*, \gamma(s_\epsilon)) + d(\gamma(s_\epsilon), \xi)
\]

\[
\leq \int_0^{s_\epsilon} |\Theta(\gamma(s))\gamma'(s)|ds + \int_0^1 |\Theta(\gamma(s))\gamma'(s)|ds
\]

\[
\leq d(\zeta^*, \xi) + \delta
\]

where the first inequality follows from the definition of \( d \) and the fact that arc-length is independent of reparameterizations of \( \gamma \).

Let \( \sigma(t) = \phi(t, \gamma(s_\epsilon)) \). By Proposition 2, \( \mu(\tilde{J}(t, x)) \leq 0 \) for all \( x \in \mathcal{X} \) and all \( t \geq 0 \) implies \( d(\phi(t, x_0), \phi(t, y_0)) \leq d(x_0, y_0) \) for all \( x_0, y_0 \in \mathcal{X} \). In particular, \( d(\sigma(T), x(T)) \leq d(\sigma(0), x(0)) = d(\gamma(s_\epsilon), \xi) \leq d(\zeta^*, \xi) + \delta - \epsilon \). Furthermore, by the same argument as in the preceding case, we have \( d(\zeta(T), \sigma(T)) \leq e^{-cT}d(\zeta^*, \gamma(s_\epsilon)) = e^{-cT}\epsilon \). Thus, by the triangle inequality,

\[
d(\zeta^*, P(\xi)) \leq d(\zeta(T), \sigma(T)) + d(\sigma(T), x(T))
\]

\[
\leq d(\zeta^*, \xi) + \delta - (1 - e^{-cT})\epsilon
\]

\[
= d(\zeta^*, \xi) - \delta.
\]
where \( \Theta(\cdot) \) is uniformly positive definite on \( \mathcal{X} \) by hypothesis, there exists a constant \( m > 0 \) such that \( |\Theta(x)| \geq m|z| \) for any \( x, z \). It follows that \( d(x, y) \geq \inf_{\gamma \in \Gamma(x, y)} \int_0^1 m|\gamma'(s)|ds = m|y - x| \) where the equality holds because \( \mathcal{X} \) is convex. Thus, \((54)\) implies \((55)\).

Theorem 3 and its proof are illustrated in Figure 1.

Note that, as a consequence of the global entrainment property, \( \zeta(t) \) in the statement of Theorem 3 is the unique periodic trajectory of a system satisfying the hypotheses of the theorem.

Theorem 3 is closely related to existing results in the literature, although we believe the generality provided by Theorem 3 is novel. In particular, [24, Lemma 6] provides a similar result for \( \mu(\cdot) \) restricted to the matrix measure induced by the \( f_1 \) norm under the assumption that \( \Theta(x) \) is monotone and time-invariant. A similar technique is applied to periodic trajectories of a class of monotone flow networks in [25, Proposition 2], but a general formulation is not presented.

While Theorem 3 is interesting in its own right, in this paper, we are primarily interested in obtaining Lyapunov functions for monotone systems. Thus, our main interest is in the following Corollary, which specializes Theorem 3 to time-invariant systems.

**Corollary 3.** Consider \( \dot{x} = f(x) \) for \( x \in \mathcal{X} \subseteq \mathbb{R}^n \) for continuously differentiable \( f(x) \). Assume \( \mathcal{X} \) is forward invariant and convex. Let \( |\cdot| \) be a norm on \( \mathbb{R}^n \) with induced matrix measure \( \mu(\cdot) \) and \( \Theta : \mathcal{X} \to \mathbb{R}^{n \times n} \) be continuously differentiable and uniformly positive definite on \( \mathcal{X} \). Let \( x^* \) be an equilibrium of the system and define

\[
\tilde{J}(x) := \Theta(x)\Theta(x)^{-1} + \Theta(x)J(x)\Theta(x)^{-1}
\]

where \( J(x) = \frac{\partial L}{\partial x}(x) \). If

\[
\mu(\tilde{J}(x)) \leq 0 \quad \text{for all } x \in \mathcal{X}, \quad \text{and}
\]

\[
\mu(\tilde{J}(x^*)) < 0,
\]

then \( x^* \) is unique and globally asymptotically stable. Moreover, \( d(x, x^*) \) is a global Lyapunov function and \( |\Theta(x)f(x)| \) is a local Lyapunov function. If \( |\Theta(x)f(x)| \) is globally proper, then it is also a global Lyapunov function.

**Proof.** Choose any \( T > 0 \), for which \( f(x) \) is then (vacuously) \( T \)-periodic, and \( \zeta(t) := x^* \) is trivially a periodic trajectory so that Theorem 3 applies. Note that we may take \( \tau = T \) in the proof of the theorem. Therefore, \( \lim_{t \to \infty} d(\phi(t, 0), x^*) = 0 \) for all \( x_0 \in \mathcal{X} \). Moreover, as in the proof of Theorem 3 there exists \( m > 0 \) such that \( d(x, y) \geq m|y - x| \) because \( \Theta(x) \) is uniformly positive definite and \( \mathcal{X} \) is convex so that \( d(x, x^*) \) is globally proper.

We now show that \( |\Theta(x)f(x)| \) is proper. Since \( \Theta(x) \) is uniformly positive definite, it is sufficient to show \( |f(x)| \) is proper. Let \( f(x) = J(x^*)(x - x^*) + g(x) \) for appropriately defined \( g \) satisfying that for any \( \epsilon_1 > 0 \), there exists \( \epsilon_2 > 0 \) such that \( |g(x)| < \epsilon_1|x - x^*| \) for all \( x \) satisfying \( |x - x^*| < \epsilon_2 \). Moreover, \((63)\) implies \( \tilde{J}(x^*) \) is Hurwitz and since \( \tilde{J}(x^*) \) is related to \( J(x^*) \) via a similarity transform, it follows that \( J(x^*) \) is Hurwitz and thus invertible. Therefore, there exists \( \epsilon_3 > 0 \) for which \( |J(x^*)(x - x^*)| \geq \epsilon_3|x - x^*| \) for all \( x \in \mathcal{X} \). Then, \( |f(x)| \geq |J(x^*)(x - x^*)| - |g(x)| \geq \epsilon_3|x - x^*| - |g(x)| \) for all \( x \in \mathcal{X} \). Choosing \( \epsilon_1 = \epsilon_3/2 \) implies that \( |f(x)| \geq \frac{\epsilon_3}{2}|x - x^*| \) for all \( x \in \mathcal{X} \) satisfying \( |x - x^*| < \epsilon_2 \), and thus \( |f(x)| \) is proper.

From Proposition 2 with \( c = 0 \), we have that \( d(x, x^*) \) and \( |\Theta(x)f(x)| \) are nonincreasing by \((57)\) and \((58)\), and both tend to zero along trajectories of the system, thus they both satisfy condition (iii) of Definition 2. Observing that \( d(x, x^*) \) and \( |\Theta(x)f(x)| \) are both positive definite completes the proof, where we remark that global asymptotic stability of \( x^* \) follows from the existence of a global Lyapunov function. \( \square \)
7 Proof of main result

We are now in a position to prove our main results, Theorems 1 and 2. We begin with the following proposition, which shows that \( d(x, y) \) as in (34) can be obtained explicitly when \( \Theta(x) \) is a diagonal, state-dependent weighting matrix.

**Proposition 3.** Let \( \mathcal{X} \subseteq \mathbb{R}^n \) be a rectangular set and for any \( x, y \in \mathcal{X} \), let \( \Gamma(x, y) \) be the set of piecewise continuously differentiable curves \( \gamma : [0, 1] \to \mathcal{X} \) connecting \( x \) to \( y \) within \( \mathcal{X} \) so that \( \gamma(0) = x \) and \( \gamma(1) = y \). Consider \( \Theta : \mathcal{X} \to \mathbb{R}^{n\times n} \) given by \( \Theta(x) = \text{diag}(\theta_1(x_1), \ldots, \theta_n(x_n)) \) where \( \{\theta_i(\cdot)\}_{i=1}^n \) is a collection of nonnegative continuously differentiable functions. Suppose there exists \( c > 0 \) such that \( \theta_i(x_i) > c \) for all \( x \in \mathcal{X} \) for all \( i = 1, \ldots, n \). Let \( |\cdot| \) be a norm on \( \mathbb{R}^n \) and consider the metric \( d(x, y) \) given by (34). Then

\[
d(x, y) = \left[ \int_{x_1}^{y_1} \theta_1(\sigma_1)d\sigma_1 \quad \ldots \quad \int_{x_n}^{y_n} \theta_n(\sigma_n)d\sigma_n \right]^T.
\]

**Proof.** Given any curve \( \gamma \in \Gamma(x, y) \), define a new curve \( \tilde{\gamma}(s) : [0, 1] \to \mathbb{R}^n \) as follows. Let \( \tilde{\gamma}(0) = x \) and let \( \tilde{\gamma}_i'(s) = \theta_i(\gamma_i(s))\gamma_i'(s) \) for all \( s \) so that

\[
\int_0^1 |\Theta(\gamma(s))\gamma'(s)| ds = \int_0^1 |\tilde{\gamma}'(s)| ds.
\]

That is, if we understand the left-hand side of (70) to be the length of the curve \( \gamma \) computed using the metric of (34), then this length is equal to the standard arc-length of \( \tilde{\gamma} \) using the metric induced by the norm \( |\cdot| \). Observe that, for all \( i \),

\[
\tilde{\gamma}_i(1) - x_i = \int_0^1 \theta_i(\gamma_i(s))\gamma_i'(s)ds = \int_{x_i}^{y_i} \theta_i(\sigma)d\sigma.
\]

Then \( z := \tilde{\gamma}(1) \) is a point depending only on \( x \) and \( y \) and is independent of the particular curve \( \gamma \). That is, for every \( x, y \in \mathcal{X} \), there exists a unique \( z \in \mathbb{R}^n \) such that each curve \( \gamma \) connecting \( x \) to \( y \) generates a curve \( \tilde{\gamma} \) as defined above connecting \( x \) to \( z \). Observe that

\[
\inf_{\tilde{\gamma} \in \Gamma(x, z)} \int_0^1 \left[ \tilde{\gamma}_1'(s) \quad \ldots \quad \tilde{\gamma}_n'(s) \right]^T ds = |z - x|
\]

where the infimum is achieved for \( \tilde{\gamma}(s) = (1 - s)x + sz \), and the equality follows since \( \tilde{\gamma}'(s) = z - x \). Furthermore, this particular minimizing \( \tilde{\gamma} \) is generated from the unique curve \( \gamma \in \Gamma(x, y) \) satisfying the decoupled system of differential equations \( \frac{dz_i}{ds} = \theta_i(\gamma_i(s))\gamma_i'(s) \) for all \( i \) and all \( s \in [0, 1] \) since \( \gamma_i'(s) \) does not change sign, and thus \( \gamma(s) \) is contained in the rectangle defined by the corners \( x \) and \( y \) so that \( \gamma(s) \in \mathcal{X} \) for \( s \in [0, 1] \). It follows that \( d(x, y) = |z - x| \), which is equivalent to (69). \( \square \)

**Proof of Theorem 1.** Let

\[
\Theta(x) := \text{diag}(\theta_1(x_1), \ldots, \theta_n(x_n))
\]

and consider the \( \ell_1 \) norm \( |\cdot|_1 \) with induced matrix measure \( \mu_1(\cdot) \). Define \( \tilde{J}(x) \) as in (66). Recall \( J(x) = \frac{\partial}{\partial x}J(x) \) is Metzler since the system is monotone. Then also \( \tilde{J}(x) \) is Metzler since \( \Theta(x) \) is diagonal and uniformly positive definite so that \( \Theta(x)J(x)\Theta(x)^{-1} \) retains the sign structure of \( J(x) \) and \( \Theta(x)\Theta(x)^{-1} \) is a diagonal matrix.

Then

\[
\mu_1(\tilde{J}(x)) = \max_{j=1,\ldots,n} \left( \sum_{i=1}^n \tilde{J}_{ij}(x) \right)
\]

\[
= \max_{j=1,\ldots,n} \left( \theta_j(x) + \sum_{i=1}^n \theta_i(x)J_{ij}(x) \right) \theta_j(x)^{-1}
\]
where the first equality follows by \( \text{(11)} \) since \( \tilde{J}(x) \) is Metzler. It follows from \( \text{(10)} \) and \( \text{(75)} \) that \( \mu_1(\tilde{J}(x)) \leq 0 \) for all \( x \in X \), and it follows from \( \text{(11)} \) and \( \text{(75)} \) that \( \mu_1(\tilde{J}(x^*)) < 0 \) because \( \theta_i(x^*) = 0 \) and \( \theta_j(x^*_j)^{-1} > 0 \) for all \( j \). Applying Corollary \( \mathcal{C} \) establishes that \( \text{(12)} \) is a global Lyapunov function and \( \text{(13)} \) is a local Lyapunov function.

**Proof of Theorem 2.** Let \( \theta_i(x) := 1/\omega_i(x) \) and define

\[
\Omega(x) := \text{diag}\{\omega_1(x_1), \ldots, \omega_n(x_n)\}
\]

\[
\Theta(x) := \text{diag}\{\theta_1(x_1), \ldots, \theta_n(x_n)\}.
\]

Since \( 0 < \omega_i(x) \leq c \) for all \( x \in X \) for \( i = 1, \ldots, n \), we have \( 0 < c^{-1} \leq \theta_i(x) \) for all \( x \in X \) for \( i = 1, \ldots, n \). Observe that

\[
\dot{\theta}_i(x) \theta_i(x)^{-1} = \frac{d\theta_i(x)}{dx_i} f_i(x) = \frac{-d\omega_i(x)}{\omega_i(x)} f_i(x) = -\omega_i(x) \theta_i(x)^{-1}
\]

for all \( i = 1, \ldots, n \) where the second equality is established from the identity

\[
\frac{d\omega_i}{dx_i}(x_i) = \frac{d}{dx_i} \left( \frac{1}{\theta_i(x_i)} \right) = -\frac{d\theta_i/dx_i(x_i)}{(\theta_i(x_i))^2}.
\]

As in the proof of Theorem \( \text{(11)} \) define \( \tilde{J}(x) \) according to \( \text{(66)} \), and now consider the \( \ell_{\infty} \) norm \( \cdot_{\infty} \) with induced matrix measure \( \mu_{\infty}(\cdot) \). As before, \( \tilde{J}(x) \) is Metzler so that

\[
\mu_{\infty}(\tilde{J}(x)) = \max_{i=1,\ldots,n} \sum_{j=1}^{n} \tilde{J}_{ij}(x)
\]

\[
= \max_{i=1,\ldots,n} \left( \dot{\theta}_i(x) \theta_i(x)^{-1} + \theta_i(x_i) \sum_{j=1}^{n} J_{ij}(x) \theta_j(x_j)^{-1} \right)
\]

\[
= \max_{i=1,\ldots,n} \left( \omega_i(x_i)^{-1} \left( -\omega_i(x) + \sum_{j=1}^{n} J_{ij}(x) \omega_j(x_j) \right) \right)
\]

where the first equality follows from \( \text{[5]} \) and the last equality follows from \( \text{(78)–(79)} \). It follows from \( \text{(15)} \) and \( \text{(83)} \) that \( \mu_{\infty}(\tilde{J}(x)) \leq 0 \) for all \( x \in X \), and it follows from \( \text{(16)} \) and \( \text{(83)} \) that \( \mu_{\infty}(\tilde{J}(x^*)) < 0 \) because \( \hat{\omega}_i(x^*) = 0 \) and \( \hat{\omega}_i(x^*_i)^{-1} > 0 \) for all \( i \). Applying Corollary \( \mathcal{C} \) establishes that \( \text{(17)} \) is a global Lyapunov function and \( \text{(18)} \) is a local Lyapunov function.

**Proofs of Corollaries 1 and 2.** We need only show that \( \text{(29)} \) (respectively, \( \text{(31)} \)) is a global Lyapunov function when the stated conditions hold, as the remainder of the claims follow immediately from Theorems \( \text{(11) and 2} \). Below, we show that \( \text{(29)} \) is globally proper in this case. A symmetric argument establishes that \( \text{(31)} \) is globally proper.

To this end, suppose \( v^T J(x) \leq -c^T \) for all \( x \in X \) for some \( c > 0 \). Then there also exists some \( \tilde{c} > 0 \) such that \( v^T J(x) \leq -\tilde{c}v \) for all \( x \in X \). In particular, we take \( 0 < \tilde{c} \leq c/|v|_{\infty} \). With \( \Theta := \text{diag}\{v\} \), it follows that \( \mu_1(\Theta J(x) \Theta^{-1}) \leq -\tilde{c} \) for all \( x \in X \).

From a slight modification of \( \text{(14) Theorem 33, pp. 34–35} \), we then have that \( |\Theta f(x)|_1 \geq \tilde{c} |\Theta x|_1 \), which implies that \( |\Theta f(x)|_1 \) is globally proper. For completeness, we repeat this argument here. Since \( \Theta f(x) = \int_0^1 \Theta J(sx) x \ ds \),

\[
|\Theta f(x)|_1 \geq -\mu_1 \left( \int_0^1 \Theta J(sx) \Theta^{-1} \ ds \right) |\Theta x|_1
\]

\[
\geq -\left( \int_0^1 \mu_1(\Theta J(sx) \Theta^{-1}) ds \right) |\Theta x|_1
\]

\[
\geq \tilde{c} |\Theta x|_1
\]
where the first inequality follows from the fact that $|Ax| \geq -\mu(A)|x|$ for all $A$ and all $x$ where $|\cdot|$ and $\mu(\cdot)$ are any vector norm and corresponding matrix measure, and the second inequality follows from the fact that $\mu(A + B) \leq \mu(A) + \mu(B)$ for all $A, B$ (see 14 for a proof of both these facts). Since (34) is equivalent to $|\Theta f(x)|_1$, the proof is complete.

8 An algorithm for computing separable Lyapunov functions

In this section, we briefly discuss an efficient and scalable algorithm for computing $\theta(x)$ and $\omega(x)$ in Theorems 1 and 2 when each element of $f(x)$ is a polynomial or rational function of $x$. Thus, the proposed approach provides an efficient means for computing sum-separable and max-separable Lyapunov functions of monotone systems.

Our proposed algorithm relies on sum-of-squares (SOS) programming [34, 35]. A polynomial $s(x)$ is a sum-of-squares polynomial if $s(x) = \sum_{i=1}^r (g_i(x))^2$ for some polynomials $g_i(x)$ for $i = 1, \ldots, r$. A SOS feasibility problem consists in finding a collection of polynomials $p_i(x)$ for $i = 1, \ldots, N$ and a collection of SOS polynomials $s_i(x)$ for $i = 1, \ldots, M$ such that

$$a_{0,j} + \sum_{i=1}^N p_i(x)a_{i,j}(x) + \sum_{i=1}^M s_i(x)b_{i,j}(x) = 0$$

for fixed polynomials $a_{0,j}(x)$, $a_{i,j}(x)$, and $b_{i,j}(x)$ for all $i, j$. The set of polynomials $\{p_i(x)\}_{i=1}^N$ and $\{s_i(x)\}_{i=1}^M$ satisfying (87)–(88) forms a convex set, and by fixing the degree of these polynomials, we arrive at a finite dimensional convex optimization problem. There exists efficient computational toolboxes that convert SOS feasibility programs into standard semi-definite programs (SDP) [37]. SOS programming has led to efficient computational algorithms for a number of controls-related applications such as searching for polynomial Lyapunov functions [33], underapproximating regions of attraction [50], and safety verification [10].

Here, we present a SOS feasibility problem that is sufficient for finding $\theta(x)$ or $\omega(x)$ satisfying Theorem 1 or 2. To that end, recall that in the hypotheses of these theorems, we assume $X$ is rectangular. In this section, for simplicity, we assume $X$ is a closed set with nonzero measure so that $X = \text{cl}\{x : a_i < x_i < b_i \text{ for all } i\}$ for appropriately defined $a_i$ and $b_i$ where possibly $a_i = -\infty$ and/or $b_i = \infty$ and where $\text{cl}$ denotes closure. Equivalently, $X = \{x : d(x) \geq 0\}$ where $d(x) = [d_1(x_1) \ldots d_n(x_n)]^T$ and

$$d_i(x_i) = \begin{cases} x_i - a_i & \text{if } a_i \neq -\infty \text{ and } b_i = \infty \\ (x_i - a_i)(b_i - x_i) & \text{if } a_i \neq -\infty \text{ and } b_i \neq \infty \\ b_i - x_i & \text{if } a_i = -\infty \text{ and } b_i \neq \infty \\ 0 & \text{if } a_i = -\infty \text{ and } b_i = \infty. \end{cases}$$

If $\sigma(x) = [\sigma_1(x) \ldots \sigma_n(x)]^T$ where each $\sigma_j(x), j = 1 \ldots n$ is a SOS polynomial, we call $\sigma(x)$ a SOS $n$-vector.

Proposition 4. Let (6) be a monotone system with equilibrium $x^*$ and rectangular domain $X = \{x : d(x) \geq 0\}$ where $d(x) = [d_1(x_1) \ldots d_n(x_n)]^T$. Suppose each $f_i(x)$ is polynomial. Then the following is a SOS
feasibility problem, and a feasible solution provides \( \theta(x) \) satisfying the conditions of Theorem [7].

For some fixed \( \epsilon > 0 \),

Find:

Polynomials \( \theta_i(x_i) \), for \( i = 1, \ldots, n \)

SOS polynomials \( s_i(x_i) \) for \( i = 1, \ldots, n \)

SOS \( n \)-vectors \( \sigma^i(x) \) for \( i = 1, \ldots, n \)

Such that:

\[
(\theta_i(x_i) - \epsilon) - s_i(x_i)d_i(x_i)
\]

is a SOS polynomial

for \( i = 1, \ldots, n \) \hfill (90)

\[
-(\theta(x)^T J(x) + \dot{\theta}(x)^T)_{i} - \sigma^i(x)^T d(x)
\]

is a SOS polynomial

for \( i = 1, \ldots, n \) \hfill (91)

\[
-\theta(x^*)^T J(x^*) - \epsilon \geq 0
\]

(92)

where \((\theta(x)^T J(x) + \dot{\theta}(x)^T)_{i}\) denotes the \(i\)-th entry of \(\theta(x)^T J(x) + \dot{\theta}(x)^T\).

Proof. Note that \((\theta(x)^T J(x) + \dot{\theta}(x)^T)_{i}\) is a polynomial in \(x\) for which the decision variables of the SOS feasibility problem appear linearly. In addition, (92) is a linear constraint on the coefficients of \(\theta(x)\). Thus, (90)–(92) is a well-defined SOS feasibility problem.

Next, we claim that (91) is sufficient for \(\theta(x) \geq \epsilon 1\) for all \(x \in X\). To prove the claim, suppose (90) is satisfied so that \((\theta_i(x_i) - \epsilon) - s_i(x_i)d_i(x_i)\) is a SOS polynomial and consider \(x \in X\) so that \(d(x) \geq 0\). Since \(s_i(x_i)\) is a SOS polynomial for all \(i\), we have that also \(s_i(x_i)d_i(x_i) \geq 0\) so that \(\theta_i(x_i) \geq \epsilon + s_i(x_i)d_i(x_i) \geq \epsilon\).

A similar argument shows that if (91) holds for all \(i\), then condition (1) of Theorem [11] holds, that is, (10) holds for all \(x \in X\). Indeed, suppose 

\[-(\theta(x)^T J(x) + \dot{\theta}(x)^T)_{i} - \sigma^i(x)^T d(x)\]

is a SOS polynomial and consider \(x \in X\) so that \(d(x) \geq 0\). Since \(\sigma^i(x)\) is a SOS \(n\)-vector, \(\sigma^i(x)^T d(x) \geq 0\) and thus 

\[-(\theta(x)^T J(x) + \dot{\theta}(x)^T)_{i} \geq 0\]

Finally, (92) implies (11). \(\square\)

The technique employed in (90) and (91) to ensure that the conditions of Theorem [1] hold whenever \(d(x) \geq 0\) is similar to the \(S\)-procedure used to express constraints on quadratic forms as linear matrix inequalities [4, p. 23] and is common in applications of SOS programming to systems and control theory.

Remark 5. A symmetric proposition holds establishing a SOS feasibility program sufficient for computing \(\omega(x)\) that satisfies the conditions of Theorem [2]. We omit an explicit form for this SOS program due to space constraints.

Example 1 (Cont.). We consider the system from Example [7] and seek to compute a sum-separable Lyapunov function using the SOS program of Section [8]. We let \(\epsilon = 0.01\) and search for \(\theta_1(x_1)\) and \(\theta_2(x_2)\) that are polynomials of up to second-order. We consider SOS polynomials that are 0-th order, that is, all SOS polynomials are considered to be positive constants, which proves sufficient for this example. The SOS program requires 0.26 seconds of computation time and returns

\[
\theta_1(x) = 1.7429
\]

\[
\theta_2(x) = x_2^2 + 1.3793x_2 + 1.9503
\]

(93)

(94)

where parameters have been scaled so that the leading coefficient of \(\theta_2(x_2)\) is 1 since scaling \(\theta(x)\) does not affect the validity of the resulting SOS program or the conditions of Theorem [7]. Then, (12) and (13) give the following sum-separable Lyapunov functions:

\[
V(x) = 1.7429x_1 + \frac{1}{3}x_2^3 + \frac{1.3793}{2}x_2^2 + 1.9503x_2
\]

\[
V(x) = 1.7429|x_1 + x_2^2| + x_2^3 + 1.3793x_2^2 + 1.9503x_2.
\]

(95)

(96)
9 Applications

In this section, we present several applications of our main results. First, we establish a technical result that will be useful for constructing Lyapunov functions as the limit of a sequence of contraction metrics.

Proposition 5. Let \( x^* \in \mathcal{X} \) be an equilibrium for (1). Suppose there exists a sequence of global Lyapunov functions \( V^i : \mathcal{X} \to \mathbb{R}_{\geq 0} \) for (6) that converges locally uniformly to \( V(x) := \lim_{i \to \infty} V^i(x) \). If \( V(x) \) is positive definite and globally proper (see Definition 2) then \( V(x) \) is also a global Lyapunov function for (6).

Proof. Note that \( x^* \) is globally asymptotically stable since there exists a global Lyapunov function, and consider some \( x_0 \in \mathcal{X} \). Asymptotic stability of \( x^* \) implies there exists a bounded set \( \Omega \) for which \( \phi(t, x_0) \in \Omega \subseteq \mathcal{X} \) for all \( t \geq 0 \). For \( i = 1, \ldots, n \), we have \( V^i(\phi(t, x_0)) \) is nonincreasing in \( t \) and \( \lim_{t \to \infty} V^i(\phi(t, x_0)) = 0 \). Local uniform convergence establishes \( V(x) \) is continuous, \( \lim_{t \to \infty} V(\phi(t, x_0)) \) is nonincreasing in \( t \), and thus condition (3) of Definition 2 holds. Under the additional hypotheses of the proposition, we have that \( V(x) \) is therefore a global Lyapunov function.

Note that a sequence \( V^i(x) \) arising from a sequence of weighted contraction metrics, i.e., \( V^i(x) = |P_i(x - x^*)| \) or \( V^i(x) = |P_if(x)| \) for \( P_i \) converging to some nonsingular \( P \), satisfies the conditions of Proposition 3.

The following example is inspired by [15, Example 3].

Example 4 (Comparison system). Consider the system

\[
\begin{align*}
\dot{x}_1 &= -x_1 + x_1 x_2 \\
\dot{x}_2 &= -2x_2 - x_2^3 + \gamma(x_1)^2
\end{align*}
\]  

(97) \hspace{1cm} (98)

\[ \text{evolving on } \mathcal{X} = \mathbb{R}_{\geq 0}^2, \text{ where } \gamma : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \text{ is strictly increasing and satisfies } \gamma(0) = 0, \ \check{\gamma} := \lim_{\sigma \to \infty} \gamma(\sigma) < 1, \text{ and } \gamma'(\sigma) \leq \frac{1}{(1 + \sigma)^2}. \]

Consider the change of coordinates \( (\eta_1, \eta_2) = (\log(1 + x_1), x_2) \) so that

\[
\dot{\eta}_1 = \frac{1}{1 + x_1}(-x_1 + x_1 x_2)
\]  

(99)

where we substitute \( (x_1, x_2) = (e^{\eta_1} - 1, \eta_2) \). Then

\[
\dot{\eta}_1 \leq -\beta(e^{\eta_1} - 1) + \eta_2
\]  

(100)

where \( \beta(\sigma) = \sigma/(1 + \sigma) \). Introduce the comparison system

\[
\begin{align*}
\dot{\xi}_1 &= -\beta(e^{\xi_1} - 1) + \xi_2 \\
\dot{\xi}_2 &= -2\xi_2 - \xi_2^3 + \gamma(e^{\xi_1} - 1)^2
\end{align*}
\]  

(101) \hspace{1cm} (102)

\[ \text{evolving on } \mathbb{R}_{\geq 0}. \]

The comparison principle (see, e.g., [13]) ensures that asymptotic stability of the origin for the comparison system (101)–(102) implies asymptotic stability of the origin of the \( (\eta_1, \eta_2) \) system, which in turn establishes asymptotic stability of the origin for (97)–(98). The Jacobian of (101)–(102) is given by

\[
J(\xi) = \begin{pmatrix}
-\beta'(e^{\xi_1} - 1) \\
2\beta(e^{\xi_1} - 1)\gamma'(e^{\xi_1} - 1) - 2 - 2\xi_2
\end{pmatrix}
\]  

(103)

where \( \beta'(\sigma) = \frac{1}{(1 + \sigma)^2} \). Let \( v = (2\check{\gamma} + \epsilon, 1) \) where \( \epsilon \) is chosen small enough so that \( c_1 := (2\check{\gamma} + \epsilon - 2) < 0 \). It follows that

\[
v^T J(\xi) \leq (-e^{-\xi_1}, c_1) < 0 \quad \forall \xi.
\]  

(104)

Applying Corollary 7, the origin of (97)–(98) and (101)–(102) is globally asymptotically stable. Furthermore, we have the following state and flow sum-separable Lyapunov functions for the comparison system (101)–(102):

\[
\begin{align*}
V_1(\xi) &= (2\check{\gamma} + \epsilon)|\xi_1| + \xi_2, \quad \text{and} \\
V_2(\xi) &= (2\check{\gamma} + \epsilon)|\xi_1| + |\xi_2|.
\end{align*}
\]  

(105) \hspace{1cm} (106)

Above, we understand \( \dot{\xi}_1 \) and \( \dot{\xi}_2 \) to be shorthand for the equalities expressed in (101)–(102).
Example 5 (Multiagent system). Consider the following system evolving on $\mathcal{X} = \mathbb{R}^3$:

\[
\begin{align*}
    \dot{x}_1 &= -\alpha_1(x_1) + \rho_1(x_3 - x_1) \\
    \dot{x}_2 &= \rho_2(x_1 - x_2) + \rho_3(x_3 - x_2) \\
    \dot{x}_3 &= \rho_4(x_2 - x_3)
\end{align*}
\]  

(107)  

(108)  

(109)

where we assume $\alpha_1 : \mathbb{R} \rightarrow \mathbb{R}$ is strictly increasing and satisfies $\alpha(0) = 0$ and $\alpha'(\sigma) \geq c_0$ for some $c_0 > 0$ for all $\sigma$, and each $\rho_i : \mathbb{R} \rightarrow \mathbb{R}$ is strictly increasing and satisfies $\rho_i(0) = 0$. Furthermore, for $i = 1, 3$, $\rho_i'(\sigma) \leq \tau_i$ for some $\tau_i > 0$ for all $\sigma$, and for $i = 2, 4$, $\rho_i'(\sigma) \geq c_i$ for some $c_i > 0$ for all $\sigma$.

For example, $x_1$, $x_2$, and $x_3$ may be the position of three vehicles, for which the dynamics (107)–(109) are a rendezvous protocol whereby agent 1 moves towards agent 3 at a rate dependent on the distance $x_3 - x_1$ as determined by $\rho_1$, etc. Additionally, agent 1 navigates towards the origin according to $-\alpha_1(x_1)$. Computing the Jacobian, we obtain

\[
J(x) = 
\begin{pmatrix}
    -\alpha'(x_1) - \rho_1'(z_{31}) & 0 & \rho_1'(z_{31}) \\
    \rho_2'(z_{32}) & -\rho_2'(z_{32}) - \rho_3'(z_{32}) & \rho_3'(z_{32}) \\
    0 & \rho_4'(z_{23}) & -\rho_4'(z_{23})
\end{pmatrix}
\]  

(110)

where $z_{ij} := x_i - x_j$. Let $w = (1, 1 + \epsilon_1, 1 + \epsilon_1 + \epsilon_2)^T$ where $\epsilon_1 > 0$ and $\epsilon_2 > 0$ are chosen to satisfy

\[
c_0 > (\epsilon_1 + \epsilon_2)c_1 \quad \text{and} \quad \epsilon_1c_2 > \epsilon_2c_3.
\]  

(111)

We then have $J(x)w \leq c_1$ for all $x$ for $c = \max\{\epsilon_1 + \epsilon_2)c_1, \epsilon_2c_3 - \epsilon_1c_2, -\epsilon_2c_1\} < 0$. Thus, the origin of (107)–(109) is globally asymptotically stable by Corollary 2. Furthermore,

\[
V_1(x) = \max\{|x_1|, (1 + \epsilon_1)^{-1}|x_2|, (1 + \epsilon_1 + \epsilon_2)^{-1}|x_3|\},
\]  

(112)

\[
V_2(x) = \max\{|\dot{x}_1|, (1 + \epsilon_1)^{-1}|\dot{x}_2|, (1 + \epsilon_1 + \epsilon_2)^{-1}|\dot{x}_3|\}
\]  

(113)

are state and flow max-separable Lyapunov functions where we interpret $\dot{x}_i$ as shorthand for the equalities expressed in (107)–(109). Since we may take $\epsilon_1$ and $\epsilon_2$ arbitrarily small satisfying (111), using Proposition 4 we have also the following choices for Lyapunov functions:

\[
V_3(x) = \max\{|x_1|, |x_2|, |x_3|\},
\]  

(114)

\[
V_4(x) = \max\{|\dot{x}_1|, |\dot{x}_2|, |\dot{x}_3|\}
\]  

(115)

The flow max-separable Lyapunov functions (113) and (115) are particularly useful for multiagent vehicular networks where it often easier to measure each agent’s velocity rather than absolute position.

In Example 5 choosing $w = 1$, we have $J(x)w \leq 0$ for all $x$, however this is not enough to establish asymptotic stability using Corollary 2. Informally, choosing $w$ as in the example distributes the extra negativity of $-\alpha'(x_1)$ among the columns of $J(x)$. Nonetheless, Proposition 5 implies that choosing $w = 1$ indeed leads to a valid Lyapunov function.

The above example generalizes to systems with many agents interacting via arbitrary directed graphs, as does the principle of distributing extra negativity along diagonal entries of the Jacobian as discussed in Section 110.

Example 6 (Traffic flow). A model of traffic flow along a freeway with no onramps is obtained by spatially partitioning the freeway into $n$ segments such that traffic flows from segment $i$ to $i+1$, $x_i \in [0, \bar{x}_i]$ is the density of vehicles occupying link $i$, and $\bar{x}_i$ is the capacity of link $i$. A fraction $\beta_i \in (0, 1]$ of the flow out of link $i$ enters link $i+1$. The remaining $1 - \beta_i$ fraction is assumed to exit the network via, e.g., unmodeled offramps. Associated with each link is a continuously differentiable demand function $D_i : [0, \bar{x}_i] \rightarrow \mathbb{R}_{\geq 0}$ that is strictly increasing and satisfies $D_i(0) = 0$, and a continuously differentiable supply function $S_i : [0, \bar{x}_i] \rightarrow \mathbb{R}_{\geq 0}$ that is strictly decreasing and satisfies $S_i(\bar{x}_i) = 0$. Flow from segment to segment is restricted by upstream demand
and downstream supply, and the change in density of a link is governed by mass conservation:

\[
\dot{x}_1 = \min\{\delta_1, S_1(x_1)\} - \frac{1}{\beta_1} g_1(x_1, x_2)
\]

\[
\dot{x}_i = g_{i-1}(x_{i-1}, x_i) - \frac{1}{\beta_1} g_i(x_i, x_{i+1}), \quad i = 2, \ldots, n - 1
\]

\[
\dot{x}_n = g_{n-1}(x_{n-1}, x_n) - D_n(x_n)
\]

for some \(\delta_1 > 0\) where, for \(i = 1, \ldots, n - 1,\)

\[
g_i(x_i, x_{i+1}) = \min\{\beta_i D_i(x_i), S_{i+1}(x_{i+1})\}.
\]

Let \(\delta_i := \delta_1 \prod_{j=1}^{i-1} \beta_j\) for \(i = 2, \ldots, n\). If \(d_i^{-1}(\delta_i) < s_i^{-1}(\delta_i)\) for all \(i\), then \(\delta_1\) is said to be feasible and \(x^* := d_i^{-1}(\delta_i)\) constitutes the unique equilibrium.

Let \(\partial_i\) denote differentiation with respect to the \(i\)th component of \(x\), that is, \(\partial_i g(x) := \frac{\partial g}{\partial x_i}(x)\) for a function \(g(x)\). The dynamics \((116) - (118)\) define a system \(\dot{x} = f(x)\) for which \(f\) is continuous but only piecewise differentiable. Nonetheless, the results developed above apply for this case, and, in the sequel, we interpret statements involving derivatives to hold wherever the derivative exists.

Notice that \(\partial_i g_i(x_i, x_{i+1}) \geq 0\) and \(\partial_i g_i(x_i, x_{i+1}) \leq 0\). Define \(g_0(x_1) := \min\{\delta_1, S_1(x_1)\}\). The Jacobian, where it exists, is given by \((120)\), which is seen to be Metzler. Let

\[
\bar{v} = (1, \beta_1^{-1}, (\beta_1 \beta_2)^{-1}, \ldots, (\beta_1 \beta_2 \cdots \beta_{n-1})^{-1})^T.
\]

Then \(\bar{v}^T J(x) \leq 0\) for all \(x\). Moreover, there exists \(\epsilon = (\epsilon_1, \epsilon_2, \ldots, \epsilon_{n-1}, 0)\) with \(\epsilon_i > \epsilon_{i+1}\) for each \(i\) such that \(v := \bar{v} + \epsilon\) satisfies

\[
v^T J(x) \leq 0 \quad \forall x
\]

\[
v^T J(x^*) < 0.
\]

Such a vector \(\epsilon\) is constructed using a technique similar to that used in Example 4. In particular, the sum of the \(n\)th column of \(\text{diag}(\bar{v}) J(x)\) is strictly negative because \(-\partial_n D_n(x_n) < 0\), and this excess negativity is used to construct \(v\) such that \((122) - (123)\) holds. A particular choice of \(\epsilon\) such that \((122) - (123)\) holds depends on bounds on the derivative of the demand functions \(D_i\), but it is possible to choose \(\epsilon\) arbitrarily small. Corollary 7 establishes asymptotic stability, and Proposition 5 gives the following sum-separable Lyapunov functions:

\[
V_1(x) = \sum_{i=1}^{n} x_i \prod_{j=1}^{i-1} \beta_j,
\]

\[
V_2(x) = \sum_{i=1}^{n} \left| \dot{x}_i \right| \prod_{j=1}^{i-1} \beta_j,
\]

where we interpret \(\dot{x}_i\) according to \((116) - (118)\).

In traffic networks, it is often easier to measure traffic flow rather than traffic density. Thus, \((124)\) is a practical Lyapunov function indicating that the (weighted) total absolute net flow throughout the network decreases over time.
In [4], a result similar to that of Example 6 is derived for possibly infeasible input flow and traffic flow network topologies where merging junctions with multiple incoming links are allowed. The proof considers a flow sum-separable Lyapunov function similar to (125) and appeals to LaSalle’s invariance principle rather than Proposition 5.

10 Discussion

For nonlinear monotone systems with an asymptotically stable equilibrium, it is shown in [13] that max-separable Lyapunov functions can always be constructed in compact invariant subsets of the domain of attraction. Such a Lyapunov function is constructed by considering a single dominating trajectory that is (componentwise) greater than all points in this subset. If there exists a trajectory of the system that converges to the equilibrium in forward time and diverges to infinity in all components in backwards time, then this construction leads to a global Lyapunov function. It is also shown in [49] that such max-separable Lyapunov functions can be obtained from the leading eigenfunction of the linear, but infinite dimensional, Koopman operator associated with the monotone system.

In contrast, Theorem 2 and Corollary 2 above only provide sufficient conditions for constructing max-separable Lyapunov functions. However, these results offer an alternative construction than that suggested in [13, 49].

In addition, [15] provides counterexamples showing that an asymptotically stable monotone system need not admit sum-separable or max-separable Lyapunov functions globally [15]. An important remaining open question is whether monotone systems whose domain satisfies a compact invariance condition necessarily admit sum-separable Lyapunov functions.

10.1 Relationship to ISS small-gain conditions

In this section, we briefly discuss the relationship between the main results of this paper and small-gain conditions for interconnected input-to-state stable (ISS) systems. While there appears to be a number of interesting connections between the results presented here and the extensive literature on networks of ISS systems, see, e.g., [20, 21] for some recent results, a complete characterization of this relationship is outside the scope of this paper and will be the subject of future research. Nonetheless, we highlight how Theorems 10.1 and 2 provide a Jacobian-based perspective to ISS system analysis.

Consider $N$ interconnected systems with dynamics $\dot{x}_i = f_i(x_1, \ldots, x_N)$ for $x_i \in \mathbb{R}^{n_i}$ and suppose each system satisfies an input-to-state stability (ISS) condition [43] whereby there exists ISS Lyapunov functions $V_i$ [48] satisfying

$$\frac{\partial V_i}{\partial x_i}(x_i)f_i(x) \leq -\alpha_i(V_i(x_i)) + \sum_{j \neq i} \gamma_{ij}(V_j(x_j))$$  \hspace{1cm} (126)

where each $\alpha_i$ and $\gamma_{ij}$ is a class $\mathcal{K}_\infty$ function. We obtain a monotone comparison system

$$\dot{\xi} = g(\xi), \quad g_i(\xi) = -\alpha_i(\xi_i) + \sum_{j \neq i} \gamma_{ij}(\xi_j)$$  \hspace{1cm} (127)

evolving on $\mathbb{R}^{n_0}$ for which asymptotic stability of the origin implies asymptotic stability of the original system [41].

It is shown in [12], Section 4.3] that if $\gamma_{ij}(s) = k_{ij}h_j(s)$ and $a_i(s) = a_i h_i(s)$ for some collection of constants $c_{ij} \geq 0$, $a_j > 0$ and $\mathcal{K}_\infty$ functions $h_i$ for all $i, j = 1, \ldots, n$, and there exists a vector $r$ such that $v^T(-A + C) < 0$ where $A = \text{diag}(a_1, \ldots, a_n)$ and $[C]_{ij} = c_{ij}$, then $V(x) = v^T[V_1(x_1) \ldots V_n(x_n)]^T$ is an ISS Lyapunov function for the composite system. Indeed, in this case, and considering the comparison system (127), we see that

$$\frac{\partial g}{\partial \xi}(\xi) = (-A + C)\text{diag}(h'_1(\xi_1), \ldots, h'_n(\xi_n))$$  \hspace{1cm} (128)

1 A continuous function $\alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ is of class $\mathcal{K}_\infty$ if it is strictly increasing, $\alpha(0) = 0$, and $\lim_{r \to \infty} \alpha(r) = \infty$. 
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where \( h'_i(\xi) \geq 0 \) so that, if \( v^T(-A + C) < 0 \), then also \( v^T \frac{\partial g}{\partial \xi}(\xi) \leq 0 \) for all \( \xi \). If also \( h'_i(0) > 0 \) for all \( i \), then \( v^T \frac{\partial g}{\partial \xi}(0) < 0 \) so that Corollary 1 implies the sum-separable Lyapunov function \( v^T \xi \), providing a contraction theoretic interpretation of this result. The case of \( N = 2 \) was first investigated in \([22]\) where it is assumed without loss of generality that \( a_1 = a_2 = 1 \) and it is shown that if \( c_{12}c_{21} < 1 \), then \( v_1 V_1(x_1) + v_2 V(x_2) \) is a Lyapunov function for the original system for any \( v = [v_1 \ v_2]^T \) satisfying \( v_1c_{12} < v_2 \) and \( v_2c_{21} < v_1 \). These conditions are equivalent to \( v^T(-I + C) < 0 \).

Alternatively, in \([3, 11]\), it is shown that if there exists a function \( \rho : \mathbb{R}_+^n \to \mathbb{R}_+^n \) with each component \( \rho_i \) belonging to class \( \mathcal{K}_\infty \) such that \( g(\rho(r)) < 0 \) for all \( r > 0 \), then the origin is asymptotically stable and \( V(\xi) := \max_i \{\rho_i^{-1}(\xi_i)\} \) is a Lyapunov function. If the conditions of Corollary 2 hold for the comparison system for some \( w \), we may choose \( \rho(r) = rw \). Indeed, we have

\[
g(rw) = \int_0^1 \frac{\partial g}{\partial \xi}(\sigma rw) rw \ d\sigma < 0 \quad \forall w > 0.
\]

For this case, \( V(\xi) = \max_i \{\rho_i^{-1}(\xi_i)\} = \max_i \{\xi_i/w_i\} \), recovering \([30]\).

### 10.2 Generalized contraction and compartmental systems

We now discuss the relationship between the results presented here and additional results for contractive systems in the literature. First, we comment on the relationship between Corollary 3 of Theorem 3 as well as Proposition 5 and a generalization of contraction theory recently developed in \([30, 47]\) where exponential contraction between any two trajectories is required only after an arbitrarily small amount of time, an arbitrarily small overshoot, or both. In \([30, \text{Corollary 1}]\), it is shown that if a system is contractive with respect to a sequence of norms convergent to some norm, then the system is generalized contracting with respect to that norm, a result analogous to Proposition 5. In \([30]\), conditions on the sign structure of the Jacobian are obtained that ensure the existence of such a sequence of weighted \( \ell_1 \) or \( \ell_\infty \) norms. These conditions are a generalization of the technique in Example 3 and Example 6 in Section 9 where small \( \epsilon \) is used to distribute excess negativity.

Furthermore, it is shown in \([29, 31]\) that a ribosome flow model for gene translation is monotone and nonexpansive with respect to a weighted \( \ell_1 \) norm, and additionally is contracting on a subset of its domain. Entrainment of solutions is proved by first showing that all trajectories reach the region of exponential contraction. Theorem 3 provides a different approach for studying entrainment by observing that the distance to the periodic trajectory strictly decreases in each period due to a neighborhood of contraction along the periodic trajectory.

Finally, we note that Metzler matrices with nonpositive column sums have also been called compartmental \([22]\). It has been shown that if the Jacobian matrix is compartmental for all \( x \), then \( V(x) = |f(x)| \) is a nonincreasing function along trajectories of \([30, 22, 27]\); Proposition 2 recovers this observation when considering \([38]\) with \( c = 0 \), \( \Theta(x) \equiv I \), and \(|\cdot| \) taken to be the \( \ell_1 \) norm.

### 11 Conclusions

We have investigated monotone systems that are also contracting with respect to a weighted \( \ell_1 \) norm or \( \ell_\infty \) norm. In the case of the \( \ell_1 \) (respectively, \( \ell_\infty \)) norm, we provided a condition on the weighted column (respectively, row) sums of the Jacobian matrix for ensuring contraction. When the norm is state-dependent, these conditions include an additive term that is the time derivative of the weights. This construction leads to a pair of sum-separable (respectively, max-separable) Lyapunov functions. The first Lyapunov function pair is separable along the state of the system while the second is agent-separable, that is, each constituent function depends on \( f_i(x) \) in addition to \( x_i \). When the weighted contractive norm is independent of state, the components of this Lyapunov function only depend on \( f_i(x) \) and we say it is flow-separable. Such flow separable Lyapunov functions are especially relevant in applications where it is easier to measure the derivative of the system’s state rather than measure the state directly.

In addition, we provided a computational algorithm to search for separable Lyapunov functions using our main results and sum-of-squares programming, and we demonstrated our results through several examples.
We further highlighted some connections to stability results for interconnected input-to-state stable systems. These connections appear to be a promising direction for future work.
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