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Abstract

We consider the well-studied radio network model: a synchronous model with a graph $G = (V, E)$ with $|V| = n$ where in each round, each node either transmits a packet, with length $B = \Omega(\log n)$ bits, or listens. Each node receives a packet iff it is listening and exactly one of its neighbors is transmitting. We consider the problem of $k$-message broadcast, where $k$ messages, each with $\Theta(B)$ bits, are placed in an arbitrary nodes of the graph and the goal is to deliver all messages to all the nodes. We present a simple proof showing that there exist a radio network with radius 2 where for any $k$, broadcasting $k$ messages requires at least $\Omega(k \log n)$ rounds. That is, in this network, regardless of the algorithm, the maximum achievable broadcast throughput is $O\left(\frac{1}{\log n}\right)$.

1 The Model and the Problem Statement

We consider the well-studied radio network model, first introduced by Chlamtac and Kutten [2]. This connections in this model are presented by a graph $G = (V, E)$ with $|V| = n$. Moreover, the model is synchronous, i.e., the executions proceed in lock-step rounds. In each round, each node either transmits a packet, with length $B = \Omega(\log n)$ bits, or listens. Each node receives a packet iff it is listening and exactly one of its neighbors is transmitting a packet.

We consider the $k$-message broadcast problem, where $k$ messages, each consisting of $\Theta(B)$ bits, are placed in an arbitrary subset of the nodes of the graph and the goal is to deliver all of these messages to all the nodes. We do not require that the packets that nodes transmit (over the channel) are one of these messages. In other words, we do not restrict the algorithm to be a routing algorithm, and in particular, it can be a network coding algorithm [4], where each of the transmitted packets is a combination of some of the messages.

2 The Bound

We show the following theorem.

Theorem 2.1. There exist a radio network with radius 2 where for any $k$, broadcasting $k$ messages requires at least $\Omega(k \log n)$ rounds.

The main approach of our proof is similar to that of the proof of the $\Omega(\log^2 n)$ lower bound of Alon, Bar-Noy, Linial and Peleg [1] on the time to broadcast a single message in radio networks with radius 2. We remark that Theorem 2.1 also follows from the $\Omega(n \log n)$ gossip lower bound proof of Gasienec and Potapov [3], which itself is achieved by a reduction to the $\Omega(\log^2 n)$ lower bound of [1]. Our proof is direct and considerably shorter and simpler than the proof of [1].

In order to prove Theorem 2.1, we first work with bipartite networks $G = (V, E)$ where $V = S \cup R$, $S \cap R = \emptyset$, and there is no edge between two nodes of $S$, or between two nodes of $R$. We call the nodes in $S$ senders and the nodes in $R$ the receivers. We show the following theorem about bipartite radio networks.

Lemma 2.2. There exists a bipartite network $H$ with less than $n$ nodes such that in each round, regardless of which nodes transmit, at most $O\left(\frac{1}{\log n}\right)$ of receivers receive a packet.
Proof. We consider a distribution over a family of bipartite graphs \( G \) where we have \( |S| = n' = \sqrt{n} \) senders and \( |R| = \frac{n' \log n}{2} \) receivers. The receivers are divided into \( \frac{\log n}{2} \) classes, each of equal size \( n' \). For each \( i \in \{1, 2, \ldots, \frac{\log n}{2} \} \), the receivers of class \( i \) have degree exactly \( 2^i \) in each graph of family \( G \). To present the distribution, we explain how to draw a random graph from this distribution. In a random graph \( G \in \mathcal{G} \), the connections are chosen randomly as follows: for each \( i \in \{1, 2, \ldots, \frac{\log n}{2} \} \), each receiver in the \( i^{th} \) receiver class is connected to \( 2^i \) randomly chosen senders. The choices of different receivers are independent. Note that the size of each graph in this family is \( n'(1 + \frac{\log n}{2}) < n \).

Consider a random graph \( G \in \mathcal{G} \). We claim that, with probability at least \( 1 - e^{-2n'} \), \( G \) has the property that in each round at most a \( O(\frac{1}{\log n}) \) fraction of the receiver nodes receive a packet, regardless of which set nodes transmit.

To prove this claim, we first study the receptions in \( G \) when a fixed subset \( S' \) of senders transmit. More precisely, we calculate the expected number of receivers in \( G \) that receive a packet if exactly senders in \( S' \) transmit. Consider a receiver \( v \) with degree \( \Delta \). Receiver \( v \) receives a packet iff exactly one of its sender neighbors is in set \( S' \). If \( \Delta > n' - |S'| + 1 \), then clearly \( v \) does not receive a packet. Suppose that \( \Delta \leq n' - |S'| + 1 \). Then, the probability that \( G \) is such that \( v \) receives a packet is exactly

\[
P_\Delta(|S'|) = \frac{|S'| \Delta}{n'} \prod_{i=1}^{\Delta-1} \left(1 - \frac{|S'| - 1}{n'}\right) \leq \frac{|S'| \Delta}{n'} \prod_{i=1}^{\Delta-1} \left(1 - \frac{1}{n'}\right) \Delta^{-1} = \frac{|S'| \Delta}{n'} \exp \left(-\frac{|S'| - 1}{n'}\right) \Delta^{-1} \leq \frac{|S'| \Delta}{n'} \exp \left(-\frac{1}{n'}\right) \Delta^{-1} \]

(1)

For each \( i \in \{1, 2, \ldots, \frac{\log n}{2} \} \) receiver, let \( X_i \) be an indicator random variable which is each equal to 1 iff the \( i^{th} \) receiver receives a packet. Also define the random variable \( X = \sum_{i=1}^{\frac{\log n}{2}} X_i \). Let \( \Delta^* = 2^{\log(\frac{|S'|}{n'})} \leq \frac{n'}{2} \).

Using (1), we have

\[
\mathbb{E}[X] = n' \sum_{i=1}^{\frac{\log n}{2}} P_2(|S'|) = n' \sum_{i=1}^{\log n'} \frac{|S'| 2^i}{n'} \exp \left(-\frac{|S'| 2^i}{n'}\right)
= n' \sum_{i=1}^{\log n'} \frac{|S'| 2^i}{n'} \exp \left(-\frac{1}{n'}\right) + n' \sum_{i=\log n^* + 1}^{\log n} \frac{|S'| 2^i}{n'} \exp \left(-\frac{1}{n'}\right)
\leq n' \left( \sum_{j=0}^{\infty} \frac{1}{2^j} + \sum_{j=0}^{\infty} \frac{2^j}{e^{2^j}} \right) < 10n'.
\]

Note that the random variables \( X_i \) are independent as the neighbors of different receivers are chosen independently. Thus, we can use a Chernoff bound and infer that \( \Pr(X > 20n') < e^{-3n'} \). That is, when exactly nodes in set \( S' \) are transmitting, with probability at least \( 1 - e^{-3n'} \), random graph \( G \) is such that at most \( 20n' \) receivers receive a packet.

Now note that the total number of choices for set \( S' \) is \( 2^{n'} \). Therefore, by a union bound over all choices of set \( S' \), we get that with probability at least \( 1 - e^{-3n'} \cdot 2^{n'} > 1 - e^{-2n'} \), the random graph \( G \) is such that no set \( S' \) can deliver a packet to more than \( 20n' \) receivers. This in particular shows that there exists a bipartite graph \( H \) in this family such that no set \( S' \) can deliver a packet to more than \( 20n' \) receivers. Since there are \( \frac{n' \log n}{2} \) receivers, we get that in \( H \), there does not exist a subset of senders which their transmission delivers a packet to more than an \( \frac{40}{\log n} \) fraction of the receiver nodes.

Proof of Theorem 2.1. Consider network \( H \) proven to exist in Lemma 2.2 and let \( \eta \) be the size of \( H \), i.e., \( \eta = n'(1 + \frac{\log n}{2}) \). We construct network \( H' \) based on network \( H \) as follows: we add one source node \( s \) and
$n - \eta - 1$ void nodes and we connect node $s$ to all senders and all void nodes. Clearly $H'$ has radius 2. Put $k$ messages in the source node $s$. For each receiver node $u$, in order for $u$ to have all the $k$ messages, it must receive at least $\Omega(k)$ packets. Note that this holds for any algorithm including network coding algorithms. Since receiver nodes are only connected to the sender nodes, from Lemma 2.2, we get that in each round at most $O\left(\frac{1}{\log n}\right)$ of receivers receive a packet (any packet). Thus, it takes at least $\Omega(k \log n)$ rounds till each receiver has all the $k$ messages.
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