A generic battery-cycling optimization framework with learned sampling and early stopping strategies
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In brief
Evaluating battery performance typically requires cycling the cells hundreds or thousands of times. Thus, it is time costly to evaluate the effect of battery parameters on its performance and even more expensive to optimize the parameters. We introduced a generic framework leveraging machine learning incorporated with a pruner and a sampler to efficiently optimize the battery parameters. It allows parallel cyclers, stops unpromising cycles, and automatically yields new configurations of parameters. The framework showed excellent results in our demonstration.
Battery optimization is challenging due to the huge cost and time required to evaluate different configurations in experiments or simulations. Optimizing the cycling performance is especially costly since battery cycling is extremely time consuming. Here, we introduce an optimization framework leveraging machine-learning algorithms. The framework is designed to optimize battery parameters to enhance cycling performance in a systematic and efficient way, which allows parallel cyclers, stops unpromising cycles, and automatically yields new configurations of parameters. The framework could reduce the average cycling time per battery from years to months/weeks for cycling experiments or from weeks to days/hours for cycling computations. This method is flexible to scale up for many applications, from fundamental research to industrial development in batteries and other similar fields.

A huge challenge in battery optimization is the high cost to evaluate battery performance. Batteries are expected to have high capacity not only at the beginning but also after thousands of cycles. It is costly and time consuming to wait for battery cycling to collect the data of battery performance after thousands of cycles to compare them and find the optimal battery parameter. What is worse, the space of optimization parameters is often large, and thus a great number of trial queries are necessary to explore different parameter configurations. Imagine we need to optimize 10 battery parameters to maximize the battery performance, this would require a huge number of trial queries. The framework introduced in this paper can significantly reduce the total cycling time by using a pruner and a sampler. The pruner, using the Asynchronous Successive Halving Algorithm and Hyperband, stops unpromising cycling batteries to save the budget for further exploration. The sampler, using Tree of Parzen Estimators, predicts the next promising configurations based on query history. The framework can deal with categorical, discrete, and continuous parameters and can run in an asynchronously parallel way to allow multiple simultaneous cycling cells. We demonstrated the performance by a parameter-fitting problem for calendar aging. Our framework can foster both simulations and experiments in the battery field.
capacity after 1,000 cycles. Evaluating each combination of the parameters may take a few months to cycle the battery, and we need to try 1,024 combinations even if we merely choose two values for each parameter. The total process would require hundreds of years if not using parallel cyclers.

Many works have recently aimed to address such optimization problems. A fast way is to approximate battery behavior by a simple model that is fast to calculate, such as equivalent circuit models and regression models, and then optimize the objective by regular optimization algorithms such as linear programming. However, the accuracy of the results is limited by the simplified models. For example, solid electrolyte interface (SEI) growth has been approximated to be proportional to the square root of time \( \sqrt{t} \), but this relation is found to be unjustified in many cases. A more sophisticated method is to use physics-based models, like the pseudo two-dimensional (P2D) model. For example, Lin et al. used gradient descent to minimize capacity fade with power and energy constraints. They simplified the constraints through calculating energy and power by only one-step discharge before degradation, while in real applications, the constraints should be fulfilled for all cycles. Still, they spent 15 days on a partial task. In an experiment, Attia et al. found the optimal charging protocol by Bayesian optimization. They reduced the time from a possible 500 days to 16 days by using a linear regression model to predict battery capacity at the 1,000th cycle based on 100 cycles. Overall, more reliable methods are mandatory to ensure accuracy, especially when dealing with new materials or techniques. However, despite multiple optimization algorithms targeted at expensive objective functions (including the aforementioned gradient descent and Bayesian optimization and other model-based methods such as covariance matrix adaptation evolution strategy and self-directed online learning), it becomes a highly costly task to find the optimal parameters even if simplifications and approximations are made due to the complexity of batteries.

To shorten the computational time in simulation or to reduce cost and enable robots in experiments, we require powerful optimization algorithms specifically designed for batteries to address the long-charging cycle. A special property of battery-cycling optimization is that we evaluate the performance by cycling the battery for a given number of times. Data of the battery behavior, \( g(n) \) (such as capacity), is collected during cycling and can be written as a function of cycles, \( g(n) \), where \( n \) is the number of cycles. The score of the battery is defined on \( g \) and can be expressed as \( F(g(n)) \). For example, \( F \) could be the average capacity over the number of cycles or the difference between the model-predicted \( g(n) \) and the measured data (parameter fitting). Formally, the single-objective optimization problem can be formulated as

\[
\min_{x} f(x) = \min_{x} f(x; N) = \min_{x} F(g(n; x)).
\]  

(Equation 1)

where \( n = 1, 2, \ldots, N \) is the number of steps (steps can be cycles or time), \( f(x) \) represents an objective function to be minimized, \( \min f(x; N) \) emphasizes that the minimization is on a parameter vector \( x \) and is related to the total step \( N \), \( g \) is a function of \( n \) parameterized by \( x \), and \( F \) is a functional that calculates the score of the function \( g \). The objective is sometimes to maximize, which can be easily converted to minimize by considering the negative of the original objective. The inequality constraints are

\[
IC_i(x) \leq 0, \ i = 1, 2, \ldots.
\]

(Equation 2)

and the equality constraints are

\[
EC_j(x) = 0, \ j = 1, 2, \ldots.
\]

(Equation 3)

The constraints, in some cases, are expressed by functions of cycles like \( f(x; N) \).

Current methods directly optimize \( f(x; N) \) without making use of the intermediate information \( g \). Intuitively, one can monitor battery performance during cycling and stop unpromising batteries to make room for new ones. This idea is simple and could save a large amount of time, yet it introduces two fundamental questions: (1) how to determine whether a battery is promising or not. It is challenging even for an expert to make a decision, and now we need a systematic approach to automate decision-making by a computer. (2) How to use the mixed battery data. Some batteries are cycled until the end (\( n = N \)) so that we know the objective value \( f(x; N) \), and thus optimization tools can use the values to search for the optimal \( x \). However, many others are early stopped (\( n < N \)) so that the objective values \( f(x; N) \) (e.g., the capacity at \( N = 1,000 \) cycles) are unknown for the early-stopped batteries. These incomplete data cannot simply mix with those whose cycling is completed.

In this article, we address the above questions and report a battery-cycling optimization framework covering all of the following highly capable features:

- Able to deal with different types of parameters. Not all parameters are continuous in some cases. Our framework can optimize discrete (e.g., number of cells in a battery pack) and categorical (e.g., electrolyte type) parameters.
- Stop unpromising configurations during cycling. We do not need to cycle all batteries toward the end. Battery data \( g \) is measured gradually with cycles. Many batteries, for instance, with low capacity and severe degradation, can be determined to be unpromising during cycling even at the beginning. Thus, the algorithm automatically decides to stop unpromising batteries to make room for new configurations (e.g., new battery parameters) to cycle.
- Asynchronously parallel. Parallel algorithm allows multiple workers (e.g., central processing unit [CPU] cores in simulation or cycling channels in experiment) to cycle batteries at the same time. Asynchrony means each worker will be assigned a new job immediately after a job finishes, with no need to wait for other workers.
- Automatically provide new configurations for cycling based on a machine-learning model trained by all history data. Traditional machine-learning algorithms, such as regression, require parameter set \( x \) and objective \( f(x; N) \) to train a model to learn the input-output relation. If we stop cycling early, intermediate cycling performance \( g(n; x) \) cannot be used by traditional machine learning. Our framework enables using all data whether the batteries finish cycling or not.
- Flexible to integrate prior knowledge. For example, we know that the capacity of a battery is a monotonic
Figure 1. Schematics of the pruner and the sampler
(A) The proposed ASHA promotion scheme. Nine batteries are planned to cycle for up to 9 steps. At each rung, the pruner decides to promote the batteries to the next rung or discard them (stop cycling). The figure shows that only one third of the batteries are promoted at each rung. As a result, only one battery is cycled until the end.
(B) The proposed TPE sampler. In the top plot, the sampler sets a bar $y^*$ and categorizes the historical configurations into a good group (green circles) consisting of points $y < y^*$ and bad group (red plus signs) consisting of points $y \geq y^*$ or pruned ones.

Although the pruned one (blue cross) has a small objective based on intermediate results, it is classified as bad. In the bottom plot, two probability models quantify the probability distribution of the two groups. The $x$ value with high probability in the good group and low probability in the bad group serves as the new query point.

We test the algorithm in parameter-fitting problems for a battery calendar-aging model since we believe parameter fitting is a good candidate to visualize the optimization performance. In other words, the objective function in the optimization problem measures the difference between the measured data and the output of the battery model.

The experimental data, towards which we fit our calendar-aging model, were from lithium-ion pouch cells with graphite and NMC622 electrodes stored at different temperatures and states of charge (SOCs). Four combinations of temperature and SOCs were included: 25°C 10%, 45°C 70%, 60°C 70%, and 25°C 70%. The capacity of fresh cells was measured before aging, and then the remaining capacity was measured every 30 days for a total of 480 days. In total, the experiment obtained 4 fresh-cell-capacity values and 64 degraded-capacity values. The retention rate was obtained from the raw data, as shown in Figure S1. A detailed description of this experimental dataset is presented in the supplemental information.

As for the calendar-aging model, we built a P2D model with considering three side reactions: SEI formation, solvent oxidation, and transition-metal dissolution. The parameters...
and their ranges are shown in Table 1. The details of the degradation model are presented in the supplemental information. Other physical parameters used in the model are fixed, as shown in Table S1.

In our setting, SEI formation will always be included, while the other two reactions are optional and up to the algorithm. Our goal is to find the optimal parameters for the model to match the 64 retention rates (the ratio of degraded capacity to fresh-cell capacity). The objective function penalizes the number of parameters. The objective function penalizes the number of parameters by using the standard error of estimate (SEE):

$$f(x) = \sqrt{\frac{1}{N-k-1} \sum_{n=1}^{N} [g(n; x) - g_0(n)]^2}, \quad \text{(Equation 4)}$$

where $k$ is the number of fitting parameters; the capacity of aged cell is normalized by fresh-cell capacity, thus $g(n; x)$ and $g_0(n)$ denote the retention rate from model output and experimental results, respectively; and $N = 64$ is the total number of retention-rate data points measured by the experiment, which is also the number of steps to fit the model. Roughly, SEE is the average difference between the predicted retention rates and the experimental data. Since the retention rate is in the range of $[0, 1]$ and typically close to 1, an SEE value less than 0.01 may be used to indicate that a reasonable fitting is achieved.

To calculate $f(x)$, the degradation at four combinations of temperature and SOCs needs to be computed; each of the combinations needs to calculate the capacity of the fresh-cell- and another 16 degraded-capacity values to fit to experiment data. There is a slight difference between calculating fresh-cell capacity and degraded capacity because the latter also needs to simulate storage, but we ignore this difference when discussing the computation time later since storage simulation takes much less time than simulating capacity measurement. Overall, there are 64 fitting steps or 68 calculation steps. Due to the complexity of the P2D model, each evaluation of $f(x)$ takes about 9 h on our personal computer (CPU: AMD 5950X).

### Case 1: Application on simulated data and validation

We first use preset parameters to generate capacity curves from the degradation model and fit the degradation model to the artificially generated data. The preset values (i.e., true parameter values) are presented in Table 1. The fitting error should approach zero when the optimization budget is unlimited. To test whether a feasible solution can be obtained with limited computation, we use a relatively aggressive pruner, ASHA, with minimum step set as 1, namely, a trial battery may be stopped after fitting 1 data point rather than all 64 points. To initialize the algorithm, 20 trials are randomly sampled with 20 sets of parameters. A computation budget of 300 trials is set for each optimization, namely, the algorithm can explore 300 configurations at maximum (although some trials are not complete due to pruning). We use 5 workers and 2 CPU cores per worker to perform asynchronously parallel computations. The optimization is repeated 15 times to get the statistics of the optimization process.

Figure 2 shows the results of the parameter fitting. The simulation data, toward which we fit our model, are plotted as dots in Figure 2A. The optimal fitting curves match perfectly with a small fitting error (SEE = 0.08%). The parameters of the curves, presented in Table 1, are close to our preset values. The query points during this optimization process are plotted in Figure 2B. The size of the parameter space changes because the number of side reactions is automatically selected by the algorithm. Here, we only plot three parameters that appear in all trials, namely, the parameters for SEI formation. These three parameters are normalized by

$$k_{SEI} \leftarrow \log(k_{SEI} / \min(k_{SEI})) / \log(\max(k_{SEI}) / \min(k_{SEI})), \quad \text{(Equation 5)}$$

$$\lambda_{SEI} \leftarrow \log(\lambda_{SEI} / \min(\lambda_{SEI})) / \log(\max(\lambda_{SEI}) / \min(\lambda_{SEI})), \quad \text{and} \quad \text{(Equation 6)}$$

$$E_{a, SEI} \leftarrow [E_{a, SEI} - \min(E_{a, SEI})] / [\max(E_{a, SEI}) - \min(E_{a, SEI})]. \quad \text{(Equation 7)}$$

so that they are all in the range of $[0, 1]$. The colors of the spheres or circles reflect the side reactions included in the corresponding trials. The size of the spheres or circles denotes the order of appearance, i.e., large sizes mean that they are sampled at the later stage of optimization. We can see that the sampled points
Figure 2. Results of fitting the degradation model to simulation data in case 1
(A) Artificially simulated data (dots) and optimal fitting results (curves).
(B) Scattering of the three parameters during the optimization process whose final degradation curves are presented in (A). The three parameters are rescaled to 0–1 in the plot. The left figure plots the points in a three-dimensional space, and the right figure projects the points onto planes. The spheres and circles are resized according to the order of appearance in optimization, with the smallest one being the first trial and the largest one being the last (300th) trial. The colors represent the side reactions chosen by the algorithm.
(C) SEE (the objective value of optimization) versus number of trials. Mean and standard deviation are calculated by 15 repeated optimizations, and best denotes the one out of 15 optimizations that produced the optimal parameter, i.e., with minimum SEE after 300 trials, whose degradation curves are presented in (A).
(D) The ratio of trials at three statuses versus the number of fitting steps. Running means the jobs are running, automatic means jobs have been stopped by the algorithm, and failed means jobs have reported errors when solving for degradation curves of the corresponding parameter set. On average, 11% of trials can be calculated until the end, and others are mostly stopped automatically by the algorithm.

(E) SEE (the objective value of optimization) versus number of calculation steps and accumulated hours. Each complete trial consists of 68 calculation steps (64 for fitting data points and 4 calculations to calculate fresh-cell capacity); each calculation step takes 8 min. TPE + ASHA is our proposed method, TPE denotes the method only using the sampler without early stopping, BO + EI indicates Bayesian optimization with expected improvement acquisition function. In BO + EI, the algorithm uses all three side reactions listed in Table 1 instead of automatically selecting side reactions, namely, it solves a simpler problem than the other two. TPE + ASHA was repeated 15 times, and TPE and BO + EI were repeated 3 times. The curves denote the mean, and the shadows denote the standard deviation. The real time is roughly 1/5 of the accumulated time due to parallelization.) If we assume SEE = 0.015 to be the end of optimization, the proposed scheme reduces the computation time from over 12 days (TPE or BO + EI) to 3 days. Time savings will be more prominent with stricter SEE requirements.

Case 2: Application on experiment data
In the previous example, we used artificially generated data to show that the algorithm can find the optimum efficiently. In this example, we demonstrate a real application by leveraging our algorithm to fit the parameters of the degradation model to the experimental data. Different from the previous case, the minimum of the fitting error is unknown. Hyperband is used to allow the algorithm to be less aggressive. Since we expect a reasonably low fitting error, we set a manual rule to prune a trial if the absolute difference between the predicted retention rate and the data is greater than 0.1 at any point. Other settings are the same as the previous case, i.e., 20 initialization trials, 300 maximum trial budget, 5 workers, and 15 repeated optimizations.

Figure 3 shows the results. The experimental data are plotted as dots in Figure 3A. The optimal fitting curves have a good fit with the experiment (SEE = 0.53%). The parameters outputted by the algorithm are shown in Table 1. It can be observed that the algorithm only chooses SEI formation as the side reaction to account for degradation. Figure 3B shows the statistics of 15 optimizations. The mean SSE is only about 0.65%. In Figure 3C, the average ratios of statuses are presented. Only approximately equivalent to 52.9 complete trials. We compare our proposed method (TPE + ASHA) with two baseline methods, as shown in Figure 2E. One method only uses TPE, namely, all trials are calculated until the end without early stopping. We also compare our method with a popular parameter optimization algorithm, Bayesian optimization with expected improvement as the acquisition function (BO + EI). All three algorithms use 5 workers in parallel. BO is implemented via BoTorch. Since it does not support conditional parameters, BO always includes all three side reactions, different from TPE + ASHA and TPE, which choose side reactions automatically. This means that BO solves a simpler problem than the other two, which might be the reason that BO performs better than TPE. Our proposed TPE + ASHA method gives the best performance and shows much faster optimization. The accumulated time is estimated by the number of calculation steps times 8 min per step. (Note that the accumulated time is the total amount of time for calculation. The real time is roughly 1/5 of the accumulated time due to parallelization.) If we assume SEE = 0.015 to be the end of optimization, the proposed scheme reduces the computation time from over 12 days (TPE or BO + EI) to 3 days. Time savings will be more prominent with stricter SEE requirements.
The degradation of battery cycling can be optimized by using ASHA (pseudocode in Figure 4) with Hyperband as the pruner and TPE as the sampler. In our demonstration of the calendar-aging parameter-fitting problems, the framework shows excellent performance. It should be noted that while calendar aging is used as an example, the approach can address various complicated cycling problems. This framework can be used for optimization in both simulations and experiments.

There is a trade-off between exploration (conservative pruning) and exploitation (aggressive pruning). Aggressive pruning may be used, for instance, when there is a strong correlation between early and late performance or when we want to obtain a solution quickly without the need of a precise global optimum. On the other hand, if we deal with a problem where initial cell performance reveals little about the final objective performance, a conservative strategy with less or no pruning is necessary. The detailed settings of the framework, such as the hyperparameters, can be adjusted for trade-off between exploration and exploitation based on the problems. For the pruner, we used Hyperband to loop over early-stopping rates to reduce possible pruning mistakes, yet a fixed early-stopping rate will certainly be faster if our domain knowledge gives us confidence in an aggressive strategy. In contrast, if we know that the relation between early-stage performance and final performance is weak, we can force the algorithm to make decisions after more simulation or experimental steps to be conservative. For the sampler, we used TPE, which is versatile and capable to deal with high-dimensional design space, but it may be too aggressive to reach the global optimum. Other sampler algorithms, such as covariance matrix adaptation evolution strategy, BO, and reinforcement learning can be attempted as well.

Further work includes embedding battery-specific information into the framework. For example, the current pruner only considers the objective values without trends. Prediction models can be incorporated into the framework.

**DISCUSSION**

It is challenging to optimize the parameters of battery cycling in experiments or physics-based simulations. In this article, we introduced a generic framework suitable for battery-cycling optimization. It consists of a pruner and a sampler. We developed the approach of using ASHA (pseudocode in Figure 4) with Hyperband as the pruner and TPE as the sampler. In our demonstration of the calendar-aging parameter-fitting problems, the framework shows excellent performance. It should be noted that while calendar aging is used as an example, the approach can address various complicated cycling problems. This framework can be used for optimization in both simulations and experiments.

There is a trade-off between exploration (conservative pruning) and exploitation (aggressive pruning). Aggressive pruning may be used, for instance, when there is a strong correlation between early and late performance or when we want to obtain a solution quickly without the need of a precise global optimum. On the other hand, if we deal with a problem where initial cell performance reveals little about the final objective performance, a conservative strategy with less or no pruning is necessary. The detailed settings of the framework, such as the hyperparameters, can be adjusted for trade-off between exploration and exploitation based on the problems. For the pruner, we used Hyperband to loop over early-stopping rates to reduce possible pruning mistakes, yet a fixed early-stopping rate will certainly be faster if our domain knowledge gives us confidence in an aggressive strategy. In contrast, if we know that the relation between early-stage performance and final performance is weak, we can force the algorithm to make decisions after more simulation or experimental steps to be conservative. For the sampler, we used TPE, which is versatile and capable to deal with high-dimensional design space, but it may be too aggressive to reach the global optimum. Other sampler algorithms, such as covariance matrix adaptation evolution strategy, BO, and reinforcement learning can be attempted as well.

Further work includes embedding battery-specific information into the framework. For example, the current pruner only considers the objective values without trends. Prediction models can be incorporated into the framework.

**EXPERIMENTAL PROCEDURES**

**Resource availability**

**Lead contact**

Further information and requests for resources and reagents should be directed to and will be fulfilled by the lead contact, Wei Lu (weiilu@umich.edu).

**Data and code availability**

Optimization algorithms are implemented by Python with Optuna and BoTorch packages. The P2D model was solved by COMSOL Multiphysics automated by MATLAB. All data and code used in this paper are deposited at Zenodo (http://doi.org/10.5281/zenodo.6549835) and GitHub (https://github.com/deng-cy/cycle_opt).

**ASHA** is an extension of Successive Halving Algorithm (SHA). Their principles are the same: keep a percentage of top candidates surviving. The pseudocode of ASHA is shown in Figure 4.

Inputs of ASHA are battery parameter vector $\mathbf{x}$, maximum number of steps $N$, and some hyperparameters of the algorithm. Generally speaking, considering the cost of communication between cycler and the computer operating the optimization framework, we run each step $n$ for every one or more cycles. In our two cases, each step corresponds to the prediction of a retention rate, which requires the simulation of a $30$-day storage and measurement procedure. The algorithm will not decide early stopping at every step; instead, only certain steps are decisive and called rung. At each rung, a portion (top 1/2) of the batteries are promoted to next rung, i.e., allowed to continue cycling. From our experience, much of the battery information will be revealed at initial stages, thus the intervals between rungs are distributed exponentially, as shown in Figure 1. While the number of steps increases between rungs, the number of cycling batteries decreases, so the total budget roughly remains the same.
Input: configuration $x$, maximum number of steps $N$, minimum step $r$, reduction factor $\eta$, minimum early-stopping rate $s$
Output: total number of finished steps $N'$, objective function $f(x; N')$

for $n = 1, 2, \ldots, N$ do
  Calculate $g(n; x)$ // cycle battery to obtain new data
  if error // any fatal problem during cycling, for example, the battery is dead or constraints are not met
    return $n - 1, f(x; n - 1)$ // return the results of previous step
  end if
  $f(x; n) \leftarrow F(g(n; x))$ // calculate the objective function
  $S(n) \leftarrow S(n - 1) \cup f(x; n)$ // store the value in the set
  $rung \leftarrow \max \left\{ 0, \left\lfloor \log_{\eta} \left( \frac{n}{r} \right) \right\rfloor \right\} - s$ // calculate rung number, $\lfloor \cdot \rfloor$ is the floor function to return greatest integer less than or equal to the input
  if $n = rung \times rung$ // if it is this step to decide whether to stop cycling
    $S_{top} \leftarrow \text{top}_k(S(n), |S(n)|/\eta)$ // obtain best $(|S(n)|/\eta)$ values from $S(n)$, $|S|$ denotes the number of elements in the set $S$
    if $f(x; n) \in S_{top}$ // not the top values
      return $n, f(x; n)$
    end if
  end if
end for
return $N, f(x; N)$

In our demonstration, the algorithm is implemented asynchronously, i.e., a decision will be made based on existing records, even when some configurations are not finished. Therefore, there will be some incorrect promotions to cause actual promotion rates slightly higher than 1/\eta. We also want to note that it is possible that some previously stopped configurations fall within top ranks later. Then, we can opt to resume cycling these batteries. A drawback of this option is the hassle to store all data, thus such rejuvenation was not implemented in our examples for the sake of memory.

Hyperband
Hyperband\(^4\) tries to resolve the issue about how early we can stop cycling by exploring the early-stopping rate $s$ in ASHA. The hyperparameter $s$ indicates the average amount of budget we spend per configuration. Intuitively, we want to allocate more resources to distinguish two configurations if they have either high uncertainty or close objective functions. If we have the knowledge about the cycling curves, we can manually choose the optimal $s$. However, the characteristic of curves is up to the task, which makes things challenging and complicated.\(^25\) Unfortunately, in most cases, including our examples, we do not have the available information a priori, thus we have to try different early-stopping rates $s = \{s_{\text{max}}, s_{\text{max}} - 1, \ldots, 0\}$, where $s_{\text{max}} = \left\lfloor \log_{\eta} N \right\rfloor$ and $\lfloor \cdot \rfloor$ denotes the floor function that returns the greatest integer less than or equal to the input. It starts from the most aggressive scheme to maximize exploration and ends with all configurations fully cycled.

TPE
The job of a sampler is to point out a new potential optimum according to the query history $\{(x^0, y^0), (x^1, y^1), (x^2, y^2), \ldots, (x^{m_0}, y^{m_0})\}$, where $y^{(i)} = f(x^{(i)})$. This type of problem is often solved by sequential model-based optimization (SMBO)\(^10\) when the objective function is expensive to evaluate. BO is a subfield of SMBO where the models describe the probability distribution of an objective in unknown space. A strategy in BO is to evaluate points with their EI. For a minimization problem, EI is defined as

$$EI_y(x) = \int_{y^1}^{y^*} (y^* - y)p(y|x)dy. \quad \text{(Equation 8)}$$

where $y^*$ is a benchmark value, for instance, the current optimum $\min y^{(i)}$. Note that many BO algorithms choose to model $p(y|x)$, yet TPE models $p(x|y)$ by defining

$$p(x|y) = \begin{cases} f(x), & \text{if } y < y^* \\ k(x), & \text{if } y \geq y^*. \end{cases} \quad \text{(Equation 9)}$$

where $y^*$ is set to be some quantile $\gamma$ of the observed $y$ values, namely, $p(y < y^*) = \gamma, f(x)$ is the density formed by fitting observations $\{(x^i, y^i)\}$ whose objective functions are lower than $y^*$ to Gaussian mixture models,\(^10\) and $k(x)$ is the density formed by the rest of the observations.

Using Bayes’ rule, Equation (8) becomes

$$EI_y(x) = \int_{y^1}^{y^*} (y^* - y)p(x|y)p(y)dy. \quad \text{(Equation 10)}$$

Considering

$$p(x) = \int_{y^1}^{\infty} p(x|y)p(y)dy = \gamma f(x) + (1 - \gamma)k(x) \quad \text{(Equation 11)}$$

and

$$\int_{y^1}^{y^*} (y^* - y)p(x|y)p(y)dy = l(x) \int_{y^1}^{y^*} (y^* - y)p(y)dy. \quad \text{(Equation 12)}$$

we have

$$EI_y(x) = l(x) \int_{y^1}^{y^*} (y^* - y)p(y)dy \left\lfloor \frac{\gamma f(x) + (1 - \gamma)k(x)}{l(x)} \right\rfloor. \quad \text{(Equation 13)}$$

To maximize $EI$ over $x$, we minimize $k(x)/l(x)$, i.e., choosing points $x$ with high probability under $l(x)$ and low probability under $k(x)$.

We could see from previous derivations that the relative rank of $y^{(i)}$ from query history matters rather than the absolute value. This property provides us with an advantage to deal with pruned (early stopped) batteries. Note that it is not correct to simply add information of pruned configurations to query history like those completed ones. Pruned batteries, anticipated to perform poorly at the end, may outperform completed ones since the former are only cycled for a small number of times. One way is to ignore all pruned configurations, but this wastes cycling information. Thus, we choose to force pruned configurations within $k(x)$ when categorizing in Equation (8).
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