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Abstract

The article reviews the physics of Anderson localization on random regular graphs (RRG) and its connections to many-body localization (MBL) in disordered interacting systems. Properties of eigenstate and energy level correlations in delocalized and localized phases, as well at criticality, are discussed. In the many-body part, models with short-range and power-law interactions are considered, as well as the quantum-dot model representing the limit of the “most long-range” interaction. Central themes—which are common to the RRG and MBL problems—include ergodicity of the delocalized phase, localized character of the critical point, strong finite-size effects, and fractal scaling of eigenstate correlations in the localized phase.
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1. Introduction

More than sixty years ago, the celebrated Anderson’s paper [1] marked a discovery of Anderson localization, which has greatly influenced the development of the condensed matter physics since then. Transport and localization properties of quantum particles subjected to a random potential or other types of disorder have been systematically explored. It was found that transitions between localized and delocalized phases—known as Anderson transitions—show a remarkably rich physics depending on spatial dimensionality, symmetries, and topologies [2].

More recently, the physics of the many-body localization (MBL) in disordered interacting systems [3, 4] attracted a great deal of research attention. The MBL addresses localization or delocalization in highly excited states of interacting many-body systems (i.e., states with a finite energy density). One can thus consider the MBL as a generalization of Anderson localization from single-particle to many-body setting. We refer the reader to Refs. [5, 6, 7, 8] for recent reviews on various aspects of the MBL.

The extension from a non-interacting to an interacting problem strongly complicates the theoretical investigation—analytical as well as computational. On the analytical side, the approaches to the MBL transition in Refs. [3, 4] (and in the later closely related paper [9]) were based on the analysis of the corresponding perturbative expansion. Later, it was shown that matrix elements of Hartree-Fock type (which were discarded in Refs. [3, 4]) essentially enhance delocalization and parametrically shift the transition point as given by the perturbative analysis, due to the effect of spectral diffusion [10]. The schemes based on the analysis of the perturbation theory do not
include, however, effects related to exponentially rare regions of anomalously high or anomalously weak disorder. As was understood in recent years [11, 12], such regions may likely play an important role for the scaling of the MBL transition and the corresponding critical behavior in the thermodynamic limit of a large system. Based on these ideas, several phenomenological renormalization-group schemes have been proposed [13, 14] that were argued to describe the scaling at the MBL transition.

On the computational side, exact diagonalization (ED) studies are restricted to systems with \( \approx 20 \) qubit-like binary degrees of freedom (spins, orbitals of fermions or hard-core bosons, Josephson qubits, etc), with the corresponding Hilbert-space size being \( \sim 2^{20} \sim 10^6 \). While numerical simulations on systems of this size do provide a clear evidence of the MBL transition [15, 16], the corresponding finite-size scaling analysis yields exponents that are inconsistent with the Harris criterion. This is a clear indication of the fact that the system sizes that are accessible by the ED are way too small for the purpose of observing the ultimate large-system critical behavior. Indeed, it has been estimated that this requires spin chains of the length \( L \gtrsim 50 – 100 \) [17, 18, 19]. Quantum dynamics around the MBL transition in systems of this size can be studied by means of numerical approaches based on matrix product states, and the results are indeed in general agreement with analytical expectations [20, 21, 22, 23]. These simulations can, however, only probe the dynamics at moderately long time scales.

Since a controllable analytical treatment of the MBL problem is notoriously difficult (and still remains a big challenge for future work), simplified models that are amenable to such a treatment are highly useful. The Anderson localization problem on random regular graphs (RRG) serves as such a toy-model of the MBL problem.

An RRG is a finite-size graph that has locally the structure of a tree with a fixed coordination number \( m + 1 \) but—contrary to a finite tree—does not have boundary. This means that an RRG does have loops but this loops are of large scale. The structure of an RRG mimics that of a graph induced by a Hamiltonian of an interacting many-body system in the corresponding Hilbert space. Specifically, basis states of a many-body system chosen as eigenstates of the non-interacting part of the Hamiltonian (which can be straightforwardly diagonalized) correspond to vertices of the RRG, while interaction-induced couplings between them correspond to links of an RRG. The idea of a connection between a many-body problem and localization on a tree (a Bethe lattice) was put forward in Ref. [24] where decay of a hot quasiparticle in a quantum dot (at zero temperature) was addressed. As was shown by later work, tree-like graphs can be viewed as approximately modelling the Hilbert-space structure of a finite many-body system in a much more general context. Also, it has been understood that the appropriate finite graphs are not really trees (i.e. not finite portions of a Bethe lattice) but rather RRG. The essential difference between finite Anderson localization on Bethe lattices and RRG has been demonstrated in Refs. [25, 26]; we will only consider RRG in this review, in view of their connection to the MBL problem.

As a first indication of an analogy between the RRG and MBL models, one can inspect the size of the Hilbert space. For a spin chain of length \( L \) (a paradigmatic MBL-type system), the Hilbert-space size scales with the length as \( 2^L \). The RRG model has the same property of an exponential growth of the Hilbert-space volume \( N \) with the “linear size” \( L \) (the distance between the most distant sites on the RRG lattice), \( N \sim m^L \). Another key property—which is related to the exponential growth of the lattice—is the suppression of small-scale loops, i.e. the locally tree-like character of the graph. A similarity between the interaction-induced structure in the Hilbert space of a many-body problem and the RRG structure has recently triggered a surge of interest in Anderson localization on RRG [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39].
It is fair to say that by now we have a rather complete understanding of key properties of this model, including the position of the thermodynamic-limit transition point $W_c$, values of critical exponents and of various observables characterizing properties of eigenstates and energy levels.

Of course, the RRG model is distinct from a genuine many-body problem. Specifically, the RRG model discards correlations between matrix elements in the Hilbert space of the many-body problem, thus representing its “simplified version”. Existence of such correlations is clear from the fact that the number of independent parameters in a many-body Hamiltonian is much smaller than the number of non-zero matrix elements. Nevertheless, there are remarkable analogies between the localization transitions in the RRG model and in genuine MBL models, which show up in a variety of key physical properties. In particular, the most salient qualitative properties of the Anderson-localization transition on RRG include:

(i) the critical point of the Anderson transition has a localized character,

(ii) there are strong finite-size effects which manifest themselves in a drift of the apparent transition point towards stronger disorder with increasing system size,

(iii) the Hilbert-space “correlation volume” increases exponentially when the localization transition is approached,

(iv) the delocalized phase is ergodic (which means the Wigner-Dyson (WD) level statistics, the $1/N$ asymptotic scaling of the inverse participation ratio and further associated properties).

These properties of the RRG model have been proven analytically [36] (see also Refs. [40, 41, 42] where a related model of sparse random matrices (SRM) was investigated) and also verified numerically [29, 30, 31, 36, 34]. Analytical arguments and numerical simulations for the MBL models lead to analogous conclusions. (The analytical arguments in the case of MBL are, however, less rigorous than for RRG, as was pointed out above.) There are thus strong connections between the RRG and MBL problems. These connections become even closer for models with long-range interaction (decaying sufficiently slowly as a power-law of distance), for which rare regions do not play any essential role, see Ref. [43].

In this review article, we first overview recent advances on the Anderson model on RRG (Sec. 2), and then discuss its connections with MBL-type problems (Sec. 3). In the many-body part of the review, models with short-range and with long-range (power-law) interactions are considered (including the quantum-dot model, which is the limiting case of the “most long-range” interaction).

2. Anderson localization on Random Regular Graphs

We study non-interacting spinless fermions hopping over RRG with connectivity $p = m + 1$ in a potential disorder,

$$\hat{H} = t \sum_{\langle i,j \rangle} (\hat{c}_i^\dagger \hat{c}_j + \hat{c}_j^\dagger \hat{c}_i) + \sum_{i=1}^{\infty} \epsilon_i \hat{c}_i^\dagger \hat{c}_i, \tag{1}$$

where the first sum runs over the nearest-neighbor sites of the RRG. The energies $\epsilon_i$ are independent random variables distributed uniformly on $[-W/2, W/2]$. The hopping $t$ can be set to be $t = 1$ without loss of generality, as will be done in the most of the article.
2.1. Field-theoretical description

Statistical properties of observables in this model can be expressed in terms of certain functional integrals, either in supersymmetric \[44, 40, 36\] or in the replicated version \[45, 46, 47\]. These approaches are equivalent for many purposes (see, for example, their comparison in Ref. \[48\] in a related context). On the other hand, the supersymmetric approach is preferential when properties of individual eigenstates or level statistics at the scale of level spacing is studied. In view of this, we will use the supersymmetric formulation in what follows.

The model defined by Eq. (1) has two sources of disorder: randomness in the structure of the underlying graph and fluctuations of on-site energies \(\epsilon_i\). Various disorder-averaged properties of a disordered system can be derived in terms of averaged products of Green functions. Such a derivation in the framework of the supersymmetric field theory was performed, with applications to the level statistics and to the scaling of the inverse participation ratio (IPR) in the SRM model, in Refs.\[40, 41\]. In general, averaged products of retarded and advanced Green functions (with energies \(E + \omega/2\) and \(E - \omega/2\), respectively) can be evaluated as superintegrals of the form\[44\]

\[
\int \prod_k [d\Phi_k] e^{-L_H(\Phi)} U(\Phi),
\]

where the preexponential factor \(U(\Phi)\) represents the quantity in question and

\[
[d\Phi_k] = dS^{(1)}_{k,1} d\chi^{*}_{k,1} dS^{(2)}_{k,1} d\chi^{*}_{k,2} dS^{(1)}_{k,2} d\chi^{*}_{k,2} d\chi_{k,2}
\]

is the supervector integration measure. Here \(S\) stay for real commuting and \(\chi\) for anticommuting variables. The action \(L_H(\Phi)\) is given by

\[
L_H(\Phi) = -\frac{i}{2} \sum_{i,j} \Phi_i^\dagger \hat{\Lambda} \left( E + \left( \frac{\omega}{2} + i\eta \right) \hat{\Lambda} \right) \delta_{ij} H_{ij} \Phi_j,
\]

where \(\eta > 0\) is an infinitesimal imaginary part of frequency. Further, \(\hat{\Lambda}\) is a diagonal supermatrix with the first four components (retarded sector) equal to +1 and the last four components (advanced sector) equal to -1.

To get the supersymmetric partition function of the RRG model \[36\], we perform the averaging of the weight \(e^{-L_H(\Phi)}\) over the distribution matrix elements of the Hamiltonian. We consider an ensemble of \(N \times N\) Hamiltonians with the following joint distribution of diagonal \(H_{ii}\) and off-diagonal \(H_{ij} = H_{ji} = A_{ij} t_{ij}\) matrix elements:

\[
\mathcal{P}(\{H_{ii}\}, \{A_{ij}\}, \{t_{ij}\}) = \prod_i \gamma(H_{ii}) \times \prod_{i<j} \left[ \left( 1 - \frac{p}{N} \right) \delta(A_{ij}) + \frac{p}{N} \delta(A_{ij} - 1) \right] \times \prod_i \delta \left( \sum_{j \neq i} A_{ij} - p \right) \prod_{i<j} h(t_{ij}).
\]

Here \(A_{ij}\) is the adjacency matrix, and the delta-function in the last line of Eq. (4) ensures that the coordination number of each vertex is \(p\). For the purpose of generality, we have included in Eq. (4) an arbitrary distribution \(h(t)\) of non-zero hopping matrix elements. For a RRG model
with fixed hoppings $t = 1$, we have $h(t) = \delta(t - 1)$. Finally, we decouple the integrations over variables $\Phi$, associated with different sites. This is done by means of a functional generalization of the Hubbard-Stratonovich transformation. As a result, we obtain the expression for physical observables in terms of an integral over functions $g(\Phi)$:

$$
\langle O \rangle = \int Dg \ U_O(g) e^{-N L(g)}. \tag{5}
$$

The integration $\int Dg$ runs over functions of a supervector $g(\Phi)$ with the action $N L(g)$ where

$$
L(g) = \frac{m + 1}{2} \int d\Psi d\Psi' g(\Psi) C(\Psi, \Psi') g(\Psi') + \ln \int d\Psi F_{g}^{(m+1)}(\Psi), \tag{6}
$$

with $m = p - 1$ and

$$
F_{g}^{(\epsilon)}(\Psi) = \exp \left\{ \frac{i}{2} E \Psi^\dagger \hat{\Lambda} \Psi + \frac{i}{2} \left( \frac{\omega}{2} + i \eta \right) \Psi^\dagger \Psi \right\} \tilde{\gamma}_{\epsilon} \frac{1}{2} \Psi^\dagger \hat{\Lambda} \Psi g_{0}(\Psi). \tag{7}
$$

Here the function $\tilde{\gamma}(z)$ is the Fourier transform of the distribution $\gamma(\epsilon)$ of on-site energies, $\tilde{\gamma}(z) = \int d\epsilon \ e^{-i \epsilon z} \gamma(\epsilon)$. Finally, $C(\Psi, \Psi')$ is a kernel of an integral operator inverse to that with the kernel $\tilde{h}(\Phi^\dagger \hat{\Lambda} \Psi)$, where $\tilde{h}(z)$ is the Fourier transform of the distribution $h(t)$ of hoppings; for an RRG model with fixed hoppings $t = 1$ we have $\tilde{h}(z) = e^{-iz}$.

Since the action is proportional to $N$, see Eq. (5), in the limit of large $N$ this theory can be treated via the saddle-point approximation. The saddle-point configuration $g_{0}(\Psi)$ of the action is determined by varying Eq. (6) with respect to $g$, which yields the equation

$$
g_{0}(\Psi) = \frac{\int d\Phi \ \tilde{h}(\Phi^\dagger \hat{\Lambda} \Psi) F_{g_{0}}^{(m)}(\Phi)}{\int d\Phi F_{g_{0}}^{(m+1)}(\Phi)}. \tag{8}
$$

This equation is equivalent to the self-consistency equation for the same model but defined on an infinite Bethe lattice. This property is a manifestation of the fact that, with probability unity, RRG has locally (in the vicinity of any of its sites) a structure of a tree with fixed connectivity $p$. [More formally, at large $N$ and $\kappa < 1/2$, a $1-o(1)$ portion of RRG nodes have their $\kappa \log_m N$-neighbourhood loopless.]

Due to supersymmetry, the denominator in Eq. (8) is thus equal to unity, so that the saddle-point equation reduces to

$$
g_{0}(\Psi) = \int d\Phi \ \tilde{h}(\Phi^\dagger \hat{\Lambda} \Psi) F_{g_{0}}^{(m)}(\Phi). \tag{9}
$$

Equation (9) is identical to the self-consistency equation describing the model on an infinite Bethe lattice, as derived within the supersymmetry formalism in Ref. [44]. For symmetry reasons, the saddle-point solution is a function of two invariants

$$
g_{0}(\Psi) = g_{0}(x, y); \quad x = \Psi^\dagger \Psi, \quad y = \Psi^\dagger \hat{\Lambda} \Psi \tag{10}
$$

and the Eq. (6) reduces to a non-linear integral equation for $g_{0}(x, y)$ (recall that for the model with non-random hoppings, as defined in Eq. (1), one has $\tilde{h}(z) = e^{-iz}$). For a purely imaginary
frequency ($\omega = 0$), the function $g_0(x, y)$ has an important physical interpretation\cite{44}. Specifically, it equals the Fourier-Laplace transform of the joint probability distribution $f^{(m)}(u', u'')$ of real and imaginary parts of local Green function,

$$g_0(x, y) = \int du' \int du'' f^{(m)}(u', u'')e^{i(u' x + u'' y)},$$  \hspace{1cm} (11)$$

where $G^{(m)}(0, 0; E) = \langle \langle 0 | (E - \mathcal{H} - i\eta)^{-1} | 0 \rangle = u' + iu''$ computed for a slightly modified lattice, with the site 0 having only $m$ neighbors. When rewritten in terms of $f^{(m)}(u', u'')$, Eq. (9) becomes the self-consistency equation of Abou-Chacra et al., Ref. \cite{49}.

A closely related object is the function $g_0^{(m+1)}(\Psi)$ which is expressed via $g_0(\Psi)$ as

$$g_0^{(m+1)}(\Psi) = \int d\Phi \tilde{h}(\Phi^\dagger \hat{\Lambda} \Psi)G^{(m+1)}(\Phi).$$  \hspace{1cm} (12)$$

The function $g_0^{(m+1)}(x, y)$ is the Fourier-Laplace transform of the joint probability distribution $f^{(m+1)}(u', u'')$ of real and imaginary parts of local Green function at any site of the undeformed Bethe lattice. The self-consistency equation, Eq. (9) can thus be presented in the form

$$G^{(m)} \overset{d}{=} \frac{1}{E - i\eta - \epsilon - \sum_{i=1}^{m} G_i^{(m)}},$$  \hspace{1cm} (13)$$

where the symbol $\overset{d}{=} \text{ denotes the equality in distribution (assuming } G_i^{(m)} \text{ to be independent copies of } G^{(m)}). \text{ The distribution of the local Green function } G^{(m+1)} \text{ on an original lattice can be recovered from an auxiliary relation }$

$$G^{(m+1)} \overset{d}{=} \frac{1}{E - i\eta - \epsilon - \sum_{i=1}^{m+1} G_i^{(m+1)}},$$  \hspace{1cm} (14)$$

The distributions of $G^{(m)}$ and $G^{(m+1)}$ are qualitatively very similar. Below we use a short notation $G \equiv G^{(m)}$. 

Figure 1: (a) The disorder-dependence of the largest eigenvalue $\lambda_{1/2}(W)$ of the operator $L_{1/2}$ in Eq. (15) in the vicinity of the transition point. The critical disorder is determined by $\lambda_{1/2} = 1/2$, which gives $W_c = 18.17 \pm 0.01$. (b) $N_\xi(M) = \exp(-\ln \text{Im } G)_{\mu}$ evaluated at pool size $M$ at $\eta = 10^{-15}$ for $W = 17$ (filled symbols) and $W = 19$ (empty symbols). For $W = 17$ (delocalized phase), $N_\xi(M)$ evolves from $\eta^{-1}$ (upper dashed line) to $N_\xi \equiv N_\xi(M \rightarrow \infty)$ (lower dashed line) which equals the true correlation volume. For $W = 19$ (localized phase) $N_\xi(M)$ remains constant of order $\eta^{-1}$ for all pool sizes. From Ref. [37].
2.2. Localization transition and critical behavior

Saddle-point evaluation of the functional integral in Eq. (5) provides an interesting perspective on the Anderson localization transition as a spontaneous symmetry breaking phenomenon. In the localized phase, the saddle point solution has the symmetry of the equation, \( g_0(x, y) = g_0(y) \). To be more precise, \( g_0(x, y) \) depends on the variable \( x \) only on the scale \( \sim \eta^{-1} \), due to the term with \( \eta \) in the action that breaks the symmetry explicitly. Thus, the integral (5) in the localized phase (as well as at the critical point) is determined by a contribution of a unique saddle point \( g_0 \).

In the delocalized phase, dependence on the variable \( x \) survives even in the limit of \( \omega, \eta \to 0 \). As a result, a manifold of saddle-points emerges, signifying spontaneous symmetry breaking with the function \( g_0(x, y) \) playing the role of an order parameter. In this situation, the integral (5) runs over the manifold of saddle points.

The approach to locating the transition point was first established in Ref. [49]; equivalent results were later obtained within the supersymmetry formalism in Ref. [44]. It amounts to evaluating the stability of the real solution to the self–consistency equation (obtained by setting \( \eta = 0 \) in Eq. (13)) with respect to introducing a small imaginary part. The stability (instability) of the real solution to such a perturbation implies that the system is in the localized (respectively, delocalized) phase. The critical disorder \( W_c \) marks the transition between these two types of behavior. The first step in computing \( W_c \) is thus to find a real (\( \eta = 0 \)) solution \( P_0(G) \) to the distributional Eq. (13). The criterion of its stability can then be expressed in terms of the largest eigenvalue of a certain integral operator, whose kernel can be written in terms of \( P_0(G) \). For \( m = 2 \) (more general form of the operator \( L_\beta \) can be found in Refs. [49, 44]):

\[
L_\beta(x, y) = \frac{|x|^{2\beta}}{y^2} \int d\epsilon \gamma(\epsilon) P_0(y^{-1} - x - \epsilon).
\]

The real solution is stable if and only if the largest eigenvalue \( \lambda_{1/2} \) of the operator \( L_{1/2} \) is smaller than \( 1/m \).

The largest eigenvalue \( \lambda_{1/2} \) as a function of disorder is shown in Fig. 1. Solving the equation \( m\lambda_{1/2}(W) = 1 \) (with \( m = 2 \)), we find

\[
W_c = 18.17 \pm 0.01.
\]

A very close value of \( W_c \) was found by a similar method in Ref. [50].

Let us now discuss the critical behavior in the delocalized phase. As has been already discussed above, the purely real solution of the self-consistency equation (\( \eta = 0 \)) is unstable to introduction of finite \( \eta \) in the delocalized phase where a non-trivial distribution \( P(\text{Re} G, \text{Im} G) \) emerges. It can be derived from the function \( g_0(x, y) \) which acquires dependence on the variable \( x \) on a scale \( x \sim N_\xi \). This scale diverges exponentially when \( W \) approaches the critical value \( W_c \) and has the meaning of the correlation volume which can be related to the correlation length \( \xi \):

\[
N_\xi \sim m^\xi.
\]

In order to evaluate the correlation volume numerically, Eq. (13) was solved in Ref. [37] via the pool method, also known as population dynamics (PD). In this approach, the distribution \( P(G) \) is represented by a large sample of random variables and Eq. (13) is iterated until convergence. The resulting sample of \( M \) variables is distributed (at \( M \to \infty \)) according to a desired distribution. The PD calculation is conducted at a finite (although large) pool size \( M \) and a finite (although small) imaginary part of the energy, \( \eta \). The resulting distribution can be characterized
by “effective correlation volume” $N_\xi(\eta, M)$ defined as the PD result for $\exp(-\ln \text{Im} G)$, where $\langle \ldots \rangle$ includes averaging over many iterations after the approximate convergence is reached. The correlation volume $N_\xi$ is given by the double limit

$$N_\xi = \lim_{\eta \to 0} \lim_{M \to \infty} N_\xi(\eta, M).$$

The role of the pool size, is illustrated by the Fig. 1b, where the dependence of $N_\xi(\eta, M)$ on $M$ for $W = 17$ and fixed $\eta = 10^{-15}$. This quantity evolves from $\eta^{-1}$ (characteristic for the localized phase) at small pool sizes $N_\xi(\eta, M)$ to the value $N_\xi(\eta, \infty)$ at large $M$. At sufficiently small $\eta$, such that $\eta \ll N_\xi^{-1}$, the behavior of $N_\xi(\eta, M)$ at large $M$ is essentially independent on $\eta$, illustrating the spontaneous symmetry breaking phenomena. This data should be contrasted to the ones for the localized side of the transition, exemplified by the results for $W = 19$, demonstrating the stability of the localized phase with respect to $\eta$.

Apart from studying the specific averages (such as correlation volume $N_\xi$), we can characterize the entire function $\mathcal{P}(G)$ and determine, in particular, the distribution of the LDOS $\rho = (1/\pi)\text{Im} G$. On the delocalized side close to the transition it is expected to be of the following form

$$\mathcal{P}(\rho) \sim N_\xi^{^{1/2}} \rho^{-3/2}, \quad N_\xi^{-1} < \rho < N_\xi;$$

outside of this range the probability is strongly suppressed. This behavior of $\mathcal{P}(\rho)$ is essentially the same as the one found in the $\sigma$ model on the Bethe lattice [51, 52]. Equation (19) can be derived via analysis of the symmetry-broken solution near the critical point in both Anderson [44] and $\sigma$-model [53, 54]. Main features of this solution are connected to properties of the largest eigenvalue $\lambda_\beta$ of the operator (15) via equation $m\lambda_\beta = 1$. For $W$ below (and close to) $W_c$, the solution is $\beta = 1/2 \pm i\sigma$, with $\sigma \sim (W_c - W)^{1/2}$. The real part $1/2$ of the exponent $\beta$ translates into the exponent $3/2$ in the LDOS distribution (19), while the imaginary part determines the scale $N_\xi \sim \exp(\pi/\sigma)$ which controls the range of validity of the power-law distribution (19). Thus, the critical behavior of the correlation volume reads

$$\ln N_\xi \sim (W_c - W)^{-1/2}.$$
According to Eqs. (20) and (17), the critical index of the correlation length on the delocalized side of the transition equals $\frac{1}{2}$:

$$\xi = \ln \frac{N}{m} \sim (W_c - W)^{\nu_{\text{del}}}; \quad \nu_{\text{del}} = \frac{1}{2}. \quad (21)$$

The disorder dependence of the correlation volume $N_\xi$ obtained according to Eq. (18) is shown in Fig. 2a. More specifically, we plot $\ln \ln N_\xi$ as a function of $\tau \equiv -\ln(1 - W/W_c)$. In this representation, we evaluate

$$\nu_{\text{del}}(\tau) = \frac{\partial \ln \ln N_\xi}{\partial \tau}, \quad (22)$$

and asymptotic value $\nu_{\text{del}}(\infty)$ yields the critical index $\nu_{\text{del}}$. The $\tau$ dependence of the slope $\nu_{\text{del}}(\tau)$ is shown in Fig. 2b. This figure demonstrates that $\nu_{\text{del}}(\tau)$ varies substantially in the range of $\tau$ corresponding to $W = 14 - 18$. At the same time, it does saturate for $\tau \to \infty$ (i.e., $W \to W_c$) at $\nu_{\text{del}} = 1/2$, in a perfect agreement with the analytical prediction Eq. (21). We can write a more precise equation, which includes a prefactor and subleading correction:

$$\frac{1}{\ln N_\xi} = c_1(W_c - W)^{1/2} + c_2(W_c - W)^{3/2}, \quad (23)$$

where $c_1 = 0.0313$ and $c_2 = 0.00369$. Equation (23) is valid with a good accuracy in the range $12 < W < W_c$. It is interesting to compare the numerical values for the critical disorder $W_c$, Eq. (16), and for the correlation volume, Eq. (23), with analytical results in the large-$m$ approximation. It turns out that it works quite well already for $m = 2$ [37], providing the following estimates: $W_c \approx 17.67$ and

$$\ln N_\xi \approx \pi \sqrt{\frac{2 \ln^{3/2}(W_c/2)}{3 \ln^{1/2}(W_c/2e) \sqrt{W_c - W}},}$$

which gives $c_1 \approx 0.0306$, reproducing a numerically exact value with amazing accuracy.

The relation between the system “volume” $N$ and the correlation volume $N_\xi$ plays a crucial role for properties of the system on the delocalized side of the transition, i.e., at $W$ smaller than (but sufficiently close to) $W_c$. For $N \ll N_\xi$ the system is critical, which means, to the first approximation, that it looks localized. In the opposite limit, $N \gg N_\xi$, the system becomes ergodic. We will demonstrate below how this crossover from the critical regime, $N \ll N_\xi$, to the asymptotic ergodic regime, $N \gg N_\xi$, manifests itself in key observables.

It is worth emphasizing once more that the critical point in the RRG model has the localized character. This means that, when the system is on the localized side of the transition, $W > W_c$, there is no qualitative change in the behavior of many observables of interest with increasing $N$. As an example, the IPR $P_2$ is of order unity for any $N$ for $W > W_c$—in stark contrast to a dramatic change of its behavior for $W < W_c$, from the critical regime $N \ll N_\xi$ to the ergodic regime $N \gg N_\xi$. In view of this, we put more emphasis on the discussion of the delocalized side, $W < W_c$ (including, of course, the critical regime), in this review. At the same time, there is also a very interesting physics in the localized phase. In particular, Sec. 2.5 below will address dynamical correlation of eigenstates in the localized phase, which are strongly enhanced when the system approaches the transition point. We also refer the reader to Ref. [38] where the behavior of other observables in the localized phase was considered.
2.3. Wavefunction correlations: Ergodic and critical regime

2.3.1. Inverse participation ratio

The simplest quantity characterizing the wavefunction statistics is ensemble-averaged IPR,

\[ P_2(W,N) = \left( \sum_{i=1}^{N} |\psi_i|^4 \right). \]  

(24)

The dependence of \( NP_2(W,N) \) on system-size for a set of disorder values as given by ED \cite{29} is shown in Fig. 3a. In the localized phase we have \( P_2 \sim 1 \), so that \( NP_2(W,N) \propto N \) at large \( N \), as the data for \( W = 25 \) show. For the delocalized side, analytical calculation in the framework of the theory sketched in Sec. 2.1 (see also Sec. 2.3.3 below) yields, for \( N \gg N_\xi \),

\[ P_2 \sim \frac{N_\xi}{N}, \quad N \gg N_\xi. \]  

(25)

In the opposite regime of \( N \ll N_\xi \), the system is critical, with the result

\[ P_2 \sim 1, \quad N \ll N_\xi. \]  

(26)

Thus, in the large-\( N \) limit—and more specifically, under the condition \( N \gg N_\xi \)—the product \( NP_2(W,N) \) saturates at an \( N \)-independent value \( C(W) \),

\[ C(W) = \lim_{N \to \infty} NP_2(N), \]  

(27)

which is manifestation of ergodicity. This behaviour is indeed supported by the data on the Fig. 3a, when the system is far from the transition, \( W \ll 11 \). The value of \( C(W) \) as provided by the theory of Sec. 2.1 can be calculated via the PD. As is discussed below, the results are in perfect agreement with those of ED. The value of \( C(W) \) increases with \( W \) approaching \( W_\xi \) as \( C(W) \sim N_\xi \), i.e., exponentially fast according to Eq. (20). Therefore, when \( W \) becomes
sufficiently close to $W_c$, the condition of ergodic regime, $N \gg N_\xi$, is not fulfilled any more even for the largest $N$ accessible via ED, so that the saturation of $NP^2(N)$ is not reached. This is indeed what is observed in Fig. 3a for $11 \lesssim W < W_c$.

The data of Fig. 3a can be interpreted via the “flowing fractal exponent”

$$\mu(W, N) = -\frac{\partial \ln P_2(W, N)}{\partial \ln N},$$

shown in Fig. 3b as a function of system size for a set of $W$. For moderate disorder, $W \lesssim 11$, the exponent $\mu$ saturates at the ergodic value $\mu = 1$ (which is equivalent to the saturation of $NP^2(N)$ in Fig. 3b). For stronger disorder (see Fig. 4), $11 \lesssim W < W_c$, we observe a non-monotonic behavior: $\mu$ first flows towards its value $\mu_c = 0$ at the Anderson-transition critical point. (The IPR is finite at the critical point on RRG, as in the localized phase, thus $\mu_c = 0$.) When the size $\log_2 N$ exceeds the correlation length $\xi(W)$ (see inset in Fig. 4), the flow turns towards the delocalized fixed point with the ergodic value of the exponent, $\mu = 1$.

Ergodicity of the delocalized phase on RRG (reached at $N \gg N_\xi$) has been also confirmed by numerical simulations in Refs. [30, 34].

2.3.2. Eigenfunction correlations: From finite $d$ to RRG.

Let us now turn to discussion of wavefunction correlations. It is instructive to recall first the corresponding results for Anderson problem on a cubic $d$-dimensional lattice. Indeed, the RRG model can be viewed, in a certain sense, as a $d \to \infty$ limit of the $d$-dimensional problem. This limit is, however, very singular. This is clear from comparing the volume as function of the linear size $L$: in $d$ dimensions its a power law $L^d$ and on RRG its an exponential function $m^L$. We discuss below how one can “guess” the RRG results on the basis of those for $d$ dimensions. After this, we will present the results derived directly for the RRG model, see Sections 2.3.3 and 2.3.4. We will see that the “educated guess” based on $d$ dimensional results is largely correct but misses some important subleading factors.

Correlation function of the same wavefunction at different spatial points is formally defined
as

\[ \alpha_E(r_1, r_2) = \Delta \left( \sum_k |\psi_k(r_1)|^2 |\psi_k(r_2)|^2 \delta(E - E_k) \right). \]  

(29)

Here \( \psi_k \) are eigenstates and \( E_k \) the corresponding energy levels, \( E \) is the energy at which the statistics is studied, \( \Delta = 1/\nu(E)N \) is the mean level spacing, and \( \nu(E) = N^{-1} \left( \text{Tr} \delta(E - \hat{H}) \right) \) is the density of states. For coinciding points, this correlation function reduces to the IPR,

\[ P_2 = \int d^d r \alpha_E(r, r) = L^d \alpha_E(r, r). \]  

(30)

At finite spatial separation \(|r_1 - r_2|\), a wavefunction in the delocalized phase near the Anderson transition in a \( d \)-dimensional system exhibits strong self-correlations up to the correlation length \( \xi \),

\[ L^{2d} \alpha_E(r_1, r_2) \sim (|r_1 - r_2|/ \min(L, \xi))^{2\xi}, \]  

(31)

for \(|r_1 - r_2| < \xi\). At the transition point (diverging \( \xi \)), the critical correlations (31) extend over the whole system. At finite but large \( \xi \) (in the vicinity of the transition point) the correlations remain critical as long as \( L \ll \xi \).

The correlation function, characterizing the overlap of different (close in energy) wavefunctions is defined as follows:

\[ \beta_E(r_1, r_2, \omega) = \Delta^2 R^{E^{-1}}(\omega) \left( \sum_k |\psi_k(r_1)| \psi_k(r_2)|^2 \delta(E - \omega/2 - E_k) \delta(E + \omega/2 - E_k) \right), \]  

(32)

where \( \omega \) is the energy difference between the states, and the level correlation function

\[ R(\omega) = \frac{1}{\nu(E)} \langle (E(\omega/2) - E(\omega/2)^2) \rangle \]  

(33)

is introduced. In finite \( d \) Anderson problem, the correlation function \( \beta_E(r_1, r_2, \omega) \) exhibits the scaling

\[ L^{2d} \beta_E(r_1, r_2, \omega) \sim (|r_1 - r_2|/ \min(L_w, \xi))^{2\xi}, \]  

(34)

for \(|r_1 - r_2| < \min(L_w, \xi)\). Here \( L_w \sim (\omega)^{-1/d} \) is the length scale associated with the frequency \( \omega \) (or, equivalently, with the time \( \sim \omega^{-1} \)) at criticality. The exponent \( \Delta_2 \) determines also the scaling of the diffusion propagator at criticality [33].

For the sake of brevity of notations, we will mainly omit below the subscript \( E \) indicating dependence of the correlation functions \( \alpha_E \) and \( \beta_E \) on energy around which the statistics is studied.

Let us now “translate” Eq. (31) to RRG. First, the factor \( L^d \) can be interpreted as the system volume and thus replaced on the RRG by the number of sites \( N \). Second, the multifractal exponent can be replaced by its large-\( d \) limit \( \Delta_2 \rightarrow -d \). Finally, the factors of the type \( r^d \), should be understood as counting the number of sites in a sphere of a radius \( r \) centered at a given site, and replaced by their RRG counterpart \( m^r \). As a result, we come to the following conjecture for the scaling of the same-wavefunction-correlator [31] on RRG:

\[ \alpha(r_1, r_2) \sim \begin{cases} 
N^2 m^{r_1 - r_2}, & \text{metallic, } r_{12} < \xi; \\
N^{-1} m^{r_1 - r_2}, & \text{critical.}
\end{cases} \]  

(35)
Here $r_{12}$ is the length of the shortest path between the two points $r_1$ and $r_2$ on RRG. The correlation function of two different eigenfunctions, Eq. (34), can be obtained in the same manner:

$$\beta(r_1, r_2, \omega) \sim \begin{cases} N^{-2} m^{r_{12}}, & \text{metallic, } r_{12} < \xi; \\ N^{-2} \omega^{-1} m^{-r_{12}}, & \text{critical}. \end{cases}$$

We turn now to the analytical derivation of the correlation functions on RRG as well as to their numerical investigation.

### 2.3.3. Eigenfunction correlations on RRG: Single wave function

The correlation functions introduced above can be evaluated for RRG using supersymmetric field theory, Sec. 2.1 [36]. Let us start with $\alpha(0)$, which in the delocalized phase (and at sufficiently large $N$) can be expressed in terms of the saddle-point solution:

$$\alpha(0) = \frac{12}{N^2} \frac{g_0^{(m+1)}}{\pi \nu^2}. \tag{37}$$

The coefficient $g_0^{(m+1)}$ in Eq. (37) has an important physical meaning. Since the function $g_0^{(m+1)}(x,y)$ is the Fourier-Laplace transform of the distribution of local Green functions on an infinite Bethe lattice (see discussion around Eq. (11)), $g_0^{(m+1)}$ is proportional to the average square of the local density of states $\nu(j) = -1/(\pi) \text{Im} G(j,j)$:

$$g_0^{(m+1)} = (\pi^2/4) (\nu^2)_{BL}. \tag{38}$$

The subscript “BL” here indicates that the average should be computed using the solution of the self-consistency equation that describes the model on an infinite Bethe lattice. Equation (37) can thus be written in the form

$$\alpha(0) = \frac{3}{N^2} \langle \nu^2 \rangle_{BL}. \tag{39}$$

Let us recall a relation between $\alpha(0)$ and the average IPR $P_2$

$$P_2 = N \alpha(0), \tag{40}$$

cf. the analogous formula [39] for a $d$-dimensional system. Equation (39) yields the ergodic ($\sim 1/N$) IPR scaling [25]. Furthermore, it provides an exact expression for the corresponding prefactor [denoted $C(W)$ in Eq. (27)] in terms of the Bethe-lattice correlation function (which can be calculated by PD),

$$C(W) = 3 \frac{\langle \nu^2 \rangle_{BL}}{\nu^2}. \tag{41}$$

Extending this analysis, one can calculate correlation functions $\alpha(r)$ and $\beta(r, \omega)$ on RRG. The results are expressed, in the limit of large $N$, in terms of averaged products of two Green functions on an infinite Bethe lattice. There are two such correlation functions:

$$K_1(r) = \langle G_R(i, j) G_A(j, i) \rangle_{BL} = \frac{1}{16} \langle \Psi_{i1}^{\dagger} \hat{K} \Psi_{i1}(\Psi_{j2}^{\dagger} \hat{K} \Psi_{j2}) \rangle_{BL}; \tag{42}$$

$$K_2(r) = \langle G_R(i, j) G_A(j, i) \rangle_{BL} = \frac{1}{16} \langle \Psi_{j1}^{\dagger} \hat{K} \Psi_{j1}(\Psi_{i2}^{\dagger} \hat{K} \Psi_{i2}) \rangle_{BL}. \tag{43}$$
These correlation functions (for $\omega = 0$ and $\eta \to 0$) have been computed in Ref. [44]. In the localized phase, $W > W_c$, the correlation functions $K_1(r)$ and $K_2(r)$ have $1/\eta$ singularity, are equal to each other, and decay with $r$ as

$$K_1(r) = K_2(r) \sim \frac{1}{\eta} m^{-\eta} e^{-r/\zeta} r^{-3/2}, \quad (44)$$

where $\zeta$ is the localization length. In the delocalized phase, $W < W_c$, close to the transition point, the result for the function $K_2(r)$ reads

$$K_2(r) \sim N_\xi m^{-\eta} r^{-3/2} \quad (45)$$

and

$$K_1(r) \simeq K_2(r) + K^{(d)}_1, \quad (46)$$

where $K^{(d)}_1 = |\langle G_R(j, j) \rangle|^2$ is disconnected part of $K_1(r)$.

The eigenfunction correlations on RRG are expressed [36], using the theory presented in Sec. 2.1, in terms of these correlation functions. In the localized phase, $W > W_c$, the result for the function $K_2(r)$ reads

$$K_2(r) \sim N_\xi m^{-\eta} r^{-3/2} \quad (45)$$

and

$$K_1(r) \simeq K_2(r) + K^{(d)}_1, \quad (46)$$

where $K^{(d)}_1 = |\langle G_R(j, j) \rangle|^2$ is disconnected part of $K_1(r)$.

The eigenfunction correlations on RRG are expressed [36], using the theory presented in Sec. 2.1, in terms of these correlation functions. In the localized phase, $W > W_c$, the result for the function $K_2(r)$ reads

$$K_2(r) \sim N_\xi m^{-\eta} r^{-3/2} \quad (45)$$

and

$$K_1(r) \simeq K_2(r) + K^{(d)}_1, \quad (46)$$

where $K^{(d)}_1 = |\langle G_R(j, j) \rangle|^2$ is disconnected part of $K_1(r)$.

The eigenfunction correlations on RRG are expressed [36], using the theory presented in Sec. 2.1, in terms of these correlation functions. In the localized phase, $W > W_c$, the result for the function $K_2(r)$ reads

$$K_2(r) \sim N_\xi m^{-\eta} r^{-3/2} \quad (45)$$

and

$$K_1(r) \simeq K_2(r) + K^{(d)}_1, \quad (46)$$

where $K^{(d)}_1 = |\langle G_R(j, j) \rangle|^2$ is disconnected part of $K_1(r)$.

The eigenfunction correlations on RRG are expressed [36], using the theory presented in Sec. 2.1, in terms of these correlation functions. In the localized phase, $W > W_c$, the result for the function $K_2(r)$ reads

$$K_2(r) \sim N_\xi m^{-\eta} r^{-3/2} \quad (45)$$

and

$$K_1(r) \simeq K_2(r) + K^{(d)}_1, \quad (46)$$

where $K^{(d)}_1 = |\langle G_R(j, j) \rangle|^2$ is disconnected part of $K_1(r)$.
of disorder the ratio \( W \) defined from \( \ln Nm' \alpha(r) \) via condition \( \ln N2\alpha(c)(r) \) = 0. Right: \( \alpha(r) \) at the critical point \( W = 18 \) as found by ED: \( Nm' \alpha(r) \) as a function of \( r \) on double-logarithmic scale. Blue solid line: \( e/r^{3/2} \), see Eq. (51). From Ref. [36].

Figure 5: Eigenfunction self-correlations \( \alpha(r) \) on RRG. Left: connected part \( N^2 \alpha(c)(r) = N^2 \alpha(r) - 1 \) for \( N = 2^{17} \) in the delocalized phase, for disorder values \( W = 8, 10, \) and 12. Dashed black lines: fit to \( \ln N2\alpha(c)(r) = -r \ln m - c_1^{(\alpha)} \ln(r + 1) - c_2^{(\alpha)} \), see Eq. (51). Star symbols: values of \( \alpha(0) \) derived from PD, Eq. (39). Inset: correlation length \( \xi(W) \) determined from \( \ln N^2 \alpha(c)(r) = 0 \). Right: \( \alpha(r) \) at the critical point \( W = 18 \) as found by ED: \( Nm' \alpha(r) \) as a function of \( r \) on double-logarithmic scale. Blue solid line: \( e/r^{3/2} \), see Eq. (51). This is fully confirmed by the ED results for three different system sizes, shown in the right panel of Fig. 5. The finite-size effects can be seen on this plot for \( r \) approaching the linear size of the graph \( \ln N/\ln m \).

The value of \( N^2 \alpha(0) = NP \) is in full agreement with the analytical prediction [39], [41], where the r.h.s. was evaluated by PD (shown by star symbols). While the agreement is perfect for \( W = 8 \) and \( W = 10 \), a small deviation for \( W = 12 \), which is fully expected since at this value of disorder the ratio \( N/N_c \) is not so large any more.

The dependence of \( \ln[N^2 \alpha(c)(r)] \) on \( r \) is approximately linear, in agreement with exponential decay, predicted by Eq. (51). The fits by \( \ln[N^2 \alpha(c)(r)] = -r \ln m - c_1^{(\alpha)} \ln(r + 1) - c_2^{(\alpha)} \), with \( c_1^{(\alpha)} \) as a free parameter, are shown on the left panel of Fig. 5 by dashed lines. The fitted values of \( c_1^{(\alpha)} \) are smaller than 3/2 but increase upon increase of \( \xi \), drifting in the direction of power–law exponent 3/2 (analytical expectation for \( \xi \to \infty \)). The values of the correlation length \( \xi \) defined via condition \( \ln[N^2 \alpha(c)(r)] = 0 \) are shown in the inset of Fig. 5 (left panel). They match the results for \( \xi(W) \) estimated from the analysis of the \( N \)-dependence of IPR, see inset to Fig. 4.

The \( r \)-dependence of \( \alpha(r) \) at the critical point is also in a very good agreement with the analytical prediction [49]. To demonstrate this, the right panel of Fig. 5 shows the product \( Nm' \alpha(r) \) as a function of \( r \). At criticality, \( \alpha(r) \) is predicted to behave as \( 1/N \) and the lines indeed almost collapse. With increasing \( N \), the finite-size corrections become less relevant and the curves approach the straight line with the slope 3/2, in agreement with Eq. (49).

2.3.4. Dynamical correlations of eigenfunctions on RRG

We now turn to the analysis of the correlation function \( \beta_E(r, \omega) \), defined by Eq. (52). This correlation function depends on the frequency \( \omega \), thus describing dynamical correlations.

To evaluate \( \beta_E(r, \omega) \) by using supersymmetric field theory, Sec. 2.1 [36], one first expresses it in terms of Green functions on RRG:

\[
\alpha_{ij}(E) \delta(\omega/\Delta) + \beta_{ij}(E, \omega) \tilde{R}(\omega) = \tilde{\lambda}^2 B_{ij}(E, \omega),
\]

where \( i \) and \( j \) are two cites on RRG separated by a distance \( r \),

\[
\tilde{R}(\omega) = R(\omega) - \delta(\omega/\Delta)
\]
is the non-singular part of the two-level correlation function \([33]\) and LDOS correlation function is introduced as follows

\[
B_{ij}(E, \omega) = \langle v_i(E - \omega/2)v_j(E + \omega/2) \rangle = \frac{1}{2\pi^2} \text{Re} \left[ \langle G_R(i, i, E + \frac{\omega}{2})G_A(j, j, E - \frac{\omega}{2}) - G_R(i, i, E + \omega)G_R(j, j, E - \omega) \rangle \right].
\]  
(54)

In the delocalized phase at \(N \gg N_\xi\), one finds \([36]\)

\[
B_{ij}(E, \omega) = R_{WD}(\omega) \frac{1}{2\pi^2} \text{Re} \left[ K_1(r, \omega) - \langle G_R(0) \rangle^2 \right],
\]  
(55)

where \(R_{WD}(\omega)\) is the WD level correlation function and

\[
K_1(r, \omega) = \langle G_R(i, i, E + \frac{\omega}{2})G_A(j, j, E - \frac{\omega}{2}) \rangle_{BL}.
\]  
(56)

which (for \(W < W_c\) and \(N \gg N_\xi\)) is given by its RMT form, \(R_{WD}(\omega)\). Thus, one finally gets in this regime

\[
\beta(r, \omega) = \frac{1}{2\pi^2 N^2} \text{Re} \left[ K_1(r, \omega) - \langle G_R(0) \rangle^2 \right].
\]  
(57)

Similarly to Eq. \([50]\), this equation expresses a correlation function of eigenfunctions on RRG with large \(N\) in terms of a correlation function defined on an infinite Bethe lattice (or, equivalently, via a self-consistency equation). In this review, we will focus on the correlation function \(\beta(r, \omega)\) at \(r = 0\), introducing the short notation \(\beta(0, \omega) \equiv \beta(\omega)\). For analytical and numerical study of \(r\)-dependence of \(\beta(r, \omega)\), see Ref. \([36]\).

To calculate \(\beta(\omega)\), as given in terms of infinite-Bethe lattice correlation function by Eqs. \([57]\), \([58]\), one can use self-consistency equations for the joint distribution function of two Green functions on different energies, \(u = G_R(i, i, E + \omega/2)\) and \(v = G_A(i, i, E - \omega/2)\), which provide a generalization of Eqs. \([13]\) and \([14]\) \([47][31][36]\):

\[
f^{(m)}(u, v) = \int d\epsilon \gamma(\epsilon) \int \prod_{r=1}^{m} du_r dv_r f^{(m)}(u_r, v_r) \times \left[ \frac{1}{E + \frac{\omega}{2} + i\eta - \epsilon - \sum_{r=1}^{m} v_r} \right]^m \left[ \frac{1}{E - \frac{\omega}{2} - i\eta - \epsilon - \sum_{r=1}^{m} u_r} \right]^m; \]  
(58)

\[
f^{(m+1)}(u, v) = \int d\epsilon \gamma(\epsilon) \int \prod_{r=1}^{m+1} du_r dv_r f^{(m)}(u_r, v_r) \times \left[ \frac{1}{E + \frac{\omega}{2} + i\eta - \epsilon - \sum_{r=1}^{m+1} v_r} \right]^{m+1} \left[ \frac{1}{E - \frac{\omega}{2} - i\eta - \epsilon - \sum_{r=1}^{m+1} u_r} \right]. \]  
(59)

Now we discuss application of the general formula \([57]\) to specific regimes. At criticality \((W = W_c\), or, more generally, \(N_\xi \gg N\)), performing in Eq. \([44]\) an analytical continuation to real frequency, \(\eta \to -i\omega/2\), and setting \(r = 0\), one gets

\[
K_1(r = 0, \omega) \sim \frac{1}{-i\omega}. \]  
(60)
According to Eq. (57), the term \(\delta_0(\omega)\) does not contribute to \(\beta(\omega)\). Thus, we need to evaluate corrections at criticality which are expected to be governed by inverse powers of \(\ln 1/\eta\):

\[
K_1(r = 0) \simeq \frac{\epsilon_1^{(K)}}{\eta} + \frac{\epsilon_2^{(K)}}{\eta \ln^2 1/\eta},
\]

(61)

The subleading factor in a form of a power–law of the logarithm of frequency is a natural counterpart of the subleading \(r^{-3/2}\) factor in the \(r\)-dependence, see Eq. (45). Equation (61) was verified in Ref. [36] by numerical solution of the self-consistency equation. The numerical value of the exponent \(z\) is \(z \simeq 1/2\). It seems likely that \(z = 1/2\) is in fact an exact value for this model; it remains to be seen how this can be derived analytically.

When an analytical continuation to real frequency, \(\eta \to -i \omega/2\), is performed in Eq. (61) and the result is substituted into Eq. (57), the first term in Eq. (61) drops and the following scaling of \(\beta(\omega)\) at criticality is found:

\[
\beta(\omega) \sim \frac{1}{N^2 \omega \ln^{z+1} 1/\omega}.
\]

(62)

The applicability of the critical scaling (62) is limited, on the side of small \(\omega\), by the finite size \(N\) of the system. In the limit \(\omega \to 0\) the correlation function is given by

\[
\beta(\omega \to 0) \sim 1/N.
\]

(63)

This can be shown by using the fact that \(\beta(\omega \to 0)\) is 1/3 in the delocalized phase at \(N \gg N_c\), see below. It follows that \(\beta(\omega \to 0)/\alpha(0) \sim 1\) by continuity also for \(N < N_c\). Using Eq. (49), we find Eq. (63). The critical scaling (62) matches the low-frequency value (63) at the scale

\[
\omega \sim \frac{1}{N \ln^{z+1} N},
\]

(64)

which is parametrically (by a logarithmic factor) smaller than the mean level spacing \(\Delta \sim 1/N\).

We consider now the behavior of \(\beta(\omega)\) in the delocalized phase, \(W < W_c\) and \(N \gg N_c\). In the small-frequency limit, a comparison of Eqs. (57) and (50) yields

\[
\beta(\omega \to 0) = \frac{1}{3} \alpha(0) \sim \frac{N_c}{N^2}.
\]

(65)

The factor 1/3 in Eq. (65) is the same as in the Gaussian ensemble of RMT. Its emergence here is one more manifestation of the ergodicity of the delocalized phase on RRG. The correlation function \(K_1(0, \omega)\) and hence \(\beta(\omega)\) remain nearly frequency independent for not too high frequencies before the system enters the critical regime, see Eq. (62). The crossover frequency \(\omega_c\) is determined by matching Eqs. (62) and (65); it is found as \(\omega_c \sim N_c^{-1}\) (up to a logarithmic factor).

Summarizing, the results for the dynamical correlation function \(\beta(\omega)\) in the delocalized phase read

\[
\beta(\omega) \sim \begin{cases} 
\frac{N_c}{N^2}, & \omega < \omega_c, \\
\frac{1}{N^2 \omega \ln^{z+1} 1/\omega}, & \omega > \omega_c.
\end{cases}
\]

(66)

These results largely confirm the expectation, Eq. (36), based on the \(d \to \infty\) extrapolation (up to an additional logarithmic frequency–dependent factor).
The numerical results for the correlation function $\beta(\omega)$ are shown in Fig. 6. In the left panel, the results for the delocalized phase are presented. Solid lines ($W = 8, 10, 12$) are obtained by ED. This plot also shows (by dashed line) results for $W = 13$ as obtained from Eqs. (57) and (58), with finite-$\omega$ correlations on an infinite Bethe lattice derived from the self-consistency equations (59), (58). These two types of numerical results are in a very good agreement between each other as well as with the analytical prediction Eq. (65). The fast decay of $p(t)$ at initial time crosses over to finite-size saturation at $p_{\alpha(0)} = N\alpha(0) - N_2/N$ (the dashed, dotted, and solid lines correspond to various system sizes ($N = 2^{15}, 2^{16},$ and $2^{17}$), respectively). Inset: comparison of $p(t)$ (solid, $W = 8$) to, classical diffusion over the infinite Bethe lattice, $p(t) = ap_0(Dt)$ (dashed). From Ref. [36].

2.3.5. Return probability

In this section, we consider spreading of a state, localized at $t = 0$ at a given site $j$ and evaluate probability $p(t)$ to find it at the same site at a later time $t > 0$. Formally, it is defined as follows:

$$p(t) = \left\{ \frac{1}{N} \sum_j |\langle j | e^{-itH} | j \rangle|^2 \right\},$$

(67)

where averaging over the initial site $j$ is performed. It is straightforward to express the Fourier transform of return probability $p(\omega)$ in terms of eigenstates correlations functions, defined in Eqs. (29) and (32):

$$p(\omega) = N\delta(\omega) \int dE \nu(E)\alpha_E(0) + N^2 \int dE \nu^2(E)R_E(\omega)\beta_E(\omega).$$

(68)

Thus, return probability encodes both $\alpha_E(0)$ (or, equivalently, IPR) via its $t \to \infty$ limit, and $\beta_E(\omega)$ via its time–dependence. Below we assume that the sum in Eq. (67) is projected to the states in the vicinity of a certain energy $E$ and omit the subscript $E$ in the notation for $p_E(t)$.
In the critical regime, we find by a straightforward calculation [36], from Eq. (68):

\[ p(t) \approx p_\infty + \frac{c(p)}{\ln t}, \quad t \to \infty, \]

(69)

with a numerical constant \( c(p) \).

In the metallic regime \((W < W_c \text{ and } N \gg N_\xi)\), the return probability \( p(t) \) can be described by a classical random walk over the tree. Such a random walk is described by

\[ p(t) = p_0(Dt) \sim \frac{1}{(Dt)^{3/2}} e^{-Dt}, \]

(70)

which gives the probability for a particle to be found at the starting point after time \( t \) [56, 57].

The diffusion coefficient can be expressed in terms of a certain integral involving the solution of the self-consistency equation [44] (see also a similar computation for \( \sigma \) model [54]); the corresponding asymptotics at \( N_\xi \gg 1 \) reads

\[ D \sim N_\xi^{-1} \ln^3 N_\xi, \]

(71)

where \( N_\xi \) scales according to Eq. (21). In a finite system the decay, described by Eq. (70) saturates at a value, given by the first term in Eq. (68):

\[ p_\infty \sim N\alpha(0) \sim \frac{N_\xi}{N}, \]

(72)

with \( 1/N \) scaling of \( p_\infty \) being another manifestation of ergodicity of the delocalized phase on the RRG.

The right panel of Fig. 6 presents results for return probability \( p(t) \) as obtained by ED of the RRG model (projected to the middle of the band). At long times, this decay is limited by the system size \( N \), and \( p(t) \) saturates at the value \( p_\infty \). While for \( W = 8 \), the diffusive exponential decay is apparent from the plot, the curve for disorder \( W = 12 \) shows a different type of behavior: \( p(t) \) exhibits a nearly flat part up to \( t \sim 10^{-3} \). This is sign of a critical behavior which, for longer times, crosses over to an exponentially fast decay representative for the delocalized regime. However, it does not have much time to develop, since the saturation dictated by the system size sets in.

In the inset to the right panel of Fig. 6, the return probability is compared to the solution of a classical diffusion problem on the Bethe lattice [56, 57]. The correspondence is very good, until finite-size effects become important at \( t \gtrsim 200 \).

2.3.6. Adjacent eigenstate correlations

Let us now turn to another correlator that is closely related to \( \beta(\omega) \)—a correlation function of adjacent-in-energy eigenstates:

\[ \beta_{nn} = \Delta \left( \sum_k \delta(E_k - E) |\psi_k(j)\psi_{k+1}(j)|^2 \right). \]

(73)

Here the subscript “nn” stands for “nearest neighbor” (in energy space). We follow the analysis of \( \beta_{nn} \) on RRG that was performed in Ref. [39].
Clearly, $\beta_{nn} \approx \beta(\omega \sim \Delta)$, where $\Delta$ is the level spacing. Thus, in the delocalized phase and in the large-$N$ limit (the condition is $N \gg N_\xi$) one has

$$N^2 \beta_{nn} = N_\xi / 3.$$  \hfill (74)

The coefficient $1/3$ in this equation holds if normalization of correlation volume is fixed by the condition $P_2 \approx N_\xi / N$ at $N \gg N_\xi$. The behavior in the localized phase is discussed in detail in Sec. 2.5 below; the result is, according to Eq. (100),

$$N^2 \beta_{nn} \sim N^{\mu_{nn}(W)}.$$  \hfill (75)

To characterize the evolution of $\beta_{nn}$ with the system size $N$, it is useful to define a disorder- and size-dependent exponent (cf. a similar procedure in Sec. 2.3.1 where ED data for IPR are analyzed in a similar way):

$$\mu_{nn}(W, N) = \frac{\partial \ln \left( N^2 \beta_{nn} \right)}{\partial \ln N}. \hfill (76)$$

On the delocalized side, $N^2 \beta_{nn}$ is independent on $N$ at large $N$, which implies that $\mu_{nn}(W < W_c, N) \rightarrow 0$ at $N \gg N_\xi$. At the critical point, $W = W_c$, we have $\mu_{nn}(W_c) \rightarrow 1$ at $N \rightarrow \infty$. On the localized side, Eq. (75) yields $\mu_{nn}(W > W_c, N) \rightarrow \mu(W)$ in the large-$N$ limit.

In Fig. 7 ED data for $N^2 \beta_{nn}(W, N)$ (left panel) and the corresponding results for $\mu_{nn}(W, N)$ (right panel) are shown. As expected, for $W < W_c$ the $\mu_{nn}(N)$ curves gradually drift downwards, towards zero, with increasing $N$. Closer to $W_c$, this drift is in fact non-monotonic (first upward, then downward); the reason for this was discussed in Sec. 2.3.1. Still closer to the critical point, for $15 \lesssim W < W_c$ only upward drift is observed. This is related to finite–size limitation and the upward is expected to be superseded by a downward drift at sufficiently large $N$ to give $\mu_{nn}(W) \rightarrow 0$ in the $N \rightarrow \infty$ limit. On the localized side, $W > W_c$, numerical simulations yield a nearly $N$-independent $\mu_{nn}(W, N)$, in consistency with the expected limiting behavior $\mu_{nn}(W > W_c, N) \rightarrow \mu(W)$.  

Figure 7: Correlation of adjacent wavefunctions on RRG (ED results) for $N = 2^{12}, 2^{13}, 2^{14}, 2^{15}, 2^{16}$ (from cyan to magenta). Left: Correlation function $\beta_{nn}(W)$. Dashed line: the asymptotic behaviour of $N^2 \beta_{nn}$ for $W < W_c$ according to Eqs. (75) and (23). Vertical dotted corresponds to $W = W_c$. Right: Exponent $\mu_{nn}$ characterizing the $N$ scaling of adjacent-state correlations, see Eq. (75) for the delocalized phase and Eq. (74) for the localized phase (this part of the dashed line is a guide for an eye.) From Ref. [39].
2.4. Level statistics

Eigenenergies $E_i$ of disordered tight-binding models are correlated random variables whose statistics on $d$-dimensional lattices has been investigated intensively for several decades. Two most popular means to characterize the multivariate distribution function of energy levels $P(|E_i|)$ are the statistics of $P(\omega)$ of spacings between adjacent levels and the two-level correlation function $R(\omega)$.

2.4.1. Gap ratio

The energy levels have qualitatively distinct statistical properties in the localized and delocalized phase of the model. This transition in the level statistics, which becomes a crossover for a finite system size, has been studied in detail in finite-$d$ models [58, 59, 60, 61, 62, 63]. Following Refs. [64, 27], we use the ensemble-averaged ratio $r = \langle r_n \rangle$ of two consecutive spacings,

$$r_n = \min(\delta_n, \delta_{n+1}) / \max(\delta_n, \delta_{n+1}),$$

which changes from $r_P = 0.386$ to $r_{WD} = 0.530$, with limiting values corresponding to the Poisson and the WD Gaussian orthogonal ensemble (GOE) limits.

The disorder-dependence of $r$ for a set of $N$ is shown in Fig. 8 left panel. As expected, the increase of $W$ produces a crossover from the GOE to the Poisson value. This crossover becomes sharper for larger $N$, remaining rather broad even for $N = 2^{16}$. This implies that the critical regime is broad up to the largest $N$ studied.

The curves in Fig. 8 left panel apparently demonstrate a crossing point near $W = 15$. A closer inspection shows that with $N$ increasing from $2^9$ to $2^{16}$, the apparent crossing point drifts from $W \approx 14$ to $W \approx 16$. At the same time, the value of $r$ at the “moving crossing point” gradually decreases towards the Poisson value. This is a manifestation of the localized nature of the Anderson transition critical point on tree-like graphs. Close to the lower critical dimension $d = 2$, the critical point corresponds to weak disorder, and the critical level statistics is close to...
the WD one (multifractality is weak). With increasing $d$ the critical point moves towards strong disorder, so that the level statistics approaches the Poisson form (multifractality takes its strongest possible form) in the limit $d \to \infty$. As we discussed in Sec. 2.3 the latter limit corresponds to tree-like models. Therefore, in contrast to finite–$d$ models, no intermediate true crossing point for curves $r(W)$ is expected: the crossing point should necessarily drift towards the Poisson limit with increasing $N$. This is exactly what we observe in Fig. 8, left panel.

A complementary view on the same data is provided on Fig. 8, right panel, where a set of curves $r(N)$ corresponding to different $W$ is shown. For moderate disorder ($W < W_c$), dependence $r(N)$ is non-monotonic. This behavior is a simple consequence of the gradual drift of the apparent crossing point which is explained above. Exactly at critical disorder, $W = W_c$, the system behaves as a critical system as long as its linear size $\log_2 N$ is smaller than the correlation length $\xi(W)$. Thus, $N < N_\xi(W) \sim 2^{\xi(W)}$, spectral statistics (as well as other observables) develops as at criticality ($r$ decreases with growing $N$). As soon as $N$ reaches $N_\xi(W)$, the system “feels” that it is actually in the delocalized phase, and $r$ drifts towards its large-$N$ limit $r_{\text{WD}}$. Thus, $N \sim N_\xi$ marks the point of the minimum of $r(N)$ curve.

2.4.2. Level correlations

There exists a close correspondence between the two-level correlation function $R(\omega)$ and the variance $\Sigma_2(\omega)$ of the number of levels $I(\omega)$ within a band of the width $\omega$,

$$\Sigma_2(\omega) = \langle I^2(\omega) \rangle - \langle I(\omega) \rangle^2,$$

which is a convenient characteristics of the rigidity of the spectrum at $\omega \gg \Delta$. In particular, for the Poisson and GOE statistics the level number variance reads

$$\Sigma_2(\omega) = \omega/\Delta, \quad \text{Poisson},$$

$$\Sigma_2(\omega) \approx \frac{2}{\pi} \ln \frac{2\pi\omega}{\Delta}, \quad \text{GOE; } \omega \gg \Delta.$$

Numerically, it is advantageous to evaluate

$$\chi(\omega) = \frac{\Sigma_2(\omega)}{\langle I(\omega) \rangle}.$$

![Figure 9: Level statistics on RRG: Relative level number variance $\chi(\omega)$. Left: Schematic representation of analytical predictions for $\chi(\omega)$ for $W < W_c$ in the vicinity of the transition, $N \gg N_\xi \gg 1$, see Eqs. (82), (87) and Eq. (90) for RMT, diffusive and critical results, correspondingly. Right: Blue line: ED results for $\chi(\omega)$ ($N = 2^{17}$, $W = 8$). Black solid line: Eq. (84), dash-dotted line: RMT contribution, Eq. (82), dashed line: diffusive contribution Eq. (87). From Ref. [36].](image)
For the Poisson statistics it is equal to unity; in the WD case it becomes
\[
\chi(\omega) = \frac{2}{\pi^2} \frac{\Delta}{\omega} \ln \frac{2\pi \omega}{\Delta}, \quad \text{GOE; } \omega \gg \Delta.
\] (82)

A review of the behavior of \(R(\omega)\) and \(\Sigma_2(\omega)\) in a metallic sample of spatial dimensionality \(d < 4\) can be found in Refs. [65, 66].

By definition, the RRG two-level correlation function can be written as
\[
R(\omega) = \Delta^2 \sum_{i,j} B_{ij}(E, \omega),
\] (83)
where \(B_{ij}(E, \omega)\) is the correlation function of local densities of states defined by Eq. (54). Using the result Eq. (55), the connected part \(R^{(c)}(\omega)\) of the level correlation function can be presented in the form
\[
R^{(c)}(\omega) = R^{(c)}_{\text{WD}}(\omega) + R^{(c)}_{\text{diff}}(\omega),
\] (84)
where
\[
R^{(c)}_{\text{diff}}(\omega) = \frac{\Delta}{2\pi^2 v} \sum_{r} (m + 1) m^{-1} \operatorname{Re} K^{(c)}_1(r, \omega)
\] (85)
and \(K^{(c)}_1(r, \omega) = K_1(r, \omega) - |\langle GR(0) \rangle|^2\) is the connected part of the Bethe-lattice correlation function (56). For \(\omega \ll N_{\xi}^{-1}\) the correlation function \(K^{(c)}_1(r, \omega)\) is essentially independent of \(\omega\) and thus can be replaced by \(K^{(c)}_1(r, 0) \equiv K^{(c)}_1(r) \approx K_2(r)\). Using Eq. (45), we see that the sum over \(r\) in Eq. (85) converges at \(r \sim 1\), yielding
\[
R^{(c)}_{\text{diff}}(\omega) \sim \frac{N_{\xi}}{N}, \quad \omega < N_{\xi}^{-1}.
\] (86)

The corresponding behavior of the relative number variance \(\chi(\omega)\) is
\[
\chi(\omega) \sim N_{\xi} \omega.
\] (87)

The Eq. (84) suggests that the RMT level statistics describes the level correlations in a rather wide frequency range when the system is sufficiently large, \(N \gg N_{\xi}\). The frequency scale at which the level correlation function loses its universal character is determined by comparison of the two contributions in Eq. (84). The crossover scale reads
\[
\omega_c \sim \frac{1}{(NN_{\xi})^{1/2}}.
\] (88)

In \(d < 4\) dimensions the universal (RMT) behavior ceases to be valid at the Thouless energy \(E_{\text{Th}}\). In the case of RRG, the situations is different. Indeed, the Thouless energy, is defined as inverse of the time \(t_{\text{Th}}\) required for particle to diffusely reach all points of the system. This time scales only logarithmically with the volume \(N\) of RRG:
\[
t_{\text{Th}} \sim \frac{D}{\ln N / \ln m},
\] (89)
where \(D\) is the diffusion coefficient, see Eq. (71).

Let us now discuss the spectral statistics right at the transition. As Eq. (64) suggests, the critical eigenstates are fully correlated only up to the scale \(\omega_N\), which is smaller that the level
spacing $\Delta$ by a logarithmically large factor $\ln^{3/2} N \gg 1$. This implies that the level repulsion is significant only for small frequencies $\omega \lesssim \omega_N$. Therefore, the level statistics of the RRG model at criticality approaches the Poisson statistics with increasing $N$ and the critical level compressibility is Poissonian

$$\chi^* = 1,$$

in contrast to a finite-$d$ system, for which the critical statistics is intermediate between WD and Poisson forms [67] and $0 < \chi^* < 1$. The approach of $\chi$ to the critical value (90) is expected to be logarithmically slow in frequency due to logarithmic dependence of $\omega_N/\Delta$ on $N$.

The analytical results for the relative level number variance $\chi(\omega)$ for a delocalized RRG system close to the metal-insulator transition, $N \gg N_{\xi} \gg 1$, are summarized in the left panel of Fig. 9.

ED numerical results for the spectral correlations are shown in the Figs. 9, right panel and in Fig. 10. On the first plot, $\chi(\omega)$ is shown on the log-log scale. The universal RMT and diffusive regimes are clearly seen, cf. the left panel of this figure. On the same plot, we show the analytical prediction (84) which matches numerical result nicely.

On the Fig. 10 left panel we show the evolution of $\chi(\omega)$ curve with disorder increasing towards $W_c$. In the metallic domain ($W < W_c$), both RMT and diffusive regions are observed. The point of the minimum of $\chi$ marks the crossover scale, which drifts towards smaller $\omega$ with increasing disorder (i.e., increasing $N_{\xi}$). The largest value of $\chi(\omega)$, reached at the right border of the diffusive regime, drifts towards the Poisson value, Eq. (90) and the critical regime starts to develop. In order to numerically observe the critical regime, the simulations were performed also directly at the critical disorder ($W = 18$, black curve). The gradual approach of $\chi(\omega)$ to its critical value Eq. (90) can indeed be described by

$$\chi(\omega) = 1 - \frac{e^{\mu'}(1/\omega)}{\ln^2(1/\omega)},$$

with $\mu' \approx 1$, as shown in the Fig. 10 right panel (it is probable that $\mu' = 1$ is an exact value of this index).

In Ref. [31], the relative level number variance on RRG was studied by means of the saddle-point method that yields the self-consistency equations (58) and (59). The results of Ref. [31] are shown in the Fig. 10 by green ($W = 10$) and cyan $W = 12.5$ dots. A good agreement between
these data and ED results of Ref. [36] is observed for not too low frequency, $\omega > \omega_c$. For lower frequencies, the results of ED cross over to the RMT behavior, while the data of Ref. [31] continue to follow the diffusive behavior, Eq. (87) (the analysis of Ref. [31] was performed in the limit $N \to \infty$ at fixed $\omega$ which does not allow to include the RMT part).

2.5. Wavefunction correlations: Localized phase

In Sec. 2.3.4 dynamical correlations of eigenstates $\beta(\omega)$ on RRG were studied in the ergodic phase and in the critical regime. In this subsection, we consider, following Ref. [36], the RRG correlation function $\beta(\omega)$ in the localized phase. In combination with Sec. 2.3.4 this yields a full description of eigenstates correlations around the localization transition on RRG.

Let us start with a qualitative discussion. For $W > W_c$, individual eigenstates are localized on different sites with exponentially decaying wave functions and typically overlap very weakly. However, with certain probability two such states form a resonance, which strongly enhances the overlap. The probability of a resonance is enhanced for small energy difference $\omega$, hence $N^2 \beta(\omega)$ in the localized phase should decay with increase of $\omega$. For Anderson localization problem in $d$ dimensions, this decay was characterized in Ref. [68], with the result

$$N^2 \beta(\omega) \sim \xi^{d-2} \ln^{d-1}(\delta \xi/\omega), \quad \omega < \delta \xi,$$

(92)

where $\xi$ is the localization length, $\delta \xi \sim \xi^{-d}$ is the level spacing in the localization volume, and $d_2$ the multifractal exponent. It was pointed out in Ref. [68] that the logarithmic enhancement of correlations with lowering $\omega$ in Eq. (92) is closely related to the Mott’s law for the ac conductivity. It is not straightforward to translate the result in Eq. (92) to the the RRG model. Equation (92) suggests that the enhancement of correlations for small $\omega$ on RRG should be faster than a power of $\ln \omega$. As we show below, in the localized phase of the RRG model the function $N^2 \beta(\omega)$ has a power–law dependence on $\omega$, with an exponent that is a slowly decaying function of disorder.

Let us first consider the limit of strong disorder $W$. In this case, almost every single-particle state is localized within a small localization length $\zeta$ around a certain lattice site. Typically, two localized states are separated by a distance of the order of system size $L = \ln N / \ln m$ and have an overlap $\propto e^{-\zeta/L}$. However, via rare resonant events, two states located far apart may form a resonant pair and strongly hybridise. Such a pair gives a maximal possible contribution to the correlation function $\beta(\omega)$. Even though such events are rare, they determine the average value $\beta(\omega)$ in the case of $d$-dimensional system with $d > 1$, see Ref. [68]. This resonant enhancement is reflected by the factor $\ln^{d-1}(\delta \xi/\omega)$ in Eq. (92). Its role is clearly increasing with increasing $d$. As discussed below, the power-law scaling of $\beta(\omega)$ on RRG is a direct consequence of this resonance mechanism.

Localized eigenstates on a tree-like graph decay as follows [53, 44, 36, 38], see Eq. (48):

$$\langle |\psi^2(r)| \rangle \sim m^{-r} \exp[-r/\zeta(W)],$$

(93)

where $r$ is the distance from the “localization center” of the state and $\zeta(W)$ is the localization length. It behaves as $\zeta(W) \sim (W - W_c)^{-1}$ in the vicinity of the transition and $\zeta(W) \sim 1 / \ln(W/W_c)$ for $W > W_c$. While Eq. (93) is valid on average, let us assume for a moment that all eigenstates decay in this way; this will be sufficient to understand the $W$-dependent power-law in eigenstate correlations.
Consider two eigenstates $\psi_k$ and $\psi_l$ localized at sites separated by the distance $R$. The corresponding overlap matrix element is $M \sim m^{-R} \exp(-R/\zeta(W))$. The optimal condition of the Mott-like resonance for two eigenstates with the energy difference $\omega$ is $M \sim \omega$. Under this condition, $\psi_k$ and $\psi_l$ get strongly hybridized:

$$\sum_j |\psi_k(j)\psi_l(j)|^2 \sim 1.$$  \hspace{1cm} (94)

The resonant condition can be written as follows

$$R(\omega) \approx \frac{\ln(1/\omega)}{\ln m + \zeta^{-1}(W)}.$$  \hspace{1cm} (95)

The total number of states in a sphere of radius $R$ centered at the state $\psi_k$ equals

$$N_{R(\omega)} \sim m^{R(\omega)} \sim \omega^{-\mu(W)},$$  \hspace{1cm} (96)

where

$$\mu(W) = \frac{\zeta(W) \ln m}{\zeta(W) \ln m + 1}.$$  \hspace{1cm} (97)

The resonant condition implies that energy of one of these states is separated by $\sim \omega$ from energy of the state $\psi_k$. Thus, the probability $p_\omega$ of the resonance in the frequency interval $[\omega, 2\omega]$ involving the given state $\psi_k$ is equal to

$$p_\omega \sim \omega N_{R(\omega)} \sim \omega^{1-\mu(W)}.$$  \hspace{1cm} (98)

Using the definition (92), we find

$$N^2 \omega \beta(\omega) \sim N^2 \int_{-\omega}^{2\omega} d\omega' \beta(\omega') = \sum_{j: \omega_0 \leq E_k < 2\omega} \left( \sum_j |\psi_k(j)\psi_l(j)|^2 \right) \sim \omega^{1-\mu(W)}.$$  \hspace{1cm} (99)

In this consideration, the state $k$ is fixed; we have used Eq. (98) for the probability of a resonance in this interval and Eq. (94) for the resonant overlap. As a result, we arrive at the following result:

$$N^2 \beta(\omega) \sim \omega^{-\mu(W)},$$  \hspace{1cm} (100)
where the exponent $\mu(W)$ is given by Eq. (97).

Let us evaluate asymptotic behavior of the exponent $\mu(W)$. In the vicinity of the critical point (on the localized side), Eq. (97) gives

$$\mu(W) \to 1, \quad W \to W_c + 0. \quad (101)$$

This matches (up to a logarithmic correction) the critical behavior $\beta(\omega) \propto 1/\omega$, see second line of Eq. (66). In the opposite limit of $W \gg W_c$, we find

$$\mu(W) \sim \frac{1}{\ln(W/W_c)}, \quad W \gg W_c. \quad (102)$$

Thus, $\mu(W)$ decays to zero at $W \to \infty$ but this decay is logarithmically slow.

In our reasoning above, we relied on Eq. (93) which describes the average decay of a wavefunction. At the same time, wavefunctions fluctuate strongly; in particular, decay of the typical wavefunction amplitude is described by a different localization length [38]. An account of strong fluctuations of eigenstates around the average does not change the main conclusion about the power-law scaling, Eq. (100) and yields qualitatively the same results for $\mu(W)$ [39].

Figures 11 and 12 show results of numerical evaluation of $\beta(\omega)$ by ED of the RRG model with the connectivity $p = 3$, in the vicinity of the band center, $E = 0$, and for system sizes $N$ in the range from $2^{12}$ to $2^{16}$. Figure 11 displays the results for $\beta(\omega)$ for $N = 2^{12}$ and several disorder values covering the whole phase diagram. In the delocalized phase, $W = 10, 12, \text{and} 14$, the power-law $(1/\omega)$ behavior at high frequencies and a saturation at lower frequencies are observed, agreement with Eq. (66), see also the left panel of Fig. 6. The saturation frequency $\omega_c$ decreases with approach to the critical point, so that at criticality, $W = 18$, the power-law (approximately $1/\omega$) behavior is observed in the whole range of frequencies. Remarkably, the power-law behavior of $\beta(\omega)$ survives in the localized phase $W = 24, 30, \text{and} 42$, where it is characterized by a disorder–dependent exponent $\mu(W)$. These numerical results support the power-law scaling, Eq. (100). The exponent $\mu(W)$ satisfies Eq. (101) at criticality and gradually decreases towards zero as $W$ grows, in consistency with Eq. (102).

The function $\beta(\omega)$ for the localized phase is highlighted in the left panel of Fig. 12. The right panel shows the numerically determined exponent $\mu(W)$, as obtained from the data presented
in the left panel. These values were derived by the fit of numerical data by a pure power-law dependence (100). At the critical point ($W = 18$) the presence of an additional subleading logarithmic factor, together with finite-size effects, lead to reduction of the obtained value of $\mu$ in comparison with its exact value, Eq. (101).

3. Many-body localization and its connections with localization on RRG

After the discussion of the main properties of the Anderson-localization problem on RRG, we now turn to the problem of many-body localization (MBL). In this section, we will review basic features of the MBL transition in system with various interaction range: from quantum dots (unbounded interaction) to short–range interacting spin chains. As an intermediate case, we will consider systems with power-law interactions, which interpolate between short and infinite interaction ranges. Our main focus will be on those features of the MBL transitions which can be compared to the corresponding properties of the RRG model and, in some cases, can be inferred from an (approximate) mapping between the RRG and MBL problems. This includes, in particular, the localization criterion (i.e., the scaling of the localization transition) and the statistical properties of many-body eigenstates and energy levels.

3.1. Quantum dot or modified SYK model

A model of disordered quantum dot can be described by the following Hamiltonian written in the basis of exact eigenstates of the non-interacting problem:

$$\hat{H} = \sum_i \epsilon_i \hat{c}_i^\dagger \hat{c}_i + \sum_{ijkl} V_{ijkl} \hat{c}_i^\dagger \hat{c}_j^\dagger \hat{c}_k \hat{c}_l,$$

(103)

where single-particle orbital energies $\epsilon_i$ and interaction matrix elements $V_{ijkl}$ are random quantities, and we consider spinless fermions for simplicity. The single-particle spectrum $\epsilon_i$ is characterized by mean level spacing $\Delta$, while the interaction matrix elements (which are zero in average) by their root–mean–square value $V$. The ratio of these two energy scales yields a dimensionless interaction strength:

$$\frac{V}{\Delta} = g^{-1} \ll 1.$$

(104)

The parameter $g \gg 1$ has a meaning of the dimensionless conductance for the non-interacting model.

3.1.1. Analytical considerations

In Ref. [24], a problem of a line width of a hot quasiparticle in a quantum dot characterized by the Hamiltonian (103) was addressed. The authors pointed out inapplicability of the Fermi golden-rule calculation for decay rate at sufficiently low energies. They proposed an hierarchical Fock-space model for this problem and approximately reduced it to a tight-binding Anderson model on a Bethe lattice with a large coordination number. In this framework, they concluded that there is an Anderson localization transition in Fock space as a function of the quasi-particle energy. This basic physical picture was corroborated and further developed in subsequent works [69,70,71,72,73,10]. Related physics was also considered in earlier numerical simulations of a similar model in the nuclear-physics context [74,75].
We use now this framework to study properties of typical many-body states at energy $E \gg \Delta$ above the ground state (filled Fermi sea). Such a state contains typically $n = \sqrt{E/\Delta} \gg 1$ excited particles and holes, each one with energy $\epsilon_i \sim n\Delta$. The problem is essentially equivalent to a model with $n/2$ electrons populating $n$ orbitals around the energy corresponding to the middle of the corresponding many-body spectrum. Eigenstates of the non-interacting problem ($V = 0$) form the basis of the Fock space. We define now a tight-binding model on a graph representing the many-body problem. Each Fock-space basis state serves as a vertex of the graph, the corresponding eigenvalues of the non-interacting part of the Hamiltonian serve as diagonal matrix elements, and the interaction matrix elements translate into hopping. The emergent graph is similar to RRG, and thus the original problem in this representation bears a similarity with the problem of Anderson localization on RRG. Although there are essential differences with the RRG model (that will be discussed below), let us first discard them and estimate parameters of the effective RRG model.

The “volume” (number of sites) $N$ of the random graph is determined by the Hilbert-space volume of the quantum dot model, $N \sim 2^n$. More accurately, there will be subleading prefactors of power-law type with respect to $n$ in this relation (in particular, since the number of electrons is fixed). They do not affect, however, the leading behavior of $\ln N$:

$$\ln N \approx n \ln 2.$$ \hspace{1cm} (105)

The coordination number $m + 1$ is determined by the number of basis states that are connected by an interaction operator with a given basis states. There are $n/2$ occupied electronic orbitals and $n/2$ empty orbitals in a basis state, and the interaction operator can move two electrons from occupied to empty orbitals. Simple combinatorics shows that the number of states that are obtained in this way in $\approx n^4/64$. Discarding numerical factors, we thus have

$$m \sim n^4.$$ \hspace{1cm} (106)

Since the energy of each particle in the quantum dot model is $\sim n\Delta$, and since the interaction moves only two particles, the spread of energies of states connected to a given basis state is $\sim n\Delta$. This is associated with disorder of the RRG model:

$$W \sim n\Delta.$$ \hspace{1cm} (107)

Finally, the hopping matrix element $V$ of the RRG model is nothing but the interaction matrix element of the quantum-dot model:

$$V \sim \frac{\Delta}{g}.$$ \hspace{1cm} (108)

With the effective RRG model at hand, we can readily determine the corresponding localization transition point. Specifically, for RRG with hopping $V$ and a large connectivity $m + 1$, the critical disorder is given by

$$W_c \sim Vm \ln m.$$ \hspace{1cm} (109)

Substituting here Eqs. (106), (107), and (108), we find the critical value of the parameter $g$ for given $n$:

$$g_c \sim n^3 \ln n.$$ \hspace{1cm} (110)

Equivalently, this can be written as an equation for critical $n$ at given $g$:

$$n_c \sim g^{1/3} \ln^{-1/3} g.$$ \hspace{1cm} (111)
To clarify the physics beyond Eqs. (109) and (110), it is worth recalling that, in the above identification, \( W/m \) is the level spacing of states directly coupled by interaction to a given basis state. The condition \( V \gg W/m \) is thus the condition of strong hybridization (i.e. "delocalization") on the first step of the hierarchy. The additional factor \( \ln m \) comes from enhancement of delocalization in higher-order processes via virtual non-resonant states.

This mapping on RRG is, however, only approximate. Indeed the effective graph in the Fock space of a quantum dot contains short-scale loops, at variance with RRG. For example, consider a second-order process, in which we first move two electrons \( i, j \mapsto k, l \) and then another pair of electrons \( i', j' \mapsto k', l' \). There is another second order process, in which the same is done in the opposite order. Clearly, we come to the same state, at variance with the tree-like RRG structure on short scales. Putting it differently, there are correlations between amplitudes of higher-order processes in the quantum-dot model that are discarded within the RRG approximation. The presence of such correlations is not surprising if one recalls that the number of independent random parameters grows exponentially with \( n \) in the RRG model but only as a power law of \( n \) in the quantum-dot model. This questions the direct applicability of Eq. (110) to the quantum-dot model. However, it turns out \[10\] that there is a mechanism in the quantum dot model that greatly reduces the effect of the above correlations, thereby enhancing many-body delocalization and making the quantum dot problem much more similar to the RRG problem than one might think. This mechanism is the spectral diffusion: when an electron moves, energies of other electrons get modified, which leads to reshuffling of energies of many-body states, thus making the problem more “RRG-like”. The corresponding detailed analysis was performed in Ref. \[10\], with the result that the equation (110) obtained from the mapping to RRG holds with respect to the leading (power-law) factor but the exponent of the logarithmic factor is possibly modified:

\[
g_c \sim n^3 \ln^\mu n, \tag{112}
\]

with \(-3/4 \leq \mu \leq 1\). The upper bound on \( \mu \) corresponds to the RRG result (110). The corresponding modification of Eq. (111) is

\[
n_c \sim g^{1/3} \ln^\mu g, \quad \tilde{\mu} = -\frac{\mu}{3}, \tag{113}
\]

with \(-1/3 \leq \tilde{\mu} \leq 1/4\). We will discuss the spectral diffusion as a mechanism of ergodization of the system in more detail in Sec. 3.2 in the context of systems with power-law interaction (for which the analysis turns out to be somewhat simpler).

Recently, a closely related problem is considered in Refs. \[76, 77\] where a modified SYK model of \( 2n \) Majorana fermions \( \chi_i \) was studied. The model is described by following Hamiltonian:

\[
\hat{H} = \frac{1}{2} \sum_{ij} J_{ij} \hat{\chi}_i \hat{\chi}_j + \frac{1}{4!} \sum_{ijkl} J_{ijkl} \hat{\chi}_i \hat{\chi}_j \hat{\chi}_k \hat{\chi}_l, \tag{114}
\]

where two-fermion and four-fermion couplings are random, with zero averages and variances

\[
\langle J_{ij}^2 \rangle = \frac{\delta^2}{2n}, \quad \langle J_{ijkl}^2 \rangle = \frac{6 \delta^2}{(2n)^2}. \tag{115}
\]

The system of \( 2n \) Majorana fermions can be also represented as a system of conventional (complex) fermions, with \( n \) single-particle fermionic states. It is thus expected that the model (114) is essentially equivalent, in what concerns the MBL physics, to the quantum-dot problem (103)
discussed above. The number of electronic orbitals was denoted by \( n \) in both models. Let us establish a correspondence between the remaining parameters of the SYK model and those of the above quantum-dot model (\( \Delta \) and \( V \), yielding the ratio \( g = \Delta / V \)). The single-particle bandwidth of the SYK model is given by

\[
\Delta \sim \frac{\delta}{n}.
\]  

(116)

Further, the typical matrix element is of the order of

\[
V \sim \frac{J}{n^{1/2}}.
\]  

(117)

We thus find the following expression for the parameter \( g \) characterizing the interaction strength in terms of the parameters of the model (114):

\[
g \sim \frac{\Delta}{V} \sim \frac{\delta^{1/2}}{J} n^{1/2}.
\]  

(118)

Therefore, the RRG transition-point condition (110), when expressed in terms of parameters of the modified SYK model, reads

\[
\delta_c \sim J n^{5/2} \ln n.
\]  

(119)

The authors of Ref. [77] choose at some point the normalization \( J = n^{-1/2} \). Then Eq. (119) becomes \( \delta_c \sim n^2 \ln n \), which is exactly the result they find. In other words, the conclusion of Ref. [77] is that the RRG equation (110) [or, equivalently, (119)] for the critical point holds precisely, including the power of the logarithm. It should be mentioned, however, that the derivation in Ref. [77] employs an approximation of effective-medium type that essentially approximates the structure of the graph by a locally tree-like structure. The status of this approximation is not fully clear to us at this stage. As was pointed out above, the analysis in Ref. [10] leaves a window for the power of the logarithm, (112), which translates in the corresponding modification of Eq. (119): \( \delta_c \sim J n^{5/2} \ln^\mu n \) with \( -\frac{3}{4} \leq \mu \leq 1 \). This question remains to be fully settled in future work.

Despite this uncertainty in the power of \( \ln n \) in the formula for the critical disorder strength \( g_c(n) \) [or, equivalently \( \delta_c(n) \) in the terminology of the perturbed SYK model], it is clear that the MBL transition in the quantum-dot problem is at least closely related to the localization transition in the RRG model. It is thus strongly expected that key properties of both phases (localized and delocalized) in the quantum-dot model are the same as on RRG. Specifically, we expect the delocalized phase to be ergodic, implying, in particular, that asymptotically (for large \( n \)) the IPR scales as \( -\ln P_2 \approx n \ln 2 \) and the level statistics takes the WD form (see also Ref. [78] for a recent related discussion). Further, the localized phase is characterized by \( P_2 \sim 1 \) and the Poisson level statistics. Finally, the critical point is expected to be of localized character. It is worth emphasizing that the above properties of both phases are formally defined in the large-\( n \) limit at fixed value of the ratio \( g/g_c(n) \).

### 3.1.2. Numerical studies

We briefly discuss now some of existing numerical results on the quantum-dot model. The problem of Fock–space localization on a quantum dot was studied numerically in a number of papers approximately two decades ago [69, 79, 80, 81, 82, 83, 84] and very recently in [77]. In
Refs. [69, 79, 81] the scaling of the localization threshold $n_c$ with the quantum dot conductance $g$ was found to be consistent with the power law $n_c \sim g^{1/3}$, as in Eqs. (110) and (112). It should be noted, however, that a logarithmic factor that was not included in the numerical analysis in Refs. [69, 79, 81] may play a quite substantial role for relatively small systems amenable for ED. In addition, we know that finite-size corrections are substantial in the RRG model, and they can be expected to be equally important in the quantum-dot problem. It is thus not surprising that an attempt of scaling analysis in Ref. [82] produced a rather broad window for a possible of the exponent characterizing the scaling of $n_c$ with $g$. The paper [80] came to the conclusion that $n_c \sim g^{1/2}$ but it used a Hamiltonian that differs from Eq. (103) by omission of diagonal interaction terms, which suppresses the spectral diffusion and thus favors localization. Summarizing, additional computational work appears to be needed to verify convincingly the analytically predicted scaling of the MBL transition, Eq. (112). In particular, it would be very interesting to find out whether the exponent $\mu$ in the subleading logarithmic factor is consistent with its RRG value, $\mu = 1$.

As expected, the numerical works found ergodic behavior when the system is well on the delocalized phase of the transition. The ergodicity manifests itself in the WD form of the level statistics and in the expected scaling of the IPR that corresponds to spreading of the eigenstate over all basis many-body states within the width given by the Fermi golden rule, with the spectral function of Breit-Wigner form [79, 84, 77].

3.1.3. Spin quantum dot

Spin models are very popular for investigation of MBL transitions in systems that are characterized by localization in real space in the absence of interaction, see Sec. 3.2 and 3.3 below. It is thus useful to consider also a spin analog of the quantum dot model. Such a "spin quantum dot" model was introduced and analyzed in Ref. [10]. It is defined by the Hamiltonian

$$H = \sum_{i=1}^{n} \epsilon_i \hat{S}_i^z + \sum_{i,j=1}^{n} \sum_{\alpha,\beta \in \{x,y,z\}} v_{ij}^{\alpha\beta} \hat{S}_i^\alpha \hat{S}_j^\beta. \quad (120)$$

Here $\hat{S}_i^\alpha$ with $i = 1, \ldots, n$ and $\alpha = x, y, z$ are spin-$\frac{1}{2}$ operators, $\epsilon_i$ are random fields with a box distribution on $[-W, W]$, and the interactions $v_{ij}^{\alpha\beta}$ are independent random variables with zero mean and with root-mean-square value

$$\langle (v_{ij}^{\alpha\beta})^2 \rangle^{1/2} = V. \quad (121)$$

The model is thus characterized by two dimensionless parameters, $n$ and $W/V$, and, in full analogy with the fermion quantum dot, there is an MBL transition line in the plane spanned by these two parameters. It is straightforward to generalize the above analysis performed for the fermionic model on the spin model. For the magnitude $W$ of the random field and the characteristic value $V$ of the interaction matrix element (that becomes the hopping in the random-graph interpretation), we already used the same notations as in the RRG formula (109). The coordination number is $m \sim n^2$, since the interaction operator affects two spins. Thus, the analog of the RRG-like formula (109) for the critical disorder $W_c$ reads

$$W_c \sim V n^2 \ln n. \quad (122)$$

As in the case of a fermionic quantum dot, the applicability of Eq. (122) to the spin quantum dot model is not obvious, in view of correlations between many-body states that are discarded by
the RRG model. Again, the spectral diffusion strongly reduces the effect of these correlations, restoring Eq. (122), possibly up to a different power of the logarithmic factor, \( \ln n \mapsto \ln^\alpha n \), as in Eq. (112) [10].

3.2. Systems with power-law interaction

In this section, we discuss the MBL transition in a system with interaction that decays according to a power law with distance. A system of fermions with random potential, spatially localized single-particle states, and a power-law interaction can be mapped onto a spin-1/2 model in a random magnetic field with a power-law interaction [85, 86, 87]. We thus start form the model in spin formulation (which also emerges as an effective model of coupled two-level systems in amorphous materials). The exposition in this section is largely based on Ref. [43] (see also Refs. [88, 87]). We consider a spin-1/2 system described by the following lattice Hamiltonian

\[
\hat{H} = \sum_i \bar{\epsilon}_i \hat{S}^z_i + 4t \sum_{ij} \frac{u_{ij} \hat{S}^+_i \hat{S}^-_j + v_{ij} (\hat{S}^+_i \hat{S}^-_i + \hat{S}^-_i \hat{S}^+_j)}{r_{ij}^\alpha}.
\] (123)

Here \( \hat{S}^\pm_i \) and \( \hat{S}^z_i \) are spin 1/2 operators, the fields \( \bar{\epsilon}_i \) are random with the box distribution on \([-W, W]\), the interaction parameters \( u_{ij}, v_{ij} \) are independent random variables taking the values \( u_{ij}, v_{ij} = \pm 1 \), and \( r_{ij} \) is the distance between the sites \( i \) and \( j \). For simplicity, we focus on the limit of infinite temperature (which essentially means \( T \gg W \)) and measure energy in units of \( t \), taking \( t = 1 \) in what follows.

The exponent \( \alpha \) characterizing the decay of interaction with distance can in principle take any non-negative value. The limiting case \( \alpha = 0 \) corresponds to the quantum-dot model considered in Sec. 3.1, while the limit \( \alpha = \infty \) corresponds to the case of a short-range interaction, see Sec. 3.3 below. Here, we focus on an intermediate range, \( d < \alpha < 2d \). As explained below, the mechanism of many-body delocalization in this range is rather peculiar and permits a quite intricate connection with the RRG model. We will briefly discuss the whole range of \( \alpha \) in Sec. 4.

3.2.1. Analytical considerations: Scaling of MBL transition

We consider the regime of strong disorder. The starting point is a basis in the many-body Hilbert space formed by eigenstates of the non-interacting part of the Hamiltonian [first term in Eq. (123)]. Each basis state is characterized by definite \( z \) components of all spins, \( S^z_i = \pm 1/2 \). When the \( \hat{S}^\pm_i \hat{S}^\pm_j \) part of the interaction is taken into account, the energy of each spin \( \bar{\epsilon}_i \) gets renormalized by interactions with other spins:

\[
\bar{\epsilon}_i = \epsilon_i + 4 \sum_k r^{-\alpha}_{ik} u_{ik} S^z_k.
\] (124)

The \( \hat{S}^+_i \hat{S}^-_j \) part of the interaction generates matrix elements between basis states. If energies of two spins \( i \) and \( j \) are sufficiently close to each other,

\[
|\bar{\epsilon}_i - \bar{\epsilon}_j| \lesssim \frac{1}{r_{ij}^\alpha},
\] (125)

they form a resonance pair. Two levels of this pair that have zero total \( z \) projection of spin get strongly hybridized by interaction. This emergent two-level system is called “pseudospin”, with
the distance the sites $i$ and $j$ being the pseudospin size. The density of pseudospins of size $\sim R$ reads

$$\rho_{PS}(R) \sim \frac{R^{d-\alpha}}{W}. \quad (126)$$

If the interaction decays very slowly, $\alpha < d$, the density $\rho_{PS}(R)$ increases with $R$. This means that every spin finds a divergent number of resonance partners, which implies delocalization. This is the “simple” mechanism of delocalization discussed in Ref. [1]. We will focus on the case of interaction that decays faster, $\alpha > d$. In this case, the pseudospin density $\rho_{PS}(R)$ decreases when $R$ increases. This means that a typical spin does not find any resonant partner at all (since the disorder is strong) and that the majority of pseudospins is of the size of the order of lattice constant. Nevertheless, pseudospins at $\alpha > d$ may drive the many-body delocalization, as we are going to discuss.

According to Eq. (126), the number of pseudospins of size $\sim R$ in a system of linear size $\sim L$ is

$$N_2(L) \sim L^d \rho_{PS}(L) \sim \frac{1}{W} L^{2d-\alpha}. \quad (127)$$

For $\alpha < 2d$, the number $N_2(L)$ increases with $L$. In a sufficiently small system, one has $N_2(L) \ll 1$, i.e., there is essentially no pseudospins of size $\sim L$. Pseudospins present in the system are of much smaller size and disconnected from each other, so that the system is in the localized regime. On the other hand, for a sufficiently large system, we get $N_2(L) > 1$, i.e., there are multiple pseudospins of size $\sim L$. These pseudospins are coupled to each other, and processes of their flips lead to many-body delocalization very similar to delocalization of a particle on RRG, as we explain below.

The system size at which large (size-$L$) pseudospins appear is determined by the condition $N_2(L) \sim 1$, yielding the disorder-dependent scale [88, 87]

$$L_{c1}(W) \sim W^{\frac{d-\alpha}{2\alpha/d}}. \quad (128)$$

or, equivalently, expressing $W$ through $L$,

$$W_{c1}(L) \sim L^{2d-\alpha}. \quad (129)$$

Consider a system of size $L$ a few times larger than $L_{c1}(W)$. A typical basis state of such system has a few pseudospins of size $\sim L$, i.e., it is resonantly coupled to a few other basis states by spin-flip interaction matrix elements. Flipping any of these pseudospins leads to another basis state well coupled to the original one. This new state will in turn possess several pseudospins, so that the process can be repeated. Crucially, by virtue of spectral diffusion, new resonances are created in the process of exploring the Fock space via these flips. Indeed, after $p$ steps of spin flips, a typical distance from a given site $i$ to the closest flipped spin can be estimated as $\sim L p^{-1/d}$. Therefore, the spin will experience a shift of the energy $\bar{\epsilon}_i$ of the order of $[87]

$$\Delta^{(p)} \bar{\epsilon}_i \sim L^{-\alpha} p^{\alpha/d}. \quad (130)$$

In the considered case $\alpha > d$, the spectral diffusion thus has in fact a “superballistic” character. This fast increase of $\Delta^{(p)} \bar{\epsilon}_i$ with $p$ guarantees that resonances are efficiently reshuffled (i.e., new resonances are created at every step), so that a tree-like network of many-body states coupled by resonances emerges [87]. This establishes a connection of the original many-body problem and the RRG model, leading to the conclusion that systems of sizes $L \gtrsim L_{c1}(W)$ should be ergodic. In
fact, in analogy with the RRG model with large coordination number, the delocalization is further enhanced due to higher-order resonant processes that go via intermediate non-resonant states. In full analogy with Eq. (109), this yields an additional logarithmic factor in \( W \) in comparison with Eq. (129), thus resulting in the following prediction for the position of the MBL transition [43]:

\[
W_c(L) \sim L^{2d-\alpha} \ln L^d,
\]

(131)

Equation (131) determines a line of the MBL transition in the \( W - L \) plane. It is seen that the critical disorder \( W_c \) has a power-law dependence on \( L \) (with a logarithmic correction), thus diverging in the limit \( L \to \infty \). Therefore, in order to study properties of the MBL transition, one should, with increasing \( L \), simultaneously rescale disorder, i.e., to consider physical observables as functions of \( W/W_c(L) \). If one fixes \( W/W_c(L) \) at considers the limit \( L \to \infty \), the system will be in the delocalized phase for \( W/W_c(L) < 1 \), at criticality for \( W/W_c(L) = 1 \), and in the MBL phase \( W/W_c(L) > 1 \). This procedure was termed a “non–standard thermodynamic limit” in Ref. [89].

3.2.2. Analytical considerations: Inverse participation ratio

We discuss now the scaling of the average inverse participation ratio \( P_2 \) of many-body eigenstates (when considered in the basis of eigenstates of the non-interacting Hamiltonian characterized by definite \( z \) components of all spins).

Let us start with the localized phase. As was explained in Sec. 3.2.1, there are in general many small-size pseudospins (pairs of resonant spins) in the MBL phase, \( L < L_c(W) \). Specifically, according to Eq. (126), the majority of pseudospins has a size of order unity, and their number is \( N_{PS} \sim L^d/W \). While these resonances are not sufficient to globally delocalize the system, they affect the IPR of many-body wave functions. Each resonance yields a factor of \(~1/2\) to the IPR, which leads to

\[
-\ln P_2 \sim N_{PS} \sim \frac{L^d}{W}.
\]

(132)

The resulting IPR scaling has a form of fractality of eigenstates in the MBL phase. Indeed, the volume \( \mathcal{N} \) of the Hilbert space of the many-body problem is

\[
\mathcal{N} = 2^{L^d}.
\]

(133)

Therefore, we can rewrite Eq. (132) as

\[
P_2 \sim \mathcal{N}^{-\tau(W)}, \quad \tau(W) \sim \frac{1}{W}.
\]

(134)

It is clear from this derivation that such fractal scaling of the IPR with \( \mathcal{N} \) equally applies to the MBL phase of a system with short-range interaction, see also the corresponding discussion in Sec. 3.3. We turn now to the delocalized phase, \( L > L_c(W) \). In view of the connection to the RRG model, it is expected that the system becomes ergodic in the large-\( L \) limit in the delocalized phase—i.e., in the limit \( L \to \infty \) taken at a fixed value of \( W/W_c(L) < 1 \). This corresponds to the IPR proportional to the inverse volume of the Hilbert space \( 1/\mathcal{N} \), i.e.,

\[
-\ln P_2 \approx L^d \ln 2.
\]

(135)

Finally, we consider the transition point, \( W = W_c(L) \). In view of the relation to localization transition on RRG, it is expected that the critical point has localized character, i.e., its properties
Figure 13: Mean adjacent gap ratio $r$, Eq. (77), characterizing spectral correlations in a spin chain with long-range interaction, $\alpha = \frac{3}{2}$, as a function of disorder $W$ for various system lengths $L$. (a) $r(W)$ demonstrates ergodicity, $r \to r_{WD}$, at fixed $W$ in the limit $L \to \infty$; (b) $r(W_*)$ plotted as a function of rescaled disorder $W_*$, Eq. (136). The drifting crossing point is expected to converge, at $L \to \infty$, to a critical value $W_*$. In the limit $L \to \infty$, the system is expected to be ergodic for $W_* < W_*$ and localized for $W_* > W_*$. An extrapolation (together with the data of Fig. 14) yields an estimate $W_* \approx 4.3$. From Ref. [43].

are obtained continuously from the localized phase, $W \to W_*(L) + 0$. This means, in particular, the IPR scaling (134), $P_2 \sim N^{-\tau(W_*)}$.

Implications of the relation to RRG for the level statistics are straightforward. The level statistics is expected to be of WD form in the delocalized phase, reflecting its ergodicity, and of Poisson form in the localized phase and at criticality.

All the above analytical predictions for the model with long-range interaction are supported by numerical simulations, as we are going to discuss.

3.2.3. Numerical results

The MBL transition in the model was studied by numerical simulations (ED) in Refs. [88, 43]. We focus on results of Ref. [43] where a detailed analysis of the level and eigenfunction statistics around the MBL transition was performed.

A 1D spin chain with the interaction exponent $\alpha = \frac{3}{2}$ is considered. The results for the level statistics—characterized by the mean ratio $r$ of two consecutive spacings, Eq. (77)—are shown in Fig. 13. With increasing system size $L$, the curve $r(W)$ rapidly moves to the right, so that for a fixed $W$ the gap ratio $r$ tends to its ergodic (WD) value $r_{WD} = 0.530$ at $L \to \infty$. This confirm the analytical expectation that for a fixed disorder $W$ the system is in the ergodic phase in the limit of large $L$. In order to check the predicted scaling (131) of the critical disorder $W_*(L)$, results for $r$ are replotted in Fig. 13b as a function of rescaled disorder,

$$W_* = \frac{W}{L^{2d-\alpha} \ln L}. \quad (136)$$

The data exhibit now a behavior similar to the one found for the RRG model, see left panel of Fig. 8. The curves become steeper with increasing $L$ and show a crossing point (between curves with consecutive values of $L$). As is seen in the inset, this crossing point drifts towards larger values of $W_*$, with the drift slowing down when $L$ increases. (The $\ln L$ factor in the denominator of Eq. (136) is important; if it is discarded, the drift accelerates, signalling a divergence at $L \to \infty$.) Thus, the level-statistics data corroborate the analytical prediction (131) for the scaling of the MBL transition point: there exists a critical value $W_*$ separating the delocalized, ergodic
Figure 14: Average IPR $P_2$ of many-body eigenstates of the 1D spin chain (123) with long-range-interaction, $\alpha = 3/2$, for various system sizes $L$. (a) $-\ln P_2$ as a function of disorder $W$ without rescaling. If $W$ is not too large, the system reaches ergodicity for these values of $L$. For large $W$, the system is still in the localized phase for these system sizes. Inset: $-\ln P_2$ as a function of $W$ for various $L$. The fractal scaling (132) is clearly seen at large $W$. (b) $-\ln P_2/L^{\alpha-d}$ as a function of the rescaled disorder $W_*, Eq. (136)$. A crossing point slowly drifting towards larger values of $W_*$ is observed. It is expected that this drift converges to the critical value $W_{sc}$ in the limit $L \to \infty$; an extrapolation yields an estimate $W_{sc} \approx 4.3$. From Ref. [43].

We then consider the statistics of many-body eigenfunctions in the same 1D model with $\alpha = 3/2$. Numerical results for the dependence of IPR $P_2$ on disorder $W$ are shown in Fig. 14. For not too strong $W$, the ergodic behavior (135) is reached already for relatively small system sizes $L$ accessible to ED. For strong disorder $W$, the system is still on the localized side of the transition for these values of $L$. As shown in the inset of Fig. 14, the numerical data fully confirm the behavior predicted analytically for the localized phase, Eq. (132), i.e., the fractal scaling (134). To determine the position of the transition, in Fig. 14b the rescaled logarithm of the IPR, $-\ln P_2/L^{\alpha-d}$, is plotted as a function of the rescaled disorder $W_*$, Eq. (136). The rescaling of the vertical axis is such that the plotted quantity increases with $L$ on the delocalized side of the transition ($W_* < W_{sc}$) and decreases in the localized phase and at criticality ($W_* \geq W_{sc}$) according to the analytical results in Sec. 3.2.2. Thus, according to the analytical theory and in analogy with Fig. 13b for the levels statistics, there should be a crossing point drifting towards larger $W_*$ and converging to $W_{sc}$ at $L \to \infty$. The data in Fig. 14b fully confirm this expectation. As pointed out above, they were used, together with those from Fig. 13b, to estimate the critical value of the rescaled disorder, $W_{sc} \approx 4.3$.

Summarizing, the numerical results for the model with power-law interaction confirm the analytical predictions—which exploit a relation to the RRG model—for the scaling of the transition and properties of both phases. It is worth emphasizing that a relation to RRG here is of rather intricate character, since only large-scale resonances (pseudospins) drive the many-body delocalization. At the same time, there are many short-scale resonances in the localized phase, which are responsible for a "local" spreading of an eigenstate that manifests itself in the fractal scaling of IPR, Eq. (134), at variance with $P_2 \sim 1$ in the localized phase on RRG.
3.3. Systems with short-range interaction

In this section, we discuss the MBL transition in systems with spatial localization (in the absence of interaction) and short-range interaction. While originally the corresponding models were formulated in terms of fermions \[3, 4\], the same physics can be addressed in terms of spin models. In particular, the \( S = \frac{1}{2} \) Heisenberg chain in a random magnetic field has become a paradigmatic model for the investigation of the MBL physics \[64, 90\]. In its simplest version, the model is equivalent to the fermionic model with random potential and nearest-neighbor interaction. The model is governed by the Hamiltonian (\( S_{L+1} \equiv S_1 \) for periodic boundary conditions)

\[
H = \sum_{i=1}^{L} \mathbf{S}_i \cdot \mathbf{S}_{i+1} - \epsilon_i S^z_i ,
\]  

with random fields \( \epsilon_i \) drawn from a uniform distribution \([-W, W]\).

3.3.1. MBL transition: Analytical considerations

A brief review of approaches to the MBL transition in a model of the type \(137\) was given in Sec. 1; we focus here on relations to localization on RRG. Connections of the many-body perturbation series for this class of models with the Anderson localization on tree-like graphs was pointed out, or is implicit, in a number of papers, see Refs. \[3, 4, 9, 91, 10, 39\]. We only briefly sketch the key point. Let \(|j\rangle \) be a typical basis many-body state, i.e., an eigenstate of all operators \( S^z_i \). The spin-flipping part of interaction, \( \sum_i \frac{1}{2} (S^+_i S^-_{i+1} + S^-_i S^+_{i+1}) \), directly connects this basis state to \( \sim L \) basis states with energies within the window \( \sim W \) around the energy of the state \(|j\rangle \). Each of these states is obtained from \(|j\rangle \) by flipping a pair of adjacent spins. Proceeding to the second order, one finds, at first sight, \( L^2 \) states. However, almost all of them are formed by two remote pairs of flipped spins. Combining amplitudes for flipping these remote pairs of spins in different orders, one finds that they largely cancel, so that such processes do not contribute to many-body delocalization, see Ref. \[10\] and references therein. The spectral diffusion is not operative in this case, since remote pairs of spins “do not talk to each other”. As a result, such second-order processes in fact decouple into two independent pieces (first-order processes). This is fully analogous to short-scale resonances (“pseudospins”) in the MBL phase of models with power-law interaction, see discussion in Sec. 3.2. Therefore, to potentially yield a second-order resonance, two spin pairs should form a connected cluster. Consequently, the number of processes that can lead to second-order resonances is \( \sim mL \) for the spin chain \(137\); one has \( m \sim 1 \); a model with parametrically large (but still \( L \)-independent) \( m \) can be constructed by considering a chain of coupled “spin quantum dots” \([120]\), see Ref. \[10\].

Extending this argument to higher orders, one finds that the number of relevant processes in the order \( k \) is

\[
N_{k,L} \sim L m^k ,
\]  

In Ref. \[91\], the parameter \( m \) in this formula was denoted by \( e^s \), where \( s \) was termed “configuration entropy per flipped spin of the possibly resonant clusters”. This is the same behavior as on RRG with coordination number \( m + 1 \), up to the overall factor \( L \). Thus, for \( m \sim 1 \) [as for the model \(137\)], we conclude that the critical disorder is

\[
W_c \sim 1 ,
\]  

independent of \( L \), as on RRG with \( m \sim 1 \). This argument does not include, in fact, a potential effect of exponentially rare regions with atypically strong or atypically weak disorder \[11, 12\].
However, the role of such rare regions turns out to be less important in 1D geometry, and the conclusion about \( W_c \sim 1 \) remains unaffected. (In higher-dimensional systems, the avalanche instability due to rare regions lead to a slow (slower than any power law) increase of \( W_c \) with system size.) In 1D, the rare regions and the resulting avalanche instability are essential ingredients of phenomenological renormalization-group approaches to the scaling at the MBL transition [13, 14]. The fact that the asymptotic critical behavior at the MBL transition in systems with spatial localization and short-range interaction is different from that on RRG is clear already from the fact that the RRG value of the exponent \( \nu_{\text{del}} = 1/2 \) [see Eq. (21)] would be in contradiction with the Harris criterion, \( \nu \geq 2/d \).

3.3.2. MBL transition: Numerical results

According to the analytical arguments discussed in Sec. 3.3.1, the model (137) undergoes an MBL transition at a critical disorder \( W_c \) that stays finite in the thermodynamic limit \( L \to \infty \). ED studies in systems up to \( L = 24 \) yield estimates \( W_c = 3.7 - 4.2 \) for the critical disorder in the middle of the many-body spectrum [13, 16, 92]. However, an accurate determination of the critical point from ED data is complicated due to a rather slow convergence towards thermodynamic limit, see Ref. [93] for a recent discussion. Specifically, the apparent transition point drifts towards larger values of \( W \) with increasing system size.

This behavior is similar to that seen for the RRG model. Indeed, the experience with RRG teaches us that the actual (thermodynamic-limit) critical disorder is considerably larger, due to finite-size effects, than the value suggested by the ED. Specifically, for RRG the ED would suggest \( W_c \approx 15 \) [e.g., as the position of the crossing point in spectral statistics, Fig. 8 (left panel), or based on maximum correlations of adjacent eigenstates, see Fig. 7 (right panel)], while the actual value is \( W_c = 18.17 \), see analysis in Sec. 2.2. In genuine interacting MBL models (such as the random-field spin chain), finite-size effects are expected to be further enhanced due to rare-region physics. This expectation has been supported by an analysis based on the time-dependent variational principle with matrix product states that was carried out in Ref. [20], where the dynamics (imbalance relaxation) was explored for systems of much larger size, up to \( L = 100 \). A strong drift of apparent (size-dependent) \( W_c \) with system size \( L \) was found, which has, however, essentially saturated at \( L = 100 \). This yielded an estimate for the critical value \( W_c = 5 - 5.5 \) of the MBL transition in the thermodynamic limit \( (L \to \infty) \). Interestingly, an advanced ED procedure supplemented by an extrapolation to \( L \to \infty \) in recent Ref. [94] resulted in a very similar estimate \( W_c \approx 5.4 \).

Several works [95, 13, 16] have used the ED data to carry out a finite-size scaling analysis of the MBL transition in the model (137). The results for the critical exponent \( \nu \) are in the range 0.5 – 1, in conflict with the Harris criterion that requires \( \nu \geq 2 \). This shows that the system sizes that can be treated via ED are too small to access the asymptotic critical behavior. Estimates in Refs. [17, 18, 19] indicate that spin chains of length \( L \geq 50 - 100 \) are needed to access the ultimate critical scaling. Interestingly, the values of the index \( \nu \) obtained on the basis of ED data are quite close to the value \( \nu_{\text{del}} = 1/2 \) on RRG, especially if one takes into account that finite-size effects in small systems make the apparent \( \nu_{\text{del}} \) larger, see Sec. 2.2. Thus, systems of intermediate sizes (relevant to experiments) may exhibit the critical behavior similar to that in the RRG model.

3.3.3. Eigenfunction statistics: Scaling of IPR

We begin the discussion of properties of exact many-body eigenstates \( \psi_k \) by the analysis of their most conventional characteristics: the inverse participation ratio (IPR) \( P_2 \) (defined as before in the basis of eigenstates \( j \) of all \( S_z^i \) operators), \( P_2 = \langle \sum_j |\psi_k(j)|^4 \rangle \).
The volume of the many-body space is \( N \sim 2^L \). More accurately, if we take into account that the total spin is conserved and consider the sector with total \( S_z = 0 \), the volume of the many-body Hilbert space is found to be \( N = L!/(L/2)!2^L \). The subleading power-law factor does not play, however, any essential role.

At strong disorder \( W \gg 1 \) (i.e., deeply in the MBL phase), the number of resonant spin pairs is \( \sim N_{1,1}/W \sim L/W \). The number of second-order resonances is \( \sim N_{2,2}/W^2 \sim L/W^2 \), and higher-order resonances are suppressed by still higher powers of \( W \), so that they all can be neglected. Exactly like in the case of a long-range interaction, Sec. 3.2.2, each of first-order resonances brings a factor \( \sim 1/2 \) to IPR \( P_2 \). This results in a fractal scaling of the IPR [10, 43] that has the same form as Eq. (134):

\[
P_2 \sim N^{-\gamma(W)}, \quad \tau(W) \sim \frac{1}{W}.
\] (140)

This fractal scaling of IPR was indeed found numerically [96, 16] in the MBL phase of the spin-chain model (137). Furthermore, the numerical analysis in Ref. [16] led to the conclusion that this behavior holds up to the critical point, with \( \tau(W) = \lim_{W \to W_c} \tau(W) \). This means that the critical point of the MBL problem has properties of the localized phase, in analogy with the RRG model. Also, it was found in Ref. [16] that the scaling \( \tau(W) \sim 1/W \) that is derived analytically for \( W \gg 1 \) in fact holds with a good accuracy up to the transition point \( W_c \), with \( \tau(W_c) \approx 0.2 \).

In the delocalized phase, an analogy with the RRG model, see Sec. 2.3.1, suggests the ergodic behavior (also supported by general expectations)

\[
P_2 \propto \frac{1}{N}.
\] (141)

Indeed, the ergodic scaling (141) of the IPR was found in numerical simulations (ED) in Ref. [16].

3.3.4. Eigenfunction statistics: Dynamical correlations

Let us now consider correlations of different many-body eigenstates. For the RRG model, the corresponding dynamical correlation function \( \beta(\omega) \) was analyzed in Sec. 2.3.4 and 2.5. We recall that \( \beta(\omega) \) is the average overlap of two eigenstates separated in energy by \( \omega \),

\[
\beta(\omega) = \left( \sum_j |\phi_k(j)\phi_l(j)|^2 \right), \quad \omega = E_k - E_l.
\] (142)

It was found in Ref. [39] that properties of the correlation function \( \beta(\omega) \) for the MBL problem are remarkably similar (although not identical) to those for RRG. We briefly review below the corresponding analytical and numerical results.

We begin with analytical consideration. On the delocalized side of the transition, the ergodic behavior is expected, which should have the same form as the first line of Eq. (66) derived for the RRG model:

\[
N^2 \beta(\omega) \sim N_{\xi}, \quad \omega < \omega_\xi.
\] (143)

Here \( N_{\xi} \), which has a meaning of Hilbert-space correlation volume, depends on disorder \( W \) only (i.e., does not depend on \( N \) and on \( \omega \)). For higher frequencies, \( \omega > \omega_\xi \), a critical behavior is expected, in analogy with the second line of Eq. (66). As we discuss below, it is characterized by a power-law dependence of \( \beta(\omega) \) on \( \omega \), as on RRG.
We turn now to the analysis of eigenstates correlations in the MBL phase. It largely parallels the corresponding calculation for the RRG model, Sec. 2.5, with the correlation function $\beta(\omega)$ being governed by Mott–type resonances. The result reads \cite{39}

$$N^2\beta(\omega) \sim \omega^{-\mu(W)} \left( \log_2 N \right)^{3/2} N^{-\tau(W)}.$$  \hfill (144)

Equation (144) has largely the same form as Eq. (100) for RRG; the key factor is the power-law dependence on frequency, $\omega^{-\mu(W)}$, with a disorder-dependent exponent $\mu(W)$. Specifically, $\mu(W)$ decreases logarithmically at large $W$ as in the RRG model, Eq. (102). The additional factor $N^{-\tau(W)}$ in Eq. (144) originates from the suppression of resonant overlap, which is of order unity in the RRG model, see Eq. (94) and becomes

$$\sum_j |\psi_k(j)\psi_l(j)|^2 \sim N^{-\tau(W)}$$  \hfill (145)

for the genuine many-body problem (spin chain), for the same reason as the IPR, Eq. (140). The exponent $\tau(W)$ is parametrically small ($\sim 1/W$) in the MBL phase and remains quite small numerically at the critical point $[\tau(W_c) \approx 0.2$ according to Ref. \cite{16}, see Sec. 3.3.3]. Thus, the difference between the results for the RRG and spin-chain models is not so significant.

We discuss now ED results for the dynamical eigenstate correlations in the model (137), which corroborate analytical expectations. In Fig. 15, the correlation function $\beta(\omega)$ is shown for disorder strength from $W = 1.5$ to $W = 10$, i.e., across the MBL transition. The behavior of $\beta(\omega)$ is very similar to that for the RRG model, Fig. 11. For relatively weak disorder, $W = 1.5, 1.7, 2$ (i.e., deeply in the delocalized phase), $\beta(\omega)$ exhibits a power-law critical behavior at higher frequencies and saturates at lower frequencies, in agreement with the expectation (143). The saturation value is fully consistent with the $N$-independence of $N_\xi$ in Eq. (143), thus confirming the ergodicity of the delocalized phase, as discussed below. For $W = 3$ and 4, the correlation function $\beta(\omega)$ shows a clear bending towards saturation at small $\omega$ but the saturation is not reached. This implies that these values of $W$ are on the delocalized side of the transition (in the limit $L \to \infty$) but the accessible system sizes are insufficient to observe ergodic behavior: for these values of
Figure 16: Dynamical eigenstate correlations for spin chain of size $L = 16$. Left: Correlation function $\beta(\omega)$ for disorder strengths $W = 5, 6, 7, 10$ (from cyan to magenta). Right: Disorder dependence of the exponent $\mu(W)$ governing the power-law scaling $\beta(\omega) \propto \omega^{-\mu(W)}$, see Eq. (144). The figure is a counterpart of Fig. 12 for the RRG model. From Ref. [39].

At strong disorder, $W = 6$ and 10, the function $\beta(\omega)$ shows a power-law scaling in the full range of $\omega$, as predicted for the MBL phase, Eq. (144).

The right panel of Fig. 17 presents the flowing exponent $\mu_{nn}(W_c)$ defined by Eq. (76) (with the replacement $N \rightarrow N$). This figure is also similar to its RRG counterpart, right panel of Fig. 7. There is, however, a difference: while for the RRG model the maximum value of $\mu_{nn}$ for the largest $L$ is unity with a good accuracy (as expected analytically), for the spin-chain model the maximum value is $\approx 0.75$. This is partly due to finite-size effects (which are stronger for the spin chain), but there is also a deeper reason. In full analogy with the IPR scaling at the transition point, $P_2 \sim N^{-\tau(W)}$, [see Eq. (140)], we expect the overlap of two adjacent states at criticality to exhibit the same scaling, $N^\beta \sim N^{-\tau(W)}$ [cf. Eq. (145)], so that

$$\mu_{nn}(W_c) = 1 - \tau(W_c).$$

(146)

Thus, in the limit $N \rightarrow \infty$, we have $\mu_{nn}(W_c) = 0.8$, which is the maximum of $\mu_{nn}(W)$. This result can be also obtained from Eq. (144) by extending it from the MBL phase to the transition point.
and setting $\mu(W_c) = 1$ (as in the RRG model). More generally, setting $\omega \sim 1/N$ in Eq. (144), one gets a relation between the exponents in the MBL phase,

$$\mu_{nn}(W) = \mu(W) - \tau(W).$$ (147)

At strong disorder, the exponent $\tau(W)$ is small (it decays with increasing disorder as $\sim 1/W$, while $\mu(W)$ decays only logarithmically), so that $\tau(W) \ll \mu(W)$ and thus

$$\mu_{nn}(W) \approx \mu(W).$$ (148)

Numerically, this remains valid with reasonable accuracy up to the transition point, since $\tau(W_c)$ is rather small. It should be also mentioned that logarithmic corrections to scaling, such as the logarithmic factor in Eq. (144), as well as further finite-size effects, significantly affect numerical values of MBL-phase exponents as obtained by ED.

The expected behavior of $\mu_{nn}(W)$ in the limit $L \to \infty$ is shown by a dashed line in the right panel of Fig. 17. In analogy with the $\beta_{nn}$ peak, the position of the maximum of $\mu_{nn}$ yields a finite-size estimate for the critical point and drifts, with increasing $L$, towards the true (thermodynamic-limit) transition point $W_c$. The drift is approximately linear with system size $L$; the accessible system sizes are way too small to allow for a reliable estimate of the $L \to \infty$ critical disorder $W_c$. In similarity with the RRG model, a substantial part of the delocalized phase belongs to a broad critical regime, $2.5 \lesssim W \lesssim 5$, for sizes $L$ accessible to ED.

### 3.3.6. Dynamical correlations: Real-space observables

Finally, we briefly discuss connections between the eigenstate correlation function $\beta(\omega)$ and other dynamical observables. In particular, Ref. [97] (see also a recent paper [98]) studied matrix elements of local (in real space) operator $S^z_i$,

$$F(\omega) = \left\langle \left| \left( S^z_i \right\rangle \right| \right|^2 \equiv \left\langle \left| \langle \psi_k | S^z_i | \psi_l \rangle \right| \right|^2 ,$$ (149)

as a function of the frequency $\omega = E_k - E_l$. The $\omega \to t$ Fourier transform of Eq. (149) has a meaning of the return probability in real space. At the same time, the Fourier transform of $\beta(\omega)$
Figure 18: Evolution of $L$-scaling of the critical disorder $W_c$ of the MBL transition in the spin model (123) with the power-law-interaction exponent $\alpha$. The range $d \leq \alpha < 2d$ is considered in Sec. 3.2, and the corresponding critical disorder is given by Eq. (131). Extreme cases are the limits of infinite-range interaction ($\alpha = 0$, quantum dot, Sec. 3.1) and of short-range interaction ($\alpha = \infty$, Sec. 3.3). In the range $0 \leq \alpha < d$ the mechanism of ergodization is analogous to that in the quantum dot ($\alpha = 0$) model discussed in Sec. 3.1. In the range $2d \leq \alpha < \infty$, the delocalization is expected to take place due to rare ergodic spots [12, 99, 100]. Adapted from Ref. [43].

yields the return probability in the many-body space $p(t)$ [cf. Sec. 2.3.5], which is clearly very different in general. Indeed, in the ergodic phase the behavior of $\beta(\omega)$ and $F(\omega)$ is very different: while $\beta(\omega)$ is a constant at not too large frequency, $F(\omega)$ has a power-law behavior reflecting diffusive or subdiffusive transport. Let us note that, contrary to $\beta(\omega)$, the function $F(\omega)$ does not have a direct counterpart in the RRG model, since the latter mimics the many-body space but not the real space. Nevertheless, there is a remarkable similarity in the behavior of $\beta(\omega)$ and $F(\omega)$ in the MBL phase (and at criticality): they both exhibit a power-law dependence on $\omega$, with a continuously varying exponent. In Ref. [91], a related power-law frequency scaling of the conductivity (which is another real-space-related observable) was found, $\sigma(\omega) \sim \omega^{\alpha}$, with the exponent $\alpha$ varying in the range $1 < \alpha < 2$ in the MBL phase. It appears that the correlation functions defined in many-body space (like $\beta(\omega)$) and in the real space (like $F(\omega)$ or $\sigma(\omega)$) are closely related in the MBL phase, since both these classes of correlation functions are governed by Mott-type resonances. More work is needed to better understand these relations.

4. Summary

In this article, we have reviewed properties of Anderson localization in the RRG model and its connection to a broad class of MBL problems, i.e. to interacting many-body models that exhibit a localization transition in Fock space. For models that are in the spatially localized phase in the absence of interaction, this MBL transition manifests itself also in real-space localization properties.

The RRG model has a great advantage that it can be treated analytically in a controllable way within a field-theoretical approach using supersymmetry. Many of the physical observables characterizing eigenstate and level statistics can be then expressed in terms of a solution of a self-consistency equation. Key properties of the solution of this equation are understood analytically. Furthermore, this equation can be very efficiently solved numerically by means of PD. Remarkably, this allows one to proceed effectively to system sizes $N$ (Hilbert-space volume) as huge as $N \sim 10^{19}$, which is many orders of magnitude larger than systems that can be studied via ED ($N \lesssim 10^9$). This permits to determine the position of the critical point with an outstanding accuracy; in particular, for the most frequently studied model with coordination number $m + 1 = 3$ and box distribution of disorder it is $W_c = 18.17 \pm 0.01$.

Statistical properties of eigenstates and energy levels in the RRG problem have been studied very systematically, as reviewed in Sec. 2 of this article. This has been done by using three
approaches: (i) purely analytical; (ii) analytical supplemented by numerical solution of the self-consistency equation, and (iii) ED. Results of all three approaches are in perfect agreement with each other. We summarize key properties of Anderson localization in the RRG model:

- The delocalized phase, $W < W_c$, is ergodic. The ergodicity implies, in particular, the $1/N$ asymptotic scaling of the IPR $P_2$ as well as the universal, WD form of the level statistics (for not too large frequencies $\omega$). In the vicinity of the transition, the ergodicity is reached for system sizes $N \gg N_\xi$, where $\xi$ is the correlation length and $N_\xi \sim m^\nu_{\text{del}}$ is the correlation volume. The correlation length diverges according to a power law, $\xi \sim (W_c - W)^{-\nu_{\text{del}}}$, with the critical index $\nu_{\text{del}} = \frac{1}{2}$, so that $N_\xi$ diverges exponentially fast. In view of this, there is a sizeable range of disorders on the ergodic side of the transition for which the condition $N \gg N_\xi$ cannot be reached with sufficient margin in ED, so that the ED data can not fully reveal the ergodic behavior.

- The critical point of the Anderson transition, $W = W_c$, has a localized character. The leading behavior of various observables at criticality can be obtained by an extrapolation from the localized phase to the critical point, $W \to W_c + 0$. For example, the IPR in the critical point is $P_2 \sim 1$ as in the localized phase, the level statistics at criticality is of Poisson form as in the localized phase etc. This should be contrasted to Anderson transition in $d$ dimensions where the corresponding behavior is in a sense intermediate between those in localized and delocalized phases.

- The localized character of the critical point leads to strong finite-size effects. A system in the ergodic phase ($W < W_c$) but close to the transition first evolves, with increasing size $N$, towards criticality, i.e., towards localized behavior of energy-level and eigenstate statistics. Only when $N$ exceeds $N_\xi$, the flow changes direction and the system starts evolving towards ergodicity. This non-monotonic $N$-dependence of various observables manifests itself in a substantial drift of the apparent transition point (as obtained on the basis of ED data) towards stronger disorder with increasing system size.

In Sec. [3] we have briefly reviewed some of main properties of the MBL transitions. We have considered three classes of models. In Sec. [3.1] “quantum-dot” models were discussed, with single-particle states spread over the whole system. In these models, the MBL transition happens in the Fock space only. Sections [3.2] and [3.3] deal with models that are characterized by single-particle states that are localized in real space, with long-range and short-range interaction, respectively. For each of these three classes, there are closely related models formulated in terms of fermions and in terms of spins. Since our main focus is on relations between the RRG and MBL problems, we discussed those observables in MBL models that have direct counterparts in the RRG model. These include many of key properties of the MBL systems, such as the scaling of MBL transition points, level statistics, as well as fluctuations and correlations of many-body eigenstates. For all of the considered MBL models, there are strong connections with the RRG problem, and in some cases approximate mapping to RRG is used to infer physical properties. Main results can be summarized as follows:

- For the quantum-dot model (or, equivalently, the SYK model perturbed by a kinetic-energy term), Sec. [3.1] the Fock-space MBL transition takes place in the plane spanned by two dimensionless parameters: the number $n \gg 1$ of single-particle orbitals and the ratio $g^{-1} = V/\Delta \ll 1$ of the interaction matrix element $V$ to the single-particle level spacing $\Delta$. 46
The model has approximately a structure of an RRG model with the Hilbert-space volume $N \sim 2^n$, disorder strength $W \sim n$Δ, hopping $V \sim \Delta / g$ and coordination number $m+1 \sim n^4$.

The RRG position of the critical point, $W/V \sim m \ln m$, translates, in this approximation, into the following line of the MBL transition in the $g$–$n$ plane: $g \sim n^3 \ln n$, Eq. (110). In fact, the accuracy of this approximation is not fully clear at this stage. The reason is that a model with two-body interaction involves correlations between many-body states coupled by interaction that are not present in the RRG model. It turns out, however, that spectral diffusion efficiently reduces the effect of these correlations in the quantum-dot problem. Specifically, the analysis in Ref. [10] comes to the same result as the RRG model suggests but with possibly smaller power of the logarithm: $g \sim n^3 \ln^n n$ with $\mu \leq 1$. Furthermore, Ref. [77] proposes that the RRG result even holds exactly, including the power of the logarithm. The argument is based, however, on an approximation of effective-medium type that, in our view, has to be studied more accurately. Independently of these details, the MBL transition in the quantum-dot (perturbed-SYK) model is closely related to the localization transition on RRG. This concerns not only the scaling of the MBL transition but also properties of both phases and of the critical point.

• In Sec. 3.2, we have considered the MBL transition in a model with random long-range interaction decaying with distance as $1/r^\alpha$. While we discussed (following Ref. [43]) a spin model with random interaction and random on-site magnetic field, interacting fermionic models can be (approximately) mapped on a spin model of this type and have similar properties. Parameters characterizing the model are the linear size $L$, the spatial dimensionality $d$, the power-law exponent $\alpha$, and the strength $W$ of the random field (normalized to the nearest-neighbor interaction strength). Depending on the value of the exponent $\alpha$, there are three distinct situations, see Fig. 18. For $\alpha < d$, the number of direct resonances that each spin finds increases without bound with increasing $L$. This can be viewed as a “quantum-dot-like” situation. The analysis can be performed analogously to the quantum-dot model, with the critical disorder of the MBL transition behaving like $W_c \sim L^{2d-\alpha} \ln^\mu L$.

For $d < \alpha < 2d$, only rare spins form resonances ("pseudospins"). At the same time, the total number of such pseudospins increases with $L$, so that they eventually proliferate and start to interact. It turns out that the system of interacting pseudospins can be approximately mapped on the RRG model, yielding the result for the critical point $W_c \sim L^{2d-\alpha} \ln L$, Eq. (131). Finally, for $\alpha > 2d$, such mechanism of delocalization is not operative. This regime is similar to the case of short-range interaction. Delocalization at large $L$ (and fixed large $W$) is expected to happen due to rare events only (as in short-range-interaction models in $d > 1$), so that $W_c$ increases with $L$ in a very slow fashion (more slowly than any power law).

We have focussed in Sec. 3.2 on the case $d < \alpha < 2d$. The mapping of the MBL model with long-range interaction with such $\alpha$ onto RRG model strongly suggests that most of key properties of the RRG model hold also for the MBL problem. This includes, in particular the ergodic character of the delocalized phase and the localized nature of the critical point $W_c$ (i.e., properties of the critical point are obtained continuously by an extrapolation $W \rightarrow W_c + 0$ from the localized side.)

At the same time, there is one important difference between the MBL models that involve localization in real space and their RRG counterparts. The scaling of the IPR in the localized phase of the MBL problems is of multifractal form, $P_2 \sim N^{-\tau(W)}$, with the disorder dependent exponent $\tau \sim 1/W$, at variance with $P_2 \sim 1$ in the localized phase on RRG. This
multifractality of the MBL phase results in a natural way from rare short-scale resonances that have a concentration $1/W$. While such resonances are not sufficient to establish delocalization for $W > W_c$, each of them yields a factor $\sim 1/2$ into $P_2$, thus leading to a fractal scaling. This equally applies to models with power-law interaction (with $\alpha > d$) and with short-range interaction.

The analytical predictions resulting from the mapping of a model with $d < \alpha < 2d$ on RRG have been verified by numerical simulations (for $d = 1$ and $\alpha = 3/2$). The numerical results are in agreement with the analytically obtained scaling of critical disorder $W_c(L)$.

Further, numerical results for the IPR scaling confirm the ergodicity of the delocalized phase and the fractal scaling of IPR in the localized phase.

- In Sec. 3.3 we discussed the MBL problem with a short-range interaction. Specifically, we have focussed on 1D $S = \frac{1}{2}$ spin chain in random field that represents the most popular MBL model. For a short-range interaction model, the connection to RRG is somewhat more delicate than in the case of, e.g., quantum-dot model. Indeed, a number of states to which each basis many-body state (eigenstate of the non-interacting problem) is connected by interaction grows $\sim L$, where $L$ is the chain length. At first sight, one could think that the model is similar to RRG with a coordination number $\sim L$. This is not true, however in view of a combination of two reasons. First, there are strong correlations between states coupled by the interaction. Second, distant resonances “do not talk to each other” in a model with short-range interaction, so that the spectral diffusion does not play a role that it plays in the quantum-dot model. The number of resonances growing as $\sim L$ leads only to fractal behavior of IPR, $P_2 \sim N^{-\tau(W)}$, as in the case of power-law interaction. At the same time, the number of potential resonances that can be responsible for many-body delocalization grows with the order $n$ of the perturbation theory as $N_{n,L} \sim L^m$, with $m \sim 1$, Eq. (138).

The delocalization is thus similar to that on RRG with a coordination number $m \sim 1$, so that the critical disorder is $L$-independent, $W_c \sim 1$, in the limit $L \to \infty$. This argument does not include a possible effect of rare ergodic regions. However, in 1D geometry, rare regions do not affect the conclusion about the $L$-independence of $W_c$ at large $L$ (although they do affect the exact value of $W_c$ and probably the critical behavior).

Numerical results support the analytical conclusion that $W_c$ saturates at an $L$-independent value in the large-$L$ limit. Furthermore, they indicate that qualitative properties of the MBL transition are in many key respects analogous to those of the RRG model. Specifically, the delocalized phase is found to be ergodic, the critical point has the localized character, and the apparent critical disorder $W_c$ exhibits a sizeable drift towards larger values with increasing $L$. Of course, the ED is limited by systems of moderate length (typically $L \leq 24$); at such lengths, a sizeable range of disorder near $W_c$ belongs to a critical region.

As an important characteristic of the many-body state, we have analyzed in Sec. 3.3 dynamical correlations of eigenstates $\beta(\omega)$ across the MBL transition. The correlations reveal a remarkable similarity between the MBL and RRG problems. In particular, the Figs. 15, 16, and 17 for the spin-chain problem are very similar to their RRG counterparts, Figs. 11, 12, and 7. On the delocalized side of the MBL transitions, these correlations support (along with various other observables) ergodicity of the system. On the MBL side, $W > W_c$, they yield a power-law dynamical scaling, $\beta(\omega) \propto \omega^{-\mu(W)}$, with a disorder-dependent exponent $\mu(W)$, in analogy with the RRG problem.

Clearly, the RRG model is not equivalent to any of the MBL models discussed above. There
are many observables in the MBL problems (such as properties of single-particle excitations or real-space observables) that do not have direct counterparts in the RRG model. Indeed, the Hilbert space of the RRG problem, although mimicking important features of the Fock space of the many-body problem, is not the Fock space. For the same reason, notions of rare ergodic or localized spots that play an important role in phenomenological theories of the MBL transition do not have their counterparts in the RRG model either. The RRG critical behavior cannot be the asymptotic behavior for MBL problems since it would violate the Harris criterion. All these differences are manifestations of the fact that the RRG model is only a toy model representing a simplistic version of the genuine MBL problem. Nevertheless, as was discussed in the present review and emphasized in this section, the RRG model captures many key physical properties of the MBL problem. In models with long-range interaction, the relation between the MBL and RRG problems can be even made quantitative.
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