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Abstract

We introduce a novel definition of orientation on the triples of a family of pairwise intersecting planar convex sets and study its properties. In particular, we compare it to other systems of orientations on triples that satisfy a so-called interiority condition: \(\bigodot(ABD) = \bigodot(BCD) = \bigodot(CAD) = 1\) imply \(\bigodot(ABC) = 1\) for any \(A, B, C, D\). We call such an orientation a P3O (partial 3-order), a natural generalization of a poset, that has several interesting special cases. For example, the order type of a planar point set (that can have collinear triples) is a P3O, but not every P3O is the order type of some planar point set; a P3O that is realizable by points is called a p-P3O.

If the family is non-degenerate with respect to the orientation, i.e., always \(\bigodot(ABC) \neq 0\), we obtain a T3O (total 3-order). Contrary to linear orders, a T3O can have a rich structure. A T3O realizable by points, a p-T3O, is the order type of a point set in general position. Despite these similarities to order types, P3O’s and T3O’s that can arise from the orientation of pairwise intersecting convex sets, denoted by C-P3O and C-T3O, turn out to be quite different from order types: there is no containment relation among the family of all C-P3O’s and the family of all p-P3O’s, or among the families of C-T3O’s and p-T3O’s.

Finally, we study properties of these orientations if we also require that the family of the underlying convex sets satisfies the (4,3) property, as a first step towards obtaining better \((p, q)\)-theorems.

Mathematics Subject Classifications: 05C88, 05C89

1 Introduction

A family is intersecting if any two members of the family intersect, and it is 3-intersection-free if no three members of the family have a common intersection. In order to better understand the intersection structure of planar convex sets, we will define an orientation of such sets (for a more detailed motivation, see the beginning of Chapter 5). First, we need to define a few other notions.
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Take a family of objects, \( \mathcal{F} \), a fixed positive integer \( k \), and a function \( \circ \), whose domain is the set of \( k \)-tuples of distinct members of the family and its range is the set \( \{-1, 0, 1\} \). If \( \circ \) furthermore satisfies the condition \( \circ (A_{\sigma(1)}, \ldots, A_{\sigma(k)}) = \text{sgn}(\sigma) \cdot \circ (A_1, \ldots, A_k) \) for any \( A_1, \ldots, A_k \in \mathcal{F} \) and any permutation \( \sigma \) of \( \{1, \ldots, k\} \), then we call such an assignment a partial orientation of rank \( k \). In the special case, when \( \circ \) nowhere vanishes, i.e., it is never 0, we call such an assignment a total orientation. Such a relation is called an alternating sign map in matroid theory, see for example [0, Definition 3.5.3]. In Knuth [0], these are called cyclic symmetry and antisymmetry axioms in the case of the orientation of three planar points. We prefer the term orientation and, just like it is common in the case of standard orderings, we sometimes omit writing ‘total’ or ‘partial’ before it. We will also use the term orientation of the ordered \( k \)-tuple \( (A_1, \ldots, A_k) \) for the value \( \circ (A_1, \ldots, A_k) \), which we will oftentimes only denote by \( \circ (A_1 \ldots A_k) \).

Suppose that in an orientation of rank \( k \) on the family \( \mathcal{F} \), an ordered \((k+1)\)-tuple \((A_1, A_2, \ldots, A_k, B)\) from \( \mathcal{F} \) has the following property: There is a \( \varepsilon \in \{-1, +1\} \) (that can depend on the \((k+1)\)-tuple) such that for all permutations \( \sigma \) of \( \{1, \ldots, k\} \), \( \circ (A_{\sigma(1)}, A_{\sigma(2)}, \ldots, A_{\sigma(k-2)}, A_{\sigma(k-1)}, B) = \varepsilon \cdot \text{sgn}(\sigma) \). If for every ordered \((k+1)\)-tuple having the property described above, \( \circ (A_1, \ldots, A_k) = \varepsilon \) also holds (since \( \circ \) is an orientation, this is equivalent to that \( \circ (A_{\sigma(1)}, A_{\sigma(2)}, \ldots, A_{\sigma(k-2)}, A_{\sigma(k-1)}, A_{\sigma(k)}) = \varepsilon \cdot \text{sgn}(\sigma) \) for all permutations \( \sigma \) ), we say that the orientation satisfies the interiority condition (following Knuth, who defined the interiority condition for \( k = 3 \)) and also that it is an order of rank \( k \) (or simply a \( k \)-order). If it is a partial orientation (so in the general case), we call it a partial order of rank \( k \) (partial \( k \)-order or P\( k \)O), while if it is a total orientation, we call it a total order of rank \( k \) (total \( k \)-order of T\( k \)O).

The above definitions can also be stated equivalently with a cyclic condition if we separate the cases when \( k \) is odd and even (the equivalence follows from examining the possible permutations of the elements):

If \( k \) is odd, an orientation of order \( k \) on a family \( \mathcal{F} \) fulfills the interiority condition if and only if for any \((k+1)\)-tuple \((A_1, A_2, \ldots, A_k, B)\), if \( \circ (A_1A_2 \ldots A_{k-1}B) = \circ (A_2A_3 \ldots A_kB) = \circ (A_3A_4 \ldots A_kA_1B) = \ldots = \circ (A_kA_1A_2 \ldots A_{k-2}B) = 1 \), then \( \circ (A_1A_2 \ldots A_k) = 1 \).

If \( k \) is even, an orientation of order \( k \) on a family \( \mathcal{F} \) fulfills the interiority condition if and only if for any \((k+1)\)-tuple \((A_1, A_2, \ldots, A_k, B)\), if \( \circ (A_1A_2 \ldots A_{k-1}B) = -\circ (A_2A_3 \ldots A_kB) = \circ (A_3A_4 \ldots A_kA_1B) = \ldots = -\circ (A_kA_1A_2 \ldots A_{k-2}B) = 1 \), then \( \circ (A_1A_2 \ldots A_k) = 1 \).

For any ordered \((k+1)\)-tuple \((A_1, \ldots, A_k, B)\) satisfying the premise of the interiority condition for any \( k \)-order, we say that \( B \in \text{conv}(A_1A_2 \ldots A_k) \). It is easy to check that the definition of \( \text{conv} \) is invariant to any permutation of the \( A_i \) and that for the standard orientation of points in general position (described in the next paragraph) it coincides with the standard notion of \( B \in \text{conv}(A_1A_2 \ldots A_k) \), however, it still does not necessarily satisfy all natural properties of convexity, as we will see it at the end of this section.

Note that a P\( k \)O is just an ordinary poset, since if \( k = 2 \), then the interiority condition is equivalent to transitivity. A T\( k \)O is just a total linear order. A well-known example of an order of rank \( d + 1 \) is the standard orientation of points in \( \mathbb{R}^d \), given by the sign of
the determinant of the \((d + 1) \times (d + 1)\) matrix whose rows are the coordinates of the points with an extra 1 at the end. From now on, whenever we use \(\triangle\) for points, like \(\triangle(abc)\) for some \(a, b, c \in \mathbb{R}^2\), we always mean the above defined orientation. Also note that when using the notation for three sets, we will drop the commas from the notation.

Some specific \(PkO\)’s, called chirotopes [0] and signotopes [0] have also been studied earlier.

Once an order of some rank has been fixed (or is implicitly understood) on a (typically finite) family \(\mathcal{F}\), then the order induced by it is called the order type of \(\mathcal{F}\), so the order type of a family of objects for us is just the underlying \(PkO\). Traditionally, this term has been used for point sets with the above defined \(\triangle\); we use it in a more general sense, for any family (with a fixed order of an appropriate rank). Note that in the literature order type is often only used for points in general position; we also allow the sign to be 0 in an order type, as in the more restrictive case we can emphasize that the order type is a \(TkO\). We will call two order types isomorphic if one can be obtained from the other one using the permutation of the elements of its domain, and the flipping of the signs of all non-zero values assigned to the \(k\)-tuples (+1 to −1 and −1 to +1). This latter operation, in the case of points in \(\mathbb{R}^d\), corresponds to reflecting the point set to a hyperplane, so it is natural to identify two such order types, as was done in [0]; all our studied \(PkO\)’s will have a similar symmetry. We also want to emphasize that two different types of objects with two differently defined implicit orders can have the same order type; we only need that the signs of the orientations are the same under some permutation, possibly after a flip of signs.

In this work, we will focus on the rank 3 case and assume \(k = 3\) for all considered orientations. So we will call an order of rank 3 a (partial) 3-order (\(P3O\)), and a total 3-order (\(T3O\)) if it does not take 0 anywhere. Recall that the interiority condition is equivalent to that if \(\triangle(ABD) = \triangle(BCD) = \triangle(CAD) = 1\), then \(\triangle(ABC) = 1\) holds for all ordered 4-tuples from a 3-order. Note that the orientation of a planar point triple is determined by the order in which the points follow each other on the boundary of their convex hull (triangle): it is +1 if the three points are in a counterclockwise order and −1 if they are in a clockwise order, while if the three points are collinear, it is 0. A \(P3O\) that is the order type of a point set is denoted as \(p-P3O\), and such a \(T3O\) is a \(p-T3O\), so \(p-T3O\) correspond to traditional point order types, with no collinearities.

Now we proceed to convex sets. From now on, whenever we refer to a convex set, it is always assumed to be closed and planar, unless stated otherwise. Our goal is to define a \(P3O\) on pairwise intersecting plane convex sets.

Nerve complexes are a well-known notion in topology, introduced by Alexandrov [0] (originally for open sets). Such a complex belongs to any family \(\mathcal{F} = \{S_i| i \in I\}\) of sets over a topological space. It is defined as an abstract simplicial complex in which each \(S_i\) is represented by a vertex \(v_i\) and any finite subset \(\{v_j| j \in J\\} (|J| < \infty, J \subseteq I)\) of them is a face if and only if all the elements of \(\{S_j| j \in J\}\) have a common intersection. Several related theorems, called ‘nerve theorems’ exist that show a connection between the topology of a family of sets and its nerve. Two well-known examples are Leray’s nerve theorem [0] and Borsuk’s nerve theorem [0]. A variant of the nerve theorem (see [0, Theorem 4.2.2.]
and see also [0, Theorem 3.9.] for a similar statement) states that the nerve belonging to a family of compact convex sets is homotopy equivalent to the union of said sets (note that a similar result for good covers, which are a generalization of families of convex sets, has been proven in [0, Theorem 13.4.]). This shows that if three convex planar sets, $A$, $B$, $C$, form an intersecting and 3-intersection-free family, then $A \cup B \cup C$ is homotopy equivalent to $S^1$, from which the Jordan curve theorem shows that $\mathbb{R}^2 \setminus (A \cup B \cup C)$ has exactly one bounded component, called the hollow of $ABC$, which we will denote by $\mathcal{A}(ABC)$ (see Figure 1). Lehel and Tóth [0] have also shown that the convex hull of this hollow is a triangle with sides $a, b, c$, such that (apart from its endpoints) side $a$ is contained in $A \setminus (B \cup C)$, side $b$ in $B \setminus (A \cup C)$, and side $c$ in $C \setminus (A \cup B)$. We may refer to the vertices of this triangle as the vertices of the hollow, but note that since the hollow is open, its vertices are not a part of it, only of its closure.

The following lemma, which enables us to define the orientation of triples of pairwise intersecting convex sets, is a straightforward consequence of Lemma 1 in [0]; this result inspired us to study such families in more detail and from a different perspective.

![Figure 1: Three convex sets, $A$, $B$, $C$, with negative orientation on the left, and with positive orientation on the right, and their hollow, $\mathcal{A}(ABC)$.](image)

**Lemma 1** (Jobson-Kézdy-Lehel-Pervenecki-Tóth [0]). Three pairwise intersecting closed convex sets, $A, B, C$, that do not have a common point, enclose a hollow $\mathcal{A}(ABC)$, and the following four properties hold.

(a) $\mathcal{A}(ABC)$ is a simply connected region.

(b) The boundary of $\mathcal{A}(ABC)$ has exactly one arc from each of the boundaries of $A$, $B$ and $C$.

(c) The closure of the convex hull of $\mathcal{A}(ABC)$ is a triangle with sides $a, b, c$ such that (apart from its endpoints) side $a$ is contained in $A \setminus (B \cup C)$, side $b$ in $B \setminus (A \cup C)$, and side $c$ in $C \setminus (A \cup B)$.

(d) For any $x \in B \cap C$, $y \in A \cap C$ and $z \in A \cap B$ the orientation of $x, y, z$ is the same: if the sides $a, b, c$ follow each other in a counterclockwise order, it is positive, if the sides $a, b, c$ follow each other in a clockwise order, it is negative.
Using Lemma 1, we can define the orientation of the ordered triple of pairwise intersecting convex sets $A, B, C$, denoted by $\odot(ABC)$, as the orientation $\odot(xyz)$ of any three points $x \in B \cap C$, $y \in A \cap C$ and $z \in A \cap B$ (see Figure 1). We also define the orientation of three convex sets with a common intersection as zero. This way we can assign an orientation to any three members of an intersecting family of convex sets in the plane, which determines their order type. We write $\odot(ABC) = +1$, $\odot(ABC) = -1$, $\odot(ABC) = 0$, respectively, for positive, negative, zero orientations. From the definitions, it follows that $\odot(ABC) = \odot(CAB) = \odot(BCA) = -\odot(ACB) = -\odot(BAC) = -\odot(CBA)$. Thus, for any family of pairwise intersecting convex sets in the plane $F$, this is indeed an orientation, and in case no three elements of $F$ have a common intersection, it is a total orientation, otherwise it is only partial. As we will see later (Lemma 5), this orientation also satisfies the interiority condition, so it is in fact an order of rank 3. We will denote a 3-order that is the order type of a collection of pairwise intersecting convex sets by $C$-P3O, and by $C$-T3O if no three sets have a common point. These are compared to different 3-orders of interest in Figure 2.

Since throughout most of the paper, we will use the specific orientation defined above, $\odot(ABC)$ will always denote the orientation of pairwise intersecting convex sets in the plane $A, B$ and $C$ in this sense (similarly to the orientation of points).

Remark 1. Our definition only allows us to define an orientation for pairwise intersecting triples of convex sets. This is unlike the situation in the case of the (quite different) definition of orientation from $[0, 0, 0]$ by Bisztriczky and Fejes Tóth (later also investigated in $[0, 0, 0, 0, 0, 0, 0]$) which primarily focused on Erdős–Szekeres type theorems. In these papers the condition on the family of convex sets is that they are pairwise disjoint, or in later papers that they are non-crossing. Such a family is in convex position if no set is covered by the convex hull of the rest. In this case the orientation of some ordered triple $A, B, C$ is determined by any points $a \in A, b \in B, c \in C$ chosen from the boundary of $\text{conv}(A \cup B \cup C)$. This definition appeared explicitly in $[0]$ and is implicitly in earlier works—we will refer to it as the Bisztriczky–Fejes Tóth type orientation. Note that if $A, B, C$ are in addition also intersecting but 3-intersection-free, then the Bisztriczky–Fejes Tóth type definition gives the same orientation as the one used in this paper. But such families can contain at most four connected sets, as $K_5$ is non-planar.

We state the following corollary of Lemma 1(d).

Corollary 2. If the convex sets $A, B, C$ do not have a point in common, and the convex sets $A' \subset A, B' \subset B, C' \subset C$ are pairwise intersecting, then $\odot(A'B'C') = \odot(ABC)$.

If a family of convex sets in the plane is intersecting and 3-intersection-free, we call it

---

1It might seem counterintuitive that the intersecting case is assigned 0 but this is the natural choice in some cases; see also [0, Section 4].
2For the Bisztriczky-Fejes Tóth type definition of order types of convex sets, any point order type is by definition realizable by convex sets, while in the other direction a configuration of convex sets whose order type is not realizable by points was given in [0] answering a question of Hubard and Montejano.
3For intersecting families, an Erdős–Szekeres type theorem with our definition of orientation follows directly from Ramsey’s theorem.
| P3O (partial 3-orders), interior triple systems | T3O (3-orders), generalized signotopes |
|-----------------------------------------------|---------------------------------------|
| C-P3O (convex partial 3-orders)               | C-T3O (convex 3-orders)               |
| interior transitivity                         | interior transitivity                 |
| CC systems, pseudoline arrangements, rank 3 oriented matroids, signotopes |                          |
| p-P3O (partial order types of points)         | p-T3O (total order types of points)   |

**Figure 2:** A diagram illustrating the relationship of some 3-orders. A P3O is any partial orientation of triples satisfying the interiority condition. A T3O is a P3O such that no triple is zero-oriented. A C-T3O (resp. C-P3O) is a T3O (resp. P3O) that is realizable with planar convex sets. Theorem 8 shows that a p-P3O might not be a C-P3O, while that a p-T3O might not be a C-T3O is proved in our companion paper [0], which also includes several further subclasses of P3O and T3O. These also imply that C-P3O’s are a proper subclass of the P3O’s and C-T3O’s are a proper subclass of the T3O’s.

Thus, the order type of holey family is always a T3O. For example, any collection of lines in general position is holey, and the orientation of any triple is determined by their slopes (see Figure 3). This orientation for lines is not to be confused with the much studied arrangement types of lines which were shown by Goodman and Pollack [0] to correspond to the order types of points by duality. However, Goodman and Pollack also made the following simple observation about the orientations of triples of lines, which is relevant for us.

**Observation 3 (Goodman-Pollack [0]).** If a holey family consists of lines $\ell_1, \ldots, \ell_n$ which are ordered according to their slopes in clockwise circular order, then $\langle \ell_i, \ell_j, \ell_k \rangle = +1$ for all integers $1 \leq i < j < k \leq n$.

Our main motivation to study holey families is that it can be the first step to improve our understanding of the intersection structure of planar convex sets, which can potentially lead to improved weak $\varepsilon$-nets [0] and $(p,q)$-theorems [0]. The question is, what abstract properties of the underlying geometric 3-hypergraphs are useful to derive interesting

---

3Holey families can be also defined in a different way for abstract families, see the recent result in extremal combinatorics [0], but our notion is quite different.
The rest of this paper is organized as follows. In Section 2 we show that C-P3O’s satisfy the interiority condition (meaning that they are indeed P3O’s as the name suggests, and similarly C-T3O’s are T3O’s), and compare them with other well-studied orientations. In Section 3 we examine which p-T3O’s (order types) are realizable as a C-T3O, and we find that up to five elements, the single condition that the configuration satisfies the interiority condition, is sufficient. On the other hand, in Section 4 we show that there is a five-element p-P3O (five-point order type with collinearities) that cannot be realized as a C-P3O. We prove the strengthening that there is a p-T3O that is not a C-T3O in a companion paper [0], which primarily studies orientations of good covers, a generalization of the orientation studied here. In Section 5 we study what happens if a C-P3O also has the (4,3) property, that is, among any four convex sets there are three that have a common point. We derive some new abstract properties, however, we also show that on their own they are not yet sufficient to prove a \((p,q)\)-theorem. Finally, in Section 6 we pose some open problems.

We end this Introduction with a comparison to other works.

Other works studying 3-orders

Knuth [0, Chapter 3] studied orientations that satisfy the interiority condition under the name interior triple system, according to Knuth “for want of a better name.” We want a better name, so we will refer to such an orientation as a T3O (total 3-order), while if zero-orientations are also allowed, then we call such an orientation a P3O (partial 3-order). We believe that these names are better as they reflect the similarity to posets, which would be called a P2O (partial 2-order) in our language. The main result in [0, Chapter 3] is that there are \(2^{\Omega(n^3)}\) different T3O’s over \(n\) elements.

As we have learned after the first preprint of our paper already appeared, Bergold et al. [0] have also studied T3O’s. Unaware of Knuth’s work, they named them generalized signotopes, and studied primarily a special subclass of them that can be defined from topological drawings of \(K_n\). Their equivalent definition resembled the definition of signotopes: They said that an orientation is a 3-order if on any four of its elements the sequence \(\bigodot(ABC), \bigodot(ABD), \bigodot(ACD), \bigodot(BCD)\) is not \(+1, -1, +1, -1\) or \(-1, +1, -1, +1\), i.e., it can change sign at most twice. It can be easily seen that this is exactly the same as our definition of T3O. They studied the appropriately defined versions of well-known results and proved, for example, that Kirchberger’s theorem holds for T3O but Helly’s theorem does not. They also rediscovered Knuth’s construction that there are \(2^{\Omega(n^3)}\) different T3O’s,
and with a recursion obtained a slightly better constant and also an upper bound, proving
that the number of $T3O$ is between $2^{0.25\binom{n}{3}+o(n^3)}$ and $2^{0.84\binom{n}{3}+o(n^3)}$.

To the best of our knowledge, $T3O$’s have not been studied anywhere except the
above mentioned two places. However, if we add another property, called transitivity (the
definition of which we omit here), then we get a much better studied notion, known as CC
systems [0] (see also pseudoline arrangements [0, Chapter 5] and acyclic rank 3 oriented
matroids [0, Chapter 6]). The transitivity property, however, is not satisfied by holey
convex families. In fact, not even the following weaker condition, that we define below.

Knuth [0, Chapter 2, (2.4)] defines the interior transitivity condition as follows: If $D \in \text{conv}(ABC)$ and $E \in \text{conv}(ABD)$, then $E \in \text{conv}(ABC)$ (recall that $W \in \text{conv}(XYZ)$ means $\nabla(XYW) = \nabla(YZW) = \nabla(ZXW) \neq 0$). The interior transitivity condition is
satisfied by the earlier mentioned CC systems, but it is strictly weaker than them. Indeed,
Knuth proved that the number of 3-orders on $n$ sets is $2^{\Omega(n^2 \log n)}$, while the number of CC
systems is $2^{\Theta(n^2)}$, and Goodman and Pollack proved that the number of CC systems that
are representable by planar point sets, known as stretchable arrangements/order types, is $2^{\Theta(n \log n)}$ [0]. There are holey families that do not satisfy the interior transitivity condition,
see Figure 4.

![Figure 4: A family of convex sets not satisfying the interior transitivity: $D \in \text{conv}(ABC)$ and $E \in \text{conv}(ABD)$ but $E \notin \text{conv}(ABC)$.

However, the following weaker statement is true.

Claim 2. If $A, B, C, D$ and $E$ are convex sets forming a holey family such that $D \in \text{conv}(ABC)$ and $E \in \text{conv}(ABD)$, then $D \cap E \subset A(ABC)$.

For the proof, we need the following simple observation, which follows from checking
how a regular or irregular containment can look like; see Figure 6.

Observation 4. Suppose $A, B, C$ and $O$ are elements of a holey family.
Then $O \in \text{conv}(ABC)$ if and only if $A(ABO), A(BCO), A(CAO) \subset A(ABC) \cup A \cup B \cup C$.

Proof of Claim 2. Since $D \cap E$ intersects $\partial A(ABD)$ which is contained in $A(ABC) \cup A \cup B \cup C$ by Observation 4, and $D \cap E$ cannot intersect $A \cup B \cup C$ as there are no triple
intersections, we get that $D \cap E \subset A(ABC)$, as required. □
2 Interiority

We already defined the interiority condition for orientations defined on families of k-tuples. Now we will prove that C-P3O’s do satisfy the interiority condition and thus they are P3O’s. This obviously also proves that C-T3O’s are T3O’s.

Recall that we say that a (partial) orientation satisfies the interiority condition if \( \circl(ABD) = \circl(BCD) = \circl(CAD) = 1 \) imply \( \circl(ABC) = 1 \) for any \( A, B, C, D \). But some others, like separability, are preserved; see [0] for a proof of Kirchberger’s Theorem.

Lemma 5 (Interiority Lemma). For any four pairwise intersecting convex sets \( A, B, C, D \) if \( \circl(ABD) = \circl(BCD) = \circl(CAD) = 1 \), then \( \circl(ABC) = 1 \).

Proof. Suppose \( A, B, C, D \) is an intersecting family of convex sets and \( \circl(ABD) = \circl(BCD) = \circl(CAD) = 1 \). Then we need to show that \( \circl(ABC) = 1 \).

For a contradiction, suppose first \( \circl(ABC) = 0 \). Fix some \( w \in A \cap B \cap C \), and take any \( a \in A \cap D \), \( b \in B \cap D \) and \( c \in C \cap D \) and check the orientations of the triples of \( w, a, b, c \) using Lemma 1(d). We get \( \circl(abw) = \circl(bcw) = \circl(caw) = 1 \). It follows that \( w \in \text{conv}(a, b, c) \subseteq D \), contradicting that \( \circl(ABD) = 1 \).

Now suppose \( \circl(ABC) = 1 \). Take any \( a \in A \cap D \), \( b \in B \cap D \), \( c \in C \cap D \), \( z \in A \cap B \), \( x \in B \cap C \) and \( y \in A \cap C \). We can assume that these six points are in general position, otherwise we could slightly perturb them, along with the convex sets containing them, if necessary, without introducing a triple intersection. The conditions and Lemma 1(d) imply that \( \circl(abz) = \circl(bcx) = \circl(cay) = 1 \) and \( \circl(xyz) = 1 \). Also, as there is no triple intersection, we know that \( x, y, z \notin \text{conv}(abc) \), \( b, c, x \notin \text{conv}(ayz) \), \( a, c, y \notin \text{conv}(bxz) \), \( a, b, z \notin \text{conv}(cxy) \). We will deal with two cases, depending on the orientation of \( abc \).

Case 1: \( \circl(abc) = 1 \) (see Figure 5).

The orientation conditions and \( x, y, z \notin \text{conv}(abc) \) imply that \( x \in V_b \cup U_{bc} \cup V_c \), \( y \in V_c \cup U_{ac} \cup V_a \), \( z \in V_a \cup U_{ab} \cup V_b \).

Since \( \circl(xyz) = 1 \), two of \( x, y, z \) must fall in the same cone \( V_i \). Without loss of generality, assume that \( x, y \in V_c \). As \( c \notin \text{conv}(ayz) \), and \( a \) is to the right of the directed line \( yc \), \( z \) must either lie to the right of \( line yc or to the left of the line ac \). Since \( z \) lies to right of the line \( ab \), if it lies to the left of \( ac \) then it is in \( V_a \). Hence \( z \) must lie to the right of \( yc \). Similarly \( z \) must lie to the left of \( xc \). But this implies \( z \in U_{ab} \) and \( \circl(xyz) = 1 \), a contradiction.

Case 2: \( \circl(abc) = 1 \).

The orientation conditions and \( x, y, z \notin \text{conv}(abc) \) imply that \( x \in U_{ab} \cup V_a \cup U_{ac} \), \( y \in U_{bc} \cup V_b \cup U_{ab} \), \( z \in U_{ac} \cup V_c \cup U_{bc} \).

If any of \( x, y, z \) fall in a cone \( V_i \), e.g., \( x \) falls in \( V_a \) then \( y, z \in U_{ac} \) and we can finish with a similar argument as in the previous case.

Otherwise, say that \( a \) has an opposite point, if \( y \in U_{bc} \) or \( z \in U_{bc} \) and, similarly, \( b \) has an
opposite point, if \( x \in U_{ac} \) or \( y \in U_{ac} \) and \( c \) has an opposite point, if \( x \in U_{ab} \) or \( y \in U_{ab} \). If \( a \) does not have an opposite point, then \( y \in U_{ab} \) and \( z \in U_{ac} \), which implies that both \( b \) and \( c \) have an opposite point. Therefore, at least two of \( a, b, c \) have an opposite point, say, \( b \) and \( c \). But then the segments connecting \( b \) and \( c \) to their opposite points intersect inside \( \text{conv}(abc) \), which gives a triple intersection, contradicting our assumptions.

Regular and irregular containment

In Figure 6 we can see two different ways \( D \in \text{conv}(ABC) \) can happen. We will see that the one on the right complicates many scenarios, so we will often handle the two cases separately. We say that the containment \( D \in \text{conv}(ABC) \) is regular if each of \( D \cap \partial \text{A}(ABC) \cap A \), \( D \cap \partial \text{A}(ABC) \cap B \) and \( D \cap \partial \text{A}(ABC) \cap C \) is a connected set, and we say that the containment \( D \in \text{conv}(ABC) \) is irregular if one of them has more than one connected component. Also, whichever of \( A, B \) and \( C \) has a disconnected intersection with \( D \cap \text{int}(ABC) \), we call the containment irregular with respect to that set. If \( D \in \text{conv}(ABC) \) is regular, then each of \( D \cap \text{A}(ABC) \cap \partial A \), \( D \cap \text{A}(ABC) \cap \partial B \) and \( D \cap \text{A}(ABC) \cap \partial C \) is a connected curve.

Doubly irregular containments are impossible

**Claim 3.** For convex sets \( A, B, C \) and \( D \), it is impossible that \( D \in \text{conv}(ABC) \) and the containment is irregular with respect to both \( A \) and \( B \).

**Proof.** Suppose \( D \) is irregular with respect to \( A \) and \( B \). By definition, we know that \( D \setminus \text{int}(A) \) has at least two connected components, whose border with \( A \) is part of \( \partial \text{A}(ABC) \); let us call these components \( D_{A1} \) and \( D_{A2} \). Similarly, define \( D_{B1} \) and \( D_{B2} \). Since \( D \cap \text{int}(A) \) and \( D \cap \text{int}(B) \) are disjoint (and both are connected), \( D \cap \text{int}(B) \) is
Figure 6: Regular and irregular containment $D \in \text{conv}(ABC)$.

separated by $D \cap \text{int}(A)$ within $D$ from at least one of $D_{A1}$ and $D_{A2}$. Similarly, $D \cap \text{int}(A)$ is separated by $D \cap \text{int}(B)$ within $D$ from one of $D_{B1}$ and $D_{B2}$. We can assume without loss of generality that these components are $D_{A1}$ and $D_{B1}$, respectively (see Figure 7).

Choose two points, $p$ from $D_{A1} \cap \partial \Delta(ABC)$ and $q$ from $D_{B1} \cap \partial \Delta(ABC)$. The segment between $p$ and $q$ crosses both $\text{int}(A)$ and $\text{int}(B)$, and has both of its endpoints within $\partial \Delta(ABC)$. Thus, the $pq$ line can leave $\Delta(ABC)$ (which is a bounded set) only via $C$ in both directions. But since the $pq$ segment is not fully contained in $C$, and $C$ is convex, we get a contradiction.

Figure 7: Doubly irregular containments are impossible.

**Inextendible holey family**

We end this section by marking an important difference between point configurations and holey families. While any finite set of points can be extended by adding another arbitrary point, and any T3O is also extendable [0], this is not the case for holey families. Note that this does not imply that the C-T3O of the holey family is not extendable. We do not know whether all C-T3O’s are extendable or not, but it is easy to see that all T3O’s are extendable. Indeed, just take any element $A$ and add a new element $A'$ such that $\Diamond(A'BC) = \Diamond(ABC)$ and $\Diamond(A'A'B) = \Diamond(A'A'C)$ for every $B$ and $C$. If only $A$ or $A'$ occurs among four sets, they will trivially satisfy the interiority condition, while if the four sets are $A, A', B, C$, then $\Diamond(ABA') = \Diamond(BCA') = \Diamond(CAA')$ is impossible, and if $\Diamond(AA'C) = \Diamond(A'BC) = \Diamond(BAC) = 1$, we automatically have $\Diamond(AA'B) = 1$. 
Theorem 6. There exists a holey family of convex sets in the plane that cannot be extended to a larger holey family by adding one more convex set to it.

Figure 8: A holey family consisting of four disks that cannot be extended.

Proof. A simple but important observation we use is that in a holey family of at least three convex sets the boundary $\partial X$ of any one of them, $X$, intersects the boundaries of each of the other convex sets in some point not contained in any other of the sets.

Our family consists of four disks, three big, $A, B, C$, and one small, $D$, as depicted in Figure 8. If there exists a convex set $X$ such that together with these four disks they form a holey family, then $\partial X$ must intersect $\partial D$ in a point $p$ close to one of the three vertices of $\mathcal{A}(ABC)$, say, close to the one which is the intersection of $\partial A$ and $\partial B$. $X$ must also contain some point $q$ of $C$. A simple case analysis shows that the segment $pq$ (contained in $X$ by convexity) contains a point contained in two of the four original disks, creating a triple-intersection with $X$, contradicting that the family is holey.

3 Small cases

Here we examine which $T3O$'s on few elements are realizable with a holey family of convex sets, similarly as was done in [0] for allowable sequences and order types. In case of 4 elements, it follows from Lemma 5 that all system definitions coincide:

Claim 4. On four elements, there are two $p$-$T3O$'s, two $T3O$'s and two $C$-$T3O$'s up to isomorphism.

In case of 5 elements, a $p$-$T3O$ is determined by the size of the convex hull of the realizing point set, which gives three options, but by enumeration, there are six combinatorially different $T3O$'s. We could realize all of them with convex sets (see Figures 9 and 10) which implies:

Claim 5. Any one of the (up to isomorphism) six $T3O$'s on five elements is a $C$-$T3O$, i.e., it is representable by a holey family of convex sets.

In case of 6 elements, it can be checked by enumeration that in total there are 253 $T3O$'s on 6 elements, which is much more than 16, the number of $p$-$T3O$'s realizable with 6 points, both numbers counted up to isomorphism.
Figure 9: Three T3O’s on five elements can be realized as a p-T3O and as a C-T3O.

Figure 10: Three T3O’s on five elements can be realized as a C-T3O but not as a p-T3O.

Figure 11: Six-point set and its representation (D is a segment, the other sets triangles). Any representation must have an irregular containment; here D, E ∈ conv(ABC) are both irregulars.

We have managed to realize 14 out of the 16 p-T3O’s as C-T3O’s, while we conjecture that the other two cannot be realized. The list of these realizations can be found in Figure 12. A difficult-to-realize example is the one depicted in Figure 11 left; see the realization
Figure 12: C-T3O’s representing 6-point order types.
in Figure 11 right. The difficulty is due to the following statement.

**Proposition 7.** If the containments \( D, E, F \in \text{conv}(ABC) \) are all regular, then there is no realization of the order type of the point set in Figure 11 left by convex sets.

The remainder of this section contains the proof of this proposition.

The main idea of the proof is the following. Suppose we have \( \circ(ABC) = 1 \) and all three of the containments \( D, E, F \in \text{conv}(ABC) \) are regular. Then we can determine the orientation of each triple simply considering the order in which \( D \cap \partial A, E \cap \partial A, F \cap \partial A, D \cap \partial B, E \cap \partial B, F \cap \partial B, D \cap \partial C, E \cap \partial C, F \cap \partial C \) follow each other on the boundary of \( \Delta(ABC) \). For example, if \( D \cap \partial A \) comes before \( E \cap \partial A \) as we go around \( \partial \Delta(ABC) \) counterclockwise, then \( \circ(AED) = 1 \), otherwise \( \circ(AED) = -1 \). The only nontrivial case is the orientation of \( DEF \):

**Claim 6.** If in a holey family all three of the containments \( D, E, F \in \text{conv}(ABC) \) are regular, then the order in which \( D \cap \partial A, E \cap \partial A, F \cap \partial A, D \cap \partial B, E \cap \partial B, F \cap \partial B, D \cap \partial C, E \cap \partial C, F \cap \partial C \) follow each other around the boundary of \( \Delta(ABC) \) determines the orientation of \( DEF \).

**Proof.** Without loss of generality, we can assume \( \circ(ABC) = 1 \). If \( D, E \) and \( F \) intersect \( A \), in an order \( RST \), \( B \) in an order \( UVW \) and \( C \) in an order \( XYZ \) going around \( \Delta(ABC) \) in a positive order (where \( R \) and the other just introduced letters are variables that stand for \( D, E \) and \( F \), i.e., \( \{R, S, T\} = \{U, V, W\} = \{X, Y, Z\} = \{D, E, F\} \)), denote this configuration by \( (RST | UVW | XYZ) \).

If \( R, U \) and \( X \) are pairwise different, the cyclic order \( RSTUVWXYZ \) contains a \( DEFDEF \) or a \( DFEDFE \), since one of \( S \) and \( T \) equals to \( X \), one of \( V \) and \( W \) equals to \( R \) and one of \( Y \) and \( Z \) equals to \( U \). Choosing these along with \( X, Y \) and \( Z \), we get the desired order.

If two of \( R, U \) and \( X \) are identical, say, \( R = U \), we also get one of the above two cyclic orders: \( R, S, T, U \) suffice along with one of \( V \) or \( W \) and with one of \( X, Y \) or \( Z \).

Take a point from each of these six boundary parts and connect the points that correspond to the same sets from \( D, E, F \), e.g., connect a point from \( D \cap \partial A \) to a point from \( D \cap \partial B \). The resulting three segments pairwise intersect each other because of the regularity of the containment. The orientation of these segments is determined by the order of their endpoints, and this also determines the orientation of \( D, E \) and \( F \) because of Corollary 2.

It is not hard to enumerate the combinatorially different possible options for the order in which \( D \cap \partial A, E \cap \partial A, F \cap \partial A, D \cap \partial B, E \cap \partial B, F \cap \partial B, D \cap \partial C, E \cap \partial C, F \cap \partial C \) can follow each other; these 10 cases can be read off from Figure 13.

**Claim 7.** Out of the ten combinatorially different configurations described above, seven are realizable, while the other three are not.

**Proof.** The first seven drawings in Figure 13 give realizations of the respective configurations. For the 8th and 9th configurations, there are two triples of segments (a red and a blue) such that the red segments imply \( \circ(DEF) = 1 \) using Corollary 2, while the blue
segments imply \( \varnothing(DEF) = -1 \), which gives a contradiction. Finally, in the last configuration \((RST|UVW|XYZ) = (DEF|DEF|DEF)\), we will show that we always have a triple intersection. For all pairs \( M \in \{D, E, F\} \) and \( N \in \{A, B, C\} \), choose an arbitrary point \( P(M, N) \in M \cap \partial N \). We can assume that \( M = \text{conv}(P(M, A)P(M, B)P(M, C)) \), as this can only reduce the size of \( D \cap E \cap F \).

Now as the segment \( P(D, A)P(D, B) \) does not cross neither \( P(F, C)P(F, B) \), nor \( P(E, C)P(E, B) \), the only connected component of \( E \setminus F \) it can cross is the one containing \( P(E, A) \). Similarly, \( P(D, A)P(D, C) \) crosses into the connected component of \( E \setminus F \) containing \( P(E, C) \). And since \( D \) does not intersect \( E \cap F \), \( D \cap E \) has more than one separate connected components, a contradiction.

\[ \square \]

**Figure 13:** The 10 combinatorially different cases of boundary order.

**Proof of Proposition 7.** The non-realizability of Figure 11 with regular containments simply follows from checking all possible orderings of \( D \cap \partial A, E \cap \partial A, F \cap \partial A, D \cap \partial B, E \cap \partial B, F \cap \partial B, D \cap \partial C, E \cap \partial C, F \cap \partial C \). We find that it must correspond to the second figure in Figure 13, but the orientation of \( DEF \) is not correct, hence there is no realization with regular containments.

\[ \square \]

4 A p-P3O that is not a C-P3O

The goal of this section is to prove the following theorem.

**Theorem 8.** There is a p-P3O that is not a C-P3O, i.e., a partial 3-order realizable by five points (not in general position) that is not realizable by intersecting planar convex sets.

The configuration consists of the four points in convex position and the intersection point of the diagonals of their convex hull (see Figure 14).

**Proof.** We start with two simple observations.

**Observation 9.** If \( \varnothing(ABC) = 1 \), \( x \notin B \) and \( x \in A \cap C \), then we can find the vertex of \( A(ABC) \) which is not in \( C \) as follows. Take the connected component of \( A \setminus B \) that contains \( x \) and consider its boundary. It consists of two continuous parts, one belonging to \( A \) and
one belonging to $B$. The counterclockwise last point of the $B$ part will be the desired vertex of $\Delta(ABC)$. Similarly, if $\odot(ABC) = -1$, then we find a vertex going clockwise.

Figure 14: A p-P3O that is not a C-P3O.

**Figure 15:** Finding a vertex of a hollow.

**Observation 10.** Suppose $A$ and $B$ are intersecting convex sets. Let the connected components of $A \setminus B$ be $A^1, \ldots, A^k$ and let the connected components of $B \setminus A$ be $B^1, \ldots, B^k$, numbered such that $A^i$ is followed by $B^i$ and then by $A^{i+1}$ around $A \cap B$. If $x \in A \cap B$, $a_i \in A^i$ and $b_i \in B^k$, then the order of the $xa_i$ and $xb_i$ rays around $x$ is the same as the order of the $A^i$s and $B^i$s around $A \cap B$.

We will arrive at a contradiction by showing that $A_1 \cap D$ and $A_3 \cap D$ are disjoint. Consider first how $A_2$ and $A_4$ lie in the plane. Since they are convex, the connected components of $A_2 \setminus A_4$ and $A_4 \setminus A_2$ alternate around $A_2 \cap A_4$. Let us call these components $A_2^1, \ldots, A_2^k$ for $A_2$ and $A_4^1, \ldots, A_4^k$ for $A_4$ so that $A_2^1$ is followed by $A_4^1$ counterclockwise (see Figure 16). Since $\odot(A_1A_2A_4) = 1$, there is an $i_1$ such that $A_1$ intersects $A_2^{i_1}$ and $A_2^{i_1+1}$ but no other $A_2^i$ or $A_4^i$. Since $\odot(A_3A_2A_4) = -1$, there is an $i_3$ such that $A_3$ intersects $A_2^{i_3}$ and $A_4^{i_3}$ but no other $A_2^i$ or $A_4^i$. This implies that $A_1$ and $A_3$ connect different pairs of the $A_2^i$ or $A_4^i$ sets (though one member of the two pairs might be the same).

Fix a point $x$ such that $x \in A_2 \cap A_4 \cap D$. We apply Observation 9 four times. First, for $A_4$, $A_1$, $D$ and $x$, which gives us the vertex $t_1$ of $\Delta(A_1, A_4, D)$ that is not contained in $D$. Hence, the ray $xt_1$ first runs in $D$, then it leaves it, then it enters $A_1$ at $t_1$. This means that $D$ cannot intersect $A_1$ on both sides of $xt_1$, because then it would contain $t_1$.

Similarly, define $t_2$ for the sets $A_2$, $A_1$, $D$. Since $D$ is convex and it intersects $A_1$ on only one side of the ray $xt_2$, the only possibility is that $A_1 \cap D$ lies in the counterclockwise cone bounded first by the ray $xt_1$ and then ended at $xt_2$.

Apply the same reasoning for $A_2$, $A_3$, $D$ and $A_4$, $A_3$, $D$, giving us $t_3$ and $t_4$ (see Figure 16). $A_3 \cap D$ lies in the counterclockwise cone bounded first by the ray $xt_3$ and then ended at $xt_4$. We show that the two cones are disjoint apart from $x$. Therefore, we have $D \cap A_1 \cap A_3 = \emptyset$, a contradiction.
To see that the cones are disjoint, note that $A_1$ and $A_3$ connect different pairs of the $A_i^j$ or $A_i^j$ sets, but they connect neighbouring ones. Consider first the case when $t_1, t_2, t_3$ and $t_4$ are in different $A_i^j$-s. Using Observation 10 we can see that $xt_1, xt_2, xt_3, xt_4$ comes in this order around $x$ as $t_1$ is surely followed by $t_2$ and $t_3$ is followed by $t_4$.

Hence, the only two cases that we have to consider is when $t_1$ and $t_4$ are in the same $A_i^j$, or when $t_2$ and $t_3$ are in the same $A_i^j$. By symmetry, it is enough to consider the first case, so suppose $t_1$ and $t_4$ lies in $A_4^j$. Pick $q_1 \in A_2^j \cap A_3$ and $q_2 \in A_2^{j+1} \cap A_1$. Since $t_1$ was the last point counterclockwise, $q_2t_1$ does not enter the interior of $A_4$. Since $t_4$ was the last point clockwise, $q_1t_4$ does not enter the interior of $A_4$. That is, $t_1$ can be seen on the boundary of $A_4^j$ going counterclockwise.

5 Towards $(p, q)$-theorems

Holmsen and Lee [0, 0] (see also [0]) have shown that practically the implication of the $d$-dimensional colorful Helly theorem [0] alone is sufficient to obtain $(p, d+1)$-theorems [0] for any set system, i.e., to show that if from any $p$ sets there are $d+1$ with a common point, then there are $C(p, d+1)$ points that stab every set. The constant their general method obtains, however, is quite weak. Our motivation in this section is to try to improve this constant using properties of C-P3O’s. We focus on the simplest open case for planar convex sets, $(4,3)$, so we assume that from any 4 sets at least 3 intersect. For this special case, better bounds are known but the current best upper bound, $9$ [0] is far from the conjectured $3$ [0].

A possible way to characterize the intersections occurring in a family of sets is to represent the sets by the vertices of a hypergraph in which those tuples that do not intersect form a hyperedge. Note that the complement of this hypergraph (where the intersecting tuples form a hyperedge) is possibly more natural for some purposes (for example, the nerves mentioned in Section 1 are analogous to this version), but for characterizing C-P3O’s,
For convex sets in \( \mathbb{R}^d \), only the edges on at most \( d + 1 \) vertices contain information. Indeed, by Helly's theorem, a collection \( S \) of more than \( d + 1 \) vertices forms a hyperedge if and only if at least one \((d + 1)\)-tuple from \( S \) forms a hyperedge. We consider the case when the planar convex sets are also pairwise intersecting, i.e., no pairs of vertices form a hyperedge—at the cost of 1 extra stabbing point the original \((4,3)\) problem reduces to this case, see [0]—so all the information about the intersection structure of the family is described by a 3-uniform hypergraph.

We defined orientations in order to get extra information on the intersection structure of such families: in the specific case, we can indicate this extra information by defining an orientation on the ordered triples forming a hyperedge that coincides with the corresponding orientation within the \( \text{C-P3O} \). But also in general, we may regard any \( P_k \) as a \( k \)-uniform hypergraph in which hyperedges are oriented according to the orientation of the particular \( k \)-tuple. We will sometimes use this terminology and also refer to a \( k \)-tuple in a \( P_k \) whose orientation is 0 as a non-edge, and to a subset of vertices in which all \( k \)-tuples form a non-edge as an independent set. A \( k \)-uniform hypergraph in which all ordered \( k \)-tuples are assigned a value of \( \pm 1 \) in a way that this sign assignment satisfies the orientation property (but not necessarily the interiority condition), will be called an \( \text{oriented } k \)-uniform hypergraph.

First, we will summarize a few results about the structure of oriented hypergraphs for lower-dimensional or otherwise simpler structures, before considering the \( \text{C-P3O} \) case.

Recall that a \( P_2 \) is a poset, thus it is always a comparability graph with some orientation. Moreover, the edges of any comparability graph can be directed (oriented) to get a \( P_2 \).

A \( \text{C-P2O} \) is defined by one-dimensional convex sets, i.e., by intervals on a line: a pair of intervals has orientation 0 if they intersect and otherwise their orientation depends on which side of each other they lie on. It is easy to see that this way we indeed obtain a poset, i.e., a \( P_2 \). The graphs representing the intersection structure of intervals on the line are called interval graphs, which are known to be equivalent to the class of induced \( C_4 \)-free co-comparability graphs [0]. In other words, exactly those graphs are interval graphs, for which there is an orientation of the non-edges of the interval graph that gives a poset, while the interval graph is required to satisfy the colorful Helly theorem [0], which says in one dimension that there is no induced \( K_{2,2} \) in the interval graph. Thus, a graph (2-uniform hypergraph) can be directed (oriented) to get a C-2PO if and only if it is a comparability graph that does not contain two disjoint edges as an induced subgraph.

Mirsky's theorem [0] (the dual of Dilworth's theorem [0] for posets) states that a poset with maximal chain length \( p - 1 \) can be partitioned into \( p - 1 \) antichains, which in our terminology means that in a comparability graph in which the size of the maximal clique has size \( p - 1 \), there are at most \( p - 1 \) independent sets. In the interval language this means that if in a family of intervals on a line there are at most \( p - 1 \) pairwise non-intersecting intervals, then the family can be divided into \( p - 1 \) subfamilies whose members are pairwise intersecting and thus, because of Helly's theorem, the family can be stabbed by \( p - 1 \) points. Therefore, Mirsky's theorem gives us a \((p,2)\)-theorem.
The situation is different for P3O’s: all 3-uniform hypergraphs can be oriented to obtain a P3O. Just take an arbitrary ordering \(v_1, \ldots, v_n\) of the vertices and orient the triples forming a hyperedge in a way that the increasing triples according to this ordering get an orientation of +1, i.e., \(\circ(v_i v_j v_k) = 1\) if and only if \(v_i v_j v_k\) is a hyperedge and the sign of the permutation \((i, j, k)\) is positive. For such an orientation, the premise of the interiority condition cannot hold at all, and thus the condition is vacuously true, so the orientation is indeed a P3O.

In the rest of this section, we study C-P3O’s.

Similarly to the one-dimensional case, on the plane, the colorful Helly theorem provides a forbidden induced subhypergraph for the 3-uniform hypergraph of triple non-intersections of convex sets. It is forbidden to have an induced subhypergraph whose vertices are partitioned into 3 groups, \(V_1, V_2, V_3\), such that for every \(v_1 \in V_1, v_2 \in V_2, v_3 \in V_3\), \(v_1 v_2 v_3\) is not a hyperedge, but \(\binom{V_i}{3}\) contains a hyperedge for all \(i\). Forbidding these, however, cannot be a sufficient characterization for C-P3O, as any 3-uniform hypergraph can be oriented to obtain a P3O as we have already seen.

Below we prove some more rules that every C-P3O needs to satisfy. For example, for four pairwise intersecting convex sets it can be easily checked that the following rule is enough to exclude those P3O’s that satisfy the interiority condition but cannot be represented by convex sets.

**Lemma 11.** If \(\circ(ABC) = \circ(ABD) = 0\) but \(\circ(ACD) \neq 0\) and \(\circ(BCD) \neq 0\), then \(\circ(ACD) = \circ(BCD)\) for any four pairwise intersecting planar convex sets.

In fact, Lemma 11 can be strengthened as follows. (We get back Lemma 11 when \(A = \{A, D\}, B = \{B\}, C = \{C\}\).)

**Lemma 12.** If \(A, B, C\) are three families of planar convex sets each such that \(A \cup B \cup C\) is pairwise intersecting and any two-colored triple is intersecting (i.e., \(\circ(A_1 A_2 B) = 0\) for all \(A_1, A_2 \in A\), \(B \in B\), and similarly for the other cases of picking two sets from one family, and a third set from another), then the orientation of any non-intersecting colorful triple is the same (i.e., \(\circ(ABC) \geq 0\) or \(\circ(ABC) \leq 0\) for all \(A \in A, B \in B, C \in C\)).

**Proof.** To prove the statement, take two non-intersecting colorful triples, i.e., \(A, A' \in A, B, B' \in B\) and \(C, C' \in C\) for which \(\circ(ABC) \neq 0 \neq \circ(A'B'C')\). Because the two-colored triples are intersecting, there exist points \(x \in B \cap B' \cap C \cap C', y \in A \cap A' \cap C \cap C', z \in A \cap A' \cap B \cap B'\) by Helly’s theorem (if some of \(A, A', B, B', C\) and \(C'\) are the same, we do not even need Helly’s theorem). By Lemma 1(d) we have the following equality for the orientations: \(\circ(ABC) = \circ(xyz) = \circ(A'B'C')\), which is exactly what we wanted to prove. \(\square\)

Say that an oriented 3-uniform hypergraph \(H\) (as a special case, a P3O) satisfies the \((4, 3)\) property if \(H\) contains no \(K_{4}^{(3)}\) (with any orientation of the hyperedges). Lemma 13 states that a P3O that has the \((4, 3)\) property cannot satisfy the premise of the interiority condition.
Lemma 13. $\mathcal{O}(ABD) = \mathcal{O}(BCD) = \mathcal{O}(CAD) = 1$ cannot hold for any $A, B, C, D$ elements of a P3O that satisfies the $(4,3)$ property.

Proof. If these equalities all hold, then from Lemma 5 we would have $\mathcal{O}(ABC) = 1$, contradicting the $(4,3)$ property. \qed

A natural question is whether Lemmas 12 and 13 are sufficient to get a $(4,3)$-theorem for P3O's, i.e., to decompose the vertices of the corresponding oriented hypergraph into a bounded number of independent sets, i.e., to bound its chromatic number? The following claim answers this question negatively, as it shows that the size of the largest independent set can be about as small as the square root of the number of vertices.

Claim 8. For all $k \geq 2$, there exists a P3O on $k^2$ elements for which the $(4,3)$ property and the property guaranteed by Lemma 12 hold, but its largest independent set has size $2k - 1$.

Proof. Throughout the proof, we will use hypergraph terminology.

Let the set of vertices be $\{(i, j) | 1 \leq i \leq k, 1 \leq j \leq k, i, j \in \mathbb{Z}\}$ and for any vertex $V$, use the notation $V = (i_V, j_V)$.

For three vertices $X, Y$ and $Z$, let $\mathcal{O}(XYZ) = 0$ if and only if any of the following three conditions hold:

a) $i_X = i_Y = i_Z$.

b) $i_X \neq i_Y \neq i_Z \neq i_X$.

c) $i_X < i_Y = i_Z$ for some permutation of $X, Y$ and $Z$.

This implies that $\mathcal{O}(XYZ) \neq 0$ if and only if $i_X = i_Y < i_Z$ for some permutation of $X, Y$ and $Z$. We define $\mathcal{O}(XYZ) = 1$ if $i_X = i_Y < i_Z$ and $j_X < j_Y$, and cyclically extend this to other triples to obtain a partial orientation of all triples.

The structure we defined is an orientation per definition, thus we only have to prove that it satisfies the interiority condition (meaning that it is a P3O), the $(4,3)$ property and the property described in Lemma 12.

First, we will prove that for all quadruples $A = (i_A, j_A), B = (i_B, j_B), C = (i_C, j_C), D = (i_D, j_D)$, there are at most three hyperedges, proving the $(4,3)$ property, and we will simultaneously show that the interiority condition vacuously holds. We can assume $i_A \leq i_B \leq i_C \leq i_D$ and we partition the possible equalities into the following four cases.

• If $i_A = i_B = i_C = i_D, i_A < i_B = i_C = i_D$, or $i_A < i_B < i_C \leq i_D$, then $A, B, C$ and $D$ span zero hyperedges.

• If $i_A < i_B = i_C < i_D$, then there is just one hyperedge, $BCD$.

• If $i_A = i_B < i_C \leq i_D$, then there are two hyperedges, $ACD$ and $BCD$.

• If $i_A = i_B = i_C < i_D$, then there are three hyperedges (only $ABC$ is missing), and they do not fulfill the premise of the interiority property.
As in the first three cases the vertices span less than three vertices, they also cannot fulfill the premise of the interiority property, so it always holds. This finishes the proof that our hypergraph is a P3O that has the (4,3) property.

Now we prove that the hypergraph also fulfills the criterion of Lemma 12. Assume that $A$, $B$ and $C$ are subfamilies for which any two-colored triple (two vertices from one of $A$, $B$ and $C$ and a third vertex from a different one of $A$, $B$ and $C$) always has orientation $0$. Now take vertices $A, A' \in A$, $B, B' \in B$ and $C, C' \in C$ for which $\odot(ABC) \neq 0 \neq \odot(A'B'C')$; we will prove that $\odot(ABC) = \odot(A'B'C')$. First, we may assume, without loss of generality, that $\min (i_A, i_B, i_C) \leq \min (i_{A'}, i_{B'}, i_{C'})$ and (since $\odot(ABC) \neq 0$, meaning that exactly two of $i_A, i_B$ and $i_C$ are minimal) we may also assume, without loss of generality, that $i_A = i_B = \min (i_A, i_B) < i_C$ (otherwise we may apply a permutation on $A, B$ and $C$). If any of $i_{A'}$ or $i_{B'}$ is larger than $i_A = i_B$, then $\odot(ABA')$ or $\odot(ABB')$ is non-zero, contradicting the assumption on $A, B$ and $C$. Thus, since out of $i_{A'}, i_{B'}$ and $i_{C'}$, there are also exactly two minimal elements, $i_A = i_B = i_{A'} = i_{B'}$. But if either $A \neq A'$ or $B \neq B'$ holds, this would mean that, say, $\odot(AA'C') \neq 0$, contradicting the assumption on the two-colored triples of $A, B$ and $C$. Thus, $A = A'$ and $B = B'$ meaning that $\odot(ABC) = \odot(A'B'C')$, finishing the statement.

Now suppose for a contradiction that there exists an independent set $\kappa$ of size $2k$. By the pigeonhole principle, there are at least two first coordinates, $i_1 < i_2$, which belong to at least two vertices from $\kappa$, otherwise there would be at most $(k - 1) \cdot 1 + k$ vertices in $\kappa$. Then any two vertices with first coordinate $i_1$ along with a vertex with first coordinate $i_2$ form a hyperedge, contradicting $\kappa$ being an independent set. This proves that the size of the largest independent set is at most $2k - 1$; an independent set of this size indeed exists: $\{(i, j) | i = k\} \cup \{(i, j) | j = k\}$.

**Remark 9.** The construction used in Claim 8 is a P3O, but it is not a C-P3O (for $k \geq 4$) and not a p-P3O (for $k \geq 2$).

**Proof.** We already proved in Claim 8 that the construction is a P3O.

Also, it is not a p-P3O for $k \geq 2$, because two triples from $(1,1), (1,2), (2,1)$ and $(2,2)$ should be on a line, while the other two triples should not be, a contradiction with collinearity.

It is also not a C-P3O: as any family of convex sets with the (4,3) property can be stabbed by at most 9 points [0], at least one of these points intersects at least $k^2/9$ of these sets, which correspond to an independent set of size at least $k^2/9$ in the C-P3O, which is a contradiction for $k \geq 18$.

In the rest of this section we study a digraph constructed from a C-P3O with the (4,3) property by taking the ‘trace’ of hyperedges with a common vertex. To be more precise, define $G_D$ to be the directed graph whose vertices are the elements of some C-P3O $H$, except for one element $D$, and $AB$ is an edge of $G_D$ if and only if $\odot(ABD) = 1$ in $H$. It follows from Lemma 13 that the (4,3) property implies that there are no directed 3-cycles ($C_3$’s) in $G_D$. We can even prove that the girth is at least five.
Claim 10. There is no directed 4-cycle in $G_D$.

Proof. Suppose that $A_1A_2A_3A_4$ is a directed 4-cycle in $G_D$. Then $A_1A_3$ cannot be an edge, or we would have a directed 3-cycle. If $A_1A_2A_3$ is not a hyperedge in $H$, that would contradict Lemma 11 for $A = A_1, B = A_3, C = A_2, D = D$. We can similarly argue for the other indices, which implies that $A_1, A_2, A_3, A_4$ contradict the (4,3) property. □

In light of the above it is natural to conjecture that $G_D$ is always acyclic, however, this is not the case.

Claim 11. $G_D$ can contain a directed 5-cycle.

Proof. Take a pentagon $v_1v_4v_2v_5v_3$ with inscribed circle $D$. The set $A_i$ will be the triangle $v_{i+2}v_iv_{i-2}$ where indices are mod 5 (see Figure 17).

![Figure 17: An example of $G_D$ containing a directed 5-cycle. $D$ is the disk in the center, triangle $A_4$ is shaded in red, and triangle $A_5$ is shaded in green.](image)

For these sets $\bigcirc(A_iA_{i+1}D) = \bigcirc(A_iA_{i+1}A_{i+2}) = 1$, where indices are to be understood mod 5, and all other triples have orientation 0 in $H$. The set $A_i$ will be the triangle $v_{i+2}v_iv_{i-2}$ where indices are mod 5. Thus, $A_1A_2A_3A_4A_5$ is a 5-cycle in $G_D$. □

6 Open problems

Our definition of orientation can be generalized to intersecting pseudo-disk arrangements and to $d + 1$ convex sets in $\mathbb{R}^d$. We leave these for future research, just like the following questions left open in this paper.

Problem 14. Are all C-P3O’s and/or C-T3O’s extendable by adding one more element?

Problem 15. Are all 6-point order types C-T3O’s, or that two that we could not realize in Figure 12 are not?

Problem 16. What further properties of C-P3O’s are needed to obtain efficient $(p,q)$-theorems?
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