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ABSTRACT. In this paper we consider the Blaschke’s asymptotic lines (also called affine asymptotic lines) of regular surfaces in 3-space. We study the binary differential equations defining Blaschke’s asymptotic lines in the elliptic and hyperbolic regions of the surface near affine cusp points and to flat affine umbilic points. We also describe the affine asymptotic lines near the Euclidean parabolic set including the Euclidean flat umbilic points.
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1. INTRODUCTION

The geometry of surfaces is a classical subject in mathematics that has a long tradition of interesting results and whose range of applicability includes a wide spectrum of disciplines including theoretical and applied physics, material engineering and design, computer vision, and mathematical biology, among others. This broad range of applications stem from the simple fact that surfaces are ubiquitous in everyday life because we live immersed in a three-dimensional space.

Many techniques have been developed to study different aspects of the geometry of surfaces, including algebraic, analytic and topological tools. For example, according to Felix Klein’s “Erlangen Program” (1872), the use of geometric transformation groups provide a fundamental method for the classification of different geometries. The study of properties of geometric objects that are invariant under a given transformation group $\mathcal{G}$ is called the geometry subordinated to $\mathcal{G}$. In particular, Euclidean geometry can be understood in this way when the group $\mathcal{G}$ is the group of so-called Euclidean motions, i.e., translations and rotations in $\mathbb{R}^3$. Similarly, affine geometry is associated to the group of affine transformations, where in addition to translations and rotations, all invertible linear transformations are also admitted.

In this work we consider and study Blaschke’s asymptotic lines defined by the third affine fundamental form in the context of affine differential geometry of surfaces in $\mathbb{R}^3$. The main goal will be to obtain the generic singularities and to describe the qualitative behavior of these lines near them.

Recall that in the classical case of a surface $S \subset \mathbb{R}^3$, an asymptotic direction at $T_pS$ is a direction $v$ such that $v$ is tangent to a regular curve defined by the intersection of $S$ with $T_pS$. In the elliptic part the asymptotic directions are imaginary, and in the hyperbolic part for each point we have two asymptotic directions. At parabolic points, in the generic case (the parabolic set is formed of regular curves) and we have one asymptotic direction which can be tangent or transversal to the parabolic curve. For basic properties and
historical aspects of asymptotic lines see [24] and [32]. A generalization of the notion of asymptotic directions and lines involves the concept of second fundamental form and conjugated directions. A natural way is to consider a congruence of lines in $\mathbb{R}^3$ defined by

$$ z(x, y) + t\phi(x, y) $$

The second fundamental form of the congruence is defined by $\Pi = \langle dz, d\phi \rangle$. The directions where $\Pi = 0$ are called asymptotic directions of the congruence. See [31, Appendix B].

In the context of affine differential geometry the second fundamental is classically called the third affine fundamental form and it is defined as $\III = \langle D\nu, D\xi \rangle$, where $\nu$ is the conormal and $\xi$ is the affine normal of Blaschke. Further details appear in the preliminaries.

This paper is organized as follows. In Section 2 we provide a review of the concepts of fundamental forms in Euclidean and affine differential geometry of surfaces, including the differential equation of special curves, in particular, asymptotic lines. In Section 3 the co-normal surface is introduced and the relation between affine asymptotic lines of the original surface and asymptotic lines of the co-normal surface is established. In Section 4 we consider the affine asymptotic lines near the singularities which are not parabolic Euclidean points. In Section 5 we analize the affine asymptotic lines near the parabolic Euclidean points. Finally, in Section 6 an example of the torus of revolution showing the global behavior of affine asymptotic lines is presented.
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2. Preliminaries

To provide a rigorous context to the statement of our results, we start with a brief review of the required notions of classical differential geometry.

2.1. Classic facts in Euclidean differential geometry. Consider a smooth germ of an immersion $\alpha: S \to \mathbb{R}^3$ of a surface $S$ into Euclidean 3-space. In Euclidean differential geometry the fundamental forms of $\alpha$ at point $p \in S$ are defined as the symmetric bilinear forms on the tangent space $T_p S$ given as follows (see [20]):

- The first fundamental form
  $$ I_\alpha(p; w_1, w_2) = \langle D\alpha(p; w_1), D\alpha(p; w_2) \rangle. $$

- The second fundamental form
  $$ \II_\alpha(p; w_1, w_2) = -\langle DN_\alpha(p; w_1), D\alpha(p; w_2) \rangle. $$

Here $\langle \cdot, \cdot \rangle$ is the Euclidean inner product on $\mathbb{R}^3$, the vectors $w_1, w_2 \in T_p S$, and $N_\alpha$ is the unit normal associated to the immersion:

$$ N_\alpha = \frac{\alpha_u \wedge \alpha_v}{|\alpha_u \wedge \alpha_v|}, $$
where \((u,v): U \subset S \to \mathbb{R}^2\) denotes a chart on \(S\), “\(\wedge\)” stands for the vector (or wedge) product in \(\mathbb{R}^3\), and \(\alpha_u := \frac{\partial \alpha}{\partial u}, \alpha_v := \frac{\partial \alpha}{\partial v}\). A vector \(w \in T_pS\) for which the normal curvature

\[
k_n(p; w) = \frac{\Pi_\alpha(p; w, w)}{I_\alpha(p; w, w)}
\]

vanishes, is called an asymptotic direction of \(\alpha\) at \(p\). A regular curve \(c: [a,b] \to S\), whose tangent line is an asymptotic direction is called an asymptotic line of \(\alpha\). Through every point \(p\) of the hyperbolic region \(\mathbb{H}_\alpha\) of the immersion \(\alpha\); characterized by the condition that the Gaussian curvature \(K_\alpha = \det DN_\alpha\) is negative, pass two transverse asymptotic lines of \(\alpha\), tangent to the two asymptotic directions through \(p\). When it is non-empty, the region \(\mathbb{H}_\alpha\) is bounded by the set (generically a regular curve) \(P_\alpha\) of parabolic points of \(\alpha\), on which \(K_\alpha\) vanishes. On \(P_\alpha\), the pair of asymptotic directions degenerate into a single one. The parabolic points will be regarded here as the singularities of the asymptotic net.

Along \(P_\alpha\), the asymptotic directions are transversal to the parabolic set except at isolated points called the cusp of Gauss points. The asymptotic lines near to the cusp of Gauss points have been well studied, see for example [21,25] where it is shown that, generically, the asymptotic lines near to the cusp of Gauss points behave as in Fig. 1:

![Figure 1. Asymptotic lines near Gauss cuspidal points: folded saddle (left), folded focus (center), and folded node (right).](image)

The closed asymptotic lines and extended closed asymptotic lines were also studied in [21]. Asymptotic lines, together with geodesics and principal curvature lines are studied in classical differential geometry by many authors. For principal curvature lines, which are smooth curves such that the tangent at each point is an eigenvector of \(DN_\alpha\), there is a classification of local topological models near the umbilic points (see Fig. 2).

Closed principal curvature lines were also studied, first by C. Gutierrez and J. Sotomayor in [23]. For more details on these results see [22].

### 2.2. Affine differential geometry

The affine differential geometry of surfaces is the study of properties of surfaces in three-dimensional space that are invariant under the group of unimodular affine transformations \(\text{ASL}(\mathbb{R}^3)\). A survey about the origins of this subject of research can be fond in [1]. Affine differential geometry has been studied by many authors and it is a subject of current research, see for example [7,15–17,26,27,30,33].

Classical invariants under rigid motions (Euclidean case) are heavily used in many applications of computer graphics and geometric modeling. The affine case, being much more general, allows to extend these tools to a broader set of situations and applications. For example, in [2,3] the authors have introduced affine differential geometry tools into the world of computer graphics.
Figure 2. (Darbouxian umbilics). Generic and stable topological models of principal curvature lines near an umbilic point of index $1/2$ (left and center) and index $-1/2$ (right).

Analogously to the Euclidean case, for a smooth germ of an immersion $\alpha: S \to \mathbb{R}^3$ of a surface $S$ in 3-space, affine fundamental forms of $\alpha$ at point $p \in S$ are also defined as symmetric bilinear forms on the tangent space $T_p S$ as we now explain (see [27, 33]).

The affine first fundamental form or Berwald–Blaschke metric is given by

$$I^\text{aff}_\alpha(p; w) = |K_\alpha|^{-\frac{1}{4}} \Pi_\alpha(p; w).$$

If we write $w = a\alpha_u + b\alpha_v$, with $a, b \in \mathbb{R}$ then

$$I^\text{aff}_\alpha(p; w) = a^2g_{11} + 2abg_{12} + b^2g_{22},$$

where

$$g_{11} = \frac{L}{|LN - M^2|^\frac{1}{2}}, \quad g_{12} = \frac{M}{|LN - M^2|^\frac{1}{2}}, \quad g_{22} = \frac{N}{|LN - M^2|^\frac{1}{2}},$$

and

$$L = |\alpha_u, \alpha_v, \alpha_{uu}|, \quad M = |\alpha_u, \alpha_v, \alpha_{uv}|, \quad N = |\alpha_u, \alpha_v, \alpha_{vv}|.$$

Here $|w_1, w_2, w_3|$ denotes the determinant of the vectors $w_1, w_2, w_3$. Furthermore, the co-normal vector $\nu$ to $S$ at $p$ is given by

$$\nu(p) = |K_\alpha(p)|^{-\frac{1}{4}} N_\alpha(p) = \frac{1}{|LN - M^2|^\frac{1}{4}} (\alpha_u \wedge \alpha_v).$$

There is a single transversal field $\xi$ defined on $S$, totally determined by the relations

$$\langle \nu, \xi \rangle = 1 \quad \text{and} \quad \langle \xi, \nu_u \rangle = \langle \xi, \nu_v \rangle = 0,$$

such that $\{\alpha_u, \alpha_v, \xi\}$ is a frame on the surface. The vector field $\xi$ is called affine normal field and locally it is uniquely determined up to a direction sign. The affine normal vector satisfies $D\xi \subset TS$. Thus, for $p \in S$ and $w \in T_p S$, $D\xi(w) = B_{ij}w$, where the $B_{ij}$ is the affine shape operator. By the relations in (6) and (5) we have

$$\xi = \frac{1}{|LN - M^2|^\frac{1}{4}} (\nu_u \wedge \nu_v).$$
Denote by \((b_{ij})\) the coefficients of the matrix of affine shape operator in the basis \(\{\alpha_u, \alpha_v\}\), thus
\[
\begin{bmatrix}
\xi_u \\
\xi_v
\end{bmatrix} = \begin{bmatrix}
b_{11} & b_{21} \\
b_{12} & b_{22}
\end{bmatrix} \begin{bmatrix}
X_u \\
X_v
\end{bmatrix},
\]
where
\[
b_{11} = |LN - M^2|^{-\frac{1}{2}} |\xi_u, X_v, \xi|,
\]
\[
b_{21} = |LN - M^2|^{-\frac{1}{2}} |X_u, \xi_u, \xi|,
\]
\[
b_{12} = |LN - M^2|^{-\frac{1}{2}} |\xi_v, X_v, \xi|,
\]
\[
b_{22} = |LN - M^2|^{-\frac{1}{2}} |X_u, \xi_v, \xi|.
\]
The affine third fundamental form is defined as
\[
\mathrm{III}^\text{aff}_\alpha = \langle D\nu, D\xi \rangle,
\]
where \(\langle \cdot, \cdot \rangle\) is the Euclidean inner product on \(\mathbb{R}^3\). Again, if \(w = a\alpha_u + b\alpha_v\) then
\[
\mathrm{III}^\text{aff}_\alpha(w) = \langle D\nu(p; w), D\xi(p; w) \rangle = la^2 + 2mab + nb^2,
\]
where
\[
l = \langle \nu_u, \xi_u \rangle, \quad m = \langle \nu_u, \xi_v \rangle = \langle \nu_v, \xi_u \rangle, \quad n = \langle \nu_v, \xi_v \rangle.
\]
Using (8), (9) and (13) we obtain
\[
-l = b_{11}g_{11} + b_{21}g_{12},
\]
\[
-m = b_{11}g_{12} + b_{21}g_{22},
\]
\[
-n = b_{12}g_{11} + b_{22}g_{22},
\]
Thus are obtained the coefficients \(b_{ij}\) in terms of the affine first and third fundamental forms as follows
\[
\begin{bmatrix}
b_{11} & b_{21} \\
b_{12} & b_{22}
\end{bmatrix} = - |g_{11}g_{22} - g_{12}^2|^{-1} \begin{bmatrix}
l & m \\
m & n
\end{bmatrix} \begin{bmatrix}
g_{22} & -g_{12} \\
-g_{12} & g_{11}
\end{bmatrix}
\]

**Lemma 2.1.** Given \(w \in T_p S\),
\[
\mathrm{III}^\text{aff}_\alpha(w) = -\mathrm{I}^\text{aff}_\alpha(w, D\xi(p; w)).
\]

**Proof.** Let \(\gamma: I \rightarrow S\) a smooth curve on such that \(\gamma(0) = p\) and \(\gamma'(0) = w\). With these conditions \(D\xi(p, w) = \frac{d}{dt}(\xi \circ \gamma(t))|_{t=0}\) and using (14) we have
\[
\begin{aligned}
\mathrm{I}^\text{aff}_\alpha(w, D\xi(p, w)) &= \mathrm{I}^\text{aff}_\alpha(a\alpha_u'(0) + \alpha_v v'(0), \xi_u u'(0) + \xi_v v'(0)), \\
&= \mathrm{I}^\text{aff}_\alpha(\xi_u, \alpha_u)u'(0)^2 + \mathrm{I}^\text{aff}_\alpha(\xi_v, \alpha_v)(v'(0))^2 \\
&+ (\mathrm{I}^\text{aff}_\alpha(\xi_u, \alpha_v) + \mathrm{I}^\text{aff}_\alpha(\xi_v, \alpha_u))u'(0)v'(0), \\
&= (b_{11}g_{11} + b_{21}g_{12})(u'(0))^2 + (b_{12}g_{11} + b_{22}g_{22})(v'(0))^2 \\
&+ (b_{11}g_{11} + b_{12}g_{12} + b_{21}g_{22})u'(0)v'(0), \\
&= -(l(u'(0))^2 + 2nu'(0)v'(0) + n(v'(0))^2), \\
&= -\mathrm{III}^\text{aff}_\alpha(w),
\end{aligned}
\]
which completes the proof. \(\square\)
Affine curvature lines and affine asymptotic lines can be defined analogously to the Euclidean case. In [30], the author studied the conditions for which the affine curvature lines and Euclidean curvature lines are the same. In [7], the authors studied affine curvature lines near to affine umbilic points and near other singularities of the principal fields of affine principal directions. In particular, it is shown in [7] that near singularities, the principal affine field of affine directions has 17 generic different topological models, which is very different from the Euclidean case which only has three (Figure 2) generic models. In [8] the authors consider closed affine curvature lines.

The Gauss–Kronecker curvature and the affine mean curvature are defined, respectively, as

$$K^\text{aff}_\alpha = \det D\xi = b_{11}b_{22} - b_{12}b_{21}, \quad \text{and} \quad H^\text{aff}_\alpha = -\frac{1}{2}(b_{11} + b_{22}).$$

By direct calculations using (14) we have

$$K^\text{aff}_\alpha = \frac{t_n - m^2}{g_{11}g_{22} - g_{12}^2}, \quad \text{and} \quad H^\text{aff}_\alpha = \frac{g_{22} - 2m\,g_{12} + n\,g_{11}}{g_{11}g_{22} - g_{12}^2}. \quad (15)$$

**Definition 2.2** ([16, 17]). A surface point is called an affine elliptic, affine parabolic or affine hyperbolic point if the Gauss–Kronecker curvature is positive, equal to zero or negative at that point respectively.

A definition of the affine normal curvature at a point $p \in S$ was provided in [16] (see also [17]) as follows

**Definition 2.3.** The affine normal curvature of $S$ at $p$ is given by

$$k^\text{aff}_n(p; w) = \frac{\Pi^\text{aff}_\alpha(p; w)}{\Gamma^\text{aff}_\alpha(p; w)},$$

where $w \in T_pS$ is not an asymptotic direction.

Now we introduce two central notions for the study undertaken in this work.

**Definition 2.4** ([16]). Let $\alpha : S \to \mathbb{R}^3$ be a smooth immersion of a surface $S$ in $\mathbb{R}^3$.

(i) A vector $w \in T_pS$ is an affine asymptotic direction (or a Blaschke asymptotic direction) of the immersion $\alpha$ at $p \in S$ if $k^\text{aff}_n(p; w)$ vanishes.

(ii) A regular curve $c : I \to S$ whose tangent line is an affine asymptotic direction is called an affine asymptotic line (or a Blaschke asymptotic line) of $S$.

**Proposition 2.5** ([16, 17]). We have $k^\text{aff}_n(p; w) = 0$ if, and only if $D^2\xi(p; w) \in T_pS$.

**Proof.** By (6) we have $\langle D\xi(p; w), \nu \rangle = 0$, thus

$$\langle D^2\xi(p; w), \nu \rangle = -\langle D\xi(p; w), D\nu(p; w) \rangle = -\Pi^\text{aff}_\alpha(p; w), \quad (16)$$

and the result follows by Definition 2.4 (i). \qed

**Corollary 2.6.** A regular curve $c : I \to S$ is an affine asymptotic line of $S$ if, and only if $\frac{d^2}{dt^2}\xi(t) \in T_{\xi(t)}S$, for all $t \in I$, where $\xi(t) = \xi|_{t(t)}$.

**Remark 2.7.** By Definition 2.3, $w = \alpha_u(p)u'(0) + \alpha_v(p)v'(0) \in T_pS$ is an affine asymptotic line of $S$ if, and only if $l(p)(u')^2 + 2m(p)u'v' + n(p)(v')^2 = 0$, which corresponds to a binary differential equation.

We consider now the equation of the affine asymptotic lines.
Lemma 2.8. Let $\gamma(t) = \alpha(u(t), v(t))$ a smooth curve on $S$. Then, $\gamma$ is an affine asymptotic line of $S$ if, and only if, $\gamma$ is a solution of the binary differential equation

$$l(\gamma(t))(u'(t))^2 + 2m(\gamma(t))u'(t)v'(t) + n(\gamma(t))(v'(t))^2 = 0.$$  \hspace{1cm} (17)

Proof. The result follows from Corollary 2.6 and Remark 2.7. □

2.3. Implicit differential equations. In this section we consider the basic notions of the classical theory of differential equations not solved for derivatives. In this context, we will use tools of the theory of singularities and the geometry of space of jets.

Definition 2.9. An Implicit Differential Equation (IDE) is an equation of the form

$$F(x, y, p) = 0, \quad \text{where} \quad p = \frac{dy}{dx}.$$  \hspace{1cm} (18)

The direction of the $p$-axis in the space of jets is called the vertical direction. In the space of jets, condition (18) defines a surface which we denote by $M$. The derivatives of the smooth function $F$ determine a multivalued direction field. Implicit differential equations have been studied by many authors, see for example [4,19].

2.3.1. Binary Differential Equations. A special case of the family given in (18) are the so-called Binary Differential Equations (BDEs), which are equations of the form

$$F(x, y, p) = a(x, y) + 2b(x, y)p + c(x, y)p^2 = 0,$$  \hspace{1cm} (19)

where $a, b, c$ are smooth functions. BDEs arise naturally in differential geometry, for example, lines of principal curvature, asymptotic lines, and characteristic lines are defined as the integral curves of their respective binary differential equations. BDEs have been well studied due to their interest for the qualitative theory of ordinary differential equations, and because of their role in singularity theory, among other applications. For more details see [4,5,7,8,12,13,18,19,21–23,25,30].

Definition 2.10 ([4]). Let $M$ be the surface defined by (19) and consider the projection

$$\pi: M \rightarrow \mathbb{R}^2, \quad \pi(x, y, p) = (x, y).$$  \hspace{1cm} (20)

in the vertical direction. Associated to $\pi$ we have the following terminology:

(i) A point of the surface $M$ is said to be regular if it is not a critical point of the mapping $\pi$.

(ii) The set of critical values of the mapping $\pi$ is called the discriminant curve.

Note that

$$F(x, y, p) = 0, \quad \text{implies} \quad DF = \frac{\partial F}{\partial x} + \frac{\partial F}{\partial y} \frac{dy}{dx} + \frac{\partial F}{\partial p} \frac{dp}{dx} = 0.$$  \hspace{1cm} (21)

Thus the vector field given by

$$X(x, y, p) = (\dot{x}, \dot{y}, \dot{p}) = \left( \frac{\partial F}{\partial p}, \frac{\partial F}{\partial x}, -\left(\frac{\partial F}{\partial x} + p \frac{\partial F}{\partial p}\right) \right)$$  \hspace{1cm} (22)

is tangent to $M$ at point $(x, y, p)$. It is well known that the projection onto the $xy$-plane turns the integral curves of (19) on $M$ restricted to a neighborhood of a regular point, into precisely the integral curves of the equation $\frac{dy}{dx} = v(x, y)$ restricted to a neighborhood of the projection of this point.
Definition 2.11 ([4]). A point of the surface $M$ is said to be singular for equation (19) if the projection $\pi$ of the surface to the plane is not a local diffeomorphism in the neighborhood of this point. The set of singular points of $F = 0$ is called the criminant of the equation.

By Definition 2.11 and the Implicit Function Theorem, the singular points on the surface $F = 0$ are characterized by $\frac{\partial F}{\partial p} = 0$.

Definition 2.12 ([4]). The projection of the criminant onto the $xy$-plane parallel to the $p$-direction is called the discriminant curve.

Figure 3 shows the projection $\pi$ of $M$ onto the $xy$-plane, the criminant and discriminant sets, and the local behavior of the vector field $X$ in a neighborhood of a singular point.

Figure 3. Integral curves of the vector field $X$ on $M$ with their respective projections to the $xy$-plane in a neighborhood of a singular point (see [4,18,19]).

3. The co-normal surface

In this section we consider the relation between the classical geometry of the co-normal surface, which we will define below and the affine differential geometry of the initial surface.

Definition 3.1 ([27, Chapter 2]). Let $S$ a smooth surface and $\nu$ the co-normal vector on $S$ as defined in (5). We define the Conormal Map $\nu: S \rightarrow \mathbb{R}^3$ as the application defined by $p \mapsto \nu(p)$. We called the Co-normal Surface the set $\nu(S \setminus P_\alpha)$ and denote it by $S^\nu$.

Proposition 3.2 ([27]). The co-normal map $\nu$ is an immersion.

Proof. It is directly obtained by the relation in (6). \hfill \Box

As a consequence of the Proposition 3.2, the co-normal surface $S^\nu$ in locally a regular surface. The Theorems 3.3 and 3.4 give a relationship between the $S^\nu$ differential geometry and the related affine differential geometry of $S$.

Theorem 3.3. Let $\alpha: U \subset \mathbb{R}^2 \rightarrow S$, $(u,v) \mapsto \alpha(u,v)$, a local parametrization of a smooth surface $S$ and $S^\nu$ their corresponding co-normal surface. Consider the regular plane curve $\gamma: I \subset \rightarrow U$ in the domain of $\alpha$, $\gamma(t) = (u(t), v(t))$. Then:

(i) The curve $\beta = \alpha \circ \gamma$ is an affine asymptotic line of $S$ if and only if the curve $\eta = \nu \circ \gamma$ is an asymptotic line of $S^\nu$.

(ii) The point $p \in S$ is an affine parabolic point if and only if the point $\nu(p) \in S^\nu$ is a parabolic point.
Proof. (i) For this item we calculate the normal vector field and the second fundamental form of \( S^\nu \) below. The normal field of \( S^\nu \), denoted by \( N^\nu \), is given by

\[
N^\nu = \frac{\nu_u \wedge \nu_v}{|\nu_u \wedge \nu_v|} = \lambda \xi,
\]

where \( \xi \) is the affine normal field of \( S \) and \( \lambda \) is a smooth function satisfying \( \lambda \neq 0 \). The coefficients of the second fundamental form are given by

\[
e^\nu = \langle N^\nu, \nu_{uu} \rangle = \lambda \langle \xi, \nu_{uu} \rangle = \lambda l,
\]
\[
f^\nu = \langle N^\nu, \nu_{uv} \rangle = \lambda \langle \xi, \nu_{uv} \rangle = \lambda m,
\]
\[
g^\nu = \langle N^\nu, \nu_{vv} \rangle = \lambda \langle \xi, \nu_{vv} \rangle = \lambda n.
\]

It follows that along \( \gamma \)

\[
\Pi^\nu (y') = e^\nu du^2 + 2 f^\nu dudv + g^\nu dv^2
\]

\[
= \lambda (l du^2 + 2 m dudv + n dv^2) = \lambda \Pi^\text{aff} (\beta'),
\]

and as \( \lambda \neq 0 \), the result follows.

(ii) This item is a direct consequence of (i).

3.1. Height functions an affine height functions. A geometrical characterization of an asymptotic line \( \gamma \) on a smooth surface \( S \), is that their osculating plane is tangent to \( S \) along \( \gamma \). It is well known that all the points of \( \gamma \) have contact of order 2 with the tangent plane of \( S \) at \( \gamma (t) \). The order of contact of \( S \) with its tangent plane at a cusp of Gauss point is equal to 3. The geometric information given via contact of a surface with planes and lines is called The flat geometry of \( S \). The contact of \( S \) with planes is measured by the singularities of the height functions on \( S \). The family of height functions \( H : U \times S^2 \to \mathbb{R} \) on \( S \) is given by

\[
H((u,v),w) = \langle \alpha(u,v),w \rangle.
\]

For \( w \in S^2 \) fixed, the height function \( h_w \) along the direction \( w \) is given by \( h_w(u,v) = H((u,v),w) \). We say that a map germ \( \Gamma : \mathbb{R}^2 \to \mathbb{R} \) has an \( A^\pm_k \) singularity at \( (0,0) \) if it is possible, via a change of coordinates and multiplying by constant terms to put \( \Gamma \) as \( x^2 \pm y^{k+1} \). Table 1 shows the geometrical characterization of the \( A^\pm_k \) type singularities of \( h_w \) at \( p = \alpha(0,0) \).

| Type | Normal form | Geometric characterization |
|------|-------------|---------------------------|
| \( A_1^\pm \) | \( x^2 \pm y^2 \) | \( w \) is the normal direction to \( S \) and \( p \) is non a parabolic point. |
| \( A_2 \) | \( x^2 + y^3 \) | \( p \) is a parabolic point and their asymptotic direction is transversal to the parabolic set. |
| \( A_3^\pm \) | \( x^2 \pm y^4 \) | \( p \) is a parabolic point and their asymptotic direction is tangent to the parabolic set. |

In the affine differential geometry context, there is also the affine height functions, see for example [9,16,27,33]. The family of affine height functions \( H^a : U \times S^2 \to \mathbb{R} \) on \( S \) is...
given by
\[ H^a((u,v),w) = \langle \nu(u,v),w \rangle, \]
where \( \nu \) is the co-normal vector of \( S \).

In [16] the author studied the singularities of the members \( h^a_w \) of the family of affine height functions, (defined analogously as the euclidean case for a fixed \( w \in S^2 \)) and characterized them geometrically (see Table 2).

### Table 2. Geometric characterization of the local singularities of \( h^a_w \)
(see [16, Chapter 7]).

| Type | Normal form | Geometric characterization |
|------|-------------|---------------------------|
| \( A^\pm_1 \) | \( x^2 \pm y^2 \) | \( w \) is in the direction of the affine normal direction to \( S \), and \( p \) is non an affine parabolic point. |
| \( A_2 \) | \( x^2 + y^3 \) | \( p \) is an affine parabolic point and their affine asymptotic direction is transversal to the affine parabolic set. |
| \( A^\pm_3 \) | \( x^2 \pm y^4 \) | \( p \) is an affine parabolic point and their affine asymptotic direction is tangent to the affine parabolic set. |

A special fact here is that the members of the family of affine height functions capture the flat geometry of \( S^\nu \). Thus using the geometric information in the Tables 1 and 2 we can conclude that:

**Theorem 3.4.** In the conditions of Theorem 3.3, a point \( p \in S \) is an affine cusp of Gauss point if and only if the point \( \nu(p) \in S^\nu \) is a cusp of Gauss point.

For more details on geometric contact from a singularity theory viewpoint see [5,25].

### 4. Blaschke’s asymptotic lines away of Euclidean parabolic points

It is well known that the Euclidean Gaussian curvature, denoted here by \( K^e \) for emphasis, induces a natural stratification on a regular surface \( S \). Let \( p \in S \), then it satisfies one of the conditions listed below:
- if \( K^e(p) < 0 \), then \( p \) is a hyperbolic point,
- if \( K^e(p) = 0 \), then \( p \) is a parabolic point,
- if \( K^e(p) > 0 \), then \( p \) is an elliptic point.

In this paper we concentrate on two cases: the first is when \( p \) is not a parabolic point and the other is when \( p \) is exactly a parabolic point. In this section we consider the first case, i.e., \( p \) is a point on \( S \) away of the Euclidean parabolic set. With these conditions we have suitable charts for our study.

**Proposition 4.1** (Pick normal forms, [16,33]). Let \( S \) be a smooth surface locally parametrized by \( \alpha(u,v) = (u,v,h(u,v)) \) and let \( p = X(0,0) \). Assume that \( p \) is not a parabolic point, then:
Remark 4.2. The Pick normal forms are obtained using a change of coordinates in the source and affine transformations in the target. Since an affine transformation is not necessarily an Euclidean isometry, the Pick normal forms are not Euclidean normal forms. More precisely, the expression appearing in Proposition 4.1 (i) is not a local parametrization of an Euclidean umbilic point \((p = X(0,0,0))\).

We will adopt the normal form in (24) below for the analysis of the non-parabolic case,

\[
h(u, v) = \frac{1}{2} (u^2 + \varepsilon v^2) + \frac{1}{6} \sigma (u^3 - 3 \varepsilon uv^2) + \frac{1}{24} (q_{40}u^4 + 4q_{31}v^3v \\
+ 6q_{22}u^2v^2 + 4q_{13}uv^3 + q_{34}v) + \frac{1}{120} (q_{50}u^5 + 5q_{41}u^4v \nonumber \\
+ 10q_{32}u^3v^2 + 10q_{23}u^2v^3 + 5q_{14}uv^4 + q_{55}v^5) + O(6),
\]

where, for the elliptic case \(\varepsilon = 1\), and for the hyperbolic case \(\varepsilon = -1\), as in Proposition 4.1.

Let \(\alpha\) be a local parametrization as in Proposition 4.1, then the coefficients of Blaschke's metric (affine first fundamental form) are given by

\[
L = 1 + \sigma u + \frac{1}{2} q_{40}u^2 + q_{31}uv + \frac{1}{2} q_{22}v^2 + \frac{1}{6} q_{50}u^3 \\
+ \frac{1}{2} q_{41}u^2v + \frac{1}{2} q_{32}uv^2 + \frac{1}{6} q_{23}v^3 + O(4),
\]

\[
M = -\sigma \varepsilon v + \frac{1}{2} q_{31}u^2 + q_{22}uv + \frac{1}{2} q_{13}v^2 + \frac{1}{6} q_{41}u^3 + \frac{1}{2} q_{32}u^2v \\
+ \frac{1}{2} q_{23}uv^2 + \frac{1}{6} q_{14}v^3 + O(4),
\]

\[
N = \varepsilon - \sigma \varepsilon v + \frac{1}{2} q_{22}u^2 + q_{31}uv + \frac{1}{2} q_{04}v^2 + \frac{1}{6} q_{32}u^3 + \frac{1}{2} q_{23}uv^2 \\
+ \frac{1}{2} q_{14}uv^2 + \frac{1}{6} q_{05}v^3 + O(4),
\]
Now, in this chart the coefficients of the affine third fundamental form are given by
\[ l = -\frac{1}{2} \sigma^2 + \frac{1}{4} q_{10} + \frac{1}{4} \varepsilon q_{22} + \left( \frac{1}{2} \sigma^3 - \sigma q_{04} + \frac{1}{4} q_{50} + \frac{1}{2} \sigma \varepsilon q_{22} \right) u + \left( -\frac{1}{4} q_{31} \sigma + \frac{1}{4} q_{41} - \frac{1}{4} \sigma \varepsilon q_{13} + \frac{1}{4} q_{23} \varepsilon \right) v + l_{20} u^2 + l_{11} u v + l_{02} v^2 + O(3), \]
\[ m = \frac{1}{4} q_{31} + \frac{1}{4} \varepsilon q_{13} + \left( \frac{1}{4} q_{31} \sigma + \frac{1}{4} q_{41} - \frac{1}{4} \sigma \varepsilon q_{13} + \frac{1}{4} q_{23} \varepsilon \right) u + \left( -\frac{1}{2} \varepsilon \sigma^3 + \frac{1}{4} q_{22} + \frac{1}{4} q_{32} + \frac{1}{2} \varepsilon q_{04} \sigma + \frac{1}{4} q_{14} \right) v + m_{20} u^2 + m_{11} u v + m_{02} v^2 + O(3), \]
\[ n = -\frac{1}{2} \varepsilon \sigma^2 + \frac{1}{4} q_{22} + \frac{1}{4} \varepsilon q_{04} + \left( -\frac{1}{2} \varepsilon \sigma^3 + \frac{1}{4} \varepsilon q_{40} \sigma + \sigma q_{22} + \frac{1}{4} q_{32} \right) u + \left( \frac{1}{4} \varepsilon q_{31} \sigma + \frac{7}{4} \sigma q_{13} + \frac{1}{4} q_{23} + \frac{1}{4} \varepsilon q_{05} \right) v + n_{20} u^2 + n_{11} u v + n_{02} v^2 + O(3), \]
where \( l_{20}, l_{11}, l_{02}, m_{20}, m_{11}, m_{02}, n_{20}, n_{11}, n_{02} \) depend only on the coefficients of terms up to order five in \( h(u,v) \).

**Lemma 4.3.** The critical set of the BDE (17) coincides with the affine parabolic set.

**Proof.** In Subsection 2.3 we saw that the singular set of the BDE (17) is characterized by
\[ F(x, y, p) = F_p(x, y, p) = 0, \]
where \( F_p = \frac{\partial F}{\partial p} \). It follows that
\[ F(x, y, p) = l + 2 m p + n p^2 = 0 \quad \text{and} \quad F_p(x, y, p) = 2 (m + n p) = 0. \]
If \( n \neq 0 \), we take \( p = -\frac{m}{n} \) and replace into \( F \) to obtain the result. When \( n = 0 \), we necessarily have \( m = l = 0 \), and in particular, \( l n - m^2 = 0 \).

**Remark 4.4.** If we consider the BDE (17) as a quadratic equation in \( p \) with coefficients \( l, m, \) and \( n \) we have
\[ p = \frac{dv}{du} = -\frac{m \pm \sqrt{m^2 - ln}}{n}. \]
Thus, for \( q \in S \) satisfying \( (m^2 - ln)(q) > 0 \) there are two transversal affine asymptotic directions at \( q \). If \( q \) is a parabolic point there is an unique affine asymptotic direction with multiplicity two. If \( (m^2 - ln)(q) < 0 \) do not exist affine asymptotic directions.

We denote the affine elliptic and hyperbolic regions respectively by \( E^a_\alpha \) and \( H^a_\alpha \). The affine parabolic set will be denoted by \( P^a_\alpha \).

**Proposition 4.5.** Let \( \gamma : I \to S \) an affine asymptotic line of \( S \). Then
\( (i) \) If \( \gamma \) is totally contained in the elliptic region, then \( \gamma \) is totally contained in \( H^e_\alpha \).
\( (ii) \) If \( \gamma \) is totally contained in \( H^e_\alpha \), then \( \gamma \) is totally contained in \( E^e_\alpha \).
Proof. It is sufficient to see that if $0 \in I$ and $p = \gamma(0)$ is an elliptic point, $I^\text{aff}_\alpha(p)$ is positive definite, thus $(g_{11}g_{22} - g_{12}^2)(p) > 0$. With these conditions $K^\text{aff}_\alpha(p) < 0$ and it follows that $p \in \mathbb{H}_\alpha^\text{a}$. The second case is analogous. \qed

Remark 4.6. The Proposition 4.5 establish that the asymptotic net lives in the intersection of

$$E_\alpha \cap (H_\alpha^\text{a} \cup P_\alpha^\text{a}), \quad \text{or} \quad H_\alpha \cap (E_\alpha^\text{a} \cup P_\alpha^\text{a})$$

for the elliptic or hyperbolic cases, respectively, see Figure 4. This behavior is very different to the Euclidean case for which the asymptotic net is defined in the topological closure of the hyperbolic region.

Analogous to Euclidean case, the affine parabolic set is generically a smooth curve. On the parabolic set there exist isolated special points which we will characterize below.

Lemma 4.7. In an ordinary affine parabolic point, the unique affine asymptotic direction is transversal to the affine parabolic set.

Proof. We consider the case when the origin is a regular affine parabolic point. Note that

$$l(0,0) = \frac{1}{4}\varepsilon(-2\varepsilon^2 + \varepsilon q_{40} + q_{22}),$$
$$m(0,0) = \frac{1}{4}\varepsilon(\varepsilon q_{31} + q_{13}),$$
$$n(0,0) = -\frac{1}{4}\varepsilon(2\varepsilon^2\sigma^2 - \varepsilon q_{22} - q_{04}).$$

The point $p = \alpha(0,0)$ is an affine parabolic point if $(ln - m^2)(0,0) = 0$. We can to choose $q_{22} = -\varepsilon(-2\sigma^2 + q_{40})$ and $q_{31} = -\varepsilon q_{13}$, thus $l(0,0) = m(0,0) = 0$. In consequence,

$$l(0,0)(u'(0))^2 + 2m(0,0)u'(0)v'(0) + n(0,0)(v'(0))^2 = n(0,0)(v'(0))^2 = 0,$$
then if \( n(0,0) \neq 0 \) the affine asymptotic direction is determined by \( v'(0) = 0 \). The case \( n(0,0) = 0 \) will be considered in the Subsection 4.1. The tangent of affine parabolic set at \( p \) is given by
\[
\frac{1}{16} (q_{40} - q_{04}) (\varepsilon (6\sigma^3 + \varepsilon q_{32} - 6q_{40}\sigma + q_{50}) u'(0) + (\varepsilon q_{41} + 2q_{13}\sigma + q_{23}) v'(0)).
\]
The case \( q_{40} - q_{04} \) will be considered in Subsection 4.1. Generically, it holds that \( \varepsilon q_{41} + 2q_{13}\sigma + q_{23} \neq 0 \) and the result follows.

**Definition 4.8.** A point \( p \) in \( \mathbb{P}_a^2 \) is called an affine cusp of Gauss if the affine asymptotic direction at this point is tangent to the affine parabolic set at \( p \).

**Remark 4.9.** It is proved in [11] that the integral curves of BDEs along the discriminant set are diffeomorphic to ordinary cusps except at special points where the integral curve is tangent to the singular set. In our context, at ordinary affine parabolic points the affine asymptotic lines are diffeomorphic to ordinary cusps except at an affine cusp of Gauss, see Figure 5.

**Figure 5.** Affine asymptotic lines along the affine parabolic set are diffeomorphic to ordinary cusps except at affine cusp of Gauss points.

By Remark 4.9 we will focus our attention on the dynamical behavior of affine asymptotic lines near to affine cusp of Gauss points.

**Proposition 4.10.** Consider the binary differential equation given by
\[
ldu^2 + 2m dudv + n dv^2 = 0,
\]
where \( l, m, n \) are as in (25), (26), (27). Suppose that \( p = \alpha(0,0) \) is an affine cusp of Gauss. Then, by changes of coordinates (28) can be written as
\[
(-v + \lambda u^2 + O(3)) du^2 + (1 + \Lambda u^2 + O(3)) dv^2 = 0,
\]
where
\[
\lambda = -\frac{1}{\sigma (\varepsilon q_{41} + 2q_{13}\sigma + q_{23})^2} \left( (6\sigma^3 + 20q_{13}q_{41}\sigma^2 + (10q_{23}q_{41} - 6q_{40})\sigma + q_{50})\varepsilon \\
+ 20q_{13}^2\sigma^3 + 20q_{13}q_{23}\sigma^2 + 5(q_{23}^2 + q_{41}^2)\sigma + q_{32} \right).
\]
and \( \Lambda \) has a big expression in terms of the coefficients of the parametrization \( \alpha \).

**Proof.** In local coordinates and using Lemma 4.7 we have that if \( q_{22} = -\varepsilon (-2\sigma^2 + q_{40}) \) and \( q_{31} = -\varepsilon q_{13} \), then \( p = \alpha(0,0) \) is an affine parabolic point. The condition for \( p \) to be an affine cusp of Gauss is
\[
q_{40} = \frac{1}{6} \frac{16\sigma^3 + q_{50} + \varepsilon q_{32}}{\sigma}.
\]
Under the stated hypotheses, the coefficients of (28) are given by

\[
\begin{align*}
l(u,v) &= a_{01}v + a_{20}u^2 + a_{11}uv + a_{02}v^2 + O(3), \\
m(u,v) &= b_{10}u + b_{01}v + b_{20}u^2 + b_{11}uv + b_{02}v^2 + O(3), \\
n(u,v) &= c_{00} + c_{10}u + c_{01}v + c_{20}u^2 + c_{11}uv + c_{02}v^2 + O(3),
\end{align*}
\]

where \(a_{ij}, b_{kl}, c_{st}\) depend on the coefficients of the parametrization. In particular,

\[
c_{00} = -\frac{1}{24\sigma} \varepsilon (6\sigma^3 - 6q_{04} \sigma + q_{50} + \varepsilon q_{32}).
\]

Generically \(c_{00} \neq 0\), then without loss of generality we can divide (28) by the expression in (33) to obtain a new equation where the constant term is equal to one. We will continue with the same notation for the coefficients given in (30) but now \(c_{00} = 1\). The 2-jet of the discriminant curve is given by \(v = \frac{b_0^2 a_{20}}{a_{01}} u^2\), thus at \((0,0)\) the vector \((1,0)\) is tangent to the affine parabolic set. Now consider the application \(\psi: (x,y) \mapsto (u(x,y), v(x,y))\) where \(u(x,y) = s_{10}x + s_{01}y + s_{20}x^2 + s_{11}xy + s_{02}y^2 + s_{30}x^3 + s_{21}x^2y + s_{12}xy^2 + s_{03}y^3 + \ldots\), \(v(x,y) = t_{10}x + t_{01}y + t_{20}x^2 + t_{11}xy + t_{02}y^2 + t_{30}x^3 + t_{21}x^2y + t_{12}xy^2 + t_{03}y^3 + \ldots\), with \(s_{10}t_{01} - s_{01}t_{10} \neq 0\). \(\psi\) is a germ of a diffeomorphism at \((0,0)\) and we used it for a change of coordinates in (28). It follows that for a suitable choice of the coefficients of \(\psi\) we obtain that the BDE takes the desired form as in (29), where

\[
\lambda = -\frac{1}{2} \frac{a_{01}b_{10} + 2b_{10}^2 - 2a_{20}}{a_{01}^2}
\]

and

\[
\Lambda = \frac{1}{32a_{01}} \left((-4b_{01}^2 - 4b_0 c_{10} - 16b_{10} c_{01} + 7c_{10}^2 - 16a_{02} + 32b_{11} - 32c_{20})a_{01}^2 \right. \\
\left. - 2(2b_{01} - c_{10})(-6b_0 b_{10} - b_{10} c_{10} + 4a_{11})a_{01} \\
+ 4(2b_{01} - c_{10})^2 (-b_{10}^2 + a_{20}) + 4a_{10}^3 c_{01} \right).
\]

**Theorem 4.11.** With the conditions of Proposition 4.10, the configuration of affine asymptotic lines near to an affine cusp of Gauss point is topologically equivalent to one of the three models shown in Figures 1 and 3.

**Proof.** This is a classical result and it can be found in [18, 19]. A sketch of the proof is the following. Let \(p = \frac{dv}{du}\) and

\[
F(u,v,p) = (-v + \lambda u^2 + O(3)) + (1 + \Lambda u^2 + O(3)) p^2 = 0.
\]

Consider the Lie-Cartan vector field \(X(u,v,p)\) given as in (22). We have that \(X(0,0,0) = (0,0,0)\), thus \((0,0,0)\) is a singular point of \(X\). The eigenvalues \(\lambda_i, i = 1,2\), of the linearization \(DX(0,0)\) are given by

\[
\lambda_1 = \frac{1}{2} \left(1 + \sqrt{1 - 16\lambda} \right) \quad \text{and} \quad \lambda_2 = \frac{1}{2} \left(1 - \sqrt{1 - 16\lambda} \right).
\]

Thus if \(\lambda > \frac{1}{16}\), the projection of the integral curves of \(X\) has a folded hyperbolic focus at the origin (Figures 1 and 3, center). When \(\lambda < \frac{1}{16}\) the product \(\lambda_1 \lambda_2 = 4\lambda\). If \(\lambda < 0\) we
have a folded hyperbolic saddle and a folded hyperbolic node if $0 < \lambda < \frac{1}{16}$. See Figures 1 and 3, left and right respectively.

### 4.1. Affine asymptotic lines at a flat affine umbilic point.

In this part we are interested in the behavior of the affine asymptotic net in a neighborhood of a point where the two affine principal curvatures are equal to zero. In [7] are given the conditions required for the point $\alpha(0,0) = p \in S$ to be an affine umbilic point for $\alpha$ as in the Proposition 4.1.

**Lemma 4.12** ([7]). Let $p = \alpha(0,0)$ a non parabolic point of $S$. Then $p$ is an affine umbilic point if, and only if, $q_{31} = -\varepsilon q_{13}$, and $q_{40} = q_{04}$.

**Definition 4.13.** A point $p$ at $S$ is called a flat affine umbilic point of $S$ if $p$ is simultaneously an affine umbilic and an affine parabolic point.

Now we present the precise conditions for the point $p = \alpha(0,0)$ to be a flat affine umbilic point.

**Lemma 4.14.** Under the conditions of Lemma 4.12, $p = \alpha(0,0)$ is a flat affine umbilic point if, and only if, $q_{31} = -\varepsilon q_{13}$, $q_{40} = q_{04}$, and $q_{22} = -\varepsilon (2\sigma^2 + q_{40})$.

**Proof.** By direct verification.  

Affine umbilic points are (some of the) singularities of affine principal nets. Since at a flat affine umbilic point $p$ we have that $l(p) = m(p) = n(p) = 0$, then $k_{w}^{\text{aff}}(w) = 0$ for all $w \in T_p S$. Therefore, it follows that flat affine umbilic points are singularities of the affine asymptotic net.

**Proposition 4.15.** Let $p = \alpha(0,0)$ a flat affine umbilic point of $S$. Then by a change of coordinates the binary differential equation of the affine asymptotic lines can be written as

\[ (-\varepsilon_1 v + O(2)) du^2 + (-2\varepsilon_1 u + O(2)) dudv + (v + O(2)) dv^2 = 0, \quad (34) \]

where $\varepsilon_1 = \pm 1$.

**Proof.** Note that we are in the conditions of the Lemma 4.14, then the BDE of the asymptotic lines is given by

\[ A(u,v) du^2 + 2B(u,v) dudv + C(u,v) dv^2 = 0, \quad (35) \]

where

\[ A(u,v) = a_{10}u + a_{01}v + O(2), \]
\[ B(u,v) = a_{01}u + b_{01}v + O(2), \]
\[ C(u,v) = b_{01}u + c_{01}v + O(2), \]

with

\[ a_{10} = -6\varepsilon \sigma^3 + 6\varepsilon q_{40} \sigma - \varepsilon q_{50} - q_{32}, \]
\[ a_{01} = -\varepsilon q_{41} - 2q_{13} \sigma - q_{23}, \]
\[ b_{01} = -6\varepsilon \sigma^3 + 2q_{40} \sigma - \varepsilon q_{32} - q_{14}, \]
\[ c_{01} = -6\varepsilon q_{13} \sigma - \varepsilon q_{23} - q_{05}. \]

We apply a local diffeomorphism at $(0,0)$, $\mu: (x,y) \mapsto (u(x,y), v(x,y))$ where

\[ u(x,y) = s_{10}x + s_{01}y + O(2) \quad \text{and} \quad v(x,y) = t_{10}x + t_{01}y + O(2), \quad (36) \]
with \( s_{10}t_{01} - s_{01}t_{10} \neq 0 \). By a suitable choice of the coefficients of \( \mu \) we obtain that the BDE takes the form given in (34).

**Proposition 4.16.** The configuration of the affine asymptotic lines near at a flat affine umbilic point is topologically equivalent to one of the two models shown in Figure 6.
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**Figure 6.** Affine asymptotic nets in a neighborhood of a flat affine umbilic point.

**Proof.** Note that the discriminant function \( \delta: \mathbb{R}^2 \to \mathbb{R} \) of the BDE (34), given by \( \delta(u, v) = 4(x^2 + \epsilon_1 y^2) + O(3) \) satisfies that the discriminant set of the BDE (34) coincides with the zero level of \( \delta \), this is with \( \delta^{-1}(0) \). The function \( \delta \) has a Morse singularity at \((0, 0)\) and locally, when \( \epsilon_1 = 1 \) the discriminant set is an isolated point \((0, 0)\) and the asymptotic net is defined in a neighborhood of \((0, 0)\). When \( \epsilon_1 = -1 \) the discriminant set is given by two smooth curves that cross each other transversally at \((0, 0)\) and this determines four regions in the plane where only in two to them the integral curves of (34) are defined (see Figure 7). Let \( p = \frac{dy}{dx} \) and consider the function \( F(x, y, p) = -\epsilon_1 y - 2\epsilon_1 up + vp^2 = 0 \), and
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**Figure 7.** The discriminant set in a neighborhood of \((0, 0)\). At the left hand side the set \( \delta^{-1}(0) \) is locally an isolated point. At the right hand side the set \( \delta^{-1}(0) \) induces a stratification formed by four open regions with \( \delta > 0 \) in two of them.

the Lie-Cartan vector field \( X(u, v, p) \) given as in (22) again. When \( u = v = 0 \), the vector field \( X(0, 0, p) = (0, 0, p(p^2 - 3\epsilon_1)) \), thus the singularities of \( X \) are given by \( p(p^2 - 3\epsilon_1) = 0 \). If \( \epsilon_1 = -1 \) then \( X \) has only one singularity at \((0, 0, 0)\) whose eigenvalues of the projection of their linearization are \( 2 \) and \(-3\), this is one topological saddle (see Figure 6, right). When \( \epsilon_1 = 1 \) the vector field \( X \) has three singularities at \((0, 0, p_i)\), where \( p_i \in \{-\sqrt{3}, 0, \sqrt{3}\} \) and
it is easy to see that all the singularities are topological saddles (see Figure 6, left). This completes the proof. □

Remark 4.17. In [13] a Euclidean version of Proposition 4.15 is given. More precisely, in the Euclidean case we have the same topological behavior of asymptotic lines near to a flat umbilic point.

5. Blaschke’s asymptotic lines in a neighborhood of the Euclidean parabolic set

In this section we consider the behavior of the affine asymptotic nets near to the parabolic set. The parabolic set is generically formed by smooth curves (see [6, 10, 25]). Here we will consider the case when the parabolic set is a regular curve. As before, let us consider a smooth surface $S$ parametrized in a Monge chart $\alpha(u, v) = (u, v, h(u, v))$. In [7] it is shown that in this chart the expressions for $l$, $m$ and $n$ are

$$l = -\frac{1}{16} \left( \frac{1}{h_{uu}h_{vv} - h_{uv}^2} \right)^2 \left( -4(h_{vv}h_{uuu}u - 2h_{uv}h_{uuv})(h_{uu}h_{dv} - h_{vu}^2) 
- 4(h_{uu}h_{dvv} - h_{uu}^2)h_{uuv} + 7h_{vv}h_{uuu}^2 + 3h_{uu}h_{dvv}^2 
+ (-28h_{uu}h_{dvv}h_{uuv} + 2(h_{uu}h_{dvv} + 8h_{uu}^2)h_{uuv} - 4h_{uuv}h_{uuv}h_{uuv})h_{uuv} 
+ 12(h_{uu}h_{dvv} + h_{uu}^2)h_{uuv}^2 + 4(h_{uu}^2h_{dvv} - 6h_{uu}h_{uu}h_{uuv})h_{uuv} \right),$$

$$m = -\frac{1}{16} \left( \frac{1}{h_{uu}h_{dv} - h_{uu}^2} \right)^2 \left( -4(h_{dv}h_{uuu}u - 2h_{uv}h_{uuv})(h_{uu}h_{dv} - h_{uu}^2) 
+ (7h_{vv}h_{uuu} - 10h_{vu}h_{vuv} + (-h_{uu}h_{dvv} + 4h_{uu}^2)h_{uuv} - 4(h_{uu}h_{dv} - h_{uu}^2)h_{uuv} - 18h_{uu}h_{uu}h_{uuv}h_{uuv} + 7h_{uu}h_{dv}h_{uuv}^2 
+ (15h_{uu}h_{dvv} + 24h_{uu}^2)h_{uuv} - 10h_{uu}h_{uu}h_{uuv}h_{uuv})h_{uuv} - 18h_{uu}^2h_{uu}h_{uuv} \right),$$

$$n = -\frac{1}{16} \left( \frac{1}{h_{uu}h_{dv} - h_{uu}^2} \right)^2 \left( -4(h_{dv}h_{uuu}u - 2h_{uv}h_{uuv})(h_{uu}h_{dv} - h_{uu}^2) 
- 4(h_{uu}h_{uuv}h_{uu}h_{uuv} - h_{uu}^2) + 4(-h_{uu}h_{dv}h_{uuv} + h_{uuv}h_{dv}^2)h_{uuv} 
+ 3h_{uu}h_{uuv}h_{uuv} + 2(-12h_{uu}h_{uuv}h_{uuv} + (h_{uu}h_{dv} + 8h_{uu}^2)h_{uuv})h_{uuv} 
+ 12(h_{uu}h_{uuv} + h_{uu}^2)h_{uuv}^2 - 28h_{uu}h_{uuv}h_{uuv}h_{uuv}h_{uuv} + 7h_{uu}^2h_{uuv} \right).$$

Note that the BDE (17) is a homogeneous equation, thus it can be extended to the parabolic set, defined by $h_{uu}h_{dv} - h_{uu}^2 = 0$ through the following equation

$$A(u, v)du^2 + 2B(u, v)dudv + C(u, v)dv^2 = 0 \quad (37)$$

where $A, B, C$ are the numerators of $l, m, n$ respectively. As the singular set of the affine asymptotic net is exactly the affine parabolic set, we need known how is the interaction between them. In [16] the author studies some relation between this sets and the next result was obtained.

Proposition 5.1 ([16]). Consider a point which is both a parabolic point and an affine parabolic point. We have
(i) If the parabolic point is an ordinary parabolic point or a non-degenerate cusp of Gauss then the affine parabolic set will be non-singular.
(ii) If the parabolic point is an ordinary parabolic point then the parabolic set and the affine parabolic set will meet transversally.
(iii) If the parabolic point is a cusp of Gauss, then the parabolic set and the affine parabolic set will be tangent.

Proof. Can be found in [16, Chapter 9]. □

Remark 5.2. The condition required in Proposition 5.1 that a point should be both parabolic and affine parabolic point is very restrictive. In general, if a point \( p \in S \) is parabolic it does not have to be affine parabolic. This can be verified by direct calculations.

By Remark 5.2 and Proposition 5.1 (iii) we conclude that the next step in our analysis should be to consider the neighborhood of a cusp of Gauss point.

5.1. Affine asymptotic lines near to a cusp of Gauss point. We will adopt the normal form (38) below for the required analysis

\[
h(u, v) = v^2 + q_{21}u^2v + q_{03}v^3 + q_{40}u^4 + q_{31}u^3v + q_{22}u^2v^2 + q_{13}uv^3 + q_{41}u^4v + q_{32}u^3v^2 + \ldots + q_{33}u^3v^3 + q_{24}u^2v^4 + q_{15}uv^5 + \ldots + O(7),
\]

with \( q_{21}^2 - 4q_{40} \neq 0 \). The reason is that under these conditions \( \alpha(0, 0) \) is a cusp of Gauss point.

Proposition 5.3. Let \( p = \alpha(0, 0) \) a cusp of Gauss point, then \( p \) is also an affine cusp of Gauss point.

Proof. Evaluating the expression (38) in (37) at \( (u, v) = (0, 0) \) we obtain

\[
A(0, 0)du^2 + 2B(0, 0)dudv + C(0, 0)dv^2 = -48q_{21}^2dv^2 = 0
\]

and the result follows. □

Now, the principal result of this section can be stated as follows.

Theorem 5.4. Let \( \alpha : \mathbb{R}^2 \rightarrow \mathbb{R}^3 \) be a local parametrization of the surface \( S \) in a small neighborhood of a cusp of Gauss point. Then the configuration of the affine asymptotic lines is locally topologically equivalent to

\[
\left( v - \frac{5}{4} u^2 + O(3) \right) du^2 + (1 + O(3))dv^2 = 0.
\]

In the source, the Euclidean and affine parabolic sets have contact of order two at the origin and the local behavior of the affine asymptotic net together with the parabolic set is shown in Figure 8.

Proof. Evaluating (38) in the BDE (37) we obtain

\[
A(u, v) = -192 q_{21} (q_{21}^2 - 4q_{40})v - 192 (q_{21}^4 - 8q_{21}^2 q_{40} + 6q_{40}^2)u^2 - 384 (2q_{21} q_{31} - 10 q_{21} q_{50} + 15 q_{31} q_{40})uv - 16 (48 q_{03} q_{21}^3 - 288 q_{03} q_{21} q_{40} + 52 q_{21} q_{22} - 48 q_{21} q_{41} - 48 q_{22} q_{40} + 63 q_{21}^2) v^2 + O(3),
\]
Figure 8. Affine asymptotic lines near a cusp of Gauss point.

\[ B(u, v) = 96q_{21}^2 (3q_{21}^2 - 14q_{40})u - 144q_{31}q_{21}v + 48(41q_{21}^2 q_{31} - 70q_{21}q_{50} - 60q_{31}q_{40})u^2 + 16(84q_{03}q_{21}^3 - 468q_{03}q_{21}q_{40} + 62q_{21}q_{22} - 36q_{21}q_{41})u + 168q_{22}q_{40} - 27q_{31}^2 uv - 48(15q_{03}q_{21}q_{31} + 2q_{13}q_{21} - q_{21}q_{32}) + 10q_{22}q_{31})v^2 + O(3), \]

\[ C(u, v) = -48q_{21}^2 - 288q_{21}q_{31}u - 64q_{21}(6q_{03}q_{21} + q_{22})v - 16(48q_{03}q_{21}^3 - 108q_{03}q_{21}q_{40} - 34q_{21}q_{22} + 36q_{21}q_{41} + 48q_{22}q_{40} + 27q_{31}^2)u^2 - 192(q_{03}q_{21}q_{31} - 2q_{13}q_{21}^2 + 12q_{13}q_{40} + q_{21}q_{32} + 3q_{22}q_{31})uv - 32(54q_{03}q_{21}^2 + 21q_{03}q_{21}q_{22} + 6q_{04}q_{21}^2 + 18q_{13}q_{31} - 3q_{21}q_{23} + 2q_{22}^2)v^2 + O(3). \]

As before, let us consider the change of coordinates \( \Psi : \mathbb{R}^2 \to \mathbb{R}^2 \) given by the map

\[
\Psi(x, y) = (u(x, y), v(x, y)), \]

where

\[
u(x, y) = s_{10}x + s_{01}y + s_{20}x^2 + s_{11}xy + s_{02}y^2 + s_{30}x^3 + s_{21}x^2y + s_{12}xy^2 + s_{03}y^3 + \ldots, \]

\[
v(x, y) = t_{01}y + t_{20}x^2 + t_{11}xy + t_{02}y^2 + t_{30}x^3 + t_{21}x^2y + t_{12}xy^2 + t_{03}y^3 + \ldots, \]

and \( s_{10}t_{01} \neq 0 \). By a procedure analogous to that used in the proof of Proposition 4.10 and making appropriate choices in the coefficient of \( \Psi \), we obtain the desired form for the BDE of the affine asymptotic lines. In the source the Euclidean and affine parabolic sets are given (omitting higher order terms h.o.t.) respectively by

\[ v = \frac{q_{21}^2 - 6q_{40}}{q_{21}}u^2 + \text{h.o.t.} \quad \text{and} \quad v = 2\frac{4q_{21}^2 - 17q_{40}}{q_{21}}u^2 + \text{h.o.t.}, \]

thus they have contact of order two at the origin. For the final part, let \( (u, \eta(u)) \), with

\[ \eta(u) = \frac{q_{21}^2 - 6q_{40}}{q_{21}}u^2 + \text{h.o.t.}, \]

be a local parametrization of the parabolic set. Evaluating in
the discriminant function of the BDE (37) we obtain

\[(B^2 - AC)(u, \eta(u)) = 16128q_{21}^2 (q_{21}^2 - 4q_{40})^2 u^2 + \text{h.o.t.}\]

Near to the cusp of Gauss point and along the parabolic set the discriminant function satisfies $B^2 - AC > 0$, and this concludes the proof.

5.2. **Affine asymptotic lines near to a flat umbilic point.** Finally we will consider a small neighborhood of a flat umbilic point. It is worth to point out that there are no flat umbilic points for general surfaces. In other words, flat umbilic points disappear under small perturbations, and thus, being a flat umbilic point is not a generic condition.

It is shown in [13] that the Euclidean asymptotic net near to a flat umbilic point has one of the local topological models appearing in Figure 6. For the affine case the analogous result is given by Proposition 4.16.

It is well known that a local chart for a neighborhood of a flat umbilic point is given by $\alpha(u, v) = (u, v, h(u, v))$, where

\[h(u, v) = q_{30}u^3 + q_{21}u^2v + q_{12}uv^2 + q_{03}v^3 + q_{40}u^4 + q_{31}u^3v + q_{22}u^2v^2 + q_{13}uv^3 + q_{41}u^4v + q_{32}u^3v^2 + q_{23}u^2v^3 + q_{14}uv^4 + q_{05}v^5 + O(6).\]

For simplicity, in calculations we will use the following local parametrization

**Proposition 5.5** (Special chart). Let $S$ a smooth surface locally parametrized by $\alpha(u, v) = (u, v, h(u, v))$ and let $p = X(0, 0)$. Assume that $p$ is a flat umbilic point, then $h(u, v)$ can be written as

\[h(u, v) = u^3 + 3\varepsilon uv^2 + q_{40}u^4 + q_{31}u^3v + q_{22}u^2v^2 + q_{13}uv^3 + q_{41}u^4v + q_{32}u^3v^2 + q_{23}u^2v^3 + q_{14}uv^4 + q_{05}v^5 + O(6),\]

where $\varepsilon = \pm 1$.

**Proof.** Consider the change of coordinates $\Theta_1: (x, y) \mapsto (u(x, y), v(x, y))$ given by

\[u(x, y) = x + a_{01}y \quad \text{and} \quad v(x, y) = y + b_{10}x, \quad \text{with} \quad 1 - a_{01}b_{10} \neq 0.\]

Applying it to $\alpha$ with $h$ as in (40) we obtain

\[\alpha \circ \Theta_1(x, y) = (x + a_{01}y, y + b_{10}x, h \circ \Theta_1(x, y)).\]

Taking now the linear transformation

\[T_1: (U, V, W) \mapsto (r^{-1}(U - a_{01}V), r^{-1}(V - b_{10}U), rW)\]

where $r = 1 - a_{01}b_{10}$, we obtain

\[T_1 \circ \alpha \circ \Theta_1(x, y) = (x, y, \Sigma(x, y)),\]

where

\[\Sigma(x, y) = Q_{30}x^3 + Q_{21}x^2y + Q_{12}xy^2 + Q_{03}y^3 + O(4).\]

Note that the matrix associated with $T_1$ has determinant equal to one. Let $\alpha_1(x, y) = T_1 \circ \alpha \circ \Theta_1(x, y)$. It is clear that the $Q_{ij}$'s depend on the coefficients of the 3-jet of (40) and the pair $a_{01}, b_{10}$. Taking

\[a_{01} = \frac{3b_{10}q_{03} + 2b_{10}q_{12} + q_{21}}{b_{10}q_{12} + 2b_{10}q_{21} + 3q_{30}}\]
we have that $Q_{21}$ vanishes. $Q_{03}$ disappears if $b_{01}$ is a real root of the equation
\[ R_3 b_{01}^2 + 3 R_2 b_{01} + 3 R_1 b_{01} + R_0 = 0, \]
where
- $R_3 = -27 q_{03}^2 q_{30} + 9 q_{03} q_{12} q_{21} - 2 q_{12}^3$,
- $R_2 = 3 \left( -9 q_{03} q_{12} q_{30} + 6 q_{03} q_{21}^2 - q_{12} q_{21} \right)$,
- $R_1 = 3 \left( 9 q_{03} q_{21} q_{30} - 6 q_{12}^2 q_{30} + q_{12} q_{21}^2 \right)$,
- $R_0 = -9 q_{12} q_{21} q_{30} + 2 q_{21}^3$.
It follows that $\Sigma(x, y) = Q_{30} x^3 + Q_{12} x y^2 + O(4)$. Consider now the change of coordinates
\[ \Theta_2: (u, v) \mapsto (x(u, v), y(u, v)) \]
given by
\[ x(u, v) = a u \quad \text{and} \quad y(u, v) = b v, \quad \text{with} \quad a, b \neq 0, \]
and the linear transformation
\[ T_2: (U, V, W) \mapsto \left( \frac{1}{a} U, \frac{1}{b} V, a b W \right). \]
It follows that taking $b = \frac{1}{a^4 q_{30}}$ and after $a = \frac{\sqrt{\mid q_{12}^2}}{q_{30}}$ we obtain
\[ T_2 \circ \alpha \circ \Theta_2(u, v) = (u, v, u^3 + \varepsilon u v^2 + O(4)), \]
where $\varepsilon = \pm 1$ just as we wanted to show.

**Lemma 5.6.** Let $S$ a smooth surface $S$ locally parametrized by $\alpha(u, v) = (u, v, h(u, v))$ as in the Proposition 5.5. Then if $\varepsilon = 1$, in a small neighborhood of $p = \alpha(0, 0)$ do not exist affine asymptotic lines.

**Proof.** In this chart, the discriminant function $\delta$, associated with the BDE (37) satisfies
\[ \delta(u, v) = -589824 \varepsilon (\varepsilon v^2 - 3 u^2)^2 + O(5). \] (42)
It follows that near to $p = \alpha(0, 0)$, $\delta(u, v) \leq 0$ and this finishes the proof.

Regarding Lemma 5.6, it remains to analyze the case when $\varepsilon = -1$ in the parametrization given in Proposition 5.5.

**Theorem 5.7.** Under the conditions of Lemma 5.6 take $\varepsilon = -1$. Then the discriminant set $\delta^{-1}(0)$ of the BDE (37) is locally an isolated point $(0, 0)$ and the local behavior of the affine asymptotic curves near the origin is as illustrated in Figure 9.

**Proof.** The first part is a direct consequence of taking $\varepsilon = -1$ in (42). For the second part consider the polar blowing-up for the BDE (37) given by
\[ \varphi(r, t) = (r \cos(t), r \sin(t)), \quad r \geq 0 \text{ and } 0 < t < 2 \pi. \]
The new BDE in the variables $r, t$, after dividing by $r^2$, is given by
\[ \overline{A}(r, t) \, dr^2 + 2 r \overline{B}(r, t) \, dr \, dt + r^2 \overline{C}(r, t) \, dt^2, \]
where
\[ \overline{A}(r, t) = (1 + 2 \cos^2(t))^2 + \Lambda_1(r, t), \]
\[ \overline{B}(r, t) = -2 \sin(t) \cos(t) (1 + 2 \cos^2(t)) + \Lambda_2(r, t), \]
\[ \overline{C}(r, t) = -4 (\cos^4(t) + \sin^2(t)) + \Lambda_3(r, t). \]
with $\Lambda_i(0,t) = 0$ for $i = 1,2,3$. Note that $\overline{A}(0,t) = (1 + 2 \cos^2(t))^2 \neq 0$, and then the BDE (43) has not singularities. Consider now the vector fields $Y_i$ defined by kernel of the differential forms

$$\eta_i(r,t) = r\left(-B(r,t) + (-1)^i \sqrt{(B^2 - AC)(r,t)} \right) dr + \overline{A}(r,t) dt, \quad i = 1,2.$$  \hfill (44)

Near $r = 0$, the vector fields $Y_i$ span the line fields associated with the BDE (43) and they do not have singularities either. Considering $Y_i = (\dot{r}, \dot{t})_i = (f_i^1(r,t), f_i^2(r,t))$ we can verify that near $r = 0$ the relations $f_1^1(r,t) < 0$ and $f_2^1(r,t) > 0$ hold for $Y_1$, while $f_2^1(r,t) > 0$ and $f_2^2(r,t) > 0$ hold for $Y_2$. Their phase portraits are shown in Figure 10.

![Figure 9. Affine asymptotic lines near a flat umbilic point.](image)

![Figure 10. Local phase portraits of the vector fields $Y_1$ and $Y_2$, left and right respectively.](image)

The blowing-down $\varphi^*$ of the integral curves of the BDE (43) appears in Figure 11.

Thus, the vector fields $Y_i$, $i = 1,2$, have a topological focus at the origin that is stable, and unstable, respectively, and this completes the proof. \hfill \Box

Remark 5.8. In [28] the authors studied pairs of germs of differential 1-forms $(\alpha, \beta)$ in the plane where $\alpha, \beta$ are either regular or have singularity of type saddle, node or focus. Equivalently they considered the pairs of integral curves of direction fields in the plane defined by the kernels of the 1-forms. Fixing the 2-jet of the BDE (37) in the chart given in the Proposition 5.5, the Theorem 5.7 can be proved using the tools developed there. Curiously the picture in Figure 9 does not appear in that paper.
6. EXAMPLES OF AFFINE ASYMPTOTIC LINES

In this section it will be given an explicit example, showing the global behavior of affine asymptotic lines in the torus of revolution and its co-normal surface.

**Proposition 6.1.** Consider the torus of revolution parametrized by
\[ \alpha(u,v) = ((R + r \cos u) \cos v, (R + r \cos u) \sin v, r \sin u), \] with \( r < R \).

The differential equation of the affine asymptotic lines is given by:
\[
\mathcal{A} = \left[ (15 \cos^2 u - 3)R^2 + 4 \cos u (9 \cos^2 u - 2)rR + 16 \cos^4 u r^2 \right] du^2 + \left[ 4 \cos^2 u (4r \cos^3 u + 3R \cos^2 u + R)(R + r \cos u) \right] dv^2 = 0 \] (45)

Moreover the real solutions are defined in the rings \( R_1 = \{ 0 < u_1 < u < u_2 < \pi \} \) and \( R_2 = \{ \pi < u_3 < u < u_4 < 2\pi \} \) containing the parabolic set which is formed by the circles \( u = \pi/2 \) and \( u = 3\pi/2 \).

**Proof.** Straightforward calculations, using the definition of the affine normal \( \xi \) in (7) and the formulas in (13), lead to:
\[
\begin{align*}
    l &= \frac{(15 \cos^2 u - 3)R^2 + 4 \cos u (9 \cos^2 u - 2)rR + 16 \cos^4 u r^2}{16(R + r \cos u)^2 \cos^2 u}, \\
    m &= 0, \\
    n &= \frac{(3 \cos^2 u + 1)R + 4r \cos^3 u}{4(R + r \cos u)}.
\end{align*}
\]

With the hypothesis \( R > r \) it follows that \( l = 0 \), an equation of degree four in the variable \( \cos u \) has two real solutions in the interval \((-1, 1)\), and \( n = 0 \) has no real solution in the variable \( \cos u \) in the mentioned interval. \( \square \)

**Proposition 6.2.** The affine asymptotic lines of the torus of revolution are shown in Figures 12 and 13. The parabolic set defined by \( u = \pi/2 \) and \( u = 3\pi/2 \) are solutions of both families of affine asymptotic lines and in the neighborhood of the four circles defined by \( u = u_i \) (i=1,2,3,4), boundary of the rings \( R_1 \) and \( R_2 \), the behavior of affine asymptotic lines is of cuspidal type.
**Proof.** According to the method used in Section 5 for the analysis in a neighborhood of the parabolic set we consider the extended BDE which is given by $\tilde{l}du^2 + 2\tilde{m}dudv + \tilde{n}dv^2 = 0$, where
\[
\tilde{l} = (15\cos^2 u - 3)R^2 + 4rR\cos u (9\cos^2 u - 2) + 16r^2\cos^4 u,
\tilde{m} = 0,
\tilde{n} = 4\cos^2 u ((3\cos^2 u + 1)R + 4r\cos^3 u)(R + r\cos u).\]
(46)

Along the parabolic set we have
\[
\tilde{l}\left(\frac{\pi}{2}\right) = \tilde{l}\left(\frac{3\pi}{2}\right) = R \quad \text{and} \quad \tilde{n}\left(\frac{\pi}{2}\right) = \tilde{n}\left(\frac{3\pi}{2}\right) = 0.
\]
The tangent to the parabolic set is $(du, dv) = (0, 1)$ and this part follows. Now, as $n = 0$ has no real solution in the variable $\cos u$ as seen in the proof below, we will focus our attention in $l = 0$ which corresponds to the affine parabolic set. Along the affine parabolic set $l = 0$ and under these conditions the unique affine asymptotic direction is given by $(1, 0)$, which is transversal to the affine parabolic set and so the behavior is of cuspidal type as shown in Fig. 12. This concludes the proof. □

The description of Euclidean asymptotic lines on the torus was given in [35] and [22].
Proposition 6.3. The co-normal surface of the torus of revolution has two connected components with the following properties.

(i) The parabolic set is formed of four circles as in Proposition 6.2.
(ii) The hyperbolic region has four unbounded components.
(iii) The Euclidean asymptotic lines are as shown in Fig. 12

Proof. The co-normal surface $\nu$ is defined in the domain $(u, v) \in [0, 2\pi) \times [0, 2\pi)$ with $u \neq \pm \frac{\pi}{2}$ and is given by

$$\nu_{\epsilon} = \left( -\frac{\cos u \cos v}{W}, -\frac{\cos u \sin v}{W}, -\frac{\sin u}{W} \right)$$

$$W = \left( \frac{\epsilon \cos u}{r (R + r \cos u)} \right)^{\frac{1}{4}}$$

Here $\epsilon = 1$ for $u \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ and $\epsilon = -1$ for $u \in \left(\frac{\pi}{2}, \frac{3\pi}{2}\right)$, see Fig. 14. The analysis of the asymptotic lines follows from Proposition 6.2 and Theorem 3.3. An illustration is presented in Fig. 15.

\[\Box\]
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