DCU-Net: a dual-channel U-shaped network for image splicing forgery detection
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Abstract
The detection and location of image splicing forgery are a challenging task in the field of image forensics. It is to study whether an image contains a suspicious tampered area pasted from another image. In this paper, we propose a new image tamper location method based on dual-channel U-Net, that is, DCU-Net. The detection framework based on DCU-Net is mainly divided into three parts: encoder, feature fusion, and decoder. Firstly, high-pass filters are used to extract the residual of the tampered image and generate the residual image, which contains the edge information of the tampered area. Secondly, a dual-channel encoding network model is constructed. The input of the model is the original tampered image and the tampered residual image. Then, the deep features extracted from the dual-channel encoding network are fused for the first time, and then the tampered features with different granularity are extracted by dilation convolution, and then, the secondary fusion is carried out. Finally, the fused feature map is input into the decoder, and the predicted image is decoded layer by layer. The experimental results on Casia2.0 and Columbia datasets show that DCU-Net performs better than the latest algorithm and can accurately locate tampered areas. In addition, the attack experiments show that DCU-Net model has good robustness and can resist noise and JPEG recompression attacks.

Keywords Image splicing · Image tampering detection · Image forensics · DCU-Net

1 Introduction

Image has always been the most effective information carrier in people’s life, and it has penetrated into all aspects of our life. With the development of image editing technology, people can easily modify the content of the image, resulting in the tampered image transmission completely different information. Due to the lack of digital media supervision, malicious image tampering has caused serious adverse consequences in military, political, life, and academic fields [1]. Therefore, there is an urgent need for a detection method of image tampering and forgery.

The common image forgery can be divided into three categories: copy–move [2–4], cut–paste [5, 6], and remove [7–9]. Copy–move refers to copy part of the content of the image and paste it into the same image; cut–paste usually cuts part of the content from one image and pastes it into another image; and remove means to delete part of the image and fill it with background pixels. In order to reduce the public trust crisis caused by image tampering and forgery, many scholars have carried out relevant research [8, 10, 11]. These methods greatly promote the development of digital image tamper detection technology. In this paper, we focus on image splicing forgery detection. On the one hand, image splicing is the most common type of tampering in daily life, which is closely related to the public life. On the other hand, because the tampered area is cut from other images, only by recognizing the difference between the tampered area and the unmodified area can we detect effectively. However, the tampered image is usually post-processed to eliminate the difference after tampering. This makes image splicing forgery detection more challenging than other tamper detection methods. Based on this, the research of image splicing forgery detection has more important significance. As shown in Fig. 1, an
example of image splicing forgery is given, including authentic image, splicing image and ground truth, where white area in ground-truth image is tampered area. As can be seen from the example, it is difficult for the human eye to distinguish the tampered area even with detailed inspection.

According to the difference of the attributes between the tampered region and the authentic region, the traditional image splicing forgery detection can be roughly divided into four types: based on the difference of imaging equipment [10, 12–14], based on the difference of image essential attributes [15–20], based on the difference of image compression attributes [21–24], and based on the perceptual image hash [25, 26]. Image tamper detection based on the difference of imaging equipment means that different imaging equipment will leave specific fingerprint information in the formed image, through which the tampering and authentic image can be determined. Yao et al. [12] proposed an image splicing detection method for image blocks from different sources by exploring the relationship between noise level function and camera response function according to different noise features in different source regions. Nan et al. [14] designed a noise level function based on the influence of texture and edge of image on the local estimation of noise variance, and regarded the image block not constrained by the noise level function as the splicing region. Tamper detection based on the difference of the essential attributes of the image is to distinguish the tampered image from the authentic image by discovering the change of the inherent attribute in the image. Han et al. [18] employed an effective Markov feature selection algorithm and applied it to image forgery detection. In addition, Wang et al. [27] proposed a color image splicing detection method based on gray-level co-occurrence matrix (GLCM) of chromaticity threshold edge image. Tamper detection based on image compression attribute difference is mainly aimed at JPEG format images, which is divided into double JPEG compression detection and block effect inconsistency detection. In [28] firstly, a region in the image is manually selected, and the DCT coefficients in the region are Fourier transformed, and the original quantization matrix is estimated by the frequency-domain characteristics. Then, the block effect of the whole image is calculated by using the quantization matrix of the region. The region with large difference is the tampered region. Iakovidou et al. [24] proposed a new method to detect image forgery by locating grid alignment anomalies in the bitmap of JPEG compressed images. Tamper detection based on perceptual image hashing is to extract the global or local features of the image to form a hash sequence, so as to achieve image splicing tamper detection. Wang et al. [29] employed to use Watson’s visual model to extract visual sensitive features, and then generate robust perceptual hash code by combining image block based features and key point based features.

Although the above methods have certain effect on the forgery detection of specific images, when the specific attributes in the image do not exist or are not obvious, the detection failure will occur. For example, (1) when the original part and the tampered part of the tampered image come from the imaging device with the same property, the image will contain the same noise attribute; then, the image tamper detection method based on the difference of the equipment imaging will be invalid. (2) Usually after the image splicing forgery, the corresponding post-processing will be carried out, which will seriously weaken the essential attribute difference between the original part and the tampered part of the image, which will make the corresponding detection method invalid. (3) The difference of image compression attributes is usually suitable for JPEG format image tamper detection, but not for other types of images. (4) The tamper detection method based on perceptual image hash needs the hash value of the original image for tampering detection, so this method cannot be applied to blind detection of unknown images.

The core of deep learning method is to extract the main representation features from the data by using a series of nonlinear transformations. The extracted representation features are multi-dimensional, multi-level, and multi-angle. Therefore, the features extracted by deep learning have stronger generalization and expression ability. As an effective deep learning model of image processing, convolutional neural network has been widely concerned by researchers. For example, Vasan et al. [30] proposed a visualization method of malware, and used the fine-tuned convolution neural network structure to detect the visualized image. Gadekallu et al. [31] employed a novel PCA—which optimization based deep neural network model for

![Fig. 1 Splicing tamper forensics sample image. Among them, a and b are from Casia2.0 dataset and c are from Columbia dataset. a Modified the sky background, b added animals to the image, c modified the object on the left.](image-url)
classification of tomato plant diseases using GPU. Based on its translation invariance and other attributes, convolutional neural network has achieved great success in image classification, semantic segmentation, image generation [32, 33], and object detection. For example, the current outbreak of COVID-19, convolutional neural network for medical image segmentation can play an important role in epidemic prevention and control [34, 35]. In addition, the use of convolutional neural networks for the detection of common diseases in medicine has also achieved good detection results [36–38]. The convolution neural network is applied to image tamper detection [39–41], which can realize the self-learning of tamper features, thus making up for the defects of traditional methods that rely on single image attributes and lack of generalization ability. Bappy et al. [42] proposed a model based on CNN-LSTM to learn the difference characteristics of tampered area and non-tampered region in the shared boundary, so as to locate the tampered area. However, this method uses the block method to detect and cannot effectively combine the feature information of the context for training. In order to make up for the lack of context information in the model, Bappy et al. then proposed a hybrid LSTM and encoder–decoder architecture for detecting image forgery [9]. Yang et al. [43] employed a coarse to fine image tamper detection architecture, namely constrained R-CNN. The model can help the network pay more attention to the learning of tampering operation features, but it will cause some feature information loss in the constrained convolution operation. Xiao et al. [44] adopted a detection framework combining cascaded convolutional neural network and adaptive clustering algorithm, which can realize tamper localization from coarse to fine. However, the results of clustering can only roughly locate the tamper location, and only apply to a single tamper object. Cun et al. [45] believed that the splicing area was not only related to local features, but also highly related to global features. Based on this, the image splicing forgery detection based on semi global network and full connected random field is proposed. Zhou et al. [8] proposed a two-stream Faster R-CNN network detection architecture. The two streams are noise stream extracted by spatial rich model (SRM) and RGB stream of image. However, when the tampered area and the non-tampered region have the same noise, the detection effect of the detection model will be reduced. Reference [46, 47] employed an image tamper detection framework based on improved U-Net structure. Bi et al. [46] constructed a ring-shaped residual U-Net network for image splicing forgery detection. The core idea is to enhance the learning mode of CNN through the residual propagation and feedback process in CNN. Zhang et al. [47] used the spatial rich model (SRM) to capture the residual signal in the image to be detected, and then combined it with the RGB features of the image, and the combined features were used for the training of U-Net model. However, this method has the same defects as Zhou et al. [8], and the detection effect will be reduced when the tampered region and the non-tampered region have the same source. Biach et al. [48] adopted a method based on the encoder/decoder structure to locate the tampered region and used resnet50 in the encoder structure to effectively improve the detection accuracy of tampered region. However, this method has high computational complexity due to its relatively complex model. Rao et al. [49] proposed a multi-semantic attention model and integrated it into a convolutional neural network to realize image forgery detection and localization. The tamper detection performance of this method for small objects needs to be improved. Bi et al. [50] employed an image forgery detection method based on D-Unet. This method is based on the traditional U-Net, uses DWT (Haar discrete wavelet transform) to extract the boundary information of the tampered area, and designs the SPGF module for global feature extraction. The results show that the method can effectively improve the detection accuracy.

In order to accurately locate the forgery image at the pixel level, we propose a tamper detection method based on dual-channel U-shaped network model. The proposed method is shown in Fig. 2. Firstly, we extract the residual image of the tampered image by high-pass filters. The edge information of residual image extracted by high-pass filters will be enhanced. Because the objects after splicing usually leave tampering information in the boundary, the residual image extracted by high-pass filters will provide additional anomaly feature information for tamper detection model. Secondly, although the residual image extracted by the high-pass filter strengthens the edge information, it will also cause the loss of the content information of the image. Image forgery detection requires the learning of tampering part of the content features, so the learning of the original image features is also very important. The structure of the dual-channel model is designed by the features of the original image and the residual image as the input. Then, two feature fusion processes were carried out between the encoder and decoder in the DCU-Net model. The first feature fusion is the fusion of deep original image features and residual image features extracted by two channel encoders. The second feature fusion is to extract feature information of different scales by using dilation convolution and then to fuse the extracted feature information of different granularity. Finally, the fused features are input into the decoder for decoding. In the process of decoding, the feature information extracted from the encoder is added to the decoder by using the skip connection, so as to reduce the information loss in the convolution process.
In summary, the major contributions of this study are described as follows:

- A dual-channel U-shaped network model, that is, DCU-Net, is proposed, which can accurately locate the tampered area at pixel level.
- A training method is combining the residual image extracted by high-pass filters and the original tamper image is proposed, which provides more tamper feature clues for model learning.
- The proposed model adds multi-feature fusion mechanism between encoder and decoder, which can extract tamper features more effectively and extract feature information of different granularity better.

The rest of this paper is arranged as follows. The second section introduces the implementation details of DCU-Net model, including residual image extraction, model structure design and post-processing. The third section describes the experimental results on different datasets and discusses the experimental results based on subjective evaluation and index evaluation. The fourth section is the conclusion, which summarizes the model and experimental results, and describes the future work.

2 Proposed detection method

We regard the features of the tampered area in the image as anomaly features [51] and, based on this, use U-Net for the learning and extraction of anomaly features of the forged area. The literature [46, 47] shows that U-Net has achieved good results for forgery detection. The proposed image splicing forgery detection framework is shown in Fig. 2. The design structure of the framework is specially designed for image splicing tamper detection. The dual-channel structure can make the model learn more tamper features and content features of tampered area. At the end of the model, we add the full connection conditional random field (FCRF) [52] and morphological opening operation to do further post-processing for the predicted image, which is used to remove the over segmented pixels and supplement the missing pixels. This section mainly introduces the following three parts: Sect. 2.1 introduces the process of extracting residual image using high-pass filters; Sect. 2.2 details the model structure; and Sect. 2.3 describes the post-processing based on FCRFs and morphological opening.

2.1 Residual image

Considering that high-pass filter has shown good results in different image forgery detection [53, 54], we use the residual image extracted by high-pass filter as additional information for image splicing detection. We have designed filters in the vertical and horizontal directions. Use this filter at any point in the image, which can be used as a measurement of the amount of change in the image in the vertical and horizontal directions. The filters consist of
two $3 \times 3$ matrices ($S_x, S_y$), which are used for horizontal and vertical operations, respectively.

$$S_x = \begin{bmatrix} -1 & 0 & 1 \\ -2 & 0 & 2 \\ -1 & 0 & 1 \end{bmatrix}, \quad S_y = \begin{bmatrix} -1 & -2 & -1 \\ 0 & 0 & 0 \\ 1 & 2 & 1 \end{bmatrix}$$

(1)

When high-pass filters are convoluted with the image in plane, the approximate values of measurement difference in horizontal and vertical directions can be obtained, respectively. Finally, the residual image can be obtained by superimposing the horizontal and vertical filtering images. An example of residual image is shown in Fig. 3.

### 2.2 Model structure

Most of the deep learning models for image tampering localization use continuous convolution and deconvolution operations, which will inevitably cause information loss in the process of feature extraction. Compared with the traditional model, the significant improvement of U-Net model [55] is to add the intermediate skip connection structure, which can add low-level semantic information lost by the front-end network to the later high-level semantic information, thus avoiding the loss of low-level semantics. Therefore, we use a model similar to U-Net structure for image splicing tampering detection. Figure 4 shows the structure of the model.

#### 2.2.1 Feature encoder module

In the traditional U-Net model, each convolution module of encoder contains two convolution layers and one maximum pooling layer. Our proposed method includes two encoders, one is used to extract the RGB feature information of tampered image, and the other is used to extract the tampered feature information from residual image. The model structure diagram is shown in Fig. 4. The input of the left encoder is the splicing tampered image, and the input of the right encoder is the residual image. For the encoder used for RGB feature extraction of tampered images, we replace the feature encoder with vgg16 structure [56], which retains five feature extraction blocks without full connection layer. The first and second convolution blocks contain two convolution layers and a max-pooling layer. The third, fourth and fifth convolution blocks contain three convolution layers and a max-pooling layer, respectively. Compared with the original convolution module, ResNet adds a shortcut connection, which can effectively avoid the vanishing gradient and increase the convergence speed of the model.

Residual learning: since the tamper feature information in the residual image is weak, in order to reduce the information loss in the convolution process, we use ResNet module to replace the original convolution block. The original convolution block and ResNet module structure are shown in Fig. 5a and b. Traditional convolution blocks are usually composed of several convolution layers. The underlying mapping fitted by several convolution layers can be expressed as $H(x)$. The results calculated from these stacked convolution layers are close to $H(x)$. Therefore, the definition of ordinary convolution block can be expressed as follows:

$$y = F(x, w)$$

(2)

where $x$ and $y$ represent the input and output of the convolution block, $F(\cdot)$ represents the mapping function, and $w$ represents the weight to be learned. In the residual learning, it is assumed that the input of the residual module is $x$ and the expected output is $H(x)$. If we pass input $x$ directly to output, let $H(x) = F(x) + x$. Then our module only needs to learn a residual function $F(x) = H(x) - x$, instead of approaching $H(x)$ directly. Therefore, the definition of residual can be expressed as follows:

$$y = F(x, w) + x$$

(3)

where the function $F(\cdot)$ represents the residual mapping learned from the residual block. The residual structure is shown in Fig. 5b, and the residual learning can be realized by the shortcut connection. When the network deepens, using this simple residual structure can better solve the problem of information loss in the convolution process.

![Fig. 3 Example of residual image. a and b are from Casia2.0 and Columbia datasets, respectively. The first column is tampered image, the second column is residual image, and the third column is ground-truth image.](image)
2.2.2 Feature fusion

The model structure proposed in this paper is a dual-channel model structure. As shown in Fig. 4, the two channels are convoluted layer by layer to extract the deep feature information of tampered image and residual image. The target of the first fusion is the deep features extracted from the two channels; the second fusion is the feature fusion after multi-scale dilated convolution of the first fusion results.

Due to the complexity of the tampered parts in the tampered images, the tampering positions of different tampered images are quite different. For example, some tampered objects are larger and some tampered objects are very small. Based on this, we propose a method of multi-scale dilated convolution [58] fusion. The proposed fusion method mainly depends on different dilated rate to expand the field of view of the filter, so as to better detect different sizes of tampered objects. Mathematically, the dilated convolution under 2-D signal is calculated as follows:

![DCU-Net model structure for image splicing forgery detection. There are two encoders on the left and right sides. The input is tampered image and residual image. At the bottom is the feature fusion module, the first is the fusion of image features and residual features extracted by two convolution channels, and the second is the fusion of different granularity features extracted by dilated convolution. In the middle is the decoder, which is used for the final image splicing forgery positioning.](image-url)
where $x$ and $w$ are input feature map and filters, respectively. $r$ is the dilated rate, which determines the sampling step of the input signal. It is equivalent to convolute the input $x$ with the upsampling filter. The upsampling filter is generated by inserting $r-1$ zeros between two consecutive filter values in each spatial dimension. The schematic diagram of dilated convolution is shown in Fig. 6.

The information of context semantics is mainly determined by the size of the receptive field. If the receptive field can provide richer information, then more context information can be used. In order to extract the features of tampered targets with different scales, we use the dilated convolution operation mentioned above. The dilated convolution can enlarge the receptive field arbitrarily without introducing additional parameters and can utilize the context information of the image, so it is very suitable for multi-scale image tamper detection tasks. As shown in Fig. 7, we use three branches to receive the semantic information in the encoder module. First, set the dilated rate in dilated convolution to 1, 2, and 3 to expand the receptive field, so as to extract feature information of different scales in the encoder module. Then, the image semantic features extracted from different dilated rates are fused.

2.2.3 Feature decoder module

The feature decoder is used to recover the high-level semantic information extracted from the context semantic extraction module and feature encoder. The decoder maps the low-resolution feature image back to the size of the input image by pixel by pixel classification. We add this mechanism in DCU-Net model according to the skip connection mode of U-Net model. Skip connection mechanism can add low-level semantic information from encoder to decoder to make up for the information loss caused by continuous convolution and pooling. As shown in Fig. 4, we only add the semantic information in the RGB feature encoder into the decoder. Because more content features are lost in the process of residual image extraction. Therefore, in order not to affect the training effect of the model, we did not add low-level residual semantic information to the decoder. In addition, in the process of decoding, the feature map dimensions may not match because in the downsampling process, when the height or width of the image cannot be divided by 2, the feature map recovered by upsampling will not match the dimension of the corresponding down sampling feature, so we use the “cropping” method to prune the feature map extracted from the encoder. “Cropping” can prune the dimension of the feature map in the encoder according to the dimension of the feature map in the decoder. The pruned feature map...
will be consistent with the dimension of feature map in decoder. In order to reduce the complexity of the model, we only perform one feature convolution for the features fused by skip connection. Through experiments, we find that the performance of DCU-Net model cannot be fused by skip connection. Through experiments, we find we only perform one feature convolution for the features decoder. In order to reduce the complexity of the model, will be consistent with the dimension of feature map in decoder contains a concatenate block, a conv(3×3) convolution block, and an upsampling block. Finally, we use the “zeropadding” operation to solve the possible mismatch between the output dimension and the ground-truth dimension. Because the final result of classification is binary classification of pixels, so we use sigmoid as classifier.

2.2.4 Loss function

As shown in Fig. 1, the proposed DCU-Net detection framework is an end-to-end deep learning system. We need to train the framework to determine the tampered and non-tampered regions, that is, to classify pixels into foreground (tampered) and background, which is essentially a binary classification of pixels. The most common loss function in deep learning framework is cross-entropy loss function, so we apply binary cross-entropy loss function to calculate the loss in the training process. The formula of binary cross-entropy loss function is as follows:

\[ L_{\text{bce}} = -\frac{1}{N} \sum_{i}^{N} \left( y_{i} \log p_{i} + (1 - y_{i}) \log (1 - p_{i}) \right) \]

(5)

where \( N \) is the number of pixels, \( g(\cdot) \) is the expected output, that is, the real data label, the value is \( g(\cdot) \in \{0, 1\} \); \( p(\cdot) \) is the actual output, the value is \( p(\cdot) \in [0, 1] \). However, in the image tampering, the size of the tampered object is uncertain. Sometimes the tampered object only occupies a very small part of the whole image. When the sample is unbalanced, it is not optimal to use the cross-entropy loss function only. Because dice loss function directly takes the evaluation index of segmentation effect as the loss to supervise the model training, and ignores a large number of background pixels in the calculation, so it has a good effect on the sample imbalance problem. Therefore, in this study, we combine the binary cross-entropy loss with dice loss. The formula of dice loss function is as follows:

\[ L_{\text{dice}} = 1 - \frac{2 \sum_{i}^{N} p_{i} g_{i}}{\sum_{i}^{N} p_{i}^{2}(x) + \sum_{i}^{N} g_{i}^{2}(x)} \]

(6)

The final loss function is defined as:

\[ L_{\text{loss}} = w * L_{\text{bce}} + L_{\text{dice}} \]

(7)

where \( w \) is the weight applied to the binary cross-entropy loss function. In addition, in order to improve the prediction accuracy and speed up the training, we use adaptive moment estimation (Adam) with nesterov momentum as the optimization algorithm for model training. Compared with the traditional optimization algorithm, Adam has the advantages of high computational efficiency, small memory consumption, and adaptive adjustment of learning rate.

2.3 Post-processing

Using DCU-Net model for tamper detection can obtain relatively accurate pixel-level tamper location. However, the obtained image still contains some under segmented and transitional segmented localization images. Based on this, we choose full connection conditional random field to further refine the detection results. FCRFs can further process the results of deep learning prediction combined with the relationship between all pixels in the tampered image. FCRFs can optimize the rough and uncertain marks in the classification image, correct the small misclassified boundary, and get more detailed segmentation boundary. After FCRF processing, there may be outliers in the image. We use opening operation to deal with it.

2.3.1 Fully connected conditional random field

For image \( I \) and label \( X \), \( I \) is defined as the random field containing the observation set \( \{I_{1}, I_{2}, \ldots, I_{k}\} \), and \( X \) is the random field containing the hidden state set \( \{X_{1}, X_{2}, \ldots, X_{k}\} \). \( I_{k} \) is the eigenvector of pixel \( k \); \( X_{k} \) is the label of pixel \( k \). \( X \) and \( I \) can be modeled as conditional random fields, which can be described as follows with Gibbs distribution:

\[ P(X = x | I) = \frac{1}{Z(I)} \exp(-E(x | I)) \]

(8)

where \( P(X = x | I) \) is the posterior probability of label distribution \( X \) when the pixel distribution is \( I \); \( Z(I) \) is the conditional probability normalization factor; \( E(x | I) \) is the energy function. The Gibbs energy function \( E(x) \) can be expressed as follows:

\[ E(x) = \sum_{i} \psi_{u}(x_{i}) + \sum_{i < j} \psi_{r}(x_{i}, x_{j}) \]

(9)

In the formula, the unary potential function \( \psi_{u} = -\log P(x_{i}) \) represents the probability that the global coarse classification pixel \( i \) belongs to a certain class. It can use the shape, structure, color, and texture information in the image. \( \psi(x_{i}, x_{j}) \) is a pairwise potential function, which is expressed as follows:

\[ \psi(x_{i}, x_{j}) = \quad \]
\[ \psi_p(x_i, x_j) = \mu(x_i, x_j) \sum_{m=1}^{M} w^{(m)} k_G^{(m)}(f_i, f_j) \]  

where \( f_i \) and \( f_j \) are the eigenvectors of pixels \( i \) and \( j \); \( k_G^{(m)} \) is the Gaussian kernel function acting on the eigenvector; \( m \) is the number of Gaussian kernels; and \( w^{(m)} \) is the weight corresponding to the Gaussian kernel function. \( \mu(x_i, x_j) \) is the error penalty term, which can be expressed as follows:

\[
\mu(x_i, x_j) = \begin{cases} 
1 & x_i \neq x_j \\
0 & x_i = x_j
\end{cases}
\]

From the error penalty term, we can see that only when the pixel \( i \) and \( j \) labels are different, the pairwise potential function has a value.

### 2.3.2 Morphological opening

After FCRF processing, the predicted image may have broken boundaries and small isolated pixels. Morphological opening operation can be used to eliminate small objects, smooth shape boundaries, and do not change their area. Therefore, we further do the image processing. In mathematical morphology, the opening operation is defined as corrosion first and then dilation. The structure element \( B \) is used to perform morphological opening operation on target image \( A \), which is represented by symbol \( A \circ B \). It is defined as:

\[ A \circ B = (A \ominus B) \oplus B \]

where \( \ominus \) is the corrosion operation and \( \oplus \) is the dilation operation. After the morphological opening operation, the predicted image is shown in Fig. 8.

### 3 Experiment

This section mainly introduces a variety of comparative experiments. Section 3.1 describes the details of the experiment, including experimental parameters, datasets and evaluation criteria. Section 3.2 shows the comparison results between the proposed method and other methods. Section 3.3 introduces the results of attack experiments, including Gaussian noise attack and JPEG compression attack.

#### 3.1 Experimental details

##### 3.1.1 Experimental parameters

The environment used in this study is based on Linux system. Keras and tensor flow framework are used to build and test the model. The GPU on the server is configured as Tesla V100 and the memory is 16GB. The epoch of model training is 300 and the batch size is 16. The initial learning rate is set to 0.0001, and the learning rate is set to 0.00001 after 100 iterations. The weight used by in the loss function is set to 0.01. During the experiment, the proportion of validation set is 0.2. When the fully connected random field is used for post-processing, the number of FCRF inferences is 5 times.

##### 3.1.2 Dataset

In this paper, we use two public datasets as experimental data, which are Casia v2.0 [59] and Columbia [60] uncompressed data. Casia includes two types of tampering: copy–move and cut–paste. We selected 1062 groups of splicing tampered images from Casia dataset as experimental data, including 967 training data and 95 test data. In order to prevent overfitting due to less data samples and improve the training effect of the model, we expand the training data. We have expanded the training data by using three times flipping operation, and expanded training data is 3868 groups. Similarly, we selected 90 groups of cut–paste tampered images from the Columbia uncompressed dataset and expanded them. After three times of flipping, the data volume of Columbia was 360 groups. We selected 340 groups as training data and 20 groups as test data.

##### 3.1.3 Evaluating indicator

In order to make a quantitative evaluation of the experimental results of this study, we select the precision, recall, F-measure, and accuracy as the evaluation index.

![Fig. 8 Image of post-processing results. In the figure a-e are original tampered image, ground-truth image, prediction image, FCRF processing image and opening operation processing image](image-url)
Recall = \frac{TP}{TP + FN} \tag{13}

Precision = \frac{TP}{TP + FP} \tag{14}

F\text{-measure} = 2 \times \frac{\text{Precision} \times \text{Sensitivity}}{\text{Precision} + \text{Sensitivity}} \tag{15}

Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{16}

where \( TP, TN, FP, \) and \( FN \) are true positive, true negative, false positive, and false negative, respectively.

3.2 Comparative experiment and analysis

This section introduces the comparison and analysis of the experimental results of DCU-Net model and other detection models. We have carried on the contrast experiment from two aspects: the intuitionistic result and the quantitative index evaluation.

3.2.1 Detection result

DCU-Net model intuitive detection results: we have done experiments on Casia and Columbia datasets. Several groups of test result images are randomly selected from the test results. Figure 9 shows the detection results of this study. It can be seen from the detection results that the DCU-Net model proposed in this study has achieved good results, and can carry out accurate pixel-level tamper location.

Baseline method test results: in order to compare the effectiveness of the proposed methods, we will carry out experiments on some baseline methods. We compare the DCU-Net model proposed in this paper with these baseline methods, and give an intuitive image of the detection effect (as shown in Fig. 10). Each baseline method is described as follows:

- NADQ [61]: based on the derivation of a unified statistical model that characterizes DCT coefficients when aligned or misaligned double JPEG compression is applied; the statistical model is used to generate a likelihood map that shows the probability of each 8 × 8 image block being double compressed.
- CFA [62]: the techniques are based on computing a single feature and a simple threshold based classifier. By interpreting the locally nonexistent CFA artifacts as tampering evidence, the proposed scheme takes the forgery graph of the credible probability of each small pixel block as the output.
- FCN [63]: this method is used to classify images at the pixel level, thus solving the problem of image segmentation at the semantic level. FCN is applied to image splicing tamper detection, which can automatically learn image tampering features.
- U-Net [55]: as one of the models of full convolution network structure, it can also be used for pixel-level classification. Compared with FCN, the most important improvement is to add skip connection structure to reduce the loss of information.
- U-Net-RGB: based on the dual-channel model structure proposed in this study, the U-Net-RGB model only uses RGB channel as input. We remove the channel where the residual image is located, and only retain the channel of RGB image as the input, so as to verify the detection effect of using only RGB image.
- U-Net-Rim: U-Net-Rim model only uses residual image as input. We apply the residual image to the input channel of the original RGB image to test the effect of the residual image used in image splicing detection.

As shown in Fig. 10, in order to compare the performance of the DCU-Net model proposed in this study, we compare it with the six methods. Among all the comparison methods, there are two traditional detection methods based on feature extraction; two detection methods based on semantic segmentation; and the other two are from the branches of DCU-Net model. We randomly selected seven groups of data from the test data as examples, in which (a)–(d) these four groups are from the Casia dataset, and (e)–(g) the three groups are from the Columbia dataset. For Casia data, the splicing region forgery is more fine, and after processing operation; for Columbia data, the splicing region forgery is relatively rough. The first line and the second line are the original tampered image and the corresponding ground truth, and the rest are the detection results of seven detection methods. From the perspective of subjective vision, we can see that NADQ algorithm has a certain detection effect for splicing tampering in Casia dataset. Since NADQ is suitable for detecting JPEG...
compressed data, it is invalid to detect tampered images in Columbia uncompressed data. CFA algorithm has a good detection result for tampering in Columbia data, but it is invalid for image detection in Casia. Although FCN and U-Net can effectively locate the tampered area, there are many problems of mis-segmentation and over segmentation. Compared with the traditional semantic segmentation method, the DCU-Net based branching method can improve the detection of tampered regions, but there are still a few mis-segmentation and over segmentation. Finally, our proposed method combines the RGB feature of the original tampered image with the residual image feature and performs a two-step post-processing operation, so it can locate the tampered area more accurately.

### 3.2.2 Index evaluation

In order to make a more objective and accurate evaluation for the method proposed in this paper, we use the four evaluation indexes mentioned above to evaluate DCU-Net more objectively. Compared with subjective evaluation, three algorithms are added for image splicing detection, including 11 comparison algorithms. Tables 1 and 2 show the evaluation results on Casia and Columbia data, respectively. From the evaluation results of pixel-level classification in Tables 1 and 2, it can be seen that the results of four evaluation indexes of NADQ method, F-measure, precision, recall, and accuracy, are relatively low. CFA algorithm has a certain detection effect for simple tampering in Colombia data, and achieves higher scores than NADQ in four evaluation indexes. On the whole, the image tamper detection based on deep learning is better than the traditional detection algorithm. C2RNet proposed a coarse to fine splicing detection method and finally used clustering algorithm to post-processing the detection results. Although the tamper image can be located roughly, the tampered area cannot be accurately located after clustering. Therefore, the detection effect is poor in precision. RRU-Net [46] adds residual learning and feedback process to the traditional U-Net algorithm, which improves the detection effect of the model greatly. DU-DC-EC Net [47] proposed a cross-layer crossover mechanism and added SRM filter to capture the residual signal in the image, which effectively improved the F-measure and
The accuracy of the model. DCU-Net-Rimg and DCU-Net-RGB, respectively, use the single channel of our model. Tables 1 and 2 shows that the detection effect of the two models has been greatly improved. DCU-Net-NFF means that it only contains dual-channels and does not include multi-scale feature extraction and fusion. Finally, the model proposed in this paper is a dual-channel input model, which combines the RGB features of the original tampered image and the residual image features of the tampered edge, making the results of the four evaluation indicators all get the optimal.

### Comparative analysis of attack experiments

In order to further evaluate the effectiveness and robustness of the algorithm, we have carried out attack experiments on the Casia and Columbia datasets. The two attacks used in this article are Gaussian noise attacks and JPEG compression attacks, which are common in image data. The experimental results and evaluation indexes are shown in Figs. 11, 12, 13 and 14.

#### 3.3.1 Comparison of experimental results of Gaussian noise attack

This part discusses the influence of Gaussian noise on image tamper detection. a–c in Fig. 11 show the experimental results of Casia data under different variance noise attacks, and a–c in Fig. 12 show the experimental results of Columbia data under different variance noise attacks. From the experimental results, we can see that with the increase in the Gaussian noise, all the evaluation indexes show different degrees of decrease. It shows that Gaussian noise has a great influence on image tamper detection. As shown in Figs. 11 and 12, when the variance is 0.002, the F-measure and precision values of CFA and ADQ have almost reached the lowest point. With the increase in the Gaussian noise, the recall value of the CFA method in the two datasets is basically unchanged. This is because the CFA method determines almost all detection areas as tampered areas, which leads to detection failure. As shown in Fig. 15, when the variance is 0.004, the CFA method recognizes almost all areas as tampered parts. As the variance of Gaussian noise gradually increases from 0.002 to 0.01, the three evaluation indicators of the detection method based on deep learning also show a gradual decline. It can be seen that the noise attack also has a great impact on the deep learning method, but there is no detection failure like the traditional method. In general, the method based on deep learning is still better than the traditional detection method in the final results. In addition, it can be seen from the detection index that with the increase in the Gaussian noise, the detection index of the proposed model is least affected. With the increase in the Gaussian noise, the proposed method still achieves the best results in F-measure and precision.

#### 3.3.2 Comparison of experimental results of JPEG compression attack

This section discusses the impact of JPEG compression attack on detection results. a–c in Fig. 13 show the results of three evaluation indexes when JPEG compression attack is added to Casia data, and a–c in Fig. 14 show the results of three evaluation indexes when JPEG compression attack is added to Columbia data. From the overall detection index results, JPEG compression has a certain impact on the detection of all models, but the influence of deep learning based method is less than that of traditional
detection method. With the two traditional detection methods of CFA and ADQ, as the quality factor drops from 100 to 50, the values of the three evaluation indicators are already in a very low position. It can be seen from the
detection results in Fig. 15 that the two methods can no longer perform effective detection when the quality factor is 80. Deep learning method is a detection method based on image content features, which has good resistance to compression attacks, so it has little impact. In addition, from the three evaluation indicators, the method in this paper still has a good detection effect when the quality factor drops to 50.

3.4 Discussions

In this section, we conduct a comprehensive discussion on the above experimental results. The experimental results show that the traditional method only has a certain detection effect for tampered images with certain attributes, and its generalization ability is weak, and it is easy to be interfered by external attacks. The deep learning method can automatically learn the tamper features of the image, without manual extraction, so it can automatically detect the tampered image with various attributes, which are also the advantage of deep learning method. The DCU-Net model itself has an excellent detection effect; combined with the corresponding post-processing, it can achieve more accurate detection. First of all, from the subjective and objective index detection results, the methods we proposed have achieved better results. Subjectively: DCU-Net is superior to other methods in pixel-level positioning accuracy, with smaller pixel false positives and missing positives. Objective index: DCU-Net has achieved good results on three experimental indexes, which indicates that the method can not only locate effectively, but also locate accurately. Secondly, from the results of attack experiments, DCU-Net had better robustness. For Gaussian noise attacks, from the detection results of the Casia dataset and Columbia dataset, the detection method based on deep learning is generally better than the traditional detection method, and the phenomenon of detection failure will not occur as the noise variance increases. DCU-Net further reduces the influence of Gaussian noise, so as to obtain the best results compared to other methods. Regarding the JPEG compression attack, from the experimental results of the two types of datasets, JPEG compression did not have a significant impact on the deep learning method. The DCU-Net model maintains high detection performance even when the quality factor is minimized. Compared with other deep learning models, the main advantage of DCU-Net model is multi-feature fusion, which not only uses the RGB features of the image, but also applies the tamper boundary features of the tampered object in the residual image. Specifically, DCU-Net has designed a dual-channel
structure, namely RGB feature extraction channel and residual image feature extraction channel, and combined with the dilated convolution, effectively using the context semantic information. To sum up, the DCU-Net model proposed in this paper combined with the corresponding post-processing operations can not only effectively improve the accuracy of splicing forgery detection, but also improve the robustness of detection.

4 Conclusion

We propose an end-to-end dual-channel U-Net model for image splicing forgery detection, which can accurately locate the splicing forgery region. The final detection result of DCU-Net method proposed in this study is to locate the tampered area at pixel level. In order to achieve more accurate positioning, we use high-pass filters to extract the residual image of the tampered image, and add the residual image to the DCU-Net model. Based on this, we design a dual-channel input model, in which one channel is used to input the RGB features of the original tampered image, and the other channel is used to input the residual image features. In our DCU-Net model, the encoder of RGB channel adopts the model structure of vgg16, which is used to extract the deep-seated tampering features; the encoder of the residual image channel adopts the residual structure to better retain the edge features of the tampered area in the residual image. In the transition region of encoding and decoding, we design two feature fusions, which can better fuse the semantic information of context and provide different scale feature information. In the final detection and location, we use full connection conditional random field and opening operation to locate the tampered area detected by DCU-Net model more precisely. Through the test on Casia and Columbia data, our method has achieved better results among the four evaluation indexes. The F-measure, precision, recall, and accuracy of DCU-Net model on Casia are 0.8667, 0.8772, 0.8893, and 0.9793, respectively, and those of F-measure, precision, recall, and accuracy on Colombia dataset are 0.9498, 0.9871, 0.9176, and 0.9727, respectively. Finally, we test the robustness of the model by adding Gaussian noise and JPEG compression attack into the test image. The test results show that DCU-Net model has better anti-noise and anti-compression ability than other detection methods. In summary, the improved methods proposed in this paper are helpful to improve the accuracy and robustness of splicing forgery detection. These methods can provide a new research idea for image splicing forgery detection.

Although our method shows good performance, it still has some disadvantages. For example, (1) our method can only process images of a fixed size; (2) the detection ability is relatively single, which is only suitable for the detection of splicing images. Based on this, we will make further improvements from the above two shortcomings in future work. Specifically, (1) combine the method in this article with target detection models (such as Faster R-CNN and YOLO models) to solve the problem of only processing fixed-size images; (2) by further exploring the potential distinguishing features between the tampering/non-tampering areas of more types of forged images, a more general detection model can be designed; and (3) combined with the idea of transfer learning, an effective detection model suitable for cross-dataset training and detection can be proposed to improve the generalization ability of the model.
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