How We Refactor and How We Document it? On the Use of Supervised Machine Learning Algorithms to Classify Refactoring Documentation

Eman Abdullah AlOmar, Anthony Peruma, Mohamed Wiem Mkaouer, Christian Newman, Ali Ouni, Marouane Kessentini

*Rochester Institute of Technology, Rochester, NY, USA
ETS Montreal, University of Quebec, Montreal, QC, Canada
University of Michigan, Dearborn, MI, USA

Abstract

Refactoring is the art of improving the structural design of a software system without altering its external behavior. Today, refactoring has become a well-established and disciplined software engineering practice that has attracted a significant amount of research presuming that refactoring is primarily motivated by the need to improve system structures. However, recent studies have shown that developers may incorporate refactoring strategies in other development-related activities that go beyond improving the design especially with the emerging challenges in contemporary software engineering. Unfortunately, these studies are limited to developer interviews and a reduced set of projects.

To cope with the above-mentioned limitations, we aim to better understand what motivates developers to apply a refactoring by mining and automatically classifying a large set of 111,884 commits containing refactoring activities, extracted from 800 open source Java projects. We trained a multi-class classifier to categorize these commits into three categories, namely, Internal Quality Attribute, External Quality Attribute, and Code Smell Resolution, along with the traditional Bug Fix and Functional categories. This classification challenges the original definition of refactoring, being exclusive to improving software design and fixing code smells. Furthermore, to better understand our classification results, we qualitatively analyzed commit messages to extract textual patterns that developers regularly use to describe their refactoring activities.

The results of our empirical investigation show that (1) fixing code smells is not the main driver for developers to refactoring their code bases. Refactoring is solicited for a wide variety of reasons, going beyond its traditional definition; (2) the distribution of refactoring operations differ between production and test files; (3) developers use a variety of patterns to purposefully target refactoring-
related activities; (4) the textual patterns, extracted from commit messages, provide a better coverage for how developers document their refactorings.
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1. Introduction

The success of a software system depends on its ability to retain high quality of design in the face of continuous change. However, managing the growth of the software while continuously developing its functionalities is challenging, and can account for up to 75% of the total development (Erlikh, 2000; Barry et al., 1981). One key practice to cope with this challenge is refactoring. Refactoring is the art of remodeling the software design without altering its functionalities (Fowler et al., 1999; AlDallal & Abdin, 2017). It was popularized by (Fowler et al., 1999), who identified 72 refactoring types and provided examples of how to apply them in his catalog.

Refactoring is a critical software maintenance activity that is performed by developers for an amalgamation of reasons (Tsantalis et al., 2013; Silva et al., 2016; Palomba et al., 2017). Refactoring activities in the source code can be automatically detected (Dig et al., 2006; Tsantalis et al., 2013) providing a unique opportunity to practitioners and researchers to analyze how developers maintain their code during different phases of the development life-cycle and over large periods of time. Such valuable knowledge is vital for understanding more about the maintenance phase; the most costly phase in software development (Boehm, 2002; Erlikh, 2000). To detect refactorings, the state-of-the-art techniques (Dig et al., 2006; Tsantalis et al., 2013) typically search at the level of commits. As a result, these techniques are also able to group commit messages with their corresponding refactorings.

Commit messages are the description, in natural language, of the code-level changes. To understand the nature of the change, recent studies have been using natural language processing to process commit messages for multiple reasons, such as classification of code changes (Hindle et al., 2008), change summarization (McBurney et al., 2017), change bug-proneness (Xia et al., 2016), and developer’s rationale behind their coding decisions (Alkadhi et al., 2018). That is, commit messages are a common way for researchers to study developer rationale behind different types of changes to the code. There are two primarily challenges to using commit messages to understand refactorings: 1) the commit message does not have to refer to the refactoring that took place at all, 2) developers have many ways of describing the same activity. For example, instead of explicitly stating that they are refactoring, a developer may instead state that they are **performing code clean-up** or **simplifying a method**. Developers are inconsistent in the way they discuss refactorings in commit messages. This makes it difficult to perform analysis on commit messages, since researchers may find it challenging to determine whether a commit message discusses the
refactoring(s) being performed or not. Thus, it is hard to determine when the commit message is discussing a refactoring at all and it is hard to determine how a commit message is discussing the refactoring.

To cope with the above-mentioned challenges, the purpose of this study is to augment our understanding of the development contexts that trigger refactoring activities and enable future research to take development contexts into account more effectively when studying refactorings. Thus, the advantages of analyzing the textual description of the code change that was intended to describe refactoring activities are three-fold: 1) it improves our ability to study commit message content and relate this content to refactorings; a challenging task which posed a significant hurdle in recent work on contextualizing rename refactorings (Peruma et al., 2018, 2019b), 2) it gives us a stronger understanding of commit message practices and could help us improve commit message generation by making it clear how developers prefer to express their refactoring activities, 3) it provides us with a way of relating common words and phrases used to describe refactorings with one another. Typically frameworks like WordNet, which does not recognize refactoring phrases and terminology, are used for this task. Our dataset and methodology reduces the need to rely on frameworks which are not trained for natural language found in software projects.

In this paper, we present a way to partially-automatically detect how developers document their refactorings in commit messages, and classify these into categories that reflect the type of activity that refactoring was co-located with. The goal of this work is to create a data set of terms and phrases, used by developers, to describe refactorings. Further, we group these words and phrases by maintenance-type (e.g., bug fix, external, code smell) to obtain a fine-grained and maintenance-type-specific dataset of terms and phrases. Recent studies have shown the feasibility of extracting insights of software quality from developers inline documentation. For instance, mining developer’s comments has unveiled how developers knowingly commit code that is either incomplete, temporary, or faulty. Such phenomenon is known as Self-Admitted Technical Debt (SATD) (Potdar & Shihab, 2014). Similarly, our previous study has introduced Self-Affirmed Refactoring (SAR) (AlOmar et al., 2019a, 2020a), defined as developer’s explicit documentation of refactoring operations intentionally introduced during a code change.

To perform this analysis, we formulate the following research questions:

• **RQ1.** To what purposes developers refactor their code?
  
  While previous surveys studied how developers apply refactorings in varying development contexts, none of them have measured the ubiquity of these varying contexts in practice. Therefore, it is important to quantify the distribution of refactoring activities performed in varying development contexts to augment our understanding of refactoring in theory versus in practice.

• **RQ1.1** Do software developers perform different types of refactoring operations on test code and production code between categories?
This question further explores the findings of the classification to see to what extent developers refactor production files differently from test files.

- **RQ2.** What patterns do developers use to describe their refactoring activities?

  Since there is no consensus on how to formally document refactoring changes, we intend to extract (from commit messages) words and phrases commonly used by developers in practice to document their refactorings. Such information is useful from many perspectives. First, it allows to understand the rationale behind the applied refactorings, e.g., fixing code smells or improving specific quality attributes. Moreover, it may reveal what specific refactoring operations are being documented, and whether developers explicitly mention it as part of their documentation. Such details are of crucial importance especially in modern code review the help code reviewers understand the rationale behind such refactorings. Little is known about how developers document refactoring as previous studies mainly rely on the keyword *refactor* to annotate such documentation.

- **RQ2.1** Do commits containing the label *Refactor* indicate more refactoring activity than those without the label?

  We revisit the hypothesis raised by (Murphy-Hill et al., 2008) about whether developers use a specific pattern, i.e., “refactor” when describing their refactoring activities.

The dataset of classified refactorings along with textual patterns are available online (AlOmar, 2020 (last accessed October 20, 2020) for replication and extension purposes.

The remainder of this paper is organized as follows. Section 2 discusses the notion of refactoring related documentation or Self-Affirmed Refactoring. Section 3 enumerates the previous related studies, and shows how we extracted the categories used for the classification. In Section 4, we give the design of our empirical study, mainly with regard to the construction of the dataset and classification. Section 5 presents the study results while further discussing our findings in Section 6. The next Section 7 reports threats to the validity of our experiments, before concluding the paper in Section 8.

**2. Self-Affirmed Refactoring**

Commit messages are the description, in natural language, of the code-level changes. In this paper, we want to automatically detect how refactoring is documented in the commit message, and classify it into categories that reflect the type of activity that refactoring was co-located with. Earlier studies were relying on developer surveys for extracting such information. But multiple studies have been detecting the performed refactoring operations, e.g., rename class, move method etc. within committed changes to better understand how developers cope with bad design decisions, also known as design antipatterns, and
to extract their removal strategy through the selection of the appropriate set of refactoring operations (Tsantalis et al., 2018). As the accuracy of refactoring detectors has reached a relatively high rate, mined commits’ messages and their issues descriptions constitute a rich space to understand how developers describe, in natural language, their refactoring activities. Yet, such information retrieval can be challenging since there are no common standards on how developers should be formally documenting their refactorings, besides inheriting all the challenges related to natural language processing (Tan et al., 1999).

However, recent studies have shown the feasibility of extracting insights of software quality from developer’s inline documentation. For instance, mining developers’ comments has unveiled how developers knowingly commit code that is either incomplete, temporary, or faulty. Such phenomenon is known as Self-Admitted Technical Debt (SATD) (Potdar & Shihab, 2014). Similarly, our previous study has introduced Self-Affirmed Refactoring (SAR) (AlOmar et al., 2019a, 2020a), defined as developers’ explicit documentation of refactoring operations intentionally introduced during a code change.

As explained later in the related work section, existing studies locate refactoring documentation through the localization of the keyword “refactor”, being the most intuitive and widely known. However, a recent study has also shown that the “refactor” can also be misused, and such information becomes misleading (Zhang et al., 2018). Yet, such findings are mainly taken from interviews. In this study, we leverage the existence of a large set of refactorings, extracted form a wide variety of projects, to design an empirical study to classify the context in which it was performed, for that, we start with the traditional categorization of Swanson (Swanson, 1976), and we extend its “Perfective” category to cover what has been known by existing studies as drivers to recommend refactorings. This study also further explores how developers document refactorings, and extracts a new terminology that was found to be consistently used in refactoring-related commit messages.

### 3. Related Work

This paper focuses on mining commits to initially detect refactorings and then to classify them. Thus, in this section, we are interested in exploring refactoring documentation, along with the research on refactoring motivations.

#### 3.1. Refactoring Documentation

A number of studies have focused recently on the identification and detection of refactoring activities during the software life-cycle. One of the common approaches to identify refactoring activities is to analyze the commit messages in versioned repositories. (Stroggylos & Spinellis, 2007) opted for searching words stemming from the verb “refactor” such as “refactoring” or “refactored” to identify refactoring-related commits. (Ratzinger, 2007; Ratzinger et al., 2008) also used a similar keyword-based approach to detect refactoring activity between a pair of program versions to identify whether a transformation contains refactoring. The authors identified refactorings based on a set of keywords
Table 1: Existing works on refactoring identification.

| Study                        | Year | Purpose                  | Approach                       | Source of Info. | Ref. Patterns |
|------------------------------|------|--------------------------|--------------------------------|-----------------|--------------|
| (Strogglos & Spinellis, 2007)| 2007 | Identify refactoring commits | Mining commit logs              | General commits | 1 keyword    |
| (Ratzinger et al., 2009)     | 2009 & 2010 | Identify refactoring commits | Mining commit logs              | General commits | 13 keywords  |
| (DeVries et al., 2012)       | 2012 | Identify refactoring commits | Refactoring's approach          | General commits | 13 keywords  |
| (Soares et al., 2013)        | 2013 | Analyze refactoring activity | Refactoring's approach          | General commits | 13 keywords  |
| (Kim et al., 2014)           | 2014 | Identify refactoring commits | Identifying refactoring branches | Refactoring branch | Top 10 keywords |
| (Zhang et al., 2018)         | 2018 | Identify refactoring commits | Mining commit logs              | General commits | 22 keywords  |
| (Kim et al., 2019a)          | 2019 | Identify refactoring patterns | Refactoring commit messages     | General commits | 97 keywords & phrases |

detected in commit messages, and focusing, in particular, on the following 13 terms in their search approach: refactor, restruct, clean, not used, unused, reformat, import, remove, replace, split, reorg, rename, and move.

Later, (Murphy-Hill et al., 2012) replicated Ratzinger’s experiment in two open source systems using Ratzinger’s 13 keywords. They conclude that commit messages in version histories are unreliable indicators of refactoring activities. This is due to the fact that developers do not consistently report/document refactoring activities in the commit messages. In another study, (Soares et al., 2013) compared and evaluated three approaches, namely, manual analysis, commit message (Ratzinger et al.’s approach), and dynamic analysis (SafeRefactor approach (Soares et al., 2009)) to analyze refactorings in open source repositories, in terms of behavioral preservation. The authors found, in their experiment, that manual analysis achieves the best results in this comparative study and is considered as the most reliable approach in detecting behavior-preserving transformations.

In another study, (Kim et al., 2014) surveyed 328 professional software engineers at Microsoft to investigate when and how they do refactoring. They first identified refactoring branches and then asked developers about the keywords that are usually used to mark refactoring events in change commit messages. When surveyed, the developers mentioned several keywords to mark refactoring activities. Kim et al. matched the top ten refactoring-related keywords identified from the survey (refactor, clean-up, rewrite, restructure, redesign, move, extract, improve, split, reorganize, rename) against the commit messages to identify refactoring commits from version histories. Using this approach, they found 94.29% of commits do not have any of the keywords, and only 5.76% of commits included refactoring-related keywords.

(Zhang et al., 2018) performed a preliminary investigation of Self-Admitted Refactoring (SAR) in three open source systems. They first extracted 22 keywords from a list of refactoring operations defined in the Fowler’s book (Fowler et al., 1999) as a basis for SAR identification. After identifying candidate SARs, they used Ref-Finder (Kim et al., 2010) to validate whether refactoring have been applied. In their work, they used code smells to assess the impact of SAR on the structural quality of the source code. Their main findings are the following: (1) SAR tends to enhance the software quality although there is a small percentage of SAR that have introduced code smells, and (2) the most frequent code smells that are introduced or reduced depend highly on the nature of the
studied projects. They concluded that SAR is a signal that helps to locate refactoring events, but it does not guarantee the application of refactorings. We summarize these state-of-the-art approaches in Table 1.

3.2. Refactoring Motivation

(Silva et al., 2016) investigate what motivates developers when applying specific refactoring operations by surveying GitHub contributors of 124 software projects. They observe that refactoring activities are mainly caused by changes in the project requirements and much less by code smells. (Palomba et al., 2017) verify the relationship between the application of refactoring operations and different types of code changes (i.e., Fault Repairing Modification, Feature Introduction Modification, and General Maintenance Modification) over the change history of three open source systems. Their main findings are that developers apply refactoring to: 1) improve comprehensibility and maintainability when fixing bugs, 2) improve code cohesion when adding new features, and 3) improve the comprehensibility when performing general maintenance activities. On the other hand, (Kim et al., 2014) do not differentiate the motivations between different refactoring types. They surveyed 328 professional software engineers at Microsoft to investigate when and how they do refactoring. When surveyed, the developers cited the main benefits of refactoring to be: improved readability (43%), improved maintainability (30%), improved extensibility (27%) and fewer bugs (27%). When asked what provokes them to refactor, the main reason provided was poor readability (22%). Only one code smell (i.e., code duplication) was mentioned (13%).

(Murphy-Hill et al., 2012) examine how programmers perform refactoring in practice by monitoring their activity and recording all their refactorings. They distinguished between high, medium and low-level refactorings. High-level refactorings tend to change code elements signatures without changing their implementation e.g., Move Class/Method, Rename Package/Class. Medium-level refactorings change both signatures and code blocks, e.g., Extract Method, Inline Method. Low level refactorings only change code blocks, e.g., Extract Local Variable, Rename Local Variable. Some of the key findings of this study are that 1) most of the refactoring is floss, i.e., applied to reach other goals such as adding new features or fixing bugs, 2) almost all the refactoring operations are done manually by developers without the help of any tool, and 3) commit messages in version histories are unreliable indicators of refactoring activity because developers tend to not explicitly state refactoring activities when writing commit messages. It is due to this observation that, in this study, we do not rely on commits messages to identify refactorings. Instead, we use them to identify the motivation behind the refactoring.

(Moser et al., 2006) study the impact of refactoring on reusability. They showed that refactoring increases the reusability of classes in an industrial, agile environment. In a subsequent study, (Moser et al., 2007) question the effectiveness of refactoring on increasing the productivity in agile environments. They performed a comparative study of developers coding effort before and after refactoring their code. They measured the developer’s effort in terms of added
lines of code and time. Their findings show that not only does the refactored system improve in terms of coupling and complexity, but also that the coding effort was reduced and the difference is statistically significant.

(Szőke et al., 2014) conduct 5 large-scale industrial case studies on the application of refactoring while fixing coding issues, they have shown that developers tend to apply refactorings manually at the expense of a large time overhead. (Szőke et al., 2017) extend their study by investigating whether the refactorings applied when fixing issues did improve the system’s nonfunctional requirements with regard to maintainability. They noticed that refactorings performed manually by developers do not significantly improve the system’s maintainability like those generated using fully automated tools. They concluded that refactoring cannot be cornered only in the context of design improvement.

(Tsantalis et al., 2013) manually inspect the source code for each detected refactoring with a text diff tool to reveal the main drivers that motivated the developers for the applied refactoring. Besides code smell resolution, they found that introduction of extension points and the resolution of backward compatibility issues are also reasons behind the application of a given refactoring type. In another study, (Wang, 2009) generally focuses on the human and social factors affecting the refactoring practice rather than on the technical motivations. He interviewed 10 industrial developers and found a list of intrinsic (e.g., responsibility of code authorship) and external (e.g., recognitions from others) factors motivating refactoring activity.

Another study relevant to our work is by (Vassallo et al., 2019). They performed an exploratory study on refactoring activities in 200 projects, by mining their performed refactoring operations. Their findings show the need for better understanding the rationale behind these operations, and so our study focuses on contextualizing refactoring activities within typical software engineering activities and questions whether such difference in developers’ intentions would infer different refactorings strategies. Such investigation has not been investigated before in the literature. More recently, (Pantiuchina et al., 2020) present a mining-based study to investigate why developers are performing refactoring in the history of 150 open source systems. Particularly, they analyzed 551 pull requests implemented refactoring operations and reported a refactoring taxonomy that generalizes the ones existing in the literature. (Paixão et al., 2020) perform an empirical study on refactoring activities in code review in which they captured Bug Fix and Feature refactoring categories. (AlOmar et al., 2020c) studied how developers refactor their code to improve its reuse by analyzing the impact of reusability refactorings on the state-of-the-art reusability metrics. Figure 1 depicts how our classification clusters the existing refactoring taxonomy reported in the literature (Moser et al., 2006, 2007; Tsantalis et al., 2013; Kim et al., 2014; Silva et al., 2016; Palomba et al., 2017; Vassallo et al., 2019; AlOmar et al., 2019b; Pantiuchina et al., 2020; Paixão et al., 2020; AlOmar et al., 2020c). As can be seen, our classification covers these categories. Furthermore, previous studies have shown that refactoring can be used outside of the design box, e.g., correction flaky tests, code naturalness, etc., therefore, our study is the first to engage the automated classification of commit messages in order to cluster the
refactoring effort that has been performed in non-design circumstances.

All the above-mentioned studies have agreed on the existence of motivations that go beyond the basic need for improving the system’s design. Refactoring activities have been solicited in scenarios that have been coined by the previous studies as follows: Functional, Bug Fix, Internal Quality Attribute, Code Smell Resolution, and External Quality Attribute. Since these categories are the main drivers for refactoring activities, we decided to cluster our mined refactoring operations according to these groups.

Our proposal differs from commit classification-related studies, as their classification targeted general maintenance activities (perfective, adaptive) and was not specific to commits containing messages describing refactoring activities. In this study, we subdivide what would have been considered “perfective” in previous studies, into three separate categories, namely, Internal Quality Attribute, External Quality Attribute and Code Smell Resolution. This division is inherited from the analysis of previous papers whose detection of refactoring opportunities rely on the optimization of high-level design principles, structural metrics, and reduction of code smells. Thus, this is not a typical commit classification since refactoring related commit messages contain a strong overlap in their terminology and so their classification is challenging. Moreover, as we previously stated, existing studies in recommending refactoring are based on (i) Internal Quality Attribute (ii) External Quality Attribute, and (iii) Code Smell Resolution. The classification of commits according to these categories, will be an empirical evidence of whether and to what extent these factors are being used in practice. To perform the classification, we use existing classifiers (e.g., Random Forest, Naive Bayes Multinominal, etc) that have been used by several studies (e.g., Hindle et al., 2011; Kochhar et al., 2014; Levin & Yehudai, 2017; Hönel et al., 2019; ALOmar et al., 2020a)) in the context of commit classification and challenge them using our defined set of classes. Although several studies (Hattori & Lanza, 2008; Mauczka et al., 2012; Hindle et al., 2009; Amor et al., 2006; Levin & Yehudai, 2017; Hindle et al., 2008; Mauczka et al., 2015; Yan et al., 2016) have discussed how to automatically classify change messages into Swanson’s general maintenance categories (i.e., Corrective, Adaptive, Perfective), refactoring, in general, has been classified as a sub-type of “Perfective” in these maintenance categories. While we are motivated by the above-mentioned studies, our work is still different from them since we apply the machine learning technique to automatically classify commit messages into five main refactoring motivations defined in this study, i.e., ‘Functional’, ‘Bug Fix’, ‘Internal Quality Attribute’, ‘Code Smell Resolution’, and ‘External Quality Attribute’.

4. Empirical Study Setup

To answer our research questions defined in Section 1, we design a five-steps approach as shown in Figure 2. Our approach consists of: (1) data collection, (2) refactoring detection, (3) automatic refactoring classification, (4) unit test files detection, and (5) refactoring documentation extraction.
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Vassallo et al. (2019)
Refactoring Motivation

Figure 1: Refactoring motivation.
Figure 2: Empirical study design overview.
4.1. Phase 1: Data Collection

Our first step consists of randomly selecting 800 projects, which were curated open-source Java projects hosted on GitHub. These curated projects were selected from a dataset made available by (Munaiah et al., 2017), while verifying that they were Java-based, the only language supported by Refactoring Miner (Tsantalis et al., 2018). The authors of this dataset selected “well-engineered software projects” based on the projects’ use of software engineering best practices such as documentation, testing, and project management. Additionally, these projects are non-forked (i.e., not cloned from other projects) as forked projects may impact our conclusions by introducing duplicate code and data. We cloned the 800 selected projects having a total of 748,001 commits, and a total of 711,495 refactoring operations from 111,884 refactoring commits. Additionally, these projects contain on average 935 commits and 19 developers. An overview of the project’s statistics is provided in Table 2. This table shows the total number of Java projects used in this study (800), the total number of commits across all projects combined (748,001), the total number of refactoring commits and the associated refactoring operations respectively, 111,884 and 711,495. The table also details the number of refactoring operations per code element at different levels of granularity, including method, attribute, class, variable, parameter, package, and interface, ordered from highest down to the lowest. Additionally, the standard deviation reported in the table shows that these projects are very diverse.

Table 2: Projects overview.

| Item               | Count | Standard Deviation |
|--------------------|-------|--------------------|
| Total of projects  | 800   | N/A                |
| Total commits      | 748,001 | 1233.69          |
| Refactoring commits| 111,884 | 195.48             |
| Refactoring operations | 711,495 | 2402.12          |

| Considered Projects - Refactored Code Elements | # of Refactorings | Standard Deviation |
|-------------------------------------------------|-------------------|--------------------|
| Method                                           | 222,785           | 415.55             |
| Attribute                                        | 201,791           | 1854.35            |
| Class                                            | 121,625           | 273.24             |
| Variable                                         | 115,717           | 383.91             |
| Parameter                                        | 48,054            | 127.48             |
| Package                                          | 2380              | 8.25               |
| Interface                                        | 1742              | 6.01               |
4.2. Phase 2: Refactoring Detection

To extract the entire refactoring history of each project, we used the Refactoring Miner\(^1\) tool introduced by (Tsantalis et al., 2018). We decided to use Refactoring Miner as it has shown promising results in detecting refactorings compared to the state-of-the-art available tools (Tsantalis et al., 2018) and is suitable for a study that requires a high degree of automation since it can be used through its external API. The Eclipse plug-in refactoring detection tools (e.g., Ref-Finder (Kim et al., 2010)), in contrast, require user interaction to select projects as inputs and trigger the refactoring detection, which is impractical since multiple releases of the same project have to be imported to Eclipse to identify the refactoring history.

4.3. Phase 3: Commits Classification

After all refactoring operations are collected, we need to classify them. As part of the development workflow, developers associate a message with each commit they make to the project repository. These commit messages are usually written using natural language, and generally convey some information about the commit they represent. In this study, we aim to determine the type of refactoring activity performed by the developer based on the message associated with a refactoring-based commit. We started by collecting the different motivations that drive developers to refactor their code as reported in the literature (Kim et al., 2014; AlDallal & Abdin, 2017; Fowler et al., 1999; Lanza & Marinescu, 2007; Silva et al., 2016; Tsantalis et al., 2013; Palomba et al., 2017; Murphy-Hill et al., 2012). Then, we search for common categories among the reported motivations. The following step involves identifying categories clustering functional requirements, quality attributes and software issues under the identified categories. This process resulted in five different categories. Hence, we aim to classify the refactoring commit, into one of five main categories: ‘Functional’, ‘Bug Fix’, ‘Internal Quality Attribute’, ‘Code Smell Resolution’, and ‘External Quality Attribute’. Table 3 provides a description of each category.

In this supervised multi-class classification problem, we followed a multi-staged approach to build our model for commit messages classification. The first stage consists of the model construction. In the second stage, we utilized the built model to classify the entire dataset of commit messages. An overview of our methodology is depicted in Figure 2. In the following subsections, we describe in detail the different steps in each stage.

Model Construction

In the first stage of the experiment, our goal is to build a model from a corpus real world documented refactorings (i.e., commit message) to be utilized in the second stage to classify commit messages. The following subsections detail the different steps in the model construction phase.

\(^1\)https://github.com/tsantalis/RefactoringMiner
Table 3: Classification categories.

| Category         | Description                                                                 |
|------------------|-----------------------------------------------------------------------------|
| Functional       | Feature implementation, modification or removal                             |
| Bug Fix          | Tagging, debugging, and application of bug fixes                             |
| Internal QA      | Restructuring and repackaging the system’s code elements to improve its internal design such as coupling and cohesion |
| Code Smell Resolution | Removal of design defects that might violate the fundamentals of software design principles and decrease code quality such as duplicated code and long method |
| External QA      | Property or feature that indicates the effectiveness of a system such as testability, understandability, and readability |

4.3.1. Data Annotation

In order to construct a machine learning model, a gold set of labeled data is needed to train and test the model. To prepare this gold set, a manual annotation (i.e., labeling) of commit messages needs to be performed by subject experts. To this end, we annotated 1,702 commit messages. This quantity roughly equates to a sample size with a confidence level of 95% and a confidence interval of 2. Confidence level and interval are utilized to obtain an accurate and statistically significant sample size from a population (Brownlee, 2018). The authors of this paper performed the annotation of the commit messages. Provided to each author was a random set of commit messages along with details defining the annotation labels. Each annotator had to label each provided commit message with a label of either ‘Functional’, ‘Bug Fix’, ‘Internal Quality Attribute’, ‘Code Smell Resolution’, and ‘External Quality Attribute’. To mitigate bias in the annotation process, the annotated commit messages were peer-reviewed by the same group. All decisions made during the review had to be unanimous; discordant commit messages were discarded and replaced. In total, we annotated 348 commit messages as ‘Functional’, ‘Bug Fix’, ‘Internal Quality Attribute’, and ‘Code Smell Resolution’, while 310 messages were labeled as ‘External Quality Attribute’.

4.3.2. Text Pre-Processing

To better support the model in correctly classifying commit messages, we performed a series of text normalization activities. Normalization is a process of transforming non-standard words into a standard and convenient format (Jurafsky & Martin, 2019). Similar to (Kochhar et al., 2014; Le et al., 2015), the activities involved in our pre-processing stage included: (1) expansion of word contractions (e.g., ‘I’m’ → ‘I am’), (2) removal of URLs, single-character words, numbers, punctuation and non-alphabet characters, stop words, and (3) reducing each word to its lemma. The lemmatization process either replaces the suffix of a word with a different one or removes the suffix of a word to get the basic word form (lemma) (Lane et al., 2019). In our work, the lemmatization process involves sentence separation, part-of-speech identification, and generating dictionary form. We split the commit messages into sentences, since input text could constitute a long chunk of text. The part-of-speech identification helps in filtering words used as features that aid in key-phrase extraction. Lastly, since
the word could have multiple dictionary forms, only the most probable form is generated. We opted to use lemmatization over stemming, as the lemma of a word is a valid English word (Lane et al., 2019). In relation to stopwords, we used the default set of stopwords supplied by NLTK (Bird, 2002) and also added our own set of custom stop words. To derive the set of custom stop words, we generated and manually analyzed the set of frequently occurring words in our corpus. Custom stop words include ‘git’, ‘code’, ‘refactor’, ‘svn’, ‘gitsvnid’, ‘signedoffby’, ‘reviewedon’, ‘testedby’, ‘us’, ‘id’, ‘changeid’, ‘lot’, ‘small’, ‘thing’, ‘way’. Additionally, for more effective pre-processing, we tokenized each commit message. Tokenization is the process of dividing the text into its constituent set of words.

4.3.3. Training/Test Split

To gauge the accuracy of a machine learning model, the implemented model must be evaluated on a never-seen-before set of observations with known labels. To construct this set of observations, the set of annotated commit messages were divided into two sub-datasets - a training set and a test set. The training set was utilized to construct the model while the test set was utilized to evaluate the classification ability of the model. For our experiment, we performed a shuffeled stratified split of the annotated dataset. Our test dataset contained 25% of the annotated commit messages, while the training dataset contained the remaining 75% of annotated commit messages. This split results in the training dataset containing a total of 1,276 commit messages, which breaks down to 246 ‘Functional’, 271 ‘BugFix’, 255 ‘Internal’, 276 ‘CodeSmell’, and 228 ‘External’ labeled commit messages. The stratification was performed based on the class (i.e., annotated label) of the commit messages. The use of a random stratified split ensures a better representation of the different types (i.e., labels) of commit messages and helps reduce the variability within the strata (Singh & Mangat, 2013).

4.3.4. Feature Extraction

In order to create a model, we need to provide the classifier with a set of properties or features that are associated with the observations (i.e., commit messages) in our dataset. However, not all features associated with each observation will be useful in improving the prediction abilities of the model. Hence, a feature engineering task is required to determine the set of optimum features (Zheng & Casari, 2018). In our study, we constructed our model using the text in the commit message. Hence, the feature for this model is limited to the commit message. We utilized Term Frequency-Inverse Document Frequency (TF-IDF) (Manning et al., 2008), commonly used in the literature (Lin et al., 2013; Le et al., 2015), to convert the textual data into a vector space model that can be passed into the classifier. In our experiments, we evaluate the accuracy of the model by constructing the TF-IDF vectors using different types of N-Grams and feature sizes. The N-Gram technique is a set of n-word that occurs in a text set and could be used as a feature to represent that text (Kowsari et al., 2019). In general, the N-Gram term has more semantic than an isolated word.
Some of the keywords (e.g., “extract”) do not provide much information when used on its own. However, when collecting N-Gram from commit message (e.g., Refactor createOrUpdate method in MongoChannelStore to extract methods and make code more readable), the keyword “extract” clearly indicates that this refactoring commit belongs to Extract Method refactoring. In our classification, we use N-Grams since it is very common to enhance the performance of text classification (Tan et al., 2002). Using TF-IDF, we can determine words that are common and rare across the documents (i.e., commit messages) in our dataset; the model utilizes these words. In other words, The value for each N-Gram is proportional to its TF score multiplied by its IDF score. Thus, each preprocessed word in the commit message is assigned a value which is the weight of the word computed using this weighting scheme. TF-IDF gives greater weight (e.g., value) to words which occur frequently in fewer documents rather than words which occur frequently in many documents.

4.3.5. Model Training

For our study, we evaluated the accuracy of six machine learning classifiers: Random Forest, Logistic Regression, Multinomial Naive Bayes, K-Nearest Neighbors, Support Vector Classification (C-Support Vector Classification based on LIBSVM (Deng et al., 2012; Chang & Lin, 2011)), and Decision Tree (CART (Breiman, 2017)). We selected these classifiers since they are widely adopted in several classification problems in software engineering, as reported in Section 3. It is important to note that the library containing the classification algorithms are capable of multiclass classification. As per the Python’s SKlearn documentation, Random Forest, K-Nearest Neighbors, Logistic Regression, and Multinomial Naive Bayes are inherently multiclass (SKlearn, 2007a), while SVC utilizes a one-vs-one approach to handle multiclass (SKlearn, 2007b). Moreover, to ensure consistency, we ran each classifier with the same set of test and training data each time we updated the input features.

4.3.6. Model Tuning & Evaluation

The purpose of this stage in the model construction process is to obtain the optimal set of classifier parameters that provide the highest performance; in other words, the objective of this task is to tune the hyperparameters. For example, for the K-Nearest Neighbors classifier, we tuned the number of neighbors hyperparameter (i.e., ‘k’) by evaluating the accuracy of the model as we increased the value of ‘k’ from 1 to 50 in increments of one. We tuned at least one hyperparameter associated with each classifier in our list. For numeric-based hyperparameters, we determined the bounds/range for testing through continuously running the classifier with a different range of values to identify the appropriate minimum and maximum value.

We performed our hyperparameter tuning on the training dataset using a combination of 10-fold cross-validation and an exhaustive grid search (Dangeti, 2017). Our test dataset did not take part in the training process, which provides a more realistic model evaluation. This approach is also known to prevent overfitting that leads to incorrect conclusions. Grid search utilizes a brute force
technique to evaluate all combinations of hyperparameters to obtain the best performance. It is used to find the optimal hyperparameters of a model which results in the most accurate predictions. Since our classification is multiclass, we relied on the Micro-F1 score. The combination of hyperparameters that resulted in the highest Micro-F1 score was selected to construct the model. We provide, in Table 4, the optimal hyperparameter values for the classification algorithms in our study.

| Algorithm              | Parameter | Value |
|------------------------|-----------|-------|
| Random Forest          | max_depth | 78    |
|                        | n_estimators | 500 |
|                        | criterion | gini |
|                        | bootstrap | false |
| Support Vector Classification | c | 1.99 |
|                        | gamma | scale |
|                        | kernel | linear |
| Decision Tree          | criterion | gini |
|                        | max_depth | 75 |
| Logistic Regression    | penalty | l2 |
|                        | solver | liblinear |
|                        | c | 1.0 |
| Multinomial Naive Bayes | alpha | 2.63 |
| K-Nearest Neighbors    | n_neighbors | 69 |
|                        | weights | uniform |

4.3.7. Optimized Model

In this stage, the optimized model produced by the training phase is utilized to predict the labels of the test dataset. Based on the predictions, we measure the precision and recall for each label as well as the overall F1-score of the model. In Section 5, we detail our classification results.

Model Classification

In this stage of our experiment, we utilized the optimized model that we created in the prior stage. However, to be consistent, before classifying each commit message, we performed the same text pre-processing activities, as in the prior stage, on the commit message. The result of this stage is the classification of each refactoring commit into one of the five categories. The output of this classification process was utilized in our experiments in order to answer our research questions.

4.4. Phase 4: Unit Test File Detection

As part of our study, we distinguish between refactorings applied to production and unit test files and perform comparisons against both production-file-based refactorings versus test-file-based refactorings. To identify all test files that were refactored, we followed the same detection approach as (Peruma et al., 2019a). In this approach, following JUnit’s file naming standards², we

²https://junit.org/junit4/faq.html#running_15
first extracted all refactored Java source files where the filename either starts or ends with the word “test”. Next, we utilized JavaParser\(^3\) to parse each extracted file. By parsing the files, we were able to eliminate Java files that contained syntax errors and were able to detect if the file contained JUnit-based unit test methods accurately, thereby cutting down on false positives. Finally, to ensure that the files were indeed unit test files, we checked if the files contained unit test methods. As per JUnit specifications, a test method should have a public access modifier, and either has an annotation called @Test (JUnit 4), or the method name should start with “test” (JUnit 3).

4.5. Phase 5: Refactoring Patterns Extraction

To identify self-affirmed refactoring patterns, we perform manual analysis similar to our previous work (AlOmar et al., 2019a). Since commit messages are written in natural language and we need to understand how developers document their refactoring activities, we manually analyzed commit messages by reading through each message to identify self-affirmed refactorings. We then extracted these commit comments to specific patterns (i.e., a keyword or phrase). To avoid redundancy of any kind of patterns, we only considered one phrase if we found different forms of patterns that have the same meaning. For example, if we find patterns such as “simplifying the code”, “code simplification”, and “simplify code”, we add only one of these similar phrases in the list of patterns. This enables having a list of the most insightful and unique patterns. It also helps in making more concise patterns that are usable for readers. We also analyzed the top 100 features, distilled by the classifier, for each category.

The manual analysis process took approximately 20 days in total. In the first two weeks, the authors had regular meetings to discuss top features, extracted from each category, to understand how each class was represented by its corresponding set of keywords, along with extracting any patterns that are most likely to be descriptive to refactoring, besides being another verification level of the classification accuracy. Moreover, during these meetings, the extraction of textual patterns from commit messages was also performed by the authors. Due to the subjective nature of this process, we opted to report as many keywords as possible for better coverage. When reporting keywords from top features, we kept the majority of keywords, for each category. keywords that were removed were either proper names of code elements (method names, identifiers, etc.), or languages and frameworks. For the identification of patterns from commit messages, the authors kept any keyword that can be either tightly or loosely coupled to refactoring. Such decision mitigates the selection bias, at the expenses of reporting keywords that may or may not be relevant to refactoring documentation. During the last week, two authors have finished analyzing the remaining commit messages. This step resulted in analyzing 59,745 commit messages. Then, we iterated over the set again while excluding the terms identified in our previous work, to identify additional self-affirmed refactoring

\(^3\)https://javaparser.org/
patterns. We manually read through 21,193 commit messages. Our in-depth inspection resulted in a list of 513 potential self-affirmed refactoring candidates, identified across the considered projects, as illustrated later in Tables 8 and 9.

4.6. Phase 6: Manual Analysis

To get a more qualitative sense of the classification results, we created five case studies that demonstrate GitHub developers’ intentions when refactoring source code. Case study is one of the empirical methods used for studying phenomena in a real-life context (Wohlin et al., 2012). In our study, we performed a combination of manual analysis and quantitative analysis using custom-built scripts. For each case study, we provide the commit message and its corresponding refactoring operations detected by Refactoring Miner. We elaborate in detail these case studies in Section 5.2, where we report on our results.

5. Experimental Results

This section reports and discusses our experimental results and aims to answer the research questions in Section 1.

Replication package. We provide our comprehensive experiments package available in (AlOmar, 2020 (last accessed October 20, 2020) to further replicate and extend our study. The package includes the selected Java projects, the detailed refactoring and non-refactoring commits and documentation, manual commits classification, the automatic commits classification, and the JUnit file detection.

5.1. RQ1: To what purposes developers refactor their code?

To answer this research question, we present the refactoring commit messages classification results explained in Subsection 4.3. This section details the classification of 111,884 commit messages containing 711,495 refactoring operations. The complete set of scores for all the classifiers including the Precision, Recall, and F-measure scores per class for each machine learning classifier is provided in Table 5. The best performing model was used to classify the test dataset. Based on our findings, we observed that Random Forest achieved the best F1 score: 87% which is higher than its competitors. Random Forest belongs to the family of ensemble learning machines, and has typically yielded superior predictive performance mainly due to the fact that it aggregates several learners. Hence, we utilized this machine learning algorithm (and its optimal set of hyperparameters) as the optimum model for our study. In order to compare classification algorithms performance, we use the McNemar test (Dietterich, 1998). We compare the performance of Random Forest against the other five classifiers. As shown in Table 6, the McNemar’s test results show that there are statistically significant differences in the performance of the classifiers except for the classifier Support Vector Classification in which the difference is not statistically significant.
Table 5: Detailed classification metrics (Precision, Recall, and F-measure) of each classifier.

| Category       | Random Forest | Support Vector Classification | Decision Tree |
|----------------|--------------|-------------------------------|---------------|
| Bug Fix        | 0.83         | 0.79                          | 0.79          |
| Code Smell     | 0.91         | 0.95                          | 0.91          |
| External QA    | 0.85         | 0.91                          | 0.85          |
| Functional     | 0.81         | 0.91                          | 0.81          |
| Internal QA    | 0.95         | 0.81                          | 0.95          |
| Average F1     | 0.87         | 0.87                          | 0.87          |

Table 6: McNemar’s test results.

| Classifier               | Random Forest | Support Vector Classification | Decision Tree |
|--------------------------|--------------|-------------------------------|---------------|
| Support Vector Classification | 0.1          | 0.04                          | 0.02          |
| Decision Tree            | 0.04         | 0.04                          | 0.01          |
| Logistic Regression      | 0.02         | 0.02                          | 0.01          |
| Multinomial Naive Bayes  | 0.01         | 0.01                          | 0.01          |
| K-Nearest Neighbors      | 0.01         | 0.01                          | 0.01          |

Figure 3 shows the categorization of commits, from all projects combined. We observe that all of the categories had almost a uniform distribution of refactoring classes with low variability. For instance, Bug Fix, Functional, Internal Quality Attribute, External Quality Attribute, and Code Smell Resolution had commit message distribution percentages of 24.3%, 22.3%, 20.1%, 17.5%, and 15.9%, respectively.

The first observation that we can draw from these findings is that developers do not solely refactor their code to fix code smells. They instead refactor the code for multiple purposes. Our manual analysis show that developers tend to make design-improvement decisions that include re-modularizing packages by moving classes, reducing class-level coupling, increasing cohesion by moving methods, and renaming elements to increase naming quality in the refactored design. Developers also tend to split classes and extract methods for: 1) separation of concerns, 2) helping in easily adding new features, 3) reducing bug propagation, and 4) improving the system’s non-functional attributes such as extensibility and maintainability.

Figure 4 depicts the distribution of refactoring commits for all production and test files for each refactoring motivation. As can be seen, developers tend to refactor these two types of source files for several refactoring intentions, and they care about refactoring the logic of the application and refactoring the test code that verifies if the application works as expected. Although developers usually handle production and test code differently, the similarity of the patterns shows that they refactor these source files for the same reasons with unnoticeable
Concerning refactorings applied in the production files, developers perform refactoring for several motivations. For the Bug Fix category, an interpretation for this comes from the nature of the debugging process that includes the disambiguation of identifier naming that may not reflect the appropriate code semantics or that may be infected with lexicon bad smells (i.e., linguistic anti-patterns (Abebe et al., 2011; Arnaoudova et al., 2013)). Another debugging practice would be the separation of concerns, which helps in reducing the core complexity of a larger module and reduces its proneness to errors (Tsantalis & Chatzigeorgiou, 2011). Regarding the Internal Quality Attributes category, developers move code elements for design-level changes (Strogglylos & Spinellis, 2007; Alshayeb, 2009; Bavota et al., 2015; Mkaouer et al., 2015), e.g., developers tend to re-modularize classes to make packages more cohesive, and extract methods to reduce coupling between classes. As for the External Quality Attributes category, developers often optimize the code to improve the non-functional quality attributes such as readability, understandability, and maintainability of the production files. For the Code Smell Resolution category, developers eliminate any bad practices and adhere to object-oriented design principles. Finally, for the Functional category, developers implement a new feature or modify the existing ones.

Test code. With regards to test files, developers perform refactoring to improve the design of the code. An example can be shown by renaming a given code element such as a class, a package or an attribute. Finding better names for code identifiers serves the purpose of increasing the software’s comprehensibility. Developers explicitly mention the use of the renaming operations for the purpose of disambiguation the redundancy of methods names and enhancing their usability. Another activity to refactor test files could be moving methods,
or pushing code elements across hierarchies, e.g., pushing up attributes. Each of these activities are performed to support several refactoring motivations.

**Summary.** Our study has shown that fixing code smells is not the main driver for developers to refactor their code bases. Indeed, the percentage of commits belonging to this category account for only 15.9% of the overall classified refactoring commits, making this class the least among all other categories. Bug Fix is found to be leading with a percentage of 24.3%, but, the sum of the design-related categories, namely Code Smell, Internal Quality Attribute, and External Quality Attribute, represent the majority with a 53.5%. As explicitly mentioned by the developers in their commits messages, refactoring is solicited for a wide variety of reasons, going beyond its traditional definition, such as reducing the software’s proneness to bugs, easing the addition of functionality, resolving lexical ambiguity, enforcing code styling, and improving the design’s testability and reusability.

### 5.2. Case Studies

This subsection reveals more details with respect to our classified commits. As we validate our classification results, we have selected an example from each category. For each example, we checkout the corresponding commit to obtain the source code, then two authors manually analyze the code changes. The purpose is not to verify the consistency between the commit message and its corresponding changes, but to capture the context in which refactorings were applied. In each analyzed commit, we report its class, its message, the distri-
bution of its corresponding refactoring, along with our understanding of their usage context.

5.2.1. Case Study 1. Refactoring to improve internal quality attributes

Figure 5: Commit message stating the restructuring of code to improve its structure.

Figure 6: Distribution of refactoring operations.

This case study aims to demonstrate one of the five refactoring motivations reported in this study. The commit message mainly discussed two refactoring practices: (1) performing large refactorings, and (2) optimizing the structure of the codebase. It is apparent from this commit that the main intention behind refactoring the code is to improve the design. Specifically, Refactoring Miner detected 69 refactoring operations associated with this commit message. We observe there is consistency between what is documented in the commit message and the actual size of refactoring operations.

Closer inspection of the nature and type of the 69 refactorings and the corresponding source code shows that the GitHub commit author massively op-
timized the package structure within existing modularizations. Particularly, as Figure 6 shows, the developer performed four refactoring types, namely, Move Class, Change Package, Move Source Folder, and Move and Rename Class. A percentage of 80.16% of these refactorings were Move Class refactorings, 8.70% were Change Package, 7.25% were Move Source Folder, and 2.90% were composite refactorings (Move and Rename Class). As pointed out in Refactoring Miner documentation\(^4\), Change Package refactoring involves several package-level refactorings (i.e., Rename, Move, Split, and Merge packages).

We observe that the developer is optimizing the design by performing repackaging, i.e., extracting packages and moving the classes between these packages, merging packages that have classes strongly related to each other, and renaming packages to reflect the actual behavior of the package. The present observations are significant in at least two major respects: (1) improving the quality of packages structure when optimizing intra-package (i.e., cohesion) and inter-package (i.e., coupling) dependencies and minimizing package cycles and (2) avoiding increasing the size of the large packages and/or merging packages into larger ones. Developer intention to distribute classes over packages, however, might depend on other design factors than package cohesion and coupling. This remodularization activity helps to identify packages containing classes poorly related to each other.

In order to confirm the main refactoring intention when performing this refactoring, we emailed the GitHub contributor and asked about the main motivation behind performing this massive refactorings in the commit message (Figure 5). The GitHub contributor confirmed that the intention was to improve the design and this motivation is best illustrated in the following response about the commit we examined:

> “there are a few reasons for large refactorings: (1) the codebase is becoming increasingly difficult to evolve. Sometimes relatively small conceptual changes can make a huge difference, but requires a lot of changes in many places.” and “(2) analysis of codebase dependencies, call sequences and so on reveal that the codebase is a mess and needs to be fixed to avoid current or future bugs.”

The most striking observation to emerge from the response was that as a program evolves in size it is vital to design it by splitting it into modules, so that developer does not need to understand all of it to make a small modification. Generally, refactoring to improve the design at different levels of granularity is crucial. This case study sheds light on the importance of refactoring at package-level of granularity and how it plays a crucial role in the quality and maintainability of the software. In future investigations, it might be possible to extend this work by learning from existing remodularization process and then recommending the right package for a given class taking into account the design quality (e.g., coupling, cohesion, and complexity). Future studies on

\(^4\)https://github.com/tsantalis/RefactoringMiner
remodularization topic can develop refactoring tool which can refactor software systems at different levels of granularity.

5.2.2. Case Study 2. Refactoring to remove code smells

This case study illustrates another developer’s perception of refactoring which is mainly about code smell resolution. Figure 7 shows that the developer performed large-scale refactoring to eliminate duplicated code. Generally, code duplication belongs to the “Dispensable” code smell category, i.e., code fragments that are unneeded and whose absence would make the code cleaner and more efficient.

Figure 8 depicts the 38 refactoring operations performed in which the developer removed duplicated code. The developer performed 10 different types of refactorings associated with the commit message shown in Figure 7: Rename
Method, Move Attribute, Move Method, Extract Class, Move and Rename Class, Move Class, Rename Variable, Extract Variable, Extract Method, and Change Package.

From the pie chart, it is clear that the majority of refactorings performed were Rename Method and Move Attribute with 34.21% and 21.05% respectively, followed by Move Method with 13.16% and Extract Class refactorings with 10.54%. Nearly 5% were Move Class and Move and Rename Class refactorings and only a small percentage of refactoring commits were Change Package, Extract Method, Extract Variable, and Rename Variable.

On further examination of the source code and the corresponding refactorings detected by the tool, we notice that there are a variety of cases in which the code fragments are considered duplicate. One case is when the same code structure is found in more than one place in the same class, and the other one is when the same code expression is written in two different and unrelated classes. The developer treated the former case by using Extract Method refactoring followed by the necessarily naming and moving operations and then invoked the code from both places. As for the latter case, the developer solved it by using Extract Class refactoring and the corresponding renaming and moving operations for the class and/or attribute that maintained the common functionalities. The developer also performed Change Package refactorings when removing code duplication as a complementary step of refactoring, which could indicate motivations outside of those described in the commit message.

It appears to us that composite refactorings have been performed for resolving this code smell. These activities help eliminate code duplication since merging duplicate code simplifies the design of the code. Additionally, these activities could help improving many code metrics such as the lines of code (LOC), the cyclomatic complexity (CC), and coupling between objects (CBO).

5.2.3. Case Study 3. Refactoring to improve external quality Attributes

![Figure 9: Commit message stating the refactoring to improve code readability.](image)

Figure 9: Commit message stating the refactoring to improve code readability.
This case study demonstrates another refactoring intention which is related to improving external quality attributes (i.e., indication of the enhancement of non-functional attributes such as readability and understandability of the source code). As shown in Figure 9, the developer stated that the purpose of performing this refactoring is to improve the readability of the source code by breaking large blocks of code into separate methods.

Figure 10 illustrates the breakdown of 16 refactoring operations related to readability associated with this commit message. It can be seen that Rename Parameter and Extract Method refactorings have the highest refactoring-related commits with 37.50% and 31.25%, respectively. Rename Variable is the third most performed refactoring with 25%, in front of Parameterize Variable refactorings at 6.25%. By analyzing the corresponding source code, it is clear that developer decomposed four methods for better readability, namely, handleIO(), handleIO(sk SelectionKey), handleReads(sk SelectionKey, qa MemcachedNode), and attemptReconnects(). The name could also change for a reason (e.g., when Extract Method is applied to a method, the method name and its parameters or variables also update as a result).

To improve code readability, developer used Extract Method refactorings as a treatment for this case study to reduce the length of the method body. Additionally, renaming operations were used to improve naming quality in the refactored code and reflect the actual purpose of the parameters and variables. Converting variables to parameters could also make the methods more readable and understandable. To develop a full picture of how to create readable code, future studies will be needed to focus on code readability guidelines or rules for developers.
5.2.4. Case Study 4. Refactoring to add feature

This case study discusses another motivation of refactoring that is different than the traditional design improvement motivation. As shown in Figure 11, developers interleaved refactoring practices with other development-related tasks, i.e., adding feature. Specifically, the developer implemented two new functionalities (i.e., allow the user to download files, and “check for updates” and “preference option” features. Developers also performed other code changes which involved renaming, moving, etc.

Figure 12 portrays the 21 refactoring operations performed in which the developer added features and made other related code changes. With regards to
the type of refactoring operations used to perform these implementations, the developer mainly performed moving and renaming related operations that are associated with code elements related to that implementation. Overall, *Rename Variable* and *Rename Attribute* constitute the main refactoring operations performed accounting for 38.10% and 28.57% respectively, followed by *Move Class* with 14.20% and *Rename Method* with 9.52%. The percentage of *Move Method* and *Move and Rename Class* refactorings, by contrast, made up a mere 4.76%.

Upon exploring the source code, it appears to us that the developer performed moving-related refactorings when adding features (e.g., update checker functionality and activate user preference option) to the system, and renaming-related operations have been performed for several enhancements related to the UI (e.g., renaming buttons, task bar, progress bar, etc). These observations may explain that adding feature is one type of development task that refactorings were interleaved with and the refactoring definition in practice seems to deviate from the rigorous academic definition of refactoring, i.e., refactoring to improve the design of the code.

5.2.5. Case Study 5. Refactoring to fix bug

![Commit message stating the correction of user interface related bugs.](image)

![Distribution of refactoring operations.](image)
This case study presents another refactoring intention, i.e., refactoring to fix bugs that differs from the academic definition of refactoring. It can be seen from the above commit message (Figure 13) that several UI-related bugs have been solved while performing refactorings. Similar to the commit in case study 4, the developer interleaved these changes with other types of refactoring.

The pie chart above shows 7 distinct refactoring operations performed that constituted 37 refactoring instances for bug fixing-related process. The type of refactorings involved in this activity are mainly focused on extracting, moving, and renaming-related operations.

From the graph above we can see that roughly a quarter of refactorings were Move Method, Rename Parameter, Rename Attribute, and Move Attribute constituted almost the same percentage with slight advantage to Rename Parameter. Extract Method was comprised of 13.51%, whereas Rename Variable, Rename Method, and Extract Class combined just constituted under a fifth. The present results are significant in at least two major respects: (1) developers flossly refactor the code to reach a specific goal, i.e., fix bugs, and (2) developers did not separate refactoring techniques from bug fixing-related activities. Interleaving these activities may not guarantee behavior preserving transformation as reported by (Fowler et al., 1999). Developers are encouraged to frequently refactor the code to make finding and debugging bugs much easier. Fowler et al. pointed out that developers should stop refactoring if they notice a bug that needs to be fixed since mixing both tasks may lead to changing the behavior of the system. Testing the impact of these changes is a topic beyond the scope of this paper, but it is an interesting research direction that we can take into account in the future.

Analyzing the distributions of refactoring operations in the case studies, and observing how they vary due to the context of refactoring and due to the difference between production and test files, has raised our curiosity about whether we can observe similar difference if we analyze distributions of refactorings across classification categories. In the next subsection, we define the following research question to investigate the frequency of refactorings, spit by target refactored element (production vs. test) per category.

5.3. RQ1.1: Do software developers perform different types of refactoring operations on test code and production code between categories?

In Table 7, we show the volume of operations for each refactoring operation applied to the refactored test and production files grouped by the classification category associated with the file. Values in bold indicate the most common applied refactoring operation – Move Class and Rename Parameter for production files, and Rename Method for test files.

Concerning production file-related refactoring motivations, the topmost refactoring operations performed across all refactoring motivations is Move Class refactoring, except for Bug Fix in which Rename Attribute is the highest performed refactoring. In the case of internal quality attribute-related motivations,
| Refactoring / Attribute | Internal QA | Code Smell | External QA | Functional | BugFix |
|-------------------------|-------------|------------|-------------|------------|--------|
|                         | Prod. | Test | Prod. | Test | Prod. | Test | Prod. | Test | Prod. | Test |
| Change Package          | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Extract & Move Method   | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Extract Class           | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Extract Interface       | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Extract Methodity       | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Extract Superclass      | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Extract Variable        | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Inline Variable         | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Move & Rename Attribute | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Move Class              | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Move Method             | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Move Source Folder      | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Parameterize Variable   | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Pull Up Attribute       | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Pull Up Methodity       | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Push Down Attribute     | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Push Down Method        | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Rename Attribute        | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Rename Class            | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Rename Method           | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Rename Parameter        | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Rename Variable         | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Replace Attribute       | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
| Replace Variable with Attribute | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% | 1200 (0.05%) | 0.00% |
developers performed Move Class refactoring to move the relevant classes to the right package if there are many dependencies for the class between two packages. This could eliminate undesired dependencies between modules. Another possibility for the reason to perform such refactoring is to introduce a sub-package and move a group of related classes to a new subpackage. With respect to code smell resolution motivation, developers eliminate a redundant sub-package and nesting level in the package structure when performing Move Class refactoring operations. With regards to external quality attribute-related motivation, developers can target improving the understandability of the code by repackaging and moving the classes between these packages. Hence, the structure of the code becomes more understandable. Developers could also maintain code compatibility by moving a class back to its original package to maintain backward compatibility. For feature addition or modification, Move Class refactoring is performed when adding new or modifying the implemented features. This could be done by moving the class to appropriate containers or moving a class to a package that is more functionally or conceptually relevant. Lastly, for bug fixing-related motivations, developers mainly improve parameter and method names; they rename a parameter or method to better represent its purpose and to enforce naming consistency and to conform to the project’s naming conventions. Developers need to change the semantics of the code to improve the readability of the code. For test files-related refactoring motivations, the most frequently applied refactoring is Rename Method. This can be explained by the fact that test methods are the fundamental elements in a test suite. Test methods are utilized to test the production source code; hence, the high occurrence of method based refactorings in unit test files. The observed difference in the distribution of refactorings in production/test files between our study and the related work (Tsantalis et al., 2013) is also due to the size (number of projects) effect of the two groups under comparison.

Summary. Our findings are aligned with the previous work (Tsantalis et al., 2013). The distribution of refactoring operations differ between production and test files. Operations undertaking production is significantly larger than operations applied to test files. Rename Method and Move Class are the most solicited operations for both production and test files. Yet, we could not confirm that developers uniformly apply the same set of refactoring types when refactoring either production or test files.

5.4. **RQ2: What patterns do developers use to describe their refactoring activities?**

In this research question, we explore the set of 513 potential self-affirmed refactoring candidates, extracted by manual inspection from commits messages and categories top 100 features. We classify these SAR candidates into two tables: Table 8 contains generic candidate patterns that were found across categories; Table 9 contains candidate patterns that are specific to each category.
| Patterns |
|----------|
| (1) Add* |
| (2) Clean* up |
| (3) Enhance* |
| (4) Improve* |
| (5) Modif* |
| (6) Pull* Up |
| (7) Re-packaging |
| (8) Refactor* |
| (9) Redo* |
| (10) Restructur* |
| (11) Simplif* |
| (12) list of refacto* |
| (13) Big refacto* |
| (14) Better factored code |
| (15) Code refactor* |
| (16) Code has been refactored extensively |
| (17) Deterministic refactor* |
| (18) Refactoring to achieve minor name analysis |
| (19) Mostly refactored code |
| (20) Heavy refactor* |
| (21) Little refactor* |
| (22) Lot of refactor* |
| (23) Major refactor* |
| (24) Massive refactoring |
| (25) Minor refactor* |
| (26) More refactor* |
| (27) Replace* code |
| (28) Reform* existing schemes |
| (29) Reformat out |
| (30) Small refactor* |
| (31) Some refactor* |
| (32) Tactical refactor* |
| (33) Old refactoring |
| (34) Fudge this tidily |
| (35) Further refactoring |
| (36) Tidied up and braced |
| (37) Tidied up some code |
| (38) Restructur* package |
| (39) Restructur* code |
| (40) Aggregat* code |
| (41) Beauty* code |
| (42) Tiny code |
| (43) Maintained consistency |
| (44) Move all integration code to separate package |
| (45) Improve code |

Table: Patterns detected across all classes. **Patterns whose occurrence in refactoring commits is significantly higher than non-refactoring commits (i.e., p < 0.05) are in bold.**

| Patterns |
|----------|
| (1) Add* |
| (2) Clean* up |
| (3) Enhance* |
| (4) Improve* |
| (5) Modif* |
| (6) Pull* Up |
| (7) Re-packaging |
| (8) Refactor* |
| (9) Redo* |
| (10) Restructur* |
| (11) Simplif* |
| (12) list of refacto* |
| (13) Big refacto* |
| (14) Better factored code |
| (15) Code refactor* |
| (16) Code has been refactored extensively |
| (17) Deterministic refactor* |
| (18) Refactoring to achieve minor name analysis |
| (19) Mostly refactored code |
| (20) Heavy refactor* |
| (21) Little refactor* |
| (22) Lot of refactor* |
| (23) Major refactor* |
| (24) Massive refactoring |
| (25) Minor refactor* |
| (26) More refactor* |
| (27) Replace* code |
| (28) Reform* existing schemes |
| (29) Reformat out |
| (30) Small refactor* |
| (31) Some refactor* |
| (32) Tactical refactor* |
| (33) Old refactoring |
| (34) Fudge this tidily |
| (35) Further refactoring |
| (36) Tidied up and braced |
| (37) Tidied up some code |
| (38) Restructur* package |
| (39) Restructur* code |
| (40) Aggregat* code |
| (41) Beauty* code |
| (42) Tiny code |
| (43) Maintained consistency |
| (44) Move all integration code to separate package |
| (45) Improve code |
Table 9: Patterns detected by class. Patterns whose occurrence in refactoring commits is significantly higher than non-refactoring commits (i.e., $p < 0.05$) are in **bold**.

| BugFix | Code Smell | External | Internal | Refactored |
|--------|------------|----------|----------|------------|
|        | **Minor fixes** |  Avoid code duplication |      |  Add some features |
|        | **Reusable structure** |  Add* feature |  **Decoupling** | **Avoid duplicate code** |
|        | **Bug* fix** |  **Avoid duplicate code** |  **Improv* code reuse** |  **Add new feature** |
|        | **Improv* error handling** |  **Reduce complexity** |  **Fix unnecessary else blocks** |  **Support of optional feature** |
|        | **Correction of bug** |  Overload interface |  **Remove unnecessary if statements** |  **Push down dependencies** |
|        | **Refactored duplicate code** |  **More readable** |  **Avoid redundant method** |  **Refined error handling** |
|        | **Refactored duplicate code** |  **Avoid increased code size** |  **Implement one of the batch features** |  **Better handling of polymorphism** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI** |  **Functionality added** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some major issues** |  **Make it compatible with UI changes** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some issues** |  **Handle error handling** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |
|        | **Refactored duplicate code** |  **Concern * moved** |  **Fix some GUI issues** |  **Error handling improved** |

Table 9: Patterns detected by class. Patterns whose occurrence in refactoring commits is significantly higher than non-refactoring commits (i.e., $p < 0.05$) are in **bold**.
Upon a closer inspection of these refactoring patterns, we have made several observations: we noticed that developers document refactoring activities at different levels of granularity, e.g., package, class, and method level. Furthermore, we observe that developers state the motivation behind refactoring, and some of these patterns are not restricted only to fixing code smells, as in the original definition of refactoring in Fowler’s book, i.e., improving the structure of the code. For instance, developers tend often to improve certain non-functional attributes such as the readability and testability of the source code. Additionally, developers occasionally apply the “Don’t Repeat Yourself” principle by removing excessive code duplication. A few patterns indicated that developers refactor the code to improve internal quality attributes such as inheritance, polymorphism, and abstraction. We also noticed the application of a single responsibility principle which is meant to improve the cohesion and coupling of the class when developers explicitly mentioned a few patterns related to dependency removal.

Further, we observe that developers tend to report the executed refactoring operations by explicitly using terms from Fowler’s taxonomy; terms such as *inline class/method*, *Extract Class/Superclass/Method* or *Push Up Field/Method* and *Push Down Field/Method*.

The generic nature of some of these patterns was a critical observation that we encountered, i.e., many of these patterns are context specific and can be subject to many interpretations, depending on the meaning the developer is trying to convey. For instance, the pattern *fixed a problem* is descriptive of any anomaly developer encountered and it can be either functional or non-functional. Since in our study, we are interested in textual patterns related to refactoring, we decided to filter this list down by reporting patterns whose frequency in commit messages containing refactoring is significantly higher than in messages of commits without refactoring. The rationale behind this idea is to identify patterns that are repeatedly used in the context of refactoring, and less often in other contexts. Since the patterns were extracted from 111,884 messages of commits containing refactoring (we call them refactoring commits), we need to build another corpus of messages from commits that do not contain refactorings (we call them non-refactoring commits). As we plan on comparing the frequency of keywords between the two corpora, i.e., refactoring and non-refactoring commit messages, it is important to adequately choose the non-refactoring messages to ensure fairness. To do so, we follow the following heuristics: we randomly select a statistically significant sample of commits (confidence level of 95%), 1) chosen from the same set of 800 projects that issued the refactoring commits; 2) whose authors are from the same authors of the refactoring commits; 3) whose timestamps are in the same interval of refactoring commits timestamps; 4) and finally, the average length of commit messages is approximately close (118 for refactoring commits, and 120 for non-refactoring commits).

Once the set of non-refactoring commit messages constructed, for each keyword, we calculate its occurrence per project for both corpora. This generates vector of 800 occurrences per corpus. Each vector dimension contains a positive number representing the keyword occurrence for a project, and zero otherwise. Figure 15 illustrates occurrences violin plots of the keyword “refactor” in both corpora.
While it is observed in Figure 15 that the occurrence of refactoring in refactoring commits is higher, we need a statistical test to prove it. So, we perform such comparison using the Mann-Whitney U test, a non-parametric test that checks continuous or ordinal data for a significant difference between two independent groups. This applies to our case, since the commits, in the first group, are independent of commits in the second group. We formulate the comparison of each keyword occurrence corpora by defining the alternative hypothesis as follows:

Hypothesis 1. The occurrence vector of refactoring commits is strictly higher than the occurrence vector of non-refactoring commits.

And so, the null hypothesis is defined as follows:

Null Hypothesis 1. The occurrence vector of non-refactoring commits is equal or smaller than the occurrence vector of refactoring commits.

We start with generating occurrence vectors for each keyword, then we perform the statistical test for each pair of vectors. We report our findings in Table 8 and 9 where keywords in **bold** are the ones rejecting the null hypothesis (i.e., $p < 0.05$).

With the analysis of these tables results, we observe the following:

- While previous studies have been relying on the detection of refactoring activity in software artifacts using the keyword “refactor*” (Stroggylos & Spinellis, 2007; Ratzinger et al., 2008; Ratzinger, 2007; Murphy-Hill et al., 2012; Kim et al., 2014), our findings demonstrate that developers use a variety of keywords to describe their refactoring activities. For instance, keywords such as clean up, repackage, restructure, re-design, and modularize has been used without the mention of the refactoring keyword, to imply the existence of refactorings in the committed code. While these keywords are not exclusive to refactoring, and could also be used for general usage, their existence in commits containing refactoring operations has been more significant (i.e., $p < 0.05$), which qualifies them to be close synonyms to refactoring. Table 10 enumerates the top-20 keywords, sorted by the percentage of projects they were located in.
• The keyword *refactor* was also used in non-refactoring commit messages. This can be explained either by its occasional misuse, like some previous studies found, or by the existence of refactoring operations that were not identified by the tool we are using. Yet, the frequency of misuse of this popular pattern remains significant in the refactoring-related commit messages (i.e., \( p < 0.05 \)).

• We notice that developers document refactoring activities at different levels of granularity, e.g., package, class, and method level. We also observe that developers occasionally state the motivation behind refactoring, which is not restricted only to fixing code smells, as in the original definition of refactoring in the Fowler’s book (Fowler et al., 1999), and so, this supports the rationale behind our classification in the first research question.

• Furthermore, our classification has revealed the existence of patterns that are used in specific categories (i.e., motivations). For instance, the traditional code smell category is mainly populated with keywords related to removing duplicate code. Interestingly, all patterns whose existence in refactoring commit messages is statistically significant, were related to duplicate code deletion. Although patterns related to removing code smells exist, e.g., *Clear up a small design flaw* or *fix code smell* or *Antipattern bad for performances*, these patterns occurrence was not large enough to reject the null hypothesis. Nevertheless, Table 11 contains a summary of category-specific patterns that we manually identified. These keywords are found relevant based on how previous studies have been identifying refactoring opportunities (removing code smells, improving structural metrics, optimizing external quality attributes like performance etc.). Note that, in Table 11, we did not quantify the frequency of these patterns, and we plan on the future to further analyze their popularity, along with the type of refactoring operations that are mostly used with their existence, similarly to previous empirical studies (Bavota et al., 2013, 2015).

• Developers occasionally mention the refactoring operation(s) they perform. The Mann-Whitney U test accepted the alternative hypothesis for all patterns linked to refactoring operations i.e., *Pull Up, Push Down, Inline, Extract, Rename, Encapsulate, Split, Extend*, except for the famous *move*. Unlike code smell patterns, *move* does exist in 787 projects (98.37%, fourth most used keyword, after respectively *Fix, Add, and Merge*) and it is heavily used by both refactoring and non-refactoring commit messages.

• Similarly to move, keywords like *merge, reformat, remove redundant, performance improvement, code style*, were popular across many projects, and typically invoked by both refactoring and non-refactoring commits. So, although they do serve in documenting refactoring activities, their generic nature makes them also used in several other contexts. For example, merge is typically used when developers combine classes or methods, as
Table 10: Top generic refactoring patterns.

| Patterns     | Refactor* (89.00%) | Renam* (83.63%) | Improv* (78.75%) | CleanUp (67.38%) | Replace* (66.88%) | Introduc (53.00%) | Extend (52.63%) | Simplif (52.50%) | Extract (49.00%) | Added support (47.38%) | Split (45.50%) | Redue* (45.00%) | Chang* name (44.98%) | Migrat (32.88%) | Enhanc (32.63%) | Organiz* (32.25%) | Rework (27.25%) | Rewrit* (27.25%) | Code clean* (25.63%) | Remov* dependency (25.00%) |
|--------------|--------------------|-----------------|------------------|------------------|-------------------|-------------------|-----------------|-------------------|----------------|---------------------|----------------|----------------|---------------------|----------------|----------------|---------------------|----------------|----------------|---------------------|----------------|

well as describing the resolution of merge conflicts. Similarly, performance improvement is not restricted to non-functional changes, as several performance optimization techniques and genetic improvements are not necessarily linked to refactoring.

Summary 1. Developers tend to use a variety of textual patterns to document their refactoring activities, besides 'refactor', such as 're-package', 'redesign', 'reorganize', and 'polish'.

Summary 2. These patterns can be either (1) generic, providing high-level description of the refactoring, e.g., 'clean up unnecessary code', 'ease maintenance moving forward', or (2) specific by explicitly mentioning the rationale behind the refactoring, e.g., 'reduce the code coupling' (internal), 'improving code readability' (external), and 'fix long method' (code smell).

Summary 3. Developers occasionally express their refactoring strategy. We detected several refactoring operations, known from the refactoring catalog, such as 'extract method', 'extract class', and 'extract interface'.

The extraction of these patterns raised our curiosity about the extent to which they can represent an alternative to the keyword refactor, being the de facto keyword to document refactoring activities. Figure 16 reveals examples of these patterns. In the next subsection, we challenge the hypothesis raised by (Murphy-Hill et al., 2008) about whether developers use a specific pattern, i.e., "refactor" when describing their refactoring activities. We quantify the messages with the label "refactor" and without to compare between them.

5.5. RQ2.1: Do commits containing the label Refactor indicate more refactoring activity than those without the label?

(Murphy-Hill et al., 2008) proposed several hypotheses related to four methods that gather refactoring data and outlined experiments for testing those hypotheses. One of these methods concerns mining the commit log. (Murphy-Hill et al., 2008) hypothesize that commits labeled with the keyword "refactor" do not indicate more refactoring instances than unlabeled commits. In an empirical context, we test this hypothesis in two steps. In the first steps, we used the keyword "refactor", exactly as dictated by the authors. Thereafter, we quantified the proportion of commits including the searched label across all the
considered projects in our benchmark. In the second step, we re-tested the hypothesis using the subset of 230 SAR patterns, whose occurrence in refactoring commits were found to be significant with respect to non-refactoring commits. We counted the percentage of commits containing any of our SAR labels. The result of the two rounds resides in a strict set of commits containing the label “refactor”, which is included in a larger set containing all patterns, and finally a remaining set of commits which does not contain any patterns. For each of the sets, we count the number of refactoring operations identified in the commits. Then, we break down the set per operation type.

In order to compare the number of refactorings identified for each set, i.e.,

| Internal                  | External          | Code Smell          |
|---------------------------|-------------------|---------------------|
| Inheritance               | Functionality     | Duplicate Code      |
| Abstraction               | Performance       | Dead Code           |
| Complexity                | Compatibility     | Data Class          |
| Composition               | Readability       | Long Method         |
| Coupling                  | Stability         | Switch Statement    |
| Encapsulation             | Usability         | Lazy Class          |
| Design Size               | Flexibility       | Too Many Parameters |
| Polymorphism              | Extensibility     | Primitive Obsession |
| Cohesion                  | Efficiency        | Feature Envy        |
| Messaging                 | Accuracy          | Blob Class          |
| Concern Separation        | Accessibility     | Blob Operation      |
| Dependency                | Robustness        | Redundancy          |
|                           | Testability       | Useless class       |
|                           | Correctness       | Code style          |
|                           | Scalability       | Antipattern         |
|                           | Configurability   | Design Flaw         |
|                           | Simplicity        | Code Smell          |
|                           | Reusability       | Temporary Field     |
|                           | Reliability       | Old Comment         |
|                           | Modularity        |                      |
|                           | Maintainability   |                      |
|                           | Traceability      |                      |
|                           | Interoperability  |                      |
|                           | Fault-tolerance   |                      |
|                           | Repeatability     |                      |
|                           | Understandability |                      |
|                           | Effectiveness     |                      |
|                           | Productivity      |                      |
|                           | Modifiability     |                      |
|                           | Reproducibility   |                      |
|                           | Adaptability      |                      |
|                           | Manageability     |                      |
labeled and unlabeled commits with the keyword “refactor”, along with labeled and unlabeled commits with SAR patterns. We used the Wilcoxon test, as suggested by (Murphy-Hill et al., 2008) for the purpose of testing the hypothesis. We then applied the non-parametric Wilcoxon rank-sum test to estimate the significance of differences between the numbers of the sets. The choice of Wilcoxon rank-sum test is motivated by the independence of sets from each other (the occurrence of refactor is independent of the occurrence of the remaining patterns).

Figure 17 shows the distribution of refactorings in labeled and unlabeled commits with SAR patterns (group 1 on the left) and labeled and unlabeled commits with the keyword refactor (group 2 on the right). The first observation we can draw is that Replace Attribute stands as most labeled refactoring with a percentage of 35.9% for group 2, while the difference between operations percentages, in group 1, is not significant, with Move Class having the highest percentage of 48.95%. Another observation is that Pull Up Attribute turns out to be the most unlabeled refactoring with a score of 54.1% for group 1, whereas Rename Attribute tends to be the most unlabeled refactoring for group 2. This result is consistent with one of the previous studies stating that renames are rarely labeled, as they detected explicit documentation of renames in less than 1% of their dataset (Arnaoudova et al., 2014).

By comparing the different commits that are labeled and unlabeled with SAR patterns, we observe a significant number of labeled refactoring commits for each refactoring operation supported by the tool Refactoring Miner (p-value = 0.0005). This implies that there is a strong trend of developers in using these phrases in refactoring commits. The results for commits labeled and unlabeled “refactor” with a p-value = 0.0005 engender an opposite observation, which corroborates the expected outcome of Murphy-Hill et al.’s hypothesis. Thus, the use of “refactor” is not a great indication of refactoring activities. The difference between the two tests indicates the usefulness of the list of SAR patterns that we identified.

It is to note that we did not perform any correspondence between the mentioned patterns and the corresponding refactoring operation(s). In other terms,
Figure 17: Distribution of refactoring operations for commits labeled and unlabeled SAR (left side) and commits labeled and unlabeled refactor (right side).
if an operation is explicitly mentioned in a commit message, we have not checked whether it was among the applied refactoring at the source code level. We opted for such verification to be outside of the scope of the current study, while it would be an interesting direction we can consider in our future investigations.

**Summary.** In consistency with the previous findings of (Murphy-Hill et al., 2008), our findings confirm that developers do not exclusively rely on the pattern “refactor” to describe refactoring activities. However, we found that developers do document their refactoring activities in commit messages with a variety of patterns that we identified in this study.

### 6. Discussions and Implications

In this section, we want to further discuss our findings and outline their implications on future research directions in refactoring.

**Developer’s Motivation behind Refactoring.** One of main findings show that developers are not only driven by design improvement and code smell removal when taking decisions about refactoring. According to our RQ1 findings, fixing bugs, and feature implementation play a major role in triggering various refactoring activities. Traditional refactoring tools are still leading their refactoring effort based on how it is needed to cope with design antipatterns, which is acceptable to the extent where it is indeed the developer’s intention, otherwise, they have not been designed or tested in different circumstances. So, an interesting future direction is to study how we can augment existing refactoring tools to better frame the developer’s perception of refactoring, and then their corresponding objectives to achieve (reducing coupling, improve code readability, renaming to remove ambiguity etc.). This will automatically induce the search for more adequate refactoring operations, to achieve each objective.

**Refactoring Support.** Classifying refactoring commits by message is an important activity because it allows us to contextualize these refactoring activities with information about the development activities that led to them. This contextualization is critical and will augment our ability to study the reasoning behind decisions to apply different types of refactoring. This will lead to better support for informing developers of when to apply a refactoring and what refactoring to apply. For example, recent studies try to understand how the development context which motivated a rename refactoring affects the way the words in a name changes when the refactoring is applied (Peruma et al., 2018, 2019b) for the purpose of modeling, more formally, how names evolve given a development context. Without approaches such as the one proposed in this work, these studies will be missing critical data. In particular, our findings show that renames are dominant, for test files, across all categories (Table 7). This indicates that renames occur in many, many different development contexts and, with our tool, studies such as these could be extended to study how names change given each individual context instead of assuming they are indistinguishable. This extends to other work as well; there is a critical need for
assisting developers in determining when to apply a refactoring; what refactoring to apply; and in some cases how to apply the refactoring (Peruma et al., 2018, 2019b; Arnaoudova et al., 2013, 2014; Liu et al., 2013).

Additionally, there is a demonstrated need to further automate refactoring support. Prior research by (Kim et al., 2014) has investigated the way developers interact with IDEs when applying refactorings. (Negara et al., 2013; Murphy-Hill & Black, 2008) have shown that refactorings are frequently applied manually instead of automatically. This indicates that current support for refactoring is not enough; the benefit of automated application is outweighed by the cost, which other researchers have highlighted (Newman et al., 2018; Li & Thompson, 2012). Finally, we theorize that it will be beneficial to study how refactorings are applied to solve different types of problems (i.e., in this case, different maintenance tasks). This is supported by research that isolates certain types of code or code changes, such as isolating test from production code (Tufano et al., 2016). Like this example, future research must understand the context surrounding refactorings by identifying the reasoning (i.e., development context) behind refactoring operations. The results from this work directly impact research in this area by providing a methodology to categorize refactoring commit messages and providing an exploratory discussion of the motivation behind different types of refactorings. We plan to explore this question in greater detail in future research.

**Refactoring Documentation.** One of the main purposes of the automatic detection of refactoring is to better understand how developers cope with their software decay by extracting any refactoring strategies that can be associated with removing code smells (Tsantalis et al., 2008; Bavota et al., 2013), or improving the design structural measurements (Mkaouer et al., 2014; Bavota et al., 2014). However, these techniques only analyze the changes at the source code level, and provide the operations performed, without associating it with any textual description, which may infer the rationale behind the refactoring application. Our proposal, of textual patterns, is the first step towards complementing the existing effort in detecting refactorings, by augmenting it with any description that was intended to describe the refactoring activity. As previously shown in Tables 8, 9, and 11 developers tend to add a high-level description of their refactoring activity, and occasionally mention their intention behind refactoring (remove duplicate code, improve readability, etc.), along with mentioning the refactoring operations they apply (type migration, inline methods, etc.). This paper proposes, combined with the detection of refactoring operations, a solid background for future empirical investigations. For instance, previous studies have analyzed the impact of refactoring operations on structural metrics (Bavota et al., 2015; Cedrim et al., 2016; Palomba et al., 2017). One of the main limitations of these studies is the absence of any context related to the application of refactorings, i.e., it is not clear whether developers did apply these refactoring with the intention of improving design metrics. Therefore, it is important to consider commits whose commit messages specifically express the refactoring for the purpose of optimizing structural metrics, such as coupling, and complexity, and so, many empirical studies can be revisited with a more adequate dataset.
Furthermore, our study provides software practitioners with a catalog of common refactoring documentation patterns (cf., Tables 8, 9, and 11) which would represent concrete examples of common ways to document refactoring activities in commit messages. This catalog of SAR patterns can encourage developers to follow best documentation patterns and to further extend these patterns to improve refactoring changes documentation in particular and code changes in general. Indeed, reliable and accurate documentation is always of crucial importance in any software project. The presence of documentation for low level changes such as refactoring operations and commit changes helps to keep track of all aspects of software development and it improves on the quality of the end product. Its main focuses are learning and knowledge transfer to other developers.

Another important research direction that requires further attention concerns the documentation of refactoring. It has been known that there is a general shortage of refactoring documentation, as developers typically focus on describing their functional updates and bug patches. Also, there is no consensus about how refactoring should be documented, which makes it subjective and developer specific. Moreover, the fine-grained description of refactoring can be time consuming, as typical description should contain indication about the operations performed, refactored code elements, and a hint about the intention behind the refactoring. In addition, the developer specification can be ambiguous as it reflects the developer’s understanding of what has been improved in the source code, which can be different in reality, as the developer may not necessarily adequately estimate the refactoring impact on the quality improvement. Therefore, our model can help to build a corpus of refactoring descriptions, and so many studies can better analyze the typical syntax used by developers in order to develop better natural language models to improve it, and potentially automate it, just like existing studies related to other types of code changes (Buse & Weimer, 2010; Linares-Vásquez et al., 2015; Liu et al., 2018).

Refactoring and Developer’s Experience. While refactoring is being applied by various developers (AlOmar et al., 2020b), it would be interesting to evaluate their refactoring practices. We would like to capture and better understand the code refactoring best practices and learn from these developers so that we can recommend them for other developers. Previous work (AlOmar et al., 2019a) performed an exploratory study on how developers document their refactoring activities in commit messages, this activity is called Self-Affirmed Refactoring (SAR). They found that developers tend to use a variety of textual patterns to document their refactoring activities, such as “refactor”, “move” and “extract”. In follow-up work, (AlOmar et al., 2019b) identified which quality models are more in-line with the developer’s vision of quality optimization when they explicitly mention in the commit messages that they refactor to improve these quality attributes. Since we noticed that various developers are responsible for performing refactorings, one potential research direction is to investigate which developers are responsible for the introduction of SARs in order to examine whether experience plays a role in the introduction of SARs or not. Another potential research direction is to study if developer experience is one of
the factors that might contribute to the significant improvement of the quality
metrics that are aligned with developer description in the commit message. In
other words, we would like to evaluate the top contributors refactoring practice
against all the rest of refactoring contributors by assessing their contributions
on the main internal quality attributes improvement (e.g., cohesion, coupling,
and complexity).

**Refactoring Automation.** There have been various studies targeting the
automation of refactoring (Harman & Tratt, 2007; Simons et al., 2015; Mkaouer
et al., 2015; Lin et al., 2016; Mkaouer et al., 2016). They mainly rely on the
correspondence between the impact of refactoring on the source code to guide the
generation of code changes that will potentially improve it. Therefore, existing
studies heavily rely on structural measurements to guide the search for these
code changes, and so, improving quality attributes and removing anti-patterns
were the main drivers for automated refactoring. Clearly, the challenge facing
such approaches is applicability. Performing large-scale code changes, impacting
various components in the source code, may be catchy for its quality, but it also
draastically disturbs the existing software design. Although developers are in
favor for optimizing the quality of their software, they still want to recognize
their own design.

7. Threats to Validity

We identify, in this section, potential threats to the validity of our approach
and our experiments.

**Internal Validity.** In this paper, we analyzed only the 28 refactoring oper-
ations detected by Refactoring Miner, which can be viewed as a validity threat
because the tool did not consider all refactoring types mentioned by (Fowler
et al., 1999). However, in a previous study, (Murphy-Hill et al., 2012) reported
that these types are amongst the most common refactoring types. Moreover, we
did not perform a manual validation of refactoring types detected by Refactoring
Miner to assess its accuracy, so our study is mainly threatened by the accuracy
of the detection tool. Yet, (Tsantalis et al., 2018) report that Refactoring Miner
has a precision of 98% and a recall of 87% which significantly outperforms the
previous state-of-the-art tools, which gives us confidence in using the tool.

Further, the set of commit messages used in this study may represent a threat
to validity, because not all of the messages it may indicate refactoring activities.
To mitigate this risk, we manually inspected a subset of change messages and
ensured that projects selected are well-commented and use meaningful commit
messages. Additionally, since extracting refactoring patterns heavily depends
on the content of commit messages, our results may be impacted by the quant-
ity and quality of commits in a software project. To alleviate this threat, we
examined multiple projects. Moreover, our manual analysis is a time consuming
and an error prone task, which we tried to mitigate by focusing mainly on com-
mits known to contain refactorings. Also, since our keywords largely overlap
with keywords used in previous studies, this raised our confidence about the
found set but does not guarantee that we did not miss any patterns.
Another threat relates to the detection of JUnit test files. The task of associating a unit test file with its production file was an automated process (performed based on filename/string matching associations). If developers deviate from JUnit guidelines on file naming, false positives may be triggered. However, our manual verification of random associations and the extensiveness of our dataset acts as a means of countering this risk.

**External Validity.** The first threat is that the analysis was restricted to only open source, Java-based, Git-based repositories. However, we were still able to analyze 800 projects that are highly varied in size, contributors, number of commits and refactorings. Another threat concerns the generalization of the identified recurring patterns in the refactoring commits. Our choice of patterns may have an impact on our findings and may not generalize to other open source or commercial projects since the identified refactoring patterns may be different for another set of projects (e.g., outside the Java developers community or projects that have a low number of or no commit messages). Consequently, we cannot claim that the results of refactoring motivation (see Figure 3) can be generalized to other programming languages in which different refactoring tools have been used, projects with a significantly larger number of commits, and different software systems where the need for improving the design might be less important.

**Construct validity.** The classification of refactorings heavily relies on commit messages. Even when projects are well-commented, they might not contain SAR, as developers might not document refactoring activities in the commit messages. We mitigate this risk by choosing projects that are appropriate for our analysis. Another potential threat relates to manual classification. Since the manual classification of training commit messages is a human intensive task and it is subject to personal bias, we mitigate manual classification related errors by discarding short and ambiguous commits from our dataset and replacing them with other commits. Another important limitation concerns the size of the dataset used for training and evaluation. The size of the used dataset was determined similarly to previous commit classification studies, but we are not certain that this number is optimal for our problem. It is better to use a systematic technique for choosing the size of the evaluation set.

To mitigate the impact of different commit message styles and auto-generated messages, we diversified the set of projects to extract commits from. We also randomly sampled from the two commits clusters, those containing detected refactorings and those without. An additional threat to validity relates to the construction of our set of refactoring patterns. One pattern could be used as an umbrella term for lots of different types of activity (e.g., “Cleaning” might mean totally different things to different developers). However, we mitigate this threat by focusing mainly on commits known to contain refactorings. Further, recent studies (Yan et al., 2016; Kirinuki et al., 2014) indicate that commit comments could capture more than one type of classification (i.e., mixed maintenance activity). In this work, we only consider single-labeled classification, but this is an interesting direction that we can take into account in our future work.
Conclusion Validity. The refactoring documentation research question has been provided along with the corresponding hypotheses in order to aid in drawing a conclusion. In this context, statistical tests have been used to test the significance of the results gained. Specifically, we applied the Wilcoxon test and the Mann-Whitney U test, widely used non-parametric tests, to test whether refactoring patterns are significant or not, and to test the occurrence of refactor in refactoring commits and non-refactoring commits, respectively. These tests make no assumption that the data is normally distributed. Refactoring motivation categories and the way we grouped the refactoring concepts described in previous papers and established relations between them pose a threat to the conclusion validity of our study. If some information was not described in the literature, it may affect our conclusions.

8. Conclusion

In this paper, we performed a large-scale empirical study to explore the motivation driving refactorings, the documentation of refactoring activities, and the proportion of refactoring operations performed on production and test code. In summary, the main conclusions are: (1) our study shows that code smell resolution is not the only driver for developers to factor out their code. Refactoring activity is also driven by changes in requirements, correction of errors, structural design optimization and nonfunctional quality attributes enhancement. Developers are using wide variety of refactoring operations to refactor production and test files, and (2) a wide variety of textual patterns is used to document refactoring activities in the commit messages. These patterns could demonstrate developer perception of refactoring or report a specific refactoring operation name following Fowler’s names.

As future work, we aim to investigate the effect of refactoring on both change and fault-proneness in large-scale open source systems. Specifically, we would like to investigate commit-labeled refactoring to determine if certain refactoring motivations lead to decreased change and fault-prone classes. Further, since a commit message could potentially belong to multiple categories (e.g., improve the design and fix a bug), future research could usefully explore how to automatically classify commits into this kind of hybrid categories. Another potentially interesting future direction will be to conduct additional studies using other refactoring detection tools to analyze open source and industrial software projects and compare findings. Since we observed that feature requests and fix bugs are also refactoring motivators for developers, researchers are encouraged to adopt a maintenance-related refactoring beside design-related refactoring when building a refactoring tool in the future.
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