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Abstract Artificial intelligence (AI) is a fast-growing field focused on modeling and machine implementation of various cognitive functions with an increasing number of applications in computer vision, text processing, robotics, neurotechnology, bio-inspired computing and others. In this chapter, we describe how AI methods can be applied in the context of intracranial electroencephalography (iEEG) research. iEEG data is unique as it provides extremely high-quality signals recorded directly from brain tissue. Applying advanced AI models to these data carries the potential to further our understanding of many fundamental questions in neuroscience. At the same time, as an invasive technique, iEEG lends itself well to long-term, mobile brain-computer interface applications, particularly for communication in severely paralyzed individuals. We provide a detailed overview of these two research directions in the application of AI techniques to iEEG. That is, (1) the development of computational models that target fundamental questions about the neurobiological nature of cognition (AI-iEEG for neuroscience) and (2) applied research on monitoring and identification of event-driven brain states for the development of clinical brain-computer interface systems (AI-iEEG for neurotechnology). We explain key machine learning concepts, specifics of processing and modeling iEEG data and details of state-of-the-art iEEG-based neurotechnology and brain-computer interfaces.
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1 AI-iEEG for neuroscience

The field of computational cognitive neuroscience uses mathematical models to describe neural processes underlying cognition and behaviour [1, 2, 3]. Advances in machine learning and the rapid increase in computational power have made it possible to apply sophisticated analysis methods to large amounts of brain data collected via increasingly sophisticated recording techniques [4].

Inspired by the computational metaphor of the brain as an information processing device, this has led to the emergence of so-called encoding models and decoding models in cognition and perception [5, 6, 7, 8]. Neural encoding models capture how information is represented and processed in the brain. An approach related to encoding models, that has become increasingly popular in cognitive neuroscience, is representational similarity analysis (RSA) [9]. RSA more directly compares stimulus features as encoded in computational models and encoded in patterns of brain activity. Decoding models also aim to understand the representation of information in the brain but constitute the reverse approach of inferring information features from observed brain activity. Apart from the practical value of decoding approaches for neurotechnology (see Section 2), decoding models can also be informative in relating stimulus features to neural signals.

Given that many cognitive functions, including perception, memory, language and complex sensorimotor behaviour, are supported by large-scale distributed processes in the brain, data from neuroimaging (fMRI) and whole-brain electrophysiological (EEG/MEG) experiments in healthy individuals has been the primary source for construction and validation of computational models. The FMRI, MEG and EEG communities have provided large amounts of experimental data used for modeling cognitive processes in the brain [10, 11, 12, 13, 14, 15].

However, limitations of non-invasive brain recording modalities have created a need for the use of intracranial data. This is because iEEG offers a number of benefits compared to non-invasive modalities, such as sampling directly from the cortical tissue, high signal-to-noise ratio and high temporal and spatial resolution. Recent work has seen successful efforts in creation and validation of encoding and decoding models, RSA and unsupervised models of neural dynamics using iEEG.

In this section we will describe encoding and decoding models, and include discussion of RSA and complex temporal dynamics in iEEG data. First, we will discuss linear encoding models for iEEG signals, including hand-engineered and deep-learning-based feature extraction for these models, and emergence of advanced non-linear neural encoding models. Then, we will examine RSA applications to iEEG. We will finish the section with a description of decoding models applied to iEEG data, including multivariate pattern analysis, and a discussion of associated temporal generalization concerns.
1.1 Encoding models of perception and cognition

1.1.1 Linear encoding models

A linear neural encoding model represents a linear mapping of a set of features (model input) to the observed brain activity (model output, see also Chapter 4). Fitting such a model is based on the assumption that the brain activity is a weighted linear combination of features and normally distributed random noise:

\[ Y = XB + \epsilon, \] (1.1)

where \( Y \in \mathbb{R}^{n \times m} \) is a matrix of observed neural responses with \( n \) corresponding to the number of observations over time or trials, \( m \) corresponding, for example, to the number of iEEG electrodes or fMRI voxels, \( X \in \mathbb{R}^{n \times p} \) is a matrix of input features over \( n \) time points and \( p \) feature dimensions, \( B \in \mathbb{R}^{p \times m} \) is a matrix of regression coefficients and \( \epsilon \sim N(0, \sigma^2 I) \) is a noise term with \( I \) being the identity matrix.

In this formulation, the model input – the feature matrix \( X \) – represents properties of the stimulus that may have triggered the observed brain responses. Linear encoding models are widely used in fitting brain activity evoked by external stimuli (Fig. 1). iEEG examples that use this simple form of the linear model include neural encoding of visual [16, 17] and auditory [18, 19, 20, 21] perception, motor information [22, 23, 24], memory, language [25, 26, 27] and decision making tasks [28].

Typically, models in these studies are fitted to predict the temporal envelope of the high-frequency broadband component (>60 Hz) in iEEG data (obtained with time-frequency analysis), as it is known to reflect local neural firing rates evoked by the stimulus [29, 30]. Alternative encoding approaches have been employed to model frequency-domain representations of iEEG signals [31, 32, 33, 34]. Time-domain iEEG responses on average show less straightforward modulation by a cognitive task and are more varied compared to frequency-domain responses [35], and are therefore less typically used in linear fitting with stimulus features.

When working with a time-frequency representation of iEEG signals, kernel functions \( g(\cdot) \) can be used to transform input stimulus features into a new representation that could better reflect temporal iEEG structure, yielding an encoding of the form

\[ Y = g(X)B + \epsilon. \] (1.2)

This is similar to fMRI research, where an input feature matrix is convolved with the hemodynamic response function for the general linear model fit. For iEEG, Gaussian kernels can be applied to stimulus features to better approximate smoother iEEG time courses. Examples of studies that use such feature transformations include [36, 37].

Another property of the spectrotemporal iEEG signal is its high temporal resolution. It is usually addressed in models of continuous iEEG dynamics (as opposed to fitting trial-based data) by inclusion of lags and temporal integration over input features, such that

\[ y_t = \tilde{B}x_t + \epsilon, \] (1.3)
where $y_t \in \mathbb{R}^m$ is a vector of iEEG responses per time point $t$, $B \in \mathbb{R}^{m \times (p \times \tau)}$ a matrix of regression coefficients, $\tau$ is the time lag relative to $t$ and $\bar{x}_t$ a stack of vectors $x_{t-s}$ with $s \in [0, \tau]$. Features at multiple lags have been used in models of encoding auditory, speech and movement information in iEEG [20, 23].

A standard linear regression problem is typically solved using ordinary least squares estimation of regression coefficients $B$, which can be achieved analytically:

$$B = (X^T X)^{-1} X^T Y.$$ (1.4)

To assess model performance, various metrics are used for comparing predicted and observed brain responses. A popular choice is a Pearson correlation coefficient, which measures the normalized covariance of predictions and their targets. To assess generalization potential of the modeling results, encoding models are trained on a subset of all data (typically 80–90%), and tested on a held-out test set (remaining data). To account for potential autocorrelation in iEEG signals, data from separate recording sessions and different experiments can be used as an independent test set [38]. Model performance is often cross-validated to obtain a more unbiased estimate of encoding accuracy.

To prevent overfitting to training data (and subsequent lack of generalization on test data), regularization methods are often used. They provide constraints, or priors, on model coefficients [9], resulting in a less flexible model fit and therefore are less prone to overfitting on the training data. Regularization is effective in models that use large numbers of correlated features. A popular method is L2 regularization that constrains $B$ to small values. A linear model that uses L2 regularization is called a ridge regression and has the following analytical solution:

$$B = (X^T X + \lambda I)^{-1} X^T Y,$$ (1.5)

where $\lambda \geq 0$ is a regularization parameter, typically chosen via nested cross-validation.

Neural information processing includes high non-linear transformations of sensory input. Therefore, the linear models we often use have severe limitations. They can be mitigated by fitting linear encoding models on non-linear feature representations. The latter can be either manually defined or extracted from computational models that mimic neural processing such as deep and recurrent neural networks.

### 1.1.2 Feature engineering for linear encoding models

To fit a linear model of brain activity as a response to external stimuli, one requires a set of features that represent stimulus information. Traditionally and similar to other recording modalities, such as fMRI, MEG and EEG, hand-engineered features have been used for this. For example, spectrotemporal features were used in encoding of auditory and speech information in iEEG [18, 19, 20], two-dimensional Gaussian features were used in population receptive field work in vision [32, 16] and kine-
Fig. 1 a. Overview of neural encoding models: linear encoding model on hand-crafted stimulus features, linear encoding model on features automatically extracted from the stimulus using deep learning models and end-to-end non-linear encoding model based on a deep learning approach. Each model in this example aims to predict high frequency band iEEG responses of three electrodes. b. A linear encoding model that predicts ECoG high frequency band activity during speech dialogues in a short audiovisual film [20]. A set of spectrotemporal modulations (SM-TM) was extracted from the sound spectrogram and used to model associated iEEG responses throughout the perisylvian cortex. Each iEEG electrode exhibited tuning to specific features at different time latencies. Adapted from [20]. Copyright 2017 Berezutskaya et al.
matic trajectories and grasp features were used for modeling sensorimotor iEEG signals \[23,37\].

The use of hand-engineered features to represent information means that the choice of features is at the discretion of the researcher. Features could be manually assigned data labels (for example, language labels, such as words or phonemes, classes of visually presented images, broadly defined experimental conditions) or a representation of the stimulus extracted via a preprocessing step or a mathematical model (for example, spectrotemporal audio features or edge-filtered image features). In the case of a sufficiently good fit compared against a model with random predictors, researchers analyse neural tuning profiles, or stimulus receptive fields. Many studies compare the fit of models that use different feature sets in an attempt to identify features that best explain observed brain data \[39,40,41,42,43\].

Despite its overall success, previous work (also with other neural recording techniques) highlighted some problems with using hand-engineered features, specifically, the inability to determine which feature sets should be deemed the optimal representation of information in a specific brain region; and how existing features need to be modified to explain brain responses better. Moreover, the use of hand-engineered features lacked the ability to explain how lower-level feature sets (such as image edges or orientations and spectrogram sound features) transformed to higher-level features (such as object categories and different words) as a result of information processing throughout the brain. Recent progress in deep learning, has opened up new possibilities in addressing the problem of feature engineering by minimizing manual feature selection and delegating feature extraction to powerful non-linear models.

In a vanilla deep artificial neural network (DNN), input features are passed to the first layer, where their weighted linear combination goes through a non-linear transformation, called an activation function, to obtain layer activations \(a\). This computation is repeated at the next layers. The final layer activations are used to predict the targets. This yields the following sequence of non-linear transformations:

\[
\begin{align*}
a^{(1)} &= g \left( B^{(1)} x + b^{(1)} \right) \\
a^{(2)} &= g \left( B^{(2)} a^{(1)} + b^{(2)} \right) \\
\hat{y} &= g \left( B^{(k)} a^{(k-1)} + b^{(k)} \right)
\end{align*}
\]

where \(k \in \mathbb{N}\) is the number of layers and \(b\) is a layer-specific bias vector.

DNNs are trained to optimize an objective function associated with the task they need to solve, for example labeling visual objects in the presented image, or predicting next words in a sentence. Minimizing mean squared error is a popular objective function for regression tasks (such as time series prediction), and cross-entropy loss is used in most classification tasks (such as object recognition). To optimize the objective function a learning algorithm, typically gradient descent, is applied iteratively. This yields incremental updates of learnable parameters of the DNN, such as weights of its artificial neurons. In most cases, backpropagation is used.
for efficient gradient calculation. As a result of this learning, DNN layer activations can capture increasingly complex non-linear transformations of simple inputs (such as images, texts and sounds) necessary for solving the task. For a more detailed introduction to DNNs see [44, 45, 46].

Fig. 2 a-b. A linear encoding model that predicts ECoG high frequency band activity based on high-level visual features of the movie stimulus [47]. Prediction accuracy, measured as correlation between predicted and observed brain activity, is projected from individual electrode center coordinates to a regular grid in common space and interpolated on brain surface. Authors showed that components of visual semantics identified in a data-driven way map onto distinct cortical activation networks. Copyright 2020 Berezutskaya et al. c-d. A linear encoding model that predicts ECoG high frequency band activity during a story listening task [27]. Using contextualized word embeddings in their encoding model, the authors demonstrated that neural activity prior to word onset contained information about upcoming words and that this information is used to calculate post-word-onset surprise. Copyright 2022 Goldstein et al.

Depending on the type of data and problem, various DNN architectures that outline network structure and connections can be used. Multi-layer perceptrons (MLPs) are feed-forward fully-connected DNNs as described by Eq. 1.8. Convolutional neural networks are feed-forward neural networks that use convolutions instead of standard matrix multiplication. They have had tremendous success in
computer vision tasks, such as visual object recognition, image colorization and super-resolution. Recurrent neural networks [48] are cyclic models best suited for learning complex temporal dynamics in the data and have therefore been popular in language processing tasks, such as language modeling, machine translation and speech recognition. Recurrent architectures have recently been outperformed by transformer architectures [49] – feed-forward neural networks with an encoder and decoder component and attention modules for efficient input processing. Deep belief networks, autoencoders [50], graph DNNs and other DNN variants also have their practical applications. For a detailed overview of DNN architectures we refer readers to dedicated reviews [51, 52, 53, 54].

Convolutional and recurrent DNNs have been successfully used for automated complex feature extraction. High-level learning tasks, such as object recognition or language modeling, and hierarchical structure of deep neural networks allow extraction of increasingly more complex representations from basic naturalistic inputs, such as images, sounds and texts. The resulting features across neural network layers have been used for linear mapping onto brain activity, first with non-invasive techniques [42, 55] and more recently using iEEG [56, 47] (Fig. 2). Many studies have demonstrated that DNN features explain and correlate with brain activity better than alternative, typically hand-engineered features in language [26, 27], audio perception [57, 55] and vision [42, 58, 59] (Fig. 2). Some iEEG work explored gradients of feature complexity throughout the model, similar to analogous work in neuroimaging [56, 47].

1.1.3 End-to-end encoding models using deep learning

Success of deep learning models in extracting features that accurately predict observed activity throughout the brain, has led to the "deep learning revolution" in cognitive neuroscience. DNN feature models and activations became widely used for exploration and interpretation of the neural mechanisms underlying cognition and perception. Studies identified DNN properties crucial for accurate modeling of observed neural responses, such as hierarchical structure with increasingly complex features [60, 55], local recurrence [61, 62], feedback connections, non-linear mixed selectivity of single neurons [63] with ensemble-based feature separability [64]. See [44, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75] for perspectives and reviews and [76, 77, 78, 79, 80] for critical reports.

Following this line of thinking, several researchers in the field have argued that the next logical step in this direction is development of end-to-end deep learning models that map stimuli and behavior to brain activity directly [44, 81]. Attempts for training and validating end-to-end DNNs that perform non-linear processing of simple input features (such as image pixels or sound waveforms) to directly predict observed brain dynamics have already been made in animal [82, 83, 84, 85, 86] and human [87, 88, 89] research. Recent work applied this approach to iEEG during audio and speech processing [38, 90] and extracted data-driven features from input sound data in a way that maximizes model fit to observed neural responses (Fig. 3).
Such end-to-end DNN encoding models explained more variance in neural signals compared to linear encoding models and generalized well to novel experimental data.

The ultimate goal of such models is not limited to novel strategies to extract input features that best explain brain data, but rather providing an accurate computational account of neural processing mechanisms underlying perception and cognition. This remains a challenging task. For example, there has been a discussion of the biological feasibility of current DNN architectures and their learning mechanisms [65, 92, 68, 69, 74]. Furthermore, DNNs are often referred to as “black-box models”, excellent for learning complex mapping between inputs and outputs, but difficult for interpretation of their intermediate computations [78, 67, 70, 79, 71, 72, 75, 74]. It is especially the case for neural modeling as opposed to use of DNNs as feature models, where several visualization and computational tricks have been developed to help interpret what the model has learned [93, 94, 68, 95, 74, 75].

Extending upon the previous ideas of end-to-end encoding and incorporating some of the mentioned concerns, the neural information flow (NIF) framework was recently developed [91]. The framework is based on an end-to-end deep learning model of brain activity, constructed in a modular way, such that each artificial neuronal population (i.e. individual DNN layer), predicts, or projects to, a corresponding biological neuronal population (i.e. region of interest in the brain). In the case of modeling the ventral pathway of visual processing, illustrated by the authors, each convolutional layer (I, II, III, etc) predicted brain responses to a single corresponding brain area along the visual hierarchy (V1, V2, V3, etc). Modifications in model architecture allowed NIFs to explicitly model hemodynamic response function of fMRI (also see previous work on this [88]). The model was validated with fMRI responses to naturalistic visual stimuli (Fig. 3). It could accurately predict observed brain responses through learning of gradually increasing visual receptive fields, plausible haemodynamic response rates and high-level features of visual semantics. Overall, this end-to-end deep learning framework demonstrates that it could provide data-driven interpretable neural encoding models based on deep learning by incorporating known properties and constraints of neural systems, perceptual processing and brain recording modality. Such models could be used for validation of existing models of neural processing (such as in the ventral visual pathway), model comparison and creation of new, fully data-driven models, whose structure, connectivity and learned perceptual features are optimized to fit observed neural data.

Following the growing tendency for integration of deep learning in neuroscience and the ever increasing amounts of neural data recorded from parallel neural sites over extended periods of naturalistic stimulation, it is likely that this approach will become dominant in the field. With the help of Bayesian approaches, effective model comparison and hyperparameter optimization can be performed for improving the explanatory power of end-to-end models.

Guided interpretable designs, including model architecture, objective function and learning algorithm, in the spirit of explainable AI will be key in modeling brain data using end-to-end deep learning models of information encoding. Key principles of neural computation known from previous work may need to be incorporated in the
Fig. 3 a-c. End-to-end brain-optimized encoding model based on a recurrent convolutional neural network (BO-NN) [38]. The model was trained to predict ECoG responses to a movie soundtrack. Model predictions generalized to a novel movie stimulus watched by a separate group of subjects. Extracted features encoded speech acoustic and temporal information and revealed a gradient of information propagation in the brain during speech perception. Copyright 2020 Berezutskaya et al.

d-h. End-to-end encoding model based on neural information flow (NIF) [91]. The model was trained to fit fMRI responses to a movie stimulus throughout the ventral visual pathway (V1 to MT and FFA). This approach allowed for bottom-up estimation of input visual features that drove responses throughout the cortical hierarchy of visual processing and area-specific receptive fields. Copyright 2021 Seeliger et al.
architectures of these models, including hierarchical processing with integrated local and feedback recurrence loops [96, 97], neural adaptation [98, 99, 100], sparse coding principles [101], temporal stability for noise robustness and code invariance [102, 103, 104], stochasticity in neural signals [105, 106] and oscillatory dynamics [107, 108]. However, given that detailed workings of many of these principles remain debated in neuroscience, end-to-end DNN encoding models could also provide an excellent framework for testing associated theory-driven hypotheses in silico [72].

Regarding the objective function, end-to-end deep learning models aim to mimic neural processes. Elements of this have been used in representational distance learning - an approach in which DNN feature models were trained with auxiliary objective functions [109]. The latter constrained DNN layer activations forcing them to approximate stimulus similarity structure observed in neural responses across brain areas. Similarly, end-to-end models can implement composite objective functions that represent constraints on DNN dynamics and representations.

Gradient descent via backpropagation has long been considered a biologically implausible learning algorithm. However several studies have shown biologically grounded approximations thereof [110, 111, 112, 113]. Moreover, a lot of promising work is done towards the development of more biologically plausible learning mechanisms similar to backpropagation [114, 115, 116, 117]. Moreover, alternatives to error-guided supervised learning such as reward-based learning or unsupervised (Hebbian) learning, are also an active area of research [118, 119, 120].

The outlined end-to-end encoding approach using deep learning models is particularly promising in the case of iEEG, as more and more human iEEG data is becoming publicly available [121, 122, 123, 124, 125, 126]. The long-duration and continuous nature of iEEG recordings makes them an excellent candidate for training and validation of flexible, interpretable end-to-end models of information encoding in the brain, albeit the application of this approach to iEEG is associated with additional iEEG-specific challenges. Such challenges relate to generalization across subjects due to individual coverage and electrode differences, the scale of neural signal representation and use of rate-based approaches as opposed to integration of single neuron activity in spiking neural networks for modeling local field potentials; and overall incomplete understanding of the nature of iEEG signals, its broadband spectrotemporal and oscillatory features. Some of these challenges can be addressed by incorporation of iEEG forward models [127, 128] and attempts at transfer learning in the search for common space across individual subject datasets [129], yet new creative approaches may be required to tackle data complexity.

Taken together, the application of deep learning models to neuroscience data, and iEEG in particular, remains an exciting and promising direction of research in creating a detailed computational account of neural mechanisms underlying perceptual and cognitive processes.
1.1.4 Representational similarity analysis (RSA) in iEEG

Representational Similarity Analysis (RSA) is a multivariate approach, initially proposed by Kriegeskorte and colleagues [130, 131, 9], which focuses on assessing distances between patterns rather than providing decoding accuracy. The principle of RSA is to estimate how the similarity of neural responses to a set of stimuli matches the similarity of perceptual or cognitive evaluations. Distances can also be computed based on predicted responses according to a specific computational model in order to test its fit in distributed regions across the brain or in different behavioral tasks. One of the major advantages of RSA distance matrices is to provide a robust solution to compare results across brain regions, subjects, imagery modalities (e.g., fMRI, EEG, MEG), and even species (i.e., humans, monkeys). As such, RSA method could greatly help integrating experimental research across laboratories and connecting methodological branches of systems neuroscience [130, 132, 9].

A handful of studies have combined RSA with the high temporal resolution of iEEG to assess the stability and changes of neural representations during cognitive tasks (see also Chapters 40 and 46). Chang et al. [133] first used RSA to highlight the categorical neural representations of speech sounds, mapping their acoustic properties, in the posterior superior temporal gyrus. Zhang et al. [134] have characterized time-resolved gamma-band activity patterns in a navigational task, demonstrating the dynamic changes of path representations during encoding and retrieval. More recently, RSA has been used to characterize the dynamics of semantic coding combining current models of semantic memory and neural representations inside the ventral and anterior temporal cortex [135, 136].

It is also noteworthy that RSA is increasingly used to estimate similarity across biological and artificial neural networks [42, 137, 77, 138], enabling testing for nonlinear contributions of features in models [139], see [75] for a review. The combination of AI algorithms and RSA has only been applied to human intracranial EEG data in very few recent vision-related studies. Kuzovkin et al. [56] demonstrated that visual complexity along the ventral visual pathway, also visible in layers of deep convolutional neural networks (DCNN), was best predicted by gamma activity. Grossman et al. [140] revealed face-selective responses in the brain to match the structure of intermediate layers of the DCNN. This research direction is in its early stages but already demonstrates its high potential to evidence key functional principles of the human brain.

1.2 Decoding models of perception and cognition

1.2.1 Supervised machine learning

Supervised decoding approaches have become common practice in cognitive neuroscience [141]. They generally involve training a model to classify brain signals into target categories. The latter are assigned “labels” and may reflect distinct groups
(e.g. controls and patients), experimental conditions (e.g. familiar and unfamiliar face stimuli) or brain states (e.g. wakefulness, non-REM sleep and REM sleep). The basic principle is straightforward: The data is first split into “train” and “test” sets (or into train/validate/test sets). The training data and associated labels are used to train a model for class prediction. The training can in principle be formalized as a data-driven learning process by which a model learns to tune the parameters of a decision function to maximize the correct predictions. Model generalization is then explored by evaluating its predictions on the test data (i.e. samples unseen during training).

One way to ensure that the performance of the classifier is not biased by a lucky (or unlucky) choice of train-test split, the entire train-test procedure is generally repeated multiple times (i.e. cross-validation). In brain decoding work, the input to the classifier consists of brain variables which are, broadly speaking, of two types: (1) Hand-crafted features derived from raw brain activity (e.g. spectral power values of iEEG signals). This feature extraction process is generally guided by domain-specific knowledge. This process of selecting, manipulating, and transforming raw data into features that can be used in supervised learning is often referred to as feature engineering. (2) Original brain signals (such as raw iEEG) can also be used as direct input to the classifier. While shallow learning approaches often involve the use of hand-crafted features, techniques such as deep learning generally take the raw data as input, with little or no preprocessing at all (e.g. continuous iEEG raw time series).

A noteworthy issue that often arises when applying supervised machine learning in brain decoding, is the question of how it relates to using classical statistical approaches, such as comparison of means in inferential statistics. An important distinction between the two approaches is that while classical statistics are generally conducted on all the available data, machine learning focuses on out-of-sample generalization (cf [142] for a more detailed discussion). Furthermore, the use of machine learning cannot be seen as a way to avoid testing the statistical significance of the reported results. In fact, in most cases, an assessment of the reliability of the decoding accuracy of a classifier requires statistical evaluation, for instance using permutation tests [143] (see also Chapter 44).

1.2.1.1 Conventional single & multi-feature classification of iEEG data

Shallow ML is based on an a priori selection of features and aims at identifying the best predictors of distinct cognitive states. In electrophysiology, brain activity has been primarily examined by quantifying increases and decreases in evoked-response potentials and spectral power in distinct frequency bands (Very Low Frequency Component [0.1–1.5 Hz], delta (δ) [2–4 Hz], theta (θ) [5–7 Hz], alpha (α) [8–13 Hz], beta (β) [13–30 Hz], low-gamma (low γ) [30–60] and broadband gamma (high γ) [60–200 Hz])). More recently, other spectral properties such as phase, phase-amplitude coupling, inter-trial coherence, and phase-locking value depicting both local and large-scale neural mechanisms have complemented the features palette used to advance our understanding of the human brain (Fig.4).
In this context, shallow ML models have proven to be helpful in addressing cognitive neuroscience questions by unraveling the contribution of various intracranial EEG-based features in cognitive processes. More specifically, by computing the decoding accuracy achieved by a specific feature—for example, how well gamma power discriminates between two conditions— we can make interpretations on the importance of this feature in the task. The application of ML as a brain decoding technique is increasingly common in different subfields of systems and cognitive neuroscience including motor control (e.g., [144, 145]), sensory perception (e.g., [146, 147, 148]), and high-order cognitive processes such as cognitive interference (e.g., [149]), memory (e.g., [150, 151]) and decision-making (e.g., [152, 153]).

1.2.1.2 ML models

Various methods have been used to build ML models using intracranial EEG. These include support vector machines (e.g., [154, 155, 156]), linear discriminant analyses (e.g., [157, 158, 152]), logistic regressions (e.g., [158, 159, 160]), and decision-trees such as random-forest (e.g., [156]). The choice of the decoding model impacts the performance and the interpretation of the results (e.g., [150]). As all models do not rely on linear algorithms, it is critical to compare their predictions and explore nonlinear or unexpected interactions between variables.

1.2.1.3 Overview of decoding studies in iEEG

Using single-feature approach, some researchers have compared how predictive single-trial phase values in rhinal and hippocampal cortices are about encoding memory success, in a word recognition paradigm [155]. As another example, decoding results have been compared across frontal and parietal cortices during a delayed oculomotor decision task, demonstrating how free-choice in the brain is supported by sustained high-gamma activity during the delay period [152]. A similar data-driven approach, has allowed to disentangle the distinct contributions, on a trial-by-trial basis of power, phase, and phase-amplitude coupling to the planning and execution of a goal-directed motor task [144] (Fig. 4b). These studies illustrate how single-feature supervised classification can be employed with iEEG data to advance our understanding of how distinct electrophysiological patterns in individual brain regions are involved in goal directed behavior. In the next section, we will address some promising avenues using multi features ML models.

One important aspect to watch out for when developing ML pipelines is the risk of data overfitting, where the model performs well on training data but does not provide accurate predictions on the previously unseen test data. An overfitted model learns patterns that accurately describe the training data, but do not generalize to the test data. This is a prominent issue in data with small sample size (n) but large number of features, or predictors (p), a situation often referred to as “wide data”, or the “p>>n problem”. This can become an important limitation in intracranial EEG studies where the number of patients is often quite limited whereas the feature space can be very important, which is in principle a perfect recipe for a model to drastically overfit.
A general recommendation to deal with overfitting is to simplify the model, for instance by decreasing the number of features through feature selection or dimensionality reduction techniques. In intracranial EEG, rather than examining generalization across subjects, intra-subject analyses is often preferred partly because of the heterogeneity of the electrode implantation across individuals. In this case, rather than reflecting the number of participants, the sample size becomes the number of trials, and a new model is trained on each subject using single-trial features with the aim of generalizing across trials, not subjects. This generally reduces the risk of overfitting, assuming there are more trials than features. This also explains why multi-feature classification is not very common in intracranial EEG data sets with modest trial numbers. As a general rule, to reduce the risk of overfitting, it is important to make sure one is not using an overly complex model with too many parameters.

The occurrence of overfitting when applying ML to intracranial EEG data can be detected by cross-validation (i.e. measuring performance on left-out data the algorithm has never seen during training). It is worth noting that sample size directly impacts the standard error of cross-validation, with small sample size studies yielding higher classification performance [161]. In addition, with small sample sizes it is particularly important to verify the statistical significance of observed decoding accuracies, as probabilistic chance levels only (e.g. 50% for binary classification) hold for infinite amounts of data. Large deviations from these thresholds can easily occur by chance in small samples. A recommended approach to handling this issue is to use permutations (i.e. randomly shuffling class labels and recomputing decoding accuracies) to derive a null distribution of classifier performance, and hence thresholds for statistical significance assessments of decoding accuracies [143] (see Chapter 4 for details). Again, this issue may be particularly important when analyzing small data sets of intracranial EEG.

1.2.1.4 Multivariate analyses for iEEG (MVPA, Temporal generalization)

Among common supervised decoding frameworks, Multivariate Pattern Analysis methods (MVPA) have been attracting growing attention in cognitive neuroscience (for reviews see, [162, 163]). MVPA assesses distributed neural representations - also called patterns - across multiple voxels (fMRI) or channels (EEG and MEG) simultaneously. Classifiers are trained to capture the spatial relationships, invisible with traditional univariate tests, between different brain locations across different experimental conditions. Their main advantage is to allow for content-specific decoding in brain activity, and thus to disentangle it from general cognitive functions. In addition, by combining spatial information, MVPA increases signal-to-noise ratio and facilitates single-trial prediction especially relevant in iEEG. Their usefulness has been demonstrated quite extensively in vision, including evidence for sensitivity to orientation in V1 [164, 165], and for distinct pattern of responses for visual categories (e.g., faces, houses) in the ventral temporal cortex [166]. A time-resolved application of MVPA called the temporal generalization method has also been introduced (see for a review [167]). This method allows for tracking how neural representations unfold in time by training and testing classifiers to discriminate at
least two experimental conditions at all points in time. This approach allows for detecting and comparing periods of optimal decodability across time and cognitive operations.

![Fig. 4 a-c. Decoding iEEG data using supervised ML models. A) Examples of brain features computed from iEEG signal and used for classification. B) Decoding accuracies of single-trial classifications of motor-states using power, phase and PAC features in significant iEEG sites. C) Example of temporal generalization of choice-type decoding (Instructed vs Control & Free vs Control) using high-gamma (HG) activity across significant fronto-parietal iEEG sites. Generalization matrices show decoding performance plotted as a function of training time (vertical axis) and generalization time (horizontal axis). Reprinted with permission from [144, 152].]

1.2.1.5 Overview of iEEG decoding studies using MVPA and temporal generalization

The application of multivariate analysis techniques to iEEG is still in its early days, though the high spatial and temporal resolutions of these signals would constitute a true advantage to discriminate neural patterns. Tsuchiya and colleagues [170] have applied multivariate models to ECoG power signals, finding reliable distinct representations for happy and fearful faces in the ventral temporal cortex. Spatial pattern analyses have also been adopted to identify successful word encoding in ECoG signals [151, 171] and iEEG [160], and to show the reinstatement of similar
processes during successful encoding and retrieval of words in iEEG [172]. Using the temporal decoding method, Thiery et al. [152] have recently provided the first evidence for delayed high-gamma activity in the frontoparietal cortex in mediating free-choices compared to instructed choices (Fig. 4c).

Despite the significant advances that multivariate ML methods allow, certain limitations should be considered when interpreting classification results. Neural patterns obtained from combining depth-electrodes can strongly vary between patients and often cover distant brain regions that may not be anatomically connected. This raises the question about the actual computational usage and biological relevance of the information included in the analysis. In addition, MVPA results do not provide weights or importance of individual electrodes included in the analysis. It is then possible that only a small part of the electrodes contributes to the significant decoding results, or that significant decoding gets lost when too many noisy electrodes are added to the analysis.

1.2.2 Deep learning for decoding

Deep learning is increasingly used in neuroscience research [173]. Although still in its early days, the application of deep learning to iEEG is very promising and is starting to gain momentum (see also Chapter 46). Using deep learning in the context of iEEG decoding work is in part appealing because it allows us to go beyond investigation based on handcrafted features (see Section 1.1.2). Indeed, representation learning [174] is a major motivation for using deep neural networks. In principle, representation learning (or feature learning) is the process by which a system automatically uncovers the representations needed for classification directly from the raw data. Although the features learned through deep learning are often described as being abstract, interpretation can be facilitated using an array of feature visualization techniques [175] including deconvolutional methods such as guided back-propagation [176]. The identification of the most discriminative samples through these approaches can be combined with signal processing tools commonly used in iEEG work, such as spectral analyses, to further enhance interpretability.

An interesting illustration of how deep learning can be applied to iEEG was provided by a study that used deep convolutional neural networks (CNNs) to probe which frequency bands of the iEEG data are correlated with feature transformations of ascending complexity along the ventral visual pathway during object recognition [56]. The study revealed that gamma activity (30-70 Hz) reflects the increasing complexity of visual feature representations in the deep CNN (see also [47]). These results illustrate how CNN activity may capture essential electrophysiological features of biological object recognition not only in space and time, but also in the frequency domain.

Recent work on decoding in cognitive neuroscience has shown the potential of other deep learning architectures, such as recurrent neural networks [177], generative adversarial neural networks [178, 179, 180] and transformers [181] to reconstruct
stimulus information based on non-linear transformations of brain inputs. In decoding from iEEG data, deep learning models have been used as powerful feature extractors from raw iEEG signals and as a tool for combining data across subjects with varying implantation coverage \[129\]. Deep learning has also been applied to iEEG in the context of epilepsy, including seizures detection, e.g. \[182, 183, 184, 185, 186, 187, 188, 189, 190\] (see Section 2.3) as well as for brain-computer interfaces \[191, 192, 193, 194\] (see Section 2).

2 AI-iEEG for neurotechnology

The ever-growing amount of neuroscientific knowledge has gradually made it possible for a novel field of neurotechnology to emerge. This field is focused on development of brain-computer interface (BCI) devices, and one of its fundamental goals is to offer technological solutions for real-world clinical problems. This includes technology for 1) restoration of lost cognitive and motor functions, such as visual prosthesis for the blind, BCIs for severely paralyzed individuals or cochlear implants for people with impaired hearing (see also Chapter 60); and 2) therapy and treatment of various chronic neurological conditions, such as deep brain stimulation devices for the Parkinson’s disease, dystonia, epilepsy and severe mental disorders (see also Chapters 59 and 61). Despite the availability and lower safety concerns of non-invasive brain recording techniques, intracranial technology has proven to be best suited for effective management of severe neurological conditions and restoration of severed cognitive or motor functions. This is because it provides superior neural signal quality \[195\], allows access to highly localized surface and deep brain structures, and overall has a better potential for long-term, continuous brain recordings and autonomous home use of the device. In that regard, ECoG and sEEG recordings have been instrumental in development, testing and deployment of various examples of emerging clinical neurotechnology. See \[196, 197, 198, 199, 200, 201, 202, 203, 204, 205, 206, 207\] for reviews.

Neurotechnology is a highly multidisciplinary field with contributions from neuroscience, signal and data processing and electrical engineering disciplines. Fundamental neuroscience provides the theory of neural processes that support cognition and behavior, and the understanding of neural signals in health and disease. Electrical engineering and material science develop cutting-edge neural recording and stimulation technology and necessary hardware to enable operation and power supply of the device. Statistics, computational modeling and machine learning provide the methodology and algorithmic base for processing neural signals and addressing the clinical problem at hand, via control of external devices (a wheelchair, exoskeleton or computer) or brain stimulation to alleviate symptoms of a chronic neural condition. More recently, BCI methodology began to incorporate advanced computational models that make use of machine learning and deep learning approaches. These AI-powered algorithms are being used increasingly more often for 1) neural signal preprocessing and extraction of informative temporal and spectral features
in brain data; 2) decoding models of target neural events, such as intended movements in paralyzed individuals or biomarkers of pathological activity in individuals with a neurological condition; 3) optimization of BCI algorithms and development of energy-efficient computing systems; 4) integration with external domain-specific tools and applications, such as virtual reality, natural language processing models and robotic components, for boosting the development of cutting-edge BCI solutions.

In this section we will describe neurotechnology applications based on the combination of AI methodology and iEEG neural data. The main examples will include BCIs for speech and communication in severely paralyzed individuals, brain implants for motor control of a wheelchair, exoskeleton or robotic arm, and deep brain stimulation devices for neurological and psychiatric disorders.

2.1 IEEG BCI for speech and communication

Individuals who suffer from a motor neuron disease (such as amyotrophic lateral sclerosis) or a brainstem stroke can develop severe motor paralysis. In extreme cases it can lead to a "locked-in syndrome" (LIS) \(^{208}\) and result in a complete loss of muscle control. Such individuals may lose the ability to perform voluntary body movements, such as walking, object interaction, speech, facial expressions, blinking, swallowing and, in extreme cases, breathing. Their means of communication are often reduced to limited eye movements or residual control of a few facial muscles. People with a complete LIS may lose any ability to communicate. Given modern standards of healthcare "locked-in" individuals can survive in their severely paralyzed state for many years and even decades \(^{209, 210}\). Interestingly, studies report that they can experience good quality of life \(^{211, 212, 213, 214, 215}\), and that one of the major predictors of good quality of life is retaining the ability to communicate with the outside world \(^{216, 217}\).

In many cases, motor paralysis in people with LIS is caused by damage to connections between the brain motor cortex and the spinal cord, or the spinal cord and nerves that lead to the muscle tissue. Unlike patients in a vegetative state, "locked-in" individuals remain conscious. Cortical activity in individuals who have suffered a brainstem stroke is largely unaffected and exhibits patterns similar to that of the healthy able-bodied individuals. Effects of motor neuron degeneration on cortical activity in individuals with a motor neuron disease, such as ALS, remain less well-understood. Several studies report a decrease in alpha \(^{218}\) and theta \(^{219}\) power compared to healthy controls, while other studies report an increase in alpha power \(^{220}\) or no difference \(^{221}\). A recent study indicates that population-level sensorimotor dynamics in ALS subjects may be comparable to sensorimotor responses in non-human primates \(^{222}\). Consistent with this finding, several studies reported successful decoding of motor information from sensorimotor cortex of individuals with ALS \(^{223, 224}\). This work demonstrates the potential of BCI technology to detect intended communication signals from brain activity of "locked-in"
individuals and translate them to computer commands, thereby unlocking a means of communication with the world.

Preparatory research towards BCI technology based on an iEEG implant relies on pre-clinical studies in able-bodied patients with medication-resistant epilepsy. These patients are temporarily implanted with iEEG electrodes (typically, for 7-10 days) for clinical monitoring of their condition with a goal to identify and subsequently remove neural sources of epilepsy. While implanted with iEEG, such patients can participate in various cognitive and motor tasks, and the collected iEEG signals are subsequently analyzed with a goal to identify, or decode, neural events relevant for BCI research. Most of this work rests on the assumption that speech production and other motor activity in able-bodied subjects engage brain mechanisms and cortical areas similar to those of attempted speech and imagined actions of paralyzed individuals. This assumption is supported by the recent work on attempted movements in amputees [225, 226] and paralyzed individuals [227, 228]. Given the reports on potentially shared neural basis of performed and imagined movements, including speech [229, 230, 231, 232, 233], it has been proposed to use imagined movement paradigms in able-bodies participants as a proxy for development of BCI technology for individuals with LIS. Other reports, however, provide conflicting evidence regarding the shared neural mechanisms of imagined and performed motor activity [234, 235], and in general, a distinction between attempted (no actual movement possible) and imagined (actual movement possible and likely inhibited) movement should be made. Further research comparing neural activity during performed, imagined and attempted actions is needed to gain better understanding of these processes and inform BCI development.

The pre-clinical work on iEEG BCIs has been focused on identifying three key components of the emerging technology for communication: 1) optimal location for implanting iEEG electrodes, 2) optimal targets or features for decoding, and 3) optimal neural decoding model. State-of-the-art BCI technology for long-term autonomous use is limited to implants with a small number of electrodes (four or sixteen) [223, 224]. Larger numbers will require higher power consumption for continuous signal recording and analysis and may lead to overheating of the implanted components beyond reasonable temperatures. Moreover, implantation of electrodes over large parts of the cortex may lead to higher risks during and following the implantation surgery and may result in longer recovery times. Until these concerns are mitigated, targeting a smaller brain region for BCI implantation is preferred. Currently, sensorimotor cortex is the primary candidate for such BCIs as its involvement in muscle control during movement and communication has been studied extensively with iEEG in non-human primates [236, 237, 238] and human participants [239, 240, 241, 23]. Other brain areas have also been considered in decoding of language and speech, such as inferior frontal gyrus, temporal and parietal regions [242, 230, 243, 244, 245, 231, 246, 247, 232]. These regions are part of the language processing network in the brain [248, 249]. However, language-related neural signals tend to be highly spatially distributed and varied across subjects, which results in less overall consensus about their potential for BCI use. It remains to be seen how the development of BCIs for communication can incorporate current
neurolinguistic theory and benefit from signals recorded in the language processing network of the brain.

Another key component of BCI for communication is the target of decoding, and given the focus on sensorimotor cortex, one of the prominent lines of research is decoding of motor information. This work includes decoding of performed movements, imagined or attempted movements of, for example, the upper limb, and relies on the previously mentioned assumption about the shared neural basis of performed and attempted movements. This research includes decoding of various types of movement, such as simple hand and finger movements [250, 193], gestures [251, 241, 252, 253, 254] and elements of sign language [255]. Accurate decoding of several classes of facial movements, such as basic mouth movements [256] and facial expressions [257] has also been demonstrated.

A long-term goal of approaches based on accurate decoding of several discrete motor commands, is to enable communication via development of a BCI with several degrees of freedom for flexible cursor control [258, 229] or use of a computer-based language speller [259]. Decoded motor commands could then be used to control such interface to move the cursor (in a discrete: up, down, left, right, or continuous fashion) and perform item selection. Despite the potential of this approach, most recent work has been focused on making BCI communication faster and more efficient, and rely on a more natural way of communication, such as attempted speech. For this, BCI researchers have turned to decoding of discrete speech-related features, such as individual phonemes [260, 230, 261, 262, 263], syllables [264], words [242, 247] and sentences [265]. Researchers have also used a closed set of decoded elements, such as phonemes, as building bricks for potential open-vocabulary decoding of full words and sentences [246, 266]. Some work explored decoding of acoustic features of speech [267, 231] and used external AI models to synthesize speech from them [233, 268]. Another recent study used microelectrode arrays over the hand knob in sensorimotor cortex to decode handwriting patterns during word spelling [269].
Decoding of speech and speech-related features has proven to be more difficult compared to other motor movements. On the other hand, it can offer the potential to provide a faster, more natural and convenient way to communicate. Therefore, speech and speech-related features remain a more attractive and overall preferred target of decoding in BCI research.

The third component – optimal models for decoding – also remains a topic of debate. From the beginning, BCI development has relied on various statistical and machine learning algorithms to perform signal processing, dimensionality reduction, time series analysis and decoding [270, 271]. Various classification methods, such as logistic regression, support vector machines, k-nearest neighbours, random forests, artificial neural networks and others have been used and compared in terms of their decoding accuracy [272, 245, 263, 264, 273]. There have been attempts to boost performance by aggregating results from an ensemble of classifiers, each generating its own decoding output. Latest advances in AI have led to the focus on the so-called neuroengineering approach that relies on deep learning for decoding. This includes the use of deep learning models for extracting features that could be used as targets of decoding [274], as well as end-to-end deep learning models for learning a complex
mapping from neural data to speech and language features \[273, 274, 275, 276, 233, 268\]. Deep learning has been used for transfer learning in iEEG to account for the variability in electrode placement across subjects and pre-train decoding models for new subjects on previously collected datasets \[275, 129\]. Another recent trend is the use of external AI tools for boosting the decoding results, such as language models \[277, 278\], audio synthesis models \[274, 233, 268\], speech-to-text models \[275\] and models of articulatory-to-acoustic inversion \[273\]. Overall, it appears that AI-powered tools for decoding are beginning to dominate the BCI scene due to their superior accuracy and potential for sophisticated data-driven solutions.

Several human clinical trials of iEEG-based BCIs for communication aiming to validate the envisioned technology in the daily life of end users have already started. A recent study by Vansteensel et al. validated a fully-implantable BCI device for communication in an individual with late-stage ALS \[223\]. Using a four-channel ECoG implant over the subject’s sensorimotor cortex and a simple linear decoding model the authors decoded binary “click” events based on attempted hand movements with 90% accuracy. The decoded clicks were used to control the on-screen computer menu and language speller. For the first time, an implantable BCI technology for communication offered its user the possibility of autonomous 24/7 home use. More recently, another study reported preliminary data from a fully-implantable BCI system in two ALS individuals \[224\]. Minimally invasive stent-electrodes (Stentrode, Synchron, CA, USA) \[279\] were implanted within participants’ vein adjacent to their motor cortex. The study reported high-fidelity decoding of two and three classes of motor events (on average, 93% accuracy of binary decoding in the typing task) and thereby demonstrated high potential of their BCI system for autonomous use in daily life. Another recent study reported the proof-of-concept of decoding attempted speech using advanced AI models in a patient with anarthria (inability to speak) following a brainstem stroke \[278\]. The authors implanted a 128-channel ECoG grid (not suitable for 24/7 home use due to power limits) over sensorimotor cortex, and built a deep recurrent neural network to detect attempted speech in neural signals in real time. After detection, another set of deep neural networks decoded individual words out of a closed set of 50 words. In addition, the system used a hidden Markov model approach and an external language model to decode short full sentences made of the set of 50 words. The study reported highly accurate (word error rate of 26%) decoding results, highlighted the importance of using external language models in achieving this result, and concluded that the developed BCI was an unprecedentedly fast (15 words a minute), accurate and naturalistic means of communication available for their participant.

Currently this work remains at the stage of clinical trials and research, but given its promising results and continuous progress in iEEG technology, BCI hardware, signal processing and decoding models, it may achieve commercialization in the foreseeable future. This will make BCI-based communication technology available for "locked-in" individuals. Once this technology becomes part of the healthcare system, it will allow its users to communicate more efficiently, thereby helping them re-integrate in the society and further improving the quality of their lives.
Fig. 5  Stentrode-based BCI for multi-click computer control used by an individual with ALS. The intracranial electrode array is implanted within the participant’s jugular vein. The study reports a successful case of autonomous home use for a BCI technology that provides a means of communication for individuals with severe motor paralysis [224]. Reprinted with permission from BMJ Publishing Group.

2.2 IEEG BCI for motor control

Up to 50% of individuals who undergo a spinal cord injury can develop a condition called tetraplegia, which refers to a complete paralysis of four limbs [280]. BCI for restoration of motor control aims to improve the lives of these individuals by decoding intended movements from neural signals in their sensorimotor cortex, and use them to control an external device. The latter can be a cursor on a screen, a virtual reality avatar or a mobility device, such as a robotic arm, exoskeleton or wheelchair. As this neurotechnology is focused on restoration of a lost function, its target population, goals and approach overlap with those of the BCIs for communication. Yet despite the severe paralysis, individuals with tetraplegia retain their ability to communicate, and this BCI technology aims to further decrease the reliance of its users on patient care by allowing them to move and interact with objects independently. Since these individuals suffer from paralysis of all four limbs, and because they are not likely to recover from this condition, long-term invasive BCI solutions may be best for restoring these persons’ motor control.
The field of iEEG-based BCI for motor control has been based on work on single cell recordings and motor-related action potentials, and has therefore been dominated by microelectrode Utah arrays. Successful preliminary work on movement decoding in animals [281,282,283,284,285,286] has laid down the pathway for clinical trials in humans (see Chapter 60). In 2006, first decoding results using a microelectrode Utah array implanted in a tetraplegic individual were published [287]. The study participant learned to control a cursor using attempted hand movements. In each trial the participant was cued with one of four target positions (up, down, left and right) and was asked to attempt to move the cursor from the center of the screen to that position. The associated single cell activity on the motor cortex showed modulation that was picked up by the decoding algorithm and used to update the cursor position. The participant reached accuracy of 73–95% across six sessions. This study was part of the first clinical trial BrainGate (Cyberkinetics, Inc.) aimed at development of microelectrode-based BCIs for motor control in paralysed human subjects (BrainGate).

Later studies, including work from other groups (University of Pittsburg and Ohio/Neurolife), expanded upon these results and demonstrated microelectrode BCI in tetraplegic subjects for a real-time control of various external devices: computer cursor [288, 289], robotic arm [290, 291], driving and flight simulators [292, 293]. These studies rely on decoding of a few discrete motor commands, for example, up, down, left, right [287]; complex multi-joint movements, such as reach and grasp [290, 294]; various movement parameters, such as velocity, translation, orientation, torque, etc. [291] and continuous muscle activity [295]. Several studies explored the possibility of restoring proprioception via electrical stimulation of the implant [296, 297] and showed that implementing sensory feedback from interaction of the BCI-controlled robotic arm with objects results in faster, more accurate and naturalistic motor control [298]. Several studies combined microelectrode BCI with functional electrical stimulation [299] of peripheral nerves to reanimate participant’s paralysed limb [295, 300, 301]. See [302] for an overview of the state of the art in upper limb decoding for BCI motor control.

Despite promising results achieved with microelectrodes, this invasive technology suffers from signal decay over time [303]. It has also been reported that for chronic long-term use of the implant, repeated calibration sessions are required [304, 305]. Moreover, microelectrode devices have not been thoroughly tested for autonomous home use (although see some preliminary recent work [306]) and are not currently certified for indefinite implantation, which largely affects and restricts the user experience. As a less invasive technique, iEEG does not suffer from signal decay over long periods of time as strongly as microelectrode arrays do. Interestingly, some work in non-human primates indicates that decoding from iEEG may be more accurate compared to microelectrode arrays [307]. Moreover, iEEG shows less signal instability over time and therefore does not require frequent recalibration [258, 308, 223, 309, 310, 304]. Autonomous home use of iEEG implants in human subjects has been successfully demonstrated [223], and iEEG electrode technology and hardware for power supply continue to evolve towards providing even
better long-term recording solutions [311, 312]. Altogether, these factors contribute to the emergence of iEEG-based BCI technology for restoration of motor control.

Unlike speech, motor control via implanted neurotechnology can be assessed in animals, and several previous studies have showed promising results of decoding performed and attempted movements in non-human primates implanted with ECoG grids [308, 313, 314, 315]. At the same time, similar to BCI for communication, much of initial research on decoding motor information from neural activity has been done pre-clinically, in able-bodied patients temporarily implanted with iEEG for epilepsy monitoring. This work reported on successful decoding of discrete movements and postures of hand [316, 317, 318, 319, 320], fingers [321, 322, 323], foot [316, 324] and other body parts; as well as decoding of continuous movement trajectories [325, 326, 327, 328, 329] and movement properties, such as force, velocity, direction and speech [22], decoding of complex multi-joint movements and gestures [251, 241, 252, 253, 254]. See [330, 331, 332] for reviews. Most of iEEG studies on motor decoding to date have focused on ECoG. However, some recent work in able-bodied subjects demonstrates the potential of sEEG in development of BCIs for motor restoration. These studies report successful cursor control [333, 334] and control of a robotic arm [335] using motor signals decoded from sEEG. See [203, 332] for reviews of pre-clinical work with sEEG.

Clinical trials in individuals with tetraplegia tested the possibility of real-time clinical applications of ECoG-based BCIs for motor control. Work by Wang and colleagues was among the earlier studies to validate this ECoG-based decoding of intended motor commands in a human subject with tetraplegia [336] (but see also [337, 338]). Following a spinal cord injury, the study participant lost volitional control of arm and hand. The participant was subsequently implanted with a high-density ECoG grid over the sensorimotor cortex and trained to perform 2D control (x and y coordinates) of a computer cursor using attempted hand and elbow movements (thumb for left, elbow for right, both thumb and elbow for up and neither for down). After 11 days of training, in their final session the participant reached an accuracy of 87% (chance was 8%) over 176 cursor control trials. Broadband neural activity in high frequency band (gamma and high gamma) showed largest modulation by the task. In another study, Silversmith et al. [304] tested a cursor control BCI system in a patient with severe tetraparesis, or partial tetraplegia. A closed-loop BCI system with a high-density ECoG implant was built to process motor neural signals (imagined arm and head movements) and use them for control of a cursor on screen. The system achieved high performance and stability over time without the need of re-calibration.

A series of recent studies demonstrated the use of an ECoG-based BCI for control of an exoskeleton [339, 310, 340]. Benabid and colleagues for the first time showed a wireless ECoG device WIMAGINE [311] implanted epidurally and bilaterally over the sensorimotor cortex of a patient with tetraplegia (Fig. 6). In two years of training, the implanted individual learned to walk and perform complex upper limb movements by controlling a four-limb exoskeleton or a virtual avatar (virtual reality) with the ECoG implant. Motor control was achieved with an adaptive linear model that decoded movement parameters to the target location (distance to its 3D position and angles between current and target location). After training the decoder,
the participant could perform voluntary movement control with a success rate above 70% for walking and 71% for 3D bimanual reach and touch tasks. This performance was stable without the need for frequent re-calibration after 7 weeks \cite{339} and later than 6 months \cite{340} after implantation.

Another recent study used an ECoG implant in combination with a functional electrical stimulation device to enable cortical control of the paralyzed hand \cite{341}. Through training the study participant learned to trigger electrical stimulation of his hand with 89% accuracy and successfully perform hand grasping tasks. After the initial period of in-lab testing, the participant was able to use the developed BCI system autonomously at home.

Similar to BCI for communication, restoration of motor control relies on various decoding models from statistics and machine learning (see \cite{330,342} for reviews of models for decoding movement). Simpler approaches based on decoding of discrete classes use various classification algorithms, such as linear discriminant analysis, k-nearest neighbors, support vector machines and others. Models that decode continuous kinematic trajectories can use linear methods, such as the linear regression. For decoding of position and velocity of movement, models of linear dynamical systems, such as the Kalman filter, are typically employed \cite{326,328}. They compute hidden states of the system, such as intended movement, based on movement from the previous time stamp, and model observed states, such as neural activity, as linearly dependent on the computed hidden state data. Noise associated with observed and hidden states is modeled separately. Such formulation allows for better estimation of time series data and helps boost performance on noisy non-stationary iEEG data. Next to the Kalman filter, hidden Markov models are also often used to handle more complex temporal dynamics in a model with hidden and observable states \cite{339}. For better temporal stability adaptive and switching decoding models \cite{339} have been employed as well.

Recently, computational approaches based on artificial neural network approaches \cite{301,343,344,253,345,346,193} have become increasingly popular. These models consistently appear to provide more accurate and robust decoding compared to simpler baselines \cite{301,343,193}. Moreover, these approaches have the potential to handle concerns associated with real-time decoding for practical BCI applications. Namely, they can provide superior speed of the BCI response and stable performance over sessions and days \cite{301}, while offering relatively computationally inexpensive, and even power-efficient solutions. The latter is further explored by development of spiking neural networks in combination with power-efficient memristive hardware as BCI solutions \cite{347}. Another interesting AI application in motor decoding is analysis of video recordings collected simultaneously with ECoG and data-driven extraction of movement feature from video data \cite{344} for decoding from the brain. Thus, similar to communication, external AI tools for extracting relevant features and building physical models can guide motor decoding and further improve the state-of-the-art performance. Altogether, as in the case of BCI for communication, it appears that state-of-the-art BCIs for motor control, implemented either on microelectrode or iEEG implant, will continue to be powered by AI decoding al-
Fig. 6 ECoG-controlled exoskeleton: a proof of concept [339], pp 1112–1122, reprinted with permission from Elsevier.

gorithms and external tools for achieving highly accurate, sophisticated, reliable control of external devices by paralyzed individuals.
2.3 iEEG for deep brain stimulation

Invasive neurotechnology for healthcare does not only focus on restoration of a lost function, such as speech, hearing, vision or motor control. Another branch of invasive neurotechnology targets chronic neurological and psychiatric conditions that do not respond to conventional treatment. Such conditions include movement disorders, such as Parkinson’s disease, essential tremor, dystonia (involuntary muscle contractions); epilepsy; mental disorders, such as major depression, schizophrenia, obsessive-compulsive disorder, chronic pain and others. These conditions affect large numbers of people. For example, it is estimated that over 160 million people worldwide suffer from major depression \[348\]. About 50-80 million worldwide suffer from epilepsy \[349, 350\], of which 30-40% do not respond to medication \[351\]. Parkinson’s disease affects over 6 million of the general population \[352\].

Many of these conditions, as well as the affected behavioral and cognitive function, have been associated with neural activity in deeper brain structures: basal ganglia in Parkinson’s disease \[353, 354\], nucleus accumbens and median forebrain bundle in major depression \[355\], amygdala and hippocampus in temporal lobe epilepsy \[356\]. Severe cases that are resistant to medication can be treated with an invasive form of therapy called deep brain stimulation (DBS). This neurotechnology assumes implantation of a small electrode wire connected to a pulse generation device, typically placed under the skin around the chest \[357\], to modulate function of deeper brain structures. The device attempts to inhibit pathological neural activity via electrical stimulation of the neural tissue surrounding the implant and thereby improve the patient’s condition.

Among the earliest applications of an implantable DBS technology in patients with Parkinson’s disease was work by Benabid and colleagues \[358\]. The authors showed that high-frequency stimulation of ventral intermediate nucleus resulted in up to 88% improvement of tremor symptoms. The effect persisted up to 29 months after implantation. Subsequently, DBS in subthalamic nuclei was developed and successfully tested in patients with Parkinson’s disease \[359, 360\]. It has since been shown to provide more relief and emotional well-being to patients compared to conventional medical treatment \[361, 362, 363\], and is now considered one of the state-of-the-art solutions for treating Parkinson’s disease. Analogous applications were developed and successfully demonstrated in patients with medication-resistant epilepsy. Earlier work reported that modulation of anterior thalamic nucleus could lead to reduction in seizure frequency \[364, 365\]. Following successful large-scale trials by Fisher and colleagues \[366\], most modern DBS devices target this region for reduction of epileptic seizures. At the same time, stimulation of other deep brain structures, such as hippocampal formation \[367\], subthalamic nucleus and substantia nigra \[368\], centromedian nucleus \[369\] and cerebellar regions \[370\] has also been explored. See \[371, 372, 356\] for reviews. Apart from Parkinson’s disease and epilepsy, DBS applications for tackling symptoms of chronic mental disorders are also being developed. These include DBS treatment of major depression \[373\], obsessive-compulsive disorder \[374\] and other conditions \[375, 376\].
DBS systems have already been able to help many people worldwide. Yet despite the accumulated success, commercially available DBS implementations have several limitations. Most systems are based on a single wire with a few electrodes (typically four) and therefore provide only limited brain coverage, that may not be suitable for comprehensive monitoring of the pathology, as brain signals in health and disease are believed to reflect large-scale states of dynamic neural systems. Moreover, commercially available DBS systems are not suitable for using recorded signals (with the exception of the Percept PC and the Activa PC+S (Medtronic) neurostimulators), in guiding the stimulation strategy (closed-loop solutions). Instead, most systems rely on open-loop solutions, which means that they deliver a constant stimulation pulse to the implanted tissue based on a simple trial and error approach and do not process observed brain signals to adapt their stimulation behavior. Such DBS systems are less effective and could drain the battery during continuous stimulation even when it may not be necessary. As a consequence, DBS shows high variability of success and can lead to DBS-induced adverse effects. Altogether, there is a need for better understanding of the neural signal, larger-scale recordings and active, adaptive monitoring of the system. Next-generation devices could represent a closed-loop system based on neuromodulation, which means that they could continuously monitor brain activity in compromised regions, identify neural patterns associated with healthy and pathological states, and devise a stimulation plan for treatment (see also Chapters 48, 59 and 61).

A number of prototypes for adaptive closed-loop solutions have already been demonstrated. Among those are studies that employ iEEG recordings for continuous recording and processing of neural signals to observe pathological activity and effects of stimulation, and adapt stimulation parameters accordingly. For example, several recent studies used ECoG grids implanted in addition to DBS wires for monitoring movement-related activity on the motor cortex. Herron et al. used ECoG electrodes to detect intended hand movements in a patient with essential tremor. In this disorder, tremor occurs primarily during intentional movement, and applying stimulation after movement intention has been identified has led to a more energy-efficient DBS system without losing much of the therapeutic value. Similar results were obtained in patients with Parkinson’s disease by Swann et al., who monitored high gamma ECoG activity on the motor cortex for markers of involuntary movements called dyskinesia, and used them to update DBS parameters. Another ECoG-based monitoring system for adaptive stimulation was tested in epilepsy and showed an up to 70% reduction of seizure frequency and persisting long-term positive effects.

In the context of DBS, another type of iEEG recordings is starting be particularly attractive. As a less invasive technology compared to ECoG, designed for monitoring neural activity in deeper brain regions, sEEG has a lot of potential for successful guidance of adaptive DBS systems. A combination of continuous registration of activity throughout the brain and advanced computational algorithms for processing large-scale multi-channel data with complex temporal dynamics and connectivity structure, may provide the necessary understanding of the nature of
neural signals in health and disease and ultimately provide appropriate DBS treatment. For example, in a recent work, Scangos et al. implanted sEEG electrodes in an individual with major depression to monitor neural signals in their hippocampus, amygdala, orbitofrontal, cingulate and striatum cortex [391]. The researchers were able to train online classifiers to continuously monitor sEEG activity in these regions and identify patient-specific biomarkers of pathological states. This allowed them to link neural activity in the patient’s amygdala to their most severe depression symptoms. This knowledge was used to guide the subsequently implanted DBS system by detecting previously identified biomarkers of depression and applying stimulation to the affected sites. The study showed that this approach resulted in a significant improvement of the patient’s symptoms. Similarly, in another study, the authors demonstrated a successful mapping of neural states monitored with sEEG to individual symptoms of the underlying treatment-resistant depression [392]. Moreover, the authors used sEEG data to optimize parameters of stimulation applied to the affected brain regions via a standard DBS implant. SEEG-informed stimulation led to a large improvement of the patient’s symptoms and their overall quality of life. Altogether, this work demonstrates the potential of sEEG implants for development of the next-generation closed-loop DBS systems with data-driven neuromodulation and personalized approaches to real-world clinical applications.

A line of research that takes this work one step further is based on the development of iEEG-based DBS systems, an integrated bidirectional approach to brain monitoring and stimulation through the same set of iEEG electrodes. Two recent studies have demonstrated a proof of concept for such a device. Basu et al. developed a system for monitoring cognitive control in individuals with mental disorders based on decoding of neural events associated with behavioral task performance [393]. Saucedo et al. reported on a similar approach applied to epilepsy and hippocampal sclerosis [394].

An important component of these adaptive DBS systems is machine learning and AI models. It has been shown that advanced algorithms that can handle high dimensionality of large-scale recordings and temporal connectivity structure may be better suited for signal processing and identification of brain states in health and disease. These algorithms are being increasingly used for identification of biomarkers of healthy and pathological states in real time and subsequent adaptation of stimulation parameters depending on how they affect behavior [395, 396]. In several applications, the potential of AI models for making complex predictions can be particularly valuable, for example, for prediction of seizure onset in epilepsy [397] or symptom severity in major depression [391]. Recently, progress in this area has been accelerated by an increase in availability of large public datasets during clinical recordings of pathological and healthy brain activity. The latter has stimulated the emergence of data science competitions, where data analysts compete in developing the algorithm that best solves the task, for example, seizure prediction. Next to that, the theory and computational models of large-scale network activity in health and disease are growing ever more comprehensive and complex [398, 378, 399]. These sophisticated models of dynamical systems and neural connectomics have the potential to drive forward our understanding of complex neural processes monitored
with continuous multi-channel recordings, such as iEEG. In DBS neurotechnology, these contributions can lead to novel closed-loop real-world solutions that provide more effective personalized treatments for severe chronic neurological conditions and thereby substantially improve quality of life.
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