Visualizing the emission of a single photon with frequency and time resolved spectroscopy
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At the dawn of Quantum Physics, Wigner and Weisskopf obtained a full analytical description (a photon portrait) of the emission of a single photon by a two-level system, using the basis of frequency modes [1]. A direct experimental reconstruction of this portrait demands an accurate measurement of a time resolved fluorescence spectrum, with high sensitivity to the off-resonant frequencies and ultrafast dynamics describing the photon creation. In this work we demonstrate such an experimental technique in a superconducting waveguide Quantum Electrodynamics (wQED) platform, using single transmon qubit and two coupled transmon qubits as quantum emitters. In both scenarios, the photon portraits agree quantitatively with the predictions of the input-output theory and qualitatively with Wigner-Weisskopf theory. We believe that our technique allows not only for interesting visualization of fundamental principles, but may serve as a tool, e.g. to realize multi-dimensional spectroscopy in waveguide Quantum Electrodynamics.

1 Introduction

The process of a photon emission in free space has been described originally by Wigner and Weisskopf [1]. This simple approximation, which now can be found in nearly any quantum optics textbook, yields an expression for a joined atom-field wave function during the process of emission. In this model the atom is considered as a qubit, i.e. a two level system with ground state |g⟩ and excited state |e⟩, decaying in isotropic 3D vacuum. The joint wave function is given by:

$$|\psi(t)⟩ = e^{-t(\gamma/2 - \omega_q)} |e, 0⟩ + |g⟩ \sum_k f_k(t) |1_k⟩$$ (1)

$$f_k(t) = \frac{g_k e^{-i\omega_k} i}{\omega_k/2 + (\omega_k - \omega_q)} (1 - e^{-t(\gamma/2 - i\omega_k - \omega_q)})$$ (2)

The outgoing photon is shaped by the light-matter coupling $g_k$, the qubit frequency $\omega_q$ and the qubit spontaneous emission rate $\gamma$. After the emission process is over and the qubit is in its ground state |g⟩, the field is in the state:

$$|f⟩ = \sum_k f_k(t >> \frac{1}{\gamma}) |1_k⟩$$ (3)

$$f_k(t >> \frac{1}{\gamma}) = \frac{g_k e^{-i\omega_k}}{i\omega_k/2 + (\omega_k - \omega_q)}$$ (4)

In the equations 1 - 4 $k$ refers to all possible wave vectors corresponding to the modes of the electric field, coupled to the atom. For the sake of simplicity, at this point we are using a sum in equation 1 instead of an integral (see appendix A for detailed discussion).

In general, the electric field operator, considering only one polarisation direction, can be written as [2]:

$$E(r, t) = E^+(r, t) + E^-(r, t) = \sum_k e_k E_k e^{-i(\omega_k t - kr)} + h.c.$$ (5)

where $E^\pm$ is the positive/negative frequency part of the electric field operator, $e_k$ is the unit vector along the polarization direction, $E_k$ is the
mode amplitude, $a_k$ is annihilation operator in the mode with wave vector $k$ and $r$ is the observation point location. State from equation 3 has zero expectation value for the field. In superposition with the vacuum state, the electric field can be calculated as

\[ \langle E \rangle \propto \langle 0 | E^{(+)} | f \rangle \propto \sum_k \sqrt{\omega_k} f_k(t) e^{ikr}. \] (6)

Following [2] and making the usual assumption that the frequencies of interest are located around $\omega_q$, one can exchange $\sqrt{\omega_k}$ with $\sqrt{\omega_q}$ and take it out of the sum. In this approximation, it turns out that $f_k(\omega_k, t)$ defines the time-dependent wavepacket, i.e. field amplitudes for a certain $\omega_k$. After exchanging the sum in expression 6 with an integral, one arrives at a usual truncated exponential decay.

Figure 1(a) shows $|f_k|$, which is proportional to electric field amplitude, as a function of both qubit-filter detuning $\omega_q - \omega_k$ and time $t$. At the very first instant of the emission process the field state is distributed over a wide frequency range, exemplifying Heisenberg uncertainty principle. After sufficient time ($> 1/\gamma$) it narrows down to a usual Lorentz-shaped line, described by equation 4. Inset in this picture shows the same wavepacket after integrating over all $\omega_k$ (the truncated exponent). The initial spectral broadening is a result of the sharp rise of the field in the inset. The spectral components of the wavepacket from the main plot can be calculated performing a Fourier transform of the field shown in the inset, taken in a time window from $-\infty$ to $t$. At long times $t \to \infty$ the spectrum corresponds to a single Lorentz-shaped peak. In this paper we demonstrate a circuit Quantum Electrodynamics technique which allows to experimentally measure $\{|f_k|\}$ directly without any post processing.

Before describing our approach it is important to discuss shortly the physical meaning of the expression 6. As it describes field amplitudes of a single photon signal it is sometimes associated with a quantum wave function of a photon $\Psi(r,t)$ (as mentioned in [2] and discussed in more details in [3–5]). In this case $|\Psi(r,t)|^2$ has an intuitively clear meaning of the energy density of the photon. This or similar terminology is sometimes used in literature, including experimental papers [6, 7]. This may stir some controversy related to localization problems of massless spin 1 particles first pointed out by Newton and Wigner [8]. Interestingly though, this problem only appears for a spatial wave function, while in momentum (fre-
quency) space the single photon wave function is a well defined mathematical object. Nevertheless, to avoid any terminology related confusions, in this paper we avoid using "single photon wave function", and refer to our experimental result, i.e. reconstruction of $f_k(\omega, t)$ through multimodal measurements of electric field, as "single photon portrait".

To reconstruct the portrait experimentally we use a waveguide with a rectangular cross section. As discussed in Appendix A, the Wigner-Weisskopf approach still holds in this quasi-1D environment, providing that the qubit frequency is not too close to the cutoff frequency of the waveguide. Therefore, our approach is well described by the theory of microwave photons propagating through quasi-one-dimensional waveguides, with no polarization or band degree of freedom. In general, regardless whether the Wigner-Weisskopf approximation is applicable, a single photon state $|F\rangle$ can be written in momentum space as a linear combination of single-photon eigenstates

$$|F\rangle = \sum_k F_k(t) |1_k\rangle = \sum_k F_k(t) a_k^\dagger |0\rangle. \quad (7)$$

The photons are labeled by momenta $k$ and we assume again that there are no other degrees of freedom. The coefficients $F_k$ can be reconstructed as $F_k = \langle 0|a_k^\dagger F\rangle$, and coincide with $f_k(t)$ from 2 when the Wigner-Weisskopf model is valid. Considering photons propagating only in one direction in the waveguide, wave vector $k$ can be substituted by wave number $k$. Our protocol to reconstruct the photon portrait (i.e. reconstruct $F_k(t) = \langle \Psi |a_k^\dagger \Psi \rangle$) consists of 3 steps: 1) create a state with a slight superposition of vacuum and a single photon state, $|\Psi\rangle = C_1 |0\rangle + C_2 |F\rangle$; 2) pass this through a filter that selects a narrow band of momenta around $k_{\text{filter}}$ and corresponding frequency $\omega_{\text{filter}}$ creating the state $\rho = P |\Psi\rangle \langle \Psi | P + (1 - |\Psi\rangle \langle \Psi |) |0\rangle \langle 0|$, where $P$ is the projection operator on a narrow bandwidth $dk$ (d$\omega$) around $k_{\text{filter}}$; 3) measure the field $E(t) \propto F_{k_{\text{filter}}}(t)$. In the paper we refer to this reconstruction as photon portrait visualization. Figure 1(a) illustrates this procedure when applied to a usual Markovian situation, where the Wigner-Weisskopf approximation is valid: after passing a narrow band filter, highlighted by the colored area electric field $E(\omega_{\text{filter}}, t)$ is being recorded and averaged. The process is repeated for different detunings between the atom ($\omega_q$) and the filter ($\omega_{\text{filter}}$). Note, that the procedure itself by no means is limited to the standard Wigner-Weisskopf emission picture with fixed qubit-environment coupling rate $\gamma$ and corresponding spectrum from the figure 1(a). In fact, in this simplest form this approximation often does not hold in typical experimental situations. For instance, the photon envelope from the inset on the figure 1(a) can be artificially controlled, for example to achieve symmetrically shaped photons for quantum information transfer [9, 10]. Our protocol to reconstruct $F_k(t)$ is still applicable in this case.

2 Results

In the following we describe how $F_k(t)$ can be experimentally measured with a state-of-art superconducting waveguide Quantum Electrodynamics (wQED) platform, using multi-mode frequency and time-domain resolved spectroscopy.

More generally, superconducting circuit QED is a particularly promising platform for experiments in quantum optics and quantum physics generally due to its flexibility and readily available set of microwave tools. Possible applications include exploring the ultra/deep-strong coupling regimes of light-matter interaction [11–13], interaction with non-Ohmic environments [14–16] and cooperative effects [17, 18], see also review [19]. Furthermore, by using the superconducting circuit QED platform we are taking advantage of quantum limited parametric amplifiers. These, or similar devices, have become a standard part of any experimental circuit QED setup. In particular they add very little noise to the amplified signal: reduced to the input noise can be as low as half of a photon in terms of added noise number [20]. In our setup we are using an amplifier known as Josephson Parametric Converter (JPC)[21]. The limited amplification bandwidth of a JPC (∼5 MHz), which in many cases can be considered as a drawback, allows to effectively Fourier filter the single photon signal.

The central part of our experimental setup consists of two transmon qubits placed into a copper rectangular waveguide with a fundamental mode cutoff frequency at $\sim 6.5$ GHz and a second mode cutoff at $\sim 13$ GHz (shown in figure 1(b)). The transmons are installed in the same plane rela-
tive to the phase front of the fundamental mode of the waveguide. The waveguide is thermally anchored to the base plate of a dilution refrigerator with temperature \( \sim 20 \text{mK} \). One end of the waveguide is used as input and is connected to a heavily attenuated coaxial line coming from room temperature electronics. The other end of the waveguide is connected to the JPC and consequently to an output line, featuring a conventional transistor-based amplification chain (see Appendices B and C for the details). Our emitter consists of two frequency-tunable (between 6.1 and 8.5 GHz) transmon qubits installed inside the waveguide and thermalized via a copper clamps. The qubit frequencies are independently controlled by two superconducting coils installed on the external surface of the waveguide (not shown). The transmons were designed to be identical, with a total length of 1.7 mm each and a nonlinearity of \( \sim 220 \text{MHz} \). One of the key features of circuit QED platform is that qubit-qubit and qubit-environment couplings can be designed independently. Indeed, transmon qubits in this architecture interact with each other as electric dipoles \[22\] and therefore the coupling depends on their mutual position and orientation. The qubit-environment interaction, in turn, within the same electric dipole approximation depends on the qubit position in the waveguide and its orientation with respect to the electric field vector of the fundamental mode of the waveguide. Exact values for both interactions depend on geometry and can be obtained from Maxwell equations with any finite element solver. In our setup the qubits are installed in parallel to each other and symmetrically in the center of the waveguide providing equal coupling to the waveguide for both transmons. Using the possibility of independent engineering of qubit-qubit and qubit-waveguide couplings in our setup, we have designed the direct coupling between the qubits to be \( \sim 60 \text{MHz} \), exceeding the coupling between the qubits and the waveguide \( \frac{\alpha}{\sqrt{\gamma}} \approx 1.5 \text{MHz} \). This is necessary to observe collective effects in our system, as it gives the qubits time to interact before the system decays radiatively into the waveguide.

The control signal quadratures were independently generated by two channels of an Arbitrary Waveform Generator with 1 GS/s sampling rate at a frequency of 200 MHz and consequently upmixed with a conventional IQ-mixer to the qubit frequency. The time-domain signal at the qubit frequency was downmixed (after JPC-filtering and amplification) to an intermediate frequency of 50 MHz before being recorded in time domain with a 16 bit resolution and 800 Msamples/s rate Digital-to-Analog converter. In a first set of experiments, we switch the JPC pump off, and do some preliminary measurements without filtering on a single qubit.

Passing through the waveguide, the input signal \( \alpha e^{-i\omega t} \) interacts resonantly with the qubit inside, changing both its population and coherence. Due to the presence of the drive and qubit internal losses, which are not included in the Wigner-
Weisskopf theory, the system is better described using the input-output formalism [23]. Being an open quantum system the qubit state in the rotating frame follows a spiral trajectory inside the Bloch sphere during the pulse, as shown in figure 2(a). Recording the output signal $\langle a_{\text{out}}(t) \rangle$ after the drive is abruptly stopped and fitting it with an input-output theoretical model (see Appendix E) allows to effectively measure the qubit coherence $\langle \sigma^- \rangle$ as a function of time. Having access to $\langle \sigma^z(t) \rangle$ during the drive pulse as well as the decay and assuming that the qubit is initially in the ground state $|g\rangle$, one can access the qubit population $\langle \sigma^z(t) \rangle$ as well. This information is enough for a qubit state tomography on an open quantum system. Similar protocols have already been implemented in circuit QED systems [24–26].

Figure 2(b) shows the raw detected signal (still in the absence of JPC-filtering) from the qubit for three pulses of different length, approximately corresponding to rotating the qubit state by $\pi/2$, $\pi$ and $3\pi/2$. The qubit state after each of these driving pulses correspond to the large green, red and black dots in the Bloch sphere shown in figure 2(a) respectively. Right after the drive pulse, the envelope of the detected signal (thick lines in figure 2(b)) is proportional to $\langle \sigma^- \rangle$. As a result, the signal from the qubit decay is largest for a $\theta \approx \pi/2$ drive pulse which maximises the qubit coherence at the end of the pulse; conversely the signal is almost non-existent for $\theta \approx \pi$. After the drive stop the envelopes of these signals essentially correspond to the inset of the figure 1(a).

For the particular case of an "infinitely long" pulse (much longer than $\gamma^{-1}$) the qubit reaches dynamic equilibrium during the pulse and the data can be fit using an analytical input-output model (see Appendix D). Experimentally we used pulses with a length of $1\mu s > \gamma^{-1} \approx (2\pi \cdot 1.5)^{-1}\mu s$. After such a pulse, the possible qubit states are restricted to an "arc" inside the Bloch sphere (see figure 2(c)). Its exact position along the "arc" depends on the ratio of the drive amplitude $\alpha$ to the square root of the qubit radiative decay $\sqrt{\gamma}$.

In order to visualize the emission process we need to reconstruct all $f_k(t)$. To do this we switch on the JPC pump, and use the JPC as a filter centred at $\omega_k$. Therefore we have access to $\langle \sigma^- \rangle$ over a narrow frequency band effectively measuring one $f_k(t)$: sweeping the JPC-qubit detuning allows us to fully reconstruct the photon portrait. For the case of zero detuning, figure 3(a) shows a JPC-filtered signal where the qubit was excited using an "infinitely long" pulse. After the pulse is switched off (at the end of zone I), the JPC and the qubit fields are interfering destructively resulting in a minimum in the signal at $\sim 30\text{ns}$ followed by a revival (zone II) and finally an exponential decay of the qubit (zone III). The constriction in zone II comes from the finite JPC memory time, given by its bandwidth. At the moment of the drive stop $t=0$ ns both the qubit and the JPC store some energy. With the chosen - rather strong - drive amplitude, JPC is mostly populated with the photons which passed the qubit without interacting with it (avoiding a phase shift associated with the qubit absorption and reemission). As the JPC decays faster than the qubit, this affects only the signal within the zone II. It is not captured directly by Wigner-Weisskopf as...
this model assumes empty electromagnetic modes before the emission. Conversely, this effect is naturally appearing within the input-output approach. For the case where the JPC is detuned from the qubit, figure 3(b), the signal does not show the simple exponential decay during the qubit emission, so we do not emphasize regions II and III in this figure. Independently of the detuning, since the qubit is prepared using an "infinitely long" pulse we fit the data in the whole range with the analytical input-output model (red-lines in figure 3, see Appendix D for the model), reproducing accurately all the features in the signals. Sweeping the JPC-qubit detuning allows us to reconstruct the photon portrait: the frequency resolved time evolution of the electric field amplitude, shown in figure 4(a), where the color code corresponds to the envelope of the detected signal. The corresponding theoretical pictures are shown in figure 4(b). The left side of this plot was obtained with the input-output approach, which matches the experiment well, and the right side is the pure Wigner-Weisskopf picture. The destructive interference due to the JPC memory is visible in the region highlighted in figure 4 with a blue oval. To obtain the portraits closer to the pure Wigner-Weisskopf picture one has to ensure that all photons in the detected signal interacted with the qubit. There are two possibilities to do it: one can either decrease the drive strength $\alpha$ to give the qubit more time to relax into the waveguide before it has to "process" the next photon, or increase $\gamma$ and therefore speeding up the "processing" rate. Both ways are relatively easy to realize experimentally, nevertheless we choose the second approach for the following reasons: First, increasing $\gamma$ also decreases the influence of non-radiative losses on the dynamics. Second, decreasing $\alpha$ would also decrease the detected signal amplitude, which would in turn require us to increase the number of averages to achieve the same signal-to-noise ratio. Finally, we believe that it is relevant to demonstrate how the method of frequency and time resolved spectroscopy works in the case of more complex systems than single qubits, demonstrating that this approach is useful to study open quantum systems.

In order to control the qubit-environment coupling $\gamma$ in-situ, we are taking advantage of the second qubit inside the waveguide, tuning it into resonance with the first. Being placed in the waveguide symmetrically, the system forms one bright and one dark state (see Appendix F). The bright state couples to the environment twice as strongly as a single qubit. The protocol described for the single qubit case above, was implemented as well on the bright state of the two-qubit system. Figure 4(c) shows the experimental result, while the corresponding theoretical pictures (input-output and Wigner-Weisskopf) are shown on the two sides of figure 4(d). Clearly, in this case the experimental result is closer to the Wigner-Weisskopf case, than in figure 4(a). In the area with the drive still on ($t < 0$), the signal now is almost absent because the bright state forms a better mirror than a single qubit, due to the increased ratio of the radiative decay to the internal losses. In addition, as the drive strength $\alpha$ was kept the same in both cases (figures 4(a) and (c)), the difference in $\gamma$ effectively changed the steady state population and excited the effective "qubit" to different points inside the Bloch sphere, illustrated with points A (two-qubits superradiant state) and B (single qubit) in the figure 2(c). This leads to an effectively weaker drive for the collective case. We note that the noise visible in the experimental data is in part due to fluctuations in the qubit frequency. This fluctuations lead to unwanted qubit-drive detuning, which for the theory pictures 4 (b) and (d) was assumed to be zero. This detuning, though, can be taken into account within the same input-output model, see Appendix D for the details and corresponding pictures. The rest of the noise, especially at long times, in the figures 4(a) and (c) could be in principle removed by longer averaging. This noise is especially noticeable at large detunings, as we have to detect weak signals. For this setup number of averages ($10^5$ times) represents a compromise between the averaging time, during which we assume the qubits to be perfectly frequency stable, and the noise level.

One clear difference between the theoretical predictions of $f_k(t)$ from figure 1(a) and the experimental portraits from figure 4 is that the measured signal dies out after the qubit has completely relaxed. This is related to the fact that we are measuring the signal at one fixed position of the detector and JPC is an imperfect Fourier filter with finite linewidth. Accordingly, the "Wigner-Weisskopf portraits" from the right halves of the figures 4(b) and (d) were obtained by inserting
the time domain signal from the inset of the figure 1(a) into the finite bandwidth filter function, defined by the equation 28 from the Appendix D.

3 Conclusion

In this work we have developed an experimental method to implement frequency and time resolved spectroscopy. We have demonstrated the power of this technique by obtaining a time-resolved portrait of a very fundamental process: the emission of single photons. All the essential features of the Wigner-Weisskopf picture - narrowing down of the spectrum, time-energy uncertainty relation - are captured by the experiment, which illustrates the deep physical connection between the Fourier transform and Heisenberg’s uncertainty principle.

In comparison with some other experiments reported earlier (e.g. [24], [26], [27]) we concentrate on the spectral components of a single photon signal, especially at the first stage of the emission process. This allows in particular to probe the qubit environment around the frequency of the qubit. A "usual" Wigner-Weisskopf picture observed experimentally in this paper, is a base line for this technique. Deviation from this picture would signify more complex physics involved.

In this context, we anticipate the method of frequency and time resolved spectroscopy to become a convenient tool to characterize circuit-QED systems and especially open quantum systems like waveguide QED. It can be used to study not just single emitters, but Markovian and non-Markovian effects in multi-level emitters and many-body quantum simulators. Furthermore, by splitting the output port, the same setup can be upgraded to perform complete tomography of multi-photon scattering [28].

This method offers, for instance, a possibility to reveal and perhaps identify a two-level system (TLS) weakly coupled to a qubit - a crucial problem in the context of circuit QED - even if there is no possibility to tune the qubit or TLS frequencies and observe the TLS with conventional spectroscopy. TLS with frequencies not exactly resonant with the qubit, but close to it, might be harmful for the device performance. Even if there is a possibility to record the qubit decay in time domain, it might be difficult to reveal the presence of an off-resonant TLS. As only one partic-
ular frequency is being amplified by the JPC, the weak off-resonant features, which would be otherwise covered by noise or signal at the central frequency, can be resolved after relatively modest averaging. In fact, this method can be compared to some of the known 2D fluorescence techniques in optics, e.g. laser-induced fluorescence [29]. This similarity points out that various types of multi-dimensional spectroscopy methods can be straightforwardly developed for circuit QED systems on the basis of our frequency-time spectroscopy.

4 Acknowledgements

AS and MZ are funded by the European Research Council (ERC) under the European Unions Horizon2020 research and innovation program (grant agreement No 714235). MZ is also supported by the Austrian Science Fund FWF within the DK-ALM (W1259-N27). MLJ is funded by MaQsens project (European Union’s Horizon2020 research and innovation program, grant agreement No 736943 and European Research Council under the European Union’s Horizon2020 research and innovation program, grant agreement No 649008). J.J.G.R. acknowledges support from project PGC2018-094792-B-I00 (MCIU/AEI/FEDER, UE), CSIC Research Platform PTI-001, and CAM/FEDER project No. S2018/TCS-4342 (QUITEMAD-CM). Facilities use was supported by the KIT Nanostructure Service Laboratory (NSL).

References

[1] V. Weisskopf and E. Wigner. Berechnung der natürlichen Linienbreite auf Grund der Diracschen Lichttheorie. Zeitschrift für Physik, 63(1):54–73, January 1930. ISSN 0044-3328. DOI: 10.1007/BF01336768.

[2] Marlan O. Scully and M. Suhail Zubairy. Quantum optics. Cambridge University Press, September 1997. DOI: 10.1017/CBO9780511813993.

[3] J. E. Sipe. Photon wave functions. Physical Review A, 52(3):1875–1883, September 1995. DOI: 10.1103/PhysRevA.52.1875.

[4] Iwo Bialynicki-Birula. On the wave function of the photon. Acta Physica Polonica A, 86(1-2):97–111, August 1994. DOI: 10.12693/APHYSPOLA.86.97.

[5] Iwo Bialynicki-Birula. Progress in Optics, volume XXXVI, chapter Photon wave function, pages 245–294. Elsevier, Amsterdam, 1996. DOI: 10.1016/S0079-6638(08)70316-0.

[6] Jeff S. Lundeen, Brandon Sutherland, Aabid Patel, Corey Stewart, and Charles Bamber. Direct measurement of the quantum wavefunction. Nature, 474(7350):188–191, June 2011. ISSN 1476-4687. DOI: 10.1038/nature10120.

[7] Alex O. C. Davis, Valerian Thiel, Michal Karpiński, and Brian J. Smith. Measuring the Single-Photon Temporal-Spectral Wave Function. Physical Review Letters, 121(8): 083602, August 2018. DOI: 10.1103/PhysRevLett.121.083602.

[8] T. D. Newton and E. P. Wigner. Localized States for Elementary Systems. Reviews of Modern Physics, 21(3):400–406, July 1949. DOI: 10.1103/RevModPhys.21.400.

[9] Srikanth J. Srinivasan, Neereja M. Sundaresan, Darius Sadri, Yanbing Liu, Jay M. Gambetta, Terri Yu, S. M. Girvin, and Andrew A. Houck. Time-reversal symmetrization of spontaneous emission for quantum state transfer. Physical Review A, 89(3): 033857, March 2014. DOI: 10.1103/PhysRevA.89.033857.

[10] M. Pechal, L. Huthmacher, C. Eichler, S. Zeytinoglu, A. A. Abdumalikov, S. Berger, A. Wallraff, and S. Filipp. Microwave-Controlled Generation of Shaped Single Photons in Circuit Quantum Electrodynamics. Physical Review X, 4(4): 041010, October 2014. DOI: 10.1103/PhysRevX.4.041010.

[11] P. Forn-Díaz, J. J. García-Ripoll, B. Peropadre, M. A. Yurtalan, J.-L. Orgiazzi, R. Belyansky, C. M. Wilson, and A. Lupascu. Ultrastrong coupling of a single artificial atom to an electromagnetic continuum in the nonperturbative regime. Nature Physics, 13(1):39–43, October 2016. ISSN 1745-2473, 1745-2481. DOI: 10.1038/nphys3905.

[12] N. K. Langford, R. Sagastizabal, M. Kounalakis, C. Dickel, A. Bruno, F. Luthi, D. J. Thoen, A. Endo, and L. DiCarlo. Experimentally simulating the
dynamics of quantum light and matter at deep-strong coupling. *Nature Communications*, 8(1):1715, November 2017. ISSN 2041-1723. DOI: 10.1038/s41467-017-01061-x.

[13] Jochen Braumüller, Michael Marthaler, Andre Schneider, Alexander Stehli, Hannes Rotzinger, Martin Weides, and Alexey V. Ustinov. Analog quantum simulation of the Rabi model in the ultra-strong coupling regime. *Nature Communications*, 8(1):779, October 2017. ISSN 2041-1723. DOI: 10.1038/s41467-017-00894-w.

[14] Yanbing Liu and Andrew A. Houck. Quantum electrodynamics near a photonic bandgap. *Nature Physics*, 13(1):48–52, January 2017. ISSN 1745-2481. DOI: 10.1038/nphys3834.

[15] Nicholas T. Bronn, Yanbing Liu, Jared B. Hertzberg, Antonio D. Córcoles, Andrew A. Houck, Jay M. Gambetta, and Jerry M. Chow. Broadband filters for abatement of spontaneous emission in circuit quantum electrodynamics. *Applied Physics Letters*, 107(17):172601, October 2015. ISSN 0003-6951. DOI: 10.1063/1.4934867.

[16] I.-C. Hoi, A. F. Kockum, L. Tornberg, A. Pourkabirian, G. Johansson, P. Delsing, and C. M. Wilson. Probing the quantum vacuum with an artificial atom in front of a mirror. *Nature Physics*, 11(12):1045–1049, 2015. ISSN 1745-2481. DOI: 10.1038/nphys3484.

[17] J. A. Mlynek, A. A. Abdumalikov, C. Eichler, and A. Wallraff. Observation of Dicke superradiance for two artificial atoms in a cavity with high decay rate. *Nature Communications*, 5:5186, November 2014. ISSN 2041-1723. DOI: 10.1038/ncomms6186.

[18] Mohammad Mirhosseini, Eunjong Kim, Xueyue Zhang, Alp Sipahigil, Paul B. Deterle, Andrew J. Keller, Ana Asenjo-Garcia, Darrick E. Chang, and Oskar Painter. Cavity quantum electrodynamics with atom-like mirrors. *Nature*, 569(7758):692–697, May 2019. ISSN 1476-4687. DOI: 10.1038/s41586-019-1196-1.

[19] G. Wendin. Quantum information processing with superconducting circuits: a review. *Reports on Progress in Physics*, 80(10):106001, September 2017. ISSN 0034-4885. DOI: 10.1088/1361-6633/aa7c1a.

[20] Carlton M. Caves. Quantum limits on noise in linear amplifiers. *Physical Review D*, 26(8):1817–1839, October 1982. DOI: 10.1103/PhysRevD.26.1817.

[21] N. Bergeal, F. Schackert, M. Metcalfe, R. Vijay, V. E. Manucharyan, L. Frunzio, D. E. Prober, R. J. Schoelkopf, S. M. Girvin, and M. H. Devoret. Phase-preserving amplification near the quantum limit with a Josephson ring modulator. *Nature*, 465(7294):64–68, May 2010. ISSN 1476-4687. DOI: 10.1038/nature09035.

[22] M. Dalmonte, S. I. Mirzaei, P. R. Muppalla, D. Marcos, P. Zoller, and G. Kirchmair. Realizing dipolar spin models with arrays of superconducting qubits. *Physical Review B*, 92(17):174507, November 2015. DOI: 10.1103/PhysRevB.92.174507.

[23] Kevin Lalumière, Barry C. Sanders, A. F. van Loo, A. Fedorov, A. Wallraff, and A. Blais. Input-output theory for waveguide QED with an ensemble of inhomogeneous atoms. *Physical Review A*, 88(4):043806, October 2013. DOI: 10.1103/PhysRevA.88.043806.

[24] A. A. Houck, D. I. Schuster, J. M. Gambetta, J. A. Schreier, B. R. Johnson, J. M. Chow, L. Frunzio, J. Majer, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf. Generating single microwave photons in a circuit. *Nature*, 449(7160):328–331, September 2007. ISSN 1476-4687. DOI: 10.1038/nature06126.

[25] A. A. Abdumalikov, O. V. Astafiev, Yu. A. Pashkin, Y. Nakamura, and J. S. Tsai. Dynamics of Coherent and Incoherent Emission from an Artificial Atom in a 1d Space. *Physical Review Letters*, 107(4):043604, July 2011. DOI: 10.1103/PhysRevLett.107.043604.

[26] C. Eichler, D. Bozyigit, C. Lang, L. Steffen, J. Fink, and A. Wallraff. Experimental State Tomography of Itinerant Single Microwave Photons. *Physical Review Letters*, 106(22):220503, June 2011. DOI: 10.1103/PhysRevLett.106.220503.

[27] F. Mallet, M. A. Castellanos-Beltran, H. S. Ku, S. Glancy, E. Knill, K. D. Irwin, G. C. Hilton, L. R. Vale, and K. W. Lehnert. Quantum State Tomography of an Itinerant Squeezed Microwave Field. *Physical Review Letters*, 106(22):220502, June 2011. DOI: 10.1103/PhysRevLett.106.220502.
[28] Tomás Ramos and Juan José García-Ripoll. Multiphoton scattering tomography with coherent states. *Phys. Rev. Lett.*, 119:153601, Oct 2017. DOI: 10.1103/PhysRevLett.119.153601.

[29] Peter C. Chen. An Introduction to Coherent Multidimensional Spectroscopy. *Applied Spectroscopy*, 70(12):1937–1951, December 2016. ISSN 0003-7028. DOI: 10.1177/0003702816669730.

[30] A. Lukashenko and A. V. Ustinov. Improved powder filters for qubit measurements. *Review of Scientific Instruments*, 79(1):014701, January 2008. ISSN 0034-6748. DOI: 10.1063/1.2827515.

[31] Florent Lecocq, Ioan M Pop, Zhihui Peng, Iulian Matei, Thierry Crozes, Thierry Fournier, Cécile Naud, Wiebke Guichard, and Olivier Buisson. Junction fabrication by shadow evaporation without a suspended bridge. *Nanotechnology*, 22(31):315302, August 2011. ISSN 0957-4484, 1361-6528. DOI: 10.1088/0957-4484/22/31/315302.

[32] J.R. Johansson, P.D. Nation, and Franco Nori. Qutip: An open-source python framework for the dynamics of open quantum systems. *Computer Physics Communications*, 183(8):1760–1772, 2012. ISSN 0010-4655. DOI: https://doi.org/10.1016/j.cpc.2012.02.021.

[33] J.R. Johansson, P.D. Nation, and Franco Nori. Qutip 2: A python framework for the dynamics of open quantum systems. *Computer Physics Communications*, 184(4):1234–1240, 2013. ISSN 0010-4655. DOI: https://doi.org/10.1016/j.cpc.2012.11.019.
APPENDICES

A Wigner-Weisskopf model in a rectangular cross section waveguide

In this section we discuss to what extend the Wigner-Weisskopf approach, developed originally for an atomic decay in 3D vacuum is relevant to our experimental situation of a rectangular cross section waveguide.

We follow [2] and start from the very general equation for the state vector of the atom-photon system:

$$|\Psi(t)\rangle = c_e(t) |e, 0\rangle + \sum_k c_{g,k}(t) |g, 1_k\rangle$$

with initial condition $c_e(0) = 1$ and $c_{g,k}(0) = 0$. We are going to use the standard Hamiltonian in the interaction picture and within rotating wave approximation:

$$H = \hbar \sum_k (g_k^* a_k + a_k g_k) e^{i(\omega_k - \omega_k)t} + \text{h.c.}$$

where $a_k$ is the annihilation operator for the field mode with wave vector $k$, $g_k = g_k(z_0) = g_k(0) e^{-ikz_0}$ is the coupling between the field mode $k$ and the atom positioned in the waveguide at the point $z_0$, and h.c. refers to hermitian conjugate. In the further discussion we will assume that the atom is located at the point $z_0 = 0$. The time dependent Schrödinger equation for these $|\Psi\rangle$ and $H$ leads to a set of equations for $c_e(t)$ and $c_{g,k}(t)$:

$$\dot{c}_e(t) = -i \sum_k g_k^* e^{i(\omega_k - \omega_k)t} c_{g,k}(t)$$

$$\dot{c}_{g,k}(t) = -i g_k e^{-i(\omega_k - \omega_k)t} c_e(t)$$

Reducing this set to only one equation for $c_e(t)$, one can write:

$$\dot{c}_e(t) = -\sum_k |g_k|^2 \int_0^t dt' e^{i(\omega_k - \omega_k)(t-t')} c_e(t')$$

Up to this moment the environmental properties have not played their role yet. The next step - changing the sum with the integral - has to take the 3D waveguide into account:

$$\sum_k \rightarrow \frac{2L}{2\pi} \int_0^{\infty} dk.$$ 

The factor 2 here comes from two possible directions of $k$, while there is only one possible polarisation direction, as we consider only decay into the fundamental mode of the waveguide. $L$ is a "quantization length" playing a similar role in the waveguide as the quantization volume in an open 3D space. With respect to 13, it is important to notice that we understand $k = |k|$ as an effective wavenumber in the waveguide, i.e. as $\sqrt{k_r^2 - k_z^2}$, where $k_r$ is the wavenumber in free space, and $k_z = \sqrt{(m\pi/a)^2 + (n\pi/b)^2}$ is the cutoff wavenumber of the rectangular waveguide with cross section dimensions $a$ and $b$. As we are interested only in the first TE spatial mode ($m=1$ and $n=0$, providing $a > b$), in our case $k_z = \frac{\pi}{a}$. To move further we have to assume a specific model of interaction between the field and the emitter; for our experimental situation an electric dipole approximation is reasonable. Therefore we define atom-field coupling as $g_k = \langle E_k d \rangle / \hbar$ and use expression for an electric field amplitude created by a photon with frequency $\omega_k$ in a specific location $x_0$ inside the waveguide (see figure 5) $E_k = \left(\frac{\hbar \omega_k}{c V}\right)^{\frac{1}{2}} \cdot sin(\frac{x_0 \pi}{a})$, where $V = abL$ is the quantization volume. This brings us to:

$$g_k = \sqrt{\frac{\omega_k}{\hbar c V}} |d_{eg}| cos(\theta) sin(\frac{x_0 \pi}{a}),$$

with $d_{eg}$ being the transitional dipole moment of the atom and $\theta$ is the angle between $E_k$ and $d_{eg}$.
Using 14 and 13 we rewrite 12:

\[ \dot{c}_e(t) = -\frac{\mu |d_{eg}|^2 \cos^2(\vartheta) \sin^2\left(\frac{2\pi}{a}\right)}{\pi \hbar ab} \int_0^\infty \frac{\omega_k^2 d\omega k}{\sqrt{\epsilon \mu \omega_k^2 - k_c^2}} e^{i(\omega_q - \omega_k)(t-t')} \int_0^t c_e(t') dt'. \quad (15) \]

Using the dispersion relation in the waveguide \( k = \sqrt{\epsilon \mu \omega_k^2 - k_c^2} \) we switch to frequencies instead of wavenumbers:

\[ \dot{c}_e(t) = -\frac{\mu |d_{eg}|^2 \cos^2(\vartheta) \sin^2\left(\frac{2\pi}{a}\right)}{\pi \hbar ab} \int_0^\infty \frac{\omega_k^2 d\omega_k}{\epsilon \mu \omega_k^2 - k_c^2} e^{i(\omega_q - \omega_k)(t-t')} \int_0^t c_e(t') dt'. \quad (16) \]

where \( \omega_c = k_c/\sqrt{\epsilon \mu} \) is the cutoff frequency of the waveguide.

At this moment we make two other assumptions which are often referred to as "Wigner-Weisskopf approximation". Both assumptions are based on the idea that at any time during the decay only frequencies close to \( \omega_q \) can be populated. With this in mind, we exchange in 16 \( \omega_k^2 \) with \( \omega_q^2 \) and extend the lower integration limit to \( -\infty \). This means that \( \omega_q \) is sufficiently higher than \( \omega_c \), so that in the frequency range we are interested in \( \frac{\omega_q^2}{\sqrt{\epsilon \mu \omega_q^2 - k_c^2}} \) can be assumed to be constant. In this case 16 becomes:

\[ \dot{c}_e(t) = -\frac{\mu |d_{eg}|^2 \cos^2(\vartheta) \sin^2\left(\frac{2\pi}{a}\right)}{\pi \hbar ab} \frac{\omega_q^2}{\epsilon \mu \omega_q^2 - k_c^2} \int_{-\infty}^\infty d\omega_k e^{i(\omega_q - \omega_k)(t-t')} \int_0^t c_e(t') dt'. \quad (17) \]

Using one of the Dirac delta function definitions \( 2\pi \delta(t' - t) = \int_{-\infty}^\infty d\omega_k e^{i(\omega_q - \omega_k)(t-t')} \) and after integration over \( t' \) we finally arrive at the usual exponential decay:

\[ \dot{c}_e(t) = -\frac{\gamma}{2} c_e(t) \quad (18) \]

\[ \gamma = \frac{2\mu |d_{eg}|^2 \cos^2(\vartheta) \sin^2\left(\frac{2\pi}{a}\right)}{\hbar ab} \frac{\omega_q^2}{\epsilon \mu \omega_q^2 - k_c^2} \int \frac{\omega_q^2}{\sqrt{\omega_q^2 - \omega_c^2}} Z_r. \quad (19) \]

\( Z_r = \sqrt{\frac{\mu c}{\epsilon}} \) in the last expression is the impedance of the waveguide medium. Plugging the usual exponential solution of 18 into 11, one can arrive at the Wigner-Weisskopf picture from the equations 1-2 from the main text. Therefore, providing all the aforementioned approximations are correct, one should expect the typical Wigner-Weisskopf picture of exponential decay to be accurate in the 3D waveguide as well, apart of expression for \( \gamma \). Note, that for the atomic frequencies \( \omega_q \) close to the cutoff \( \omega_c \) the assumptions of the Wigner-Weisskopf approximation are not correct and the decay is not exponential. For the experiment, described in the main text we are detecting frequency components of the decay within a 60 MHz frequency window around the qubit frequency 7.3 GHz. Within this window the factor \( \frac{\omega_q^2}{\sqrt{\epsilon \mu \omega_q^2 - k_c^2}} \) changes around 1.7% which is small enough not to affect the decay.

Figure 5: Transmon qubit, considered as a point-like dipole, inside a rectangular waveguide with cross section dimensions \( a \times b \).
B Methods

In the experiment we use a standard 12cm long WR90 copper rectangular waveguide with cross section dimensions 10.16 mm and 22.86 mm and cutoff frequency 6.557 GHz. On both ends it is connected to 50Ω coaxial cables with cable-to-waveguide adapters. Superconducting coils placed on the external surface of the waveguide were used to tune the qubits frequencies. The DC lines of the coils were heavily filtered to avoid additional flux noise at the qubit locations, including home-made steel powder filters [30] installed on the top of the shielding can. The waveguide was thermally anchored to the baseplate of a dilution refrigerator and operated at ~20 mK. Qubits were inserted into the waveguide through specially designed slits, and mechanically fixed with copper clamps, allowing for appropriate thermalization. Appropriate RF and DC shielding of the sample was provided by a double layer cryoperm shield, and a niobium shield.

For qubit fabrication we used a standard bridge-free Al/AIO, Al technique, described in details elsewhere [31]. In short, electron beam lithography was used to pattern junctions and antennas on a 2-inch 330 µm thick commercial sapphire substrate. An electron-gun evaporator was used to deposit 2 layers of Al on the substrate with a thickness of 20 and 30 nm respectively. Josephson junctions were formed between the 2 layers by 2.5 minutes oxidation under 15 mbar pressure, resulting in a critical current density ∼50 A/cm². To achieve appropriate balance between flux tunability and susceptibility to the flux noise, both qubits had nonidentical junctions. The sapphire wafer was subsequently diced with a diamond saw, to 2.5 mm-wide and 2.5 cm-long chips.

C Experimental setup

The experimental setup is shown in figure 6. We are generating our pulses at low (∼200 MHz) frequency from 2 independent channels of an Arbitrary Waveform Generator and up-convert them to the qubit frequency with an IQ-mixer. The pulses are attenuated by 50 dB before entering the waveguide installed at the baseplate of the fridge. After interaction with the qubits, the signal is first amplified by 20 dB within a narrow frequency band (∼5 MHz) at the base plate of the refrigerator using a JPC and consequently at the 4K stage by a High Electron Mobility Transistor amplifier (+40 dB) and at room temperature by another low-noise amplifier (also +40 dB). The input line of the fridge was equipped with a home-made Eccosorb infrared filter as well as a 12 GHz cutoff low-pass filter (both are not shown). We use a conventional mixer for down converting the signal to 50 MHz and an analog-to-digital converter for digitizing and averaging the signal amplitude. The effective noise temperature without and with JPC was estimated to be about 10.5 K and 80 mK respectively.

Superconducting coils, used to tune the qubit frequencies, were powered from current sources through...
a set of low-pass filters: 1.9 MHz cutoff, homemade 500 kHz and 3 kHz cutoff resistive Pi-filters and steel powder filters with a ∼30 kHz cutoff. The filters were installed inside an aluminum housing on the base plate of the refrigerator outside the shielding-can of the sample.

D Theoretical model: "Infinitely long" pulse

The next two appendices describe the model, based on input-output approach, used to fit the experimental data from the main text. This subsection is devoted to the situation in the main text referred to as "infinitely long" pulse, where everything can be derived analytically. In the next subsection we describe the model we solve numerically for arbitrary length pulses.

Let us consider a driven 2-level system in the framework of optical Bloch equations and input-output theory:

\[
\frac{d}{dt} \langle \sigma^z(t) \rangle = -2i \sqrt{\frac{\gamma \beta}{2}} \left[ \alpha e^{-i \omega t} \langle \sigma^+ (t) \rangle - \alpha^* e^{i \omega t} \langle \sigma^- (t) \rangle \right] - \gamma \left( \langle \sigma^z (t) \rangle + 1 \right)
\]

\[
\frac{d}{dt} \langle \sigma^- (t) \rangle = -i \left( \gamma q + \frac{\gamma}{2} \right) \langle \sigma^- (t) \rangle + \alpha e^{-i \omega t} \sqrt{\frac{\gamma \beta}{2}} \langle \sigma^z (t) \rangle
\]

\[
\langle a_{out} \rangle = \langle a_{in} \rangle - i \sqrt{\frac{\gamma \beta}{2}} \langle \sigma^- (t) \rangle,
\]

where \( \omega_q \) is the qubit transition frequency, \( \gamma \) is the qubit linewidth, related to both, spontaneous emission into the waveguide and internal losses with \( \gamma = \gamma_{\text{waveguide}} + \gamma_{\text{internal}} \), \( \alpha \) is the drive amplitude and \( \beta = \gamma_{\text{waveguide}} / (\gamma_{\text{waveguide}} + \gamma_{\text{internal}}) \) is a parameter characterising the portion of the qubit energy emitted into the waveguide.

Switching into the rotating (with the drive) frame and changing notation for \( \langle \sigma^z (t) \rangle \):

\[
\langle \sigma^- (t) \rangle = e^{-i \omega t} s, \quad \langle \sigma^+ (t) \rangle = e^{i \omega t} s^*, \quad \langle \sigma^z (t) \rangle = 2 \rho - 1,
\]

where \( s \) represents the coherence and \( \rho \) is the excited population of the qubit. Both are changing slowly in comparison with \( \omega \). This yields:

\[
\frac{d}{dt} \rho = -i \sqrt{\frac{\gamma \beta}{2}} \left[ \alpha s^* - \alpha^* s \right] - \gamma \rho
\]

\[
\frac{d}{dt} s = -i \left( \omega_q - \omega + \frac{\gamma}{2} \right) s + i \alpha \sqrt{\frac{\gamma \beta}{2}} (2 \rho - 1)
\]

which for steady state reduces to:

\[
s_0 = \frac{i \alpha \sqrt{\frac{\gamma \beta}{2}}}{i (\omega_q - \omega) + \frac{\gamma}{2}} (2 \rho_0 - 1),
\]

and:

\[
\rho_0 = -i \frac{\beta}{2 \gamma} (\alpha s_0^* - \alpha^* s_0)
\]

Choosing the initial phase so \( \alpha \) is real, we finally obtain:

\[
s_0 = -\frac{\alpha \sqrt{\frac{\gamma \beta}{2}} (\omega_q - \omega + i \gamma/2)}{(\omega_q - \omega)^2 + \gamma^2/4 + \alpha^2 \beta \gamma}
\]

\[
\rho_0 = \frac{\alpha^2 \beta \gamma/2}{(\omega_q - \omega)^2 + \gamma^2/4 + \alpha^2 \beta \gamma}
\]
We are going to use the obtained steady state solution as an initial condition to fit the qubit decay without drive. The drive is abruptly switched off at a given time $t = 0$. The system then evolves according to:

\[
\begin{align*}
\frac{d}{dt} \langle \sigma^z(t) \rangle &= -\gamma \left( \langle \sigma^z(t) \rangle + 1 \right) \\
\frac{d}{dt} \langle \sigma^-(t) \rangle &= -\left( i\omega_q + \frac{\gamma}{2} \right) \langle \sigma^-(t) \rangle \\
\langle a_{out} \rangle &= -i\sqrt{\frac{\gamma \beta}{2}} \langle \sigma^-(t) \rangle ,
\end{align*}
\]

This leads to the usual exponential decay with initial condition set by $s_0$ and $\rho_0$:

\[
\begin{align*}
\langle \sigma^z(t) \rangle &= 2e^{-\gamma t}\rho_0 - 1, \quad \langle \sigma^-(t) \rangle = e^{-i\omega_q t - \gamma t^2/2}s_0 \\
\langle a_{out}(t) \rangle &= -\sqrt{\frac{\gamma \beta}{2}}e^{-i\omega_q t - \gamma t^2/2}s_0
\end{align*}
\]

Now we have to add the amplifier to the picture:

\[
a_{\text{amp}}(t) = \sqrt{G} \int_{-\infty}^{t} \langle a_{out}(\tau) \rangle e^{-[i\omega_{\text{amp}} + \kappa](t-\tau)} d\tau + h, 
\]

where $\omega_{\text{amp}}$ is the center frequency of the amplifier band $\kappa$, $G$ is the gain, while $h$ is a noise operator. For the transmitted field after the amplifier, we then obtain:

\[
\langle a_{\text{amp}}(t) \rangle = \sqrt{G} \int_{-\infty}^{t} e^{-[i\omega_{\text{amp}} + \kappa](t-\tau)} \left[ e^{-i\omega t} \left( \alpha - i\sqrt{\frac{\gamma \beta}{2}} \right) \Theta(-\tau) - s_0 \sqrt{\frac{\gamma \beta}{2}} e^{-i\omega_q t - \gamma t^2/2} \Theta(\tau) \right] d\tau
\]

where $\Theta(t)$ is the Heaviside step function. This can be evaluated analytically and after some algebra one arrives at the final result:

\[
\langle a_{\text{amp}}(t) \rangle = \frac{e^{-t(\kappa + i\omega_{\text{amp}})} + (\kappa - i(\omega - \omega_{\text{amp}})) \frac{\alpha \beta \gamma / 2 - i(\omega_q - \omega)\min[0,t]}{\alpha^2 \beta^2 + \gamma^2 + 4 + (\omega_q - \omega)^2} + \frac{1}{(\alpha^2 \beta \gamma + \gamma^2 + 4 + (\omega_q - \omega)^2)(\gamma/2 + i(\omega_q + i\kappa - \omega_{\text{amp}}))}}{\kappa - i(\omega - \omega_{\text{amp}})}
\]

In this expression the first term describes the system behaviour at the times $t < 0$ when the drive is on and the second term is 0. After the drive stops (at $t = 0$), the second term describes the qubit decay (with the rate $\gamma/2$ instead of $\gamma$ as it corresponds to the amplitude reduction rate), while the first one describes the amplifier decay (with the rate $\kappa$). Formula (30) was used to fit our experimental data for the from the figures 4(a) and (c) in the main text. Figure 7 shows how well the fit works for the state of one qubit and the collective state of two qubits for different values of the drive-JPC detuning. In the experiment we intend to keep the drive frequency in resonance with the qubit. However, qubit frequency stability was noticeably affected by magnetic field noise in the cryostat. Since the theory does not require us to fix $\omega = \omega_q$ the qubit-drive detuning can be extracted as a result of the fit. Fitted experimental data for different detunings $\delta \omega$ for the one- and two-qubits cases, similar to figures 4(a) and (c) from the main text, are shown in figures 8(a) and 8(c). The qubit drive detuning extracted from the fit for every frequency is shown in figure 8(b), and mostly does not exceed 200 kHz. Comparison of the figure 8(a) and 4(a) from the main text leads us to the conclusion that this detuning is the main source of noise for our experimental data.

The theory only describes the system dynamics in the case of the "infinitely long" pulse, after the dynamical equilibrium between the drive and qubit decay has been established. The case of short ($\pi/2$, $\pi$, $3\pi/2$...) pulses has been treated numerically and is described in the next subsection.
Figure 7: Fitting experimental data for a single qubit (left column) and the bright state of 2 qubits (right column) for different detunings between drive and JPC frequencies $\Delta \omega = \omega - \omega_{amp}$. The data is taken from figures 4(a) and (c) from the main text.
Figure 8: a and c. Theoretical fits of the experimental data from figure 4(a) and (c) in the main text with the formula 30. Qubit-drive detuning is an independent fitting parameter for each drive-JPC detuning (unlike figures 4(b) and (d) where the qubit-drive detuning is always assumed to be zero); b and d, Qubit-drive detunings extracted from the fits for 1 and 2 qubits.

E Theoretical model: Arbitrary length pulses

In order to simulate the time-dynamics during the onset of the drive pulse, the system was also modeled numerically using QuTiP [32, 33]. The model, accounting for multiple qubits, is a modification of the model described in [23] to add the direct ‘dipole-dipole’ coupling term between the qubits $G_{ij}$:

$$H = H_{\text{qubits}} + H_{\text{qubit-drive}} + H_{\text{qubit-qubit}}$$

$$H_{\text{qubits}} = \sum_{i=1}^{2} \omega_i |e_i \rangle \langle e_i|$$

$$H_{\text{qubit-drive}} = \sum_{i=1}^{2} \left( \epsilon_i \sigma_i^+ + h.c. \right)$$

$$H_{\text{qubit-qubit}} = \sum_{j>i=1}^{2} \left( J_{ij} + G_{ij} \right) \left( \sigma_i^- \sigma_j^+ + \sigma_i^+ \sigma_j^- \right)$$

$$\dot{\rho} = -\frac{i}{\hbar} [H, \rho] + \sum_{i,j=1}^{2} \gamma_{ij} \left[ \sigma_i^- \rho \sigma_j^+ - \frac{1}{2} \left\{ \sigma_i^+ \sigma_j^-, \rho \right\} \right].$$

Here $\omega_i$ is the frequency of the $i$-th qubit, $g_i$ is its dimensionless coupling to the waveguide, $\epsilon_i$ is the drive amplitude at the position of the $i$-th qubit, $J_{ij}$ is the exchange interaction amplitude and $\gamma_{ij}$ are the elements of the radiative decay matrix. In the case when two qubits are tuned in resonance and only driven from one side, the expressions for $J_{ij}$, $\gamma_{ij}$ and $\epsilon_{ij}$ are:

$$\epsilon_i = -i \sqrt{\frac{2 \omega_i^0}{2 \omega_i}} \langle a_{in} | e^{-i \omega t_i}$$

$$J_{ij} = 2 \pi g_i g_j \omega_i \sin (\omega_i t_{ij})$$
\[
\gamma_{ij} = 4\pi g_i g_j \omega_i \cos(\omega_i t_{ij}) + \delta_{ij} \gamma_{\text{internal}}. \tag{38}
\]

Here \(t_i = x_i/\nu\) defines the phase of the input signal \(\langle a_{in} \rangle\) propagating through the waveguide with a speed \(\nu\) seen by i-th qubit located at point \(x_i\) along the waveguide. Similarly, \(t_{ij} = |x_i - x_j|/\nu\) defines the time delay of a signal propagating from the i-th to the j-th qubit. As before, \(\omega\) is the drive frequency and \(\gamma_{\text{internal}}\) is the non-radiative decay rate. In turn, \(\gamma_{ii}^0\) is the radiative decay rate of the i-th qubit, i.e. \(\gamma_{ii}\) in equation 38 without \(\gamma_{\text{internal}}\). In our configuration the qubits are located in a 3D waveguide effectively forming a closely packed system. In this case, the coupling term obtained from the waveguide input-output formalism gives \(J_{ij} = 0\) since the near-field components of the electromagnetic field are not considered. Such near-field term is instead included by introducing a direct qubit-qubit coupling term, \(G_{ij}\), which is related to the real part of the free space Green function. The output field is defined in the usual way, which is:

\[
\langle a_{\text{out}} \rangle = \langle a_{\text{in}} \rangle + \sum_{i=1}^{2} e^{i\omega_i t_i} \sqrt{\frac{\gamma_{ii}}{2}} \left( \sigma_i^+ \right).
\tag{39}
\]

Solving these equations numerically allows us to reconstruct the field propagating along the waveguide regardless of the length of the drive pulse. This method was used for state the tomography presented in figure 3(a,b) of the main text. Figure 9 shows \(\langle a_{\text{out}} \rangle\) during the entire 1\(\mu\)s pulse: (a) with qubit, and (b) without qubit.

![Figure 9: Numerically simulated output field of the waveguide \(\langle a_{\text{out}} \rangle\) during a 1\(\mu\)s pulse: a the drive is resonant with the qubit, while sweeping the qubit-JPC. b. The same but without the qubit. In both pictures the pulse starts at \(t=-1\mu s\) and stops at 0.](image)

### F Two-"atom" hybridization

Two resonantly interacting transmon qubits in the rotating wave approximation can be described by the interaction Hamiltonian \(H_{\text{int}} = g(\sigma_1^+ \sigma_2^- + \text{h.c.})\), which in the single excitation manifold has two eigenstates \(\frac{1}{\sqrt{2}}(|01\rangle \pm |10\rangle)\). When two identical transmons are placed symmetrically in the waveguide, within the electric dipole approximation it is easy to show, that the dashed transitions in figure 10(a) are prohibited. Indeed, the transition probability is proportional to the square of the corresponding matrix element of the electric dipole operator \(\sim |d_{ij}|^2\). This element can be expressed in terms of the wave functions of both transmons, given in charge representation. For example for the \(|11\rangle \rightarrow |01\rangle\pm |10\rangle\) transition it reads:

\[
d_{|11\rangle \rightarrow |01\rangle\pm |10\rangle} = \frac{l}{\sqrt{2}} \int \left( \psi_{|11\rangle}(Q_1) \psi_{|00\rangle}(Q_2) \pm \psi_{|00\rangle}(Q_1) \psi_{|11\rangle}(Q_2) \right)^* \left( Q_1 + Q_2 \right) \left( \psi_{|11\rangle}(Q_1) \psi_{|11\rangle}(Q_2) \right) dQ_1 dQ_2 = \tag{40}
\]

\[
= \frac{1}{\sqrt{2}} (d_{|11\rangle \rightarrow |00\rangle} \pm d_{|11\rangle \rightarrow |10\rangle}) = \sqrt{2}d_{|11\rangle \rightarrow |00\rangle} \text{ or } 0
\]

where \(l\) is proportional to the transmon length and \(Q_1(Q_2)\) is the charge operator of the first (second) transmon. According to equation 40 the probability of allowed transition is, in turn, increased twofold.
Figure 10: a, Energy diagram of the first levels of two coupled transmons. Direct capacitive (‘dipole-dipole’) coupling provides levels hybridization and splitting $2g$. The red arrow corresponds to the transition we are using in the experiment. b, Experimentally measured transmission $|S_{21}|$ through the waveguide with 2 capacitively coupled transmons. Colour code from blue to red corresponds to $|S_{21}|$ change from 0 to 1. Both transmons are frequency tunable and coupled inductively to a magnetic coil, with a current flowing through it (swept along X-axis). The geometry of the system is different from the one used in the main text, to emphasise the dark and bright collective states of the system.

with respect to the single transmon case. States $\frac{1}{\sqrt{2}}(|01\rangle \pm |10\rangle)$ are therefore referred as dark and bright respectively. Note, that their corresponding eigenvalues depend on the sign of the interaction constant $g$. The experiment with a photon emitted from a collective 2-transmon state has been done using the transition marked in figure 10(a) with a red arrow. Figure 10(b) shows transmission measurements through the waveguide with 2 transmons. The color code on the picture corresponds to the transmission coefficient $|S_{21}|$. The current in a coil coupled to both qubits is swept along the X-axis. To emphasise the difference between dark and bright states around the avoided crossing for this measurements, the qubits were installed in a way to have a larger coupling to the waveguide.