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Abstract
In this work, we analyze the Kuramoto model (KM) with inertia on a convergent family of graphs. It is assumed that the intrinsic frequencies of the individual oscillators are sampled from a probability distribution. In addition, a given graph, which may also be random, assigns network connectivity. As in the original KM, in the model with inertia, the weak coupling regime features mixing, the state of the network when the phases (but not velocities) of all oscillators are distributed uniformly around the unit circle. We study patterns, which emerge when mixing loses stability under the variation of the strength of coupling. We identify a pitchfork (PF) and an Andronov–Hopf (AH) bifurcations in the model with multimodal intrinsic frequency distributions. To this effect, we use a combination of the linear stability analysis and Penrose diagrams, a geometric technique for studying stability of mixing. We show that the type of a bifurcation and a nascent spatiotemporal pattern depend on the interplay of the qualitative properties of the intrinsic frequency distribution and network connectivity.
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1 Introduction

In this paper, we study the following system of coupled second-order damped oscillators on a convergent sequence of graphs \( \{ \Gamma_n \} \):

\[
\ddot{\theta}_i + \gamma \dot{\theta}_i = \omega_i + \frac{2K}{n} \sum_{j=1}^{n} a^n_{ij} \sin \left( \theta_j - \theta_i \right), \quad i \in [n] := \{1, 2, \ldots, n\}, \tag{1.1}
\]

where \( \theta_i : \mathbb{R}^+ \to \mathbb{T} := \mathbb{R}/2\pi\mathbb{Z} \) denotes the phase of the \( i \)th oscillator, \( \gamma > 0 \) is a damping constant, \( K \) is the coupling strength, and \( a^n_{ij} \) is the adjacency matrix of \( \Gamma_n \). Intrinsic frequencies \( \omega_i, i \in [n], \) are independent identically distributed random variables drawn from the probability distribution with density \( g \). By rescaling time, intrinsic frequencies, and \( K \), one can make \( \gamma = 1 \), which will be assumed without loss of generality throughout this paper.

The system of equations (1.1) is a generalization of the KM of coupled phase oscillators, which provides an important framework for studying collective dynamics in coupled networks (Kuramoto 1975; Rodrigues et al. 2016). This is also an established model of a power network (Tumash et al. 2019; Dörfler and Bullo 2012; Salam et al. 1984). The second-order derivatives are used to incorporate inertial effects into the system’s dynamics. Thus, the name—the KM with inertia. Compared to the original KM, it is a more flexible model with more degrees of freedom and richer dynamics. It features a range of spatiotemporal patterns found in the original KM (Chiba et al. 2022; Medvedev and Mizuhara 2022) as well as a few new ones that have not been studied before (Fig. 1).

The KM is best known for the phase transition from a highly irregular mixing behavior in the weak coupling regime to a gradual buildup of coherence leading to synchronization (Kuramoto 1975; Strogatz and Mirollo 1991). In the first-order KM with intrinsic frequencies sampled from a symmetric unimodal distribution, the transition to synchrony lies through the pitchfork (PF) bifurcation of mixing (Chiba 2015; Dietert 2016). A similar mechanism is involved in the transition to synchronization in the KM on graphs (Chiba and Medvedev 2019; Chiba et al. 2018). In the KM with more general coupling functions or with multimodal frequency distribution mixing may lose stability through the Andronov–Hopf (AH) bifurcation (Chiba 2021; Chiba et al. 2022; Medvedev and Mizuhara 2022). Qualitative properties of the intrinsic frequency distribution and the properties of network topology translate into a variety of spatiotemporal patterns replacing mixing when it loses stability (Chiba et al. 2022; Medvedev and Mizuhara 2022). Following (Chiba et al. 2022; Medvedev and Mizuhara 2022), we use a combination of the linear stability analysis (Chiba and Medvedev 2022) and Penrose diagrams (Penrose 1960; Dietert 2016; Medvedev and Mizuhara 2022) to describe bifurcations leading to the loss of stability of mixing as well as emerging patterns in the KM with inertia. We find many parallels in pattern
Fig. 1 A collection of patterns generated by (1.1) with unimodal and bimodal frequency distributions on complete and nonlocal nearest-neighbor graphs: a mixing, b synchronization, c clusters, d chimeras, e twisted states, f two sets of twisted states traveling in opposite directions, g a two-cluster partially locked state, h a two-cluster twisted partially locked state. In g and h, yellow stars correspond stationary clusters superimposed onto irregularly moving oscillators. Patterns in a–f can also be generated using a classical (first-order) Kuramoto model using the same settings (cf. Medvedev and Mizuhara (2022)). Patterns in g) and h) are new. Unless otherwise stated, all simulations of (1.1) were performed with $n = 10^3$ and $\gamma = 1$.

The snapshots b–h are representative for the dynamical states bifurcating from the incoherent state shown in a. The range of $K$ and the network connectivity corresponding to these patterns are explained in the text and in the bifurcation diagrams below.

formation mechanisms involved in both the ordinary KM and the KM with inertia, but we also find patterns that are not present in the former model. For instance, we identified a class of partially locked states (PLS) based on stationary anti-phase clusters (cf. Medvedev and Mizuhara (2021)) (see Fig. 1g, h). We show that the KM with inertia with symmetric bimodal (with well separated peaks) frequency distribution and nonlocal nearest-neighbor coupling has four distinct bifurcation scenarios (cf. (5.3)), compared to a single one for the ordinary KM in a similar setting (see Sect. 5). Overall, the KM with inertia offers a richer repertoire of patterns.

The loss of stability of the incoherent state in the KM with inertia on with all-to-all coupling was studied in Tanaka et al. (1997); Peron et al. (2014); Acebrón et al. (2000); Gupta et al. (2014). The results in these papers are based on self-consistent analysis and numerical simulations. Our approach relies on a rigorous linear stability analysis and applies to the KM with multimodal frequency distributions on convergent graph sequences. We show that the loss of stability of the incoherent state may lead to a variety of interesting spatiotemporal patterns, which can be related to the qualitative properties of the intrinsic frequency distribution and network topology.

The paper is organized as follows. The next section presents necessary information about stability of mixing adapted from Chiba and Medvedev (2022). In Sect. 3, we analyze the loss of stability of mixing in the model with a unimodal intrinsic frequency distribution. We use this problem as a convenient setting to introduce Penrose diagrams. The full power of this technique is revealed when we apply it to study bifurcations in the model with a family of bimodal intrinsic frequency distributions in Sect. 4. Here, in addition, to the PF bifurcation of mixing which already appeared in the unimodal case, we encounter an AH bifurcation. The latter is responsible for the formation of
traveling clusters. Furthermore, we describe another PF bifurcation, which occurs at a negative value of $K$. In contrast to the PF in the model with unimodal distribution, this time the PF bifurcation supports stationary anti-phase clusters superimposed onto irregularly moving oscillators. This pattern was not present in the ordinary KM in (cf. Medvedev and Mizuhara (2022)). In Sect. 5, we describe the role of the network topology on patterns emerging when mixing loses stability. We end this paper with concluding remarks in Sect. 6.

2 The Linear Stability of Mixing

2.1 The Mean Field Limit

The first step in the analysis of mixing is the derivation of the mean field limit for (1.1). To this end, we rewrite (1.1) as follows

\[
\begin{align*}
\dot{\theta}_i &= \psi_i + \omega_i, \\
\dot{\psi}_i &= -\psi_i + \frac{2K}{n} \sum_{j=1}^{n} \alpha_{ij} \sin(\theta_j - \theta_i), \\
\dot{\omega}_i &= 0, \quad i \in [n].
\end{align*}
\] (2.1)

Equation (2.1) shows that the phase space of each (uncoupled) oscillator is $T \times \mathbb{R} \times \mathbb{R}$.

With (2.1) at hand, it is straightforward to write down the Vlasov equation describing the dynamics of (2.1) in the limit as $n \to \infty$ (cf. Golse (2016))

\[
\partial_t f + \partial_{\theta} ((\psi + \omega) f) + \partial_{\psi} ((-\psi + N[f]) f) = 0,
\] (2.2)

where

\[
N[f](t, \theta, \psi) = \frac{K}{i} \left( e^{-i\theta} h(t, x) - e^{i\theta} \bar{h}(t, x) \right)
\]

and

\[
h(t, x) = \int_{T \times \mathbb{R}^2 \times I} W(x, y) e^{i\theta} f(t, \theta, \psi, \omega, y) d\theta d\psi d\omega dy,
\] (2.3)

is the local order parameter. Here, $I = [0, 1]$ and $f(t, \theta, \psi, \omega, x) d\theta d\psi d\omega$ stands for the probability that the state of the oscillator at the ‘spatial’ location $x \in I$ and time $t \geq 0$ is in $[\theta, \theta + d\theta] \times [\psi, \psi + d\psi] \times [\omega, \omega + d\omega]$. $W$ is a square integrable function on $I^2$, which describes the limit of the graph sequence $\{\Gamma_n\}$.

A distribution-valued solution $f(t, \theta, \psi, \omega, x)$ of the initial value problem for the Vlasov equation (2.2) yields the probability distribution of particles in the phase space

---

1 Such functions are called graphons in the graph theory. For the details on graphons, graph limits, and their applications to the continuum description of the dynamical networks, we refer the interested reader to Chiba and Medvedev (2019).
\( T \times \mathbb{R}^2 \) for each \((t, x) \in \mathbb{R}^+ \times I\) (cf. Dobrušin (1979); Kaliuzhnyi-Verbovetskyi and Medvedev (2018)). By mixing we mean the following steady-state solution of (2.2)

\[
fxm = \frac{g(\omega)}{2\pi} \delta(\psi),
\]

(2.4)

where \( \delta \) stands for Dirac’s delta function. \( fxm \) corresponds to the stationary regime, which is characterized by the uniform distribution of the phases \( \theta_i, i \in [n] \).

### 2.2 The Linearized Equation

In this section, we present the key steps in the stability analysis and refer the reader to Chiba and Medvedev (2022) for more details.

Throughout this paper, we will assume the following.

**Assumption 2.1** Let \( g \) be a real analytic function. In addition, we assume that \( \hat{g}(\eta) := \int_{\mathbb{R}} e^{i\eta \omega} g(\omega) d\omega \) is a continuous function such that

\[
\lim_{\eta \to \infty} |\hat{g}(\eta)|e^{\alpha \eta} = 0
\]

(2.5)

for some \( 0 < \alpha < 1 \).

**Remark 2.2** By the Paley–Wiener theorem, (2.5) implies that \( g(\omega) \) has an analytic continuation to the region \( 0 \leq \text{Im}(z) < \alpha \).

Since \( \omega \) does not change in time, \( f \) satisfies the following constraint

\[
g(\omega) = \int_{T \times \mathbb{R}} f(t, \theta, \psi, \omega, x) d\theta d\psi, \quad \forall (t, x) \in \mathbb{R}^+ \times I.
\]

(2.6)

Next, we recast (2.2) in Fourier variables

\[
\partial_t u_j = (j - \zeta)\partial_\zeta u_j + j \partial_\eta u_j + K(\zeta h(t, x)u_{j-1} - h(t, x)u_{j+1}), \quad j \in \mathbb{Z},
\]

(2.7)

where we used

\[
u_j(t, \zeta, \eta, x) = \int_{\mathbb{R}^2 \times T} e^{i(j\theta + \zeta \psi + \eta \omega)} f(t, \theta, \psi, \omega, x) d\theta d\psi d\omega, \quad j \in \mathbb{Z}
\]

(2.8)

and integration by parts. Note that the expression for the local parameter can be rewritten as

\[
h(t, x) = \int_I W(x, y) u_1(t, 0, 0, y) dy.
\]

In addition, we have the following constraints

\[
u_0(t, 0, 0, x) = 1,
\]

(2.9)
Equation (2.9) follows from (2.6). Equation (2.10) follows from the fact that $f$ is real. Thus, it is sufficient to restrict to $j \in \mathbb{N} \cup \{0\}$ in (2.7).

By changing from $\zeta$ to $\xi$ given by the following relations:

$$\begin{align*}
\zeta - j &= -e^{-\xi}, \quad \zeta - j < 0, \\
\zeta - j &= e^{-\xi}, \quad \zeta - j \geq 0,
\end{align*}$$

and setting

$$v_j(t, \xi, \eta, x) := \begin{cases} 
 u_j(t, j - e^{-\xi}, \eta, x), & \zeta - j < 0, \\
 u_j(t, j + e^{-\xi}, \eta, x), & \zeta - j \geq 0,
\end{cases}$$

we obtain

$$\partial_t v_j = \partial_{\xi_j} v_j + j \partial_{\eta} v_j + K(j - e^{-\xi_j}) \left( h(t, x) v_{j-1} - \overline{h(t, x)} v_{j+1} \right), \quad j \in \mathbb{Z}$$

subject to the constraint $\lim_{\xi \to \infty} v_0(t, \xi, \eta, x) = \tilde{g}(\eta)$. For $j \geq 0$, we adopt the first line of (2.11) because in the definition of the local order parameter, we need $u_1(t, 0, 0, x)$, for which $\zeta - j = -1 < 0$. By the same reason, we use the second line for $j \leq -1$.

The steady state of the Vlasov equation, $f_{mix}$, in the Fourier space has the following form

$$v_0 = \tilde{g}(\eta), \quad v_j = 0, \quad j \in \mathbb{N}.$$  (2.15)

To investigate the stability of (2.15), let $w_0 = v_0 - \tilde{g}(\eta)$ and $w_j = v_j$ for $j \neq 0$. Then, we obtain the system

$$\begin{align*}
\partial_t w_1 &= \partial_{\xi_1} w_1 + \partial_{\eta} w_1 + K(1 - e^{-\xi_1}) \left( h(t, x) \tilde{g}(\eta) + h(t, x) w_0 - \overline{h(t, x)} w_2 \right), \\
\partial_t w_j &= \partial_{\xi_j} w_j + j \partial_{\eta} w_j + K(j - e^{-\xi_j}) \left( h(t, x) w_{j-1} - \overline{h(t, x)} w_{j+1} \right), \quad j \geq 0 \text{ and } j \neq 1, \\
h(t, x) &= \int_I W(x, y) w_1(t, 0, 0, y) dy,
\end{align*}$$

and $\lim_{\xi \to \infty} w_0(t, \xi, \eta, x) = 0$. Our goal is to investigate the stability and bifurcations of the steady state (mixing) $w_j = 0, \quad j \in \mathbb{Z}$ of this system.

The linearized system has the following form

$$\partial_t w_1 = L_1[w_1] + KB[w_1] =: S[w_1],$$

$$\text{lim}_{\xi \to \infty} w_0(t, \xi, \eta, x) = 0.$$
\[ \partial_t w_j = L_j[w_j], \quad j \geq 0 \text{ and } j \neq 1, \tag{2.18} \]

where

\[ L_j[\phi](\xi, \eta, x) = (\partial_\xi + j \partial_\eta) \phi(\xi, \eta, x), \quad j \in \mathbb{Z} \tag{2.19} \]

and

\[ B[\phi](\xi, \eta, x) = (1 - e^{-\xi}) \hat{g}(\eta) W[\phi(0, 0, \cdot)](x), \tag{2.20} \]

and

\[ W[f](x) = \int_{\mathbb{R}} W(x, y) f(y) dy. \tag{2.21} \]

The self-adjoint operator \( W \) reflects the impact of connectivity on stability of mixing.

### 2.3 The Spaces

To proceed with the linear stability analysis of the mixing state, we need to introduce the following Banach spaces.

Recall \( \alpha \in (0, 1) \) defined in Assumption 2.1. For \( \alpha \in \{0, 1\} \), let

\[ \beta_1^+(\eta) = \max\{1, e^{\alpha \eta}\}, \quad \beta_1^-(\eta) = \min\{1, e^{\alpha \eta}\}, \quad \text{and} \quad \beta_2(\xi) = \min\{e^{\xi}, 1\}, \tag{2.22} \]

and define

\[ \mathcal{X}_\alpha^\pm = \{ \phi : \text{continuous on } \mathbb{R}, \|\phi\|_{\mathcal{X}_\alpha^\pm} = \sup_{\eta} \beta_1^\pm(\eta)|\phi(\eta)| < \infty\}, \]

\[ \mathcal{Y}_\alpha^\pm = \{ \phi : \text{continuous on } \mathbb{R}^2, \|\phi\|_{\mathcal{Y}_\alpha^\pm} = \sup_{\xi, \eta} \beta_1^\pm(\eta)\beta_2(\xi)|\phi(\xi, \eta)| < \infty\}, \]

\[ \mathcal{H}_\alpha^\pm = L^2(I; \mathcal{Y}_\alpha^\pm). \tag{2.23} \]

Recall that \( I \) stands for \([0, 1]\). The norms on \( \mathcal{H}_\alpha^\pm \) are defined by

\[ \|\phi\|_{\mathcal{H}_\alpha^\pm}^2 = \int_I \left( \sup_{\xi, \eta} \beta_1^\pm(\eta)\beta_2(\xi)|\phi(\xi, \eta, x)| \right)^2 dx. \tag{2.24} \]

Note that the spaces

\[ \mathcal{H}_a^+ \subset \mathcal{H}_0^+ = \mathcal{H}_0^- \subset \mathcal{H}_a^- \]

form a Gelfand triplet. Since the linear operators defined above have essential spectra on the imaginary axis, we need the generalized spectral theory based on the Gelfand triplet to detect bifurcations of mixing (Chiba and Medvedev 2022).
2.4 The Spectrum of $S$

Recall the definition of $W$ (2.21) and note that it is a compact self-adjoint operator on $L^2(I)$. Therefore, the eigenvalues of $W$ are real with the only accumulation point at 0. We denote the set of eigenvalues of $W$ by $\sigma_p(W)$.

Operators $L_j$, $j \in \mathbb{Z}$ and $B$ are densely defined on $\mathcal{H}_0^+$ (see (2.19), (2.20)) and $B$ is a bounded operator (cf. Chiba and Medvedev (2022)). The resolvent of $L_j$ is given by

$$\left(\lambda - L_j\right)^{-1}[v](\xi, \eta, x) = \begin{cases} \int_0^\infty e^{-\lambda t} v(\xi + t, \eta + jt, x) dt, & \Re \lambda > 0, \\ -\int_{-\infty}^0 e^{-\lambda t} v(\xi + t, \eta + jt, x) dt, & \Re \lambda < 0. \end{cases} \quad (2.25)$$

The right-hand side of (2.25) belongs to $\mathcal{H}_0^+$ for any $v \in \mathcal{H}_0^+$ only if $\Re \lambda < -1$ or $\Re \lambda > 0$. For $-1 \leq \Re \lambda \leq 0$, the set of $v$ such that the right-hand side exists is not dense in $\mathcal{H}_0^+$. Thus, the residual spectrum of $L_j$ is the region $\mathcal{S}_1 := \{z \in \mathbb{C} : -1 \leq \Re z \leq 0\}$. $\mathcal{S}_1$ contains no eigenvalues of $L_j$, $j \in \mathbb{Z}$. The essential spectrum of $S$ is given by $\mathcal{S}_1$, because $S = L_1 + K B$ is the bounded perturbation of $L_1$. However, $\mathcal{S}_1$ may still contain eigenvalues of $S$, as one can see from the following lemma.

Lemma 2.3 (cf. Chiba and Medvedev (2022)) Let $v$ be a nonzero eigenvalue of $W$ and let $V_v \in L^2(I)$ be a corresponding eigenfunction. Define

$$D(\lambda, \xi, \eta) = \int_{\mathbb{R}} \left( \frac{1}{\lambda - i \omega} - \frac{e^{-\xi}}{\lambda + 1 - i \omega} \right) e^{i\eta \omega} g(\omega) d\omega, \quad (2.26)$$

and

$$G(\lambda) := D(\lambda, 0, 0) = \int_{\mathbb{R}} \left( \frac{1}{\lambda - i \omega} - \frac{1}{\lambda + 1 - i \omega} \right) g(\omega) d\omega. \quad (2.27)$$

Then the root $\lambda = \lambda(v)$ of the following equation

$$G(\lambda) = \frac{1}{K v}, \quad (2.28)$$

not belonging to $\partial \sigma(L_1) = \{z \in \mathbb{C} : \Re z = -1 \text{ or } \Re z = 0\}$, is an eigenvalue of $S$ on $\mathcal{H}_0^+$. For each such root $\lambda = \lambda(v)$ the corresponding eigenfunction is given by

$$v_\lambda(\xi, \eta, x) = D(\lambda, \xi, \eta) V_v(x). \quad (2.29)$$

To study patterns arising at the bifurcations of mixing, we define the function

$$\Upsilon(\omega, \xi) = \left( \frac{1}{\lambda - i \omega} - \frac{e^{-\xi}}{\lambda + 1 - i \omega} \right) g(\omega). \quad (2.30)$$
Then, the following equality holds:

\[ v_\lambda(\xi, \eta, x) = F_\eta[\Upsilon_\lambda](\xi, \eta)V_\nu(x), \]  

(2.31)

where \( F_\eta \) is the Fourier transform with respect to \( \omega \mapsto \eta \).

Let

\[ \mathbb{H}_a := \{ z \in \mathbb{C} : \Re(z) > -a\}. \]  

(2.32)

For \( \Re \lambda > 0 \), \( \Upsilon_\lambda(\omega, \xi) \) is an integrable function in \( \omega \) as can be seen from (2.30). For \( \lambda = i u \in i \mathbb{R} \), \( \Upsilon_\lambda(\omega, \xi) \) is no longer an integrable function, but it can be interpreted as a tempered distribution, as the following argument shows. By Sokhotski–Plemelj formula (cf. Simon (2015)), we have

\[
\lim_{x \to 0+} \langle \Upsilon_{x+iy}, \phi \rangle = \lim_{x \to 0+} \int_{-\infty}^{\infty} \frac{g(\omega)\phi(\omega)}{x + iy - i\omega} d\omega - \int_{-\infty}^{\infty} \frac{e^{-\xi}g(\omega)\phi(\omega)}{1 + i(y - \omega)} d\omega
\]

\[
= \pi g(y)\delta(y) + i \text{ p. v.} \int_{-\infty}^{\infty} \frac{g(\omega + y)\phi(\omega + y)}{\omega} d\omega
\]

\[- \int_{-\infty}^{\infty} \frac{e^{-\xi}g(\omega)\phi(\omega)}{1 + i(y - \omega)} d\omega,
\]

for any \( \phi \) from the Schwartz class \( \mathcal{S}(\mathbb{R}) \). Thus, \( \Upsilon_{iy} := \lim_{x \to 0+} \Upsilon_{x+iy} \in \mathcal{S}'(\mathbb{R}) \) for each \( \xi \) and

\[ \Upsilon_{iy} = \pi g(y)\delta_y + i \mathcal{P}_y[g] - \frac{e^{-\xi}g(\omega)}{1 + i(y - \omega)}, \]  

(2.33)

where \( \delta_y \) stands for the Dirac’s delta function supported at \( y \) and

\[
\langle \mathcal{P}_y[g], \phi \rangle = \text{ p. v.} \int_{-\infty}^{\infty} \frac{g(\omega + y)\phi(\omega + y)}{\omega} d\omega.
\]  

(2.34)

Indeed, \( \lim_{\lambda \to 0+} v_\lambda(\xi, \eta, x) \) is an element of the space \( \mathcal{H}_a^- \), the dual space of \( \mathcal{H}_a^+ \). This fact was used to apply the center manifold reduction on \( \mathcal{H}_a^- \) in Chiba and Medvedev (2022).

The formulae for eigenfunctions of \( S \) (2.31)-(2.33) corresponding to bifurcating eigenvalues will be used below to explain spatiotemporal patterns arising at the loss of stability of mixing.

### 3 The Method of Penrose

Having reviewed the linear stability analysis, we next focus on the instability of mixing. To this end, we use a geometric method for locating and identifying bifurcations in the Vlasov equation, which was invented by Penrose in the context of Landau damping...
(Penrose 1960). This method was adapted to the analysis of the classical Kuramoto model in Dietert (2016) and the Kuramoto model on graphs in Chiba et al. (2022); Medvedev and Mizuhara (2022).

In this section, we explain Penrose’s method by applying it to the second-order model (1.1) with a unimodal density (see Fig. 2a). In the next section, we apply this method to unfold a codimension-2 bifurcation of mixing in the model with a bimodal density. In these two sections, we restrict to $W \equiv 1$, which corresponds to the all-to-all connectivity. The bifurcation scenarios discussed below will also hold for the KM on any graph sequence with a constant graph limit, e.g., Erdős–Rényi or Paley graphs (Chiba et al. 2018).

For $W \equiv 1$, the only nonzero eigenvalue of $W$ is $\nu = 1$ of multiplicity 1. Thus, the equation for the eigenvalues of $S$ (2.28) takes the following form

$$G(\lambda) = K^{-1},$$

where $G$ is defined in (2.27).

Our goal is to locate the roots of (3.1) in $\mathbb{H}_0 = \{ \lambda \in \mathbb{C} : \Re \lambda > 0 \}$ and find a bifurcation value $K = K_c$ at which the root disappears from $\mathbb{H}_0$. To this end, we introduce

$$G(iy) = \lim_{x \to 0^+} G(x + iy)$$

and denote $C = \{ G(it) \in \mathbb{C} : t \in \mathbb{R} \}$. The Sokhotski–Plemelj formula (Simon 2015) gives

$$G(it) = \pi g(t) - \int_{-\infty}^{\infty} \frac{g(\omega)}{1 + (\omega - t)^2} d\omega + i \left\{ \int_{0}^{\infty} \frac{g(t + \omega) - g(t - \omega)}{\omega} d\omega - \int_{-\infty}^{\infty} \frac{(\omega - t)g(\omega)}{1 + (\omega - t)^2} d\omega \right\}. \quad (3.2)$$

This yields the following parametric equations for $C$:

$$x = \pi g(t) - \int_{-\infty}^{\infty} \frac{g(\omega)}{1 + (\omega - t)^2} d\omega,$$

$$y = \int_{0}^{\infty} \frac{g(t + \omega) - g(t - \omega)}{\omega} d\omega - \int_{0}^{\infty} \frac{(g(t + \omega) - g(t - \omega))}{1 + \omega^2} d\omega \quad (3.3)$$

for $t \in \mathbb{R}$. Note that $(x, y) \to 0$ as $t \to \pm \infty$. Thus, $C$ is a bounded closed curve.

Next, suppose $g$ is an even unimodal density (see Fig. 2a). The even symmetry of $g$ implies that $C$ is symmetric about the $x$–axis (cf. (3.3)). It intersects the positive real semiaxis at a unique point $P_0 = (x_0, 0), x_0 > 0$. Further, note that $G(0) = x_0$.
(Fig. 2a, b). From the $x$–equation in (3.3), we find

$$x_0 = \pi g(0) - \int_{-\infty}^{\infty} \frac{g(\omega)}{1 + \omega^2} d\omega = \int_{-\infty}^{\infty} \frac{g(0) - g(\omega)}{1 + \omega^2} d\omega > 0.$$  (3.4)

Define

$$K_c := (x_0)^{-1}.  \quad \text{(3.5)}$$

By the argument principle, the number of roots of (3.1) in $\mathbb{H}_0$ is equal to the winding number of $C$ about $K^{-1}$ (Penrose 1960). Since for $K < K_c$, $K^{-1}$ lies outside $C$ (Fig. 2b), and the winding number is 0. We conclude that for $K < K_c$, $S$ has no eigenvalues with positive real parts. Thus, for $K < K_c$, mixing is linearly stable. For $K > K_c$, on the other hand, the winding number is 1. Because of eigenvalues with positive real parts, mixing is unstable for $K > K_c$. As $K \to K_c + 0$, $\lambda \to 0+$, and at $K = K_c$, mixing undergoes a pitchfork (PF) bifurcation.

Using (2.31) and (2.33), we compute the eigenfunction (written in $\omega$-variable) corresponding to $\lambda = 0$:

$$\Upsilon_0 = \pi g(0)\delta_0 + i P_0[g] - \frac{e^{-\xi}}{1 - i \omega} g(\omega).$$  (3.6)

The first two terms on the right-hand side of (3.6) have singularities at $\omega = 0$. The second term also has a regular component, that is smooth in $\omega \neq 0$. This determines the structure of the PLS bifurcating from the mixing state (Fig. 2c). The delta function on the right-hand side of (3.6) implies that the coherent cluster within the PLS is stationary. The regular component of $i P_0[g]$ and the third term yield the velocity distribution within the incoherent group. The combination of these two terms yields the velocity distribution within the PLS (Fig. 2d). $K = 0.29$ and $n = 5000$ were used in $d$.

### 4 A Bimodal Distribution

In this section, we study (1.1) with bimodal frequency distribution. In this setting, we find new bifurcations of mixing: an AH bifurcation and a second PF bifurcation. They result in new patterns that are not present in the unimodal case. In the end of this section, we show that breaking symmetry in a family of bimodal distributions leads to the formation of chimera states as in a similar scenario for the classical KM identified in our earlier work (Chiba et al. 2022; Medvedev and Mizuhara 2022). In the numerical experiments presented in this section, we use the following family of

\[ ^2 \text{In fact, it is asymptotically stable with respect to a suitable weak topology (Chiba and Medvedev 2022).} \]
Fig. 2  

**a**  A graph of an even unimodal probability density function $g$. We take a Gaussian centered at 0 with $\sigma = 0.3$.  

**b**  The corresponding critical curve $C$ intersects positive real semiaxis at a unique point $P_0$ indicated by a green star. The preimage of $P_0$ under $G$ is indicated by the green star in (a).  

**c**  $P_0$ corresponds to the PF bifurcation of mixing resulting in a PLS, which is then gradually transformed into synchronous state.  

**d**  The velocity distribution within the PLS near PF bifurcation is determined by the eigenfunction (3.6)

Fig. 3  

Continuous deformation of the unimodal symmetric density $g$ with $\sigma = 0.3$ into a bimodal symmetric one (a–d) and the plots of the corresponding critical curves (e–h). At the critical value $\mu = \mu^* \approx 0.413$, $C_{\mu^*}$ develops a cusp (e). This corresponds to the codimension-2 bifurcation of mixing. The preimages of points of the intersection of the critical curve with the real axis $P_0$ and $P_\mu$ in (e–h) are indicated by stars in the corresponding plots in (a–d). From left to right, $\mu$ increases from $\mu^*$ to 0.5, 0.555, and 1.
probability density functions

$$g_{\sigma_1, \sigma_2}^\mu(x) = \frac{1}{2 \sqrt{2\pi}} \left\{ e^{-\frac{(x+\mu)^2}{2\sigma_1^2}} + e^{-\frac{(x-\mu)^2}{2\sigma_2^2}} \right\}. \quad (4.1)$$

When $\sigma_1 = \sigma_2 =: \sigma$, we collapse indices into one $g_{\sigma}^\mu := g_{\sigma, \sigma}^\mu$.

### 4.1 An Andronov–Hopf Bifurcation

First, we keep $\sigma_1 = \sigma_2 =: \sigma$ and increase $\mu$ from zero. We want to understand how the critical curve changes as $\mu$ is varied. The key events in the metamorphosis of $C$ are shown in Fig. 3e–h.

For small $\mu > 0$, $C_{\mu}^3$ is diffeomorphic to $C_0$ (cf. Fig. 2b) in a neighborhood of $P_0$, the point of the intersection of $C_0$ with the real axis.

At a critical value $\mu^* > 0$, $C_{\mu^*}$ develops a cusp at $P_{\mu^*}$ (see Fig. 3e). To identify the condition for the cusp, we look for the value of $\mu$, at which the condition of the inverse function theorem fails for $G$. By $(3.3)$, this occurs when $dy/dt|_{t=0} = 0$, i.e.,

$$J[g_{\sigma}^{\mu^*}] := \left. \frac{dy}{dt} \right|_{t=0} = 2 \int_0^\infty \frac{(g_{\sigma}^{\mu^*})'(s)}{s(1+s^2)} ds = 0 \quad (4.2)$$

(see Fig. 4a).

For $\mu > \mu^*$, there is a point on the real axis $P_{\mu}$, which has two preimages under $G$ denoted by $\pm i \nu$ (Fig. 3b, f). Thus, for $\mu > \mu^*$ mixing loses stability through the Andronov–Hopf (AH) bifurcation at $K = K_{c^+}(\mu), \mu > \mu^*$, giving rise to a two-cluster pattern shown in Fig. 1c. At the AH bifurcation, $S$ has a pair of complex conjugate eigenvalues $\pm i \nu$. The corresponding eigenfunctions written in $\omega$-variable are given by $(2.33)$

$$\Upsilon_{\pm i \nu} = \pi g(\pm \nu) \delta_{\pm \nu} + i P_{\pm \nu}[g] - \frac{e^{-\xi}}{1 + i(\nu - \omega)} g(\omega). \quad (4.3)$$

Tempered distributions $\Upsilon_{i \nu}$ and $\Upsilon_{-i \nu}$ have singularities at $i \nu$ and $-i \nu$, respectively, due to $\delta$ and $P$. on the right-hand side of $(4.3)$. This implies the existence of two groups of phase-locked oscillators moving with velocities approximately equal to $\pm \nu$. Moreover, Fig. 4b shows that outside a small neighborhood of $\mu^*$, $\nu \approx \mu$ and so the group velocities correspond to the peaks of the density $g_{\sigma}^\mu$. The regular part of $P$ results in a cloud of irregularly moving oscillators. This explains the salient features of the two-clusters patterns in the pattern replacing mixing after it loses stability (see Fig. 5a). Note that $\mu = \mu^*$ separates the regions of the PF and AH bifurcations. At this value of $\mu$ and the corresponding critical value of $K$, mixing undergoes a codim-2 bifurcation. Unfolding of this bifurcation contains a range of spatiotemporal patterns.

---

3 From this point on, we explicitly indicate the dependence of $C$, $x$, and $P$ on $\mu$. 
bifurcating from mixing including one- and (traveling) two-cluster states and chimera states (see Sect. 4.3).

### 4.2 A Second Pitchfork Bifurcation

For increasing values of $\mu > \mu^*$, the loop formed by the critical curve grows while remaining in the right half-plane (Fig. 3f). At a certain value $\mu^0 > \mu^*$, it hits the origin (Fig. 3g). For $\mu > \mu^0$, the point of simple intersection of $C$ with the real axis moves into the negative semiaxis. This corresponds to the creation of the new pitchfork bifurcation at a negative value:

$$K_c^- = \left( \pi g(0) - \int_{-\infty}^{\infty} \frac{g(\omega)}{1 + \omega^2} d\omega \right)^{-1} < 0,$$

which leads to a pattern shown in Fig. 1g. Thus, for $\mu > \mu^0$ mixing is stable for $K \in (K_c^-, K_c^+)$ with $K_c^- < 0 < K_c^+$. The corresponding unstable mode at the PF bifurcation at $K_c^-$ is still given by (3.6) albeit with a bimodal $g$. In the present case, Equation (3.6) implies that there is a group of stationary phase-locked oscillators due to $\delta_0$ and the singularity of $P_0[g]$ on the right-hand side of (3.6). In addition, there is a group of moving oscillators whose velocities are determined by the regular part of $P_0[g]$ and the last term on the right-hand side of (3.6).

Equation (3.6) accounts for the velocity distribution of the pattern replacing mixing but it does not explain why the phase-locked oscillators are organized in two anti-phase coherent groups, whereas for the PF at positive $K_{PF}$ analyzed in Section 3 there is a single coherent group. The splitting into two groups can be understood with the help of the method used in Medvedev and Mizuhara (2022) for studying cluster dynamics. We outline the argument from Medvedev and Mizuhara (2022) to the extent needed for present purposes. To this end, let

$$J^- := \{ j \in [n] : \omega_j < 0 \} \quad \text{and} \quad J^+ := \{ j \in [n] : \omega_j \geq 0 \}$$

and

$$U_1 = |J^-|^{-1} \sum_{i \in J^-} \theta_i \quad \text{and} \quad U_2 = |J^+|^{-1} \sum_{i \in J^+} \theta_i.$$

Here, $|J|$ denotes the cardinality of $J$. $U_{1,2}$ describe the evolution of the two macroscopic clusters of phase-locked oscillators. In Medvedev and Mizuhara (2021), it is shown that in the limit $n \to \infty$, $U_1$ and $U_2$ satisfy the following system of ODEs

$$\dot{U}_1 + \dot{U}_1 = -\mu + K \sin (U_2 - U_1),$$

$$\dot{U}_2 + \dot{U}_2 = \mu + K \sin (U_1 - U_2),$$
Fig. 4  a The plot of $J[g^\mu_{\sigma}]$ vs $\mu$ (cf. (4.2)) when $\sigma = 0.3$. The zero of $J[g^\mu_{\sigma}]$ determines the critical value $\mu^*$. b The plot of the absolute value of the two preimages $G^{-1}(P_\mu)$. Note that for $\mu > \mu^*$ outside a small neighborhood of $\mu^*$, $|G^{-1}(P_\mu)| \approx \mu$, i.e., the two preimages of $P_\mu$ lie near the peaks of the density $g^\mu_{\sigma}$ (cf. (4.6))

Fig. 5  The bifurcation diagrams corresponding to the symmetric and asymmetric bimodal distributions for all-to-all (a and b, respectively). Colored dots indicate the value of the order parameter computed for each cluster separately for different values of $K$ and different realizations of $\omega_i$'s. To improve visualization, oscillators are rearranged into two groups depending on the sign of their intrinsic frequencies. In a, the loss of stability of mixing at $K^+_c$ results from the AH bifurcation and so creates a traveling cluster state. In b, a chimera is born at the loss of stability of mixing at $K^+_c$. It bifurcates into a moving traveling cluster at $K^+_c$. Note that the bifurcations at $K^+_c$ and $K^+_c$ affect clusters practically separately. In both cases, there is an additional PF bifurcation at $K^+_c < 0$ resulting in stationary, anti-phase clusters. To better visualize this state, all oscillators whose average velocity is sufficient small are colored in yellow stars. The following parameters were used for the distributions of the intrinsic frequencies a $\sigma = 0.3, \mu = 1$; b $\sigma_1 = 0.4, \sigma_2 = 0.2, \mu = 1$.

From this, we derive an ODE for $X = U_2 - U_1$

$$
\dot{X} = Y,
\dot{Y} = 2\mu - Y - K \sin X.
$$

A standard calculation shows that $(\arcsin \left(\frac{2\mu}{K}\right), 0)$ and $(\pi - \arcsin \left(\frac{2\mu}{K}\right), 0)$ are two equilibria of (4.5). Furthermore, the former is stable for $K > 0$ and the latter is stable for $K < 0$. 
Fig. 6  

a Asymmetric bimodal distribution with $σ_1 = 0.4$, $σ_2 = 0.2$, and $μ = 1$; b its corresponding critical curve. c The histogram of the velocity distribution within a chimera is fully determined by the singular distribution $v_{l,tμ} + 0$. The histogram was generated by simulating (1.1) with $n = 5000$, $K = 0.75$.

4.3 Chimera States

We now fix $μ ∈ (μ^*, μ^0)$ and break the even symmetry of $g_μ^{σ_1,σ_2}$ by increasing $σ_1$ and decreasing $σ_2$ (see Fig. 6a). This affects the critical curve $C_{μ,σ_1,σ_2}$ in the following way. The point of double intersection $P_μ$ splits into two points of intersection with the real axis: $P_1^μ = (x_1^μ, 0)$ and $P_2^μ = (x_2^μ, 0)$ with $0 < x_2^μ < x_1^μ$ (see Fig. 6b). Note that the preimages of these points under $G$ are still very close to the maxima of $g_μ^{σ_1,σ_2}$ (see Fig. 6a).

In particular, the preimage of $P_1^μ$ is approximately $iμ$, the center of the more localized peak of $g_μ^{σ_1,σ_2}$. This implies that mixing loses stability at $K_c^1 ≈ G(iμ)^{-1}$ The bifurcating eigenvalue $λ = iν_1 (ν_1 ≈ μ)$ and the corresponding eigenfunction

$$\Upsilon_{iν_1} = π g_{σ_1,σ_2}^{μ} δ_{ν_1} + i P_{iν_1} [g_{σ_1,σ_2}^{μ}] e^{-ξ} g_{σ_1,σ_2}^{μ} (ω) \left[ 1 + i(ν_1 - ω) \right].$$

(4.6)

Note that the first term on the right-hand side of (4.6) is a singular distribution localized at $ν_1$. The second term has a singularity at $ν_1$, but its regular part has some 'weight' near $ν_2 ≈ −μ$. These features translate into the velocity distribution within a chimera: there is a tightly localized peak around $μ$ (the coherent group) and a broader peak near $−μ$ (the incoherent group) (Figs. 6c and 5b).

5 The Role of Connectivity: Nearest–Neighbor Coupling

We have seen above that a PF bifurcation of mixing results in the formation of one or a pair of stationary coherent clusters depending on the distribution type and the sign of $K$, while the AH bifurcation leads to a pair of traveling coherent structures. All these patterns are spatially homogeneous if the coupling is all-to-all, because the only nonzero eigenvalue of $W$ is positive and the corresponding eigenfunction is constant. In general, $W$ may have eigenvalues of both signs (Chiba and Medvedev 2019). In this case, the interval of stability of mixing is bounded from both sides ($K_c^−, K_c^+$), $K_c^- < 0 < K_c^+$. The values of $K_c^−$ and $K_c^+$, as well as the types of the bifurcations at these values of $K$, depend on the interplay between the type of the distribution of $ω_i$.
Fig. 7 Bifurcation diagrams for (1.1) with unimodal and bimodal intrinsic frequency distributions and nearest-neighbor coupling with range $r = 0.35$. For this coupling type, $W$ has eigenvalues of both signs, i.e., $\nu^+ < 0 < \nu^-$. a For the unimodal distribution ($\sigma = 0.3$), the critical curve has a (simple) intersection with the real axis at $x^+ > 0$ resulting in bifurcations $K^- = -\frac{1}{|\nu^- x^+|}$ (stationary twisted states) and $K^+ = \frac{1}{|\nu^+ x^+|}$ (synchronization). b For the bimodal distribution ($\sigma_1 = \sigma_2 = 0.3, \mu = 1$), the critical curve has two intersections with the real axis, $x^- < 0 < x^+$ (where $x^-$ results in a PF and $x^+$ in an AH bifurcation). In this case, $K^- = -\frac{1}{|\nu^- x^-|}$ (stationary, anti-phase clusters) and $K^+ = \frac{1}{|\nu^+ x^+|}$ (moving homogeneous clusters). c Varying the bimodal distribution ($\sigma_1 = \sigma_2 = 0.3, \mu = 2$) changes the roots of the critical curve. In this case, $K^- = -\frac{1}{|\nu^- x^-|}$ (moving twisted clusters) and $K^+ = \frac{1}{|\nu^+ x^+|}$ (moving homogeneous clusters).

and the spectral properties of $W$. Furthermore, the bifurcation at one of these points results in a pattern with nontrivial spatial structure. In this section, we illustrate some of possible bifurcation scenarios by considering (1.1) with a nonlocal nearest-neighbor coupling.

Let $W(x, y) = U(x - y)$, which is defined by

$$U(x) = 1_{(-r, r)}(x), \quad \text{on } (-1/2, 1/2)$$

and extended to $\mathbb{R}$ by periodicity. Here, $1_A$ stands for the indicator function, and $r \in (0, 1/2)$ is a fixed parameter. Then

$$W[f](x) = \int_{-1/2}^{1/2} U(x - y)f(y)dy.$$ 

The eigenvalues of $W$ can be computed explicitly

$$\nu_k = \int_{-1/2}^{1/2} U(x)e^{\pm 2\pi i kx} dx = \int_{-1/2}^{1/2} U(x) \cos (2\pi k x) dx, \quad k = 0, 1, 2, \ldots.$$ 

The corresponding eigenfunctions are $w_k = e^{\pm 2\pi i kx}$. The largest positive eigenvalue is $\nu^+ := \nu_0 = 2r$ (cf. (Chiba and Medvedev 2019, Lemma 5.3)). Since $k = 0$, the corresponding eigenspace is 1-dimensional consisting of constant functions. By $k^* > 0$ denote the value of $k$ corresponding to the smallest negative eigenvalue of $W$, $\nu^- := \nu_k$. The corresponding eigenfunctions are $e^{2\pi i k^* x}$ and $e^{-2\pi i k^* x}$.

To explain the implications of the presence of the eigenvalues of both signs in the spectrum of $W$, we first turn to the unimodal distribution. If $g$ is even and unimodal then the region of stability of mixing is a bounded interval $(K_c^-, K_c^+)$ with $K_c^- = (\pi g(0)\nu^-)^{-1}$ and $K_c^+ = (\pi g(0)\nu^+)^{-1}$ (Chiba and Medvedev 2019). At $K_c^+$, we
observe a familiar scenario of transition to synchronization (Fig. 7a). At $K_{c}^{-}$, the situation is different. The center subspace of the linearized problem in the Fourier space is spanned by

$$v_{\nu}^{(1)} = \Upsilon_{0}(\omega, \xi)e^{2\pi ik^{*}x} \quad \text{and} \quad v_{\nu}^{(2)} = \Upsilon_{0}(\omega, \xi)e^{-2\pi ik^{*}x}.$$ 

In the solution space, we therefore expect that

$$f(t, \theta, \psi, \omega, x) \sim \text{Re} \left\{ \int_{\mathbb{R}} e^{i(\theta-\xi)} \left( c_{1}v_{\nu}^{(1)} + c_{2}v_{\nu}^{(2)} \right) d\xi, \right\}$$

(5.1)

and

$$\tilde{\Upsilon}_{0}(\omega, \psi) = \int_{\mathbb{R}} e^{-i\xi\psi} \Upsilon_{0}(\omega, \xi(\zeta)) d\zeta.$$ 

For the PLS emerging at the bifurcation, we see that the structure encoded in $\tilde{\Upsilon}_{0}(\omega, \psi)$ is now superimposed onto a linear combination of $\pm k^{*}$-twisted states (Fig. 7a).

The same principle applies to the analysis of bifurcations in the bimodal case. Suppose $\mu$ and $\sigma$ are such that the critical curve has the form as shown in Fig. 3h. Recall that $x^{-} < 0 < x^{+}$ denote the $x$-coordinates of the points of intersection of the critical curve with real axis, $P_{0}$ and $P_{\mu}$. The former is a simple intersection point and the latter is a double intersection point. The expression for $x^{-}$ is known explicitly

$$x^{-} = \pi g(0) - \int_{-\infty}^{\infty} \frac{g(\omega)}{1+\omega^{2}} d\omega.$$ 

(5.2)

As in the unimodal case, mixing is stable in a finite interval for $K_{c}$, $(K_{c}^{-}, K_{c}^{+})$. The values of $K_{c}^{-}$ and $K_{c}^{+}$ as well as the types of the bifurcations at these points depend on $x^{-}, x^{+}, \nu^{-},$ and $\nu^{+}$:

$$K_{c}^{-} = -\min \left\{ \frac{1}{|\nu^{+}x^{-}|}, \frac{1}{|\nu^{-}x^{+}|} \right\} \quad \text{and} \quad K_{c}^{+} = \min \left\{ \frac{1}{\nu^{+}x^{+}}, \frac{1}{\nu^{-}x^{-}} \right\}.$$ 

(5.3)

Here, the type of the intersection at $x^{\pm}$ (simple vs double) determines the type of the bifurcation, while the eigenfunctions $V^{\pm}$ corresponding to $\nu^{\pm}$ determine the spatial organization of the emerging pattern (homogeneous vs twisted states). Note that each of the two possible values of $K_{c}^{-}$ and $K_{c}^{+}$ in (5.3) corresponds to a distinct combination of the velocity distribution and the spatial profile of the emerging pattern. This results in a four distinct bifurcation scenarios for the loss of stability of mixing in the KM with symmetric bimodal intrinsic frequency distribution.

To illustrate different bifurcation scenarios, we use the following examples. Suppose $|\nu^{+}x^{-}| > |\nu^{-}x^{+}|$ then $K_{c}^{-} = (\nu^{+}x^{-})^{-1}$. Because $x^{-}$ is a simple intersection point, the corresponding bifurcation is PF. The anti-phase solution bifurcating from mixing
Fig. 8 Bifurcation diagram for the coupling $U(x) = -6 \cos(2\pi x)$. Taking bimodal distribution ($\sigma_1 = \sigma_2 = 0.3$, $\mu = 1$) results in the bifurcations $K_c^- = -\frac{1}{|\nu - x|}$ (moving twisted clusters) and $K_c^+ = \frac{1}{\nu - x}$ (stationary, anti-phase twisted states). To better visualize this latter state, the position of every oscillator whose average velocity is sufficiently small is depicted by a yellow star at $K = K_c^-$ is shown in Fig. 7b (compare with the anti-phase solution in Fig. 5b). Alternatively, if $|\nu^+ x^-| < |\nu^- x^+|$ then $K_c^- = (\nu^- x^+)^{-1}$. This time the bifurcation is AH and the bifurcating pattern are two sets of traveling twisted states (Fig. 7c).

Likewise, there are two possible scenarios for the bifurcations at $K = K_c^+$. If $\nu^+ x^+ > \nu^- x^-$ then $K_c^+ = (\nu^+ x^+)^{-1}$. Thus, we have an AH bifurcation producing two sets of traveling clusters (Fig. 7c). If, on the other hand, $\nu^+ x^+ < \nu^- x^-$ then $K_c^+ = (\nu^- x^-)^{-1}$. The corresponding bifurcation is PF producing a set of stationary twisted states. To illustrate the last scenario, we take

$$U(x) = 2\nu \cos(2\pi x).$$

With this choice of $U$, the only nonzero eigenvalue of $W$ is $\nu$. Taking $\nu < 0$, we have $\nu^- = \nu$ and $\nu^+$ does not exist.

The bifurcation at $K_c^- = -\frac{1}{|\nu - x|}$ generates moving twisted clusters, while that at $K_c^+ = \frac{1}{\nu - x}$ results in a pair of stationary anti-phase twisted states. These patterns are shown in Fig. 8.

6 Discussion

The instability of mixing in the original KM and in the model with inertia reveals a wealth of spatiotemporal patterns in these models. In our previous work (Chiba et al. 2022; Medvedev and Mizuhara 2022), we developed a method for studying these patterns, which is based on the combination of the linear stability analysis of mixing (cf. Chiba and Medvedev (2019)) and Penrose diagrams (Penrose 1960) (see also Dietert (2019)). In the present paper, we extend this approach to the KM with inertia. We show that in addition to a PF and an AH bifurcations of mixing similar to those analyzed in Chiba et al. (2022); Medvedev and Mizuhara (2022), the KM with inertia features new bifurcation scenarios which were not present in the original model.
In similar settings. In particular, for the model with symmetric bimodal frequency distribution we identify a new PF bifurcation which follows the AH bifurcation of mixing. The new PF bifurcation results in a new PLS, which consists of two stationary clusters superimposed onto a cloud of irregularly moving oscillators (Fig. 1g). Note that in the original KM clusters are born in an AH bifurcation and are automatically traveling (cf. Medvedev and Mizuhara (2022)). The same bifurcation in the model with inertia on nonlocal nearest-neighbor graphs produces similar patterns with coherent clusters organized as twisted states (Fig. 1f). These patterns were not present in the analysis of the original KM. Furthermore, the presence of the second PF bifurcation enriches the repertoire of possible bifurcation scenarios considerably. For instance, in the model with a family of symmetric bimodal distributions we find four distinct bifurcation scenarios of mixing (cf. Sect. 5) versus a single bifurcation scenario found for the original KM in a similar setting. This underscores the flexibility of pattern forming mechanisms in the model with inertia.

In addition to applications to biological systems well known for the ordinary KM, the model with inertia is also known for its applications in modeling power grids (Dörfler and Bullo 2012). In particular, the model with bimodal frequency distribution comes up in the context of certain high-voltage power grids (cf. Tumash et al. (2019)). Therefore, bifurcations of mixing identified in the present paper may be useful for understanding stability of these technological systems.
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