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ABSTRACT. We investigate representations of Coxeter groups into GL(n, R) as geometric reflection groups which are convex cocompact in the projective space \( \mathbb{P}(\mathbb{R}^n) \). We characterize which Coxeter groups admit such representations, and we fully describe the corresponding spaces of convex cocompact representations as reflection groups, in terms of the associated Cartan matrices. The Coxeter groups that appear include all infinite, word hyperbolic Coxeter groups; for such groups the representations as reflection groups that we describe are exactly the projective Anosov ones. We also obtain a large class of nonhyperbolic Coxeter groups, thus providing many examples for the theory of nonhyperbolic convex cocompact subgroups in \( \mathbb{P}(\mathbb{R}^n) \) developed in [DGK2].
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1. INTRODUCTION

In the setting of semisimple Lie groups of real rank one, convex cocompact subgroups are a well-studied middle-ground between the very special class of cocompact lattices and the general class of all finitely generated discrete subgroups. The actions of such groups on the associated Riemannian symmetric space and its visual boundary at infinity are known to exhibit many desirable geometric and dynamical properties.
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In the setting of higher-rank semisimple Lie groups, however, it is not obvious how to generalize the notion of convex cocompact subgroup in a way that guarantees similar desirable properties while at the same time being flexible enough to admit large interesting classes of examples. In particular, the most natural generalization of convex cocompactness, in higher-rank Riemannian symmetric spaces, turns out to be quite restrictive, see [KL, Q].

In [DGK2], the first three authors investigated several notions of convex cocompactness for discrete subgroups of the higher-rank semisimple Lie group $\text{PGL}(V)$ acting on the projective space $\mathbb{P}(V)$, where $V$ is a finite-dimensional real vector space. This generalized both the classical theory of convex cocompactness in real hyperbolic geometry, and the theory of divisible convex sets, as developed in particular by Benoist (see [Be5]). These notions of convex cocompactness in $\mathbb{P}(V)$ come with a rich world of examples: see e.g. [Me, Be4, Ma1, BM, CM, Ba, CL, Ma2, BDL, CLM1, DGK1, DGK2, Z, LM, DGK3, CLM2]. The goal of the present paper is to study these notions in the context of Vinberg’s theory of discrete reflection groups.

Reflection groups are a major source of interesting examples in the study of Kleinian groups and hyperbolic geometry. While cocompact reflection groups in the real hyperbolic space $\mathbb{H}^m$ may exist only for dimensions $m \leq 29$ (see [Vi2]), there are rich families of convex cocompact reflection groups in $\mathbb{H}^m$ for any dimension $m \geq 2$ (see e.g. [DH, § 4]).

In [Vi1], Vinberg studied a more general notion of reflection group in the setting of general linear groups $\text{GL}(V)$, giving a necessary and sufficient condition for the linear reflections in the hyperplanes bounding a convex polyhedral cone $\tilde{\Delta}$ in $V$ to generate a discrete subgroup $\Gamma$ of $\text{GL}(V)$ such that the $\Gamma$-translates of $\text{Int}(\tilde{\Delta})$ are mutually disjoint. We will call these discrete groups reflection groups. When infinite, they naturally identify with discrete subgroups of $\text{PGL}(V)$ via the projection $\text{GL}(V) \to \text{PGL}(V)$. Vinberg’s construction includes the reflection groups in $\mathbb{H}^m$ as a special case for which the reflections preserve a nondegenerate quadratic form of signature $(m, 1)$ on $V$. However, the construction also gives large families of interesting discrete subgroups of $\text{GL}(V)$ which are not contained in $\text{O}(m, 1)$, including some that preserve nondegenerate quadratic forms of signature other than $(m, 1)$, and many others that do not preserve any nonzero quadratic form at all. This is a rich source of examples of discrete subgroups of infinite covolume in higher-rank semisimple Lie groups (see e.g. [KV, Be3, Be4, CLM1, LM]).

The goal of the paper is to give an explicit characterization of the notions of convex cocompactness from [DGK2] in the setting of Vinberg’s reflection groups, with an application to the study of Anosov representations of word hyperbolic Coxeter groups.

1.1. Convex cocompactness in projective space. Let $V$ be a real vector space of dimension $n \geq 2$. We say that an open subset $\Omega$ of the projective space $\mathbb{P}(V)$ is convex if it is contained and convex in some affine chart, and properly convex if it is convex

---

1Vinberg referred to these groups by the name discrete linear groups generated by reflections, or simply linear Coxeter groups [Vi1, Def. 2].
and bounded in some affine chart. Here are the three notions of projective convex cocompactness from [DGK2] on which we focus.

**Definition 1.1.** An infinite discrete subgroup $\Gamma$ of $\text{GL}(V)$ is
(i) *naively convex cocompact in* $\mathbb{P}(V)$ *if it acts properly discontinuously on some properly convex open subset $\Omega$ of* $\mathbb{P}(V)$ *and cocompactly on some nonempty $\Gamma$-invariant closed convex subset $C$ of* $\Omega$;
(ii) *convex cocompact in* $\mathbb{P}(V)$ *if (i) holds and $C \subset \Omega$ can be taken “large enough”, in the sense that the closure of $C$ in $\mathbb{P}(V)$ contains all accumulation points of all possible $\Gamma$-orbits $\Gamma \cdot y$ with $y \in \Omega$;
(iii) *strongly convex cocompact in* $\mathbb{P}(V)$ *if (i) holds and $\Omega$ can be taken so that its boundary $\partial \Omega$ is $C^1$ and strictly convex (i.e. does not contain any nontrivial projective segment).

We note that (iii) implies (ii), as all $\Gamma$-orbits of $\Omega$ have the same accumulation points when $\Omega$ is strictly convex (Remark 2.1).

The three notions of convex cocompactness in Definition 1.1 may seem quite similar at first glance, and they are indeed equivalent for discrete subgroups of $\text{Isom}(\mathbb{H}^m) \subset \text{O}(m,1)$. However, the three notions admit a number of subtle differences in general. In particular, naive convex cocompactness is not always stable under small deformations (see [DGK2, Rem. 4.5.(b)] and [DGK3]), whereas convex cocompactness and strong convex cocompactness are [DGK2, Th. 1.16]. By [DGK2, Th. 1.15], an infinite discrete subgroup of $\text{GL}(V)$ is strongly convex cocompact in $\mathbb{P}(V)$ if and only if it is word hyperbolic and convex cocompact in $\mathbb{P}(V)$.

In the case that $C = \Omega$ in Definition 1.1, we say that $\Gamma$ *divides* $\Omega$, and that $\Omega$ is *divisible*. Divisible convex sets have been very much studied since the 1960s. Examples with $\Gamma$ nonhyperbolic (or equivalently $\partial \Omega$ not strictly convex — hence (ii) is satisfied but not (iii)) include the case that $\Omega$ is the projective model of the Riemannian symmetric space of $\text{SL}(k,\mathbb{R})$ with $k \geq 3$, and $\Gamma$ a uniform lattice (see e.g. [Be5, §2.4]). The first irreducible and nonsymmetric examples with $\Gamma$ nonhyperbolic were constructed by Benoist [Be4] for $4 \leq \text{dim} V \leq 7$, taking $\Gamma$ to be a reflection group. Later, further examples were found in [Ma1, BDL, CLM1, CLM2].

In the current paper, we give a necessary and sufficient condition (Theorem 1.8) for a reflection group to be convex cocompact in $\mathbb{P}(V)$ in the sense of Definition 1.1. As a consequence, in the setting of right-angled reflection groups, the three notions of convex cocompactness in Definition 1.1 are equivalent, and right-angled convex cocompact reflection groups are always word hyperbolic (Corollary 1.13). For general reflection groups, we prove (Theorems 1.3 and 1.8) that naive convex cocompactness is always equivalent to convex cocompactness, but that there also exist many non-right-angled reflection groups which are convex cocompact without being strongly convex cocompact in $\mathbb{P}(V)$ (beyond the examples of [Be4, Ma1, BDL, CLM1, CLM2]); these groups are not hyperbolic anymore, but relatively hyperbolic (Corollary 1.7).
1.2. **Vinberg’s theory of reflection groups.** Let

\[ W_S = \langle s_1, \ldots, s_N \mid (s_is_j)^{m_{i,j}} = 1, \forall 1 \leq i, j \leq N \rangle \]

be a Coxeter group with generating set \( S = \{s_1, \ldots, s_N\} \), where \( m_{i,i} = 1 \) and \( m_{i,j} = m_{j,i} \in \{2, 3, \ldots, \infty\} \) for \( i \neq j \). (By convention, \((s_is_j)^{\infty} = 1\) means that \( s_is_j \) has infinite order in the group \( W_S \).) Each generator \( s_i \) has order two. For any subset \( S' \) of \( S \), we denote by \( W_{S'} \) the subgroup of \( W_S \) generated by \( S' \), which we call a standard subgroup of \( W_S \). Recall that \( W_S \) is said to be right-angled if \( m_{i,j} \in \{2, \infty\} \) for all \( i \neq j \), and irreducible if it cannot be written as the direct product of two nontrivial standard subgroups. An irreducible Coxeter group is said to be spherical if it is finite, and affine if it is infinite and virtually abelian. We refer to Appendix A for the list of all spherical and all affine irreducible Coxeter groups.

In the whole paper, \( V \) will denote a finite-dimensional real vector space, and we shall use the following terminology and notation.

**Definition 1.2.** A representation \( \rho : W_S \to \text{GL}(V) \) is a representation of \( W_S \) as a reflection group in \( V \) if

- each element \( \rho(s_i) \) is a hyperplane reflection, of the form \((x \mapsto x - \alpha_i(x)v_i)\) for some linear form \( \alpha_i \in V^* \) and some vector \( v_i \in V \) with \( \alpha_i(v_i) = 2 \);
- the convex polyhedral cone \( \tilde{\Delta} := \{v \in V \mid \alpha_i(v) \leq 0 \forall i\} \) has nonempty interior;
- \( \rho(\gamma) \cdot \text{Int}(\tilde{\Delta}) \cap \text{Int}(\tilde{\Delta}) = \emptyset \) for all \( \gamma \in W_S \setminus \{e\} \).

In this case the matrix \( C = (\alpha_i(v_j))_{1 \leq i, j \leq N} \) is called a Cartan matrix for \( \rho \).

We denote by \( \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) the set of all representations of \( W_S \) as a reflection group in \( V \). Note that any \( \rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) is faithful and discrete. Vinberg [Vi1, Th. 2] showed that the group \( \rho(W_S) \) preserves an open convex cone of \( V \), namely the interior \( \tilde{\Omega}_{TV} \) of the union of all \( \rho(W_S) \)-translates of the fundamental polyhedral cone \( \tilde{\Delta} \) (Tits–Vinberg cone). The group \( \rho(W_S) \) acts properly discontinuously on \( \tilde{\Omega}_{TV} \). The action of \( \rho(W_S) \) is still properly discontinuous on the image \( \Omega_{TV} = \mathbb{P}(V) \) of \( \tilde{\Omega}_{TV} \), which, for \( W_S \) infinite and irreducible, is a nonempty convex open subset of the projective space \( \mathbb{P}(V) \) (Tits–Vinberg domain). The composition of \( \rho \) with the projection \( \text{GL}(V) \to \text{PGL}(V) \) is then still faithful and discrete.

The pair \((\alpha, v) \in V^* \times V \) defining a reflection is unique up to the action of \( \mathbb{R}^* \) by \( t \cdot (\alpha, v) = (t\alpha, t^{-1}v) \). The reflections \( \rho(s_1), \ldots, \rho(s_N) \) therefore determine the matrix \( (\alpha_i(v_j))_{1 \leq i, j \leq N} \) up to conjugation by a diagonal matrix. In particular, they determine the real numbers \( \alpha_i(v_j) \alpha_j(v_i) \). Vinberg [Vi1, Th. 1 & Prop. 6, 13, 17] gave the following characterization: a representation \( \rho : W_S \to \text{GL}(V) \) belongs to \( \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) if and only if the \( \alpha_i \) and \( v_j \) can be chosen so that the matrix \( C = (\alpha_i(v_j))_{1 \leq i, j \leq N} = (\alpha_i(v_j))_{1 \leq i, j \leq N} \) satisfies the following five conditions:

(i) \( \alpha_{i,j} = 0 \) for all \( i \neq j \) with \( m_{i,j} = 2 \);
(ii) \( \alpha_{i,j} < 0 \) for all \( i \neq j \) with \( m_{i,j} \neq 2 \);
(iii) \( \alpha_{i,j} \alpha_{j,i} = 4\cos^2(\pi/m_{i,j}) \) for all \( i \neq j \) with \( 2 < m_{i,j} < \infty \);
(iv) \( \alpha_{i,j} \alpha_{j,i} \geq 4 \) for all \( i \neq j \) with \( m_{i,j} = \infty \); and
(v) \( \tilde{\Delta} := \{v \in V \mid \alpha_i(v) \leq 0 \forall i\} \) has nonempty interior.
In that case, \( \mathcal{A} \) is a Cartan matrix for \( \rho \) and is unique up to conjugation by positive diagonal matrices. Conditions (i)–(ii)–(iii)–(iv) are semialgebraic, and so is (v) by quantifier elimination (see [BCR, Prop. 2.2.4]). Thus \( \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) is a semialgebraic subset of \( \text{Hom}(W_S, \text{GL}(V)) \).

If \( W_S \) is infinite, irreducible, and not affine, then (v) is always satisfied (see Sections 3.4–3.5); this implies in particular that \( \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) is open and closed in the space \( \text{Hom}^{\text{fd}}(W_S, \text{GL}(V)) \) of all faithful and discrete representations of \( W_S \) into \( \text{GL}(V) \) (Remark 3.19.(2)). We shall prove (Proposition 4.1) that in this case the Tits–Vinberg domain \( \Omega_{TV} \) is maximal in the sense that it contains every \( \rho(W_S) \)-invariant properly convex open subset of \( \mathbb{P}(V) \). We shall also describe (Theorem 5.2) the minimal nonempty \( \rho(W_S) \)-invariant properly convex open subset of \( \mathbb{P}(V) \).

If \( W_S \) is irreducible and affine, then \( \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) is not always closed in \( \text{Hom}^{\text{fd}}(W_S, \text{GL}(V)) \): see Remark 3.27.

1.3. **Coxeter groups admitting convex cocompact realizations.** Our first main result is a characterization of those Coxeter groups admitting representations as reflection groups in \( V \) which are convex cocompact in \( \mathbb{P}(V) \). For this we consider the following two conditions on \( W_S \):

\( \neg(\text{IC}) \) there do not exist disjoint subsets \( S', S'' \) of \( S \) such that \( W_{S'} \) and \( W_{S''} \) are both infinite and commute;

(\( \bar{A} \)) for any subset \( S' \) of \( S \) with \( \#S' \geq 3 \), if \( W_{S'} \) is irreducible and affine, then it is of type \( \tilde{A}_k \) where \( k = \#S' - 1 \) (see Table 2 in Appendix A).

**Theorem 1.3.** For an infinite Coxeter group \( W_S \), the following are equivalent:

1. there exist a finite-dimensional real vector space \( V \) and a representation \( \rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) such that \( \rho(W_S) \) is naively convex cocompact in \( \mathbb{P}(V) \);
2. \( W_S \) satisfies conditions \( \neg(\text{IC}) \) and (\( \bar{A} \)).

In this case, \( \rho(W_S) \) is actually convex cocompact in \( \mathbb{P}(V) \) (not only naively convex cocompact), and we can take \( V \) to be any vector space of dimension \( \geq \#S \).

**Remark 1.4.** Conditions \( \neg(\text{IC}) \) and (\( \bar{A} \)) are readily checked on the diagram of \( W_S \) using the classification of spherical and affine Coxeter groups (see Appendix A). If \( W_S \) satisfies \( \neg(\text{IC}) \) and (\( \bar{A} \)), then any standard subgroup \( W_{S'} \) of \( W_S \) still satisfies \( \neg(\text{IC}) \) and (\( \bar{A} \)).

**Remark 1.5.** By a result of Krammer [Kr, Th.6.8.3], conditions \( \neg(\text{IC}) \) and (\( \bar{A} \)) together are equivalent to the fact that any subgroup of \( W_S \) isomorphic to \( \mathbb{Z}^2 \) is virtually contained in a conjugate of a standard subgroup \( W_{S'} \) of type \( \tilde{A}_k \) for some \( k \geq 2 \).

**Remark 1.6.** Conditions \( \neg(\text{IC}) \) and (\( \bar{A} \)) are always satisfied if \( W_S \) is word hyperbolic. In fact, Moussong [Mo] proved that word hyperbolicity of \( W_S \) is equivalent to condition \( \neg(\text{IC}) \) together with the following condition (which in particular implies (\( \bar{A} \))):

\( \neg(\text{Af}) \) there does not exist a subset \( S' \) of \( S \) with \( \#S' \geq 3 \) such that \( W_{S'} \) is irreducible and affine.
We recently used convex cocompact reflection groups in $O(p,q)$ to give a new proof of this hyperbolicity criterion: see [DGK1, Cor. 8.5] in the right-angled case and [LM, § 7] in the general case.

Theorem 1.3, together with a result of Caprace [Ca1, Ca2], implies the following.

**Corollary 1.7.** For an infinite Coxeter group $W_S$, the following are equivalent:

1. there exist $V$ and $\rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$ such that $\rho(W_S)$ is (naively) convex cocompact in $\mathbb{P}(V)$;
2. $W_S$ is relatively hyperbolic with respect to a collection of virtually abelian subgroups of rank $\geq 2$, which are the standard subgroups of $W_S$ of the form $W_U \times W_{U^\perp}$ where $W_U$ is of type $\tilde{A}_k$ for some $k \geq 2$ and $W_{U^\perp}$ is the (finite) standard subgroup of $W_S$ generated by $U^\perp := \{ s \in S - U \mid m_{u,s} = 2 \ \forall u \in U \}$.

**1.4. A characterization of convex cocompactness.** Our second main result is, for a Coxeter group $W_S$ as in Theorem 1.3, a simple characterization of convex cocompactness for representations $\rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$.

**Theorem 1.8.** Let $W_S$ be an infinite Coxeter group satisfying conditions $\neg (IC)$ and $\neg (\tilde{A})$ of Section 1.3. For any $V$ and any $\rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$ with Cartan matrix $\mathcal{A} = (\mathcal{A}_{i,j})_{1 \leq i, j \leq N}$, the following are equivalent:

- $(NCC)$ $\rho(W_S)$ is naively convex cocompact in $\mathbb{P}(V)$;
- $(CC)$ $\rho(W_S)$ is convex cocompact in $\mathbb{P}(V)$;
- $(ZT)$ for any irreducible standard subgroup $W_{S'}$ of $W_S$ with $\emptyset \neq S' \subset S$, the Cartan submatrix $\mathcal{A}_{W_{S'}} := (\mathcal{A}_{i,j})_{s_i,s_j \in S'}$ is not of zero type;
- $(ZD)$ $\det(\mathcal{A}_{W_{S'}}) \neq 0$ for all $S' \subset S$ with $W_{S'}$ of type $\tilde{A}_k$, $k \geq 1$.

(The $k = 1$ case of $\neg (ZD)$ just means that $\mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4$ for all $i \neq j$ with $m_{i,j} = \infty$.)

We refer to Definition 3.12 for the notion of zero type.

In Theorem 1.8, the implication $(CC) \Rightarrow (NCC)$ holds by definition; the equivalence $\neg (ZT) \Leftrightarrow \neg (ZD)$ follows from classical results of Vinberg, see Fact 3.17 below. We prove the other implications in Section 6.

**Remark 1.9.** In [Ma2], the last author studied groups generated by reflections in the codimension-1 faces of a polytope $\Delta \subset \mathbb{P}(V)$ which is 2-perfect (i.e. $\Delta \cap \partial \Omega_V$ is a subset of the vertices of $\Delta$). In the case that the group acts strongly irreducibly on $V$, he gave a criterion [Ma2, Th. A] for naive convex cocompactness (Definition 1.1.(i)), as well as for a notion of geometric finiteness, in terms of links of the vertices of the polytope.

Here is an easy consequence of Theorem 1.8.

**Corollary 1.10.** Let $W_S$ be an infinite Coxeter group. For any $V$ and any $\rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$, if $\rho(W_S)$ is convex cocompact in $\mathbb{P}(V)$, then so is $\rho(W_{S'})$ for any infinite standard subgroup $W_{S'}$ of $W_S$.

Theorem 1.8 yields the following simple characterization of strong convex cocompactness for Coxeter groups.
Corollary 1.11. Let $W_S$ be an infinite Coxeter group. For any $V$ and any $\rho \in \text{Hom}^\ref(W_S, \text{GL}(V))$ with Cartan matrix $\mathcal{A} = (\mathcal{A}_{i,j})_{1 \leq i, j \leq N}$, the following are equivalent:

(SCC) $\rho(W_S)$ is strongly convex cocompact in $\mathbb{P}(V)$;

(WH+) $W_S$ is word hyperbolic and $\mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4$ for all $i \neq j$ with $m_{i,j} = \infty$.

Remark 1.12. Corollary 1.11 generalizes a classical result stating that for $\rho$ with values in $O(m, 1)$, the reflection group $\rho(W_S)$ is convex cocompact if and only if $W_S$ is word hyperbolic and $\mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4$ for all $i \neq j$ with $m_{i,j} = \infty$ (see e.g. [DH, Th. 4.12]).

It easily follows from Theorems 1.3 and 1.8 and Corollary 1.11 that in the setting of right-angled Coxeter groups, the three notions of convex cocompactness in Definition 1.1 are equivalent.

Corollary 1.13. Let $W_S$ be an infinite Coxeter group with no standard subgroup of type $\tilde{A}_k$ for $k \geq 2$, for instance an infinite right-angled Coxeter group. For any $V$ and any $\rho \in \text{Hom}^\ref(W_S, \text{GL}(V))$ with Cartan matrix $\mathcal{A} = (\mathcal{A}_{i,j})_{1 \leq i, j \leq N}$, the following are equivalent:

(NCC) $\rho(W_S)$ is naively convex cocompact in $\mathbb{P}(V)$;

(CC) $\rho(W_S)$ is convex cocompact in $\mathbb{P}(V)$;

(SCC) $\rho(W_S)$ is strongly convex cocompact in $\mathbb{P}(V)$;

(WH+) $W_S$ is word hyperbolic and $\mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4$ for all $i \neq j$ with $m_{i,j} = \infty$.

Remark 1.14. Corollary 1.13 was previously proved in the case that $\rho$ preserves a nondegenerate quadratic form on $V$, by the first three authors when $W_S$ is right-angled [DGK1, Th. 8.2] and by the last two authors [LM, Th. 4.6] in general.

1.5. The subspace of convex cocompact representations. By [DGK2, Th. 1.16], the set of convex cocompact representations is open in $\text{Hom}(W_S, \text{GL}(V))$, but can we characterize it more precisely?

Suppose $W_S$ is irreducible and word hyperbolic and let $\rho \in \text{Hom}^\ref(W_S, \text{GL}(V))$ have Cartan matrix $\mathcal{A} = (\mathcal{A}_{i,j})_{1 \leq i, j \leq N}$. As we recalled in Section 1.2, the weak inequality $\mathcal{A}_{i,j} \mathcal{A}_{j,i} \geq 4$ holds whenever $m_{i,j} = \infty$. By Corollary 1.13, the group $\rho(W_S)$ is convex cocompact in $\mathbb{P}(V)$ if and only if these inequalities are all strict. It is then natural to ask if the open subset of convex cocompact representations is the full interior of $\text{Hom}^\ref(W_S, \text{GL}(V))$ in $\text{Hom}(W_S, \text{GL}(V))$. We show that the answer is yes in large enough dimension (Corollary 1.16) but not in general (Example 8.5).

Recall that a representation $\rho$ of a discrete group $\Gamma$ into $\text{GL}(V)$ is said to be semisimple if it is a direct sum of irreducible representations. The orbit of a representation $\rho$ under the action of $\text{GL}(V)$ by conjugation is closed if and only if $\rho$ is semisimple. The quotient of the space of semisimple representations by $\text{GL}(V)$ is called the space of characters of $\Gamma$ in $\text{GL}(V)$, we denote it by $\chi(\Gamma, \text{GL}(V))$. If $W_S$ is a Coxeter group, then a character coming from a representation of $W_S$ as a reflection group in $V$ is called a reflection character, and we shall denote the space of such characters by $\chi^\ref(W_S, \text{GL}(V))$.

As a consequence of Corollary 1.13, we prove the following.

Corollary 1.15. Let $W_S$ be an infinite word hyperbolic irreducible Coxeter group. For any $V$ with $n := \text{dim} V \geq N := \#S$, the set of characters $[\rho] \in \chi^\ref(W_S, \text{GL}(V))$ for which
\( \rho(W_S) \) is convex cocompact in \( \mathbb{P}(V) \) is precisely the interior of \( \chi^\text{ref}(W_S, \text{GL}(V)) \) in \( \chi(W_S, \text{GL}(V)) \).

The main content of Corollary 1.15 is the case \( n = N \). Indeed, a semisimple representation \( \rho \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) with Cartan matrix \( \mathcal{A} \) splits as a direct sum of a representation \( \rho' \) of dimension \( \text{rank}(\mathcal{A}) \) plus a trivial representation of complementary dimension. When \( n \geq N \), the space \( \chi^\text{ref}(W_S, \text{GL}(V)) \) is homeomorphically parametrized by the space of equivalence classes of \( N \times N \) Cartan matrices that are compatible with \( W_S \) (see Definition 3.7). Hence the structure of \( \chi^\text{ref}(W_S, \text{GL}(V)) \) is the same for all \( n = \dim(V) \geq N \). Note that the bound \( n \geq N \) in Corollary 1.15 cannot be improved in general, since when \( n < N \), the condition that \( \text{rank}(\mathcal{A}) \leq n \) imposes a nontrivial constraint so that the entries of the Cartan matrix may not be deformed freely. It can happen that \( 4 \) is an isolated local minimum value of the function \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} \) for some pair of generators with \( m_{i,j} = \infty \) (see Example 8.5). Note also that Corollary 1.15 does not extend to nonhyperbolic groups (see Example 8.6).

The structure of \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) is more complicated than that of \( \chi^\text{ref}(W_S, \text{GL}(V)) \). While a Cartan matrix \( \mathcal{A} \) determines at most one conjugacy class of semisimple representations in \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \), there may be many conjugacy classes of nonsemisimple representations in \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) with Cartan matrix \( \mathcal{A} \). Further, even in cases when \( n \geq N \), it is difficult to determine if the map sending a representation \( \rho \) generated by reflections to the (equivalence class of a) Cartan matrix for \( \rho \) is open. We prove the following.

**Corollary 1.16.** Let \( W_S \) be an infinite word hyperbolic irreducible Coxeter group in \( N = \#S \) generators and let \( V \) be a real vector space of dimension \( n \). If

1. \( n \geq 2N - 2 \), or
2. \( W_S \) is right-angled and \( n \geq N \),

then the set of representations \( \rho \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) for which \( \rho(W_S) \) is convex cocompact in \( \mathbb{P}(V) \) is precisely the interior of \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) in \( \text{Hom}(W_S, \text{GL}(V)) \).

Corollary 1.16 is a consequence of the equivalence \( (\text{CC}) \Leftrightarrow (\text{WH+}) \) of Corollary 1.13 together with some analysis of how the entries of the Cartan matrix deform under the dimension restriction (see Section 8.2).

**1.6. Anosov representations for Coxeter groups.** We give an application of Corollary 1.11 to the topic of Anosov representations of word hyperbolic groups into \( \text{GL}(V) \). These are representations with strong dynamical properties which generalize convex cocompact representations into rank-one semisimple Lie groups (see in particular [La, GW, KLP1, KLP2, GGKW, BPS]). They have been much studied recently, especially in the setting of higher Teichmüller theory.

We shall not recall the definition of Anosov representations in this paper, nor assume any technical knowledge of them. We shall just use the following relation with convex cocompactness in \( \mathbb{P}(V) \), proven in [DGK1, DGK2] and also, in a slightly different form, in [Z].
Fact 1.17 ([DGK2, Th. 1.4]). Let \( \Gamma \) be an infinite discrete subgroup of \( \text{GL}(V) \) preserving some nonempty properly convex open subset \( \Omega \) of \( \mathbb{P}(V) \). Then \( \Gamma \) is strongly convex cocompact in \( \mathbb{P}(V) \) (Definition 1.1.(iii)) if and only if \( \Gamma \) is word hyperbolic and the natural inclusion \( \Gamma \hookrightarrow \text{GL}(V) \) is \( P_1 \)-Anosov (i.e. Anosov with respect to the stabilizer of a line in \( V \)).

This relation allows for the construction of new examples of discrete subgroups of \( \text{GL}(V) \) which are strongly convex cocompact in \( \mathbb{P}(V) \), by using classical examples of Anosov representations: see e.g. [DGK2, Prop. 1.7] or [Z, Cor. 1.33]. Conversely, Fact 1.17 gives a way to obtain new examples of Anosov representations by constructing strongly convex cocompact groups: this is the point of view adopted in [DGK1, § 8] and in the present paper.

More precisely, in [DGK1, § 8] and [LM, § 7] we constructed, for any infinite, word hyperbolic, irreducible Coxeter group \( W_S \), examples of representations \( \rho \in \text{Hom}^{\ref}(W_S, \text{GL}(V)) \) which are convex cocompact in \( \mathbb{P}(V) \) for some \( V \); by Fact 1.17 this yielded examples of \( P_1 \)-Anosov representations of \( W_S \) (or any quasi-isometrically embedded subgroup) into \( \text{GL}(V) \). These representations took values in the orthogonal group of a nondegenerate quadratic form. Obtaining such representations is interesting because, while Anosov representations of free groups and surface groups are abundant in the literature, examples of Anosov representations of more complicated hyperbolic groups have been much less commonly known outside the realm of Kleinian groups.

Consider the set of \( P_1 \)-Anosov representations of a word hyperbolic (not necessarily right-angled) Coxeter group into \( \text{GL}(V) \) for an arbitrary \( V \). Corollaries 1.11 and 1.16, together with Fact 1.17, yield the following description of those Anosov representations that realize the group as a reflection group in \( V \) (see Section 8.3).

Corollary 1.18. Let \( W_S \) be an infinite word hyperbolic Coxeter group in \( N = \#S \) generators and let \( V \) be a real vector space of dimension \( n \). For any \( \rho \in \text{Hom}^{\ref}(W_S, \text{GL}(V)) \) with Cartan matrix \( \mathcal{A} = (A_{i,j})_{1 \leq i,j \leq N} \), the following are equivalent:

\begin{itemize}
  \item \( \rho \) is \( P_1 \)-Anosov;
  \item \( A_{i,j}A_{j,i} > 4 \) for all \( i \neq j \) with \( m_{i,j} = \infty \).
\end{itemize}

Assume moreover that \( W_S \) is irreducible. If either \( n \geq 2N - 2 \), or \( n \geq N \) and \( W_S \) is right-angled, then the space of \( P_1 \)-Anosov representations of \( W_S \) as a reflection group is precisely the interior of \( \text{Hom}^{\ref}(W_S, \text{GL}(V)) \) in \( \text{Hom}(W_S, \text{GL}(V)) \).

Remark 1.19. If \( n < N \), then the space of \( P_1 \)-Anosov representations of \( W_S \) as a reflection group may be smaller than the interior of \( \text{Hom}^{\ref}(W_S, \text{GL}(V)) \). This is the case in Example 8.5 below, where \( W_S \) is word hyperbolic and the interior of \( \text{Hom}^{\ref}(W_S, \text{GL}(V)) \) contains a unique representation which is faithful and discrete but not Anosov. The existence of such a non-Anosov representation of a word hyperbolic group \( \Gamma \) admitting a neighborhood in \( \text{Hom}(\Gamma, \text{GL}(V)) \) consisting entirely of faithful and discrete representations provides a negative answer to a question asked in [Kas, § 8] and [P, § 4.3].

1.7. Organization of the paper. In Section 2 we recall some well-known facts in convex projective geometry, as well as some results from [DGK1, DGK2]. In Section 3
we recall Vinberg’s theory of linear reflection groups and provide proofs of some basic results. In Section 4 we establish the maximality of the Tits–Vinberg domain (Proposition 4.1), and in Section 5 we describe the minimal invariant convex domain of a reflection group. In Section 6 we prove Theorem 1.8, and in Section 7 we establish Theorem 1.3 and Corollaries 1.7, 1.10, 1.11, and 1.13. In Section 8 we conclude with the proofs of Corollaries 1.15, 1.16, and 1.18, and give examples showing that the dimension condition in Corollary 1.15 is optimal.
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2. Reminders: Actions on properly convex subsets of projective space

In the whole paper, we fix a real vector space $V$ of dimension $n \geq 2$. We first recall some well-known facts in convex projective geometry, as well as some results from [DGK1, DGK2]. Here we work with the projective general linear group $\text{PGL}(V)$, which naturally acts on the projective space $\mathbb{P}(V)$; in the rest of the paper, we shall work with subgroups of $\text{GL}(V)$, which also acts on $\mathbb{P}(V)$ via the projection $\text{GL}(V) \twoheadrightarrow \text{PGL}(V)$. All of the infinite discrete subgroups of $\text{GL}(V)$ that we consider project injectively to discrete subgroups of $\text{PGL}(V)$.
2.1. Properly convex domains in projective space. Recall that an open domain \( \Omega \) in the projective space \( \mathbb{P}(V) \) is said to be convex if it is contained and convex in some affine chart, properly convex if it is convex and bounded in some affine chart, and strictly convex if in addition its boundary does not contain any nontrivial projective line segment. It is said to have \( C^1 \) boundary if every point of the boundary of \( \Omega \) has a unique supporting hyperplane.

Let \( \Omega \) be a properly convex open subset of \( \mathbb{P}(V) \), with boundary \( \partial \Omega \). Recall the Hilbert metric \( d_\Omega \) on \( \Omega \):
\[
d_\Omega(y,z) := \frac{1}{2} \log [a,y,z,b]
\]
for all distinct \( y,z \in \Omega \), where \([\cdot,\cdot,\cdot,\cdot]\) is the cross-ratio on \( \mathbb{P}^1(\mathbb{R}) \), normalized so that \([0,1,z,\infty] = z\), and where \( a,b \) are the intersection points of \( \partial \Omega \) with the projective line through \( y \) and \( z \), with \( a,y,z,b \) in this order (see Figure 1). The metric space \((\Omega,d_\Omega)\) is complete (i.e. Cauchy sequences converge) and proper (i.e. closed balls are compact), and the group
\[
\text{Aut}(\Omega) := \{ g \in \text{PGL}(V) \mid g \cdot \Omega = \Omega \}
\]
acts on \( \Omega \) by isometries for \( d_\Omega \). As a consequence, any discrete subgroup of \( \text{Aut}(\Omega) \) acts properly discontinuously on \( \Omega \).

Let \( V^* \) be the dual vector space of \( V \). By definition, the dual convex set of \( \Omega \) is
\[
\Omega^* := \mathbb{P}\{ \varphi \in V^* \mid \varphi(x) < 0 \quad \forall x \in \overline{\Omega} \},
\]
where \( \overline{\Omega} \) is the closure in \( V \sim \{0\} \) of an open convex cone of \( V \) lifting \( \Omega \). The set \( \Omega^* \) is a properly convex open subset of \( \mathbb{P}(V^*) \) which is preserved by the dual action of \( \text{Aut}(\Omega) \) on \( \mathbb{P}(V^*) \).

Projective line segments in \( \Omega \) are always geodesics for the Hilbert metric \( d_\Omega \). When \( \Omega \) is not strictly convex, there may be other geodesics as well. However, a biinfinite geodesic of \((\Omega,d_\Omega)\) always has well-defined, distinct endpoints in \( \partial \Omega \), by [FK, Th. 3] (see also [DGK1, Lem. 2.6]).

**Remark 2.1.** If \( \Omega \) is strictly convex, then all \( \Gamma \)-orbits of \( \Omega \) have the same accumulation points in \( \partial \Omega \). Indeed, let \( y \in \Omega \) and \( (\gamma_n) \in \Gamma^\mathbb{N} \) be such that \( (\gamma_n \cdot y) \) converges to some \( y_\infty \in \partial \Omega \). Let \( z \) be another point of \( \Omega \). After possibly passing to a subsequence, \( (\gamma_n \cdot z) \) converges to some \( z_\infty \in \partial \Omega \). By properness of the action of \( \Gamma \) on \( \Omega \), the limit \([y_\infty,z_\infty]\) of the sequence of compact intervals \((\gamma_n \cdot [y,z])\) is contained in \( \partial \Omega \). Strict convexity
then implies that $y_\infty = z_\infty$. This shows that any accumulation point of $\Gamma \cdot y$ is also an accumulation point of $\Gamma \cdot z$.

2.2. The proximal limit set and the full orbital limit set. Recall that an element of $\text{PGL}(V)$ is called \textit{proximal} in $\mathbb{P}(V)$ if it has a unique eigenvalue of largest modulus and if this eigenvalue (which is then necessarily real) has multiplicity 1. We shall use the following terminology as in [DGK1, DGK2].

\textbf{Definition 2.2.} Let $\Gamma$ be a discrete subgroup of $\text{PGL}(V)$. The \textit{proximal limit set} of $\Gamma$ in $\mathbb{P}(V)$ is the closure $\Lambda_\Gamma$ of the set of attracting fixed points of elements of $\Gamma$ which are proximal in $\mathbb{P}(V)$.

When $\Gamma$ acts \textit{irreducibly} on $\mathbb{P}(V)$, the proximal limit set $\Lambda_\Gamma$ was studied in [Gu, Be1, Be2]. In that setting, the action of $\Gamma$ on $\Lambda_\Gamma$ is minimal (i.e. any orbit is dense) and $\Lambda_\Gamma$ is contained in any nonempty closed $\Gamma$-invariant subset of $\mathbb{P}(V)$ (see [Be1, Lem. 3.6] and [Be2, Lem. 2.5 & Prop. 3.1]).

We shall use the following terminology from [DGK2].

\textbf{Definition 2.3.} Let $\Gamma$ be an infinite discrete subgroup of $\text{PGL}(V)$ preserving a nonempty properly convex open subset $\Omega$ of $\mathbb{P}(V)$.

- The \textit{full orbital limit set} of $\Gamma$ in $\Omega$ is the set $\Lambda_\text{orb}^\Omega(\Gamma)$ of all points which are an accumulation point in $\partial \Omega$ of some $\Gamma$-orbit $\Gamma \cdot y \subset \Omega$ for $y \in \Omega$.
- The \textit{convex core} of $\Gamma$ in $\Omega$ is the convex hull $\mathcal{C}_\text{cor}^\Omega(\Gamma)$ of $\Lambda_\text{orb}^\Omega(\Gamma)$ in $\Omega$.
- The action of $\Gamma$ on $\Omega$ is \textit{convex cocompact} if $\Gamma$ acts cocompactly on $\mathcal{C}_\text{cor}^\Omega(\Gamma)$.

Thus an infinite discrete subgroup $\Gamma$ of $\text{PGL}(V)$ is convex cocompact in $\mathbb{P}(V)$ (Definition 1.1.(ii)) if and only if it acts convex cocompactly (Definition 2.3) on some properly convex open subset $\Omega \subset \mathbb{P}(V)$. In this case the proximal limit set $\Lambda_\Gamma$ is always nonempty: see [Bl, Prop. 2.3.15].

In the proof of Theorem 1.8 (more specifically, Proposition 6.5), we shall use the following classical fact.

\textbf{Fact 2.4 ([Ve, Prop. 3])}. Let $\Gamma$ be a discrete subgroup of $\text{PGL}(V)$ dividing (i.e. acting properly discontinuously and cocompactly on) some properly convex open subset $\Omega$ of $\mathbb{P}(V)$. Then the convex hull of $\Lambda_\Gamma$ in $\Omega$ is equal to $\Omega$.

2.3. Maximal and minimal domains. We shall use the following properties, which are due to Benoist [Be2] in the irreducible case. We denote by $\overline{Z}$ the closure of a set $Z$ in $\mathbb{P}(V)$ or $\mathbb{P}(V^*)$.

\textbf{Proposition 2.5 (}see [Be2, Prop. 3.1] and [DGK2, Prop. 3.10 & Lem. 3.13]). Let $\Gamma$ be a discrete subgroup of $\text{PGL}(V)$ preserving a nonempty properly convex open subset $\Omega$ of $\mathbb{P}(V)$ and containing an element which is proximal in $\mathbb{P}(V)$. Let $\Lambda_\Gamma$ (resp. $\Lambda_\Gamma^*$) be the proximal limit set of $\Gamma$ in $\mathbb{P}(V)$ (resp. $\mathbb{P}(V^*)$). Then

(1) $\Lambda_\Gamma \subset \partial \Omega \cap \Gamma \cdot y$ for all $y \in \Omega$, and $\Lambda_\Gamma^* \subset \partial \Omega^* \cap \overline{\Gamma \cdot [\varphi]}$ for all $[\varphi] \in \Omega^*$;
(2) more specifically, \( \Omega \) and \( \Lambda_\Gamma \) lift to cones \( \tilde{\Omega} \) and \( \tilde{\Lambda}_\Gamma \) of \( V \sim \{0\} \) with \( \tilde{\Omega} \) properly convex containing \( \tilde{\Lambda}_\Gamma \) in its boundary, and \( \Omega^* \) and \( \Lambda^*_\Gamma \) lift to cones \( \tilde{\Omega}^* \) and \( \tilde{\Lambda}^*_\Gamma \) of \( V^* \sim \{0\} \) with \( \tilde{\Omega}^* \) properly convex containing \( \tilde{\Lambda}^*_\Gamma \) in its boundary, such that \( \varphi(x) \geq 0 \) for all \( x \in \tilde{\Lambda}_\Gamma \) and \( \varphi \in \tilde{\Lambda}^*_\Gamma \);

(3) for \( \tilde{\Lambda}^*_\Gamma \) as in (2), the set

\[
\Omega_{\max} := \mathbb{P}\{x \in V \mid \varphi(x) > 0 \quad \forall \varphi \in \tilde{\Lambda}^*_\Gamma\}
\]

is the connected component of \( \mathbb{P}(V) \sim \bigcup_{\varphi \in \Lambda^*_\Gamma} \mathbb{P}\text{Ker}(\varphi) \) containing \( \Omega \); it is \( \Gamma \)-invariant, convex, and open in \( \mathbb{P}(V) \); any \( \Gamma \)-invariant properly convex open subset \( \Omega' \) of \( \mathbb{P}(V) \) containing \( \Omega \) is contained in \( \Omega_{\max} \).

In (3), the convex set \( \Omega_{\max} \) is not always properly convex. However, in the irreducible case it is:

**Proposition 2.6** ([Be2, Prop. 3.1]). Let \( \Gamma \) be a discrete subgroup of \( \text{PGL}(V) \) preserving a nonempty properly convex open subset \( \Omega \) of \( \mathbb{P}(V) \).

If \( \Gamma \) acts irreducibly on \( \mathbb{P}(V) \), then \( \Gamma \) always contains a proximal element and the set \( \Omega_{\max} \) of Proposition 2.5(3) is always properly convex. Moreover, there is a smallest \( \Gamma \)-invariant convex open subset \( \Omega_{\min} \) of \( \Omega_{\max} \), namely the interior of the convex hull of \( \Lambda_\Gamma \) in \( \Omega_{\max} \).

If moreover \( \Gamma \) acts strongly irreducibly on \( \mathbb{P}(V) \) (i.e. all finite-index subgroups of \( \Gamma \) act irreducibly), then \( \Omega_{\max} \) is the unique maximal \( \Gamma \)-invariant properly convex open set in \( \mathbb{P}(V) \); it contains all other \( \Gamma \)-invariant properly convex open subsets.

### 2.4. Convex cocompactness in projective space

Recall the notions of naive convex cocompactness, convex cocompactness, and strong convex cocompactness from Definition 1.1, as well as the notion of convex cocompact action from Definition 2.3. We shall use the following characterizations and properties from [DGK2].

**Proposition 2.7.** [DGK2, Th. 1.15] Let \( \Gamma \) be an infinite discrete subgroup of \( \text{PGL}(V) \). Then \( \Gamma \) is strongly convex cocompact in \( \mathbb{P}(V) \) if and only if it is convex cocompact in \( \mathbb{P}(V) \) and word hyperbolic.

**Proposition 2.8** ([DGK2, Prop. 10.3]). Let \( \Gamma \) be an infinite discrete subgroup of \( \text{PGL}(V) \). If \( \Gamma \) is naively convex cocompact in \( \mathbb{P}(V) \), then it does not contain any unipotent element.

**Proposition 2.9** ([DGK2, Lem. 4.7]). Let \( \Gamma \) be a discrete subgroup of \( \text{PGL}(V) \) preserving a properly convex open subset \( \Omega \) of \( \mathbb{P}(V) \), and let \( \Gamma' \) be a finite-index subgroup of \( \Gamma \). Then \( \Gamma' \) is convex cocompact (resp. naively convex cocompact) in \( \mathbb{P}(V) \) if and only if \( \Gamma \) is.

**Proposition 2.10** ([DGK2, Th. 1.16.(A)]). Let \( \Gamma \) be an infinite discrete subgroup of \( \text{PGL}(V) \). The group \( \Gamma \) is convex cocompact in \( \mathbb{P}(V) \) if and only if it is convex cocompact in \( \mathbb{P}(V^*) \) (for the dual action).

**Proposition 2.11** ([DGK2, Prop. 10.11]). Let \( \Gamma \) be an infinite discrete subgroup of \( \text{SL}^+(V) \) acting trivially on some linear subspace \( V_0 \) of \( V \). The group \( \Gamma \) is convex cocompact in \( \mathbb{P}(V) \) if and only if the induced representation \( \Gamma \to \text{SL}^+(V/V_0) \) is injective and its image is convex cocompact in \( \mathbb{P}(V/V_0) \).
The last two statements imply the following.

**Corollary 2.12.** Let $\Gamma$ be an infinite discrete subgroup of $\text{SL}^+(V)$ preserving a linear subspace $V_1$ of $V$, such that the induced action on $V/V_1$ is trivial. The group $\Gamma$ is convex cocompact in $\mathbb{P}(V)$ if and only if the induced representation $\Gamma \to \text{SL}^+(V_1)$ is injective and its image is convex cocompact in $\mathbb{P}(V_1)$.

**Proof.** For any subspace $V'$ of $V$, we denote by $\text{Ann}(V') \subset V^*$ the annihilator of $V'$, i.e. the subspace of linear forms $\phi \in V^*$ that vanish on $V'$. The dual $V'^*$ identifies with $V^*/\text{Ann}(V')$.

Let $V_2$ be a complementary subspace of $V_1$ in $V$. In a basis adapted to the decomposition $V = V_1 \oplus V_2$, the group $\Gamma$ is expressed as a group of matrices of the form \((i(\gamma) \ast)\), where $i : \Gamma \to \text{SL}^+(V_1)$ is the restricted representation. In the dual basis, which is adapted to the decomposition $V^* = \text{Ann}(V_2) \oplus \text{Ann}(V_1)$, the dual action of $\Gamma$ on $V^*$ is given by \( (i(\gamma)^{-1} \ast) \). In other words, $\Gamma$ acts trivially on the subspace $\text{Ann}(V_1)$ of $V^*$. By Proposition 2.11, the group $\Gamma$ is convex cocompact in $\mathbb{P}(V^*)$ if and only if the induced representation $\gamma \mapsto \gamma^{-1}$ of $\Gamma$ is injective and its image is convex cocompact in $\mathbb{P}(V^*/\text{Ann}(V_1)) \cong \mathbb{P}(V_1^*)$. Dualizing again, by Proposition 2.10, the group $\Gamma$ is convex cocompact in $\mathbb{P}(V)$ if and only if the restricted representation $i$ is injective and its image is convex cocompact in $\mathbb{P}(V_1)$.

\[ \square \]

### 3. Reminders: Vinberg’s theory for Coxeter groups

In this section we set up some notation and recall the basics of Vinberg’s theory [Vi1] of linear reflection groups.

#### 3.1. Coxeter groups.

Let $W_S$ be a Coxeter group generated by a finite set of involutions $S = \{s_1, \ldots, s_N\}$, with presentation

\[ W_S = \langle s_1, \ldots, s_N \mid (s_is_j)^{m_{i,j}} = 1, \forall 1 \leq i,j \leq N \rangle \tag{3.1} \]

where $m_{i,i} = 1$ and $m_{i,j} = m_{j,i}$ for $i = j \in \{2,3,\ldots,\infty\}$ for $i \neq j$. The **Coxeter diagram** for $W_S$ is a labeled graph $\mathcal{G}_W$ such that

(i) the set of nodes (i.e. vertices) of $\mathcal{G}_W$ is the set $S$;

(ii) two nodes $s_i, s_j \in S$ are connected by an edge $\overline{s_is_j}$ of $\mathcal{G}_W$ if and only if $m_{i,j} \in \{3,4,\ldots,\infty\}$;

(iii) the label of the edge $\overline{s_is_j}$ is $m_{i,j}$.

It is customary to omit the label of the edge $\overline{s_is_j}$ if $m_{i,j} = 3$.

For any subset $S'$ of $S$, the subgroup $W_{S'}$ of $W_S$ generated by $S'$ is the Coxeter group with generating set $S'$ and exponents $m'_{i,j} = m_{i,j}$ for $s_i, s_j \in S'$, see [Bo, Chap. IV, Th. 2]. Such a subgroup $W_{S'}$ is called a **standard subgroup** of $W_S$.

The connected components of the graph $\mathcal{G}_W$ are graphs of the form $\mathcal{G}_{W_{S'}}$, $\ell \in L$, where the $S_\ell$ form a partition of $S$. The subsets $S_\ell$ are called the **irreducible components** of $S$. The group $W_S$ is the direct product of the standard subgroups $W_{S_\ell}$ for $\ell \in L$; these
subgroups are called the *irreducible factors* of $W_S$. The Coxeter group $W_S$ is called irreducible if it has only one irreducible factor, i.e. $\mathcal{G}_W$ is connected.

3.2. **Representing the generators of $W_S$ by reflections in hyperplanes.** We shall use the following terminology.

**Definition 3.1.** An $N \times N$ real matrix $A = (A_{i,j})_{1 \leq i,j \leq N}$ is weakly compatible with the Coxeter group $W_S$ if

\[
\begin{align*}
A_{i,i} &= 2 & \text{for all } i, \\
A_{i,j} &= 0 & \text{for all } i \neq j \text{ with } m_{i,j} = 2, \\
A_{i,j} &= 0 & \text{for all } i \neq j \text{ with } m_{i,j} \neq 2, \\
A_{i,j}A_{j,i} &= 4 \cos^2(\pi/m_{i,j}) & \text{for all } i \neq j \text{ with } 2 < m_{i,j} < \infty.
\end{align*}
\]

Consider $N$-tuples $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^{*N}$ of linear forms and $v = (v_1, \ldots, v_N) \in V^N$ of vectors. If the matrix $A = (A_i(v_j))_{1 \leq i,j \leq N}$ is weakly compatible, then for any $i$,

\[
\rho(s_i) := (x \mapsto x - \alpha_i(x)v_i)
\]

is a linear reflection of $V$ in the hyperplane $\text{Ker}(\alpha_i)$, and (3.3) defines a group homomorphism $\rho : W_S \to \text{GL}(V)$, i.e. $\rho(s_i)s_j)^{m_{i,j}} = \text{Id}$ for all $1 \leq i,j \leq N$ (see [Vi1, Prop. 6–7]).

**Definition 3.2.** A representation $\rho : W_S \to \text{GL}(V)$ is generated by weakly compatible reflections if it is defined by (3.3) for some $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^{*N}$ and $v = (v_1, \ldots, v_N) \in V^N$ such that $A = (A_i(v_j))_{1 \leq i,j \leq N}$ is weakly compatible with $W_S$. In this case we say that $A$ is the Cartan matrix of $(\alpha, v)$, and a Cartan matrix for $\rho$.

We note that for any $i$, the pair $(\alpha_i, v_i) \in V^* \times V$ defining the reflection $\rho(s_i)$ in (3.3) is not uniquely determined by $\rho(s_i)$. Indeed, for any $\lambda_i \neq 0$ the pair $(\lambda_i \alpha_i, \lambda_i^{-1}v_i)$ yields the same reflection. Changing $(\alpha_i, v_i)$ into $(\lambda_i \alpha_i, \lambda_i^{-1}v_i)$ changes the Cartan matrix $A$ into its conjugate $DAD^{-1}$ where $D = \text{Diag}(\lambda_1, \ldots, \lambda_N)$ is diagonal. Assuming that $A$ is weakly compatible with $W_S$, we note that $DAD^{-1}$ is also weakly compatible with $W_S$ if and only if the diagonal entries of $D$ associated to any irreducible factor of $W_S$ have constant sign. In that case $DAD^{-1} = |D|A|D|^{-1}$, where $|D|$ denotes the positive diagonal matrix whose entries are the absolute values of those of $D$.

**Definition 3.3.** Two $N \times N$ matrices which are weakly compatible with $W_S$ are considered equivalent if they differ by conjugation by a positive diagonal matrix.

While the Cartan matrix $A$ is not uniquely determined by the representation $\rho$, its equivalence class is. In particular, for any $1 \leq i,j \leq N$, the product $A_{i,j}A_{j,i}$ is uniquely determined by $\rho$. The quantity $A_{i,j}A_{j,i}$ varies as an algebraic function, invariant under conjugation, as $\rho$ ranges over the semialgebraic set of representations of $W_S$ to $\text{GL}(V)$ generated by weakly compatible reflections.

**Remark 3.4.** There exist representations of $W_S$ taking the generators to reflections as in (3.3) for which the matrix $A = (A_i(v_j))_{1 \leq i,j \leq N}$ is not weakly compatible with $W_S$: for instance, when $A$ satisfies (3.2) with $\pi$ replaced by $2\pi$. The representations generated by weakly compatible reflections form an open and closed subset of $\text{Hom}(W_S, \text{GL}(V))$, containing the set $\text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$ of Sections 1.2 and 3.3 below.
The following notation and terminology will be used throughout the rest of the paper.

**Definition 3.5.** Let \( \rho : W_S \to \text{GL}(V) \) be a representation generated by weakly compatible reflections, associated to some \( \alpha = (\alpha_1, \ldots, \alpha_N) \in V^*N \) and \( v = (v_1, \ldots, v_N) \in V^N \). Let \( V_v \) be the span of \( v_1, \ldots, v_N \), and \( V_a \) the intersection of the kernels of \( \alpha_1, \ldots, \alpha_N \). We say that the representation \( \rho \) (or its image \( \rho(W_S) \)) is reduced if \( V_a = \{0\} \), and dual-reduced if \( V_v = V \).

Note that \( V_a \) is the subspace of \( V \) of \( \rho(W_S) \)-fixed vectors, and \( V_v \) is another \( \rho(W_S) \)-invariant subspace of \( V \).

**Remark 3.6.** In general, a representation \( \rho : W_S \to \text{GL}(V) \) generated by weakly compatible reflections induces three representations:

- \( \rho_v \) on \( V_v \) which is a dual-reduced representation,
- \( \rho^\alpha \) on \( V^\alpha := V/V_a \) which is a reduced representation,
- \( \rho^\gamma \) on \( V^\gamma := V_v/(V_v \cap V_a) \) which is a reduced and dual-reduced representation.

These three representations are still generated by weakly compatible reflections with the same Cartan matrix \( \mathcal{A} = (\alpha_i(v_j))_{1 \leq i, j \leq N} \).

### 3.3. Representations of \( W_S \) as a reflection group

Let \( \rho : W_S \to \text{GL}(V) \) be a representation of \( W_S \) generated by weakly compatible reflections (Definition 3.2), associated to some \( \alpha = (\alpha_1, \ldots, \alpha_N) \in V^*N \) and \( v = (v_1, \ldots, v_N) \in V^N \); by definition, the Cartan matrix \( \mathcal{A} = (\alpha_i(v_j))_{1 \leq i, j \leq N} \) satisfies (3.2). The cone

\[
(3.4) \quad \tilde{\Delta} := \{ x \in V \mid \alpha_i(x) \leq 0 \ \forall 1 \leq i \leq N \}
\]

is called the closed fundamental polyhedral cone in \( V \) associated to \((\alpha, v)\). As mentioned in Section 1.2, assuming

\[
(3.5) \quad \text{the convex polyhedral cone } \tilde{\Delta} \text{ has nonempty interior,}
\]

Vinberg [Vi1] proved that this cone has \( N \) sides, and that \( \rho(\gamma) \cdot \text{Int}(\tilde{\Delta}) \cap \text{Int}(\tilde{\Delta}) = \emptyset \) for all \( \gamma \in W_S \sim \{e\} \) if and only if the Cartan matrix \( \mathcal{A} \) further satisfies

\[
(3.6) \quad m_{i, j} \geq 4 \text{ for all } i \neq j \text{ with } m_{i, j} = \infty.
\]

In that case, \( \rho \) is injective, and the stabilizer of any face of \( \tilde{\Delta} \) coincides with the standard subgroup generated by the reflections in the hyperplanes \( \text{Ker}(\alpha_i) \) containing that face.

**Definition 3.7.** An \( N \times N \) real matrix \( \mathcal{A} = (\mathcal{A}_{i,j})_{1 \leq i, j \leq N} \) is compatible with the Coxeter group \( W_S \) if \( \mathcal{A} \) is weakly compatible with \( W_S \) (Definition 3.1) and satisfies (3.6).

A representation \( \rho : W_S \to \text{GL}(V) \) generated by reflections in hyperplanes such that the Cartan matrix \( \mathcal{A} = (\alpha_i(v_j))_{1 \leq i, j \leq N} \) is compatible and such that (3.5) holds is a representation of \( W_S \) as a reflection group in \( V \) as in Definition 1.2. We emphasize that (3.5) always holds if \( W_S \) is irreducible and nonaffine (see Remark 3.14). As in Section 1.2, we denote by \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) the set of representations of \( W_S \) as a reflection group in \( V \).

Consider \( \rho \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \). By [Vi1, Th. 2], the group \( \rho(W_S) \) acts properly discontinuously on a nonempty convex open cone \( \Omega_{TV} \) of \( V \), namely the interior of the
union of all \( \rho(W_S) \)-translates of the fundamental polyhedral cone \( \tilde{\Delta} \). We shall call this convex cone the \( \text{Tits–Vinberg cone} \); it is sometimes called simply the \( \text{Tits cone} \). It is equal to \( V \) if \( W_S \) is finite, and does not contain 0 if \( W_S \) is infinite and irreducible.

**Fact 3.8** ([Vi1, Th. 2]). The set \( \tilde{\Delta} := \tilde{\Delta} \cap \tilde{\Omega}_{TV} \) is equal to \( \tilde{\Delta} \) minus its faces of infinite stabilizer; it is a fundamental domain for the action of \( \rho(W_S) \) on \( \tilde{\Omega}_{TV} \). The quotient \( \mathfrak{Q} := \rho(W_S) \backslash \tilde{\Omega}_{TV} \) is an orbifold homeomorphic to \( \tilde{\Delta} \) with mirrors on the reflection walls. (In particular, any subset \( \mathfrak{Q}' \subset \mathfrak{Q} \) is homeomorphic to its preimage in \( \tilde{\Delta} \), which can therefore be seen as a fundamental domain for the action of \( \rho(W_S) \) on the full preimage of \( \mathfrak{Q}' \) in \( \tilde{\Omega}_{TV} \).)

The cone \( \tilde{\Omega}_{TV} \sim \{0\} \) projects to a nonempty \( \rho(W_S) \)-invariant open subset \( \Omega_{TV} \) of \( \mathbb{P}(V) \), which is convex whenever \( W_S \) is finite and irreducible; we shall call it the \( \text{Tits–Vinberg domain} \). The action of \( W_S \) on \( \Omega_{TV} \) is still properly discontinuous. A fundamental domain \( \Delta \) for the action on \( \Omega_{TV} \) is obtained from the projection \( \Delta \) of \( \tilde{\Delta} \) to \( \mathbb{P}(V) \), as before, by removing the faces of infinite stabilizer.

**Remark 3.9.** In fact, [Vi1, Th. 2] shows that the union of all \( \rho(W_S) \)-translates of \( \tilde{\Delta} \) (not only of \( \Delta \)) is also convex.

**Example 3.10** (see [Vi1, § 2] and Figure 2). Suppose \( N = 2 \) and \( m_{1,2} = \infty \). Then \( W_S \cong (\mathbb{Z}/2\mathbb{Z}) \ast (\mathbb{Z}/2\mathbb{Z}) \) is of type \( \tilde{A}_1 \) (see Appendix A). The infinite cyclic subgroup generated by \( s_1s_2 \) has index two in \( W_S \). Consider \( \rho \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) with Cartan matrix \( \mathcal{A} = (\mathcal{A}_{i,j})_{1 \leq i,j \leq 2} \).

(i) Suppose \( t := \mathcal{A}_{1,2}\mathcal{A}_{2,1} > 4 \). Then \( v_1, v_2 \) are linearly independent and \( V = V_v \oplus V_\alpha \).

The polyhedral cone \( \tilde{\Delta} \) is the set

\[
\left\{ \lambda_1 v_1 + \lambda_2 v_2 \mid \lambda_1, \lambda_2 > 0 \text{ and } \frac{2}{|\mathcal{A}_{2,1}|} \leq \frac{\lambda_1}{\lambda_2} \leq \frac{|\mathcal{A}_{1,2}|}{2} \right\} + V_\alpha.
\]

The element \( \rho(s_1s_2) \) acts on \( V_v \) trivially, and on \( V_\alpha \) as the matrix \( \begin{pmatrix} -1 + \mathcal{A}_{1,2}\mathcal{A}_{2,1} & \mathcal{A}_{1,2} \\ -\mathcal{A}_{2,1} & -1 \end{pmatrix} \) (in the basis \( (v_1, v_2) \)). In particular, \( \rho(s_1s_2) \) and \( \rho(s_1s_2)^{-1} \) are proximal in \( \mathbb{P}(V) \), with attracting fixed points \( \{x_+, x_-\} \in \mathbb{P}(V) \) where \( x_+ = (t \pm \sqrt{t(t - 4)})v_1 - 2\mathcal{A}_{2,1}v_2 \), and

\[
\tilde{\Omega}_{TV} = \mathbb{R}_{>0}x_+ + \mathbb{R}_{>0}x_- + V_\alpha.
\]

Since the induced action of \( \rho(W_S) \) on the image of \( \tilde{\Omega}_{TV} \) in \( \mathbb{P}(V/V_a) \) is cocompact and the induced representation \( \Gamma \to \text{SL}(V/V_a) \) is injective, Proposition 2.11 implies that \( \rho(W_S) \) acts convex cocompactly on some properly convex open subset \( \mathcal{P}(V) \) (Definition 2.3), with \( \Lambda^\text{orb}(\rho(W_S)) = \{[x_+], [x_-]\} \).

Suppose now that \( t := \mathcal{A}_{1,2}\mathcal{A}_{2,1} = 4 \). By considering the Cartan matrix \( \begin{pmatrix} 4 & \mathcal{A}_{1,2} \\ \mathcal{A}_{1,2} & 2 \end{pmatrix} \), we see that \( u := \mathcal{A}_{1,2}v_1 - 2v_2 \in V_v \cap V_\alpha \). We have assumed that (3.5) holds, hence \( \alpha_1 \) and \( \alpha_2 \) are linearly independent. Choose \( w \in \text{Ker}(\alpha_2) \) such that \( \alpha_1(w) = 1 \).

(ii) On the one hand, if \( u = 0 \), then \( V = \text{span}(v_1, w) \oplus V_\alpha \); the elements \( \rho(s_1) \) and \( \rho(s_2) \) act on \( V_\alpha \) trivially and on \( \text{span}(v_1, w) \) as the matrices \( \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \) and \( \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} \), respectively.
(iii) On the other hand, if \( u \neq 0 \), then \( V = \text{span}(u, v_1, w) \oplus V'_a \) where \( V'_a \) is any complement of \( \mathbb{R}u \) in \( V_a \); the elements \( \rho(s_1) \) and \( \rho(s_2) \) act on \( V'_a \) trivially and on \( \text{span}(u, v_1, w) \) as the matrices \( \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & -1 \\ 0 & 0 & 1 \end{pmatrix} \) and \( \begin{pmatrix} 1 & 2/\alpha \, 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \), respectively.

In both cases (ii) and (iii), the element \( \rho(s_1s_2) \in \text{GL}(V) \) is unipotent (with a unique nontrivial Jordan block, of size 2 and 3 respectively) and the Tits–Vinberg domain \( \Omega_{TV} \) is an affine chart of \( \mathbb{P}(V) \), namely the complement of the projective hyperplane \( \mathbb{P}(V_v + V_a) \). The Tits–Vinberg cone \( \tilde{\Omega}_{TV} \) is the connected component of \( V \sim (V_v + V_a) \) (an open halfspace of \( V \)) that contains \( -w \).

In all three cases, any \( \rho(W_S) \)-invariant properly convex open cone of \( V \) is contained in either \( \tilde{\Omega}_{TV} \) or \( -\tilde{\Omega}_{TV} \). Indeed, in case (i) the orbit of any point of \( \mathbb{R}_{<0}x_- + \mathbb{R}_{>0}x_+ + V_a \) escapes in the directions of both \( x_+ \) and \( -x_+ \) (along two branches of hyperbola), causing the closure of its convex hull to contain a full line. In case (ii), there is no \( \rho(W_S) \)-invariant properly convex open cone in \( V \) at all: any orbit in \( V \setminus (\mathbb{R}v_1 + V_a) \) escapes in the directions of both \( v_1 \) and \( -v_1 \). In case (iii), any orbit in \( V_v + V_a \setminus (\mathbb{R}u + V_a) \) escapes in the directions of both \( u \) and \( -u \), hence every \( \rho(W_S) \)-invariant properly convex open cone must stay disjoint from \( V_v + V_a = \partial\tilde{\Omega}_{TV} \).

Figure 2. Infinite Coxeter groups on two generators as in Example 3.10, cases (i)–(ii)–(iii). The groups are shown acting on \( \mathbb{R}^2 \), \( \mathbb{R}^2 \) and \( \mathbb{P}(\mathbb{R}^2) \) respectively. In the third panel, the points \([v_1] \), \([v_2] \) and \([u] \) are at infinity, and \( \tilde{\Omega}_{TV} \) is the full affine chart.

**Remark 3.11.** We shall say that \( \rho : W_S \to \text{GL}(V) \) is symmetrizable if the Cartan matrix \( \mathcal{A} \) is equivalent (Definition 3.3) to a symmetric matrix; in this case, \( \rho \) preserves a (possibly degenerate) symmetric bilinear form on \( V \). When \( n := \dim V = N := \#S \), one may obtain a symmetrizable representation \( \rho : W_S \to \text{GL}(V) \) of \( W_S \) as a reflection group (which is reduced in the sense of Definition 3.5) by choosing any nonnegative numbers \( (\lambda_{i,j})_{1 \leq i,j \leq N} \), setting \( \mathcal{A}_{i,j} = \mathcal{A}_{j,i} \) to be \( -2 - \lambda_{i,j} \) if \( m_{i,j} = \infty \) and \( -2 \cos(\pi/m_{i,j}) \) otherwise, and taking for \( \alpha_i \) the \( i \)-th element of the dual canonical basis of \( V \), and
for $v_i$ the $i$-th column of $A$. When all the $\lambda_{i,j}$ vanish, $A$ is the matrix $\text{Cos}(W_S) := (-2\cos(\pi/m_{i,j}))_{1 \leq i,j \leq N}$ (with the convention $\pi/\infty = 0$) and $\rho$ is the so-called Tits geometric representation $[T]$.

### 3.4. Types of Coxeter groups

By [MV], every irreducible Coxeter group $W_S$ is either

- **spherical** (i.e. finite),
- **affine** (i.e. infinite and virtually abelian),
- or **large** (i.e. there exists a surjective homomorphism of a finite-index subgroup of $W_S$ onto a nonabelian free group).

Any spherical (resp. affine) irreducible Coxeter group $W_S$ in $N = \#S$ generators acts irreducibly on the sphere of dimension $N - 1$ (resp. properly discontinuously and cocompactly on Euclidean space of dimension $N - 1$) with a simplex as a fundamental domain (see [Cox34] and the next Section 3.5).

### 3.5. Types of compatible matrices

We now assume that the Coxeter group $W_S$ is irreducible. Let $A \in \mathcal{M}_N(\mathbb{R})$ be a matrix compatible with $W_S$ (Definition 3.7). By construction, the matrix $A' := 2I - A \in \mathcal{M}_N(\mathbb{R})$ has nonnegative entries. By the Perron–Frobenius theorem, $A'$ admits an eigenvector with positive entries corresponding to the highest eigenvalue of $A'$; since $W_S$ is irreducible, this vector is unique up to scale (see e.g. [Se, Th. 1.5]). It is also an eigenvector for the lowest eigenvalue of $A$.

**Definition 3.12.** The compatible matrix $A$ is of **negative** (resp. zero, resp. **positive**) type if the lowest eigenvalue of $A$ is negative (resp. zero, resp. positive).

The type of $A$ only depends on its equivalence class (Definition 3.3).

**Remark 3.13.** Vinberg [Vi1] uses the following additional terminology: for an irreducible Coxeter group and a representation $\rho : W_S \to \text{GL}(V)$ of $W_S$ as a reflection group, $\rho(W_S)$ is **elliptic** (resp. **parabolic**) if $\rho$ is reduced and $A$ is of positive type (resp. zero type); $\rho(W_S)$ is **hyperbolic** if $\rho$ is reduced, dual-reduced, and preserves a Lorentzian quadratic form on $V$. We shall not need this terminology in the current paper.

**Remark 3.14.** Suppose $A = (a_{i,j}(v_j))_{1 \leq i,j \leq N}$ for some $a = (a_1, \ldots, a_N) \in V^* \otimes V$ and $v = (v_1, \ldots, v_N) \in V^N$. Let $t = (t_1, \ldots, t_N) \in (\mathbb{R}_{>0})^N$ be the Perron–Frobenius eigenvector of $A' = 2I - A$. Let $x = \sum_{j=1}^N t_j v_j \in V$. The $i$-th entry of $A t$ is $a_i(x)$.

1. If $A$ is of negative (resp. positive) type, then $x$ (resp. $-x$) belongs to the interior $\text{Int}(\widetilde{\Delta})$ of the fundamental polyhedral cone $\widetilde{\Delta}$ of (3.4). In particular, $\text{Int}(\widetilde{\Delta})$ is nonempty, i.e. (3.5) holds.
2. If $A$ is of zero type, then $x$ belongs to $V \cap V_\alpha$. Determining whether (3.5) holds is more subtle: see [Vi1, Prop. 13] (and also Remarks 3.16 and 3.27 below).

**Fact 3.15 ([Vi1, Th. 3]).** Let $A \in \mathcal{M}_N(\mathbb{R})$ be a matrix compatible with the irreducible Coxeter group $W_S$, and let $\tau = (\tau_1, \ldots, \tau_N) \in \mathbb{R}^N$.

1. If $A$ is of negative type and both $\tau$ and $A \tau$ have all their entries $\geq 0$, then $\tau = 0$.
2. If $A$ is of zero type and $A \tau$ has all its entries $\geq 0$, then $A \tau = 0$.
3. If $\tau$ and $-A \tau$ have all their entries $> 0$, then $A$ is of negative type.
4. If $\tau$ has all its entries $> 0$ and $A \tau = 0$, then $A$ is of zero type.
Remark 3.16. Let $\rho : W_S \to \text{GL}(V)$ be a representation of $W_S$ as a reflection group with Cartan matrix $\mathcal{A}$, and let $\rho_v, \rho^a, \text{and } \rho^c$ be the induced representations of Remark 3.6. If $\mathcal{A}$ is of negative or positive type, then $\rho_v, \rho^a, \text{and } \rho^c$ are representations of $W_S$ as a reflection group, by Remark 3.14.(1); in particular, these representations are injective. If $\mathcal{A}$ is of zero type, then $\rho^a$ is a representation of $W_S$ as a reflection group (see Fact 3.17.(2a)), but $\rho_v$ and $\rho^c$ are never representations of $W_S$ as a reflection group, as (3.5) fails by Fact 3.15.(2).

As in Section 1.5, recall that a representation of a group into $\text{GL}(V)$ is \textit{semisimple} if it is a direct sum of irreducible representations. The following important fact will be used several times throughout the paper; we explain how it follows from Vinberg's work in Section 3.11 below.

Fact 3.17 ([Vi1, Lem. 13 & Prop. 16–21–22–23]). Let $W_S$ be an irreducible Coxeter group and $\mathcal{A} \in \mathcal{M}_N(\mathbb{R})$ a compatible Cartan matrix for $W_S$ (Definition 3.7).

1. The group $W_S$ is spherical if and only if $\mathcal{A}$ is of positive type; in this case $\mathcal{A}$ is symmetrizable.

2. Suppose $W_S$ is affine.

(a) If $\mathcal{A}$ is of zero type, then $\mathcal{A}$ is symmetrizable and any representation $\rho : W_S \to \text{GL}(V)$ of $W_S$ as a reflection group (Definition 1.2) with Cartan matrix $\mathcal{A}$ is non-semisimple; the induced representation $\rho^a : W_S \to \text{GL}(V^a)$ of Remark 3.6 is a representation of $W_S$ as a reflection group whose image acts properly discontinuously and cocompactly on the affine chart $\mathbb{P}(V^a) \sim \mathbb{P}(V^a) \sim \mathbb{P}(V^c)$ of $\mathbb{P}(V^a)$, preserving some Euclidean metric; $\mathbb{P}(V^a) \sim \mathbb{P}(V^c)$ is the Tits–Vinberg domain for $\rho^c(W_S)$.

(b) If $\mathcal{A}$ is of negative type, then $\det \mathcal{A} \neq 0$ and $W_S$ is of type $\tilde{A}_{N-1}$ with $N \geq 2$ (see Appendix A); if furthermore $N \geq 3$, then $\mathcal{A}$ is not symmetrizable.

3. If $W_S$ is large, then $\mathcal{A}$ is of negative type.

Example 3.18. Suppose $N = 2$ and $W_S$ is infinite. Then $m_{1,2} = \infty$ and $W_S$ is affine of type $A_1$ as in Example 3.10. Let $\mathcal{A} = (a_{i,j})_{1 \leq i,j \leq 2}$ be a compatible Cartan matrix for $W_S$, and let $t := a_{1,2} a_{2,1}$. If $t > 4$ (case (i) of Example 3.10), then $\mathcal{A}$ is of negative type and $\det \mathcal{A} = 4 - t \neq 0$. If $t = 4$ (cases (ii)–(iii) of Example 3.10), then $\mathcal{A}$ is of zero type; the group $\rho^a(W_S)$ acts properly discontinuously and cocompactly on the affine chart of $\mathbb{P}(V^a) = \mathbb{P}(V/\mathbb{V}_d) \sim \mathbb{P}(\mathbb{R}^2)$ which is the complement of $\mathbb{P}(V_0 + \mathbb{V}_d)/\mathbb{V}_d$; this affine chart is the image of the Tits–Vinberg domain $\Omega_{TV} = \mathbb{P}(V) \sim \mathbb{P}(V_0 + \mathbb{V}_a)$ by the natural projection $\mathbb{P}(V) \sim \mathbb{P}(V_0) \to \mathbb{P}(V^a)$.

Remark 3.19. Let $\text{Hom}^{\text{fd}}(W_S, \text{GL}(V))$ be the space of faithful and discrete representations of $W_S$ into $\text{GL}(V)$ and $\text{Hom}^{\text{wc}}(W_S, \text{GL}(V))$ (resp. $\text{Hom}^{\text{c}}(W_S, \text{GL}(V))$) the space of representations generated by reflections for which the corresponding Cartan matrix $\mathcal{A} = (a_{i,j})_{1 \leq i,j \leq N}$ is weakly compatible (resp. compatible) as in Definitions 3.1 and 3.2 (resp. Definition 3.7).

1. For any irreducible Coxeter group $W_S$ we have

$$\text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \subset \text{Hom}^{\text{fd}}(W_S, \text{GL}(V)) \cap \text{Hom}^{\text{wc}}(W_S, \text{GL}(V)) \subset \text{Hom}^{\text{c}}(W_S, \text{GL}(V)).$$

Indeed, the first inclusion holds by [Vi1] as explained in Section 3.3. For the second inclusion, note that if $\rho \in \text{Hom}^{\text{fd}}(W_S, \text{GL}(V)) \cap \text{Hom}^{\text{wc}}(W_S, \text{GL}(V))$, then
for any $1 \leq i, j \leq N$ with $m_{i,j} = \infty$ we must have $\mathcal{A}_{i,j} \mathcal{A}_{j,i} \geq 4$: indeed, otherwise $\rho(s_is_j)$ would be conjugate to a rotation of finite order (contracting faithfulness) or to a rotation of infinite order (contradicting discreteness).

(2) If the irreducible Coxeter group $W_S$ is not affine, then $\text{Hom}^a(W_S, \text{GL}(V))$ is open and closed in $\text{Hom}^{\text{fl}}(W_S, \text{GL}(V))$. Indeed, Remark 3.14.(1) and Fact 3.17.(1)–(3) imply that in this case $\text{Hom}^a(W_S, \text{GL}(V))$ is equal to $\text{Hom}^a(W_S, \text{GL}(V))$, hence to $\text{Hom}^{\text{fl}}(W_S, \text{GL}(V)) \cap \text{Hom}^{\text{wc}}(W_S, \text{GL}(V))$ by (1) above; on the other hand, in general $\text{Hom}^{\text{wc}}(W_S, \text{GL}(V))$ is open and closed in $\text{Hom}(W_S, \text{GL}(V))$ as observed in Remark 3.4.

By contrast with Remark 3.19.(2), if $W_S$ is affine, then $\text{Hom}^a(W_S, \text{GL}(V))$ is open but not always closed in $\text{Hom}^{\text{fl}}(W_S, \text{GL}(V))$: see Remark 3.27.

3.6. Remarks for nonirreducible Coxeter groups. Here are partial generalizations of Remarks 3.14.(1) and 3.16.

Remark 3.20. Let $W_S = W_{S_1} \times \cdots \times W_{S_r}$ be an infinite Coxeter group which is the product of $r \geq 1$ irreducible factors. Let $\rho : W_S \to \text{GL}(V)$ be a representation generated by weakly compatible reflections, defined by $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^*N$ and $v = (v_1, \ldots, v_N) \in V^N$. Suppose that for each irreducible factor $W_{S_i}$ of $W_S$, the Cartan submatrix $\mathcal{A}_{S_i} = (\alpha_i(v_j))_{s_i,s_j \in S_i}$ is of negative type, and consider as in Remark 3.14.(1) the vector $x_\ell = \sum_{s_j \in S_i} t_j v_j$ where $(t_j)_{s_j \in S_i} \in (\mathbb{R}_{>0})^{S_i}$ is the Perron–Frobenius vector of $2\text{Id} - \mathcal{A}_{S_i}$. Then $x = x_1 + \cdots + x_r \in \text{Int}(\Delta)$, and so $\rho$ is a representation as a reflection group.

Remark 3.21. Let $\rho : W_S \to \text{GL}(V)$ be a representation of the (possibly nonirreducible) Coxeter group $W_S$ as a reflection group and let $\rho_v$, $\rho^a$, and $\rho^a_v$ be the induced representations of Remark 3.6. If the Cartan submatrix $\mathcal{A}_{S_i}$ is of negative type for each irreducible factor $W_{S_i}$ of $W_S$, then $\rho_v$, $\rho^a$, and $\rho_v^a$ are representations of $W_S$ as a reflection group, by Remark 3.20; in particular, these representations are injective.

3.7. Affine groups with Cartan matrices of negative type. Let $W_S$ be an irreducible Coxeter group of type $\tilde{A}_{N-1}$ with $N \geq 2$ (see Appendix A). We now give more details about representations of $W_S$ as a reflection group with a Cartan matrix of negative type as in Fact 3.17.(2b). The case $N = 2$ is described in Example 3.10, so we assume $N \geq 3$. The following is stated in [MV, Lem. 8] or [Ma2, Thm. 2.18]; we give a short proof for the reader’s convenience.

Lemma 3.22. Let $W_S$ be a Coxeter group of type $\tilde{A}_{N-1}$ with $N \geq 3$ and $\rho : W_S \to \text{GL}(V)$ a representation of $W_S$ as a reflection group in $V$, associated to some $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^*N$ and $v = (v_1, \ldots, v_N) \in V^N$. Suppose the Cartan matrix $\mathcal{A} = (\alpha_i(v_j))_{1 \leq i, j \leq N}$ is of negative type and $\rho(W_S)$ is reduced and dual-reduced (Definition 3.5). Then

(1) $\dim(V) = N$;
(2) $\rho(W_S)$ divides (i.e. acts properly discontinuously and cocompactly on) an open simplex of $\mathbb{P}(V)$, namely $\Omega_{TV}$;
(3) $\Omega_{TV}$ is the unique nonempty $\rho(W_S)$-invariant convex open subset of $\mathbb{P}(V)$. 

Proof. (1) By Fact 3.17, we have $\det A \neq 0$, hence the vectors $v_1, \ldots, v_N \in V$ are linearly independent. Since $\rho(W_S)$ is dual-reduced, these vectors span $V$, hence $\dim V = N$.

(2) Without loss of generality, we may assume that $A = A'$ as in (3.11) and, since $\det A \neq 0$, that in some appropriate basis of $V \cong \mathbb{R}^N$ we have

$$\begin{pmatrix} \alpha_1 \\ \vdots \\ \alpha_N \end{pmatrix} = \begin{pmatrix} 1 & -1 & \cdots & -1 \\ \vdots & \ddots & \ddots & \vdots \\ -a^{-1} & \cdots & \cdots & 1 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} v_1 \\ \vdots \\ v_N \end{pmatrix} = \begin{pmatrix} 1 \\ \vdots \\ -1 \end{pmatrix}.$$ 

The formula $\rho(s_i) = (x \mapsto x - a_i(x)v_i)$ yields

$$\{\rho(s_i)\}_{1 \leq i \leq N} = \left\{ \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 \\ 1 & 0 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 & 0 & 0 \\ 1 & 0 & \cdots & 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 1 & a \\ 1 & 0 & 0 \\ 0 & \cdots & \cdots \\ 0 & 1 & \cdots \\ 0 & \cdots & \cdots \end{pmatrix} \right\}.$$ 

The first $N - 1$ of these elements generate a copy of the symmetric group $S_N$. We have (3.8) $\rho((s_1s_2 \cdots s_{N-1})(s_{N-2} \cdots s_2s_1)s_N) = \text{Diag}(a^{-1}, \ldots, 1, a)$; from this it is easy to see that $\rho(W_S) \cong \tilde{A}_{N-1}$ is isomorphic to $S_N \ltimes \mathbb{Z}^{N-1}$. Indeed, the normal subgroup $\mathbb{Z}^{N-1}$ consists of all matrices of the form $\text{Diag}(a^{v_1}, \ldots, a^{v_N})$ with $v_i \in \mathbb{Z}$ and $v_1 + \cdots + v_N = 0$; we get a system of generators for this $\mathbb{Z}^{N-1}$ by conjugating (3.8) under $\langle \rho(s_1), \ldots, \rho(s_{N-1}) \rangle = \tilde{S}_N$.

If $a < 1$ (resp. $a > 1$), then the convex cone $\Delta = \bigcap_{i=1}^{N} \{a_i \leq 0\}$ is the $\mathbb{R}_{\geq 0}$-span (resp. $\mathbb{R}_{\leq 0}$-span) of the column vectors $(\ldots, a, 1, \ldots, 1)$. In either case, $\Delta$ is a closed (compact) projective simplex contained in the projectivized positive orthant $\mathbb{P}(\mathbb{R}_{>0}^N)$. The Tits–Vinberg domain $\Omega_{TV}$, which is by definition (Section 3.3) the interior of the union of the $\rho(W_S)$-translates of $\Delta$, is equal to $\mathbb{P}(\mathbb{R}_{>0}^N)$. Thus $\rho(W_S)$ divides $\Omega_{TV}$.

(3) The properly convex open cones of $\mathbb{R}^N$ preserved by the $\mathbb{Z}^{N-1}$ factor of $\rho(W_S) \cong S_N \ltimes \mathbb{Z}^{N-1}$ (acting as diagonal matrices) are precisely the orthants. The convex (not necessarily properly convex) cones preserved by $\mathbb{Z}^{N-1}$ are the Cartesian products of $N$ factors each equal to $\mathbb{R}_{>0}$, $\mathbb{R}_{<0}$, or $\mathbb{R}$. The only nontrivial such product which is $\tilde{S}_N$-invariant after projectivization is $\mathbb{P}(\mathbb{R}_{>0}^N)$. \hfill \Box

3.8. **Strong irreducibility.** The following proposition will be used several times below. For reflection groups (Definition 1.2), the first two items were proved in [Vi1, Prop. 19] and [Vi1, Cor. to Prop. 19], and the third one in [Ma2, Th. 2.18].

**Proposition 3.23.** Let $W_S$ be a Coxeter group in $N$ generators as in (3.1), and assume that it is irreducible. Let $\rho : W_S \rightarrow \text{GL}(V)$ be a representation of $W_S$ generated by weakly compatible reflections (Definition 3.2), associated to some $\alpha = (a_1, \ldots, a_N) \in \mathbb{R}_{>0}^N$ and $\nu = (\nu_1, \ldots, \nu_N) \in \mathbb{R}^N$. Let $V_\nu$ and $V_\alpha$ be as in Definition 3.5. Then

1. a linear subspace $V'$ of $V$ is $\rho(W_S)$-invariant if and only if $V_\nu \subset V'$ or $V' \subset V_\alpha$;
(2) the representation $\rho$ is irreducible if and only if $V_\nu = V$ and $V_\alpha = \{0\}$, i.e. if and only if $\rho(W_S)$ is reduced and dual-reduced (Definition 3.5);
(3) if $\rho$ is irreducible and $W_S$ is large, then $\rho$ is actually strongly irreducible.

By strongly irreducible we mean that the restriction of $\rho$ to any finite-index subgroup of $W_S$ is irreducible; equivalently, the group $\rho(W_S)$ does not preserve a finite union of nontrivial subspaces of $V$.

Proof. (1) If $V_\nu \subset V'$, then $V'$ is invariant under each $\rho(s_i) = (x \mapsto x - a_i(x)v_i)$, hence under $\rho(W_S)$; if $V' \subset V_\alpha$, then $V'$ is pointwise fixed by each $\rho(s_i)$, hence by $\rho(W_S)$. Conversely, suppose $V'$ is $\rho(W_S)$-invariant. Let $S'$ be the set of generators $s_j$ of $W_S$ such that $v_j \in V'$, and $S''$ its complement in $S$. For any $s_i \in S''$ and $v' \in V'$ we have $\rho(s_i)(v') = v' - \alpha_i(v')v_i \in V'$, hence $\alpha_i(v') = 0$. In particular, for any $s_i \in S''$ and $s_j \in S'$ we have $\alpha_i(v_j) = 0$, hence $m_{i,j} = 2$ by weak compatibility of $A$. Since $W_S$ is irreducible, we have $S' = S$, in which case $V' \supset V_\nu$, or $S'' = S$, in which case $V' \subset V_\alpha$.

(2) Note that $V_\nu$ and $V_\alpha$ are invariant subspaces of $V$ with $V_\nu \neq \{0\}$ and $V_\alpha \neq V$. Therefore, if $\rho$ is irreducible, then $V_\nu = V$ and $V_\alpha = \{0\}$. Conversely, if $V_\nu = V$ and $V_\alpha = \{0\}$, then (1) implies that any invariant subspace is trivial, hence $\rho$ is irreducible.

(3) Suppose by contradiction that $W_S$ is large and $\rho$ is irreducible but not strongly irreducible: this means that there is a finite collection $F$ of nontrivial subspaces of $V$ which is preserved by the action of $\rho$. We may assume that $F$ is closed under intersection (excluding the trivial subspace).

We first claim that $F$ does not contain any one-dimensional subspace $U$. Indeed, if $U \in F$ is one-dimensional, then for any nonzero $u \in U$, the set $\rho(W_S) \cdot u$ must span $V$ since $\rho$ is irreducible, hence this set contains a basis $B$ of $V$. Consider the set of elements of $\rho(W_S)$ whose action preserves each individual subspace of $F$; it is a finite-index subgroup $H$ of $\rho(W_S)$. The basis $B$ is a simultaneous eigenbasis for all elements of $H$, hence $H$ is abelian, and so $W_S$ is virtually abelian. This contradicts the assumption that $W_S$ is a large irreducible Coxeter group.

Next, let $U$ be a subspace in $F$ of minimal dimension. We have $\dim U \geq 2$ by the previous claim. For each $i$, the subspace $\rho(s_i) \cdot U$ also belongs to $F$. Since $\rho(s_i)$ is a reflection, if we had $\rho(s_i) \cdot U \neq U$, then $\rho(s_i) \cdot U \cap U$ would be a subspace in $F$ of dimension $\dim U - 1$, nontrivial since $\dim U \geq 2$, contradicting the minimality of $U$. Thus $\rho(s_i) \cdot U = U$ for all $i$, and so $\rho(W_S) \cdot U = U$, contradicting the irreducibility of $\rho$. □

Here is an analogue of Proposition 3.23.(1) for Coxeter groups that are not necessarily irreducible.

**Proposition 3.24.** Let $W_S$ be a Coxeter group in $N$ generators as in (3.1), and let $\rho : W_S \to GL(V)$ be a representation of $W_S$ generated by weakly compatible reflections (Definition 3.2), associated to some $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^* N$ and $v = (v_1, \ldots, v_N) \in V^N$. For any $\rho(W_S)$-invariant subspace $V'$ of $V$, there exists a decomposition $S = T \sqcup U$ such that
Let Corollary 3.25.

Proof. Write \( W_S \) as a product of irreducible factors: \( W_S = W_{S_1} \times \cdots \times W_{S_r} \) where \( S = S_1 \sqcup \cdots \sqcup S_r \). By Proposition 3.23.(1), for each \( 1 \leq \ell \leq r \), either \( V' \supset (V)_{S_{\ell}} \) or \( V' \subset (V)_{S_{\ell}} \), and both cannot happen at once since \( v_i \in (V)_{S_{i}} \sim (V)_{S_{\ell}} \) for all \( s_i \in S_{\ell} \). We can take for \( T \) the union of those \( S_{\ell} \) such that \( V' \supset (V)_{S_{\ell}} \) and for \( U \) the union of those \( S_{\ell} \) such that \( V' \subset (V)_{S_{\ell}} \).

The following consequence of Proposition 3.24 will be used in Sections 4.2, 6.2, 6.4, and 7.1.

Corollary 3.25. Let \( W_S \) be a (not necessarily irreducible) Coxeter group in \( N \) generators, and \( \rho : W_S \to GL(V) \) a representation of \( W_S \) as a reflection group in \( V \), associated to some \( \alpha = (\alpha_1, \ldots, \alpha_N) \in V^* N \) and \( v = (v_1, \ldots, v_N) \in V^N \). Suppose that for each irreducible component \( S_{\ell} \) of \( S \), the corresponding Cartan submatrix \( A_{S_{\ell}}(\alpha_i(v)_s) \) is of negative type. Then

(1) the proximal limit set \( \Lambda_\rho(W_S) \) of \( \rho(W_S) \) is nonempty and contained in \( \mathbb{P}(V) \);
(2) for any nonempty \( \rho(W_S) \)-invariant closed properly convex subset \( \mathcal{C} \) of \( \Omega_{TV} \), the set \( \mathcal{C} \cap \mathbb{P}(V) \) has nonempty interior in \( \mathbb{P}(V) \).

Proof. We first assume that \( W_S \) is irreducible.

(1) Since the group \( \rho(W_S) \) is generated by hyperplane reflections whose \((-1)\)-eigenspaces lie in \( V \), we have \( \rho(\gamma) \cdot x - x \in V \) for all \( x \in V \) and \( \gamma \in W_S \), and so the proximal limit set \( \Lambda_\rho(W_S) \) of \( \rho(W_S) \) is contained in \( \mathbb{P}(V) \subset \mathbb{P}(V) \). Let \( \rho^a_\nu : W_S \to GL(V^a) \) be the representation induced by \( \rho \), as in Remark 3.6. It is easy to check that for any \( \gamma \in W_S \), the element \( \rho(\gamma) \in GL(V) \) is proximal in \( \mathbb{P}(V) \) if and only if the element \( \rho^a_\nu(\gamma) \in GL(V^a) \) is proximal in \( \mathbb{P}(V^a) \) (see e.g. (3.10) below). Thus we only need to check that \( \rho^a_\nu(W_S) \) contains a proximal element in \( \mathbb{P}(V^a) \). This is the case by Proposition 2.6, given that \( \rho^a_\nu(W_S) \) acts irreducibly on \( \mathbb{P}(V^a) \) by Proposition 3.23.(2).

(2) Let \( \mathcal{C} \) be a nonempty \( \rho(W_S) \)-invariant closed properly convex subset of \( \Omega_{TV} \) and let \( \overline{\mathcal{C}} \) be its closure in \( \mathbb{P}(V) \). We claim that

\[
\Lambda_\rho(W_S) \subset \overline{\mathcal{C}} \cap \mathbb{P}(V).
\]

Indeed, if \( \Omega_{TV} \subset \mathbb{P}(V) \) is properly convex, then (3.9) follows from Proposition 2.5.(1) and (1) above. In general, \( \Omega_{TV} \) might not be properly convex, but we note that the relative interior of \( \mathcal{C} \) is a properly convex open subset of \( \mathbb{P}(V_{\mathcal{C}}) \), where \( V_{\mathcal{C}} \) is the span of \( \mathcal{C} \) in \( V \). Since \( \mathcal{C} \subset \Omega_{TV} \) and \( \Omega_{TV} \cap \mathbb{P}(V) = \emptyset \), the \( \rho(W_S) \)-invariant subspace \( V_{\mathcal{C}} \) is not contained in \( V_a \), hence it contains \( V_b \) by Proposition 3.23.(1). By (1) above, \( \rho(W_S) \) contains elements that are proximal in \( \mathbb{P}(V_{\mathcal{C}}) \), and \( \Lambda_\rho(W_S) \subset \mathbb{P}(V_{\mathcal{C}}) \); applying Proposition 2.5.(1) to the relative interior of \( \mathcal{C} \), we obtain (3.9). The inclusion (3.9) implies that the convex hull of \( \Lambda_\rho(W_S) \) in \( \Omega_{TV} \) is contained in \( \mathcal{C} \cap \mathbb{P}(V) \). This convex hull has nonempty interior in \( \mathbb{P}(V) \) because \( \Omega_{TV} \cap \mathbb{P}(V) \neq \emptyset \) (Remark 3.14.(1)) and the projective span of \( \Lambda_\rho(W_S) \) is the whole of \( \mathbb{P}(V) \), by Proposition 3.23.(1).
We now assume that \( W_S = W_{S_1} \times \cdots \times W_{S_r} \) is a product of \( r \) irreducible factors.

(1) The proximal limit set \( \Lambda_{\rho(W_S)} \) of \( \rho(W_S) \) is contained in \( P(V_\rho) \subset P(V) \) by the same argument as in the irreducible case. It is nonempty because it contains the proximal limit set \( \Lambda_{\rho(W_{S_\ell})} \) of \( \rho(W_{S_\ell}) \) for each \( 1 \leq \ell \leq r \), and the latter is nonempty by the irreducible case treated above.

(2) For any \( 1 \leq \ell \leq r \), the restriction of \( \rho \) to \( W_{S_\ell} \) is a representation of \( W_{S_\ell} \), as a reflection group. Let \( \Omega_{\text{Vin},\ell} \subset P(V) \) be the corresponding Tits–Vinberg domain, and \( \Delta_{\ell}^V \subset \Omega_{\text{Vin},\ell} \) the corresponding fundamental polytope as in Section 3.3. Let \( \mathcal{C} \) be a nonempty \( \rho(W_S)-\text{invariant} \) closed properly convex subset of \( \Omega_{TV} \) and let \( \overline{\mathcal{C}} \) be its closure in \( P(V) \). The irreducible case proved above implies that \( \overline{\mathcal{C}} \cap P((V_\rho)_{S_\ell}) \) has nonempty interior in \( P((V_\rho)_{S_\ell}) \) for all \( 1 \leq \ell \leq r \). In particular, the interior \( U_\ell \) of \( \overline{\mathcal{C}} \cap P((V_\rho)_{S_\ell}) \cap \Delta_{\ell}^V \) in \( P((V_\rho)_{S_\ell}) \) is nonempty. Lift \( U_1, \ldots, U_r \) to convex cones \( \overline{U_1}, \ldots, \overline{U_r} \) of \( V_\rho \). The sum \( \overline{U_1} + \cdots + \overline{U_r} \) is open in \( V_\rho \). It projects down to a convex open subset of \( P(V_\rho) \) which is contained in \( \Delta^V \cap \overline{\mathcal{C}} \), and in fact contained in \( \mathcal{C} \) since \( \mathcal{C} \) is closed in \( \Omega_{TV} \). \( \square \)

3.9. Block triangular decomposition. We now assume that the Coxeter group \( W_S \) is irreducible. Let \( \rho : W_S \to \text{GL}(V) \) be a representation of \( W_S \) generated by weakly compatible reflections (Definition 3.2), associated to some \( \alpha \in V^* N \) and \( v \in V N \), with Cartan matrix \( \mathcal{A} \). Choose a complementary subspace \( U \) of \( V_\alpha \cap V_v \) in \( V_\alpha \), a complementary subspace \( U' \) of \( V_\alpha \cap V_v \) in \( V_\rho \), and a complementary subspace \( U'' \) of \( V_\alpha + V_v \) in \( V \):

\[
V = U \oplus (V_\alpha \cap V_v) \oplus U' \oplus U''.
\]

By the definition (3.3) of the \( \rho(s_i) \), in a basis adapted to this decomposition of \( V \), the elements of \( \rho(W_S) \) are matrices of the form

\[
\rho(\gamma) = \begin{pmatrix}
\text{Id} & 0 & 0 & 0 \\
0 & \text{Id} & \ast & \ast \\
0 & 0 & \rho_v^a(\gamma) & \ast \\
0 & 0 & 0 & \text{Id}
\end{pmatrix}
\]

where \( \rho_v, \rho_v^a, \rho_v^a \) are the induced representations from Remark 3.6, and we implicitly identify \( V^a = V/V_\alpha \) with \( U' \oplus U'' \) and \( V^v = V_\rho/(V_\alpha \cap V_v) \) with \( U' \). (The zeros in (3.10) come from the definition of \( V_\alpha \) in columns 1 and 2, and of \( V_v \) in rows 1 and 4.) Further, \( \dim(U') = \text{rank} (\mathcal{A}) \) by [Vi1, Prop. 15] and \( \rho_v^a \) is irreducible by Proposition 3.23.(2).

**Lemma 3.26.** The representation \( \rho \) is semisimple if and only if \( V = V_\alpha \oplus V_v \), i.e. \((U, V_\alpha \cap V_v, U', U'') = (V_\alpha, \{0\}, V_v, \{0\})\), in which case \( \rho \) has the form \( \begin{pmatrix}
\text{Id} & 0 & 0 & 0 \\
0 & \ast & \ast & \ast \\
0 & \ast & \ast & \ast \\
0 & \ast & \ast & \ast
\end{pmatrix} \).

**Proof.** If \( \rho \) is semisimple, then \( V_\alpha \) (resp. \( V_v \)) admits a \( \rho(W_S)-\text{invariant} \) complementary subspace in \( V \), which must contain \( V_v \) (resp. be contained in \( V_\alpha \)) by Proposition 3.23.(1);
we deduce $V = V_a \oplus V_v$. Conversely, if $V = V_a \oplus V_v$, then $\rho$ has the given matrix form, hence $\rho$ is semisimple since $\rho^0$ is irreducible.

**Remark 3.27.** If $W_S$ is an affine irreducible Coxeter group in $N \geq 2$ generators as in (3.1), then the analogue of Remark 3.19.(2) fails: the set $\text{Hom}^\text{ref}(W_S, \text{GL}(V))$ is not closed in $\text{Hom}^\text{id}(W_S, \text{GL}(V))$ when $\dim(V) > N$. Indeed, consider the Tits geometric representation $\rho : W_S \to \text{GL}(\mathbb{R}^N)$ of Remark 3.11, with Cartan matrix $\mathcal{A} = \text{Cos}(W_S) = (-2\cos(\pi/m_{i,j}))_{1 \leq i, j \leq N}$ (with the convention $\pi/\infty = 0$), and associated $(\alpha_1, \ldots, \alpha_N) \in (\mathbb{R}^N)^*$ (which is the canonical basis of $(\mathbb{R}^N)^*$) and $(v_1, \ldots, v_N) \in V^N$ (such that $v_i$ is the $i$-th column of $\mathcal{A}$ in the canonical basis of $\mathbb{R}^N$). By construction, $\rho$ is reduced (Definition 3.5) and symmetrizable, and if $N = 2$ then one readily sees that $\mathcal{A}$ is of zero type. By Fact 3.17.(2), the $\rho(W_S)$-invariant subspace $V' := \text{span}(v_1, \ldots, v_N)$ of $\mathbb{R}^N$ is a hyper-plane, and $\rho(W_S)$ acts properly discontinuously and cocompactly on the affine chart $\mathbb{P}(\mathbb{R}^N) \sim \mathbb{P}(V')$. Note that the restriction of $\rho$ to $V'$ is not injective (in fact it has finite image). For $1 \leq i \leq N$, let $\alpha_i' \in V'^*$ be the restriction of $\alpha_i$ to $V'$. For any $c, d \in \mathbb{R}$, we define a representation $\rho^{c, d} : W_S \to \text{GL}(\mathbb{R}^{\oplus V'_+ \oplus \mathbb{R}})$ by the data:

$$
\begin{align*}
\alpha_i^{c, d} := (0, \alpha_i', -d) \quad \text{and} \quad v_i^{c, d} := \begin{pmatrix}
-c

v_i

0
\end{pmatrix}, \quad \text{so that} \quad \rho^{c, d}(s_i) = \begin{pmatrix}
1 & c\alpha_i' & -cd \\
0 & \text{Id} - v_i\alpha_i' & dv_i \\
0 & 0 & 1
\end{pmatrix}
\end{align*}
$$

for all $1 \leq i \leq N$. For $d \neq 0$, the representation in the bottom (red) box identifies with $(\rho^{c, d})^d$, and is conjugate to $\rho$. For $c \neq 0$, the representation in the upper (blue) box identifies with $(\rho^{c, d})_c$, and is conjugate to the dual representation $\rho^*$. Define $V_a^{c, d} := \bigcap_{1 \leq i \leq N} \ker(\alpha_i^{c, d})$ and $V_v^{c, d} := \text{span}_{1 \leq i \leq N}(v_i^{c, d})$. Then by Fact 3.17.(2a),

$$
\rho^{c, d} \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \iff V_a^{c, d} + V_v^{c, d} \neq V \iff d \neq 0.
$$

Applying Fact 3.17.(2a) to the dual representation $(\rho^{c, d})^*$, we have that

$$
(\rho^{c, d})^* \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \iff V_a^{c, d} \cap V_v^{c, d} \neq \{0\} \iff c \neq 0.
$$

Observing that $\rho^{0, 0}$ is not injective, we have that

$$
\rho^{c, d} \in \text{Hom}^\text{id}(W_S, \text{GL}(V)) \iff (c, d) \neq (0, 0).
$$

Thus, for $d \neq 0$ we have $\rho^{1, d} \in \text{Hom}^\text{ref}(W_S, \text{GL}(V))$, and as $d \to 0$ the limit lies in $\text{Hom}^\text{id}(W_S, \text{GL}(V)) \sim \text{Hom}^\text{ref}(W_S, \text{GL}(V))$, which proves the result.

When $W_S$ is of type $\tilde{A}_1$, the representation $\rho^{1, 1}$ corresponds to Example 3.10.(iii); in the affine chart of Figure 2.(iii), the affine action of $\rho^{1, d}(W_S)$ is a scaling, by a factor $d$, of the affine action of $\rho^{1, 1}(W_S)$.

In general, $\rho^{1, 1}(W_S)$ can also be realized by letting $W_S$ act properly discontinuously and cocompactly by reflections on a horosphere of the hyperbolic space $\mathbb{H}^N$, and lifting to reflections of the Minkowski space $\mathbb{R}^N$.

### 3.10. Parametrizing characters by equivalence classes of Cartan matrices

Suppose our Coxeter group $W_S$ in $N$ generators is infinite and irreducible. Let $\mathcal{A}$ be a $N \times N$ real matrix which is weakly compatible with $W_S$ (Definition 3.1).
If \( \text{rank}(\mathcal{A}) = \dim(V) \), then we may directly construct \( \alpha = (\alpha_1, \ldots, \alpha_N) \in V^*^N \) and \( v = (v_1, \ldots, v_N) \in V^N \) with \( (\alpha_i(v_j))_{i,j=1}^N = \mathcal{A} \) as follows. Choose \( \text{rank}(\mathcal{A}) \) linearly independent rows of \( \mathcal{A} \) giving a basis of the row space of \( \mathcal{A} \); the subset of \( \alpha \) corresponding to those rows must form a basis \( B^* \) of \( V^* \). Each remaining row is a linear combination of the chosen row basis; the corresponding element of \( \alpha \) must be the corresponding linear combination of \( B^* \). This uniquely determines \( \alpha \), up to the choice of the basis \( B^* \).

The vectors of \( v \) are then determined by their coordinates with respect to \( B^* \) which are the entries of \( \mathcal{A} \). Hence, up to the action of \( \text{GL}(V) \), the Cartan matrix \( \mathcal{A} \) uniquely determines \( \alpha \) and \( v \). The corresponding representation \( \rho : W_S \to \text{GL}(V) \) generated by weakly compatible reflections is uniquely determined, up to conjugacy, by the equivalence class of \( \mathcal{A} \); it is irreducible by Proposition 3.23.(2).

If \( \text{rank}(\mathcal{A}) < \dim(V) \), then splitting \( V \) into a trivial summand plus a subspace of dimension \( \text{rank}(\mathcal{A}) \) and applying the same process yields a unique conjugacy class of semisimple representations. Hence we get the following fact.

**Fact 3.28.** For any \( N \times N \) real matrix \( \mathcal{A} \) of rank \( \leq \dim(V) \) which is weakly compatible with \( W_S \) (Definition 3.1), there is a unique conjugacy class of semisimple representations \( \rho : W_S \to \text{GL}(V) \) with Cartan matrix \( \mathcal{A} \).

Further, the constructive correspondence described above implies the following parametrization statement, which will be used in Section 8.

**Fact 3.29.** The map assigning to a conjugacy class of semisimple representations the equivalence class of its Cartan matrices is a homeomorphism from the open and closed subset of \( \chi(W_S,\text{GL}(V)) \) consisting of representations generated by weakly compatible reflections to the space of equivalence classes of \( N \times N \) matrices of rank \( \leq \dim(V) \) that are weakly compatible with \( W_S \).

Note that if \( \text{rank}(\mathcal{A}) < \dim(V) \), then there are also non-semisimple conjugacy classes associated to \( \mathcal{A} \). Invariants for these are more subtle to describe, see [Vi1, Prop. 15].

### 3.11. Proof of Fact 3.17

We first recall a useful fact.

**Fact 3.30** ([Vi1, Prop. 21–22–23]). Let \( W_S \) be an irreducible Coxeter group with presentation (3.1). Then the \( N \times N \) real matrix \( \text{Cos}(W_S) := (-2 \cos(\pi/m_{i,j}))_{1 \leq i,j \leq N} \) (with the convention \( \pi/\infty = 0 \)) is a Cartan matrix compatible with \( W_S \) (Definition 3.7), and \( W_S \) is spherical (resp. affine, resp. large) if and only if \( \text{Cos}(W_S) \) is of positive (resp. zero, resp. negative) type.

Recall the Tits geometric representation of Remark 3.11 has Cartan matrix \( \text{Cos}(W_S) \).

**Proof of Fact 3.17.** (1) By [Vi1, Prop. 22], the group \( W_S \) is spherical if and only if \( \mathcal{A} \) is of positive type; in this case \( \mathcal{A} \) is symmetrizable by [Vi1, Lem. 13].

(2a) Suppose \( W_S \) is affine and \( \mathcal{A} \) is of zero type. Then \( \mathcal{A} \) is symmetrizable by [Vi1, Lem. 13]. Since condition (3.5) holds for \( \tilde{\Delta} \) in \( V \), it also holds for its image in \( V^\alpha = V/V_\alpha \),
and so $\rho^a$ is still a representation of $W_S$ as a reflection group with Cartan matrix $A$, by Remark 3.6. The representation $\rho^a$ is now reduced. By [Vi1, Prop. 23], there is a hyperplane $V'$ of $V^a$ such that the group $\rho^a(W_S)$ acts properly discontinuously and cocompactly on the affine chart $\mathbb{P}(V^a) \smallsetminus \mathbb{P}(V')$ of $\mathbb{P}(V^a)$, preserving some Euclidean metric. In particular, $\rho^a$ is non-semisimple. This implies that $\rho$ is non-semisimple (see (3.10) and Lemma 3.26). Note that the hyperplane $V'$ of $V^a$ must be $\rho^a(W_S)$-invariant; therefore it contains $V^a$ by Proposition 3.23.(1). We must in fact have $V' = V^a$ because the dimension of $V^a$ is at least the rank of the matrix $A$, which is $(\dim V^a) - 1$ by [Vi1, Prop. 23].

(2b) Suppose $W_S$ is affine and $A$ is of negative type. The case $N = 2$ is treated in Example 3.18. We now assume $N \geq 3$. If $W_S$ were not of type $\tilde{A}_{N-1}$, then by [Vi1, Prop. 21.(2)] the Cartan matrix $A$ would be equivalent to $\text{Cos}(W_S)$, hence would be of zero type by Fact 3.30: impossible. Therefore $W_S$ is of type $\tilde{A}_{N-1}$, i.e. $m_{i,i+1} = 3$ for all $1 \leq i \leq N - 1$ and $m_{1,N} = 3$ and $m_{i,j} = 0$ for all other pairs $(i,j)$ with $i \neq j$. Conjugating by appropriate positive diagonal matrices, we see that there exists $a > 0$ such that the compatible matrix $A$ belongs to the same equivalence class (Definition 3.3) as the matrices

$$A' = \begin{pmatrix} 2 & -1 & \cdots & -a \\ -1 & 2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -a^{-1} & \cdots & -1 & 2 \end{pmatrix} \quad \text{and} \quad A'' = \begin{pmatrix} 2 & -b^{-1} & \cdots & -b \\ -b & 2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -b^{-1} & \cdots & -b^{-1} & 2 \end{pmatrix},$$

where $b := \sqrt[N]{a}$ (see also [Vi1, Prop. 16]). We have $\det A = \det A' = \det A'' = 2 - a - a^{-1}$. Note that if $\tau \in \mathbb{R}^N$ has all its entries 1, then $A''\tau$ has all its entries $2 - b - b^{-1}$. Since $A''$ is of negative type, we must have $2 - b - b^{-1} \neq 0$ by Fact 3.15.(4), hence $b \neq 1$, hence $\det A \neq 0$.

(3) We argue by contraposition. Suppose that $A$ is not of negative type. By [Vi1, Prop. 21.(1)], the Cartan matrix $A$ is equivalent to $\text{Cos}(W_S)$. Fact 3.30 then implies that $W_S$ is spherical or affine, i.e. not large.

4. Maximality of the Tits–Vinberg Domain

Recall the notions of reduced and dual-reduced representations from Definition 3.5. The goal of this section is to establish the following maximality properties of the Tits–Vinberg domain for irreducible Coxeter groups, as well as some analogues for nonirreducible Coxeter groups (Propositions 4.6 and 4.8).

**Proposition 4.1.** Let $W_S$ be an irreducible Coxeter group in $N \geq 2$ generators and $\rho : W_S \to \text{GL}(V)$ a representation of $W_S$ as a reflection group in $V$ (Definition 1.2) with a Cartan matrix $A = (a_{ij}(V))_{1 \leq i,j \leq N}$ of negative type (Definition 3.12). Then

1. if $\rho(W_S)$ is reduced, then $\Omega_{TV}$ is properly convex and it is maximal with respect to inclusion among all $\rho(W_S)$-invariant convex open subsets of $\mathbb{P}(V)$;
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Figure 3. Illustration for the proof of Proposition 4.1.(1)

(2) if \( \rho(W_S) \) is reduced and dual-reduced and \( N \geq 3 \), then \( \Omega_{TV} \) is the unique maximal nonempty \( \rho(W_S) \)-invariant convex open subset of \( \mathbb{P}(V) \);

(3) in general, if \( N \geq 3 \), then any \( \rho(W_S) \)-invariant properly convex open subset of \( \mathbb{P}(V) \) is contained in the Tits–Vinberg domain \( \Omega_{TV} \).

Remark 4.2. In the setting of Proposition 4.1, if \( N = 2 \) and \( W_S \) is infinite (i.e. \( W_S \) is of type \( \tilde{A}_1 \) as in Example 3.10.(i)), and if \( \rho(W_S) \) is reduced and dual-reduced, then there are exactly two nonempty \( \rho(W_S) \)-invariant properly convex open subsets of \( \mathbb{P}(V) \), namely \( \Omega_{TV} \) (which contains \( \text{Ker}(\alpha_1) \) and \( \text{Ker}(\alpha_2) \)) and \( \mathbb{P}(V) \sim \overline{\Omega_{TV}} \) (which contains \( [v_1] \) and \( [v_2] \)).

4.1. The reduced case. We first prove Proposition 4.1.(1)–(2). If \( \rho \) is defined by \( \alpha = (\alpha_1, \ldots, \alpha_N) \in V^* \) and \( v = (v_1, \ldots, v_N) \in V^N \), we denote by \( V_v \) the span of \( v_1, \ldots, v_N \) and by \( V_\alpha \) the intersection of the kernels of \( \alpha_1, \ldots, \alpha_N \), as in Definition 3.5.

Proof of Proposition 4.1.(1). Let \( \Omega \) be a \( \rho(W_S) \)-invariant convex open subset of \( \mathbb{P}(V) \) containing \( \Omega_{TV} \).

We first show that if \( \rho(W_S) \) is reduced (i.e. \( V_\alpha = \{0\} \)), then \( \Omega \) is properly convex. We will actually prove the contrapositive. Assume \( \Omega \) is not properly convex. The largest linear subspace \( V' \) of \( V \) contained in the closure of a convex lift of \( \Omega \) to \( V \) defines a nontrivial invariant projective subspace \( \mathbb{P}(V') \) which is disjoint from \( \Omega \) (and from any affine chart containing \( \Omega \)). Proposition 3.23.(1) implies that either \( V_\alpha \supset V' \) or \( V_v \subset V' \). If \( V_v \subset V' \), then \( \mathbb{P}(V_v) \subset \mathbb{P}(V) \sim \Omega \subset \mathbb{P}(V) \sim \Omega_{TV} \), which contradicts the fact \( \mathbb{P}(V_v) \cap \Omega_{TV} \neq \emptyset \) (Remark 3.14.(1)). So \( V_\alpha \supset V' \neq \{0\} \), showing that \( \rho(W_S) \) is not reduced.

Assume then that \( \rho(W_S) \) is reduced, so that \( \Omega \) is properly convex. We now check that \( \Omega = \Omega_{TV} \). Suppose by contradiction that there is a point \( y \in \Omega \sim \Omega_{TV} \); Figure 3 illustrates
the proof. Let $z$ lie in the interior of the fundamental domain $\Delta^b = \Delta \cap \Omega_{TV}$ for the action of $\rho(W_S)$ on $\Omega_{TV}$. Recall (Fact 3.8) that $\Delta^b$ is equal to $\Delta$ minus the union of all faces with infinite stabilizer and the quotient $\rho(W_S) \backslash \Omega_{TV}$ is an orbifold homeomorphic to $\Delta^b$, with mirrors on the reflection walls. The intersection of the segment $[z, y]$ with $\Omega_{TV}$ is a half-open segment $[z, y']$ where $y' \in \partial \Omega_{TV} \cap \Omega$. It has finite length in the Hilbert metric $d_\Omega$ (see Section 2.1). The image of $[z, y')$ in the quotient may be viewed as a billiard path $q : [z, y') \to \Delta'$ (where the reflection associated to a mirror wall is used to determine how the trajectory reflects off that wall). Any point of $\Delta$ with infinite stabilizer, hence disjoint from $\Omega_{TV}$, has finite length in the Hilbert metric $d_\Omega$. Any point of $\Delta$ is the center of a $d_\Omega$-ball contained in $\Omega_{TV}$, hence disjoint from $\rho(W_S) \cdot y'$; it follows that $q(t)$ can only accumulate on points of $\Delta \sim \Delta^b$ as $t \to y'$. Any such accumulation point $y''$ belongs to a face of $\Delta$ with infinite stabilizer, hence $y'' \in \partial \Omega$ since $\rho(W_S)$ acts properly discontinuously on $\Omega$. It follows that $d_\Omega(z, q(t))$ goes to infinity as $t \to y'$. By the triangle inequality, we have $d_\Omega(z, y') > d_\Omega(z, q(t))$, contradicting the fact that $d_\Omega(z, y')$ is finite. 

Proof of Proposition 4.1.(2). Suppose $\rho(W_S)$ is reduced and dual-reduced and $N \geq 3$. By Proposition 3.23.(2), the representation $\rho$ is irreducible, hence any $\rho(W_S)$-invariant convex open subset $\Omega$ of $\mathbb{P}(V)$ has to be properly convex. Indeed, the largest linear subspace of $V$ contained in the closure of a convex lift of $\Omega$ to $V$ is $\rho(W_S)$-invariant.

Suppose $W_S$ is affine. Since $\rho$ is irreducible (hence semisimple), Fact 3.17 implies that $W_S$ is of type $A_{N-1}$ with $N = \dim(V)$. Since $N \geq 3$, Lemma 3.22 applies: the set $\Omega_{TV}$ is the unique $\rho(W_S)$-invariant convex open subset of $\mathbb{P}(V)$.

Suppose $W_S$ is large. By Proposition 3.23.(3), the representation $\rho$ is strongly irreducible. By Proposition 2.6, there is a unique maximal $\rho(W_S)$-invariant properly convex open set $\Omega_{max}$ containing all other invariant properly convex open sets; this must be the Tits–Vinberg domain $\Omega_{max} = \Omega_{TV}$ by Proposition 4.1.(1).

Remark 4.3. Suppose we are in the setting of Proposition 4.1, namely $W_S$ is irreducible and the Cartan matrix $\mathcal{A}$ is of negative type.

(1) If $\rho(W_S)$ is reduced, then $\Omega_{TV}$ is properly convex by Proposition 4.1.(1). On the other hand, if $\rho(W_S)$ is not reduced, then $\Omega_{TV}$ is not properly convex, for it contains the projective subspace $\mathbb{P}(V_\alpha)$ in its boundary.

(2) If $\rho(W_S)$ is not dual-reduced, then there is a $\rho(W_S)$-invariant convex open subset of $\mathbb{P}(V)$ which is not contained in $\Omega_{TV}$, namely the complement $\mathcal{U}$ in $\mathbb{P}(V)$ of any projective hyperplane containing $\mathbb{P}(V_\alpha)$. Indeed, $\mathcal{U}$ is $\rho(W_S)$-invariant by Proposition 3.23.(1), and $\mathcal{U} \not\subset \Omega_{TV}$ because $\mathcal{U}$ is an affine chart, $\Omega_{TV}$ is convex, and $\Omega_{TV} \cap \mathbb{P}(V_\alpha) \neq \emptyset$ by Remark 3.14. See Figure 4.

4.2. The general case in Proposition 4.1. For any representation $\rho' : W_S \to \text{GL}(V')$ of our Coxeter group $W_S$, we write $\Lambda_{\rho'}$ for the proximal limit set $\Lambda_{\rho'(W_S)}$ of $\rho'(W_S)$ in $\mathbb{P}(V')$, as in Definition 2.2, and $\Lambda_{\rho'}^* := \Lambda_{\rho'^*(W_S)}$ for the proximal limit set of $\rho'^*(W_S)$ in $\mathbb{P}(V'^*)$, where $\rho'^* : W_S \to \text{GL}(V'^*)$ is the dual representation.
Proof of Proposition 4.1.(3). By Corollary 3.25.(1), there exists \( \gamma \in W_S \) such that \( \rho(\gamma) \) is proximal in \( \mathbb{P}(V) \); then \( \rho^*(\gamma^{-1}) \) is proximal in \( \mathbb{P}(V^*) \), and so \( \Lambda^*_\rho \neq \emptyset \). By Proposition 2.5.(3), it is sufficient to prove the following two claims:

(i) the Tits–Vinberg domain \( \Omega_{TV} \) is a full connected component of
\[
\mathcal{U} := \mathbb{P}(V) \setminus \bigcup_{[\varphi] \in \Lambda^*_\rho} \mathbb{P}(\text{Ker}(\varphi));
\]

(ii) the set \( \mathcal{U} \) admits only one \( \rho(W_S) \)-invariant connected component.

We first prove (i). Consider \( V^a = V/V_\alpha \) and the representation \( \rho^a : W_S \to \text{GL}(V^a) \) induced by \( \rho \), as in Remark 3.6: since \( \mathcal{A} \) is assumed of negative type, \( \rho^a \) is a representation of \( W_S \) as a reflection group (Remark 3.16). By Propositions 2.5.(3) and 4.1.(1), the corresponding Tits–Vinberg domain \( \Omega^a_{TV} \subset \mathbb{P}(V^a) \) is a full connected component of
\[
(4.1) \quad \mathcal{U}^a := \mathbb{P}(V^a) \setminus \bigcup_{[\varphi] \in \Lambda^*_\rho^a} \mathbb{P}(\text{Ker}(\varphi)).
\]

Let \( \pi : \mathbb{P}(V) \sim \mathbb{P}(V_\alpha) \to \mathbb{P}(V^a) \) be the natural projection. On the one hand, the fundamental reflection polytope \( \Delta^a \subset \mathbb{P}(V^a) \) for \( \rho^a(W_S) \) satisfies \( \pi^{-1}(\Delta^a) = \Delta \sim \mathbb{P}(V_\alpha) \), hence \( \Omega_{TV} = \pi^{-1}(\Omega^a_{TV}) \). On the other hand, the connected components of \( \mathcal{U} \) are exactly the preimages under \( \pi \) of the connected components of \( \mathcal{U}^a \). Indeed, the dual \( (V^a)^* \) of \( V^a \) identifies with the annihilator \( (V^*)_\alpha \subset V^* \) of \( V_\alpha \), i.e. the set of linear forms \( \varphi \in V^* \) that vanish on \( V_\alpha \), which is also the span of the \( \alpha_i \) in \( V^* \). The dual action of \( \rho(W_S) \) on \( V^* \) exchanges the roles of the \( v_i \) and the \( \alpha_i \): namely, \( \rho(s_i) \) acts on \( V^* \) as a reflection in the hyperplane defined by \( v_i \), with \((-1)\)-eigenvector \( \alpha_i \). Therefore the proximal limit set \( \Lambda^*_\rho \) of \( \rho^*(W_S) \) in \( \mathbb{P}(V^*) \) is contained in the subspace \( \mathbb{P}((V^*)_\alpha) = \mathbb{P}((V^a)^*) \), and equal to the proximal limit set \( \Lambda^*_\rho^a \) of \( \rho^a*(W_S) \) in that subspace. This implies that the connected components of \( \mathcal{U} \) are exactly the preimages under \( \pi \) of the connected components of \( \mathcal{U}^a \), and completes the proof of (i).
We now prove (ii), assuming \( N \geq 3 \). By the proof of (i), it is sufficient to check that the set \( \mathcal{P}^a \) of (4.1) has a unique \( \rho(W_S) \)-invariant connected component, for the projection \( \pi : \mathbb{P}(V) \sim \mathbb{P}(V_a) \rightarrow \mathbb{P}(V^a) \) is \( \rho(W_S) \)-equivariant. Assume by contradiction that there exists a \( \rho(W_S) \)-invariant connected component \( \Omega' \) of \( \mathcal{P}^a \) different from the Tits–Vinberg domain \( \Omega^a_{TV} \). Intersecting \( \Omega^a_{TV} \) with \( \mathbb{P}(V^a) \) yields the Tits–Vinberg domain for \( \rho^a(W_S) \) in \( \mathbb{P}(V^a) \). Since \( \rho^a(V^a) \) is both reduced and dual reduced, \( \Omega^a_{TV} \cap \mathbb{P}(V^a) \) is the unique maximal nonempty \( \rho^a(W_S) \)-invariant convex open subset of \( \mathbb{P}(V^a) \) by Proposition 4.1.(2). Now, it may be that \( \Omega' \) does not intersect \( \mathbb{P}(V^a) \). However, \( \Omega' \) contains the proximal limit set \( \Lambda_{\rho^a} \), hence \( \Omega' \cap \mathbb{P}(V^a) \) is a closed \( \rho^a(W_S) \)-invariant convex subset of \( \mathbb{P}(V^a) \) whose interior, necessarily nonempty by Corollary 3.25.(2), is contained in \( \Omega^a_{TV} \cap \mathbb{P}(V^a) \). Since \( \Omega^a_{TV} \) is open, we find that \( \Omega^a_{TV} \) and \( \Omega' \) must overlap, hence they are equal. \( \square \)

4.3. Invariant cones for irreducible \( W_S \). Whereas Proposition 4.1 assumed a Cartan matrix of negative type and concerned invariant properly convex sets in the projective space \( \mathbb{P}(V) \), the following does not make any assumptions about the Cartan matrix, and concerns invariant properly convex cones in the vector space \( V \).

**Lemma 4.4.** Let \( W_S \) be an irreducible Coxeter group and \( \rho : W_S \rightarrow \text{GL}(V) \) a representation of \( W_S \) as a reflection group in \( V \) (Definition 1.2), associated to some \( \alpha = (\alpha_1, \ldots, \alpha_N) \in V^* \) and \( v = (v_1, \ldots, v_N) \in V^N \). Then any \( \rho(W_S) \)-invariant properly convex open cone \( \tilde{\Omega} \) of \( V \) is contained in the Tits–Vinberg cone \( \tilde{\Omega}_{TV} \) or its opposite \( -\tilde{\Omega}_{TV} \).

(Recall from Section 3.3 that \( \tilde{\Omega}_{TV} \) and \( -\tilde{\Omega}_{TV} \) are both \( \rho(W_S) \)-invariant convex open cones of \( V \), on which \( \rho(W_S) \) acts properly discontinuously.)

Note that when \( N = 2 \) and \( W_S \) is infinite, there may exist a \( \rho(W_S) \)-invariant properly convex open subset of \( \mathbb{P}(V) \) which is not contained in \( \Omega_{TV} \) (see Remark 4.2); however, its preimage in \( V \) is the union of two properly convex cones of \( V \) which are not \( \rho(W_S) \)-invariant (the two cones are switched by \( \rho(W_S) \)).

**Proof.** If \( W_S \) is finite, then \( \tilde{\Omega}_{TV} = V \) by [Vi1, Lem. 10], and so the lemma is obviously true. We now assume that \( W_S \) is infinite. Then the Cartan matrix \( \mathcal{A} = (\alpha_i(v_j))_{1 \leq i, j \leq N} \) is of negative or zero type (Fact 3.17).

If \( N = 2 \), then we are in the setting of Example 3.10 and \( \tilde{\Omega} \) is contained in \( \tilde{\Omega}_{TV} \) or its opposite \( -\tilde{\Omega}_{TV} \). So we now assume \( N \geq 3 \).

Suppose \( \mathcal{A} \) is of negative type. The projection \( \Omega \subset \mathbb{P}(V) \) of \( \tilde{\Omega} \subset V \) is a \( \rho(W_S) \)-invariant properly convex open subset of \( \mathbb{P}(V) \). By Proposition 4.1.(3) we have \( \Omega \subset \Omega_{TV} \), and so \( \tilde{\Omega} \) is contained in one of the two \( \rho(W_S) \)-invariant cones \( \tilde{\Omega}_{TV} \) or \( -\tilde{\Omega}_{TV} \).

Suppose \( \mathcal{A} \) is of zero type. First, observe that \( \tilde{\Omega} \cap V_\alpha = \emptyset \), since the action of \( \rho(W_S) \) on \( \tilde{\Omega} \) is properly discontinuous and the action on \( V_\alpha \) is trivial. Hence, \( \tilde{\Omega} \) projects to a (not necessarily properly) convex open cone \( \tilde{\Omega}^a \) in \( V^a = V/V_\alpha \), which does not contain 0. The induced representation \( \rho^a : W_S \rightarrow V^a \) is still a representation as a reflection group (Fact 3.17.(2a)), with a corresponding Tits–Vinberg cone \( \tilde{\Omega}^a_{TV} \subset V^a \). Note that \( \Delta + V_\alpha = \Delta \); therefore \( \tilde{\Omega}_{TV} \) is the full preimage of \( \tilde{\Omega}^a_{TV} \) under the natural projection \( V \rightarrow V^a \).
Therefore it is sufficient to check that \( \tilde{\Omega}^a \) is equal to \( \tilde{\Omega}^a_{TV} \) or \( -\tilde{\Omega}^a_{TV} \). By Fact 3.17.(2a), the set \( V^a \) is a \( \rho^a(W_S) \)-invariant hyperplane in \( V^a \) and \( \Omega^a_{TV} \) is a connected component of \( V^a \sim V^a_v \). Any affine translate \( w + V^a_v \), for \( w \in V^a \sim V^a_v \), is invariant under \( \rho^a(W_S) \), with a compact fundamental domain. Since \( \tilde{\Omega}^a \) is open, it contains some \( w \in V^a \sim V^a_v \). Since the action on \( w + V^a_v \) is cocompact, the \( \rho^a(W_S) \)-invariant convex cone \( \tilde{\Omega}^a \) contains all of \( w + V^a_v \), hence it contains the entire halfspace on the \( w \) side of \( V^a_v \), which is \( \tilde{\Omega}^a_{TV} \) or \( -\tilde{\Omega}^a_{TV} \). In fact \( \tilde{\Omega}^a \) is equal to this halfspace, for if it contained a point \( w \in V^a \sim V^a_v \) in the other halfspace, the same argument would show that it contains this full other halfspace, hence the whole of \( V^a \) by openness: contradiction. Thus \( \tilde{\Omega}^a \) is equal to \( \tilde{\Omega}^a_{TV} \) or \( -\tilde{\Omega}^a_{TV} \), and so \( \tilde{\Omega} \) is contained in \( \tilde{\Omega}^a_{TV} \) or \( -\tilde{\Omega}^a_{TV} \). \( \square \)

4.4. Tits–Vinberg domains for nonirreducible Coxeter groups. Let \( W_S = W_{S_1} \times \cdots \times W_{S_r} \) be a Coxeter group which is the product of \( r \geq 1 \) irreducible factors. Let \( a = (a_1, \ldots, a_N) \in V^a \) and \( v = (v_1, \ldots, v_N) \in V^N \). Then the matrix \( \mathcal{A} = (a; (v_j))_{1 \leq i, j \leq N} \) is compatible with \( W_S \) if and only if the Cartan submatrix \( \mathcal{A}_{S_{\ell}} := (a_i(v_j))_{s_i, s_j \in S_{\ell}} \) is compatible with \( W_{S_{\ell}} \) for all \( 1 \leq \ell \leq r \). The fundamental polyhedral cone \( \tilde{\Delta} \) for \( W_S \), defined as the intersection of the nonpositive halfspaces for \( a_1, \ldots, a_N \), is equal to the intersection \( \tilde{\Delta} = \cap_{\ell=1}^r \tilde{\Delta}_{\ell} \), where for each \( 1 \leq \ell \leq r \), the set \( \tilde{\Delta}_{\ell} \) is the fundamental polyhedral cone for the factor \( W_{S_{\ell}} \), defined as the intersection of the nonpositive halfspaces for \( \{a_i \mid s_i \in S_{\ell}\} \). Note that for each \( \ell \neq \ell' \), the cone \( \Delta_{\ell} \) is preserved by \( \rho(W_{S_{\ell'}}) \). This implies the following.

**Fact 4.5.** Let \( W_S = W_{S_1} \times \cdots \times W_{S_r} \) be a Coxeter group in \( N \) generators which is the product of \( r \geq 1 \) irreducible factors, and let \( \rho : W_S \to \text{GL}(V) \) be a representation of \( W_S \) as a reflection group, associated to some \( a = (a_1, \ldots, a_N) \in V^a \) and \( v = (v_1, \ldots, v_N) \in V^N \). Then for each irreducible factor \( W_{S_{\ell}} \), the restriction \( \rho|_{W_{S_{\ell}}} : W_{S_{\ell}} \to \text{GL}(V) \) is a representation of \( W_{S_{\ell}} \) as a reflection group, associated to \( (a_i)_{s_i \in S_{\ell}} \) and \( (v_i)_{s_i \in S_{\ell}} \). The Tits–Vinberg cone \( \tilde{\Omega}_{Vin} = \text{Int}\left( \bigcup_{\gamma \in S_{\ell}} \rho(\gamma) \cdot \tilde{\Delta}_{\ell} \right) \) for \( \rho(W_S) \) is the intersection of the Tits–Vinberg cones \( \tilde{\Omega}_{Vin,\ell} = \text{Int}\left( \bigcup_{\gamma \in S_{\ell}} \rho(\gamma) \cdot \tilde{\Delta}_{\ell} \right) \) for the \( \rho(W_{S_{\ell}}) \):

\[
\tilde{\Omega}_{Vin} = \cap_{\ell=1}^r \tilde{\Omega}_{Vin,\ell}.
\]

Here is an analogue of Proposition 4.1.(1) when \( W_S \) is not necessarily irreducible.

**Proposition 4.6.** Let \( W_S = W_{S_1} \times \cdots \times W_{S_r} \) be an infinite Coxeter group in \( N \) generators which is the product of \( r \geq 1 \) irreducible factors, and let \( \rho : W_S \to \text{GL}(V) \) be a representation of \( W_S \) as a reflection group, associated to some \( a = (a_1, \ldots, a_N) \in V^a \) and \( v = (v_1, \ldots, v_N) \in V^N \). Suppose that the Cartan submatrix \( \mathcal{A}_{S_{\ell}} := (a_i(v_j))_{s_i, s_j \in S_{\ell}} \) is of negative type for each irreducible factor \( W_{S_{\ell}} \). If \( \rho \) is reduced, then the Tits–Vinberg cone \( \tilde{\Omega}_{Vin} \), and hence the Tits–Vinberg domain \( \Omega_{TV} = \mathbb{P}(\tilde{\Omega}_{Vin}) \), is properly convex.

**Proof.** By contraposition, suppose that \( \tilde{\Omega}_{Vin} \) is not properly convex. By Fact 4.5, it is contained in the Tits–Vinberg cone \( \tilde{\Omega}_{Vin,\ell} \) for \( \rho(W_{S_{\ell}}) \) for all \( \ell \). Therefore the maximal linear subspace \( V' \) of \( V \) included in the closure of \( \tilde{\Omega}_{Vin} \) is contained in the maximal linear subspace \( V'_{\ell} \) of \( V \) included in the closure of \( \tilde{\Omega}_{Vin,\ell} \) for all \( \ell \). The proof of
Proposition 4.1.(1) implies that $V'_\ell \subset (V_\alpha S_\ell) := \bigcap_{s_j \in S_\ell} \text{Ker}(a_j)$ for all $\ell$. Hence $\{0\} \neq V' \subset \bigcap_{\ell=1}^r (V_\alpha S_\ell) = V_\alpha$, and so $\rho$ is not reduced. 

As discussed in Section 3.2, for any $1 \leq i \leq N$, the pair $(\alpha_i, v_i) \in V^* \times V$ defining the reflection $\rho(s_i)$ in (3.3) is not uniquely determined by $\rho(s_i)$. Indeed, for any $\lambda_i \neq 0$ the pair $(\lambda_i \alpha_i, \lambda_i^{-1} v_i)$ yields the same reflection. Changing $(\alpha_i, v_i)$ into $(\lambda_i \alpha_i, \lambda_i^{-1} v_i)$ changes the Cartan matrix $A$ into its conjugate $D A D^{-1}$ where $D = \text{Diag}(\lambda_1, \ldots, \lambda_N)$ is a diagonal matrix with nonzero entries.

If $W_S$ is irreducible, then it is easy to see that $D A D^{-1}$ is still a compatible matrix if and only if $\lambda_1, \ldots, \lambda_N$ all have the same sign. Assume that (3.5) holds, i.e. the fundamental polyhedral cone $\Lambda$ has nonempty interior. Then choosing $\lambda_1, \ldots, \lambda_N$ all positive does not change the definition of $\Lambda$, and the Tits–Vinberg cone $\hat{\Omega}_\text{Vin}$ remains unchanged. If $\lambda_1, \ldots, \lambda_N$ are all negative, then $\Lambda$ becomes $-\Lambda$, and the Tits–Vinberg cone $\Omega_\text{Vin}$ becomes $-\hat{\Omega}_\text{Vin}$. In either case, the projections $\Delta$ and $\Omega_\text{TV}$ to $P(V)$ are unchanged. Hence it makes sense to refer to the Tits–Vinberg domain $\Omega_\text{TV}$ of $\rho(W_S)$ in $P(V)$.

Assume now that $W_S = W_{S_1} \times \ldots \times W_{S_r}$ is the product of $r \geq 2$ irreducible factors. In order to preserve compatibility of the Cartan matrix, we must choose the signs of the $\lambda_i$ corresponding to any one of the factors $W_{S_i}$ to be consistent, but the choice of sign may be different for different factors. A nontrivial such blockwise sign change will not change the representation $\rho$, but will nontrivially change the definition of $\Lambda$; we note that $\Delta$ could actually become empty for some sign choices (see Remark 3.20 for a case where all $2^r$ sign choices work). The result is up to $2^r$ different fundamental polyhedral cones $\Lambda$, hence up to $2^r$ different Tits–Vinberg cones $\Omega_\text{Vin}$. Projecting to $P(V)$, this gives up to $2^{r-1}$ different fundamental polyhedra $\Delta$ and up to $2^{r-1}$ different Tits–Vinberg domains $\Omega_\text{TV}$ for the representation $\rho$ of $W_S$ as a reflection group, depending on the choice of $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^{*N}$ and $v = (v_1, \ldots, v_N) \in V^N$ defining $\rho$.

The following is an immediate consequence of Lemma 4.4 and Fact 4.5.

**Proposition 4.7.** Let $W_S = W_{S_1} \times \ldots \times W_{S_r}$ be a Coxeter group which is the product of $r \geq 1$ irreducible factors and let $\rho : W_S \to \text{GL}(V)$ be a representation of $W_S$ as a reflection group. Then any $\rho(W_S)$-invariant properly convex open cone $\Omega$ of $V$ is contained in one of the (at most) $2^r$ Tits–Vinberg cones corresponding to the (at most) $2^r$ possible choices of $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^{*N}$ and $v = (v_1, \ldots, v_N) \in V^N$ defining $\rho$.

On the other hand, there can exist an invariant properly convex open subset of $P(V)$ that lifts to a convex cone of $V$ which is not invariant, but the following proposition (analogous to Proposition 4.1.(3)) shows that this only happens in a degenerate situation.

**Proposition 4.8.** Let $W_S = W_{S_1} \times \ldots \times W_{S_r}$ be a Coxeter group which is the product of $r \geq 1$ irreducible factors and let $\rho : W_S \to \text{GL}(V)$ be a representation of $W_S$ as a reflection group. Suppose there exists a $\rho(W_S)$-invariant properly convex open subset $\Omega$ of $P(V)$ which is not contained in one of the (at most) $2^{r-1}$ Tits–Vinberg domains corresponding to the (at most) $2^{r-1}$ possible choices of $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^{*N}$ and $v = (v_1, \ldots, v_N) \in V^N$.
defining \( \rho \). Then, up to renumbering, \( W_S \) is of type \( \tilde{A}_1 \), the Cartan submatrix \( \mathcal{A}_{S_1} = \langle \alpha_i(s_j) \rangle_{s_i, s_j \in S_1} \) is of negative type, and \( W_S \) is spherical for all \( \ell \geq 2 \).

4.5. **Proof of Proposition 4.8.** We first establish the following.

**Lemma 4.9.** Let \( W_S \) be a Coxeter group and \( \rho : W_S \to \text{GL}(V) \) a representation of \( W_S \) as a reflection group. Let \( \Omega \) be a nonempty \( \rho(W_S) \)-invariant convex open subset of \( \mathbb{P}(V) \). Then

1. for every \( s_i \in S \), either \( \text{Ker}(\alpha_i) \cap \Omega \neq \emptyset \) or \( [v_i] \in \Omega \), and both cannot simultaneously happen;
2. if \( \Omega \) is properly convex, then, setting \( S' := \{ s_i \in S | [v_i] \in \Omega \} \), we have
   (a) \( m_{i,j} = \infty \) and \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4 \) for all \( s_i \neq s_j \) in \( S' \),
   (b) \( m_{i,j} = 2 \) for all \( s_i \in S' \) and \( s_j \in S \setminus S' \).

**Proof.** (1) Fix \( i \in \{1, \ldots, N\} \). Consider any point \( x \in \Omega \) with \( x \neq [v_i] \). The projective line \( \ell \) through \( x \) and \([v_i]\) is \( \rho(s_i) \)-invariant and \( \Omega \cap \ell \) is a \( \rho(s_i) \)-invariant properly convex subset of \( \ell \). The action of \( \rho(s_i) \) fixes the points \( \text{Ker}(\alpha_i) \cap \ell \) and \( [v_i] \) and switches the two intervals in between them. It follows that \( \Omega \cap \ell \) contains exactly one of \( \text{Ker}(\alpha_i) \cap \ell \) and \([v_i]\).

(2) Suppose \( \Omega \) is properly convex. If \( N = 1 \) (i.e. \( \#W_S = 2 \)), then there is nothing to prove. So we assume \( N = 2 \). Consider \( s_i \in S' \) and some other \( s_j \in S \). Let \( W_{i,j} \) be the subgroup of \( W_S \) generated by \( s_i \) and \( s_j \), and \( V_{i,j} \) be the linear subspace of \( V \) spanned by \( v_i \) and \( v_j \).

We first observe that \( \dim V_{i,j} = 2 \). Indeed, suppose by contradiction that \( [v_i] = [v_j] \). Any projective line \( \ell \) of \( \mathbb{P}(V) \) passing through \([v_i] = [v_j]\) is globally preserved by \( \rho(W_{i,j}) \). The intersection \( \ell \cap \Omega \) of such a line with \( \Omega \) is a properly convex subset of \( \ell \), i.e. an interval, which is invariant under \( \rho(W_{i,j}) \). The element \( \rho(s_i s_j) \) fixes each endpoint of this interval, and it also fixes \([v_i]\) (which is not an endpoint since it belongs to \( \Omega \) by assumption); therefore \( \rho(s_i s_j) \) fixes pointwise the whole line \( \ell \). This holds for any projective line \( \ell \) containing \([v_i]\), hence \( \rho(s_i s_j) \) acts trivially on \( \mathbb{P}(V) \). But \( \rho \) is faithful and the subgroup generated by \( s_i s_j \) has index two in \( W_{i,j} \), hence \( W_{i,j} \) has order at most two: contradiction. Thus \([v_i] \neq [v_j]\) and \( \dim V_{i,j} = 2 \).

Consider the action of \( \rho(W_{i,j}) \) on the projective line \( \mathbb{P}(V_{i,j}) \). Again, the intersection \( \Omega \cap \mathbb{P}(V_{i,j}) \) is a nontrivial open interval and both generators \( \rho(s_i) \) and \( \rho(s_j) \) act nontrivially on this interval, switching its endpoints. These two endpoints are fixed by \( \rho(s_i s_j) \), hence correspond to two eigenlines of \( \rho(s_i s_j) \), associated to eigenvalues \( \lambda \) and \( \lambda^{-1} \) for some \( \lambda \neq 0 \). If \( \lambda^2 = 1 \), then \( \rho((s_i s_j)^2) \) acts trivially on \( V_{i,j} \); hence \( \alpha_j(v_i) = \alpha_i(v_j) = 0 \) and \( m_{i,j} = 2 \); in this case \( \text{Ker}(\alpha_j) \cap \Omega \neq \emptyset \), and so \([v_j] \notin \Omega \) by (1), which means \( s_j \notin S' \). If \( \lambda^2 \neq 1 \), then \( m_{i,j} = \infty \); in this case \( \mathcal{A}_{i,j} = \alpha_i(s_j) \alpha_j(s_i) > 4 \) and \([v_j] \in \Omega \cap \mathbb{P}(V_{i,j}) \) by Remark 4.2, hence \( s_j \in S' \).

**Proof of Proposition 4.8.** Let \( \Omega \) be a \( \rho(W_S) \)-invariant properly convex open subset of \( \mathbb{P}(V) \). Let \( S' := \{ s_j \in S | [v_i] \in \Omega \} \). We will use the following simple observation: let \( \tilde{\Omega} \) be a convex cone of \( V \) lifting \( \Omega \). Then any element of \( \rho(W_S) \) either preserves \( \tilde{\Omega} \), or switches
and $\tilde{\Omega}$ and $-\tilde{\Omega}$. More precisely, for a generator $s_i \in S$, the cone $\tilde{\Omega}$ is preserved by $\rho(s_i)$ if and only if $s_i \notin S'$. If $S' = \emptyset$, then $\tilde{\Omega}$ is $\rho(W_S)$-invariant and so by Proposition 4.7, the set $\Omega$ is contained in one of the (at most) $2^{r-1}$ Tits–Vinberg domains corresponding to the (at most) $2^{r-1}$ possible choices of $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^*N$ and $v = (v_1, \ldots, v_N) \in V^N$ defining $\rho$.

Assume then that $\Omega$ is not contained in any of these (at most) $2^{r-1}$ Tits–Vinberg domains for $\rho(W_S)$, and hence that $S' \neq \emptyset$.

By Lemma 4.9.(2a), the Coxeter group $W_{S'}$ is irreducible. In particular, the Tits–Vinberg domain $\Omega_{\text{Vin}, S'}$ for $\rho(W_{S'})$ is uniquely defined, independently of the choice of $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^*N$ and $v = (v_1, \ldots, v_N) \in V^N$. Suppose by contradiction that $\#S' \geq 3$. Then the fact that $m_{i,j} = \infty$ for all $s_i \neq s_j$ in $S'$ implies that $W_{S'}$ is large, hence the Cartan matrix $\mathcal{A} = (\alpha_i(v_j))_{1 \leq i,j \leq N}$ is of negative type by Fact 3.17 and $\Omega_{\text{Vin}, S'}$ is convex. By Proposition 4.1.3 the $\rho(W_{S'})$-invariant properly convex open set $\Omega$ is contained in $\Omega_{\text{Vin}, S'}$, hence $[v_i] \in \Omega_{\text{Vin}, S'}$ for all $s_i \in S'$ by definition of $S'$. On the other hand, we have $\ker(\alpha_i) \cap \Omega_{\text{Vin}, S'} \neq \emptyset$ for all $s_i \in S'$ by definition of $\Omega_{\text{Vin}, S'} = \text{Int}(\rho(W_{S'}) \cdot \Delta S')$: contradiction with Lemma 4.9.(1). Thus $\#S' \leq 2$.

By Lemma 4.9.(2b), we have $W_S = W_{S'} \times W_{S''}$ where $S'' := S - S'$, and for every $s_i \in S'$, the point $[v_i] \in \Omega$ is fixed by $\rho(W_{S''})$. Since $\Omega$ is properly convex, the action of $\rho(W_{S''})$ on $\Omega$ is properly discontinuous (see Section 2.1), the group $W_{S''}$ is finite (possibly trivial). If $\#S' = 1$, then $W_S = W_{S'} \times W_{S''}$ is finite, hence by [Vi1, Lem. 10] there is only one possible Tits–Vinberg domain for $\rho(W_S)$, namely $\Omega_{\text{TV}} = \mathbb{P}(V)$: this is not possible since we have assumed that $\Omega$ is not contained in $\Omega_{\text{TV}}$. Therefore $\#S' = 2$. By Lemma 4.9.(2a), the Coxeter group $W_{S'}$ is of type $\tilde{A}_1$ and the Cartan submatrix $\mathcal{A}_{S'}$ is of negative type. \qed

5. THE MINIMAL INVARIANT CONVEX SUBSET OF THE TITS–VINBERG DOMAIN

In this section we consider an irreducible Coxeter group $W_S$ and a representation $\rho : W_S \to \text{GL}(V)$ of $W_S$ as a reflection group, associated to some $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^*N$ and $v = (v_1, \ldots, v_N) \in V^N$, such that the Cartan matrix $\mathcal{A} = (\alpha_i(v_j))_{1 \leq i,j \leq N}$ is of negative type (Definition 3.12) and $\rho(W_S)$ is reduced and dual-reduced (Definition 3.5). By Proposition 3.23, such a representation $\rho$ is irreducible. By Proposition 4.1, the Tits–Vinberg domain $\Omega_{\text{TV}}$ is properly convex and contains all other $\rho(W_S)$-invariant convex open subsets of $\mathbb{P}(V)$. By Proposition 2.6, there is a unique smallest nonempty $\Gamma$-invariant convex open subset $\Omega_{\text{min}}$ of $\Omega_{\text{TV}}$. The goal of this section is to describe a fundamental domain for the action of $\rho(W_S)$ on $\Omega_{\text{min}}$, in terms of $(\alpha, v)$ (Lemma 5.1 and Theorem 5.2).

5.1. Reflections in the dual projective space. Recall that the dual action $\rho^*$ of $W_S$ on $V^*$ exchanges the roles of the $v_i$ and the $\alpha_i$: namely, $\rho^*(s_i)$ is a reflection in the hyperplane defined by $v_i$, with $(-1)$-eigenvector $\alpha_i$. The Cartan matrix for $\rho^*(W_S)$ is the transpose of the Cartan matrix $\mathcal{A} = (\alpha_i(v_j))_{1 \leq i,j \leq N}$ for $\rho(W_S)$. Similarly to Section 3.3, we define a closed fundamental polyhedral cone $\mathcal{D} \subset V^*$ for $\rho^*(W_S)$, cut out by the kernels of $v_1, \ldots, v_N$ seen as linear forms on $V^*$. The group $\rho^*(W_S)$ acts properly
discontinuously on a nonempty convex open cone \( \tilde{\Omega}_{TV} \) of \( V^* \), namely the interior of the union of all \( \rho^*(W_S) \)-translates of \( \tilde{\mathcal{D}} \). The image \( \tilde{\mathcal{D}}_{TV} \subset \mathbb{P}(V^*) \) of \( \tilde{\mathcal{D}}_{TV} \) is the Tits–Vinberg domain of \( \rho^* \); by Proposition 4.1, it is again properly convex and contains all other \( \rho^*(W_S) \)-invariant convex subsets of \( \mathbb{P}(V^*) \). Since duality between properly convex sets reverses inclusion, the minimal \( \rho(W_S) \)-invariant properly convex subset \( \Omega_{\text{min}} \) of \( \mathbb{P}(V) \) is the dual of the maximal \( \rho^*(W_S) \)-invariant properly convex subset \( \mathcal{D}_{TV} \) of \( \mathbb{P}(V^*) \), i.e. \( \Omega_{\text{min}} = \mathcal{D}_{TV}^\ast \).

We define a dualization operation \( \ast \) for closed sets: if \( \mathcal{F} \) is a closed convex cone in \( V \), then \( \mathcal{F}^\ast \) is the closed convex cone in \( V^* \) defined by

\[
\mathcal{F}^\ast := \{ \varphi \in V^* \mid \varphi(x) \leq 0 \quad \forall x \in \mathcal{F} \}.
\]

Note that \( \mathcal{F}^{\ast \ast} = \mathcal{F} \). For \( \tilde{\mathcal{D}}, \tilde{\mathcal{D}}_{TV} \subset V^* \) as above, we have

\[
\tilde{\mathcal{D}}^\ast = \sum_{j=1}^{N} \mathbb{R}_{\geq 0} v_j \subset V
\]

and \( \tilde{\mathcal{D}}_{TV} \subset V \) is a lift \( \overline{\Omega}_{\text{min}} \) of \( \Omega_{\text{min}} \).

**Lemma 5.1.** If \( W_S \) is an irreducible Coxeter group and \( \rho : W_S \to \text{GL}(V) \) a representation of \( W_S \) as a reflection group with a Cartan matrix of negative type, such that \( \rho(W_S) \) is reduced and dual-reduced, then

\[
\overline{\Omega}_{\text{min}} = \bigcap_{\gamma \in W_S} \rho(\gamma) \cdot \mathcal{D}^\ast,
\]

where \( \mathcal{D}^\ast \subset \mathbb{P}(V) \) is the image of \( \mathcal{D}^\ast \).

**Proof.** It is a well-known fact (see e.g. [Sa, Th. 2]) that if \( \{ \tilde{C}_i \}_{i \in I} \) is a family of closed convex cones of \( V \), then \( \bigcap_{i \in I} \tilde{C}_i^\ast \) is the closed convex hull \( \text{Conv}(\bigcup_{i \in I} \tilde{C}_i^\ast) \) of the union of their duals. This implies

\[
\overline{\Omega}_{\text{min}}^\ast = \overline{\tilde{\Omega}}_{TV}^\ast = \text{Conv} \left( \bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \tilde{\mathcal{D}} \right) = \left( \bigcap_{\gamma \in W_S} \rho(\gamma) \cdot \tilde{\mathcal{D}}^\ast \right)^\ast,
\]

where for the second equality we use the fact that \( \overline{\tilde{\mathcal{D}}_{TV}} = \bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \tilde{\mathcal{D}} \) is convex. We then apply \( \mathcal{F}^{\ast \ast} = \mathcal{F} \) to the closed convex cones \( \mathcal{F} = \overline{\Omega}_{\text{min}} \) and \( \mathcal{F} = \bigcap_{\gamma \in W_S} \rho(\gamma) \cdot \tilde{\mathcal{D}}^\ast \). \( \square \)

### 5.2. Pruning the fundamental polytope.

Consider the following subsets of the fundamental polyhedral cone \( \tilde{\Delta} \):

\[
\tilde{\Sigma} := \tilde{\Delta} \cap \tilde{\mathcal{D}}^\ast = \left\{ x = \sum_{j=1}^{N} t_j v_j \in V \mid \alpha_i(x) \leq 0 \text{ and } t_j \geq 0 \quad \forall 1 \leq i, j \leq N \right\} \subset \overline{\tilde{\mathcal{D}}_{TV}}
\]

and

\[
\tilde{\Sigma}^\circ := \tilde{\Delta} \cap \text{Int} \left( \tilde{\mathcal{D}}^\ast \right) = \left\{ x = \sum_{j=1}^{N} t_j v_j \in V \mid \alpha_i(x) \leq 0 \text{ and } t_j > 0 \quad \forall 1 \leq i, j \leq N \right\} \subset \tilde{\Sigma}.
\]
Note that $\tilde{\Sigma}^\flat$ (hence $\tilde{\Sigma}$) has nonempty interior by Remark 3.14. Let $\Sigma$ and $\Sigma^\flat$ be the respective images of $\tilde{\Sigma}$ and $\tilde{\Sigma}^\flat$ in $\mathbb{P}(V)$. See Figures 5 and 6 for an illustration in some particular cases. Here is the main result of this section.

**Theorem 5.2.** If $W_S$ is an irreducible Coxeter group and $\rho : W_S \rightarrow \text{GL}(V)$ a representation of $W_S$ as a reflection group with a Cartan matrix $A = (a_{i,j})_{1 \leq i, j \leq N}$ of negative type, such that $\rho(W_S)$ is reduced and dual-reduced, then

$$\Omega_{\text{min}} = \bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma^\flat$$

and $\Sigma^\flat$ is a fundamental domain for the action of $\rho(W_S)$ on $\Omega_{\text{min}}$; it is homeomorphic to the quotient $\rho(W_S) \setminus \Omega_{\text{min}}$.

Theorem 5.2 is a consequence of Lemma 5.1 and of the following two lemmas.

**Lemma 5.3.** In the setting of Theorem 5.2, the set $\Sigma^\flat$ is contained in the set $\Delta^\flat$ of Fact 3.8 and $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma^\flat$ is the interior of $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma$.

**Lemma 5.4.** In the setting of Theorem 5.2, we have $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma \subset \cap_{\gamma \in W_S} \rho(\gamma) \cdot \mathcal{D}^\flat$.

Proof of Theorem 5.2 assuming Lemmas 5.3 and 5.4. It follows from Lemma 5.1 that $\Omega_{\text{min}} \cap \Delta \subset \mathcal{D}^\flat \cap \Delta = \Sigma$, hence $\Omega_{\text{min}} \cap \bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Delta \subset \bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma$, and so $\Omega_{\text{min}} \cap \Omega_{\text{TV}} \subset \bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma$. Taking interiors and applying Lemma 5.3, we find $\Omega_{\text{min}} \subset \bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma^\flat$.

By Lemmas 5.1 and 5.4, we have $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma \subset \overline{\Omega_{\text{min}}}$. By taking interiors and applying Lemma 5.3, we obtain $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma^\flat \subset \Omega_{\text{min}}$. □
We consider a right-angled hexagon group $W_S$ and a representation $\rho : W_S \to \text{GL}(4, \mathbb{R})$ of $W_S$ as a reflection group. Panels 1 and 2 show the sets $\Delta$ and $\Sigma$ in an affine chart of $\mathbb{P}(\mathbb{R}^4)$. Panels 3 and 4 show the orbits $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Delta$ and $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma$, whose respective interiors are $\Omega_{TV}$ and $\Omega_{\min}$. Panel 5 shows their superposition.

5.3. Proof of Lemma 5.3. By Fact 3.8, the set $\tilde{\Delta}^\flat$ is equal to $\tilde{\Delta}$ minus its faces of infinite stabilizer. Let us check that any point of $\Sigma^\flat = \Delta \cap \text{Int}(\tilde{\Delta}^\flat)$ has finite stabilizer in $W_S$. Recall that the stabilizer of any point $x \in \Delta$ is the standard subgroup $W_{S_x}$ where $S_x = \{s_i \in S \mid \alpha_i(x) = 0\}$ [Vi1, Th. 2.(5)].

Suppose by contradiction that $x \in \tilde{\Sigma}^\flat$ has infinite stabilizer. Let $W_T$ be an irreducible standard subgroup of $W_{S_x}$ which is still infinite. By Fact 3.17, the Cartan submatrix $\mathcal{A}_T := (\mathcal{A}_{i,j})_{s_i, s_j \in T}$ is of negative or zero type. Since $x \in \tilde{\Sigma}^\flat = \Delta \cap \text{Int}(\tilde{\Delta}^\flat)$, we can write $x = \sum_{j=1}^N t_j v_j$ where $\alpha_i(x) \leq 0$ and $t_j > 0$ for all $1 \leq i, j \leq N$. For any $s_i \in T$, we have

$$0 = \alpha_i(x) = \sum_{s_j \in T} \mathcal{A}_{i,j} t_j + \sum_{s_j \in S \sim T} \mathcal{A}_{i,j} t_j.$$  

The terms of the second sum are all nonpositive, hence the first sum is nonnegative. By Fact 3.15.(1), the Cartan submatrix $\mathcal{A}_T$ cannot be of negative type, hence it is of zero type. By Fact 3.15.(2), the first sum of (5.4) must then be zero. This implies that the second sum is zero, and so every term of the second sum is zero. However, since $W_S$ is irreducible, there exist $s_i \in T$ and $s_j \in S \sim T$ such that $\mathcal{A}_{i,j} < 0$. Then $\mathcal{A}_{i,j} t_j = 0$ implies $t_j = 0$, contradicting the fact that $t_j > 0$. This completes the proof that $\Sigma^\flat \subset \Delta^\flat$.

Let us now check that $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma^\flat$ is the interior of $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma$. Observe that for any $x \in \Delta^\flat$, an open neighborhood of $x$ in $\Omega_{TV}$ is given by $\bigcup_{\gamma \in W_{S_x}} \rho(\gamma) \cdot U$ where $U$ is a
relatively open neighborhood of $x$ in $\Delta^b$ which touches only the reflection walls containing $x$, and $\rho(W_S)$ is the (finite) subgroup of $\rho(W_S)$ generated by the reflections along walls containing $x$. It follows that for any subset $R$ of $\Delta^b$, the interior of $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot R$ is $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot R'$ where $R'$ is the relative interior of $R$ in $\Delta^b$. Since $\Sigma^b$ is the relative interior of $\Sigma \cap \Delta^b$ in $\Delta^b$, we obtain that $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma^b$ is the interior of $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma \cap \Omega_{TV}$, hence of $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma$.

5.4. Proof of Lemma 5.4. It is enough to establish that

\begin{equation}
\tilde{\Delta} = \{ x \in V \mid \rho(\gamma)x - x \in \Delta^\gamma \quad \forall \gamma \in W_S \}.
\end{equation}

Indeed, for any $x \in \tilde{\Sigma} = \tilde{\Delta} \cap \tilde{\Delta}^\gamma$ and any $\gamma \in W_S$ we then have $\rho(\gamma)x \in \tilde{\Delta}^{\gamma} + x \subset \tilde{\Delta}^{\gamma}$, hence $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma \subset \tilde{\Delta}^{\gamma}$, and so $\bigcup_{\gamma \in W_S} \rho(\gamma) \cdot \Sigma \cap \bigcap_{\gamma \in W_S} \rho(\gamma) \cdot \tilde{\Delta}$.

We now establish (5.5), following [Kac, Prop. 3.12].

We say that $\gamma = s_{i_1} \cdots s_{i_m}$ is a reduced expression for $\gamma \in W_S$ if $m$ is minimal among all possible expressions of $\gamma$ as a product of the $s_i$. The integer $m$ is called the length of $\gamma$ and is denoted by $\ell(\gamma)$. Since all the relations of $W_S$ have even length, we have $|\ell(\gamma s_i) - \ell(\gamma)| = 1$ for all $\gamma \in W_S$ and $s_i \in S$.

Lemma 5.5 (see [Kac, Lem. 3.11]). Let $W_S$ be a Coxeter group and $\rho : W_S \to \text{GL}(V)$ a representation of $W_S$ as a reflection group in $V$, associated to some $\alpha = (\alpha_1, \ldots, \alpha_N) \in V^* \times \mathbb{N}$ and $v = (v_1, \ldots, v_N) \in V^N$. For any $\gamma \in W_S$ and $s_i \in S$, the following are equivalent:

1. $\ell(\gamma s_i) > \ell(\gamma)$;
2. $\rho^*(\gamma)\alpha_i$ belongs to the nonnegative span $\tilde{\Delta}^\gamma$ of $\alpha_1, \ldots, \alpha_N$ in $V^*$;
3. $\rho(\gamma)v_i$ belongs to the nonnegative span $\tilde{\Delta}^\gamma$ of $v_1, \ldots, v_N$ in $V$.

In particular, if $\gamma = s_{i_1} \cdots s_{i_m}$ is a reduced expression for $\gamma \in W_S$, then

$$\rho(s_{i_1} \cdots s_{i_m-1})(v_{i_m}) \in \tilde{\Delta}^\gamma.$$  

Proof of Lemma 5.5. We give a proof of (1) \(\Rightarrow\) (2); the proof of (1) \(\Leftrightarrow\) (3) is similar using dual objects. Recall that $\Delta = \{ x \in V \mid \alpha_i(x) \leq 0 \quad \forall 1 \leq i \leq N \}$. The linear form $\alpha \in V^*$ lies in $\Delta^\gamma$ if and only if $\alpha(\Delta) \leq 0$. Hence, $\rho^*(\gamma)\alpha_i \in \Delta^\gamma$ if and only if $\alpha_i(\rho(\gamma^{-1})\Delta) \leq 0$. Moreover (see [Da, Lem. D.2.2]), given $s_i \in S$ and $\gamma \in W_S$, the cones $\text{Int}(\Delta)$ and $\rho(\gamma)\text{Int}(\Delta)$ lie on opposite sides of the hyperplane $\text{Ker}(\alpha_i) \cap \tilde{\Omega}_{TV}$ of $\tilde{\Omega}_{TV}$ fixed by $\rho(s_i)$ if and only if $\ell(\gamma) > \ell(s_i \gamma)$. Hence, $\alpha_i(\rho(\gamma^{-1})\Delta) \leq 0$ if and only if $\ell(s_i \gamma^{-1}) > \ell(\gamma^{-1})$, completing the proof.

Proof of (5.5). The inclusion $\supset$ is obvious, by (5.1) and the definitions (3.3) of $\rho(s_i)$ and (3.4) of $\Delta$. We prove the reverse inclusion by induction on $m = \ell(\gamma)$. For $m = 1$, it is the definition of $\Delta$. If $m > 1$, let $\gamma = s_{i_1} \cdots s_{i_m}$. We have

$$\rho(\gamma)x - x = (\rho(s_{i_1} \cdots s_{i_m-1})x - x) + \rho(s_{i_1} \cdots s_{i_m-1})\rho(s_{i_m})x - x$$

and we apply the inductive assumption to the first summand and Lemma 5.5 to the second summand, using the equality $\rho(s_{i_m})x - x = -\alpha_{i_m}(x)v_{i_m}$ from (3.3).
5.5. **The fundamental domain** $\Sigma \cap \Delta^S$ of the closed convex core. As in Section 5.3, the stabilizer of $x$ in $W_S$ is the standard subgroup $W_{S_x}$ where

$$S_x := \{ s_i \in S \mid \alpha_i(x) = 0 \}. $$

Given a decomposition $x = \sum_{j=1}^N t_j v_j \in V$ such that $t := (t_j)_{j=1}^N \in \mathbb{R}_{\geq 0}^N$, we introduce

$$S_{x,t}^+ := \{ s_j \in S \mid t_j > 0 \}, \quad S_{x,t}^0 := \{ s_j \in S_x \mid t_j = 0 \}, \quad \text{and} \quad S_{x,t}^{+,t} := \{ s_j \in S_x \mid t_j > 0 \}. $$

Recall (Fact 3.8) that a point $x \in \Delta$ belongs to $\partial \Omega_T$ if and only if $W_{S_x}$ is infinite.

Consider the following two conditions (negating conditions $\neg (IC)$ of Section 1.3 and $\neg (ZT)$ of Theorem 1.8):

- $(IC)$ there exist disjoint subsets $S', S''$ of $S$ such that $W_{S'}$ and $W_{S''}$ are both infinite and commute;
- $(ZT)$ there exists an irreducible standard subgroup $W_{S'}$ of $W_S$ with $\emptyset \neq S' \subset S$ such that the Cartan submatrix $\mathcal{A}_{W_{S'}}$ is of zero type.

The goal of this section is to establish the following. We refer to Section 3.1 for the notion of irreducible components of a Coxeter group.

**Proposition 5.6.** In the setting of Theorem 5.2, we have $\Sigma \cap \partial \Omega_T \neq \emptyset$ if and only if $(IC)$ or $(ZT)$ holds. More precisely,

1. suppose that there exists $[x] \in \Sigma \cap \partial \Omega_T$ and write $x = \sum_{j=1}^N t_j v_j$ with $t \in \mathbb{R}_{\geq 0}^N$, then either $W_{S_{x,t}^+}$ and $W_{S_{x,t}^0}$ are both infinite and commute (hence $(IC)$ holds), or $S_{x,t}^+$ has an irreducible component $S'$ such that the Cartan submatrix $\mathcal{A}_{W_{S'}}$ is of zero type (hence $(ZT)$ holds);
2. conversely, suppose that $(IC)$ or $(ZT)$ holds with $W_{S'}$ irreducible, and let $t' = (t_j)_{s_j \in S'}$ be a Perron–Frobenius eigenvector of $2I_d - \mathcal{A}_{W_{S'}}$ as in Section 3.5; then $x' := \sum_{s_j \in S'} t_j v_j \in V$ satisfies $[x'] \in \Sigma \cap \partial \Omega_T$.

We note that if $(IC)$ or $(ZT)$ holds, then up to replacing $S'$ by a smaller subset we may always assume that $W_{S'}$ is irreducible as in (2).

As in Section 1.3, for any $T \subset S$ we set $T^\perp := \{ s_i \in S \setminus T \mid m_{i,j} = 2 \ \forall s_j \in T \}$. For two subsets $T_1, T_2 \subset S$, we write $T_1 \perp T_2$ when $T_1 \subset T_2^\perp$ (i.e. $m_{i,j} = 2$ for all $s_i \in T_1$ and $s_j \in T_2$). Our proof of Proposition 5.6 relies on the following lemma.

**Lemma 5.7.** In the setting of Theorem 5.2, if $x = \sum_{j=1}^N t_j v_j$ satisfies $t \in \mathbb{R}_{\geq 0}^N$ and $[x] \in \Sigma$, then

1. $S_{x,t}^+ \perp S_{x,t}^0$;
2. $S_{x,t}^+$ has no irreducible component $S'$ such that the Cartan submatrix $\mathcal{A}_{W_{S'}}$ is of positive type;
3. $S_{x,t}^0$ has no irreducible component $S'$ such that the Cartan submatrix $\mathcal{A}_{W_{S'}}$ is of negative type.

In particular, $W_{S_{x,t}}$ is infinite and $W_{S_x} = W_{S_{x,t}^0} \times W_{S_x}^{+,t}$.

**Proof of Lemma 5.7.** By definition, $t_j \geq 0$ and $\alpha_i(x) \leq 0$ for all $1 \leq i, j \leq N$. 
(1) Let us check that any element of \( S_x^0 \) commutes with any element of \( S^{+,t} \). For any \( s_i \in S_x^0 \) we have by definition

\[
0 = \alpha_i(x) = \sum_{j \in S} t_j \alpha_i(v_j) = \sum_{s_j \in S^{+,t}} t_j \alpha_{i,j}.
\]

If \( s_i \in S_x^0 \), then \( s_i \in S^{+,t} \), hence \( \alpha_{i,j} \leq 0 \) for all \( s_j \in S^{+,t} \); thus each term of the right-hand sum in (5.6) is nonpositive, hence must be zero. Thus for any \( s_i \in S_x^0 \) and \( s_j \in S^{+,t} \), we have \( \alpha_{i,j} = 0 \), which means that \( s_i \) and \( s_j \) commute.

(2) Suppose by contradiction that \( S^{+,t} \) has an irreducible component \( S' \) such that the Cartan submatrix \( \mathcal{A}_{W_{S'}} \) is of positive type. By Fact 3.17, we may assume that \( \mathcal{A}_{W_{S'}} \) is symmetric, and positive definite. Then

\[
0 \geq \sum_{s_i \in S'} t_i \alpha_i(x) = \sum_{s_i \in S'} t_i \sum_{s_j \in S} t_j \alpha_i(v_j)
\]

is infinite, then \( W_{S_x} \) is infinite by Lemma 5.7. If \( W_{S_x} \) is infinite, then \( W_{S^{+,t}} \) and \( W_{S_x^0} \) are both infinite and commute by Lemma 5.7.(1)–(2). Otherwise \( W_{S_x^0} \) is infinite, and then \( S^{+,t} \) has an irreducible component \( S' \) such that the Cartan submatrix \( \mathcal{A}_{W_{S'}} \) is of zero type, since negative type is excluded by Lemma 5.7.(3).

(2) Suppose \( (IC) \) holds, i.e. there exist disjoint subsets \( S', S'' \subset S \) such that \( W_{S'} \) and \( W_{S''} \) are both infinite and commute, and suppose \( W_{S'} \) is irreducible. Since \( W_{S'} \) is infinite, the Perron–Frobenius eigenvector \( t' = (t_j)_{s_j \in S'} \) is a positive vector and \( \mathcal{A}_{W_{S'}} t' \) is a zero or negative vector. For \( s_i \in S'' \) we have \( \alpha_i(x'') = 0 \); for \( s_i \not\in S' \cup S'' \) we have \( \alpha_i(x') \leq 0 \); and for \( s_i \in S' \) we have

\[
\alpha_i(x') = \sum_{s_j \in S'} t_j \alpha_i(v_j) = \left( \text{the } i\text{-th entry of } \mathcal{A}_{W_{S'}} t' \right) \leq 0.
\]

Therefore \( S'' \subset S_x^0 \) and \([x'] \in \Sigma \). Since \( W_{S''} \) is infinite, Fact 3.8 implies \([x'] \in \partial \Omega_{TV} \).
Suppose \((ZT)\) holds, i.e. there exists an irreducible standard subgroup \(W_{S'}\) with \(S' \subseteq S\) such that \(\mathcal{A}_{W_{S'}}\) is of zero type. As above, \(t' = (t_j)_{s_j \in S'}\) is a positive vector and \(\mathcal{A}_{W_{S'}} t' = 0\). For \(s_i \not\in S'\) we have \(\alpha_i(x') \leq 0\), and for \(s_i \in S'\) we have

\[
\alpha_i(x') = \sum_{s_j \in S'} t_j \alpha_j(v_j) = \text{the } i\text{-th entry of } \mathcal{A}_{W_{S'}} t' = 0.
\]

Therefore \(S' \subseteq S_x\) and \([x'] \in \Sigma\). Since \(W_{S'}\) is infinite, Fact 3.8 implies \([x'] \in \partial \Omega_{TV}^\alpha\).

6. Proof of Theorem 1.8

The implication \((CC) \Rightarrow (NCC)\) of Theorem 1.8 is immediate from the definitions. The equivalence \(\neg(ZT) \Leftrightarrow \neg(ZD)\) is contained in Fact 3.17. We now establish the other implications of Theorem 1.8.

6.1. The affine case. When \(W_S\) is irreducible and affine, Theorem 1.8 is contained in the following.

**Proposition 6.1.** Let \(W_S\) be an affine irreducible Coxeter group and \(\rho : W_S \to \text{GL}(V)\) a representation of \(W_S\) as a reflection group with Cartan matrix \(\mathcal{A}\). Then the following are equivalent:

1. \(\rho(W_S)\) is convex cocompact in \(\mathbb{P}(V)\);
2. \(\rho(W_S)\) is naively convex cocompact in \(\mathbb{P}(V)\);
3. \(\rho(W_S)\) does not contain any unipotent element;
4. the Cartan matrix \(\mathcal{A}\) is not of zero type;
5. \(\det \mathcal{A} \neq 0\);
6. \(W_S\) is of type \(\tilde{A}_{N-1}\) where \(N \geq 2\) (see Table 2) and the Cartan matrix \(\mathcal{A}\) is of negative type.

In this case, if \(\rho(W_S)\) is reduced and dual-reduced, then \(N = \dim(V)\) and \(\Omega_{TV}\) is a simplex in \(\mathbb{P}(V)\), divided by \(\rho(W_S)\): see Example 3.10 if \(N = 2\) and Lemma 3.22 if \(N \geq 3\).

**Proof.** The implication \((1) \Rightarrow (2)\) is immediate from the definitions. For \((2) \Rightarrow (3)\), see Proposition 2.8. For \((4) \Rightarrow (5) \Rightarrow (6)\), see Fact 3.17.

For \((3) \Rightarrow (4)\), note that \(\rho^\alpha(W_S) \subseteq \text{GL}(V^\alpha)\) is reduced, where \(\rho^\alpha : W_S \to \text{GL}(V^\alpha)\) is the representation of \(W_S\) as a reflection group in \(V^\alpha\) induced by \(\rho\) (see Remarks 3.6 and 3.16). If \(\mathcal{A}\) is of zero type, then by Fact 3.17, the group \(\rho^\alpha(W_S)\) acts properly discontinuously and cocompactly on some affine chart of \(\mathbb{P}(V^\alpha)\), preserving some Euclidean metric; in particular, \(\rho^\alpha(W_S)\) contains a translation of this affine chart, i.e. a unipotent element of \(\text{GL}(V^\alpha)\). Since the action of \(\rho(W_S)\) on \(V_{\alpha}\) is trivial, \(\rho(W_S)\) contains a unipotent element of \(\text{GL}(V)\).

Let us check \((6) \Rightarrow (1)\). Suppose \(W_S\) is of type \(\tilde{A}_{N-1}\) and \(\mathcal{A}\) is of negative type. By Fact 3.17, we have \(\det \mathcal{A} \neq 0\), hence \(V_{\alpha} \cap V_{\alpha} = \{\}\). Let \(\rho_v : W_S \to \text{GL}(V_v) = \text{GL}(V_v^\alpha)\) be the representation of \(W_S\) as a reflection group induced by \(\rho\), as in Remarks 3.6 and 3.16; it is reduced and dual-reduced. Let \(\Omega_{TV}^\alpha \subseteq \mathbb{P}(V_v)\) be the corresponding Tits–Vinberg...
6.2. Preliminary reductions. We now consider an infinite Coxeter group \( W_S \) which is not necessarily irreducible. For any representation \( \rho : W_S \rightarrow \text{GL}(V) \) of \( W_S \) as a reflection group, associated to some \( \alpha \in V^{*N} \) and \( v \in V^N \), we denote by \( \rho^\alpha : W_S \rightarrow \text{GL}(V^\alpha) \) and \( \rho_v^\alpha : W_S \rightarrow \text{GL}(V_v^\alpha) \) the induced representations of \( W_S \) as in Remark 3.6; they have the same Cartan matrix \( \mathcal{A} \) as \( \rho \). If the Cartan matrix associated to each irreducible factor of \( W_S \) is of negative type, then \( \rho^\alpha \) and \( \rho_v^\alpha \) are still representations of \( W_S \) as a reflection group (Remark 3.21), hence injective.

**Lemma 6.2.** Let \( W_S \) be an infinite (not necessarily irreducible) Coxeter group in \( N \) generators, and let \( \rho : W_S \rightarrow \text{GL}(V) \) be a representation of \( W_S \) as a reflection group, associated to some \( \alpha \in V^{*N} \) and \( v \in V^N \). Suppose that for each irreducible factor \( W_S \), the Cartan submatrix \( \mathcal{A} \) is of negative type. Then

1. \( \rho(W_S) \) is convex cocompact (resp. strongly convex cocompact) in \( \mathbb{P}(V) \) if and only if \( \rho_v^\alpha(W_S) \) is convex cocompact (resp. strongly convex cocompact) in \( \mathbb{P}(V_v^\alpha) \);
2. if \( \rho(W_S) \) is naively convex cocompact in \( \mathbb{P}(V) \), then \( \rho_v^\alpha(W_S) \) is naively convex cocompact in \( \mathbb{P}(V_v^\alpha) \).

**Proof.** (1) We refer to the matrices (3.10): by Proposition 2.11, the group \( \rho(W_S) \) is convex cocompact in \( \mathbb{P}(V) \) if and only if \( \rho^\alpha(W_S) \) is convex cocompact in \( \mathbb{P}(V^\alpha) \) which, by Corollary 2.12, happens if and only if \( \rho_v^\alpha(W_S) \) is convex cocompact in \( \mathbb{P}(V_v^\alpha) \). The similar statement on strong convex cocompactness follows by Proposition 2.7.

(2) Let \( \Omega \) be a \( \rho(W_S) \)-invariant properly convex open subset of \( \mathbb{P}(V) \) and \( \mathcal{C} \subset \Omega \) a nonempty \( \rho(W_S) \)-invariant closed convex subset which has compact quotient by \( \rho(W_S) \). Then, by Proposition 4.8, \( \Omega \) is contained in one of the finitely many Tits–Vinberg domains for \( \rho \) unless \( W_S \) is affine of type \( A_1 \), in which case we conclude using Proposition 6.1. So we may assume \( \Omega \) is contained in one of the finitely many Tits–Vinberg domains \( \Omega_{TV} \).

We first note that \( \rho_v(W_S) \) is naively convex cocompact in \( \mathbb{P}(V_v) \). Indeed, the set \( \mathcal{C} \cap \mathbb{P}(V_v) \) is nonempty by Corollary 3.25.(2). It is a \( \rho_v(W_S) \)-invariant closed subset of the \( \rho_v(W_S) \)-invariant properly convex open subset \( \Omega \cap \mathbb{P}(V_v) \) of \( \mathbb{P}(V_v) \), and the action of \( \rho_v(W_S) \) on it is cocompact since it is a closed subset of \( \mathcal{C} \) and \( \mathcal{C} \) is cocompact.

We next check that \( \rho^\alpha(W_S) \) is naively convex cocompact in \( \mathbb{P}(V^\alpha) \). Every point of \( \mathbb{P}(V^\alpha) \) has infinite stabilizer (all of \( W_S \), hence \( \mathbb{P}(V^\alpha) \cap \Omega_{TV} = \emptyset \) by Fact 3.8. Let \( \pi : \mathbb{P}(V) \sim \mathbb{P}(V^\alpha) \rightarrow \mathbb{P}(V^\alpha) \) be the natural projection. The projection \( \pi(\mathcal{C}) \) is a \( \rho^\alpha(W_S) \)-invariant closed convex subset of the \( \rho^\alpha(W_S) \)-invariant convex open subset \( \pi(\Omega) \) of \( \mathbb{P}(V^\alpha) \). Since each irreducible block of the Cartan matrix is of negative type, \( \Omega_{TV}^\alpha = \pi(\Omega_{TV}) \) is properly convex by Proposition 4.6. From \( \Omega \subset \Omega_{TV} \), we get that \( \pi(\Omega) \) is properly convex. The image \( \Delta^\alpha \subset \mathbb{P}(V^\alpha) \) of the fundamental polyhedral cone \( \Delta^\alpha \) for \( \rho^\alpha(W_S) \) satisfies \( \pi^{-1}(\Delta^\alpha) = \Delta \cap \mathbb{P}(V_v) \). In particular, \( \pi(\mathcal{C}) \cap \Delta^\alpha = \pi(\mathcal{C} \cap \Delta) \) is a compact fundamental domain for the action of \( \rho^\alpha(W_S) \) on \( \pi(\mathcal{C}) \).
Since $\rho_\nu(W_S)$ is naively convex cocompact in $\mathbb{P}(V_\nu)$ and since $(V_\nu)_a = V_\nu \cap V_a$ implies $(V_\nu)_a = V_\nu$, we get that the group $\rho_a(W_S)$ is naively convex cocompact in $\mathbb{P}(V_a)$ by applying the previous reasoning to $\rho_\nu(W_S)$. \hfill \square

6.3. **A convex subset $\mathcal{C}$ of $\Omega_{TV}$ with compact quotient by $\rho(W_S)$, for large $W_S$.** We now establish the equivalence (NCC) $\iff$ (ZT) of Theorem 1.8 in the case that the Coxeter group $W_S$ is irreducible and large and that $V_a = \{0\}$ and $V_\nu = V$, i.e. $\rho(W_S)$ is reduced and dual-reduced.

In this case, by Proposition 4.1, the Tits–Vinberg domain $\Omega_{TV}$ is properly convex and contains all other $\rho(W_S)$-invariant open convex subsets of $\mathbb{P}(V)$. Let $\Omega_{\min}$ be the smallest nonempty $\rho(W_S)$-invariant convex open subset of $\Omega_{TV}$, as given by Proposition 2.6. By Theorem 5.2 and Lemma 5.3, the set $\Omega_{\min} = \rho(W_S) \cdot \Sigma'$ is the interior of $\rho(W_S) \cdot \Sigma$, where $\Sigma' \subset \Sigma \subset \mathbb{P}(V)$ are the projections of the sets $\Sigma'' \subset \Sigma \subset V$ of (5.2)–(5.3), obtained by pruning $\Delta$. Consider the following nonempty $\rho(W_S)$-invariant closed convex subset of $\Omega_{TV}$:

$$\mathcal{C} := \overline{\Omega_{\min}} \cap \Omega_{TV}. \quad (6.1)$$

**Proposition 6.3.** Let $W_S$ be a large irreducible Coxeter group and $\rho : W_S \to \text{GL}(V)$ a representation of $W_S$ as a reflection group such that $\rho(W_S)$ is reduced and dual-reduced. Then the following are equivalent:

1. $\Sigma \subset \Omega_{TV}$;
2. the set $\mathcal{C}$ of (6.1) has compact quotient by $\rho(W_S)$;
3. $\rho(W_S)$ is naively convex compact in $\mathbb{P}(V)$;
4. the following conditions both hold:
   - $\neg\text{(IC)}$ there do not exist disjoint subsets $S', S''$ of $S$ such that $W_{S'}$ and $W_{S''}$ are both infinite and commute;
   - $\neg\text{(ZT)}$ for any irreducible standard subgroup $W_{S'}$ of $W_S$ with $\emptyset \neq S' \subset S$, the Cartan submatrix $A_{W_{S'}} := (A_{i,j})_{s_i, s_j \in S'}$ is not of zero type.

The implication $(4) \Rightarrow (1)$ of Proposition 6.3 was established by the first three authors [DGK1, Lem. 8.9] when $W_S$ is right-angled and $\rho$ preserves a symmetric bilinear form, and by the last two authors [LM, Lem. 4.8] in general.

**Proof.** We first check the implication $(1) \Rightarrow (2)$. Using the notation of Section 5.1, we have $\overline{\Omega_{\min}} \subset \mathcal{C}^\circ$ by Lemma 5.1, hence $\mathcal{C} \cap \Delta \subset \mathcal{C}^\circ \cap \Delta = \Sigma$. Therefore, taking $\rho(W_S)$-orbits, the set $\mathcal{C}$ is contained in $\mathcal{C}_\Sigma := \bigcup_{\gamma} \rho(\gamma) \cdot \Sigma$. The set $\Sigma$ is compact. If $\Sigma \subset \Omega_{TV}$, then the action of $\rho(W_S)$ on $\mathcal{C}_\Sigma \subset \Omega_{TV}$ is properly discontinuous and cocompact, and the same holds for $\mathcal{C}$ since $\mathcal{C}$ is a closed subset of $\mathcal{C}_\Sigma$.

We now check $(2) \Rightarrow (1)$. By Fact 3.8, the convex set $\Delta^0 \cap \mathcal{C}$ is homeomorphic to the quotient $\rho(W_S) \setminus \mathcal{C}$. Therefore, assuming $(2)$, it is a compact subset of $\mathbb{P}(V)$. Since $\Sigma^0 \subset \Delta^0 \cap \overline{\Omega_{\min}} = \Delta^0 \cap \mathcal{C}$, the closure $\overline{\Sigma^0}$ of $\Sigma^0$ in $\mathbb{P}(V)$ is included in $\Delta^0 \cap \overline{\Omega_{\min}}$, hence also in $\Omega_{TV}$. But $\Sigma = \overline{\Sigma^0}$, hence $\Sigma \subset \Omega_{TV}$.
The implication (2) ⇒ (3) holds by Definition 1.1 of naive convex cocompactness. The implication (3) ⇒ (2) holds because any nonempty ρ(W_S)-invariant closed convex subset ‘C’ has to contain Ω_min, hence ‘C’ by Proposition 2.6. The equivalence (1) ⇔ (4) is contained in Proposition 5.6.

6.4. Cocompact convex sets are large enough. We now establish the implication (NCC) ⇒ (CC) of Theorem 1.8 in the case that the Coxeter group W_S is irreducible and large and ρ(W_S) is reduced and dual-reduced. We use the following terminology.

Definition 6.4 ([DGK2, Def 1.19]). Let ‘C’ be a properly convex subset of P(V) with nonempty interior. The ideal boundary of ‘C’ is δ_i ‘C’ := ∂ ‘C’ ∼ ‘C’. The nonideal boundary of ‘C’ is δ_n ‘C’ := ‘C’ ∼ Int(‘C’).

The implication (NCC) ⇒ (CC) is contained in the following.

Proposition 6.5. Let W_S be a large irreducible Coxeter group and ρ: W_S → GL(V) a representation of W_S as a reflection group such that ρ(W_S) is reduced and dual-reduced. Suppose there is a ρ(W_S)-invariant properly convex open subset Ω of P(V) and a nonempty ρ(W_S)-invariant closed convex subset ‘C’ of Ω which has compact quotient by ρ(W_S). Then Λ^orb_Ω(ρ(W_S)) ⊂ δ_i ‘C’, hence ρ(W_S) is convex cocompact in P(V).

Proof. By Proposition 4.1.(3), the set Ω is contained in the Tits–Vinberg domain Ω_TV, and so we may assume Ω = Ω_TV. Suppose by contradiction that Λ^orb_ΩTV(ρ(W_S)) ∉ δ_i ‘C’. Let ‘C’_0 be the convex hull of δ_i ‘C’ in ‘C’ and, for t > 0, let ‘C’_t be the closed uniform t-neighborhood of ‘C’_0 in Ω_TV with respect to the Hilbert metric d_Ω_TV. The set ‘C’_t is properly convex [Bu, (18.9)]; it is ρ(W_S)-invariant and has compact quotient by ρ(W_S), for the set ‘C’_t is the union of the ρ(W_S)-translates of the closed uniform t-neighborhood of a compact fundamental domain of ‘C’_0.

Since Λ^orb_Ω_TV(ρ(W_S)) ∉ δ_i ‘C’, there exists y_0 ∈ Ω_TV whose ρ(W_S)-orbit admits an accumulation point ζ ∈ Ω_TV ∼ δ_i ‘C’; necessarily y_0 ∉ ‘C’. Let s = d_Ω_TV(y_0, ‘C’_0) > 0. Let ‘E’_s be the convex hull of δ_i ‘E’_s in Ω_TV; it is a closed ρ(W_S)-invariant subset of ‘C’_0, hence it has compact quotient by ρ(W_S). The set δ_i ‘E’_s ∪ δ_i ‘E’_s contains ζ, hence is strictly larger than δ_i ‘C’. Therefore ‘E’_s is strictly larger than ‘C’_0 and δ_n ‘E’_s contains a point not in ‘C’_0. Since ‘E’_s has compact quotient by ρ(W_S), there is a point y ∈ δ_n ‘E’_s achieving maximum distance 0 < t ≤ s to ‘C’_0. By maximality of t, we have ‘E’_s ⊂ ‘C’_t. Let H_y be a hyperplane supporting ‘C’_t (and therefore also ‘E’_s) at y. The intersection ‘C’ := H_y ∩ ‘E’_s is a nonempty convex set which is the convex hull of some subset of δ_i ‘E’_s. Observe that ‘C’ is contained in δ_n ‘C’_t and is therefore disjoint from ‘C’_0.

We claim that any hyperplane H supporting ‘C’_t along ‘C’ is invariant under the group Γ’ generated by all the reflections ρ(r), r ∈ W_S, whose fixed hyperplane H(r) separates ‘C’ into two connected components. Indeed, consider such a reflection r. First, we note that H ∩ H(r) = (ρ(r) · H) ∩ H(r). Second, we show that ρ(r) · H also contains ‘C’. Consider any point x ∈ ‘C’ ∼ H(r) and choose a second point x’ ∈ ‘C’ ∼ H(r) on the opposite side of H(r) (see Figure 7). The segment [x, x’] crosses H(r) at some point z ∈ (x, x’). Since ρ(r) fixes z, and H is a supporting hyperplane to ‘C’ ⊃ ρ(r) · [x, x’]
at \( z \), it follows that \( \rho(r) \cdot [x, x'] \subset H \), in particular \( \rho(r) \cdot x \in H \), hence \( x \in \rho(r) \cdot H \). Since \( H \) is spanned by \( H \cap \mathcal{H}(r) \) and \( \mathcal{C}' \), we deduce that \( \rho(r) \cdot H = H \). Therefore \( H \) is invariant under the group \( \Gamma' \) generated by the set of such reflections, as claimed.

In particular, the convex sets \( \mathcal{C}' = H_y \cap \mathcal{E}_s \) and \( \Omega' := H_y \cap \Omega_{\mathcal{V}} \) of \( H_y \) are invariant under \( \Gamma' \). Moreover, since the action of \( \rho(W_S) \) on \( \mathcal{E}_s \) is cocompact, the intersection of \( \mathcal{C}' \) with the tiling of \( \Omega_{\mathcal{V}} \) decomposes \( \mathcal{C}' \) into compact polytopes, hence the action of \( \Gamma' \) on \( \mathcal{C}' \) is also cocompact. In particular, since \( \mathcal{C}' \) is noncompact, \( \Gamma' \) must be infinite.

The above construction finds a proper subspace \( \mathbb{P}(V') := \mathbb{P}(\text{span}(\mathcal{C}')) \), an infinite subgroup \( \Gamma' \) of \( \rho(W_S) \) generated by reflections and preserving \( \mathbb{P}(V') \), and a nonempty closed convex subset \( \mathcal{C}' \subset \Omega' := \mathbb{P}(V') \cap \Omega_{\mathcal{V}} \) such that

- \( \mathcal{C}' \) is the convex hull of a closed \( \Gamma' \)-invariant subset of \( \partial \Omega' \), and
- the action of \( \Gamma' \) on \( \mathcal{C}' \) is properly discontinuous and cocompact, but
- \( \mathcal{C}' \) is disjoint from \( \mathcal{E}_0 \).

To find a contradiction, consider \( \mathbb{P}(V') \), \( \Gamma' < \rho(W_S) \), and \( \mathcal{C}' \subset \Omega' = \mathbb{P}(V') \cap \Omega_{\mathcal{V}} \) satisfying the above and so that the dimension of \( \mathbb{P}(V') \) is minimal. There are two cases to consider: (i) \( \mathcal{C}' = \Omega' \) and (ii) \( \mathcal{C}' \neq \Omega' \). Note that \( \dim(V') \geq 2 \) (by proper discontinuity), and that \( \dim(V') = 2 \) implies (i).

In case (i), the group \( \Gamma' \) acts on \( \Omega' \) cocompactly. If \( \Lambda_{\Gamma'} \) denotes the proximal limit set of \( \Gamma' \) in \( \mathbb{P}(V') \), then the convex hull \( \text{Conv}(\Lambda_{\Gamma'}) \) of \( \Lambda_{\Gamma'} \) in \( \Omega' \) is equal to \( \Omega' = \mathcal{C}' \) by Fact 2.4. Therefore \( \mathcal{C}' = \text{Conv}(\Lambda_{\Gamma'}) \subset \text{Conv}(\Lambda_{\rho(W_S)}) = \mathcal{E}_0 \), where \( \text{Conv}(\Lambda_{\rho(W_S)}) \) is the convex hull of \( \Lambda_{\rho(W_S)} \) in \( \Omega_{\mathcal{V}} \), contradicting the fact that \( \mathcal{C}' \) is disjoint from \( \mathcal{E}_0 \).

In case (ii), there exists a point \( x \in \partial \mathcal{E}_0 \) and a supporting hyperplane \( H_x \) of \( \mathcal{C}' \) at \( x \) (in \( \mathbb{P}(V') \)). Then \( \mathbb{P}(V'') := \mathbb{P}(V') \cap H_x \), \( \mathcal{C}'' := H_x \cap \mathcal{C}' \), and \( \Omega'' := H_x \cap \Omega' \) are invariant under the group \( \Gamma'' \) generated by all the reflections \( \rho(r) \) whose fixed hyperplane \( \mathcal{H}(r) \) separates \( \mathcal{C}'' \) into two connected components and the \( \Gamma'' \)-action on \( \mathcal{C}'' \) is cocompact.
However, $\mathbb{P}(V'') = \mathbb{P}(V') \cap H_x$ has dimension one less than that of $\mathbb{P}(V')$, contradicting minimality. □

6.5. **Proof of Theorem 1.8.** Since $W_S$ is infinite and satisfies $\neg (IC)$, we can write $W_S = W_{S'} \times W_{S''}$ for $S = S' \sqcup S''$ where $W_{S'}$ is infinite and irreducible and $W_{S''}$ is finite (possibly trivial). By Proposition 2.9 and Fact 3.17.(1), it is sufficient to check Theorem 1.8 for $W_{S'}$. So we now assume that $S = S'$, i.e. the infinite Coxeter group $W_S$ is irreducible.

When $W_S$ is affine, Theorem 1.8 is contained in Proposition 6.1. We now assume that $W_S$ is large, satisfying $\neg (IC)$ and $(\tilde{A})$. Let $\rho^a : W_S \to \text{GL}(V^a)$ be the representation of $W_S$ as a reflection group induced by $\rho$ as in Remarks 3.6 and 3.16; the group $\rho^a(W_S)$ is reduced and dual-reduced. The equivalences $(\text{NCC}) \iff (\text{CC}) \iff \neg (\text{ZT}) \iff \neg (\text{ZD})$ then follow from Lemma 6.2, Propositions 6.3 and 6.5, and Fact 3.17, as in the following diagram:

$$
\begin{align*}
\rho(W_S) \ (\text{NCC}) & \text{ in } \mathbb{P}(V) \quad \xrightarrow{\text{Lemma 6.2.(2)}} \quad \rho^a(W_S) \ (\text{NCC}) \text{ in } \mathbb{P}(V^a) \quad \iff \quad \text{Proposition 6.3} \quad \neg (\text{ZT}) \\
\rho(W_S) \ (\text{CC}) & \text{ in } \mathbb{P}(V) \quad \xrightarrow{\text{Lemma 6.2.(1)}} \quad \rho^a(W_S) \ (\text{CC}) \text{ in } \mathbb{P}(V^a) \quad \iff \quad \text{Proposition 6.5} \quad \neg (\text{ZD}).
\end{align*}
$$

7. **Proof of Theorem 1.3 and consequences**

We now prove Theorem 1.3 and its consequences Corollaries 1.7, 1.10, 1.11, and 1.13.

7.1. **Naive convex cocompactness implies only one infinite irreducible factor.**
We first make the following observation.

**Proposition 7.1.** Let $W_S$ be an infinite Coxeter group and $\rho : W_S \to \text{GL}(V)$ a representation of $W_S$ as a reflection group. If $\rho(W_S)$ is naively convex cocompact in $\mathbb{P}(V)$, then the Coxeter group $W_S$ has only one infinite irreducible factor.

**Proof.** Suppose that $\rho(W_S)$ is naively convex cocompact in $\mathbb{P}(V)$: there exist a $\rho(W_S)$-invariant properly convex open subset $\Omega$ of $\mathbb{P}(V)$ and a nonempty closed $\rho(W_S)$-invariant subset $\mathcal{C}$ of $\Omega$ such that $\rho(W_S) \setminus \mathcal{C}$ is compact.

For each infinite irreducible component $W_{S_i}$ of $W_S$, the corresponding Cartan submatrix is of negative type, otherwise $\rho(W_{S_i})$ would contain a unipotent element by Fact 3.17.(3) and Proposition 6.1, contradicting Proposition 2.8. By Lemma 6.2.(2), up to replacing $\rho$ by $\rho^a$, we may assume $V_a := \bigcap_{s \in S} \text{Ker}(a_s) = \{0\}$.

Suppose by contradiction that $W_S$ has more than one infinite irreducible factors: we can write $W_S = W_{S'} \times W_{S''}$ for $S = S' \sqcup S''$ where $W_{S'}$ and $W_{S''}$ are both infinite and $W_{S'}$...
is irreducible. Note that
\[ \text{span}\{v_i \mid s_i \in S'\} \cap \bigcap_{s_i \in S'} \ker(\alpha_i) = \{0\}. \]
Indeed, \( \text{span}\{v_i \mid s_i \in S'\} \subset \bigcap_{s_j \in S'} \ker(\alpha_j) \) and \( V_\alpha = \{0\} \) by assumption. Thus \( (\rho|_{W_{S'}})_V \) is reduced and dual-reduced. It is still a representation as a reflection group by Remark 3.16.

Since \( W_{S'} \) and \( W_{S''} \) are infinite, Proposition 4.8 shows that \( \Omega \) is included in one of the finitely many Tits–Vinberg domains \( \Omega_{TV} \). Note that \( \Omega_{TV} \subset \Omega_{Vin,S'} \) by Fact 4.5. By Corollary 3.25, the set \( \mathcal{C} \cap \mathbb{P}(\text{span}\{v_i \mid s_i \in S'\}) \) has nonempty interior in \( \mathbb{P}(\text{span}\{v_i \mid s_i \in S'\}) \).

By Theorem 5.2, the closure \( \overline{\mathcal{C}} \) of \( \mathcal{C} \) in \( \mathbb{P}(V) \) contains
\[ \Sigma_{S'} := \mathbb{P}\left\{ x = \sum_{s_i \in S'} t_i v_i \in V \mid \alpha_i(x) \leq 0 \text{ and } t_i \geq 0 \forall s_i \in S' \right\}. \]
Let \( t' = (t_i)_{s_i \in S'} \) be a Perron–Frobenius eigenvector of \( 2\text{Id} - A_{W_{S'}} \) and \( x' := \sum_{s_i \in S'} t_i v_i \), so that \( [x'] \in \Sigma_{S'} \). Then, arguing as in the proof of Proposition 5.6, we have that \( [x'] \in \Sigma_{S'} \cap \partial\Omega_{TV} \). Hence, \( [x'] \in \partial\mathcal{C} \cap \Sigma_{S'} \subset \partial\mathcal{C} \cap \Delta \), which shows that \( \mathcal{C} \cap \Delta \) is homeomorphic to the quotient \( \rho(W_S)\backslash\mathcal{C} \) (Fact 3.8), we obtain a contradiction.

### 7.2. Proof of Theorem 1.3
Suppose there exist a finite-dimensional real vector space \( V \) and a representation \( \rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \) such that \( \rho(W_S) \) is naively convex cocompact in \( \mathbb{P}(V) \). By Proposition 7.1, we can write \( W_S = W_{S'} \times W_{S''} \) for \( S = S' \sqcup S'' \) where \( W_{S'} \) is infinite and irreducible and \( W_{S''} \) is finite (possibly trivial). It is sufficient to check conditions \( \neg(\mathcal{IC}) \) and \( (\overline{A}) \) for \( W_{S'} \), so we now assume \( S = S' \), i.e. \( W_S \) is irreducible. By Lemma 6.2, we may assume that \( \rho(W_S) \) is reduced and dual-reduced. By Propositions 6.1 and 6.3, condition \( \neg(\mathcal{IC}) \) holds. Moreover, condition \( (\overline{A}) \) also holds because for any affine irreducible Coxeter group which is not of type \( \overline{A}_k \), the corresponding Cartan matrix is of zero type by Fact 3.17.

Conversely, suppose \( W_S \) is any Coxeter group which satisfies the conditions \( \neg(\mathcal{IC}) \) and \( (\overline{A}) \). Let \( N = \#S \) be the number of generators of \( W_S \). Consider the matrix \( \text{Cos}(W_S) = (-2\cos(\pi/m_{i,j}))_{1 \leq i,j \leq N} \), and modify it into a matrix \( \mathcal{A} \in \mathcal{M}_N(\mathbb{R}) \) in the following way:

- for each pair \((i,j)\) with \( m_{i,j} = \infty \), replace the entry \(-2\cos(\pi/m_{i,j}) = -2 \) by some negative number \(< -2\);
- let \( P \) be the set of pairs \((i,j)\) with \( i < j \) and \( m_{i,j} = 3 \). For each \((i,j) \in P\), choose a number \( t_{i,j} > 1 \), in such a way that for any disjoint subsets \( P' \) and \( P'' \) of \( P \), we have
\[ \prod_{(i,j) \in P'} t_{i,j} x \prod_{(i,j) \in P''} t_{i,j}^{-1} \neq 1. \]

Then, for any pair \((i,j) \in P\), multiply the \((i,j)\)-entry \(-2\cos(\pi/m_{i,j}) = -1 \) by \( t_{i,j} \) and the \((j,i)\)-entry \(-2\cos(\pi/m_{j,i}) = -1 \) by \( t_{i,j}^{-1} \) to obtain the matrix \( \mathcal{A} \).

By construction of \( \mathcal{A} \), all Cartan submatrices of \( \mathcal{A} \) corresponding to subgroups \( W_{S'} \) of type \( \overline{A}_k \) are nonsymmetrizable, hence \( \mathcal{A} \) does not have any Cartan submatrix of zero type. By [Vi1, Cor. 1], there exists a representation \( \rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(\mathbb{R}^N)) \) with
Cartan matrix $\mathcal{A}$. By Theorem 1.8, the group $\rho(W_S)$ is naively convex cocompact in $\mathbb{P}(\mathbb{R}^N)$. This completes the proof of Theorem 1.3.

7.3. Consequences of Theorems 1.3 and 1.8. We now prove Corollaries 1.7, 1.10, 1.11, and 1.13.

Proof of Corollary 1.7. We first check the implication (1) $\Rightarrow$ (2). Suppose that there exist $V$ and $\rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$ such that $\rho(W_S)$ is naively convex cocompact in $\mathbb{P}(V)$. By Theorem 1.3, the Coxeter group $W_S$ satisfies conditions $\neg(\text{IC})$ and $\tilde{A}$.

The relative hyperbolicity of $W_S$ follows from a theorem of Caprace [Ca1, Cor. D]: the Coxeter group $W_S$ is relatively hyperbolic with respect to a collection $\mathcal{P}$ of virtually abelian subgroups of rank at least 2 if and only if for any disjoint subsets $S', S''$ of $S$ with $W_{S'}$ and $W_{S''}$ both infinite and commuting, the subgroup $W_{S' \cup S''}$ is virtually abelian. Here this criterion is vacuously satisfied due to $\neg(\text{IC})$.

By [Ca1, Th. B] and [Ca2], every $P \in \mathcal{P}$ may be chosen to be one of finitely many standard subgroups $W_{T_i}$, $1 \leq i \leq \ell$. It only remains to explain why the $W_{T_i}$ are of the form claimed.

Fix $1 \leq i \leq \ell$. The Coxeter group $W_{T_i}$ is a product of irreducible standard Coxeter groups. Since $W_{T_i}$ is virtually abelian, each irreducible factor is either affine (hence infinite) or spherical (hence finite), see Section 3.4. Condition $\neg(\text{IC})$ implies that $W_{T_i}$ has exactly one affine irreducible factor $W_U$, which must be of type $\tilde{A}_k$ for some $k \geq 2$ by condition $\tilde{A}$. We have $W_{T_i} = W_U \times W_{U'}$ where $W_{U'}$ is the standard subgroup of $W_S$ generated by $U' := \{ s \in S \mid m_u, s = 2 \ \forall u \in U \}$, and as seen above $W_{U'}$ is a product of spherical irreducible Coxeter subgroups.

We now check the converse implication (2) $\Rightarrow$ (1). For this we use the following result of Caprace, [Ca1, Th. A] and [Ca2]: if $W_S$ is relatively hyperbolic with respect to a collection $\mathcal{P}$ of standard subgroups $W_T$, and if we set $\mathcal{T} := \{ T \subset S \mid W_T \in \mathcal{P} \}$, then:
- for any disjoint subsets $S', S''$ of $S$ such that $W_{S'}$ and $W_{S''}$ are both infinite and commute, there exists $T \in \mathcal{T}$ such that $S' \cup S'' \subset T$;
- for any subset $S'$ of $S$ with $\#S' \geq 3$ such that $W_{S'}$ is irreducible and affine, there exists $T \in \mathcal{T}$ such that $S' \subset T$.

This result implies that if $W_S$ is relatively hyperbolic with respect to a collection of virtually abelian subgroups which are the standard subgroups of $W_S$ of the form $W_U \times W_{U'}$ with $W_U$ of type $\tilde{A}_k$ for some $k \geq 2$ and $W_{U'}$ finite, then conditions $\neg(\text{IC})$ and $\tilde{A}$ are satisfied. Theorem 1.3 then implies that there exist $V$ and $\rho \in \text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$ such that $\rho(W_S)$ is convex cocompact in $\mathbb{P}(V)$. $\square$

Proof of Corollary 1.10. Suppose $\rho(W_S)$ is convex cocompact in $\mathbb{P}(V)$ and let $W_{S'}$ be an infinite standard subgroup of $W_S$. By Theorem 1.8, for any $\emptyset \neq S'' \subset S$, the Cartan submatrix $\mathcal{A}_{W_{S''}} := (\mathcal{A}_{ij})_{s_i, s_j \in S''}$ is not of zero type. In particular, this holds for any $\emptyset \neq S'' \subset S'$. Therefore, if $W_{S'}$ is an irreducible Coxeter group, then Theorem 1.8 yields that $\rho(W_{S'})$ is convex cocompact in $\mathbb{P}(V)$.
In general, \( W_{S'} \) may not be irreducible, but since \( W_S \) satisfies condition \( \neg(\text{IC}) \) of Theorem 1.3 we know that \( W_{S'} \) has a finite-index subgroup \( W_{S''} \) which is standard and irreducible. Then \( \rho(W_{S''}) \) is convex cocompact in \( \mathbb{P}(V) \), and so \( \rho(W_{S'}) \) is convex cocompact in \( \mathbb{P}(V) \) (see [DGK2, Lem. 4.7]). \( \square \)

**Proof of Corollary 1.11.** If \( \rho(W_S) \) is strongly convex cocompact in \( \mathbb{P}(V) \), then \( W_S \) is word hyperbolic by Theorem 2.7, and \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4 \) for all \( i \neq j \) with \( m_{i,j} = \infty \) by Theorem 1.8.

Conversely, suppose \( W_S \) is word hyperbolic and \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4 \) for all \( i \neq j \) with \( m_{i,j} = \infty \). Since \( W_S \) is word hyperbolic, it does not contain any subgroup isomorphic to \( \mathbb{Z}^2 \), and so conditions \( \neg(\text{IC}) \) and \( \neg(\text{Af}) \) of Theorem 1.3 both hold (the latter vacuously). Condition \( \neg(\text{ZD}) \) of Theorem 1.8 is also satisfied because for any \( i \neq j \) with \( m_{i,j} = \infty \), the Cartan submatrix \( \left( \begin{array}{cc} 2 & \mathcal{A}_{i,j} \\ \mathcal{A}_{j,i} & 2 \end{array} \right) \) is not of zero type if and only if \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4 \). Thus \( \rho(W_S) \) is convex cocompact in \( \mathbb{P}(V) \) by Theorem 1.8, and strongly convex cocompact in \( \mathbb{P}(V) \) by Theorem 2.7. \( \square \)

**Proof of Corollary 1.13.** Corollary 1.11 gives the equivalence \( (\text{WH}+) \Leftrightarrow (\text{SCC}) \), and by definition we have \((\text{SCC}) \Rightarrow (\text{CC}) \Rightarrow (\text{NCC}) \). We now check the implication \((\text{NCC}) \Rightarrow (\text{SCC}) \). By Theorem 1.3, if \( \rho \) satisfies \((\text{NCC}) \), then \( W_S \) must satisfy \( \neg(\text{IC}) \) and \( \neg(\text{Af}) \). In this case, \( \rho \) actually satisfies \((\text{CC}) \) by Theorem 1.8. By Theorem 2.7, in order to get \((\text{SCC}) \) it is sufficient to check that \( W_S \) is word hyperbolic. By Moussong’s criterion [Mo], recalled in Remark 1.6, we only need to check that \( W_S \) satisfies \( \neg(\text{IC}) \) (already done) and \( \neg(\text{Af}) \). But \( \neg(\text{Af}) \) is the conjunction of \( \neg(\text{Af}) \) and of our assumption that \( W_S \) contains no standard subgroup of type \( \tilde{A}_k \) for \( k \geq 2 \). \( \square \)

**Remark 7.2.** In [DGK1, § 8], the first three authors proved Corollary 1.13 in the special case that \( n = N \) and that the Cartan matrix \( \mathcal{A} = (\mathcal{A}_{i,j})_{1 \leq i,j \leq N} \) for \( \rho \) is symmetric and defines a nondegenerate quadratic form on \( V \) as in Remark 3.11. This approach was used by the last two authors [LM] to construct the first examples of discrete subgroups of \( \text{O}(p,2) \) which are strongly convex cocompact in \( \mathbb{P}(\mathbb{R}^{p+2}) \) and whose (proximal) limit set is homeomorphic to the \((p-1)\)-dimensional sphere, but which are not quasi-isometric to lattices of \( \text{O}(p,1) \) as abstract groups.

### 8. The Deformation Space of Convex Cocompact Representations

We now prove Corollaries 1.15, 1.16, and 1.18.

#### 8.1. Convex cocompactness and the interior of \( \chi^\text{ref}(W_S, \text{GL}(V)) \).

**Proof of Corollary 1.15.** By Remark 3.4, the space of characters of \( W_S \) defined by data \((\alpha, v)\) satisfying (3.2) is an open subset of \( \chi(W_S, \text{GL}(V)) \) containing \( \chi^\text{ref}(W_S, \text{GL}(V)) \). By Fact 3.29, the map assigning the conjugacy class of Cartan matrix to a conjugacy class of semisimple representations is a homeomorphism from the space consisting of representations defined by data \((\alpha, v)\) satisfying (3.2) to the space of \( N \times N \) matrices of rank
at most \( \dim(V) \) that are weakly compatible with \( W_S \) (Definition 3.1), considered up to conjugation by positive diagonal matrices.

The reflection characters \( \chi^\text{ref}(W_S, \text{GL}(V)) \) correspond to the subset defined by (3.6), namely that \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4 \) whenever \( m_{i,j} = \infty \), and (3.5), namely that the cone \( \tilde{\Delta} = \{ x \in V | \alpha_i(x) \leq 0 \ \forall 1 \leq i \leq N \} \) has nonempty interior. Note that the validity of (3.5) is almost automatic since \( W_S \) is word hyperbolic. Indeed, if \( N \geq 3 \) then \( W_S \) is large, hence the Cartan matrix \( \mathcal{A}_{W_S} \) is of negative type by Fact 3.17, and so (3.5) holds as explained in Remark 3.14.(1). If \( N = 2 \), then (3.5) may fail only when \( \mathcal{A}_{W_S} \) is of zero type, which is equivalent to \( \mathcal{A}_{1,2} \mathcal{A}_{2,1} = 4 \).

In any case, the reflection characters which are convex cocompact in \( \mathbb{P}(V) \) are an open subset of \( \chi(W_S, \text{GL}(V)) \) which, by Corollary 1.11 and Proposition 2.7, corresponds to the subset of Cartan matrices compatible with \( W_S \) defined by the strict inequalities \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} > 4 \) whenever \( m_{i,j} = \infty \). Let us now check that they are precisely the interior of \( \chi^\text{ref}(W_S, \text{GL}(V)) \) if \( \dim(V) \geq N \).

Consider a semisimple representation \( \rho : W_S \to \text{GL}(V) \) of \( W_S \) as a reflection group which is not convex cocompact in \( \mathbb{P}(V) \). Then the associated Cartan matrix \( \mathcal{A} \) satisfies \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} = 4 \) for some \( i, j \) with \( m_{i,j} = \infty \). Deforming the entry \( \mathcal{A}_{i,j} \) to become less negative gives a matrix \( \mathcal{A} \) remaining within the space of weakly compatible matrices, for which \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} \) becomes smaller than 4. However, under the assumption \( \dim(V) \geq N \), such a small deformation of the Cartan matrix corresponds to a small deformation in \( \chi(W_S, \text{GL}(V)) \) which is outside of \( \chi^\text{ref}(W_S, \text{GL}(V)) \). This shows that the character of \( \rho \) is not in the interior of \( \chi^\text{ref}(W_S, \text{GL}(V)) \). \( \square \)

8.2. Convex cocompactness and the interior of \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \). As discussed in the introduction, it is a much more subtle problem to determine the interior of the space \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) which includes many nonsemisimple representations.

Proof of Corollary 1.16. Since convex cocompactness in \( \mathbb{P}(V) \) is an open condition [DGK2, Th. 1.16.(D)], the set of representations \( \rho \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) for which \( \rho(W_S) \) is convex cocompact in \( \mathbb{P}(V) \) is included in the interior of \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) in \( \text{Hom}(W_S, \text{GL}(V)) \). Let us prove the reverse inclusion.

Suppose \( \rho \in \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \) has Cartan matrix \( \mathcal{A} \) satisfying \( \mathcal{A}_{i,j} \mathcal{A}_{j,i} = 4 \) for some pair \((i, j)\) such that \( m_{i,j} = \infty \), and let us find conditions for the existence of a small deformation of \( \rho \) outside \( \text{Hom}^\text{ref}(W_S, \text{GL}(V)) \). The pair \((i, j)\) being fixed, define

\[
V_i := \text{span}(v_k) \subset V, \quad W_i^* := \text{Ann}(V_i) = \bigcap_{m_{i,k} < \infty} \text{Ann}(v_k) \subset V^*,
\]

\[
V_j^* := \text{span}(\alpha_k) \subset V^*, \quad W_j := \text{Ann}(V_j^*) = \bigcap_{m_{k,j} < \infty} \text{Ker}(\alpha_k) \subset V.
\]

If there exists \((\beta, w) \in W_i^* \times W_j\) such that \( \beta(w) = 1 \), then for any \( t \in \mathbb{R} \) the elements \( \alpha_i^t := \alpha_i + t\beta \) and \( v_i^t := v_i + tw \) satisfy \( \alpha_i^t(v_k) = \alpha_i(v_k) \) for all \( k \) with \( m_{i,k} \neq \infty \), and \( \alpha_k(v_j^t) = \alpha_k(v_j) \) for all \( k \) with \( m_{k,j} \neq \infty \); but \( \alpha_i^t(v_j^t) = \alpha_i(v_j) + t(\lambda + t) \) where \( \lambda = \alpha_i(w) + \beta(v_j) \). For sufficiently small \( t \neq 0 \) such that \( \lambda t > 0 \), we have \( \alpha_i^t(v_j^t) > \alpha_i(v_j) \). Replacing \((\alpha_i, v_j)\)
with \((\alpha_i^t, v_j^t)\) thus yields a representation \(\rho_t\) whose Cartan matrix \(\mathcal{A}^t\) satisfies \(\mathcal{A}^t_{i,j} = \alpha_i^t(v_j^t) > 0\) and \(\mathcal{A}^t_{j,i} = \mathcal{A}_{j,i}^t\), hence \(\mathcal{A}^t_{i,j} < \mathcal{A}_{i,j}\). Thus \(\rho_t \in \text{Hom}^{\text{ref}}(W_S, GL(V))\) for such \(t\), but \(\rho_t \rightharpoonup_{t \to 0} \rho\).

In the two cases, we will show that there must exist a pair \((\beta, w)\) such that \(\beta(w) = 1\). Indeed, suppose not. This means that:

\begin{equation}
(8.2) \quad W_i^* \subset \text{Ann}(W_j) = V_j^*.
\end{equation}

First, we assume that \(n \geq 2N - 2\). We have \(\dim(V_j^*) \leq N - 1\) and \(\dim(W_i^*) \geq n - (N - 1) \geq N - 1\). Note also that \(\alpha_j \in V_j^*\) and \(\alpha_j \notin W_i^*\) because \(\mathcal{A}_{j,i} \neq 0\). So, \(W_i^*\) is a strict subspace of \(V_j^*\), which implies \(\dim W_i^* \leq N - 2\). Contradiction.

Finally, we assume that \(W\) is right-angled and \(n \geq N\). Let \(R_\ell = \{k \mid m_{\ell,k} = 2\}\) and \(R_{i,j} = R_i \cap R_j\). Let \(r_\ell = \#R_\ell\) and \(r_{i,j} = \#R_{i,j}\). Then

\begin{equation}
(8.3) \quad \begin{cases}
\dim V_j^* \leq 1 + r_j, \\
\dim W_i^* \geq n - 1 - r_i \quad (\text{since } \dim V_i \leq 1 + r_i).
\end{cases}
\end{equation}

By the pigeonhole principle, since the sets \(R_i\) and \(R_j\) are disjoint from \(\{i,j\}\) in \(\{1, \ldots, N\}\), we have

\begin{equation}
(8.4) \quad r_{i,j} \geq r_i + r_j - (N - 2).
\end{equation}

Since \(W\) is word hyperbolic, for any \(\ell \in R_{i,j}\) the generators \(s_k, s_\ell\) must commute (otherwise \(s_k s_\ell\) and \(s_\ell s_k\) generate a copy of \(\mathbb{Z}^2\)). Hence, the pairing \(V_j^* \times V_i \to \mathbb{R}\) has rank \(> r_{i,j}\), because its restriction to indices \((R_{i,j} \cup \{j\}) \times (R_{i,j} \cup \{i\})\) has matrix \(\text{Diag}(2, \ldots, 2, \mathcal{A}_{j,i})\). But the pairing \(W_i^* \times V_i \to \mathbb{R}\) is zero by (8.1), and so the inclusion (8.2) forces \(\dim V_j^* - \dim W_i^* > r_{i,j}\). Using (8.3) and (8.4), we obtain \(n < N\). \(\square\)

**Remark 8.1.** Consider the map \(\mathcal{A} : V^N \times (V^*)^N \to \mathcal{M}_N(\mathbb{R})\) sending \(((v_k)_{k=1}^N, (\alpha_k)_{k=1}^N)\) to the matrix \((\alpha_i(v_j))_{i,j=1}^N\). In the case that \(v_1, \ldots, v_N\) are linearly independent in \(V\) (resp. \(\alpha_1, \ldots, \alpha_N\) are linearly independent in \(V^*\)), the entries of the matrix \(\mathcal{A}((v_k)_{k=1}^N, (\alpha_k)_{k=1}^N)\) may each be perturbed independently by perturbing the linear forms \((\alpha_k)_{k=1}^N\) (resp. by perturbing the vectors \((v_k)_{k=1}^N\)); thus \(\mathcal{A}\) is an open map near \(((v_k)_{k=1}^N, (\alpha_k)_{k=1}^N)\) and the conclusion of Corollary 1.16 is immediate. However, \(\mathcal{A}\) fails to be an open map near some inputs \(((v_k)_{k=1}^N, (\alpha_k)_{k=1}^N)\) for which both \((v_k)_{k=1}^N\) and \((\alpha_k)_{k=1}^N\) are linearly dependent. In some degenerate cases outside of the context of reflection groups, this may happen even for \(\dim V\) as large as \(2N - 2\). This explains why the proof above of Corollary 1.16 is needed.

**Remark 8.2.** In the case that \(n := \dim V < N\), it is a priori possible that the conclusion of Corollary 1.16 could fail. Specifically, we cannot rule out that some product \(\mathcal{A}_{i,\ell} \mathcal{A}_{j,\ell}\) is constant equal to 4 on an irreducible component of \(\text{Hom}^{\text{ref}}(W_S, GL(V))\) nor that \(\mathcal{A}_{i,j} \mathcal{A}_{j,i}\) achieves the value 4 as a local minimum in the interior of \(\text{Hom}^{\text{ref}}(W_S, GL(V))\). We are not aware of an example demonstrating such behavior where \(W_S\) is word hyperbolic and right-angled, but there exist examples where \(W_S\) is right-angled (see Example 8.4) or word hyperbolic (see Example 8.5).
8.3. The Anosov condition and the interior of \( \text{Hom}^{\text{ref}}(W_S, \text{GL}(V)) \). Here is a consequence of Fact 1.17.

**Lemma 8.3.** Let \( W_S \) be an infinite, word hyperbolic, irreducible Coxeter group and let \( \rho : W_S \to \text{GL}(V) \) be a representation of \( W_S \) as a reflection group. Then \( \rho \) is \( P_1 \)-Anosov if and only if \( \rho(W_S) \) is strongly convex cocompact in \( P(V) \).

Corollary 1.18 follows directly from Corollaries 1.11 and 1.16, and Lemma 8.3.

**Proof of Lemma 8.3.** If \( \rho(W_S) \) is strongly convex cocompact in \( P(V) \), then \( \rho \) is \( P_1 \)-Anosov by Fact 1.17. Conversely, suppose \( \rho \) is \( P_1 \)-Anosov. We cannot immediately apply Fact 1.17 because \( \rho(W_S) \) might not preserve a properly convex open subset of \( P(V) \). However, consider the induced representation \( \rho^\sigma : W_S \to \text{GL}(V^\sigma) \) as in Remarks 3.6 and 3.16, with the same Cartan matrix \( A \) as \( \rho \). It is easy to check (see [GW, Prop. 4.1] and (3.10)) that \( \rho^\sigma : W_S \to \text{GL}(V^\sigma) \) is still \( P_1 \)-Anosov. The representation \( \rho^\sigma \) is reduced (Definition 3.5), hence preserves a properly convex open subset of \( P(V^\sigma) \), namely the Tits–Vinberg domain for \( \rho^\sigma(W_S) \) (Proposition 4.1.(1)). By Fact 1.17, the group \( \rho^\sigma(W_S) \) is convex cocompact in \( P(V^\sigma) \). Note that the Cartan matrix \( A \) is of negative type: this follows from Proposition 6.1 if \( N = 2 \), and from the fact that the infinite, word hyperbolic, irreducible Coxeter group \( W_S \) is large if \( N = 3 \) (use Fact 3.17). Therefore \( \rho(W_S) \) is convex cocompact in \( P(V) \) by Lemma 6.2.(1). \( \square \)

8.4. **Three examples.** First, we give an example of a right-angled but not word hyperbolic Coxeter group in 5 generators such that the cyclic products \( A_{1,2}A_{2,1} \) and \( A_{4,5}A_{5,4} \) take only the value 4 on all of \( \text{Hom}^{\text{ref}}(W_S, \text{GL}(\mathbb{R}^4)) \).

**Example 8.4.** Let \( W_S \) be the right-angled Coxeter group in \( N = 5 \) generators for which the Coxeter diagram is given by

\[ 1 \cdots 2 \cdots 3 \cdots 4 \cdots 5 \]

Since there exist disjoint subsets \( S' = \{s_1, s_2\} \) and \( S'' = \{s_4, s_5\} \) of \( S \) such that \( W_{S'} \) and \( W_{S''} \) are both infinite and commute, the group \( W_S \) contains a subgroup isomorphic to \( \mathbb{Z}^2 \), hence is not word hyperbolic. Any compatible Cartan matrix for \( W_S \) must be conjugate, by diagonal matrices, to

\[ A = \begin{pmatrix} 2 & -2x & 0 & 0 & 0 \\ -2 & 2 & -2y & 0 & 0 \\ 0 & -2 & 2 & -2z & 0 \\ 0 & 0 & -2 & 2 & -2u \\ 0 & 0 & 0 & -2 & 2 \end{pmatrix} \]

for some \( x, y, z, u \geq 1 \). The \((2,4)-\)minor of \( A \) is 16, hence \( A \) always has rank \( \geq 4 \). Rank equal to 4 is achieved, for example by the Cartan matrix for the Tits geometric representation, i.e. \( x = y = z = u = 1 \). Since the rank is 4, this Cartan matrix is also realized as the Cartan matrix for a reflection group in \( V \) for \( \dim V = 4 \); for example, let \( V \) be the span of the columns of \( A \) inside \( \mathbb{R}^5 \). A further linear algebra calculation shows that if rank \( A = 4 \), then \( x = u = 1 \). Indeed, it is an exercise to show that \( \det(A) = \)
32(xu + xz + yu - x - y - z - u + 1) = 0 if and only if x = u = 1, using the inequalities \(x, y, z, u \geq 1\). Hence if \(\dim V = 4\), then all products \(A_{1,2}A_{2,1}\) and \(A_{4,5}A_{5,4}\) take only the value 4 on all of \(\text{Hom}^\text{ref}(W_S, \text{GL}(V))\), which, up to conjugation, is two-dimensional.

Second, we give an example of a word hyperbolic but not right-angled Coxeter group in 6 generators such that the set of characters \([\rho] \in \chi^\text{ref}(W_S, \text{GL}(\mathbb{R}^5))\) for which \(\rho(W_S)\) is convex cocompact in \(\mathbb{P}(\mathbb{R}^5)\) is not the interior of \(\chi^\text{ref}(W_S, \text{GL}(\mathbb{R}^5))\) in \(\chi(W_S, \text{GL}(\mathbb{R}^5))\). In particular, the set of representations \(\rho \in \text{Hom}^\text{ref}(W_S, \text{GL}(\mathbb{R}^5))\) for which \(\rho(W_S)\) is convex cocompact in \(\mathbb{P}(\mathbb{R}^5)\) is not the interior of \(\text{Hom}^\text{ref}(W_S, \text{GL}(\mathbb{R}^5))\) in \(\text{Hom}(W_S, \text{GL}(\mathbb{R}^5))\).

**Example 8.5.** Let \(W_S\) be the Coxeter group in \(N = 6\) generators for which the Coxeter diagram is given by

![Coxeter diagram](image)

We can easily check by Moussong’s hyperbolicity criterion (see Remark 1.6) that the Coxeter group \(W_S\) is word hyperbolic, and see that any compatible Cartan matrix for \(W_S\) must be conjugate, by diagonal matrices, to

\[
A = \begin{pmatrix}
2 & -\sqrt{3} & 0 & -\sqrt{3}x & 0 & 0 \\
-\sqrt{3} & 2 & -\sqrt{3} & 0 & 0 & 0 \\
0 & -\sqrt{3} & 2 & -\sqrt{3} & 0 & 0 \\
-\sqrt{3}x^{-1} & 0 & -\sqrt{3} & 2 & -2y & 0 \\
0 & 0 & 0 & -2y & 2 & -\sqrt{3} \\
0 & 0 & 0 & 0 & -\sqrt{3} & 2
\end{pmatrix}
\]

for some \(x > 0\) and \(y \geq 1\). The \((1,1)\)-minor of \(A\) is \(-4(2y^2 + 1) \neq 0\), hence \(A\) always has rank \(\geq 5\). In particular, all representations of \(W_S\) as a reflection group in \(\mathbb{R}^5\) must be irreducible, hence discussing character or equality up to conjugation is equivalent. Rank equal to 5 is achieved by the Cartan matrix \(A\) with \(\det(A) = 32y^2 - 9(x + x^{-1}) - 14 = 0\). Hence if \(\dim V = 5\), then the space of representations in \(\text{Hom}^\text{ref}(W_S, \text{GL}(V))\) up to conjugation is homeomorphic to the line \(\mathbb{R}\). Moreover, the intersection of \(\text{Hom}^\text{ref}(W_S, \text{GL}(V))\) in those coordinates with the line \(\{y = 1\}\) is reduced to the point \((x, y) = (1, 1)\). Hence, by Theorem 1.8, the line \(\text{Hom}^\text{ref}(W_S, \text{GL}(V))\) except one point corresponds to convex cocompact representations (see Figure 8).

Lastly, we give an example of a not word hyperbolic and not right-angled Coxeter group in 4 generators such that the set of characters \([\rho] \in \chi^\text{ref}(W_S, \text{GL}(\mathbb{R}^4))\) for which \(\rho(W_S)\) is convex cocompact in \(\mathbb{P}(\mathbb{R}^4)\) is not the interior of \(\chi^\text{ref}(W_S, \text{GL}(\mathbb{R}^4))\) in \(\chi(W_S, \text{GL}(\mathbb{R}^4))\).

**Example 8.6.** Let \(W_S\) be the Coxeter group in \(N = 4\) generators for which the Coxeter diagram is given by
Figure 8. The curve det$(\mathcal{A}) = 0$ in terms of $x > 0$ and $y \geq 1$ in Example 8.5. Every point of the curve except the black dot corresponds to a convex cocompact reflection group (up to conjugation).

Since there is a subset $S' = \{s_1, s_2, s_3\}$ of $S$ with $W_{S'}$ of type $\tilde{A}_2$, the group $W_S$ contains a subgroup isomorphic to $\mathbb{Z}^2$, hence is not word hyperbolic. We can easily see that any compatible Cartan matrix for $W_S$ must be conjugate, by diagonal matrices, to

$$
\mathcal{A} = \begin{pmatrix}
2 & -1 & -1 & -\sqrt{2} \\
-1 & 2 & -x & 0 \\
-1 & -x^{-1} & 2 & -y \\
-\sqrt{2} & 0 & -y^{-1} & 2
\end{pmatrix}
$$

for some $x, y > 0$. A simple calculation shows that

$$
\det(\mathcal{A}) = -\left(2(x + x^{-1}) + 2\sqrt{2}(y + y^{-1}) + \sqrt{2}(xy + (xy)^{-1}) + 5\right) < 0.
$$

In particular, all representations of $W_S$ as a reflection group in $\mathbb{R}^4$ must be irreducible, hence discussing character or equality up to conjugation is equivalent. If $\dim V = 4$, then the space of representations in $\text{Hom}^{\text{ref}}(W_S, \text{GL}(V))$ up to conjugation is homeomorphic to $\mathbb{R}^2_{>0}$, by Theorem 1.8, convex cocompact representations correspond exactly to the complement of the line $\{x = 1\}$ in $\mathbb{R}^2_{>0}$. 
Here are all spherical and all affine irreducible diagrams, reproduced from [Cox34].

For spherical Coxeter groups (Table 1), the index — in particular the $n$ for types $A_n$, $B_n$, $D_n$ — is the number of nodes of the diagram, and the standard representation acts irreducibly on the $(n-1)$-dimensional sphere with a spherical simplex as a fundamental domain.

For affine Coxeter groups (Table 2), the index — in particular the $n$ for types $\tilde{A}_n$, $\tilde{B}_n$, $\tilde{C}_n$, $\tilde{D}_n$ — is one less than the number of nodes; the group acts cocompactly on Euclidean $n$-space with a Euclidean simplex as a fundamental domain.
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