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Abstract. Kernel least mean square algorithm is a simple and effective adaptive algorithm, but it is constrained by its infinite network size. Many schemes have been proposed to reduce the size of the network, but the distribution of input data and the desire output are seldomly considered together. In this paper, we present a density correlation quantization scheme in input space and a method of smoothing the desired output by using the average value of the neighbourhood in output, and call it the DQKLMS-S algorithm. The good performance of DQKLMS-S is verified by experiments.

1. Introduction

The kernel method uses the Mercer kernel. In most cases, the rich expressiveness of kernel Gaussian function in mapping low-dimensional input space to high-dimensional feature space has made great achievements in batch kernel learning, such as support vector machine [1,2], kernel principal component analysis [3], online learning kernel (OKL) [4]. OKL incrementally learns the target function, especially when the data arrives in sequence.

Kernel adaptive filter [5] is one of the most famous OKL, including the kernel least mean square (KLMS) [6-7]. However, a common problem with kernel adaptive filters is that the network size grows as new data arrives. The growing network size presents computing and memory challenges. More importantly, overfitting can also occur if the network size is too large, making the algorithm too sensitive to outliers. Increasing the sparsity of the kernel adaptive filter is helpful to solve the complex calculation and overfitting problems.

Up to now, in order to restrain the growth of network size, various sparse technologies have been applied to the kernel adaptive filter. These technologies use sparse standards and accept only important input data as the new centers. Typical sparsity criteria include novelty criteria [8], predictive variance criteria [9], surprise criteria [10], and approximate linear correlation criteria [11]. A novel quantization scheme proposed [12] limits the network size and applies to the quantized kernel adaptive filter. The quantization algorithm greatly reduces the network size and even has better performance than KLMS.

In addition to network size, the representations of the input data and the output also affect generalization performance. In QKLMS, the distribution of quantization centers is approximately uniform in the input field. In fact, the distribution of the input data is often not uniform distributed. In order to improve the learning performance, the quantization technique should quantify the input data according to the distribution of the input data. Another problem in QKLMS is that the expected output of the quantified data is considered equal to the output of the nearest center. In many cases, the...
difference between the outputs of the neighborhood may be very large, especially when the underlying system is disturbed by impulsive noise. In order to deal with the above two problems, we consider a density correlation quantization scheme in input space and a method of smoothing the desired output by using the average value of the neighborhood in output, and call it the DQKLMS-S algorithm.

The rest of this article is organized as follows. The second part briefly reviews QKLMS. The new DQKLMS-S is proposed in section 3. In the fourth part, simulations on chaotic time series prediction are presented. Finally, we conclude the paper in the section 5.

2. Quantized kernel least mean square

The purpose of the adaptive filter is to learn a continuous input/output mapping $d(i) = f(u(i))$ based on the input/output sequence. $u(i) \in U$ is an $m$-dimensional input vector. The output is assumed to be one-dimensional $d(i)$.

The least mean square (LMS) [13] is an incremental linear algorithm that updates weight vectors using the following steps

$$
\begin{align*}
    f_0 &= 0 \\
    e(i) &= d(i) - f_{i-1}(u(i)) \\
    f_i &= f_{i-1} + \eta e(i)u(i)
\end{align*}
$$

where $e(i)$ is the prediction error, $\eta$ represents the step size, and the $f_i$ denotes the learned mapping at iteration $i$. The output of LMS in iteration $i$ is $d'(i) = f_{i-1}(u(i)) = w(i)^T u(i)$. Since LMS is a linear combination of input samples, LMS will fail if the mapping between inputs and outputs is non-linear.

In order to overcome the limitation of linearity while maintaining the simplicity of LMS, the input $u(i)$ is converted to the high-dimensional feature space [6] by the kernel induction mapping $\phi(u(i))$.

If the Mercer condition is satisfied in the feature space, the inner product can be expressed by positive definite kernel function, which is expressed as

$$
\kappa(u, u') = \exp \left( -\frac{\|u - u'\|^2}{2\sigma^2} \right)
$$

where $\sigma$ denotes the kernel size.

Similar to the learning rules in the original input space, KLMS in the feature space can be expressed as

$$
\begin{align*}
    f_0 &= 0 \\
    e(i) &= d(i) - f_{i-1}(u(i)) \\
    f_i &= f_{i-1} + \eta e(i)\kappa(u(i), \cdot)
\end{align*}
$$

As can be seen from the above equation, one input $u(i)$ corresponds to one coefficient $\eta e(i)$, resulting in the KLMS network being a growing radial-basis function network with the same size as the training set, which makes the calculation burden and memory demand very large.

In order to restrain the growth of KLMS network, QKLMS uses a simple online vector quantization method to quantify the input space. The learning rule of QKLMS is expressed as

$$
\begin{align*}
    f_0 &= 0 \\
    e(i) &= d(i) - f_{i-1}(u(i)) \\
    f_i &= f_{i-1} + \eta e(i)\kappa(Q[u(i)], \cdot)
\end{align*}
$$
where \( Q [\cdot] \) is the quantization operator in the input space, the output of \( Q[u(i)] \) is either the \( u(i) \) itself or the nearest center.

\[
Q[u(i)] = \begin{cases} 
C_j(i-1) & \text{dis}(u(i), C(i-1)) \leq \varepsilon \\
u(i) & \text{dis}(u(i), C(i-1)) > \varepsilon
\end{cases}
\]

(5)

where \( C(i) \) represents the center set, \( \text{dis}(u(i), C(i-1)) \) is the distance between \( u(i) \) and \( C(i-1) \), and \( \varepsilon \) denotes the quantization size

\[
\text{dis}(u(i), C(i-1)) = \min_{1 \leq j \leq \text{size}(C(i-1))} \| u(i) - C_j(i-1) \|
\]

(6)

where \( C_j(i-1) \) is the \( j \)-th element of the center set \( C(i) \), and

\[
f_j = \arg \min_{1 \leq j \leq \text{size}(C(i-1))} \| u(i) - C_j(i-1) \|
\]

(7)

If \( \text{dis}(u(i), C(i-1)) > \varepsilon \), a new center is added into the center set \( C(i) = \{ C(i-1), u(i) \} \), \( \alpha(i) = [\alpha(i-1), \eta \varepsilon(i)] \), if not, the coefficient of the closest center will be updated \( \alpha_j(i) = \alpha_j(i-1) + \eta \varepsilon(i) \).

Due to the fixed quantization threshold, the distribution of the center in the input data area in the dictionary is approximately consistent. Uniform distribution means that the quantization output of dense region is the same as that of sparse region, which cannot reflect the distribution of input data. What’s more, in QKLMS, the expected output of the quantified data is considered equal to the output of the nearest center. In many cases, the difference between the outputs of the neighborhood may be very large, especially when the underlying system is disturbed by impulsive noise. In order to deal with the above two problems, we consider a density correlation quantization scheme in input space and a method of smoothing the desired output by using the average value of the neighborhood in output.

3. Density-dependent quantized kernel least mean square with desired smoothing

In this section, we discuss a new algorithm based on QKLMS, which is improved in processing input quantization and smoothing output results. On this basis, a density correlation quantization scheme and a method of smoothing the desired output by using the average value of the neighborhood are proposed into QKLMS, and an input density correlation quantization kernel least mean square with desired smoothing (DQKLMS-S) can be expressed as

\[
\begin{align*}
    f_0 &= 0 \\
    e(i) &= D_j(i) - f_{i-1}(u(i)) \\
    f_i &= f_{i-1} + \eta \varepsilon(i) \kappa(Q[u(i)], .)
\end{align*}
\]

(8)

The output of \( Q[u(i)] \) is either the \( u(i) \) itself or the nearest center

\[
Q[u(i)] = \begin{cases} 
C_j(i-1) & \text{dis}(u(i), C(i-1)) \leq \varepsilon \\
u(i) & \text{dis}(u(i), C(i-1)) > \varepsilon
\end{cases}
\]

(9)

We introduce tow vectors \( N \) and \( D \). \( N \) is used to record the number of input data quantizing into each center. \( D \) denotes the smoothed desired output. If \( \text{dis}(u(i), C(i-1)) > \varepsilon_j \), we add the input as a
new center: $C(i) = \{C(i-1), u(i)\}$, $\varepsilon = [\varepsilon, \varepsilon_i]$, $\alpha(i) = [\alpha(i-1), \eta e(i)]$, $L = [L, 1]$, $N(i) = [N(i-1), 1]$, $D(i) = [D(i-1), d(i)]$. If $\frac{\varepsilon_j - \text{dis}(u(i), C(i-1))}{2} < \varepsilon_j$ and $L_j > \delta$, we update the quantization dictionary $C(i) = \{C(i-1), u(i)\}$, $\alpha(i) = [\alpha(i-1), \eta e(i)]$ and alter the quantization threshold $\varepsilon_j = \frac{\varepsilon_j}{2}$, $\varepsilon = [\varepsilon, \varepsilon_j]$ and $L_j = 1$. $L = [L, 1]$, $N(i) = [N(i-1), 1]$, $D(i) = [D(i-1), d(i)]$. Otherwise, the quantization center set remains unchanged $C(i) = C(i-1)$, and the effect of this input is added into the coefficient of the closest center: $\alpha_j(i) = \alpha_j(i-1) + \eta e(i)$, $L_j = L_j + 1$. We also update as follows: $N_j(i) = N_j(i-1) + 1$, and the smoothed desired output can be calculated as [5]

$$D_j(i) = \frac{N_j(i-1)D_j(i-1) + d(i)}{N_j(i)}$$

(10)

4. Simulation results

In this section, The Mackey-Glass (MG) chaotic time series prediction is considered. The time series is generated by a delay ordinary differential equations and is expressed as follows [14]:

$$\frac{dx(t)}{dt} = -bx(t) + \frac{ax(t-\tau)}{1 + x(t-\tau)^\sigma}$$

(11)

with $b = 0.1$, $a = 0.2$ and $\tau = 30$. The sampling period of the signal is 6 seconds. The goal of MG chaotic time series prediction is to use the previous points to predict the present value. 1000 samples are served as the training data, and 100 samples are served as the test data. The time embedding dimension is 7, that is the $u(i) = [x(i-1), x(i-2), ..., x(i-7)]^T$ is selected as the input vector to predict $x(i)$. During the simulation, the training data are interfered by additive noise. We consider two kinds of noise: Gaussian noise with mean of 0 and variance of 0.04; mixed Gaussian noise with density

$$0.95 \times N(0,0.04) + 0.05 \times N(0,1)$$

(12)

where $N(\mu, \sigma^2)$ represents the Gaussian density.

We compare the performance of QKLMS and DQKLMS-S. A Gaussian kernel of width 1.0 is selected as the Mercer kernel. The step sizes of these two algorithms are selected to obtain almost the same initial convergence rate. The quantization size is set as $\varepsilon = 0.2$. Simulation results averaged over 1000 independent Monte Carlo runs. Average learning curves and network growth curves are shown in Fig. 1 and Fig. 2, respectively. The test MSEs in the final iteration is shown in Table I. It can be clearly seen that whether Gaussian noise or mixed Gaussian noise, the DQKLMS-S has better performance than QKLMS. In this example, the network size is reduced to about 200, which is very small compared to the original network size (1000).
5. Conclusions
In this paper, for improving the learning performance of the QKLMS, a density correlation quantization scheme in input space and a method of smoothing the desired output by using the average value of the neighborhood in output have been introduced into QKLMS to form a new algorithm, called DQKLMS-S. In the new algorithm, the distribution of quantization centers is consistent with the distribution of input data, and the output is smoothed by the desired signals output. Simulation results show that the algorithm is effective.
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