On the log canonical threshold and numerical data of a resolution in dimension 2
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Abstract. We show various properties of numerical data of an embedded resolution of singularities for plane curves, which are inspired by a conjecture of Nguyen and motivated by a conjecture of Igusa on exponential sums.

1. Introduction

Singularity invariants of a hypersurface are often described in terms of a chosen embedded resolution. In particular, the so-called numerical data \((N_i, \nu_i)\) of a resolution are crucial in various invariants, e.g. poles of zeta functions of Igusa type \([4, 5, 10]\), jumping coefficients of multiplier ideals \([7]\), roots of Bernstein–Sato polynomials \([11]\), monodromy eigenvalues \([1]\), etc. In particular \(\min_i \frac{\nu_i}{N_i}\) does not depend on the chosen resolution, and is nowadays called the log canonical threshold, see e.g. \([12]\).

Let \(f\) be a polynomial in \(n\) variables. In the PhD thesis of Kien Nguyen \([14]\) and in a previous version of the manuscript \([2]\) an equivalence was shown between a statement on numerical data of an embedded resolution of \(f\) and a famous old conjecture on exponential sums of Igusa \([9]\) (as well as with a local version of that conjecture by Denef–Sperber \([6]\) and a more general version by Cluckers–Veys \([3]\)).

In the present paper, we present a proof of that statement in dimension \(n = 2\). After finishing this work, we learned that Cluckers–Mustață–Nguyen proved the statement in arbitrary dimension, using techniques from the Minimal Model Program. We think however that various aspects of our more elementary proof of the two–dimensional case are of independent interest.

In Sect. 2 we fix notation and state the Conjecture/Theorem on numerical data of Cluckers–Mustață–Nguyen. An important ingredient in our proof for \(n = 2\) is a new property/formula for the numbers \(\nu_i\) in terms of the dual resolution graph for plane curves, with appropriate decorations along edges, which we establish in Sect. 3. Then, in Sect. 4, we show (a somewhat stronger version of) the statement in \([2]\).
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2. Preliminaries

Let \( f \in \mathbb{C}[x] = \mathbb{C}[x_1, \ldots, x_n] \) be a nonconstant polynomial. Fix an embedded resolution \( \pi \) of \( f \), that is, \( \pi : Y \to \mathbb{C}^n \) is a proper birational morphism satisfying
(i) \( Y \) is a (complex) nonsingular algebraic variety, (ii) \( \pi \) is an isomorphism outside \( \pi^{-1}\{f = 0\} \), (iii) \( \pi^{-1}\{f = 0\} \) is a simple normal crossings divisor.

We denote by \( E_i, \ i \in T \) the (nonsingular) irreducible components of \( \pi^{-1}\{f = 0\} \). Let \( N_i \) and \( \nu_i - 1 \) denote the multiplicity of \( E_i \) in the divisor of \( \pi^* f = f \circ \pi \) and \( \pi^*(dx_1 \wedge \cdots \wedge dx_n) \), respectively. In other words, \( \text{div}(f \circ \pi) = \sum_{i \in T} N_i E_i \) and the canonical divisor \( K_Y = K_{\pi} = \sum_{i \in T} (\nu_i - 1) E_i \). The \((N_i, \nu_i)_{i \in T}\) are called the numerical data of \( \pi \).

In order to formulate the statement of [2], we need the notion of power condition. The normal crossings condition says that, for any point \( P \in Y \), there is an affine neighbourhood \( V \) of \( P \), such that
\[
  f \circ \pi = u \prod_{i \in I} y_i^{N_i},
\]
for some \( I \subset T \), in the coordinate ring \( O_V \) of \( V \). Here \( i \in I \) if and only if \( P \in E_i \), \( u \) is a unit in \( O_V \), the component \( E_i \) is given by \( y_i = 0 \) and the \((y_i)_{i \in I}\) form a regular sequence in the local ring of \( Y \) at \( P \).

Here we only state the local version of the power condition; this is the relevant one for the present paper. Also, we only need the local version of the log canonical threshold. Assuming that \( f(0) = 0 \), the log canonical threshold of \( f \) at \( 0 \in \mathbb{C}^n \) is
\[
  c_0 = \min_{i \in T, 0 \in \pi(E_i)} \frac{\nu_i}{N_i}.
\]

**Definition 2.2.** Let \( f \) and \( \pi \) be as above. Let \( d \in \mathbb{Z}_{\geq 2} \). We say that \((f, \pi)\) satisfies the \( d \)-power condition if there exists a nonempty open \( W \) in some irreducible component of some \( \bigcap_{i \in I} E_i \) with \( \pi(W) = \{0\} \) and some \( g \in O_W \) such that
\[
  d \mid N_i \quad \text{for all} \ i \in I
\]
and
\[
  u|_W = g^d,
\]
where \( u \) is as in (2.1) on an open \( V \) satisfying \( W = (\bigcap_{i \in I} E_i) \cap V \).

**Conjecture/Theorem 2.3.** ([2]) Let \( f \) and \( \pi \) be as above. If \((f, \pi)\) satisfies the \( d \)-power condition, then
\[
  c_0 \leq \frac{1}{d} + \sum_{i \in I} N_i \left( \frac{\nu_i}{N_i} - c_0 \right).
\]

We prefer to rewrite this inequality in the form
\[
  c_0 \leq \frac{\sum_{i \in I} \nu_i + 1/d}{\sum_{i \in I} N_i + 1}.
\]
Remark 2.6. We note that Conjecture 2.3 is trivial when \( c_0 \leq 1/d \). This happens in particular when \( d \mid N_\ell \) for some component \( E_\ell \) of the strict transform of \( f \).

When \( |I| = n \) in Definition 2.2, the power condition is automatically satisfied, since then \( W = \cap_{i \in I} E_i \) is a point and \( u|_W \) is a constant. Otherwise, the following property is a useful corollary of the power condition. It is shown in [2], but follows also from an easy local computation, using unique factorization in a regular local ring.

**Proposition 2.7.** Let \( f \) and \( \pi \) be as above. If \( (f, \pi) \) satisfies the \( d \)-power condition, through the open \( W \), then we have \( d \mid N_j \) for all \( j \in T \) satisfying \( E_j \cap W \neq \emptyset \).

3. Description of \( \nu \) via dual graph

From now on we consider the plane curve case \( n = 2 \), and we take \( \pi \) as the minimal embedded resolution of \( f \). In fact, we can as well study the germ of \( f \) at the origin and allow \( f \) to be an analytic function rather than just a polynomial. At any rate, we slightly redefine \( T \) as \( T_e \cup T_s \), where \( T_e \) runs over the exceptional components of \( \pi \) and \( T_s \) runs over the analytically irreducible components of the strict transform of \( f \) by \( \pi \). In the (dual) resolution graph \( \Gamma \) of \( \pi \) one associates to each exceptional curve \( E_i \) a vertex, which we denote here for simplicity also by \( E_i \), and an arrowhead to each (analytically) irreducible component \( E_i \) of the strict transform of \( f \). Each intersection between components \( E_j \) is indicated by an edge connecting the corresponding vertices or arrowhead. We denote here by \( \Gamma^e \) the restriction of \( \Gamma \) to the exceptional locus, i.e., without the arrows.

For \( i \in T_e \) we denote by \( \delta_i \) the valency of \( E_i \) in \( \Gamma^e \), that is, the number of intersections of \( E_i \) with other exceptional components, and hence also the number of edges in \( \Gamma^e \) connected to \( E_i \).

We use the language of Eisenbud–Neumann diagrams [8], associated to the (full) dual resolution graphs \( \Gamma \) and \( \Gamma^e \), where edges are decorated as follows. For \( i \in T_e \), an edge decoration \( a \) next to \( E_i \) along an edge \( e \) adjacent to an exceptional \( E_i \), indicates that \( a \) is the absolute value of the determinant of the intersection matrix of all exceptional components appearing in the subgraph of \( \Gamma \setminus \{ E_i \} \) in the direction of \( e \). These decorations satisfy the following properties.

- All edge decorations are positive integers.
- The edge decorations along all edges next to a fixed \( E_i \) are pairwise coprime and at most two of them are greater than 1.
- Fix an edge \( e \) in \( \Gamma \) between vertices \( E_i \) and \( E_j \) (thus corresponding to exceptional components). Let \( a \) and \( b \) be the decorations along \( e \) next to \( E_i \) and \( E_j \), respectively. Let also \( a_k \) and \( b_\ell \) denote the edge decorations along the other edges, connected to \( E_i \) and \( E_j \), respectively. Then we have the edge determinant rule

\[
ab - \prod_k a_k \prod_\ell b_\ell = 1
\]

(where a product over the empty set is 1).
In fact, these properties are also valid for the dual graph of a non–minimal embedded resolution. Using that $\pi$ is minimal we also have

- An edge decoration along an edge that is the start of a chain of exceptional components, ending in a vertex of valency 1 of $\Gamma$, is greater than 1.

**Example 3.1.** Take $f = (y^2 - x^3)^2 - x^5 y$. The decorated dual graph $\Gamma$ of its minimal embedded resolution is as follows, where we also indicate the numerical data $(N_i, v_i)$ of the $E_i$. Note that $c_0 = 5/12$.

We have the following well known ‘diagram calculus’, computing the numerical data $(N_i, v_i)$ of an exceptional curve $E_i$ in terms of the edge decorations of the graph $\Gamma$. See for instance [8] and [13].

**Proposition 3.2.** Fix an exceptional curve $E_i$. For any component $E_j$, $j \in T$, let $\ell_{ij}$ be the product of the edge decorations that are adjacent to, but not on, the path in $\Gamma$ from $E_i$ to $E_j$. Then

$$N_i = \sum_{j \in T} \ell_{ij} N_j,$$

$$v_i = \sum_{j \in T} \ell_{ij} (2 - \delta_j).$$

(This provides another way to compute the numerical data in Example 3.1. We have $\delta_1 = \delta_2 = \delta_4 = 1$, $\delta_3 = 3$ and $\delta_5 = 2$. Then for instance $v_3 = 5$ because $\ell_{31} = 2$, $\ell_{32} = 3$ and $\ell_{33} = \ell_{34} = 6$.) We now show a useful upper bound for $v_i$, depending only on the edge decorations along $E_i$, that is often even an equality.

**Theorem 3.5.** (1) Let $E$ be a vertex of valency at least 2 in $\Gamma^e$. Say $a$ and $b$ are edge decorations at $E$ such that all other edge decorations at $E$ are 1. (Possibly also $a$ or $b$ are 1.) Then we have $v \leq a + b$. More precisely, we have the following.
(i) If starting from $E$, say in the $a$–decorated edge direction, there exists in some part of $\Gamma^e$ a vertex of valency at least 3 as in the figure below, where both $c > 1$ and $d > 1$, then $\nu \leq a - b$.

(ii) If there is no such vertex (in any direction starting from $E$), then $\nu = a + b$.

(2) Let $E$ be a vertex of valency 1 in $\Gamma^e$, with edge decoration $a$. Then $\nu \leq a + 1$, and more precisely, with the analogous case distinction, either $\nu \leq a - 1$ or $\nu = a + 1$.

*Note.* There can be at most one direction as in (i) starting from $E$, which is well known and will also be clear from the proof.

**Proof.** Consider any vertex $E_j$ of $\Gamma^e$ with some adjacent edge decoration equal to 1, such that the subgraph $\Gamma^e_j$ in the direction of this edge does not contain $E$. (Possibly $E_j = E$.)

We claim that, in order to compute $\nu$, we can contract/forget the subgraph $\Gamma^e_j$. Indeed, since the absolute value of the determinant of the intersection matrix of $\Gamma^e_j$ is 1, all the exceptional curves in $\Gamma^e_j$ can be blown down. We can consider this ‘blown down situation’ as an intermediate step in constructing $\pi$, and $\nu$ can be computed on the graph of that intermediate step. (Alternatively, one can prove the claim using an elementary computation with formula (3.4).)

Now we contract/delete all such subgraphs. The resulting graph $\Gamma^e_0$, corresponding to some intermediate step in constructing $\pi$, must satisfy one of the two following properties.

(i) There is still a vertex of valency at least 3 in $\Gamma^e_0$, say in the $a$–decorated edge direction. Then $\Gamma^e_0$ is necessarily of the form below, where all $a_i, b_i > 1$. When $b > 1$, the part of $\Gamma^e_0$ in the $b$–decorated edge direction is a chain, and when $b = 1$, the vertex $E$ has valency 1 in $\Gamma^e_0$.

Note that in our resolution graphs there can be at most one vertex of valency at least 3 with two attached chains and both edge decorations larger than 1 (as on the most right part of the figure above). Indeed, by a contraction argument as before, we can consider the subgraph consisting of only that vertex and the two attached chains as corresponding to some intermediate step of $\pi$, and then this subgraph must contain the first created exceptional curve as a vertex.
Using formula (3.4) we have
\[
v = a + b[a_1 - a_1b_1 + (a_2 - a_2b_2)b_1 + \cdots + (a_{r-1} - a_{r-1}b_{r-1})b_1b_2 \cdots b_{r-2} + (a_r + b_r - a_r b_r)b_1b_2 \cdots b_{r-2}].
\]

Since all \(a_i - a_i b_i\) and also \(a_r + b_r - a_r b_r\) are negative, we have that \(v \leq a - b\).

(ii) There is no vertex of valency 3 in \(\Gamma_0\). Then we have \(v = a + b\). (If \(a\) or \(b\) are equal to 1, then \(E\) has valency at most 1 in \(\Gamma_0\).)

The proof of (2) is completely analogous. \(\Box\)

Example 3.6. (continuing Example 3.1) All different cases of Theorem 3.5 occur in the example. In particular, \(E_5\) and \(E_4\) satisfy the inequality ‘\(v \leq a - b\)’, and both inequalities are sharp here.

4. Proof of the main theorem

In dimension 2 we only have the cases \(|I| = 1\) and \(|I| = 2\). By Remark 2.6 and Proposition 2.7 we may and will assume that

- When \(I = \{i\}\), the component \(E_i\) is exceptional and does not intersect the strict transform of \(f\),
- When \(I = \{i, j\}\) (with \(i \neq j\)), the components \(E_i\) and \(E_j\) are exceptional.

We will in fact show a slightly stronger statement than (2.5).

Theorem 4.1. Let \(d \in \mathbb{Z}_{\geq 2}\).

(1) Let \(E_i\) be an exceptional component such that \(d \mid N_i\) and \(d \mid N_\ell\) for all components \(E_\ell\) intersecting \(E_i\). Then either
\[
\frac{v_i}{N_i} \leq \frac{1}{d} \quad \text{or} \quad \frac{v_\ell}{N_\ell} \leq \frac{v_i + 1/d}{N_i + 1}
\]
for some intersecting component \(E_\ell\).

(2) Let \(E_i\) and \(E_j\) be intersecting exceptional components such that \(d \mid N_i\) and \(d \mid N_j\). Then (up to a switch of the indices)
\[
\frac{v_i}{N_i} \leq \frac{1}{d} \quad \text{or} \quad \frac{v_j}{N_j} \leq \frac{v_i + 1/d}{N_i + 1}.
\]

More precisely, we will argue by case distinction, depending on the position of \(E_i\) and \(E_j\) in the graph \(\Gamma\). These different results could be of interest for future reference; for that reason we formulate them in separate independent statements.

Lemma 4.2. Let \(E_i\) and \(E_j\) be adjacent vertices on the graph \(\Gamma\). Let \(d \in \mathbb{Z}_{\geq 2}\) such that \(d \mid N_i\) and \(d \mid N_j\). Suppose that there exist arrows in \(\Gamma\) on both sides of the edge between \(E_i\) and \(E_j\). Then \(v_i/N_i \leq 1/d\) and \(v_j/N_j \leq 1/d\).
Proof. Let \( a \) and \( p \) be the edge decorations at \( E_i \) and \( E_j \) on the edge connecting them, and \( b_k \) and \( q_\ell \) the other edge decorations at \( E_i \) and \( E_j \), respectively. By Proposition 3.2 we have that

\[
N_i = L a + R \prod_k b_k \quad \text{and} \quad N_j = L \prod_\ell q_\ell + Rp,
\]

where \( L \) and \( R \) describe the total contribution in formula (3.3) of arrows ‘on the left of \( E_i \)’ and ‘on the right of \( E_j \)’, respectively. Since \( ap - \prod_k b_k \prod_\ell q_\ell = 1 \) (edge determinant rule), we derive that

\[
N_i p - N_j \prod_k b_k = L \quad \text{and} \quad N_j a - N_i \prod_\ell q_\ell = R,
\]

and hence that \( d \mid L \) and \( d \mid R \).

If two of the \( b_k \) are greater than 1, say \( b_1 \) and \( b_2 \), then \( a = 1 \) and \( N_i = L + Rb_1b_2 \).

By Theorem 3.5 we have that \( \nu_i \leq b_1 + b_2 \) and consequently

\[
\frac{\nu_i}{N_i} \leq \frac{b_1 + b_2}{d \left( \frac{L}{d} + \frac{R}{d} b_1 b_2 \right)} < \frac{1}{d}.
\]

If on the other hand at most one of the \( b_k \) is greater than 1, say (at most) \( b_1 \), then \( N_i = L a + Rb_1 \). Now we have by Theorem 3.5 that \( \nu_i \leq a + b_1 \) and consequently

\[
\frac{\nu_i}{N_i} \leq \frac{a + b_1}{d \left( \frac{L}{d} a + \frac{R}{d} b_1 \right)} \leq \frac{1}{d}.
\]

By symmetry the same results holds for \( \nu_j/N_j \).

Example 4.3. Take \( f = x^2(y^2 - x^4) \). Its minimal embedded resolution provides an easy illustration of Lemma 4.2 with \( d = 2 \), where moreover both inequalities are sharp.

---

**Lemma 4.4.** Let \( E_i \) and \( E_j \) be adjacent vertices on the graph \( \Gamma \). Let \( d \in \mathbb{Z}_{\geq 2} \) such that \( d \mid N_i \) and \( d \mid N_j \). Suppose that, besides the edge in the direction of \( E_i \), the vertex \( E_j \) is adjacent precisely to a subgraph of \( \Gamma \) of the following form (where the valency of \( E_j \) in \( \Gamma \) can be 2 or 3, and there is at least one vertical chain). Then \( \nu_i/N_i < 1/d \).
Proof. Let \( q \) be the decoration or the product of the two decorations at \( E_j \), not on the edge between \( E_i \) and \( E_j \). By Proposition 3.2 we have that \( N_i = La \) and \( N_j = Lq \), where \( L \) is the total contribution in formula (3.3) of all arrows in \( \Gamma \). Since \( ap - bq = 1 \), we derive that \( pNi - bNj = L \) and hence that \( d \mid L \). By Theorem 3.5 we have that \( \nu_i \leq a - b \) and consequently

\[
\frac{\nu_i}{N_i} \leq \frac{a - b}{La} < \frac{a}{La} = \frac{1}{L} \leq \frac{1}{d}. 
\]

\( \square \)

**Example 4.5.** (continuing Example 3.1) The vertices \( E_5 \) and \( E_3 \) form an illustration of Lemma 4.4 with \( d = 2 \).

**Lemma 4.6.** Let \( E_1 \) be an end vertex of \( \Gamma \), such that \( E_1, E_2, \ldots, E_r \) form a chain in \( \Gamma \) (with \( r \geq 2 \)). Let \( d \in \mathbb{Z}_{\geq 2} \) such that \( d \mid N_r \) and \( d \mid N_{r-1} \). Then

\[
\frac{\nu_r}{N_r} \leq \frac{\nu_{r-1} + 1/d}{N_{r-1} + 1}. \tag{4.7}
\]

Note. The condition \( d \mid N_r \) and \( d \mid N_{r-1} \) is equivalent to for instance \( d \mid N_1 \) and to \( d \mid N_i \) for all \( i = 1, \ldots, r \).

**Proof.** It is well known (see e.g. [15]) that \( N_r = arN_1 \) and \( N_{r-1} = a_{r-1}N_1 \) (it also follows from Proposition 3.2). By Theorem 3.5 we have

\[
\nu_r = b_r + xa \quad \text{and} \quad \nu_{r-1} = b_{r-1} + xa_{r-1},
\]

where \( x = 1 \) or \( x \in \mathbb{Z}_{<0} \), in particular \( x \leq 1 \). Substituting these equalities in (4.7) yields, after a straightforward calculation,

\[
b_r \leq N_1(a, b_{r-1} - b_r a_{r-1}) + \left(\frac{N_1}{d} - x\right) a_r = N_1 + \left(\frac{N_1}{d} - x\right) a_r.
\]

Since \( x \leq 1 \) and \( d \mid N_1 \), this will be implied by

\[
b_r \leq N_1. \tag{4.8}
\]
Say the chain above ends in a vertex $E_n$ of valency at least 3 in $\Gamma$ (where $n \geq r$). It is well known and easily verified that $a_{i+1} \geq a_i + 1$ for $i = 1, \ldots, n - 1$, where $a_1 = 1$ (it follows from the fact that, in the minimal embedded resolution, all self–intersections $E_1^2, \ldots, E_{n-1}^2$ are at most $-2$). Then, by an elementary calculation, this implies $b_i \leq b_{i+1}$ for $i = 1, \ldots, n - 1$ and in particular $b_r \leq b_n$.

We claim that $b_n \leq N_1$, which then implies (4.8). When $b_n = 1$, this is trivial. Otherwise the decorations along the other edges adjacent to $E_n$ are 1, implying that, in the direction of such an other edge away from $E_n$, there is at least one arrow. And then Proposition 3.2 yields that $N_1 \geq b_n$.

Example 4.9. (continuing Example 3.1) The end vertices $E_1$ with $d = 4$, $E_2$ with $d = 6$, and $E_4$ with $d = 13$, form three different illustrations of Lemma 4.6. Each time the length $r$ of the chain is just 2. Here the inequalities are not sharp. (The minimal embedded resolution of $f = y^2 - x^3$ provides two sharp examples.)

Lemma 4.10. Let $E_i$ be a vertex of the graph $\Gamma$ of valency at least 3, where two chains are attached to $E_i$ with end vertices $E_1$ and $E_2$, respectively. Let $d \in \mathbb{Z} \geq 2$ such that $d \mid N_1$ and $d \mid N_2$, and hence $d \mid N_i$. Then $\nu_i / N_i < 1 / d$.

We now show Theorem 4.1.
Proof. (1) If $E_i$ satisfies the condition of Lemma 4.2, then $\nu_i/N_i \leq 1/d$. Otherwise, there is only one ‘arrow direction’ starting from $E_i$. When $E_i$ has valency 1 (in $\Gamma_1$), we can consider it as the vertex $E_1$ in Lemma 4.6, and then its adjacent vertex $E_2$ satisfies

$$\frac{\nu_2}{N_2} \leq \frac{\nu_1 + 1/d}{N_1 + 1}.$$  

When $E_i$ has valency at least 2, we can either consider it as the vertex $E_{r-1}$ of Lemma 4.6, or it must be in the situation of Lemma 4.4 or Lemma 4.10. In all these cases the conclusion holds.

(2) If $E_i$ and $E_j$ satisfy the condition of Lemma 4.2, both $\nu_i/N_i \leq 1/d$ and $\nu_j/N_j \leq 1/d$. Otherwise they satisfy either the condition of Lemma 4.4 or they can be identified with the vertices $E_r$ and $E_{r-1}$ in the chain of Lemma 4.6, implying one of the desired inequalities.
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