Anisotropic nematic fluctuations above the ferroquadrupolar transition in TmVO₄
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Ferroquadrupole order of local atomic orbitals provides a specific realization of electronic nematic order. TmVO₄ is an insulator and undergoes ferroquadrupolar order associated with the local Tm 4f orbitals at $T_g = 2.15$ K. The material is a model system to study nematic order and the roles played by nematic fluctuations. Here we present $^{51}$V nuclear magnetic resonance data as a function of field orientation in a single crystal. Although the spectra are well understood in terms of direct dipolar hyperfine couplings, the spin-lattice relaxation rate exhibits strong anisotropy that cannot be understood in terms of magnetic fluctuations. We find that the spin-lattice relaxation rate scales with the shear elastic constant associated with the ferroquadrupole phase transition, suggesting that quadrupole (nematic) fluctuations dominate the spin-lattice relaxation for in-plane fields.
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I. INTRODUCTION

Electronic nematic order refers to spontaneous breaking of discrete rotational symmetry in a crystal lattice by low energy electronic degrees of freedom, without further breaking translational symmetry. Bilinear coupling to lattice strain with the same symmetry necessarily leads to an accompanying lattice deformation. For the specific case corresponding to a tetragonal-to-orthorhombic phase transition, the nematic order parameter is an Ising variable, and hence in the absence of a symmetry-breaking field, domains with both possible orientations of the nematic director can be anticipated, each with a local $C_2$ symmetry but oriented at 90 degrees with respect to each other. Nematicity and nematic correlations may play a role in the low-temperature behavior of a number of strongly correlated electron systems, including the iron-based superconductors [1,2] and the high-temperature superconducting cuprates [3–5]. The correlation between large values of the nematic susceptibility, a putative nematic quantum critical point, and optimal superconductivity in several materials, point to a possible role for nematic fluctuations in the pairing interaction, as well as non-Fermi-liquid behavior in the normal state [6–9]. Disentangling the effects of nematicity can be complicated by the presence of other intertwined order parameters in such systems. It is challenging to discern whether nematic or antiferromagnetic fluctuations dominate, especially in a conducting system [10]. Moreover, since nematic order couples bilinearly to elastic strain with the same symmetry, the local strains that are associated with quenched random disorder, for example due to chemical substitution and other crystal defects, act as a random field for the nematic, and may give rise to inhomogeneous glassy behavior [11,12]. It is therefore important to investigate critical fluctuations in an Ising nematic system in the absence of metallicity or inhomogeneous strain fields.

Ferroquadrupole order of local atomic orbitals breaks only point symmetries and is a realization of nematic order. Such a phase transition requires local atomic states with either a non-Kramers or pseudo-Kramers degeneracy. Several rare-earth ions in suitable point symmetries meet this criterion and have the specific advantage that the underlying effective Hamiltonian is very well understood. The specific material studied here has the additional advantage that the crystal-field ground state, which is a non-Kramers doublet, is well-separated in energy from excited crystal-field levels. Hence, an elegant pseudospin representation can be used to describe the system, at least in weak fields, making this a model material system to study the effects of nematic fluctuations in insulators [13].

TmVO₄ is an insulator with Tm ions in the 4f$^{12}$ configuration ($L = 5, S = 1, J = 6$) that crystallizes in space group I41/amd (see inset of Fig. 1). The tetragonal crystal field splits the $J = 6$ multiplet, giving rise to a $Γ_5$ ground-state doublet separated by a gap of $≈77$ K to the lowest excited state [14,15]. The wave functions of the ground state doublet are $|ψ_{1,2}⟩ = (|f⟩ ± 1)$ in the $J_z$ basis, where $e ≈ 0.92, f ≈ -0.37$, and $g ≈ 0.12$. The degeneracy of these ground states cannot be lifted by a magnetic field perpendicular to the $z$ direction because $⟨ψ_{1,2} | J_{±} | ψ_{1,2}⟩ = 0$, hence these form a non-Kramers doublet. The doublet can, however, be linearly split by either a magnetic field oriented along the $c$ axis, or by lattice strains with either a $B_{1g}$ ($x^2 − y^2$) or $B_{2g}$ ($xy$) symmetry. Quadrupole-quadrupole interactions mediated by the lattice dominate the magnetic interactions, and the material undergoes a cooperative Jahn-Teller ferroquadrupolar ordering with a $B_{2g}$ symmetry at $T_g = 2.15$ K, accompanied by an orthorhombic lattice distortion of the same symmetry [16]. The low-temperature behavior of the Tm quadrupoles can be well described by the transverse field Ising model, in which pseudospins ($S = 1/2$) experience in-plane ferroquadrupolar Ising couplings and couple to a transverse
FIG. 1. (a) $^{51}$V spectra in TmVO$_4$ at 11.7294 T for $\mathbf{H}_0 \perp c$ at several different temperatures. The (b) full-width half maximum and (c) quadrupolar splitting versus temperature for several different angles $\theta$. The inset shows the unit-cell structure. Tm is blue, V is green (within the pyramids), and O is red.

magnetic field along the $z$ axis [17]. These fields will enhance the fluctuations of the pseudospins and can tune the system to an Ising-nematic quantum phase transition. This material thus offers an important platform to investigate quantum critical nematic fluctuations in an insulator.

To better understand the nature of these fluctuations we have investigated $^{51}$V ($I = 7/2$, $Q = 52$ mb, 99.75% abundant) NMR in a single crystal of TmVO$_4$ in a magnetic field $\mathbf{H}_0 = 11.72$ T oriented perpendicular to the $c$ axis. We find that the magnetic shift and spin-lattice relaxation rate are strongly angular dependent at low temperature. We fit the angular dependence of the linewidths, EFG, and magnetic shifts are unstable equilibrium and there is a large torque for infinitesimal deviations from 90°. To alleviate this issue we secured the crystal with epoxy to a mounting plate that itself is rotated. Spin echoes were acquired at several different frequencies, and the Fourier transforms were summed to measure the full spectra including all nuclear-spin transitions. Figure 1(a) shows several representative spectra of the $^{51}$V as a function of temperature. There are seven peaks separated by the quadrupolar interaction. Because the V has axial symmetry, the peaks frequencies are given by

$$ v = \gamma H_0 [1 + K(\theta)] + n v_q(\theta), $$

(1)

where the magnetic, $K(\theta)$, and quadrupolar, $v_q(\theta)$, shifts vary with the angle $\theta$ between the $c$ axis and $\mathbf{H}_0$:

$$ K(\theta) = K_{zz} \cos^2 \theta + K_{an} \sin^2 \theta, $$

(2)

$$ v_q(\theta) = v_{zz}(3 \cos^2 \theta - 1)/2. $$

(3)

Here $\gamma = 11.193$ MHz/T, $n = -3, \ldots, 3$, $v_{zz} = eQV_{zz}/12h$, and $V_{zz}$ is the electric-field gradient at the V site. We measured the spectra for several angles 86° $\leq \theta \leq 90°$ and fit the spectra to a sum of Lorentzians. The temperature and angular dependence of the linewidths, EFG, and magnetic shifts are shown in Figs. 1(b), 1(c), and 2(a).

We find that the EFG is similar to previous measurements [14,21]; however, the linewidths are broad. For this orientation, the quadrupolar splitting is $v_{zz}/2$, which is comparable to the full width at half maximum (FWHM) of each resonance. As a result, the individual peaks become difficult to resolve at low temperatures. Each of the satellite resonances has the same linewidth, implying that the broadening is due to magnetic field inhomogeneity within the sample. Moreover, we find that the spectra are narrower at lower applied fields and that the FWHM varies approximately linearly with field.

FIG. 2. Magnetic shift $K$ versus (a) temperature and (b) angle. The dotted lines are fits as described in the text.

II. NMR SPECTRA AND MAGNETIC SHIFT

TmVO$_4$ crystals were grown from a Pb$_2$V$_2$O$_7$ flux using 4 mole percent of Tm$_2$O$_3$, following the methods described in Refs. [18,19]. The crystals have a rod-like morphology with the $c$ axis along the long axis. A single crystal of approximate dimension 1 mm $\times$ 1 mm $\times$ 4 mm was selected and mounted on a cryogenic NMR probe equipped with a mechanical goniometer [20]. The magnetic susceptibility is strongly anisotropic, reflecting that of the unusual $g$ factor ($g_z \approx 10.2, g_\perp = 0$) of the ground-state doublet. Although a crystal mounted with $c \perp \mathbf{H}_0$ experiences zero torque, it is an anisotropic, reflecting that of the unusual $g$ factor ($g_z \approx 10.2, g_\perp = 0$) of the ground-state doublet. Although a crystal mounted with $c \perp \mathbf{H}_0$ experiences zero torque, it is an

The magnetic shift shown in Fig. 2 is negative and strongly angular dependent at low temperature. We fit the angular...
dependence to extract the tensor components $K_{aa}$ and $K_{cc}$, shown as dotted lines in Fig. 2(b). This approach enables us to extract the magnetic shift for the $c$ direction without needing to fully align the crystal in this orientation, although the error bars for $K_{cc}$ are larger than for $K_{aa}$. The temperature dependence of $K_{aa}$ and $K_{cc}$ is shown in Fig. 3(a). $K_{cc}$ is large and positive. Figure 3(b) shows these shift components plotted versus the bulk susceptibility $\chi_{aa,cc}$, which was measured independently by using a SQUID magnetometer. The shift varies linearly with susceptibility as $K_{aa} = K_{aa}^{\text{orb}} + A_{aa} \chi_{aa}$, where $A_{aa,cc}$ are the components of the hyperfine coupling tensor. We find that $K_{aa}^{\text{orb}} = -0.315 \pm 0.009\%$, $K_{cc}^{\text{orb}} = -0.4 \pm 0.1\%$, $A_{aa} = -0.32 \pm 0.07$ kOe/$\mu_B$, and $A_{cc} = 1.29 \pm 0.05$ kOe/$\mu_B$.

These values of the hyperfine couplings are consistent with a direct dipolar coupling mechanism between the Tm moments and the V nuclear spins. The direct dipolar coupling is given by $A_{\text{dip}}^{\text{pp}} = \sum_i (\mathbf{V} \times \mathbf{A}_i)_j / \mu_B$, where $A_i = \mu \times r_i / r_i^3$ is the vector potential of a dipole moment $\mu$ located at lattice site $r_i$ relative to a central nucleus. For the TmVO$_4$ lattice, we estimate $A_{\text{dip}}^{\text{pp}} = -0.336$ kOe/$\mu_B$ and $A_{\text{dip}}^{\text{cc}} = 0.671$ kOe/$\mu_B$ at the V site. The theoretical value for the perpendicular direction is the same as the measured value within the error limits. For the $c$ axis, the theoretical value is within a factor of two of the measured values, and it is likely that there are larger systematic measurement errors involved in extracting this value. Thus the anisotropic magnetic shift tensor can be fully explained via direct dipolar interactions, as expected for an insulator.

FIG. 3. $K_{aa}$ and $K_{cc}$ versus (a) temperature and (b) bulk susceptibility. The open points correspond to values reported in Ref. [14]. The solid lines are fits as described in the text. The inset displays the bulk susceptibility versus temperature.

III. SPIN-LATTICE RELAXATION RATE

The spin-lattice relaxation rate $T_1^{-1}$ was measured by applying initialization pulses at the central transition ($n = 0$) and measuring the echo intensity as a function of recovery time using low power pulses with small bandwidths (pulse widths 6–8 $\mu$s), repetition time 10 ms, pulse spacing 20 $\mu$s, and pulse power of 39–44 dBm. Representative recovery curves are displayed in Fig. 4. The magnetization recovery was fit to the standard expression for magnetic fluctuations: $M(t) = M_0[1 - 2f\phi(t/T_1)]$, where $M_0$ is the equilibrium magnetization, $f$ is the inversion fraction, and $\phi(t) = \frac{1225}{1716} e^{-28t} + \frac{75}{364} e^{-15t} + \frac{3}{44} e^{-6t} + \frac{1}{84} e^{-t}$. (4)

This expression fits the data well without the need for a stretching exponent, but the fraction $f$ is reduced at lower temperatures due to the inhomogeneous magnetic broadening. Figure 5 shows the temperature and angular dependence of $T_1^{-1}$. For $\theta = 90^\circ$, $T_1^{-1}$ decreases strongly below 80 K as the excited crystal-field levels are thermally depopulated. In this temperature range, $T_1^{-1}$ becomes strongly angular dependent, increasing by more than a factor of 30 as the field $\mathbf{H}_0$ rotates by only 4$^\circ$ away from the perpendicular configuration, and the spin-spin relaxation time $T_2$ grows shorter, to less than 100 $\mu$s. This behavior likely reflects the anisotropy of the $g$ factor of the ground-state doublet, however, the anisotropy of $T_1^{-1}$ is puzzling. If the relaxation is driven by magnetic fluctuations of the Tm ground state, then $T_1^{-1}$ should exhibit a maximum at $\theta = 90^\circ$ rather than a minimum because fluctuations of the non-Kramers doublet should lie exclusively along the $c$ axis. Therefore $T_1^{-1}(0^\circ)$ should be much smaller than $T_1^{-1}(90^\circ)$, in contrast with our observations.

A. Magnetic fluctuations

On the other hand, the hyperfine couplings can give rise to a more complicated relationship between the direction of
the Tm moments and the direction of the hyperfine fields. To properly account for these couplings we use the Moriya expression:

$$T_{1m}^{-1} = \frac{\gamma^2 k_B T}{\Xi} \lim_{\omega \to 0} \sum_{q, \omega} \mathcal{F}_{\alpha \beta}(q) \frac{\text{Im} \chi_{\alpha \beta}(q, \omega)}{\hbar \omega},$$

where the form factors $\mathcal{F}_{\alpha \beta}(q)$ (see Appendix A for details) depend on the local dipolar hyperfine couplings, and $\chi_{\alpha \beta}(q, \omega)$ is the dynamical magnetic susceptibility of the Tm moments. For simplicity we only include the two nearest-neighbor and four next-nearest-neighbor Tm atoms in the form factors. Because the Tm system exhibits ferroquadrupolar order at $T_Q$, we assume that the structure of the dynamical susceptibility can be modeled as

$$\chi_{\alpha \alpha}(q, \omega) = \frac{\chi_{\alpha \alpha}(T)}{\xi^{a/2} + f(q) - i\omega/\Gamma q},$$

where $\xi$ is a correlation length, $\Gamma$ is a characteristic fluctuation energy, $f(q) = q_x^2 + q_y^2 + \eta q_z^2$, $\eta$ is a dimensionless parameter that reflects the tetragonal nature, and $\chi_{\alpha \alpha}(T)$ is the static ($\omega = 0$) susceptibility. $\xi$ and $\eta$ are unknown parameters, but we compute the temperature and angular dependence using $\xi = 2$ and $\eta = 1/2$. Figure 5(b) shows the expected angular dependence of $T_{1m}^{-1}$ for $\chi_{xx}/\chi_{aa} = 10$ (red), close to the experimental value, and for $\chi_{xx}/\chi_{aa} = 0.1$ (blue). The former clearly exhibits a maximum of $T_{1m}^{-1}$ at $\theta = 90^\circ$, in contrast with our observations. The latter exhibits a shallow minimum at $90^\circ$, but the susceptibility anisotropy does not agree with experiment. Figure 5(c) shows the temperature dependence using the measured values of the static susceptibility. Although there is an overall decrease in $T_{1m}^{-1}$ at lower temperatures, the detailed temperature dependence does not match experiment, and the calculated $T_{1m}^{-1}$ still exhibits a maximum for $\theta = 90^\circ$ at all temperatures. Despite the complex form factors for the direct dipolar couplings, the expected magnetic fluctuations of the Tm ground state cannot explain the observed increase in $T_{1m}^{-1}$ as the field rotates out of the plane. Moreover, we have checked a model for the dynamical susceptibility with antiferromagnet fluctuations that peaks at a finite wave vector $q$ and find that the expected anisotropy of $T_{1m}^{-1}$ does not match our observations.

### B. Quadrupolar fluctuations

An alternative explanation is that the spin-lattice relaxation rate is dominated by quadrupolar fluctuations rather than magnetic. The Tm quadrupole moments couple to the EFG at the V site, giving rise to a second nuclear quadrupolar relaxation channel [10]. The enhancement of $T_1^{-1}$ below 20 K for $\theta = 90^\circ$ may represent the growth of critical fluctuations near $T_Q$. Note that changing $\theta$ by only 0.25° dramatically alters $T_{1m}^{-1}$, which is close to the limit of precision of our goniometer. Thus it is possible that the enhancement below 20 K may vanish or become smaller for better alignment. In the presence of both magnetic and quadrupolar relaxation, the expression for $\phi(t)$ (Eq. (4)) changes and includes three independent rates: $T_{1m}^{-1}$, $W_{Q1}$, and $W_{Q2}$, where the latter two are associated with $\Delta m = \pm 1$ and $\Delta m = \pm 2$ quadrupolar relaxation. We are unable, however, to independently extract these parameters with sufficient resolution. Moreover, the line broadening observed in Fig. 1 also means that the magnetization relaxation at the central transition may also include contributions from nearby satellite transitions, further complicating any attempts to extract the independent relaxation channels. Nevertheless, it is instructive to consider the case where quadrupole fluctuations dominate and magnetic fluctuations can be neglected.

For a tetragonal-to-orthorhombic distortion, quadrupolar relaxation is driven by fluctuations of the spherical tensor components of the EFG: $V_{x \pm} = V_{z} \pm iV_{y}$ and $V_{z \pm} = V_{y} \pm iV_{x}$, where the $V_{\alpha \beta}$ are the EFG tensor components relative to the direction of $H_0$. These give rise to nuclear-spin relaxation rates:

$$W_{Q1, Q2} = (eQ/h)^2 \int_0^\infty (V_{1,2}(r)W_{1,2}(0)) e^{-\omega_L r} r dr,$$

where $\omega_L$ is the Larmor frequency [25]. The ferroquadrupolar order in this system has $B_2$ symmetry, so $V_{zx} - V_{yz} \neq 0$, where $z$ corresponds to the $c$ direction and $x$ and $y$ are along the principal axes of the EFG tensor, which are rotated 45° relative to the tetragonal $a$ axes. Above $T_Q$ fluctuations of $V_{z \pm}$ should dominate those of $V_{x \pm}$, and as a result we anticipate that $W_{Q1}(0) = 0$ can be neglected. As the field is rotated towards the plane, the EFG tensor components change, and the relaxation rates become angular dependent (see Appendix B for details):

$$W_{Q2}(\theta)/W_{Q2}(0) = (\cos^4 \theta + 6 \cos^2 \theta + 1)/8,$$

$$W_{Q1}(\theta)/W_{Q2}(0) = \sin^2 \theta[\cos(2\theta) + 3]/4.$$
These quantities are shown in Fig. 5(b) as dashed lines, $W_{Q2}$ exhibits a minimum for $\theta = 90^\circ$, whereas $W_{Q1}$ is nearly independent of $\theta$ at this angle. This behavior agrees qualitatively with our observations, but the increases we observe are in fact a much stronger function of angle than expected for quadrupolar relaxation. Rotating $\theta$ by $1^\circ$–$2^\circ$ out of the plane enhances $T_{Q1}^{-1}$ by an order of magnitude, whereas $W_{Q2}$ exhibits only a quadratic minimum at this angle.

The interpretation that relaxation is driven by quadrupole fluctuations is supported by comparisons of the temperature dependence of $T_{Q1}^{-1}$ with that of the shear elastic stiffness coefficient $c_{66}$, which softens with decreasing temperature and vanishes at $T_D$ [26]. This behavior is driven by the nematic susceptibility: $\chi_n = c_{66,0}(1 - c_{66,0}/c_{66})/\lambda^2$, where $\lambda$ is the coupling between the lattice and the Tm electronic orbitals, and $c_{66,0}$ is the stiffness coefficient in the absence of the coupling [27]. If $T_{Q1}^{-1}$ is also determined by the Tm orbital fluctuations, then $(T_{Q1}^{-1}) \sim \chi_n$ (see Appendix C for details) [10,28,29]. We thus expect $T_{Q1}T \sim (c_{66,0}/c_{66} - 1)^{-1}$, which is demonstrated in Fig. 6. The main panel compares the temperature dependence of $c_{66}$ with the measured $T_{Q1}^{-1}$ values, and the inset shows the scaling between the shear modulus and $T_{Q1}^{-1}$ with temperature as an implicit parameter. The scaling in Fig. 6 holds suggests that this damping term is temperature independent.

IV. DISCUSSION

A slightly different scaling relationship was found in the iron pnictide superconductors via a microscopic model that assumes that the nematicity arises in the magnetic susceptibility, which in turn affects the nuclei through a magnetic hyperfine interaction [27]. In TmVO$_4$, the nematicity arises from the Tm electronic orbitals, and the coupling to the nuclei may be through the quadrupolar interaction. Moreover, the pnictide model assumed the presence of Landau damping by a Fermi surface of quasiparticles, which is not the case for insulating TmVO$_4$. The relaxation in TmVO$_4$ must also involve a damping term, but the origin of this term is unknown. The fact that the scaling relationship in Fig. 6 holds suggests that this damping term is temperature independent.

Rotating the field away from $90^\circ$ can enhance quadrupole fluctuations. A rotation of $H_0$ by $4^\circ$ corresponds to a field of 0.82 T along the $c$ axis. This is greater than the critical field of $H_c = 0.52$ T to suppress the long-range nematic order, which naturally enhances fluctuations of both $V_{\pm 2}$ and $V_{\pm 1}$. However, these critical fluctuations are not likely to persist to higher temperatures beyond $\approx 10T_D$, and thus are unlikely to be responsible for the large anisotropy observed up to 80 K. An alternative scenario is that the higher CEF levels cannot be ignored. Indeed, even though the in-plane $g$ factor of the non-Kramers doublet vanishes in zero applied field, the excited CEF levels can be mixed into the ground-state wave functions by an in-plane field. As a result, there can be an induced magnetic moment in the plane, which may also contribute to the relaxation [26].

It is likely that the spin-lattice relaxation is dominated by both magnetic and quadrupolar fluctuations, however it is difficult to disentangle these two relaxation channels without more detailed measurements of the relaxation at the higher satellite transitions [25]. However, as illustrated in Fig. 1, the satellites are magnetically broadened and cannot be well resolved, especially at lower temperatures. This broadening is due to the demagnetization field inhomogeneity of our crystal. In principle, it is possible to improve the spectral resolution by removing the sharp edges and corners of the sample and/or operating at lower applied fields, in order to better discern the individual satellite transitions.

Nuclear spin-lattice relaxation rates have also been studied in both PrAlO$_3$ and CsCuCl$_3$, materials that exhibit structural distortions due to the cooperative Jahn-Teller effect with nonmagnetic ground states [30–32]. In contrast with our observations in TmVO$_4$, $T_{Q1}^{-1}$ did not exhibit any enhancement above the phase transition in these cases, even though the EFG changed below. On the other hand, unlike TmVO$_4$, the phase transitions in these cases are first order, thus $T_{Q1}^{-1}$ should not reflect any critical slowing down. The spin-lattice relaxation rate in the disordered state was analyzed in terms of magnetic (hyperfine) fluctuations, although the nuclei in question ($^{27}$Al, $I = 5/2$ and $^{133}$Cs, $I = 7/2$) are quadrupolar and should be sensitive to fluctuations of the EFG.

In summary, we have measured the spectra and relaxation rates in TmVO$_4$ as a function of temperature and field
direction oriented perpendicular to the c axis. We find that
the magnetic shift tensor agrees quantitatively with direct
dipolar coupling between the V nuclear moments and the
Tm 4f moments. The spin-lattice relaxation rate exhibits a
steep minimum for a field oriented 90° to the c axis, which
is inconsistent with purely magnetic fluctuations. We find that
$T_1$ scales with the lattice constant for shear strain, $c_{66}$, which
softens and vanishes at the nematic transition. It is likely that
both quadrupolar and magnetic fluctuations are present and
drive spin-lattice relaxation. However, the origin of the steep
angular dependence of $T_1^{-1}$ remains an open question.

APPENDIX A: MAGNETIC RELAXATION FORM FACTORS

We assume that the dominant hyperfine fields at the V site arise from the two nearest-neighbor and four next-nearest-neighbor
Tm moments, whose positions are given in Table I. We define
\[ A_{\alpha \beta}(q) = \sum_i e^{i q \cdot r_i} A_{\alpha \beta}^{\text{dip}} \]
where $A_{\alpha \beta}^{\text{dip}}$ is defined in the main text. For an applied field $H_0$ oriented at angles $\theta$ and $\phi$ relative to the crystalline axes, the form factors are [33]
\[ F_{\alpha \beta}(q) = \sum_{\epsilon, \delta} [R_{\epsilon \alpha} R_{\delta \beta} + R_{\epsilon \beta} R_{\delta \alpha}] A_{\alpha \epsilon}(q) A_{\beta \delta}(-q), \]
where $R_{\alpha \beta}$ are elements of the three-dimensional (3D) rotation matrix:
\[ R = \begin{pmatrix}
\cos \theta \cos^2 \phi + \sin^2 \phi & \cos \theta \cos \phi \sin \phi - \cos \phi \sin \phi & \cos \phi \sin \theta \\
\cos \theta \cos \phi \sin \phi - \cos \phi \sin \phi & \cos^2 \phi + \cos \theta \sin^2 \phi & \sin \phi \sin \phi \\
-\cos \phi \sin \theta & -\sin \phi \sin \theta & \cos \theta
\end{pmatrix}. \]

APPENDIX B: QUADRUPOLAR RELAXATION ANISOTROPY

Equation (7) gives the expression for quadrupolar relaxation in terms of the spherical tensor components of the EFG tensor.
The quadrupolar interaction is only on-site, so there are no form factors. However, the EFG tensor must be rotated properly as
the field direction changes. Under a rotation the tensor operators $V_m(\tau)$ transform as
\[ V_m'(\tau) = \sum_{m'} D_{mm'}^{(2)} V_{m'}(\tau), \]
where
\[ D_{m'm}^{(l)}(\alpha, \beta, \gamma) = e^{-im\alpha} d_{m'm}^{(l)}(\beta)e^{-im\gamma} \]
are the Wigner D matrices, $m, m' = -l, \ldots, +l$, and the Euler angles are $(\alpha = \phi, \beta = \theta, \gamma = 0)$. The correlation functions $\langle V_m(\tau)V_{-m}(0) \rangle$ are thus given by
\[ \langle V'_m(\tau)V'_{-m}(0) \rangle = \sum_{m', m''} D_{m'm}^{(2)}(\phi, \theta) D_{m''m'}^{(2)}(\phi, \theta) \langle V_m(\tau)V_{-m'}(0) \rangle. \]

We assume that $\langle V_m(\tau)V_{-m}(0) \rangle = 0$ for all $m, m'$ except for $m = -m' = 2$ and $m = m' = 1$. Moreover, we assume that $\langle V_{2}(\tau)V_{-2}(0) \rangle \gg \langle V_{1}(\tau)V_{-1}(0) \rangle$, since $\langle V_{\pm 2} \rangle \neq 0$ and $\langle V_{\pm 1} \rangle = 0$ in the nematic phase. We thus expect $W_{Q2}(\theta = 0) \approx 0$, and
\[ W_{Q2}(\theta)/W_{Q2}(0) = (\cos^4 \theta + 6 \cos^2 \theta + 1)/8, \]
\[ W_{Q1}(\theta)/W_{Q2}(0) = \sin^2 \theta [\cos(2\theta) + 3]/4, \]
as given in the main text in Eqs. (8) and (9).

APPENDIX C: RELAXATION DRIVEN BY NEMATIC FLUCTUATIONS

We note that Eq. (7) can be expressed in terms of the dynamical nematic susceptibility [10]:

\[ W_{Q2}(0) = \left( \frac{e Q}{h} \right)^2 k_B T \lim_{\omega \to 0} \sum_{\mathbf{q}} \frac{\ln \chi_{\text{nem}}(\mathbf{q}, \omega)}{\hbar \omega}. \]  
\[ (C1) \]

The dynamical susceptibility can be expressed phenomenologically as \( \chi_{\text{nem}}(\mathbf{q}, \omega) = \chi_{\text{nem}}(1 - i \omega/\omega_{n})^{-1} \), where \( \chi_{\text{nem}} \) is the static nematic susceptibility and \( \omega_{n} \) is a damping term [28,29]. In this case \( W_{Q2}(0) = (e Q)^2 k_B T \chi_{\text{nem}}/h^2 \omega_{n} \).
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