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Granular materials, such as sand or grain, exhibit many structural and dynamic characteristics similar to those observed in molecular systems, despite temperature playing no role in their properties. This has led to an effort to develop a statistical mechanics for granular materials that has focused on establishing an equivalent to the microcanonical ensemble and a temperature-like thermodynamic variable. Here, we expand on these ideas by introducing a granular potential into the Edwards ensemble, as an analogue to the chemical potential, and explore its properties using a simple model of a granular system. A simple kinetic Monte Carlo simulation of the model shows the effect of mass transport leading to equilibrium and how this is connected to the redistribution of volume in the system. An exact analytical treatment of the model shows that the compactivity and the ratio of the granular potential to the compactivity determine the equilibrium between two open systems that are able to exchange volume and particles, and that mass moves from high to low values of this ratio. Analysis of the granular potential shows that adding a particle to the system increases the entropy at high compactivity, but decreases the entropy at low compactivity. Finally, we demonstrate the use of a small system thermodynamics method for the measurement of granular potential differences.

1 Introduction

Macroscopic granular materials, such as sand, grains and dry powders, are jammed systems that remain static unless subject to external forces. When shaken or tapped, the granular particles rearrange, dissipating energy through collisions, before returning to another jammed state. However, when agitated repeatedly, these systems appear to evolve to highly reproducible states in terms of their occupied volume, reminiscent of the type of reproducibility found in thermodynamics. The dynamics of the constituent particles also exhibit properties similar to those observed in molecular systems such as supercooled liquids and glasses, or complex fluids. This has led to the suggestion that the properties of granular materials could be described by an appropriate form of statistical mechanics. As a starting point, Edwards proposed the equivalent to the micro-canonical ensemble by postulating all jammed packings with the same volume are equiprobable, which then defines the entropy as the number of jammed states and the compactivity, a measure of the capacity of the system to be compressed, as the granular equivalent to the thermal temperature. A considerable amount of theoretical, computational and experimental work has followed and different aspects of the effort to develop a clearer picture of how statistical mechanics can be used to describe granular materials have been extensively reviewed. Studies of the Edwards volume ensemble, using different volume measures, have been successful in describing the properties of a number of granular systems. This includes establishing a phase diagram for jammed matter that spans the random loose packing to random close packing limits, where the compactivity, $X \to \infty$ and $X \to 0$, respectively, and accounts for effects due to particle friction. However, direct tests of the Edwards hypothesis have generally been less conclusive. For example, studies of small systems of binary discs, where the jammed states can be studied through exhaustive simulation, have shown that packings with the same volume are not necessarily equally probable. Recent simulations that measured the configurational basin volumes associated with packings of polydisperse soft discs found that the Edwards hypothesis was correct at the jamming point, where the configurational entropy is maximal, but was not generally true at other densities.

Experiments have also found that the compactivity does not equilibrate between systems in contact, suggesting the stress ensemble, force-network ensembles, or ensembles that include both volume and stress microstates, may provide the basis for understanding granular systems. Despite this progress, the identification of a granular temperature, and the validity of a zeroth law for granular thermodynamics, remains an open question, with recent experiments providing contrasting perspectives. Bilillign et al. demonstrate that the force tile-area, or keramicity, provides a temperature-like quantity in the force-moment ensemble for a two-dimensional granular system in a work that also highlights how different quantities can be used to describe granular materials. Meanwhile, Yuan et al. find that the original Edwards volume ensemble and the compactivity are sufficient to establish a zeroth law of granular thermodynamics in a system of tapped granular packings, including systems with friction.

As the field of granular statistical mechanics develops, it is worth starting to ask the question of whether there are granular analogies to the other thermodynamic potentials used in chemical systems. In particular, the chemical potential plays a central role in our understanding of equilibrium and mass transport in molecular systems. It also provides the basis for additional ensembles in statistical mechanics, as well as a variety of molecular simulation techniques, which suggests an equivalent quantity could be useful in the study of granular systems. The concept of a non-equilibrium chemical potential has been explored in the context of driven non-equilibrium steady state systems, such as in ac-
to the thermodynamic fundamental equation, where the volume replaces the role of the energy, and introduce new granular thermodynamic parameters, instead of the work for granular systems. Instead, we can write an analogy to the chemical potential, or granular potential to distinguish it from its chemical equivalent, in equilibrium and its properties as a function of the thermodynamic parameters in a simple system granular model. We also demonstrate how the granular potential can be measured within the Edwards ensemble. The remainder of the paper is organized as follows: Section 2 provides a thermodynamic definition of the granular potential and its role in defining equilibrium in the Edwards ensemble. Section 3 describes the application of the granular potential and its role in defining equilibrium in the Edwards ensemble. The remainder of the paper is organized into Sections 4 to 6, respectively.

2 A Granular Potential

The Edwards ensemble provides a starting point for a statistical mechanics of granular systems by defining an ensemble where all the jammed states of a system with the same volume, \( V \), and a fixed number of particles, \( N \), are equally probable. The probability of finding a given jammed state is then,

\[
P_i = e^{-S/V_0} \delta(V-W_i) \Theta,
\]

where \( W_i \) is the Hamiltonian-type volume function for the configuration, \( S \) is the entropy, \( \lambda \) is the analog to the Boltzmann constant,

\[
\Theta = \begin{cases} 
1 & \text{if collectively jammed} \\
0 & \text{otherwise}
\end{cases},
\]

is the collective jamming condition and the normalization of the probability is given by,

\[
e^{S/\lambda} = \int \delta(V-W_i) \Theta d(\text{all degrees of freedom}).
\]

Integrating Eq. 3 and taking the natural log yields,

\[
S/\lambda = \ln \Omega(V,N),
\]

where \( \Omega(V,N) \) is the number of collectively jammed configurations.

In conventional thermal statistical mechanics, the partition function is connected to the other thermodynamic parameters through the entropy and the first law, but there is no clear definition of heat and work for granular systems. Instead, we can write an analogue to the thermodynamic fundamental equation, where the volume replaces the role of the energy, and introduce new granular thermodynamic potentials that affect variations of the volume, to give for example,

\[
dV = X dS + \gamma dN.
\]

Equation 5 defines Edwards compactivity for a system with fixed \( N \),

\[
X = \left( \frac{\partial V}{\partial S} \right)_N,
\]

as a granular equivalent to the thermal temperature that measures the capacity of the system to be compressed.

The second term on the right of the equality in Eq. 5 introduces the granular potential, \( \gamma \), as the intensive conjugate variable to \( N \) that captures the effect of adding a particle to the system, as an analogy to the chemical potential. We can also use the fundamental equation to establish the key characteristics of the granular potential. For example, at constant volume, \( dV = 0 \), so Eq. 5 rearranges to give,

\[
\left( \frac{\partial S}{\partial N} \right)_V = -\frac{\gamma}{X}.
\]

At constant \( V \), the insertion of a particle has two entropic effects. The entropy is an extensive quantity, so adding a particle necessarily increases \( S \). However, the added particle also occupies volume, which increases the density of the system, reducing the number of accessible jammed states. The nature of the two contributions to the granular potential can be seen clearly by taking the derivative of Eq. 5 with respect to \( N \) at constant \( X \), to obtain,

\[
\frac{\gamma}{X} = \frac{1}{X} \left( \frac{\partial V}{\partial N} \right)_X - \left( \frac{\partial S}{\partial N} \right)_X,
\]

where \( (\partial V/\partial N) = V/N \) and \( (\partial S/\partial N) = S/N \) are the partial molar volume and partial molar entropy, respectively, which become their molar quantities for a single component system.

The conditions for equilibrium in a conventional thermodynamic system are obtained by maximizing the total entropy, \( S = S_1 + S_2 \), of an isolated composite system, composed of two subsystems in contact with each other, that are able to exchange energy, mass and volume, subject to conservation conditions. We can do the same here. Writing Eq. 5 for subsystems 1 and 2 and using the conservation of mass, \( dN = dn_1 + dn_2 = 0 \), and volume, \( dV = dV_1 + dV_2 \), to obtain the variation of the total entropy,

\[
dS = dS_1 + dS_2 = 0
\]

\[
= \left( \frac{1}{X_1} - \frac{1}{X_2} \right) dV_1 - \left( \frac{\gamma_1}{X_1} - \frac{\gamma_2}{X_2} \right) dn_1.
\]

Both \( n_1 \) and \( V_1 \) are independent, so Eq. 2 is only satisfied if the coefficients are zero. At constant \( n_1 \) the systems are in equilibrium when \( X_1 = X_2 \), at constant \( V \) the systems are at equilibrium when \( \gamma_1/X_1 = \gamma_2/X_2 \) and both equalities are required for general equilibrium.

3 Application to a Simple Model

To obtain a concrete understanding of the role the granular potential plays in equilibrium we study a simple model consisting of two-dimensional (2D) hard discs, with diameter \( \sigma \), confined between hard walls separated by a distance \( 1 < H < 1 + \sqrt{3}/4 \) (see Fig. 1a)). The model has been used previously to study the}
pactivity in granular systems, as well as glassy relaxation, because all of the jammed states can be fully characterized. Briefly, in 2D, a particle is locally jammed if it has three rigid contacts, not all located in the same semicircle, but the local jamming of all the particles is not sufficient for collective jamming as the concerted motion of groups of particles can lead to unjamming. The restriction on $H/\sigma$ prevents such rearrangements. It also ensures that discs can only touch their nearest neighbour on each side and the wall. As a result, there are only two local jamming environments, a dense structure with a volume $V_0 = H\sqrt{(2\sigma - H)H}$, formed when two discs are in contact across the channel, and a defect state with volume $V_1 = H\sigma$, formed when two discs are in contact along the channel. The total volume per particle of a jammed state is then given by,

$$V/N = (1 - \theta)V_0 + \theta V_1,$$

(10)

where $\theta = N_1/(N_0 + N_1)$ is the fraction of defects in the system, with $N_0$ and $N_1$ being the number of dense and defect states in the packing respectively, and $N_1 + N_0 = N$. The whole system remains collectively jammed as long as there are no neighbouring defects (see Fig. 10(a), adopting the most dense jammed state as $\theta \to 0$ and the least dense jammed state as $\theta \to 0.5$. The entropy of the system is also just a function of defect fraction,

$$S(\theta)/\lambda N = (1 - \theta)\ln(1 - \theta) - (1 - 2\theta)\ln(1 - 2\theta) - \theta \ln \theta,$$

(11)

that exhibits a maximum when $\theta = 1/2 - \sqrt{5}/10$. All the packings of the system are isostatic and the model satisfies the Edwards ensemble of equiprobable states. In the limit $H/\sigma \to 1$, the system approaches the strict one-dimensional hard rod system and the distribution of jammed states collapses to a single jammed state. When $H/\sigma > 1 + \sqrt{3}/4$ the discs can touch their next nearest neighbours which leads to a more complex jamming landscape, including unusual asymptotically crystalline states, where many of these packings are not isostatic and it is not known if the system is described by the Edwards ensemble.

Discrete element simulations of the model, for both frictionless and frictional particles, show there are important differences between the idealized model and a more realistic representation of a granular system, with the simulations being unable to sample states associated with $X \to \infty$ and $X \to 0$. At small $X$, it is likely the tapping is non-ergodic, so defects are slow to diffuse preventing the system from reaching equilibrium, but at high $X$ it is possible that the nature of the dynamics influences how the states are sampled, which highlights the important role protocol plays in determining the properties of real granular materials. Nevertheless, the model correctly predicts many properties, including the states sampled and the properties of the volume fluctuations, suggesting the underlying Edwards ensemble still provides a starting point for describing the statistical mechanics of the system.

The process of mass transport, leading to equilibrium, in our granular system can best be demonstrated using a simple simulation. We consider a system of $N = 2000$ discs and $H/\sigma = 1.86$, divided into two subsystems with volumes $V_1/\sigma^2 = 949.15$ and $V_2/\sigma^2 = 1167.75$, with $V = V_1 + V_2$, both initially containing $n_1(t = 0) = n_2(t = 0) = 1000$ particles. The particles in subsystem 1 are initially arranged in the most dense state, with no defects ($\theta_1 = 0$), while we randomly place defects in subsystem 2 so that there are no neighbouring defects and $\theta_2 = 0.24$. The location of the boundaries separating the two systems is fixed but particles can pass through. Granular systems need dynamics that take them from jammed state to jammed state so they can sample the ensemble of states. Experimentally, this is usually achieved by shaking or tapping the system, which provides the particles with kinetic energy, causing the system to expand and opening up pathways in configurational space that allow the system to rearrange. As a consequence, the system naturally samples the canonical ensemble, exchanging volume with the surrounding. It is important to note that the ensemble is made up of the jammed states, but the system moves through unjammed configurations as it jumps from one jammed state to another in a way that is determined by the particular dynamics or protocol of the system. This is likely to influence the probability with which the states are sampled. To simulate the equilibration of the isolated system, where $V$ is fixed, we take advantage of our knowledge of the complete set of jammed states and use a simple kinetic Monte Carlo (KMC) scheme that takes the system directly between jammed states with moves that satisfy detailed balance (see Appendix for details). The MC moves employed by our method represent local exchanges, where particles swap environments with their neighbours so the defect states essentially diffuse through the system, but non-local events also occur when two defects diffuse together and are eliminated. A defect pair must then be generated somewhere in the system in order to maintain the fixed $V$. Our method allows the system to explore configurational space and evolve towards equilibrium without any dynamical bias and avoids any protocol dependence in the sampling of the ensemble. As described, our composite system represents an isolated granular system with fixed total volume and total number of particles. The two subsystems also have fixed volumes but are able to exchange particles, subject to the constraint $n_1 + n_2 = N$.

As described, our composite system represents an isolated granular system with fixed total volume and total number of particles. The two subsystems also have fixed volumes but are able to exchange particles, subject to the constraint $n_1 + n_2 = N$. The simulation is run for 20000 time steps and average quantities are calculated over the last 18000 time steps. Figure 10(b) shows the evolution of $n_1(t)$, the number of discs in each subsystem, as a function of time. Both subsystems start with the same number of particles, but discs rapidly move from subsystem 1, where the density is high, into subsystem 2, until both $n_1(t)$ reach a plateau after approximately 20 time steps and fluctuate around what is clearly their equilibrium values, with $n_1 = 896 \pm 5$ and $n_2 = 1103 \pm 5$. Here, the error is the standard deviation of the data. The degree of confinement in the model explicitly prevents the particles from passing each other so they cannot diffuse. Instead, the defects diffuse through the system, with defect pairs sometimes annihilating and then spontaneously reforming in another part of the system in order to keep the total defect fraction constant and the system jammed. This leads to a redistribution of the volume and as the defects diffuse into $V_1$, effectively expanding average volume per particle in this region, some particles are pushed from $V_1$ into $V_2$, until equilibrium is obtained. In a molecular system, the transport of material between subsystems would be driven by differences in...
the chemical potential and the system would come to equilibrium when the chemical potential is the same in each system. The mass transport observed in our simulation suggests that a granular potential may serve a similar role.

The granular properties of our composite system can be obtained analytically as a function \( n_1 \), using Eqs. 10 and 11 the conservation of mass and volume, along with Eqs. 6 and 8, where we have also used \( \langle \partial V / \partial S \rangle_N = (\partial V / \partial \theta)_N (\partial \theta / \partial S)_N \). Figure 2(a) shows the total entropy for the composite system exhibits a line of equivalent maxima corresponding to the equilibrium defined by Eq. 8. Figure 2(b) shows the entropy per particle for a system with the volume \( V_1 \) corresponding to our simulation. The upper bound to \( n_1 \) occurs when subsystem 1 contains enough particles to be in the most dense jammed state, where \( \theta_1 = 0 \) and \( S_1 = 0 \). The lower bound to \( n_1 \) occurs when enough particles have moved into subsystem 2 to cause it to be in the most dense jammed state, where \( \theta_2 = 0 \) and \( S_2 = 0 \). The equilibrium value for \( n_1 = 896.7 \), obtained as the maximum in entropy of the isolated composite system, \( S = S_1 + S_2 \), is the same as that obtained in the simulation. The compactivity in subsystem 1 (Fig. 2(c)) increases as \( n_1 \) decreases, and actually diverges when \( S_1 \) goes through its maximum. The divergence point appears as the vertical line in \( X_1 \). At smaller \( n_1 \), the number of jammed states in the system begins to decrease and the compactivity becomes negative, which is analogous to the appearance of negative temperatures in thermal systems with similar distributions in their density of states. At the same time, \( X_2 \) decreases with decreasing \( n_1 \) and \( X_1 = X_2 \) at equilibrium. Figure 2(d) shows \( \gamma_1 / X_1 \) decreases, and \( \gamma_2 / X_2 \) increases, as particles move from subsystem 1 to subsystem 2, and \( \gamma_1 / X_1 = \gamma_2 / X_2 \) at equilibrium. This confirms that mass,
in a granular system, moves from regions of high \( \gamma/X \) to regions of low \( \gamma/X \). If we choose a different \( V_1 \), the maximum occurs at a different \( n_1 \) along the dashed line, but the equilibrium values of \( X \) and \( \gamma/X \) remain the same because the compactivity and granular potential should be uniform throughout the system and independent of where we choose the dividing surface for subsystems.

To test the generality of our result, we build a second composite system with \( H_1/\sigma = 1.86 \) and \( H_2/\sigma = 1.70 \), so the particles in the different height channels occupy different volumes when they are in the two allowed local jamming environments. This example is equivalent to allowing molecular exchange between two systems with distinct chemical environments, where we would still expect the chemical potential in the systems to be equal at equilibrium. Figure 3(a) shows that the composite system exhibits a single maximum, despite the near parallel appearance of the contour lines, corresponding to the coexistence between the two subsystems. However, the equilibrium is located at the point where both subsystems have reached their maximum in entropy (See Fig. 3(b)) so we find \( X_1 = X_2 = \infty \) and \( \gamma_1/X_1 = \gamma_2/X_2 \approx -0.4812 \), which is minus the entropy per particle at the maximum of the entropy maximum and is consistent with the expectations of Eq. 8 at \( X = \infty \). We can also consider equilibrium in the composite system where volumes \( V_1 \) and \( V_2 \) are fixed. For example, Fig. 4 shows the thermodynamics of the composite system with \( V_1 \) fixed away from the global equilibrium. At the maximum \( S \approx 0.3916 \), which is lower than the global maximum as expected, and \( S_1 \neq S_2 \). As a result, we still find that \( \gamma_1/X_1 = \gamma_2/X_2 \), but since \( dV_1 = 0 \), the equality of compactivities in Eq. 9 is no longer required, and \( X_1 \neq X_2 \).

The granular potential gives us insight into the effects of adding a particle to a jammed system, but it is important to recognize that particle insertion in a granular system is fundamentally different from that in a chemical system. The particles in the initial jammed state must rearrange to accommodate the new particle and ensure the final state is also jammed, which is not the case, for example, in the Widom insertion method\(^{46} \) used to calculate the chemical potential. This has consequences for the effects of adding a particle to the system. Figure 5 plots \( \gamma/X \) as a function of the compactivity, along with its two thermodynamic contributions identified in Eq. 8. At high \( X \), there are a large number of expanded jammed states, so the entropic term makes a large contribution, while the volume term, scaled by the compactivity, is small. The resulting value for \( \gamma/X \) (with \( X > 0 \)) is negative, which implies that adding a particle to the system at constant volume increases the entropy (Eq. 7). However, as \( X \) decreases, the volume term begins to increase because jammed states are more compact and the system needs to eliminate more defect states in order to accommodate the new particle. At the same time \( S/N \) is decreasing, so eventually \( \gamma/X \) changes sign, indicating the addition of a particle to the system will lead to a decrease in the entropy.

4 Measuring the Granular Potential
The chemical potential of a thermal system can be measured using a variety of methods in molecular simulation\(^{47} \). Many of these methods compare properties of ensembles containing \( N \) and \( N + 1 \) particles, but the global nature of the jamming constraint makes this difficult and time consuming to evaluate. To overcome these difficulties, we propose using the small system ensemble method recently developed by Bråten et al.\(^{47} \). The method measures the dif-
Thermodynamic contributions to $\gamma/X$ from Eq. 8 as function of compactivity, for a system $H/\sigma = 1.86$.

Thermodynamic contributions to $\gamma/X$ from Eq. 8 as function of compactivity, for a system $H/\sigma = 1.86$.

| X | V/AXN | S/AN | $\gamma/AX$ |
|---|---|---|---|
| 0 | 1.0 | 1.0 | 1.0 |
| 1 | 0.5 | 0.5 | 0.5 |
| 2 | 0.0 | 0.0 | 0.0 |
| 3 | -0.5 | -0.5 | -0.5 |
| 4 | -1.0 | -1.0 | -1.0 |

To adapt this approach to a granular system described by the Edwards ensemble, we start by considering the properties of a small system of fixed volume $v$ embedded inside a bulk system that is large enough to act as a particle reservoir. The bulk system samples jammed states according to the canonical ensemble at a given $X$ and so fluctuates in volume $V$. This allows the particles to move as the system hops between jammed states, which causes the number of particles contained within the subsystem $v$ to fluctuate. Since the bulk system states are jammed, the particles inside $v$ are also jammed. However, the finite size of the subsystem means there are interfacial effects where particles, and the jamming constraints that fix the particles in place, cross the boundary. For a subsystem system with a given boundary, we can then identify three types of particles, those completely contained within $v$, those that have particle centres contained within $v$ but have excluded volume that crosses the boundary, and those that have particle centres outside the subsystem boundary but have excluded volumes that extend inside. We can count the number of particles in the cell, $n$, by simply considering the number of particles completely inside the cell, $n_v$, i.e. $n = n_v$. This would provide a strict lower bound on $n$ that will approach the correct thermodynamic value as $v$ increases and surface effects become less important. Alternatively, we can average the effects of the two types of boundary particles, giving

$$n = n_v + (1/2)(n_{v1} + n_{v2})$$

where $n_{v1}$ and $n_{v2}$ are the number of boundary particles with their centres inside and outside the subsystem, respectively, and the approximation on the right assumes the boundary particles location relative to the boundary is random. In the thermodynamic limit, $n_{v1}$ again becomes insignificant, i.e. $n_{v1}/v \to 0$ as $v \to \infty$.

The small subsystem represents a grand microcanonical ensemble (see Appendix 1) with a fixed volume $v$, immersed in a particle reservoir that fixes $\gamma/\lambda X$ in the subsystem. The probability of observing $n$ particles in $v$ is then given by

$$P(n) = \frac{\Omega(n,v) \exp[yn/\lambda X]}{Z_{\gamma/\lambda X,v}}$$

where $Z_{\gamma/\lambda X,v}$ is the grand microcanonical partition function given by Eq. 12. The ODM method compares the $n$-probability distributions at two different thermodynamics states, $\gamma_1/\lambda X_1$ and $\gamma_2/\lambda X_2$. Taking the natural log of the ratio of the probabilities for the two subsystems yields

$$\ln \frac{P_2(n)}{P_1(n)} = (\gamma_2/\lambda X_2 - \gamma_1/\lambda X_1)n + (1/\lambda X_2 - 1/\lambda X_1)v$$

where we have used Eq. 20 to replace terms involving $\ln Z_{\gamma/\lambda X,v}$ and the fact that $\Omega(n,v)$ is the same in both subsystems, to obtain a linear relationship in $n$. Equation 14 gives the difference, $(\gamma_2/\lambda X_2 - \gamma_1/\lambda X_1)$ as the slope, $a_1$, and $(1/\lambda X_2 - 1/\lambda X_1)v$ as intercept, $a_0$. Notice we only obtain differences in the thermodynamic quantities and there are only two independent quantities. However, the compactivities may well be known by other means leaving only one difference to be found.

To obtain $P(n)$ we perform Monte Carlo canonical ensemble simulations (See Appendix 3 for details) in a system with $N = 5000$, at different $X$, and $H/\sigma = 1.86$. After the system reaches equilibrium at each compactivity, we sample configurations separated by a minimum of 20 MC cycles, by randomly selecting a point along the length of the system to act as the center of the subsystem and counting $n$, for a series of $v/\sigma^2 = 37.2, 74.4, 186.0, 279.0, 372.0, 744.0, 1488.0, 1860.0$. The boundary of the subsystem crosses the whole channel so the surface area, $2H$, remains fixed for all $v$. The probability distributions are calculated by sampling $1.25 \times 10^5$ configurations and constructing the histogram of each $n$. Figure 5(a) shows the overlapping distributions obtained for a subsystem at three different $X$. Comparing each pair of thermodynamic states using Eq. 14 (see Fig 6) yields the expected linear behaviour, consistent with the exact results.

In principle, the linear coefficients can be extracted by fitting the histogram data, but the values of $a_1$ and $a_0$ can be more accurately determined using a maximum likelihood approach, which for the current system is given by

$$\ln L(a_1, a_0|\text{data}) = \sum_{i=1}^{k} \ln f(-a_0 - a_1 n) + \sum_{i=1}^{k} \ln f(a_0 + a_1 n)$$

where $L(a_1, a_0|\text{data})$ is the likelihood function, $f(x) = [1 - \exp(-x)]^{-1}$ is the Fermi function, and $k$ is the number of samples. The surface area of the subsystems in our quasi-one-dimensional model is constant, so we expect the small system values for $a_0$ and $a_1$ to vary linearly with $1/v$. Figure 7 shows the linear fits to the
coefficients obtained from the maximum likelihood analysis. The values of both $a_0$ and $a_1$ vary about 10% of the exact result as $v$ goes from its smallest to largest value. Extrapolating the fits to $1/v = 0$ yields estimates of $a_0$ and $a_1$ within 0.5% of the exact results.

5 Discussion

Our model provides an idealized representation of a granular material that samples the Edwards volume ensemble, which lets us examine the properties of a granular potential in a clear and rigorous way. In particular, we find that at constant volume, mass moves from high to low $\gamma / X$, until equilibrium is established when the total entropy of the system reaches its maximum, in analogy to the chemical potential in molecular systems. Our work also shows that the entropic effect of adding a particle to the system changes sign as the compactivity because of the competing contributions from the partial molar volumes and entropy. This is likely to be quite general given the genetic evolution of thermodynamic parameters, $V / NX$ and $S / N$, observed in Fig. 5.

Bertin et al. showed that intensive thermodynamic parameters can be defined in non-equilibrium systems, even in the absence of detailed balance, when the conditional steady state probability of finding a subsystem in a given state satisfies an asymptotic factorization. The factorization assumption becomes exact for one-dimensional systems that can be described by a transfer matrix, which is the case for our model. Thus, we provide a specific demonstration of a more general principle describing intensive thermodynamic potentials in this simple type of non-equilibrium system. However, it is important to note that the features of the granular potential observed here should be applicable to experimental systems in two- and three dimensions that have been shown to follow the Edwards volume ensemble, despite the simplicity of our model.

Equation 8 identifies the need for partial molar volumes and entropies that again have analogous functions to those observed in molecular systems, and play important roles in our understanding of mixtures. Chang et al. recently took a step in this direction, using partial molar volumes and activity coefficients to describe jammed densities in bi-dispersed granular packings, and Liu et al. suggest that a granular potential needs to be developed to understand binary mixtures of confined discs. The granular potential could also play an important role in understanding phase equilibria in granular materials, where we expect both the compactivity and granular potentials to be equal in both phases at coexistence. For example, hard sphere packings appear to exhibit a first order freezing transition near random close packing from the amorphous packing to the face centred crystal, as do sheared granular systems. Orientational ordering has been observed in the packings of cylindrical granular particles.

Our example of equilibrium involving discs confined to two channels with different heights provides a limiting case for such a phase transition. The particles in the narrower channel occupy more space than those in the wider channel, even though they have the same two types of local packing environments, which gives rise to different volume distributions for the jammed packings in each channel. This mimics the distinct distributions we would expect to see in two phases of a granular system in higher dimensions.

Fig. 6 (a) Small system $P(n)$ as a function of $n$ obtained from canonical simulations at different $X$ for $H / \sigma = 1.86$, $N = 5000$ and $\nu / \sigma^2 = 1488$. (b) $\ln[P_2(n)/P_1(n)]$ as a function of $n$ obtained from simulation (points) compared to exact results of the model used in Eq. 13 (solid lines).

Fig. 7 Linear parameters (a) $a_0$ and (b) $a_1$ obtained using maximum likelihood (filled symbols) as a function of $1/v$. Errors estimated as two standard deviations of 200 bootstrap samples of the maximum likelihood are smaller than the symbols. Solid lines represent linear fits to the data and exact results (open symbols) are located at $1/v = 0$. 
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dimensions. The coexistence in our model system occurs at \( X = \infty \) because both distributions have the same entropy maximum, just located at different volumes, which gives \( \Delta S = S_1 - S_2 = 0 \) and \( \Delta V = V_1 - V_2 > 0 \). However, in general, we would expect the high density phase of any two phase granular system to have a smaller number of jammed states and a lower entropy, which would move the coexistence point to lower \( X \) and the transition would become first order with \( \Delta S > 0 \) and \( \Delta V > 0 \).

Finally, we demonstrated the applicability of a small system method for the calculation of the difference in \( \gamma/X \) between two states when the bulk system is sampling the Edwards canonical ensemble by comparing our simulation results to the exact model analysis. The application of the method to systems in higher dimensions is more challenging because the surface area effects become more important and particle volumes become correlated over mesoscopic length scales, leading to system size effects. The shape of the subsystem may also play a role in higher dimensions as this may introduce edge and corner effects not present in our model. Nevertheless, our work highlights the utility of treating subsystems with boundary effects in granular materials and the method can be used in simulation and experiment where the particle positions can be visualized.

However, work is still required to put the granular potential on the same fundamental footing as the chemical potential. Our current analysis relies on the validity of the Edwards postulate and identification of the compactivity as the appropriate temperature-like variable. This is true in our model, recent simulations suggest it is also true for jammed hard spheres near the jamming point and recent experimental studies find the compactivity provides a meaningful measure of the granular temperature, but it may not be generally valid. We will need to examine the role of the granular potential in other ensembles, such as the stress ensemble, where additional thermodynamic parameters appear in the fundamental equation.

6 Conclusions

To conclude, we have shown that mass transport towards equilibrium in a simple model of a granular system is driven by differences in the ratio of the granular potential to the compactivity, and that the system comes to equilibrium when both the compactivity and the granular potential are uniform. The model also shows that the granular potential plays a role in determining the equilibrium between systems with different packing distributions, as we would expect in a phase transition, suggesting that the granular potential may be a useful concept in understanding a broad range of granular phenomena.
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A Kinetic Monte Carlo Method

This appendix describes the kinetic Monte Carlo Scheme used in our simulations. The state of the system can be characterized as a spin model, assigning particles in the most dense and defect states a 0 or 1 respectively. A single KMC move involves randomly selecting a particle and randomly swapping its local environment with the particle to the left or right. For example, \( \{10\} \rightarrow \{01\} \) effectively moves a defect to the right, while a swap \( \{00\} \rightarrow \{00\} \) has no net effect on the state. If the move results in a stable configuration, with no neighbouring defects, the move is accepted.

If the move generates an unstable environment, the defect pair is eliminated \( \{(11) \rightarrow \{00\}\} \). However, the total number of defects must remain fixed to ensure the system stays jammed at constant \( V \). A defect pair is then inserted by randomly selecting a particle. If it is a zero, then an attempt is made to insert a second defect two sites to the left or right with equal probability, \( \{(0000) \rightarrow \{01010\}\} \). If a stable configuration is created, then the move is accepted, otherwise it is rejected. This is repeated until two defects are successfully inserted, returning the number of defects to its original value. One unit of time in the simulation corresponds to \( N \) KMC moves.

B Grand MicroCanonical Ensemble

Here, we take a standard approach in statistical mechanics to develop the partition function for a system with fixed \( V \), and \( \gamma/X \). Consider a system of fixed volume that can exchange particles with a particle reservoir. The composite system, consisting of the system of interest and the reservoir, is isolated with fixed \( N \) and \( V \), so can it be described by the micro-canonical Edwards ensemble, where all the jammed microstates have equal probability. With the system in a fixed microstate with volume \( V_s \), containing \( N_s \) particles, the reservoir has \( N_r = N - N_s \) particles, where \( N_r >> N_s \), and volume \( V_r = V - V_s \) where \( V_r >> V_s \). However, \( V_r \) is still sufficiently macroscopic that effects of the boundary between the reservoir and the system can be ignored.

The probability of finding the system in a microstate \( s \) is given by,

\[
P_s = \frac{1 \times \Omega_s(N - N_r)}{\sum \Omega_s(N - N_r)}
\]

where \( \Omega_s(N - N_r) \) is the number of microstates in the reservoir. Taking the logarithm of Eq. 16 and expanding in terms of \( N_r \) yields,

\[
\ln P_s \approx C + \ln \Omega_r(N) - N_r \left( \frac{\partial \ln \Omega_r(N)}{\partial N_r} \right)_{N_r=N}
\]

\[
= C + \ln \Omega_r(N) + \frac{N_r \gamma}{AX}
\]

where \( C \) is related to the denominator in Eq. 16 and we have used Eqs. 4 and 7 to connect \( P_s \) to the granular potential imposed by the
reservoir. Normalizing the probability then gives,
\[ P_s = \frac{\exp[N_s\gamma/\lambda X]}{Z_{\gamma/X,V}} \]
where,
\[ Z_{\gamma/X,V} = \sum \exp[N_s\gamma/\lambda X] = \sum_{N_s} \Omega(N_s,V_s) \exp[N_s\gamma/\lambda X], \]

is the constant \( \gamma/X,V \) partition function and the sum on the right is formed by collecting together all jammed microstates with the same number of particles contained in \( V_s \).

Finally, the partition function is connected directly to a thermodynamic potential through the Gibbs expression for the entropy,
\[ S = -\lambda \sum P_s \ln P_s, \]
which gives,
\[ \lambda X \ln Z_{\gamma/X,V} = XS + \gamma N_s = V_s. \]

C Canonical Ensemble Simulation Method

This appendix describes the canonical Monte Carlo simulation used to study the granular potential in our quasi-one-dimensional model. The state of the system of \( N \) particles can be characterized using a spin model, assigning particles at the top and bottom of the channel as 1 and \(-1\) respectively. Note this differs from the model characterization used for the KMC. Two neighbouring particles with the same sign represent a defect state \( (\{1,1\} \text{ and } \{-1,-1\}) \), two successive particles with opposite signs represent a dense state \( (\{1,-1\} \text{ and } \{-1,1\}) \). An MC move consists of randomly selecting particle \( i \) and attempting to swap signs with the \( i + 1 \) neighbour. If the move generates an unstable configuration (pair of defects) the move is rejected. If the move results in a decrease in volume, it is immediately accepted. Moves that increase the volume \( \Delta V \) are accepted with the probability \( \exp[-\Delta V/\lambda X] \). An MC cycle consists of \( N \) MC moves. The system is equilibrated for \( 500N \) MC cycles at each \( X \).
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