Bootstrap of residual processes in regression: to smooth or not to smooth?
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Abstract

In this paper we consider a location model of the form $Y = m(X) + \varepsilon$, where $m(\cdot)$ is the unknown regression function, the error $\varepsilon$ is independent of the $p$-dimensional covariate $X$ and $E(\varepsilon) = 0$. Given i.i.d. data $(X_1, Y_1), \ldots, (X_n, Y_n)$ and given an estimator $\hat{m}(\cdot)$ of the function $m(\cdot)$ (which can be parametric or nonparametric of nature), we estimate the distribution of the error term $\varepsilon$ by the empirical distribution of the residuals $Y_i - \hat{m}(X_i)$, $i = 1, \ldots, n$. To approximate the distribution of this estimator, Koul and Lahiri (1994) and Neumeyer (2008, 2009) proposed bootstrap procedures, based on smoothing the residuals either before or after drawing bootstrap samples. So far it has been an open question whether a classical non-smooth residual bootstrap is asymptotically valid in this context. In this paper we solve this open problem, and show that the non-smooth residual bootstrap is consistent. We illustrate this theoretical result by means of simulations, that show the accuracy of this bootstrap procedure for various models, testing procedures and sample sizes.
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1 Introduction

Consider the model

\[ Y = m(X) + \varepsilon, \quad (1.1) \]

where the response \( Y \) is univariate, the covariate \( X \) is of dimension \( p \geq 1 \), and the error term \( \varepsilon \) is independent of \( X \). The regression function \( m(\cdot) \) can be parametric (e.g. linear) or nonparametric of nature, and the distribution \( F \) of \( \varepsilon \) is completely unknown, except that \( E(\varepsilon) = 0 \). The estimation of the distribution \( F \) has been the object of many papers in the literature, starting with the seminal papers of Durbin (1973), Loynes (1980) and Koul (1987) in the case where \( m(\cdot) \) is parametric, whereas the nonparametric case has been studied by Van Keilegom and Akritas (1999), Akritas and Van Keilegom (2001) and Müller et al. (2004), among others.

The estimator of the error distribution has been shown to be very useful for testing hypotheses regarding several features of model (1.1), like e.g. testing for the form of the regression function \( m(\cdot) \) (Van Keilegom et al. (2008)), comparing regression curves (Pardo-Fernández et al. (2007)), testing independence between \( \varepsilon \) and \( X \) (Einmahl and Van Keilegom (2008) and Racine and Van Keilegom (2017)), testing for symmetry of the error distribution (Koul (2002), Neumeyer and Dette (2007)), among others. The idea in each of these papers is to compare an estimator of the error distribution obtained under the null hypothesis with an estimator that is not based on the null. Since the asymptotic distribution of the estimator of \( F \) has a complicated covariance structure, bootstrap procedures have been proposed to approximate the distribution of the estimator and the critical values of the tests.

Koul and Lahiri (1994) proposed a residual bootstrap for linear regression models, where the bootstrap residuals are drawn from a smoothed empirical distribution of the residuals. Neumeyer (2009) proposed a similar bootstrap procedure for nonparametric regression models. The reason why a smooth bootstrap was proposed is that the methods of proof in both papers require a smooth distribution of the bootstrap error. Smooth residual bootstrap procedures have been applied by De Angelis et al. (1993), Mora (2005), Pardo-Fernández et al. (2007), and Huskova and Meintanis (2009), among many others. An alternative bootstrap procedure for nonparametric regression was proposed in Neumeyer (2008), where bootstrap residuals were drawn from the non-smoothed empirical distribution of the residuals, after which smoothing is applied on the empirical distribution of the bootstrap residuals. Further it has been shown that wild bootstrap in the context of residual-based procedures can only be applied for specific testing problems as testing for symmetry (Neumeyer et al. (2005), Neumeyer and Dette (2007)), whereas it is not valid in general (see Neumeyer (2006)). It has been an open question so far whether a
classical non-smooth residual bootstrap is asymptotically valid in this context. In this paper we solve this open problem, and show that the non-smooth residual bootstrap is consistent when applied to residual processes. We will do this for the case of nonparametric regression with random design and for linear models with fixed design. Other models (nonparametric regression with fixed design, nonlinear or semiparametric regression,..) can be treated similarly. The question whether smooth bootstrap procedures should be preferred over non-smooth bootstrap procedures has been discussed in different contexts, see Silverman and Young (1987) and Hall et al. (1989).

The finite sample performance of the smooth and non-smooth residual bootstrap for residual processes has been studied by Neumeyer (2009). The paper shows that for small sample sizes using the classical residual bootstrap version of the residual empirical process in the nonparametric regression context yields too small quantiles. However, as we will show in this paper, this problem is diminished for larger sample sizes and it is not very relevant when applied to testing problems.

This paper is organized as follows. In the next section, we show the consistency of the non-smooth residual bootstrap in the context of nonparametric regression. In Section 3, the non-smooth residual bootstrap is shown to be valid in a linear regression model. The finite sample performance of the proposed bootstrap is studied in a simulation study in Section 4. All the proofs and the regularity conditions are collected in the Appendix.

2 Nonparametric regression

We start with the case of nonparametric regression with random design. The covariate is supposed to be one-dimensional. To estimate the regression function we use a kernel estimator based on Nadaraya-Watson weights:

$$\hat{m}(x) = \frac{1}{n} \sum_{i=1}^{n} \frac{k_h(x - X_i)}{\sum_{j=1}^{n} k_h(x - X_j)} Y_i,$$

where $k$ is a kernel density function, $k_h(\cdot) = k(\cdot/h)/h$ and $h = h_n$ is a positive bandwidth sequence converging to zero when $n$ tends to infinity.

Let $\hat{\varepsilon}_i = Y_i - \hat{m}(X_i), i = 1, \ldots, n$. In Theorem 1 in Akritas and Van Keilegom (2001) it is shown that the residual process $n^{-1/2} \sum_{i=1}^{n} (I\{\hat{\varepsilon}_i \leq y\} - F(y)), y \in \mathbb{R}$, converges weakly to a zero-mean Gaussian process $W(y)$ with covariance function given by

$$Cov(W(y_1), W(y_2)) = E \left[ (I\{\varepsilon \leq y_1\} + f(y_1)\varepsilon) (I\{\varepsilon \leq y_2\} + f(y_2)\varepsilon) \right],$$

where $\varepsilon$ has distribution function $F$ and density $f$. 

Neumeyer (2009) studied a smooth bootstrap procedure to approximate the distribution of this residual process, and she showed that the smooth bootstrap ‘works’ in the sense that the limiting distribution of the bootstrapped residual process, conditional on the data, equals the process \( W(y) \) defined above, in probability. We will study an alternative bootstrap procedure that has the advantage of not requiring smoothing of the residual distribution. For \( i = 1, \ldots, n \), let \( \check{\varepsilon}_i = \hat{\varepsilon}_i - n^{-1} \sum_{j=1}^n \hat{\varepsilon}_j \), and let

\[
\hat{F}_{0,n}(y) = n^{-1} \sum_{i=1}^n I\{\check{\varepsilon}_i \leq y\}
\]

be the (non-smoothed) empirical distribution of the centered residuals. Then, we randomly draw bootstrap errors \( \varepsilon^{*}_{0,1}, \ldots, \varepsilon^{*}_{0,n} \) with replacement from \( \hat{F}_{0,n} \). Let \( Y^{*}_i = \hat{m}(X_i) + \varepsilon^{*}_{0,i}, \quad i = 1, \ldots, n \), and let \( \hat{m}^{*}_{0}(\cdot) \) be the same as \( \hat{m}(\cdot) \), except that we use the bootstrap data \((X_1, Y^{*}_1), \ldots, (X_n, Y^{*}_n)\). Define now

\[
\varepsilon^{*}_{0,i} = Y^{*}_i - \hat{m}^{*}_{0}(X_i) = \varepsilon^{*}_{0,i} + \hat{m}(X_i) - \hat{m}^{*}_{0}(X_i).
\]  

(2.2)

We are interested in the asymptotic behavior of the process \( n^{1/2}(\hat{F}^{*}_{0,n} - \hat{F}_{0,n}) \) with

\[
\hat{F}^{*}_{0,n}(y) := n^{-1} \sum_{i=1}^n I\{\varepsilon^{*}_{0,i} \leq y\}
\]

(2.3)

and we will show below that it converges asymptotically to the same limiting Gaussian process as the original residual process \( n^{-1/2} \sum_{i=1}^n (I\{\hat{\varepsilon}_i \leq y\} - F(y)) \), \( y \in \mathbb{R} \), which means that smoothing of the residuals is not necessary to obtain a consistent bootstrap procedure.

In order to prove this result, we will use the results proved in Neumeyer (2009) to show that the difference between the smooth and the non-smooth bootstrap residual process is asymptotically negligible. To this end, first note that we can write \( \varepsilon^{*}_{0,i} = \hat{F}^{* -1}_{0,n}(U_i) \), \( i = 1, \ldots, n \), where \( U_1, \ldots, U_n \) are i.i.d. random variables from a \( U[0,1] \) distribution. Strictly speaking the \( U_i \)'s form a triangular array \( U_{1,n}, \ldots, U_{n,n} \) of \( U[0,1] \) variables, but since we are only interested in convergence in distribution of the bootstrap residual process (as opposed to convergence in probability or almost surely), we can work with \( U_1, \ldots, U_n \) without loss of generality.

We introduce the following notations : let \( \varepsilon^{*}_{s,i} = \hat{F}^{* -1}_{s,n}(U_i) \), where \( \hat{F}_{s,n}(y) = \int \hat{F}_{0,n}(y - vs_n) dL(v) \) is the convolution of the distribution \( \hat{F}_{0,n}(y) \) and the integrated kernel \( L(\cdot) = \int_{-\infty}^\infty \ell(u) du \), where \( \ell \) is a kernel density function and \( s_n \) is a bandwidth sequence controlling the smoothness of \( \hat{F}_{s,n} \). Then, similarly to the definition of \( \varepsilon^{*}_{0,i} \) in (2.2), we define

\[
\varepsilon^{*}_{s,0,i} = \varepsilon^{*}_{s,i} + \hat{m}(X_i) - \hat{m}^{*}_{0}(X_i).
\]  

(2.4)
We then decompose the bootstrap residual process as follows:
\[
n^{1/2}(\hat{F}_{0,n}^*(y) - \hat{F}_{0,n}(y)) = n^{-1/2} \sum_{i=1}^{n} \left( I\{\hat{\varepsilon}_{0,i}^* \leq y \} - I\{\hat{\varepsilon}_{s,0,i}^* \leq y \} \right)
+ n^{-1/2} \sum_{i=1}^{n} \left( I\{\hat{\varepsilon}_{s,0,i}^* \leq y \} - \hat{F}_{s,n}(y) \right)
+ n^{1/2} (\hat{F}_{s,n}(y) - \hat{F}_{0,n}(y))
= T_{n1}(y) + T_{n2}(y) + T_{n3}(y).
\] (2.5)

In Lemmas A.1 and A.3 in the Appendix we show that under assumptions (A1)–(A4) and conditions (C1), (C2) concerning the choice of \(\ell\) and \(s_n\) in the proof (also given in the Appendix), the terms \(T_{n1}\) and \(T_{n3}\) are asymptotically negligible. For the proof of negligibility of \(T_{n1}\) it is important that in (2.4) the same function \(\hat{m}_0^*\) is used than in (2.2) (in contrast to (2.7) below). Further in Lemma A.2 we show that the process \(T_{n2}\) is asymptotically equivalent to the smooth bootstrap residual process
\[
n^{1/2}(\hat{F}_{s,n}^* - \hat{F}_{s,n})\]
with \(\hat{m}_s^*\) defined as \(\hat{m}\), but based on smoothed bootstrap data \((X_i, \hat{m}(X_i) + \varepsilon_{s,i}^\ast), i = 1, \ldots, n\). Neumeyer (2009) showed weak convergence of the residual process based on the smooth residual bootstrap, \(n^{1/2}(\hat{F}_{s,n}^* - \hat{F}_{s,n})\), to the Gaussian process defined in (2.1). This leads to the following main result regarding the validity of the non-smooth bootstrap residual process.

**Theorem 2.1.** Assume (A1)–(A4) in the Appendix. Then, conditionally on the data \((X_1, Y_1), \ldots, (X_n, Y_n)\), the process \(n^{1/2}(\hat{F}_{0,n}^*(y) - \hat{F}_{0,n}(y))\), \(y \in \mathbb{R}\), converges weakly to the zero-mean Gaussian process \(W(y)\), \(y \in \mathbb{R}\), defined in (2.1), in probability.

The proof is given in the Appendix.

### 3 Linear model

Consider independent observations from the linear model
\[
Y_{ni} = x_{ni}^T \beta + \varepsilon_{ni}, \quad i = 1, \ldots, n,
\] (3.1)
where $\beta \in \mathbb{R}^p$ denotes the unknown parameter and the errors $\varepsilon_{ni}$ are assumed to be independent and identically distributed with $E[\varepsilon_{ni}] = 0$ and distribution function $F$. Throughout this section let $X_n \in \mathbb{R}^{n \times p}$ denote the design matrix in the linear model, where the vector $x_{ni}^T = (x_{n1i}, \ldots, x_{nip})$ corresponds to the $i$th row of the matrix $X_n$ and is not random. The design matrix $X_n \in \mathbb{R}^{n \times p}$ is assumed to be of rank $p \leq n$ and to satisfy the regularity assumptions (AL1) given in the Appendix. We consider the least squares estimator

$$\hat{\beta}_n = (X_n^T X_n)^{-1} X_n^T Y_n = \beta + (X_n^T X_n)^{-1} X_n^T \varepsilon_n$$  \hspace{1cm} (3.2)

with the notations $Y_n = (Y_{n1}, \ldots, Y_{nn})^T$, $\varepsilon_n = (\varepsilon_{n1}, \ldots, \varepsilon_{nn})^T$, and define residuals $\hat{\varepsilon}_{ni} = Y_{ni} - x_{ni}^T \hat{\beta}_n$, $i = 1, \ldots, n$.

Residual processes in linear models have been extensively studied by Koul (2002). It is shown there that, under our assumptions (AL1) and (AL2) in the Appendix, the process

$$\frac{1}{n-1/2} \sum_{i=1}^n (I\{\hat{\varepsilon}_{ni} \leq y\} - F(y))$$

$y \in \mathbb{R}$, converges weakly to a zero-mean Gaussian process $W(y)$ with covariance function

$$Cov(W(y_1), W(y_2)) = F(y_1 \wedge y_2) - F(y_1)F(y_2) + m^T \Sigma^{-1} m \left( f(y_1)f(y_2)Var(\varepsilon) + f(y_1)E[\varepsilon] - f(y_2)E[\varepsilon] \right),$$  \hspace{1cm} (3.3)

where $\varepsilon$ has distribution function $F$ and density $f$, and $m$ and $\Sigma$ are defined in (AL1).

For the bootstrap procedure we generate $\varepsilon_{0,i}^*, i = 1, \ldots, n$, from the distribution function

$$\hat{F}_{0,n}(y) = n^{-1} \sum_{i=1}^n I\{\hat{\varepsilon}_{ni} \leq y\}.$$

Note that unlike in the nonparametric case, we don’t have to center the residuals, as they are centered by construction. Note also that in the bootstrap residuals we suppress the index $n$ to match the notation in the nonparametric case. We now define bootstrap observations by

$$Y_{ni}^* = x_{ni}^T \hat{\beta}_n + \varepsilon_{0,i}^*, \hspace{1cm} (i = 1, \ldots, n),$$

and calculate estimated residuals from the bootstrap sample

$$\hat{\varepsilon}_{0,i}^* = Y_{ni}^* - x_{ni}^T \hat{\beta}_{0,n}^* = \varepsilon_{0,i}^* + x_{ni}^T (\hat{\beta}_n - \hat{\beta}_{0,n}^*),$$  \hspace{1cm} (3.4)

where $\hat{\beta}_{0,n}^*$ is the least squares estimator

$$\hat{\beta}_{0,n}^* = (X_n^T X_n)^{-1} X_n^T Y_n^* = \hat{\beta}_n + (X_n^T X_n)^{-1} X_n^T \varepsilon_{0,n}^*$$  \hspace{1cm} (3.5)
(with the notations $Y_n^* = (Y_{n1}^*, \ldots, Y_{nn}^*)^T$, $\varepsilon_{0,n}^* = (\varepsilon_{0,1}^*, \ldots, \varepsilon_{0,n}^*)^T$). We will show that the bootstrap residual process $n^{1/2}(\hat{F}_{0,n}^*(y) - \hat{F}_{0,n}(y))$, with

$$\hat{F}_{0,n}(y) = n^{-1} \sum_{i=1}^n I\{\varepsilon_{0,i}^* \leq y\},$$

converges to the same limiting process $W(y)$, $y \in \mathbb{R}$, as the original residual process $n^{-1/2} \sum_{i=1}^n (I\{\varepsilon_{ni} \leq y\} - F(y))$, $y \in \mathbb{R}$. Using the representations $\varepsilon_{0,i}^* = \hat{F}_{0,n}^{-1}(U_i)$, $\varepsilon_{s,i}^* = \hat{F}_{s,n}^{-1}(U_i)$, $i = 1, \ldots, n$, where $U_1, \ldots, U_n$ are i.i.d. $U[0,1]$-distributed and $\hat{F}_{s,n}(y) = \int \hat{F}_{0,n}(y - vs_n) dL(v)$ is the smoothed empirical distribution function of the residuals, we have the same decomposition [2.5] as in the nonparametric case. In Lemmas A.4 and A.6 in the Appendix we show that under assumptions [AL1] (AL2) and conditions [CL1] (CL2) on the choice of $s_n$ and $L$ (also given in the Appendix) the terms $T_{n1}$ and $T_{n3}$ are asymptotically negligible. Further we show in Lemma A.5 that the limiting distribution of

$$T_{n2}(y) = n^{-1/2} \sum_{i=1}^n (I\{\varepsilon_{s,0,i}^* \leq y\} - \hat{F}_{s,n}(y))$$

with $\varepsilon_{s,0,i}^* = \varepsilon_{s,i}^* + X_n^T(\hat{\beta}_n - \hat{\beta}_{0,n})$ (analogous to (3.4), but with smooth bootstrap errors $\varepsilon_{s,i}^*$), is the same as the limiting distribution of $n^{1/2}(F_{s,n}^*(y) - \hat{F}_{s,n}(y))$, with

$$\hat{F}_{s,n}(y) = n^{-1} \sum_{i=1}^n I\{\varepsilon_{s,i}^* \leq y\}$$

and $\varepsilon_{s,i}^* = \varepsilon_{s,i}^* + X_n^T(\hat{\beta}_n - \hat{\beta}_{s,n}^*)$, where $\hat{\beta}_{s,n}^* = \hat{\beta}_n + (X_n^T X_n)^{-1}X_n^T \varepsilon_{s,n}^*$, and $\varepsilon_{s,n}^* = (\varepsilon_{s,1}^*, \ldots, \varepsilon_{s,n}^*)^T$.

To show this we use results from Koul and Lahiri (1994). In this way we obtain the validity of the classical residual bootstrap.

**Theorem 3.1.** Assume (AL1), (AL2) in the Appendix. Then, conditionally on the data $Y_1, \ldots, Y_n$, the process $n^{1/2}(\hat{F}_{0,n}^*(y) - \hat{F}_{0,n}(y))$, $y \in \mathbb{R}$, converges weakly to the zero-mean Gaussian process $W(y)$, $y \in \mathbb{R}$, defined in (3.3), in probability.

The proof is given in the Appendix.

## 4 Simulations

In this section we will study the behavior of the smooth and the non-smooth residual bootstrap for a range of models, sample sizes and contexts. We start with an empirical study to assess the quality of the approximation of the distribution of the residual empirical distribution by means of the bootstrap. Next, we will consider the use of the residual
bootstrap for approximating the critical values in two representative examples of hypothesis testing procedures based on residual processes: the case of testing for symmetry of the error distribution, and the case of goodness-of-fit tests for the regression function.

4.1 Bootstrap approximation

Consider model (1.1) in the nonparametric case and generate data with \( m(x) = 2x \), where \( X \) follows a uniform distribution on \([0,1]\), and \( \varepsilon \sim N(0, 0.25^2) \). In order to assess the quality of the smooth and the non-smooth bootstrap approximation, we compare the distribution of the least squares distance (or \( L^2 \) or Cr\’amer-von Mises distance) \( LS = \sum_{i=1}^{n} (\hat{F}_{0,n}(\hat{\varepsilon}_i) - F(\hat{\varepsilon}_i))^2 \) with its respective bootstrap versions based on the smooth or non-smooth residual bootstrap (see (2.3) and (2.6), respectively):

\[
LS^*_0 = \sum_{i=1}^{n} (\hat{F}^*_{0,n}(\hat{\varepsilon}^*_{0,i}) - \hat{F}_{0,n}(\hat{\varepsilon}^*_{0,i}))^2,
\]

\[
LS^*_s = \sum_{i=1}^{n} (\hat{F}^*_{s,n}(\hat{\varepsilon}^*_{s,i}) - \hat{F}_{s,n}(\hat{\varepsilon}^*_{s,i}))^2.
\]

Here, \( \hat{F}_{0,n}, \hat{F}^*_{0,n}, \hat{F}_{s,n}, \hat{F}^*_{s,n} \) are defined as in Section 2. We also calculate the more robust median absolute deviation distance defined by \( MAD = n \text{ median}(|\hat{F}_{0,n}(\hat{\varepsilon}_i) - F(\hat{\varepsilon}_i)|)_{i=1}^{n} \) and compare this with the bootstrap versions:

\[
MAD^*_0 = n \text{ median}(|\hat{F}^*_{0,n}(\hat{\varepsilon}^*_{0,i}) - \hat{F}_{0,n}(\hat{\varepsilon}^*_{0,i})|)_{i=1}^{n},
\]

\[
MAD^*_s = n \text{ median}(|\hat{F}^*_{s,n}(\hat{\varepsilon}^*_{s,i}) - \hat{F}_{s,n}(\hat{\varepsilon}^*_{s,i})|)_{i=1}^{n}.
\]

In order to verify whether the distribution of \( LS \) is close to that of its bootstrap versions \( LS^*_0 \) and \( LS^*_s \) (and similarly for \( MAD \)), we calculate the proportion of samples for which \( LS \) exceeds the \( (1 - \alpha) \)-th quantile of the distribution of \( LS^*_0 \) and \( LS^*_s \). If the bootstrap approximation works well, we expect a proportion close to \( \alpha \). Table I shows the results of this comparison for several sample sizes and several quantile levels \( \alpha \). The results are based on 500 simulation runs, and for each simulation 500 bootstrap samples are generated. The bandwidth \( h_n \) is taken equal to \( h_n = \hat{\sigma} X n^{-0.3} \) with \( \hat{\sigma} X \) the empirical standard deviation of \( X_1, \ldots, X_n \), and the kernel \( k \) is the biweight kernel. For the smooth bootstrap, bootstrap errors \( \varepsilon^*_{s,i} \) are generated from \( \hat{F}_{s,n}(y) = \int \hat{F}_{0,n}(y - vs_n) dL(v) \), where \( L \) is the distribution of a standard normal and \( s_n = 0.5n^{-1/4} \), as in Neumeyer (2009).

The table shows that the smooth bootstrap provides a quite good approximation especially for larger sample sizes, whereas the proportions provided by the non-smooth bootstrap are systematically too small. The MAD distance provides a better approximation than the less robust LS distance. Overall, it is clear that the non-smooth residual bootstrap, although it is asymptotically valid, performs less good than the smooth residual bootstrap in this situation. This was already shown by Neumeyer (2009), and so
here we confirm these findings using different models and different statistics, and taking a larger range of sample sizes. A possible explanation for the discrepancy between the behavior of the smooth and the non-smooth residual bootstrap is that $F(y)$ (in the original statistic) and $\hat{F}_{s,n}(y)$ (in the smooth bootstrap approximation) are both smooth, whereas $\hat{F}_{0,n}(y)$ (in the non-smooth bootstrap) is a step function, which leads to a less good approximation.

| $n$ | Distance | $\alpha$ | .025 | .05 | .1 | .3 | .5 | .7 | .9 |
|-----|-----------|----------|------|-----|----|----|----|----|----|
| 50  | $LS_s^*$  | .012     | .026 | .054 | .178 | .368 | .634 | .864 |
|     | $LS_0^*$  | .008     | .018 | .020 | .086 | .176 | .310 | .608 |
|     | $MAD_s^*$ | .010     | .024 | .044 | .156 | .346 | .590 | .856 |
|     | $MAD_0^*$ | .012     | .012 | .062 | .112 | .158 | .604 | .752 |
| 100 | $LS_s^*$  | .012     | .030 | .072 | .258 | .434 | .634 | .874 |
|     | $LS_0^*$  | .004     | .004 | .028 | .124 | .272 | .398 | .652 |
|     | $MAD_s^*$ | .006     | .026 | .060 | .226 | .384 | .618 | .870 |
|     | $MAD_0^*$ | .006     | .018 | .058 | .152 | .350 | .358 | .744 |
| 200 | $LS_s^*$  | .026     | .042 | .080 | .244 | .434 | .652 | .898 |
|     | $LS_0^*$  | .012     | .028 | .046 | .156 | .260 | .424 | .692 |
|     | $MAD_s^*$ | .022     | .044 | .078 | .232 | .432 | .662 | .906 |
|     | $MAD_0^*$ | .026     | .042 | .084 | .216 | .300 | .570 | .766 |
| 500 | $LS_s^*$  | .014     | .036 | .072 | .246 | .458 | .680 | .880 |
|     | $LS_0^*$  | .008     | .024 | .050 | .170 | .324 | .496 | .734 |
|     | $MAD_s^*$ | .014     | .034 | .070 | .246 | .442 | .638 | .880 |
|     | $MAD_0^*$ | .014     | .038 | .062 | .244 | .422 | .464 | .782 |
| 1000| $LS_s^*$  | .020     | .044 | .090 | .288 | .482 | .692 | .916 |
|     | $LS_0^*$  | .018     | .034 | .064 | .226 | .390 | .544 | .786 |
|     | $MAD_s^*$ | .020     | .034 | .108 | .308 | .490 | .684 | .902 |
|     | $MAD_0^*$ | .020     | .038 | .104 | .292 | .422 | .598 | .856 |

Table 1: Comparison between the behavior of the smooth and the non-smooth bootstrap in the nonparametric model for several sample sizes $n$, quantile levels $\alpha$ and distance measures.

4.2 Application to testing for symmetry

As already mentioned before, the residual bootstrap is very much used in hypothesis testing regarding various aspects of model (1.1). As a first illustration we consider a test
for the symmetry of the error density in a linear regression model with fixed design. More precisely, consider the model \( Y_{ni} = x_{ni}^T \beta + \varepsilon_{ni} \), where \( E(\varepsilon_{ni}) = 0 \), and suppose we are interested in testing the following hypothesis regarding the distribution \( F \) of \( \varepsilon_{ni} \):

\[
H_0 : F(t) = 1 - F(-t) \text{ for all } t \in \mathbb{R}.
\]

When the design is fixed and the regression function is linear, Koul (2002) considered a test for \( H_0 \) based on the residual process

\[
\hat{F}_{0,n}(\cdot) - \hat{F}_{-0,n}(\cdot) = n^{-1} \sum_{i=1}^{n} \left[ I(\hat{\varepsilon}_{ni} \leq \cdot) - I(-\hat{\varepsilon}_{ni} \leq \cdot) \right],
\]

where \( \hat{F}_{-0,n} \) is the empirical distribution of \(-\hat{\varepsilon}_{n1}, \ldots, -\hat{\varepsilon}_{nn}\), and \( \hat{\varepsilon}_{ni} = Y_{ni} - x_{ni}^T \hat{\beta}_n \). Natural test statistics are the Kolmogorov-Smirnov and the Crâmer-von Mises statistics:

\[
T_{KS} = \sup_y |\hat{F}_{0,n}(y) - \hat{F}_{-0,n}(y)|, \quad T_{CM} = \int (\hat{F}_{0,n}(y) - \hat{F}_{-0,n}(y))^2 d\hat{F}_{0,n}(y).
\]

It is clear from the covariance function given in (3.3) that their asymptotic distribution is not easy to approximate, and that the residual bootstrap offers a valid alternative. We will compare the level and power of the two tests, using the smooth and the non-smooth bootstrap. The bootstrapped versions of \( T_{CM} \) (and similarly for \( T_{KS} \)) are given by

\[
T_{CM,0}^* = n \int (\hat{F}_{0,n}^*(y) - \hat{F}_{-0,n}^*(y))^2 d\hat{F}_{0,n}^*(y), \quad T_{CM,s}^* = n \int (\hat{F}_{s,n}^*(y) - \hat{F}_{-s,n}^*(y))^2 d\hat{F}_{s,n}^*(y),
\]

where for the non-smooth bootstrap, bootstrap errors \( \varepsilon_{0,1}^*, \ldots, \varepsilon_{0,n}^* \) are drawn from \( \frac{1}{2}(\hat{F}_{0,n}(\cdot) + \hat{F}_{-0,n}(\cdot)) \), which is by construction a symmetric distribution, and for the smooth bootstrap we smooth this distribution using \( s_n = 0.5 n^{-1/4} \) and a Gaussian kernel. The estimators \( \hat{F}_{0,n}^*(\cdot) \) and \( \hat{F}_{s,n}^*(\cdot) \) are defined as in (3.6) and (3.8), and \( \hat{F}_{-0,n}^*(\cdot) \) and \( \hat{F}_{-s,n}^*(\cdot) \) are defined accordingly. Finally, we reject \( H_0 \) if the observed value of \( T_{CM} \) exceeds the quantile of level \( 1 - \alpha \) of the distribution of \( T_{CM,0}^* \) or \( T_{CM,s}^* \).

Consider the model \( Y_{ni} = 2x_{ni} + \varepsilon_{ni} \), where \( x_{ni} = i/n \). We consider two error distributions under \( H_0 \). The first one is a normal distribution with mean zero and variance 0.25². Under the alternative we consider the skew normal distribution of Azzalini (1985), whose density is given by \( 2\phi(y)\Phi(dy) \), where \( \phi \) and \( \Phi \) are the density and distribution of the standard normal. More precisely, we let \( d = 2 \) and \( d = 4 \) and standardize these skew normal distributions so that they have mean zero and variance 0.25². Note that when \( d = 0 \) we find back the normal distribution. The second error distribution under \( H_0 \) is a Student-t distribution with 3 degrees of freedom, standardized in such a way that the variance equals 0.25². Note that the asymptotic theory does not cover this case, but we like to know how sensitive the bootstrap methods are to the existence of moments of
Table 2: Rejection probabilities of the test for symmetry in the linear model for several sample sizes $n$ and for $\alpha = 0.025, 0.05$ and $0.1$. Under the null we have a normal distribution ($d = 0$), whereas under the alternative we have a skew normal distribution ($d = 2$ and $d = 4$).

| $n$  | Test | $d = 0$ | | | $d = 2$ | | | $d = 4$ | | |
|------|------|--------|---|---|--------|---|---|--------|---|---|
|      |      | .025   | .05 | .1 | .025   | .05 | .1 | .025   | .05 | .1 |
| 50   | $T_{KS,s}^*$ | .019   | .035 | .060 | .051   | .087 | .139 | .139   | .207 | .284 |
|      | $T_{KS,0}^*$ | .012   | .026 | .054 | .038   | .066 | .128 | .116   | .175 | .266 |
|      | $T_{CM,s}^*$ | .027   | .049 | .103 | .081   | .132 | .210 | .202   | .292 | .413 |
|      | $T_{CM,0}^*$ | .021   | .044 | .093 | .067   | .117 | .186 | .178   | .267 | .389 |
| 100  | $T_{KS,s}^*$ | .017   | .036 | .077 | .086   | .135 | .219 | .286   | .383 | .513 |
|      | $T_{KS,0}^*$ | .013   | .029 | .065 | .071   | .118 | .200 | .264   | .361 | .490 |
|      | $T_{CM,s}^*$ | .024   | .047 | .097 | .125   | .194 | .283 | .377   | .495 | .643 |
|      | $T_{CM,0}^*$ | .021   | .041 | .093 | .114   | .180 | .272 | .363   | .472 | .623 |
| 200  | $T_{KS,s}^*$ | .024   | .044 | .088 | .179   | .269 | .384 | .598   | .710 | .823 |
|      | $T_{KS,0}^*$ | .019   | .036 | .072 | .160   | .241 | .357 | .570   | .688 | .804 |
|      | $T_{CM,s}^*$ | .026   | .047 | .097 | .228   | .334 | .462 | .727   | .826 | .908 |
|      | $T_{CM,0}^*$ | .024   | .047 | .092 | .222   | .319 | .447 | .718   | .820 | .902 |
| 500  | $T_{KS,s}^*$ | .023   | .047 | .092 | .477   | .610 | .726 | .970   | .988 | .998 |
|      | $T_{KS,0}^*$ | .021   | .039 | .085 | .457   | .584 | .709 | .967   | .988 | .996 |
|      | $T_{CM,s}^*$ | .026   | .048 | .102 | .590   | .699 | .808 | .996   | .998 | .999 |
|      | $T_{CM,0}^*$ | .026   | .047 | .096 | .582   | .694 | .802 | .995   | .998 | .999 |
| 1000 | $T_{KS,s}^*$ | .027   | .043 | .092 | .810   | .881 | .941 | 1      | 1    | 1    |
|      | $T_{KS,0}^*$ | .024   | .038 | .084 | .802   | .869 | .935 | 1      | 1    | 1    |
|      | $T_{CM,s}^*$ | .025   | .049 | .097 | .897   | .946 | .975 | 1      | 1    | 1    |
|      | $T_{CM,0}^*$ | .024   | .046 | .093 | .894   | .944 | .973 | 1      | 1    | 1    |

higher order. Under the alternative we consider a mixture of this Student-t distribution and a standard Gumbel distribution, again standardized to have mean zero and variance $0.25^2$. The mixture proportions $p$ are 1 (corresponding to $H_0$), 0.75 and 0.50.

The results, shown in Tables 2 and 3, are based on 2000 simulation runs, and for each simulated sample a total of 2000 bootstrap samples are generated. The tables show that the Crámer-von Mises test outperforms the Kolmogorov-Smirnov test, and hence we focus on the former test. Table 2 shows that for the normal error distribution, the level is about right for the smooth bootstrap and a little bit too low for the non-smooth bootstrap, resulting in a slightly higher power for the smooth bootstrap. On the other
hand, it should be noted that the behavior of the smooth bootstrap depends on the
smoothing parameter $s_n$, whereas the non-smooth bootstrap is free of any additional
parameters. Table 3 shows a very different picture. Here, the level is much too high for
the smooth bootstrap, and about right for the non-smooth bootstrap. When $n$ increases
the situation for the smooth bootstrap gets better, but the level is still about 40-50% too
high. The power is somewhat higher for the smooth bootstrap, but given that the level
is much too high, a fair comparison is not really possible here.

| $n$ | Test | $p = 1$ | $p = 0.75$ | $p = 0.50$ |
|-----|------|---------|-----------|-----------|
|     |      | .025 .05 .1 | .025 .05 .1 | .025 .05 .1 |
| 50  | $T_{KS,s}^*$ | .051 .095 .146 | .053 .087 .142 | .066 .113 .182 |
|     | $T_{KS,0}^*$ | .017 .039 .084 | .023 .046 .092 | .038 .070 .140 |
|     | $T_{CM,s}^*$ | .069 .118 .186 | .077 .126 .195 | .106 .173 .256 |
|     | $T_{CM,0}^*$ | .019 .048 .111 | .039 .077 .133 | .077 .123 .203 |
| 100 | $T_{KS,s}^*$ | .058 .093 .165 | .067 .103 .164 | .113 .170 .266 |
|     | $T_{KS,0}^*$ | .021 .044 .085 | .033 .060 .113 | .074 .121 .206 |
|     | $T_{CM,s}^*$ | .069 .112 .184 | .088 .131 .211 | .167 .243 .338 |
|     | $T_{CM,0}^*$ | .028 .053 .106 | .046 .078 .139 | .109 .182 .283 |
| 200 | $T_{KS,s}^*$ | .048 .078 .156 | .083 .135 .202 | .186 .275 .399 |
|     | $T_{KS,0}^*$ | .017 .037 .078 | .051 .083 .152 | .130 .205 .330 |
|     | $T_{CM,s}^*$ | .052 .091 .173 | .108 .163 .249 | .262 .360 .480 |
|     | $T_{CM,0}^*$ | .021 .043 .095 | .067 .111 .187 | .204 .294 .423 |
| 500 | $T_{KS,s}^*$ | .041 .075 .135 | .131 .200 .288 | .438 .553 .672 |
|     | $T_{KS,0}^*$ | .019 .038 .086 | .082 .143 .235 | .383 .485 .619 |
|     | $T_{CM,s}^*$ | .046 .086 .151 | .169 .248 .349 | .558 .653 .756 |
|     | $T_{CM,0}^*$ | .021 .043 .100 | .116 .192 .296 | .496 .607 .716 |
| 1000| $T_{KS,s}^*$ | .041 .070 .136 | .226 .330 .434 | .776 .860 .909 |
|     | $T_{KS,0}^*$ | .020 .044 .089 | .165 .257 .375 | .728 .818 .895 |
|     | $T_{CM,s}^*$ | .045 .079 .136 | .290 .385 .498 | .857 .907 .949 |
|     | $T_{CM,0}^*$ | .023 .048 .100 | .230 .328 .446 | .837 .890 .939 |

Table 3: Rejection probabilities of the test for symmetry in the linear model for several
sample sizes $n$ and for $\alpha = 0.025, 0.05$ and 0.1. Under the null we have a Student-t
distribution with 3 degrees of freedom ($p = 1$), whereas under the alternative we have a
mixture of a Student-t (3) and a Gumbel distribution ($p = 0.75$ and $p = 0.50$).
4.3 Application to goodness-of-fit tests

We end this section with a second application of the residual bootstrap, which concerns the use of residual processes and the residual bootstrap for testing the fit of a parametric model for the regression function \( m : \)

\[
H_0 : m \in \mathcal{M} = \{ m_\theta : \theta \in \Theta \},
\]

where \( \mathcal{M} \) is a class of parametric regression functions depending on a \( k \)-dimensional parameter space \( \Theta \). Van Keilegom et al. (2008) showed that testing \( H_0 \) is equivalent to testing whether the error distribution satisfies \( F \equiv F_0 \), where \( F_0 \) is the distribution of \( Y - m_{\theta_0}(X) \) and \( \theta_0 \) is the value of \( \theta \) that minimizes \( E[\{m(X) - m_\theta(X)\}] \). Consider the following Kolmogorov-Smirnov and Cr\'amer-von Mises type test statistics :

\[
T_{KS} = n^{1/2} \sup_y |\hat{F}_{0,n}(y) - \hat{F}_\theta(y)|, \quad T_{CM} = n \int (\hat{F}_{0,n}(y) - \hat{F}_\theta(y))^2 d\hat{F}_\theta(y),
\]

where \( \hat{F}_{0,n} \) is as defined in Section 2 and \( \hat{F}_\theta(y) = n^{-1} \sum_{i=1}^n I(Y_i - \hat{m}_\theta(X_i) \leq y) \) with

\[
\hat{m}_\theta(x) = \sum_{i=1}^n \frac{k_h(x - X_i)}{\sum_{j=1}^n k_h(x - X_j)} m_\theta(X_i)
\]

for any \( \theta \), and \( \hat{\theta} \) is the least squares estimator of \( \theta \). The critical values of these test statistics are approximated using our smooth and non-smooth residual bootstrap. More precisely, the bootstrapped versions of \( T_{CM} \) (and similarly for \( T_{KS} \)) are given by

\[
T_{CM,0}^* = n \int (\hat{F}_{0,n}^*(y) - \hat{F}_{0,\hat{\theta}_0}^*(y))^2 d\hat{F}_{0,\hat{\theta}_0}^*(y),
\]

and

\[
T_{CM,s}^* = n \int (\hat{F}_{s,n}^*(y) - \hat{F}_{s,\hat{\theta}_s}^*(y))^2 d\hat{F}_{s,\hat{\theta}_s}^*(y),
\]

where \( \hat{\theta}_0^* \) is the least squares estimator based on the bootstrap data \( (X_i, Y^*_{0,i} = m_\theta(X_i) + \varepsilon^*_{0,i}), i = 1, \ldots, n \), \( \hat{F}_{0,\theta}^*(y) = n^{-1} \sum_{i=1}^n I(Y^*_{0,i} - \hat{m}_\theta(X_i) \leq y) \) for any \( \theta \), and similarly for \( \hat{\theta}_s^* \) and \( \hat{F}_{s,\theta}^*(y) \). We reject \( H_0 \) if the observed value of \( T_{CM} \) exceeds the quantile of level \( 1 - \alpha \) of the distribution of \( T_{CM,0}^* \) or \( T_{CM,s}^* \).

We consider the model \( m(x) = 2x \) and let \( \mathcal{M} = \{ x \rightarrow \theta x : \theta \in \Theta \} \), i.e. the null model is a linear model without intercept. The error term \( \varepsilon \) follows either a normal distribution or a Student-t distribution with 3 degrees of freedom, in both cases standardized in such a way that the variance equals 0.25. The covariate \( X \) has a uniform distribution on \([0, 1]\). The bandwidth \( h_n \) is taken equal to \( h_n = \hat{\sigma}_X n^{-0.3} \), and the kernel \( k \) is the biweight kernel. For the smooth bootstrap, we use a standard normal distribution and \( s_n = 0.5n^{-1/4} \), as
Table 4: Rejection probabilities of the goodness-of-fit test for several sample sizes and for $\alpha = 0.025, 0.05$ and 0.1, when the error term has a normal distribution. The regression function is $m(x) = 2x + ax^2$ and the null hypothesis corresponds to $a = 0$.

| $n$ | Test        | $a = 0$ |         | $a = 0.25$ |         | $a = 0.5$ |         |
|-----|-------------|---------|---------|------------|---------|-----------|---------|
|     |             | .025    | .05     | .1         | .025    | .05       | .1      |
| 50  | $T^*_{KS,s}$| .019    | .033    | .056       | .028    | .043      | .079    |
|     | $T^*_{KS,0}$| .013    | .031    | .054       | .020    | .042      | .077    |
|     | $T^*_{CM,s}$| .028    | .052    | .090       | .050    | .096      | .170    |
|     | $T^*_{CM,0}$| .023    | .044    | .087       | .046    | .091      | .164    |
| 100 | $T^*_{KS,s}$| .015    | .033    | .065       | .052    | .077      | .129    |
|     | $T^*_{KS,0}$| .011    | .025    | .054       | .035    | .068      | .116    |
|     | $T^*_{CM,s}$| .026    | .054    | .102       | .089    | .135      | .227    |
|     | $T^*_{CM,0}$| .021    | .047    | .090       | .078    | .121      | .211    |
| 200 | $T^*_{KS,s}$| .017    | .040    | .084       | .082    | .149      | .243    |
|     | $T^*_{KS,0}$| .015    | .031    | .065       | .070    | .123      | .221    |
|     | $T^*_{CM,s}$| .023    | .048    | .095       | .177    | .249      | .368    |
|     | $T^*_{CM,0}$| .019    | .041    | .086       | .160    | .236      | .349    |
| 500 | $T^*_{KS,s}$| .015    | .032    | .071       | .247    | .350      | .454    |
|     | $T^*_{KS,0}$| .011    | .023    | .063       | .213    | .318      | .433    |
|     | $T^*_{CM,s}$| .022    | .040    | .091       | .395    | .509      | .630    |
|     | $T^*_{CM,0}$| .019    | .038    | .083       | .379    | .495      | .613    |
| 1000| $T^*_{KS,s}$| .020    | .042    | .088       | .517    | .641      | .748    |
|     | $T^*_{KS,0}$| .018    | .037    | .079       | .488    | .609      | .734    |
|     | $T^*_{CM,s}$| .023    | .047    | .099       | .700    | .786      | .868    |
|     | $T^*_{CM,0}$| .020    | .044    | .092       | .685    | .774      | .864    |

in Neumeyer (2009). Under the alternative we consider the model $m(x) = 2x + ax^2$ for $a = 0.25$ and 0.5. The rejection probabilities, given in Tables 4 and 5, are based on 2000 simulation runs, and for each simulation 2000 bootstrap samples are generated.

The tables show that the Crámer-von Mises test outperforms the Kolmogorov-Smirnov test, independently of the sample size, the type of bootstrap and the value of $a$ (corresponding to the null or the alternative). Hence, we focus on the Crámer-von Mises test. For the amount of smoothing chosen in this simulation (namely $s_n = 0.5n^{-1/4}$) Table 4 shows that the smooth bootstrap behaves slightly better than the non-smooth bootstrap when the error is normal, but the difference is small. However, when the error has a Student-t distribution (Table 5) the level is too high for the smooth bootstrap, and more
or less equal to the size of the test for the non-smooth bootstrap. Similarly as in the case of tests for symmetry, a fair comparison of the power is not possible in this case, although the difference in power is nevertheless quite small.

Table 5: Rejection probabilities of the goodness-of-fit test for several sample sizes and for $\alpha = 0.025, 0.05$ and 0.1, when the error term has a Student-t distribution with 3 degrees of freedom. The regression function is $m(x) = 2x + ax^2$ and the null hypothesis corresponds to $a = 0$.

| n   | Test  | $a = 0$ | $a = 0.25$ | $a = 0.5$ |
|-----|-------|---------|------------|-----------|
| 50  | $T_{KS,s}^*$ | .020 .034 .063 | .056 .080 .123 | .134 .182 .256 |
|     | $T_{KS,0}^*$ | .016 .030 .057 | .044 .069 .117 | .117 .167 .250 |
|     | $T_{CM,s}^*$ | .026 .048 .098 | .102 .152 .229 | .243 .334 .450 |
|     | $T_{CM,0}^*$ | .021 .044 .089 | .091 .142 .223 | .231 .320 .436 |
| 100 | $T_{KS,s}^*$ | .031 .054 .098 | .094 .146 .223 | .294 .380 .507 |
|     | $T_{KS,0}^*$ | .021 .037 .078 | .069 .116 .192 | .255 .334 .460 |
|     | $T_{CM,s}^*$ | .044 .077 .130 | .175 .250 .353 | .466 .567 .670 |
|     | $T_{CM,0}^*$ | .031 .056 .110 | .142 .215 .316 | .420 .526 .635 |
| 200 | $T_{KS,s}^*$ | .038 .064 .109 | .179 .248 .360 | .583 .695 .797 |
|     | $T_{KS,0}^*$ | .023 .041 .082 | .135 .197 .300 | .509 .617 .746 |
|     | $T_{CM,s}^*$ | .044 .078 .139 | .283 .363 .474 | .751 .825 .888 |
|     | $T_{CM,0}^*$ | .026 .053 .103 | .226 .315 .427 | .703 .781 .859 |
| 500 | $T_{KS,s}^*$ | .036 .072 .127 | .418 .524 .644 | .943 .967 .979 |
|     | $T_{KS,0}^*$ | .019 .041 .088 | .330 .438 .575 | .905 .950 .973 |
|     | $T_{CM,s}^*$ | .048 .083 .143 | .549 .648 .738 | .976 .983 .992 |
|     | $T_{CM,0}^*$ | .028 .057 .104 | .474 .580 .693 | .957 .977 .987 |
| 1000| $T_{KS,s}^*$ | .043 .078 .137 | .728 .801 .861 | .997 .999 .999 |
|     | $T_{KS,0}^*$ | .028 .049 .095 | .638 .744 .824 | .994 .998 .999 |
|     | $T_{CM,s}^*$ | .047 .079 .132 | .796 .853 .910 | .998 .999 .999 |
|     | $T_{CM,0}^*$ | .034 .057 .106 | .752 .820 .884 | .997 .998 .999 |

A Proofs

A.1 Nonparametric regression

The results of Section 2 are valid under the following regularity conditions.
(A1) The univariate covariates \( X_1, \ldots, X_n \) are independent and identically distributed on a compact support, say \([0, 1]\). They have a twice continuously differentiable density that is bounded away from zero. The regression function \( m \) is twice continuously differentiable in \((0, 1)\).

(A2) The errors \( \varepsilon_1, \ldots, \varepsilon_n \) are independent and identically distributed with distribution function \( F \). They are centered and are independent of the covariates. \( F \) is twice continuously differentiable with strictly positive density \( f \) such that \( \sup_{y \in \mathbb{R}} f(y) < \infty \) and \( \sup_{y \in \mathbb{R}} |f'(y)| < \infty \). Further, \( E[|\varepsilon_1|^v] < \infty \) for some \( v \geq 7 \).

(A3) \( k \) is a twice continuously differentiable symmetric density with compact support \([-1, 1]\), say, such that \( \int k(u) du = 0 \) and \( k(-1) = k(1) = 0 \). The first derivative of \( k \) is of bounded variation.

(A4) \( h_n \) is a sequence of positive bandwidths such that \( h_n \sim c_n n^{-\frac{1}{4} + \eta} \) with \( \frac{4}{3 + 9\nu} < \eta < \frac{1}{12} \), \( c_n \) is only of logarithmic rate, and \( v \) is defined in \( (A2) \).

Under those assumptions one in particular has that \( nh_n^4 = o(1) \) and it is possible to find some \( \delta \in (0, \frac{1}{2}) \) with

\[
\frac{nh_n^{3+2\delta}}{\log(h_n^{-1})} \to \infty. \tag{A.1}
\]

For the auxiliary smooth bootstrap residual process we need to choose a kernel \( \ell \) and a bandwidth \( s_n \) that fulfill the following conditions.

(C1) Let \( \ell \) denote a symmetric probability density function with compact support which has \( \kappa \geq 2 \) bounded derivatives inside the support, such that \( \ell^{(\kappa)} \equiv 0 \) and the first \( \kappa - 1 \) derivatives are of bounded variation.

(C2) Let \( s_n = o(1) \) denote a positive sequence of bandwidths such that for \( n \to \infty \),

\[
n s_n^4 \to 0, \quad \frac{nh_n s_n^{2+8\delta/3}}{\log h_n^{-1}} \to \infty, \quad h_n^{2\nu+2} = O(s_n^{2\nu-1}) \text{ for } \nu = 1, \ldots, \kappa - 1,
\]

where \( \delta \) denotes the constant defined in \( (A.1) \). Further, \( \delta > \frac{2}{v-1} \) with \( v \) from \( (A2) \).

As kernel \( \ell \), e.g., the Epanechnikov kernel can be used. In order to fulfill \( (C2) \) one can choose \( s_n \sim n^{-\frac{1}{4} - \xi} \) for \( \xi > 0 \). Then \( ns_n^4 \to 0 \) holds. Further with \( h_n \) from assumption \((A4)\) and \((A.1)\), the second bandwidth condition on \( s_n \) in \((C2)\) can be fulfilled (for very small \( \xi \)) if \( \delta < \min\left(\frac{3}{2}(\eta + \frac{1}{6}), \frac{9}{2} \eta, \frac{9}{2} \eta^{-3}\eta\right) \). This together with \( \delta > \frac{2}{v-1} \) gives the constraint on \( \eta \) in assumption \((A4)\). The third bandwidth condition in \((C2)\) is then fulfilled as well.
Under assumptions \([A1] \) \([A4] \) and conditions \([C1] \) \([C2] \) assumptions (A.1)–(A.8) in Neumeyer (2009) (with the modification discussed in Remark 2) are satisfied (for smoothing parameter \(a_n = s_n \) and kernel \(k = \ell \)).

Below we state and prove three lemmas regarding the terms \(T_{n1}, T_{n2} \) and \(T_{n3} \) given in (2.5). The proof of Theorem 2.1 follows immediately from these three lemmas, together with Slutsky’s Theorem.

**Lemma A.1.** Assume \([A1] \) \([A4] \) and \([C1] \) \([C2] \). Then, conditionally on the data, \(\sup_y |T_{n1}(y)| = o_P(1)\), in probability, where \(T_{n1} \) is defined in (2.5).

**Proof.** First note that by Lemma 3 in Cheng and Huang (2010), it is equivalent to show that \(\sup_y |T_{n1}(y)|\) converges to zero in probability with respect to the joint probability measure of the original data and the bootstrap data. Let \(\hat{g}_n = (\hat{m}_n^* - \hat{m}_n) - (\hat{m} - m_n)\) and \(\kappa_n = \hat{m}_n - m_n\), where
\[
\hat{m}_n(x) = \frac{\int K\left(\frac{x-z}{h_n}\right)f_X(t) \, dt}{\int K\left(\frac{y-z}{h_n}\right)f_X(t) \, dt} \quad \text{and} \quad m_n(x) = \frac{\int K\left(\frac{x-z}{h_n}\right)f_X(t) \, dt}{\int K\left(\frac{y-z}{h_n}\right)f_X(t) \, dt},
\]
and \(f_X\) is the density of \(X\). Then,
\[
T_{n1}(y) = n^{-1/2} \sum_{i=1}^n \left( I\{ \varepsilon_{0,i}^* \leq y + \hat{g}_n(X_i) + \kappa_n(X_i) \} - I\{ \varepsilon_{s,i}^* \leq y + \hat{g}_n(X_i) + \kappa_n(X_i) \} \right)
\]
\[
= n^{-1/2} \sum_{i=1}^n \left( I\{ U_i \leq \hat{F}_{s,n}(y + \hat{g}_n(X_i) + \kappa_n(X_i)) \} - I\{ U_i \leq \hat{F}_{s,n}(y + \hat{g}_n(X_i) + \kappa_n(X_i)) \} \right).
\]

Denoting \(\hat{w}_n = \sup_y |\hat{F}_{s,n}(y) - \hat{F}_{0,n}(y)|\), it is clear that
\[
T_{n1}(y) \leq n^{-1/2} \sum_{i=1}^n \left( I\{ U_i \leq \hat{F}_{s,n}(y + \hat{g}_n(X_i) + \kappa_n(X_i)) + \hat{w}_n \} - I\{ U_i \leq \hat{F}_{s,n}(y + \hat{g}_n(X_i) + \kappa_n(X_i)) \} \right),
\]
and similarly a lower bound for \(T_{n1}(y)\) is given by the expression in which we replace \(\hat{w}_n\) in the above upper bound by \(-\hat{w}_n\). Now consider the process
\[
E_n(y, g, H, w) = n^{-1/2} \sum_{i=1}^n \left( I\{ U_i \leq H(y+g(X_i)+\kappa_n(X_i)) + w \} - E[H(y+g(X)+\kappa_n(X))] - w \right),
\]
indexed by \(y \in \mathbb{R}, g \in G, H \in \mathcal{H} \) and \(w \in [-1, 1] \). Here, \(G = C_{1+\delta/2}([0,1])\) is the space of differentiable functions \(g : [0, 1] \rightarrow \mathbb{R} \) with derivatives \(g'\) satisfying
\[
\max \left\{ \sup_{x \in [0,1]} |g(x)|, \sup_{x \in [0,1]} |g'(x)| \right\} + \sup_{x_1, x_2 \in [0,1]} \frac{|g'(x_1) - g'(x_2)|}{|x_1 - x_2|^{3/2}} \leq 1,
\](A.3)
see Van der Vaart and Wellner (1996, p. 154), with $\delta$ defined in (A.1). For $C = 2\max\{1, \sup_y f(y) + \sup_y |f'(y)|\}$ let $H$ denote the class of continuously differentiable distribution functions $H : \mathbb{R} \to [0, 1]$ with uniformly bounded derivative $h$, such that

$$\sup_{z \in \mathbb{R}} h(z) + \sup_{z_1, z_2 \in \mathbb{R}} \frac{|h(z_1) - h(z_2)|}{|z_1 - z_2|^{\delta/2}} \leq C,$$

(A.4)

and the tail condition

$$|1 - H(z)| \leq a/z^\nu \text{ for all } z \in \mathbb{R}^+, \quad |H(z)| \leq a/|z|^\nu \text{ for all } z \in \mathbb{R}^-$$

(A.5)
is satisfied for $\nu$ as in assumption (A2) where the constant $a$ is independent of $H \in H$.

In Proposition 3 in Neumeyer (2009) the asymptotic equicontinuity of the process $E_n(y, g, H, 0)$ as a process in $(y, g, H) \in \mathbb{R} \times G \times H$ has been shown. Using similar arguments the asymptotic equicontinuity of the extended process $E_n(y, g, H, w)$ in $\mathbb{R} \times G \times H \times [-1, 1]$ can be shown, implying that $\sup_{y, g, H} |E_n(y, g, H, w) - E_n(y, g, H, 0)| \to 0$ in probability as $w \to 0$. Next, it follows from Lemma 2 and Proposition 4 in Neumeyer (2009) that $P(\hat{F}_{s,n} \in H) \to 1$, and we know from Proposition 2 and Lemma 3 in Neumeyer (2009) that $P(\hat{g}_n \in G) \to 1$. Note however that the estimator $\hat{m}_0^*$ in this paper is not exactly the same as the one in Neumeyer (2009), since our $\hat{m}_0^*$ is based on the non-smooth bootstrap errors $\varepsilon_{0,i}$, whereas Neumeyer (2009) considers $\hat{m}_s^*$ as in (2.7), based on the smooth bootstrap errors $\varepsilon_{s,i}$, $i = 1, \ldots, n$. This means that in the proof of Lemma 3 in the latter paper the term depending on $s_n$ (or $a_n$ in the notation of that paper) does not exist. So there is one term less to handle in our case, which means that the proof for $P(\hat{g}_n \in G) \to 1$ in our case is actually simpler than in the latter paper. Finally, $P(\hat{w}_n \in [-1, 1]) \to 1$ by Lemma A.3 below. This shows that the upper bound (A.2) is bounded by $n^{1/2}\hat{w}_n + o_P(1)$, uniformly in $y$, which is $o_P(1)$ by Lemma A.3 below. Similarly, it can be shown that the lower bound is $o_P(1)$. \hfill \Box

**Lemma A.2.** Assume [(A1)](A4) [A1] [(A4)] [A4] and [(C1)](C2) [C1] [C2]. Then, conditionally on the data, the process $T_{n2}(y)$, $y \in \mathbb{R}$, defined in (2.3) converges weakly to the Gaussian process $W(y)$, $y \in \mathbb{R}$, in probability, where $W$ was defined in (2.1).

**Proof.** First note that the only difference between the process $T_{n2}$ and the process $R_n = n^{-1/2}(\hat{F}_{s,n} - \hat{F}_{s,n})$ (with $\hat{F}_{s,n}$ defined in (2.6)) studied in Neumeyer (2009) is the use of $\hat{m}_0^*$ instead of $\hat{m}_s^*$ (compare (2.4) and (2.7)). Hence, we should verify where the precise form of the estimator $\hat{m}_0^*$ is used in the proof of the weak convergence of $R_n$, which is given in Theorem 2 in Neumeyer’s paper. Carefully checking the proof of the latter theorem and of Lemma 1 in the same paper, reveals that $T_{n2}(y) = \tilde{T}_{n2}(y) + o_P(1)$, where

$$\tilde{T}_{n2}(y) = n^{-1/2} \sum_{i=1}^n \left( I\{\varepsilon_{s,i} \leq y\} - \hat{F}_{s,n}(y) + \hat{f}_{s,n}(y)\varepsilon_{0,i}^s \right),$$
where \( \hat{f}_{s,n}(y) = (d/dy)\hat{F}_{s,n}(y) \), so \( \hat{T}_{n2}(y) \) equals \( \hat{R}_{n}^*(y) \) in the proof of Theorem 2 in Neumeyer (2009), except that one of the \( \varepsilon_{s,i}^* \)'s has been replaced by \( \varepsilon_{s,i}^0 \). This has however no consequences for the proof of tightness and Lindeberg’s condition in the proof of the aforementioned theorem. The only difference is that convergence of \( E^*[I\{\varepsilon_{s,i}^* \leq y\}\varepsilon_{s,i}^*] \) to \( E[I\{\varepsilon \leq y\}\varepsilon] \) in probability has to be shown. Here \( E^* \) denotes conditional expectation, given the original data. Note that \( E^*[I\{\varepsilon_{s,i}^* \leq y\}\varepsilon_{s,i}^*] = E^*[I\{\varepsilon_{s,i}^* \leq y\}\varepsilon_{s,i}^*] + r_n \), where \( E^*[I\{\varepsilon_{s,i}^* \leq y\}\varepsilon_{s,i}^*] \) converges to the desired \( E[I\{\varepsilon \leq y\}\varepsilon] \) according to Neumeyer (2009), and \( |r_n| \leq E^*||\varepsilon_{s,i}^0 - \varepsilon_{s,i}^*|| \). For this we have

\[
E^*[|\varepsilon_{s,i}^* - \varepsilon_{s,i}^*|] = \int_0^1 |\hat{F}_{0,n}^{-1}(u) - \hat{F}_{s,n}^{-1}(u)| \, du
\leq \int_0^1 |\hat{F}_{0,n}^{-1}(u) - F^{-1}(u)| \, du + \int_0^1 |\hat{F}_{s,n}^{-1}(u) - F^{-1}(u)| \, du.
\]

To conclude the proof we will show that the latter two integrals (which are the Wasserstein distance between \( \hat{F}_{0,n} \) and \( F \) and between \( \hat{F}_{s,n} \) and \( F \), respectively) converge to zero in probability. To this end let \( \epsilon > 0 \). Note that \( \int_0^1 |F^{-1}(u)| \, du = E[|\varepsilon|] < \infty \) and let \( \delta > 0 \) be so small that

\[
\int_{[\delta,1-\delta]^c} |F^{-1}(u)| \, du < \epsilon.
\]

Then note that

\[
\int_{[\delta,1-\delta]} |\hat{F}_{0,n}^{-1}(u) - F^{-1}(u)| \, du \leq \sup_{u \in [\delta,1-\delta]} |\hat{F}_{0,n}^{-1}(u) - F^{-1}(u)| = o_P(1)
\]

by the functional delta-method for quantile processes (see, e.g. Van der Vaart and Wellner (1996), p. 386/387) and uniform consistency of the residual empirical distribution function \( \hat{F}_{0,n} \). Thus we have

\[
\int_0^1 |\hat{F}_{0,n}^{-1}(u) - F^{-1}(u)| \, du \leq \epsilon + \int_{[\delta,1-\delta]} |\hat{F}_{0,n}^{-1}(u) - F^{-1}(u)| \, du + \int_{[\delta,1-\delta]^c} |\hat{F}_{0,n}^{-1}(u)| \, du
\leq \epsilon + o_P(1) + \left| \int_0^1 (|\hat{F}_{0,n}^{-1}(u)| - |F^{-1}(u)|) \, du \right|
+ \left| \int_{[\delta,1-\delta]} (|\hat{F}_{0,n}^{-1}(u)| - |F^{-1}(u)|) \, du \right| + \int_{[\delta,1-\delta]^c} |F^{-1}(u)| \, du
\leq 2\epsilon + o_P(1) + \left| \int |x| \, d\hat{F}_{0,n}(x) - \int |x| \, dF(x) \right|
+ \int_{[\delta,1-\delta]} |\hat{F}_{0,n}^{-1}(u) - F^{-1}(u)| \, du
= 2\epsilon + o_P(1),
\]
where the first inequality follows from (A.7), the second from (A.8), and the last equality follows from (A.7), (A.8) and convergence of $\int |x| d\hat{F}_{0,n}(x) = n^{-1} \sum_{i=1}^{n} |\hat{\varepsilon}_i| = \int |x| dF(x)$ in probability. Analogous considerations for the second integral in (A.6) make use of Lemma A.3 to obtain uniform consistency of $\hat{F}_{s,n}$, and of $\int |x| d\hat{F}_{0,n}(x) = n^{-1} \sum_{i=1}^{n} |\hat{\varepsilon}_i + s_n \varepsilon_i| = \int |\hat{\varepsilon}_i + s_n \varepsilon_i| \, d\ell(v) \rightarrow E[|\varepsilon_i|]$ in probability. □

Lemma A.3. Assume (A4), (A5), (C1), (C2). Then, conditionally on the data, $\sup_y |T_{n3}(y)| = o_P(1)$, in probability, where $T_{n3}$ is defined in (2.5).

Proof. Write

$$\hat{F}_{s,n}(y) - \hat{F}_{0,n}(y) = \int \left[ \hat{F}_{0,n}(y - vs_n) - \hat{F}_{0,n}(y) \right] \, dL(v)$$

$$= \int \left[ \hat{F}_{0,n}(y - vs_n) - \hat{F}_{0,n}(y) - F(y - vs_n) + F(y) \right] \, dL(v)$$

$$+ \int \left[ F(y - vs_n) - F(y) \right] \, dL(v).$$

The second term above is $O_P(s_n^2) = o_P(n^{-1/2})$ uniformly in $y$, since $f$ has a bounded derivative, $n s_n^4 \rightarrow 0$ and $\int v \ell(v) \, dv = 0$. For the first term we use the i.i.d. decomposition of $\hat{F}_{0,n}(y) - F(y)$ given in Theorem 1 in Akritas and Van Keilegom (2001), i.e.

$$\hat{F}_{0,n}(y) - F(y) = n^{-1} \sum_{i=1}^{n} \left( I\{\varepsilon_i \leq y\} - F(y) \right) + f(y) n^{-1} \sum_{i=1}^{n} \varepsilon_i$$

$$+ O(h_n^2) + o_P(n^{-1/2})$$

uniformly in $y$. Note that here we also apply $n^{-1} \sum_{i=1}^{n} \hat{\varepsilon}_i = o_P(n^{-1/2})$ which follows from Müller et al. (2004). The expansion yields, uniformly in $y$,

$$\int \left[ \hat{F}_{0,n}(y - vs_n) - \hat{F}_{0,n}(y) - F(y - vs_n) + F(y) \right] \, dL(v)$$

$$= n^{-1/2} \int \left[ E_n(y - vs_n) - E_n(y) \right] \, dL(v) + n^{-1} \sum_{i=1}^{n} \varepsilon_i \int \left[ f(y - vs_n) - f(y) \right] \, dL(v)$$

$$+ O(h_n^2) + o_P(n^{-1/2})$$

with the empirical process $E_n(y) = n^{-1/2} \sum_{i=1}^{n} \left( I\{\varepsilon_i \leq y\} - F(y) \right)$. From asymptotic equicontinuity of the process $E_n$ together with the bounded support of the kernel $\ell$ it follows that the first term is of order $o_P(n^{-1/2})$ uniformly in $y$. The second integral is of order $o_P(n^{-1/2})$ since $n^{-1} \sum_{i=1}^{n} \varepsilon_i = O_P(n^{-1/2})$, and $f$ is differentiable with bounded derivative. Further $h_n^2 = o(n^{-1/2})$ by the bandwidth conditions. □
A.2 Linear model

The results of Section 3 are valid under the following regularity conditions.

(AL1) The fixed design fulfills

(a) \( \max_{i=1,\ldots,n} x_{ni}^T (X_n^T X_n)^{-1} x_{ni} = O(1), \)
(b) \( \lim_{n \to \infty} \frac{1}{n} X_n^T X_n = \Sigma \in \mathbb{R}^{p \times p} \) with invertible \( \Sigma \),
(c) \( \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} x_{ni} = m \in \mathbb{R}^p. \)

(AL2) The errors \( \varepsilon_{ni}, i = 1, \ldots, n, n \in \mathbb{N}, \) are independent and identically distributed with distribution function \( F \) and density \( f \) that is strictly positive, bounded, and continuously differentiable with bounded derivative on \( \mathbb{R} \). Assume \( E[|\varepsilon_1|^v] < \infty \) for some \( v > 3. \)

The following conditions are needed for the auxiliary smooth bootstrap process.

(CL1) Let \( \ell \) denote a symmetric and differentiable probability density function that is strictly positive on \( \mathbb{R} \) with \( \int u \ell(u) du = 0, \int u^2 \ell(u) du < \infty. \) Let \( \ell \) have \( \kappa \geq 2 \) bounded and square-integrable derivatives such that the first \( \kappa - 1 \) derivatives are of bounded variation.

(CL2) Let \( s_n = o(1) \) denote a positive sequence of bandwidths such that \( ns_n^4 \to 0 \) for \( n \to \infty. \) For some \( \delta \in (\frac{2}{v-1}, 2) \) with \( v \) from (AL2) and for \( \kappa \) from (CL1) let \( (\sqrt{ns_n})^{\kappa(1-\delta/2)} s_n \to \infty. \)

Note that condition (CL2) is possible if \( \kappa \) is sufficiently large, namely \( \kappa > \frac{2}{2-\delta}. \)

**Lemma A.4.** Assume the linear model (3.1) and (AL1), (AL2), (CL1) and (CL2). Then, conditionally on the data, \( \sup_y |T_{n1}(y)| = o_P(1), \) in probability, where

\[
T_{n1}(y) = n^{-1/2} \sum_{i=1}^{n} \left( I\{\hat{\varepsilon}_{0,i}^* \leq y \} - I\{\hat{\varepsilon}_{s,0,i}^* \leq y \} \right).
\]

**Proof.** The proof is similar to the proof of Lemma A.1. Note that

\[
T_{n1}(y) = n^{-1/2} \sum_{i=1}^{n} \left( I\{U_i \leq \hat{F}_{0,n}(y + x_{ni}^T (\hat{\beta}_{0,n}^* - \hat{\beta}_n)) - I\{U_i \leq \hat{F}_{s,n}(y + x_{ni}^T (\hat{\beta}_{0,n}^* - \hat{\beta}_n)) \right).
\]

Thus with \( \hat{w}_n = \sup_y |\hat{F}_{s,n}(y) - \hat{F}_{0,n}(y)| = o_P(n^{-1/2}) \) (see Lemma A.6) one has the upper bound

\[
T_{n1}(y) \leq n^{-1/2} \sum_{i=1}^{n} \left( I\{U_i \leq \hat{F}_{s,n}(y + x_{ni}^T (\hat{\beta}_{0,n}^* - \hat{\beta}_n)) + \hat{w}_n \}
\right.
\]

\[
- I\{U_i \leq \hat{F}_{s,n}(y + x_{ni}^T (\hat{\beta}_{0,n} - \hat{\beta}_n)) \}).
\]


and similarly a lower bound. Now write \( x_{ni}^T(\beta_{0,n}^*-\hat{\beta}_n) = z_{ni}^Tb_n \) with

\[
z_{ni}^T = n^{1/2}x_{ni}^T(X_n^TX_n)^{-1/2} \text{ and } b_n = n^{-1/2}(X_n^TX_n)^{1/2}(\beta_{0,n}^*-\hat{\beta}_n).
\]

Note that from [AL1] the existence of a constant \( K \) follows with \( \|z_{ni}\| \leq K \) for all \( i, n \). Further, from (3.5) we have \( b_n = n^{-1/2}(X_n^TX_n)^{-1/2}X_n^T\varepsilon_{0,n}^* \). Denoting by \( Var^* \) the conditional variance, given the original data, it is easy to see that, for any \( \eta > 0 \),

\[
P(\|b_n\| > \eta) \leq \frac{1}{\eta^2}E[Var^*(b_n)] = \frac{1}{\eta^2}E\left[\frac{1}{n}\sum_{j=1}^{n}\hat{\varepsilon}_{nj}^2\right] = o(1).
\]

Thus we have \( P(b_n \in B_\eta(0)) \to 1 \) for \( n \to \infty \), where \( B_\eta(0) \) denotes the ball of radius \( \eta \) around the origin in \( \mathbb{R}^p \).

Let \( \mathcal{H} \) denote the function class that was defined in the proof of Lemma A.1. Note that the function class depends on \( \nu \) from [AL2] and \( \delta \) from [CL2]. In order to obtain \( P(F_{\eta,s,n} \in \mathcal{H}) \to 1 \) one can mimic the proof of Lemma 2 (and Proposition 4) in Neumeyer (2009). In the linear case the proof actually is easier due to a faster rate of the regression estimator (one simply replaces \( s(\beta_n) \) with \( O(n^{-1/2}) \) and sets \( t_{ni} = 0 \). Then one obtains \( \|\hat{f}_{n,s} - f\|_\infty = O(n^{-1/2}s_n^{-1}) + O(n^{-\kappa/2}s_n^{-\kappa+1}) \) (where \( \|\cdot\|_\infty \) is the supremum norm) and from this it follows that

\[
\sup_{z_1 \neq z_2}\frac{|\hat{f}_{n,s}(z_1) - f(z_1) - \hat{f}_{n,s}(z_2) + f(z_2)|}{|z_1 - z_2|^{\kappa/2}} = o(1)
\]

under the bandwidth condition [CL2].

Now consider the process \( E_n = \sum_{i=1}^{n}(Z_{ni} - E[Z_{ni}]) \) with

\[
Z_{ni}(y, g, H, w) = n^{-1/2}I\{U_i \leq H(y + g(z_{ni})) + w\},
\]

indexed by \( y \in \mathbb{R}, g \in \mathcal{G} = \{g_b \mid b \in B_\eta(0)\}, H \in \mathcal{H} \) and \( w \in [-1, 1] \). Here, \( g_b : B_K(0) \to \mathbb{R}, g_b(z) = z^Tb \), where \( B_K(0) \) denotes the ball with radius \( K \) around the origin in \( \mathbb{R}^p \). One can apply Theorem 2.11.9 in Van der Vaart and Wellner (1996) in order to asymptotic equicontinuity of \( E_n \). Here the main issue is to find a bound for the bracketing number \( N_{\varepsilon}(\mathcal{F}, L^n) \), where \( \mathcal{F} = \mathbb{R} \times \mathcal{G} \times \mathcal{H} \times [-1, 1] \). This is the minimal number of sets in a partition of \( \mathcal{F} \) into sets \( \mathcal{F}^n_{ij} \) such that

\[
\sum_{i=1}^{n}E\left[\sup_{f_1, f_2 \in \mathcal{F}^n_{ij}}|Z_{ni}(f_1) - Z_{ni}(f_2)|^2\right] \leq \varepsilon^2. \tag{A.9}
\]

To obtain a bound on this bracketing number, define \( \bar{\varepsilon} = \varepsilon/(3 + C)^{1/2} \) with \( C \) from (A.4), and consider the following brackets for our index components.
A PROOFS

There are $O(\tilde{\epsilon}^{-2p})$ brackets of the form $[g_l, g_u]$ covering $\tilde{G}$ with sup-norm length $\tilde{\epsilon}^2$ according to Theorem 2.7.11 in Van der Vaart and Wellner (1996).

There are $O(\exp(\tilde{\epsilon}^{-(1+\alpha)})$) balls covering $\mathcal{H}$ with centers $H_c$ and sup-norm radius $\tilde{\epsilon}^2/2$ according to Lemma 4 in Neumeyer (2009). Then one obtains as many brackets of the form $[H_1, H_u] = [H_c - \tilde{\epsilon}^2/2, H_c - \tilde{\epsilon}^2/2]$ that cover $\mathcal{H}$ and have sup-norm length $\tilde{\epsilon}^2$. Here $\alpha = (\delta(v - 1)/2 - 1)/(1 + v + \delta/2) > 0$ due to (CL2).

Given $H_u$ and $g_u$ construct brackets $[y_l, y_u]$ such that $F_n(y_u|H_u, g_u) - F_n(y_l|H_u, g_u) \leq \tilde{\epsilon}^2$ for $F_n(y|H_u, g_u) = n^{-1} \sum_{i=1}^n H_u(y + g_u(z_{ni}))$. The brackets depend on $n$, but their minimal number is $O(\tilde{\epsilon}^{-2})$.

There are $O(\tilde{\epsilon}^{-2})$ intervals $[w_1, w_u]$ of length $\tilde{\epsilon}^2$ that cover $[-1, 1]$.

The sets $[y_l, y_u] \times [g_l, g_u] \times [H_1, H_u] \times [w_1, w_u]$ (where $y_l, y_u$ correspond to $g_l, H_u$ as above) partition $\mathcal{F}$ and it is easy to see that (A.9) is fulfilled. We further obtain

$$N_{[\cdot]}(\epsilon, \mathcal{F}, \mathcal{L}_2) = O(\epsilon^{-2p-4} \exp(\epsilon^{-2/(1+\alpha)}))$$

and thus the bracketing integral condition in Theorem 2.11.9 in Van der Vaart and Wellner (1996) holds. Further $\mathcal{F}$ is a totally bounded space with the semi-metric

$$\rho((y_1, g_1, H_1, w_1), (y_2, g_2, H_2, w_2)) = \max \left\{ \sup_{g \in \tilde{G}} \sup_{z \in B_K(0)} |H_1(y_1 + g(z)) - H_2(y_2 + g(z))|, \|g_1 - g_2\|_{\infty}, |w_1 - w_2| \right\}.$$ 

To see this we show that the covering number $N(\epsilon, \mathcal{F}, \rho)$ is finite for every $\epsilon > 0$. Let $(y, g, H, w)$ be some fixed arbitrary element of $\mathcal{F}$.

There are finitely many balls with sup-norm radius $\epsilon$ covering $\tilde{G}$. Denote the centers of the balls as $g_1, \ldots, g_{N_{G}}$ and let $g_{c}^*$ denote the center of the ball containing $g$.

There are finitely many balls with sup-norm radius $\epsilon$ covering $\mathcal{H}$. Denote the centers of the balls as $H_1, \ldots, H_{N_{H}}$ and let $H_{c}^*$ denote the center of the ball containing $H$.

There are finitely many balls with radius $\epsilon$ covering $B_K(0)$ in $\mathbb{R}^p$. Denote the centers of the balls as $z_1, \ldots, z_{N_{B}}$.

Given $H_j$, $g_k$ and $z_l$, let the values $y_{j,k,l,m}$, $m = 1, \ldots, N_{j,k,l}$ segment the real line in finitely many intervals of length less than or equal to $\epsilon$ according to the distribution function $y \mapsto H_j(y + g_k(z_l))$. Let $y_0 = -\infty < y_1 < \cdots < y_{N_R} = \infty$ be the (finitely many) ordered values of all $y_{j,k,l,m}$, $j = 1, \ldots, N_{H}$, $k = 1, \ldots, N_{G}$, $l = 1, \ldots, N_{B}$.
For $H_j = H^*_c$, $g_k = g^*_c$ let $y^*_c$ be the value $y_{j,k,l,m}$ closest to $y$, and, for all $l \in \{1, \ldots, N_B\}$ denote the interval $[y_{j,k,l,m-1}, y_{j,k,l,m+1}]$ containing both $y$ and $y^*$ as $[y^*_l, y^*_r]$.

- There are finitely many intervals $[w_j - \epsilon/2, w_j + \epsilon/2]$, $j = 1, \ldots, N_W$ of length $\epsilon$ that cover $[-1, 1]$. Let $w \in [w_c - \epsilon/2, w_c + \epsilon/2]$.

Now we show that $(y, g, H, w)$ lies in the $(4 + (1 + \eta)C)\epsilon$-ball with respect to $\rho$ with center $(y^*_c, g^*_c, H^*_c, w^*_c)$. Applying the mean value theorem to $H^*_c$ and $g^*_c$ one obtains

$$
\rho((y, g, H, w), (y^*_c, g^*_c, H^*_c, w^*_c)) \\
\leq \epsilon + \max_{l=1, \ldots, N_B} \sup_{|z - z_l| \leq \epsilon} |H(y + g(z)) - H^*_c(y^*_c + g^*_c(z))| \\
\leq \epsilon + \max_{l=1, \ldots, N_B} \sup_{|z - z_l| \leq \epsilon} |H^*_c(y^*_c + g^*_c(z)) - H^*_c(y^*_c + g^*_c(z))| \\
\leq (2 + (1 + \eta)C)\epsilon + \max_{l=1, \ldots, N_B} |H^*_c(y^*_l + g^*_c(z_l)) - H^*_c(y^*_l + g^*_c(z_l))| \\
\leq (4 + (1 + \eta)C)\epsilon.
$$

For the sake of brevity we omit the proof of the remaining (simpler) conditions for application of Theorem 2.11.9 in Van der Vaart and Wellner (1996). An application of the theorem gives asymptotic $\rho$-equicontinuity of the process $E_n$ which implies that $\sup_{y,g,H} |E_n(y,g,H,w) - E_n(y,g,H,0)| \to 0$ in probability as $w \to 0$. □

**Lemma A.5.** Assume the linear model (3.7) and (AL1), (AL2), (CL1) and (CL2). Then, conditionally on the data, the process $T_{n2}(y)$, $y \in \mathbb{R}$, defined in (3.7), converges weakly to the Gaussian process $W(y)$ in probability, where $W(y)$ is defined in (3.3).

**Proof.** Note that we have

$$
T_{n2}(y) = n^{-1/2} \sum_{i=1}^{n} (I\{\hat{\varepsilon}_{s,0,i}^* \leq y\} - \hat{F}_{s,n}(y))
$$

with $\hat{\varepsilon}_{s,0,i}^* = \varepsilon_{s,i}^* + x_{ni}^T(\hat{\beta}_n - \hat{\beta}_{s,n})$ with $\hat{\beta}_{s,n}$ from (3.5). The process $W_n^*$ considered by Koul and Lahiri (1994) (in the case of least squares estimators, i.e. $\psi(x) = x$, and with weights $b_{ni} = n^{-1/2}$) corresponds to $T_{n2} \circ \hat{F}_{s,n}^{-1}$, but replacing $\hat{\varepsilon}_{s,0,i}^*$ by $\hat{\varepsilon}_{s,i}^* = \varepsilon_{s,i}^* + x_{ni}^T(\hat{\beta}_n - \hat{\beta}_{s,n})$ with $\hat{\beta}_{s,n} = \hat{\beta}_n + (X_n'X_n)^{-1}X_n^T\varepsilon_{s,n}^*$ (based on the smooth bootstrap residuals). We have to show that the different parameter estimator $\hat{\beta}_{0,n}^*$ (instead of $\hat{\beta}_{s,n}^*$) does not change the result of Theorem 2.1 in Koul and Lahiri (1994). Assumptions (A.1), (A.2) and (A.3)(iii) in the aforementioned paper are fulfilled under our assumptions. Assumption (A.3)(ii) in our case reads as

$$
E^*[(\varepsilon_{ni}^*)^k] \to E[(\varepsilon_{11})^k] \text{ for } n \to \infty \text{ a.s., } \quad k = 1, 2.
$$
The condition is fulfilled for the smooth bootstrap errors \( \varepsilon_{in}^* = \varepsilon_{s,i}^* \) by Proposition 2.1 in Koul and Lahiri (1994). Further the same condition for the non-smooth bootstrap errors \( \varepsilon_{in} = \varepsilon_{0,i}^* \) is equivalent to

\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{\varepsilon}_{in})^k \longrightarrow E[(\varepsilon_{11})^k] \quad \text{for } n \to \infty \text{ a.s., } \quad k = 1, 2,
\]

which is a standard result in least squares estimation. Assumption (A.3)(iv) in Koul and Lahiri (1994) for \( \hat{\beta}_{0,n}^* \) is valid by (3.5), but gives an expansion in terms of \( \varepsilon_{0,i}^* \) (as opposed to an expansion in the smooth \( \varepsilon_{s,i}^* \)). Lemma 3.1 in Koul and Lahiri (1994) (with \( Z_{ni} = \varepsilon_{s,i}^* \), \( H_n = \hat{F}_{s,n} \), \( b_{ni} = n^{-1/2} \), \( d_{ni} = x_{ni}^T (X_n^T X_n)^{-1/2} \), \( u = (X_n^T X_n)^{1/2} (\hat{\beta}_{0,n}^* - \hat{\beta}_n) \)) gives the representation

\[
T_{n2}(\hat{F}_{s,n}^{-1}(t)) = n^{-1/2} \sum_{i=1}^{n} (I\{\varepsilon_{s,i}^* \leq \hat{F}_{s,n}^{-1}(t)\} - t) + \hat{f}_{s,n}(\hat{F}_{s,n}^{-1}(t)) n^{-1/2} \sum_{i=1}^{n} x_{ni}^T (\hat{\beta}_{0,n}^* - \hat{\beta}_n) + o_p(1)
\]

uniformly in \( t \in [0, 1] \), where \( \hat{f}_{s,n} \) is the density corresponding to \( \hat{F}_{s,n} \). From (3.5) it now follows that

\[
T_{n2}(\hat{F}_{s,n}^{-1}(t)) = n^{-1/2} \sum_{i=1}^{n} (I\{\varepsilon_{s,i}^* \leq \hat{F}_{s,n}^{-1}(t)\} - t) + \hat{f}_{s,n}(\hat{F}_{s,n}^{-1}(t)) n^{-1/2} \sum_{j=1}^{n} \tilde{x}_{nj} \varepsilon_{0,j}^* + o_p(1)
\]

uniformly in \( t \in [0, 1] \) with

\[
\tilde{x}_{nj} = \sum_{i=1}^{n} x_{ni}^T (X_n^T X_n)^{-1} x_{nj}.
\]

Note that assumptions (AL1)b and (AL1)c imply

\[
\frac{1}{n} \sum_{j=1}^{n} \tilde{x}_{nj}^2 = \frac{1}{n} \sum_{j=1}^{n} \tilde{x}_{nj} \longrightarrow m^T \Sigma^{-1} m \quad \text{for } n \to \infty.
\]

Because of the continuity of the distribution \( \hat{F}_{s,n} \) with support \( \mathbb{R} \) (see condition (CL1)) one obtains directly \( T_{n2}(y) = \tilde{T}_{n2}(y) + o_p(1) \) uniformly in \( y \in \mathbb{R} \), where

\[
\tilde{T}_{n2}(y) = n^{-1/2} \sum_{i=1}^{n} (I\{\varepsilon_{s,i}^* \leq y\} - \hat{F}_{s,n}(y) + \hat{f}_{s,n}(y) \tilde{x}_{ni} \varepsilon_{0,i}^*).
\]

To show conditional weak convergence of \( \tilde{T}_{n2} \) to \( W \) in probability one can follow the steps of the proof of Theorem 2 in Neumeyer (2009). To this end one needs uniform convergence
of \( \hat{f}_{s,n} \) to \( f \), which is assumption (A.3)(iii) in Koul and Lahiri (1994) and follows from their Proposition 2.1 under our assumption (see also the proof of Lemma A.4). Further one needs to apply (A.10) and (A.12) and to show convergence of \( E^*[I\{\epsilon_{s,i}^* \leq y\} \epsilon_{0,i}^*] \) to \( E[I\{\epsilon \leq y\} \epsilon] \) in probability, which is analogous to the last part of the proof of Lemma A.2.

Lemma A.6. Assume the linear model (3.1) and (AL1), (AL2), (CL1) and (CL2). Then, conditionally on the data, \[ T_{n3}(y) = n^{1/2}\left(\hat{F}_{s,n}(y) - \hat{F}_{0,n}(y)\right). \]

Proof. We will use the expansion given in Theorem 6.2.1 in Koul (2002, p. 232), i.e.
\[
\hat{F}_{0,n}(y) = \frac{1}{n} \sum_{i=1}^{n} I\{\epsilon_{ni} \leq y\} + f(y)\frac{1}{n} \sum_{i=1}^{n} X_{ni}^T(\hat{\beta}_n - \beta) + o_P(n^{-1/2})
\]
\[
= \frac{1}{n} \sum_{i=1}^{n} I\{\epsilon_{ni} \leq y\} + f(y)\frac{1}{n} \sum_{j=1}^{n} \tilde{x}_{nj}\epsilon_{nj} + o_P(n^{-1/2}),
\]
uniformly with respect to \( y \in \mathbb{R} \). Here the second equality follows from (3.2) and \( \tilde{x}_{nj} \) was defined in (A.11). Recall that \( \hat{F}_{s,n}(y) = \int \hat{F}_{0,n}(y - vs_n) dL(v) \). With (A.12) we have
\[
\frac{1}{n} \sum_{j=1}^{n} \tilde{x}_{nj}\epsilon_{nj} \int [f(y - vs_n) - f(y)] dL(v) = O_P(n^{-1/2}) \int [f(y - vs_n) - f(y)] dL(v) = o_P(n^{-1/2})
\]
by the properties of the density \( f \) and the kernel \( \ell \). It remains to show that
\[
\int \frac{1}{n} \sum_{i=1}^{n} I\{\epsilon_{ni} \leq y + s_nv\} dL(v) = \frac{1}{n} \sum_{i=1}^{n} I\{\epsilon_{ni} \leq y\} + o_P(n^{-1/2})
\]
uniformly in \( y \). Note that the term on the left hand side of the equation is the empirical distribution function of iid data \( \epsilon_{ni}, i = 1, \ldots, n \), smoothed with kernel \( \ell \) and bandwidth \( s_n \), whereas the term on the right hand side is the classical edf of those data. The theorem in Van der Vaart (1994) gives the desired \( o_P(n^{-1/2}) \)-rate of their difference. To see this consider the discussion on p. 502 of the aforementioned paper for \( \sigma_n = s_n = o(n^{-1/(2k)}) \) for \( k = 2 \), \( \mu_n \) equal to the distribution of \( s_nU \), where \( U \) has density \( \ell \), and for the function class \( \mathcal{F} = \{ \epsilon \mapsto f_z(\epsilon) = I\{\epsilon \leq z\} \mid z \in \mathbb{R} \} \), which results in twice differentiable functions \( y \mapsto Pf_z(\epsilon + y) = F(z - y) \) with bounded derivatives. \( \square \)
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