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Fig. 1. Reflow (i) detects UI elements from pixels, (ii) optimizes the UI layout for a personalized difficulty model, and then (iii) re-renders the visual UI with the new layout. In this example, the UI elements are correctly detected, and the new layout includes larger buttons that are more spread apart. Simply moving and stretching the UI elements causes gaps and distortions, which Reflow fixes using additional post-processing methods.

Touch is the primary way that users interact with smartphones. However, building mobile user interfaces where touch interactions work well for all users is a difficult problem, because users have different abilities and preferences. We propose a system, Reflow, which automatically applies small, personalized UI adaptations, called refinements—to mobile app screens to improve touch efficiency. Reflow uses a pixel-based strategy to work with existing applications, and improves touch efficiency while minimally disrupting the design intent of the original application. Our system optimizes a UI by (i) extracting its layout from its screenshot, (ii) refining its layout, and (iii) re-rendering the UI to reflect these modifications. We conducted a user study with 10 participants and a heuristic evaluation with 6 experts and found that applications optimized by Reflow led to, on average, 9% faster selection time with minimal layout disruption. The results demonstrate that Reflow’s refinements useful UI adaptations to improve touch interactions.
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1 INTRODUCTION

Touch is an ubiquitous way of interacting with smartphones. However, building mobile user interfaces (UI) where touch interactions work well for all users is a difficult problem, because users have different motor abilities, skills, and even preferences [51]. For example, consider a right-handed user who wants to access a menu item on the left side of the screen. For larger screens, this menu item is more difficult for the user to touch with their right hand than for a left-handed user.

UI adaptivity is a promising approach towards improving touch interactions, because it allows systems to dynamically personalize the UI and tailor the UI to the users’ needs. But for UI adaptivity to be practically useful for real-world apps, it must support two goals. First, the technique should be generally useful across a broad range of existing mobile applications. Second, the technique should apply adaptations in a way that respects the design intentions of the original applications. In other words, we expect that drastic UI adaptations are likely to make the user interface less familiar to the user and disruptive to the overall user experience [7].

To operationalize these goals, we built a system, Reflow, which automatically applies small UI adaptations—called refinements—to mobile existing app screens to improve touch efficiency. Towards the first goal of supporting broad applicability, Reflow is entirely pixel-based: the system does not need knowledge of the applications’ dependencies or view hierarchy to make its UI adaptations. Towards the second goal of respecting design intent and minimally disrupting the user experience, Reflow incorporates the theory of microstrategies in its model [12, 13, 17]. Microstrategies suggest that even small, principled adaptations to the user interface can significantly improve task efficiency—particularly over cumulative usage—and we postulate that the same principle applies when personalizing touch-based mobile applications.

Reflow supports personalized optimization by constructing a spatial map from usage data, which identifies difficult-to-access areas of the screen (e.g., elements on edges of the screen requires users to reach and reposition their hand to select). Reflow then (i) automatically detects the UI elements contained on the screen, (ii) uses a machine learning model to optimize the UI layout to better support the difficulty map, and then (iii) re-renders the existing UI pixels to match the new layout (Figure 1). Reflow improves on existing approaches because it works with a range of existing mobile applications and enables an end-to-end pipeline from layout optimization to re-rendering the application screens.

To evaluate Reflow, we first conducted a study with 10 participants, where we found it improved interaction speed by 9% on average, and improved interaction speeds by up to 17% for some UIs. From lessons learned, we made further improvements to this model by detecting and applying an additional set of UI constraints (relative positioning, alignment). We then conducted a heuristic evaluation based heuristics for evaluating UI layouts [43, 49] with 3 accessibility and 3 design experts to validate if these improvements make acceptable trade-offs between touch efficiency and layout preservation. Feedback from our expert evaluators indicated that refinements were likely to improve selection time while avoiding significant disruption to the UI. The results of this work demonstrate that refinements are a useful UI adaptation technique to improve task efficiency for touch interactions.

The contributions of our paper are as follows:
We propose an approach based on the theory of microstrategies [17] for improving touch interactions through refinements, which are small modifications to the original UI. Based on this approach, we present Reflow, an end-to-end system for personalizing any existing mobile app using only its pixels. We describe our implementation in several modular steps: (i) element detection, (ii) layout refinement, (iii) UI re-rendering, which may be applied to other UI adaptation systems.

We conduct two evaluations that provide evidence for the effectiveness of Reflow’s automatic UI refinements. From our user study ($n = 10$), we find that the refinements automatically applied by Reflow result in more efficient touch interaction (average speedup of 9%, up to 32%). Furthermore, we conduct a heuristic evaluation with 3 accessibility and 3 design experts, validating that the changes induced by Reflow are likely to improve selection time while being minimally disruptive. Qualitative feedback from our expert evaluators provide additional rationale for the acceptability of these trade-offs.

2 EXAMPLE USAGE SCENARIO FOR REFLOW

To motivate how Reflow can be used to improve touch interactions on mobile apps, we provide an expected usage scenario where Reflow would be enabled globally through the mobile operating system.

**Scenario:** Alice has recently purchased a new smartphone. Alice’s new smartphone is able to install and run all of her favorite apps, but the device is slightly larger than her old smartphone. Because of this, she can no longer comfortably reach UI controls on the far edges of the screen while using the device with one hand. While she is still able to use her favorite apps, Alice finds her routine interactions with the apps inconvenient.

The Reachability accessibility feature built into iOS\(^1\) addresses the challenge of touching items in the upper half of the screen by enabling users to swipe down on the lower portion of the screen to move the upper half of the screen.

\(^1\)https://support.apple.com/guide/iphone/touch-iph77b6d132/14.0/ios/14.0#iph145eba8e9
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down to the lower half. While this is useful to many people, it requires an additional touch interaction (swipe down) which slows Alice down and feels like more support than she requires.

**Setup:** Alice opens the settings application on her smartphone and turns on the “Reflow” toggle button. If this is the first time the setting has been enabled, Alice is brought to a setup screen that initializes the Reflow system. This screen is similar to the first-time setup process of some biometric authentication features (e.g., Face ID). The setup screen asks Alice to perform a calibration task, and measures how quickly she can select targets located at different parts of the screen. With this usage information, Reflow creates a personalized profile for her that identifies difficult-to-reach areas on the screen.

**Usage:** Once enabled, Reflow automatically intercepts and applies refinements to app screens before they are displayed to the user, a form of manifest interface [10]. The UI produced by Reflow is interactive, as it automatically redirects input events to the original app screen, using techniques similar to previous work [45, 57]. Alice notices that the location and size of UI elements on apps have only slightly changed, and that the overall appearance and structure of app UIs are still very similar (Figure 2). Because of this, she is once again able to comfortably use her favorite apps, as she was previously able to do with her old phone, but she does not need to re-familiarize herself with the refined UIs.

**Customization:** Alice may decide to customize the behavior of Reflow by opening its settings panel. In this panel, she may define lists of apps that she wishes the refinement feature to include or exclude. This could be useful for disabling the feature on apps that Alice already finds easy-to-use on her new smartphone. Similarly, Alice can define a shortcut (e.g., gesture or detected activity) to quickly toggle Reflow’s functionality based on when it is useful. Finally, the settings panel allows her to reset or re-calibrate the feature to reflect updated preferences or physical affordances (for example, a smartphone case that makes it easier to grip the device).

3 RELATED WORK

Several areas of related work have informed the design of Reflow: (i) difficulties with touch interaction, (ii) adaptive user interfaces, and (iii) improving existing applications.

3.1 Difficulties with Touch Interaction

We first review literature related to the characterization of touch input on smartphones to identify why users like Alice experience interaction difficulty. Touch interaction can be analyzed using existing models of cursor-based selection [30], which has been extended to the touch screen [5]. This type of analysis gives recommendations about the relative size and spacing of UI elements on touch-based apps. Other work has focused on properties specific to touch interaction, such as the effect of the finger choice on selection accuracy. As examples, touch input is imprecise due to factors such as finger deformations (i.e., the “fat finger” problem [50]), occlusions when the hand covers up UI elements [18, 19], and varying finger-to-screen ratios [3].

Many of these factors are spatially dependent (e.g., the finger occludes more of the screen when it makes contact with the touchscreen at an extreme angle). Based on common hand postures used to grip a smartphone with one hand, Le et al. [27] characterized the region of the phone that could be comfortably reached. Mayer et al. [33] give further evidence through their analysis of 45 million touch events collected during touch-based gameplay, where they identified a region of the screen most likely to be comfortable to tap, known as the “sweet spot.” Based on this evidence, Reflow takes a spatially-dependent approach to personalizing touch interactions by modifying the position and size of UI elements.
3.2 Adaptive User Interfaces

Some UIs are constructed so that they can automatically reconfigure themselves dynamically depending on usage context. For example, adaptive UIs have been constructed to create alternate layouts for additional contexts [55] and provide accessibility benefits to older adults with motor and cognitive impairments [41]. This functionality can be manually programmed by app developers who expect usage difficulty to occur in certain contexts [22, 32].

Another approach is to define an objective function that measures how well a layout is perceived based on desired qualities [38, 39, 47]. SUPPLE is one example which uses this approach to automatically personalize an interface to facilitate faster access and lower error [15]. This approach has also shown encouraging results for optimizing application mockups for low-vision and motor impaired users [16]. In contrast to this approaches, Reflow uses an objective function that is learned from personalized usage data. Specifically, we construct a neural network that predicts the time required to select on-screen elements based on performance on a calibration task, and our system aims to minimize this predicted value.

The approach by Duan et al. [11] employs gradient descent to optimize UIs with respect to estimated task completion time is most similar to our adaptation technique. In our work, we improve on this approach by: (i) incorporating personalization through user-specific calibration data, (ii) applying constrained optimization to minimize disruptions to the original UI, and (iii) supporting end-to-end optimization of existing mobile app screens. A limitation of many approaches is that they cannot be applied to real-world apps, as they often require the UI to be defined in a certain way (e.g., a layout definition) or implemented using specialized toolkits [15, 16, 20, 54]. Reflow uses a pixel-based approach without having to rely on the applications’ underlying implementation.

3.3 Improving Existing Applications

Adaptive UIs that need to be built from scratch, using specific UI toolkits, and with specific requirements on developers, is severely limiting in practice. It is difficult to get developers to adopt any new UI framework, and this approach does not address the substantial legacy of existing applications not created to support this use. An alternative is to repurpose and augment existing applications. For example, existing UIs can be retargeted to support new modalities [46] or support responsive resizing [21, 52]. Interaction proxies apply runtime modification to existing mobile apps by “repairing” inaccessible or difficult-to-use UI elements [57]. Interaction proxies and other approaches that apply input/output redirection [45] use specialized UI elements to re-render parts of the original UI while maintaining interactivity.

To support a broad range of existing applications by not having to rely on application dependencies or other application metadata, some approaches improve applications only from their pixels (visual appearance). Template-based pixel matching has been used to locate icons or UI elements of interest on a screen to support early screen readers [42] and end-user scripting [53]. Similarly, Prefab enables custom interaction techniques (e.g., target-aware pointing) for desktop applications through pixel-based identification of user interface elements [10]. An important contribution of the Reflow system is to demonstrate how UI refinements supporting better touch interaction can be made to existing mobile UIs directly from their pixels.

4 REFLOW

Reflow is an end-to-end system that produces a refined UI from an original app’s screenshot. Reflow’s operations occur in several stages (Figure 3). First, the user is asked to perform a calibration task, which is used by Reflow to construct a difficulty map characterizing areas of the screen which may be hard-to-reach. During runtime, an element detector
is used to extract the layout of an existing app screen. This layout is then optimized by repeatedly (i) predicting the selection time for UI elements given the UI layout and user-specific difficulty map and (ii) modifying the layout to minimize this predicted value while respecting stopping conditions designed to detect large disruptions (e.g., overlapping, other constraints). Finally, the refined layout is re-rendered into a refined graphical user interface, where it can be presented to the user and made interactive.

4.1 User Calibration

4.1.1 Calibration Task. To characterize the areas of the screen that are hard-to-reach for a user, we designed a one-handed calibration task that a user performs when first enabling the feature. We focused on one-handed touch interactions because these motor activities are more likely to cause selection challenges in user interfaces, particularly given the limited range and flexibility of the thumb \cite{3, 9, 35}. Users were asked to select on-screen targets, and the system recorded the (i) selection time and (ii) selection error (i.e., difference between the target position and recorded tap position). These targets were uniformly spaced in a 4x8 grid, with a single, randomly selected target highlighted at a time. After a target was selected, the next one was not immediately displayed; instead, it was delayed for the remainder of a timeout value. This was done to allow the finger to return to a “rest position” after selection and reduce the influence of the previous target’s location on the finger’s starting position. We set the timeout value to 3 seconds, based on our early observations and estimation of how long this process would take.

We conducted a data collection study with 10 participants (7M/2F/1 prefer not to disclose, ages 22-40, recruited within our organization) to characterize the input error for users and to initialize our system. We performed data collection remotely using video conference software. Participants were asked to install an app on an iPhone, which was needed to run our software. 4/10 of our participants used an iPhone Xs, 2/10 used an iPhone 11, 3/10 used an iPhone Xs Max, and 1/10 used an iPhone 11 Pro. Users were asked to hold their device with one hand and tap on targets using the same hand that they were holding the device with.

During the study, participants were asked to select targets placed at different locations on the screen. In total, the study required less than 30 minutes and included both a practice and evaluation session. 9/10 participants held the phone in their right hand.
Fig. 4. A user taps a location on the screen by lowering a finger from a starting position \( p_i \) (A) to a target location on the screen \( p_t \) (B), whose path is shown as a dark gray dotted line. The circles represent region on the screen where the finger is expected to land given the current position. As the finger descends towards the screen, the circle shrinks, as the user “hones in” on the target location. The user’s finger makes contact with the screen at \( p_f \), which is a distance \( r_f \) away from \( p_t \) (B).

Fig. 5. An example of a difficulty map generated by our user calibration process. Data from the calibration task is first used to compute input error (Left) and selection time (Center) independently. We combine these two measurements to produce the “adjusted error”, or difficulty map (Right).

4.1.2 Difficulty Map. Using calibration data from each user, we generated a personalized difficulty map [34] that estimates the relative difficulty of accessing any on-screen location (including locations between two of the original calibration points).

We calculated difficulty by combining two measurements from the calibration data: (i) input error and (ii) selection time. We introduce a procedure to “normalize” the raw error measurements by selection time. Our procedure is based on the intuition that if a user selects two targets with equal accuracy (i.e., equal input error), the one that took longer to select (i.e., higher selection time) is more difficult. We refer to this computed value as the “adjusted error”, and it represents an estimation of input error given a constant selection time. In other words, if a user was only given one second to select anywhere on the screen, what is the error we would expect for a given location? Our approach is...
informed by prior work which suggests that selection-based interactions experience a tradeoff between speed and accuracy [30].

Our computation of adjusted error is based on the standard Fitts’s law equation. Figure 4 shows a user’s finger, initially located at $p_i$ (i.e., resting position), selecting a target located at $p_t$, which is located a distance $A$ away.

$$t = a + b \cdot \log_2(A)$$

If the resting position $p_i$ is assumed to be constant for a single user (which previous research has shown is plausible [26, 33]), we can estimate its location as a model parameter. To do this—in addition to the standard Fitts’ model parameters $a$ and $b$—we also learned $p_i$ by fitting Equation 1 to a dataset of pairs $(t_i, p_f)$ using non-linear ordinary least squares. The initial value of $p_i$ was set based on the resting location area identified in previous work [26], and we constrained the position of $p_i$ so that it lies at most 5 inches above the device screen (a reasonable upper bound for the thumb’s distance to the screen when holding a smartphone) and within the screen’s x-y bounds.

To estimate the error magnitude $\epsilon$ at a constant time $t_n$, we solve the following system of equations, where $a$ and $b$ are from the Fitts’s model, and $d$ is the distance the finger has traveled at $t_n$.

$$\begin{align*}
((A, r_f, 1) \times (0, r_i, 1))(d, \epsilon, 1)^T &= 0 \\
n \cdot b &= 2 m a \\
\epsilon &= \frac{(r_f - r_i) \cdot d}{A} + r_i
\end{align*}$$

Using this procedure, we compute the adjusted error at each of the original calibration points (4x8 grid), then fit a bivariate polynomial (similar to a 2-D spline) to interpolate values in between.

To summarize, the output of the user calibration step is a function that returns the adjusted error for any location on the screen. The adjusted error at location $(x, y)$ is an estimate of the offset of where a user’s touch would land if given $t_n$ seconds to tap a target located at $(x, y)$.

### 4.2 Element Detection

In this stage, Reflow extracts the locations of on-screen UI elements using a CNN-based object detector and grouping heuristics [56]. We performed additional post-processing on the output of the object detector to further improve performance. First, we removed any detection that overlaps (by keeping the one with the higher confidence) or contains another (if a detection contains a text element, then the container is removed; otherwise, the children are removed). The resulting layout contains no overlapping elements. Because the downstream re-rendering stage (Section 4.4) involves cropping and moving image patches, the quality of element bounding boxes identified in element detection have affect the quality of the final output. We employed a heuristic that refines the positions of bounding box edges by repeatedly (i) computing the mean color of the pixels of each edge, (ii) selecting the edge whose mean color is most dissimilar from the others, (iii) adjusting its value by a small increment in the direction of improvement.

The output of the element detector is the UI layout of the original screenshot: $\Theta = \{\theta_1, \theta_2, \ldots, \theta_n\}$ where $\theta_i = [x, y, w, h]$ describes the location and size of the $i$-th bounding box.

### 4.3 Layout Optimization

#### 4.3.1 Neural Scoring Model

Using a difficulty map, we estimated the error a user would experience when selecting individual elements of the UI. For a given app layout we define a scoring function $S(\Theta)$ which quantifies how likely the
Fig. 6. The architecture for the neural scoring model used for scoring a UI screen given a spatial map of error. The network encodes the layout of UI elements using a bidirectional RNN and encodes the spatial difficulty map using the coefficients of a 2-D polynomial function fitted to the calibration points. These encoded representations are combined and fed into a feedforward network.

user is able to successfully select each element in the screen. We define the scoring function as

$$S(\Theta) = \sum_{\theta \in \Theta} \iint_{R_\theta} P_\theta \, dA$$

(4)

where $P_\theta$ is the predicted distribution of where the user’s finger will actually land when attempting to click the middle of an element $\theta$. To estimate $P_\theta$, we centered 2-D Gaussian on the center of UI element $\theta$ and set its covariance based on the adjusted error at that location. We compute $S(\Theta)$ using Monte Carlo integration. For each UI element, $n$ samples are drawn from the 2-D Gaussian parameterized by the adjusted error at its center. We set $n = 30$ based on empirical observations of how many samples were needed for consistent results. We scored a screen by counting the number of true positives over total number of points.

To further improve upon the speed and efficiency of our UI scoring function, we used a neural network to learn the result Monte Carlo scoring function. Our model architecture (Figure 6) consists of an LSTM-based UI layout encoder [11, 28] and a difficulty map encoder. Because we parameterize the difficulty map as a model input, it allows for personalization at runtime—allowing re-calibration and removing the need to retrain the network for every new user.

We trained our neural scoring network on two datasets. The first was a large annotated dataset of 77,000 iOS app screens introduced in prior work [56]. The second dataset consisted of spatial difficulty maps collected from our user calibration dataset. Because the second dataset is relatively small, we augmented it by introducing perturbations and randomly generated difficulty maps. The network was trained by randomly selecting an application screen and a spatial difficulty map and computing the score using our Monte Carlo algorithm, which was used as the ground truth. We trained our network using stochastic gradient descent until the validation loss stopped improving.
Fig. 7. An email app (“Original”) is optimized using four different spatial difficulty maps (“A”, “B”, “C”, “D”). The result of the optimization process moves UI elements away from regions of higher relative difficulty (red) to lower relative difficulty (blue). Depending on the direction of error where an element is located, it may be stretched horizontally or vertically.

4.3.2 Layout Optimization. To optimize a UI layout, we use predictions from our neural scoring model to make modifications that reduce expected interaction difficulty. One benefit of our model is that it is differentiable (since it is a neural network) and thus, given an initial screen layout and its corresponding score, we can use gradient-based optimizer [23] to find an improved layout with a better score. In service of our refinement approach to UI adaptation, we guide optimization and stop the process if disruptive changes are detected.

First, we add a regularization term that penalizes layouts that are proportionally dissimilar to the original. This regularization term is defined as the cosine distance ($D_{C}$) between the pairwise $L_1$ displacements of each UI element ($\phi(\Theta)$). This does not penalize the layout for increasing in size but attempts to maintain relationships between neighboring UI elements.

Next, we add “corrective procedures” after each optimization step to guide the optimization of certain properties (e.g., size and element). We clamped element parameters to ensure they stay within a certain range and to prevent elements from becoming too small or large. We also use a routine that detects overlapping regions and resolves them by moving overlapped elements further apart. The overlap removal algorithm repeatedly tries to find intersecting region between pairs of UI elements, and if one exists, shifts them apart in the axis of least overlap. This process is repeated until no more overlaps are detected or a max number of iterations is reached. Despite our precaution, the final UI may still appear to contain overlaps due to inaccurate element detection (e.g., detection bounding box does not fully enclose element or includes multiple elements) and artifacts introduced by our re-rendering process.

Finally, we implemented an early stopping condition that is triggered when the overlap removal algorithm detects overlaps that are unresolvable, that is, overlaps that cannot be resolved by moving elements further apart.

Figure 7 shows examples of our algorithm’s output for an email app optimized using different difficulty maps.

4.4 Re-rendering

Using the refined UI layout produced by layout optimization, we produce artifacts that are needed for end-user interaction: (i) visual representation of the UI (UI screenshot) and (ii) mapping between the original and refined UIs, needed for input redirection [45, 57].
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4.4.1 Layout Renderer. We use the refined UI layout and re-render the UI back into a visual representation. First, Reflow outputs a mapping between regions of the original UI and the refined UI. This mapping can be used to update the interactive regions of the UI using input/output redirection methods [45, 57] (e.g., clickable bounding box a button is updated to reflect its new optimized position). To align the screen’s visual appearance with the updated regions, image patches from the original screen are translated and resized to their new locations.

4.4.2 Post-processing. We use several post-processing strategies to preserve relevant aesthetic qualities (i.e., legibility of text). We briefly describe three such techniques we used, which improve the legibility of: (i) background areas, (ii) text, and (iii) image content.

Image Inpainting. Moving and resizing elements can result in “holes” so we employ an inpainting technique to generate visually plausible replacements. We experimented with many different inpainting algorithms [2, 4, 48], and found that most methods produced results of similar visual quality, since inpainted regions are unlikely to contain complex textures or structural features (most visual content is contained inside of the UI elements themselves). Our implementation uses flow-based inpainting algorithm [4] included in the OpenCV library [8].

Content-Aware Resizing. Because standard rescaling methods can distort elements (Figure 8), our system uses an optimized method for resizing these regions. We first create an image canvas with the target region’s size. The source image patch resized (retaining the original aspect ratio) to maximum size fits within the target dimensions. Leftover space is filled using image inpainting.

Text Re-rendering. We explored a method specifically for resizing and replacing text (e.g., translation example application). Our approach to resizing text involves detecting and extracting text using optical character recognition (OCR), re-rendering the text with the correct background and foreground colors, then inserting the result at the target location. We used an off-the-shelf OCR system that recognizes text from images [44]. We estimated the original text’s font size by rendering it using a known font and comparing its dimensions to the size of the original image patch. Background and foreground color are extracted from the original image patch by performing k-means clustering on the pixels and extracting (i) the largest cluster (background color), and (ii) the cluster which is furthest away from the background color in pixel space (foreground color). We created an image
patch corresponding to the target dimensions and rendered the text with the correct foreground and background colors.

4.5 Prototype Implementation

For the purposes of our prototype, the Reflow system was implemented on a remote server. Screenshot images are sent from the iOS device to the remote server, which returns a re-rendered screenshot image that contained the UI refinements. For purposes of the user study (described next), the re-rendered screenshot is displayed to the user and touch events are recorded, which allowed us to conduct our user study. Prior work has demonstrated how such a re-rendered graphical UI could be used in a more advanced proxy setup to control the original underlying mobile app, which is how we imagine it would be used with existing applications in practice. We leave that implementation, and some difficult details (e.g., handling scrolling GUIs) to future work.

5 USER STUDY

5.1 Procedure

We empirically evaluated the performance of our system through a 45-minute user study. We recruited 10 participants (5M/4F/1 Prefer not disclose, ages 24-36) within our organization. Similar to how we collected data in the calibration task (Section 4.1), we conducted our usability study remotely using a specialized data collection app and video conferencing software. The breakdown of devices used by our participants were: 1/10 iPhone X, 5/10 iPhone Xs, 1/10 iPhone XR, 1/10 iPhone Xs Max, 1/10 iPhone 11, 1/10 iPhone 11 Pro. 8/10 participants held the phone using their right hand.

The usability study consisted of two phases, a calibration phase and a navigation phase, which included a practice session. During calibration participants performed the user calibration task, which was used to generate personalized difficulty maps. Participants were then given a short 5 minute break. During the navigation phase, participants were presented with a series of app screens with a target UI element that was highlighted. Participants were instructed to select the target element, which brought them to the next screen.

We chose 3 apps where users had to navigate through a total of 5 screens each (Figure 9). 3 apps were chosen to constrain the study design to fit under our time constraints, and we selected default applications on iOS that users are likely to be familiar with, since they come pre-installed. All of these apps and screens were outside of the training set used to train our scoring model. For each of the screens, we used our system (running on a remote server) to optimize its layout using the user’s difficulty map generated during the calibration phase.

5.2 Results

Table 1 shows the results of our user study. We report both screen (time taken to navigate a single screen) and app (time taken to navigate all screens in an app) interaction times. For both, Reflow’s refinements resulted in an average of 9% faster navigation. This speed-up was significant for screen-level navigation ($T = 2.76, p < 0.01$, Cohen’s $d = 0.23$) and approached significance for app-level navigation ($T = 1.99, p = 0.06$, Cohen’s $d = 0.38$), due to small sample size for apps. The small–medium effect size suggests that refinements lead to small, but significant improvements to interaction speed [25].
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Fig. 9. A gallery of app screens optimized by Reflow. For the apps used in the User Study, we only show the first and last screens of each app (each app has 5 screens). As was our intention, most changes by our system were conservative (resulting in little to no changes) and aimed at minimizing any negative effects introduced by drastic changes. Some text (e.g., email address) is redacted in black.
### Table 1. Navigation Time Results from our User Study

| Screen      | Original | Reflow | App          | Original | Reflow |
|-------------|----------|--------|--------------|----------|--------|
| Books       | 1.1 ± 0.4| 1.0 ± 0.3| 4.2 ± 1.0   | 3.9 ± 0.9|
| Clock       | 1.1 ± 0.6| 1.0 ± 0.5| 4.4 ± 1.5   | 3.8 ± 1.3|
| Photos      | 1.2 ± 0.5| 1.0 ± 0.4| 4.7 ± 1.4   | 4.1 ± 1.1|
| Overall     | 1.1 ± 0.5| 1.0 ± 0.4| 4.4 ± 1.3   | 4.0 ± 1.1|

Navigation times from our user study. Values shown are the times (M ± SD) needed to navigate a single screen. We report results for both per-screen and per-app navigation. Screen navigation refers to the time taken to advance one screen, while app navigation refers to the time taken to complete all screens for the app. For both measurements, Reflow’s refinements resulted in 9% faster navigation, on average.

#### 5.3 Post-study Improvements

The results from our user study demonstrate the feasibility of our scoring model to optimize the layout of existing UIs. Based on impromptu feedback from three participants during the study and our observations on how users interacted with Reflow, we made some improvements to further minimize the amount of disruption to the original UI. Specifically, participants commented that the adaptation process affected the ordering of elements (e.g., an element was moved past an adjacent neighbor) and caused controls in UI structures navigation bars became mis-aligned. We implemented additional heuristics to extract these constraints from the UI and used them further guide the optimization process.

**Constraint Extraction:** Our approach maintains a list of constraints represented as equations and tests them against pairs of elements in the layout to determine if they hold. We check for two types of constraints: *(i)* relative positioning and *(ii)* alignment.

The enforcement of relative positioning ensures, for example, that if an element A was to the left of another element B, it remains to its left. Relative positioning is represented using a multi constraint described by the following equation.

\[ x_i + w_i \leq x_j \]  

(5)

To reduce the number of relative constraints generated by our approach (making optimization more efficient), we remove redundant relationships through transitive reduction. For example, if A is left of B and B is left of C, the relative positioning of A and C is implied and can be omitted as an explicit constraint.

Alignment constraints require that some part of two elements are arranged on the same line. We consider 3 types of alignment between elements: *(i)* beginning alignment, *(ii)* center alignment, and *(iii)* ending alignment. These three types are computed for both the x and y dimension, resulting in a total of six possible element alignments. Note that most interface builders may also allow mixing of these types e.g., the left edge of element A is aligned with the center of element B. For simplicity, we omit these.

Because our UI element detector introduces a small amount of error in the bounding boxes, exact computation of alignment (e.g., computing \( x_i = x_j \)) would be inaccurate, leading to many undetected constraints. Thus, we allow alignments to be met inexact using slack variables. We consider three types of alignment: beginning alignment, center...
alignment, and end alignment.

\[
x_i + \epsilon_i = x_j + \epsilon_j \quad \epsilon_i \geq 0, \epsilon_j \geq 0
\]

\[
x_i + w_i + \epsilon_i = x_j + w_j + \epsilon_j \quad \epsilon_i \geq 0, \epsilon_j \geq 0
\]

\[
x_i + \frac{w_i^2}{2} + \epsilon_i = x_j + \frac{w_j^2}{2} + \epsilon_j \quad \epsilon_i \geq 0, \epsilon_j \geq 0
\]

(6)

**Constrained Optimization:** We used the non-convex optimization technique introduced by Platt and Barr [40] to augment our original layout optimizer. Specifically, we added the heuristically extracted constraints as “secondary functions” of the main objective function (i.e., minimizing expected difficulty) that the optimizer aims to minimize. Note that while this technique allows the consideration of constraints, it does not guarantee that they will be met in the final solution.

### 6 HEURISTIC EVALUATION

#### 6.1 Procedure

To determine the acceptability of our improved system and to obtain qualitative feedback, we conducted a heuristic evaluation as described in Nielsen [37]. Heuristic evaluation has been previously been used as a design-centered analytic evaluation for user interfaces [1, 31]. In a heuristic evaluation, expert evaluators examine the interface or aspects of the interaction to identify usability problems. Nielsen [37] recommends the use of around three to five evaluators, so we contacted 10 people in our organization, in anticipation that some would be unavailable. 6 experts (3M, 3f) from different backgrounds (3 designers, 3 accessibility experts) agreed to participate and provided diverse feedback. Recruitment was done via convenience sampling—we reached out to potential evaluators using our organization’s messaging software. All of our evaluators had multiple years of experience in their field and five had doctoral degrees in their respective areas of specialization.

The heuristic evaluation was conducted online, and evaluators were sent a link to the evaluation materials. The link first gave a brief description of Reflow and the evaluation task. Evaluators were instructed to watch a video clip that showed four usage scenarios (e.g., while walking or holding a shopping bag with one hand) where a user interacted with app UIs. Original and adapted versions of the UI were overlayed on the video and allowed evaluators to assess different qualities of the UI in context. Evaluators could pause and replay the video as many times as they needed during the evaluation to more closely inspect aspects of the UI and usage scenario.

We provided a questionnaire with a set of UI heuristics for them to evaluate, informed by prior work on layout usability [43, 49]. We removed heuristics (e.g., color harmony) that were not applicable to Reflow and settled on the following: alignment, selection time, visual clutter, saliency, and element grouping. For each heuristic, we provided a brief description and asked evaluators to rate adherence using a 5-point Likert scale for comparison (“Significantly Worse (1)” to “Significantly Better (5)”). We also asked evaluators to provide rationale for their ratings and encouraged elaboration on the positive and negative aspects on the layout changes introduced by Reflow.

#### 6.2 Results

Table 2 shows each evaluator’s 5-point Likert-type item responses. Overall, the results of the heuristic evaluation confirm that Reflow improves touch efficiency while minimally disrupting the user experience. We summarize the feedback from our evaluators along each of the heuristics.

**Alignment:** Heuristic. Alignment refers to the internal alignment of elements with each other. Evaluation. Most evaluators agreed that Reflow’s refinements slightly impacted alignment. While our improved layout optimizer does
Table 2. Relative Likert Scores for Heuristic Evaluation

| Heuristic        | AX E1 | AX E2 | AX E3 | AX E4 | AX E5 | AX E6 | DS E4 | DS E5 | DS E6 |
|------------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Alignment        | −1    | −1    | −1    | +1    | −1    |       |       |       |       |
| Selection Time   | +1    | +1    | +1    | +1    | +1    |       |       |       |       |
| Clutter          | −1    | −2    | −1    | +2    | −1    |       |       |       |       |
| Saliency         | −1    | +1    | −1    | +1    | −1    |       |       |       |       |
| Grouping         | −1    | −1    |       |       |       | +1    |       |       |       |

Expert evaluations from heuristic evaluation. Ratings are normalized to show deviation from the neutral option (“About the same (3)”). Positive scores indicate better change and negative scores indicate worse change. AX denotes accessibility expert while DS denotes design expert.

detect and account for UI constraints such as alignment, it does not guarantee that these constraints are met. We found that some evaluators’ interpretations of “alignment” included aspects such as spacing (not explicitly handled by our system) as well as edge alignment (handled by our system) (E3AX). Nevertheless, E2AX observed that some layouts “probably could change more without hurting understanding,” indicating that Reflow’s refinements kept semantic relations are kept intact.

**Selection Time:** *Heuristic*. Selection time refers to the time needed to select the target element. Since the evaluators did not directly operate each UI, we asked evaluators to estimate the selection time from the relative positioning of elements (*i.e.*, as in previous work [43, 49]. Evaluation. Feedback from our evaluators mostly indicated that our adaptations allow for more rapid selection times during use, but evaluators expressed some uncertainty as they were estimating purely from visual appearance (E1AX, E3AX). We did indeed empirically measure selection times from our user study (Table 1), and our expert’s estimates are consistent with our findings. E5DS pointed out that our system allowed faster interaction “without having to use reachability” and would “certainly save time,” since performing the Reachability gesture (Section 2) would require more time than using Reflow.

Taken together with other feedback (comment by E2AX on alignment), this suggests that supporting manual adjustment of optimization levels may help Reflow better serve users with differing goals—either prioritizing selection time or preserving aspects of the original UI (*e.g.*, alignment).

**Visual Clutter:** *Heuristic*. Visual clutter refers to how confusing a display is. The more cluttered a display, the more difficult it is for an element to catch a user’s attention *Evaluation*. E2AX pointed out that movement of semantically-important elements contributed to confusion. There was some level of disagreement between evaluators (E3AX, E5DS), which was in part influenced by different interpretations of the heuristic. For example, E3AX attributed the higher levels of visual clutter to “worse alignment, unexpected/unintuitive negative space, and overlapping elements,” indicating the consideration of multiple factors such as alignment, spacing, and overlap.

**Saliency:** *Heuristic*. Saliency refers to the degree to which important elements are more likely to catch the attention of the user. *Evaluation*. Evaluators suggested that our system’s modifications did not induce significant changes in saliency, which is desirable since a large saliency change would imply a violation of design intent. E3AX indicated that the refinement process only resulted in “subtle changes” and did not make a single element any more or less salient.
than the others. E2AX noted that size refinements, which allows elements in “difficult areas” to be selected more easily, positively impacted the saliency of small items by enlarging their tap targets; however the same behavior was viewed negatively by E1AX: “the adaptations didn’t have much impact on saliency, so I almost selected about the same, but I noticed that the tabs have increased size so they may be over-emphasized.”

**Element Grouping: Heuristic.** Elements that are clustered near each other are perceived as a unified object. Evaluation. Element grouping was also minimally affected by Reflow’s refinement process. While evaluators generally agreed that element grouping remained “about the same” (E2AX, E4DS, E6DS), some pointed out instances where the adjustment of element spacing led to ambiguity: “on the 4th screenshot pair, the inbox and arrows have scrunched down too closely to the App Store and To field, leaving not enough separation” (E1AX).

### 7 DISCUSSION

#### 7.1 Flexible Personalization through Difficulty Maps

An architectural decision choice we made in Reflow was to parameterize the difficulty map as an explicit input to the neural scoring model (Figure 3). Doing so has a number of advantages.

Difficulty maps are the key mechanism through which we enable personalization, because they allow users to recalibrate their touch interactions without having to retrain the neural scoring model for every user. Having to retrain a model for every user is not practical, especially if the retraining must be done on a mobile device.

An second advantage of parameterizing difficulty maps is that Reflow can be easily extended to other types of interactions. While our studies evaluated one-handed touch interactions, the Reflow is not restricted to this. Difficulty maps can also be constructed to support reachability, handedness, motor impairments, or other touch accommodations needed to support users. Difficulty maps can even go beyond touch interactions, for example, when using a pen input or other pointing device. Once a mode of interaction is translated to a difficulty map, the rest of the Reflow architecture can take advantage of this—without requiring any changes the remaining stages in the Reflow pipeline.

Finally, difficulty maps make it possible to offer users a set of pre-defined profiles for common touch interaction scenarios. Pre-defined maps could cover scenarios such as one-handed usage and allow many users to benefit from adaptation without having to perform manual calibration. Should these pre-defined maps not support the user, they can always fallback to performing a quick calibration to construct a personalized difficulty map.

#### 7.2 Design Space between Touch Efficiency and Layout Preservation

Reflow applies refinements—small UI adaptations that minimally disrupt the UI layout—as a design choice for performing layout optimization. Our heuristic evaluation validates that this decision choice as an appropriate one. However, this decision choice is only one possible point across the full design space, which includes a spectrum of trade-offs between improving touch efficiency against preserving the existing layout. Users may have different preferences along this design space.

For example, all evaluators in our heuristic evaluation—except E4—indicated that selection time would be improved by Reflow. E4 desired to see more dramatic improvements to touch interactions, even if this would require Reflow to make more substantial disruptions to the layout. In contrast, E3 disliked the clustering that resulted from Reflow’s layout optimization. Users such as E3 may find it acceptable to have fewer touch improvements, if this would result in smaller layout disruptions.
One possibility is to give users more control over this design space. Consider a slider control that allows the user to select points in the design space between maximizing touch interaction efficiency, minimizing layout disruption, or some balance in between these two extremes. Users may also want to selectively enable or disable specific types of optimizations, for example, they may prefer not to allow the size of UI elements to change. Users may even have different preferences between applications, with varying expectations about layout disruption for the different applications.

7.3 Opportunities for Reflow

Through our prototype implementation and experiments, we identified opportunities and future work for Reflow, including (i) extracting and incorporating screen semantics, (ii) improving interaction fidelity, and (iii) studying the effect of applying refinements over time.

7.3.1 Extracting Screen Semantics. Several of these opportunities involve addressing existing limitations of Reflow. First, the set of constraints that we automatically extract should be extended to support those available in conventional UI authoring tools, such as vertical and horizontal alignment guides, distributing vertical and horizontal spacing, and resizing elements across axes. Including these constraints and inference techniques [6, 21, 24, 29] in Reflow would further minimize layout disruptions. Currently, Reflow internally represents UIs as a list of bounding boxes, but the limitations of this approach are that it is unable to capture semantic relationships between elements during inference. Because of this restriction, Reflow currently treats a list of \( n \) UI elements as \( n \) unrelated UI elements, which is potentially a lost opportunity for layout optimization.

7.3.2 Improved Interaction Fidelity. Reflow’s pixel-based pipeline consumes an image (i.e., screenshot) of the current UI as input and also generates an image as output. The refined UI is made interactive by making certain parts of the output image respond to touch events, which can then be forwarded to the original app. While this allows Reflow to be applied to any screen, it may lead to poor performance on screens with dynamic properties such as animated content and scrolling because this behavior cannot be adequately captured in a static screenshot.

One way to extend the current approach to handle these cases is to perform this image-to-image process multiple times per second, thus updating the output as frequently as dynamic behavior occurs. Besides the optimization and performance challenges this entails, repeatedly optimizing single video frames as independent inputs may lead to artifacts such as jitter. An alternative approach is to regenerate the interface from extracted semantics and interfaces, which has previously been applied to web applications [36]. Recent work in pixel-based semantic extraction [14, 52] suggests this may also be possible for mobile UIs.

7.3.3 Extended Evaluation. Finally, a longer-term usage study may reveal more detailed effects of adaptive UIs and, more specifically, our refinements approach. Although our studies demonstrate the effectiveness of refinements for improving touch efficiency, it would be important to evaluate Reflow in longitudinal studies. The benefits of Reflow can only be fully realized through cumulative use: the longer users use Reflow, the more opportunities they have to take advantage of the adapted UIs. As Gray and Boehm-Davis [17] observe—“milliseconds matter”—and even seemingly small improvements add up over frequent and repeated touch interactions.

8 CONCLUSION

In this paper, we introduced Reflow, a system that automatically applies small, personalized UI adaptations—called refinements—to mobile app screens to improve touch efficiency. Reflow supports real-world UIs without any source code.
or metadata dependencies through pixel-based element detection. Reflow optimizes a UI by (i) extracting its layout from its screenshot, (ii) refining its layout, and (iii) re-rendering the UI to reflect these modifications. We conducted a user study with 10 participants and found that UIs optimized by Reflow were on average 9% faster to use. We conducted a heuristic evaluation with 6 experts to elicit qualitative feedback about Reflow and validate that the system’s UI refinements improve selection time while minimizing layout disruption. The results of our work demonstrate that refinements applied by Reflow are a useful UI adaptation technique to improve touch interactions.
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