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1 Introduction to Human Pose Estimation (HPE)

The phenomenon of Human Pose Estimation (HPE) is a problem that has been explored over the years, particularly in computer vision. But what exactly is it? To answer this, the concept of a pose must first be understood. Pose can be defined as the arrangement of human joints in a specific manner. Therefore, we can define the problem of Human Pose Estimation as the localization of human joints or predefined landmarks in images and videos [1]. There are several types of pose estimation, including body, face, and hand (see Figure 1.1), as well as many aspects to it. The rest of this paper will cover them, starting in Section 2 with the classical approaches to HPE and the first Deep Learning based model.

Figure 1.1: These images are examples of the different types of pose estimation. Top left image is an example of body pose estimation [1], while top right image is an example of hand pose estimation [2]. Bottom image is an example of face pose estimation [3].
Deep Learning in HPE and What was Done Before It

Figure 2.1: These are two examples of classical approaches to HPE. (a) Pictorial Structures Model connects rigid body parts together through the use of springs to create a tree-like structure of the entire body [1]. (b) FMP utilizes a mixture of several small non-oriented parts to create a deformable configuration of the body. The picture on the left uses 14 body parts while the one on the right uses 26, demonstrating how this model uses several parts to create the pose estimation [4].

2.1 Classical Approaches to HPE

Deep Learning, which is a type of machine learning that uses artificial neural networks with multiple layers to process complex data, is widely used today for HPE. However, before it was implemented, other methods were being used, as follows:

- **Pictorial Structures Model [1] [5] [6]:**
  - This framework models the spatial correlations of rigid body parts by expressing them as a tree-structured graphical model in order to predict the body joints’ location. These spatial connections are shown through the use of springs, and the parts are appearance templates based on the image. By parameterizing parts using pixel location and orientation, the resulting structure can model articulation. See Figure 2.1a for a visual representation of this model.
  
  - A problem with this approach, however, is that it can't capture correlations between invisible and deformable body parts, meaning the model is prone to errors if not all the limbs of the person are visible. It is also not dependent on image data.

- **Flexible Mixture-of Parts (FMP) [1] [4]:**
  - This approach uses the deformable part models, which are a collection of templates that are matched for in an image and are arranged in a deformable configuration. Furthermore, each model has global and part templates. The main idea is to use a mixture of small, non-oriented parts as opposed to using a family of warped, meaning rotated and foreshortened, templates. The reasoning for this has to do with the variation in how limbs appear and changes in viewpoint.
Figure 2.2: Shown here is a side-by-side comparison of the Pictorial Structures Model (left) and FMP (middle). Since the Pictorial Structures Model uses warped templates, there are few body parts that are oriented and big in size, as shown in the top right and left photos. FMP, however, uses more body parts that are not oriented and are smaller in size, which is why their appearance varies by location, as shown in the middle and bottom right photos [4].

- FMP simultaneously captures spatial relations between part locations and co-occurrence relations between part mixtures, leading to pictorial structure models that encode solely spatial relations. Through dynamic programming, the models share computation across similar warps, making this approach not only significantly fast, but also highly efficient. Additionally, they model an exponentially-large set of global mixtures through the composition of local part mixtures in order to learn notions of local-rigidity, as well as capturing the effect of global geometry on local appearance, meaning the appearance of parts varies across different locations. See Figure 2.1b for a visual representation of this model and Figure 2.2 for a comparison between it and the Pictorial Structures Model.

- FMP is able to express complex joint relationships well, hence why it can model articulations well too. However, it has its problems, which include limited expressiveness and no consideration for global context.

- **Edges, color histograms, contours, and histogram of oriented gradients** were other features that were applied to early works of HPE and served as the main building blocks of different classical models to determine accurate locations of body parts [5].

General problems with classical approaches include poor generalization and inaccurate body parts detection. So, Deep Learning was implemented to resolve these issues [5].
2.2 DEEP LEARNING IN CONVOLUTIONAL POSE MACHINE

A pose machine consists of a sequence of multi-class predictors that are trained to predict the location of each part in each level of hierarchy. It also has an image feature computation module and a prediction module, both of which can be replaced by a convolutional architecture allowing for both image and contextual feature representations to be learned directly from data. This idea is what led to Convolutional Pose Machine (CPM), which is the first Deep Learning-based pose estimation model [6].

CPM is fully differentiable, which allows its multi-stage architecture to be trained end-to-end using backpropagation, an algorithm used for training feedforward neural networks. Additionally, its sequential prediction framework that consists of convolutional networks and learns implicit spatial models utilizes larger receptive fields on the belief maps from previous stages, which assists with learning the long range spatial relationships between parts and results in improved accuracy due to increasingly refined estimates for part locations in the later stages (see Figure 2.3) [6] [7] [1]. The problem of vanishing gradients, which is when backpropagated gradients diminish in strength as they are passed through many layers of the network, is addressed through intermediate supervision after each stage [7].

Figure 2.3: This is a sequential architecture across several stages using convolutional networks, spatial context from belief maps, and large receptive fields to create increasingly refined estimates for body part predictions, which in this case is the right elbow [6].

Figure 2.4: This picture is the architecture of a CPM with any number of stages from the paper "Convolutional Pose Machines" [6]. (a) and (b) show the pose machine, (c) and (d) show corresponding convolutional networks, and (e) shows the effective receptive field on the given image.
The first stage of CPM predicts part beliefs using just local image evidence by using a deep convolutional network consisting of 7 total convolutional layers. The belief maps created from this stage are added to the inputted data before being processed by a few convolutional layers. Towards the later stages, the effective receptive field is increased to help improve accuracy [7]. See Figure 2.4 for an overview of the architecture of CPMs.

Overall, this approach allows for the architecture to learn both image features and image-dependent spatial models for prediction tasks without the need for graphical model style inference [6].
3 Accuracy and Metrics

3.1 Definition of Accuracy and Concept of Metrics

The definition of accuracy is the evaluation of machine learning models by calculating the performance value of their algorithms [8]. There are many evaluation metrics used to do these calculations, which are described in Subsection 3.2. The reason for this is because there are many features and requirements that need to be considered when looking to evaluate the performance of a human pose estimation model [9]. So, in other words, the accuracy of a model is defined by using metrics, meaning metrics are a way to quantify the accuracy of the models.

3.2 Different Metrics Used in HPE

As stated earlier, there are several metrics used to evaluate the performance of HPE models. Listed below are a few of them:

- **Intersection Over Union (IoU)** [10]: This is a metric that finds the difference between ground truth annotations and predicted bounding boxes. Removes any unnecessary boxes based on the threshold value assigned, which is typically 0.5

- **Percentage of Correct Parts (PCP) and Percentage of Detected Joints (PDJ)** [9] [8]: PCP is a metric that is not as commonly used now, but its purpose was to report the localization accuracy for limbs. This is determined when the distance between the predicted and ground truth joints is less than a fraction of the limb length, which is between 0.1 and 0.5. If the threshold is 0.5, the PCP measure is referred to as PCP@0.5. A higher PCP measure means better performance. A limitation to this metric, however, is that it is inaccurate for limbs with short length. Because of this, PDJ was implemented, which follows the same logic as PCP; if the distance between the predicted and true joints is within a certain fraction of the torso diameter, the joint is viewed as correctly detected. The use of this metric means the accuracy in determining all joints is based on that threshold.

- **Percentage of Correct Keypoints (PCK)** [9]: This metric is used to measure the accuracy of localization of different keypoints within a certain threshold. It is set to 50% of the head segment length of each test image. Tying back to PDJ, when the distance between the detected and truth joints is less than 0.2 times the torso diameter, it is referred to as PCK@0.2. The higher the PCK value, the better the performance.

- **Average Precision (AP)** [9] [11] [12]: AP measures the accuracy of keypoint detection according to precision, which is the ratio of true positive results to the total positive results. In other words, how accurate are the predictions. Therefore, the AP metric is the precision averages across all recall values between 0 and 1 at various IoU thresholds.
  - **Mean Average Precision (MAP)** [9] [11] [12] is the mean of average precision over all classes at multiple IoU thresholds across the whole model.
• **Average Recall (AR)** [9] [11] [12]: AR measures the accuracy of keypoint detection according to recall, which is the ratio of true positive results to the total number of ground truth positives. In other words, how much of all the true positives were found by the model. Therefore, the AR metric is the recall averages across all recall values between 0 and 1 at various IoU thresholds.

  – **Mean Average Recall (MAR)** [9] [11] [12] is the mean of average recall over all classes at multiple IoU thresholds across the whole model.

• **Object Keypoint Similarity (OKS)** [8] [13]: This metric is the average keypoint similarity across all object keypoints. It is calculated based on the scale of the subject and the distance between predicted and ground truth points. The scale and keypoint constant is required to give equal importance to every keypoint. Every keypoint is given a similarity value from 0 to 1, and OKS is the average of all these values across all the keypoints. This metric also helps with finding AP and AR.

• **Mean Per Joint Position Error (MPJPE)** [9]: This is the most widely used metric for 3D HPE. Calculated by using the Euclidean distance between the estimated 3D joints and the ground truth positions as follows:

\[
MPJPE = \frac{1}{N} \sum_{i=1}^{N} \| J_i - J_i^* \|_2,
\]

where \( N \) is the number of joints, \( J_i \) and \( J_i^* \) are the ground truth position and the estimated position of the \( i_{th} \) joint, respectively.
4 Standards and Categorization for Human Pose Estimation

4.1 Table of Standards

Standards in HPE refer to the number of landmarks used to carry out the estimation, meaning the number of human joints or predefined landmarks needed to be localized. This number varies by the type of pose estimation being done and by the method itself. Table 4.1 lists a few methods for body, face, and hand pose estimation each, as well as the corresponding number of landmarks they used. See Figure 4.1 for examples of the same type of pose estimation that vary in the number of the landmarks used.

| Method/Source Name               | Type of HPE | Number of Landmarks |
|---------------------------------|-------------|---------------------|
| HPE OpenCV Github [14]          | Body        | 18                  |
| Lightweight OpenPose Multi-Person HPE [15] | Body        | 18                  |
| Whole-Body HPE in the Wild [16] | Body        | 23                  |
| BlazePose [17]                  | Body        | 33                  |
| Whole-Body HPE in the Wild [16] | Face        | 68                  |
| CNN Facial Landmark Github [18] | Face        | 68                  |
| Facial Keypoint Detection Github [19] | Face        | 68                  |
| MediaPipe Face Mesh [20]        | Face        | 468                 |
| Whole-Body HPE in the Wild [16] | Hands       | 21 per hand         |
| MediaPipe Hands [2]             | Hands       | 21 per hand         |
| Intro to 2D Hand Pose Estimation [21] | Hands       | 21 per hand         |
| CNN for 3D Hand Pose Estimation [22] | Hands       | 21 per hand         |

As shown in Table 4.1, most of the methods for face pose estimation used 68 landmarks because finding algorithms besides MediaPipe Face Mesh that used a number of face landmarks other than 68 proved to be unsuccessful. However, if methods used one of the face datasets for training that does not label its images using 68 landmarks, then there would have been resulting standards that had a number of landmarks other than 68 besides the MediaPipe Face Mesh method that used 468. Similarly, all the methods for hand pose estimation used 21 landmarks per hand because finding algorithms that used a number of hand landmarks other than 21 per hand proved to be unsuccessful as well. If methods used one of the datasets for training that does not label its images using 21 landmarks per hand, then there would have been resulting standards that had a number of landmarks other than 21 per hand. The different types of datasets in HPE are covered in Section 5.
Figure 4.1: These are examples of body and face pose estimation using a different number of landmarks. The body pose estimation method in (a) uses 33 landmarks [17], while the body pose estimation method in (b) uses 18 landmarks [14]. Likewise, the face pose estimation method in (c) uses 468 landmarks [20], while the face pose estimation method in (d) uses 68 landmarks [19].

4.2 CATEGORIZATION FOR HPE

A way to categorize the different types of pose estimation is based on resolution and the number of landmarks, as this is reflective of the type of pose estimation being done, i.e. hands, face, or body. This approach makes sense due to the properties of these estimations, which will be highlighted when making the categorizations down below.

• First category: low resolution with up to 30 landmarks
  – If there are not many landmarks to be identified, low resolution is sufficient to accomplish this task. This applies to body pose estimation since most cases have around 20 landmarks while some have slightly more than 30, as shown in Table 4.1. Additionally, the problem of occlusion and complex poses that is prevalent in body pose estimation is handled by a large receptive field and does not require high resolution; thus, low resolution is sufficient enough to identify the landmarks [16].

• Second category: high resolution for dense poses
  – If there are a lot more than 30 landmarks that are both large and dense, higher resolution is required for accurate localization of them. Face pose estimation cases typically have 68 landmarks, and one of them has 468, as shown in Table 4.1. Similarly, hand pose estimation has 42 total landmarks, or 21 per hand, as also shown in Table 4.1. In order to accommodate the large quantity and size of their landmarks [16], both these types of pose estimation consequently have the property of high resolution, thus making this categorization applicable to them.
Datasets are an important aspect in machine learning. In order for machine learning models to carry out a task, which in this case is HPE, their algorithms must first be trained and then tested to ensure they are correctly interpreting data in order to accomplish the task. This is done through the use of datasets, which consist of training and testing data. There are several of them for each type of HPE, which are described below. Click on the name of each of the datasets to go to their respective main website.

### 5.1 Body Datasets

- **COCO [23] [9]**: This is the most widely used 2D body dataset, primarily for multi-person HPE. Although it is used for object detection and contains images to help with that, it still has more than 330k images and 200k people labelled with keypoints, up to 17 of them across the whole body, to help with body pose estimation. The first set was released in 2014, but has since been modified. There are 2 versions of the COCO datasets for HPE: 2016 and 2017 COCO keypoints, the difference being the training, validation, and test split.

- **MPII [24] [25] [9]**: This 2D body dataset is used primarily for single person pose estimation. It has around 25k images containing 40k individuals with up to 16 manually annotated body joints; this is different from COCO since that has 17 body joints labelled. The images cover 410 different human activities, such as dancing, running, and hunting, and are labelled with that activity. Each image was taken from a YouTube video and was provided both preceding and succeeding frames that were not annotated, which is another difference from COCO. Additionally, advanced annotations like body part occlusions and 3D torso and head orientations were labelled. Made in 2014.

- **AI Challenger Human Keypoint Detection [26] [27] [9]**: This 2D body dataset is the largest one when it comes to 2D HPE. It has over 300k high resolution, annotated images for keypoint detection (14 keypoints per person), and over 600k testing images. All the images were gathered from internet search engines, and, similar to the MPII dataset, focus on daily activities people do in different poses. The difference is they were not taken from YouTube, and it has two additional features to it: attribute based zero-shot recognition, where the machine learns based on descriptions of objects in the image, and image Chinese captioning, where Chinese captions illustrate the relation between objects in the image. Made in 2017.

- **PoseTrack [28] [29] [9]**: This is a 2D video based body dataset that contains around 1356 video sequences, 46k annotated video frames, and 276k body pose annotations. It is primarily used for multi-person body pose estimation where each person has a unique track ID with annotations, which is up to 15 body keypoints. PoseTrack differs from the other body datasets due to its use of videos instead of images and a different number of body keypoints. Made in 2017.
• **Human3.6M** [30] [9]: This is the most popular and biggest indoor body dataset used for 3D HPE. It contains 3.6 million 3D human poses and uses 3 protocols with different training and testing data splits, as well as 11 professional actors performing 17 activities from 4 different views in an indoor laboratory environment. They are labelled with 24 body keypoints, which is how it differs from the other body datasets, in addition to containing 3D poses instead of 2D. Made in 2014.

5.2 **FACE DATASETS**

• **300W** [31] [32] [33]: This 2D face dataset is a collection of several other datasets, including HELEN, AFW, LFPW, and IBUG, that were labelled with 68 landmarks, meaning 300W labels its images using 68 landmarks too. In total, it has around 4000 training images and 600 test images: 300 indoor face images and 300 outdoor in-the-wild images. They all had different shooting conditions, such as lighting and color, emotions, occlusion, face size, face angles, and number of faces present. Made in 2013.

• **AFLW and related sets** [34] [33]: This 2D face dataset has around 25k face images varying in appearance, such as pose, gender, age, ethnicity, and expression. A difference with this set is that it is labelled with only 21 landmarks and has a higher face shooting angle range compared to 300W. There is a version of this dataset that is relabeled with 68 landmarks known as AFLW-68 but is not used much. Likewise, a dataset known as MERL-RAV also relabeled AFLW using 68 landmarks, where each landmark has an extra visibility label, such as visibility, self-occlusion, and occlusion by other objects. Made in 2011.

• **COFW and related set** [35] [33]: This 2D face dataset is primarily focused on labeling face images that are partially occluded by other objects or the person itself. Consists of around 1.3k training and 507 test images that are labelled with 29 landmarks, which is how it differs from the other face datasets. Similar to AFLW, the test images have also been relabeled into a dataset using 68 landmarks known as COFW-68, which can be used to assess landmark detection quality when different datasets are used to train the network. Made in 2013.

• **WFLW** [36] [33]: This 2D face dataset is one of the most detailed datasets. It consists of a variety of 7.5k training and 2.5k test images; specifically, they have a wide range of emotions, poses, occlusion, blurriness, and lighting conditions. Additionally, they are labelled using 98 densely annotated landmarks, which is also how it differs from the other face datasets. Made in 2018.

5.3 **HAND DATASETS**

• **BigHand2.2M** [37] [38] [39]: This 3D hand dataset is the biggest hand dataset thus far, as it contains 2.2 million depth images of single hands with 21 annotated keypoints by using 10 subjects. Varying the subjects’ position and arm orientation helped to create a diverse set of view points of the hands. The dataset is broken up into 3 parts: 1.5M
frames of schemed poses that cover all the articulations that a human hand can freely adopt; 375k frames of random poses that cover the subjects using their hands to explore the defined pose space; 290k frames of egocentric poses that cover the subjects carrying out 32 extremal poses, which are hand poses where each finger assumes a maximally bent or extended position, combined with random movement. Additionally, since the whole dataset was annotated using kinematic sensors, no objects were held in hands. Made in 2017.

- **GANerated Hand Dataset** [40] [39]: This 2D and 3D hand dataset contains 330k frames that are synthesized hand shapes and have 21 annotated keypoints. Similar to BigHand2.2M, kinematic sensors were used to capture the hand poses. However, what makes them different is GANerated involved artificial objects being held by hands in order to produce hand occlusion. Made in 2018.

- **NYU Hand Dataset** [41] [39]: This 3D hand dataset contains over 72k frames in the training set from a single subject and over 8k frames from two different subjects in the test set. What stands out about this dataset compared to the other hand datasets is that it is an RGB-D one captured from a 3rd person view, in addition to labelling the images by using 36 keypoints. Made in 2014.

- **HandNet Dataset** [42] [39]: This 3D hand dataset is one of the biggest depth datasets. It contains 202k training frames and 10k test frames. This was all made by using kinematic sensors with 5 male and 5 female subjects in order for the dataset to contain different hand sizes. The images were labelled using 6 keypoints. Made in 2015.

### 5.4 Whole Body Datasets

- **COCO-WholeBody** [16] [43]: This 2D whole-body dataset is an extension of the COCO dataset with whole-body annotations, meaning it has manual annotations of landmarks on the entire body, including body, face, hand, and feet, for a total of 133 keypoints (17 for body, 6 for feet, 42 for hands, 68 for face). It has about 130k annotated boxes for each of the two hands and the face, as well as 800k hand keypoints and 4M face keypoints. The set also has 200k images and 250k instances. It is the first dataset with whole-body annotations, as they previously did not exist. Made in 2020.
6 2D VS 3D HPE

As shown in Section 5, there are datasets that contain 3D poses. This is because HPE of all types can also be done in 3D and is not limited to just 2D. Listed below are a few papers and sources for body, face, and hand pose estimation in both 2D and 3D, as well as their year of publication and corresponding GitHub repository [44] [45].

6.1 2D BODY POSE ESTIMATION

| Paper/Source Name | GitHub Repository | Publication Year |
|-------------------|-------------------|------------------|
| EvoPose2D: Pushing the Boundaries of 2D Human Pose Estimation using Neuroevolution [46] | [https://github.com/wmcnally/evopose2d](https://github.com/wmcnally/evopose2d) | 2020 |
| Efficient Online Multi-Person 2D Pose Tracking with Recurrent Spatio-Temporal Affinity Fields [47] | [https://github.com/soulslicer/STAF/tree/staf](https://github.com/soulslicer/STAF/tree/staf) | 2019 |
| Realtime Multi-Person 2D Pose Estimation using Part Affinity Fields [48] | [https://github.com/ZheC/Realtime_Multi-Person_Pose_Estimation](https://github.com/ZheC/Realtime_Multi-Person_Pose_Estimation) | 2017 |

6.2 2D FACE POSE ESTIMATION

| Paper/Source Name | GitHub Repository | Publication Year |
|-------------------|-------------------|------------------|
| Facial-Keypoint-Detection-Udacity-PPB [19] | [https://github.com/ParthaPratimBanik/Facial-Keypoint-Detection-Udacity-PPB](https://github.com/ParthaPratimBanik/Facial-Keypoint-Detection-Udacity-PPB) | 2021 |
| High-Resolution Representations for Labeling Pixels and Region [49] | [https://github.com/HRNet/HRNet-Facial-Landmark-Detection](https://github.com/HRNet/HRNet-Facial-Landmark-Detection) | 2019 |
| How far are we from solving the 2D & 3D Face Alignment problem? (and a dataset of 230,000 3D facial landmarks) [50] | [https://github.com/1adrianb/face-alignment](https://github.com/1adrianb/face-alignment) | 2017 |

1The model uses 2D face datasets, so this is 2D face pose estimation
2This paper discusses both 2D and 3D face pose estimation, so it is included in both the 2D and 3D face pose estimation tables
## 6.3 2D HAND POSE ESTIMATION

| Paper/Source Name                                                                 | GitHub Repository                                                                 | Publication Year |
|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|------------------|
| Attention! A Lightweight 2D Hand Pose Estimation Approach [51]                   | https://github.com/nsantavas                                                     | 2021             |
| Intro to 2D Hand Pose Estimation [21]                                            | https://github.com/OlgaChernytska/2D-Hand-Pose-Estimation-RGB                     | 2021             |
| Nonparametric Structure Regularization Machine for 2D Hand Pose Estimation [52] | https://github.com/HowieMa/NSRHand                                             | 2020             |

## 6.4 3D BODY POSE ESTIMATION

| Paper/Source Name                                                                 | GitHub Repository                                                                 | Publication Year |
|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|------------------|
| VoxelPose: Towards Multi-Camera 3D Human Pose Estimation in Wild Environment [53] | https://github.com/microsoft/voxelpose-pytorch                                    | 2020             |
| Monocular 3D Human Pose Estimation by Generation and Ordinal Ranking [54]        | https://github.com/ssfootball04/generative_pose                                   | 2019             |
| 3D Human Pose Estimation with 2D Marginal Heatmaps [55]                          | https://github.com/anibali/margipose                                             | 2018             |

3After clicking on the link, click on the repository titled "Attention-A-Lightweight-2D-Hand-Pose-Estimation-Approach" to access it
## 6.5 3D Face Pose Estimation

| Paper/Source Name | GitHub Repository | Publication Year |
|-------------------|-------------------|------------------|
| Face Landmark Detection With MediaPipe and OpenCV [57] | https://github.com/BakingBrains/Face_Landmark_Detection | 2021 |
| Multi-view consensus CNN for 3D facial landmark placement [58] | https://github.com/RasmusRPaulsen/Deep-MVLM | 2018 |
| How far are we from solving the 2D & 3D Face Alignment problem? (and a dataset of 230,000 3D facial landmarks) [50] | https://github.com/1adrianb/face-alignment | 2017 |

## 6.6 3D Hand Pose Estimation

| Paper/Source Name | GitHub Repository | Publication Year |
|-------------------|-------------------|------------------|
| Active Learning for Bayesian 3D Hand Pose Estimation [59] | https://github.com/razvancaramalau/al_bhpe | 2021 |
| HandAugment: A Simple Data Augmentation Method for Depth-Based 3D Hand Pose Estimation [60] | https://github.com/wozhangzhaohui/HandAugment | 2020 |
| Learning to Estimate 3D Hand Pose from Single RGB Images [61] | https://github.com/lmb-freiburg/hand3d | 2017 |

4 The code uses MediaPipe Face Mesh, which uses 468 3D keypoints, so this is 3D face pose estimation [56].
5 This paper discusses both 2D and 3D face pose estimation, so it is included in both the 2D and 3D face pose estimation tables.
7 Pose Estimation on Images and Videos

As shown in Section 5, there are datasets that contain videos as part of training and testing the models. This is because there are some algorithms that require video as input, while some require a single image. Section 7.1 contains a table listing the names of a few GitHub repositories centered on single image input based on their README.md files, in addition to listing their corresponding links and their year of publication. Similarly, Section 7.2 contains a table that does this for GitHub repositories that have algorithms centered on video input.

### 7.1 Algorithms with Single Image Input

| GitHub Repository Name (Based on README.md File) | Link to GitHub Repository | Publication Year |
|--------------------------------------------------|---------------------------|-----------------|
| MeTRAbs Absolute 3D Human Pose Estimator [62] | https://github.com/isarandi/metraabs | 2020 |
| RootNet for 3D Multi-person Pose Estimation on Single RGB Image [63] | https://github.com/mks0601/3DMPPE_ROOTNET_RELEASE | 2019 |
| IBM Developer Model Asset Exchange: Human Pose Estimator [64] | https://github.com/IBM/MAX-Human-Pose-Estimator | 2018 |
| human-pose-estimation-opencv [14] | https://github.com/quanhua92/human-pose-estimation-opencv | 2018 |
| Lifting from the Deep [65] | https://github.com/DenisTome/Lifting-from-the-Deep-release | 2017 |

### 7.2 Algorithms with Video Input

| GitHub Repository Name (Based on README.md File) | Link to GitHub Repository | Publication Year |
|--------------------------------------------------|---------------------------|-----------------|
| Pose_estimation [66] | https://github.com/BakingBrains/Pose_estimation | 2021 |
| MediaPipe Pose Estimation Project [68] | https://github.com/arthurfortes/pose_estimation | 2021 |
| GAST-Net for 3D Human Pose Estimation in Video [69] | https://github.com/fabro66/GAST-Net-3DPoseEstimation | 2020 |
| 3D HPE in video with temporal convolutions and semi-supervised training [70] | https://github.com/facebookresearch/VideoPose3D | 2019 |
| Detect And Track: Efficient Pose Estimation in Videos [71] | https://github.com/facebookresearch/DetectAndTrack/ | 2018 |

---

[6] Specify image input when running the python script using the command line
[7] The .py file uses the VideoCapture function, which is used for video input
[8] Specify video input when running the python script using the command line [67]
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