Periodic orbits and global stability for a discontinuous SIR model with delayed control
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Abstract We propose and analyse a mathematical model for infectious disease dynamics with a discontinuous control function, where the control is activated with some time lag after the density of the infected population reaches a threshold. The model is mathematically formulated as a delayed relay system, and the dynamics is determined by the switching between two vector fields (the so-called free and control systems) with a time delay with respect to a switching manifold. First we establish the usual threshold dynamics: when the basic reproduction number $R_0 \leq 1$, then the disease will be eradicated, while for $R_0 > 1$ the disease persists in the population. Then, for $R_0 > 1$, we divide the parameter domain into three regions, and prove results about the global dynamics of the switching system for each case: we find conditions for the global convergence to the endemic equilibrium of the free system, for the global convergence to the endemic equilibrium of the control system, and for the existence of periodic solutions that oscillate between the two sides of the switching manifold. The proof of the latter result is based on the construction of a suitable return map on a subset of the infinite dimensional phase space. Our results provide insight into disease management, by exploring the effect of the interplay of the control efficacy, the triggering threshold and the delay in implementation.
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1 Introduction

Switching models have been used recently in the compartmental models of mathematical epidemiology to analyze the impact of control measures on the disease dynamics. For example, it has been observed that if the treatment rate [12] or the incidence function [1] is non-smooth, that may lead to various bifurcations. These sharp changes occur in [1] and [12] when the total population, or the infected population reaches a threshold level. Such a sudden change may even be discontinuous, for example due to the implementation or termination of an intervention policy such as vaccination or school closures.

Mathematically, such situations are described by Filippov systems, when the phase space is divided into two (or more) parts and the system is given by different vector fields in each of those parts. Examples include sudden changes in vaccination [9,13], hospitalization [16], transmission [14], travel patterns [7], or the combination of several effects [15]. They have been used for vector borne diseases as well [17]. An overview of the basic theory and applications of switching epidemiological models can be found in [8]. Many of the mathematical challenges appear due to the incompatible behaviours of the vector fields at their interfaces, on the so-called switching manifold.

Switching systems typically assume that the change in the vector field occurs immediately whenever the switching manifold is touched, for example, a threshold in a population variable is reached. However, in reality, implementing a policy may have some time lag, hence it is natural to consider the situation when we switch to the new vector field with some delay after the trajectory intersected the switching manifold. These systems are called delayed relay systems [10], and they are of different mathematical nature than the Filippov systems.

Delayed relay systems have been applied to an SIS model [6], where explicit periodic solutions were constructed for the case of a delayed reduction in the contact rate after the density of infection in the population passed through a threshold value. The dynamics of this discontinuous system was different from its continuous counterpart [6,4], showing that it is worthwhile to analyse the dynamics of epidemiological systems with delayed switching. The simplistic SIS model of [6] could be reduced to a scalar equation, and here we initiate the study of more realistic and more complex compartmental models in this context.

In particular, in this paper our starting point is an SIR model with switching, which has been thoroughly investigated in [14] by Xiao, Xu, and Tang. The model represents circumstances when intervention measures are taken only when the density of infectious individuals is exceeding a certain threshold value. This is expressed by a discontinuous incidence rate, more precisely, the intervention causes a drop in the transmission rate. They showed that the solutions ultimately approach one of the two endemic states of the two structures (the free and the control system), or the so-called sliding equilibrium located on the switching surface, depending on the threshold level.

Here we introduce the possibility of a time delay in the threshold policy. We prove several global stability theorems for the system with delay. An important difference in the dynamics is that while in the model of [14] the existence of limit cycles was excluded, for our model periodic orbits exist, and we prove that by constructing a Poincaré-type return map on a special subset of the phase space. These periodic solutions oscillate around the threshold level. On the other hand,
the sliding mode control in [14] does not appear in our system. Our results contribute to the development of a systematic way of designing simply implementable controls that drive the dynamics towards disease control or mitigation.

2 Model description

The population \( N \) is divided into three compartments: susceptible (\( S \)), infected (\( I \)) and recovered (\( R \)). All individuals are born susceptible, and the birth rate is \( \mu > 0 \) for each compartment. The death rate is also \( \mu \) for each class, and hence the total population \( N = S + I + R \) is constant, which we normalize to unity, \( N = 1 \).

Although in classical SIR models with mass action incidence, the new infections occur with some constant transmission coefficient \( \beta > 0 \), here we assume that the transmission coefficient depends on the number of infected individuals: If the density of infected individuals reaches a threshold level \( k \in (0, 1) \), then the society implements certain control measures, and thereby the transmission rate is reduced from \( \beta \) to \((1 - u^*)\beta\) with \( u^* \in (0, 1) \). The constant \( u^* \) represents the efforts and the efficacy of the control measures. It is reasonable to assume that this reduction takes place with a time delay \( \tau > 0 \). If the density of the infected individuals becomes less than \( k \), then the control measures are stopped, again with delay \( \tau > 0 \). Infected individuals recover with rate \( \gamma > 0 \), and full lifelong immunity is assumed upon recovery. With these assumptions above, we obtain the following SIR model with delay:

\[
\begin{align*}
\frac{dS(t)}{dt} &= \mu - \mu S(t) - [1 - u(I(t - \tau))]\beta S(t)I(t), \\
\frac{dI(t)}{dt} &= [1 - u(I(t - \tau))]\beta S(t)I(t) - \gamma I(t) - \mu I(t), \\
\frac{dR(t)}{dt} &= \gamma I(t) - \mu R(t),
\end{align*}
\]

where

\[
u(I) = \begin{cases} 
0 & \text{if } I < k, \\
u^* & \text{if } I \geq k,
\end{cases}
\]

\(k \in (0, 1)\) and \(u^* \in (0, 1)\).

In the special case \( \tau = 0 \) we obtain a model studied in [14].

A dynamical system is called a delayed relay system [10], if it is governed by a differential equation of the form

\[
\frac{dx(t)}{dt} = \begin{cases} f^1(x(t)) & \text{if } g(x(t - \tau)) < 0, \\
\ f^2(x(t)) & \text{if } g(x(t - \tau)) \geq 0,
\end{cases}
\]

where \( \tau > 0 \), and \( f^1, f^2 \) are Lipschitz continuous. The switching function \( g \) is typically a piecewise smooth Lipschitz continuous function. The set \( \{x : g(x) = 0\} \) is called the switching manifold.

Let (Sysd) denote the system consisting of the first two equations of (1). We consider only these two equations as they are independent of the third one in (1).
Note that \((\text{Sys}_{f})\) is a delayed relay system with \(x = (S, I)\),

\[
\begin{align*}
\frac{d}{dt} (S, I) &= \begin{pmatrix} \mu - \mu S - \beta SI \\ \beta SI - \gamma I - \mu I \end{pmatrix}, \\
\end{align*}
\]

and \(g(S, I) = I - k\). Now the switching manifold is the set \(\{(S, I) : I = k\}\).

Hierarchically \((\text{Sys}_{f})\) denotes the free system

\[
(S'(t), I'(t)) = f^1(S(t), I(t)),
\]

and \((\text{Sys}_{c})\) is for the control system

\[
(S'(t), I'(t)) = f^2(S(t), I(t)).
\]

Let us emphasize that these are 2-dimensional systems consisting of the \(S\)- and \(I\)-
equations of a classical ordinary SIR model. The transmission rate is \(\beta\) for \((\text{Sys}_{f})\),
and it is \((1 - u_*)\beta\) for \((\text{Sys}_{c})\).

As it is well-known, the set

\[
\Delta = \{(S, I) \in [0, 1]^2 : S + I \leq 1\}
\]

is positively invariant for both \((\text{Sys}_{f})\) and \((\text{Sys}_{c})\). For all \((S_0, I_0) \in \Delta\) and for both \(* \in \{f, c\}\), let

\[
(S_*, I_*) = (S_*(\cdot; S_0, I_0), I_*(\cdot; S_0, I_0))
\]

denote the solution of \((\text{Sys}_{*})\) with

\[
S_*(0) = S_*(0; S_0, I_0) = S_0 \quad \text{and} \quad I_*(0) = I_*(0; S_0, I_0) = I_0.
\]

Solution \((S_*, I_*)\) exists on the positive real line. It is also important that if \(I_0 = 0\),
then \(I_*(t) = 0\) for all \(t \geq 0\). Condition \(I_0 > 0\) guarantees that \(I_*\) remains positive
on the positive real line. In other words,

\[
\Delta_1 = \{(S, I) \in \Delta : I > 0\}
\]

is positively invariant w.r.t. both \((\text{Sys}_{f})\) and \((\text{Sys}_{c})\).

Because of the delay \(\tau\), the phase space for \((\text{Sys}_{f})\) has to be chosen as

\[
X = \{(S_0, \varphi) \in [0, 1] \times C([\tau, 0], [0, 1]) : S_0 + \varphi(0) \leq 1\}.
\]

Given any \((S_0, \varphi) \in X\), the solution \((S, I) = (S_*(\cdot; S_0, \varphi), I_*(\cdot; S_0, \varphi))\) of \((\text{Sys}_{f})\) is a
pair of real functions with the following properties: \(S\) is defined and continuous on \([0, \infty)\) with \(S(0) = S_0\), \(I\) is defined and continuous on \([-\tau, \infty)\) with \(I|_{[-\tau, 0]} = \varphi\),
furthermore, \((S, I)\) satisfies the integral equation system

\[
S(t) = S_0 + \int_{0}^{t} \{u - u S(\xi) - [1 - u(I(\xi - \tau))]\beta S(\xi)I(\xi)\} d\xi,
\]

\[
I(t) = \varphi(0) + \int_{0}^{t} \{[1 - u(I(\xi - \tau))]\beta S(\xi)I(\xi) - \gamma I(\xi) - \mu I(\xi)\} d\xi
\]

for all \(t > 0\).
It is obvious that the solutions of $(Sys_d)$ are absolutely continuous, and the first two equations in (1) are satisfied almost everywhere. Throughout the paper $S'(t)$ and $I'(t)$ will mean the right-hand derivative when $I(t-\tau) = k$; this will not cause any confusion.

For all $t \geq 0$, let $I_t$ denote the element of $C([-\tau,0],[0,1])$ defined by $I_t(\xi) = I(t+\xi), \xi \in [-\tau,0]$. Consider the following subset of $X$:

$$X_0 = \{(S_0, \varphi) \in X : [-\tau,0] \ni t \mapsto \varphi(t)-k \in \mathbb{R} \text{ has a finite number of sign changes}\}.$$

In this paper we only study solutions with initial data in $X_0$. A further subset of $X$ is

$$X_1 = \{(S_0, \varphi) \in X_0 : \varphi(0) > 0\},$$

the collection of endemic states, when the disease is present in the population. We will show in Section 4 that both $X_0$ and $X_1$ are positively invariant for $(Sys_d)$.

3 Equilibria

In case of the free system $(Sys_f)$, the basic reproduction number is

$$R_0 = \frac{\beta}{\gamma + \mu}.$$

The reproduction number of the control system $(Sys_c)$, what we call control reproduction number, is given by

$$R_{u^*} = \frac{(1-u^*)\beta}{\gamma + \mu} = (1-u^*)R_0.$$

Next we recall the equilibria and their stability properties for the ordinary systems $(Sys_f)$ and $(Sys_c)$.

The disease-free equilibrium for both $(Sys_f)$ and $(Sys_c)$ is

$$E_0^* = (S_0^*, I_0^*) \in \Delta, \quad \text{where} \quad S_0^* = 1 \quad \text{and} \quad I_0^* = 0.$$

The endemic equilibrium for $(Sys_f)$ is

$$E_1^* = (S_1^*, I_1^*) \in \Delta, \quad \text{where} \quad S_1^* = \frac{1}{R_0} \quad \text{and} \quad I_1^* = \frac{\mu}{\beta}(R_0 - 1).$$

It exists only if $R_0 > 1$.

It is known (see [3]) that $E_0^*$ is globally asymptotically stable w.r.t the free system $(Sys_f)$ if $R_0 \leq 1$, and it is unstable if $R_0 > 1$. The endemic state $E_1^*$ is asymptotically stable w.r.t $(Sys_f)$ if $R_0 > 1$, and its region of attraction is $\Delta_1$.

The endemic equilibrium for $(Sys_c)$ is

$$E_2^* = (S_2^*, I_2^*) \in \Delta, \quad \text{where} \quad S_2^* = \frac{1}{R_{u^*}} \quad \text{and} \quad I_2^* = \frac{\mu}{(1-u^*)\beta}(R_{u^*} - 1).$$

It exists for $R_{u^*} > 1$. 
$E_2^*$ is asymptotically stable w.r.t $(Sys_c)$ and attracts $\Delta_1$ if $R_{u_*} > 1$. The disease free equilibrium $E_0^*$ is globally asymptotically stable w.r.t $(Sys_c)$ if $R_{u_*} \leq 1$, and it is unstable if $R_{u_*} > 1$.

Next we examine what are the equilibria for $(Sys_d)$. For all $I^* \in [0,1]$, let $I^*$ also denote the constant function in $C([-\tau,0],[0,1])$ with value $I^*$. This will not cause any confusion but ease the notation. If we write $(S^*,I^*) \in \Delta$, then $I^*$ is considered to be a real number in $[0,1]$. Notation $(S^*,I^*) \in X_0$ means that $I^*$ is an element of $C([-\tau,0],[0,1])$. In accordance, we may consider $E_0^*, E_1^*$ and $E_2^*$ as elements of $X_0$.

$(S^*,I^*) \in X_0$ is an equilibrium for $(Sys_d)$ if and only if $(S^*,I^*) \in \Delta$ satisfies the algebraic equation system

$$
0 = \mu - \mu S^* - [1 - u(I^*)]S^* I^*,
$$
$$
0 = [1 - u(I^*)]S^* I^* - \gamma I^* - \mu I^*.
$$

As above, we call an equilibrium $(S^*,I^*)$ disease-free if $I^* = 0$, and endemic if $I^* > 0$.

By calculating the solutions of (6), we obtain the following result.

**Proposition 1**

The unique disease-free equilibrium for the delayed relay system $(Sys_d)$ is $E_0^* \in X_0$, and it exists for all choices of parameters.

If $R_0 \leq 1$, then there is no endemic equilibrium for $(Sys_d)$. If $R_0 > 1$, then we distinguish three cases.

(a) If $R_0 > 1$ and $R_0[\mu - (\mu + \gamma)k] < \mu$, (C.1)

then $E_1^* \in X_0$ is the unique endemic equilibrium for $(Sys_d)$.

(b) If $\mu \leq R_0[\mu - (\mu + \gamma)k] < \mu/(1-u_*)$, (C.2)

then there is no endemic equilibrium for $(Sys_d)$.

(c) If $R_0[\mu - (\mu + \gamma)k] \geq \mu/(1-u_*)$, (C.3)

then $E_2^* \in X_0$ is the unique endemic equilibrium.

Note that if either (C.2) or (C.3) holds, then necessarily $R_0 > 1$. In addition, conditions (C.1), (C.2) and (C.3) together cover the case $R_0 > 1$.

**Proof** It is easy to see that $(S^*,0)$ satisfies (6) if and only if $S^* = S_0^* = 1$. Moreover, $(S_0^*,I_0^*) = (1,0)$ is a solution of (6) without any restrictions on the parameters. So the first statement of the proposition is true.

We may now assume that $I_0^* > 0$ and thus $S^* < 1$. Let us divide (6) by $(\mu + \gamma)$ and examine the equivalent form

$$
0 = \frac{\mu}{\gamma + \mu}(1 - S^*) - [1 - u(I^*)]R_0 S^* I^*,
$$
$$
0 = [1 - u(I^*)]R_0 S^* - 1]I^*.
$$

Next we examine what are the equilibria for $(Sys_c)$. For all $I^* \in [0,1]$, let $I^*$ also denote the constant function in $C([-\tau,0],[0,1])$ with value $I^*$. This will not cause any confusion but ease the notation. If we write $(S^*,I^*) \in \Delta$, then $I^*$ is considered to be a real number in [0,1]. Notation $(S^*,I^*) \in X_0$ means that $I^*$ is an element of $C([-\tau,0],[0,1])$. In accordance, we may consider $E_0^*, E_1^*$ and $E_2^*$ as elements of $X_0$.

$(S^*,I^*) \in X_0$ is an equilibrium for $(Sys_d)$ if and only if $(S^*,I^*) \in \Delta$ satisfies the algebraic equation system

$$
0 = \mu - \mu S^* - [1 - u(I^*)]S^* I^*,
$$
$$
0 = [1 - u(I^*)]S^* I^* - \gamma I^* - \mu I^*.
$$

As above, we call an equilibrium $(S^*,I^*)$ disease-free if $I^* = 0$, and endemic if $I^* > 0$.

By calculating the solutions of (6), we obtain the following result.

**Proposition 1**

The unique disease-free equilibrium for the delayed relay system $(Sys_d)$ is $E_0^* \in X_0$, and it exists for all choices of parameters.

If $R_0 \leq 1$, then there is no endemic equilibrium for $(Sys_d)$. If $R_0 > 1$, then we distinguish three cases.

(a) If $R_0 > 1$ and $R_0[\mu - (\mu + \gamma)k] < \mu$, (C.1)

then $E_1^* \in X_0$ is the unique endemic equilibrium for $(Sys_d)$.

(b) If $\mu \leq R_0[\mu - (\mu + \gamma)k] < \mu/(1-u_*)$, (C.2)

then there is no endemic equilibrium for $(Sys_d)$.

(c) If $R_0[\mu - (\mu + \gamma)k] \geq \mu/(1-u_*)$, (C.3)

then $E_2^* \in X_0$ is the unique endemic equilibrium.

Note that if either (C.2) or (C.3) holds, then necessarily $R_0 > 1$. In addition, conditions (C.1), (C.2) and (C.3) together cover the case $R_0 > 1$.

**Proof** It is easy to see that $(S^*,0)$ satisfies (6) if and only if $S^* = S_0^* = 1$. Moreover, $(S_0^*,I_0^*) = (1,0)$ is a solution of (6) without any restrictions on the parameters. So the first statement of the proposition is true.

We may now assume that $I_0^* > 0$ and thus $S^* < 1$. Let us divide (6) by $(\mu + \gamma)$ and examine the equivalent form

$$
0 = \frac{\mu}{\gamma + \mu}(1 - S^*) - [1 - u(I^*)]R_0 S^* I^*,
$$
$$
0 = [1 - u(I^*)]R_0 S^* - 1]I^*.
$$
As \( I^* \neq 0 \), the second equation gives that
\[
\mathcal{R}_0 [1 - u(I^*)] S^* = 1. \tag{7}
\]

It comes from \( S^* < 1 \) and the definition of \( u \) that \( (7) \) cannot be satisfied if \( \mathcal{R}_0 \leq 1 \), so in that case there is no endemic equilibrium.

If \( \mathcal{R}_0 > 1 \), then we need to distinguish two cases. If \( 0 < I^* < k \) and hence \( u(I^*) = 0 \), then one can easily see that \((S^*, I^*) = (S^*_1, I^*_1)\). If \( I^* \geq k \) and \( u(I^*) = u_* \), then \((S^*, I^*) = (S^*_2, I^*_2)\).

To complete the proof, we need to guarantee that \( 0 < I^*_1 < k \) and \( I^*_2 \geq k \). Using 
\[
\beta = R_0 (\mu + \gamma),
\]
one can show that inequality
\[
0 < I^*_1 = \frac{\mu}{\beta} (R_0 - 1) < k
\]
is satisfied if and only if
\[
1 < R_0 \quad \text{and} \quad R_0 [\mu - (\mu + \gamma) k] < \mu.
\]
Similarly, \( I^*_2 \geq k \) is equivalent to
\[
R_0 [\mu - (\mu + \gamma) k] \geq \frac{\mu}{1 - u_*}.
\]

Statements (a)-(c) of the proposition follow from the calculations above. \( \square \)

In Fig. 1 we divide the \((k, u_*)\) plane into three regions according to Cases (a)-(c) of Proposition 1 in order to show the interplay between threshold level \( k \) and control intensity \( u_* \).

4 Construction of solutions

In this section we show that if \((S_0, \varphi) \in X_0 ((S_0, \varphi) \in X_1)\), then the solution \((S, I)\) exists, and \((S(t), I_t) \in X_0 ((S(t), I_t) \in X_1)\) for each \( t \geq 0 \).

First we need the following result for the ordinary systems \((Sys_f)\) and \((Sys_c)\).

**Proposition 2** Let \( * \in \{f, c\} \). For any \( k \in (0, 1) \) and any non-constant solution \((S*, I_*)\) of \((Sys_*)\), the function
\[
[0, \infty) \ni t \mapsto I_*(t) - k \in \mathbb{R}
\]
has a finite number of zeros on each interval of finite length.

**Proof** We give a proof for the free system \((Sys_f)\). The proof for \((Sys_c)\) is analogous.

Consider the second equation of \((Sys_f)\):
\[
I'_f(t) = \beta S_f(t) I_f(t) - (\gamma + \mu) I_f(t) = (\gamma + \mu) (R_0 S_f(t) - 1) I_f(t). \tag{8}
\]
If \( R_0 \leq 1 \) and \( I_f(t) = k \in (0, 1) \) for some \( t \geq 0 \), then \( S_f(t) \leq 1 - I_f(t) < 1 \) and \( I'_f(t) < 0 \). The statement is clearly true in this case.

Now assume that \( R_0 > 1 \). Recall from [3] that
\[
V(S, I) = S^*_1 \left( \frac{S}{S^*_1} - \log \frac{S}{S^*_1} \right) + I^*_1 \left( \frac{I}{I^*_1} - \log \frac{I}{I^*_1} \right)
\]
is a Lyapunov function for \((Sys_f)\), and \(\dot{V}(S,I) < 0\) for all \((S,I) \in \Delta_1 \setminus \{E_1^*\}\). For any \(k \in (0,1) \setminus \{I_1^*\}\), consider the nontrivial level set

\[
H_k = \left\{ (S,I) \in \Delta_1 : V(S,I) = S_1^* + k - I_1^* \log \frac{k}{I_1^*} \right\},
\]

which is a simple closed curve. The property \(\dot{V}(S,I) < 0\) guarantees that \(\text{int}(H_k)\) is positively invariant for \((Sys_f)\), where \(\text{int}(H_k)\) denotes the interior of \(H_k\).

Observe that \((S_1^*,k) \in H_k\). One can easily check that \([0,1] \ni S \mapsto V(S,k) \in \mathbb{R}\) has a strict minimum at \(S = S_1^*\), which implies that the segment \(I = k\) and \(H_k\) have no common point besides \((S_1^*,k)\). The segment \(I = k\) is tangential to \(H_k\) at \((S_1^*,k)\), see Fig. 2.

We also see from (8) that if \(I_f(t) > 0\) for some \(t \in \mathbb{R}\), then

\[
I_f'(t) = 0 \quad \text{if and only if} \quad S_f(t) = 1/R_0 = S_1^*, \tag{9}
\]

and

\[
I_f'(t) > 0 \ (I_f'(t) < 0) \quad \text{if and only if} \quad S_f(t) > S_1^* \ (S_f(t) < S_1^*). \tag{10}
\]

A direct consequence of (9) is the following observation for a non-constant solution \((S_f,I_f)\). If there exists \(\tilde{t} \geq 0\) such that \(I_f(\tilde{t}) = k\) and \(I_f'(\tilde{t}) = 0\), then \(S_f(\tilde{t}) = S_1^*\) by (9). Due to the Lyapunov function, there are no periodic solutions, hence there is no \(t \neq \tilde{t}\) such that \((S_f(t), I_f(t)) = (S_1^*,k)\). This yields, again by (9), that if \(I_f(t) = k\) for some \(t \in [0,\infty) \setminus \{\tilde{t}\}\), then \(I_f'(t) \neq 0\).

Now suppose for contradiction that for some \(k \in (0,1)\) and non-constant solution \((S_f,I_f)\), the function \([0,\infty) \ni s \mapsto I_f(s) - k \in \mathbb{R}\) has an infinite number
of zeros in a finite closed interval $J \subset [0, \infty)$. Let $B = \{ t \in J : I_f(t) = k \}$. The compactness of $J$ ensures that $B$ has an accumulation point $t_a$ in $J$. Necessarily $I_f(t_a) = k$.

Let $\varepsilon > 0$ be arbitrary. Next we show that $B$ has elements $t_1 < t_2 < t_3$ in $(t_a - \varepsilon, t_a + \varepsilon)$ such that

$$I_f(t_1) < 0, \quad I_f(t_2) > 0, \quad I_f(t_3) < 0,$$

$$I_f(t) < k \text{ for } t \in (t_1, t_2) \quad \text{and} \quad I_f(t) > k \text{ for } t \in (t_2, t_3).$$

One can prove this claim as follows. Either $(t_a - \varepsilon, t_a)$ or $(t_a, t_a + \varepsilon)$ contains elements of $B$ arbitrary close to $t_a$. Suppose $(t_a - \varepsilon, t_a)$ is such an interval. By decreasing $\varepsilon$, we may assume that the point $t$ (if exists) is not in $(t_a - \varepsilon, t_a)$, and hence

$$I_f'(t) \neq 0 \text{ for all } t \in B \cap (t_a - \varepsilon, t_a). \quad (11)$$

Choose any $t_2 \in B \cap (t_a - \varepsilon, t_a)$ with $I_f'(t_2) < 0$. It is easy to see that such $t_2$ exists, otherwise we cannot have several zeros in $(t_a - \varepsilon, t_a)$. Then one can give $\delta_1 > 0$ with $t_1 + \delta_1 < t_a$ such that $I_f(t) < k$ for $t \in (t_1, t_1 + \delta_1)$. As $B \cap (t_1 + \delta_1, t_a)$ is bounded and nonempty (actually it has an infinite number of elements), the infimum $t_2 = \inf \{ B \cap (t_1 + \delta_1, t_a) \}$ exists. It is clear that $t_1 < t_2 < t_a$, and $I_f(t_2) = k$ by the continuity of $I_f$. Observation \[11\] guarantees that $I_f'(t_2) \neq 0$. It comes from the definition of $t_2$ that $I_f(t) < k$ for $t \in (t_1, t_2)$ and $I_f'(t_2) > 0$. As next step, one can give $\delta_2 > 0$ such that $t_2 + \delta < t_a$ and $I_f(t) > k$ for $t \in (t_2, t_2 + \delta_2)$. Set $t_3 = \inf \{ B \cap (t_2 + \delta_2, t_a) \}$. Then $t_3$ satisfies the properties given in the claim. In the second case, when $B$ has infinite elements in $(t_a, t_a + \varepsilon)$, we can find $t_3$ first, then $t_2$ and $t_1$ in an analogous way.

Fig. 2: The segment $I = k$ and the level set $H_k$ of the Lyapunov function $V$. 
We claim that $I_f'(t_a) = 0$, and therefore $S_f(t_a) = S^*_f$ (that is, $t_a = t$). Indeed, if $I_f'(t_a)$ is positive (negative), then $I_f'(t)$ is positive (negative) for all $t \in B$ in a small neighbourhood of $t_a$ by the continuous differentiability of $I_f$. This contradicts our previous claim. So $S_f(t_a) = S^*_f$.

As the solution is non-constant, $(S_f(t_a), I_f(t_a)) = (S^*_f, k) \neq (S^*_f, I^*_f)$, and we conclude that $k \neq I^*_f$. We consider the case $k > I^*_f$. (The case $k < I^*_f$ can be handled in similarly.)

Recall that $(S_f(t_a), I_f(t_a)) = (S^*_f, k)$ is the intersection point of the segment $I = k$ and $H_k$. We have seen that there exist $t_1$ and $t_2$ arbitrary close to $t_a$ such that $I_f(t_1) = I_f(t_2) = k$, $I_f(t_1) < 0 < I_f(t_2)$ and $I_f(t) < k$ for $t \in (t_1, t_2)$. Remark 10 implies that $S_f(t_1) < S^*_f < S_f(t_2)$. We may also achieve (using the boundedness of $S_f'$ and $I_f'$) that $(S_f(t), I_f(t))$ is arbitrary close to $(S^*_f, k)$ on $(t_1, t_2)$. This gives the existence of $t^* \in (t_1, t_2)$ with $(S_f(t^*), I_f(t^*)) \in \text{int}(H_k)$. The positive invariance of $\text{int}(H_k)$ then gives $(S_f(t), I_f(t)) \in \text{int}(H_k)$ for all $t \geq t^*$, contradicting $I_f(t_2) = k$.

This means that our initial assumption was wrong, and the proposition is true also in the $R_0 > 1$ case.

Now we ready to prove the positive invariance of $X_0$.

**Proposition 3** If $(S_0, \varphi) \in X_0$, then a unique solution $(S, I)$ exists, and $(S(t), I_t) \in X_0$ for each $t \geq 0$.

**Proof** Set $0 = t_0 < t_1 < ... < t_{N-1} < t_N = \tau$

such that $\varphi(\xi) < k$ on intervals of the form $(-\tau + t_{2n}, -\tau + t_{2n+1})$ and $\varphi(\xi) > k$ on intervals of the form $(-\tau + t_{2n-1}, -\tau + t_{2n})$, where $n \in [0, N/2]$ is an integer. (We omit the case when $\varphi(\xi) > k$ on $(-\tau + t_{2n}, -\tau + t_{2n+1})$ and $\varphi(\xi) < k$ on $(-\tau + t_{2n-1}, -\tau + t_{2n})$ because that can be handled analogously.)

Under the assumptions above, $I(t - \tau) < k$ and $u(I(t - \tau)) = 0$ for $t \in (0, t_1)$. Hence the solution $(S, I)$ of $(S_{ysd})$ coincides with a solution of $(S_{ysf})$ on $[0, t_1]$: $S(t; S_0, \varphi) = S_f(t; S_0, \varphi(0))$, $I(t; S_0, \varphi) = I_f(t; S_0, \varphi(0))$

for $t \in [0, t_1]$. Since $I(t - \tau) > k$ and thus $u(I(t - \tau)) = u_s$ for $t \in (t_1, t_2)$, we see that

$S(t; S_0, \varphi) = S_c(t - t_1; S(t_1), I(t_1))$, $I(t; S_0, \varphi) = I_c(t - t_1; S(t_1), I(t_1))$

for $t \in [t_1, t_2]$. Similarly, $(S, I)$ is given by a specific solution of $(S_{ysf})$ or $(S_{ysc})$ on all intervals of the form $[t_m - 1, t_m]$, where $m \in \{1, ..., N\}$. Hence the solution exists on $[0, \tau]$.

As the functions $t \mapsto I_f(t) - k$ and $t \mapsto I_c(t) - k$ have finite number of sign changes on intervals of finite length by Proposition 2, we deduce that $t \mapsto I(t) - k$ also admits a finite number of sign changes on $[0, \tau]$.

Iterating this argument first for $[\tau, 2\tau]$, then for all intervals of the form $[j\tau, (j + 1)\tau]$, $j \geq 2$, we see that the solution exists on the positive real line. The uniqueness of $(S, I)$ comes at once from the uniqueness of solutions for $(S_{ysf})$ and $(S_{ysc})$. In addition, it is clear that $t \mapsto I(t) - k$ has a finite number of sign changes on intervals of finite length. The way we obtain the solutions of $(S_{ysd})$ and the positive invariance of $\Delta$ for $(S_{ysf})$ and $(S_{ysc})$ also imply that $S(t) \in [0, 1]$, $I(t) \in [0, 1]$ and $S(t) + I(t) \leq 1$ for all $t \geq 0$. Summing up, $(S(t), I_t) \in X_0$ for all $t \geq 0$. □
Since the solutions of $(\text{Sys}_d)$ with initial data in $X_0$ are determined by the solutions of $(\text{Sys}_f)$ and $(\text{Sys}_c)$ as in the previous proof, and as the set $\Delta_1 = \{(S, I) \in \Delta : I > 0\}$ is positively invariant for both $(\text{Sys}_f)$ and $(\text{Sys}_c)$, we see that $X_1$ is positively invariant for $(\text{Sys}_d)$ too.

5 Threshold dynamics: disease extinction and persistence

**Theorem 1** If $R_0 \leq 1$, then $E_0^*$ is globally asymptotically stable for the delayed relay system $(\text{Sys}_d)$ (that is, $E_0^*$ is asymptotically stable and attracts $X_0$). If $R_0 > 1$, then $E_0^*$ is unstable w.r.t. $(\text{Sys}_d)$, and the disease uniformly persists in the population.

*Proof* First note that the solutions of $(\text{Sys}_d)$ coincide with the solutions of the free system $(\text{Sys}_f)$ in a small neighbourhood of $E_0^*$. Therefore $E_0^*$ is a stable equilibrium for $(\text{Sys}_d)$ if and only if it is stable for $(\text{Sys}_f)$.

Let $R_0 \leq 1$. We only need to prove the global attractivity of $E_0^*$ on $X_0$. Suppose for contradiction that $I(t)$ does not converge to 0 as $t \to \infty$ for some solution $(S, I)$. By the second equation of $(\text{Sys}_d)$,

$$\frac{dI(t)}{dt} = (\mu + \gamma) \left\{ \left[ 1 - u(I(t - \tau)) \right] R_0 S(t) - 1 \right\} I(t) \leq 0,$$

that is, $I$ is nonincreasing. As $I$ is nonnegative and does not converge to 0, necessarily there exists a constant $c > 0$ such that $I(t) \geq c$ for all $t \geq 0$ and $I(t) \to c$ as $t \to \infty$. Then $S(t) \leq 1 - c$ and

$$\left\{ \left[ 1 - u(I(t - \tau)) \right] R_0 S(t) - 1 \right\} I(t) \leq -c^2$$

for all $t \geq 0$. It follows that

$$I(T) = I(0) + (\mu + \gamma) \int_0^T \left\{ \left[ 1 - u(I(\xi - \tau)) \right] R_0 S(\xi) - 1 \right\} I(\xi) d\xi \leq I(0) - (\mu + \gamma)c^2 T,$$

which implies $I(T) < 0$ for all sufficiently large $T$, a contradiction. So $I(t) \to 0$ as $t \to \infty$.

Next we prove that if $R_0 \leq 1$, then $S(t) \to 1$ as $t \to \infty$ for all solutions $(S, I)$. It is clear from the previous paragraph that there exists $T(\varepsilon)$ for each $\varepsilon > 0$ such that $I(t) < \varepsilon$ for all $t \geq T(\varepsilon)$. Then for $t \geq T(\varepsilon)$,

$$\frac{dS(t)}{dt} = \mu - \mu S(t) - \left[ 1 - u(I(t - \tau)) \right] \beta S(t) I(t) \geq \mu - \mu S(t) - \varepsilon \beta S(t),$$

which implies

$$\liminf_{t \to \infty} S(t) \geq \frac{\mu}{\mu + \varepsilon \beta}.$$

Note that $\varepsilon > 0$ can be arbitrary small. Therefore

$$\liminf_{t \to \infty} S(t) \geq \frac{\mu}{\mu} = 1.$$

We know on the other hand that $S(t) \leq 1$ for all $t \geq 0$. Summing up, $\lim_{t \to \infty} S(t)$ exists and equals one.

We have verified that $S(t) \to 1$ and $I(t) \to 0$ as $t \to \infty$ for every solution $(S, I)$ if $R_0 \leq 1$. 


To show the persistence, let $R_0 > 1$, and consider a solution with $I(0) > 0$. If there exists arbitrarily large $t$ with $I(t) \geq k$, then $\limsup_{t \to \infty} I(t) \geq k$. Otherwise, there is a $t^*$ such that $I(t) < k$ for all $t > t^*$. In this case, the solution follows $(Sys_f)$ for $t \geq t^* + \tau$:

$$
S(t) = S_f(t - t^* - \tau; S(t^* + \tau), I(t^* + \tau)), \quad I(t) = I_f(t - t^* - \tau; S(t^* + \tau), I(t^* + \tau)), \quad t \in [t^* + \tau, \infty).
$$

Then $\lim_{t \to \infty} I(t) = I_1^*$. In any case, we can conclude that $\limsup_{t \to \infty} I(t) \geq \min\{k, I_1^*\}$, which means uniform weak persistence. Since the solutions of $(Sys_f)$ and $(Sys_c)$ both have uniformly bounded derivatives on $\Delta$, by the Arzelà-Ascoli theorem our solution operators $\Phi(t) : X_0 \ni (S_0, \varphi) \mapsto (S_t, I_t) \in X_0$ are compact for $t > \tau$, hence the semiflow $\Phi$ has a compact attractor in $X_0$. We can apply Corollary 4.8 from [11] to conclude (strongly) uniform persistence: there exists a $\delta > 0$ such that for all solutions with $I(0) > 0$, $\liminf_{t \to \infty} I(t) \geq \delta$. \hfill \Box

6 Case (a): $E_1^*$ is GAS for large $k$

In this section let $R_0 > 1$ and $k > k_0$, where $k_0 = 1 - 1/R_0$. It is easy to see that these conditions imply (C.1). Hence Proposition 11 gives that $E_1^*$ is the unique endemic equilibrium for $(Sys_d)$ and $I_1^* < k$.

Fig. 3 shows the segment $l = k_0$ in $\Delta$.

![Fig. 3: The segment $l = k_0$.](image)

The main result of this section is the following global stability theorem.
Recall that $E_1^*$ is asymptotically stable with respect to $(Sys_d)$, and it attracts the set $X_1$.

The proof is based on the next simple observation.

**Proposition 4** Assume that $R_0 > 1$ and $k > k_0$. If $I(t_0) < k$ for some $t_0 \geq 0$, then $I(t) < k$ for all $t \in [t_0, \infty)$.

**Proof** Suppose for contradiction that there exists $t_\ast > t_0$ such that $I(t_\ast) < k$ for $t \in [t_0, t_\ast)$ and $I(t_\ast) = k$. Then necessarily $I'(t_\ast) \geq 0$. On the other hand,

$$S(t_\ast) \leq 1 - I(t_\ast) = 1 - k < 1 - k_0 = 1/R_0,$$

and thus

$$\frac{dI(t_\ast)}{dt} = (\gamma + \mu)([1 - u(I(t_\ast - \tau))]R_0S(t_\ast) - 1)I(t_\ast) < 0,$$

independently of the value of $I(t_\ast - \tau)$. This is a contradiction, so the proposition is true. \qed

**Proof of Theorem 2** As $I_1^* < k$, the solutions of $(Sys_d)$ coincide with solutions of the free system $(Sys_f)$ in a small neighborhood of $E_1^*$. Since $E_1^*$ is stable for $(Sys_f)$, this fact implies that $E_1^*$ is a stable equilibrium also for $(Sys_d)$. We only need to prove that the region of attraction is $X_1$.

Consider an arbitrary solution $(S, I)$ of $(Sys_d)$ with initial data in $X_1$.

We claim there exists $t_0 \geq 0$ such that $I(t_0) < k$. Indeed, suppose for contradiction that $I(t) \geq k$ for all $t \in [0, \infty)$. Then we have

$$I(t) = I_c(t - \tau; S(\tau), I(\tau)) \quad \text{for } t \in [\tau, \infty).$$

If $R_{a_c} > 1$, then $E_1^*$ attracts the set $\Delta_1 = \{(S, I) \in \Delta : I > 0\}$ w.r.t. $(Sys_c)$, and hence $I(t) \to I_1^* < k$ as $t \to \infty$. If $R_{a_c} \leq 1$, then $I(t) \to 0 < k$ as $t \to \infty$ by the global attractivity of $E_1^*$ for $(Sys_c)$. In both cases we obtained a contradiction.

One can now use Proposition 4 with this $t_0$ to obtain that $I(t) < k$ for $t \in [t_0, \infty)$. Then $(S, I)$ coincides with the subsequent solution of $(Sys_f)$ on $[t_0 + \tau, \infty)$:

$$S(t) = S_f(t - t_0 - \tau; S(t_0 + \tau), I(t_0 + \tau)), \quad I(t) = I_f(t - t_0 - \tau; S(t_0 + \tau), I(t_0 + \tau)), \quad t \in [t_0 + \tau, \infty).$$

Recall that $E_1^*$ attracts $\Delta_1$ w.r.t. $(Sys_f)$. Also note that $I(t) > 0$ for all $t \geq 0$ by the positive invariance of $X_1$. We conclude that $(S(t), I(t)) \to E_1^*$ as $t \to \infty$.

Summing up, $E_1^*$ is asymptotically stable and attracts $X_1$ w.r.t. $(Sys_d)$. \qed
7 Case (b): Periodic orbits in the absence of endemic equilibria

Recall from Proposition 1 that \((SYS_d)\) has no endemic equilibria if

\[
\mu < R_0[\mu - (\mu + \gamma)k] < \mu(1 - u_*) .
\]  

(12)

In more detail, condition (12) implies that the second coordinate \(I_1^*\) of \(E_1^*\) is greater than \(k\) (see the proof of Proposition 1), and hence \(E_1^*\) is not an equilibrium for \((SYS_d)\). If \(R_{u*} > 1\), then \(E_2^*\) exists for \((SYS_e)\), but \(I_2^* < k\), and thus \(E_2^*\) is not an equilibrium for \((SYS_d)\) either. If \(R_{u*} \leq 1\), then \(E_0^*\) is the unique equilibrium for both \((SYS_e)\) and \((SYS_d)\).

The aim of this section is to show that the absence of endemic equilibria implies the existence of periodic orbits in the \(R_0 > 1\) case – at least for small \(\tau\).

**Theorem 3** If (12) holds and \(\tau\) is small enough, then the delayed relay system \((SYS_d)\) has a periodic solution.

In order to prove this theorem, first we need to recall how the solutions of \((SYS_f)\) and \((SYS_e)\) behave in \(\Delta_1\).

If \(R_0 > 1\), i.e., \(E_1^* = (S_1^*, I_1^*)\) is an endemic equilibrium for \((SYS_f)\), then the curves \(S = S_1^*\) and \((\mu + \beta I)S = \mu\) are the null-isoclines for \((SYS_f)\), see Figure 4(a). Analyzing the vector field, one sees that

\[
S_f'(t) \leq 0 \text{ and } I_f'(t) > 0 \text{ if } (S_f(t), I_f(t)) \in A_1 = \{(S, I) \in \Delta_1 : S > S_1^*, (\mu + \beta I)S \geq \mu\},
\]

\[
S_f'(t) < 0 \text{ and } I_f'(t) \leq 0 \text{ if } (S_f(t), I_f(t)) \in A_2 = \{(S, I) \in \Delta_1 : S \leq S_1^*, (\mu + \beta I)S > \mu\},
\]

\[
S_f'(t) \geq 0 \text{ and } I_f'(t) < 0 \text{ if } (S_f(t), I_f(t)) \in A_3 = \{(S, I) \in \Delta_1 : S < S_1^*, (\mu + \beta I)S \leq \mu\},
\]

\[
S_f'(t) > 0 \text{ and } I_f'(t) \geq 0 \text{ if } (S_f(t), I_f(t)) \in A_4 = \{(S, I) \in \Delta_1 : S \geq S_1^*, (\mu + \beta I)S < \mu\}.
\]

Moreover, the above inequalities are strict in the interior of \(A_i\), \(i \in \{1, 2, 3, 4\}\).

It is clear from these observations and the positive invariance of \(\Delta_1\) that the solutions of \((SYS_f)\) behave as follows.

**Remark 1** Let \(R_0 > 1\).

(i) Assume that \((S_0, I_0) \in A_i\), where \(i \in \{1, 3\}\). Then either

\[
(S_f(t), I_f(t)) = (S_f(t; S_0, I_0), I_f(t; S_0, I_0)) \in A_i \text{ for all } t \geq 0
\]

(in this case the solution converges to \(E_1^*\) in \(A_i\)), or there exist \(0 < T_1 < T_2\) such that

\[
(S_f(t), I_f(t)) \in A_i \text{ for } t \in [0, T_1)
\]

and

\[
(S_f(t), I_f(t)) \in A_{i+1} \text{ for } t \in [T_1, T_2)
\]

(that is, the solution leaves \(A_i\) through the boundary of \(A_{i+1}\)).

(ii) Each solution leaves \(A_{i+1}\), \(i \in \{2, 4\}\), through the boundary of \(A_{i+1}\): If \((S_0, I_0) \in
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Proof (i) Condition (12) implies that $I^*_1 > k$. Therefore $(S_f(0), I_f(0)) = (S_0, k)$ in $A_4 \cup A_1$, see Fig. 4(a). It follows from Remark 4(i) and (ii) that either $I_f(t) > k$ for all $t > 0$ (the proof is complete in this case with any $T_f > 0$), or there exists $T > 0$ such that $I_f(t) > k$ for all $t \in (0, T)$ and $I_f(T) = k$. In the latter case the total change of $I_f$ on the interval $[0, T]$ is greater than $2(I^*_1 - k)$. On the other hand, it comes from the $I_f$-equation that $|I_f'(t)| \leq \beta + \gamma + \mu$ for all $t \geq 0$. Therefore

$$T > \frac{2(I^*_1 - k)}{\beta + \gamma + \mu}.$$ 

So set $T_f = 2(I^*_1 - k)/\beta + \gamma + \mu$.

(ii) Under the assumptions of the proposition, $E^*_2$ is an endemic equilibrium for $(Sys_c)$ with $I^*_2 < k$, and $(S_0, k) \in B_2 \cup B_3$, see Fig. 4(b). One may apply a reasoning analogous to the proof of statement (i) to show that statement (ii) is true with

$$T_c = \frac{2(k - I^*_2)}{(1 - u_*)\beta + \gamma + \mu}.$$ 

Now consider the subset

$$\mathcal{A} = \{(S_0, \varphi) \in X_1 : S_0 \in [S^*_1, 1 - k], \varphi(\theta) < k \text{ for } \theta \in [-\tau, 0) \text{ and } \varphi(0) = k \}.$$ 

Proposition 6 If $(S_0, \varphi) \in \mathcal{A}$, then the solution $(S, I) = (S(\cdot; S_0, \varphi), I(\cdot; S_0, \varphi))$ of $(Sys_d)$ is independent of $\varphi$. If (12) holds and $\tau$ is small enough, then there exists a smallest $t_1 = t_1(S_0) > 0$ such that $(S(t_1), I(t)) \in \mathcal{A}$. Moreover, $S(t_1)$ depends continuously on $S_0$.

Proof For any $(S_0, \varphi) \in \mathcal{A}$, the solution $(S, I) = (S(\cdot; S_0, \varphi), I(\cdot; S_0, \varphi))$ coincides with the subsequent solution of $(Sys_f)$ on $[0, \tau]$:

$$S(t) = S_f(t; S_0, k), \quad t \in [0, \tau],$$

$$I(t) = I_f(t; S_0, k), \quad t \in [0, \tau].$$

see curve $F_1$ on Fig. 5.

It comes from Proposition 5(i) that if $\tau \leq T_f$, then $I(t) = I_f(t; S_0, k) > k$ for $t \in (0, \tau]$.

Observe that if $I(t) \geq k$ for $t \in [0, T]$ with any $T > \tau$, then $(S, I)$ coincides with the following solution of $(Sys_c)$ on $[\tau, T + \tau]$:

$$S(t) = S_c(t - \tau; S(\tau), I(\tau)), \quad t \in [\tau, T + \tau],$$

$$I(t) = I_c(t - \tau; S(\tau), I(\tau)), \quad t \in [\tau, T + \tau].$$

see curve $F_2$ on Fig. 5.

Next we show the existence of $t_0 > \tau$ such that $I(t_0) = k$ and $I(t) > k$ for $t \in (0, t_0)$. We need to distinguish two cases.

Case $R_{u_*} \leq 1$ : Suppose for contradiction that $I(t) > k$ for all $t \in (0, \infty)$ and hence $I(t) = I_c(t - \tau; S(\tau), I(\tau))$ for $t \in [\tau, \infty)$. The disease free equilibrium $E^*_0$ is globally asymptotically stable for $(Sys_c)$ if $R_{u_*} \leq 1$, i.e., $I_c(t) \to 0$ as $t \to \infty$. This is a contradiction.
Fig. 5: The solution \((S, I) = (S(\cdot; S_0, \varphi), I(\cdot; S_0, \varphi))\) of \((Sys_d)\) for \((S_0, \varphi) \in \mathcal{A}\) under conditions (12) and \(R_u^* > 1\). The blue solid curves \(\Gamma_1\) and \(\Gamma_3\) represent \((S, I)\) when it follows \((Sys_f)\). The solid red curve \(\Gamma_2\) represents \((S, I)\) when it follows \((Sys_c)\). The null-isoclines of \((Sys_f)\) and \((Sys_c)\) are the dotted blue and dashed red curves, respectively. The parameters are: \(k = 0.26, \gamma = 1.38, \beta = 15.8, \mu = 1.3, \tau = 1, u^* = 0.76, S_0 = 0.58\).

Case \(R_u^* > 1\): The existence of \(t_0\) comes from \(I(\tau) > k > I_*^2\), observation \([16]\) and Remark \([2]\). In this case \(S(t_0) \in [0, S_2^*]\).

It is clear that for \(t \in [t_0, t_0 + \tau]\),
\[
S(t) = S_c(t - t_0; S(t_0), k),
I(t) = I_c(t - t_0; S(t_0), k).
\] (17)

Next we claim that \(I(t) < k\) for \((t_0, t_0 + \tau]\) if \(\tau\) is small enough. If \(R_u^* \leq 1\), then it comes from the \(I_c\)-equation and \(S(t) < 1\) that \(I'(t) < 0\) for \(t \in [t_0, t_0 + \tau]\). So the claim holds in this case. If \(R_u^* > 1\), then we apply Proposition \([5](ii)\). It yields that \(I(t) = I_c(t - t_0; S(t_0), k) < k\) for \((t_0, t_0 + \tau]\) if \(\tau < T_c\).
Our last observation implies that
\[
S(t) = S_f(t - t_0 - \tau; S(t_0 + \tau), I(t_0 + \tau)),
\]
\[
I(t) = I_f(t - t_0 - \tau; S(t_0 + \tau), I(t_0 + \tau))
\]  
(18)
for \( t \in [t_0 + \tau, t_0 + 2\tau] \). Moreover, if \( I(t) < k \) for \( t \in (t_0, t_1) \) with some \( t_1 > t_0 + \tau \), then equations (18) hold for all \( t \in [t_0 + \tau, t_1 + \tau] \). Arguing as before, one can actually verify the existence of \( t_1 > t_0 + \tau \) such that \( I(t) < k \) for \( t \in (t_0, t_1) \), \( S(t_1) \in [S^*, 1 - k] \) and \( I(t_1) = k \). See curve \( \Gamma_3 \) on Fig. 5.

As \( S(t_1) \in [S^*, 1 - k] \), \( I_1(\theta) < k \) for \( \theta \in [-\tau, 0] \) and \( I_1(0) = k \), we conclude that \( (S(t_1), I_1) \in \mathcal{A} \).

The statement that \( (S, I) \) is independent of \( \varphi \) is clear from the first step of the proof.

The continuous dependence of \( S(t_1) \) from \( S_0 \) comes from the fact the solutions of \( (S_{sys}) \) and \( (S_{sys}) \) depend continuously on initial data. □

**Proof of Theorem 4** Proposition 6 allows us to define a continuous return map
\[
P : [S^*_1, 1 - k] \rightarrow [S^*_1, 1 - k], \quad S_0 \mapsto S(t_1).
\]
By the Schauder fixed-point theorem, \( P \) admits a fixed point \( \hat{S}_0 \in [S^*_1, 1 - k] \). In addition, let \( \hat{\varphi} = I_1(., \hat{S}_0, \varphi) \), where \( \varphi \in C([-\tau, 0], \mathbb{R}) \) is an arbitrary function with \( \varphi(0) = k \) and \( \varphi(\theta) < k \) for \( \theta \in [-\tau, 0] \). By Proposition 6, \( \hat{\varphi} \) is independent of \( \varphi \) and \( (\hat{S}_0, \hat{\varphi}) \in \mathcal{A} \). It is now obvious that solution \( (S(., \hat{S}_0, \hat{\varphi}), I(., \hat{S}_0, \hat{\varphi})) \) of \( (S_{sys}) \) is periodic with minimal period \( t_1 \).

It follows from the proof above that Theorem 3 holds if
\[
\tau \leq \min\{T_f, T_c\} = \min \left\{ \frac{2(I^*_1 - k)}{\beta + \gamma + \mu}, \frac{2(k - I^*_1)}{(1 - u_*)\beta + \gamma + \mu} \right\}
\]
Numerical investigations suggest that the theorem holds for larger choices of \( \tau \) as well. This is not surprising as our estimates in Proposition 5 were not sharp.

8 Case (c): \( E^*_2 \) is GAS for sufficiently small \( k \)

The purpose of this section is to show that \( E^*_2 \) attracts \( X_1 \) under certain conditions.

**Theorem 4** Assume that
\[
\frac{\mu}{\mu + \gamma} + \frac{\mu}{\beta} < 2 \sqrt{\frac{\mu}{\beta}}
\]
and
\[
k_1 = \frac{\mu}{\mu + \gamma} - S^*_2 = \frac{\mu}{\mu + \gamma} - \frac{\mu + \gamma}{\beta(1 - u_*)} > 0.
\]
If \( k \in (0, k_1) \), then \( E^*_2 \) is the unique endemic equilibrium for \( (S_{sys}) \), it is asymptotically stable, and the region of attraction is \( X_1 \).
Note that it is possible to satisfy both inequalities (19) and (20) at the same time: for example, if $\beta = 15$, $\mu = 0.4$, $\gamma = 1$ and $u_\star = 0.5$, then both (19) and (20) hold.

Also observe that condition $k \in (0, k_1)$ implies (C.3). Therefore Proposition 1 already guarantees that $E_1^*$ is the unique endemic equilibrium for ($Sys_d$). For the second coordinate of $E_1^*$, we have $I_1^* \geq k$.

Fig. 8 explains the geometrical position of the segment $I = k_1$.

Set\
\[ \Delta_2 = \left\{ (S,I) \in \Delta : S + I \geq \frac{\mu}{\mu + \gamma} \right\}. \]

It is straightforward to check that both $E_1^*$ and $E_2^*$ belong to $\Delta_2$.

We need the forthcoming two results before proving Theorem 4. First we show that all solutions of ($Sys_d$) leave $\Delta \setminus \Delta_2$ in finite time. Then we verify the positive invariance of $\Delta_2$ independently of the choice of parameters.

**Proposition 7** Assume (19) and suppose that $(S(0), I(0)) \in \Delta \setminus \Delta_2$ for a solution $(S,I)$ of ($Sys_d$). Then there exists $t_0 > 0$ such that $(S(t_0), I(t_0)) \in \Delta_2$.

**Proof** First we claim that if (19) holds, then $S_f'$ and $S_c'$ are both positive on the closure\
\[ \Delta \setminus \Delta_2 = \left\{ (S,I) \in \Delta : I \leq \frac{\mu}{\mu + \gamma} - S \right\} \]
of $\Delta \setminus \Delta_2$. Recall from Fig. 4 in Section 7 that $S_f'$ and $S_c'$ are both positive on the subset\
\[ \left\{ (S,I) \in \Delta : I < \frac{\mu - \mu S}{\beta S} \right\}. \]

Hence it suffices to show that\
\[ \frac{\mu}{\mu + \gamma} - S < \frac{\mu - \mu S}{\beta S} \quad \text{for} \ 0 \leq S \leq \frac{\mu}{\mu + \gamma}. \]
Fig. 7: The dashed, solid and dotted curves represent the periodic solution for \( \tau = 0.4, 1, 4 \) respectively. The parameters are \( k = 0.26, \gamma = 1.38, \beta = 15.8, \mu = 1.3, \ R_0 = 5.9, \ u_* = 0.76. \)

We investigate this inequality in the form

\[
\frac{\mu}{\mu + \gamma} + \frac{\mu}{\beta} < S + \frac{\mu}{\beta S} \quad \text{for} \ 0 \leq S \leq 1. \tag{21}
\]

The left-hand side is independent of \( S \). Examining the derivative of the right-hand side, it is easy to see that the right-hand side is minimal for \( S = \sqrt{\mu/\beta} \), and it takes the value

\[
S + \frac{\mu}{\beta S} = 2 \sqrt{\frac{\mu}{\beta}} \quad \text{for} \ S = \sqrt{\frac{\mu}{\beta}}.
\]

We see from assumption (19) that inequality (21) holds for \( S = \sqrt{\mu/\beta} \). Thus it holds for all \( S \in [0, 1] \). The proof of the claim is complete.

Let \( M_f \) and \( M_c \) be the minimum of \( S'_f \) and \( S'_c \) on \( \Delta \setminus \Delta_2 \), respectively. As \( S'_f \) and \( S'_c \) are both continuous and positive on the compact subset \( \Delta \setminus \Delta_2 \), the constants \( M_f \) and \( M_c \) are well-defined and positive.

Now suppose that \((S(0), I(0)) \in \Delta \setminus \Delta_2 \) for a solution \((S, I)\) of \((S_y, S_t)\). As long as \((S(t), I(t)) \in \Delta \setminus \Delta_2 \), we have \( S'(t) \geq \min\{M_f, M_c\} > 0 \). The boundedness of \( \Delta \setminus \Delta_2 \) implies that the solution necessarily leaves \( \Delta \setminus \Delta_2 \) (through the segment \( S + I = \mu/(\mu + \gamma) \)).

**Proposition 8** If there exists \( t_0 \geq 0 \) such that \((S(t_0), I(t_0)) \in \Delta_2 \), then \((S(t), I(t)) \in \Delta_2 \) for all \( t \geq t_0 \).
Proof Consider any solution \((S, I)\) of \((S_{sysd})\) with \(S(t_0) + I(t_0) \geq \mu/(\mu + \gamma)\). Adding up the equations of \((S_{sysd})\), we obtain that

\[
\frac{d}{dt}(S(t) + I(t)) = \mu - \mu(S(t) + I(t)) - \gamma I(t) \\
\geq \mu - (\mu + \gamma)(S(t) + I(t))
\]

for all \(t > 0\).

The solution of the ordinary differential equation

\[
\frac{du(t)}{dt} = \mu - (\mu + \gamma)u(t), \quad t \in \mathbb{R},
\]

with initial data

\[
u(t_0) = S(t_0) + I(t_0) \geq \frac{\mu}{\mu + \gamma}
\]

is

\[
u(t) = \frac{\mu}{\mu + \gamma} + \left(u(t_0) - \frac{\mu}{\mu + \gamma}\right) e^{(\mu + \gamma)(t_0 - t)}.
\]

Then, by the comparison theorem, \(S(t) + I(t) \geq \nu(t) \geq \mu/(\mu + \gamma)\) for all \(t \geq t_0\), i.e., \((S(t), I(t)) \in \Delta_2\) for all \(t \geq t_0\). \qed
Now we are ready to prove Theorem 4.

**Proof of Theorem 4.** Assumption $k \in (0, k_1)$ implies that

$$R_0[\mu - (\mu + \gamma)k] > \mu/(1 - u_s).$$

(22)

Therefore (C.3) holds, and $E_2^*$ is the unique endemic equilibrium for $(Sys_d)$ by Proposition 1. Inequality (22) is actually equivalent to $I_2^* > k$, see the proof of Proposition 1. This observation and the fact that $E_2^*$ is stable w.r.t. to $(Sys_d)$ guarantees that it is stable w.r.t. to $(Sys_c)$ too. We only need to show that if $(S, I)$ is an arbitrary solution of $(Sys_d)$ with initial data in $X_1$, then $(S(t), I(t)) \to E_2^*$ as $t \to \infty$.

It comes from Propositions 7 and 8 that there exists $t_0 \geq 0$ such that $(S(t), I(t)) \in \Delta_2$ for all $t \geq t_0$. The rest of the proof comes from two claims.

First we claim that there exists $t_1 \geq t_0$ such that $I(t_1) \geq k$. Indeed, suppose for contradiction that $I(t) < k$ for all $t \in [t_0, \infty)$. Then we have

$$I(t) = I_f(t - t_0 - \tau; S(t_0 + \tau), I(t_0 + \tau)) \text{ for } t \in [t_0 + \tau, \infty).$$

As we are in the $R_0 > 1$ case, $E_1^*$ attracts $\Delta_1$ for $(Sys_f)$. It follows that $I(t) \to I_1^*$ as $t \to \infty$. This is a contradiction since condition (22) implies that $I_1^* > k$.

Next we claim that if $I(t_1) \geq k$ for some $t_1 \geq t_0$, then $I(t) \geq k$ for all $t \in [t_1, \infty)$. If this is not true, i.e., $I(t)$ can be smaller than $k$ for some $t > t_1$, then there exists $t_2 > t_1$ such that $I(t_2) = k$ and $I'(t_2) \leq 0$. However, as $(S(t_2), I(t_2)) \in \Delta_2$, we have

$$S(t_2) \geq \frac{\mu}{\mu + \gamma} - I(t_2) = \frac{\mu}{\mu + \gamma} - k > \frac{\mu}{\mu + \gamma} - k_1 = S_2^*.$$ 

(Fig. 8 also shows this property: If $(S(t_2), I(t_2)) \in \Delta_2$ and $I(t_2) = k < k_1$, then necessarily $S(t_2) > S_2^*$.) This means that

$$\frac{dI(t_2)}{dt} = ([1 - u_s(I(t_2 - \tau))]\beta S(t_2) - (\gamma + \mu)]I(t_2)$$

$$\geq ([1 - u_s]\beta S_2^* - (\gamma + \mu)]k = 0$$

independently of the value of $I(t_2 - \tau)$. This contradicts our previous observation that $I'(t_2) \leq 0$. So $I(t) \geq k$ for all $t \in [t_1, \infty)$.

It comes from our last result that solution $(S, I)$ coincides with the subsequent solution of $(Sys_c)$ on $[t_1 + \tau, \infty)$:

$$S(t) = S_c(t - t_1 - \tau; S(t_1 + \tau), I(t_1 + \tau)), \quad I(t) = I_c(t - t_1 - \tau; S(t_1 + \tau), I(t_1 + \tau)), \quad t \in [t_1 + \tau, \infty).$$

As $E_2^*$ attracts $\Delta_1$ w.r.t. $(Sys_c)$, we conclude that $(S(t), I(t)) \to E_2^*$ as $t \to \infty$. The proof is complete. □
9 Discussion

We have considered the dynamical consequences of switching to a control system in an SIR epidemic model, when the switch takes place with some delay after the solution crosses a switching manifold (i.e., when the density of infected individuals reaches a threshold level $k$).

Our results for (1)-(2) with delay $\tau > 0$ are summarized in Table 1. We have found that the behaviour of the system can be significantly different from switching models without delay. This can be easily seen by comparing Table 1 to Table 2, which lists the findings of Xiao, Xu, and Tang in [14] for system (1)-(2) in the case $\tau = 0$.

| Parameters | Results for $\tau > 0$ |
|------------|------------------------|
| $R_0 \leq 1$ | $E_0^* \text{ is GAS. No endemic equilibrium.}$ |
| (a) $R_0 > 1$ and $R_0[\mu - (\mu + \gamma)k] < \mu$ | $E_0^*$ is unstable. $E_1^*$ is the unique endemic equilibrium. $E_1^*$ attracts $X_1$ for large $k$. |
| (b) $\mu < R_0[\mu - (\mu + \gamma)k] < \mu/(1 - u^*)$ | $E_0^*$ is unstable. No endemic equilibrium. Periodic solution for small $\tau$. |
| (c) $R_0[\mu - (\mu + \gamma)k] > \mu/(1 - u^*)$ | $E_0^*$ is unstable. $E_2^*$ is the unique endemic equilibrium. $E_2^*$ attracts $X_1$ for small $k$ (under certain technical conditions). |

Table 1: A summary of our results.

| Parameters | Results for $\tau = 0$ |
|------------|------------------------|
| (a) $R_0 > 1$ and $R_0[\mu - (\mu + \gamma)k] < \mu$ | $E_1^*$ is the unique endemic equilibrium, it attracts $\Delta_1$. |
| (b) $\mu < R_0[\mu - (\mu + \gamma)k] < \mu/(1 - u^*)$ | A new equilibrium appears on the switching manifold attracting $\Delta_1$. |
| (c) $R_0[\mu - (\mu + \gamma)k] > \mu/(1 - u^*)$ | $E_2^*$ is the unique endemic equilibrium, it attracts $\Delta_1$. |

Table 2: The results of Xiao, Xu, and Tang in [14] for $\tau = 0$.

As one can see from Table 1 all solutions in $\Delta_1$ converge to an endemic equilibrium if $\tau = 0$ and $R_0 > 1$. However, periodic orbits can exist in the delayed case: we constructed periodic solutions for some range of the parameters and for small positive delay (see Case (b)). These are slowly oscillating between the two sides of the switching manifold (meaning that if $I(t_1) = I(t_2) = k$ for $t_1 < t_2$, then $t_2 - t_1 > \tau$). Numerical observations show that the periodic orbit persists by increasing the delay, and the oscillatory solution tends to approach the two stable equilibria corresponding to the free and the control systems.

On the other hand, our global stability results are delay independent (see Cases (a) and (c)). Based on some numerical simulations, we conjecture that a stable periodic orbit may coexist with a stable equilibrium for some parameter configurations (when $k$ is slightly smaller than $I^*_2$ or slightly bigger than $I^*_1$), thus local stability of an endemic equilibrium does not always imply its global stability. We have observed this bistable situation for both small and large values of $\tau$. The investigation of such cases is left for future work.
Fig. 9 depicts how the maxima and minima of some solutions (calculated after long time integration) change if parameter $k$ increases. This numerically generated diagram confirms the conjecture that a periodic orbit may coexist with a stable equilibrium for some parameter configurations.

![Plot of the maxima and minima of the $I$-terms after long time integration for several initial data. The bifurcation parameter is $k$. The other parameters are $u_\ast = 0.76$, $\gamma = 1.38$, $\beta = 15.8$, $\mu = 1.3$ and $\tau = 1$. The solution converges to $E_2^\ast$ for small $k$, then to a periodic orbit as $k$ increases, and then to $E_1^\ast$ for large values of $k$.]

It may seem surprising that we do not necessarily obtain information on the dynamics in the non-delayed case by considering the delayed case with small values of $\tau$. The underlying reason is the following: If $\tau = 0$ in Case (b), then there is a segment within the switching manifold $I = k$ (the so-called sliding domain) along which the vector field corresponding to the free system points up, while the vector field of the control system points down. When a solution reaches the sliding domain, this incompatibility between the free and the control systems can be resolved by a sliding mode control which is forcing the solution to remain on the sliding domain, and the solution may converge to a new equilibrium appearing there. In contrast, the solution curves of the delayed system cross the switching manifold transversally because this system reacts with a positive delay and because both vector fields are transversal to $I = k$ (except at most one point). Therefore in Case (b) with $\tau > 0$ we observe solutions oscillating between the two sides of the switching manifold but no solutions moving along it.

From our results we can draw some conclusions about the potential intervention strategies. For a large threshold $k$, the control will eventually be turned off and solutions converge to the endemic equilibrium of the free system, and the control strategy has no effect whatsoever. If $k < I_1^\ast$, then the control effort $u_\ast$ also plays a role. If the control effort is weak, then $I_2^\ast > k$ (see Fig. 9) and we can expect the control to be on for large times. Then the control strategy is reducing the infected
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population. Interestingly, in the presence of time delay, a strong control effort can induce periodic oscillations, and the peak of the periodic solution may be larger than the endemic level what we could achieve by a weaker control. If we do not want to tolerate high peaks in disease prevalence, we may choose a milder control strategy. Alternatively, we may try to reduce the delay as that leads to smaller oscillations, and then the periodic solution can be kept near the threshold \( k \). Our results suggest that it may be worthwhile to continue research to the directions we initiated here, to have a better understanding of the effect of the interplay of control strategies and delays in implementation on the long term transmission dynamics.
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