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Abstract. We investigate the relationship between connectedness properties of spectra and the Lyubeznik numbers, numerical invariants defined via local cohomology. We prove that for complete equidimensional local rings, the Lyubeznik numbers characterize when connectedness dimension equals one. More generally, these invariants determine a bound on connectedness dimension. Additionally, our methods imply that the Lyubeznik number \( \lambda_{1,2}(A) \) of the local ring \( A \) at the vertex of the affine cone over a projective variety is independent of the choice of its embedding into projective space.

Dedicated to Professor Gennady Lyubeznik on the occasion of his sixtieth birthday

1. Introduction

Connectedness dimension and local cohomology. Given a complete local ring \( A \) containing a field, with a separably closed residue field, write \( A \cong R/I \), where \( I \) is an ideal of \((R, m, k)\), an \( n \)-dimensional complete regular local ring. Suppose further that \( \dim(A) \geq 2 \). The second vanishing theorem of local cohomology (SVT) states that the local cohomology module \( H^{n-1}_I(R) \) vanishes if and only if the punctured spectrum \( \text{Spec}^\circ(A) \) of \( A \) is connected [Ogu73, PS73].

Herein, our overarching goal is to better understand the relationship between local cohomology and connectedness properties of spectra. The SVT says that \( H^{n-1}_I(R) \) vanishes if and only if \( c(A) = 0 \), where \( c(A) \) is the connectedness dimension of \( A \), the minimal dimension of a closed subset \( Z \) of the spectrum of \( A \) for which \( \text{Spec}(A) \setminus Z \) is a disconnected topological space. Inspired by this, it is natural to ask whether the connectedness dimension can be characterized by the vanishing of local cohomology more generally.

We find that studying the Lyubeznik numbers is advantageous in this regard. With the notation above, given nonnegative integers \( i \) and \( j \), the Lyubeznik number \( \lambda_{i,j}(A) \) of \( A \) is the \( i \)-th Bass number of the local cohomology module \( H^{n-j}_I(R) \) with respect to \( m \), \( \dim_k \text{Ext}^i_R(k, H^{n-j}_I(R)) \), which is finite [HS93, Lyu93]. The SVT demonstrates that the vanishing of \( H^{n-1}_I(R) \) is independent of the representation of \( A \) as \( R/I \); the Lyubeznik numbers also do not depend on the representation [Lyu93].

If \( A \) is equidimensional, the connectedness dimension of \( A \) is at least \( \dim(A) - 1 \) precisely when the highest Lyubeznik number \( \lambda_{d,d}(A) \), where \( d = \dim(A) \), is one [HH94, Wal01, Lyn06, Zha07]. Moreover, \( H^{n-1}_I(R) \) vanishes if and only if \( \lambda_{0,1}(A) \) does, so that \( c(A) \geq 1 \) if and only if \( \lambda_{0,1}(A) = 0 \). We prove that the condition that \( c(A) = 1 \) is characterized by the Lyubeznik numbers \( \lambda_{0,1}(A) \) and \( \lambda_{1,2}(A) \), a more subtle requirement than a bound on cohomological dimension.
**Theorem A** (Theorem 6.1). Let $A$ be an equidimensional complete local ring containing a field, of dimension at least three, with a separably closed residue field. Then $c(A) \geq 2$ if and only if $\lambda_{0,1}(A) = \lambda_{1,2}(A) = 0$.

In other words, write $A \cong R/I$, where $I$ is an ideal of an $n$-dimensional complete regular local ring $(R, m)$. Then $c(A) \geq 2$ if and only if $H^n_{\mathfrak{m}}^1(R) = H^2_{\mathfrak{m}}(H^n_{\mathfrak{m}}^0(R)) = 0$.

More generally, the connectedness dimension is bounded in terms of the vanishing of Lyubeznik numbers on the superdiagonal of the Lyubeznik table $[\lambda_{i,j}(A)]_{0 \leq i, j \leq \dim(A)}$.

**Theorem B** (Theorem 6.4). Let $A$ be an equidimensional complete local ring containing a field, of dimension at least two, with a separably closed residue field. If $\lambda_{0,1}(A) = \lambda_{1,2}(A) = \cdots = \lambda_{i-1,i}(A) = 0$ for some $i < \dim(A)$, then $c(A) \geq i$.

The entries of the superdiagonal of the Lyubeznik table also determine a bound on the maximal number of connected components of $\text{Spec}(A) \setminus Z$ among all closed subsets $Z$ of $\text{Spec}(A)$ with at most a specified dimension; see Proposition 6.10.

The technical framework designed to prove Theorems A and B takes advantage of a family of graphs $\Gamma_i(A)$ that includes two that have previously been used to study the relationship between local cohomology and connectedness properties of spectra [HL90, HH94, Lyu06, Zha07]. Our method relies on comparing the connectedness dimension, and the Lyubeznik numbers, of the ring to the respective numerical invariants modulo certain elements.

In particular, toward Theorem A, analogous to the way that the highest Lyubeznik number counts the number of connected components of the Hochster-Huneke graph [Lyu06, Zha07], we prove and take advantage of the fact that the Lyubeznik number $\lambda_{1,2}(A)$ is completely determined by the number of connected components of certain supergraphs of the Hochster-Huneke graph (see Theorem 5.4).

As a consequence of Theorem B, in Corollaries 6.7 and 6.6 we recover bounds comparing the connectedness dimension with cohomological dimension, and with depth [Fal80a, Fal80b, HH94, Var09].

**Lyubeznik numbers of projective varieties.** Given an equidimensional projective variety $X$ over a field $k$, by choosing an embedding $X \subseteq \mathbb{P}^n_k$, one can write $X = \text{Proj}(R/I)$, where $I$ is a homogeneous ideal of the polynomial ring $R = k[x_0, \ldots, x_n]$. If $\mathfrak{m} = (x_0, \ldots, x_n)$ is the homogeneous maximal ideal of $R$ and $A = (R/I)_\mathfrak{m}$ is the local ring at the vertex of the affine cone over $X$, Lyubeznik asked whether the Lyubeznik numbers $\lambda_{i,j}(A)$ are independent of the choice of embedding [Lyu02].

The answer has been proven to be affirmative if $k$ has prime characteristic [Zha11], or if $X$ is smooth [Swi15]. Additionally, the highest Lyubeznik number is always independent of the choice of embedding [Zha07], as is $\lambda_{0,1}(A)$ (cf. [Wal01, Proposition 3.1]). The techniques developed to prove Theorem 5.4 enable us to prove that the same is true for $\lambda_{1,2}(A)$, and to explicitly characterize its value.

**Theorem C** (Theorem 7.4). With the notation above, the Lyubeznik number $\lambda_{1,2}(A)$ is independent of $n$, and of the choice of embedding of $X \subseteq \mathbb{P}^n_k$.

In Theorem 7.5, we also establish a lower bound for the Lyubeznik numbers $\lambda_{i,i+1}(A)$, $1 < i < \dim(X)$, that is independent of the choice of embedding.
2. Connectedness of spectra and the graphs $\Gamma_t$

We begin this section by recalling some facts about connectedness of spectra. Next, we define a family of graphs associated to a ring, and point out a relationship between these graphs and connectedness properties of the spectrum of the ring.

The **connectedness dimension** of a Noetherian ring $A$, denoted $c(A)$, is the minimal value of $\dim(X)$ among all closed sets $X$ of $\text{Spec}(A)$ for which $\text{Spec}(A) \setminus X$ is disconnected. Given an ideal $a$ of a Noetherian ring $A$, the topological space $\text{Spec}(A) \setminus V(a)$ is disconnected if and only if there exist ideals $b$ and $c$ of $A$ such that $\sqrt{b}, \sqrt{c} \subseteq \sqrt{a}$, $\sqrt{a} \cap b \cap c = \sqrt{0}$, and $\sqrt{b} + c \supseteq \sqrt{a}$. By convention, we assume that $\text{Spec}(A) \setminus \text{Spec}(A) = \emptyset$ is disconnected, so that if $A$ is an equidimensional local ring, then $0 \leq c(A) \leq \dim(A)$, and $c(A) = \dim(A)$ if and only if $A$ has one minimal prime $[BS13, 19.1.10$ and $19.2.5]$.

Suppose that $p_1, \ldots, p_s$ are the minimal primes of $A$. Then the connectedness dimension of $A$ is the minimum of $\dim(A/(\cap_{i \in S} p_i + \cap_{j \in T} p_j))$ among all subsets $S$ and $T$ of $\{1, 2, \ldots, s\}$ such that $S \cup T = \{s\} [BS13, 19.2.5]$.

Recall that the** arithmetic rank** of an ideal $a$ of a ring, denoted ara($a$), is the least number of generators of an ideal with the same radical as $a$. The following bound relating arithmetic rank and connectedness dimension is useful for us in the case that the ideal $a$ is principal.

**Remark 2.1** (Grothendieck’s connectedness theorem). If $(A, n)$ is an equidimensional complete local ring and $a$ is a proper ideal of $A$, then

$$c(A/a) \geq \min\{c(A), \dim(A) - 1\} - \text{ara}(a)$$

[$Gro68$, Exposé XIII, Théorème 2.1], [BS13, 19.2.10]. If $A$ has more than one minimal prime, then $c(A) < \dim(A)$ [BS13, 19.2.2]. Therefore, in this case, if $x \in n$, then $c(A/(x)) \geq c(A) - 1$.

We define a family of graphs associated to a ring, whose connectivity properties are closely related to connectedness properties of the ring’s spectrum.

**Definition 2.2.** Given an equidimensional local ring $A$ of dimension $d \geq 2$, and an integer $1 \leq t \leq d - 1$, we define a graph $\Gamma_t(A)$ the following way:

1. The vertices of $\Gamma_t(A)$ are indexed by the minimal primes of $A$, and
2. There is an edge between distinct vertices $p$ and $q$ if and only if $\text{height}_A(p + q) \leq t$.

For any $1 \leq t < s \leq d - 1$, $\Gamma_t(A)$ is a subgraph of $\Gamma_s(A)$ with the same vertices. Therefore, if $\Gamma_t(A)$ is connected, then so is $\Gamma_s(A)$.

**Remark 2.3.** If $A$ is an equidimensional complete local ring of dimension $d$ (so that $A$ is catenary), then for every ideal $I$ of $A$, $\text{height}_A(I) = d - \dim(A/I)$. Accordingly, for $1 \leq t \leq d - 1$, there exists an edge between vertices $p \neq q$ of $\Gamma_t(A)$ precisely if $\dim(A/(p + q)) \geq d - t$.

The following example illustrates some features of our results and is referenced in later sections.
Example 2.4. Given a field $\mathbb{k}$, let $I$ be the ideal $(x, y) \cap (z, w) \cap (u, v)$ of the ring $R = \mathbb{k}[x, y, z, w, u, v]$. Let $A = R/I$, hence $\dim(A) = 4$. The three vertices of the graphs $\Gamma_t(A)$ correspond to the minimal primes $(x, y), (z, w)$, and $(u, v)$ of $A$. The graph $\Gamma_1(A)$ has no edges, while the graphs $\Gamma_2(A)$ and $\Gamma_3(A)$ are complete.

The two graphs $\Gamma_1(A)$ and $\Gamma_{d-1}(A)$ have played an important role in studying cohomological dimension and connectedness properties of spectra. Suppose that $A$ is equidimensional and has a separably closed residue field. The graph $\Gamma_1(A)$ is the \textit{Hochster-Huneke graph} (or the \textit{dual graph}) of $A$, often denoted $\Gamma_A$ in the literature [HH94, Definition 3.4], [Har62]. This graph is connected if and only if $c(A) \geq d - 1$ [HH94, Theorem 3.6]. Moreover, the highest Lyubeznik number $\lambda_{d,d}(A)$ equals the number of connected components of $\Gamma_1(A)$ [Lyu06, Theorem 1.3], [Zha07, Main Theorem].

The fact that when $\dim(A) \geq 2$, $\Gamma_{d-1}(A)$ is connected if and only if $\Spec^0(A)$ is connected, i.e., $c(A) \geq 1$, is used in Huneke and Lyubeznik’s proof of the second vanishing theorem of local cohomology [HL90, Proof of Theorem 2.9]. In fact, the number of connected components of $\Gamma_{d-1}(A)$ and $\Spec^0(A)$ coincide, and equal $\lambda_{0,1}(A) - 1$ when $\dim(A) \geq 2$ (see [Wal01, Proposition 3.1] for the dimension two case). The graph $\Gamma_{d-1}(A)$ is the 1-skeleton of a simplicial complex whose homology has connections with cohomological dimension and depth [Lyu07, Theorem 1.1], [KLZ16, Theorem 1.2], [DT16, Proposition 3.6].

The following proposition, which relates the graphs $\Gamma_\bullet(A)$ to the connectedness of subsets of the spectrum of $A$, follows from [Har62, Proposition 1.1], and generalizes [HH94, Theorem 3.6]. We crucially rely on the fact that these graphs determine the connectedness dimension of the ring.

**Proposition 2.5.** Let $A$ be an equidimensional complete local ring of dimension $d \geq 2$. Given $1 \leq t \leq d - 1$, $\Gamma_t(A)$ is connected if and only if $c(A) \geq d - t$; i.e.,

$$c(A) = \max\{i \geq 1 \mid \Gamma_{d-i}(A) \text{ is connected}\}.$$

**Proof.** Since $X = \Spec(A)$ is a Noetherian topological space, $X \setminus Y$ is connected for all closed sets $Y$ of $X$ for which $\dim(Y) \leq d - t - 1$ (i.e., $\codim(Y, X) > t$) if and only if for all minimal prime ideals $q$ and $r$ of $A$, there exists a sequence of minimal primes $q = p_1, p_2, \ldots, p_s = r$ such that for all $1 \leq j < s$, $\dim\bigl(\mathfrak{p}_j\bigr) \cap \mathfrak{v}(\mathfrak{p}_{j+1}) \geq d - t$, i.e., $\height_A(p_j + p_{j+1}) \leq t$ [Har62, Proposition 1.1].

We call upon the following observation frequently, beginning with the proof of the corollary below.

**Remark 2.6.** Given ideals $\mathfrak{a}, \mathfrak{b},$ and $\mathfrak{c}$ of a ring, $\sqrt{\mathfrak{a} + (\mathfrak{b} \cap \mathfrak{c})} = \sqrt{(\mathfrak{a} + \mathfrak{b}) \cap (\mathfrak{a} + \mathfrak{c})}$. Indeed, we have that

$$(\mathfrak{a} + \mathfrak{b})(\mathfrak{a} + \mathfrak{c}) \subseteq \mathfrak{a} + (\mathfrak{b} \cap \mathfrak{c}) \subseteq (\mathfrak{a} + \mathfrak{b}) \cap (\mathfrak{a} + \mathfrak{c}),$$

and since $(\mathfrak{a} + \mathfrak{b})(\mathfrak{a} + \mathfrak{c})$ and $(\mathfrak{a} + \mathfrak{b}) \cap (\mathfrak{a} + \mathfrak{c})$ have the same radical, we obtain our desired conclusion by taking radicals.

Then by an inductive argument, given ideals $\mathfrak{a}_i$, $1 \leq i \leq u$, and $\mathfrak{b}_j$, $1 \leq j \leq v$, if $\mathfrak{a} = \bigcap_{i=1}^u \mathfrak{a}_i$ and $\mathfrak{b} = \bigcap_{j=1}^v \mathfrak{b}_j$, then $\sqrt{\mathfrak{a} + \mathfrak{b}} = \bigcap_{i=1}^u \bigcap_{j=1}^v \sqrt{\mathfrak{a}_i + \mathfrak{b}_j}$, so that

$$\height_A(\mathfrak{a} + \mathfrak{b}) = \min\{\height_A(\mathfrak{a}_i + \mathfrak{b}_j) \mid 1 \leq i \leq u, 1 \leq j \leq v\}.$$
Notation. Let \( \#G \) denote the number of connected components of a graph \( G \), and \( \#X \) the number of connected components of a topological space \( X \).

Not only can the graphs \( \Gamma_*(A) \) detect the connectedness dimension of \( A \), but they also determine a more refined numerical invariant of \( A \).

**Corollary 2.7.** Given an equidimensional complete local ring \( A \) of dimension \( d \geq 2 \), and an integer \( 1 \leq t \leq d - 1 \),

\[
\#\Gamma_t(A) = \max\{ \#(\text{Spec}(A) \setminus X) \mid X \subseteq \text{Spec}(A) \text{ closed}, \dim(X) \leq d - t - 1 \}.\]

**Proof.** When \( \Gamma_t(A) \) is connected, the statement holds by Proposition 2.5. Therefore, we address the case that the graph is disconnected.

Given a ring \( A \) satisfying our hypotheses, let \( s = \#\Gamma_t(A) \), and let \( \Sigma_1, \ldots, \Sigma_s \) denote the connected components of \( \Gamma_t(A) \). For \( 1 \leq i \leq s \), let \( b_i \) denote the ideal of \( A \) that is the intersection of the vertices of \( \Sigma_i \).

Let \( a = \cap_{1 \leq i < j \leq s} (b_i + b_j) \). By writing each \( b_i \) as the intersection of its minimal primes, we see that \( \text{height}_{A}(a) \geq t + 1 \), since for \( i \neq j \), there is no edge between any minimal prime of \( b_i \) and any minimal prime of \( b_j \) in \( \Gamma_t(A) \). Thus, \( \dim(\text{Spec}(a)) \leq d - t - 1 \).

We claim that \( X = \text{Spec}(A) \setminus \text{V}(a) \) has exactly \( s \) connected components, given by the closed subsets \( X_i = \text{V}(b_i) \cap X \) of \( X \), for \( 1 \leq i \leq s \). Since for each \( 1 \leq i \leq s \), \( \text{height}_{A}(b_i) = 0 < 2 \leq t + 1 \leq \text{height}_{A}(a) \), \( \sqrt{b_i} \not\subseteq \sqrt{a} \), and \( X_i \neq \emptyset \).

It is clear by definition of the ideals \( b_i \) that \( \sqrt{\bigcap_i b_i} = \sqrt{0} \), so that \( \bigcup_{i=1}^s \text{V}(b_i) = \text{Spec}(A) \), and \( \bigcap_{i=1}^s X_i = X \). Moreover, for each \( 1 \leq i \leq s \), \( (\bigcup_{j \neq i} X_j) \cap X_i = \emptyset \) since for all such \( i \),

\[
\sqrt{(\bigcap_{j \neq i} b_i) + b_j} = \sqrt{\bigcap_{j \neq i} b_i + b_j} \supseteq \sqrt{\bigcap_{1 \leq u < v \leq s} (b_u + b_v)} = \sqrt{a}.
\]

Therefore, to show that \( X \) has \( s \) connected components, it suffices to show that each \( X_i \) is connected in \( X \). Since \( X_i = \text{V}(b_i) \setminus \text{V}(a) = \text{V}(b_i) \setminus \text{V}(b_i + a) \), it suffices to show that \( \text{Spec}(A/b_i) \setminus \text{V}(b_i + a) \) is connected. Note that \( A/b_i \) is an equidimensional ring of dimension \( d \), and \( \Gamma_t(A/b_i) \) is connected since it is isomorphic to the connected component of \( \Gamma_t(A) \) with vertices corresponding to the minimal primes of \( b_i \). Therefore, by Proposition 2.5, \( c(A/b_i) \geq d - t \). Since \( \text{height}_{A}(a) \geq t + 1 \), \( \text{dim}(A/a) \leq d - t - 1 \), so that \( \text{Spec}(A/b_i) \setminus \text{V}(b_i + a) \) must indeed be connected.

Our final step is to prove that \( \#(\text{Spec}(A) \setminus \text{V}(a)) \leq s \) for every ideal \( a \) of \( A \) for which \( \text{dim}(A/a) \leq d - t - 1 \). Toward this, fix an ideal \( a \) of height at least \( t + 1 \). If \( \text{Spec}(A) \setminus \text{V}(a) \) is connected, the statement clearly holds. Otherwise, if it has \( m > 1 \) connected components, then there exist ideals \( b_1, \ldots, b_m \) for which \( \sqrt{a} \subseteq \sqrt{(\bigcap_{i \neq j} b_i) + b_j} = \bigcap_{i \neq j} \sqrt{b_i + b_j} \). In particular, \( \text{height}_{A}(b_i + b_j) \geq \text{height}_{A}(a) \geq t + 1 \) for all \( 1 \leq i < j \leq m \), so that the minimal primes of \( b_i \) and of \( b_j \) must lie in distinct connected components of \( \Gamma_t(A) \). This means that \( m \leq s \).

\[ \square \]

3. The graphs \( \Gamma_*(A) \) modulo \( x \)

In this section, we compare the graphs \( \Gamma_*(A) \) to \( \Gamma_*(A/(x)) \), where \( x \) is a certain element of \( A \), with the goal of finding such an \( x \) for which these graphs have the same number of connected components (see Theorem 3.7).
Remark 3.1. Let \((A, n)\) be an equidimensional complete local ring containing a field of dimension \(d \geq 1\). Fix \(x \in n\) that is in no minimal prime of \(A\). Given any minimal prime \(p\) of \((x)\), \(\text{height}_A(p) \leq 1\) by Krull’s principal ideal theorem, and \(\text{height}_A(p) \geq 1\) by our choice of \(x\). This means that \(\text{height}_A(p) = 1\), so that \(\dim(A/p) = d-1\). Hence, \(A/(x)\) is also equidimensional.

Our first goal is to show that if the graph associated to a ring is connected, then so is the graph modulo certain elements. Zhang proved this for the Hochster-Huneke graph [Zha07, Proposition 2.2]. Our method is different, using Grothendieck’s connectedness theorem and the relationship between our graphs and connectedness dimension, but we take advantage of Zhang’s result by comparing our more general graphs to the Hochster-Huneke graph.

Proposition 3.2. Let \((A, n)\) be an equidimensional complete local ring containing a field of dimension \(d \geq 3\), with a separably closed residue field. Fix \(x \in n\) that is in no minimal prime of \(A\). If \(1 \leq t \leq d-2\) and \(\Gamma_t(A)\) is connected, then \(\Gamma_t(A/(x))\) is also connected.

Proof. In the case that \(A\) has more than one minimal prime, the result follows by Proposition 2.5 since \(c(A/(x)) \geq c(A) - 1\) by Grothendieck’s connectedness theorem (see Remark 2.1). On the other hand, suppose that \(A\) has one minimal prime, \(p\). Then the graphs \(\Gamma_t(A)\) and \(\Gamma_t(A/p)\) each consist of one vertex, and since \(\sqrt{(x)} = \sqrt{p + (x)}\), \(\Gamma_t(A/(x))\) and \(\Gamma_t(A/(p + (x)))\) are also isomorphic graphs. Thus, we can replace \(A\) by \(A/p\) and assume \(A\) is a domain, hence reduced. In this case, since the Hochster-Huneke graph \(\Gamma_1(A)\) is connected, \(\Gamma_1(A/(x))\) is also connected [Zha07, Proposition 2.2] (see also [HPNBW17, Proposition 3.5]). Thus, the supergraph \(\Gamma_t(A/(x))\) with the same vertices is also connected. \(\Box\)

The following observation is useful in further relating the graphs associated to a ring with those associated to a quotient of the ring.

Lemma 3.3. Let \((A, n)\) be an equidimensional complete local ring, and fix \(x \in n\) in no minimal prime of \(A\). Then every minimal prime of \((x)\) contains a minimal prime of \(A\), and every minimal prime of \(A\) is contained in some minimal prime of \((x)\).

Proof. If \(p_1, \ldots, p_s\) denote the minimal primes of \(A\), the first statement holds because 
\[
\sqrt{(x)} = \sqrt{(0)} + (x) = \sqrt{(\cap_{i=1}^s p_i)} + (x) = \cap_{i=1}^s \sqrt{p_i + (x)}.
\]

On the other hand, since \(x\) is in no minimal prime \(p\) of \(A\), \(\dim(A/(p + (x))) = \dim(A/p) - 1 = \dim(A) - 1\) by Krull’s principal ideal theorem, and \(\text{height}_A(p + (x)) = 1\). Fix a minimal prime \(P\) of \(p + (x)\) of height one. Then \((x) \subseteq p + (x) \subseteq P\), and since \(\text{height}_A(x) = 1\), \(P\) is also a minimal prime of \((x)\). \(\Box\)

To obtain a partial converse of Proposition 3.2, in which one places a stronger restriction on the choice element \(x\), we define the following.

Definition 3.4. Given a local ring \((A, n)\), define 
\[
\Xi(A) = \{p + q \mid p, q \text{ minimal primes of } A \text{ for which } \sqrt{p + q} \neq n\}.
\]

If \(\dim(A) > 0\), then every minimal prime \(p\) of \(A\) is in \(\Xi(A)\), by taking \(q = p\).
Proposition 3.5. Let \((A, n)\) be an equidimensional complete local ring containing a field of dimension \(d \geq 3\). Fix \(x \in n\) that is in no minimal prime of any ideal in \(\Xi(A)\) (see Definition 3.4). Then for any \(1 \leq t \leq d - 2\), if \(\Gamma_t(A/(x))\) is connected, then \(\Gamma_t(A)\) is also connected.

Proof. By Proposition 2.5, it is enough to show that if \(c(A/(x)) \geq d - t - 1\), then \(c(A) \geq d - t\); i.e., that if \(c(A/(x)) \geq m\) for some \(1 \leq m \leq d - 2\), then \(c(A/(x)) \leq c(A) - 1\). Toward this, suppose that \(p_1, \ldots, p_s\) are the minimal primes of \(A\), and fix subsets \(S\) and \(T\) of \([s]\) for which \(S \cup T = [s]\) and \(c(A) = \dim(A/(\bigcap_{i \in S} p_i + \bigcap_{j \in T} p_j)) \geq m\) for some \(1 \leq m \leq d - 2\). Notice that this means \(\sqrt{p_i + p_j} \neq n\) for some \(i \in S\) and \(j \in T\), else \(c(A) = 0\).

By Lemma 3.3, for each \(1 \leq i \leq s\), there is at least one minimal prime of \((x)\) that contains \(p_i\), and every minimal prime of \((x)\) contains some \(p_i\). Let \(Q_i\) denote the intersection of all minimal primes of \((x)\) that contain \(p_i\). Since \(x\) is in no minimal prime of any ideal in \(\Xi(A)\), \(\text{height}_A(p_i + p_j + (x)) = \text{height}_A(p_i + p_j) + 1\) by Krull’s principal ideal theorem as long as \(p_i + p_j\) is not \(n\)-primary, and

\[
\dim(A/(\bigcap_{i \in S} p_i + \bigcap_{j \in T} p_j)) = \dim(A/(\bigcap_{i \in S} \bigcap_{j \in T} (p_i + p_j))) = \dim(A/(\bigcap_{i \in S} \bigcap_{j \in T} (p_i + p_j + (x)))) + 1
\]

Then

\[
\geq \dim(A/(\bigcap_{i \in S} Q_i + \bigcap_{j \in T} Q_j)) + 1
\]

We conclude that \(c(A/(x)) \leq c(A) - 1\). \qed

Propositions 3.2 and 3.5 allow us to conclude that the graph associated to a ring is connected if and only those associated to the ring modulo certain elements are connected. To wit:

Theorem 3.6. Let \((A, n)\) be an equidimensional complete local ring containing a field of dimension \(d \geq 3\), with a separably closed residue field. Fix \(x \in n\) that is in no minimal prime of any ideal in \(\Xi(A)\) (see Definition 3.4). Then for any \(1 \leq t \leq d - 2\), \(\Gamma_t(A)\) is connected if and only if \(\Gamma_t(A/(x))\) is connected.

Proof. This is an immediate consequence of Propositions 3.2 and 3.5. \qed

Finally, we extend Theorem 3.6 to address the setting in which the graphs need not be connected.

Theorem 3.7. Let \((A, n)\) be an equidimensional complete local ring containing a field of dimension \(d \geq 3\), with a separably closed residue field. Fix \(x \in n\) that is in no minimal prime of any ideal in \(\Xi(A)\) (see Definition 3.4). Then for every \(1 \leq t \leq d - 2\), \(#\Gamma_t(A) = #\Gamma_t(A/(x))\).

Proof. First notice that by Lemma 3.3, each minimal prime of \((x)\) is a minimal prime of \(p + (x)\), for some minimal prime \(p\) of \(A\). Fixing \(1 \leq t \leq d - 2\), this means that the vertices of \(\Gamma_t(A/(x))\) can be indexed by the ideals of the form \(q A/(x)\), where \(q\) is a minimal prime of \(p + (x)\), for some minimal prime \(p\) of \(A\).

Suppose that \(#\Gamma_t(A) = s\), and let \(\Sigma_1, \ldots, \Sigma_s\) denote the connected components of \(\Gamma_t(A)\). For \(1 \leq i \leq s\), let \(a_i\) be the ideal of \(A\) that is the intersection of the minimal
primes of $A$ that correspond to the vertices of $\Sigma_i$. Then each $\Sigma_i$ is isomorphic to $\Gamma_i(A/a_i)$, so by Proposition 3.2, each $\Gamma_i(A/(a_i + (x)))$ is also connected.

By Lemma 3.3, $\Gamma_i(A/(x))$ is isomorphic to the graph $\Gamma_i(A/\cap_{t=1}^s (a_i + (x)))$, and if $i \neq j$, then no minimal prime of $a_i + (x)$ is also a minimal prime of $a_j + (x)$.

Hence, to finish the proof, it suffices to show that there is no edge between vertices corresponding to any minimal prime of $a_i + (x)$ and any minimal prime of $a_j + (x)$ in this graph, for $1 \leq i < j \leq s$. However, if there were an edge, then $\Gamma_i(A/(a_i \cap a_j + (x)))$ would be connected, which would imply that $\Gamma_i(A/a_i \cap a_j)$ is connected by Proposition 3.5, contradicting the fact that $\Sigma_i$ and $\Sigma_j$ are distinct connected components of $\Gamma_i(A)$.

We conclude that given $1 \leq i \leq s$, the induced subgraph of $\Gamma_i(A/(x))$ whose vertices correspond to minimal primes of $p + (x)$ for $p$ a fixed minimal prime of $A$ is a connected component of $\Gamma_i(A/(x))$. In particular, $\Gamma_i(A/(x))$ has $s$ connected components. $\square$

4. Lyubeznik numbers modulo an element

Inspired by Zhang’s proof that the highest Lyubeznik number counts the connected components of the Hochster-Huneke graph [Zha07], we relate Lyubeznik numbers of a ring to those modulo a carefully chosen nonzero divisor. Rather than comparing the highest Lyubeznik numbers, we compare those on the superdiagonal of the Lyubeznik table. The relationship can be more subtle for the Lyubeznik numbers we consider; i.e., we may not obtain an equality.

Note the following observation on the support of local cohomology.

Lemma 4.1 (cf. [Zha07, Lemma 2.4]). Suppose that $(R, m)$ is a regular local ring of dimension $n$, and let $I$ be an ideal of $R$ for which $R/I$ is equidimensional of dimension $d \geq 2$. Fix an integer $1 \leq i \leq d - 1$, and $r \in m$ that satisfies the following property:

\[
\text{If } \text{Supp}_R H^{n-i}_I(R) \neq \{m\}, \text{ then } r \text{ is in no minimal prime of } \text{Supp}_R H^{n-i}_I(R).
\]

Then $\dim \text{Supp}_R H^0_{(r)}(H^{n-i}_I(R)) \leq \max\{0, i - 2\}$.

Proof. The result holds when $H^0_{(r)}(H^{n-i}_I(R)) = 0$. Otherwise, we claim

(4.0.1) $\dim \text{Supp}_R H^{n-i}_I(R) \leq i - 1$.

To see this, fix $p \in \text{Supp}_R H^{n-i}_I(R)$, so that $(H^{n-i}_I(R))_p = H^{n-i}_{IR_p}(R_p) \neq 0$. By way of contradiction, assume that $\text{height}_R(p) \leq n - i$. If $\text{height}_R(p) < n - i$, then $H^{n-i}_{IR_p}(R_p)$ vanishes since $n - i > \dim(R_p)$. On the other hand, if $\text{height}_R(p) = n - i$, then since $\text{height}_R(I) = n - d \leq n - i - 1$ and $R/I$ is equidimensional, $IR_p$ cannot be $pR_p$-primary. Again, we have that $H^{n-i}_{IR_p}(R_p) = 0$, now by the HLVT [Har68, Theorem 3.1]. In either case, we have arrived at a contradiction, and (4.0.1) holds.

We proceed to show that $\dim \text{Supp}_R H^0_{(r)}(H^{n-i}_I(R)) \leq i - 2$. This is clear if $\dim \text{Supp}_R H^{n-i}_I(R) \leq i - 2$, since $H^0_{(r)}(H^{n-i}_I(R))$ is a submodule of $H^{n-i}_I(R)$. Otherwise, fix some $p \in \text{Supp}_R H^0_{(r)}(H^{n-i}_I(R))$. Then $p \in \text{Supp}_R H^{n-i}_I(R)$, so that $p$ contains some minimal element $q$ of $\text{Supp}_R H^{n-i}_I(R)$. Moreover, $r \in p$, but $r \notin q$ by our choice of $r$. Then, by Krull’s principal ideal theorem and (4.0.1) we have that

(4.0.2) $\text{height}_R(p) \geq \text{height}_R(q + (r)) = \text{height}_R(q) + 1 \geq n - i + 2$;
i.e., \( \dim(R/p) \leq i - 2 \).

Our next goal is to relate the Lyubeznik numbers on the superdiagonal of the Lyubeznik table to those on the superdiagonal for a quotient modulo an element. We can choose an element \( r \in m \) as specified in Propositions 4.2 and 4.3 by prime avoidance, since each local cohomology module \( H^i_I(R) \) has finitely many associated primes [Lyu93, Corollary 3.6].

**Proposition 4.2.** Suppose that \( (R, m) \) is a \( n \)-dimensional complete regular local ring containing a field. Let \( I \) be an ideal of \( R \) for which \( R/I \) is equidimensional of dimension \( d \geq 3 \). Moreover, fix \( r \in m \) satisfying the following property:

If \( \text{Supp}_R H^n_{I}^{n-2}(R) \neq \{m\} \), then \( r \) is in no minimal prime of \( \text{Supp}_R H^n_{I}^{n-2}(R) \).

Then \( \lambda_{0,1}(R/I) + \lambda_{1,2}(R/I) = \lambda_{0,1}(R/(I+(r))) \). In particular, if the residue field of \( R \) is separably closed and \( \text{Spec}^c(R/I) \) is connected, then \( \lambda_{1,2}(R/I) = \lambda_{0,1}(R/(I+(r))) \).

**Proof.** Let \( J = I + (r) \) in \( R \), and consider the long exact sequence

\[
\cdots \to H^1_J(R) \to H^1_I(R) \to H^0_I(R) \to H^{-1}_I(R) \to H^{-2}_I(R) \to H^{-3}_I(R) \to \cdots
\]

(see e.g., [BS13, 8.1.2]). We obtain from (4.0.3) the following short exact sequences, for appropriate \( R \)-modules \( K \), \( M \), \( N \), \( P \), and \( Q \):

\[
\begin{align*}
(4.0.4) & \quad 0 \to K \to H^1_I(R) \to M \to 0 \\
(4.0.5) & \quad 0 \to M \to H^1_I(R)_r \to N \to 0 \\
(4.0.6) & \quad 0 \to N \to H^1_I(R) \to P \to 0 \\
(4.0.7) & \quad 0 \to P \to H^1_I(R) \to Q \to 0.
\end{align*}
\]

Notice that \( K \cong H^0_{(r)}(H^1_I(R)) \) and \( P \cong H^0_{(r)}(H^1_I(R)) \). As the injective dimension of each of \( K \) and \( P \) is no more than the dimension of its support [Lyu93, Theorem 3.4], by Lemma 4.1, each module is either zero or supported only at \( m \). Hence, \( H^j_m(K) = 0 \) for all \( j \geq 1 \). Thus, the long exact sequence in local cohomology with support in \( m \) with respect to (4.0.4) tells us that \( H^1_m(M) \cong H^0_{(r)}(H^1_I^2(R)) \) and \( H^2_m(M) = H^2_m(H^1_I^2(R)) \), the latter of which vanishes since \( R/I \) is equidimensional (see the proof of [Lyu93, Property (4.4iii)]).

Moreover, as \( r \in m \), so that \( H^0_{(r)}(H^1_I^2(R)_r) = 0 \) for all \( j \), the long exact sequence with respect to (4.0.5) enables us to conclude that \( H^1_m(M) \cong H^0_m(N) \) and \( H^2_m(M) \cong H^1_m(N) \). Consequently,

\[
(4.0.8) \quad H^1_m(H^1_I^2(R)) \cong H^0_m(N)
\]

and \( H^1_m(N) = 0 \), the latter of which, combined with the long exact sequence with respect to (4.0.6), exhibits the following short exact sequence:

\[
(4.0.9) \quad 0 \to H^0_m(N) \to H^0_m(H^1_J^1(R)) \to H^0_m(P) \to 0.
\]

As it is a submodule of \( H^0_m(H^1_J^1(R)_r) = 0, H^0_m(Q) = 0 \). This fact, combined with the long exact sequence with respect to (4.0.7), shows that \( H^0_m(P) \cong H^0_m(H^1_J^1(R)) \). This, (4.0.8), and (4.0.9), ensure the existence of a short exact sequence of the form

\[
0 \to H^1_m(H^1_I^2(R)) \to H^0_m(H^1_J^1(R)) \to H^0_m(H^1_J^1(R)) \to 0.
\]
If \( E \) denotes the injective hull of the residue field of \( R \) and \( u = \lambda_{1,2}(R/I) \), \( v = \lambda_{0,1}(R/J) \), and \( w = \lambda_{0,1}(R/I) \), we have that \( H^1_m(H^{n-2}_I(R)) \cong E^\oplus u \), \( H^0_m(H^{n-1}_j(R)) \cong E^\oplus v \), and \( H^0_m(H^{n-1}_I(R)) \cong E^\oplus w \) [Lyu06, Lemma 2.2]. Then, the result follows. \( \square \)

For the Lyubeznik numbers on the superdiagonal of the Lyubeznik table not addressed by Proposition 4.2, our analogous result is a bound.

**Proposition 4.3.** Suppose that \((R, m)\) is an \( n \)-dimensional complete regular local ring containing a field. Let \( I \) be an ideal of \( R \) for which \( R/I \) is equidimensional of dimension \( d \geq 3 \). Given \( 2 \leq i \leq d - 2 \), fix \( r \in m \) that satisfies the following property:

For \( j = i \) and \( j = i + 1 \), if \( \text{Supp}_R H^{n-j}_I(R) \neq \{m\} \), then \( r \) is in no minimal prime of \( \text{Supp}_R H^{n-j}_I(R) \).

Then \( \lambda_{i,i+1}(R/I) \geq \lambda_{i-1,i}(R/(I + (r))) \).

**Proof.** Let \( \dim(R) = n \) and \( J = I + (r) \), and consider the long exact sequence

\[
\cdots \rightarrow H^{n-i}_I(R) \rightarrow H^{n-i}_I(R)_r \rightarrow H^{n-i}_I(R) \rightarrow H^{n-i}_I(R) \rightarrow H^{n-i}_I(R)_r \rightarrow \cdots
\]

Labeling kernels and images appropriately, we obtain the following short exact sequences, for \( R \)-modules \( K, M, N \) and \( P \):

\[(4.0.10) \quad 0 \rightarrow K \rightarrow H^{n-i}_I(R) \rightarrow M \rightarrow 0 \]
\[(4.0.11) \quad 0 \rightarrow M \rightarrow H^{n-i}_I(R)_r \rightarrow N \rightarrow 0 \]
\[(4.0.12) \quad 0 \rightarrow N \rightarrow H^{n-i}_I(R) \rightarrow P \rightarrow 0. \]

As \( K = H^0_I(H^{n-i}_I(R)) \) and \( P = H^0_I(H^{n-i}_I(R)) \),

\[(4.0.13) \quad \dim \text{Supp}_R(K) \leq i - 1 \quad \text{and} \quad \dim \text{Supp}_R(P) \leq i - 2 \]

by our choice of \( r \) and Proposition 4.1. From (4.0.10), we obtain the following long exact sequence in local cohomology with respect to \( m \).

\[
\cdots \rightarrow H^i_m(K) \rightarrow H^i_m(H^{n-i}_I(R)) \rightarrow H^i_m(M) \rightarrow H^i_m(K) \rightarrow \cdots
\]

Since \( \text{inj.dim}(K) \leq \dim(K) \leq i - 1 \) by (4.0.13), \( H^i_m(K) = 0 \) for \( j \geq i \), so that, \( H^i_m(H^{n-i}_I(R)) \cong H^i_m(M) \). The short exact sequence (4.0.11) yields

\[
\cdots \rightarrow H^j_m(H^{n-i}_I(R)_r) \rightarrow H^j_m(N) \rightarrow H^{j+1}_m(M) \rightarrow H^{j+1}_m(H^{n-i}_I(R)_r) \rightarrow \cdots
\]

Since \( r \in m \), \( H^j_m(H^{n-i}_I(R)_r) = 0 \) for all integers \( j \), hence \( H^j_m(N) \cong H^{j+1}_m(M) \). From (4.0.12), we obtain a long exact sequence of the form

\[
\cdots \rightarrow H^{i-2}_m(P) \rightarrow H^{i-1}_m(N) \rightarrow H^{i-1}_m(H^{n-i}_j(R)) \rightarrow H^{i-1}_m(P) \rightarrow \cdots
\]

Since \( \text{inj.dim}(P) \leq \dim(P) \leq i - 2 \), we have that \( H^j_m(P) = 0 \) for \( j \geq i - 1 \). Thus, the map from \( H^{i-1}_m(N) \) to \( H^{i-1}_m(H^{n-i}_j(R)) \) is surjective.

Now, as \( H^{i-1}_m(N) \cong H^i_m(M) \cong H^i_m(H^{n-i}_I(R)) \), there exists a surjection

\[
H^i_m(H^{n-i}_I(R)) \rightarrow H^i_m(H^{n-i}_I(R)).
\]

We have that \( H^i_m(H^{n-i}_I(R)) \cong E^\oplus u \) and \( H^i_m(H^{n-i}_I(R)) \cong E^\oplus v \) [Lyu06, Lemma 2.2], where \( E \) denotes the injective hull of the residue field of \( R \). Then, \( u = \lambda_{i-1,i}(R/J) \), and \( v = \lambda_{i-1,i}(R/J) \). By applying Matlis duals \( \text{Hom}_R(-, E) \) to the surjection \( E^\oplus u \rightarrow E^\oplus v \), we obtain an injection \( R^v \hookrightarrow R^u \) since \( \text{Hom}_R(E, E) \cong R \). Tensoring with the fraction
field of $R$ and taking vector space dimensions, we conclude that $\lambda_{i-1,i}(R/J) = v \leq u = \lambda_{i,i+1}(R/I)$.

\section{The graphs $\Gamma_*$ and Lyubeznik numbers}

Recall that in Section 3, we compare the graphs associated to the ring to those associated to certain quotients modulo an element, and in Section 4, we do the same for Lyubeznik numbers. Using the results obtained therein, we can directly relate the Lyubeznik numbers and the graphs to one another.

\begin{lemma}
Let $A$ be an equidimensional complete local ring containing a field of dimension $d$, with a separably closed residue field. If $d \leq 2$, then $\lambda_{1,2}(A) = 0$. If $d \geq 3$ and $\Gamma_{d-2}(A)$ is connected, then $\lambda_{0,1}(A) = \lambda_{1,2}(A) = 0$.
\end{lemma}

\begin{proof}
It is known that if $d \leq 2$, then $\lambda_{1,2}(A) = 0$ [Wal01, Section 1 and Proposition 2.2]. Thus, let $d \geq 3$ and assume that $\Gamma_{d-2}(A)$ is connected. Then $\Gamma_{d-1}(A)$ is connected as well; i.e., $\Spec^o(A)$ is connected and $\lambda_{0,1}(A) = 0$. Write $A \cong R/I$, where $I$ is an ideal of an $n$-dimensional regular local ring $(R, m)$ containing a field. Fix a regular element $r \in m$ satisfying the following property: If $\Supp_R H^{n-2}_I(R) \neq \{m\}$, then $r$ is in no minimal prime of $\Supp_R H^{n-2}_I(R)$. Such an $r$ exists by prime avoidance since the $H^{n-2}_I(R)$ has finitely many associated primes [Lyu93, Corollary 3.6]. Let $x$ denote the image of $r$ in $A \cong R/I$. By Proposition 3.2, $\Gamma_{d-2}(A/(x))$ is connected, so that $\lambda_{0,1}(A/(x)) = 0$ by the second vanishing theorem of local cohomology [Ogu73, PST73]. Thus, $\lambda_{1,2}(A) = 0$ by Proposition 4.2.
\end{proof}

Recall that the Lyubeznik number $\lambda_{0,1}(A)$ of $A$ is one less than $\# \Gamma_{d-1}(A) - \# \Spec^o(A)$ (see [Wal01, Proposition 3.1] and the proof of [HL90, Theorem 2.9]). Motivated by this, the following lemma extends this relationship between Lyubeznik numbers and the graphs $\Gamma_*(A)$ associated to $A$, now comparing $\lambda_{1,2}(A)$ and $\Gamma_{d-2}(A)$.

\begin{proposition}
Let $A$ be an equidimensional complete local ring containing a field of dimension $d \geq 3$, with a separably closed residue field. If $\Gamma_{d-1}(A)$ is connected, then $\lambda_{1,2}(A) = \# \Gamma_{d-2}(A) - 1$.
\end{proposition}

\begin{proof}
The statement holds by Lemma 5.1 when $\Gamma_{d-2}(A)$ is connected. Fix an integer $s \geq 2$, and by way of induction, assume that for all rings $B$ satisfying our hypotheses for which $\# \Gamma_{d-2}(B) = s - 1$, we have that $\lambda_{1,2}(B) = s - 2$.

Take a ring $A$ satisfying our hypotheses, for which $\# \Gamma_{d-2}(A) = s$. Since $\Gamma_{d-1}(A)$ is connected and $\Gamma_{d-2}(A)$ is a subgraph with the same vertices, there exists an ordering $\Sigma_1, \Sigma_2, \ldots, \Sigma_s$ of the connected components of $\Gamma_{d-2}(A)$ for which the induced subgraph of $\Gamma_{d-1}(A)$ associated to the union of the vertices of $\Sigma_1, \ldots, \Sigma_i$ is connected for all $1 \leq i \leq s$.

Write $A \cong R/I$, where $(R, m)$ is an $n$-dimensional regular local ring containing a field, and $I$ is an ideal of $R$. For $1 \leq i \leq s$, let $a_i$ be the ideal of $R$ that is the intersection of minimal primes of $I$ associated to the vertices of $\Sigma_i$, and let $b_i = a_1 \cap \cdots \cap a_i$. Since each $\Gamma_{d-1}(R/a_i)$ and each $\Gamma_{d-1}(R/b_i)$ is connected [HL90, Theorem 2.9] (see also its proof),

\begin{equation}
H^{n-1}_{a_i}(R) = H^{n-1}_{b_i}(R) = 0.
\end{equation}
For every minimal prime \( p \) of \( b_{s-1} \) and every minimal prime \( q \) of \( a_s \), since \( pA \) are \( qA \) are vertices of different connected components of \( \Gamma_{d-2}(A) \), height \( A(pA + qA) \geq d - 1 \), so that \( \text{height}_R(p + q) \geq n - 1 \). Hence \( \text{height}_R(b_{s-1} + a_s) \geq n - 1 \). Moreover, as \( \text{Spec}^0(A) \) is connected, \( \sqrt{b_{s-1} + a_s} \neq m \), so that

\[
\text{height}_R(b_{s-1} + a_s) = n - 1.
\]

Therefore, since \( R \) is regular, \( H^{n-2}_{b_{s-1} + a_s}(R) = 0 \). This fact, (5.0.1), and the Mayer-Vietoris sequence corresponding to \( b_{s-1} \) and \( a_s \), yield the short exact sequence

\[
0 \to H^{n-2}_{b_{s-1}}(R) \oplus H^{n-2}_{a_s}(R) \to H^{n-2}_R(R) \to H^{n-1}_{b_{s-1} + a_s}(R) \to 0.
\]

Since \( R/b_{s-1} \) and \( R/a_s \) are equidimensional, \( H^2_m(H^2_{b_{s-1}}(R)) = H^2_m(H^2_{a_s}(R)) = 0 \) (see the proof of [Lyu93, Property (4.4iii)]). Moreover, by (5.0.2), \( R/(b_{s-1} + a_s) \) is equidimensional of dimension one, so that \( \lambda_{1,1}(R/(b_{s-1} + a_s)) = 1 \) and \( \lambda_{0,1}(R/(b_{s-1} + a_s)) = 0 \) (see, e.g., [Wal01, Section 1]). In particular, \( H^0_m(H^0_{b_{s-1} + a_s}(R)) = 0 \) [Lyu93, Lemma 1.4]. Thus, the long exact sequence in local cohomology with support in \( m \) associated to (5.0.3) exhibits the short exact sequence

\[
0 \to H^1_m(H^1_{b_{s-1}}(R)) \oplus H^1_m(H^1_{a_s}(R)) \to H^1_m(H^1_R(R)) \to H^1_m(H^1_{b_{s-1} + a_s}(R)) \to 0.
\]

By Lyubeznik’s work on \( D \)-modules [Lyu93, Lemma 1.4], the inductive hypothesis applied to \( R/b_{s-1} \), and Lemma 5.1,

\[
\lambda_{1,2}(A) = \lambda_{1,2}(R/b_{s-1}) + \lambda_{1,2}(R/a_s) + 1 = (s - 2) + 0 + 1 = s - 1.
\]

We can extend Lemma 5.2 to compare the other Lyubeznik numbers on the superdiagonal of the Lyubeznik table \( [\lambda_{i,j}(A)]_{0 \leq i,j \leq \dim(A)} \) with the number of connected components of a certain graph, but beyond \( \lambda_{0,1}(A) \) and \( \lambda_{1,2}(A) \), our equality is replaced with a bound.

**Proposition 5.3.** Let \( A \) be an equidimensional complete local ring containing a field of dimension \( d \geq 3 \), with a separably closed residue field. If \( \Gamma_{d-i}(A) \) is connected for some \( 1 \leq i \leq d - 2 \), then \( \lambda_{i,i+1}(A) \geq \#\Gamma_{d-i-1}(A) - 1 \).

**Proof.** The case that \( i = 1 \) holds by Lemma 5.2 (which, in particular, verifies the dimension two case). By way of induction on \( i \geq 1 \), assume that for any ring \( B \) of dimension \( e \) satisfying our hypotheses for which \( 1 \leq i \leq e - 2 \), and \( \Gamma_{e-i}(B) \) is connected, we have that \( \lambda_{i,i+1}(B) \geq \#\Gamma_{e-i-1}(B) - 1 \).

Take a ring \( A \) satisfying our hypotheses for which \( \dim(A) = d \), \( 2 \leq i + 1 \leq d - 2 \) (so that \( d \geq 4 \)), and \( \Gamma_{d-i-1}(A) \) is connected. By Proposition 4.3 and Theorem 3.7, there exists \( x \) in the maximal ideal of \( A \) for which \( \lambda_{i+1,i+2}(A) \geq \lambda_{i,i+1}(A/(x)), \Gamma_{d-i-1}(A/(x)) \) is connected, and \( \#\Gamma_{d-i-2}(A) = \#\Gamma_{d-i-2}(A/(x)) \). Since \( \dim(A/(x)) = d - 1 \geq 3 \) and \( 1 \leq i \leq d - 3 \), we can apply the inductive hypothesis to \( A/(x) \) and conclude that

\[
\lambda_{i+1,i+2}(A) \geq \lambda_{i,i+1}(A/(x)) \geq \#\Gamma_{d-i-2}(A/(x)) - 1 = \#\Gamma_{d-i-2}(A) - 1.
\]

Using induction and the Mayer-Vietoris sequence in local cohomology, we can remove the connectivity hypothesis in Lemmas 5.2 and 5.3. Note that under the following theorem’s hypotheses, \( \lambda_{0,1}(A) = \#\Gamma_{d-1}(A) \) [Wal01, Proposition 3.1], [HL90, Proof of Theorem 2.9].

**Theorem 5.4.** Let \( A \) be an equidimensional complete local ring containing a field of dimension \( d \geq 3 \), with a separably closed residue field. Then
(1) $\lambda_{1,2}(A) = \# \Gamma_{d-2}(A) - \# \Gamma_{d-1}(A)$, and
(2) $\lambda_{i,i+1}(A) \geq \# \Gamma_{d-i-1}(A) - \# \Gamma_{d-i}(A)$ for all $1 \leq i \leq d - 2$.

Proof. Fix $1 \leq i \leq d - 2$. The cases that $\# \Gamma_{d-i}(A) = 1$, for $i = 1$ and $i \geq 2$, hold by Lemmas 5.2 and 5.3, respectively. We proceed by induction on $\# \Gamma_{d-i}(A) \geq 1$, for all $\# \Gamma_{d-i-1}(A) \geq \# \Gamma_{d-i}(A)$. Fix an integer $s_i \geq 2$, and assume that the statement holds for all rings $B$ satisfying our hypotheses, and for which $\# \Gamma_{d-i}(B) = s_i - 1$.

Take a ring $A$ with $\# \Gamma_{d-i}(A) = s_i$, and for which $\# \Gamma_{d-i-1}(A) = s_{i+1} \geq s_i$. Write $A \cong R/I$, where $(R, m)$ is an $n$-dimensional regular local ring containing a field, and $I$ is an ideal of $R$. Let $a_i$ be the ideal of $R$ that is the intersection of the minimal primes of $I$ corresponding to the vertices of one connected component $\Sigma_i$ of $\Gamma_{d-i}(A)$, and let $b_i$ denote the intersection of the remaining minimal primes of $R$. For every minimal prime $p_i$ in $\Sigma_i$, and $q_i$ of $A$ that is not a vertex of $\Sigma_i$, there is no edge between these vertices in $\Gamma_{d-i}(A)$, so height $\Lambda(p_i + q_i) \geq d - i + 1$. Therefore, for any minimal prime $P_i$ of $a_i$, and $Q_i$ of $b_i$, height $R(P_i + Q_i) \geq n - i + 1$. Thus, height $R(a_i + b_i) \geq n - i + 1$, and $H^j_{a_i + b_i}(R) = 0$ for $j \leq n - i$.

The Mayer-Vietoris sequence in local cohomology with respect to $a_i$ and $b_i$,

$$\cdots \rightarrow H^{n-i-1}_{a_i + b_i}(R) \rightarrow H^{n-i-1}_{a_i}(R) \oplus H^{n-i-1}_{b_i}(R) \rightarrow H^{n-i}_{a_i + b_i}(R) \rightarrow \cdots,$$

now demonstrates that $H^{n-i-1}_{a_i}(R) \oplus H^{n-i-1}_{b_i}(R) \cong H^{n-i}_{a_i + b_i}(R)$. Consequently,

$$H^i_m(H^{n-i-1}_{a_i}(R)) \oplus H^i_m(H^{n-i-1}_{b_i}(R)) \cong H^i_m(H^{n-i-1}_{a_i + b_i}(R)),$$

and by [Lyu93, Lemma 1.4],

$$(5.0.4) \quad \lambda_{i,i+1}(A) = \lambda_{i,i+1}(R/a_i) + \lambda_{i,i+1}(R/b_i).$$

We know that $\Gamma_{d-i}(R/a_i)$ is connected and $\# \Gamma_{d-i}(R/b_i) = s_i - 1$. Moreover, $\# \Gamma_{d-i-1}(R/a_i) + \# \Gamma_{d-i-1}(R/b_i) = s_{i+1}$. Additionally noting (5.0.4) and the inductive hypothesis, we conclude that, for $i = 1$,

$$\lambda_{1,2}(A) = (\# \Gamma_{d-2}(R/a_1) - 1) + (\# \Gamma_{d-2}(R/b_1) - (s_1 - 1)) = s_2 - s_1,$$

and, likewise, for all $2 \leq i \leq d - 2$,

$$\lambda_{i,i+1}(A) \geq (\# \Gamma_{d-i-1}(R/a_i) - 1) + (\# \Gamma_{d-i-1}(R/b_i) - (s_i - 1)) = s_{i+1} - s_i. \quad \square$$

Our example shows that the inequality in Theorem 5.4 (2) can be strict when $i > 1$.

**Example 5.5.** The nonzero Lyubeznik numbers of the ring $A$ appearing in Example 2.4 are $\lambda_{0,2}(A) = 1$, $\lambda_{2,3}(A) = 3$, and $\lambda_{4,4}(A) = 3$, so that

$$\lambda_{1,2}(A) = \# \Gamma_2(A) - \# \Gamma_3(A) = 0,$$

but

$$3 = \lambda_{2,3}(A) > \# \Gamma_1(A) - \# \Gamma_2(A) = 2.$$

### 6. Connectedness of Spectra and Lyubeznik Numbers

In this section, we combine results from Section 5, which relate the Lyubeznik numbers and our graphs, and those from Section 2, which relate our graphs to connectedness properties of spectra, in order to prove that the Lyubeznik numbers determine connectedness properties of spectra.
Calling upon these results, we also recover bounds between connectedness dimension, cohomological dimension, and depth [Fal80a, Fal80b, HH94, Var09].

As mentioned in the introduction, in our setting it is well known that if \( \dim(A) \geq 2 \), then the connectedness dimension of \( A \) is at least one if and only if the Lyubeznik number \( \lambda_{0,1}(A) \) vanishes. The following analogue characterizes when connectedness dimension is at least two, again via the vanishing of Lyubeznik numbers.

**Theorem 6.1.** Let \( A \) be an equidimensional complete local ring containing a field of dimension \( d \geq 3 \), with a separably closed residue field. Then \( c(A) \geq 2 \) if and only if \( \lambda_{0,1}(A) = \lambda_{1,2}(A) = 0 \). In particular, if \( \Spec^o(A) \) is connected, then \( c(A) \geq 2 \) if and only if \( \lambda_{1,2}(A) = 0 \).

**Proof.** By Proposition 2.5, we know that \( c(A) \geq 2 \) if and only if \( \Gamma_{d-2}(A) \) is connected. If \( \Gamma_{d-2}(A) \) is connected, then so is the supergraph \( \Gamma_{d-1}(A) \). Moreover, \( \Gamma_{d-1}(A) \) is connected precisely if \( \Spec^o(A) \) is connected; i.e., \( \lambda_{0,1}(A) = 0 \). The result now follows since in this case, \( \Gamma_{d-2}(A) \) is connected if and only if \( \lambda_{1,2}(A) = 0 \) by Lemma 5.2. \( \square \)

Theorem 6.1 allows us to conclude that for rings of dimension at most three satisfying our hypotheses, the connectedness dimension is completely determined by the Lyubeznik numbers.

In general, the vanishing of the Lyubeznik numbers on the superdiagonal of the Lyubeznik table determines a bound on the connectedness dimension. We apply the following lemma to obtain this bound in Theorem 6.4.

**Lemma 6.2.** Let \( A \) be an equidimensional complete local ring containing a field of dimension \( d \geq 2 \), with a separably closed residue field. If for some \( 0 \leq i \leq d - 2 \), \( c(A) \geq i \) and \( \lambda_{i,i+1}(A) = 0 \), then \( c(A) \geq i + 1 \).

**Proof.** First notice that the statement holds when \( i = 0 \) since we always have that \( c(A) \geq 0 \), and if \( \lambda_{0,1}(A) = 0 \), then \( \Spec^o(A) \) is connected, so that \( c(A) \geq 1 \).

Now consider the case that \( 1 \leq i \leq d - 2 \), so that \( d \geq 3 \). By Proposition 2.5, \( c(A) \geq i \) if and only if \( \Gamma_{d-i}(A) \) is connected. Therefore, by Lemma 5.3, \( \#\Gamma_{d-i+1}(A) \leq \lambda_{i,i+1}(A) + 1 = 1 \); i.e., \( \Gamma_{d-i+1}(A) \) is connected, and \( c(A) \geq i + 1 \) by Proposition 2.5. \( \square \)

**Remark 6.3.** If, under the hypotheses of Lemma 6.2, \( \lambda_{i,i+1}(A) = 0 \) for all \( 0 \leq i \leq d - 2 \), then the connectedness dimension is at least \( d - 1 \), and equals \( d \) precisely if \( A \) has only one minimal prime.

Indeed, write \( A \cong R/I \), where \( I \) is an ideal of \( (R,m) \), a \( n \)-dimensional regular local ring containing a field. In the spectral sequence \( E_2^{p,q} = H^p_m(H^q_I(R)) \Rightarrow H^{p+q}_m(R) \) [Har67, Proposition 1.4], for each \( r \geq 2 \), the only possibly nonzero differential to \( E_r^{d,n-d} \) is \( \partial_{r,n-d}^{d-r,n-d+r-1} : E_r^{d-r,n-d+r-1} \rightarrow E_r^{d,n-d} \). However, \( \partial_{r,n-d}^{d-r,n-d+r-1} = H^{d-r}_m(H^{n-d+r-1}_I(R)) = 0 \) since \( \lambda_{d-r,d-r+1}(A) = 0 \). Let \( E \) denote the injective hull of the residue field of \( R \). Then since \( E_2^{p,q} \) is only nonzero if \( p + q = n + 1 \) = \( p = d \) and \( q = n - d \), and \( H^q_m(R) \cong E \), we must have that \( E_2^{d,n-d} = H^d_m(H^{n-d}_I(R)) \cong E \). Thus, \( \lambda_{d,d}(A) = 1 \), so that the Hochster-Huneke graph of \( A \) is connected, and \( c(A) \geq d - 1 \) [Lyn06, Theorem 1.3], [Zha07, Main Theorem], [HH94, Theorem 3.6]. Since \( c(A) \) and \( \dim(A) \) coincide if and only if \( A \) has only one minimal prime [BS13, Remark 19.2.5], the connectedness dimension is determined.
The following theorem establishes a stronger relationship between the vanishing of Lyubeznik numbers and connectedness dimension.

**Theorem 6.4.** Let $A$ be an equidimensional complete local ring containing a field of dimension $d \geq 2$, with a separably closed residue field. If for some $0 \leq i \leq d - 2$, $\lambda_{j,j+1}(A) = 0$ for all $0 \leq j \leq i$, then $c(A) \geq i + 1$.

*Proof.* We proceed by induction to show that $c(A) \geq j + 1$ for all $j \leq i$, so that $c(A) \geq i + 1$. Indeed, if $\lambda_{0,1}(A) = 0$, then $c(A) \geq 1$, and if $c(A) \geq j + 1$ for some $j \leq i$, then $c(A) \geq j + 2$ by Lemma 6.2. \hfill $\square$

**Example 6.5.** For the ring from Example 2.4, $\lambda_{0,1}(A) = \lambda_{1,2}(A) = 0$ and $\lambda_{2,3}(A) = 3$. Thus, in this case, Theorem 6.4 is sharp in the sense that

$$c(A) = 2 = \min\{i \geq 0 \mid \lambda_{i,i+1}(A) \neq 0\}.$$

We recover a strengthening of Faltings' connectedness theorem that relates connectedness and cohomological dimensions. Given an ideal $I$ of a Noetherian ring $R$, recall that the *cohomological dimension* of $I$ in $R$, denoted $\text{cd}(I, R)$, is the maximum index $i \geq 0$ for which the local cohomology module $H^i_I(R)$ is not zero.

**Corollary 6.6** (cf. [Fal80a], [Fal80b], [HH94, Theorem 3.3], [Var09, Corollary 1.7]). Let $R$ be an $n$-dimensional complete regular local ring containing a field, with a separably closed residue field. If $I$ is an ideal of $R$ for which $R/I$ is equidimensional and of dimension $d \geq 2$, then

$$c(R/I) \geq n - \text{cd}(I, R) - 1.$$

*Proof.* First assume that $\lambda_{i,i+1}(R/I) = 0$ for all $0 \leq i \leq d - 2$. Since $\text{cd}(I, R) \geq n - d$, the depth of $R$ on $I$, we have that $c(A) \geq d - 1 \geq n - \text{cd}(I, R) - 1$ by Theorem 6.4.

Otherwise, let $m = \min\{0 \leq i \leq d-2 \mid \lambda_{i,i+1}(A) \neq 0\}$. For $0 \leq j < n-\text{cd}(I, R)-1$, since $n - j - 1 > \text{cd}(I, R)$, we have that $H^{n-j-1}_I(R) = 0$, so that $\lambda_{j,j+1}(R/I) = 0$. Therefore, $m \geq n - \text{cd}(I, R) - 1$, which is at most $c(R/I)$ by Theorem 6.4. \hfill $\square$

Our results also allow us to immediately recover the following inequality between connectedness dimension and depth established by Varbaro. This can be thought of as a “hidden application” of the Lyubeznik numbers since neither they, nor local cohomology, appears in its statement.

**Corollary 6.7** (cf. [Var09, Proposition 2.11]). Let $A$ be an equidimensional complete local ring containing a field, with a separably closed residue field. Then

$$c(A) \geq \text{depth}(A) - 1.$$

*Proof.* The statement trivially holds when $\text{dim}(A) \leq 1$ or $c(A) \geq \text{dim}(A) - 1$, so assume that $\text{dim}(A) \geq 2$ and $c(A) \leq \text{dim}(A) - 2$. In this case, the result follows from Theorem 6.4, since $\lambda_{i,i+1}(A) = 0$ for $0 \leq i \leq \text{depth}(A) - 2$ [Var13, Corollary 3.3]. \hfill $\square$

**Remark 6.8.** Let $A$ be an equidimensional complete local ring of dimension $d \geq 2$ containing a field, with a separably closed residue field. Assume that $\lambda_{j,j+1}(A) = 0$ for $0 \leq j \leq i$ for some $i \leq d - 2$. Applying Varbaro’s result that $\lambda_{i,i+1}(A) = 0$ for $i < \text{depth}(A) - 1$ [Var13, Corollary 3.3], our proof of Corollary 6.7 actually shows that

$$c(A) \geq i + 1 \geq \text{depth}(A) - 1.$$
Strikingly, this means that the value \( i + 1 \) is a numerical invariant of \( A \) that always sits between the connectedness dimension and the depth of \( A \), providing more refined information about the relationship between these two numbers.

**Remark 6.9.** In Theorem 6.4 and Corollary 6.7, it is sufficient to assume that \( A \) is a formally equidimensional local ring containing a field, with a separably closed residue field; e.g., an equidimensional quotient of a regular local ring. Indeed, \( c(A) \geq c(\hat{A}) \), \( \lambda_{i,j}(A) = \lambda_{i,j}(\hat{A}) \), and depth(\( A \)) \( \leq \) depth(\( \hat{A} \)) \cite[Lemma 19.3.1]{BS13, Lyu93, Lemma 3.2}.

**Proposition 6.10.** Let \( A \) be an equidimensional complete local ring containing a field of dimension \( d \geq 2 \), with a separably closed residue field. Then for all \( 0 \leq t \leq d - 2 \),

\[
\max\{\#(\text{Spec}(A) \setminus X) \mid X \subseteq \text{Spec}(A) \text{ closed}, \dim(X) \leq t\} \leq 1 + \sum_{i=0}^{t} \lambda_{i,i+1}(A),
\]

with equality when \( t = 0 \) or \( 1 \).

**Proof.** By Theorem 5.4, for \( 1 \leq t \leq d - 2 \),

\[
1 + \sum_{i=0}^{t} \lambda_{i,i+1}(A) \geq 1 + \lambda_{0,1}(A) + \sum_{i=1}^{t} (\#\Gamma_{d-i-1}(A) - \#\Gamma_{d-i}(A))
\]

\[
= \#\Gamma_{d-1} + (\#\Gamma_{d-t-1}(A) - \#\Gamma_{d-1}(A)) = \#\Gamma_{d-t-1}(A),
\]

with equality for \( t = 1 \). Since \( \#\text{Spec}^\circ(A) = \lambda_{0,1}(A) + 1 \), we also have equality for \( t = 0 \). We are done by Corollary 2.7. \( \square \)

**Remark 6.11.** Proposition 6.10 is a strengthening of Theorem 6.4: If \( \lambda_{i,i+1}(A) = 0 \) for all \( 0 \leq i \leq t \leq d - 2 \), then the right-hand side of the equation in the statement equals one, so the left-hand side of the equation must also equal one, and \( c(A) \geq d - t \).

Our running example illustrates that the bound in Proposition 6.10 can be strict.

**Example 6.12.** Taking the ring \( A \) from Example 2.4, we have that \( \#\Gamma_1(A) = 3 \) and \( 1 + \lambda_{0,1}(A) + \lambda_{1,2}(A) + \lambda_{2,3}(A) = 4 \), so that the inequality is strict in Proposition 6.10 when \( t = 2 \).

**Remark 6.13.** Proposition 6.10 allows one to describe the Lyubeznik table of \( A \) when \( d = 3 \). Indeed, write \( A \cong R/I \), where \( I \) is an ideal of \( (R, \mathfrak{m}) \), a regular local ring containing a field. A straightforward argument using the spectral sequence \( E_2^{p,q} = \varprojlim H^i_m(H^p_I(R)) \longrightarrow H^{p+q}_m(R) \) shows that \( \lambda_{0,2}(A) = \lambda_{1,3}(A) \), \( \lambda_{3,3}(A) = \lambda_{0,1}(A) + \lambda_{1,2}(A) + 1 \), and all other Lyubeznik numbers must vanish. It is known that \( \lambda_{0,1}(A) = \#\text{Spec}^\circ(A) - 1 \), and \( \lambda_{3,3}(A) \) is the maximum number of connected components of \( \text{Spec}(A) \setminus \mathbb{V}(\mathfrak{a}) \) among all ideals \( \mathfrak{a} \) of \( A \) that are either its maximal ideal, or have height two \cite[Proposition 3.1]{Wal01}, \cite[Theorem 3.6]{HH94}, \cite[Theorem 1.3]{Lyu06}, \cite[Main Theorem]{Zha07}. Therefore, \( \lambda_{1,2}(A) \) must equal the maximum number of connected components of \( \text{Spec}(A) \setminus \mathbb{V}(\mathfrak{a}) \) among all ideals \( \mathfrak{a} \) of \( A \) of height two.

**Example 6.14.** It is not difficult to find rings \( A \) of dimension three with \( \lambda_{3,3}(A) = 3 \), and for which \( \lambda_{0,1}(A) \) and \( \lambda_{1,2}(A) \) take on any of the possible values determined by
Proposition 6.10 and Remark 6.13. For instance, given a field \( k \), let
\[ S = k[x_1, \ldots, x_9]/(x_1, \ldots, x_6) \cap (x_4, \ldots, x_9), \]
and fix the following ideals of \( S \):
\[ p = (x_1, x_2, x_3, x_7, x_8, x_9) \quad q = (x_2, x_3, x_4, x_7, x_8, x_9) \quad r = (x_1, x_2, x_4, x_5, x_7, x_8) \]
Using Proposition 6.10, we can compute the following values:
\[
\begin{align*}
c(S/p) &= 1 & c(S/q) &= 1 & c(S/r) &= 2 \\
\lambda_{0,1}(S/p) &= 2 & \lambda_{0,1}(S/q) &= 1 & \lambda_{0,1}(S/r) &= 0 \\
\lambda_{1,2}(S/p) &= 0 & \lambda_{1,2}(S/q) &= 1 & \lambda_{1,2}(S/r) &= 2
\end{align*}
\]

7. Lyubeznik numbers of projective varieties

The general setting for this section is the following.

**Setting 7.1.** Let \( X \) be an equidimensional projective variety of dimension \( d \) over a field \( k \). By choosing an embedding \( X \hookrightarrow \mathbb{P}^n_k \), one can write \( X = \text{Proj}(R/I) \), where \( I \) is a homogeneous ideal of the polynomial ring \( R = k[x_0, \ldots, x_n] \). Let \( m = (x_0, \ldots, x_n) \) be the homogeneous maximal ideal of \( R \), and \( A = (R/I)_m \) the local ring at the vertex of the affine cone over \( X \).

In our setting, Lyubeznik posed the question of whether the Lyubeznik numbers \( \lambda_{i,j}(A) \) are independent of \( n \), and the choice of embedding of \( X \) into \( \mathbb{P}^n_k \). [Lyu02, Open question, Section 7]. The question has been answered affirmatively for all Lyubeznik numbers by Zhang when \( k \) has prime characteristic [Zha11, Theorem 1.1], and by Switala when \( X \) is smooth [Swi15, Main Theorem 1.2].

The highest Lyubeznik number \( \lambda_{d+1,d+1}(A) \) is independent of the choice of embedding [Zha07, Theorem 2.7], and it is well known that \( \lambda_{0,1}(A) \) is as well (cf. [Wal01, Proposition 3.1]). Using Theorem 5.4, we can prove the same for \( \lambda_{1,2}(A) \), and explicitly characterize its value. To do so, we use a graph defined analogously to that in Definition 2.2.

**Definition 7.2** (cf. Definition 2.2, [Zha11]). For \( X \) an equidimensional projective variety of dimension \( d \), given an integer \( 1 \leq t \leq d \), define the graph \( \Gamma_t(X) \) as follows:

1. The vertices of \( \Gamma_t(X) \) are indexed by the irreducible components of \( X \), and
2. There is an edge between distinct vertices \( Z \) and \( W \) if and only if 
   \[ \dim(Z \cap W) \geq d - t. \]

**Lemma 7.3.** Under the assumptions in Setting 7.1, for all integers \( 1 \leq t \leq d \),
\[ \#\Gamma_t(X) = \#\Gamma_t(\widehat{A}). \]

**Proof.** Let \( \overline{R} = R/I \), and let \( Z_1, \ldots, Z_s \) denote the irreducible components of \( X \). Then there exist homogeneous prime ideals \( p_1, \ldots, p_s \) of \( \overline{R} \) such that \( Z_i \cong \text{Proj}(\overline{R}/p_i) \) via the correspondence \( X = \text{Proj}(\overline{R}) \). Furthermore, \( p_1, \ldots, p_s \) are the minimal primes of \( \overline{R} \). Since each \( p_i \) is a homogeneous minimal prime ideal of \( \overline{R} \), each \( p_i\widehat{A} \) is a minimal prime ideal of \( \widehat{A} \). This correspondence gives us a bijection between the vertices of
Γ_\iota(X) and the vertices of Γ_\iota(\hat{A}). Furthermore, for all 1 \leq i, j \leq s,
\begin{align*}
\text{height}_{\hat{A}}(p_i \hat{A} + p_j \hat{A}) &= \text{height}_{\hat{A}}(p_i + p_j) \\
&= \dim(\hat{R}) - \dim(\hat{R} / (p_i + p_j)) \\
&= (d + 1) - (\dim(Z_i \cap Z_j) + 1) \\
&= d - \dim(Z_i \cap Z_j),
\end{align*}
so that height_{\hat{A}}(p_i \hat{A} + p_j \hat{A}) \leq t if and only if \dim(Z_i \cap Z_j) \geq d - t; i.e., there is an edge between p_i \hat{A} and p_j \hat{A} in Γ_\iota(\hat{A}) if and only if there is an edge between Z_i and Z_j in Γ_\iota(X).

When A is a complete local ring of dimension at most two that contains a field, and has a separably closed residue field, \lambda_{1,2}(A) = 0 [Wal01, Proposition 3.1]. Therefore, to establish independence of embedding, we must only consider projective varieties of dimension at least two.

**Theorem 7.4.** Under the assumptions in Setting 7.1, if d \geq 2, then
\[ \lambda_{1,2}(A) = \# \Gamma_{d-1}(X \otimes_k \overline{k}) - \# \Gamma_d(X \otimes_k \overline{k}). \]
Consequently, \lambda_{1,2}(A) does not depend on the choice of embedding, regardless of the dimension of A.

Before proceeding to prove Theorem 7.4, we point out that in light of Example 5.5, one cannot expect to show the independence of \lambda_{i,i+1}(X) for i > 1 via the graphs Γ_\iota(X \otimes_k \overline{k}). However, we establish a lower bound for these numbers that is independent of the embedding of X into a projective space.

**Theorem 7.5.** Under the assumptions in Setting 7.1, for all 2 \leq i \leq d - 1,
\[ \lambda_{i,i+1}(A) \geq \# \Gamma_{d-i-1}(X \otimes_k \overline{k}) - \# \Gamma_{d-i}(X \otimes_k \overline{k}). \]

**Proof of Theorems 7.4 and 7.5.** We can assume, without loss of generality, that \overline{k} is algebraically closed since \( X \otimes_k \overline{k} = \text{Proj}(R/I \otimes_k \overline{k}) \) and \lambda_{i,j}(A) = \lambda_{i,j}(\hat{A}) = \lambda_{i,j}(\hat{A} \otimes_k \overline{k}) for all i, j ∈ \Z. By Lemma 7.3, for each \# \Gamma_t(X \otimes_k \overline{k}) = \# \Gamma_t(\hat{A} \otimes_k \overline{k}) for each 1 \leq t \leq d, so that the conclusion holds by Theorem 5.4. \qed
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