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Abstract—Metal artifact reduction (MAR) is one of the most important research topics in computed tomography (CT). With the advance of deep learning technology for image reconstruction, various deep learning methods have been also suggested for metal artifact removal, among which supervised learning methods are most popular. However, matched non-metal and metal image pairs are difficult to obtain in real CT acquisition. Recently, a promising unsupervised learning for MAR was proposed using feature disentanglement, but the resulting network architecture is complicated and difficult to handle large size clinical images. To address this, here we propose a much simpler and much effective unsupervised MAR method for CT. The proposed method is based on a novel $\beta$-cycleGAN architecture derived from the optimal transport theory for appropriate feature space disentanglement. Another important contribution is to show that attention mechanism is the key element to effectively remove the metal artifacts. Specifically, by adding the convolutional block attention module (CBAM) layers with a proper disentanglement parameter, experimental results confirm that we can get more improved MAR that preserves the detailed texture of the original image.
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I. INTRODUCTION

X-RAY computed tomography (CT) is widely used for dental applications in recent years. Most commercially available dental CT scanners reconstruct the stack of transversal images of the jaw, which is scanned parallel to the alveolar ridge of the teeth using a rotating x-ray source and a flat panel detector. For a circular source trajectory, an approximated inversion algorithm, called the Feldkamp, Davis and Kress (FDK) algorithm [1], is the most widely used. Even though the FDK algorithm introduces conebeam artifacts, the amount of them in dental applications is minimal since the region of interest is usually the area around the jaw at the mid-plane of the circular trajectory. On the other hand, the more serious problem in dental CT is the typical placements of metallic implants and dental fillings that can cause severe metal artifacts. Similar metal artifacts are quite often encountered in musculoskeletal CT imaging of the patients with metallic implants.

In the imaging of patients with metallic inserts, X-ray photons cannot penetrate the metallic object consistently due to the object’s high attenuation. This causes severe streaking and shading artifacts that deteriorate the image quality in reconstructed images as shown in Fig. 1. Other reasons such as beam-hardening or poor signal to noise ratio (SNR) can contribute to metal artifacts [2], [3].

There are some traditional methods that modify the sinogram and reconstruct objects by removing the corrupted sinogram and interpolating it from adjacent data [3]–[6]. But these methods have a limitation for general applications due to the difficulty of optimal parameter selection. Iterative reconstruction is another method of metal artifact removal, which includes expectation maximization [7], [8] and iterative maximum-likelihood polychromatic algorithm for CT [9]. But their main drawback is the extremely high computational complexity.

Recently, motivated by the success of deep learning, several works using deep learning for MAR have been proposed [10]–[12]. The advantage of using deep learning methods comes from the data-driven nature that automatically learns the optimal features for the task from the data. There are some examples for MAR, which applied the pix2pix model [10], which proposed to first estimate a prior image by a convolutional neural network (CNN) [11], and which proposed sinogram network and the image network by learning two CNNs [12]. But these networks are trained in a supervised manner. Accordingly, they require structurally matched images including the metal artifacts and the clean target images in pairs, which are hard to get in real situation. Although one could use simulation data to train the neural network, due to the complexity of metal artifacts and the variations of CT devices, the synthesized images may not fully reflect the real clinical scenarios so that the performances of these supervised methods may degrade in clinical applications.

To utilize pairs of unmatched images, unsupervised learning approaches should be used. Among the various approaches for unsupervised learning, generative adversarial network (GAN) [13] can learn how to match a distribution of the input domain to a distribution of the target domain. However, this approach often suffers from the mode-collapse behavior, which often
generates artificial features. To address the mode-collapse problem, an unsupervised image-to-image translation task using the cycle-consistent adversarial network (CycleGAN) was proposed [14]. Specifically, the network is trained in an unsupervised manner using generative networks, and the cyclic consistency alleviates the generation of artificial features due to the mode collapsing problem of GAN. Recently, the mathematical origin of cycleGAN was revealed using optimal transport theory [15], [16] as an unsupervised distribution matching between two probability spaces [17]. Therefore, we are interested in utilizing the cycleGAN as an interpretable backbone for our unsupervised metal artifact removal. Another important advantage of cycleGAN is that once the neural network is trained, only a single generator is necessary at the inference stage, which makes the algorithm simple.

Because the metal artifacts occur both local and global patterns as shown Fig. [1] it is hard to train by small patches. On the other hand, the metal artifacts have unique characteristics in that they are radiated from a few metallic regions. Therefore, we need a simple yet effective module that can boost representation power of the network by focusing only where the artifacts exist and how their patterns appear. To address these issues, a method mimicking the human visual system can be a good option because humans exploit a sequence of partial glimpses and selectively focus on salient parts in order to capture the visual structure much better [18]. This attention mechanism in human visual system [19]–[21] has inspired recent advance of attention modules in deep neural networks. Among the modules applying attention mechanism, the convolutional block attention module (CBAM) [22] is one of the simplest yet effective one. Accordingly, we propose an attention-guided unsupervised MAR method using the cycle-consistent adversarial network with CBAM.

Yet another important contribution of this work is the introduction of the parameters to control the level of feature disentanglement. Specifically, inspired by the success of \(\beta\)-VAE (variational auto-encoder) [23], we control the level of the importance in terms of the statistical distances in the original and target domains using a weighting parameter \(\beta\). It turns out that \(\beta\)-parameter plays an important role in MAR for real data by emphasizing the faithfulness of the recovered images.

II. RELATED WORKS

A. Conventional methods

Among the classical MAR algorithms, the sinogram modification methods reconstruct objects after the corrupted sinogram is removed and interpolated from adjacent data. For example, linear interpolation (LI) is the most traditional and simplest method [4]. It replaces the metallic parts in the original sinogram with linear interpolated values from the boundaries. Although LI removes most background artifacts, this usually causes new artifacts due to inaccurate values interpolated in the metallic parts in the sinogram. Other interpolation methods have been suggested to improve LI [5]–[6]. Among which normalized metal artifact reduction (NMAR) [6] is most well-known. These methods improve image quality, but they still have a limitation for general applications due to the difficulty of optimal parameter selection.

Other works use iterative reconstruction methods for MAR such Maximum-Likelihood for TRansmission (ML-TR) [24], expectation maximization (EM) [7], [8] and iterative maximum-likelihood polychromatic algorithm for CT (IM-PACT) [9]. The main idea of those iterative approaches is to take sinogram inconsistency into consideration by correctly modeling its physical origin. While the reconstruction results from iterative reconstruction are nearly free of metallic artifacts, one of their main drawbacks is extremely high computation complexity.

B. Unsupervised MAR models

To deal with the limitation of supervised deep learning methods for MAR as reviewed in the introduction, unsupervised MAR has been recently proposed [25], [26]. In particular, Liao et al. [25] proposed an artifact disentanglement network for the unsupervised metal artifact reduction (ADN). The ADN method disentangles the artifact and content components of an artifact-affected image by encoding them separately into a content space and an artifact space. If the disentanglement is well addressed, the encoded content component should contain no information about the artifact while preserving all the content information. However, the network architecture for ADN network is highly complicated due to the explicit disentanglement steps. Moreover, as will be shown later, due to this explicit disentanglement using artifact-free images, the ADN often introduces artificial features when the input image is corrupted with other artifacts that have not been considered during the training. Therefore, we found that ADN fails to produce any meaningful MAR for dental CT applications. Moreover, the method proposed by Ranzini et al. [26], which is similar to ADN, uses paired MRI and CT images. For dental CT, it is too costly to get paired images in practice and difficult to apply the method accordingly.

C. Attention model

Many generative adversarial network (GAN)-based on the deep convolutional networks had difficulty in modeling some image classes more than others when training on multi-class datasets [27], [28]. They failed to capture the geometric or structural patterns that occur consistently in some classes. This is because small receptive field from convolution operator may not be able to represent them, optimization algorithms may have trouble discovering parameter values that carefully coordinate multiple layers to capture these dependencies, and these parameterizations may be brittle and prone to failure when applied to previously unseen inputs. Increasing the size of the convolution kernels can increase the representational capacity of the network but doing so also could lose the computational and the statistical efficiency obtained by CNN.

As such, attention mechanisms have become an integral part of models that must capture global dependencies, since attention is designed to capture global patterns. There are some models using a self attention mechanism that calculates the
response at a position in a sequence by attending to all positions within the same sequence. Among those models, the self-attention Generative Adversarial Network (SAGAN) [29] is the popular one that uses self-attention in the context of GAN. SAGAN efficiently learns to find global and long-range dependencies within internal representations of images. Using two matrix multiplication operations to compute the key and query, it is able to make the model to be effective in obtaining information about the entire spatial regions. Unfortunately, calculating the key and query from entire images is often computationally expensive and can cause memory problems as the spatial sizes of input get bigger.

Therefore, we used the CBAM module [22], which is simple yet effective to obtain information from wide regions compared to other attention modules. Details on CBAM will be discussed in the following theory section.

D. $\beta$-VAE for feature space disentanglement

The idea of Variational Autoencoder [30], short for VAE, is deeply rooted in the methods of variational Bayesian and graphical model. Specifically, in VAE, a given data set $x \in \mathcal{X}$ is modeled as a parameterized distribution $p_\theta(x)$, and the goal is to find the parameter $\theta$ to maximize the loglikelihood. As the direct modeling of $p_\theta(x)$ is difficult, it is modeled by combining a simple distribution $p(z)$, $z \in \mathcal{Z}$ in the latent space $\mathcal{Z}$ with a family of conditional distributions $p_\theta(x|z)$, so that our objective is written by

$$
\log p_\theta(x) = \log \left( \int p_\theta(x|z)p(z)dz \right)
= \log \left( \int p_\theta(x|z)\frac{p(z)}{q_\phi(z|x)}q_\phi(z|x)dz \right)
$$

(1)

where $p_\theta(x|z)$ is the conditional probability for a given $z$, $q_\phi(z|x)$ is a user-chosen posterior distribution model parameterized by $\phi$. Using the Jensen’s inequality, this leads to the well-known evidence-lower bound (ELBO) loss function as an upper-bound of $-\log p_\theta(x)$ [30].

$$
\ell_{ELBO}(x; \theta, \phi)
:= -\int \log p_\theta(x|z)q_\phi(z|x)dz + D_{KL}(q_\phi(z|x)||p(z))
$$

(2)

where $D_{KL}$ denotes the Kullback-Leiber (KL) divergence [31].

By inspection of VAE loss in (2), we can easily see that the first term represents the distance between the generative samples and the real ones, whereas the second term is the KL distance between the real latent space measure and posterior distribution. Therefore, VAE loss is a measure of the distances that equally considers both latent space and the ambient space between real and generated samples.

Rather than giving uniform weights for both distances, $\beta$-VAE [23] introduces a controllable parameter $\beta$ to impose the relative importance between the two distances:

$$
\ell_{\beta-VAE}(x; \theta, \phi)
:= -\int \log p_\theta(x|z)q_\phi(z|x)dz + \beta D_{KL}(q_\phi(z|x)||p(z))
$$

(3)

As a higher $\beta$ imposes more constraint on the latent space, it turns out that the latent space is more interpretable and controllable, which is known as the disentanglement. One benefit that often comes with disentangled representation is that it is only sensitive to one single generative factor and relatively invariant to other factors, leading to good interpretability and easy generalization to a variety of tasks. On other hand, large $\beta$ values give less emphasis on the reproduction quality, which produces more blurry results than those with $\beta = 1$.

III. THEORY

A. Geometry of CycleGAN

CycleGAN has shown great performance especially in unsupervised image artifact removal. Kang et al. [32] proposed a CycleGAN-based-model for the removal of Low-Dose CT noise, and Song et al. [33] also proposed a CycleGAN-based-model for the removal of noise in satellite imagery. Given the success, one is interested whether the resulting improvement is real or cosmetic changes.

In that sense, optimal transport (OT) [15], [16] provides a rigorous mathematical tool to understand the geometry of unsupervised learning by cycleGAN. Our geometric view of unsupervised learning from optimal transport theory is shown in Fig. 2. Here, the target image space $\mathcal{X}$ is equipped with a probability measure $\mu$, whereas the original image space $\mathcal{Y}$ is with a probability measure $\nu$. Since there are no paired data, the goal of unsupervised learning is to match the probability distributions rather than each individual samples. This can be done by finding transportation maps that transport the measure $\mu$ to $\nu$, and vice versa.

More specifically, the transportation from a measure space $(\mathcal{Y}, \nu)$ to another measure space $(\mathcal{X}, \mu)$ is done by a generator $G_\theta : \mathcal{Y} \mapsto \mathcal{X}$, realized by a deep network parameterized with $\theta$. Then, the generator $G_\theta$ “pushes forward” the measure $\nu$ in $\mathcal{Y}$ to a measure $\mu_\theta$ in the target space $\mathcal{X}$ [15], [16]. Similarly, the transport from $(\mathcal{X}, \mu)$ to $(\mathcal{Y}, \nu)$ is performed by another neural network generator $F_\phi$, so that the generator $F_\phi$ pushes forward the measure $\mu$ in $\mathcal{X}$ to $\nu_\phi$ in the original space $\mathcal{Y}$. Then, the optimal transport map for unsupervised learning can be achieved by minimizing the statistical distances $\text{dist}(\mu_\theta, \mu)$ between $\mu$ and $\mu_\theta$, and $\text{dist}(\nu_\phi, \nu)$ between $\nu$ and $\nu_\phi$, and our proposal is to use the Wasserstein-1 metric as a means to measure the statistical distance.
More specifically, for the choice of a metric \(d(x, x') = \|x - x'\|\) in \(X\), the Wasserstein-1 metric between \(\mu\) and \(\mu_\theta\) can be computed by 15, 16
\[
W_1(\mu, \mu_\theta) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times Y} \|x - G_\theta(y)\|d\pi(x, y)
\] (4)
Similarly, the Wasserstein-1 distance between \(\nu\) and \(\nu_\phi\) is given by
\[
W_1(\nu, \nu_\phi) = \inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times Y} \|F_\phi(x) - y\|d\pi(x, y)
\] (5)
Rather than minimizing (4) and (5) separately with distinct joint distributions, a better way of finding the transportation map is to minimize them together with the same joint distribution \(\pi\):
\[
\inf_{\pi \in \Pi(\mu, \nu)} \int_{X \times Y} \|x - G_\theta(y)\| + \|F_\phi(x) - y\|d\pi(x, y)
\] (6)
One of the most important contributions of our companion paper 17 is to show that the primal formulation of the unsupervised learning in (6) can be represented by a dual formulation:
\[
\min_{\phi, \theta} \max_{\psi, \varphi} \ell_{cycleGAN}(\theta, \phi; \psi, \varphi)
\] (7)
where
\[
\ell_{cycleGAN}(\theta, \phi; \psi, \varphi) := \lambda \ell_{cycle}(\theta, \phi) + \ell_{Disc}(\theta, \phi; \psi, \varphi)
\] (8)
where \(\lambda > 0\) is the hyper-parameter, and the cycle-consistency term is given by
\[
\ell_{cycle}(\theta, \phi) = \int_X \|x - G_\theta(F_\phi(x))\|d\mu(x) + \int_Y \|y - F_\phi(G_\theta(y))\|d\nu(y)
\]
whereas the second term is
\[
\ell_{Disc}(\theta, \phi; \psi, \varphi) = \max_{\varphi} \int_X D_\varphi(x)d\mu(x) - \int_Y D_\varphi(G_\theta(y))d\nu(y)
\]
\[
+ \max_{\psi} \int_X D_\psi(y)d\nu(y) - \int_Y D_\psi(F_\phi(x))d\mu(x)
\] (9)
Here, \(\psi, \varphi\) are often called Kantorovich potentials and satisfy 1-Lipschitz condition (i.e.\[
|D_\varphi(x) - D_\varphi(x')| \leq \|x - x'\|, \forall x, x' \in X
\]
\[
|D_\psi(y) - D_\psi(y')| \leq \|y - y'\|, \forall y, y' \in Y
\]
In machine learning context, the 1-Lipschitz potentials \(\varphi\) and \(\psi\) correspond to the Wasserstein-GAN (W-GAN) discriminators 14. Specifically, \(\varphi\) tries to find the difference between the true image \(x\) and the generated image \(G_\theta(y)\), whereas \(\psi\) attempts to find the fake measurement data that are generated by the synthetic measurement procedure \(F_\phi(x)\). In fact, this formulation is equivalent to the cycleGAN formulation 14 except for the use of 1-Lipschitz discriminators. In our companion paper 35, we further showed that the popular LS-GAN approach 36, which is often used in combination of standard cycleGAN 14, is also closely related to imposing the finite Lipschitz condition. In this paper, we therefore consider LS-GAN variation as our discriminator term.

B. \(\beta\)-CycleGAN for metal artifact disentanglement
In the application of cycleGAN for MAR, we assume that \(\mathcal{Y}\) is the domain for metal-artifact images, whereas \(\mathcal{X}\) is the artifact-free images. Inspired by the success of \(\beta\)-VAE 15, our goal is to give an unequal weight on the statistical distributions. To understand these, a feature map is first represented by
\[
Z = [z_1 \cdots z_C] \in \mathbb{R}^{HW \times C},
\] (16)

\[\ell_{beta-cycleGAN}(\theta, \phi; \psi, \varphi) := \lambda \ell_{cycle}(\theta, \phi) + \ell_{Disc}(\theta, \phi; \psi, \varphi)
\] (11)
where \(\ell_{Disc}\) is the same as in (9), whereas the cycle-consistency term becomes
\[
\ell_{cycle}(\theta, \phi) = \int_X \|x - G_\theta(F_\phi(x))\|d\mu(x) + \frac{1}{\beta} \int_Y \|y - F_\phi(G_\theta(y))\|d\nu(y)
\] (12)
Another mathematical difference is that the discriminators \(D_\varphi\) and \(D_\psi\) are now \(1/\beta\)-Lipschitz as shown in Appendix. However, this does not cause any practical changes in the discriminator implementation, since most of the regularization for discriminator 36, 36 are invariant with respect to the Lipschitz constant variation.
Additionally, in many metal artifact removal problems, the amount of metal artifacts varies and sometimes artifact-free images could be erroneously used as an input for \(G_\theta\). In this case, the same image should be produced as the output of \(G_\theta\). Similarly, when a metal artifact image is used as an input to \(F_\phi\), the output should be the same image. This can be implemented by an identity loss given by
\[
\ell_{identity}(\theta, \phi) = \int_X \|x - G_\theta(F_\phi(x))\|d\mu(x) + \int_Y \|y - F_\phi(G_\theta(y))\|d\nu(y)
\] (13)
Considering all together, our final optimization problem for MAR is given by
\[
\min_{\phi, \theta} \max_{\psi, \varphi} \ell_{MAR}(\theta, \phi; \psi, \varphi)
\] (14)
where
\[
\ell_{MAR}(\theta, \phi; \psi, \varphi) := \lambda \ell_{beta-cycle}(\theta, \phi) + \ell_{Disc}(\theta, \phi; \psi, \varphi) + \gamma \ell_{identity}(\theta, \phi)
\] (15)
where \(\gamma > 0\) is the hyper-parameter for the identity loss. The resulting network architecture is illustrated in Fig. 3.

C. Geometry of Attention
In deep neural network implementation of attention, two types of attentions are often used: spatial and channel attentions. To understand these, a feature map is first represented by
\[
Z = [z_1 \cdots z_C] \in \mathbb{R}^{HW \times C},
\] (16)
where \( z_c \in \mathbb{R}^{HW \times 1} \) refers to the \( c \)-th column vector of \( Z \), which represents the vectorized feature map of size of \( H \times W \) at the \( c \)-th channel. Then, attended feature map \( Y \in \mathbb{R}^{HW \times C} \) is computed by matrix multiplication:

\[
Y = AZT \tag{17}
\]

where \( A \in \mathbb{R}^{HW \times HW} \) corresponds to a spatial attention map, whereas \( T \in \mathbb{R}^{C \times C} \) is a channel attention map.

According to the recent theory of deep convolutional framelets \([38]\), the expression in (17) is exactly the same as the \( 1 \times 1 \) convolution operation followed by global pooling operation. That said, the main difference of attention module is that the \( 1 \times 1 \) filter kernel and global pooling are estimated from the feature map rather than pre-trained so that more data adaptivity can be obtained.

In practice, the channel attention map \( T \) is implemented as a diagonal matrix so that each diagonal element represent the weight for each channel. On the other hand, the spatial attention map \( A \) is usually calculated as a full matrix so that global information of the features are used to compute the attended feature map. The main design criterion is to reduce the computational complexity while maintaining the feature dependent expressivity. As such, the convolutional block attention module (CBAM) \([22]\) shown in Fig. 4 has both channel and the spatial attention with relatively small computational complexity to achieve the goal. In the following, we describe CBAM in more details.

1) Channel attention module: As each channel of a feature map is considered as a feature detector, channel attention focuses on ‘what’ are important channels given an input image \([22]\). In order to compute this module efficiently, we squeezed the spatial dimension of the input feature map using both the average pooling for aggregating spatial information, and the max pooling for gathering another important clue about distinctive object features. After that, we passed the two squeezed features through the multi-layer-perceptron (MLP) layer to find each channel weighting parameters.

2) Spatial attention module: Different from the channel attention, the spatial attention focuses on ‘where’ is an informative part \([22]\). Spatial attention module also used both the average pooling and the max pooling for memory efficiency. We used the \( 7 \times 7 \) convolution operator in order to reflect the spatial domain information. The \( 7 \times 7 \) convolution can reflect as wide range of spatial information as it could but not the entire.

**Fig. 3.** Overall architecture of the proposed neural network approach: \( X \): artifact-free image domain, \( Y \): metal artifact image domain.

**Fig. 4.** (a) Diagram of CBAM with (b) channel attention and (c) spatial attention module.

We added CBAM to the skip and the concatenation layers in the generator in order to emphasize a certain part of information when it was delivered from the encoder to the decoder.

**IV. METHOD**

A. DataSet

1) Real Metal Artifact Data: In this study, we utilized images obtained from a real dental CT scanner from a local vendor. From the equal-spaced conebeam projection data, we reconstructed the CT images by FDK. The view-angle is from

**Fig. 5.** Architecture of (a) generator and (b) discriminator.
Fig. 6. (a) Input images with metal artifacts. Results of the metal artifact removal using (b) the proposed method, (c) LI, (d) NMAR, (e) ADN with downsampled input, and (f) the proposed method with downsampled input.

0° to 180°. The x-y matrix size of the reconstructed images is 504 × 504 and the number of z slices is 400. Out of five patients’ data, three patients’ data were used as a training set, one patient’s data were used as a validation set, and the other patient’s data were used for a test set. All images were visually checked to distinguish metal artifact or not. Among 1,200 training slices, 800 slices were with metal artifacts and the remaining 400 slices were without metal artifacts. Because there were no labels, the performance could only be checked qualitatively.

2) Synthetic Metal Artifact Data: The development of MAR algorithms with real samples leads to the difficulty of quantitative evaluation, as there is no clean ground-truth corresponding to a artifact image. Without ground truths, it is not possible to calculate quantitative metrics for the image reconstruction such as the peak signal-to-noise ratio (PSNR) and structural similarity index metric (SSIM) [39]. For quantitative evaluation of the algorithms, we added synthesized metal artifact to clean data. We randomly selected 10,997 artifact-free CT images from Liver Tumor Segmentation Challenge (LiTS) dataset [40] and followed the method from Convolutional neural network based metal artifact reduction (CNNMAR) [11] to synthesize metal artifacts. For making the metal artifacts, we used the code uploaded by the CNNMAR author using the Matlab for a fair comparison. Specifically, to generate the paired data for training, it simulates the beam hardening effect and Poisson noise during the synthesis of metal-affected polychromatic projection data from artifact-free CT images. The number of metal in a random position is set to be 1 to 2.

For network training, we used 5,860 images to make synthetic metal artifact data, 4,115 images as clean data. We used 122 images to make synthetic metal artifact data, 192 images at clean data. And we tested 373 images synthesized metal artifact, 335 metal-free images. The size of input image is 256 × 256. Before making metal artifact, we downsampled the images using bilinear interpolation, because the full size image (512 × 512) was too big to train the ADN method, whereas the full size image was not a problem with our method. In fact, this is another important advantage of our method.

B. Proposed Network Architecture

For the generators $G_\theta$ and $F_\phi$ in our MAR model, we used the U-net structure with the attention module in skip and concatenation as shown in Fig. 5(a). A green arrow in Fig. 5 is the basic operator and consists of $3 \times 3$ convolutions followed by a rectified linear unit (ReLU) and batch normalization. The purple arrow is a $2 \times 2$ average pooling operator. And a blue arrow is a $3 \times 3$ deconvolution. A red arrow is a simple $1 \times 1$ convolution operator. In addition a black arrow is a skip and concatenation operator adding CBAM. This attention module consists of two sub-modules, one is channel attention module and the other is spatial attention module. The discriminators $D_\varphi$ and $D_\psi$ are constructed based on the structure of PatchGAN [41], which penalizes image patches to capture the texture and style of images. We used PatchGAN composed of four convolution layers and a fully connected layer with the batch normalization.
Adam optimizer was used to optimize the loss function with $\beta_1 = 0.5$ and $\beta_2 = 0.999$. We performed early stopping at 50 epochs, since the early stopping was shown to work as a regularization. The convolution kernels were initialized by xavier initializer. The learning rate was $2 \times 10^{-3}$. We implemented our model using the Tensorflow framework with a NVIDIA GeForce GTX 1080 Ti GPU.

Further evaluation was conducted after sub-sampling with sampling factor 2 to compare performance with ADN method. Because the full size image was too big to train the ADN method, so we apply ADN after downsampling.

2) *Synthetic Metal Artifact Data:* The mini-batch was used as 1 and the size of input image is $256 \times 256$ that is down-sampling with sampling factor 2. The downsampling was done for a fair quantitative comparison with ADN which can only work with small size images. Except for some parameters, we did the same as the real dataset experiment. The network was trained by solving the optimization problem (14) with $\lambda = 10$, $\beta = 1$ and $\gamma = 5$. In the synthetic experiments, the artifact generation procedure is relatively simple, so we used the same weight on the two statistical distances, i.e. $\beta = 1$. Additionally, because there is no artifacts in the images with no metal artifacts, we used the larger identity loss ratio in contrast to real dataset experiment.

V. EXPERIMENTAL RESULTS

A. Real Experiments

Fig. 6 is the result of MAR approaches on the our dental CT dataset by LI [4], NMAR [6], ADN [25], and our method. As shown in the figure, the proposed method outperform the others. Our method in Fig. 6(b) has successfully removed the metal artifacts with little loss of dental information. In addition, as shown in Fig. 6, the results of proposed method show better quality compare to traditional methods, LI and NMAR.

We tried to train the ADN method with the original image size for comparison but failed due to a lack of memory, so we reduced the sample size $252 \times 252$. In spite of this, in the real dental CT images, ADN which needed artifact images as input did not work well as shown in Fig. 6(e), perhaps because of the beamhardening artifacts on teeth which was not modeled in ADN. On the other hand, for both full size image in Fig. 6(b) and downsampled image in Fig. 6(f), our method successfully reduces the metal artifacts.

Another important artifacts from metals are banding artifact in the homogeneous tissue regions. Fig. 7 shows that the shading patterns resulted from the metal artifacts has been reduced by our methods, whereas other methods failed.

We also checked how it works for images without metal artifacts. If there is no metal artifact, there shall be no difference between input and output. Fig. 8 shows that images without metal artifacts are successfully recovered by our method.

Moreover, as shown in Fig. 8(a), there was an additional positive effect that the generator have improved the quality of images removing beam-hardening artifacts.
B. Synthetic Metal Artifact Experiments

For the quantitative evaluation, we performed inferences using synthetic metal artifact data and calculated quantitative metrics such as PSNR and SSIM. Fig. 9 is the result of MAR approaches on the LiTS dataset with synthesized metal artifact by LI, NMAR, CycleGAN, ADN and our method. As shown in the figure, our method outperform the others in terms of PSNR and SSIM for all images. Furthermore, as shown in Table I, we observed that the mean PSNR and SSIM values of our results from 373 test images are highest among other methods, which confirms that our method improves the performance. We also checked how it works for images without metal artifacts. If there is no metal artifact, there shall be no difference between input and output. As shown from the difference images in Fig. 10, it can be confirmed that there is little difference between output and input when we use the proposed method, whereas other methods produce significant errors. For accurate verification, the difference between input image and algorithm output was magnified in their pixel window. Also, as shown in the Table II, we observed that the mean PSNR and SSIM values of our results from 335 test images are highest among other methods. This is clearly the difference when compared with ADN.

C. Ablation Study

1) Result of CycleGAN without CBAM: We also compared the results with respect to the existence of CBAM in Fig. 11 (b), (c). Fig. 11(b) was obtained by using the proposed method, and Fig. 11(c) was obtained by using a generator without CBAM module. The hyper-parameter setting for both...
was identical. After the training without CBAM, we found that the artifacts in the background had become fainter compared to those of the input. However, compared to the result with the proposed method, the degree of removal of metal artifacts had decreased. We also observed that the real metallic objects were incorrectly removed. Therefore, we found that CBAM is an essential part of our MAR.

2) Dependency on the disentanglement parameter $\beta$: In Fig. 11 (b) and (d), we could compare the results according to the value of the hyper-parameter. While Fig. 11(b) was obtained using the proposed method with $\beta = 10$, Fig. 11(d) was obtained using the standard setting for CycleGAN ($\beta = 1$). The generator with CBAM was used in both. In Fig. 11 (d), we found that the metal artifact removal in the background was not as effective as in (b) by the proposed method. By increasing $\beta$ to focus more on the artifact-free images, we could disentangle the metal-artifact generation and solve the MAR more effectively.

VI. CONCLUSION

In this paper, we proposed a novel $\beta$-cycleGAN with an attention module for the metal artifact removal in CT data. To alleviate the problem of the unpaired data in practice, we trained the MAR network in an unsupervised manner. Although there were several successful unsupervised deep learning approaches, it was difficult to apply them to our MAR problem since their networks were too heavy. Because metal artifacts occur local position with globally radiating artifact, we used CBAM to focus on important features in both spatial and channel domain. Moreover, we introduced a disentanglement parameter $\beta$ that imposes relative importance on the reconstructed artifact-free images compared to the artifact generation process. This proves to be effective for real data where the generation of metal artifacts is very complicated due to beam hardening, photon starvations, etc. Our attention-guide $\beta$-cycleGAN network could be trained efficiently in an unsupervised manner, and effectively mitigated the metal artifacts in both synthetic and real data. Moreover, when the algorithm was applied to non-artifact images, the images were rarely damaged, which demonstrated its robustness to other algorithms.

APPENDIX

The derivation of the dual formula is simple modification of the technique in [17]. We first define the optimal joint measure $\pi^*$ for the primal problem [10]. Using the Kantorovich dual formulations, we have the following two equalities:

$$\begin{align*}
K &:= \int_{X \times Y} c(x, y) d\pi^*(x, y) \\
&= \max_{\varphi} \left\{ \int_Y \inf_x \{c(x, y) - D_\varphi(x)\} dv(y) + \int_X D_\varphi(x) d\mu(x) \right\} \\
&= \max_{\varphi} \left\{ \int_X \inf_y \{c(x, y) - D_\varphi(y)\} d\mu(x) + \int_Y \psi(y) dv(y) \right\} \\
&\text{where } c(x, y) := \frac{1}{\beta} \|y - F_\varphi(x)\| + \|G_\theta(y) - x\|.
\end{align*}$$

where $D_\varphi(G_\theta(y)) \leq \|G_\theta(y) - x\| - D_\varphi(x) \leq c(x, y) - D_\varphi(x)$.

This leads to lower bounds and by taking the average of the two, we have

$$K \geq \frac{1}{2} \ell_{\text{Disc}}(\theta, \phi; \varphi, \psi)$$

where $\ell_{\text{Disc}}$ is defined in [9]. For an upper bound, instead of finding the inf$_x$, we choose $x = G_\theta(y)$ in [18]; similarly,
instead of $\inf$, we chose $y = F_\phi(x)$ in [19]. By taking the average of the two upper bounds, we have

$$K \leq \frac{1}{2} \left\{ \max_x \int_X D_\phi(x)d\mu(x) - \int_Y D_\phi(G_\psi(y))d\nu(y) + \int_Y \|y - F_\phi(G_\psi(y))\|d\nu(y) \right. \\
+ \max_y \int_Y D_\psi(y)d\nu(y) - \int_X D_\phi(F_\psi(x))d\mu(x) + \left. \int_X \|G_\psi(F_\phi(x)) - x\|d\mu(x) \right\}$$

where $\ell_\beta-\text{cycle}$ is defined [12]. The remaining part of the proof for the dual formula (11) is a simple repetition of the techniques in [17].
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