Integration of Google Play Content and Frost Prediction Using CNN: Scalable IoT Framework for Big Data
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ABSTRACT
The forecast of frost occurrence requires complex decision analysis that uses conditional probabilities. Due to frost events, the production of crops and flowers gets reduced, and we must predict this event to minimize the damages. If the frost prediction results are accurate, then the damage caused by frost can be reduced. In this paper, an ensemble learning approach is used to detect frost events with Convolutional Neural Network (CNN). We have used this to get more efficient and accurate results. Frost events need to be predicted earlier so that the farmer can take on-time precautionary measures. So, for measurement and analysis of Google Play, we have scrapped a dataset of the Agricultural category from different genres and collected the top 550 application of each category of Agricultural applications with 70 attributes for each category. The prediction of frost events prior few days of an actual frost event with an accuracy of 98.86%.
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I. INTRODUCTION
Frost’s event occurs due to changes in environmental and biological processes. When there is an accurate prediction of temperature with the warning of the critical temperature, it provides significant benefits to predict frost events, and hence we can be able to protect our crops on time. Sometimes the damage is not visible at the start, but when the farmer harvests the crop, the quality and quantity of crop reduce. Frost affects the leaves, taste, and production of the crop and even the flowers which remain small. The frost has damaged the beauty and crop production in countries like Argentina, Australia, Georgia, Mexico, China, South Korea, Iran, USA, Italy, Germany, Berlin, and many others [1]. Temperature is one of the primary factors affecting the plant’s growth and geographical distribution. When the atmosphere decreases the level of temperature, it causes damage to plant species and affects the growth rate of a plant [2]. Low temperature like chilling and freezing can occur in all plants, but the damage is different in every aspect. Many crops experience physiological damage when the temperature is below 12.5 degrees, but the damage above 0 degrees is an injury on the crop. An injury occurs in all plants when the temperature is low, and there is an ice formation in the plant. Frost damage has a drastic effect on an entire plant or, sometimes, only a specific organ [3], [4].

Agricultural capability for food production in each region depends on weather and climate conditions. The protection of plants from the effects of lethally low temperatures is essential in agriculture, especially for the horticultural production of high-value fruits and vegetables [5]. Plant physiology, seed germination, pollination, growth, photosynthesis, and material transport within the plant are sensitive to climate conditions in growth stages. One of the meteorological issues for many agricultural systems is frost occurrence [6]. Frost also causes a significant impact on electrical lines, engine turbine blades, heat exchangers, and wind turbines. To minimize damaging effects, we must act in the operational stage of agriculture and the planning of agriculture. These issues let us know that there is a considerable need for understanding and accurately predicting the formation of frost so that
They have estimated the effect of frost on different crops. They have observed field conditions that are damaging the crop. The prediction of frost events needs some complex decision analysis that uses probabilities and economics. For the starting of the active frost prediction model, it is essential to predict the time of temperature fall.

In urban areas, the temperature is slightly lower than the rural areas as there are more fields, grounds, and open environment. Whereas in rural areas, there is a higher temperature because of the environment as having a lot of home site to site and vehicles. Due to this, we are having more problems with frost damage in urban areas [11], [12]. There is also an important thing that our crops grow in urban areas.

There are several applications available on the Google play store related to the agricultural domain. In different genres, we have several applications that support agricultural for different purposes. So, in this research work, we analyze and assess the applications, which can facilitate our users related to frost events data collection, suitable for machine intelligence and analytics [13].

A third-party application attached to the google play store is very significant, which allows users to take benefit from it.

The thousands of users use these applications on their mobiles. Several applications are uploaded with the thousands of programmers daily. The validation is the fact that for assessing and detecting applications [14]. The third-party programmers have access to the original code. Google has not any in-person access to these applications because the programmer uploads these applications directly on the Google platform and does not give any access to the Google authorities. On these applications, Google places many rules and procedures that should be followed by programmers [15].

II. LITERATURE REVIEW

The authors have proposed a prediction of frost events using machine learning techniques and IoT devices in [16], [17]. The authors have used Bayesian networks and Logistic Regression that predict the minimum temperature for the next day. They have proposed a network of IoT sensors that collect the temperature data and send the data further to provide frost forecast output. Winter wheat in China was affected by a spring frost, and they have faced much damage. The risk of frost is smaller in the northern area of China and the warmer southern region. When the temperature rises, it can reduce the chance of frost event occurrence. The authors have predicted the frost event, and for prediction, they have used the Regression method in [18]. In [19], the author has discussed the effect of frost on wheat and listed some models as well as they have observed field conditions that are damaging the crop. They have estimated the effect of frost on different crops. The artificial neural networks model was employed to predict the behavior of temperature, and this was implemented in a greenhouse to control frost damage [5]. The author has used the data of 30 years, which is not the right approach. Prediction of frost events can also be made using statistical modeling. In South Korea, frost warning systems have been deployed using logistic regression and decision trees [20]. In [21], the author had said that in 2013, in Argentina, the frost events have destroyed a large production of peach orchards. Temperature data is collected using a low power wireless mesh network, and then the prediction is performed by using a regression tree [22]. They have predicted frost events in peach orchards.

In 2017, the regression kriging method had been used to predict, spatial analysis of frost risk to determine viticulture suitability [23]. In this approach, the authors have done the average weather data. In Germany, due to climate change and spring frost, the production of sweet cherries has been damaged, and to predict spring frost, they have taken daily data of air temperature and calculated the results by Phonological models [24]. In [25], the author wrote a paper for the assessment of spring frost effect on beech, and remote sensing is used to collect the data on which they have applied support vector machine (SVM) to predict spring frost. In [26], the author has experimentally investigated the sensitivity of frost on vegetables and reproductive series of herbs by using the logistic regression model that shows the relationship between leaf frost damage and the effect of temperature on a leaf.

In 2017, M.H. Jorennoosh said that whenever there are low-temperature many fruits, vegetables, and crops of the tropical region are experiencing physiological damage [27]. Protection of plants from the effects of lethally low temperatures is essential in agriculture, especially in the horticultural production of high-value fruits and vegetables. They have done a statistical analysis to predict the frost event in [28]. Robert, in [22], proposed a web-based fuzzy logic system. This system was developed to predict air and to observe wind speed in order to predict frost. The warning levels have been generated so that they can save the production of crops.

In [29], the author has applied a machine learning algorithm for frost prediction. He has built a system to predict the air temperature and soil temperature in order to predict frost events in north Italy. The author has provided 24-hour weather prediction in [30]. In this system, they have used the Multi-Layered Perceptron Network (MLP). Simulations are done numerically, which are used to predict the weather. In [31], the author has shown the models of weather forecasting to study frost events in the US. They have used the advanced research model for soil data and specific topography map resolution [32].

Prediction of weather temperature in a crop field is a crucial issue, whether in the urban area or rural area. In [33], they have used the ANN model, but with another approach, their accuracy is good, but some confictions also need to be resolved in terms of data. They have mainly sensors to get...
weather data from weather stations. The author has calculated the frequency and strength of frost in [27].

In this paper, authors have developed an Android-based application for the management and the production of organic manures (MoAPOM). MoAPOM application is primarily for the small and medium-scale farmers who want to improve the crop production MoAPOM has been designed on the traditional production method of organic manure using a human to human communication was converted into the machine to human communication and the intelligent computer-aided system [34], [35]. Five types of modeled and organic manure production, which is earthworm compost, green manure, poultry waste, cattle dung, and kitchen waste. After the validation of the MoAPOM application for offline status, which uses for sharing portability and convenient GUI, ease of download, timeliness, many tutorials, and offline usage [36].

Internet of Things (IoT) devices produce the bulk of data, and it leads to cloud storage. This data is used to analyze the stock requirements for the crop, market, analysis of the crops, and fertilizer requirement [37], [38]. Then based on different data mining techniques, the prediction can be performed and reaches towards the farmer via a mobile application. The purpose of this application is to increase the crop production and agricultural cost that is more useful to the farmers [39].

III. PROBLEM STATEMENT

Frost’s event is the condition that exists when the temperature of the earth’s surface decreases at night, and the temperature level comes to zero degrees centigrade. These events damage the whole production of the crop and flowers due to which the farmer and the whole country faces economic loss. Frost’s events are challenging to predict, and previous methods are not so much accurate. Through the literature review, we came
to know that previous methods have a very noisy structure of the data. The people had mostly predicted the frost one day earlier or some hours earlier before the frost, but the frost needs to be predicted earlier like a few days before the frost events so that the farmer can take precautionary measures on time and the use of in-depth learning approach provides the accuracy and earlier prediction to make well-founded decisions.

IV. MATERIALS AND METHODS

We have deployed our Wireless Sensor Network (WSN) devices in many fields. We have collected the soil data and temperature data as well as we are predicting the surface temperature to predict frost events.

A. DATA COLLECTION

When we take the dataset for the prediction, the most crucial step is to preprocess the data. The initial data has much noise, and it is necessary to remove noise from the data so that our results can be more efficient. Sometimes the dataset has many parameters, and we do not want them, so we should neglect those and train our model on a dataset that is related to our problem. We are getting the data through WSN devices, and sensors have been deployed in the fields of the USA virtually. Those are getting the data and transferring the data to the station, and then different techniques are applied to get the prediction. The farmer has deployed two sensors in the field that is the soil sensor and temperature sensor. These sensors are transferring the data to the base station, and the base station is sending the data to the central station, as shown in Figure 1.

In this research, the working is on two values, like above zero degrees and below zero degrees. When the temperature is above zero degrees, then there will be no frost, but when the temperature is below zero degrees, then there is a possibility of the frost. Labels are essential for the supervised model, but the dataset has no labels, in this case, we must define the labels. The whole dataset has two parts that are 80% for the training data and 20% for the testing data. Input data creates vectors at the time of training. The input form for the model can be defined, as shown in Equation 1.

\[ I = (I^{(1)}, I^{(2)}, \ldots, I^{(m)}) \]  

where “m” is the number of input samples. In each sample, a year, month, date, and soil temperature values are incorporated. The output form is also like the input one. In this O, that is representing the output, as shown in Equation 2.

\[ O = (O^{(1)}, O^{(2)}, \ldots, O^{(m)}) \]  

B. DEVELOPMENT OF THE FROST DAMAGE PREDICTION MODEL

Convolutional Neural Network (CNN) is used to predict, and the following sections have the details.

1) CONVOLUTIONAL FUNCTION

In Python using TensorFlow, a function is used “conv2d” to convolve in the CNN model, but it accepts the 2D image as input. As the data is of one-dimensional time series, so it must be changed to “conv1d”. While adopting this function, it covers many properties like some filter, width, stride as input. The kernel size can be 1 or 2 depending upon the requirements. The Gaussian distribution is used to initialize the value of filters and biases. The output of this function is in the form of matrices, and in the next layer as input is used. The next layer is the pooling layer, which alters the computation of the activation function.

2) CONVOLUTIONAL NEURAL NETWORK ARCHITECTURE

As we are using a conv1d function, so the CNN model is built to make the predictions. First, the data is input into the frost prediction model, and it uses conv1d function for the convolution. In the dataset, there are 512 hidden layers and ten neurons in the output layer. The data is in linear form, and it does not accept the non-linear data, so it is necessary to introduce the activation function. There are different activation functions like LReLU, Sigmoid, ReLU, softmax, and Tanh. In this model, we are using ReLU and LReLU function for the computation of the activation function. Equation 3 and Equation 4 define these functions.

\[ f(x) = \begin{cases} 0 & \text{for } x \leq 0 \\ x & \text{for } x > 0 \end{cases} \]  

Equation 3 represents ReLU function, and equation 4 represent the LReLU function. In this equation, both \( x \) and \( x_i \) are the results of convolution computation in the convolutional layer. There is a hyperparameter represented as \( a_i \), and its value is minimal while training this parameter can also be fine-tuned to get the best result. The ReLU activation function because it is the most useful activation function, its computation is secure, and it takes less time to train or to run the data. Hence by looking at the properties of the ReLU function, the first convolutional layer is used, and then it is shifted towards LReLU function in the next layer. To increase the computation power and to reduce the feature dimension, the feature of the convolutional layer in the pooling layer will use. In this model, we have used the MaxPooling1D function as the data is one dimension, and the pool size that it is used to \( 1 \times 1 \) that will subsample its input with maximum function.

In the layer’s system, the output of one layer becomes the input of the next layer by using the convolutional and pooling layer. The output of the pooling layer is the input for the fully connected layer. In the fully connected layer, we have used the ReLU function. We have used a dropout strategy to avoid over-fitting in the fully connected layer with the value to 0.2. The accuracy cab is improving with this model because the error rate will become less, and Equation 5 defines how we
have calculated the error.

\[ E = \sum_{x=1}^{i} |y^{(x)} - p^{(x)}| \]  

(5)

In this equation, \( y^{(x)} \) is the actual value, \( i \) is the number of samples, and \( p^{(x)} \) is the predicted value, we have taken the difference between the actual value and the predicted value. When we must minimize the loss, there are many ways like backpropagation, but in this, we have used Adam’s approach for the computation of optimization as defined in Equation 6.

\[ V' = V - \eta \cdot \frac{\partial J(V)}{\partial V} \]  

(6)

In equation 6, \( V' \) is the updated value which we have gained after computation and \( \eta \) is the learning rate. Figure 2 shows the architecture of the CNN model. In this figure, we have convolutional layers, and we have used a small number of convolutional layers to make the model efficient and fast computation. After that, in the center, we have a pooling layer, and the pooling layer output is the input of a fully connected layer. We have used two fully connected layers, and the size of our kernel is 2 × 2 with 32, 64, 96 filters. The size of the pooling layer is also 2. The dataset contains many samples in which 80% is the training data, and 20% is the test data. In the end, after a fully connected layer, we are getting our output in the form of graphs, matrix with accuracy.

3) ENSEMBLE LEARNING ARCHITECTURE

Ensemble learning has two types, i.e., bagging and boosting. We are using bagging, which is a robust ensemble learning algorithm that combines the strengths of multiple models. The bootstrap sampling method is employed further to create the subsets of observations from the original dataset. The size of the data is the same as the original, and it is used to gain distribution. The size of the subset is smaller than the original dataset. We have created a base model on each of these subsets, and then the model has run in parallel, and they are independent of each other. In the end, we have gotten the final prediction by combining the predictions from all the models, and we have created three CNN models. In the first model, we have one layer, in the second layer, we have two layers, and in the third, we have three convolutional layers with three pooling layers. In bagging, we have two algorithms that are bagging the meta estimator and Random Forest, both provide the result with less error rate.

Overall the process of CNN with the ensemble approach has several steps. We have performed for the forecasting of the frost event, and Figure 3 shows these steps. At first, preprocessing has been performed on data, in which it divides and transforms into a test sample and training sample. In the next step, the training is performed on the data with three models and getting the predictions of the frost event. Then ensemble learning is applied with the bagging technique, and after training the data, we are getting the predictions. In aggregation, it extracts the result by taking the mean of \( k \) predictions.

V. RESULTS AND DISCUSSIONS

In Figure 4, \( Y_{\text{test}} \) is the test data, and \( X_{\text{test}} \) is the test data in the model. We have used the dataset from the different stations in the USA. \( X \) and \( Y \) are two different stations from where the data is collected for testing purposes. The prediction of frost shows in terms of a graph, where the blue line is indicating the train data, whereas the orange line is describing the test data. When the temperature goes below zero degrees, frost event takes place, but when the temperature is above zero degrees, then there is no frost. Figure 5 is showing the error rate of the model, and we have calculated this by taking the difference between actual data and predicted data.
We have predicted the frost event by using one-year data from Feb 2018 to Jan 2019, as shown in Figure 6. The blue line is training data, whereas the orange line is representing the test data. Figure 7 is showing the error rate of the model on a one-year dataset.

We have used different data sources, so the result varies according to their data and the number of iterations. We have concluded that the configuration of our model is more feasible and efficient, as shown in Table 1.

Table 2 has shown the issue of frost event and its damage to plants, crops, fruits, and so on within many countries. Some researchers have achieved an accuracy of 93% to 95% in different countries, but we have achieved 98.86% accuracy in US virtual data.

After the prediction of the frost event, the farmers receive a notification message. It can be in the form of SMS and voice calls, as shown in Figure 9. For this service, we have used Nexmo’s SMS API that enables us to send and receive text messages to and from users worldwide. It is a beneficial and high-quality service with an extremely reliable global network.

VI. GOOGLE PLAY STORE USE CASE

Google play store is the primary hub for the application, where several developers upload millions of applications.
Likewise, millions of users download these applications without checking the authenticity and duplicity of applications. It causes the user's loss due to damage to user trust in the Google play store. Aggregately, Google play store gives a small amount of information about such applications. We have made a Google play store dataset with a free and paid category of the agricultural applications using the Google-play-scraper. The scraper is used to collect the top 550 applications of every single type of agricultural application with a free and paid application category. Each application on the Google play store has 70 features, which are rankings, InAppPurchases, addSupported, and number of installs. Figure 10 shows the sample screenshot of the agricultural applications dataset. In this research results have been visualized the installs and ratings of the free and paid applications in the form of histogram, purchase rate of those free and paid applications also purchases rate of those applications which offers to get a percentage of the advertisement support with all categories of agricultural application as shown in Figure 11.

A. **INAPPLICATIONPURCHASES (IAP) OF FREE AGRICULTURAL APPS**

The user of the application can get some credits, and products by performing any task like watching an advertisement.
FIGURE 12. Different agricultural applications (A) Free IAP (B) Paid IAP (C) Free ads support (D) Paid ads to support.

video in-application purchase. The applications of the free category casually offer more IAP because, at the time of the install, there is no fee for the user of the free application. We have used the Pie3D charts for visualizing the percentage of defined attributes. 19% of the free applications of agriculture offer IAP, and 81% did not offer anything, as shown in Figure 12 (a).

B. INAPPLICATIONPURCHASES (IAP) OF PAID AGRICULTURAL APPS
The paid applications offer more usability to their users that is the way in the time of the installation of the paid applications, the specific amount of that application is charged from the user. We have analyzed that only 10% of paid agriculture applications to offer IAP, and 90% did not offer anything, as shown in Figure 12 (b).

C. ADVERTISEMENTS FOR FREE AGRICULTURAL APPS
The advertisement in the applications plays an essential role in the success of the application. In the Google play store, many free applications offer many frustrating advertisements. The user also gives helpful information sometimes. Most of the free applications offer many advertisements because, at the time of the installation, there is no fee charged from the user. In the evaluated results, we have analyzed that 65% of free agricultural apps offer advertisements, and 35% did not offer anything, as shown in Figure 12 (c).

D. ADVERTISEMENTS FOR PAID AGRICULTURAL APPS
The paid applications charge some specific amount from the user at the time of the installation; that is why they are offering not some irritating advertisements to the user end. In the evaluated results, we have analyzed that 12% paid agriculture apps to offer advertisements, and 88% did not offer anything, as shown in Figure 12 (d). In the paid agriculture applications, the advertisement ratio is lesser then free applications.

E. RATING VALUE OF FREE AGRICULTURAL APPS
In the casual routine, the user downloads the application for their personal use. If the application has a good impact on the use-ability factor, the user will give an excellent rating to that application. Otherwise, the user gives bad rating. In this case, on the bases of the rating of the application, we can judge the popularity of the application. The scale of the rating of the application from the Google play store is between 0-5. On this parameter, we have analyzed that 0 rating shows that the application use-ability is terrible, and if the application has 5 rating that shows the popularity of the application. In the evaluated results, we have visualized that most of the user gives 4.5 rating to the free agriculture application, as shown in Figure 13. Here Y-axis represents the number of installs.

FIGURE 13. Free agricultural application rating trends.

F. RATING VALUE OF PAID AGRICULTURAL APPS
In the paid application, there is no more frustration for the user of the application, but the evaluated results were amazingly opposite. We have visualized that mostly peoples give 5 rating to the paid application, and at the same time, many users give 0 rating that has shown the unsatisfaction of the users, as shown in Figure 14.

FIGURE 14. Paid agricultural application rating trends.

G. FREE AND PAID AGRICULTURAL APPLICATIONS INSTALLS
The number of installs plays an essential role in the application rating. In comparison, we have analyzed that free applications have a more significant number of installs, as shown
in Figure 15. The audience of the Android app focuses on free apps rather than paid apps. There can be many reasons for it, and one of the reasons is the availability of free apps.

VII. CONCLUSION AND FUTURE WORK

The forecast of frost occurrence requires complex decision analysis that uses conditional probabilities and economics. Due to frost events, the production of crops and flowers gets reduced, and we must predict this event in order to minimize the damages. In this paper, we have introduced a CNN model approach for frost event prediction, and a conv1d function has been used to process the 1-dimensional data. We deployed our sensors on the field virtually, the soil data and temperature collected, and the frost events have been predicted using the CNN model. We have used three convolutional layers, which is a more efficient method. After that, we have applied the bagging technique using ensemble learning to make our predictions more accurate. We have used three models, in one model, there is one layer, in the second model, there are two layers, and in the third model, there are three layers. We have embedded these models into the ensemble model, taken the prediction by applying the bagging approach, and then test the model. We have scraped the Google play store dataset of agricultural applications. We have used four attributes for analysis like rankings, InAppPurchases, addSupported, and number of installs.

In the future, we will also combine this model with the RESNET model and others. We will create a new model by combining the two models, and this is expected to result in higher accuracy of prediction and computationally feasible.
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