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Abstract

Pedestrian detection in a crowd is a challenging task due to a high number of mutually-occluding human instances, which brings ambiguity and optimization difficulties to the current IoU-based ground truth assignment procedure in classical object detection methods. In this paper, we develop a unique perspective of pedestrian detection as a variational inference problem. We formulate a novel and efficient algorithm for pedestrian detection by modeling the dense proposals as a latent variable while proposing a customized Auto-Encoding Variational Bayes (AEVB) algorithm. Through the optimization of our proposed algorithm, a classical detector can be fashioned into a variational pedestrian detector. Experiments conducted on CrowdHuman and CityPersons datasets show that the proposed algorithm serves as an efficient solution to handle the dense pedestrian detection problem for the case of single-stage detectors. Our method can also be flexibly applied to two-stage detectors, achieving notable performance enhancement.

1. Introduction

Pedestrian detection in a crowd, as a specific branch of object detection, has been widely studied in recent years \cite{26, 4, 5, 39, 44, 21, 6, 36} due to massive applications. However, heavy occlusion and high overlap among human instances make extracting instance-wise object bounding boxes a challenging task for pedestrian detectors.

A lot of deep learning based object detectors have been proposed in the past few years in this field, and they are typically categorized into two-stage detectors and single-stage detectors. Single-stage methods show fantastic efficiency and performance for general-purpose object detection. These detectors, in brief, operates as follows: an image $f$ is first passed through a fully convolutional network to predict a set of dense proposals $z$. A post-processing step, which typically includes a non-maximum suppression (NMS) and a score threshold, is then applied to predict the final detection results $x$.

Single-stage object detectors are usually trained over an IoU related loss between pre-defined dense boxes (namely anchors) $z$ and ground truth boxes. We define this learning offline as shown in Figure 1a; the method first assigns the ground truth to anchors and then adjusts the anchor boxes through regression. This may be ambiguous in crowded scenes whereby a single anchor usually highly overlaps with multiple object instances \cite{1}. Thus, this could yield a sub-optimal solution and greatly hinders the performance. To handle this issue, a series of methods \cite{45, 25} have been proposed to adjust the object proposal before, or even simultaneously with the assignment procedure. We call this kind of learning as online, as illustrated in Figure 1b. However, online pipelines still conform to a certain handcrafted
matching rules and result in less sufficient exploration of matching space between proposals and groundtruth.

Different from online and offline methods where the dense proposal $\mathbf{z}$ is considered as part of the optimization target, we here formulate the dense proposal $\mathbf{z}$ as an auxiliary latent variable which relates to the final detection $\mathbf{x}$ as our target (as illustrated in Figure 1c and Figure 1d). To be specific, we introduce a random learning-to-match approach via variational inference, which predicts the distribution of dense proposals $\mathbf{z}$ instead of deterministic value. Such variational pedestrian detector can learn to adaptively adjust the exploration strategy in matching space by itself, thus can handle heavy occlusion for pedestrian detection when only training with full body information. Another important property is the plug-and-play nature which makes our method cater to both anchor-based and anchor-free detection pipelines.

The major contributions in this paper are three-fold:

- We propose a brand new perspective of formulating single-stage detectors as a variational inference problem and intend to motivate further extensions of detection schemes along this direction.
- We introduce a detection-customized Auto-Encoding Variational Bayes (AEVB) algorithm motivated by [16] to optimize the general object detectors for pedestrian detection.
- Our experiments on CrowdHuman [32] and CityPersons [41, 7] datasets demonstrate the effectiveness of the proposed approach for single-stage and two-stage detectors.

## 2. Related works

### 2.1. Object Detection

Object detection aims to find a set of boxes $\mathbf{x}$ indicating the objects in the image $\mathbf{f}$. Recent object detection works are mainly either single-stage or two-stage methods.

**Single-stage object detection methods** adopt a fully convolutional network (FCN) to map dense proposals $\mathbf{z}$ to final sparse detection boxes $\mathbf{x}$. It typically connects FCN with two heads: a classification head to predict the existence of a local object, and a regression head to refine the bounding box of the object. Single-stage detectors can be further categorized into **anchor-based** methods [22, 28, 19] and **anchor-free** methods [24, 35, 17]. Anchor-based methods defined dense proposals with default boxes, while anchor-free methods use pixels as an alternative to anchors, and predicts the object class and bounding box for each pixel [24, 35] or pair of pixels [17].

**Two-stage object detection methods**, represented by Faster R-CNN [29] and its variants, typically feature a region proposal network (RPN) and a region-based convolutional neural network (R-CNN) [10, 9]. The first stage generates object proposals by the RPN, and the second stage proceeds to refine and predict object category for each proposal. Two-stage methods almost dominate pedestrian detection research due to their good performance [40, 14, 15, 21, 6].

**Pedestrian detection** has greatly advanced together with the progress of general object detection. However, pedestrian detection has its distinct challenges, particularly the issue of occlusion in crowded scenarios. Specific techniques were proposed in the past to improve detection performance, such as detecting body by parts [26, 4, 5, 39, 44], improving non-maximum suppression [5, 39, 21, 6, 36], and redesigning the anchors [39, 6, 41]. Most of these are two-stage methods, while single-stage approaches [24, 23] usually require complex structures to catch up on the performance of two-stage methods.

### 2.2. Online Anchor Matching

The aforementioned detection methods perform the assignment of ground truth to anchors before adjusting the object boxes. This **offline** procedure is likely to introduce ambiguity, especially for highly occluded crowded scenarios. On the contrary, **online** anchor matching adjusts/predicts object boxes first before assigning ground truth boxes to dense proposals. One such recent work is HAMBox [25], which implements a high-quality online anchor mining strategy to assign positive and negative samples. FreeAnchor [45] formulate the assignment and proposal regression in one framework as a maximum likelihood estimation procedure. Concretely, both online and offline methods take dense proposal $\mathbf{z}$ (instead of the final target $\mathbf{x}$) as the optimization target in the loss function, which is sub-optimal for the object detection task. Instead, we hypothesize that the target $\mathbf{x}$ can be directly optimized by reformulating the entire detection task as a variational inference problem, treating the dense proposal $\mathbf{z}$ as a latent auxiliary variable.

### 2.3. Auto-Encoding Variational Bayes

The Auto-Encoding Variational Bayes [16] (AEVB) algorithm enables efficient training of probabilistic models with latent variables using a reparameterization trick. It can be used to approximate posterior inference of the latent variable $\mathbf{z}$ given an observed value $\mathbf{x}$, which is useful for coding or data representation tasks [16]. Our model is closely related to the variational auto-encoder (VAE) in the sense that we learn the dense proposal as a latent variable. The dense proposal model encodes the image to the dense proposal space where the decoder model extracts the detection boxes from the “code”.

3. Method

3.1. Problem Setup

Given an object detection dataset \( \{ \{(f^{(i)}, x^{(i)})\} \}_{i=1}^N \), which consists of \( N \) i.i.d. pairs of image \( f \) and a set of object bounding boxes \( x \), we want to predict object bounding boxes \( x \) for a new input image \( f \). To deal with an unknown number of instances in the image, we introduce the auxiliary variable \( z \). As illustrated in Figure 1c and Figure 1d, we perform single-stage object detection through a variational model \( p(x|f) \) that integrate seamlessly two probabilistic modules: a variational dense proposal generation module \( q_\phi(z|f) \) parameterized by a convolutional neural network, and the final detection extraction module \( p(x|z) \).

The formulation, succinctly, is as follows: First, \( q_\phi(z|f) \) encodes \( f \) to output dense proposal \( z \). Then, \( p(x|z) \) predicts the final detection \( x \). The two modules are seamlessly integrated such that it is entirely different from the aforementioned online and offline methods, which regard the dense proposal \( z \) as the variable of interest. The variational model is solved with a customized AEVB algorithm and a pseudo detection likelihood as illustrated in Figure 2 and described in the following sections.

3.2. Variational Detection

We approximate the true posterior \( p(x|f) \) by a variational distribution \( q_\phi(z|f) \) with variational parameters \( \phi \). Assuming the datapoints \( f, x \) are independent, we use \( f \), \( x \) to denote one sample in the dataset. The log likelihood for final detection \( x \) can be written as:

\[
\log p(x) = \int q_\phi(z|f) \log \frac{p(x,z) \cdot q_\phi(z|f)}{q_\phi(z|f)} \, dz + KL(q_\phi(z|f) \| p(z|x)),
\]

where the second term is the Kullback-Leibler (KL) divergence, which is a measure of similarity between two distributions. Since the KL divergence is non-negative, the first term is called the evidence lower bound (ELBO) which can be rewritten as:

\[
\mathcal{L}(\phi; f, x) := -\alpha \cdot KL(q_\phi(z|f) \| p(z)) + \mathbb{E}_{q_\phi(z|f)} \log p(x|z),
\]

where scaling factor \( \alpha \) is introduced to balance the scale difference between the two terms. An alternative explanation for the ELBO is that we want to optimize the dense proposal generation model \( q_\phi(z|f) \) such that its fitted distribution is close to the true posterior \( p(z|x) \), i.e., minimizing the KL term in Equation 1. Since the sum of that KL term and the ELBO does not depend on the variational parameter \( \phi \), maximizing the ELBO is equivalent to minimizing the KL term in Equation 1.

Analysis of ELBO terms. In Equation 2, the first term is the KL divergence between the variational distribution and its prior. This term can be seen as a regularization term that constrains the variational distribution of \( z \) to its prior. It is tractable for univariate normal distribution, and the gradient can be evaluated analytically. In practice, we impose a scale factor \( \alpha \) to balance the scale differences between both ELBO terms, where the chosen value for \( \alpha \) is usually small since the gradient from KL divergence is accumulated on each pixel but the relaxed detection likelihood \( \tilde{p}(x|z) \) is averaged over the image.

The second term of the ELBO is often referred to as the data term:

\[
D(\phi; f, x) := \mathbb{E}_{q_\phi(z|f)} \log p(x|z),
\]

where \( \log p(x|z) \) is the detection likelihood given the known dense proposal, which can be relaxed to a tractable pseudo detection likelihood and reflects the expected detection quality. Note that optimizing the model with plain maximum likelihood method is equivalent to approximating the data term over the expected dense proposal. Taking the expectation of the detection likelihood encourages the object detector to explore different matches and converge to a better solution.

3.3. Optimization Algorithm

Taking a leaf from the Auto-Encoding Variational Bayes (AEVB) [16] algorithm, we optimize the variational single-stage object detection model using a detection-customized AEVB algorithm described in Algorithm 1.

The target is to find stochastic gradient for the data term (Equation 3), i.e. \( \nabla_\phi D(\phi; f, x) \), to optimize the dense pro-
positional generation model. We adopt the reparameterization gradient estimator in [16, 31, 30]. Hence, the reparameterization gradient for the data term can be rewritten as:

$$ \nabla_{\theta} \mathbb{E}_{q_\theta(z|x)} \log p(x|z) = \mathbb{E}_{q_\theta(z|x)} \left[ \nabla_z \log p(x|z) |_{z=q_\theta(z|x)} \nabla_{\theta} g_\theta(\epsilon) \right], \quad (4) $$

While the data term of Equation 4 needs to be optimized through stochastic gradient, it is non-trivial to find the probability density for a sparse set x. Therefore, we relax the sparse detection likelihood p(x|z) to a tractable pseudo detection likelihood ˜p(x|z). The relaxed data term

$$ \nabla_{\theta} \mathbb{E}_{q_\theta(z|x)} \log ˜p(x|z) $$

will be elaborated in subsection 3.4.

Different from the REINFORCE gradient estimator [11, 37] which can work on a non-differentiable detection likelihood (also named score function), the reparameterization gradient estimator requires the pseudo detection likelihood ˜p(x|z) to be differentiable almost everywhere. The stochastic gradient is given by Monte Carlo estimate of the expected pseudo detection likelihood. In implementation, we apply auto-differentiation on

$$ \tilde{D}(\phi; \epsilon) = \log \tilde{p}(x|z) \quad \text{where } z = g_\phi(\epsilon) \text{ and } \epsilon \sim p_\epsilon(\epsilon). \quad (5) $$

Similar to the widely adopted stochastic gradient descent method, AEVB computes the stochastic gradient by drawing random samples from the dataset in each iteration. However, there are two major differences: (1) the AEVB introduces additional randomness from the auxiliary variable drawn from the noise distribution; (2) the AEVB regularizes the dense proposal distribution to its prior. We analyze these two differences below separately.

**Introducing additional randomness.** The necessity of sampling the auxiliary variable comes from the fact that our dense proposal follows a variational distribution q_\phi(z|f). The sampling process is essential to train all the variational parameters, e.g., the standard division \sigma in the univariate normal distribution. For the object detection task, the variable z corresponds to dense proposals on the image. Sampling z from a distribution can be regarded as jittering the dense proposals. An insight connected to the REINFORCE estimator is that the single-stage object detector is performing random exploration to find a better match between dense proposals and ground-truth objects by jittering the proposal boxes. Experimentally, the standard deviation of the univariate normal distribution will gradually reduce as the model converges, which means that the random exploring space will gradually reduce and converge to the optimal match eventually.

**Regularizing dense proposals.** Compared to the maximum likelihood estimation (the second term in Equation 2), an additional regularization term \( KL(q_\phi(z|f)||p(z)) \) is introduced. The behavior of the regularization depends on the choice of the prior of dense proposals. For instance, we choose the prior p(z) to be a standard normal distribution in our implementation, which means that the regularization term will restrict the dense proposals to their anchors. Since CNNs usually perform better at extracting local features, such restriction enhances the detection by encouraging detections from the center of objects. A similar idea is applied in FCOS [35]. Another aspect of regularization is to restrict the variance and prevent the variational distribution from deteriorating to a point estimate so as to enhance the exploration during the training stage.

### 3.4. Pseudo Detection Likelihood

We have one undetermined term in the algorithm, i.e., the pseudo detection likelihood ˜p(x|z). Without loss of generality, we describe how ˜p(x|z) can be defined based on FreeAnchor [45] in this section, since the pseudo detection likelihoods of other state-of-the-art detection methods are also derivable (one of them is shown in the Appendix).

FreeAnchor [45] formulates a customized object detection customized likelihood: for each ground truth box \( x_i \), a bag of anchors \( A_i \) is constructed to evaluate the likelihood of recalling \( x_i \). Meanwhile, dense proposals \( z \) are regarded as negative samples by a soft IoU threshold.

Naturally, we define our pseudo final detection likelihood \( \tilde{p}(x|z) \) where positive samples are obtained from ground-truth boxes in the dataset but negative samples should be mined from dense proposals. We analyze positive samples and negative samples below separately.

**Positive pseudo likelihood.** We first define the match quality \( M_{ij} \) between proposal \( z_j \) and ground truth box \( x_i \) by the product of classification score \( z_j^{cls} \) and IoU score:

$$ M_{ij} := z_j^{cls} \cdot IoU(x_i, z_j). \quad (6) $$

**Algorithm 1 Customized Auto-Encoding Variational Bayes (AEVB) algorithm for object detection**

**Input:** Object detection dataset \( \{(f^{(i)}, x^{(i)})\}_{i=1}^N \); pseudo detection likelihood \( \tilde{p}(x|z) \); dense proposal generation CNN model \( q_\phi(z|f) \); scaling factor \( \alpha \).

**Output:** Model parameter \( \phi \):

1. Initialize model parameter \( \phi \);
2. repeat
3. Sample auxiliary variable \( \epsilon \) from distribution \( p_\epsilon(\epsilon) \) and minibatch \( f, x \) from dataset;
4. Evaluate the pseudo detection likelihood \( \tilde{p}(x|z) \) with \( z = g_\phi(\epsilon) \);
5. Compute regularization gradient \( g_1 \leftarrow \nabla_\phi KL(q_\phi(z|f)||p(z)) \);
6. Compute the stochastic gradient \( g_2 \leftarrow \nabla_\phi \tilde{D}(\phi; \epsilon) \) by Equation 5;
7. Update model parameter \( \phi \) using gradient \( \alpha \cdot g_1 + g_2 \) and optimizer (e.g. SGD);
8. until convergence of model parameter \( \phi \);
9. return Model parameter \( \phi \).
Then, the positive likelihood or recall can be defined as
\[
p(x_{gt} = 1|z) := \prod_{x_i \in K_{gt}} \max_{z_j \in A_i} M_{ij} = \prod_{x_i \in K_{gt}} \max_{z_j} (\epsilon_{ij} \cdot \text{IoU}(x_i, z_j)).
\] (7)

The mean-max function in [45] is proposed as a smooth relaxation to the hard-max for efficient training. The notation \(z_j \in A_i\) indicates the top \(n\) dense proposals \(z_j\) with highest IoU to ground truth box \(x_i\), and the positive pseudo likelihood is computed as
\[
\mathcal{P}_{i, \text{pos}} := \text{Mean-max}(x_i|z) = \frac{\sum_{z_j \in A_i} \frac{M_{ij}}{1 - M_{ij}}}{\sum_{z_j \in A_i} \frac{1}{1 - M_{ij}}}. \tag{8}
\]

Although the form of positive likelihood is similar to that in [45], we replace the localization term with the IoU that is used in \(M_{ij}\). This is due to three facts. First, the IoU loss has shown relatively better performance, as in UnitBox [38]. Second, IoU is hyperparameter-free and can be considered as a non-parametric localization likelihood. Third, from the perspective of optimization, the IoU loss is more compatible to our proposed method. In Figure 3 we show the variational effect on gradient from localization regression. By applying variational inference, we properly smooth the gradient at some angular points, making the learning process more stable. Experiments in section 4 also suggest that when IoU loss and variational detector are used together, our method achieves better results for crowded pedestrian detection.

**Negative pseudo likelihood** cannot be directly constructed by sampling ground truth boxes from the dataset. It is necessary to involve a probabilistic negative sample mining procedure for efficiency consideration.

We define \(1 - s_j := P(z_j = 0)\), which corresponds to the precision likelihood in [45]. Hence, \(s_j\) represents the probability of failing to suppress the negative proposal \(z_j\). The maximum likelihood method implies binary cross-entropy loss for dense proposal \(z\). However, recent studies [19, 3, 33, 43] show that single-stage detectors optimized by cross-entropy loss suffer from extreme foreground and background imbalance which results in poor performance. To handle this problem, Focal loss [19] remains one of the state-of-the-art methods.

In this paper, we reformulate Focal loss [19] as a probabilistic online hard example mining [33] method to obtain negative samples for computing the negative likelihood. Recall that not all boxes \(z_j\) will be counted as negative samples in the final detection \(x\) since (1) low-score boxes \(z_j\) are usually ignored in practice; (2) ranking based metrics like average precision (AP) are more sensitive to high-score boxes. Formally, we introduce an auxiliary Bernoulli random variable \(K_j\) with parameter \(k_j := P[K_j = 1]\). We choose to include \(z_j\) as a negative sample if and only if \(K_j = 1\). Thus, the negative likelihood is:
\[
\mathcal{P}_{j, \text{neg}} := P[z_j K_j = 0] = 1 - P[z_j K_j = 1] = 1 - k_j s_j. \tag{9}
\]

![Figure 3: The variational effect on the gradient of localization regression.](image)

By designing the probability to keep the dense proposal as \(k_j := (1 - (1 - s_j)^{\gamma})/s_j\), the negative pseudo likelihood is reduced to the Focal Loss [19]. A detailed proof is provided in the Appendix.

The final pseudo detection log-likelihood is given by combining Equation 8 and Equation 9:
\[
\log \bar{P}(x|z) := w_1 \sum_{x_i \in x} \log \mathcal{P}_{i, \text{pos}} + w_2 \sum_{z_j \in x} \log \mathcal{P}_{j, \text{neg}}, \tag{10}
\]
where the factors \(w_1 = \frac{0.5}{\|x_{gt}\|}\), \(w_2 = \frac{0.5}{\|z_{gt}\|}\) and \(\gamma = 2\) are kept the same as in [45].

4. Experiments

4.1. Implementation details

**Backbone.** We adopt the RetinaNet [19] architecture with ResNet-50-FPN [18, 13] backbone. Following ATSS [42], we define one anchor per pixel for simplicity. We present experimental results on FA [45] and FCOS [35]. FA is an anchor-based method of which the four regression variables for the center-point location, width and height are predicted to recover the box. FCOS is an anchor-free method and its regression targets are distances from the location to four sides of the bounding box.
Training details. We implement the AEVB algorithm in the mmdetection [2] framework. Pedestrian detection methods are compared on two widely used datasets including the CrowdHuman [32] and the CityPersons [41, 7] datasets. The Crowdhuman consists of 15,000 images with 339,565 human instances for training, and 4,370 images for validation. For CityPersons, we train our models on 2,112 images in the reasonable (R) and highly occluded (HO) subsets, and evaluate on 500 images in the validation set. All experiments are conducted on challenging full-body annotations.

We apply SGD optimizer with an initial learning rate 0.005, momentum 0.9, and weight decay 0.0001. For the CrowdHuman dataset, we train our models on 2 GTX 1080Ti GPUs with 4 images per GPU for 24 epochs and the learning rate is then reduced by an order at the 16th and 22th epochs. For fair comparison with the RetinaNet baseline on CrowdHuman, multi-scale training and testing are not applied. We resize the short edges of input images to 800 pixels while long edges are kept less than 1333. For CityPersons dataset, we follow the data augmentation setup in Pedestron [12], applying 2 images per GPU on 4 GTX 1080Ti GPUs. The training schedule and learning rate is doubled to that of CrowdHuman setup. The image size for testing is kept the same as the original i.e. 2048 × 1024.

We choose univariate normal distribution as the variational distribution family for the four localization variables. In total, nine variables are predicted for each anchor: one for classification, four for mean $\mu_i$ and four for standard deviation $\sigma_i$. The standard deviation is necessary for training but not considered during the inference procedure since the final detection boxes take the maximum likelihood (as for normal distribution) at the means.

Evaluation metric. We apply log average miss rate (MR) proposed in [8], which is the average miss rate in log scale over false-positives per image ranging from $[10^{-2}, 10^0]$. A lower miss rate indicates better detection performance.

4.2. Main result

Comparison to the state-of-the-art. On both the CrowdHuman [32] and CityPersons [41, 7] datasets, we compare the AEVB optimized single-stage detectors to (1) its plain maximum likelihood counterpart (i.e. FreeAnchor baseline); (2) state-of-the-art general-purpose single-stage object detector RetinaNet [19, 32] and RFB-Net [20] with offline anchor assignment; (3) representative two-stage methods: Faster R-CNN [29] and Adaptive-NMS [21].

We focus on the popular benchmark CrowdHuman for pedestrian detection and most of the comparisons and ablations are conducted on it. Several conclusions can be drawn from Table 1 (1) Our method is far in excess of the offline learning methods RFB Net and RetinaNet. (2) The average miss rate of FreeAnchor and FCOS drop from 52.8% to 50.7% and from 48.3% to 47.6% if optimized by our method. (3) Our optimized two-stage solution Faster R-CNN based on [21] obtains better miss rate compared to the state-of-the-art Adaptive-NMS method. (4) We execute our method on a new Faster R-CNN baseline implemented by [6] and improve the miss rate up to 40.7% in comparison to OP-MP[6] with 41.4% miss rate, which brings the state-of-the-art to a new bar.

We also extend our method to another widely used benchmark CityPersons. According to Table 2, our method outperforms the plain single-stage method RetinaNet, RFB-Net and TLL in crowd detection on CityPersons. The average miss rate of FreeAnchor drops from 14.8% to 13.6% on the CityPersons reasonable subset and from 42.8% to 41.5% on the highly occluded subset by using our method.
Table 1: Comparison vs. other methods on the CrowdHuman dataset. Lower MR is better.

| Method             | MR ↓ |
|--------------------|------|
| Single-stage       |      |
| RFB Net [20, 21]   | 65.2 |
| RetinaNet [19, 32] | 63.3 |
| FreeAnchor (baseline) | 52.8 |
| FCOS (baseline)    | 48.3 |
| FreeAnchor (ours)  | 50.7 |
| FCOS (ours)        | 47.7 |
| Two-stage          |      |
| Faster R-CNN (impl. by [21]) | 52.4 |
| Faster R-CNN (our impl.) | 51.2 |
| Adaptive NMS [21]  | 49.7 |
| Faster R-CNN (ours) | 48.8 |

Table 2: Result on CityPersons tested at 2048 × 1024. R: reasonable subset; HO: highly occluded subset. Performance evaluated with Miss Rate (lower is better).

| Method             | R   | HO  |
|--------------------|-----|-----|
| Single-stage       |     |     |
| RetinaNet [19, 12] | 15.6| 49.9|
| FreeAnchor         | 14.8| 42.8|
| TLL [34]           | 14.4| 52.0*|
| RFB Net [20, 21]   | 13.9| -   |
| FreeAnchor (ours)  | 13.6| 41.5|
| Two-stage          |     |     |
| Faster R-CNN [36]  | 14.6| 60.6*|
| Rep Loss [36]      | 13.2| 56.9*|
| Adaptive-NMS [21]  | 12.9| 56.4*|
| Faster R-CNN (ours)| 12.7| 54.6*|

* denotes the detector is not trained on the HO subset.

As for the two-stage detectors, we verify the superiority of our method over other two-stage methods including Rep Loss [36] and Adaptive-NMS [21]. These results indicate that learning-to-match with the AEVB algorithm outperforms plain maximum likelihood methods on both datasets.

**Relation between score and variance.** We show the score map and variance map learned by the AEVB algorithm in comparison to the maximum likelihood method in Figure 4. For fairness, single anchor design and IoU likelihood are applied in both methods. The score map learned by AEVB (Figure 4c) shows a more compact assignment and a cleaner background compared to the score map optimized by ML (Figure 4b). Furthermore, we plot the variance map in Figure 4d as the sum of log standard deviation, i.e., \( \log \sigma_{dx} + \log \sigma_{dy} + \log \sigma_{log w} + \log \sigma_{log h} \). Intuitively, the variance is closer to one for background pixels due to KL regularization (1st term in Equation 2) while it is significantly lower for foreground pixels due to the data term (2nd term in Equation 2).

We also visualize the predicted variance of dense proposals versus their classification score and overlap with groundtruth respectively. In Figure 5a, proposals with low confidence usually yield large variance to encourage a broader searching space for potential matched ground-truth boxes, while most confident proposals keep low variance to ensure stable regression. Figure 5b shows that the median of proposal variance and the number of proposals with large variance outlier decrease as the number of matched ground-truth boxes increases. Thus, our method can be termed as occlusion-aware. These phenomena not only help to stabilize the optimization in dense crowd region, but also improve the miss rate.

4.3. Ablation study

**Detection pipelines.** As analyzed in subsection 3.4, our method can smooth the IoU gradient map, facilitating a more feasible gradient descent. We verify our hypothesis in Table 3. It shows that the effect of using IoU loss is quite notable (1.22%) and adding AEVB to detectors based on IoU loss further enhances the detection performance (0.94%). Likewise, FCOS with our approach improves MR by 0.74% over its baseline. Based on these results, we can conclude that both the variational dense proposal and IOU-based detection extraction module jointly improve the performance over occluded scenes. Moreover, our method can generalize well to both anchor-based and anchor-free methods.

**The KL factor.** The scaling factor \( \alpha \) can be tuned to match the pseudo detection likelihood \( \tilde{p}(x|z) \). We tested our algorithm on the CrowdHuman [32] dataset with scaling factors \( \alpha \) ranging from \( 0 \) to \( 10^{-1} \). Results in Table 4 indicate that \( 10^{-2} \) yields the best performance with our algorithm outperforming the plain maximum likelihood method (FreeAnchor + IoU) on the CrowdHuman dataset by 0.94%.
Table 3: Ablation experiments on CrowdHuman with different box models. Baseline models are compared to our method. *modified* replace L1 loss of location targets by IoU loss. *ours*: modify detector by replacing with IoU loss and optimize it by our AEVB algorithm. Performance evaluated with Miss Rate (lower is better).

| Method          | IoU loss | AEVB | MR ↓  |
|-----------------|---------|------|-------|
| FA (baseline)   |         |      | 52.83 |
| FA (modified)   | ✓       |      | 51.61 |
| FA (ours)       | ✓ ✓     |      | 50.67 |
| FCOS (baseline) |         | ✓    | 48.31 |
| FCOS (ours)     | ✓ ✓     |      | 47.57 |

Table 4: Ablation experiments evaluated on CrowdHuman dataset for the KL factor. Lower MR is better.

| KL factor α     | 10^{-4} | 10^{-3} | 10^{-2} |
|-----------------|---------|---------|---------|
| FreeAnchor(ours)| 51.96   | 51.27   | **50.67** |
| FCOS(ours)      | 47.78   | **47.57** | 48.69   |
| Faster R-CNN(ours)| 40.93 | **40.69** | 41.19   |

MR. Note that this value is also a stable choice for the CityPerson dataset. The best values of KL factor for FCOS and Faster R-CNN are nearly the same (10^{-3}) which implies that the optimal setting of α is not sensitive to concrete box models.

The number of anchors. The results in Table 5 shows that the effect of increasing the number of anchors sample is non-negligible. FreeAnchor with two-anchor design can enhance the MR by 0.36% while four-anchor design further improve it by 0.38%. FCOS with four-anchor design can achieve a 0.08% improvement. The training time consumption of both methods increase by about 8% compared to the baselines. And their multiple-anchor designs only incur acceptable addition of training runtime. The testing runtime is not affected as we directly take the mean of each variable as the final localization results, following max-likelihood principle. Qualitatively, single-anchor design are sufficient for good performance while being more efficient with multiple-anchor design. However, considering simpler design and faster training, we keep to the single anchor design for all other reporting.

Levels of occlusion. The human instances in CrowdHuman dataset are split into 3 subsets according to the level of occlusion, i.e., the maximum IoU to other human instances. Table 6 shows that the AEVB algorithm outperforms the offline method RetinaNet and online method FreeAnchor across all levels of occlusion especially on the *Partial* subset where the intra-class occlusion is still reasonably high. The overall detection performance on the *Heavy* occlusion subset is expectantly poorer than the other subsets, but improvements are noticeable as well with AEVB.

4.4. Extension to two-stage methods

Although we mainly focus on single-stage pedestrian detection, the proposed optimization algorithm can be flexibly extended to two-stage methods. We applied the proposed AEVB algorithm to optimize the RPN in Faster R-CNN [29] while leaving the network structure and the second stage unchanged. Table 1 and Table 2 list the experimental results on both evaluated datasets, which show Faster R-CNN + AEVB clearly outperforms the original Faster R-CNN and its extensions [6, 14, 15, 21]. This verifies the generalization capability of the proposed AEVB algorithm.

5. Conclusion

We reformulate single-stage pedestrian detection as a *variational inference* problem and propose a customized Auto-Encoding Variational Bayes (AEVB) algorithm to optimize the problem. For the determination of intractable detection likelihood, we provide a relaxed solution which works well on both FreeAnchor and FCOS box models. We demonstrate the potential of this formulation to propel pedestrian detection performance of single-stage detectors to higher level, while showing that the proposed optimization can also be generalized to two-stage detectors.
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