ABSTRACT In this paper, the most effective stimulation durations in the visual, somatosensory, and motor cortices are investigated. To evoke hemodynamic responses (HRs) for the purpose of brain-computer interface (BCI) with functional near-infrared spectroscopy (fNIRS), the best and the minimal durations for three tasks (visual, tapping, and poking) are presented. The examined tasks include the checkerboard, right-hand-index-finger poking, and the right-hand-index-finger tapping tasks in association with the visual, somatosensory, and motor cortices. Upon stimulations, the peak value, time to peak, and the full width at half maximum of the HRs are examined. Six different stimuli durations (i.e., 1, 3, 5, 7, 10 and 15 sec) were tested. Ten male subjects participated in the experiment. Three types of stimulations having the same duration were presented to the subjects randomly. The stimulation durations that showed the maximum peak values in the checkerboard, poking, and tapping tasks were 7, 5, and 10 sec, respectively. The peak value increased with the increase of stimulation duration. But beyond a certain period of time, the peak value did not increase anymore and sometimes it decreased when the stimulation period is too long. It is noted that 1-sec stimulation (for all three tasks) can generate a noticeable peak value. Instead, the initial dip upon poking occurred only with 1-sec poking (i.e., initial dip did not occur in all other poking periods). Conclusively, this work reveals the possibility of a BCI command generation within 1 sec.
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I. INTRODUCTION

Brain-computer interface (BCI) characterizes a communication medium between the brain and peripheral devices, constructed to achieve external activities with only brain signals [1]. The new era of BCI has developed various ways to detect particular neural signals in the human brain and to decipher those signals as commands that can be used to control the associated external devices. This research has been an area of focus for researchers since 2000, prompting the inventions of several prototype systems. BCI is intended for patients, but it can be used for healthy people like pilots and drivers for specific purposes. Therefore, the objective of this study is to find out the best and minimal stimulation durations that can produce the maximal and sufficient activations in the hemodynamic response (HR) for BCI. Also, there is a need to find out an appropriate stimulation duration, which can produce an initial dip (i.e., the early decrease of ΔHbO with the start of a brain task is referred to as the initial dip [2]) that can be used accordingly. In this study, we aim to suggest the most suitable stimulation durations for three brain regions (motor, sensory, and visual cortices) for fNIRS-based BCI.

Many methodologies exist in acquiring brain signals; from the direct collection of neural firing from neurons to a decoding method of motor signals using a nerve sensor. Among these, noninvasive approaches include electroencephalography (EEG) [3]–[5], functional near-infrared spectroscopy (fNIRS) [6]–[12], functional magnetic resonance imaging (fMRI) [13], and magnetoencephalography (MEG) [14], [15]. fNIRS is a newly emerging technique that utilizes near-infrared light within the 650 nm ∼ 1,000 nm range (i.e., in this range, the absorption by water is negligible) to gauge the varieties of regional cerebral blood flows (rCBFs) in the brain [16], [17]. The two
Upon neuronal activities, the changes of HbO and HbR (i.e., $\Delta$HbO and $\Delta$HbR) in the vessels and venules occur [19], which is known as the HR that mirrors the acquaintance of more oxygen to the brain [6], [20].

fNIRS has a great potential to be utilized as a neuro-imaging device, and its applications will propagate significantly in the areas of social and psychological neurodevelopment [21], discernment and perception [22], mental disorder [23], BCI areas [24]–[27] and decoding of neuronal signals using advanced techniques [28]–[30]. Also, in contrast with entrenched imaging techniques, for example, fMRI, EEG, and positron emission tomography (PET), fNIRS offers preferences (for example, versatility, minimal effort, and lower vulnerability to motion artefacts) over other modalities. Good temporal resolution is necessary in BCI systems to generate a quick command. Also, having a good spatial resolution helps a precise identification of brain sources. But, achieving both goals requires more cost. fNIRS is known to have good temporal resolution but moderate spatial resolution than fMRI. However, research is in progress to improve its spatial and temporal resolution by utilizing bundled-optode setups and decreasing the onset delay with initial dip detection for BCI applications [31]–[34]. In comparison to EEG, fNIRS signals are more brain-region-specific than EEG, and the number of commands can be increased when a hybrid approach is pursued. Moreover, fNIRS has shown better performance over EEG in “active” BCI than reactive BCI, which makes it more suitable in diverse BCI applications. For more subtleties regarding fNIRS, readers can refer to [35], [36].

During the past decade, fNIRS studies have utilized various types of stimulation. In those studies, diverse brain cortices have been used for the acquisition of HR signals. The studies performed on the prefrontal cortex have utilized tasks like mental arithmetic, mental counting, and puzzle solving [37]. Studies focusing on the sensory cortex have applied thermal stimulations [38], [39], electrical stimulation [40], [41], painful pressure [42], and poking [43]. Similarly, so were the finger tapping for the motor cortex and checkerboard stimulation for the visual cortex [44]–[46].

There exist fMRI studies discussing the relationship between stimulation durations and the blood-oxygen-level-dependent (BOLD) signals [47]: The studies [48]–[50] on the primary visual cortex reported that the BOLD signal is non-linear for stimuli less than 3~4 sec, and beyond these durations, it becomes linear from the sense that the profile follows some specific relation. Similarly, the study conducted on the primary auditory cortex [51] reported a difference in the trend of BOLD signals for stimuli under 6 sec and those for over 6 sec. A recent study by Lewis et al. [52] has addressed the dependence of HR timing in the subcortical-cortical regions of the visual pathway in humans. This study reported that by varying the stimulation duration, the HR response varies in both subcortical and cortical areas. Also, it was found that the HR is somewhat faster and is narrower in the subcortical areas as compared to the cortical areas. These responses were investigated for stimuli of short time (0.17~4 sec). The authors concluded that the subcortical and cortical areas of human brain exhibit very distinct HR temporal characteristics.

In the field of fNIRS, a variety of studies have tried to vary the stimulus types and check their effects on the HR signals. One of the latest studies has discussed the effects of modulating noise stimuli on the HR [53], in which noises were modulated in four different intensity levels. The study revealed that the fNIRS response is highly dependent on the sound intensity; that is, the higher the sound intensity is, the higher the concentration change follows. Another study [54] reported the effect of checkerboard sizes and the variability due to cap positions in the HRs: The authors checked the effect of changing the visual angles of checker squares in the checkerboard task, in which 1, 2, 5, 9, and 18 degree-checker-squares were used. The results claimed that 1-degree stimulus showed the greatest activation. For the same region of brain, another study [46] evaluated the effects of reversing checkerboard, on/off checkerboard, and static checkerboard. In their study, a pattern reversal stimulation showed the greatest activation among three tasks. Also, on the prefrontal cortex, a study [55] was conducted to check the effect of a varying anagram task. In [56], the occipital and temporal responses to the repetition of stimuli in infants have also been studied. However, no fNIRS result has been reported on the effects of stimulation duration to the HR signals in different brain cortices. Also, even though diverse stimulation durations have been used in the past, but yet no standardized stimulation duration has been proposed, which demonstrates comparative results among various stimulation durations.

In this study, we take indicative steps towards standardizing the stimulation durations for individual cortices for the purpose of acquiring fNIRS data to be used for BCI. Depending on the neuro-characteristics in different cortices, different stimulation intervals are suggested. Three different tasks are performed by subjects and for all these tasks different temporal characteristics (i.e., full wave at half maximum, peak value, and time to peak) are analyzed. Simultaneous acquisitions of fNIRS data from the three brain regions are done, while random stimuli are presented to the subject. Finally, on the basis of these results, we compare the responses from different brain areas by varying stimulation durations and suggest the most favorable stimulation sizes that can well serve for the purpose.

II. METHODS

A. PARTICIPANTS

Ten male subjects (mean age: 27.2 ± 4.5 years) participated in this study. The needed number of subjects was calculated statistically using the online power calculator at http://biomath.info/power/prt.htm [57], after setting the values of the statistical level of significance ($\alpha$) and the statistical power $(1-\beta)$ to 5% and 80%, respectively. All subjects were
B. STIMULUS DESIGN

Three different tasks were performed in experiments: They are the right-hand index finger tapping (just tapping), right-hand index finger poking (just poking), and checkerboard tasks. To check the influence of the lengths of stimuli on the HRs, six different stimulation durations (1, 3, 5, 7, 10, and 15 sec) were tested. During the experiment, the subjects were advised to perform the task appearing on the screen. In the checkerboard task, the subjects were instructed to focus on the 19-inch screen placed one meter away from the subject. In the tapping task, the subjects were instructed to tap their finger as fast as they could, and in the poking task, the subjects were poked on the backside of the right-hand index finger at random positions with a frequency of 2 Hz. These tasks were easy to be performed by the healthy individuals, which is the reason for selecting them as tasks in the study.

C. EXPERIMENTAL PARADIGM

The tasks during the experiment were assigned randomly, i.e., the subjects were unaware of what task would appear next. Six trials for each task were conducted, making a total of eighteen random trials. For all three tasks, the left motor, the left sensory, and the entire visual cortices were examined. The participants sat on a comfortable chair and were told not to make any body/head movement as much as possible throughout the experiment not to include motion artifacts. The experiments were carried out in a dark room and the room was kept as quiet as possible to reduce the effect of external noises. The experimental paradigm depicting the inter-stimulus interval and the pre- and post-rest periods is shown in Fig. 1. The inter-stimulation interval was kept twenty seconds for all stimulation durations whereas the pre- and post-rest periods were set to 60 sec and 30 sec, respectively.

A black screen was displayed during the period of rest. Visual displays were given for all three tasks on the computer screen placed in front of the subjects. Throughout the experiment, the subjects were advised to keep their eyes open.
FIGURE 5. Comparison of the averaged HbOs over the activated channels and 10 subjects (top: the averaged values, bottom: standard deviations): (a) Checkerboard, (b) poking, and (c) tapping.

D. OPTODE CONFIGURATION
In this study, four detectors and sixteen emitters were positioned over the target brain regions. The emitter-detector configurations for two brain regions (sensorimotor and visual cortices) are shown in Fig. 2. In this figure, black, red, blue, and green colors are used to denote detectors A, B, C, and D, respectively. The colored lines and channel numbers are in association with the colored detectors. The numbers in the square boxes indicate the emitter numbers.

For the left sensorimotor cortex, the optodes were configured near the C3 location of the brain, whereas for the visual cortex the optodes were placed to examine O1 and O2 areas. These reference points are from the International 10-20 System for electrode placement.

E. DATA ACQUISITION
The signals from the brain were sampled at a sampling frequency of 15.625 Hz for all three tasks (tapping, poking, and checkerboard) from the left sensorimotor cortex and the primary visual cortex simultaneously. A frequency domain fNIRS system (ISS Imagent, ISS Inc.) was used for the acquisition of fNIRS data.

Raw intensity data were obtained using the ISS Imagent data acquisition and analysis software (ISS-Boxy). Two different wavelengths (690 nm and 830 nm) were utilized by the system to measure the concentration changes of oxy-hemoglobin and deoxy-hemoglobin. The modified Beer-Lambert law was used to convert the raw intensity data into ΔHbO and ΔHbR [59]. For 690 nm, the extinction coefficients were 0.95 mM$^{-1}$cm$^{-1}$ and 4.93 mM$^{-1}$cm$^{-1}$ for ΔHbO and ΔHbR, respectively, and for 830 nm the values were 2.135 mM$^{-1}$cm$^{-1}$ and 1.791 mM$^{-1}$cm$^{-1}$, respectively [60].

F. PREPROCESSING
After the acquisition of data (ΔHbO& ΔHbR), they were pre-processed to eliminate the contamination of physiological noises. A 4th-order Butterworth filter was applied with
a low-pass cutoff frequency at 0.15 Hz to remove cardiac, respiratory and low-frequency drift signals [61]–[63]. The frequency of a high-pass filter was selected according to the longest possible time period of a trial. For each of the six different stimuli duration, the cutoff frequency was different because of the difference in the time period of a trial. For 15 sec task, the trial period was 35 sec, so the cutoff frequency was set to 0.028 Hz (1/35 sec = 0.028 Hz). Similarly, the cutoff frequencies were set to 0.047 (i.e., 1/21, where the trial period is 21 sec), 0.043, 0.04, 0.037, and 0.33 Hz for 1, 3, 5, 7, and 10 sec stimulations, respectively [60].

The detection of neuronal activation, in this study, is done using the desired hemodynamic response function (dHRF) [64]. Three gamma functions were utilized to generate the dHRF [60]. To detect the initial dip, dual threshold-based vector phase analysis is used in this study [60]. Four vector components (ΔHbO, ΔHbR, total hemoglobin (ΔHbT), and cerebral oxygen exchange (ΔCOE)) are used as indices to make the vector phase diagram. Fig. 3 shows the visual interpretation of the dual threshold circles on the vector phase diagram. Shaded areas of Phases 7 and 8 are the conventional HR phases, whereas the shaded area in Phases 3, 4, and 5 is the initial dip region.

G. STATISTICAL ANALYSIS

For statistical analysis, t-values, p-values and ΔHbO response of all trials are utilized to find the most active channels. In the present study, tcrt was chosen differently for each of the stimuli, according to the degree of freedom for that respective trial period, and the statistical significance level was set to 0.05 for one-tailed t-test. The built-in function robustfit by MATLAB was used to calculate the t values. A channel was considered to be active if i) p-value < 0.05 and ii) t-value > tcrt.

III. RESULTS

A. HEMODYNAMIC RESPONSE

It would be ideal if HR is the same for each trial in different brain regions and its characteristics are linear. Assuming the linearity, the concept of dHRF is used to identify the initiation
of the real HRs for both short and long stimulation durations in each target area. Fig. 4 depicts the dHRFs that were generated by a three gamma function and stimulation durations in this study. Fig. 5 and Fig. 6 show the averages of ΔHbO and ΔHbR, respectively, evoked by different stimulation durations for all three tasks. The activations in individual brain areas are clearly seen from either short or long stimulation durations.

For individual subjects, the variance is quite high for shorter stimulation intervals, but the average responses across the subjects are quite distinguishable. It is observed that most HRs achieve their peak between 5 sec and 17 sec after the start of stimulation. The maximum value of ΔHbO is observed to occur either during the stimulation or after the end of the stimulation. Fig. 7 compares the responses of the shortest stimulation (1 sec) and the longest stimulation (15 sec). Fig. 8 shows an example of the phase plot (i.e., the trajectories of ΔHbO and ΔHbR) of Sub. 1 drawn in the vector phase diagram (Fig. 3), which can visualize the initial dip phase and the HR phase.

**B. COMPARISON OF STIMULATION DURATIONS**

While comparing the averaged HRs, statistical significant differences (i.e., p-value < 0.0033, after Bonferroni correction) were found among the mean HRs for all the stimulation durations. While comparing the results qualitatively across all the brain areas under observation, somewhat interesting trend in the magnitude of the HR for the average results over all the subjects was observed. For the tapping task, the peak values increased as stimulation intervals increased up to 10 sec, but the peak amplitude of 15 sec stimulation was much lower as compared to others. For the poking task, the magnitudes of the HR responses kept on increasing for the stimulation intervals from 1 sec to 5 sec and then started decreasing for stimulation intervals more than 5 sec. Similarly, for the checkerboard task, the average results showed an increase in the magnitudes of signals for stimulation intervals up to 7 sec, and then decreased in 10 sec and 15 sec stimulation durations. Fig. 9 shows the comparison of HR responses for 1 sec stimulus duration of Subject 1.

A sufficient amount of activation has been seen from most subjects for all three tasks. To check the intra-subject repeatability, 1 sec stimulation duration was checked twice on the subjects. The experiments for this purpose were conducted on different days. Fig. 10 shows the repeatability for 1 sec stimulation duration in all 10 subjects. Table 1 summarizes the repeatability of all channels and all three tasks. Table 2 summarizes the most suitable stimulation durations for various purposes according to the respective tasks.

**C. COMPARISON OF TEMPORAL CHARACTERISTICS**

Three different temporal characteristics (full width at half maximum (FWHM), time to peak, and peak amplitude) were examined for all the stimulation intervals of all three tasks. One tailed t-test was applied on the obtained temporal characteristics. There was no significant difference between two adjacent durations (i.e., 1 and 3 sec or 3 and 5 sec). However, a significant difference (p-value < 0.05) was observed when comparing the 1 sec (or 3 sec) stimulation duration with a long stimulation duration (i.e., 10 or 15 sec).

Table 3 shows the average values of three temporal features (i.e., FWHM, peak value, time to peak). These three features were selected as they well describe the characteristics of a time-domain signal. However, other time-domain features like slope, mean, etc. can be investigated too. Fig. 11 depicts the overall comparison of the temporal characteristics for ΔHbO responses for the shortest, longest, and the
intermediate stimulation durations along with their standard deviations. It is observed that the HR for shorter stimulation is narrower and occurs faster as compared with the longer stimulation duration in all the areas under observation. For a stimulation lasting for 1 sec, the mean ΔHbO response peaked at almost 5.4 sec for checkerboard task, at 5.3 sec for tapping task and 6 sec for poking task. Across all the brain regions under observation, the HRs had a significantly shorter time-to-peak for tapping task as compared to the poking and checkerboard tasks.

IV. DISCUSSIONS

In this study, we have investigated the temporal variability of HRs (i.e., ΔHbO) in the sensorimotor and visual cortices for three different tasks (i.e., right hand finger tapping, right hand finger poking, and checkerboard tasks) with respect to six stimulation durations. The aim is to propose most suitable stimulation periods upon the tasks for the purpose of BCI. To the best of the authors’ knowledge, this is the first study to assess the effects of stimulation duration on the HR when fNIRS is used as an imaging tool. As results, the most effective stimulation durations for three tasks are found, and the smallest stimulation durations for detecting the initial dip are suggested.

The obtained findings are summarized as follows:

i) The most interesting finding was observed in the poking task. The initial dip was detected only from the 1 sec poking duration, and it was not observed from any other poking duration (i.e., no initial dip from 3, 5, 7, 10, and 15 sec). Explanations for this are that, first, the HR occurs fast in the poking task (sensory signal) and, second, the increase of ΔHbO surpasses the decrease of ΔHbO caused by neuronal firing if the poking stimulation goes over 1 sec. In the current experiments, the subjects were poked two times for a 1 sec duration. Another explanation could be the insensitivity of the poking stimulation or due to the numbness in the poked area when poking was continued over 1 sec.

ii) It is observed that it takes at least 5 sec for ΔHbO to reach its peak value (for all the stimulation durations) after the onset of a stimulus [65]–[67], which means that the stimuli given within 5 sec are accumulated before the response of the first stimulus reaches its peak value. After attaining the peak value for a long stimulation, ΔHbO sustains its plateau level for a certain period (depending on the stimulation duration) before coming back to the baseline, which was then followed by an undershoot in ΔHbO.

iii) ΔHbO starts to decrease as soon as the stimulation ends, and it takes nearly 12 sec to settle down near to the baseline [68]. Because of this, the inter-stimulation interval needs to be set to more than 20 sec, so that the subsequent stimulation is made after the previous one settled down.

iv) The response caused by a long stimuli duration (i.e., 10 sec or 15 sec) takes comparatively longer time to return to
TABLE 1. Repeatability of all channels according to tasks.

| Tasks       | Channel number | 1    | 3    | 5    | 7    | 10   | 15   |
|-------------|----------------|------|------|------|------|------|------|
| Checkerboard| 1              | 40.00| 50.00| 46.67| 41.67| 33.33| 26.67|
|             | 2              | 46.67| 46.67| 38.33| 36.67| 41.67| 38.33|
|             | 3              | 41.67| 50.00| 41.67| 31.67| 28.33| 31.67|
|             | 4              | 43.33| 31.67| 40.00| 33.33| 30.00| 30.00|
|             | 5              | 41.67| 51.67| 41.67| 25.00| 26.67| 36.67|
|             | 6              | 41.67| 41.67| 38.33| 36.67| 28.33| 26.67|
|             | 7              | 35.00| 28.33| 35.00| 41.67| 38.33| 28.33|
|             | 8              | 45.00| 46.67| 40.00| 36.67| 33.33| 26.67|
|             | 9              | 36.67| 30.00| 40.00| 25.00| 30.00| 26.67|
|             | 10             | 33.33| 36.67| 31.67| 33.33| 28.33| 36.67|
|             | 11             | 36.67| 31.67| 31.67| 33.33| 40.00| 15.00|
|             | 12             | 38.33| 38.33| 26.67| 35.00| 31.67| 23.33|
|             | 13             | 30.00| 36.67| 28.33| 23.33| 30.00| 16.67|
|             | 14             | 30.00| 26.67| 28.33| 16.67| 16.67| 16.67|
|             | 15             | 36.67| 23.33| 21.67| 25.00| 20.00| 13.33|
|             | 16             | 28.33| 23.33| 16.67| 15.00| 8.33 | 16.67|
|             | 17             | 46.67| 45.00| 45.00| 43.33| 35.00| 46.67|
|             | 18             | 53.33| 40.00| 40.00| 48.33| 35.00| 43.33|
|             | 19             | 65.00| 50.00| 41.67| 43.33| 58.33| 43.33|
|             | 20             | 43.33| 60.00| 45.00| 40.00| 35.00| 48.33|
|             | 21             | 36.67| 50.00| 45.00| 48.33| 38.33| 36.67|
|             | 22             | 53.33| 46.67| 38.33| 41.67| 41.67| 36.67|
|             | 23             | 43.33| 40.00| 46.67| 56.67| 41.67| 36.67|
|             | 24             | 50.00| 50.00| 45.00| 46.67| 38.33| 45.00|
|             | 25             | 46.67| 53.33| 36.67| 51.67| 31.67| 38.33|
|             | 26             | 60.00| 48.33| 36.67| 40.00| 31.67| 41.67|
|             | 27             | 33.33| 40.00| 28.33| 20.00| 28.33| 26.67|
|             | 28             | 36.67| 31.67| 25.00| 25.00| 23.33| 28.33|
|             | 29             | 25.00| 25.00| 21.67| 6.67 | 13.33| 15.00|
|             | 30             | 26.67| 26.67| 18.33| 8.33 | 11.67| 16.67|
|             | 31             | 8.33 | 5.00 | 10.00| 6.67 | 1.67 | 8.33 |
|             | 32             | 0.00 | 3.33 | 0.00 | 1.67 | 3.33 | 0.00 |
| Pooling     | 17             | 45.00| 50.00| 66.67| 63.33| 68.33| 66.67|
|             | 18             | 53.33| 53.33| 53.33| 63.33| 55.00| 58.33|
|             | 19             | 38.33| 48.33| 60.00| 61.67| 53.33| 48.33|
|             | 20             | 58.33| 51.67| 53.33| 61.67| 50.00| 46.67|
|             | 21             | 35.00| 51.67| 60.00| 55.00| 61.67| 46.67|
|             | 22             | 48.33| 55.00| 51.67| 70.00| 63.33| 60.00|
|             | 23             | 51.67| 46.67| 66.67| 65.00| 55.00| 43.33|
|             | 24             | 45.00| 48.33| 63.33| 71.67| 63.33| 46.67|
|             | 25             | 60.00| 50.00| 41.67| 61.67| 46.67| 50.00|
|             | 26             | 45.00| 38.33| 50.00| 65.00| 51.67| 46.67|
|             | 27             | 38.33| 41.67| 40.00| 43.33| 45.00| 33.33|
|             | 28             | 38.33| 38.33| 43.33| 30.00| 26.67| 31.67|
|             | 29             | 23.33| 21.67| 33.33| 10.00| 21.67| 21.67|
|             | 30             | 23.33| 31.67| 31.67| 11.67| 16.67| 23.33|
|             | 31             | 15.00| 5.00 | 6.67 | 6.67 | 5.00 | 11.67|
|             | 32             | 0.00 | 8.33 | 0.00 | 3.33 | 5.00 | 0.00 |

In contrast, no statistical significant difference was found between 1 sec stimulation and 3 sec stimulation. This reveals that 3 sec stimulation might not provide a better result than the baseline. Statistical significant differences were observed in the comparisons of the temporal characteristics between the HR of 1 sec and those of 7 ~ 15 sec stimulation durations.
Task-Specific Stimulation Duration

Figure 10. Comparison of HbOs for 1 sec task over 10 subjects: (a) Checkerboard, (b) poking, and (c) tapping.

Table 2. Stimulation durations suggested for three tasks.

| Category                              | Checkerboard (sec) | Poking (sec) | Tapping (sec) |
|---------------------------------------|--------------------|--------------|---------------|
| Best duration to obtain max. AHB0     | 7                  | 5            | 10            |
| Minimum duration                      | 1                  | 1            | 1             |
| Minimum duration to get initial dip   | 3                  | 1            | 3             |

Table 3. Comparison of the temporal characteristics.

| Tasks   | Stimulation durations (sec) | FWHM | Peak amplitude ($x10^{-4}$) | Time to peak |
|---------|-----------------------------|------|-----------------------------|--------------|
|         | 1 sec                       | 3 sec| 5 sec                       | 7 sec        | 10 sec | 15 sec |
| Checkerboard | 5.43               | 5.68 | 5.72                       | 10.31        | 7.09   | 11.06  |
| Tapping  | 6.38                       | 5.82 | 5.79                       | 5.02         | 11.13  | 12.09  |
| Poking   | 5.05                       | 6.32 | 5.22                       | 7.74         | 9.34   | 12.11  |

1 sec stimulation, and 1 sec stimulation can well serve the purpose of a quick command generation time.

v) The stimulation durations to detect the initial dip are suggested in Table 2, while the full development of them in checkerboard and tapping tasks takes 3 sec.

vi) The stimulation durations that have shown the highest peak are different in three brain cortices. The durations that spawned the maximum values are summarized in Table 2 according to the cortices.

vii) From the experimental results, it is observed that the peak values did not keep increasing with the increase of stimulation durations (whereas the peak value in the dHRF for a longer stimulation duration gets larger than that of a short stimulation duration, because the dHRF is computed by convolving the canonical hemodynamic response function with the stimulation interval). It is seen that the HR achieves its peak value at certain duration: The checkerboard, poking, and tapping tasks achieved their maximum values from the 7 sec, 5 sec, and 10 sec stimulation durations, respectively. After which, a longer stimulation showed a lower peak value. Possible reasons for this are: After certain stimulus duration, the area of activation in the cortex becomes wider and the strength of the signal becomes low resulting in a lower average value. Another explanation could be, for stimulation duration over 10 sec, the subjects become tired or bored (as reported by many subjects), which could be the reason for the low peak value of the 15 sec stimulation interval. However, for 15 sec stimulus, the peak value stayed at its plateau for a certain amount of time.

viii) For checking the stimulation durations having most repeatable channels in Table 1, the mean value for each task was calculated (i.e., checkerboard: 32.4, poking: 34.11, tapping: 42.15). The channels that lie over the mean value are marked in bold face. For the checkerboard task, the 1 sec stimulation duration shows most channels having repeatability over the mean value. For the poking task, 1 and 3 sec
stimulation durations, and similarly for tapping task, 7 and 10 sec stimulation durations had most channels having repeatability over their mean values, respectively. The results suggest that these stimulation durations can result in the most activated channels for the three tasks. While comparing the results between fNIRS and fMRI, certain aspects need to be considered from the effects of stimulation duration on HRs. Most important factor is that the number of channels in fNIRS is quite limited compared to fMRI, which depends on the number of optodes in the fNIRS case [69].

In this study, the subjects were not prohibited from the use of caffeine. The nearby noise was reduced, but unfortunately was not completely controlled. Alongside these factors, the boredom from sitting idle for longer durations in a completely dark room and from the repetition of the task could have contributed to the level of attention the subject was paying to the experiment. Similarly, few subjects reported that they were facing difficulty while keeping themselves awake during the experiment. This issue can be addressed in further studies by giving a ready queue 1 sec before the start of stimulation so that the subject becomes attentive to the task to be performed, as 1 sec stimulation duration is instantaneous and the subject must be paying full attention. Another limitation of this study is that all the participants were healthy male individuals and all had right dominant hand. While discussing the repeatability of the tasks, these limitations might cater for some error in the results [70]. Also, the current study focused on only popular three tasks found in the literature, but more interesting tasks would be flickering signals, mental tasks, touching tasks, etc. for reactive/active BCIs. In future studies, more diverse tasks and brain areas need to be explored.

In this study, it was observed that a suitable level of sensitivity to stimulation duration is attainable from all the brain areas. This makes fNIRS-based brain imaging a feasible tool to study activations in both the sensorimotor and visual cortices even for shorter stimulation durations like 1 sec. The accomplishment with healthy subjects can enable an extension of the work to study the dysfunction of the sensory, visual or motor pathways using fNIRS making a ground for the comparison. Further studies need to be conducted using a dense optode arrangement to spatially specify the origin of the signals.

This might make the signal quality much better to be used for individual subject analysis. As future work, integration of control techniques [71]–[73] in a BCI framework can improve the neuro-feedback performance. In this work, the examined stimulation durations of 1, 3, 5, 7, 10, and 15 sec were chosen upon the authors’ experience and the amount of experiments to be made. However, in a future study, more fine stimulation durations (like 0.2 sec incremental intervals instead of 1, 3, 5, 7, and 10 durations) has to be checked to further refine the shortest and best stimulation durations.

V. CONCLUSION

This paper made a big step towards standardizing the stimulation duration for the purpose of functional near-infrared spectroscopy (fNIRS)-based brain-computer interface (BCI). The simultaneous monitoring of different brain cortices for randomly occurring different tasks solved the glitches encountered with the orthodox approaches for selection of stimulation duration for healthy individuals. In the present study, most effective stimulation durations were chosen from the six durations tested on three brain areas; visual, sensory, and motor cortices. The use of 7, 5 and 10 sec stimulation durations for checkerboard, poking and tapping tasks, respectively, are suggested for the purpose of fNIRS-based BCI. Also, the phenomena of initial dip can be easily detected using smaller stimulation durations. Therefore, if the goal is to detect initial dips, 1 sec stimulation duration can be used causing necessary amount of activation. On the other hand, if the goal is to use the HR activation or the same stimulus...
duration for all the brain cortices, 1 second stimulation interval can provide significant activation of the brain. Since there is a long way to go for fNIRS to be used for clinical usages, making a standardization committee in the fNIRS community is suggested.
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