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Abstract

Mixture transition distribution time series models build high-order dependence through a weighted combination of first-order transition densities for each one of a specified number of lags. We present a framework to construct stationary mixture transition distribution models that extend beyond linear, Gaussian dynamics. We study conditions for first-order strict stationarity which allow for different constructions with either continuous or discrete families for the first-order transition densities given a pre-specified family for the marginal density, and with general forms for the resulting conditional expectations. Inference and prediction are developed under the Bayesian framework with particular emphasis on flexible, structured priors for the mixture weights. Model properties are investigated both analytically and through synthetic data examples. Finally, Poisson and Lomax examples are illustrated through real data applications.
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1 Introduction

Mixture transition distribution (MTD) models describe a time series \( \{ X_t : t \in \mathbb{N} \} \), where \( X_t \in S \subseteq \mathbb{R} \) for all \( t \), by specifying the distribution of \( X_t \) conditional on the past as

\[
F(x_t \mid x^{t-1}) = \sum_{l=1}^{L} w_l F_l(x_t \mid x_{t-l}),
\]

for \( t > L \), based on initial values for \((x_1, \ldots, x_L)^\top\). In Equation (1), \( F(x_t \mid x^{t-1}) \) is the conditional cumulative distribution function (cdf) of \( X_t \) given that \( X^{t-1} = x^{t-1} \), and \( F_l(x_t \mid x_{t-l}) \) is the conditional cdf of \( X_t \) with respect to the \( l \)th transition component given that \( X_{t-l} = x_{t-l} \), where \( X^{t-1} = \{ X_i : i \leq t - 1 \} \) and \( x^{t-1} = \{ x_i : i \leq t - 1 \} \). The parameters \( w_l \geq 0, l = 1, \ldots, L \), assign weights to the transition components, such that \( \sum_{l=1}^{L} w_l = 1 \). On a finite state space this model provides a parsimonious approximation of high-order Markov chains (Raftery, 1985; Raftery and Tavaré, 1994; Berchtold, 2001). On a more general space, the model structure can represent time series that depict non-Gaussian features such as burst, outliers, and flat stretches (Le et al., 1996), or change-points (Raftery, 1994). We refer to Berchtold and Raftery (2002) for a review. An MTD model consists of \( L \) first-order transition components. The mixture autoregressive model of Wong and Li (2000) is a generalization that allows for each transition component to depend on a different number of lags; Lau and So (2008) consider a Bayesian nonparametric prior for the transition component of such models. There are several related extensions that consider mixtures of autoregressive conditional heteroscedastic terms, including Wong and Li (2001b), Berchtold (2003), Zhu et al. (2010) and Li et al. (2017). Other extensions include multivariate model settings (Hassan and Lii, 2006; Fong et al., 2007; Kalliovirta et al., 2016), time-varying mixture weights (Wong and Li, 2001a; Bartolucci and Farcomeni, 2010; Bolano and Berchtold, 2016), non-linear transition dynamics (Heiner and Kottas, 2021), and order/lag selection (Khalili et al., 2017; Heiner and Kottas, 2019). Applications of these models appear in many fields such as finance, and the environmental and medical sciences; see, for example, MacDonald and Zucchini.
Stationarity for MTD models, and their extensions, is generally difficult to attain due to the mixture model structure. This limits the choices of parametric families for the transition components for these models. Families considered in the literature include: Gaussian (Le et al. [1996]; Wong and Li [2000]; Kalliovirta et al. [2015]), Student-t (Wong et al. [2009]; Meitz et al. [2021]), Laplace (Nguyen et al. [2016]), Weibull (Luo and Qiu [2009]), and Poisson (Zhu et al. [2010]). These models are typically parameterized in ways that result in conditional expectations that are linear functions of the lags. This particular parameterization facilitates the study of stationarity, though only in a weak sense, at the cost of reducing model flexibility. Indeed, the conditional expectation of an MTD model has the general form 

\[ \sum_{l=1}^{L} w_l \mu_l(x_{t-l}) \],

where \( \mu_l(y) = \int x dF_l(x \mid y) \), allowing for non-linear dependence of the mean, conditional on past observations.

The primary goal of this article is to develop conditions for first-order strictly stationary MTD models, that is, stationary models with an invariant marginal distribution. We show that a sufficient condition is to assume the same marginal distribution for all the components of the mixture. It turns out that this marginal distribution is also the invariant marginal distribution of the time series. Under this condition, first-order strict stationarity is achieved with respect to any particular parameterization. We thus obtain a rich class of distribution specifications for the model, facilitating the study of component distributions that have not been explored in the literature, and enhancing the modeler’s ability to extend beyond high-order linear dependence in the conditional expectation. Although the focus of our methodology is on strictly stationary models, we also study weak stationarity conditions for MTD models with linear conditional expectation.

MTD models are usually built by specifying transition densities \( f_{U_l \mid V_l} \) for each component \( l = 1, \ldots, L \). These correspond to conditional densities for random variable \( U_l \) given random variable \( V_l \). This specification raises a question of existence of a coherent bivariate density \( f_{U_l, V_l} \). Our second goal is to provide a constructive approach to building MTD models that satisfy our strict stationarity condition under a coherent bivariate density \( f_{U_l, V_l} \). We present two distinct approaches: the bivariate distribution method, which is based on specifying the bivariate distri-
bution of the pair \((U_l, V_l), l = 1, \ldots, L\); and the conditional distribution method, which consists of finding pairs of compatible conditional distributions \(f_{U_l|V_l}\) and \(f_{V_l|U_l}\) for all \((U_l, V_l)\).

Our final goal is to develop a Bayesian framework for MTD model inference and prediction. We assume that the order of dependence is unknown, but is bounded above by a finite number \(L\). We use an over-specified model with \(L\) chosen conservatively, under the expectation that only a few of the lags contribute to the dynamics of the series. We consider two priors for the mixture weights, one based on a truncated stick-breaking process, and the other obtained by discretization of a c.d.f. which is assigned a nonparametric prior. While the former supports stochastically decreasing weights, the latter favors important, but not necessarily consecutive weights.

The rest of the article is organized as follows. In Section 2 we review the issues related to establishing stationarity conditions for MTD models. We then introduce the invariant condition that yields the class of first-order strictly stationary MTD models, and connect it to weak stationarity. Section 3 illustrates two methods to construct such models with many examples. In Section 4, we outline the Bayesian approach for model estimation and prediction, followed in Section 5 by an illustration of the properties of two structured priors for mixture weights on synthetic data, and applications of the models on two real data sets of different nature. Finally, we conclude with a discussion in Section 6. Proofs and details of Markov chain Monte Carlo (MCMC) algorithms are provided in the Appendix and the Supplementary Material.

2 First-order strict stationarity

Consider the conditional density specification of the model in Equation (1):

\[
f(x_t | x_{t-1}) = \sum_{l=1}^{L} w_l f_l(x_t | x_{t-l}).
\]

Under our modeling framework, each transition component is taken to correspond to the distribution for a random vector \((U_l, V_l)\), for \(l = 1, \ldots, L\), where \(f_l = f_{U_l|V_l}\) denotes the associated
Earlier work has studied necessary and sufficient conditions for constant first and second moments (Le et al., 1996). In general, such conditions are difficult to establish, especially for the second moment \( \int_S x_t^2 g_t(x_t)dx_t \), where \( g_t(x_t) = \sum_{l=1}^{L} w_l \int_S f_l(x_t \mid x_{t-1})g_{t-l}(x_{t-1})dx_{t-1} \) is the marginal density of the process \( \{X_t\} \). This restricts the choices of parametric families for the component transition densities. In particular, those choices result in linear conditional expectations. Even when conditions for time-independent first and second moments can be obtained, the resulting constrained parameter spaces complicate estimation.

The key result for our methodology is given in the following proposition, the proof of which can be found in the Appendix. The result provides the foundation for different constructions of first-order strictly stationary MTD models. Rather than imposing restrictions on the parameter space, the proposition formulates a substantially easier to implement condition on the marginals of the bivariate distributions that define the transition components.

**Proposition 1.** Consider a set of bivariate random vectors \((U_l, V_l)\) taking values in \(S \times S, S \subseteq \mathbb{R}\), with conditional densities \(f_{U_l \mid V_l}, f_{V_l \mid U_l}\) and marginal densities \(f_{U_l}, f_{V_l}\), for \(l = 1, \ldots, L\), and let \(w_l \geq 0,\) for \(l = 1, \ldots, L,\) with \(\sum_{l=1}^{L} w_l = 1\). Consider a time series \(\{X_t : t \in \mathbb{N}\}\), where \(X_t \in S\), generated from

\[
f(x_t \mid x^{t-1}) = \sum_{l=1}^{L} w_l f_{U_l \mid V_l}(x_t \mid x_{t-l}), \quad t > L, \tag{3}
\]

and from

\[
f(x_t \mid x^{t-1}) = \sum_{l=1}^{t-2} w_l f_{U_l \mid V_l}(x_t \mid x_{t-l}) + \left(1 - \sum_{k=1}^{t-2} w_k\right) f_{U_{t-1} \mid V_{t-1}}(x_t \mid x_1), \quad 2 \leq t \leq L.
\]

This time series is first-order strictly stationary with invariant marginal density \(f_X\) if it satisfies the invariant condition: \(X_1 \sim f_X\), and \(f_X(x) = f_{U_l}(x) = f_{V_l}(x),\) for all \(x \in S\), and for all \(l\).

The two different expressions for the transition density allow us to establish the stationarity
condition for the entire time series. The relevant form for inference is the one in Equation (3), since we work with the likelihood conditional on the first $L$ time series observations. Proposition 1 applies regardless of $X_t$ being a continuous, discrete or mixed random variable.

Regarding strict stationarity, the literature mostly focuses on existence of a stationary distribution. Exceptions are Kalliovirta et al. (2015) and Meitz et al. (2021), where a stationary marginal distribution for a mixture autoregressive model is obtained, albeit again under constrained parameter spaces, and Mena and Walker (2007) whose approach is the one most closely related to our proposed methods.

Mena and Walker (2007) use the latent variable method proposed in Pitt et al. (2002) to construct the conditional density for each transition component of the MTD. More specifically, $f_l(x_t | x_{t-l}) = \int h_{X|Z}(x_t | z) h_{Z|X}(z | x_{t-l}) dz$, where $h_{X|Z}(x | z) \propto h_{Z|X}(z | x) f_X(x)$, and the integral is replaced by a sum if $Z$ is a discrete variable. Then, provided $X_1 \sim f_X$, the MTD model is first-order strictly stationary with invariant density $f_X$. Under this construction, the invariant density $f_X$ can be viewed as the prior for likelihood $h_{Z|X}$, which is built through latent variable $Z$. In practice, this restricts the approach to continuous time series, and the choices for the invariant density to cases where $f_X$ is conjugate to $h_{Z|X}$. Even for such cases, the transition component will typically have a complex form. In particular, the example explored in Mena and Walker (2007) involves a gamma invariant distribution, with $h_{Z|X}$ corresponding to a Poisson distribution. In this case, $f_l(x_t | x_{t-l})$ is a countable sum whose evaluation requires modified Bessel functions of the first kind. Moreover, following Pitt et al. (2002), Mena and Walker (2007) restrict attention to choices of $h_{Z|X}$ that yield linear conditional expectations for the transition components, and thus also for the MTD models.

The key feature of our approach is that it builds from the bivariate distributions, $f_{U_l,V_l}$, corresponding to the transition components. In the next section, we discuss two approaches to specifying those bivariate distributions, either directly or via compatible conditionals, $f_{U_l|V_l}$ and $f_{V_l|U_l}$. In conjunction with Proposition 1, we obtain a general framework to constructing first-order strictly stationary MTD models that can be applied to both discrete and continuous time
series, while allowing for a wide variety of invariant marginal distributions, as well as for both linear and non-linear lag dependence in the conditional expectation.

In general, an explicit expression for the autocorrelation function for general MTD models is difficult to derive. However, a recursive equation can be obtained for a class of linear MTD models. We say the MTD model is linear if

$$E(U_l | V_l = y) = a_l + b_l y$$

for some $a_l, b_l \in \mathbb{R}$, $l = 1, \ldots, L$. Consider a linear MTD model that satisfies the invariant condition of Proposition 1, and assume that the first and second moments of the process, denoted by $\mu$ and $\mu^{(2)}$, exist and are finite. Then, for any $L$ and $h \geq L$, we can derive

$$E(X_{t+h}X_t) = \sum_{l=1}^{L} w_l a_l \mu + \sum_{l=1}^{L} w_l b_l E(X_{t+h-l}X_t). \quad (4)$$

Assuming that, for any $h \geq 1$, $E(X_{t+h}X_t)$ does not depend on time $t$, let $r(h)$ be the lag-$h$ autocorrelation function. Then,

$$r(h) = \phi + \sum_{l=1}^{L} w_l b_l r(h-l), \quad h \geq L, \quad (5)$$

where $\phi = (\sum_{l=1}^{L} w_l a_l - (1 - \sum_{l=1}^{L} w_l b_l)\mu^2)/(\mu^{(2)} - \mu^2)$ is zero if and only if $\mu = 0$ or $a_l = (1 - b_l)\mu$. When $b_l = \rho$, $\rho \in (0, 1)$ and $a_l = (1 - \rho)\mu$, for all $l$, Equation (4) reduces to $r(h) = \rho \sum_{l=1}^{L} w_l r(h-l)$, $h \geq L$, which is the result in Mena and Walker (2007).

In the case of distinct roots, the general solution to Equation (5) is

$$r(h) = c_1 z_1^h + \cdots + c_L z_L^h + \phi ((1 - z_1) \cdots (1 - z_L))^{-1}, \quad (6)$$

where $c_1, \ldots, c_L$ are determined by the initial conditions $r(0), \ldots, r(L-1)$ and $z_1, \ldots, z_L$ are the roots of the associated polynomial $z^L - w_1 b_1 z^{L-1} - \cdots - w_L b_L = 0$. It follows that, as $h \to \infty$, $r(h) \to 0$ if and only if: (1) $\phi = 0$; (2) $z_1, \ldots, z_L$ all lie inside the unit circle.

The above discussion provides an approach to obtaining a weakly stationary MTD model based on Equation (3), and is summarized in the following proposition the proof of which is
Proposition 2. The time series defined in Equation (3) is weakly stationary if: (1) the invariant
condition of Proposition 1 is satisfied with a stationary marginal for which the first two moments
exist and are finite; (2) the conditional expectation with respect to $f_{U_t|V_l}$ is $E(U_t | V_l = y) =
a_l + b_l y$, for some $a_l, b_l \in \mathbb{R}$, and for all $l$; (3) Equation (4) is independent of time $t$, and the roots
of the equation $z^L - w_1 b_1 z^{L-1} - \cdots - w_L b_L = 0$ all lie inside the unit circle.

Proposition 2 illustrates the construction of a weakly stationary MTD model building from
the invariant condition of Proposition 1. We focus on first-order strictly stationary MTD models.
Weak stationarity can be further studied if conditions (2) and (3) of Proposition 2 are satisfied.

3 Construction of first-order strictly stationary MTD models

Here, we present two methods to develop first-order strictly stationary MTD models. The bivari-
ate distribution method constructs the transition density given a specific marginal distribution.
This method may result in analytically intractable transition densities. The second method, con-
sisting of directly specifying the transition component conditional densities, has estimation ad-
vantages, although the analytical form of the marginal density may not be readily available. Thus,
the selection among these methods depends on the modeling objectives. In fact, there are special
cases where both the transition and marginal densities belong to the same family of distributions.

3.1 Bivariate distribution method

Under this method, we seek bivariate distributions $f_{U_t, V_l}$ whose marginals $f_{U_t}$ and $f_{V_l}$ are equal to
a given $f_X$, for $l = 1, \ldots, L$. Consequently, the $l$th transition component density is $f_{U_t|V_l}(u \mid v) =
f_{U_t, V_l}(u, v) / f_X(v)$. In contrast to the approach in Mena and Walker (2007), which is practical
when the marginal density is a conjugate prior for some likelihood, the bivariate distribution
method is applicable to essentially any discrete or continuous marginal invariant density $f_X$. In
fact, for most parametric families, there is a rich literature defining collections of bivariate distributions with a desired marginal distribution, and allowing for a variety of dependence structures. The following examples illustrate the method.

**Example 1: Gaussian and continuous mixtures of Gaussians MTD models.** Under marginal $f_X(x) = N(x | \mu, \sigma^2)$, the Gaussian MTD model can be constructed via the bivariate Gaussian distribution for $(U_l, V_l)$, with mean $(\mu, \mu)^\top$ and covariance matrix $\Sigma = \sigma^2 \begin{bmatrix} 1 & \rho_l \\ \rho_l & 1 \end{bmatrix}$, resulting in a Gaussian density for $f_{U_l|V_l}$. In particular,

$$f(x_t | x_{t-1}) = \sum_{l=1}^L w_l \ N \left( x_t \mid (1 - \rho_l)\mu + \rho_l x_{t-1}, \sigma^2(1 - \rho_l^2) \right).$$  \hspace{1cm} (7)$$

Let $t(x | \mu, \sigma, \nu) \propto (1 + \nu^{-1}((x - \mu)/\sigma)^2)^{-(\nu+1)/2}$ denote the Student-t density, where $\mu$, $\sigma$ and $\nu$ are respectively location, scale and tail parameters. To construct a natural extension of the Gaussian MTD model a stationary Student-t MTD model, consider the bivariate Student-t distribution, which can be defined as a scale mixture of a bivariate Gaussian with mean $(\mu, \mu)^\top$ and covariance matrix $\Sigma$, with $\Sigma$ as previously defined, mixing on $\nu$ with respect to an inverse-gamma, $\text{IG}(\nu/2, \nu/2)$, distribution. Under marginal $f_X(x) = t(x | \mu, \sigma, \nu)$, the Student-t MTD model is given by

$$f(x_t | x_{t-1}) = \sum_{l=1}^L w_l \ t \left( x_t \mid (1 - \rho_l)\mu + \rho_l x_{t-1}, \sigma^2(1 - \rho_l^2)(\nu + d_l)/(\nu + 1), \nu + 1 \right),$$  \hspace{1cm} (8)$$

where $d_l = (x_{t-1} - \mu)^2/\sigma^2$. In both the Gaussian and Student-t MTD examples, the transition component densities and the invariant density belong to the same family of distributions.

The Student-t MTD model is an example for building MTD models through bivariate distributions that admit a location-scale mixture representation. Taking an exponential distribution for the scale $\nu$ yields the bivariate Laplace distribution of Eltoff et al. (2006), thus producing an MTD model with an invariant Laplace marginal density. Scaling both the mean $\mu$ and the covari-
ance $\Sigma$ of the bivariate Gaussian distribution by a unit rate exponential random variable yields the bivariate asymmetric Laplace distribution of Kotz et al. (2012), and thus an MTD model with an asymmetric Laplace distribution as the invariant marginal. We can further elaborate on this approach using appropriate mixing distributions for the Gaussian location and scale to obtain skewed-Gaussian and skewed-t distributions (Azzalini, 2013) for the bivariate component distributions, as well as for the invariant marginal distribution.

**Example 2: Poisson and Poisson mixture MTD models.** To model time series of counts taking countably infinite values, we can construct an MTD model with a Poisson marginal by considering the bivariate Poisson distribution of Holgate (1964) for the transition components. This choice has been discussed in Berchtold and Raftery (2002), without addressing the stationarity condition. In particular, we consider the latent variable representation of Holgate’s bivariate Poisson. Given a Poisson marginal $f_X(x) = \text{Pois}(x | \phi)$, we take $(U_l, V_l) \equiv (U, V) = (Q + Z, W + Z)$, for all $l$, where $Q$, $W$ and $Z$ are independent Poisson random variables with means $\lambda$, $\lambda$ and $\gamma$, respectively. It follows that both $U$ and $V$ are Poisson random variables with rate parameter $\phi = \lambda + \gamma$.

Using the latent variable representation, the $l$th component transition density of the Poisson MTD model can be sampled through $Q_t \sim \text{Pois}(q_t | \lambda)$ and $Z_t | X_{t-l} = x_{t-l} \sim \text{Bin}(z_t | x_{t-l}, \gamma/\phi)$, with $X_t = Q_t + Z_t$ obtained as the realization from the $l$th component conditional distribution $X_t | X_{t-l} = x_{t-l}$. Here, $\text{Bin}(x | n, p)$ denotes the binomial distribution with $n$ trials and probability of success $p$.

A common extension of the Poisson to account for counts that have excess zeros is a mixture of Poisson and a distribution that degenerates at 0. A random variable $X$ is zero-inflated Poisson distributed, denoted as $\text{ZIP}(x | \phi, q)$, if its distribution is a mixture of a point mass at zero and a Poisson distribution with parameter $\phi$, with respective probabilities $0 < q < 1$ and $(1 - q)$. Given an invariant marginal $f_X(x) = \text{ZIP}(x | \phi, q)$, we use the bivariate zero-inflated Poisson distribution of Li et al. (1999) for $(U_l, V_l) \equiv (U, V)$, for all $l$, given by a mixture of a point mass at $(0, 0)$, two univariate Poisson distributions, and a bivariate Poisson distribution; that is
\[ f_{U,V}(u,v) = q_0(0,0) + 0.5q_1(\text{Pois}(u | \phi),0) + 0.5q_1(0,\text{Pois}(v | \phi)) + q_2\text{BP}(u,v | \phi,\phi), \]

where \( \sum_{j=0}^{2} q_j = 1, q_0 + 0.5q_1 = q, \) and \( \text{BP}(\cdot,\cdot | \phi,\phi) \) denotes Holgate’s bivariate Poisson distribution. Although the corresponding component density \( f_{U|V}(u|v) = f_{U,V}(u,v)/f_V(v) \) is complex, this example provides possibilities for modeling stationary zero-inflated count time series.

Exploiting the latent variable representation of Holgate’s bivariate Poisson, we can obtain extensions of the Poisson MTD model that allow for more flexible dependence structure and for overdispersion. Following the earlier notation, replace the means \( \lambda \) and \( \gamma \) of the latent Poisson random variables with \( \alpha \lambda \) and \( \alpha \gamma \), and mix over \( \alpha \) with respect to a \( \text{Ga}(\alpha | k, \eta) \) distribution, where \( \text{Ga}(x | a, b) \) denotes the gamma distribution with mean \( a/b \). Such mixing yields a bivariate negative binomial distribution after \( \alpha \) is marginalized out (Kocherlakota and Kocherlakota, 2006). The conditional distribution of \( U \) given \( V = v \) admits a convolution representation. Let \( Z_1 \) and \( Z_2 \) be conditionally independent, given \( V = v \), following a \( \text{Bin}(z_1 | v, \gamma / (\lambda + \gamma)) \) and \( \text{NB}(z_2 | k + v, 1 - \lambda / (2\lambda + \gamma + \eta)) \) distribution, respectively, where \( \text{NB}(x | r, p) \) denotes the negative binomial distribution with \( r \) number of successes and probability of success \( p \). Then, \( U = Z_1 + Z_2 \) is a realization from the conditional distribution \( U | V = v \). Similar to the Poisson case, we can use this convolution representation to define a stationary MTD model with a negative binomial marginal \( f_X(x) = \text{NB}(x | k, \eta / (\lambda + \gamma + \eta)) \).

**Example 3: Bernoulli and Binomial MTD models.** Assume again \( (U_l, V_l) \equiv (U, V) \), for all \( l \), and consider the bivariate Bernoulli distribution with probability mass function

\[
p(u,v) = p_1^u p_2^{(1-u)v} (1 - p_1 - 2p_2)^{(1-u)(1-v)},
\]

where \( p_1 > 0, p_2 > 0 \) and \( p_1 + 2p_2 < 1 \). Then, marginally \( U \) and \( V \) are both Bernoulli distributed with probability of success \( p_1 + p_2 \). The conditional distribution of \( U \) given \( V = v \) is also Bernoulli (Dai et al., 2013) with probability of success \( p(1,v) / (p(1,v) + p(0,v)) \). Using this bivariate Bernoulli distribution, we define a stationary Bernoulli MTD model

\[
f(x_t | x^{t-1}) = \sum_{i=1}^{L} w_i \text{Ber}(x_t | p(1,x_{t-i})/(p(1,x_{t-i}) + p(0,x_{t-i}))),
\]
which has a stationary marginal distribution \( f_X(x) = \text{Ber}(x \mid p_1 + p_2) \).

Sequences of independent bivariate Bernoulli random vectors can be used as building blocks for various bivariate distributions. In particular, a family of bivariate binomial distributions for \((U, V)\) can be constructed by setting \( U = \sum_{i=1}^{n} \tilde{U}_i \) and \( V = \sum_{i=1}^{n} \tilde{V}_i \), where \((\tilde{U}_i, \tilde{V}_i), i = 1, \ldots, n,\) are independent from the bivariate Bernoulli distribution given above (Kocherlakota and Kocherlakota, 2006). The conditional distribution of \( U \) given \( V = v \) can be defined through the convolution of two conditionally independent, given \( V = v \), binomial random variables, one with parameters \( n - v \) and \( p_2/(1 - p_1 - p_2) \) and the other with parameters \( v \) and \( p_1/(p_1 + p_2) \). Again, this convolution representation can be used to define a stationary binomial MTD model with marginal \( f_X(x) = \text{Bin}(x \mid n, p_1 + p_2) \).

Examples 2 and 3 illustrate MTD models for finite/infinite-range discrete-valued time series with high-order dependence, and with stationary marginal distributions belonging to a range of families. These can be used, for example, for classification of time series data, or for time-varying counts that exhibit features such as overdispersion or excess of zero values when compared to a traditional Poisson model. It is worth mentioning that some of our examples induce non-linear conditional expectations. For example, the conditional expectation of the Bernoulli MTD model is \( \sum_{l=1}^{L} w_l p(1,x_{t-l})/(p(1,x_{t-l}) + p(0,x_{t-l})) \). Building MTD models like the ones we have proposed using the existing methods in the MTD literature is a formidable task.

### 3.2 Conditional distribution method

The strategy here is to use compatible conditional densities, \( f_{U_l|V_l} \) and \( f_{V_l|U_l} \), to specify the bivariate density of \((U_l, V_l)\) for the \( l \)th transition component. Conditional densities \( f_{U|V} \) and \( f_{V|U} \) are said to be compatible if there exists a bivariate density with its conditionals given by \( f_{U|V} \) and \( f_{V|U} \); see Arnold et al. (1999) for general conditions under which candidate families of two conditionals are compatible.

We begin with the assumption that \( f_{U_l|V_l} \) and \( f_{V_l|U_l} \) belong to the same family. This assumption is reasonable, since the invariant condition of Proposition 1 requires that all marginals are
the same. Once the family of distributions for the conditionals is chosen, we ensure the conditionals are compatible, as well as that both marginals of the corresponding bivariate density are given by the target invariant density \( f_X \). In some special cases, the marginal densities are in the same family as the compatible conditionals. To demonstrate this method, we use a pair of Lomax conditionals and a pair of gamma conditionals; both cases are considered in [Arnold et al. (1999)] to identify compatibility restrictions for their parameters.

**Example 4: Lomax MTD models.** The Lomax distribution is a shifted version of the Pareto Type I distribution such that it is supported on \( \mathbb{R}^+ \). Denote by \( P(x \mid \sigma, \alpha) = \alpha \sigma^{-1} (1 + x \sigma^{-1})^{-(\alpha+1)} \) the Lomax density, where \( \alpha > 0 \) is the shape parameter, and \( \sigma > 0 \) the scale parameter. The corresponding tail distribution function is \( \Pr(X > x) = (1 + x \sigma^{-1})^{-\alpha} \), implying a polynomial tail that supports modeling for time series with high levels of skewness. We consider a pair of compatible Lomax densities for \((U_l, V_l) \equiv (U, V)\), for all \( l \), such that \( f_{U \mid V}(u \mid v) = P(u \mid (\lambda_0 + \lambda_1 v)/(\lambda_1 + \lambda_2 v), \alpha) \), and \( f_{V \mid U}(v \mid u) = P(v \mid (\lambda_0 + \lambda_1 u)/(\lambda_1 + \lambda_2 u), \alpha) \), with the restriction that \( \lambda_0, \lambda_1, \lambda_2 > 0 \) if \( \alpha = 1 \), \( \lambda_0 \geq 0, \lambda_1, \lambda_2 > 0 \) if \( 0 < \alpha < 1 \), and \( \lambda_0, \lambda_1 > 0, \lambda_2 \geq 0 \) if \( \alpha > 1 \), to guarantee that these are proper densities. Lomax MTD models specified using the conditional distributions above have an invariant marginal \( f_X(x) \propto (\lambda_1 + \lambda_2 x)^{-1}(\lambda_0 + \lambda_1 x)^{-\alpha} \). Taking \( \alpha > 1 \) and \( \lambda_2 = 0 \) leads to a special case where both the component transition density and the marginal density are Lomax. This particular Lomax MTD model is

\[
f(x_t \mid \mathbf{x}^{t-1}) = \sum_{l=1}^{L} w_l P(x_t \mid \phi + x_{t-l}, \alpha), \tag{10}
\]

where \( \phi = \lambda_0/\lambda_1 \), and the invariant marginal is \( f_X(x) = P(x \mid \phi, \alpha - 1) \).

**Example 5: Gamma MTD models.** We consider a pair of conditional gamma densities for the random vector \((U_l, V_l) \equiv (U, V)\), for all \( l \), such that \( f_{U \mid V}(u \mid v) = \text{Ga}(u \mid m_0, m_1 + m_2 v) \), and \( f_{V \mid U}(v \mid u) = \text{Ga}(v \mid m_0, m_1 + m_2 u) \), where \( m_0, m_1, m_2 > 0 \). This pair of conditionals is one of six choices discussed in [Arnold et al. (1999)] in the context of conditional gamma distributions
that produce proper bivariate densities for \((U, V)\). The resulting transition density is

\[
f(x_t \mid x^{t-1}) = \sum_{l=1}^{L} w_l \text{Ga}(x_t \mid m_0, m_1 + m_2 x_{t-l}),
\]

and the invariant marginal is \(f_X(x) \propto x^{m_0-1} \exp(-m_1 x)(m_1 + m_2 x)^{-m_0}\).

Examples 4 and 5 present two stationary MTD models with, respectively, polynomial and exponential tail behaviors. They provide alternatives to the existing MTD model literature for positive-valued time series, where the only model that has received attention is based on the Weibull distribution. In addition, the general Lomax MTD model with \(\lambda_2 \neq 0\) and the gamma MTD model have non-linear conditional expectations.

4 Bayesian implementation

4.1 Hierarchical model formulation

Here, we outline an approach to perform posterior inference for the general MTD model, using a likelihood that is conditional on the first \(L\) observations of the time series realization \(\{x_t\}_{t=1}^n\).

We introduce a set of latent variables \(\{Z_t\}_{t=L+1}^n\) with \(Z_t\) taking values in \(\{1, \ldots, L\}\) such that

\[
p(z_t \mid w) = \sum_{l=1}^{L} w_l \delta_l(z_t),
\]

where \(w = (w_1, \ldots, w_L)^\top\), and \(\delta_l(z_t) = 1\) if \(z_t = l\) and 0 otherwise. Conditioning on the set of latent variables and the first \(L\) observations, the hierarchical representation of the model is:

\[
x_t \mid z_t, \theta \sim f_{z_t}(x_t \mid x_{t-z_t}, \theta_{z_t}), \quad z_t \mid w \sim \text{i.i.d.} \sum_{l=1}^{L} w_l \delta_l(z_t), \quad t = L + 1, \ldots, n,
\]

\[
w \sim \pi_w(\cdot), \quad \theta_l \sim \text{i.i.d.} \pi_l(\cdot), \quad l = 1, \ldots, L,
\]

where \(\theta_l\) denotes the transition component parameters, and \(\theta\) collects all \(\theta_l\). Any MCMC algorithm for finite mixture models is readily adoptable. If the transition density of the model is sampled via a latent process, such as for Example 2 of Section 3, an additional step to sample the
latent variables needs to be added in Equation (12).

A key component of the Bayesian model formulation is the choice of the prior distribution for the mixture weights. As a point of reference, we consider a uniform Dirichlet prior that assumes equal contribution from each lag, denoted by Dir(· | 1_L/L), where 1_L is a unit vector of length L. We discuss next two priors that assume more structure.

The first prior is a truncated version of the stick-breaking prior, which characterizes the weights for random discrete distributions generated by the Dirichlet process (Sethuraman 1994). More specifically, the weights are constructed as follows: 

\[ w_1 = \zeta_1, \quad w_l = \zeta_l \prod_{r=1}^{l-1}(1 - \zeta_r), \]

\[ l = 2, \ldots, L - 1, \quad \text{and} \quad w_L = \prod_{l=1}^{L-1}(1 - \zeta_l), \]

where \( \zeta_l \) are i.i.d. Beta(1, \( \alpha_s \)), for \( l = 1, \ldots, L - 1 \). The resulting joint distribution for the mixture weights is a special case of the generalized Dirichlet distribution (Connor and Mosimann 1969). We denote the truncated stick-breaking prior as SB(· | \( \alpha_s \)). For \( l = 1, \ldots, L - 1 \), the expected value of the weights is 

\[ E(w_l) = \alpha_s^*(1 - \alpha_s^*)^{l-1}, \]

where \( \alpha_s^* = (1 + \alpha_s)^{-1} \). Hence, on average, this prior implies geometrically decreasing weights, with smaller \( \alpha_s \) values favoring stronger contributions from recent lags. In certain applications, it may be natural to expect some directionality in the relevance of the weights implied by time, and this prior provides one option to incorporate into the model such a property.

An alternative prior is obtained by assuming that the weights are increments of a cdf \( G \) with support on \([0, 1]\); that is, 

\[ w_l = G(l/L) - G((l - 1)/L), \]

for \( l = 1, \ldots, L \). We place a Dirichlet process prior on \( G \), denoted as DP(\( \alpha_0, G_0 \)), where \( G_0 = \text{Beta}(a_0, b_0) \) and \( \alpha_0 > 0 \) is the precision parameter. From the Dirichlet process definition (Ferguson 1973), given \( \alpha_0 \) and \( G_0 \), the vector of mixture weights follows a Dirichlet distribution with shape parameter vector \( \alpha_0(a_1, \ldots, a_L)^\top \), where 

\[ a_l = G_0(l/L) - G_0((l - 1)/L), \]

for \( l = 1, \ldots, L \). We refer to this prior as the cdf-based prior, and denote it as CDP(· | \( \alpha_0, a_0, b_0 \)). Under this prior, we have that 

\[ E(w) = (a_1, \ldots, a_L)^\top. \]

The nonparametric prior for \( G \) supports general distributional shapes, and thus allows for flexibility in the estimation of the mixture weights. In particular, multimodal distributions \( G \) can produce sparse weight vectors, with some/several entries near zero. Hence, this prior may be suitable for scenarios where there are inactive lags between influential lags and the influential
lags are not necessarily the most recent lags. [Heiner et al. (2019)] proposed a different prior for sparse probability vectors, which generally requires a larger number of prior hyperparameters.

Overall, the properties of both structured priors support flexible inference for the mixture weights, enabling our strategy to specify a large value of \( L \), assigning a priori small probabilities to distant lags. The contribution of each lag will be induced by the mixing, with important lags being assigned large weights a posteriori.

### 4.2 Estimation, model checking and prediction

The posterior distribution of the model parameters, based on the conditional likelihood, is

\[
p(w, \theta, \{z_t\}_{t=L+1}^n \mid D_n) \propto \pi_w(w) \prod_{l=1}^L \pi_t(\theta_l) \prod_{t=L+1}^n \left\{ f_{z_t}(x_t \mid x_{t-l}, \theta_{z_t}) \sum_{l=1}^L w_l \delta_{l}(z_t) \right\}
\]

where \( D_n = \{x_t\}_{t=L+1}^n \), and it can be explored using MCMC posterior simulation.

Conditional on \( \theta \) and \( w \), the posterior full conditional of each \( Z_t \) is a discrete distribution on \( \{1, \ldots, L\} \) with probabilities proportional to \( w_l f_l(x_t \mid x_{t-l}, \theta_l) \). Conditional on the latent variables and \( w \), the sampling for each \( \theta_l \) depends on the particular choice of the transition component distributions. Details for the models implemented are given in the Supplementary Material. The sampling for \( w \), conditional on \( \{z_t\}_{t=L+1}^n \) and \( \theta \), depends only on \( M_l = |\{t : z_t = l\}| \), for \( l = 1, \ldots, L \), where \( |\{\cdot\}| \) is the cardinality of the set \( \{\cdot\} \). Both priors for the mixture weights result in ready updates. The posterior full conditional of \( w \) under the truncated stick-breaking prior can be sampled through latent variables \( \zeta^*_l \), which are conditionally independent \( \text{Beta}(1 + M_l, \alpha_s + \sum_{r=l+1}^L M_r) \), for \( l = 1, \ldots, L-1 \), such that \( w_1 = \zeta^*_1, w_l = \zeta^*_l \prod_{r=1}^{l-1}(1 - \zeta^*_r), \) for \( l = 2, \ldots, L-1 \), and \( w_L = \prod_{l=1}^{L-1}(1 - \zeta^*_l) \). Under the cdf-based prior, the posterior full conditional of \( w \) is Dirichlet with parameter vector \((\alpha_0 a_1 + M_1, \ldots, \alpha_0 a_L + M_L)^\top\).

We assess the model’s validity using randomized quantile residuals ([Dunn and Smyth, 1996], [Escarela et al., 2006]). Such residuals are calculated by inverting the fitted conditional cdf for the time series. Posterior samples of these quantile sets can then be compared with the standard Gaus-
sian distribution, providing a measure of goodness-of-fit with uncertainty quantification. Specifically, the randomized quantile residual for continuous $x_t$ is defined as $r_t = \Phi^{-1}(F(x_t \mid x^{t-1}))$ where $\Phi(\cdot)$ is the cdf of the standard Gaussian distribution. If $x_t$ is discrete, $r_t = \Phi^{-1}(u_t)$, where $u_t$ is generated from a uniform distribution on the interval $(a_t, b_t)$ with $a_t = F(x_t - 1 \mid x^{t-1})$ and $b_t = F(x_t \mid x^{t-1})$. If $F$ is correctly specified, the residuals $r_t, t = L + 1, \ldots, n$, will be independently and identically distributed as a standard Gaussian distribution.

Finally, we consider prediction for future observations. The posterior predictive density of $X_{n+1}$, corresponding to the first out-of-sample observation, is obtained by marginalizing the transition density with respect to the posterior distribution of model parameters:

$$
p(x_{n+1} \mid D_n) = \int \int \left\{ \sum_{l=1}^{L} w_l f_l(x_{n+1} \mid x_{n+1-l}, \theta_l) \right\} p(\theta, w \mid D_n) d\theta dw. \tag{14}
$$

Exploiting the structure of the conditional distributions of the MTD model, we can sample from the $k$-step-ahead posterior predictive density using a straightforward extension of Equation (14). Note that the $k$-step-ahead posterior predictive uncertainty incorporates both the uncertainty from the parameter estimation, and the uncertainty from the predictions of the previous $(k - 1)$ out-of-sample observations.

5 Data illustrations

5.1 Simulation example

We generated 2000 observations from the Gaussian MTD model specified in Equation (7) with $\mu = 10, \sigma^2 = 100$, under two scenarios for the mixture weights, one with exponentially decreasing weights and the other one with an uneven arrangement of the relevant lags. In Scenario 1, we took $\rho = (0.7, 0.3, 0.1, 0.05, 0.05)^T$ and $w_i \propto \exp(-i), i = 1, \ldots, 5$. In Scenario 2, we took $\rho = (0.4, 0.1, 0.7, 0.1, 0.5)^T$ and $w = (0.2, 0.05, 0.45, 0.05, 0.25)^T$. We consider these two scenarios to examine the effectiveness of structured priors for the mixture weights.
We applied the Gaussian MTD model with three different orders $L = 5, 15, 25$. In each case, we considered three priors for the weights: the Dirichlet prior, the truncated stick-breaking prior, and the cdf-based prior. The shape parameter of the Dirichlet prior was $1/L$ for each $L$. The precision parameter $\alpha_s$ for the truncated stick-breaking prior was taken to be 1, 2, 3, corresponding to the three $L$ values. For the cdf-based prior, we chose $\alpha_0 = 5$ as the precision parameter, and used as base distribution a beta with shape parameter $a_0 = 1$, and $b_0 = 3, 6, 7$ respectively for the three orders considered. Thus, this prior elicited a decreasing pattern similar to the truncated stick-breaking prior. For all models, the mean $\mu$ and the variance $\sigma^2$ received conjugate priors $N(\mu | 0, 100)$ and $IG(\sigma^2 | 2, 0.1)$, respectively, and the component-specific correlation coefficient $\rho_l$ was assigned a uniform prior $Unif(-1, 1)$ independently for all $l$.

We ran the Gibbs sampler for 165000 iterations, discarding the first 5000 samples as burn-in, and collected samples every 20 iterations. Focusing on inference results for the mixture weights, when the order was correctly specified, that is, $L = 5$, all three models provided good estimates.
Figure provides a visual inspection on the posterior estimates for the mixture weights when $L = 15$ (the weight patterns estimated from the three models were similar when $L = 25$). In Scenario 1, all models underestimated the weight for lag 2. Models with the proposed priors produced accurate estimates for the rest of the lags, while the model that used the Dirichlet prior systematically overestimated the weight for the first lag, and underestimated all other weights. In Scenario 2, all models underestimated the weight for the first lag. For the other non-zero weights, the model with the Dirichlet prior tended to underestimate the weights for lag 2, 4 and overestimated the weight for lag 5, while the other two models estimated the weights quite well. In both scenarios, the proposed priors had a parsimonious behavior in that, given the data, distant lags were assigned almost zero probability mass with low posterior uncertainty. Overall, we note that, under an over-specified order $L$, the proposed priors offer inferential advantages when compared to the Dirichlet prior.

We conducted an additional simulation to demonstrate the ability of the negative binomial MTD model to accommodate over-dispersed count data, including comparison with the Poisson MTD model. Details of this simulation example are presented in the Supplementary Material.

5.2 Chicago crime data

The first real data example involves the 1090 daily reported incidents of domestic-related theft that have occurred in Chicago from 2015 to 2017, extracted online from the Chicago Data Portal (https://data.cityofchicago.org/). The data exhibits some flat stretches, without evidence of overdispersion. The empirical mean and variance are 6.05 and 6.39.

We applied the Poisson MTD model discussed in Example 2 of Section 3, with order $L = 20$, selected based on the autocorrelation and partial autocorrelation functions. We reparameterize the model in terms of rate parameter $\lambda$, and binomial probability $\theta = \gamma/\phi$ for $Z_t \mid X_{t-l}$. This allows Gibbs updates for $\lambda$ and $\theta$ with posterior full conditionals available in closed form. The prior for $(\lambda, \theta)$ was taken to be $\text{Ga}(\lambda \mid 2, 1)\text{Beta}(\theta \mid 2, 2)$, implying a $\text{Ga}(4, 1)$ prior for $\phi$. Two priors, $\text{SB}(w \mid 2)$ and $\text{CDP}(w \mid 5, 1, 8)$, were considered for the mixture weights. Both models
Figure 2: Chicago crime data analysis. In panel (a), the circles denote the data, and solid and dashed lines correspond to the model with the SB and CDP prior, respectively. Panels (b) and (c): prior means (dashed line), posterior means (solid line) and 95% credible intervals (polygon) of the weights under the SB and CDP prior, respectively.

were fitted to the entire data set. After fitting the model, we obtained the one-step posterior predictive distribution at each time $t$ and the corresponding posterior predictive intervals.

We obtained a thinned sample retaining every 10th iteration, from a total of 85000 samples with the first 5000 as burn-in. The posterior mean and 95% interval for $\phi$ are 6.04 (5.79, 6.30) and 6.05 (5.82, 6.29) for models with SB($w \mid 2$) and CDP($w \mid 5, 1, 8$) priors. This indicates an average of around six incidents of domestic-related theft per day. Multiple influential lags, with gaps in between, are suggested by the results in Fig. 2(b)-2(c). Both models agree on the pattern for the weights, as well as on lags 1, 4, 6 being the most relevant ones. Compared to the truncated stick-breaking prior, the cdf-based prior suggests a weight pattern that decreases slightly faster, and it assigns relatively larger weights to important lags, albeit with higher uncertainty. Figure 2(a) shows that both models produce similar one-step predictive intervals.
5.3 Tunkhannock Creek precipitation data

Our second example involves 22 years of rainfall data from January 1982 to December 2003. The data consists of 1149 mean areal precipitation amounts ranging from 0.01 to 128.87 millimeters, aggregated to a weekly time scale from the daily data for the Tunkhannock Creek near Tunkhannock, Pennsylvania. The data was extracted through R package hddtools (Vitolo, 2017).

We consider a multiplicative model $y_t = \mu_t \epsilon_t$, where $\mu_t$ is a seasonal factor and $\epsilon_t$ is generated by a Lomax MTD model specified in Equation (10), with polynomial tails that can accommodate large precipitation events. More specifically, the model is given by

$$
\begin{align*}
    y_t &= \mu_t \epsilon_t, \quad \mu_t = \exp(x_t^\top \beta), \quad t = 1, \ldots, n, \\
    \epsilon_t | \epsilon_{t-1}, w, \phi, \alpha &\sim \sum_{l=1}^{L} w_l P(\epsilon_t | \phi + \epsilon_{t-l}, \alpha), \quad t = L + 1, \ldots, n,
\end{align*}
$$

(15)
Figure 4: Precipitation data analysis. Randomized quantile residual analysis for the fitted model with the SB($w \mid 1$) prior. In panel (a), the circles and dashed lines correspond to the posterior mean and 95% interval bands, respectively. In panel (b), the solid and dashed line are the standard Gaussian density and the kernel density estimate of the posterior means of the residuals, respectively. Panel (c) is based on the posterior means of the residuals.

with $\mathbf{x}_t = (\cos(\omega t), \sin(\omega t), \cos(2\omega t), \sin(2\omega t), \cos(3\omega t), \sin(3\omega t))^{\top}$ and $\omega = 2\pi/T$ where $T = 52$ is the period for weekly data. On the basis of the autocorrelation and partial autocorrelation functions, we chose model order $L = 10$. The regression coefficients vector $\mathbf{\beta} = (\beta_1, \ldots, \beta_6)^{\top}$ was assigned a flat prior. The shape parameter $\alpha$ was assigned a $\text{Ga}(\alpha \mid 6, 1)$ prior, and the scale parameter $\phi$ an $\text{IG}(\phi \mid 3, 20)$ prior. Note that the invariant marginal of the process $\{\epsilon_t\}$ is $P(\epsilon \mid \phi, \alpha - 1)$ and its tail distribution function is $(1 + \epsilon/\phi)^{-(\alpha - 1)}$. A small value of $\alpha$ indicates a heavy tail, while a large value of $\alpha$ ensures the existence of finite high moments. Under the priors above, $E(\alpha) = 6$, implying the expectation that the first four moments are finite with respect to both the component and marginal distributions of the Lomax MTD for $\{\epsilon_t\}$. We fit the model with $\text{SB}(w \mid 1)$ and $\text{CDP}(w \mid 5, 1, 6.5)$ priors for the weights.

We ran the algorithm for 85000 iterations and collected samples every 10 iterations after the first 5000 was discarded. The inference results were almost the same for the two models. Here we report the ones under the $\text{SB}(w \mid 1)$ prior. The posterior mean and 95% credible interval of the shape parameter $\alpha$ are $14.80 (10.30, 20.91)$, indicating a moderately heavy tail. The corresponding estimates for the scale parameter $\phi$ are $254.33 (166.36, 370.04)$, indicating substantial dispersion. Among the harmonic component coefficients, the first and the fourth have 95% posterior credible intervals that indicate statistical significance; the estimates are $-0.14 (-0.23, -0.05)$ for
$\beta_1$, and $-0.13 (-0.22, -0.03)$ for $\beta_4$, implying the presence of semiannual and annual seasonality in the data. Figure 3(a)-3(b) show that both models suggest a decreasing weight pattern, with the first three lags being the most influential. As shown in Fig. 3(c), the sample paths generated from the models resemble the observed precipitation time series.

Randomized quantile residual analysis results were similar for both models; in Fig. 6 we present the ones under the SB$(w \mid 1)$ prior. The figure shows posterior mean and interval estimates for the Gaussian quantile-quantile plot, and the histogram and autocorrelation function for the posterior means of the residuals. The results suggest reasonably good model fit, providing an illustration of the flexibility of the proposed MTD model to capture non-Gaussian tails.

6 Discussion

We have developed a broad class of stationary MTD models focusing on attaining stationarity from the perspective of a distributional formulation. The advantage of our proposed approach over more traditional methods is that no constraints on the parameter space are needed. This facilitates inference for model parameters, as the need for constrained optimization or sampling is avoided. We further proposed structured priors to support flexible inference on the weights, which accommodate non-standard scenarios that a model with a Dirichlet prior may fail to capture.

The proposed constructive framework brings several options for alternative parametric families that were formidable to tackle for the MTD model and its extensions, when stationarity is a desirable property. A limitation of our approach is that, if the stationary marginal distribution shares all the parameters with the bivariate component distribution, the resulting transition component lacks component-varying parameters. One solution is to specify the bivariate distribution using a copula (Joe, 2014), which we regard as a special case of the bivariate distribution method. Given a pre-specified marginal, the construction boils down to the selection of a copula. The copula function, which brings additional component parameters, allows specifying dependence in the bivariate distribution, separately from modeling the marginal distribution. On the
other hand, some properties of the resulting model, including the conditional expectation, may be intractable, and the computational cost may increase, especially in the discrete case.

The class of models proposed in this paper can be easily extended for non-stationary time series that exhibit trends and seasonality, by incorporating corresponding factors into the model, either multiplicatively or additively. This is illustrated in our second real data example. A similar approach can be applied to incorporate covariates. Therefore this class of models is quite general, and is useful as an alternative to the existing time series models, especially when traditional models fail to capture non-Gaussian features suggested by the data.
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MTD_SM.pdf includes the proof for Proposition 2, sampling algorithm details, additional simulation results and model checking for the data examples. Code.zip contains code and data necessary for data analysis in Section 5. README contains descriptions and instructions.

Appendix

Proof of Proposition 1

Proof. Without loss of generality, we consider the case where \( X_t \) has a continuous distribution for all \( t \). Moreover, for the argument that follows to apply to any \( t \geq 2 \), we express the transition density as \( f(x_t \mid x^{t-1}) = \sum_{l=1}^{t_L} w_t^l f_{U_l | V_l}(x_t \mid x_{t-l}), \) for \( t \geq 2 \), where \( t_L = \min\{t - 1, L\} \). When
Using the proposition assumptions,

\[
g_2(x_2) = \int_S f(x_2 | x_1) f_X(x_1) dx_1 = \int_S f_{U_1|V_1}(x_2 | x_1) f_{V_1}(x_1) dx_1 = f_{U_1}(x_2) = f_X(x_2)
\]

and thus the result is valid for \( t = 2 \). To prove the proposition by induction, assume the result holds true for generic \( t - 1 \), that is, \( g_{t'}(x_{t'}) = f_X(x_{t'}) \), for all \( x_{t'} \in S \), and for all \( t' \leq t - 1 \). Denote by \( p(x_1, \ldots, x_{t-1}) \) and \( p(x_{t-t_L}, \ldots, x_{t-1}) \) the joint density for random vector \( (X_1, \ldots, X_{t-1}) \) and \( (X_{t-t_L}, \ldots, X_{t-1}) \), respectively. Then, the marginal density for \( X_t \) can be derived as follows:

\[
g_t(x_t) = \int_{S^{t-1}} f(x_t | x^{t-1}) p(x_1, \ldots, x_{t-1}) dx_1 \ldots dx_{t-1}
\]

\[
= \sum_{l=1}^{t_L} w_l^* \int_{S^{t_L}} f_{U_l|V_l}(x_t | x_{t-l}) p(x_{t-t_L}, \ldots, x_{t-1}) dx_{t-t_L} \ldots dx_{t-1}
\]

\[
= \sum_{l=1}^{t_L} w_l^* \int_S f_{U_l|V_l}(x_t | x_{t-l}) g_{t-l}(x_{t-l}) dx_{t-l}
\]

\[
= \sum_{l=1}^{t_L} w_l^* \int_S f_{U_l|V_l}(x_t | x_{t-l}) f_{V_l}(x_{t-l}) dx_{t-l}
\]

\[
= f_X(x_t),
\]

where for the second-to-last equation we used \( g_{t-l} = f_X \), for \( l = 1, \ldots, t_L \), obtained from the induction argument, as well as the proposition assumption, \( f_X = f_{V_l} \), for all \( l \). Finally, the last equation is based on the proposition assumption that \( f_{U_l} = f_X \), for all \( l \).

\[
\square
\]
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A Proof of Proposition 2

Proof. We refer to the definition of weak stationarity from Brockwell and Davis (1991). A time series \( \{X_t : t \in \mathbb{N}\} \), with index set \( \mathbb{N} = \{1, 2, \ldots \} \), is said to be weakly stationary if i) \( E(X_t^2) < \infty \) for all \( t \in \mathbb{N} \); ii) \( E(X_t) = m \) for some finite \( m \) and for all \( t \in \mathbb{N} \); iii) \( \text{Cov}(X_{t+h}, X_t) = \gamma(h) \) for all \( t, h \in \mathbb{N} \). Under condition (1) of Proposition 2, if an MTD time series has a stationary marginal distribution such that its corresponding first and second moments exist and are finite, then \( \mu = E(X_t) \) and \( \mu^{(2)} = E(X_t^2) \) are finite for all \( t \in \mathbb{N} \). Thus, the weak stationarity conditions (i) and (ii) are satisfied.

Under condition (2) of Proposition 2, the cross moment

\[
E(X_{t+h}X_t) = E(X_tE(X_{t+h} \mid X_{t+h-1}, \ldots, X_{t+h-L}))
\]

\[
= E(X_t \sum_{l=1}^{L} w_l(a_l + b_lX_{t+h-l})) = \sum_{l=1}^{L} w_l a_l \mu + \sum_{l=1}^{L} w_l b_l E(X_{t+h-l}X_t),
\]

for all \( t \in \mathbb{N} \) and \( h \geq L \). Assuming that the cross moment is independent of \( t \) for \( h \geq 1 \), we can obtain the following non-homogeneous difference equation for the autocovariance function:

\[
\gamma(h) = E(X_{t+h}X_t) - \mu^2 = \sum_{l=1}^{L} w_l a_l \mu - (1 - \sum_{l=1}^{L} w_l b_l) \mu^2 + \sum_{l=1}^{L} w_l b_l \gamma(h-l), \quad h \geq L.
\]

With regard to the autocorrelation function, we have

\[
r(h) = \frac{\gamma(h)}{(\mu^{(2)} - \mu^2)} = \phi + \sum_{l=1}^{L} w_l b_l r(h-l), \quad h \geq L,
\]

(1)

where \( \phi = (\sum_{l=1}^{L} w_l a_l \mu - (1 - \sum_{l=1}^{L} w_l b_l) \mu^2) / (\mu^{(2)} - \mu^2) \).

The necessary and sufficient condition for the non-homogeneous difference equation (1) to
have a stable solution is that the roots $z_1, \ldots, z_L$ of the equation

$$z^L - w_1 b_1 z^{L-1} - \cdots - w_L b_L = 0$$

all lie inside the unit circle. This condition, with the assumption that the cross moment is independent of $t$, forms condition (3) of Proposition 2. Under condition (3), the weak stationarity condition (iii) is satisfied.

\[ \square \]

**B Simulation study**

**B.1 First experiment**

We generated 2000 observations from the Gaussian MTD model with $\mu = 10, \sigma^2 = 100$, under two scenarios for the weights. Scenario 1 considered exponentially decreasing weights namely $w_i \propto e^{-i}, i = 1, \ldots, 5$, with corresponding correlations $\rho = (0.7, 0.3, 0.1, 0.05, 0.05)^T$. Scenario 2 considered non-standard weight pattern such that $w = (0.2, 0.05, 0.45, 0.05, 0.25)$ with correlations $\rho = (0.4, 0.1, 0.7, 0.1, 0.5)^T$.

We applied the Gaussian MTD models with three different orders $L = 5, 15, 25$. In each case, we considered three priors for the weights: the Dirichlet prior, the truncated stick-breaking prior, and the cdf-based prior. The shape parameter of the Dirichlet prior was $1_L / L$ for each $L$. The precision parameter $\alpha_s$ for the truncated stick-breaking prior was taken to be 1, 2, 3 corresponding to three orders. For the cdf-based prior, we chose $\alpha_0 = 5$ as the precision parameter, and used as base distribution a beta with shape parameter $a_0 = 1$, and $b_0 = 3, 6, 7$ respectively for the three orders considered. Thus a priori this prior elicited a decreasing pattern similar to the truncated stick-breaking prior. For all models, the mean $\mu$ and the variance $\sigma^2$ received conjugate priors $N(\mu \mid 0, 100)$ and $IG(\sigma^2 \mid 2, 0.1)$, respectively, and the component-specific correlation coefficient $\rho_l$ was assigned a uniform prior $Unif(-1, 1)$ independently for all $l$. To obtain the estimates, we ran a Gibbs sampler for 165000 iterations with the first 5000 as burn-in and collected samples every 20 iterations. Figures [1] and [2] show posterior summaries of the weights under Scenarios 1 and 2, respectively.
Figure 1: Simulation study 1: mixture weight estimates under Scenario 1 when $L = 5$ (top), $L = 15$ (middle) and $L = 25$ (bottom). Black dashed lines are true weights, red dot-dashed lines are prior means, blue solid lines are posterior means, and blue polygons are 95% credible intervals.
Figure 2: Simulation study 1: mixture weight estimates under Scenario 2 when $L = 5$ (top), $L = 15$ (middle) and $L = 25$ (bottom). Black dashed lines are true weights, red dot-dashed lines are prior means, blue solid lines are posterior means, and blue polygons are 95% credible intervals.
In Scenario 1, regardless of the selected model order, models with all three priors were capable of capturing the first weight which corresponds to the most important lag. On the other hand, for the rest of the weights, the models with the truncated stick-breaking prior and the cdf-based prior captured the pattern much better.

In Scenario 2, we can see that when \( L \) is correctly specified, models with all three priors provided good estimates of the mixture weights. The model with the Dirichlet prior correctly recovered the middle three weights, while it failed to capture the first and the last weights. On the other hand, the model with the cdf-based prior instead captured well the three most important weights. The performance of the model with the truncated stick-breaking prior was between the former two. When \( L \) was over-specified, models with the truncated stick-breaking prior and the cdf-based prior captured much better the mixture weights, compared to the model with the Dirichlet prior, though all the models systematically underestimated the first weight. Overall, both scenarios indicate the proposed priors are more suitable under our modeling strategy.

B.2 Second experiment

In the second experiment, we demonstrate the effectiveness of using a negative binomial MTD (NBMTD) model for over-dispersed count data, compared to a Poisson MTD (PMTD) model. Both models are discussed in Example 2 of Section 3 in the paper. In particular, the bivariate distribution that defines the NBMTD model is obtained by replacing the rate parameters \( \lambda \) and \( \gamma \) of the bivariate Poisson distribution with \( \alpha \lambda \) and \( \alpha \gamma \), with \( \alpha \sim \text{Ga}(\kappa, \eta) \). Marginalizing out \( \alpha \), we obtain a bivariate distribution with negative binomial marginal \( \text{NB}(\kappa, \eta/(\lambda + \gamma + \eta)) \).

We generated 800 observations from the NBMTD model by the following scheme,

\[
x_t \mid q_t, x_{t-z}, z_t, \theta \sim \text{Bin}(x_t - q_t \mid x_{t-z}, \gamma/(\lambda + \gamma)),
\]

\[
q_t \mid x_{t-z}, \kappa, \psi \sim \text{NB}(q_t \mid \kappa + x_{t-z}, 1 - \lambda/(2\lambda + \gamma + \eta)),
\]

\[
z_t \mid w \sim \sum_{l=1}^{L} w_l \delta_l(\cdot),
\]

for \( t = L + 1, \ldots, n \), given the first \( L \) pre-specified observations. We took \( \lambda = 5, \gamma = 3, \kappa = 3, \eta = 2 \), and specified exponentially decreasing weights such that \( w_i \propto \exp(-i), i = 1, \ldots, 5 \).
As a result, the synthetic data was over-dispersed, with empirical mean and variance being 12.95 and 67.46, respectively.

We applied the PMTD and the NBMTD models to the synthetic data. For efficient posterior simulation, we reparameterized both models. In particular, for both models, we used $\theta = \gamma / (\lambda + \gamma)$ as the probability of success of the binomial distribution for $X_t$. Furthermore, for the negative binomial model, we took $\psi = 1 - \lambda / (2\lambda + \gamma + \eta)$ as the probability of success of the negative binomial distribution for $Q_t$. Implementation details of the two models are given in Section D.

For each model, we chose two different orders, with one correctly specified, $L = 5$, and the other one over-specified, $L = 15$, based on the autocorrelation and partial autocorrelation functions. The priors for $\theta$ and $\psi$ were elicited based on priors for $(\lambda, \gamma, \eta)$. We took $\text{Ga}(2, 1)$ for each of $(\lambda, \gamma, \eta)$, which implies that both $\theta$ and $\psi$ follow beta distributions $\text{Beta}(\theta | 2, 2)$ and $\text{Beta}(\psi | 6, 2)$, respectively. We also assigned $\text{Ga}(2, 1)$ to $\kappa$. For the weights, we considered both the truncated stick-breaking and cdf-based priors. For the former prior, we took $\alpha_s = 1, 2$ corresponding to the orders, and for the latter one, we chose $\alpha_0 = 1$, and $b_0 = 3, 6$ respectively for the orders. To obtain the estimates, in each case, we ran a Gibbs sampler for 85000 iterations, discarding the first 5000 samples as burn-in, and collected samples every 10 iterations.

We focus on the results in estimating the weights and the stationary marginal distributions.
Figure 4: Simulation study 2: stationary marginal estimates. White bars are histogram of the data. Circles are probability mass from the true marginal distribution $NB(3, 0.2)$ evaluated at the effective support. Red (blue) solid lines are posterior means from the fitted model with SB (CDP) prior. Red (blue) dashed lines are 95% credible intervals from the fitted model with SB (CDP) prior.

Table 1: Simulation study 2: empirical coverage of the 95% predictive intervals.

|       | NBMTD-SB | NBMTD-CDP | PMTD-SB | PMTD-CDP |
|-------|----------|-----------|---------|----------|
| $L = 5$ | 0.956    | 0.954     | 0.858   | 0.858    |
| $L = 15$ | 0.958    | 0.957     | 0.877   | 0.873    |

Figure 3 shows that the NBMTD model was able to capture the weights in all cases, while the PMTD model systematically missed the first weight, in terms of the 95% credible interval estimates. Moreover, even when $L$ is correctly specified, the PMTD model missed the last three weights. Figure 4 illustrates the stationary marginal estimated by the two models. In each case, the same model with the two proposed priors provided estimates that were almost identical. As expected, the PMTD model was not capable of recovering the marginal, while the NBMTD model provided an accurate estimate.
Figure 5: Simulation study 2: 95% one-step ahead posterior predictive intervals. Red (blue) dashed lines are predictive intervals from the fitted model with SB (CDP) prior.
Turning to the predictive performance of the two models, Figure 5 shows the one-step ahead 95% posterior predictive intervals for the data. Under a visual examination, we can observe that the predictive intervals estimated by the NBMTD model were able to cover most of the small or large values, while the estimated predictive interval by the PMTD model missed many such values. Table 1 presents the empirical coverage of the 95% predictive intervals. We see that the NBMTD model provided an accurate estimate, while the PMTD model underestimated the coverage by a large margin.

Overall, we note the NBMTD model’s ability to account for over-dispersion. Moreover, even when $L$ was over-specified, the model provided estimates that were very close to the ones under the model with $L$ correctly specified.

C Model checking for the real data examples

Here, we provide model checking results for the real data examples presented in Sections 5.2 and 5.3 of the paper. Figure 6 consists of quantile-quantile plot, histogram and autocorrelation for the residuals. If the model is correctly specified, the residuals will be independently and identically distributed as a standard Gaussian distribution. The results indicate a good fit of all models applied to both data sets.
Figure 6: Randomized quantile residual analysis for the crime data models (first two rows) and for the precipitation data models (last two rows). In each example, the first and second row corresponds to the fitted model with SB and CDP priors, respectively. In the left column, the circles and dashed lines correspond to the posterior mean and 95% credible interval for the quantile-quantile plot. In the middle column, the solid and dashed line are the standard Gaussian density and the kernel density estimate of the posterior means of the residuals. The right column is based on the posterior means of the residuals.
D Implementation Details

We provide necessary details of the posterior simulation for the Gaussian, Poisson, Negative binomial and Lomax MTD models.

We consider for the Gaussian MTD the following prior $p(\{\rho_l\}_{l=1}^L, \mu, \sigma^2) = \prod_{l=1}^L \text{Unif}(\rho_l \mid -1, 1)N(\mu \mid \mu_0, \sigma_0^2)\text{IG}(\sigma^2 \mid u_0, v_0)$. The posterior full conditional distribution of $\mu$ is $N(\mu \mid \mu_1, \sigma_1^2)$ where $\mu_1 = \sigma_1^2 (\mu_0/\sigma_0^2 + c/\sigma^2)$ and $\sigma_1^2 = (1/\sigma_0^2 + b/\sigma^2)^{-1}$ with $b = \sum_{t=L+1}^n (1-\rho_{zt})^2/(1-\rho_{zt}^2)$ and $c = \sum_{t=L+1}^n (1-\rho_{zt})(x_t - \rho_{zt} x_{t-z_t})/(1-\rho_{zt}^2)$. The inverse gamma prior for $\sigma^2$ yields a conjugate full conditional distribution $\text{IG}(\sigma^2 \mid u_1, v_1)$ where $u_1 = u_0 + (n-L)/2$ and $v_1 = v_0 + \sum_{t=L+1}^L (x_t - \rho_{zt} x_{t-z_t} - (1-\rho_{zt})\mu)^2/(2(1-\rho_{zt}^2))$. Finally, we update each $\rho_l$ using a slice sampler with target density $\text{Unif}(\rho_l \mid -1, 1)\prod_{t,z_t=l}^T N(x_t \mid (1-\rho_l)\mu + \rho_l x_{t-l}, \sigma^2(1-\rho_l^2))$, for $l = 1, \ldots, L$. For each time $t$, $t = L+1, \ldots, n$, the posterior probability of $z_t = l$ is proportional to $w_l N(x_t \mid (1-\rho_l)\mu + \rho_l x_{t-l}, (1-\rho_l^2)\sigma^2)$.

For the Poisson MTD, we reparameterize the model such that the $l$th component transition density of the model is sampled through

$$x_t \mid q_t, x_{t-l}, \theta \sim \text{Bin}(x_t - q_t \mid x_{t-l}, \theta), \quad q_t \mid \lambda \sim \text{Pois}(q_t \mid \lambda).$$

We consider conjugate prior $p(\lambda, \theta) = \text{Ga}(\lambda \mid u_\lambda, v_\lambda)\text{Beta}(\theta \mid u_\theta, v_\theta)$. The posterior full conditional distribution of $\lambda$ is gamma distribution with shape parameter $u_\lambda + \sum_{t=L+1}^n q_t$ and rate parameter $v_\lambda + n - L$. The posterior full conditional distribution of $\theta$ is a beta distribution $\text{Beta}(\theta \mid u_\theta + \sum_{t=L+1}^n (x_t - q_t), v_\theta + \sum_{t=L+1}^n (x_{t-z_t} - x_t + q_t))$. We update $q_t$ with an independent Metropolis step with target density $\text{Bin}(x_t - q_t \mid x_{t-z_t}, \theta)\text{Pois}(q_t \mid \lambda)$ and proposal distribution being a discrete uniform distribution over the interval $[0 \vee (x_t - x_{t-z_t}), x_t]$, for $t = L+1, \ldots, n$. For each time $t$, $t = L+1, \ldots, n$, the posterior probability of $z_t = l$ is proportional to $w_l \text{Bin}(x_t - q_t \mid x_{t-l}, \theta)$.

Similar to the Poisson model, we reparameterize the negative binomial MTD to facilitate posterior simulation. In particular, the $l$th component transition density of the model is sampled through

$$x_t \mid q_t, x_{t-l}, \theta \sim \text{NegBin}(x_t - q_t \mid x_{t-l}, \theta), \quad q_t \sim \text{NBin}(q_t \mid \lambda).$$

We consider conjugate prior $p(\lambda, \theta) = \text{Ga}(\lambda \mid u_\lambda, v_\lambda)\text{Beta}(\theta \mid u_\theta, v_\theta)$. The posterior full conditional distribution of $\lambda$ is gamma distribution with shape parameter $u_\lambda + \sum_{t=L+1}^n q_t$ and rate parameter $v_\lambda + n - L$. The posterior full conditional distribution of $\theta$ is a beta distribution $\text{Beta}(\theta \mid u_\theta + \sum_{t=L+1}^n (x_t - q_t), v_\theta + \sum_{t=L+1}^n (x_{t-z_t} - x_t + q_t))$. We update $q_t$ with an independent Metropolis step with target density $\text{NegBin}(x_t - q_t \mid x_{t-z_t}, \theta)\text{NBin}(q_t \mid \lambda)$ and proposal distribution being a discrete uniform distribution over the interval $[0 \vee (x_t - x_{t-z_t}), x_t]$, for $t = L+1, \ldots, n$. For each time $t$, $t = L+1, \ldots, n$, the posterior probability of $z_t = l$ is proportional to $w_l \text{NegBin}(x_t - q_t \mid x_{t-l}, \theta)$. 

Finally, we update each $\rho_l$ using a slice sampler with target density $\text{Unif}(\rho_l \mid -1, 1)\prod_{t,z_t=l}^T \text{NegBin}(x_t \mid (1-\rho_l)\mu + \rho_l x_{t-l}, \theta)\text{NBin}(q_t \mid \lambda)$, for $l = 1, \ldots, L$. For each time $t$, $t = L+1, \ldots, n$, the posterior probability of $z_t = l$ is proportional to $w_l \text{NegBin}(x_t - q_t \mid x_{t-l}, \theta)$.
through

\[ x_t \mid q_t, x_{t-1}, \theta \sim \text{Bin}(x_t - q_t \mid x_{t-1}, \theta), \quad q_t \mid x_{t-1}, \kappa, \psi \sim \text{NB}(q_t \mid \kappa + x_{t-1}, \psi), \]

where \( p(\theta, \psi, \kappa) = \text{Beta}(\theta \mid u_\theta, v_\theta)\text{Beta}(\psi \mid u_\psi, v_\psi)\text{Ga}(\kappa \mid u_\kappa, v_\kappa). \) The beta priors for \( \theta \) and \( \psi \) yield conjugate posterior full conditional distributions. They are \( \text{Beta}(\theta \mid u_\theta + \sum_{t=L+1}^n (x_t - q_t), v_\theta + \sum_{t=L+1}^n (x_t - z_t - x_t + q_t)) \) and \( \text{Beta}(\psi \mid u_\psi + (n-L)\kappa + \sum_{t=L+1}^n x_t - z_t, v_\psi + \sum_{t=L+1}^n q_t). \) We update \( \kappa \) using a random-walk Metropolis step with target density \( \text{Ga}(\kappa \mid u_\kappa, v_\kappa) \prod_{t=L+1}^n \text{NB}(q_t \mid \kappa + x_{t-z-1}, \psi). \) We update \( q_t \) with an independent Metropolis step with target density \( \text{Bin}(x_t - q_t \mid x_{t-z-1}, \theta)\text{NB}(q_t \mid \kappa + x_{t-z-1}, \psi) \) and proposal distribution being a discrete uniform distribution over the interval \([0 \lor (x_t - x_{t-z-1}), x_t], \) for \( t = L + 1, \ldots, n. \) For each time \( t, \ t = L + 1, \ldots, n, \) the posterior probability of \( z_{t} = l \) is proportional to \( w_l\text{Bin}(x_t - q_t \mid x_{t-l}, \theta)\text{NB}(q_t \mid \kappa + x_{t-l}, \psi). \)

For the Lomax MTD, we consider prior \( p(\alpha, \phi, \beta) \propto \text{Ga}(\alpha \mid u_\alpha, v_\alpha)\text{IG}(\phi \mid u_\phi, v_\phi). \) The posterior full conditional distribution of \( \alpha \) is \( \text{Ga}(\alpha \mid u_\alpha + n - L, v_\alpha'). \) where the rate parameter \( v_\alpha' = v_\alpha + \sum_{t=L+1}^n \log (1 + y_t \exp (-x_t^T \beta)/(\phi + y_{t-z-1} \exp (-x_{t-z-1}^T \beta))). \) To improve mixing, we integrated out \( \alpha \) from the posterior full conditional of \( \phi \) and that of \( \beta. \) Then we use random walk Metropolis steps to update \( \phi \) and \( \beta \) with target densities \( \text{IG}(\phi \mid u_\phi, v_\phi)g(y_t)_{t=L+1}^n \phi, \beta \) and \( \prod_{t=L+1}^n \exp(-x_t^T \beta)g(y_t)_{t=L+1}^n \phi, \beta, \) respectively, where

\[
g(y_t)_{t=L+1}^n \phi, \beta = \left\{ \prod_{t=L+1}^n \left( \phi + y_{t-z-1} \exp (-x_t^T \beta) + y_t \exp (-x_t^T \beta) \right)^{-1} \right\}^{-(u_\alpha + n - L)}
\]

\[
\left( v_\alpha + \sum_{t=L+1}^n \log (1 + y_t \exp (-x_t^T \beta)/(\phi + y_{t-z-1} \exp (-x_{t-z-1}^T \beta))) \right)^{-(u_\alpha + n - L)}.
\]
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