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**Abstract**

CLUSFAVOR (CLUster and Factor Analysis with Varimax Orthogonal Rotation) 5.0 is a Windows-based computer program for hierarchical cluster and principal-component analysis of microarray-based transcriptional profiles. CLUSFAVOR 5.0 standardizes input data; sorts data according to gene-specific coefficient of variation, standard deviation, average and total expression, and Shannon entropy; performs hierarchical cluster analysis using nearest-neighbor, unweighted pair-group method using arithmetic averages (UPGMA), or furthest-neighbor joining methods, and Euclidean, correlation, or jack-knife distances; and performs principal-component analysis.

---

**Rationale**

DNA microarrays are useful for identifying genes that are co-expressed in different phenotypes, experiments, or both. Genomic regions containing cis-regulatory motifs can be identified by exon mapping cDNAs of co-expressed genes using BLAST [1-4]. Because cis-regulatory motifs act as binding sites for transcription factors that control expression, co-expressed genes sharing the same regulatory motifs are likely to be networked and under the same regulatory control [5-8].

To identify co-expressed genes using DNA microarray data, one typically uses classification and data-reduction methods such as cluster analysis and principal-component analysis (PCA). The CLUSFAVOR 5.0 computer program was developed for hierarchical cluster analysis (HCA) and PCA of DNA microarray expression data. CLUSFAVOR 5.0 was developed under the Windows operating system using Microsoft Visual Basic [9], and can therefore be installed and run on any of the 32-bit versions of Windows (95, 98, NT, 2000, or XP). CLUSFAVOR can standardize expression data, sort, and perform HCA and PCA of arrays and genes. The program accommodates missing data, can calculate replicate averages, and determine replicate outliers and drop them from the analysis. CLUSFAVOR 5.0 has primarily been used for DNA microarray data, but can be used for numerical taxonomy to identify natural groupings of variables for non-genetic data. This report reviews user specifications, input file formats, numerical methods, and output formats for the CLUSFAVOR 5.0 computer program.

**CLUSFAVOR 5.0**

The CLUSFAVOR 5.0 program can open either a tab-delimited text file for a new run or a pre-formatted file containing output parameters and data from a previous run. The option to view results of previous runs quickly eliminates the long wait time needed when obtaining results of large processing jobs. When opening tab-delimited text files for a new run, CLUSFAVOR 5.0 will recognize any text file whose filename ends with .txt. File formats are described in the User’s Guide, available for download (see Downloading files section).

**Standardization of input data**

Results of multivariate statistical methods such as HCA and PCA depend strongly on the scale (the range) of data used. A common method for standardizing input data during HCA involves treating the variables (or records) being clustered as the ‘objects’ and the records (or variables) as the ‘attributes’. When HCA is being performed on the arrays as objects,
standardized expression is calculated by subtracting the gene-specific average expression and dividing by the gene-specific standard deviation, as genes are the attributes. When cluster-analyzing the genes as objects, standardization is based on the array-specific average and standard deviation of expression. In this fashion, zero means are obtained for the attributes rather than the objects being clustered. The distance functions used for HCA in CLUSFAVOR 5.0 can be based on either Euclidean distance or correlation. When Euclidean distance is specified as the distance function and input data are standardized, a single round of standardization is performed which removes additive and multiplicative size displacements among expression profiles so that residual differences are detected. However, when correlation is specified as the distance function, the double round of standardization is more effective at removing size displacements between expression profiles. Standardization is also used by default for all PCA runs on arrays and genes. Summary statistics for array- and gene-specific average and standard deviation in expression can be saved in a tab-delimited output file.

**Sorting**

When working with DNA microarray data, biologists often want to know which genes have the greatest or least expression or standard deviation across the arrays. When sorting is specified at run-time, CLUSFAVOR 5.0 calculates the gene-specific coefficient of variation, average and total expression, standard deviation, and performs an ascending quicksort of each parameter being considered. Results are saved in JPG image files using a color gradient of expression specified by the user, and are also written in tabular form to tab-delimited text files. All sorting results (JPG images and text) are linked with HTML (hypertext markup language) files for viewing.

**Hierarchical cluster analysis (HCA)**

Hierarchical cluster analysis (HCA) is an exploratory multivariate statistical method for identifying ‘natural’ groupings of objects considered in an analysis. The least distance, \( D(r,s) \), between two objects \( r \) and \( s \) (arrays \( r \) and \( s \)) consisting of \( n_r \) and \( n_s \) elements is first identified. The distance function, \( D(r,s) \), can be based on either the Euclidean distance (\( 0 \leq D(r,s) < +\infty \)) or 1-correlation (\( 0 \leq D(r,s) \leq 2 \)). Objects \( r \) and \( s \) are joined to form a new ‘node’ \( u \) with \( n_u = n_r + n_s \) elements. Next, distances between the newly formed node \( u \) (comprised of objects \( r \) and \( s \)) and all other nodes \( v \) (or objects) are calculated as

\[
D(u,v) = \begin{cases} \min\{D(r,v), D(s,v)\}, & \text{single linkage} \\ (D(r,v)n_r + D(s,v)n_s)/n_u, & \text{UPGMA} \\ \max\{D(r,v), D(s,v)\}, & \text{complete linkage} \end{cases}
\]

where \( D(r,v) \) is the distance between nodes \( r \) and \( v \) joined previously, \( D(s,v) \) is the distance between nodes \( s \) and \( v \) joined previously. Single linkage (nearest neighbor), unweighted pair-group method using arithmetic averages (UPGMA), or complete linkage (furthest neighbor) is specified by the user, and \( n_v, n_u \) and \( n_r \) are the number of objects in the nodes. After all the new distances between node \( u \) and other nodes have been calculated, a search for the smallest distance is conducted, followed by calculation of new distances. This is done repeatedly until all clusters have joined. The CLUSFAVOR 5.0 algorithm first clusters the arrays, and then the genes.

**Figure 1**

Differences between Euclidean distance and correlation in hierarchical cluster analysis (HCA) of expression for four genes (A, B, C and D) to which constant values of 3 and 100 were added or multiplied. Euclidean distance did not ignore additive and multiplicative translations from base values of A, B, C and D. However, correlation ignored translations because the correlation between a profile and that same profile to which a constant is added or multiplied is unity. The lengths of dendogram arms shown relate to joining step rather than joining distance.
Frequency histograms of array- and gene-specific pairwise distances and gene-specific expression values can also be generated in JPG format and linked to an HTML file for viewing. The choice of Euclidean distance or 1-correlation as a distance function is based on whether or not the user wants to ignore additive and multiplicative translations between expression values for pairs of objects. Figure 1 illustrates this for four genes (A, B, C and D) whose expression values were increased by adding and multiplying with constant values of 3 and 100. Euclidean distance did not ignore the additive and multiplicative translations from base values of A, B, C, and D and clustered the expression profiles according to their level of expression. Correlation, however, ignored the additive and multiplicative translations in expression values and clustered together genes to which the constants were added and multiplied, as the correlation between an expression profile and that same profile plus or times a constant is unity. This shows why cluster runs based on correlation can result in the clustering together of genes with low and high expression values. Figure 2 illustrates a cluster image display of gene expression among selected genes using the National Cancer Institute (NCI) 60 cancer cell line data [10] based on standardized input data, UPGMA, and Euclidean distance.

CLUSFAVOR 5.0 can also perform HCA using ‘jack-knife’ distance functions [11]. Consider \( n \) genes on \( p \) arrays. For each of the \( n(n+1)/2 \) pairwise correlation coefficients for expression profiles of genes \( i,j \) (\( i \neq j \)), calculate \( p \) (\( k = 1,2,\ldots,p \)) correlation coefficients, each time dropping expression values for the \( k \)th array. This is the process of jack-knifing, where data are dropped during calculation. Thus, instead of having one correlation coefficient per pair of expression profiles (for genes \( i \) and \( j \)) over \( p \) arrays, we get \( p \) correlation coefficients based on the \( k \)th expression value (for both genes) dropped from the calculation. For notation, call the correlation coefficient with the first pair of expression values from array \( 1 \) dropped \( r(i,j)^{(1)} \), call the second correlation coefficient with values for array 2 dropped \( r(i,j)^{(2)} \), and so forth up to \( r(i,j)^{(p)} \). For genes \( i \) and \( j \), take the minimum jack-knife correlation, that is \( \min(r(i,j)^{(1)}, r(i,j)^{(2)}, \ldots, r(i,j)^{(p)}) \), subtract this from 1, and use this as the distance \( D(i,j) \) for genes \( i \) and \( j \) in HCA. This will ensure that the greatest distances (that is, 1-correlation) between pairs of genes are used, as the smallest correlation coefficients are used. The advantage of using jack-knife distance functions is that false positives due to outlier effects are minimized; however, the disadvantage is long run-times due to calculation.

**Figure 2**

HCA results showing cluster image display for selected genes with color gradient for standardized gene expression and dendograms for arrays and genes. Results of principal-component analysis (PCA) on the selected genes are shown on the right. Data from Ross et al. [10]. Expression data were standardized (color is z-score based on array average and standard deviation). The distance function is based on Euclidean distance.
and screening of $n(n+1)/2+p$ correlation coefficients rather than the $n(n+1)/2$ typically calculated. Figure 3 shows how large values of standardized expression can strongly bias the correlation between expression profiles of two genes. After removing the outlier values of expression from array 7, correlation is reduced from 0.83 to −0.37.

**Principal-component analysis (PCA)**

Principal-component analysis (PCA) is useful for reproducing the total variance among a large number of variables using a much smaller number of unobservable variables or dimensions called latent factors. CLUSFAVOR 5.0 uses the principal-component solution to the factor model for extracting factors (components). This is accomplished by use of the principal-axis theorem, which says that for a gene-by-gene $(n \times n)$ correlation matrix $R$, there exists a rotation matrix $E$ and diagonal matrix $A$ such that $ERE' = A$. The principal form of $R$ is given as

$$R = EAE' = 
\begin{bmatrix}
\begin{array}{cccc}
e_{11} & e_{12} & \ldots & e_{1n} \\
e_{21} & e_{22} & \ldots & e_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
e_{n1} & e_{n2} & \ldots & e_{nn}
\end{array}
\end{bmatrix}
\begin{bmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_n
\end{bmatrix}
\begin{bmatrix}
e_{11}' & e_{12}' & \ldots & e_{1n}' \\
e_{21}' & e_{22}' & \ldots & e_{2n}' \\
\vdots & \vdots & \ddots & \vdots \\
e_{n1}' & e_{n2}' & \ldots & e_{nn}'
\end{bmatrix}
$$

(2)

where columns of $E$ and $E'$ are the eigenvectors and diagonal entries of $A$ are the eigenvalues. In CLUSFAVOR 5.0, only

---

**Figure 3**

Jack-knife distance functions for HCA minimize bias due to outlier effects. Correlation between expression profiles for genes 1 and 2 drops from (a) 0.83 to (b) -0.37 when expression values for array 7 (outlier) are dropped from the calculation of correlation.
components whose eigenvalues exceed unity, \( \lambda_j > 1 \), are extracted from \( \mathbf{A} \) and sorted such that \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m \geq 1 \). The 'loading' or correlation between genes and extracted components is represented by a matrix in the form

\[
\mathbf{L} = \begin{bmatrix}
\sqrt{\lambda_1} e_{11} & \sqrt{\lambda_2} e_{12} & \ldots & \sqrt{\lambda_m} e_{1m} \\
\sqrt{\lambda_1} e_{21} & \sqrt{\lambda_2} e_{22} & \ldots & \sqrt{\lambda_m} e_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
\sqrt{\lambda_1} e_{n1} & \sqrt{\lambda_2} e_{n2} & \ldots & \sqrt{\lambda_m} e_{nm}
\end{bmatrix}
\]  

(3)

where rows represent genes and columns represent components, and, for example, \( \sqrt{\lambda_1} e_{11} \) is the loading (correlation) between gene 1 and component 1. After component extraction and loading calculations are completed, the CLUSFAVOR 5.0 program performs a varimax orthogonal rotation of components so that each gene mostly loads on a single component [12]. The cluster image display in Figure 2 includes results of PCA performed on a group of genes selected interactively following the HCA run. Genes that load strongly negative (< -0.45) or strongly positive (> 0.45) on a single component are indicated by use of two arbitrary colors in the column for each component. Genes with identical color patterns in one or more columns can be considered as having similar expression profiles within the selected group of genes. PCA can also be run on an entire data set to produce groups of genes with similar loading patterns, and results for this run option are provided in Figures 4 and 5. Figure 4 illustrates a group of \( N = 29 \) genes with strong positive loading (> 0.45), with component 3 of 59 components extracted from the correlation matrix of 1,416 genes in the NCI 60 cancer cell line data [10]. Note that these 29 genes were mostly upregulated in the leukemia cell lines. Figure 5 illustrates the average and standard deviation of standardized expression of the same 29 genes, also generated by CLUSFAVOR 5.0.

**Viewing results in HTML**

Cluster image displays (such as that in Figure 1) for each group of 100 genes are saved separately in JPG format and are linked to an HTML file for viewing with a web browser. This enables the user to view all cluster images for thousands of genes and also to export results quickly to either public or password-protected directories for web publication or collaborative data analysis review. PCA does not depend on the number of genes in a run, and always generates JPG image files (such as Figures 4 and 5) that are linked to an HTML file for browser viewing. During HTML viewing of PCA output, a user can click on a command button in the HTML file to retrieve cDNA sequences (in FASTA format from the National Center for Biotechnology Information

**Figure 4**

PCA results showing a group of \( N = 29 \) genes with strong positive loading (> 0.45) on component 3 of 59 components. Genes were extracted from the correlation matrix of 1,416 genes in the NCI 60 cancer cell line data [10]. Note that these 29 genes were upregulated in leukemia cell lines (with annotation prefix ‘LE’). Expression data were standardized (color is z-score based on array average and standard deviation).
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Figure 5
PCA results showing average and standard deviation of standardized expression values for the same N = 29 genes shown in Figure 4. Note that these genes were mostly upregulated in leukemia cell lines.

Benchmarking CLUSFAVOR with the statistical analysis package SPSS
Simulated gene expression data for 60 arrays and 120 genes were generated for benchmarking. Data in arrays (columns) 1-10 were based on 120 pseudo-random uniform variates, U(0,1). Arrays 11-20 were filled with 120 standard normal variates, N(0,1). Arrays 21-30 had elements distributed N(3,1), arrays 31-40 N(-3,1), 41-50 with N(0,3), and 51-60 with 120 variates distributed N(0,0.3). Various additive and multiplicative translations were applied in the rows so that expression also varied over the genes. Expression values in rows 1-40 (genes 1-40) were not transformed. However, in rows 41-60 a constant of 3 was added to all array elements, in rows 61-80 a constant of 3 was subtracted from all array values, in rows 81-100 a constant of 3 was multiplied with all array entries, and in rows 101-120 a constant of 0.3 was multiplied with all array elements.

Results for Euclidean distance, correlation, eigenvalues, unrotated component loadings, and rotated component loadings were compared with results from SPSS Version 10 [13]. HCA and PCA run results from CLUSFAVOR were virtually identical (within the machine precision used) when compared with SPSS results. HCA with CLUSFAVOR resulted in identical distance-function matrices and agglomeration schedules. PCA comparisons based on a data set containing 60 arrays and 300 genes (see [14]) resulted in identical loadings of the 300 genes on 24 unrotated components, and no more than a 0.001 bias between SPSS and CLUSFAVOR for 300 loadings on the 24 rotated components (Figure 6). These results indicate good agreement between CLUSFAVOR and SPSS. Certainly, there are other algorithms with which CLUSFAVOR can be benchmarked, such as Eisen’s cluster program [15], SAS® [16], Statistica® [17], S-Plus® [18], and R [19]; however, results described above and available at [14] are considered as a first-pass comparison against results obtained from the long-standing commercial statistical software package SPSS.

Downloading files
CLUSFAVOR 5.0 can be downloaded from [14]. Users must first install Version 2.0 in order to obtain the base set-up, and then can download the executable file (clusfavor.exe) for Version 5.0, and save this file into the directory where Version 2.0 was installed. CLUSFAVOR 5.0 is copyright protected against commercial gain, and has a 90-day non-exclusive license that can be extended free of charge for non-profit institutions.
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Figure 6
PCA bias showing difference between SPSS and CLUSFAVOR results for loadings of 300 gene-expression profiles on 24 rotated components (Varimax). Plot indicates that less than a 0.001 bias in loadings was obtained from a run containing 300 genes with 60 arrays.
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