On the validity of weak measurement applied for precision measurement
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Abstract
We present a general framework of examining the validity of weak measurement—the standard procedure to acquire Aharonov’s weak value—which has been used intensively in recent years for precision measurement, exploiting the amplification mechanism available for the weak value. Our framework allows one to deal systematically with various causes of uncertainties intrinsic to the actual measurement process as well as those found in the theoretical analysis employed to describe the system. Using our framework, we examine in detail the two seminal experiments, Hosten’s detection measurement of the spin Hall effect of light [Hosten and Kwiat 2008 Science 319 787] and Dixon’s ultra sensitive beam deflection measurement [Dixon et al 2009 Phys. Rev. Lett. 102 173601]. Our analysis shows that their results are well within the range of amplification (actually in the vicinity of the optimal point) where the weak measurements are valid. This suggests that our framework is both practical and sound, and may be useful to determine beforehand the possible extent of amplification in the future weak measurement experiments.
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1. Introduction

In pursuing a time-symmetric description of measurement process, Aharonov et al proposed in 1964 a formalism in which one specifies the process not only by the initial state |ψ⟩ but also by the final state |φ⟩, thereby rendering the whole description free from a particular direction of time [1]. If a physical quantity A is observed in the process ‘weakly’ so that the final state is kept intact, the value obtained is expected to be characteristic to the process. This may sound a bit odd but it is perfectly consistent with the standard quantum mechanics, since all it amounts to is simply to look at the amended process of measurement in which we measure A for the initial state |ψ⟩ as usual but we keep the obtained data only when the state is confirmed to be |φ⟩ at the end of the process. Because of our freedom in choosing both the initial and final states (which is not necessarily the time-evolved state from the initial state) in advance, the two states, |ψ⟩ and |φ⟩, are called preselected state and postselected state, respectively.

Apart from providing a time-symmetric viewpoint in quantum mechanics, this description acquired a notable significance later in 1988 when Aharonov, Albert and Vaidman [2] arrived at a novel physical quantity called weak value

$$A_w = \frac{⟨φ|A|ψ⟩}{⟨φ|ψ⟩}. \tag{1}$$

This is the value of the physical quantity A obtained in the weak limit of the measurement interaction, dubbed weak measurement, and is characteristic to the process specified in the time-symmetric description. The significance of the ‘discovery’ of the weak value is twofold. First, it furnishes a useful tool in considering the foundations of quantum mechanics, shedding a new light on quantum paradoxes many of which are concerned with the reality (ontological aspect) of the observable A. These include trajectories in the double slit experiment [3, 4], the three box paradox [5], Hardy’s paradox [6] and the Cheshire cat effect [7], all of which have been demonstrated experimentally as well [8–10]. More recently, the weak value allows one to take backward evolving states
into consideration in an attempt to resolve a paradox involving the existence of photons in certain paths in a nested interferometer [11]. Active discussions are still ongoing in these respects (see, for instance [12], and the references therein), while new proposals on the use of the weak value are also being made for different issues such as neo-classical realism [13], nonlocality [14] and complementarity [15].

Secondly, and perhaps more importantly in practical viewpoints, the weak value offers a novel method of precision measurement by means of its ability of amplification. Indeed, on account of the freedom in choosing the two (preselected and postselected) states $|\psi\rangle$ and $|\phi\rangle$, we may amplify the weak value $A_\omega$ in (1) at will—even exceeding the range of spectrum of the observable $A$—by rendering the denominator $\langle \phi | \psi \rangle$ (vanishingly) small while maintaining the numerator finite. This was originally pointed out in [2] for the case of spin $A = \sigma_z$ for which the value $\langle \sigma_z | A \rangle_{\omega} = 100$ was argued to be realized, but the first decisive demonstration of amplification appeared two decades later when Hosten and Kwiat showed that the spin Hall effect of light (SHEL) which is extremely tiny can be detected via the weak value amplification [16]. This was soon followed by another skillful experiment by Dixon et al which detected ultra sensitive beam deflection (USBD) using the same technique [17]. These two experimental demonstrations on the use of weak value amplification for precision measurement stood as a landmark and paved the way to its application to precision measurement of a variety of other physical properties, such as phase, frequency or temperature (for a review, see e.g. [18]). In recent years, the range of application has broadened considerably to the extent that one deals with massive particles like trapped ions [19] and may even envisage observation of gravitational waves [20] or measurement of gravitational constant with unprecedented accuracy [21].

These, however, do not come for free. In fact, the price we pay for amplifying the weak value is that the rate of passing the screening at postselection (given by $|\langle \phi | \psi \rangle|^2$ in the weak limit) is diminished, which implies that we obtain only scanty data if we amplify too much, causing unwanted noise to invalidate what we have measured. More precisely, under certain assumptions, it is shown that there is no change in the upper limit of the signal-to-noise ratio for weak measurements to detect weak coupling (weak interaction strength) [22–24], and that the scale of amplification is limited due to the nonlinear effect in the weak measurement [25–27]. An extensive study on the nonlinear effect has also been given in [28] where various possibilities of amplification are discussed in detail. However, all these analyses are based on some models of noise and/or disturbance despite that these elements are intrinsically difficult to pin down in practice. This is a serious problem, because it indicates that, strictly speaking, we do not know for sure if our weak measurements including those already performed are meaningful or not on their own, before addressing the question of their superiority over the conventional measurements which do not perform post-selection. We have, therefore, led to the situation where some, definite and desirably general, point of reference is needed to examine the issue. In other words, given a set of parameters characterizing the measurement and the theoretical procedure to be used for analysis, we wish to know how much we can amplify the weak value without destroying the validity of measurement.

Motivated by this demand, in our earlier work [29] we proposed a general framework to deal with measurement uncertainty in the weak measurement in which the trade-off relation between the amplification factor and the level of uncertainty can be discussed explicitly. In the present paper, we extend it so that the nature of the uncertainties becomes more transparent when it is decomposed into elements of different theoretical/experimental origins encountered in the actual measurement process. Armed with this, we analyze the validity of the two aforementioned seminal experiments, the SHEL measurement [16] and the USBD measurement [17] in detail. The outcome is assuring, that is, these two measurements are indeed valid from our criterion. Curiously enough, we also find that the amplification scale used in their experiments are almost optimal in the light of our analyses in which the significance of the observed results is examined with respect to the possible uncertainties in each of the experiments. In the absence of a definite framework which specifies completely the uncertainties which are evasive in nature, we believe that, at least, our results suggest the soundness and consistency of our framework along with the validity of the two experiments examined with it.

The present paper is organized as follows. We first provide in section 2 a concise review on both the standard von Neumann measurement and the weak measurement. This is to make our paper self-contained so that anyone who is interested in the possible application of weak measurement but unfamiliar with the subject can go through our subsequent arguments without feeling much difficulty. We then present in section 3 our basic theoretical framework of analysis on the weak measurement in which a classification of errors/uncertainties and our criterion on the validity of measurement are given. In section 4, the two experiments are then put into our framework, one by one, to see if each of them is actually meaningful as a precision measurement. Section 5 is devoted to our conclusion and discussions. Several appendices are included to supplement our arguments in the main text.

2. Theoretical framework

2.1. Standard (von Neumann) measurement

We start by recapping the standard indirect measurement briefly. Let $|\psi\rangle$ be the state of the system for which we want to measure the physical observable $A$. All the states of the system form a Hilbert space $\mathcal{H}$ and the observable $A$ is a self-adjoint operator acting in $\mathcal{H}$. The aim of the measurement is to obtain some information about the system and/or the observable when they are not precisely known, as one typically encounters in the search of novel phenomena for which no definite Hamiltonian is given. The standard quantum measurement, often referred to as the von Neumann
measurement, is an indirect measurement procedure in which we consider an auxiliary meter system $K$ in addition to the target system $H$. For the meter system $K$, it is enough for our purposes to take the same one dimensional quantum mechanical system given by the space of square-integrable functions $K = L^2(\mathbb{R})$, where a pair of observables $\hat{x}$ and $\hat{p}$ satisfying the canonical commutation relation $[\hat{x}, \hat{p}] = i\hbar$ are equipped. Now, for the measurement we need to transfer the information of the observable from the target system to the meter system by creating a proper entanglement between the two systems, and this is furnished by the unitary operator acting in the total system $\mathcal{H} \otimes K$.

$$U(\theta) := e^{-i\theta \hat{x} \otimes \hat{y}}, \quad (2)$$

where $\theta$ is a real parameter representing the coupling of the target system and the meter system, and $Y$ is an observable operator of the meter system chosen to be either $Y = \hat{x}$ or $Y = \hat{p}$. For brevity, throughout this paper we omit the symbol of hat on operators denoted by capital letters such as $X$ or $Y$.

To see that this scheme achieves our goal, let $|\chi\rangle$ be the meter state prepared initially along with the system state $|\psi\rangle$. Then, under the measurement interaction (2), the state $|\Psi\rangle := |\psi\rangle |\chi\rangle$ of the total system undergoes the change

$$|\Psi\rangle \rightarrow |\Phi\rangle := U(\theta) |\psi\rangle |\chi\rangle. \quad (3)$$

We may choose an observable $X$ of the meter system satisfying $[X, Y] = i\hbar$ and regard it as the position of the meter. We then observe that during the change (3) the expected position shifts by (see appendix A)

$$\Delta(\theta) := \langle \Phi | X | \Phi \rangle - \langle \Psi | X | \Psi \rangle = \theta \langle \psi | A | \psi \rangle. \quad (4)$$

where $I$ is the identity operator in the target system $\mathcal{H}$. We now can retrieve the expectation value of the observable $A$ directly from the shift of the meter as $\Delta(\theta)/\theta = \langle \psi | A | \psi \rangle$.

### 2.2. Weak measurement

The basic idea of weak measurement is that, in addition to the conventional process called preselection in which we prepare the initial state $|\psi\rangle$ for the system, we also implement the process called postselection before we observe the meter system in the weak coupling regime where $\theta$ is small. The postselection is the conditioning of the state of the system after the interaction. Given a state $|\phi\rangle$ of the system chosen for the postselection, we examine if the state of the system is $|\phi\rangle$ or not after the measurement interaction (2). Observation of the meter system $K$ is carried out only when the result of the examination is affirmative, in which case the (normalized) state of the meter system becomes

$$|\xi\rangle = \frac{|\phi\rangle U(\theta) |\psi\rangle |\chi\rangle}{\| |\phi\rangle U(\theta) |\psi\rangle |\chi\rangle \|. \quad (5)$$

If we further allow a possible time development of the meter system described by the unitary operator $V_t$ before its observation, we may write the final state of the meter as

$$|\zeta\rangle = V_t |\xi\rangle. \quad (6)$$

In this procedure, the shift of the expectation value of the meter observable $X$, now chosen arbitrarily

$$\Delta_w(\theta) := \langle \zeta | X | \zeta \rangle - \langle \chi | X | \chi \rangle \quad (7)$$

given by the formula (for the derivation, see appendix B)

$$\Delta_w(\theta) = \langle \chi | V_t^† X V_t | \chi \rangle - \langle \chi | X | \chi \rangle + \frac{2}{\hbar} \text{Im} [A_w C_r] + O(\theta^2), \quad (8)$$

where $A_w$ is the weak value given in (1) and $C_r$ is the modified covariance defined by

$$C_r = \langle \chi | V_t^† X V_t - \langle \chi | V_t^† X V_t | \chi \rangle | Y - \langle \chi | Y | \chi \rangle | \chi \rangle. \quad (9)$$

Now, for simplicity we restrict ourselves to the case where the time development described by $V_t$ does not alter the expectation value of the meter observable $X$, i.e.

$$\langle \chi | V_t^† X V_t | \chi \rangle = \langle \chi | X | \chi \rangle, \quad (10)$$

under the state $|\chi\rangle$ prepared for the meter. We then find that in the linear approximation the shift becomes

$$\Delta_w^{(l)}(\theta) := \theta \cdot \frac{2}{\hbar} \text{Im} [A_w C_r]$$

$$= \theta \cdot \frac{1}{\hbar} \left\{ \text{Re} [A_w] \frac{1}{t} \langle \chi | [V_t^† X V_t, Y] | \chi \rangle + \text{Im} [A_w] \langle \langle \chi | [V_t^† X V_t, Y] | \chi \rangle - 2 \langle \chi | X | \chi \rangle \langle \chi | Y | \chi \rangle \rangle \right\}. \quad (11)$$

In the actual measurement, as in the standard measurement, we consider the meter system $K = L^2(\mathbb{R})$ with the observable $X = \hat{x}$ representing the position of the pointer of the meter. We may also have, for some experiments including those we analyze later, the ‘free’ time evolution (6) described by $V_t = e^{i\theta x t}$ with real constants $m$ and $t$ (which may or may not represent the mass and time associated with the state) yielding

$$V_t^† X V_t = \hat{x} - \frac{1}{m} \hat{p} t. \quad (12)$$

In addition, it is customary to prepare the Gaussian beam for the measurement so that the centetal position of the beam acts as the pointer of the meter. One possible case of this is that, at time $-t_0 < 0$, we provide the meter state $|\chi_0\rangle$ prior to the measurement by $|\chi\rangle = G(\chi)$ with the Gaussian profile function

$$G(x) := \frac{1}{(2\pi a^2)^{3/2}} e^{-\frac{x^2}{2a^2}}, \quad (13)$$

which evolves into the state $|\chi\rangle$ at the time of the measurement $t = 0$, that is, one may write

$$|\chi\rangle = V_0 |\chi_0\rangle, \quad (14)$$

with some unitary operator $V_0$. Another case may be that the Gaussian profile (13) is realized at $t = 0$ by the state $|\chi\rangle$ with properly chosen $|\chi_0\rangle$ and $V_0$. In any case, when the condition (10) is fulfilled for $|\chi\rangle$, we still maintain the formula of shift (11). The form of the unitary operator $V_0$ varies, analogously to the operator $V_1$, depending on the measurement we perform, and it may well be the case that the direct computation of the shift...
\[ \Delta \theta(\theta) \] is done most efficiently by using (8) with those unitary factors.

The salient feature of the weak measurement is that one may make the shift \[ \Delta \theta(\theta) \] extremely large by choosing appropriately the pair of the preselection and the postselection. This is so because, as seen in (11), the linear shift \[ \Delta \theta(\theta) \] is proportional to the weak value \[ A_w \] which can be made arbitrarily large by rendering its denominator small while keeping the numerator finite in (1), even though the shift \[ \Delta \theta(\theta) \] cannot be made arbitrarily large in the full order (see, for example [30]). A more detailed argument as to how this can be achieved will be found in appendix C. This is the reason why the weak measurement may be useful for precision measurement, as mentioned in the Introduction.

3. Measurement uncertainty

To analyze the validity of experiments, and also to find the characteristics of the weak measurement, we need to discuss the measurement uncertainty with respect to the amplification available there. In the measurement, suppose that we acquire \( n \) outputs from the detector by measuring the observable \( \hat{X} \) under the meter state \( |\zeta\rangle \) in (6) obtained after the postselection, and let \( x_i, i = 1, \ldots, n \), be the values of the outputs. We then have the experimental average \( X_n = \frac{1}{n} \sum_{i=1}^{n} x_i \), which is to be compared to the expectation value \( \langle \hat{X}|\zeta\rangle_{\text{app}} \) evaluated by using some approximation method in a given theoretical model of the total system.

3.1. Experimental and theoretical errors

Now, let us consider the difference between the experimentally obtained average value and the theoretically obtained approximated expectation value

\[ \epsilon_{\text{exp}}(n) = |X_n - \langle \hat{X}|\zeta\rangle_{\text{app}}|. \]  

We note that this is an operationally meaningful quantity in the sense that it can be obtained directly from our experiment and the theory we use. Besides, it can be decomposed into a number of errors of distinctive natures intrinsic to the measurement and the theoretical procedure we follow.

To see this, we consider the ‘true’ value \( x_i, i = 1, \ldots, n \), which would be obtained when the experiment was carried out ideally, that is, with perfect accuracy. These values give us the ‘true’ average \( X_n = \frac{1}{N} \sum_{i=1}^{N} x_i \), which, when the experiment is repeated infinitely many times, tends to the limit \( X_n = \lim_{n\to\infty} X_n \), which must coincide with the theoretical expectation value \( \langle \hat{X}|\zeta\rangle \) if the theoretical model is perfectly accurate. This motivates us to classify the difference (15) in two components of errors according to the inequality

\[ \epsilon_{\text{exp}}(n) \leq \epsilon_{\text{exp}}(n) + \epsilon_{\text{th}}, \]  

with the experimental error and the theoretical error

\[ \epsilon_{\text{exp}}(n) = |X_n - X_\infty|, \quad \epsilon_{\text{th}} = |\langle \hat{X}|\zeta\rangle_{\text{app}} - X_\infty|. \]  

Here, the meaning of \( \epsilon_{\text{exp}}(n) \) is obvious while \( \epsilon_{\text{th}} \) is understood on the grounds that we have \( X_\infty = \langle \hat{X}|\zeta\rangle \) when the theoretical model is perfect and that \( \langle \hat{X}|\zeta\rangle \approx \langle \hat{X}|\zeta\rangle_{\text{app}} \) when the approximation is exact.

The experimental error \( \epsilon_{\text{exp}} \) in (17) may further be decomposed into two distinct components according to the inequality \( \epsilon_{\text{exp}}(n) \leq \epsilon_{\text{int}}(n) + \epsilon_{\text{st}}(n) \) with the intractable error

\[ \epsilon_{\text{int}}(n) := |X_n - X_\infty|, \]  

which originates from the so-called systematic error of the measurement device but also from unknown sources inherent to the environment, and the statistical error

\[ \epsilon_{\text{st}}(n) := |X_n - X_\infty|. \]  

Analogously, the theoretical error \( \epsilon_{\text{th}} \) in (17) can also be decomposed into two distinct components under the inequality \( \epsilon_{\text{th}} \leq \epsilon_{\text{mod}} + \epsilon_{\text{app}} \) with the model error

\[ \epsilon_{\text{mod}} := |\langle \hat{X}|\zeta\rangle - X_\infty|, \]  

and the approximation error

\[ \epsilon_{\text{app}} := |\langle \hat{X}|\zeta\rangle_{\text{app}} - \langle \hat{X}|\zeta\rangle|. \]  

To sum up, these four types of errors provide the upper bound for the operational difference (see figure 1)

\[ \epsilon_{\text{op}}(n) \leq \epsilon_{\text{int}}(n) + \epsilon_{\text{st}}(n) + \epsilon_{\text{mod}} + \epsilon_{\text{app}}. \]

3.2. Errors under the fluctuation of the output number

At this point, we need to take account of the actual experimental situation of weak measurement where we cannot specify the number \( n \) of outputs on account of the fact that the positive results of postselection are not always guaranteed. One may cope with this situation by resorting to the procedure where one performs a fixed number \( N \) of trials of postselection and considers the probability distribution \( P(n) \) of the number \( n \) of getting positive results out of \( N \), where \( \sum_{n=0}^{N} P(n) = 1 \). This yields the average of the measured meter position, \( \hat{X}_N := \sum_{n=0}^{N} P(n) \hat{X}_n \). With this, we may define

Figure 1. The experimental result \( X_n \) and the theoretically evaluated value \( \langle \hat{X}|\zeta\rangle_{\text{app}} \) may differ from the ideal value \( X_\infty \) which would be obtained had we gained infinitely many outputs with perfect accuracy. The operational difference \( \epsilon_{\text{op}} \) is bounded from above by the sum of distinct components \( \epsilon_{\text{app}}, \epsilon_{\text{mod}}, \epsilon_{\text{st}}, \) and \( \epsilon_{\text{int}} \), where, \( \epsilon_{\text{app}} \) and \( \epsilon_{\text{int}} \) reside within their own ranges of uncertainties determined from the intrinsic property of our theoretical analysis and our procedure of measurement.
In order to evaluate the four types of errors introduced above, to each of them we consider an upper bound, which we call uncertainty, determined from the settings of our experiment and our theoretical procedures.

3.3.1. Intractable uncertainty. First, the intractable error \( \epsilon_{\text{int}}(n) \) derives from the systematic error, finiteness of resolution and possibly any other factors that may arise due to the environmental fluctuations. In the present discussion, we assume for simplicity that after careful calibration the corresponding component associated with it in the systematic error has been eliminated or can be ignored safely when compared to other errors. In fact, in the two experiments which we analyze later, such a component appears to be suppressed considerably well so that no particular attention to it is necessary in the final analysis.

We are thus left with the error that may arise from other causes for which we have virtually no control. To take this intractable factor into account, we employ a simple approach in which we have a uniform level of doubt associated with each output \( \tilde{x}_i \) of measurement. This situation may be described by introducing a real number \( \delta_{\text{int}} \geq 0 \) representing the degree of uncertainty around the measured outcome \( \tilde{x}_i \), with the idea that the true value should lie somewhere in the interval

\[ x_i \in [\tilde{x}_i - \delta_{\text{int}}, \tilde{x}_i + \delta_{\text{int}}]. \tag{28} \]

In this model, the uncertainty of the average of the outputs fulfills the relation

\[ \epsilon_{\text{int}}(n) = |\bar{X}_n - X_\infty| = \left| \frac{1}{n} \sum_{j=1}^{n} \tilde{x}_j - X_\infty \right| \leq \delta_{\text{int}}, \tag{29} \]

for any number \( n \), that is, the uncertainty in the average is also bounded by the parameter \( \delta_{\text{int}} \).

When the fluctuation of the output \( n \) needs to be taken into account, we need to treat \( \bar{\epsilon}_{\text{int}} \) instead of \( \epsilon_{\text{int}}(n) \). Fortunately, the averaged quantity continues to fulfill the same inequality as (29) as can be confirmed immediately

\[ \bar{\epsilon}_{\text{int}} = |\bar{X}_n - X_\infty| = \left| \frac{N}{n} \sum_{i=1}^{n} P(n)(\tilde{x}_n - X_\infty) \right| \leq \sum_{i=1}^{N} P(n)\delta_{\text{int}} = \delta_{\text{int}}. \tag{30} \]

3.3.2. Statistical uncertainty. Next, the statistical error \( \epsilon_{\text{st}}(n) \) derives from the finiteness of the number of measurements performed in the experiment. Due to the finiteness, the mean value deviates from the expectation value, and the difference is known to be proportional to the standard deviation and inversely proportional to the square root of the number of measurement outcomes. For a quantitative evaluation of the deviation, which is indispensable for our definition of statistical uncertainty, we invoke Chebychev’s inequality in its relevant form:

\[ \Pr[\epsilon_{\text{st}}(n) \leq \delta_{\text{st}}] \geq T(\delta_{\text{st}}; n), \tag{31} \]

which states that the cumulative probability distribution function \( \Pr[\epsilon_{\text{st}}(n) \leq \delta_{\text{st}}] \) of the deviation to be less than a bound \( \delta_{\text{st}} > 0 \) can be evaluated from below by the lower-bound function

\[ T(\delta_{\text{st}}; n) := \max \left[ 1 - \frac{(\Delta x)^2}{n\delta_{\text{st}}^2}, 0 \right], \tag{32} \]

with the variance of the distribution of the true values

\[ (\Delta x)^2 := \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (x_i - X_\infty)^2. \tag{33} \]

To proceed, let \( \eta \in [0, 1] \) be our assurance level of measurement, namely, the statistical uncertainty is assured to be smaller than a certain bound \( \delta_{\text{st}} \) with probability \( \eta \). From Chebychev’s inequality (31), we can put \( \eta = T(\delta_{\text{st}}; n) \), which may be used to determine the bound \( \delta_{\text{st}} \) by solving the condition

\[ \eta = 1 - \frac{(\Delta x)^2}{n\delta_{\text{st}}^2}, \tag{34} \]

unless \( n \) is too small or \( (\Delta x)^2 \) is too large for which \( T(\delta_{\text{st}}; n) \) vanishes. We are thus left with the bound for the statistical uncertainty

\[ \epsilon_{\text{st}} = |X_n - X_\infty| \leq \sqrt{\frac{(\Delta x)^2}{n(1 - \eta)}}. \tag{35} \]

Although we cannot know the variance \( (\Delta x)^2 \) given in (33) without performing the observations infinitely many times, we may instead use the theoretical variance evaluated for the
meter state $|\psi\rangle$, namely
\[ (\Delta \xi)^2 = \langle \xi | X^2 | \xi \rangle - \langle \xi | X | \xi \rangle^2, \quad (36) \]
which holds true when our theoretical model is exact (see the discussion of the model uncertainty below together with (20)).

To accommodate the possible fluctuation of output number $n$, we multiply the both sides of (31) by the probability $P(n)$, and sum over $n$ from 0 to $N$ to obtain
\[ \Pr[\xi_\text{st} \leq \xi_\text{st}] \geq r(\xi_\text{st}; N, q) \equiv \sum_{n=1}^{N} T(\delta_\text{st}; n) P(n). \quad (37) \]
At this point, we observe that, for our case of the probability distribution being given by the binomial distribution (27), the previous evaluation (31) is a special case of (37) for $q = 1$. It is intuitively clear that the lower-bound function $r(\xi_\text{st}; N, q)$ defined in (37) is a monotonically increasing function with respect to all of its parameters $\delta_\text{st}$, $N$, and $q$ (for a proof, see appendix D). Employing a similar argument used for solving $\eta$ in favor of $\delta_\text{st}$ in (34), thanks to the monotonicity of the function $r(\xi_\text{st}; N, q)$ we can solve $\eta = r(\xi_\text{st}; N, q)$ to obtain its solution $\delta_\text{st}(\eta; N, q)$ which is then used to transform (37) into
\[ \xi_\text{st} \leq \xi_\text{st}(\eta; N, q). \quad (38) \]
This shows that on average the statistical error is guaranteed to be bounded from above with probability not less than $\eta$. Due to the monotonicity of $r(\xi_\text{st}; N, q)$, it is straightforward to see that $\delta_\text{st}(\eta; N, q)$ increases monotonically with respect to $\eta$, while it decreases monotonically with respect to $N$ and $q$.

3.3.3. Model uncertainty. We now turn to the part of the theoretical error in (17). First, for the model error $\epsilon_\text{mod}$ in (20), here we simply regard our model to be exact enough so that the model error can be ignored safely, $\epsilon_\text{mod} = 0$. In fact, the two experiments which we analyze later require fairly simple settings for which the theoretical modeling is reasonably easy, and this allows us to assume that the upper bound of the model error $\epsilon_\text{mod}$ can be neglected, that is, the model uncertainty $\delta_\text{mod}$ is virtually zero $\delta_\text{mod} = 0$ compared to the other uncertainties in our analysis.

3.3.4. Approximation uncertainty. As for the approximation error $\epsilon_\text{app}$ in (21), we note that the linear approximation (11) we use will furnish a dominant factor for the error, given that the accuracy of the linear approximation is expected to be ruined when the amplification $A_w$ is taken to be too large. On account of this, and also combined with the fact that the full result can be obtained under the use of the Gaussian mode for the initial meter state in the analysis, in the present paper we assume that our approximation error just consists of the difference between the linear approximation (11) and the full result. In short, we regard the uncertainty associated with the approximation to be given by the error itself
\[ \delta_\text{app} = \epsilon_\text{app} = |\Delta^0_\text{w}(\theta) - \Delta_\text{w}(\theta)|. \quad (39) \]

3.4. Relative uncertainty
Collecting all the uncertainties mentioned above, we find that the total operational difference is bounded by$
\epsilon_\text{app} \leq \Gamma$ by the total uncertainty
\[ \Gamma := \epsilon_\text{int} + \delta_\text{mod}(\eta; N, q) + \delta_\text{app}. \quad (40) \]
We then introduce the relative uncertainty by the ratio of the shift in the actual experiment to the bound of operational difference:
\[ R := \frac{\Gamma}{\Delta_\text{w}(\theta)}. \quad (41) \]
With this $R$, one may conclude that the measurement is valid if $R < 1$ and invalid otherwise. A point to be noted is that for arguing the validity of measurement the ratio $R$ is more appropriate than the direct output values which are dependent on the scale of the measurement device.

4. Examination of two preceding experiments
We now examine, based on our theoretical framework, the two preceding experiments mentioned in the Introduction, that is, the USBD experiment by Dixon et al [17] and the SHEL experiment by Hosten and Kwiat [16].

4.1. The USBD experiment
Dixon and his collaborators have shown that tiny beam deflections and their corresponding angular deflections of a mirror can be detected using weak values [17]. We first analyze this experiment to examine its validity as precision measurement based on our theoretical framework.

4.1.1. Setup and goal of the experiment. The setup of the experiment consists of a laser, a lens, a Sagnac interferometer and a position (quadrant) detector, where one of the mirrors in the interferometer is tiltable (figure 2). The experimental group estimated the tiny angular deflection of the tiltable mirror from the beam deflection in the transverse direction obtained at the detector placed at the end of the path. The benefit of the weak measurement is that by means of ‘amplification’ the deflection of the transverse position on the detector can be much larger than the deflection $d_\text{s}$ expected from geometrical optics (which is shown by the incoming points of the dotted lines at the detector in figure 2).

The beam used in the experiment has the total wave number $k_0$, and when the tiltable mirror changes its angle, the path of the photon is slightly altered in the interferometer acquiring a small amount of transverse momentum $\hbar k$ in the clockwise case or $-\hbar k$ in the counterclockwise case. In addition, a 50/50 beam splitter is inserted together with a
Figure 2. The setup of the USBD experiment, with a slight modification for the convenience of our argument. After the photon passes the beam splitter, it goes either clockwise or counterclockwise along the path before entering the beam splitter again.

Figure 3. Expansion of the width of the Gaussian state of the mirror by the lens and propagation. The original width $a$ at the laser is expanded to $\sigma$ at the tiltable mirror and further to $\sigma_d$ at the detector. Here we have made the entire path of the photons into a straight line so that the expansion of the width along the passage is readily seen.

Figure 4. Input/output relations of the beam splitter.

phase shifter, which consists of a half wave plate and a Soleil-Babinet compensator, in order to prepare both the preselected state and the postselected state in the experiment. The amplification of the angle deflection of the mirror will then be examined by looking at the average position of photons arriving at the detector.

To describe the system, we may use the single photon model as follows. We separate the degrees of freedom of a photon into two parts, one associated with the freedom as to which path the photon takes after it exits the beam splitter, and another associated with the freedom in the transverse position of the photon along the path it takes. The former degrees of freedom are considered to be the target system $\mathcal{H}$ whereas the latter corresponds to the auxiliary meter system $\mathcal{L}$ where we choose $\mathcal{L} = \hat{X} \hat{x}$ for the observable of the measurement. Denoting the basis states in the former space $\mathcal{H}$ by $|l\rangle$ when it takes the counterclockwise path and similarly by $|r\rangle$ when it takes the clockwise path, we have

$$\mathcal{H} = \text{span} \{ |l\rangle, |r\rangle \}. \quad (42)$$

In this experiment, the meter state $|\chi_0\rangle \in \mathcal{K}$ is prepared by the Gaussian state $\langle x|\chi_0\rangle = G(x)$ given by (13). To find the time development of the meter state, we employ the paraxial approximation with the effect of the lens being taken into account, in which the unitary operator $V_0$ needed to obtain the meter state $|\chi\rangle$ reads (see appendix E)

$$V_0 = e^{i \frac{\alpha}{\hbar} \hat{x}^2} e^{\frac{\beta}{\hbar} \hat{x}^2} \quad (43)$$

where $l_{lm}$ is the distance between the lens and the tiltable mirror along the beam path, $s_i$ is the image distance of the lens [25] (see figure 3), and $\hat{k}_z = \hat{p}_z / \hbar$ is the wave number operator along the $x$ direction (here we have used $\hat{p}_z$ for the momentum operator conjugate to $\hat{x}$ which we denoted by $\hat{p}$ earlier). The initial meter state, given by (14), now reads

$$\langle x|\chi\rangle = \left( \frac{\alpha}{2 \pi (\alpha^2 + \beta^2)} \right)^{1/4} \exp \left( -\frac{\alpha - i \beta}{4 (\alpha^2 + \beta^2)} x^2 \right) \quad (44)$$

where

$$\alpha = \frac{s_i^2 a^2}{s_i^2 + 4 k_0^2 a^4}, \quad \beta = \frac{l_{lm}}{2k_0} + \frac{2s_i k_0 a^4}{s_i^2 + 4 k_0^2 a^4} \quad (45)$$

for which the average of the meter position vanishes $\langle x|\chi\rangle = 0$.

To describe the process of the beam splitter, we consider a matrix $M_{\text{BS}}$ corresponding to the process

$$M_{\text{BS}} = \frac{1}{\sqrt{2}} I + \frac{i}{\sqrt{2}} (|l\rangle \langle r| + |r\rangle \langle l|) \quad (46)$$

In the experiment, incoming photons come from below in figure 4, namely as the state $|\hat{b}\rangle (= |r\rangle)$ and outgoing photons are written as

$$M_{\text{BS}} |\hat{b}\rangle = M_{\text{BS}} |\hat{r}\rangle = \frac{1}{\sqrt{2}} (|l\rangle + i |l\rangle) \quad (47)$$

4.1.2. Measurement operator and state preparation. In order to characterize the choice of the path of the photons, we may introduce the observable operator

$$A = |r\rangle \langle r| - |l\rangle \langle l| \quad (48)$$

which has the eigenvalue $+1$ for the counterclockwise path and $-1$ for the clockwise path. The unitary evolution operator

$$A = |r\rangle \langle r| - |l\rangle \langle l| \quad (48)$$

which has the eigenvalue $+1$ for the counterclockwise path and $-1$ for the clockwise path. The unitary evolution operator
describing the reflection of the beam at the tiltable mirror is
\[ U(k) = e^{ikAz}. \] (49)

This unitary operator is the one we encountered as (2) in section 2, where the parameter \( \theta \) now corresponds to \(-\hbar k\), the target system operator \( A \) is given by (48), and \( Y \) is given by the position operator \( \hat{x} \). Clearly, our theoretical model fits into the framework presented in the previous sections.

The preselected state in the present experiment is the state just before the reflection at the tiltable mirror. Note that, the photons which take the counterclockwise path pass through the phase shifter before the reflection, while those which take the clockwise path do not (see figure 2). Consequently, the phase shift operation on the photon which take the counterclockwise path reads
\[ O_{l} = e^{i\varphi} |r\rangle \langle l| \] (50)
where the phase \( \varphi/2 \) is provided by the phase shifter. The preselected state is given by
\[ |\psi\rangle = O_{l}M_{BS}|b\rangle = \frac{1}{\sqrt{2}}(e^{i\varphi}|r\rangle + i|l\rangle). \] (51)

On the other hand, the postselected state \(|\phi\rangle\) corresponds to the state just after the reflection on the tiltable mirror is given by
\[ |\phi\rangle = O_{l}M_{BS}|d\rangle = \frac{1}{\sqrt{2}}(i|r\rangle + e^{i\varphi}|l\rangle), \] (52)
where the phase shift operation to the photon which goes clockwise reads
\[ O_{l} = |r\rangle \langle r| + e^{i\varphi}|l\rangle \langle l|. \] (53)
We mention that, although our expressions of the preselected state and the postselected state are slightly different from the original ones given in [17], the outcome of the measurement remains the same because whichever two you choose from operators \( O_{r}, O_{l} \), and \( A \) are commutative.

The weak value, which is defined in (1), then reads
\[ A_{w} = -i \cot \frac{\varphi}{2}, \] (54)
which is purely imaginary. Note that, for small \( \varphi \), the transition amplitude \( \langle \phi | \psi \rangle \) becomes small as well, implying that the beam coming out of the Sagnac interferometer toward the detector will be dark. In other words, we employ this ‘dark port’ in our weak measurement by choosing the dark beam for the postselected state.

After the postselection, the meter state |\( \zeta \rangle \) becomes (5) with the unitary operator \( U \) given in (49). We also need to specify the unitary operator \( V_{l} \) given in (5) that represents the time development of the meter state |\( \zeta \rangle \) under the beam propagation from \( z = 0 \) to \( z = l_{m} \) before the photon reaches the detector. In our paraxial approximation (see appendix E), we find
\[ V_{l} = e^{-\frac{z^{2}}{2w_{0}^{2}}}. \] (55)

Adopting the procedure given in [25], one can obtain the expectation value of the meter observable \( |\chi\rangle \) as
\[ \langle \zeta | \hat{\chi} | \zeta \rangle = \frac{2k \text{ Im}[A_{w}] \sigma d \exp[-2k^{2}l^{2}]}{1 + \frac{1}{2} \text{ Im}[A_{w}]^{2} - 1}(1 - \exp[-2k^{2}l^{2}]), \] (56)
where
\[ \sigma = l_{m} a + l_{m} \sigma d, \] (57)
which is defined from the path length \( l_{m} \) between the lens and the mirror and also from the path length \( l_{m} \) between the mirror and the detector. In the above, \( a = 640 \mu m \) is the beam width at the lens provided by the laser beam source (see figure 3) and \( \sigma d \) is the beam width at the detector tuned by the lens. In the linear approximation in the coupling \( k \), the result (56) reduces to
\[ \langle \zeta | \hat{\chi} | \zeta \rangle = 2k \text{ Im}[A_{w}] \sigma d \sigma + O(k^{2}). \] (58)

We note that with the unitary operator \( V_{l} \) in (55) we have
\[ \langle \chi | V_{l}^{*} \hat{X} V_{l} | \chi \rangle = 0 \] (59)
so that the condition (10) is fulfilled. From this, we learn that the full shift \( \Delta_{w}(k) \) corresponding to (7) (where we have set \( \theta = \hbar k \) as mentioned before) is given by \( \Delta_{w}(k) = \langle \zeta | \hat{\chi} | \zeta \rangle \) in (56), while that of the linear approximation (11) is given by
\[ \Delta_{l}^{(1)}(k) = 2k \text{ Im}[A_{w}] \sigma d \sigma. \] (60)

The approximation error \( \epsilon_{\text{app}} \), which is equal to the approximation uncertainty \( \delta_{\text{app}} \) in our approach, can be obtained from the difference between these shifts.

4.1.3. Parameter setting for simulation and results. To estimate the uncertainties \( \delta_{\text{int}}, \delta_{\text{det}}(\eta, N, q) \), \( \delta_{\text{app}} \) explicitly, we need to know the parameters used in the actual experiment. First, to determine the value of \( \delta_{\text{int}} \), we recall that in the experiment the measurement outcome is shown with ‘random error’, which presumably refers to the statistical deviation with respect to different bunches of photons injected in every 1/200 s. This allows us to choose the value
\[ \delta_{\text{int}} = 30 \mu m, \] (61)
which is the maximal size of the error bar attached to the measurement results shown in figure 2 of [17].

Next, the beam used has the total wave number \( k_{0} = 2\pi/\lambda = 8.06 \mu m^{-1} \), which corresponds to the wave length \( \lambda = 780 \text{ nm} \). The angle of the tilted mirror is fixed in such a way that the unamplified deflection at the detector is \( d_{l} = 2.95 \mu m \) (see figure 2), which translates into the value \( k = 2.08 \times 10^{-5} \mu m^{-1} \). Then, the trial number \( N \), which is the number of photons injected in the interferometer, may be estimated from the laser power \( P = 3.2 \text{ mW} \) and the wave length \( \lambda \). From these values, the photon number per second is estimated as
\[ \frac{P \lambda}{hc} = 1.3 \times 10^{16} \text{ s}^{-1}, \] (62)
where \( h \) is the Planck constant and \( c \) is the speed of light. Since

\[ \text{Im}[A_{w}] = 1 \times 10^{-4}, \] (63)

\[ \sigma d = 1 \times 10^{-3}, \] (64)

\[ \sigma = 2 \times 10^{-3}, \] (65)

\[ \eta = 0.3. \] (66)

\[ \text{Im}[A_{w}] = 1 \times 10^{-4}, \] (67)

\[ \sigma d = 1 \times 10^{-3}, \] (68)

\[ \sigma = 2 \times 10^{-3}, \] (69)

\[ \eta = 0.3. \] (70)

\[ \text{Im}[A_{w}] = 1 \times 10^{-4}, \] (71)

\[ \sigma d = 1 \times 10^{-3}, \] (72)

\[ \sigma = 2 \times 10^{-3}, \] (73)

\[ \eta = 0.3. \] (74)

\[ \text{Im}[A_{w}] = 1 \times 10^{-4}, \] (75)

\[ \sigma d = 1 \times 10^{-3}, \] (76)

\[ \sigma = 2 \times 10^{-3}, \] (77)

\[ \eta = 0.3. \] (78)
Figure 5. Shift/uncertainties (left) and relative uncertainties (right) as functions of \( \text{Im}[A_w] \) obtained at \( \sigma_d = 750 \text{ \mu m} \). The zones colored in cyan cover the actual values of \( \text{Im}[A_w] \) used in the experiment.

the sampling rate of the detector is 200 Hz, the photon number \( N \) is found to be

\[
N = \frac{P \lambda}{hc} \cdot \frac{1}{200} = 6.5 \times 10^{13}.
\]  

(63)

In our numerical analysis, however, we adopt the number \( 10^8 \) for \( N \) for computational convenience. This is allowed because one can show that a smaller \( N \) gives a larger statistical uncertainty (see appendix D) and hence our examination provides a stricter condition than the actual one. Another point that should be noted in this regard is that, in the actual experiment, an extra 50/50 beam splitter is inserted to observe the beam structure with a CCD camera (which are not shown in figure 2). Although this beam splitter will halve the number of photons that reach the detector, this change is negligible since it is much smaller than the ratio of reduction from \( 10^{13} \) to \( 10^8 \) mentioned above.

In order to find out the value of \( \delta_d(\gamma; N, q) \), we need to choose our assurance level \( \eta \) of measurement. We do this by setting \( \eta = 0.95 \) as a reasonable level of statistical confidence. Another ingredient needed is the quadratic moment of the meter state \( |\psi\rangle \)

\[
\langle \hat{c}^2 | \psi \rangle = \sigma_d^2(1 + \text{Im}[A_w]^2 + (1 - \text{Im}[A_w]^2)(1 - 4k^2\sigma_d^2)e^{-2k\sigma_d^2})
\]

\[
\frac{1 + \text{Im}[A_w]^2 + (1 - \text{Im}[A_w]^2)e^{-2k\sigma_d^2}}{1 + \text{Im}[A_w]^2 + (1 - \text{Im}[A_w]^2)e^{-2k\sigma_d^2}}
\]  

(64)

which is used to evaluate the lower-bound function \( T(\delta_d; n) \) in (32) by estimating the variance \( (\Delta \lambda)^2 \) in (33) based on the relation (36) for \( X = \hat{c} \). With the value of \( N \) in (63) and the postselection rate \( q \) in (26), the value of \( \delta_d(\gamma; N, q) \) can be determined numerically.

These two upper bounds obtained above, \( \delta_{\text{unc}}, \delta_d(\gamma; N, q) \), are shown in figure 5 (left) as functions of \( \text{Im}[A_w] \), together with \( \Delta_w(k) \), \( \epsilon_{\text{app}} \), for the width \( \sigma_d = 750 \text{ \mu m} \) which we choose as a representative point. The total upper bound \( \Gamma = \delta_{\text{unc}} + \delta_d(\gamma; N, q) + \delta_{\text{app}} \) in (40) is also indicated. The curves shown in figure 5 (right) are relative ratios for each of the uncertainties with respect to the shift and their total ratio which is the relative uncertainty \( R \) in (41).

By looking at the shift formula (56) and (59), we observe that the amplification is implemented in the experiment by two means: one through the choice of the relative phase \( \varphi \) which leads to the amplification of the weak value \( A_w \) (or more precisely its imaginary part \( \text{Im}[A_w] \)) itself, and the other through the choice of the width \( \sigma_d \) of the Gaussian mode of the meter state. In what follows, the validity of the measurement under each of these two means is examined separately.

\textit{a. Weak value dependence.} In the experiment, the phase \( \varphi \) was chosen so that the imaginary part of the weak value \( \text{Im}[A_w] \) in (54) becomes 6.57, 9.93, 15.9. In figure 5, the zone colored in cyan covers the three values of \( \text{Im}[A_w] \) used in the experiment. Viewed from the shift \( \Delta_w(k) \) and the relative uncertainty \( R \), we immediately observe that, according to our criterion mentioned when we defined \( R \) before, the three values \( \text{Im}[A_w] \) used in the experiment are in the safe region where the measurement is valid. In fact, it is amusing to observe that the ratio \( R \) has its minima at around \( \text{Im}[A_w] \approx 15 \) and that the largest value \( \text{Im}[A_w] = 15.9 \) used in the experiment is found to be close to this optimal point.

\textit{b. Beam width dependence.} In the experiment, in addition to the value \( \sigma_d = 750 \text{ \mu m} \), various other values in the region \( 300 < \sigma_d < 1300 \) are also adopted for the beam width. We analyze the variation of the shift \( \Delta_w(k) \) and the relative uncertainty \( R \) when we vary the width \( \sigma_d \) at the fixed value of the weak value \( \text{Im}[A_w] = 10 \) (see figure 6). As before, for both the shift \( \Delta_w(k) \) and the relative uncertainty \( R \), the operational difference is determined primarily by the intractable uncertainty. Our analysis shows that using larger beam widths can improve the ratio \( R \), if the technical problems which have prevented us from going there in the actual experiment can be removed.

4.2. The SHEL experiment

Hosten and Kwiat observed the spin Hall effect using weak measurement [16] by detecting an extremely tiny spin-dependent shift perpendicular to the refractive index gradient for photons. We next analyze this measurement to examine if it is valid as precision measurement according to our criterion.

4.2.1. Setup and goal of the experiment. The setup consists of a laser, two polarizers, two lenses, a variable angle prism, a half wave plate, and a position detector (figure 7). When the laser beam passes through the prism, spin-dependent shift perpendicular to the incident direction occurs on the variable
angle prism. This spin Hall effect predicts position shifts of photons, which are too tiny to detect with a simple use of the photon detector. With weak measurement, Hosten and Kwiat has succeeded to detect it by amplifying the shift.

As in the previous case, the experiment is modeled by separating the degrees of freedom of a photon into two parts, one associated with the spin freedom, and another associated with the freedom in the transverse position of the photon along the path it takes. The former degrees of freedom are considered to be the target system $\mathcal{H}$ whereas the latter corresponds to the auxiliary meter system $\mathcal{K}$. Denoting the basis states in $\mathcal{H}$ by $|\pm\rangle$ when the spin is along the direction of the propagation while by $|\mp\rangle$ when it is along the opposite direction, we have

$$\mathcal{H} = \text{span}\{|\pm\rangle, |\mp\rangle\},$$

again with $\mathcal{K} = L^2(\mathbb{R})$.

The initial state $\chi(x)$ of the meter system is obtained by taking account of the propagation effect and the lens effect during the passage from Lens 1, where we prepare the Gaussian state $\langle x|\chi_0\rangle = G(x)$ in (13), to the prism. This is done, as in the previous case (43), by applying the unitary operator

$$V_0 = e^{i\frac{\beta}{2a^2} k x^2} e^{-\frac{\beta}{2a^2} k x^2},$$

on the state $|\chi_0\rangle$, where $z_{lp}$ is the distance between Lens 1 and the prism (see figure 7).

The initial meter state, given by (14), takes again the form (44) but with

$$\alpha = \frac{z_{lp}^2 a^2}{z_{lp}^2 + 4k_0^2 a^4}, \beta = \frac{z_{lp}}{2k_0} + \frac{2z_{lp} k_0 a^2}{z_{lp}^2 + 4k_0^2 a^4}$$

In this case, we can easily check $z_{lp}^2 k_0^2 \ll k_0^2 a^4$ with parameters given later (see the part of parameter setting below) so that $\beta$ can be ignored compared to $\alpha$. This allows us to simplify (44) into the Gaussian function $G(x)$ with $\alpha$ replaced by $\alpha$, that is

$$\langle x|\chi\rangle = \left(\frac{1}{2\pi\alpha}\right)^\frac{3}{4} \exp\left(-\frac{x^2}{4\alpha}\right). \tag{68}$$

4.2.2. Measurement operator and state preparation. In order to characterize the spin, we may introduce the operator

$$A = |+\rangle \langle +| - |\mp\rangle \langle \mp|,$$

which has the eigenvalue $+1$ for the $|+\rangle$ state and $-1$ for the $|\mp\rangle$ state. When the beam goes through the prism, the beam is slightly shifted in the direction perpendicular to the direction of beam propagation with the sign $\pm$ depending on the spin $|\pm\rangle$ of the photon, which is the spin Hall effect. Introducing the coordinate in which the beam propagates along the $z$-direction and the shift takes place in the $x$-direction, the unitary evolution operator describing this is found to be

$$U(g) = e^{-i\theta A \otimes k_\mp}.$$

Here, the parameter $\theta$ in (2) in section 2 now corresponds to $g$ which is determined by the shift, and the operator $A$ is given by (69). The operator $Y$ corresponds to the momentum operator $k_\mp$ perpendicular to the direction of propagation.

The preselected state $|\psi\rangle$ of the target system in the present experiment is

$$|\psi\rangle = \frac{1}{\sqrt{2}}(|+\rangle + |\mp\rangle),$$

which is prepared by adjusting the polarizer 1 properly. We then choose the postselected state

$$|\phi\rangle = \frac{1}{\sqrt{2}i} (e^{i\frac{\beta}{2a^2} k} |+\rangle - e^{-i\frac{\beta}{2a^2} k} |\mp\rangle),$$

4.2.2. Measurement operator and state preparation. In order to characterize the spin, we may introduce the operator

$$A = |+\rangle \langle +| - |\mp\rangle \langle \mp|,$$
which can be realized by adjusting the angle parameter $\varphi$ of the polarizer 2 (see figure 8). The weak value, which is defined in (1), then reads

$$A_w = i \cot \varphi.$$  \hspace{1cm} (73)

After the postselection, we obtain the meter state $|\zeta\rangle$ as (5) with the unitary operator (70).

To describe the meter state $|\zeta\rangle$, we adopt the paraxial approximation which we used in analyzing the USBD experiment. The change of the meter state after the beam enters the variable angle prism occurs in two steps. The first is the change caused by the spin Hall effect implemented by the unitary operator (70) we have already mentioned. Now we consider the meter state just after Lens 2 at $z_{\text{eff}} = z_1 + z_2 \approx 125$ mm (see figure 7). As in the previous case of the experiment, we have

$$V_1 = e^{-i\frac{g_1^2}{2\alpha}z_{\text{eff}}},$$  \hspace{1cm} (74)

which yields the meter state $|\zeta\rangle = V_1|\xi\rangle$ in (6).

To calculate the position expectation value of this meter state, which corresponds to the shift of the center of arriving photons, one can use (12) to obtain

$$\langle \zeta | \hat{x} | \zeta \rangle = gF \cot \varphi + O(g^2),$$  \hspace{1cm} (75)

where $F = z_{\text{eff}}/(2k_0\alpha)$ is the geometrical amplification factor. In fact, in the present case where the meter state $|\xi\rangle$ is given by the Gaussian state, the expectation value can be evaluated fully without approximation [29, 31], which yields the shift of the meter variable as

$$\langle \zeta | \hat{x} | \zeta \rangle = \frac{gF \operatorname{Im}[A_w]}{1 + \frac{1}{2}[(\operatorname{Im}[A_w])^2 - 1]} \left(1 - \exp\left[-\frac{g^2}{2\alpha}\right]\right),$$  \hspace{1cm} (76)

where now we have $\operatorname{Im}[A_w] = \cot \varphi$. Obviously, for small $g \ll \sqrt{\pi}$, the expectation value reduces to (75).

As before, the shift of the meter variable is then given by the expectation value $\Delta_w(g) = \langle \zeta | \hat{x} | \zeta \rangle$ in (76), while that of the linear approximation (11) is given by

$$\Delta_w^{(1)}(g) = gF \cot \varphi.$$  \hspace{1cm} (77)

The approximation uncertainty $\delta_{\text{app}} = \epsilon_{\text{app}}$ can be obtained from the difference between these shifts.

4.2.3. Parameter setting for simulation and results. As before, in order to estimate the uncertainties $\delta_{\text{int}}, \delta_{\text{et}}(\eta, N, q)$, $\delta_{\text{app}}$ explicitly, we need to figure out the parameters used in the actual experiment.

First, to determine the value of $\delta_{\text{int}}$, we refer to [16]. It is stated that the unwanted shifts caused by rotating the polarizer are about the order of 10 $\mu$m, which appears to provide a dominant factor to determine the intractable uncertainty in our discussion. From this we choose our parameter

$$\delta_{\text{int}} = 10 \, \mu m.$$  \hspace{1cm} (78)

As for the number of photons used in the experiment, we may estimate it as $3.2 \times 10^{16}$ per second from the laser power 10 mW and the wave length 633 nm stated in [16]. However, in our numerical simulation, for the trial number $N$ we adopt the value $10^6$ for computational convenience, since the difference between them is insignificant statistically and does not affect the results of our simulation.

In order to find out the value of $\delta_{\text{et}}(\eta, N, q)$, we again choose our assurance level $\eta$ by $\eta = 0.95$. Another ingredient needed is the quadratic moment

$$\langle \zeta | \hat{x}^2 | \zeta \rangle = \alpha + \frac{g^2}{4\alpha k_0^2} \left(1 + \frac{1}{2}[(\operatorname{Im}[A_w])^2 - 1][1 - \exp\left(-\frac{g^2}{2\alpha}\right)]\right),$$  \hspace{1cm} (79)

which is used to evaluate the lower-bound function $T(\delta_{\text{et}}, n)$ in (32) by estimating the variance $(\langle \hat{x} \rangle^2)$ in (33) based on the relation (36) for $X = \hat{x}$. Again, with the value of $N$ and the postselection rate $q$ in (26), the value of $\delta_{\text{et}}(\eta, N, q)$ can be determined numerically.

In this experiment, the coupling $g$ depends on the setting of the variable angle prism, namely, the incident angle of the beam. The main result of the paper [16] is the confirmation of the dependence predicted theoretically when the spin Hall effect exists. We check the validity of this experiment in view of two points, the choice of the weak value (or postselection) and the range of the coupling employed.

a. The choice of the weak value. In the experiment, the postselection is made so that $\operatorname{Im}[A_w]$ is fixed to the value $57.3 \pm 0.7$ for the angle of the prism smaller than $56^\circ$, or to the value $31.8 \pm 0.2$ for the angle of the prism larger than $56^\circ$. In both cases, the ratio $R$ is found well below 1, indicating that the measurement is valid (see figure 9). It is noteworthy that the value $\operatorname{Im}[A_w] = 57.3 \pm 0.7$ is close to the optimal point $64.2$ of the ratio $R$. 

![Figure 8. Preselection by Polarizer 1 and postselection by Polarizer 2 tilted by angle $\varphi$.](image-url)
b. Coupling dependence. In the experiment, the coupling constant is varied in the region $2 < g < 65$. We analyze the variation of the shift and uncertainties (figure 10; left) and the relative uncertainties (figure 10; right) in this region for $g$ at the fixed value of the weak value $\text{Im}[A_w] = 57$. From this, it is observed that the entire region of $g$ is in the safe zone of $R$ of less than 1, and that it covers the optimal value of $g$ around 40. We thus find that the measurement as a whole is not just valid as precision measurement but is almost an optimal one, even though the measurements with values near $g = 2$ are almost at the lower limit according to our criterion.

5. Conclusion and discussions

In this paper, we have presented a general framework of evaluating the validity of a weak measurement based on the analysis of uncertainty estimation associated with the measurement and the theoretical evaluation we use. The difference between the experimentally obtained value (the average shift of the meter) and the theoretically evaluated value is caused from the error in experiment and also from the error inherent to theory. The experimental error arises from the statistical and the remaining intractable errors including the systematic ones, whereas the theoretical error originates from the modeling inaccuracy of the system and the error in approximation.

These four types of errors are then bounded from above by their respective uncertainties determined from the experimental settings and the theoretical procedures. All these uncertainties are combined to furnish the total uncertainty associated with the weak measurement, and the ratio of the total uncertainty and the shift of the meter forms the relative uncertainty $R$ in (41). Finally, the value of $R$ is used to determine the validity of the weak measurement: if $R < 1$, then the measurement is valid, while if $R \geq 1$, the measurement is invalid.

In order to evaluate the four uncertainties explicitly, we need to look into the detail of the actual procedures of the measurement and the theoretical calculation. We may also be required to supplement this with a set of reasonable assumptions when no definite procedure to determine the uncertainties is available. In the present paper, with the purpose of applying our framework to examine the two preceding experiments of weak measurement used for precision measurement, the SHEL experiment [16] and the USBD experiment [17], we have adopted the following assumptions:
1. The intractable uncertainty has a definite upper bound.
2. The statistical uncertainty stems solely from the probability distribution of the success rate of the postselection in the weak measurement.
3. The model we are using is accurate enough so that the model uncertainty can be ignored.
4. The Gaussian state (13) prepared for the meter is exact. This implies that our approximation uncertainty is just the difference between the results obtained by the linear approximation in the coupling constant and that of the full computation available for the Gaussian state.

Based on our scheme and the above supplemental assumptions, we have analyzed the aforementioned two experiments. Our results show that both of the experiments are indeed valid as weak measurement, on the ground that all the scales of amplification of the weak value utilized for the precision measurement are well within the valid range of $R < 1$. Moreover, it is observed that the scales of amplification used in the two experiments lay in the vicinity of the optimal point where $R$ takes its minimum.

One may wonder whether this outcome ought to be rightly expected from the beginning, since any reasonable experimenter will determine the meaningful regime of measurement from the various errors accompanied by the apparatus and the theory used for the measurement. However, since the weak measurements involve the extra step of postselection which is absent in the conventional measurements, there appears a nontrivial tradeoff relation among the errors (especially between the intractable and the approximation errors). This requires us to take account of the tradeoff relation in a coherent manner in determining the valid regime of measurement. We did this by taking the ratio $R$ as a function of the weak value amplification scale. The behavior of the ratio $R$ under the variation of the amplification scale provides us with useful insights, which cannot be obtained by simply treating the errors individually. For instance, we recognize that the amplification scale in both the USBD and the SHEL experiments could safely be made larger if no extra source of errors would arise (see figures 5 and 9).

It has been suggested (see, e.g. [32, 33]) that imaginary weak values are preferred for precision measurement on the ground that the noise (jitter or turbulence) can then be made insignificant with respect to the Fisher information/signal-to-noise ratio when the width of the beam is made sufficiently larger. In fact, we may argue that similar observations can be made in both of the experiments we analyzed where the weak values are chosen to be pure imaginary. This can be seen if we identify effectively the size of the noise (e.g. the jitter parameter $J$ in [32, 33]) with our intractable parameter $\delta_{int}$ and observe, for instance, that in figure 6 the ratio $\delta_{int}/\Delta_w$ decreases for larger width $\sigma_b$. More generally, even when both the real and imaginary parts of the weak value are non-vanishing, under the assumption that the beam is provided by the Gaussian profile (13) with the evolution (12), the beneficial aspect of imaginary weak values may be apparent in our basic formula (11), where $\text{Im}[A_w]$ is multiplied by the term proportional to the variance (width) of the beam while $\text{Re}[A_w]$ is multiplied by a constant. When the width is made larger, the presence of the imaginary part $\text{Im}[A_w]$ becomes crucial for gaining a larger shift and thereby offsetting the noise.

In our analysis, we have adopted assumption 3 since it is deemed reasonable for the two experiments for which the underlying physical mechanisms are more or less clear. However, if this is not the case, one needs to consider improvement of the model by looking for the cause of deviation from the actual measurement results. In fact, in the USBD experiment the deviation became manifest when a higher amplification rate was sought for. It has been argued in [17] that this occurs under low intensity where the stray light incident becomes significant, suggesting that a proper improvement of our model needs to be done to reckon with this effect.

The assumption 4 is adopted for the reason that, in general, the amplified meter shift is expected to be proportional to the weak value in the linear approximation, which has been the prime motivation for the application of weak measurement for precision measurement. However, if the full result of the meter shift can be obtained without such approximation, we no longer need to fall back on the evaluation of the approximation uncertainty with the linear approximation. In fact, the preparation of the Gaussian state for the meter system considered in our argument offers such a case where the full result is available. If we take this particularity into account, we are allowed to set simply $\epsilon_{app} = 0$. 

![Figure 11. Relative uncertainty $R = \Gamma/\Delta_w$ and its components based on the full result of the meter shift for which $\epsilon_{app} = 0$: the USBD experiment (left) and the SHEL experiment (right).](image-url)
Then, the outcome of the analysis, performed by eliminating the approximation uncertainty, changes as figure 11. This shows that, in principle, much stronger amplification of the weak value can be utilized than those used in the actual experiments attaining higher precision.

We should also note that the result of our analysis may turn out to be quite different if a distinct assumption for the nature of the intractable uncertainty is adopted. The ambiguity in the choice of probability distribution for the meter position provides another factor for obtaining different outcomes. Besides, although we have chosen our intractable uncertainty to be independent of the trial number $N$, when the measurement outcome suffers from an external noise dictated by some probability distribution like those analyzed in [33], the intractable uncertainty becomes dependent on the trial number $N$, which could alter our result of analysis as well. In any case, the determination of the intractable uncertainty seems to be an important element for improving our framework.

Despite all these technical details and ambiguities associated with the actual procedures of experiment and theoretical analysis, we hope that the scheme we presented in this paper serves as a basis to examine the validity of weak measurement, irrespective of whether it is for precision measurement in general, as such a method is very much in need in view of the future extension of the application of weak measurement, irrespective of whether it is for precision measurement or not. Our analysis on the two previous experiments given here may be regarded as a first test for the soundness of our scheme, and although the results seem to suggest that it is affirmative, we wish to see more examples to confirm it further.
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Appendix A. Position shifts in the standard measurement

We first derive the formula (4) of the pointer shifts in the standard von Neumann measurement.

Prior to the interaction, the combined system is assumed to be in the product state $|\Psi\rangle = |\psi\rangle |\chi\rangle$, where $|\psi\rangle \in \mathcal{H}$ is the state of the system and $|\chi\rangle \in \mathcal{K}$ is the state of the meter. The final state of the combined system is

$$|\Phi\rangle = e^{-i[A \otimes Y]} |\psi\rangle |\chi\rangle. \quad (A1)$$

The expectation value of the pointer after the interaction then reads

$$\langle \Phi | I \otimes X | \Phi \rangle = \langle \Psi | e^{i[A \otimes Y]} (I \otimes X) e^{-i[A \otimes Y]} | \Psi \rangle \quad (A2)$$

Using the Baker–Campbell–Hausdorff formula

$$e^P Q e^{-P} = e^{i[A \otimes Y] X} = I \otimes X + i \theta \left[ A \otimes Y, I \otimes X \right]$$

we obtain

$$e^{i[A \otimes Y] X} e^{-i[A \otimes Y]} = I \otimes X + \theta A \otimes I \quad (A4)$$

on account of $[Y, X] = -i\hbar$. This implies

$$\langle \Phi | I \otimes X | \Phi \rangle = \langle \Psi | I \otimes X | \Psi \rangle + \theta \langle \psi | A | \psi \rangle \quad (A5)$$

from which we obtain

$$\Delta(\theta) = \langle \Phi | I \otimes X | \Phi \rangle - \langle \Psi | I \otimes X | \Psi \rangle = \theta \langle \psi | A | \psi \rangle \quad (A6)$$

which is (4). Note that this result holds for all orders of the coupling $\theta$.

Appendix B. Position shifts in the weak measurement

We next provide the formula of the position shift in the weak measurement interaction mentioned in (2). Recall first that $|\zeta\rangle$ is the state of the meter after the postselection (5), where $U(\theta) = e^{-i[A \otimes Y]}$ describes the measurement interaction mentioned in (2). With the possible time development $|\zeta\rangle = V|\xi\rangle$ with a unitary operator $V_j$ in (5), we obtain the expectation value

$$\langle \zeta | X | \zeta \rangle = \langle \chi \rangle \left( V^\dagger_j X V_j (1 + i \theta) | \zeta \rangle \right)$$

Considering terms up to the linear order in $\theta$, the expectation value becomes

$$\langle \zeta | X | \zeta \rangle \approx \langle \chi \rangle \left( V^\dagger_j X V_j (1 + i \theta) | \zeta \rangle \right)$$

$$\approx \langle \chi \rangle \left( V^\dagger_j X V_j (1 + i \theta) | \zeta \rangle \right)$$

$$= \langle \chi \rangle \left( V^\dagger_j X V_j | \zeta \rangle \right) + \theta \cdot \frac{2}{\hbar} \text{Im}[A_w \langle \chi | V^\dagger_j X V_j | \chi \rangle]$$

up to the linear order ignoring $O(\theta^2)$, where $A_w$ is the weak value in (1) and $C_j$ is the modified covariance defined in (9).
From this, we learn that the shift of the meter variable $X$ in the weak measurement is indeed given by the formula (8):
\[
\Delta_n(\theta) = \langle \chi | X | \zeta \rangle - \langle \chi | X | \chi \rangle = \langle \chi | V_1^* X V_1 | \chi \rangle - \langle \chi | X | \chi \rangle + \theta \cdot \frac{2}{\hbar} \text{Im}[A_n C_n] + O(\theta^2).
\]

(B3)

Appendix C. Limitless amplification of weak value

Let $A$ be a quantum observable on $\mathcal{H}$ with dim $\mathcal{H} \geq 2$. One then may choose two states $|\psi\rangle$, $|\psi^+\rangle \in \mathcal{H}$ fulfilling
\[
\langle \psi | \psi \rangle = 0, \quad \langle \psi | A | \psi^+ \rangle = 0.
\]
Given any $z \in \mathbb{C}$, if we choose
\[
|\phi(z)\rangle = \frac{|\psi\rangle + z^* |\psi^+\rangle}{\sqrt{||\psi||^2 + ||z^\ast||^2 ||\psi^+||^2}},
\]
for our postselected state $|\phi\rangle = |\phi(z)\rangle$, we find that the weak value becomes
\[
A_n(z) = \frac{\langle \phi(z) | A | \psi\rangle}{\langle \phi(z) | \psi\rangle} = \langle \psi | A | \psi \rangle + z \cdot \frac{\langle \psi^+ | A | \psi\rangle}{||\psi||^2}.
\]

(C2)

Since $z$ can be chosen arbitrarily, the weak value may take an arbitrary value, implying that it can be amplified as much as we like.

Appendix D. Monotonicity of the lower-bound function

We prove that the lower-bound function $r(\delta; N, q)$ given in (32) is a monotonically increasing function with respect to all of its parameters $\delta$, $N$, and $q$.

With the binomial distribution (27), we first observe that, as a finite weighted average of monotonically increasing functions (32), monotonicity with respect to $\delta$ is trivial. To see the monotonicity with respect to $N$, for convenience we extend formally the range of $n$ in $\left(\begin{array}{c} N \\ n \end{array}\right)$ from non-negative integers to integers $n \in \mathbb{Z}$ by defining $\left(\begin{array}{c} N \\ n \end{array}\right) = 0$ for negative $n$ and thereby confirm the formula
\[
\text{Bi}(n; N + 1, q) - \text{Bi}(n; N, q) = q(\text{Bi}(n - 1; N, q) - \text{Bi}(n; N, q)),
\]
(D1)

for $N \in \mathbb{N}$, which can be directly obtained by a simple application of the recursive formula,\[
\left(\begin{array}{c} N + 1 \\ n \end{array}\right) = \left(\begin{array}{c} N \\ n \end{array}\right) + \left(\begin{array}{c} N \\ n - 1 \end{array}\right).
\]
(D2)

which is always non-negative due to the monotonicity of the function (32) with respect to $n$. Finally, as for $q$, first note that the monotonicity trivially holds for $N = 0$, since $r(\delta; 0, q) = 0$ is a constant function. For $N > 0$, we may utilize the formula
\[
\frac{\partial \text{Bi}(n; N, q)}{\partial q} = N(\text{Bi}(n - 1; N - 1, q) - \text{Bi}(n; N - 1, q))
\]
(D3)

which can be readily obtained from $\left(\begin{array}{c} N \\ n \end{array}\right) = N \left(\begin{array}{c} N - 1 \\ n - 1 \end{array}\right)$ valid for $N > 0$. We then have
\[
\frac{\partial r(\delta; N, p)}{\partial q} = \sum_{n=1}^{N} T(\delta; n) \frac{\partial \text{Bi}(n; N, q)}{\partial q}
= N \sum_{n=1}^{N} T(\delta; n)(\text{Bi}(n - 1; N - 1, q) - \text{Bi}(n; N - 1, q))
= N \sum_{n=1}^{N} (T(\delta; n + 1) - T(\delta; n))\text{Bi}(n; N - 1, q)
+ NT(\delta; 1) \times \text{Bi}(0; N - 1, q)
\]
(D4)

which is always non-negative due to the monotonicity of the function (32) with respect to $n$: this completes the proof of the desired statement.

Appendix E. Paraxial approximation

In the text we have used the unitary operators $V_0$ and $V_1$ to describe the effect of beam propagation and its refraction at the lens. These operators are constructed with the help of the Fourier optics [34] within the so-called paraxial approximation as explained below. Since the Fourier optics is classical, we first discuss the quantum-classical correspondence of the electromagnetic field.

E.1. Quantum-classical correspondence

Let $|k\rangle$ be the momentum eigenstate with the eigenvalue $k = (k_x, k_y, k_z)$ of a single photon. An arbitrary single photon state $|\gamma(t)\rangle$, which serves as a meter state considered in our measurement, may then be written as
\[
|\gamma(t)\rangle = \int d\mathbf{k} \gamma(k, t) |\hat{a}_k^\dagger |0\rangle,
\]
(E1)
in the framework of quantum electrodynamics where the eigenstate is realized by the creation operator \( \hat{a}_k^\dagger \) acted on the vacuum state \( |0\rangle \) as \( |k\rangle = \hat{a}_k^\dagger |0\rangle \).

Recall that in quantum electrodynamics a field operator such as the scalar potential admits the expansion

\[
\hat{\phi}(x, t) = \int dk \; \phi(k) e^{-ik \cdot x - i\omega t} \hat{a}_k + \phi^*(k) e^{ik \cdot x - i\omega t} \hat{a}_k^\dagger,
\]

(E2)

where \( \omega = c|k| \) with \( c \) being the speed of light. Note that the operators corresponding to the electric field, the magnetic field, and the vector potential, also admit an expansion analogous to (E2). To each of these, it is customary to associate the classical field as

\[
\phi(x, t) = \langle 0 | \hat{\phi}(x, t) | \gamma \rangle = \int dk \; \phi(k) e^{-ik \cdot x - i\omega t} \gamma(k, t).
\]

(E3)

We also note that, for this case, the coefficient function \( \phi(k) \) depends on \( k \) only through \( |k| \). Moreover, if we fix the overall momentum \( |k| = k_0 \) (as in the case of the experiments analyzed in the paper), we find that \( \phi(k) \) is virtually constant \( \phi(k) = \phi_0 \), which implies

\[
\phi(x, t) = \phi_0 \int dk \; e^{-ik \cdot x - i\omega t} \gamma(k, t) = \phi_0 \gamma(x, t).
\]

(E4)

It follows that, since \( \phi(x, t) \) in (E3) satisfies the field equation (which is fulfilled by \( \phi(x, t) \)), so does the wave function \( \gamma(x, t) \).

**E.2. Propagation effect**

We introduce the coordinate in which the beam propagates along the \( z \) direction and the shift obtained by the interaction (2) takes place in the \( x \) direction. The beam is approximated by the plane wave in the \( z \) direction with momentum \( p_z \) with a tiny spread of the \( p_x \) component in the \( x \) direction, which are related to the respective wave numbers as \( p = \hbar k \) and \( p_x = \hbar k_x \). Assuming that the angular frequency \( \omega \) of the beam is fixed, the profile of the electromagnetic field can be written as

\[
\phi(x, t) = g(x) e^{i(k_0 z - \omega t)}.
\]

(E5)

In this form, the wave equation reads

\[
0 = \left( \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \nabla^2 \right) \phi(x, t) = e^{i(k_0 z - \omega t)} \left( -\nabla^2 - 2ik_0 \frac{\partial}{\partial z} \right) g(x).
\]

(E6)

The paraxial approximation is valid when the conditions

\[
\left| \frac{\partial^2 g(x)}{\partial z^2} \right| \ll \left| \frac{\partial^2 g(x)}{\partial x^2} \right| \left| \frac{\partial^2 g(x)}{\partial y^2} \right|, \left| k_0 \frac{\partial g(x)}{\partial z} \right|,
\]

(E7)

are fulfilled. To check the validity of these, we consider the Fourier expansion of \( \phi(x, t) \)

\[
\phi(x, t) = \int d^3k \; \hat{\phi}(k)e^{i(k \cdot x - \omega t)}.
\]

(E8)

Plugging (E8) into (E6), we obtain

\[
k_x^2 + k_y^2 + k_z^2 = k_0^2,
\]

(E9)

for each mode \( k \). Combining (E5) with (E8), one finds

\[
g(x) = \int d^3k \; \hat{\phi}(k) e^{i(k_x x + k_y y + k_z z - k_0 z)}.
\]

(E10)

Then the conditions (E7) are satisfied if

\[
|k_z - k_0| \ll |k_x|, |k_y|, \sqrt{|k_0 (k_z - k_0)|},
\]

(E11)

which are assured if we just have

\[
k_x, k_y \ll k_0
\]

(E12)

on account of (E9). The beam used in the experiments which we analyzed in the paper indeed fulfills these conditions (E12).

Within the paraxial approximation (E7), we therefore obtain from the wave equation (E6)

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + 2ik_0 \frac{\partial}{\partial z} \right) g(x) = 0.
\]

(E13)

Upon using (E10), the equation (E13) can be solved as

\[
g(x) = \int d^3k \; \tilde{\phi}(k) e^{i(k_x x + k_y y + k_z z - k_0 z)} e^{i(k_z z - k_0 z)}.
\]

(E14)

which implies

\[
\phi(x, t) = \int d^3k \; \tilde{\phi}(k) e^{i(k_x x + k_y y + k_z z - k_0 z)} e^{i(k_z z - k_0 z)}.
\]

(E15)

Now, in view of (E4), one may introduce the unitary operator representing the propagation effect

\[
V_p = e^{-i \frac{\pi^2 + l^2}{2m_o}}
\]

(E16)

and thereby express the relation between \( \phi(x, y, 0, t) \) to \( \phi(x, y, l, t) \) in terms of the wave function \( \gamma(x, t) \) as

\[
\gamma(x, y, l, t) = \langle x, y, l | \gamma \rangle = \langle x, y, 0 | V_p | \gamma \rangle.
\]

(E17)

The unitary operators (55), (74) used in the text arise when we have the shift only in the \( x \) direction. The state appearing above corresponds to the meter state \( |\xi\rangle \) there.

**E.3. Lens effect**

In addition to the propagation effect, we also need to take into account the effect of the lens used in the experiment. Since the profile function (E15) of the laser beam is a superposition of various plane waves with fixed \( k \), it is enough to consider the effect only on the plane wave.

For this, we first observe that, during the passage of the plane wave from the point \( P \) in the lens to the focal point \( F \) (see figure E1), the plane wave acquires the extra phase

\[
\vartheta(x) = k_0 (\sqrt{\alpha^2 + x^2} - z_f),
\]

(E18)

compared to the passage in the center from \( O \) to \( F \), where \( z_f \) is the focal length of the lens. If the lens is thin enough so that the thickness effect can be ignored, then for \( z_f \gg x \) we have

\[
\vartheta(x) \simeq k_0 \frac{x^2}{2z_f},
\]

(E19)

which yields the phase change \( e^{-ik_0 \frac{x^2}{2z_f}} \) for each of the plane waves. As a result, the effect of the lens can be incorporated if
we modify the profile function (E15), or equivalently the wave function $\gamma(x, t)$, by inserting the unitary operator representing the lens effect

$$V_L = e^{-i \frac{S \phi}{\hbar}}$$

(E20)

at an appropriate position as we have done in the formula (E17) in the case of the propagation effect.
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