Three-dimensional virtual refocusing of fluorescence microscopy images using deep learning
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We demonstrate that a deep neural network can be trained to virtually refocus a two-dimensional fluorescence image onto user-defined three-dimensional (3D) surfaces within the sample. Using this method, termed Deep-Z, we imaged the neuronal activity of a Caenorhabditis elegans worm in 3D using a time sequence of fluorescence images acquired at a single focal plane, digitally increasing the depth-of-field by 20-fold without any axial scanning, additional hardware or a trade-off of imaging resolution and speed. Furthermore, we demonstrate that this approach can correct for sample drift, tilt and other aberrations, all digitally performed after the acquisition of a single fluorescence image. This framework also cross-connects different imaging modalities to each other, enabling 3D refocusing of a single wide-field fluorescence image to match confocal microscopy images acquired at different sample planes. Deep-Z has the potential to improve volumetric imaging speed while reducing challenges relating to sample drift, aberration and defocusing that are associated with standard 3D fluorescence microscopy.

High-throughput volumetric fluorescence imaging is very important in various fields including, for example, biology, life sciences and engineering, and still remains a challenge in microscopy research. 3D fluorescence information is usually acquired through scanning an excitation source through the sample volume to obtain images at multiple planes, forming the basis of volumetric imaging in confocal, two-photon, light-sheet and various super-resolution microscopy techniques. However, scanning can limit the imaging speed and throughput, potentially introducing phototoxicity and photobleaching, even with optimized scanning strategies or point-spread-function (PSF) engineering. 3D fluorescence information of a specimen can also be acquired using non-scanning microscopy methods that simultaneously map the axial information onto a two-dimensional (2D) image, such as fluorescence light-field microscopy and others, and can be used to digitally correct for various aberrations caused by the sample and/or the optical system. We term this deep-learning-based approach Deep-Z, and use it to computationally refocus a single 2D wide-field fluorescence image onto 3D surfaces within the sample, without sacrificing the imaging speed, resolution or field of view (FOV) of a standard microscope.

In Deep-Z, an input 2D fluorescence image is first appended with a user-defined digital propagation matrix (DPM) that represents, pixel-by-pixel, the axial distance of the target surface from the plane of the input image (Fig. 1). Deep-Z is trained using a conditional generative adversarial neural network (GAN) with accurately matched pairs of (1) various fluorescence images axially focused at different depths and appended with different DPMs, and (2) the corresponding fluorescence images (that is, the ground-truth labels) captured at the correct (target) focus plane defined by the corresponding DPM. Through this training process that only uses experimental image data, the generator network of the GAN learns to interpret the values of each DPM pixel as an axial refocusing distance, and outputs an equivalent fluorescence image that is digitally refocused within the sample to the 3D surface defined by the user.

*These authors contributed equally: Yichen Wu, Yair Rivenson. *e-mail: ozcan@ucla.edu
Using Deep-Z, we imaged *Caenorhabditis elegans* neurons using a standard wide-field fluorescence microscope and extended the native depth of field (DOF) by ~20-fold. Using Deep-Z, we further demonstrated 3D tracking of the neuron activity of a *C. elegans* worm over an extended DOF using a time sequence of fluorescence images acquired at a single focal plane. Furthermore, we used spatially non-uniform DPMs to refocus a 2D input fluorescence image onto user-defined 3D surfaces to computationally correct for aberrations such as sample drift, tilt and spherical aberrations, all performed after the image acquisition and without any modifications to the optical hardware of a standard fluorescence microscope.

Another important feature of Deep-Z is that it permits cross-modality digital refocusing of fluorescence images, where the GAN is trained with gold-standard label images obtained by a different fluorescence microscopy modality. We term this framework Deep-Z+. To demonstrate a proof of concept, we trained Deep-Z+ with input and label images that were acquired with a wide-field fluorescence microscope and a confocal microscope, respectively, to blindly generate the output of this cross-modality Deep-Z+: digitally refocused images of an input wide-field fluorescence image that match confocal microscopy images of the same sections.

**Results**

**Digital refocusing of fluorescence images using Deep-Z.** Figure 1a demonstrates Deep-Z-based digital refocusing of a single image of a 300-nm fluorescent bead (excitation and emission wavelengths of 538 nm and 584 nm, respectively) to multiple user-defined planes, represented by different DPMs; each one of these propagation matrices represents, pixel-by-pixel, the axial distance of the target surface from the plane of the input image (Fig. 1a). The native
DOF of the input fluorescence image, as defined by the numerical aperture (NA) of the objective lens (20×0.75 NA), is ~1 μm; using Deep-Z, we digitally refocused the image of this fluorescent bead over an axial range of approximately ±10 μm, matching the corresponding mechanically scanned images of the same region-of-interest (ROI), which form the ground-truth. Note that the PSF in Fig. 1a is asymmetric in the axial direction, which provides directional cues to the neural network regarding the digital propagation of an input image by Deep-Z. Unlike a symmetric Gaussian beam, such PSF asymmetry along the axial direction is ubiquitous in fluorescence microscopy systems.

Deep-Z also provides an improved signal-to-noise ratio (SNR) at its output as compared to a fluorescence image of the same object measured at the corresponding depth (Supplementary Fig. 1). To further quantify Deep-Z output we used PSF analysis; Fig. 1b,c illustrates the histograms of both the lateral and the axial full-width-half-maximum (FWHM) values of 461 individual isolated nanobeads. These histograms agree with each other very well, confirming the match between Deep-Z output images calculated from a single fluorescence image and the corresponding axially scanned ground-truth images.

Next, we tested Deep-Z by imaging the neurons of a C. elegans nematode expressing pan-neuronal tagRFP. Figure 2 demonstrates our blind-testing results for Deep-Z-based refocusing of different parts of a C. elegans worm from a single wide-field fluorescence input image. Using Deep-Z, non-distinguishable fluorescent...
neurons in the input image were brought into focus at different depths, while other in-focus neurons in the input image became out-of-focus and smeared into the background, according to their true axial positions in 3D; comparisons to the ground-truth mechanical scans are provided as cross-sections and image difference analyses in Fig. 2 and Supplementary Fig. 2. For optimal performance, this Deep-Z model was specifically trained using

\[ C. elegans \] samples, and the axial range of its refocusing capability is determined by the training data range (±10μm), and falls outside of this training range (Supplementary Figure 3). Using Deep-Z, we also generated (from a single 2D fluorescence image) a virtual 3D stack (Supplementary Video 1) and 3D visualization (Supplementary Video 2) of a \[ C. elegans \] worm, over an axial range of approximately ±10μm. Similar results were also obtained for a \[ C. elegans \] imaged under a 40×/1.3 NA objective lens, where Deep-Z successfully refocused the input image over an axial range of approximately ±4μm (Supplementary Fig. 4).

Next, we captured a video of four moving \[ C. elegans \] worms, where each frame of this fluorescence video was digitally refocused to various depths using Deep-Z. This enabled us to create simultaneously running videos of the same sample, each one focused at a different depth (Supplementary Video 3). Each one of these virtually created videos are temporally synchronized to each other (that is, the frames at different depths have identical timestamps), which is not possible with a scanning-based 3D imaging system owing to the unavoidable time delay between successive measurements of different parts of the sample. Quite importantly, Deep-Z also enables correction for sample-drift-induced defocus after the image capture. Supplementary Video 4 shows a moving \[ C. elegans \] recorded by a fluorescence microscope, where Deep-Z digitally brought the defocused nematode into focus (also see Supplementary Note 1). In addition to 3D imaging of a nematode, Deep-Z also works well to digitally refocus the images of fluorescent samples that are spatially denser such as the mitochondria and F-actin structures within bovine pulmonary artery endothelial cells (BPAEC) (Supplementary Fig. 5).

Deep-Z not only substantially boosts the imaging speed, but also reduces photobleaching on the sample. For a wide-field fluorescence microscopy experiment, where an axial image stack is acquired, the illumination excites the fluorophores through the entire specimen, and the total light exposure of a given point within the sample volume is proportional to the number of imaging planes that are acquired during a single-pass z stack. By contrast, Deep-Z only requires a single image acquisition, if its axial training range covers the sample depth. This reduction, enabled by Deep-Z, in the number of axial planes that need to be acquired within a sample directly helps to reduce the photobleaching of samples (Supplementary Fig. 6 and Supplementary Note 2). This reduced light dose is also likely to reduce the phototoxicity associated with volumetric imaging.

So far, the blindly tested samples were inferred with a network that was trained using the same type of sample and the same microscopy system. In Supplementary Notes 3–4, we evaluated the performance of Deep-Z under different scenarios, where a change in the test data distribution is introduced in comparison to the training image set, such as (1) a different type of sample is imaged, (2) a different microscopy system is used for imaging and (3) a different illumination power or SNR is used. Our results (Supplementary Figs. 7–9) reveal the robustness of Deep-Z to these changes; however, to achieve the best performance using Deep-Z, the network should be trained (from scratch or through transfer learning, which expedites the training process) using training images obtained with the same microscope system and the same types of samples as are expected to be used at the testing phase.

As illustrated in Supplementary Notes 5–6, Deep-Z is also robust to changes in the density of the fluorescent objects within the sample (up to a limit, which is a function of the axial refocusing distance), the exposure time of the input images, as well as the illumination intensity modulation (Supplementary Figs. 10–13 and Supplementary Video 5).

\[ \text{C. elegans neuron segmentation}. \] For \[ C. elegans \] neuron imaging, by virtual refocusing over an extended DOF, Deep-Z helps to segment more neurons and accurately predict their depth location as compared to a single focal plane image. To demonstrate this capability, we show the segmentation results of a \[ C. elegans \] worm (Supplementary Figs. 14d–i) calculated using a watershed segmentation algorithm from a 2D input image, the corresponding Deep-Z virtual image stack and the mechanically scanned ground-truth image stack (41 depths with 0.5-μm axial spacing); the results are summarized in Table 1. In comparison to the segmentation results obtained from the 2D input image (Supplementary Fig. 14e), the segmentation obtained using the Deep-Z virtual image stack (Supplementary Fig. 14f) detected 33 additional neurons, predicting the correct 3D positions of 128 neurons in total. In comparison to the ground-truth mechanically scanned 3D image stack (Supplementary Fig. 14i), the segmentation algorithm recognized 18 fewer neurons for the Deep-Z generated virtual stack, which were mostly located within the head, where the neurons are much denser and are relatively more challenging to recover and segment. In sparser regions of the worm, the neurons were mostly correctly segmented, matching the results obtained using the mechanically scanned 3D image stack (41 axial scans). The depth locations of the segmented neurons also matched well with the corresponding depths measured using the ground-truth mechanically scanned 3D image stack, with an average depth difference of \( \Delta z = -0.575 \pm 1.377 \) μm (Table 1).

| Table 1 | Neuron segmentation results for a \[ C. elegans \] worm using a watershed-based segmentation algorithm |

| Watershed-based neuron segmentation | n (neurons) | Δz (mean ± s.d.; μm) | |Δz| (mean ± s.d.; μm) |
|------------------------------------|-------------|----------------------|------------------|
| Input image \((M = 1 \text{ image})\) | 95 | −0.265 ± 1.437 | 1.156 ± 0.885 |
| Deep-Z output stack \((M = 1 \text{ image})\) | 128 | −0.575 ± 1.377 | 0.852 ± 1.223 |
| Merged stack \((M = 2 \text{ images})\) | 148 | −0.157 ± 0.983 | 0.639 ± 0.761 |
| Mechanical scan stack \((M = 41 \text{ images})\) | 146 | Ground truth | Ground truth |

The resulting segmented neuron locations were also compared against the ground truth (that is, the corresponding mechanically scanned image stack, \(M = 41\) images), reporting the axial error, \(\Delta z\), as well as the absolute axial error, |\(\Delta z\)|, as mean±s.d. in micrometers, respectively (also see Supplementary Note 7).

\[ \text{C. elegans neuron segmentation}. \] For \[ C. elegans \] neuron imaging, by virtual refocusing over an extended DOF, Deep-Z helps to segment more neurons and accurately predict their depth location as compared to a single focal plane image. To demonstrate this capability, we show the segmentation results of a \[ C. elegans \] worm (Supplementary Figs. 14d–i) calculated using a watershed segmentation algorithm from a 2D input image, the corresponding Deep-Z virtual image stack and the mechanically scanned ground-truth image stack (41 depths with 0.5-μm axial spacing); the results are summarized in Table 1. In comparison to the segmentation results obtained from the 2D input image (Supplementary Fig. 14e), the segmentation obtained using the Deep-Z virtual image stack (Supplementary Fig. 14f) detected 33 additional neurons, predicting the correct 3D positions of 128 neurons in total. In comparison to the ground-truth mechanically scanned 3D image stack (Supplementary Fig. 14i), the segmentation algorithm recognized 18 fewer neurons for the Deep-Z generated virtual stack, which were mostly located within the head, where the neurons are much denser and are relatively more challenging to recover and segment. In sparser regions of the worm, the neurons were mostly correctly segmented, matching the results obtained using the mechanically scanned 3D image stack (41 axial scans). The depth locations of the segmented neurons also matched well with the corresponding depths measured using the ground-truth mechanically scanned 3D image stack, with an average depth difference of \( \Delta z = -0.575 \pm 1.377 \) μm (Table 1).

To further improve Deep-Z-based neuron segmentation in denser regions of the sample (such as the head of a worm), images from more than one focal plane can be used as input. In comparison to the mechanically scanned 3D image stack, this is still substantially faster, requiring fewer images to recover the volume of the specimen. For instance, in Supplementary Fig. 14h we demonstrate the segmentation results of merging two virtual image stacks created by Deep-Z (taking the per-pixel maximum), both spanning -10μm to 10μm but generated from two different input images at \( z = 0\) μm and \( z = 4\) μm, respectively. The segmentation algorithm in this case identified \( n = 148\) neurons and the results match better to the ground-truth axial scanning results, \(n = 146\) (Table 1). To shed more light on this comparison, we also used another segmentation algorithm (TrackMate\textsuperscript{15}) on the same image dataset; the results of
this analysis, summarized in Supplementary Note 7, confirmed a similar trend as that shown in Table 1.

**3D functional imaging of C. elegans using Deep-Z.** To highlight the utility of Deep-Z for tracking the activity of neurons in 3D, we recorded the fluorescence video of a C. elegans worm at a single focal plane \((z = 0 \mu m)\) at \(-3.6 \text{ Hz for } \sim 35 \text{ s}, using a 20\times/0.8 \text{ NA objective lens with two fluorescence channels, FITC for neuron activity and Texas Red for neuron locations. Each frame at each channel of the acquired video was digitally refocused using Deep-Z to a series of planes \((-10 \mu m \text{ to } 10 \mu m, 0.5-\mu m \text{ step size}), generating a virtual 3D fluorescence stack for each acquired frame. Supplementary Video 6 shows a comparison of the recorded input video and a video of the maximum intensity projection (MIP) along \(z\) for these virtual stacks. As can be seen in this comparison, the neurons that are defocused in the input video can be refocused on demand at the Deep-Z output for both of the fluorescence channels. This enables accurate spatiotemporal tracking of individual neuron activity in 3D from a temporal sequence of 2D fluorescence images, captured at a single focal plane.

Next, we segmented the voxels of each neuron using the Texas Red channel, and tracked the change in the fluorescence intensity, that is, \(\Delta F(t) = F(t) - F_0\), in the FITC channel (neuron activity) inside each neuron segment over time, where \(F(t)\) is the neuron fluorescence emission intensity and \(F_0\) is its time average (Methods). A total of 155 neurons in 3D were isolated using Deep-Z output images (Fig. 3b, Supplementary Video 7). For comparison, in Supplementary Fig. 14b we report the results of the same segmentation algorithm applied to just the input 2D image, in which 99 neurons were identified, without any depth information.

Figure 3c plots the activities of the 70 most active neurons, which were grouped into clusters C1–C3 on the basis of similarities in their calcium activity patterns (Methods). The activity of all of the 155 neurons imaged using Deep-Z are provided in Supplementary Fig. 15. Figure 3c reports that cluster C3 calcium activities increased at \(t = 14\text{ s}\), whereas the activities of cluster C2 decreased at a similar time point. These neurons very likely correspond to the type A and B motor neurons that promote backward and forward motion, respectively, which typically anticorrelate with each other\(^4\). Cluster C1 features two cells that were comparatively larger in size, located in the middle of the worm. These cells had three synchronized short spikes at \(t \approx 4, 17\) and 32s. Their 3D positions and the regularity of their calcium activity pattern suggest that they are either neuronal or muscle cells of the defecation system that initiates defecation in regular intervals in coordination with the locomotion system\(^4\). We emphasize that all this 3D-tracked neuron activity was in fact embedded in the input 2D fluorescence image sequence, which was acquired at a single focal plane. Through Deep-Z, the neuron locations and activities were accurately tracked using a 2D microscopic time sequence, without the need for mechanical scanning, additional hardware or a trade-off of resolution or imaging speed.

As Deep-Z generates temporally synchronized virtual image stacks through digital refocusing, it can be used to match the imaging speed to the limit of the camera framerate. To highlight this opportunity, we used the stream mode of the camera of our microscope (Methods) and captured two videos at 100 frames per second to monitor the neuron nuclei (Texas Red) and the neuron calcium activity (FITC) of a moving C. elegans over a period of 10s, and used Deep-Z to generate virtually refocused videos over an axial range of \(\pm 10 \mu m\) (Supplementary Videos 8 and 9).
Deep-Z-based aberration correction using spatially non-uniform DPMs. Even though Deep-Z is trained with uniform DPMs, during testing one can also use spatially non-uniform entries as part of a DPM to refocus an input fluorescence image onto user-defined 3D surfaces. Such a unique capability can be useful, among many applications, for simultaneous autofocusing of different parts of a fluorescence image after image capture and measurement or assessment of the aberrations introduced by the optical system (and/or the sample), as well as for correction of such aberrations by applying a desired non-uniform DPM. To exemplify this opportunity, Fig. 4 demonstrates the correction of the planar tilting and cylindrical curvature of two different samples, after the acquisition of a single
2D fluorescence image per object. Figure 4a illustrates the first measurement, in which the plane of a fluorescent nanobead sample was tilted with respect to the focal plane of the objective lens (Methods). By using a non-uniform DPM (see Fig. 4b), which represents the sample tilt, Deep-Z can act on the blurred input image (Fig. 4c) and accurately bring all the nanobeads into focus (Fig. 4d), even though it was only trained using uniform DPMs. The lateral FWHM values calculated at the network output image became monodispersed, with a median of ~0.96 µm (Fig. 4f), as compared to a median of ~2.14 µm at the input image (Fig. 4e). Similarly, Fig. 4g illustrates the second measurement, where the nanobeads were distributed on a cylindrical surface with a diameter of ~7.2 mm. Using a non-uniform DPM that defines this cylindrical surface (Fig. 4h), the aberration in Fig. 4i was corrected using Deep-Z (Fig. 4j); the lateral FWHM values calculated at the network output once again became monodispersed (Fig. 4i). Supplementary Note 8 details an analysis on the 3D surface curvature that a DPM can have without generating artifacts.

Cross-modality digital refocusing of fluorescence images. Deep-Z can also be used to perform cross-modality digital refocusing of an input image, where the generator can be trained using pairs of input and label images captured by two different fluorescence imaging modalities, which we term as Deep-Z+. To demonstrate this capability, we trained a Deep-Z+ network using pairs of wide-field microscopy images (inputs) and confocal microscopy

Fig. 5 | Deep-Z+, cross-modality digital refocusing of fluorescence images. a–c. A single wide-field fluorescence image (63×/1.4 NA objective lens) of BPAEC microtubule structures (a) was digitally refocused using Deep-Z+ to different planes in 3D (b), matching the images captured by a confocal microscope at the corresponding planes (c), retrieving volumetric information from a single input image and performing axial sectioning at the same time. Wide-field (WF) images are also shown in c for comparison. The cross-sections (x–z and y–z) of refocused images are shown to demonstrate the match between Deep-Z+ inference and the ground-truth (GT) confocal microscope images of the same planes, the same cross sections (x–z and y–z) are also shown for a wide-field scanning fluorescence microscope, reporting a substantial axial blur in each case. Each cross-sectional expanded image spans 1.6 µm in the z direction (with an axial step size of 0.2 µm) and the dotted arrows mark the locations at which the x–z and y–z cross sections were taken. d. The absolute difference images of the Deep-Z+ output with respect to the corresponding confocal images, with SSIM and r.m.s.e. values, further quantifying the performance of Deep-Z+. For comparison, we also show the absolute difference images of the ‘standard’ Deep-Z output images and the scanning wide-field fluorescence microscope images with respect to the corresponding confocal images, both of which report increased error and weaker SSIM as compared to [GT – Deep-Z+]. The quantitative match between [GT – WF] and [GT – Deep-Z] also suggests that the impact of 60-nm axial offset between the confocal and wide-field image stacks is negligible. Scale bars, 10 µm. Experiments were repeated with 42 images, achieving similar results. Color scales indicate intensity.
We developed a unique framework, termed Deep-Z, powered by deep neural networks, that enables rapid 3D refocusing within a sample using a single 2D fluorescence image as input. This framework is non-iterative and does not require hyperparameter tuning after its training stage. Even though the network is only trained using uniform DFMs, one can still apply various non-uniform DFMs during the inference stage to enable, for example, correction of sample drift, tilt, curvature or other optical aberrations, which might prove useful for longitudinal imaging experiments in biology and life sciences, by digitally recovering valuable information that might otherwise be lost owing to, for example, the sample becoming out of focus or tilted over time. On the basis of these unique features, Deep-Z also has the potential to reduce the photobleaching and grünbestimmung ultramikroskopischer teilchen, mit besonderer anwendung auf goldrubiengläser. Ann. Phys. 315, 1–39 (1902).
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Methods

Sample preparation. The 300-nm red fluorescence nanobeads were purchased from MagSphere (PSF-300NM O.3 UM RED), diluted 5,000 times with methanol and ultrasonicated for 15 min before and after dilution to break down the clusters. For the fluorescent bead samples on a flat surface and a tilted surface, a number 1 coverslip and dried. For the fluorescent bead sample on a curved (cylindrical) droplet of the diluted bead sample was pipetted onto the coverslip and dried. For the fluorescent bead sample on a flat surface and a tilted surface, a number 1 coverslip with beads directly on the microscope sample mount. The tilted surface sample was captured by the coverslip with beads directly on the microscope sample mount. The tilted surface sample was captured by placing the coverslip with beads on a 3D-printed holder, which created a 1.5° tilt with respect to the focal plane. The cylindrical tube surface with fluorescent beads was placed directly on the microscope sample mount. These fluorescent bead samples were imaged using a Texas Red filter set. The C. elegans sample slide was placed on the microscope sample mount and imaged using a Texas Red filter set. The BPAEC sample slide was placed on the microscope sample mount and imaged using Texas Red and FITC filter sets. For all the samples, the fluorescence microscope had a motorized stage (ProScan XY stage kit for IX73/83) that moved the samples to different FOVs and performed image-contrast-based autofocus at each location. The motorized stage was controlled using Meta Morph microscope automation software (Molecular Devices). At each location, the control software focused the sample on the basis of the s.d. of the image, and a z-stack was taken from −20 μm to 20 μm with a step size of 0.5 μm. The image stack was captured by a monochrome scientific CMOS camera (ORCA-flash 400 V3, Hamamatsu Photonics K.K.), and saved in uncompressed tiff format with 81 planes and 2,048 × 2,048 pixels in each plane.

The images of C. elegans neuron activity were captured by another scanning wide-field fluorescence microscope (TCS SP8, Leica Microsystems) using a 20×/0.75 NA objective lens (HCPLAPO20X, Olympus Life Science). A 130-W fluorescence light source (U-HG1GPS, Olympus Life Science) was used at 100% output power. Two bandpass optical filter sets were used, Texas Red and FITC. The bead samples were captured by placing the coverslip with beads on a 3D-printed holder, which created a 1.5° tilt with respect to the focal plane. The cylindrical tube surface with fluorescent beads was placed directly on the microscope sample mount. These fluorescent bead samples were imaged using a Texas Red filter set. The C. elegans sample slide was placed on the microscope sample mount and imaged using a Texas Red filter set. The BPAEC sample slide was placed on the microscope sample mount and imaged using Texas Red and FITC filter sets. For all the samples, the fluorescence microscope had a motorized stage (ProScan XY stage kit for IX73/83) that moved the samples to different FOVs and performed image-contrast-based autofocus at each location. The motorized stage was controlled using Meta Morph microscope automation software (Molecular Devices). At each location, the control software focused the sample on the basis of the s.d. of the image, and a z-stack was taken from −20 μm to 20 μm with a step size of 0.5 μm. The image stack was captured by a monochrome scientific CMOS camera (ORCA-flash 400 V3, Hamamatsu Photonics K.K.), and saved in uncompressed tiff format with 81 planes and 2,048 × 2,048 pixels in each plane.

The images of C. elegans neuron activity were captured by another scanning wide-field fluorescence microscope (TCS SP8, Leica Microsystems) using a 20×/0.75 NA objective lens (HCPLAPO20X, Olympus Life Science). A 130-W fluorescence light source (U-HG1GPS, Olympus Life Science) was used at 100% output power. Two bandpass optical filter sets were used, Texas Red and FITC. The images were captured by a monochrome scientific CMOS camera (Leica DFC9000GTC-VSCO8298). For capturing image stacks of anesthetized worms, the motorized stage controlled by a control software (LAS X, Leica Microsystems) moved the sample to different FOVs. At each FOV, the control software took a z stack from −20 μm to 20 μm with a step size of 0.5 μm for the 20×/0.8 NA objective lens images or a step size of 0.27 μm for the 40×/1.3 NA objective lens images, with respect to a middle plane (z = 0 μm). Two images were taken at each z plane, for the Texas Red channel and FITC channel, respectively. For capturing 2D videos of dynamic worms, the control software took a time-lapse video that also time-multiplexed the Texas Red and FITC channels at the maximum speed of the system. This resulted in an average framerate of ~3.6 frames per second for a maximum camera framerate of 10 frames per second, for imaging both channels. The BPAEC wide-field and confocal fluorescence images were captured by another inverted scanning microscope (TCS S5P, Leica Microsystems). The images were acquired using a 63×/1.4 NA objective lens (HC PL APO 63×/1.40 oil CS2. Leica Microsystems) and a FITC filter set. The images were recorded by a charge-coupled device with 1,380 × 1,040 pixels and a 12-bit dynamic range, whereas the confocal images were recorded by a photo-multiplier tube with 1,024 × 1,024 pixels and an 8-bit dynamic range. The scanning microscope had a motorized stage that moved the sample to different FOVs and depths, and for each location, a stack of 12 images with 0.2-μm axial spacing was recorded.

Image preprocessing and preparation of training data. Each captured image stack was first axially aligned using the Imagej plug-in ‘StackReg’52, which corrects the rigid shift and rotation caused by the microscope stage inaccuracy. Then an extended depth of field (EDF) image was generated using the Imagej plug-in ‘Extended Depth of Field’51. This EDF image was used as a reference image to normalize the whole image stack. In the following steps, a triangular threshold1 was used on the image to separate the background and foreground pixels; (2) the mean intensity of the background pixels of the EDF image was determined to be the background noise and subtracted; (3) the EDF image intensity was scaled to 0–1, where the scale factor was determined such that 1% of the foreground pixels is larger than the background while not saturating; and (4) the background level was subtracted from each image in the stack and each image was normalized by the intensity scaling factor. For testing data without an image stack, steps 1–3 were applied on the input image instead of the EDF image.

To prepare the training and validation datasets, on each FOV, a geodesic dilation53 with fixed thresholds was applied on fluorescence EDF images to generate a mask that represents the regions containing the sample fluorescence signal above the background. Then, a customized greedy algorithm was used to determine a minimal set of regions with 256 × 256 pixels that covered this mask, with ~5% area overlap between these training regions. The lateral locations of these regions were used to crop images on each height of the image stack, where the middle plane for each region was set to be the one with the highest s.d. Then, 20 planes above and 20 planes below this middle plane were set to be the range of the stack and an input image plane was generated from each of these 41 planes. Depending on the size of the dataset, around 5–10 of these 41 planes were randomly selected as the corresponding target plane, forming around 150–300 image pairs. For each one of these image pairs, the focusing distance was determined on the basis of the location of the plane (that is, 0.5 μm multiplied by the difference from the input plane to the target plane). By repeating this number, a uniform DPM was generated and appended to the input fluorescence image. The final dataset typically contained ~100,000 image pairs. This was randomly divided into a training dataset and a validation dataset, which took 85% and 15% of the data, respectively. During the training process, each data point was further augmented five times by flipping or rotating the images by a random multiple of 90°. The validation dataset was not augmented. The testing dataset was cropped from separate measurements with sample FOVs that did not overlap with the FOVs of the training and validation datasets.

Deep-Z network architecture. The Deep-Z network is formed by a least square GAN framework53, and it is composed of two parts: a generator and a discriminator (Supplementary Note 9). The generator is a convolutional neural network inspired by the U-Net54, and follows a similar structure as that seen in refs. 33,55. The generator network consists of a downsampling path and a symmetric upsampling path. In the downsampling path, there are five downsampling blocks. Each block contains two convolutional layers that map the input tensor $x_l$ to the output tensor $x_{l+1}$:

$$x_{l+1} = x_l + ReLU(CONV_l \{ReLU(CONV_l(x_l))\})$$

where $ReLU[.]$ stands for the rectified linear unit operation and $CONV_l[.]$ stands for the convolution operator (including the bias terms). The subscript of $CONV$ denotes the number of channels in the convolutional layer; along the down-sampling path we have: $k_l = 32, 64, 128, 256$ and $k_l = 48, 96, 192, 384$, 768 for levels $k = 1, 2, 3, 4, 5$, respectively. The $+^{4}$ sign in equation (1) represents a residual connection. Zero padding was used on the input tensor $x_l$ to compensate for the channel number mismatch between the input and output tensors. The connection between two consecutive downsampling blocks is a 2 x 2 max-pooling layer with a stride of 2 x 2 pixels to perform a 2 x 2 downsampling. The fifth downsampling block connects to the upsampling path, which will be detailed next.

In the upsampling path, there are four corresponding upsampling blocks, each of which contains two convolutional layers that map the input tensor $y_{l+1}$ to the output tensor $y_l$ using:

$$y_l = ReLU(CONV_l \{ReLU(CONV_l, \{CAT(x_{l+1}, y_{l+1})\})\})$$

where the CAT( ) operator represents the concatenation of the tensors along the channel direction, that is, CAT$(x_l, y_{l+1})$ appends tensor $x_{l+1}$, from the downsampling path to the tensor $y_{l+1}$, from the upsampling path at the corresponding level $k+1$. The number of channels in the convolutional layers, denoted by $k_l$ and $k_{l+1}$ are $k_l = 72, 144, 288, 576$ and $k_{l+1} = 48, 96, 192, 384$, 768 for $k = 1, 2, 3, 4, 5$, respectively. The connection between consecutive upsampling blocks is an up-convolution (convolution transpose) block that upsamples the image path by a factor of 2. The last block is a convolutional layer that maps the 48 channels to one output channel.

The discriminator is a convolutional neural network that consists of six consecutive convolutional blocks, each of which maps the input tensor $z_l$ to the output tensor $z_{l+1}$ for a given level $l$:

$$z_{l+1} = LReLU(CONV_{l+1} \{ReLU(CONV_{l+1}(z_l))\})$$

where the LReLU stands for a leaky ReLU operator with a slope of 0.01. The subscript of the convolutional operator represents its number of channels, which
are $i = 1, 2, 3, 4, 5, 6$, respectively.

After the convolutional block, an average pooling layer flattens the output and reduces the number of parameters to 3,072. Subsequently, there are fully connected layers of size 3,072 × 3,072 with LeReLU activation functions, and another fully connected layer of size 3,072 × 1 with a sigmoid activation function. The final output represents the discriminator score, which falls within (0, 1), where 0 represents a false and 1 represents a true label.

The lateral FWHM was then calculated as

$$\text{FWHM}_{\text{lateral}} = 2 \sqrt{\ln 2} \frac{\sigma_x \Delta t + \sigma_y \Delta t}{\sigma^2}$$

where $\Delta t = 0.5 \mu m$ was the axial step size. A histogram was subsequently generated for the axial FWHM values.

**Image quality evaluation.** The network output images $I^w$ were evaluated with reference to the corresponding ground-truth images $I^t$ using the following five criteria: (1) mean square error (MSE), (2) r.m.s.e., (3) MAE, (4) correlation coefficient and (5) SSIM$^c$. The MSE is one of the most widely used error metrics, defined as

$$\text{MSE}(I^w, I^t) = \frac{1}{N_1 N_2} || I^w - I^t ||_2^2$$

where $N_1$ and $N_2$ represent the number of pixels in the $x$ and $y$ directions, respectively. The square root of MSE results in r.m.s.e. In comparison to MSE, MAE is less sensitive to outlier pixels

$$\text{MAE}(I^w, I^t) = \frac{1}{N_1 N_2} || I^w - I^t ||_1$$

The correlation coefficient is defined as

$$\text{corr}(I^w, I^t) = \frac{\sum \sum (I^w_{xy} - \mu_{I^w})(I^t_{xy} - \mu_{I^t})}{\sqrt{\left(\sum \sum (I^w_{xy} - \mu_{I^w})^2\right) \left(\sum \sum (I^t_{xy} - \mu_{I^t})^2\right)}}$$

where $\mu_{I^w}$ and $\mu_{I^t}$ are the mean values of the images $I^w$ and $I^t$ respectively. While these criteria listed above can be used to quantify errors in the network output as compared to the GT, they are not strong indicators of the perceived similarity between two images. SSIM aims to address this shortcoming by evaluating the structural similarity in the images, defined as

$$\text{SSIM}(I^w, I^t) = \frac{2\mu_{I^w}\mu_{I^t} + C_1(2\mu_{I^w}\mu_{I^t} + C_2)}{(\mu_{I^w}^2 + \mu_{I^t}^2 + C_1)(\mu_{I^w}^2 + \mu_{I^t}^2 + C_2)}$$

where $\sigma_{I^w}$ and $\sigma_{I^t}$ are the standard deviations of $I^w$ and $I^t$ respectively, and $\sigma_{I^w}^2$ is the cross-variance between the two images; $C_1$ and $C_2$ are constants, used to avoid division by a small denominator.

**Tracking and quantification of C. elegans neuron activity.** The C. elegans neuron activity tracking video was captured by time multiplexing the two fluorescence channels (FITC, followed by Texas Red and then FITC and so on). The adjacent frames were combined so that the green color channel was FITC (neuron activity) and the red color channel was Texas Red (neuron nuclei). Subsequent frames were aligned using a feature-based registration toolbox with projective transformation in Matlab (MathWorks) to correct for slight body motion of the worms. Each input video frame was appended with DPMs representing propagation distances from 10 µm to 100 µm with a step size of 0.5 µm, and then tested through a Deep-Z network (specifically trained for this imaging system), which generated a virtual axial image stack for each frame in the video.

To localize individual neurons, the red channel stacks (Texas Red, neuron activity) were thresholded by median-intensity through the time sequence. Local maxima in this projected median-intensity stack marked the centroid of each neuron and the voxels of each neuron was segmented from these centroids by watershed segmentation, which generated a 3D spatial voxel mask for each neuron. A total of 155 neurons were isolated. Then, the average of the 100 brightest voxels in the green channel (FITC, neuron activity) inside each neuron spatial mask was calculated as the calcium activity intensity $F(t)$, for each time frame $t$ and each neuron ($t = 1, 2, \ldots, 155$). The differential activity was then calculated, $\Delta F = F(t) - F_0$, for each neuron, where $F_0$ is the time average of $F(t)$. By thresholding on the s.d. of each $\Delta F$, we selected the 70 most active cells and performed further clustering on them on the basis of similarities in their calcium activity pattern (Supplementary Figure 15b) using a spectral-clustering algorithm$^{53}$. The calcium activity pattern similarity was defined as

$$S_i = \exp \left[ \frac{||\Delta F_i||_2^2 - ||\Delta F_j||_2^2}{\sigma^2} \right]$$

is the network output images $I^w$ were evaluated with reference to the corresponding ground-truth images $I^t$ using the following five criteria: (1) mean square error (MSE), (2) r.m.s.e., (3) MAE, (4) correlation coefficient and (5) SSIM. The MSE is one of the most widely used error metrics, defined as

$$\text{MSE}(I^w, I^t) = \frac{1}{N_1 N_2} || I^w - I^t ||_2^2$$

where $N_1$ and $N_2$ represent the number of pixels in the $x$ and $y$ directions, respectively. The square root of MSE results in r.m.s.e. In comparison to MSE, MAE is less sensitive to outlier pixels

$$\text{MAE}(I^w, I^t) = \frac{1}{N_1 N_2} || I^w - I^t ||_1$$

The correlation coefficient is defined as

$$\text{corr}(I^w, I^t) = \frac{\sum \sum (I^w_{xy} - \mu_{I^w})(I^t_{xy} - \mu_{I^t})}{\sqrt{\left(\sum \sum (I^w_{xy} - \mu_{I^w})^2\right) \left(\sum \sum (I^t_{xy} - \mu_{I^t})^2\right)}}$$

where $\mu_{I^w}$ and $\mu_{I^t}$ are the mean values of the images $I^w$ and $I^t$ respectively. While these criteria listed above can be used to quantify errors in the network output as compared to the GT, they are not strong indicators of the perceived similarity between two images. SSIM aims to address this shortcoming by evaluating the structural similarity in the images, defined as

$$\text{SSIM}(I^w, I^t) = \frac{2\mu_{I^w}\mu_{I^t} + C_1(2\mu_{I^w}\mu_{I^t} + C_2)}{(\mu_{I^w}^2 + \mu_{I^t}^2 + C_1)(\mu_{I^w}^2 + \mu_{I^t}^2 + C_2)}$$

where $\sigma_{I^w}$ and $\sigma_{I^t}$ are the standard deviations of $I^w$ and $I^t$ respectively, and $\sigma_{I^w}^2$ is the cross-variance between the two images; $C_1$ and $C_2$ are constants, used to avoid division by a small denominator.

**Tracking and quantification of C. elegans neuron activity.** The C. elegans neuron activity tracking video was captured by time multiplexing the two fluorescence channels (FITC, followed by Texas Red and then FITC and so on). The adjacent frames were combined so that the green color channel was FITC (neuron activity) and the red color channel was Texas Red (neuron nuclei). Subsequent frames were aligned using a feature-based registration toolbox with projective transformation in Matlab (MathWorks) to correct for slight body motion of the worms. Each input video frame was appended with DPMs representing propagation distances from 10 µm to 100 µm with a step size of 0.5 µm, and then tested through a Deep-Z network (specifically trained for this imaging system), which generated a virtual axial image stack for each frame in the video.

To localize individual neurons, the red channel stacks (Texas Red, neuron nuclei) were projected by median-intensity through the time sequence. Local maxima in this projected median-intensity stack marked the centroid of each neuron and the voxels of each neuron was segmented from these centroids by watershed segmentation, which generated a 3D spatial voxel mask for each neuron. A total of 155 neurons were isolated. Then, the average of the 100 brightest voxels in the green channel (FITC, neuron activity) inside each neuron spatial mask was calculated as the calcium activity intensity $F(t)$, for each time frame $t$ and each neuron ($t = 1, 2, \ldots, 155$). The differential activity was then calculated, $\Delta F = F(t) - F_0$, for each neuron, where $F_0$ is the time average of $F(t)$. By thresholding on the s.d. of each $\Delta F$, we selected the 70 most active cells and performed further clustering on them on the basis of similarities in their calcium activity pattern (Supplementary Figure 15b) using a spectral-clustering algorithm. The calcium activity pattern similarity was defined as

$$S_i = \exp \left[ \frac{||\Delta F_i||_2^2 - ||\Delta F_j||_2^2}{\sigma^2} \right]$$
for neurons i and j, which results in a similarity matrix S (Supplementary Figure 15c). The s.d. of this Gaussian similarity function is σ = 1.5, which controls the width of the neighbors in the similarity graph. The spectral clustering solves an eigenvalue problem on the graph Laplacian L generated from the similarity matrix S, defined as the difference of weight matrix W and degree matrix D:

\[ L = D - W \]  

where

\[ W_{ij} = \begin{cases} S_{ij} & \text{if } i \neq j \\ 0 & \text{if } i = j \end{cases} \]  

\[ D_{ii} = \sum_j W_{ij} \begin{cases} 1 & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases} \]

The number of clusters was chosen using eigengap heuristics\(^5\), which was the index of the largest general eigenvalue (by solving the general eigenvalue problem \(L = \lambda D\)) before the eigengap, where the eigenvalues jump up, which was determined to be k = 3 (Supplementary Figure 15d). Then the corresponding first k = 3 eigenvectors were combined as a matrix, whose rows were clustered using standard k-means clustering\(^5\), which resulted in the three clusters of calcium activity patterns shown in Supplementary Figure 15e and the rearranged similarity matrix shown in Supplementary Figure 15f.

Cross-modality alignment of wide-field and confocal fluorescence images. After its training, the Deep-Z+ network learns to digitally refocus a single input fluorescence image acquired by a fluorescence microscope to a user-defined target surface in 3D, but the output will match an image of the same sample captured by a different fluorescence imaging modality at the corresponding height (plane). To demonstrate this capability, we trained a Deep-Z+ network using pairs of wide-field microscopy images (inputs) and confocal microscopy images at the corresponding planes, where each stack of the wide-field–confocal pair was first self-aligned and normalized using the method described above. Then the individual FOVs were stitched together using the ‘Image Stitching’ plugin in ImageJ (https://imagej.net/Image_Stitching). The stitched wide-field and confocal EDF images were then simultaneously registered using a feature-based registration with projectional transformation performed in Matlab (MathWorks: https://www.mathworks.com/help/vision/ref/detectsurfcfeatures.html). Then the stitched confocal EDF images, as well as the stacked images, were warped using this estimated transformation to match their wide-field counterparts. The non-overlapping regions of the wide-field and warped confocal images were subsequently deleted. Then the greedy algorithm described above was used to crop non-empty regions of 256 × 256 pixels from the remaining stacked wide-field images and their corresponding warped confocal images. The same feature-based registration was applied on each pair of cropped regions for fine alignment. This step provides good correspondence between the wide-field image and the corresponding confocal image in the lateral directions (Supplementary Note 10).

Although the axial scanning step size was fixed to be 0.2 μm, the reference zero-point in the axial direction for the wide-field and the confocal stacks needed to be matched. To determine this reference zero-point in the axial direction, the images at each depth were compared with the EDF image of the same region using the SSIM\(^5\), providing a focus curve. A second-order polynomial fit was performed on four points in this focus curve with highest SSIM values, and the reference zero-point was determined to be the peak of the fit. The heights of wide-field and confocal stacks were then centered by their corresponding reference zero-points in the axial direction. For each wide-field image used as input, four confocal images were randomly selected from the stack as the target, and their DPMs were calculated on the basis of the axial difference of the centered height values of the confocal and the corresponding wide-field images (Supplementary Note 10).

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.
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Code availability
Deep learning models reported in this work used standard libraries and scripts that are publicly available in TensorFlow. Through a custom-written Fiji-based plugin, we provided our trained network models (together with some sample test images) for the following objective lenses: Leica HC PL APO 20×/0.80 NA DRY (two different network models trained on TxRd and FITC channels), Leica HC PL APO 40×/1.30 NA oil (trained on TxRd channel), Olympus UPLSAPO20X 0.75 NA (trained on TxRd channel). We made some custom-written plugin and our models publicly available through the following links: http://bit.ly/deep-z-glt and http://bit.ly/deep-z.
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Data collection

Deep-Z virtual propagation network was trained on wide-field fluorescence images collected from two standard fluorescence microscopes: IX83 (Olympus Corporation) controlled using MetaMorph® microscope automation software (Molecular Devices, LLC), and TCS SP8 controlled using LAS X software (Leica Microsystems) without modifications.

Deep-Z virtual cross-modality propagation network was trained on wide-field and confocal fluorescence images of BPAEC collected from an inverted scanning microscope TCS SP5 controlled using LAS X software (Leica Microsystems) without modifications.

Data analysis

Image registrations were all performed using Fiji (ImageJ) plugins “StackReg”, “Extended Depth of Field” and “Image Stitching”, as well as Matlab R2018a feature-based registration toolbox.

Deep learning models reported in this work used standard libraries and scripts that are publicly available in TensorFlow v1.10 (Google Inc.) interfaced with Python v3.6.

Through a custom-written Fiji based plugin, we provided our trained network models (together with sample test images) for the following objective lenses: Leica HC PL APO 20x/0.80 DRY (two different network models trained on TxRd and FITC channels), Leica HC PL APO 40x/1.30 OIL (trained on TxRd channel), Olympus UPLSAPO20X - 0.75 NA (trained on TxRd channel). We made this custom-written plugin and our models publicly available through the following links:

http://bit.ly/deep-z-gf
http://bit.ly/deep-z
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Sample size

Four Deep-Z virtual propagation networks with same architecture were trained on 86,000, 110,000, 105,000 and 77,000 pairs of images for four different objective lenses, where each image had 256x256 pixels.

One Deep-Z cross-modality propagation network with same architecture was trained on 40,000 pairs of wide-field and confocal images, each with 256x256 pixels.

Four additional Deep-Z virtual propagation networks with same architecture were trained using transfer learning on 25,000, 35,000, 18,000 and 110,000 pairs of images, each image with 256x256 pixels.

A validation dataset (separate and independent from the training and testing datasets) of ~ 20% of the size of the training dataset is used in each training and transfer learning phase; the best network (blindly tested) is chosen to be the one with the smallest MAE loss on the validation dataset.

Data exclusions

During the training of the Deep-Z network for C. elegans, the regions of the image stacks that contained a moving worm or a dead worm were manually identified and removed from the training and validation data sets.

Replication

Deep-Z networks were first successfully tested on a total of 120 images, each with 1536x1536 pixels, where each image was virtually refocused to 20 to 40 planes at different depths within the training axial range, including the following:

-- Tested with 60 images containing 300 nm red fluorescence beads captured under a microscope with a 20x objective and Texas Red filter set, achieving similar results as in Figure 1.

-- Tested with 20 images containing C. elegans worms captured under a microscope with a 20x objective and Texas Red filter set through difference experiments, achieving similar results as in Figure 2 and Supplementary Figure 2.

-- Tested with 18 images containing C. elegans worms captured under a microscope with a 20x objective and FITC filter set through difference experiments, achieving similar results as in Figure 2 and Supplementary Figure 2.

-- Tested with 12 images containing C. elegans worms captured under a microscope with a 40x objective and Texas Red filter set, achieving similar results as in Supplementary Figure 4.

-- Tested with 5 imaging FOVs (cropped into 300 images with 240x240 pixels) containing BPAEC captured under a microscope with a 20x objective and Texas Red filter set, achieving similar results as in Supplementary Figure 5

-- Tested with 5 imaging FOVs (cropped into 300 images with 240x240 pixels) containing BPAEC captured under a microscope with a 20x objective and FITC filter set, achieving similar results as in Supplementary Figure 5.

The networks were also successfully tested on another 16 time-sequences of fluorescence images, each containing 120 - 1000 frames, with 1536x1536 pixels in each frame, achieving similar results as in Supplementary Videos 3-5, 7, 8.

These networks were further successfully tested on 32 images virtually mapped to 3D surfaces that were not part of the training phase (training only included refocusing to planes), achieving similar results as in Figure 4.

Deep-Z network was successfully tested on 42 image patches, each with 512x512 pixels, where each image was virtually refocused to 7 planes at different depths within the training axial range, achieving similar results as in Figure 5.

Randomization

The training, validation and testing data sets were randomly selected.

Blinding

Performances of deep neural networks were blindly tested and reported on images that were not included in the training or validation phases of the network training.
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| [ ] | Antibodies             |
| [ ] | Eukaryotic cell lines  |
| [ ] | Palaeontology          |
| [ ] | Animals and other organisms |
| [ ] | Human research participants |
| [ ] | Clinical data          |

### Methods

| n/a | Involved in the study |
|-----|------------------------|
| [ ] | ChiP-seq               |
| [ ] | Flow cytometry         |
| [ ] | MRI-based neuroimaging |

### Animals and other organisms

Policy information about [studies involving animals; ARRIVE guidelines](#) recommended for reporting animal research.

| Laboratory animals | Caenorhabditis elegans (C. elegans) worms [strain AML18 and AML32] were acquired from Caenorhabditis Genetics Center (CGC) and cultured for fluorescence structural and functional imaging of their neurons. |
|--------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Wild animals       | None                                                                                                                                                                                                |
| Field-collected samples | None                                                                                                                                                                                           |
| Ethics oversight   | No ethical approval or guidance was required because there is no requirement for ethics in worms.                                                                                                     |

Note that full information on the approval of the study protocol must also be provided in the manuscript.