Artificial intelligence facilitates decision-making in the treatment of lumbar disc herniations

André Wirries1 · Florian Geiger1 · Ahmed Hammad1 · Ludwig Oberkircher2 · Ingmar Blümcke3 · Samir Jabari3

Received: 25 April 2020 / Revised: 5 September 2020 / Accepted: 22 September 2020 / Published online: 13 October 2020
© The Author(s) 2020

Abstract
Purpose Apart from patients with severe neurological deficits, it is not clear whether surgical or conservative treatment of lumbar disc herniations is superior for the individual patient. We investigated whether deep learning techniques can predict the outcome of patients with lumbar disc herniation after 6 months of treatment.

Methods The data of 60 patients were used to train and test a deep learning algorithm with the aim to achieve an accurate prediction of the ODI 6 months after surgery or the start of conservative therapy. We developed an algorithm that predicts the ODI of 6 randomly selected test patients in tenfold cross-validation.

Results A 100% accurate prediction of an ODI range could be achieved by dividing the ODI scale into 12% sections. A maximum absolute difference of only 3.4% between individually predicted and actual ODI after 6 months of a given therapy was achieved with our most powerful model. The application of artificial intelligence as shown in this work also allowed to compare the actual patient values after 6 months with the prediction for the alternative therapy, showing deviations up to 18.8%.

Conclusion Deep learning in the supervised form applied here can identify patients at an early stage who would benefit from conservative therapy, and on the contrary avoid painful and unnecessary delays for patients who would profit from surgical therapy. In addition, this approach can be used in many other areas of medicine as an effective tool for decision-making when choosing between opposing treatment options, despite small patient groups.
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Introduction
The decision for operative or conservative treatment of spinal disorders is often difficult as the evidence for treatment options is insufficient. Particularly in the case of lumbar disc herniations, the decision between surgical and conservative therapy is often a challenging and physician-dependent decision. If the patients do not suffer from neurological deficits, usually a conservative therapy is started for at least 6 weeks up to months [1]. Only when this fails, surgery is proposed. Most patients undergoing surgery therefore have a history of failed conservative therapy. This delay can lead to longer incapacity to work, higher treatment costs and more frequent chronicization of pain. Thus, it would be beneficial to decide as soon as possible whether a conservative therapy is promising or an early surgical intervention would provide the superior result.

The current literature on this topic usually describes comparable results one year after the onset of symptoms, regardless of how the patients were treated [2–6]. However, the known studies are frequently difficult to generalize as the design often allows only a limited application of the results into practice. A minimum duration of symptoms of
6–8 weeks is usually required, which means that all patients with severe pain who are operated on within this period are excluded [1, 2, 4, 7]. In this selection process, only those patients who have undergone conservative therapy over several weeks are included in studies. Moreover, conservative therapy is not precisely defined and the maximum duration of symptoms is rarely fixed, so that chronic and acute symptoms are equated. Together with high drop-out and cross-over rates in randomized controlled trials, this leads to a significant statistical weakness [7, 8]. As a consequence of the missing evidence in current literature it is recommended to start with a conservative therapy of about 6 weeks up to 4 months and then to decide for or against surgery [1]. This gives a distorted picture of this pathology and its practical implications [5]. Thus, other decision supporting tools should be used to decide earlier who will benefit from surgical therapy.

In recent years it has been shown that artificial intelligence (AI) can be used to make more and more precise predictions about patient outcomes [9–11]. AI is a generic term for various applications of complex, self-learning algorithms. This ranges from adapted, intensified statistical evaluations to self-learning neural networks. However, the previous AI approaches in spinal therapy have not made use yet of the possibilities of deep learning as presented in this work [9]. We investigated the potential role of supervised deep learning to support objective decision-making in the treatment of lumbar disc herniations.

**Patients and methods**

**Patient population**

The data of 60 patients of an ongoing observational study at the Spine Center of the Hessing Foundation in Augsburg were used in this feasibility study and analysed by a digital pathology and AI working group at University Hospitals Erlangen. All of the patients provided informed written consent to the use of their data in the study and agreed to publishing. Of these 60 patients 31 were male and 29 female. Thirty-three patients were treated surgically and 27 patients conservatively. These records did not include the data of 3 patients who withdrew their agreement in the course, nor of 6 patients who initially declined participation. Thus, the initial inclusion rate was 91% and the follow-up rate at 6 months was 95%. The baseline demographic data are shown in Table 1. The approval of the local ethics committee has been obtained in advance (Ethics Committee No. 16098 of the Bavarian Medical Association, Germany).

The patients were at least 18 years old and presented with radicular pain caused by a herniated disc of the lumbar spine, which was confirmed by an MRI scan. At the time of enrolment, the radicular symptoms did not last longer than 12 weeks. No minimum time for the duration of the symptoms was defined to include patients in the study. Exclusion criteria were instability or scoliosis in the

| Table 1 | Patient data (demographic and clinical scores) on admission |
|---------|----------------------------------------------------------|
| n=60 | Surgery n=33 | Conservative n=27 |
| Mean | Std | Min | Max | Mean | Std | Mean | Std |
| Age | 53.6 | 11.9 | 31.0 | 80.0 | 55.2 | 10.8 | 51.6 | 13.1 |
| Days from onset of symptoms to 1st treatment | 41.0 | 23.9 | 3.0 | 82.0 | 43.4 | 24.6 | 38.1 | 23.1 |
| BMI | 27.5 | 6.6 | 17.9 | 54.7 | 26.8 | 4.4 | 28.5 | 8.6 |
| Patient standing height | 173.2 | 9.9 | 157.0 | 196.0 | 172.5 | 8.7 | 173.9 | 11.3 |
| Pack years (smoking) | 8.1 | 13.3 | 0.0 | 47.0 | 10.7 | 15.2 | 4.9 | 10.0 |
| SF 36 physical functioning | 23.4 | 21.2 | 0.0 | 95.0 | 26.7 | 23.6 | 19.4 | 17.6 |
| SF 36 limit. physical health | 16.3 | 30.8 | 0.0 | 100.0 | 14.4 | 31.9 | 18.5 | 29.9 |
| SF 36 limit. emotional problems | 50.6 | 47.7 | 0.0 | 100.0 | 49.5 | 50.1 | 51.9 | 45.6 |
| SF 36 energy fatigue | 39.8 | 19.5 | 5.0 | 90.0 | 41.1 | 21.2 | 38.3 | 17.5 |
| SF 36 emotional well being | 61.6 | 19.2 | 20.0 | 100.0 | 61.5 | 21.3 | 61.8 | 16.6 |
| SF 36 social functioning | 51.9 | 28.0 | 0.0 | 100.0 | 56.4 | 31.4 | 46.3 | 22.4 |
| SF 36 pain | 26.3 | 26.9 | 0.0 | 100.0 | 26.5 | 30.0 | 26.0 | 23.1 |
| SF 36 general health | 59.8 | 18.0 | 10.0 | 100.0 | 63.5 | 17.2 | 55.2 | 18.2 |
| ODI percentage | 55.3 | 18.4 | 14.0 | 100.0 | 55.7 | 17.2 | 54.7 | 20.2 |
| HADS anxiety | 6.4 | 3.8 | 0.0 | 15.0 | 6 | 3.9 | 6.8 | 3.6 |
| HADS depression | 6.5 | 3.4 | 1.0 | 15.0 | 6.1 | 3.4 | 7.0 | 3.4 |
| Back pain (VAS) | 5.3 | 3.4 | 0.0 | 10.0 | 4.8 | 3.7 | 5.9 | 3.1 |
| Leg pain (VAS) | 7.1 | 2.2 | 1.9 | 10.0 | 7.6 | 1.7 | 6.6 | 2.6 |
segment of the herniated disc, advanced degeneration (e.g. spondylogenic spinal stenosis), a recurrent herniated disc and previously performed surgery in the affected segment.

**Therapy**

Conservative therapy consisted of analgesics, periradicular or peridural infiltrations, balneophysical measures and physiotherapy over a period of several days in an inpatient setting, followed by outpatient therapy after discharge. Surgical therapy was standardly performed as microscopically or endoscopically assisted interlaminar sequestrectomy.

**Content and structure of learning and test group**

Basic demographic data, as well as the MOS 36-Item Short Form Survey (SF-36) [12], the Oswestry Disability Index (ODI) [13] along with leg and back pain, each measured on a 100 mm visual analogue scale, and the Hospital Anxiety and Depression Scale (HADS) [14] for every patient were assessed on the day of admission. The ODI was defined as the target variable and re-assessed 6 months later (Table 1).

Special attention was paid from the beginning to the completeness of the data. As the success of a neural network training depends on complete data sets, any insufficient data were completed promptly together with the patients. Stratified tenfold shuffled splitting of the 60 patients data (scikit-learn v.0.21.2) [15] resulted in a training set of 54 patients and a test set of 6 patients. Care was taken that gender and treatment (operative vs. conservative) were distributed evenly throughout the two sets.

**Artificial intelligence-based prediction model**

The data collected from the 60 Patients were stored in a comma separated value formatted file (csv). This file was read by the pandas python package (pandas v.0.23.1; python 3.6.7) [16]. Plotting of correlation matrix (matplotlib v.2.1.2 and seaborn v.0.8.1) [17], density distributions and histograms of various parameters as well as basic statistical operations were performed on the dataset.

For further machine learning processing, we defined the ODI score 6 months after the start of treatment as the target value for prediction, so the machine learning problem is a linear regression problem.

By applying recursive feature elimination, weighing of feature importance and analysis of intercorrelating features (feature selector v.1.0.0), many of the parameters within the csv file for a given patient were dropped in order to reduce complexity resulting in the final features fed to the model [18]. The parameters finally used to train the neural network after recursive feature elimination were applied are shown in Table 2.

| Categorical variables | Continuous variables | Target variable |
|-----------------------|----------------------|-----------------|
| Gender                | Age                  | ODI after 6 month|
| Treatment option      | Days from onset of symptoms to 1st treatment | SF 36 physical functioning |
|                       |                      | Patient standing height |
|                       |                      | SF 36 energy fatigue |
|                       |                      | SF 36 social functioning |
|                       |                      | SF 36 general health |
|                       |                      | Back pain |
|                       |                      | Leg pain |
|                       |                      | BMI |
|                       |                      | HADS depression |

After identification of categorical variables and continuous variables, categorical variables were encoded using scikit-learn’s “LabelEncoder”. Various machine learning algorithms were cross-checked regarding their performance in tenfold cross-validation (Table 3). A simple but deep neural network architecture (three layers) was identified to be most promising (Fig. 1). This approach was further targeted and evaluated as follows.

Each categorical variable was now fed separately into the network via an embedding layer, while the rest of the continuous variables were collected in an additional array and fed into the network via one separate input. In total, the model used had two categorical inputs. All inputs were concatenated and processed through two additional hidden layers with rectified linear activation functions and a subsequent linear output at the last layer. The Keras framework (v. 2.2.4) with tensorflow backend (v.1.12.0) was used to model the network architecture and perform network training [19]. Grid searching of various parameters was performed and all training was evaluated by tenfold cross-validation. The training was performed for 1000 epochs while early stopping revealed best model performance at epoch 488. Cycling the learning rate within each epoch between 0.001 and 0.1 with
Fig. 1 Model architecture: the categorical data were introduced into the model via respective embedding layers. The continuous data were introduced into the model via a separate input. All data were then linked together and processed via three additional layers.
Prediction accuracy

The complete data sets of 60 patients were used and all model evaluations were performed in a tenfold cross-validation. The mean absolute error in the cross-validation was 5.9% on the test data set. Our best-performing neural network had a surprisingly low mean absolute error of 1.5% (Table 4). The mean absolute error of our worst performing model was 8.5% and with under 10% still better performing than every other tested machine learning algorithm (Table 3). All further results refer to our best performing model.

Using our deep learning algorithm, a maximum difference between individually predicted and actual ODI after 6 months of therapy of only 3.4% could be achieved. From our point of view, this is a sufficient correlation between the prediction and the real values to be able to use the predictions for therapy prognoses.

Dividing the ODI (with a percentage value from 0 to 100) as a target value into ranges of 12%, a 100% accurate prediction of the individual percentage range at the time of the 6 month evaluation could be achieved.

Comparison of the AI-predictions for different forms of therapy

In our best performing model the test data set consisted of 2 conservatively and 4 surgically treated patients. Table 5 and 6 present the ODI results of these patients with the corresponding AI predictions. The first column shows the ODI values actually achieved after 6 months, the shaded 2nd and 3rd columns show the AI predictions for both therapy forms. Thus, the conservative and operative therapy predictions can be compared for the same patient.

Finally, after training was complete, we evaluated the model predictions of the ODI 6 month after start of treatment. Therefore, we compared the model-prediction for the patients in the test set with the real life values of these patients. Next we compared the predictions for both kind of therapies for each patient in the test set. In this way, the prediction values for the actually applied therapy could be compared with the prediction values for the other, not applied, form of therapy (Tables 5, 6).

Table 4  Mean absolute error rate and mean and standard deviation of the performed tenfold cross-validation for the prediction of the ODI after 6 months using our neural network

| Fold | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | Mean | SD |
|------|---|---|---|---|---|---|---|---|---|----|------|----|
| Mean absolute error | 7.1 | 8.5 | 3.4 | 6.8 | 6.9 | 3.8 | 1.5 | 8.4 | 5.6 | 7.11 | 5.9 | 2.3 |

Table 5  Actual and AI predicted ODI values for conservatively treated test patients

| Actual ODI after 6 months | AI-predictions for ODI in 6 months |
|---------------------------|-----------------------------------|
|                           | Surgery | Conservative |
| Conservative              |         |              |
| 10                        | 2.0     | 8.4          |
| 12                        | 2.1     | 9.1          |

Table 6  Actual and AI predicted ODI values for surgically treated test patients

| Actual ODI after 6 months | AI-predictions for ODI in 6 months |
|---------------------------|-----------------------------------|
|                           | Surgery | Conservative |
| Surgery                   |         |              |
| 30                        | 29.9    | 12.8         |
| 46.9                      | 50.3    | 31.5         |
| 2                         | 2.1     | 13.2         |
| 12                        | 11.2    | 7.9          |
with values between 2% and 46.9%. The AI predictions for the operative (2nd column) and conservative (3rd column) forms of therapy also show individual differences, some of them considerable. The first test patient has a real ODI of 30% 6 months after surgery. The corresponding AI prediction showed with 29.9% almost the same value for the operative, but significantly better 12.8% for the conservative therapy. The second test patient showed an unsatisfactory result 6 months after surgery with an actual ODI of 46.9%, the prediction for the operative therapy would have been even worse with 50.3%, while a slightly better result was predicted for the conservative therapy with 31.5%. The remaining 2 test patients achieved very good ODI values of 2% and 12% 6 months after operative care. The AI prediction for this surgical therapy (2nd column) was very accurate at 2.1% and 11.2%, respectively. The AI prediction for conservative therapy (3rd column) was only moderately different in these patients with a slightly worse ODI of 13.2% for the third and slightly better ODI of 7.9% for the fourth test patient. (For a more detailed presentation of the individual patient data presented here, we refer to the additional material in the Supplementary Tables 1.1 and 1.2.)

The deviations of the predictions for different treatment options (2nd and 3rd column in Tables 5 and 6) in the test patients ranged from 3.3 to 18.8%.

Discussion

Our approach to AI—supervised deep learning

Overall, our presented model shows good convergence and surprisingly good predictive power. Considering the fact that the minimal clinically important difference (MCID) in the German version of the Oswestry Disability Index is reported to be around 9% (with 95% confidence) [13], the exact prediction of a 12% range within the ODI can be regarded as sufficient to derive an individual therapy recommendation.

It is important to clarify that the supervised deep learning approach presented here differs significantly from an unsupervised approach, where large amounts of unfiltered data are processed. This is the most important reason why we are able to achieve sufficient training of our AI algorithm with a data set of only 60 patients. Furthermore, we assume that the good predictive power of this supervised deep learning approach is made possible by the fact that the data acquisition was designed from the beginning to be processed with supervised deep learning. In particular, time-consuming repeated interviews with individual patients ensured that the data sets were as accurate and complete as possible. From our point of view, this enables a much more efficient learning process, since insufficient data do not have to be compensated by quantity.

In contrast to the unsupervised big data approach (trying to find patterns not yet known within the data), our supervised deep learning approach predicts a specific clinical parameter, the ODI. This means that our model tries to make a prediction for a specific value based on the collected patient-related parameters, rather than grouping the data. Our artificial neural network learns the aspects of a disease pattern by repeated learning processes on complete data sets. The resulting AI is able to perform an increasingly good prediction of therapy outcomes for previously unknown data sets. In the neural network used here, the establishment of a good predictive power can be seen after training with about 50 patient data sets (Fig. 2).

Interpretation of results

It is questionable whether differences in the predictions for therapy options that are smaller than the MCID, which is described at about 9% for the ODI [13], are individually noticeable. It should be assumed, that these prediction differences remain below the perception threshold. Thus, the results seem to be similar for both types of therapy in several cases, which would correspond to the current literature.

The partly noteworthy differences in the actually achieved ODI 6 months after the operation with values up to 46.9% show a pronounced individuality of the operative success. We show cases that in reality reach unsatisfactory ODI values after an operation. Differences in the corresponding AI prediction, clearly exceeding the MCID, are worth a detailed examination. Using these AI predictions could have led to better results under conservative therapy. On the other hand, the purpose of surgery is questionable if the predicted results are comparable. Moreover, there are also
cases where conservative therapy produces worse results in the AI predictions. This proves that there are also patients who benefit from early surgical intervention.

Interestingly, the maximum deviation of the predictions for different treatment options of a patient ranged from 3.3 to 18.8%. As they do not always exceed the MCID these different AI predictions would not always be perceived differently. These results confirm to a certain extent the existing literature, where conservative and operative therapies often lead to comparable results after a follow-up period of 6 months. However, our results also show that in some cases the decision for one way of therapy has a noticeable impact on the outcome. If AI predictions were made at an early stage, the selection of the individually best therapy would be facilitated and suboptimal outcomes could be avoided.

Artificial intelligence in spine therapy

Despite many valuable studies, objective decision-making in the individual case of a lumbar disc herniation is only possible to a limited extent. Most studies provide generalized statements, which mainly recommend to refrain from possible to a limited extent. Most studies provide generalization and do not take the individual fate into account. In daily clinical practice, however, a high percentage of patients choose and benefit from surgery despite this approach [2] and patients who receive intensive conservative therapy may develop chronic pain or decide for surgery at a later stage. As most studies have a cross over rate of more than 30% a generalized recommendation for conservative or surgical therapy is not justified. Therefore, the possibility to predict the optimal therapy at an early stage would be a valuable aid for individual decision-making.

The concept of individualized decision-making has been discussed repeatedly, but so far has not been consistently implemented in the field of spine therapy. AI techniques based purely on extensive statistics were already used by McGirt et al. in 2015 to predict various outcome variables together with the ODI one year after spinal surgery. This prediction model was able to achieve an accuracy between 72 and 84% for more than 40 different values; however, it was not based on machine learning [21]. Kim et al. went a step further in 2018 and developed a prediction of various complications after spondylodesis using logistic regression and combining it with a shallow artificial neural network. They already achieved comparatively better prediction results than the clinical scores usually used [11]. With an overall accuracy of 87.6%, it was recently shown that even a combination of decision algorithms could predict the most important intra- or perioperative complications following spinal deformity surgery in adults. However, no real deep learning has been applied [22].

Another way to enable individualized decisions is the establishment of a DST (Decision Support Tool). This attempts to support clinical decisions by providing personalized predictions. There is already a DST available for spinal treatment, the Nijmegen Decision Tool for Chronic Low Back Pain. This tool recommends a surgical or conservative therapy, but also a discontinuation of therapy, taking into account various patient-related characteristics [23, 24]. However, this DST is currently under further development and the technical implementation still needs to be finalized. Only recently it could be shown that the use of unsupervised artificial intelligence is suitable to achieve good risk detection by hierarchical grouping of a large patient population. However, in contrast to our presented supervised AI approach, the necessity to acquire and process huge amounts of data is a challenge [10].

Comparing the role of AI in clinical decision-making in spinal therapy with other applications of AI and machine learning, there is still much need for development. Generally speaking, machine learning methods still do not play a relevant role in decision-making in spinal surgery. The predictive models presented so far are generally not based on modern techniques such as deep learning as applied in our study [9]. According to our current state of knowledge, this is the first work that provides a state-of-the-art design of neural network that can be successfully used to predict the outcome of treatment for lumbar disc herniations. As these first results are encouraging, we plan to adapt it to other problems, where a statistical analysis or double blind studies were not successful in the past.

Restrictions to the presented model

The number of patients with whom our model has been trained was small and further patient data will be included on an ongoing basis to further improve the prediction results. However, this is exactly one of the advantages of supervised deep learning, namely the ability to carry out an effective learning process and make good individual predictions possible with a small number of cases. Furthermore, it will also be necessary to objectively verify whether the predictions of artificial intelligence are in accordance with the results of clinical practice. A validation of these predictions is already planned to be carried out.

In addition, we observed that when there were significant deviations in the predictions for conservative and operative therapy (and thus greater relevance for therapy decisions), the deviations from the actual ODI value also tended to be greater, albeit still within the MCID—we might see a further improvement by increasing the number of training-patients.

In this study no correlation with MRI imaging was made. It is known that MRI imaging only correlates with clinical symptoms to a certain degree [25], but an appropriate implementation in the further development of the prediction makes sense...
and is planned in the ongoing study to ensure the completion of patient-related data.

**Conclusion**

We believe that the approach of a supervised artificial intelligence will improve the predictability of a therapy outcome and thus help to individualize therapy recommendations for patients such as those with a disc herniation. This approach (especially the presented supervised deep learning version) can serve as a basis for further developments of AI, not only in the field of spinal therapy, but also in many other areas of medicine where randomization or inclusion of high patient numbers is not feasible.
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