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The present notes are organized as the lectures given at the Les Houches Summer School “Quantum Optics and Nanophotonics” in August 2013. The first section contains an introduction and a description of the current state-of-the-art for Casimir force measurements and their comparison with theory. The second and third sections are a pedagogical presentation of the main features of the theory of Casimir forces for 1-dimensional model systems and for mirrors in 3-dimensional space.

Introduction

The emergence of quantum theory has profoundly altered our conception of space by forcing us to consider it as permanently filled by vacuum field fluctuations [1, 2]. These vacuum fluctuations are electromagnetic fields propagating with the speed of light, as any free field, and corresponding to an energy of half a photon per mode. They have a number of observable consequences in microscopic physics, for example the radiative corrections in subatomic physics [3], the spontaneous emission processes, the Casimir-Polder interaction and Lamb shift in atomic physics [4].

Vacuum fluctuations also have observable mechanical effects in macroscopic physics and the archetype of these effects is the Casimir force between two motionless mirrors. This force was predicted in 1948 by H. B. G. Casimir [5] and soon observed in experiments [6]. Experiments have been improved after years of development and they now reach a good precision [7–10] (more references below). However, the comparison with theoretical predictions has raised difficulties which have been discussed in a large number of papers (references in [11–13]).

This comparison is particularly interesting because of its fascinating interfaces with open questions in fundamental physics. The Casimir effect is connected with the puzzles of gravitational physics through the problem of vacuum energy as well as with the principle of relativity of motion [14]. Effects beyond the Proximity Force Approximation also make apparent the rich interplay of vacuum and geometry [15]. Casimir physics also plays an important role in the tests of gravity at sub-millimeter ranges [16–19]. For scales of the order of the micrometer, such gravity tests are performed by comparing Casimir force measurements with theory and the comparison has to take into account the many differences between real experiments and the idealized case considered initially by Casimir [20].

At the end of this short general introduction, it has also to be stressed that the Casimir and closely related Casimir-Polder forces [21–25] have strong connections with various active domains and interfaces of physics, such as atomic and molecular physics, condensed matter and surface physics, chemical and biological physics, micro- and nano-technology [26, 27].

The present paper is organized as the lectures given at the Les Houches Summer School in August 2013: the first section contains an introduction and a description of the current state-of-the-art for experiments and their comparison with theory while the second and third sections are a pedagogical presentation of the main features of the theory of Casimir forces.

Section I begins with a short history of quantum field fluctuations in vacuum. We then review various arguments involved in the comparison with theory of the experiments devoted to the measurement of the Casimir force. As experiments are performed with gold-covered plates, the force depends on non universal properties of the real plates used in the experiments. As they are performed at room temperature, the effect of thermal field fluctuations has to be added to that of vacuum fluctuations. The most precise experiments are performed in the plane-sphere geometry and not in the geometry of two parallel planes whereas the latter is theoretically easier to handle. Finally, surfaces are non ideal, and effects such as roughness, electrostatic patches and contamination affect the comparison between theory and experiment.

Section II contains a simple derivation of the Casimir effect in a model of scalar fields on a 1-dimensional line. This model allows one to introduce the Quantum Optics approach to the Casimir effect. This approach is based on the existence of field fluctuations which pervade empty space and exert radiation pressure on mirrors at rest in vacuum. The force is thus calculated as the result of different pressures acting on inner and outer sides of the two mirrors which form a cavity. This approach is often also called the Scattering Formalism because all properties of the Casimir force are determined by the reflection amplitudes of the fields on the two mirrors [28].

Section III then treats the case of two plane and parallel mirrors at rest in electromagnetic vacuum in 3-dimensional space. It describes the models generally used for the metallic mirrors used in the experiments [29, 30] and discusses the results obtained in this manner. For mirrors characterized by Fresnel reflection amplitudes deduced from a linear and local dielectric function, the Scattering Formalism leads to the same results as Lifshitz’s method [31–33]. The section ends up with a presentation of the general scattering formalism which al-
lows one to deal with non specular reflection and arbitrary geometries [34–39]

I. VACUUM FLUCTUATIONS AND CASIMIR FORCES

The birth of quantum vacuum

The classical idealization of absolute empty space was affected by the discovery of black body radiation which is present everywhere at non zero temperature and exerts a pressure onto the boundaries of any cavity. It is precisely for explaining the properties of black body radiation that Planck introduced the first quantum law in 1900 [40] (discussions in [41]). In modern terms, the first Planck law gives the energy per electromagnetic mode characterized by its frequency \(\omega\) as the product of the energy of a single photon \(\hbar \omega \equiv h \nu\) by a mean number of photons \(\bar{n}\) per mode

\[
E_{1900} = \bar{n} \hbar \omega , \quad \bar{n} \equiv \frac{1}{e^{\hbar \omega/k_B T} - 1} . \tag{1}
\]

Unsatisfied with his first derivation, Planck [42] wrote in 1911 a new expression for the mean energy per mode

\[
E_{1911} = \left(\frac{1}{2} + \bar{n}\right) \hbar \omega . \tag{2}
\]

The difference between the two Planck laws corresponds to the zero-point energy. Whereas the first law describes a cavity entirely emptied out of radiation at the limit of zero temperature (\(\bar{n} \to 0\) when \(T \to 0\)), the zero-point energy added in the second law persists at zero temperature.

The story of the two Planck laws and of the discussions they raised is related for example in [43]. The arguments used by Planck in 1911 are no longer considered as satisfactory nowadays but an argument which is still valid was proposed by Einstein and Stern in 1913 [44]. In order to state this argument, let us consider the limit for \(\bar{E}\) at high temperatures (\(k_B T \gg \hbar \omega\))

\[
\bar{E}_{1900} = \frac{\hbar \omega}{e^{\hbar \omega/k_B T} - 1} = k_B T - \frac{\hbar \omega}{2} + \frac{(\hbar \omega)^2}{4k_B T} + \ldots
\]

\[
\bar{E}_{1911} = \frac{\hbar \omega}{2} + \bar{E}_{1900} = k_B T + O\left(\frac{(\hbar \omega)^2}{k_B T}\right) . \tag{3}
\]

In contrast to the first Planck’s law (1) which falls off the correct classical limit by a constant offset \(\frac{1}{2} \hbar \omega\), the second Planck’s law (2) matches the correct classical limit at high temperatures. This feature is emphasized by the modern writing of this law which has clearly no term linear in \(\hbar \omega\) because the right-hand side is an even function of \(\omega\) (note that \(\coth(x) \equiv 1/\tanh(x)\))

\[
\bar{E}_{1911} = \left(\frac{1}{2} + \bar{n}\right) \hbar \omega = \frac{\hbar \omega}{2} \coth \frac{\hbar \omega}{2k_B T} . \tag{4}
\]

Debye was the first to insist on observable consequences of zero-point fluctuations in atomic motion, by discussing their effect on the intensities of diffraction peaks [45] whereas Mulliken gave the first experimental proof of these consequences by studying vibrational spectra of molecules [46]. At this point, we may emphasize that these discussions took place before the existence of these fluctuations was confirmed by fully consistent quantum theoretical calculations. Nowadays, vacuum fluctuations are just an immediate consequence of Heisenberg inequalities (see for example references in [47, 48] and in several chapters of the proceedings of this summer school [49]).

The puzzle of vacuum energy

Nernst is credited for having been the first to emphasize in 1916 that zero-point fluctuations should also exist for free electromagnetic fields [50] (discussions in [51]), thus discovering what physicists now call quantum vacuum. He also noticed that the associated energy constituted a challenge for gravitation theory. When summing up the zero-point energies over all field modes, a finite energy density is obtained for the first Planck law - this is the solution of the ultraviolet catastrophe - but an infinite value is produced from the second law. When introducing a high frequency cutoff, the calculated energy density remains finite but it is still much larger than the mean energy observed in the world around us through gravitational phenomena [52]. Pedagogical derivations and numbers illustrating this major problem are given in [53].

This puzzle has led famous physicists to deny the reality of vacuum fluctuations. In particular, Pauli stated in his textbook on Wave Mechanics [54] (translation from [55]): At this point it should be noted that it is more consistent here, in contrast to the material oscillator, not to introduce a zero-point energy of \(\frac{1}{2} \hbar \omega\) per degree of freedom. For, on the one hand, the latter would give rise to an infinitely large energy per unit volume due to the infinite number of degrees of freedom, on the other hand, it would be principally unobservable since nor can it be emitted, absorbed or scattered and hence, cannot be contained within walls and, as is evident from experience, neither does it produce any gravitational field.

A part of these statements is simply unescapable: it is just a matter of evidence that the mean value of vacuum energy as predicted by quantum theory does not contribute to gravitation as an ordinary energy. However, we know nowadays that vacuum fluctuations are scattered by matter, as shown by the numerous effects of the associated scattering in subatomic [3] and atomic [4] physics. And the Casimir effect discussed in the sequel of this paper may be seen as the manifestation of vacuum fluctuations when being contained within walls. Let us note at this point that different points of view coexist about the significance of vacuum fluctuations [55–63].
The puzzle of vacuum energy has been discovered nearly one century ago and it is not yet solved. It has led and still leads to many ideas: for example, a dark energy length scale $\lambda \approx 85 \mu m$ can be defined by setting the cutoff used to calculate the vacuum energy so that it fits the now measured cosmic vacuum energy density $[64–66]$. It is thus natural to check if gravity could be affected below this dark energy length scale $[67–69]$. It has been shown in torsion-balance experiments $[70]$ that Yukawa modifications of the gravitational inverse-square law can have a magnitude equal to that of gravity only if their range has a value smaller than $56 \mu m$, which discards this kind of ideas under their simplest forms. More possibilities, corresponding for example to power-law modifications associated with compact extra-dimensions $[71]$, are discussed later on. The opposite of the above effects is the dark energy $[67–69]$. It has been shown to be a quantum force like molecular cohesion forces, which is a quantum force like molecular cohesion when it is extrapolated down to atomic distances $\sim 0.1 \text{nm}$. This means that the Casimir force is a quantum force like molecular cohesion forces, which has a weaker magnitude only because it is measured at distances much larger than typical atomic distances. Note however that formula (6) cannot be used at atomic distances where the ideal assumptions used to derive it are no longer valid, as we explain now.

### The Casimir force between ideal and real mirrors

In his initial calculation $[5]$, Casimir considered an idealized configuration, with perfectly smooth, flat and parallel plates (see Figure 1) in the limit of zero temperature and perfect reflection. $L$ denotes the distance between the two plates and $A$ their area, supposed to be large enough ($A \gg L^2$).

![FIG. 1. Configuration considered by Casimir: two perfectly parallel planes placed in vacuum experience an attractive pressure given by (6) under the assumptions of perfect reflection and zero temperature.](image)

He thus obtained expressions for the energy $E_{\text{Cas}}$ and force $F_{\text{Cas}}$ which exhibit a universal behavior associated with the confinement of vacuum energy

$$E_{\text{Cas}} = -\frac{\hbar c \pi^2 A}{720L^3}, \quad F_{\text{Cas}} = -\frac{\hbar c \pi^2 A}{240L^4},$$

where $c$ is the speed of light and $\hbar = h/2\pi$ the reduced Planck constant. The signs have been chosen according to the standard thermodynamical conventions (the relation with thermodynamics of the Casimir effect will be discussed later on). The negative energy corresponds to a binding energy and the negative force to an attractive force, that is also a negative pressure

$$P_{\text{Cas}} = \frac{F_{\text{Cas}}}{A} = -\frac{\hbar c \pi^2}{240L^4}. \quad (6)$$

The order of magnitude of the pressure is $|P_{\text{Cas}}| \sim 1 \text{mPa}$ for two mirrors at the distance $L = 1 \mu m$ typical for Casimir force measurements (see below). The formula (6) describes an extremely rapid increase of the pressure when the distance is decreased, and it would lead to a value $\sim 1 \text{TPa}$ typical of strong molecular cohesion when it is extrapolated down to atomic distances $\sim 0.1 \text{nm}$. This means that the Casimir force is a quantum force like molecular cohesion forces, which has a weaker magnitude only because it is measured at distances much larger than typical atomic distances.

### The effect of imperfect reflection

Indeed, perfectly reflecting mirrors do not exist, except as idealizations giving fair descriptions of reality in limiting cases only. The mirrors used in the experiments are made of metal and they have a good reflection only at frequencies below the plasma frequency. Accounting for their imperfect reflection and its frequency dependence is thus essential for obtaining a reliable theoretical expectation of the Casimir pressure $[20]$. In other words, the real Casimir pressure depends on the non universal optical properties of the material plates used in the experiments. It can be written as the product of the ideal result (6) by a dimensionless factor which accounts for these optical properties

$$P = P_{\text{Cas}} \eta_P \quad .$$

The expression of $\eta_P$ in terms of the optical properties of the mirrors will be given in section III. Most descriptions of the metallic mirrors used in the experiments are based on Fresnel reflection laws at the two interfaces between vacuum and metallic bulks with optical properties described by a linear and local dielectric response function. This dielectric function $\varepsilon$ is a sum of contributions corresponding respectively to bound ($\bar{\varepsilon}$) and conduction electrons, the latter being directly related to the conductivity ($\sigma$)

$$\varepsilon[\omega] = \bar{\varepsilon}[\omega] + \frac{\sigma[\omega]}{-i \omega}. \quad (8)$$
Note that functions $\varepsilon, \bar{\varepsilon}$ and $\sigma$ are all defined as reduced quantities, with their SI counterparts being $\varepsilon_0 \varepsilon, \varepsilon_0 \bar{\varepsilon}$ and $\varepsilon_0 \sigma$ ($\varepsilon_0 = 1/\mu_0 c^2$ is the vacuum permittivity). With these conventions, $\varepsilon$ and $\bar{\varepsilon}$ are dimensionless while $\sigma$ has the dimension of a frequency.

The dielectric function (8) has to be obtained from optical data [29, 73] as they are tabulated for example for gold in [74]. At low frequencies, $\bar{\varepsilon}$ tends to a constant while the contribution of conduction electrons diverges while $\sigma$ tends to a constant $\sigma_0$. Optical data have then to be extrapolated at low frequencies by using the dissipative Drude model for the conductivity of the metal [75]

$$\sigma_D[\omega] = \frac{\omega_P^2}{\gamma - i\omega}. \quad (9)$$

Here $\omega_P$ is the plasma frequency and $\gamma$ the relaxation parameter for conduction electrons. This model meets the well-known fact that gold has a finite static conductivity

$$\sigma_0 = \frac{\omega_P^2}{\gamma}. \quad (10)$$

For reasons which will become clear in the following, the limiting case of a lossless plasma of conduction electrons ($\gamma = 0$ in (9)) is often considered

$$\sigma_P[\omega] = \frac{\omega_P^2}{-i\omega}. \quad (11)$$

This so-called plasma model cannot be an accurate description of metallic mirrors. As a matter of fact, it contradicts the fact that gold has a finite static conductivity (10) while also leading to a poorer fit of tabulated optical data than the more general Drude model [29]. However, $\gamma$ is much smaller than $\omega_P$ for a good metal (for example $\gamma \approx 0.004 \omega_P$ for gold). As the difference between (9) and (11) is appreciable only at low frequencies $\omega \leq \gamma$ where $\varepsilon$ is very large for both models, one might expect that it does not affect too much the value of the Casimir force. This naive expectation is met at small distances or low temperatures but not in the general case of arbitrary distances and temperatures, as explained in the following.

**The effect of temperature**

Most experiments are performed at room temperature, so that the effect of thermal fluctuations has to be added to that of vacuum fields [76–79]. This important point will be discussed in a detailed manner in sections II & III. At this point, we focus on the strong correlation effect obtained between the effects of temperature and dissipation, which has given rise to a large number of contradictory papers (see for example the references in [80–84]).

Boström and Sernelius [85] were the first to remark that, in spite of the naive expectation described in the end of the preceding subsection, dissipation has a large effect on the value of the Casimir force at distances accessible in experiments and at room temperature. Their result is illustrated on Figure 2 where the ratio $\eta_P$ giving the real Casimir pressure (7) is drawn for the Drude and plasma models at room temperature ($T=300K$), using the formulas in [83]. These two models correspond to the dielectric function (8) with $\bar{\varepsilon}$=1 and $\sigma$ substituted by (9) and (11) respectively. The simplification $\bar{\varepsilon}$=1 does not change the difference between the predictions of the two models and it can also be dropped, by having $\bar{\varepsilon}$ deduced from the optical data. The parameters of the optical models are chosen to match values typical for thick layers of gold ($\omega_P = 2\pi c/\lambda_P$ with $\lambda_P$=136nm and $\gamma/\omega_P = 0.004$).

A striking difference appears between the predictions of the two models [85]. These predictions, which are close to each other at short distances, exhibit an increasing difference for distances of the order or larger than 1$\mu$m. In particular, the ratio of the plasma to Drude prediction for the Casimir pressure goes to a factor 2 at the limit of large distances. In fact, the result of the plasma model coincides at this limit with that obtained for perfect mirrors whereas the result of the Drude model reaches only half that value. It is worth recalling here that this last result is reproduced by the derivations of Casimir pressures from microscopic models of the metallic mirrors [86–88].

As a matter of principle, there should be no doubt that the Drude model is a better representation of the optical properties of real plates at low frequencies than the plasma model. At this point however, we have to face discrepancies in the comparison between experimental results and theoretical predictions and, unexpectedly, some experimental results appear to lie closer to the predictions of the plasma model than to that of the Drude.
model [12]. Before coming to this point, we have still to discuss another important feature of the recent precise experiments which are performed in the plane-sphere geometry and not in the plane-plane geometry in which most calculations are done.

The effect of geometry

The configuration used for most Casimir experiments corresponds to a plane and a sphere, with \( L \) the distance of closest approach and \( R \) the radius of the sphere, supposed to be large (see Figure 3). The force in this plane-sphere geometry is usually calculated by using the so-called Proximity Force Approximation (PFA) [89, 90]. Let us emphasize here that this approximation is valid only at the limit of a very large radius \( (R \gg L) \) and that the question of its accuracy for a finite value of \( R/L \) remains an open question (more discussions on this topic later on).

![Figure 3: Configuration for most Casimir experiments](image)

We assume here provisionally that the PFA is precise enough for the purpose of theory-experiment comparison. It follows that the force between the plane and the sphere can be obtained by integrating over the distribution of local inter-plate distances the pressure \( P \) calculated in the geometry with two parallel planes. In the plane-sphere geometry, this gives

\[
F_{\text{PFA}}(L) = \int_{L}^{\infty} dA \ P(L), \quad dA = 2\pi R \ dL, \quad (12)
\]

where \( P(L) \) is the pressure evaluated between two planes at a distance \( L \) from each other; \( L \) runs over distances larger than the distance of closest approach \( L \) and \( dA \) is the corresponding element of surface.

In the experiment, the gradient \( G \) of the Casimir force in the plane-sphere geometry is measured (see the next subsection). This quantity is deduced from (12) as

\[
G_{\text{PFA}}(L) = \frac{\partial F_{\text{PFA}}}{\partial L} = -2\pi RP(L). \quad (13)
\]

Within PFA, this measurement gives the Casimir pressure evaluated at distance \( L \) between two planes, which can then be substituted by the expression (7) (with \( \eta_{P} \) to be given in section III).
(based on the Drude model) is clearly larger than the statistical dispersion of these results (bars on Fig.1 in [9]). More details on statistical and systematic errors in this experiment can be found in [9, 10).

Different conclusions are reached in a more recent experiment performed in Yale [92]. This experiment aims at measurements at larger distances $0.7 \mu m < L < 7 \mu m$, where the force is smaller while the thermal contribution and the effect of dissipation are larger (see Fig.2). The experimental technique is based on a torsion balance and uses a much larger sphere $R = 156$mm, which allows for measurements of weaker pressures. This experiment clearly sees the thermal effect and its results fit the predictions drawn from the dissipative Drude model, after the contribution of the electrostatic patch effect has been subtracted [92]. These new results have to be confirmed by further studies [114]. The main issue in this experiment is that the pressure due to electrostatic patches is larger than that due to Casimir effect, so that a proper modeling of this contribution is critical whereas the patch pattern has not been characterized independently. This is in fact a more general problem since the patch properties have not been measured in other experiments either (more discussions below).

**Discussion**

The conclusion at this point is that the Casimir effect is measured with a good precision in several experiments, with a persisting problem however in terms of accuracy. The results of the most precise experiment, improved over a decade at IUPUI and confirmed recently at UCR, appear to favor theoretical predictions obtained with the lossless plasma model and to deviate from the predictions obtained with the best motivated model, that is the dissipative Drude model. The Yale experiment fits predictions drawn from this Drude model, after the subtraction of a large contribution of the electrostatic patch effect. For the IUPUI experiment, the pressure difference goes up to $\sim 50$mPa at the smallest distances $\sim 160$nm where the pressure itself is $\sim 1000$mPa, which entails that the accuracy is certainly not at the 1% level, as has been occasionally claimed.

The difference $\delta P = P_{\text{exp}} - P_{\text{th}}$ between the experimentally measured ($P_{\text{exp}}$) and theoretically predicted ($P_{\text{th}}$) values of the Casimir pressure is drawn on Fig.4 as a function of the distance $L$. Experimental values and error bars correspond to data kindly provided by R.S. Decca [9, 10, 113]. Theoretical values were calculated by R.O. Behunin et al [115], using the optical data of gold extrapolated at low frequencies to a Drude model, and at room temperature. Systematic corrections were done in [115] as in [9, 10] and similar results obtained. The discrepancy clearly appears on Fig.4 and it is of particular importance in the context of gravity tests at sub-millimeter ranges [18, 19]. The deviation seen on Fig.4 does not look like a Yukawa law, but it certainly looks like a combination of power laws!

This discrepancy between theory and experiment may have various origins, in particular artifacts in the experiments or inaccuracies in the theoretical evaluations. They may also come from yet unmastered systematic effects in the comparison between experimental data and theoretical predictions. They could in principle be the first hint of the existence of new forces beyond the standard model, though such a strong statement should only be considered after a cautious examination of the more mundane explanations associated in particular with systematic effects.

The theoretical formula used to calculate the Casimir pressure between real plates will be derived in section III. It will reproduce the ideal Casimir expression at the limits of perfect reflection and null temperature while being valid at any temperature for any model of mirrors obeying well motivated physical properties [28, 29], including the case of dissipative mirrors [30]. When the reflection amplitudes are deduced from the Fresnel laws, and semi-infinite bulk mirrors are characterized by a linear and local dielectric response function, the results reproduce those of I.E. Dzyaloshinskii, E.M. Lifshitz and L.P. Pitaevskii [31–33]. It then remains to specify this dielectric function and its low-frequency behavior. Here, it is worth emphasizing that the Drude model, though being obviously much better motivated than the lossless plasma model, is not a very accurate description of conduction phenomena in real metals. More detailed descriptions can be considered, which can for example be determined from microscopic models of conduction in metals. Attempts in this direction and discussions can be found for example in [116–122]. To date, they have been unable to explain the discrepancy.

A possible source of systematic error is the use of the
Proximity Force Approximation (PFA) in order to derive expressions for the plane-sphere geometry from those known from the plane-plane geometry. This approximation is expected to be valid at the limit where the aspect ratio $x \equiv L/R$ goes to zero. Even in this case, the accuracy of the PFA for a finite value of $x$ remains an open question after the remarkable advances made recently on this topic [123], which will be described in section III. The question remains open, even though most specialists would probably bet that the deviation from PFA is not able to bridge the gap between experiment and theory. Other possible sources of systematic error involve the effects of surface physics on Casimir experiments. The problem of surface roughness has been studied in a thorough manner [124–129].

Electrostatic patches and contamination

Electrostatic patches and contamination, already alluded to, are a worrying source of such systematic effects, discussed in the sequel of this section. Electrostatic patches have been known for a long time to be a source of worries for a large number of high precision measurements [130–143], and in particular for Casimir experiments [144–148] and short-range gravity tests [18]. The patch effect is due to the fact that the surface of a metallic plate cannot be an equipotential as it is made of micro-crystallites with different work functions. For clean metallic surfaces studied by the techniques of surface physics, the resulting voltage roughness is correlated to the topography roughness as well as to the orientation of micro-crystallites [149]. For surfaces exposed to air, the situation is changed due to the unavoidable contamination by adsorbers, which spread out the electrostatic patches, enlarge correlation lengths and reduce voltage dispersions [150].

The pressure due to electrostatic patches between two planes can be computed by solving the Poisson equation [144]. Its evaluation depends on the spectra describing the correlations of the patch voltages or, equivalently on the associated noise spectra $C(k)$, with $k$ a patch wave-vector. In analysis of the patch pressure devoted to Casimir experiments up to recently, the spectrum was assumed to be flat between two sharp cutoffs at a minimum wave-vector $k_{\text{min}}$ and a maximum one $k_{\text{max}}$. Assuming furthermore that $k_{\text{min}}$ and $k_{\text{max}}$ were given by the grain size distribution measured with an Atomic Force Microscope (AFM), it was concluded that the patch pressure was much smaller than the discrepancy between experiment and theory [8–10].

A quasi-local model has recently been proposed with the aim of proposing a much better motivated representation of patches [115]. The model is based on a tessellation of the sample surface and a random assignment of the voltage on each patch. It produces a smooth spectrum different from the sharp-cutoff model used in previous analysis since there is now contributions to the patch pressure coming from arbitrary low values of $k$, even if the patch size distribution has an upper bound. When the patch effect is estimated with the parameters deduced from the grain size distribution as in [8, 9], a much larger contribution of patches is obtained. In fact, the calculated patch pressure is now larger than the residuals between experimental data and theoretical predictions, which means that patches could be a crucial systematic effect for Casimir force measurements [115].

As the computed patch pressure is model dependent, it seems natural to try to find a model between the two cases presented above which would reproduce at least qualitatively the residuals. By varying the parameters of the quasi-local model, it was found in [115] that the output of the model depended mainly on two parameters, the size of largest patches $\ell_{\text{max}}$ and the rms voltage dispersion $V_{\text{rms}}$ and that a best-fit on these two parameters produced a qualitative agreement between the residuals and the patch pressure. The best-fit values for the parameters $\ell_{\text{max}}$ and $V_{\text{rms}}$ are quite different from those obtained by identifying patch and grain sizes. With $\ell_{\text{max}}$ larger than the maximum grain size and $V_{\text{rms}}$ smaller than the rms voltage which would be associated with random orientations of clean micro-crystallites, these values are however compatible with a contamination of metallic surfaces, which had to be expected anyway.

It follows that the difference between IUPUI experimental data and theoretical predictions can be fitted at least qualitatively by a simple model for electrostatic patches. This conclusion is however only the result of a fit, with the parameters of the patch model not measured independently. In order to reach a firm conclusion, the patch spectrum has to be measured independently, by using the dedicated technique of Kelvin probe force microscopy (KPFM) which is able to achieve the necessary size and voltage resolutions [151, 152]. When these characteristics are available, the contribution of the patches to the Casimir measurements can be evaluated and unambiguously subtracted when comparing theory and experiments.

Preliminary results of such characterizations have recently been published [153]. Note that the evaluation of force was done for the plane-sphere geometry [154].

II. A SIMPLE DERIVATION OF THE CASIMIR EFFECT IN ONE DIMENSION

The present section II contains a derivation of the Casimir effect in a model of scalar fields propagating along the two directions on a 1-dimensional line. Within this simple model which lays the basis for more complicated calculations to appear in the next section, we introduce the Quantum Optics approach to the Casimir effect. The approach is based on the scattering of vacuum field fluctuations obtained in the ground state of the associated Quantum Field Theory. Each mirror is described by a scattering operator [155, 156] which is reduced here to
a 2 × 2 matrix containing reflection and transmission amplitudes. Two mirrors form a Fabry-Perot cavity with all field transformations deduced from the two elementary scattering matrices. The Casimir force then results from the difference of radiation pressures exerted onto the inner and outer sides of the mirrors by the vacuum field fluctuations. Equivalently, the Casimir free energy can be written as the shift of field energy due to the presence of the Fabry-Perot cavity [56, 157]. The formula obtained in this manner is valid and regular at thermal equilibrium at any temperature and for any optical model of mirrors obeying causality and high frequency transparency properties.

The radiation pressure interpretation of the Casimir force was presented for perfect mirrors in [158] and extended to the case of real mirrors [28]. The calculations were then systematically expanded in particular for applications to the problem of the Dynamical Casimir effect [159–166]. It has also served as a basis for the Scattering Formalism for the static Casimir effect [30, 34] of [159–166]. It has also served as a basis for the Scattering Formalism for the static Casimir effect [30, 34] of two-dimensional line, that is also quantum field theory in two-dimensional space-time (one time coordinate t, one space coordinate x). The field propagation is thus described by the d’Alembert’s wave equation, originally written for the propagation of transverse vibrations of a string, and which also describes many wave phenomena such as electrical propagation in a transmission line, acoustic wave and so on.

**A. Quantum field theory on the one-dimensional line**

We consider here quantum field theory on the one-dimensional line, that is also quantum field theory in two-dimensional space-time (one time coordinate t, one space coordinate x). The field propagation is thus described by the d’Alembert’s wave equation, originally written for the propagation of transverse vibrations of a string, and which also describes many wave phenomena such as electrical propagation in a transmission line, acoustic wave and so on.

**Propagation equation on the one-dimensional line**

We write it here for a single vibration described by the scalar potential \( \Phi(x,t) \)

\[
\frac{\partial^2 \Phi}{\partial t^2} - c^2 \frac{\partial^2 \Phi}{\partial x^2} = 0 .
\]  

(17)

The general solution to this equation is given by the d’Alembert’s formula, that is the superposition of rightward (\( \varphi^+ \)) and leftward (\( \varphi^- \)) traveling waves propagating at the velocity \( c \) in opposite directions along the x-axis

\[
\Phi(t, x) = \varphi^+(u_+) + \varphi^-(u_-) ,
\]  

(18)

where \( u_\pm \) are called today the light cone variables

\[
u_+ \equiv t - \frac{x}{c} , \quad u_- \equiv t + \frac{x}{c} .
\]  

(19)

In this simplest version of field theory, there is one normal mode for each frequency \( \omega \in [0, \infty] \) and each propagation direction \( \eta = \pm 1 \). The standard methods of quantum field theory [3, 4] then allow one to write the rightward (\( \varphi^+ \)) and leftward (\( \varphi^- \)) traveling waves as Fourier decompositions over canonical mode operators

\[
\varphi^\eta(u) = \int_0^\infty \frac{d\omega}{2\pi} \sqrt{\frac{\hbar}{2\omega}} \left( a_{\omega,\eta} e^{-i\omega u} + a_{\omega,\eta}^\dagger e^{i\omega u} \right) .
\]  

(20)

Annihilation and creation operators \( a_{\omega,\eta} \) and \( a_{\omega,\eta}^\dagger \) correspond respectively to positive and negative frequencies in the decompositions (20). Note that the fields in spacetime \( \varphi^\eta(u) \) are real-valued, so that annihilation and creation operators are hermitian conjugate of each other. They obey the following canonical commutation relations

\[
[a_{\omega,\eta}, a_{\omega',\eta'}^\dagger] = 2\pi\delta(\omega - \omega')\delta_{\eta,\eta'} ,
\]  

(21)

\[
[a_{\omega,\eta}, a_{\omega',\eta'}] = [a_{\omega,\eta}^\dagger, a_{\omega',\eta'}^\dagger] = 0 .
\]

The Hamiltonian \( \mathcal{H} \) for the d’Alembert’s wave equation (17) is the integral over space of the energy density \( e(t, x) \)

\[
\mathcal{H} = \int dx \ e(t, x) \ , \quad e \equiv \frac{1}{2} \left( \frac{\partial \Phi}{\partial t} \right)^2 + \frac{c^2}{2} \left( \frac{\partial \Phi}{\partial x} \right)^2 .
\]  

(22)

Using the d’Alembert’s formula (18) for fields, one derives another d’Alembert’s formula describing the general energy density as the superposition of rightward and leftward traveling flows

\[
e(t, x) = e^+(u_+) + e^-(u_-) , \quad e^\eta(u_\eta) = \left( \frac{\partial \varphi^\eta}{\partial u_\eta} \right)^2 .
\]  

(23)

**Vacuum and thermal fluctuations**

Vacuum \( |\text{vac}\rangle \) is the fundamental state of quantum field with an infinite number of modes each containing no photons. This means that all annihilation operators vanish in this state while creation operators have their action determined by the commutation relations (21).

In the following, we use the correlation functions of vacuum fields which are deduced from these elementary properties

\[
\langle a_{\omega,\eta} \rangle_{\text{vac}} = \langle a_{\omega,\eta}^\dagger \rangle_{\text{vac}} = 0 ,
\]  

\[
\langle a_{\omega,\eta} a_{\omega',\eta'} \rangle_{\text{vac}} = 2\pi\delta(\omega - \omega')\delta_{\eta,\eta'} ,
\]  

\[
\langle a_{\omega,\eta}^\dagger a_{\omega',\eta'}^\dagger \rangle_{\text{vac}} = 0 ,
\]  

(24)

where \( \langle \ldots \rangle_{\text{vac}} \equiv \langle \text{vac} | \ldots | \text{vac} \rangle \). Higher-order correlation functions are deduced from the fact that vacuum fields may be dealt with as Gaussian random variables.

In a state at thermal equilibrium at temperature \( T \), the first and last lines in (24) are unchanged whereas the second line is changed to

\[
\langle a_{\omega,\eta} a_{\omega',\eta'}^\dagger \rangle_{\text{therm}} = 2\pi\delta(\omega - \omega')\delta_{\eta,\eta'} \left( 1 + \eta \right) ,
\]  

\[
\langle a_{\omega,\eta}^\dagger a_{\omega',\eta'}^\dagger \rangle_{\text{therm}} = 2\pi\delta(\omega - \omega')\delta_{\eta,\eta'} \pi ,
\]  

(25)
where \( \langle \ldots \rangle _{\text{therm}} \equiv \langle \text{therm} | \ldots | \text{therm} \rangle \) while \( \pi \) is the mean photon number in Planck’s law (2). Note that (25) is reduced to (24) when \( T \to 0 \). Note also that all field commutators are unchanged, which is consistent with the fact that they are directly connected to the propagators.

Using the Fourier decompositions (20) of the fields and the correlation functions (25), we deduce that the mean values of energies densities (23) have the following spectral decompositions in the general case \( (T \neq 0) \)

\[
\langle \epsilon^\omega (u) \rangle _{\text{therm}} = \int_0^\infty \frac{d\omega}{2\pi} \int_0^\infty \frac{d\omega'}{2\pi} \frac{\hbar \omega}{2} \frac{\hbar \omega'}{2} \times \left( a^\omega_{\omega,\eta} \hat{a}^\dagger_{\omega',\eta'} + a^\omega_{\omega,\eta} \hat{a}^\dagger_{\omega',\eta'} \right)_{\text{therm}}
\]

\[
= \int_0^\infty \frac{d\omega}{2\pi} \frac{\hbar \omega}{2} (1 + 2\pi) .
\]

(26)

This is the modern expression of the second Planck’s law [42] for the energy per mode given as the sum of vacuum and thermal contributions (compare with (2)). The limit of zero temperature corresponds to \( \pi = 0 \) in this expression.

**B. One mirror on a 1d line**

We now consider the situation where one mirror is placed into vacuum at a position \( q_1 \) (see Fig.5).

\[
\begin{array}{c}
\phi^+_{\text{in}}
\end{array}
\quad \longleftrightarrow
\quad \begin{array}{c}
\phi^+_{\text{out}}
\end{array}
\quad \begin{array}{c}
\phi^-_{\text{out}}
\end{array}
\quad \longleftrightarrow
\quad \begin{array}{c}
\phi^-_{\text{in}}
\end{array}
\]

\( q_1 \quad x \)

FIG. 5. Schematic representation of a mirror at position \( q_1 \) on a 1d line: this mirror is a point-like scatterer which couples rightward and leftward propagating waves.

Scattering by one mirror on a 1d line

The general solution is in this case a generalized d’Alembert’s formula with different expressions for fields on the lefthand (\( \Phi_L \)) and righthand (\( \Phi_R \)) sides of the mirror

\[
\Phi(t, x) = \Phi_L(t, x) + \Phi_R(t, x) ,
\]

\[
\Phi_L(t, x) = \phi^+_{\text{in}}(u_+) + \phi^-_{\text{out}}(u_-) , \quad x < q_1 ;
\]

\[
\Phi_R(t, x) = \phi^+_{\text{out}}(u_+) + \phi^-_{\text{in}}(u_-) , \quad q_1 < x .
\]

The symbol + and − represent as previously rightward and leftward propagation while the symbols in and out correspond to incoming and outgoing traveling waves. These waves are coupled by scattering on the mirror.

For the limiting case of perfectly reflecting mirrors, the field \( \Phi \) vanishes at the left and right sides of the mirrors. Output fields are then easily deduced from input ones as \( \phi^\pm_{\text{out}}(t, q_1) = -\phi^\mp_{\text{in}}(t, q_1) \). In Fourier space, this is written as a scattering process with reflection amplitudes having a unit modulus and a phase determined by the position of the mirror, \( \phi^\pm_{\text{out}}[\omega] = -e^{\mp 2\pi k q_1} \phi^\mp_{\text{in}}[\omega] \) with \( k \equiv \omega/c \). As the scattering process preserves the frequency for a motionless mirror, these equations could as well have been written for annihilation (\( \omega > 0 \)) and creation (\( \omega < 0 \)) operators.

Real mirrors cannot be perfectly reflecting at all frequencies. They are described by a more general scattering matrix containing transmission as well as reflection amplitudes (with \( k \equiv \omega/c \))

\[
\begin{pmatrix}
\phi^+_{\text{out}}[\omega] \\
\phi^-_{\text{out}}[\omega]
\end{pmatrix}
= S_1[\omega]
\begin{pmatrix}
\phi^+_{\text{in}}[\omega] \\
\phi^-_{\text{in}}[\omega]
\end{pmatrix} ,
\]

\[
S_1[\omega] = \begin{pmatrix}
t_1[\omega] & r_1[\omega] e^{-2\pi i k q_1} \\
\bar{r}_1[\omega] e^{2\pi i k q_1} & \bar{t}_1[\omega]
\end{pmatrix} .
\]

(28)

The scattering amplitudes \( t_1 \) and \( r_1 \) have been defined for a mirror located at \( x = 0 \) and the general case then obtained by introducing the phases \( e^{\pm 2\pi i k q_1} \) determined by the position of the mirror. We have considered the particular case of a symmetrical scattering matrix for a mirror located at \( x = 0 \). A more general treatment would not change any important result in the following.

The scattering matrix preserves frequency since energy is conserved for a stationary scattering but it depends on frequency as a consequence of fundamental physical properties [28]. The scattering process considered here obeys the following properties (the unitarity assumption, valid only for lossless mirrors, will be released later on)

1. Fields are real in the time domain, so that \( S[\omega]^\dagger = S[-\omega] \), that is also \( t_1[\omega]^* = t_1[-\omega] \) and \( r_1[\omega]^* = r_1[-\omega] \);

2. The scattering process obeys causality, so that the amplitudes can be prolonged as analytical functions in the upper half of the complex plane (more details below);

3. The scattering process obeys unitarity, so that \( S[\omega] S[\omega]^\dagger = I \), that is also \( |t_1[\omega]|^2 + |r_1[\omega]|^2 = 1 \) and \( t_1[\omega] r_1[\omega]^* + r_1[\omega] t_1[\omega]^* = 0 \);

4. Reflection tends to vanish at the high-frequency limit \( \omega \to \infty \) \( S_1[\omega] \to I \), so that \( \lim_{\omega \to \infty} t_1[\omega] \to 1 \) and \( \lim_{\omega \to \infty} r_1[\omega] \to 0 \).

These general properties may be illustrated with an example, which corresponds in particular to a transmission
line with a localized impedance mismatch [164]. For this simple example, the d’Alembert’s wave equation (17) is changed to

$$\frac{\partial^2 \Phi}{\partial t^2} - c^2 \frac{\partial^2 \Phi}{\partial x^2} + 2c\Omega \delta(x - q_1)\Phi(t, q) = 0,$$

and the solution obtained as (28) with

$$r_1[\omega] = \frac{\Omega}{i\omega - \Omega}, \quad t_1[\omega] = \frac{i\omega}{i\omega - \Omega}.$$ 

The general properties (1-4) enumerated in the preceding paragraph can easily be checked out. The parameter $\Omega$ appears as the physical cutoff above which reflection tends to vanish. The limit of perfect reflection can be defined by the case of large values of $\Omega$. It has been shown that this definition allows one to escape the difficulties encountered when studying perfectly reflecting mirrors [161, 162].

**Force on one mirror on the 1d line**

We come now to the evaluation of the force acting on the mirror represented on figure 5. To this aim, we first study the energy flows in the same situation, as sketched on figure 6.

![FIG. 6. Schematic representation of energy flows on a 1d line due to scattering on a mirror at position $q_1$ (see Fig.5).](image)

The general solution is now a d’Alembert’s formula (23) for energy densities with different expressions on the lefthand ($e_L$) and righthand ($e_R$) sides of the mirror

$$e(t, x) = e_L(t, x) + e_R(t, x),$$

$$e_L(t, x) = e_{in}^+(u_+) + e_{out}^-(u_-), \quad x < q_1,$$

$$e_R(t, x) = e_{out}^+(u_+) + e_{in}^-(u_-), \quad q_1 < x.$$ 

Similar expressions can be written for the momentum densities by just putting a sign $\eta$ in front of energy densities $e^\eta$. The force on the mirror is then deduced from a momentum balance upon scattering and it is found to be proportional to the difference of the energy densities $e_L(t, q)$ and $e_R(t, q)$ on the lefthand and righthand sides of the mirror [159].

In the limiting case of perfectly reflecting mirrors, the field $\Phi$ vanishes at the left and right sides of the mirrors.

Output fields are then easily deduced from input ones as $e_{out}^+(t, q_1) = e_{in}^+(t, q_1)$, and the force thus obtained as

$$F(t) = 2\left(\frac{e_{in}^+(t, q) - e_{in}^-(t, q)}{c}\right).$$

The mean values $\langle e_{out}^\pm(t, q) \rangle_{\text{therm}}$ of leftward and rightward energy densities are infinite (see (26)). But these mean values are also equal for leftward and rightward densities, so that the force on the mirror is zero ($F_{\text{therm}} = 0$).

This result crucially depends on the fact that we have evaluated the mean force on a mirror at rest. There exist non vanishing fluctuations of force on the mirror, as well as a non null mean force for a moving mirror [159].

**Force on one real mirror**

In the general case of a non perfect mirror, the same result is proven by the following reasoning. First, the force is deduced from the momentum balance upon scattering and the expressions (31) of energy densities

$$F(t) = \frac{e_L(t, q) - e_R(t, q)}{c}$$

Then, the mean energy densities are calculated by using the expressions (23) of energy densities and the description (28) of the scattering process. From the unitarity of the $S-$matrix, one deduces that mean radiation pressures are still equal on the two sides (equation written at thermal equilibrium at temperature $T$)

$$\langle e_{out}^+ \rangle = \langle e_{out}^- \rangle = \langle e_{in}^+ \rangle = \langle e_{in}^- \rangle$$

so that the mean value of the force still vanishes

$$\langle F \rangle = 0.$$ 

**C. Two mirrors on the 1d line**

The situation changes fundamentally as soon as we consider that there are two mirrors present on the 1d line, which form a Fabry-Perot cavity. There is now a difference between the inner and outer sides of the mirrors, as sketched on Figure 7.

**Scattering by a cavity on a 1d line**

The spatial positions of the two mirrors are denoted $q_1$ and $q_2$ with the length of the cavity $L \equiv q_2 - q_1 > 0$. Each mirror couples rightward and leftward traveling waves. In contrast with the case of one mirror, the fields undergo multiple scattering and there appears an intra-cavity region. The general solution for the fields is now written with different expressions for fields on the lefthand ($\Phi_L$)
and righthand (Φ_R) sides of the cavity and those (Φ_C) within the cavity
\[ \Phi(t,x) = \Phi_L(t,x) + \Phi_C(t,x) + \Phi_R(t,x), \]
(35)
\[ \Phi_L(t,x) = \varphi_{in}^+(u_+) + \varphi_{out}^-(u_-), \quad x < q_1, \]
\[ \Phi_C(t,x) = \varphi_{cav}^+(u_+) + \varphi_{cav}^-(u_-), \quad q_1 < x < q_2, \]
\[ \Phi_R(t,x) = \varphi_{out}^+(u_+) + \varphi_{in}^-(u_-), \quad q_2 < x. \]

The scattering effect of the cavity has now to be described by two matrices, instead of one in the one mirror case, a global scattering matrix S which gives the output fields in terms of the input ones, and a resonance matrix R which gives the intra-cavity fields
\[ \begin{pmatrix} \varphi_{out}^+ \\ \varphi_{out}^- \end{pmatrix} = S \begin{pmatrix} \varphi_{in}^+ \\ \varphi_{in}^- \end{pmatrix}, \]
\[ \begin{pmatrix} \varphi_{cav}^+ \\ \varphi_{cav}^- \end{pmatrix} = R \begin{pmatrix} \varphi_{in}^+ \\ \varphi_{in}^- \end{pmatrix}. \]
(36)

**Scattering and resonance matrices**

The global S–matrix can be evaluated from the elementary matrices \( S_1 \) and \( S_2 \) associated with the two mirrors and the free propagation phase-shifts. The results can be written as follows (all amplitudes depend on \( \omega \equiv ck \))
\[ S = \frac{1}{d} \begin{pmatrix} t_1 t_2 & t_1^* t_2^* \\ t_1^* t_2 & t_2^* t_1 \end{pmatrix} \begin{pmatrix} r_2 e^{-ikL} + t_2^* r_2 e^{ikL} & t_2^* r_1 e^{ikL} \\ t_2 r_1 e^{-ikL} & t_1 t_2 \end{pmatrix}. \]
(37)

The denominator \( d \) is an important part, with its zeros corresponding to the resonances of the cavity,
\[ d[\omega] = 1 - r[\omega] e^{2ikL}, \quad r[\omega] \equiv r_1 r_2^* e^{i[\omega]} \].
(38)

For the problem under consideration, the global S–matrix obeys the same properties as the elementary matrices \( S_1 \) and \( S_2 \). In particular, it is unitary
\[ S[\omega] S[\omega]^\dagger = I. \]
(39)

The resonance matrix can be deduced from the elementary matrices \( S_1 \) and \( S_2 \) associated with the two mirrors
and the free propagation phase-shifts. The results are obtained as (amplitudes depend on \( \omega \) and expressions are simplified by assuming \( q_2 = -q_1 = L/2 \))
\[ R = \frac{1}{d} \begin{pmatrix} t_1 & t_1^* t_2^* e^{ikL} \\ t_2^* & t_2 \end{pmatrix}. \]
(40)

The resonance matrix shares some of the properties listed above with the S–matrix but it is not unitary. It turns out that \( RR^\dagger \) can be written [160]
\[ R[\omega] R[\omega]^\dagger = I + Q[\omega] + Q[\omega]^\dagger, \]
\[ Q = \frac{1}{d} \begin{pmatrix} r_1^* r_2 e^{-2ikL} & r_1 e^{ikL} \\ r_2 e^{-ikL} & r_1^* r_2 e^{2ikL} \end{pmatrix}. \]
(41)

**D. Casimir force on the 1d line**

We now evaluate the energy densities and the forces in the case of two mirrors on the 1d line.

**Energy densities**

The general solution for the energy densities is now written as in (31), considering the configuration sketched on Figure 7 for the cavity.
\[ e(t,x) = e_L(t,x) + e_C(t,x) + e_R(t,x), \]
\[ e_L(t,x) = e_{in}^+(u_+) + e_{out}^-(u_-), \quad x < q_1, \]
\[ e_C(t,x) = e_{cav}^+(u_+) + e_{cav}^-(u_-), \quad q_1 < x < q_2, \]
\[ e_R(t,x) = e_{out}^+(u_+) + e_{in}^-(u_-), \quad q_2 < x. \]

We deduce expressions for the forces acting on each mirror 1 or 2, obtained as differences of the radiation pressures on the left-hand and right-hand sides of the mirror (compare with (32))
\[ F_1(t) = e_L(t,q_1) - e_C(t,q_1), \]
\[ F_2(t) = e_C(t,q_2) - e_R(t,q_2). \]
(43)

The energy densities on the outer sides of the cavity have the same expressions as in the one-mirror case, provided that the scattering matrix (37) of the cavity is used. As this global S–matrix is unitary (see (39)), one deduces that the mean energy densities on the outer sides are still given by equations (33). Hence, they are infinite but equal on the two sides of the cavity so that the mean value of the global force on the cavity vanishes
\[ \langle F_1 + F_2 \rangle = 0. \]
(44)

**Intra-cavity energy densities**

The situation is different for the energy densities on the intra-cavity sides of the mirrors, since their calculation is now determined by the properties of the resonance
matrix. Using the property (41), one deduces that the mean values of these energy densities is given by [160]
\[
\langle e_{\text{cav}}^+ \rangle = \langle e_{\text{cav}}^- \rangle = \int_0^\infty \frac{d\omega}{2\pi} \hbar \omega \left( \frac{1}{2} + \pi \right) g[\omega] ,
\]
where \( g[\omega] \) is the common value of the diagonal elements in the matrix \( RR^\dagger \)
\[
g[\omega] \equiv 1 + f[\omega] + f[\omega]^* = \frac{1 - |r|^2}{1 - |r e^{2ikL}|^2} ,
\]
\[
f[\omega] \equiv \frac{re^{2ikL}}{1 - re^{2ikL}} . \tag{46}
\]

The real function \( g[\omega] \) represents the modification of the energy density inside the cavity with respect to that outside the cavity, which is in fact identical for input and output fields. The same result would have been obtained for a classical calculation with an input field at frequency \( \omega \). Here this function \( g[\omega] \) describes the change of energy densities for vacuum as well as thermal fluctuations. Its relation (46) to the closed loop function \( f[\omega] \) will be used in the following to transform the expression of the Casimir force.

**Casimir force as a result of radiation pressures**

Collecting these results, one deduces the following expression of the Casimir force, defined as the mean force on the right-hand mirror or the opposite of that on the left-hand mirror (see (44)),
\[
F \equiv \langle F_2 \rangle = -\langle F_1 \rangle
= \int_0^\infty \frac{d\omega}{2\pi \hbar} \hbar \omega (1 + 2\pi) (g[\omega] - 1) . \tag{47}
\]
This expression is obtained as the difference of radiation pressures (45) and (33) on the inner and outer sides of the mirrors.

Resonant frequencies correspond to an increase of energy in the cavity \( g > 1 \) and they produce repulsive contributions to the Casimir force. In contrast, frequencies out of resonance correspond to a decrease of energy in the cavity \( g < 1 \) and they produce attractive contributions to the Casimir force. The net force is the integral of these contributions over all modes. This interpretation of the Casimir force as a result of radiation pressures of vacuum and thermal fluctuations produces a final expression which is finite for any properly defined model of mirrors [28]. This is seen more easily by using causality properties to rewrite (47) as an integral over imaginary frequencies. Let us stress at this point that this rewriting is just a mathematical transformation which does not affect the physical content of (47). The rewriting will however spoil its direct intelligibility as imaginary frequencies do not correspond to physical modes.

**Casimir force as an integral over imaginary frequencies**

One now rewrites the Casimir force as an integral over imaginary frequencies by using the causality properties of the scattering amplitudes. We give here a simplified description (a more general derivation can be found in [167]).

We first write the Casimir force (47) as the real part of a complex integral \( F_r \) defined over the positive part \( \mathbb{R}^+ \) of the real axis
\[
F = F_r + F_r^* ,
\]
\[
F_r = \int_0^\infty \frac{dz}{2\pi c} \hbar z f[z] \coth \frac{\hbar z}{2k_B T} . \tag{48}
\]
We have used the relation (46) between \( g \) and \( f \), substituted the frequency \( \omega \) by a complex variable \( z \) running over \( \mathbb{R}^+ \). We have also replaced \( 1 + 2\pi|\omega| \) by its explicit form (4). Now the closed loop function \( f[z] \) is defined from causal reflection amplitudes and propagation phases. Considered as a function of \( z \in \mathbb{C} \), it has poles in the lower half part of the complex plane which correspond to resonances of the Fabry-Perot cavity, while it is analytical in the upper half part of the complex plane \( \text{Im} z \geq 0 \). Meanwhile the function \( \coth (\hbar z/2k_B T) \) is analytical in the right half part of the complex plane \( \text{Re} z > 0 \) but has poles at the Matsubara frequencies which are regularly spaced on the imaginary axis [168]
\[
z_n = n\xi , \quad \xi_n = n\xi_1 , \quad \xi_1 = \frac{2\pi k_B T}{\hbar} . \tag{49}
\]
It follows that the integral \( F_r \) can be transformed by using Cauchy’s theorem. Precisely, we apply the Cauchy’s theorem to the integral of the integrand appearing in (48) over a closed contour consisting of \( \mathbb{R}^+ \), the positive part of the imaginary axis shifted by a small positive real number and a quarter of a circle with a very large radius. This last part vanishes as a consequence of the high frequency transparency of the mirrors. The integral over the whole contour also vanishes since the integrand is an analytical function in the domain enclosed by the contour. As a consequence, the integral \( F_r \) may be written under the equivalent form \( F_i \) \( (\varepsilon \to 0^+) \)
\[
F_r = F_i = \int_{\varepsilon}^{\varepsilon+i\infty} \frac{dz}{2\pi c} \hbar z f[z] \coth \frac{\hbar z}{2k_B T} . \tag{50}
\]
The same transformation is then performed for \( F_r^* \) which is the integral of the same function over the negative part \( \mathbb{R}^- \) of the real axis, run from \( -\infty \) to \( 0 \). \( F_r^* \) is equal to \( F_r^* \). the integral of the same integrand over the positive part of the imaginary axis shifted by a small negative real number \( -\varepsilon \) and run from \( -\varepsilon - i\infty \) to \( -\varepsilon \).

In the end, the Casimir force (48) is the integral over a contour which encircles the imaginary axis, and it is thus found to be a discrete sum of the values of the function
zf[z] at the Matsubara poles $z_n$

$$F = -k_B T \sum_{n}^{\prime} \frac{\kappa_n r^{n \kappa_n}}{1 - r^{n \kappa_n}} e^{-2 \kappa_n L},$$

$$\kappa_n \equiv \frac{\xi_n}{c} = n \kappa_1, \quad \kappa_1 = \frac{2 \pi k_B T}{\hbar c}.$$  \hspace{1cm} (51)

The primed sum symbol implies that the contribution of the zeroth Matsubara pole at $n = 0$ is counted only once (symbol written here for a function $\varphi(n)$)

$$\sum_{n}^{\prime} \varphi(n) \equiv \frac{1}{2} \varphi(0) + \sum_{n=1}^{\infty} \varphi(n).$$  \hspace{1cm} (52)

This final expression is always finite for any properly defined model of mirrors.

**Limiting cases**

In the limit $T \to 0$, the ensemble of Matsubara poles becomes a cut along the imaginary axis (the function coth ($h z / 2 k_B T$) thus goes to $+1$ for $\text{Re} \, z > 0$ and to $-1$ for $\text{Re} \, z < 0$). The discrete sum (51) is then written as an integral over the positive part of the imaginary axis

$$F_0 = -\frac{\hbar c}{\pi} \int_{0}^{\infty} \frac{d \kappa \, \kappa \, r^{|\kappa|}}{e^{2 \kappa L} - 1}, \quad \kappa \equiv \frac{\xi}{c}.$$  \hspace{1cm} (53)

For perfect mirrors, i.e. when $r$ may be taken as unit value at all frequencies contributing to the integral (53), a universal result is obtained, which no longer depends on the specific properties of the mirrors

$$F_0[r \to 1] = -\frac{\hbar c}{\pi} \int_{0}^{\infty} \frac{d \kappa \, \kappa}{e^{2 \kappa L} - 1} = \frac{\hbar c \pi}{24 L^2}.$$  \hspace{1cm} (54)

We have used the fact that the Riemann zeta function

$$\zeta(s) = \frac{1}{\Gamma(s)} \int_{0}^{\infty} \frac{x^{s-1}}{e^x - 1} \, dx = \sum_{n=1}^{\infty} \frac{1}{n^s}.$$  \hspace{1cm} (55)

takes the value $\zeta(2) = \pi^2 / 6$ for $s = 2$. Other values of the same function will appear in various places in Casimir force calculations with perfectly reflecting mirrors.

For real mirrors the product of reflection amplitudes $r = r_1 r_2$ always has a modulus smaller than unity. It follows that the integral is always regular with a smaller modulus than for perfect mirrors. If the two mirrors are identical ($r_1 = r_2$), then their product $r$ is positive and the force is attractive as in the case of perfect mirrors. The expression of the Casimir force as the integral (54) over imaginary frequencies is convenient to discuss the meaning of the limit of perfect mirrors. Taking as an example the model (30), we indeed see that (53) tends to (54) as soon as the characteristic frequency $\Omega$ at which the reflection falls down is larger than the typical frequencies $\omega \sim c / L$ contributing to the integral.

**E. The Casimir free energy and phase-shift interpretation**

We now write an expression for the Casimir free energy and show that it can be given an interpretation in terms of scattering phase-shifts. We also obtain expressions for the Casimir entropy and Casimir internal energy.

**The Casimir free energy**

We come back to the expression (48) of the force as an integral over real frequencies and write it as the differential of a free energy $F$ with respect to $L$

$$F = -\frac{\partial F(L, T)}{\partial L},$$

$$F = \int_{0}^{\infty} \frac{d \omega}{2 \pi} (1 + 2 \pi \omega) \frac{\hbar}{2 \lambda} \ln \left( \frac{d}{d^2} \right),$$  \hspace{1cm} (56)

$$d \equiv 1 - r e^{2\kappa L}.$$  \hspace{1cm} (57)

We show in the following that this formula can be given a nice interpretation in terms of phase-shifts [28]. Note that, though $F$ could be changed by a $L$–independent contribution without changing the result for $F$, the form of $F$ given in (56) is fixed by the phase-shift interpretation discussed below.

**The phase-shift interpretation**

To the aim of introducing the phase-shift interpretation, we put the cavity of Figure 7 inside a quantization box with a much larger size $L \gg L$ and periodic conditions, as sketched on Figure 8.

![FIG. 8. The scattering system, a cavity of length $L$, is put in a much larger quantization box, and the Casimir effect is calculated as the change of free energy of the large box.](image)

In the absence of the scatterer, the modes in the large box would have their wavelengths determined by the box size through $k_n^L L = 2n \pi$, where $\pm$ labels the rightward and leftward propagation directions which correspond to degenerate solutions. The eigen-modes in the presence of the scatterer are thus determined by the eigenvalues $e^{\delta_r n^2}$ of the unitary $S$–matrix through $k_n^L L + \delta_r n^2 = 2n \pi$. The change of global energy of the modes at a given frequency $\omega$ is then determined by the quantity $-\hbar c (\delta_r n^2 + \delta_r n^2)$ proportional to the sum of the two phase-shifts at this frequency. As a consequence, we do not need to solve
the full eigenvalue problem for the $S$-matrix, but we need only to calculate the logarithm of its determinant
\[ \ln \det S = \ln(\delta^+ + \delta^-). \]

The relation between the expression (56) of the free energy and the phase-shift interpretation is then fixed by noting that the expression (37) written above for the $S$-matrix associated to the cavity leads to the following relation between the determinants
\[ \det S_{12} = (\det S_1)(\det S_2) \frac{d^*}{d}. \]  
(57)

where we have denoted $S_{12}$ the scattering matrix for the compound system consisting of the two mirrors 1 and 2 (it was simply denoted $S$ in (37)). One thus deduces
\[ \ln \det S_{12} = \ln \det S_1 + \ln \det S_2 + \ln \frac{d^*}{d}. \]  
(58)

It is now clear that the Casimir free energy (56) is given by a difference between changes of free energies $\Delta F$ calculated in three different scattering configurations
\[ F = \Delta F_{12} - \Delta F_1 - \Delta F_2, \]  
(59)

with each of these quantities determined by the phase-shifts for the associated $S$-matrix
\[ \Delta F_{12} = \int_0^\infty \frac{d\omega}{2\pi} (1 + 2\pi\omega) \frac{i\hbar}{2} \ln(\det S_{12}). \]  
(60)

Similar expressions hold for the change of free energies $\Delta F_1$ and $\Delta F_2$ associated respectively with mirrors 1 and 2 placed in the large box on Figure 8.

In fact, each of the changes is itself a difference of free energies calculated in the presence and in the absence of the scatterer
\[ \Delta F_{12} \equiv F_{12} - F_0, \quad \Delta F_i \equiv F_i - F_0, \quad i = 1, 2, \]  
(61)

with the subscript 0 labeling the configuration with no scatterer. In the end, the Casimir free energy is a difference involving four different configurations
\[ F = (F_{12} - F_0) - (F_1 - F_0) - (F_2 - F_0) \]
\[ = F_{12} - F_1 - F_2 + F_0. \]  
(62)

It is worth emphasizing at this point that the definitions of $F_{12}$, $F_1$, $F_2$ and $F_0$ are affected by the problem of vacuum energy discussed above. Meanwhile $\Delta F_{12}$, $\Delta F_1$ and $\Delta F_2$ are self-energies, and their proper evaluation should involve some renormalization procedure. In contrast, the Casimir free energy is always a finite quantity; the evaluation of which does not require renormalization [28].

**Casimir thermodynamics**

We can then write other thermodynamical functions associated with the Casimir effect. One may in particular define an entropy $S$ from the free energy $F$
\[ S = -\frac{\partial F(L,T)}{\partial T}, \]  
(63)

and then an internal energy $E$
\[ E = F + TS = F - T \frac{\partial F(L,T)}{\partial T}. \]  
(64)

These thermodynamical functions obey the usual thermodynamical relations such as
\[ dF = -FdL - SdT, \quad dE = -FdL + TdS. \]  
(65)

The last relation just means that the change $dE$ of internal energy under a transformation is the sum of a mechanical work $-FdL$ and of a heat term $TdS$.

These thermodynamical functions can be deduced from the free energy $F(L,T)$ written previously as an integral over real frequencies or, equivalently, from its form as a Matsubara sum
\[ F(L,T) = k_B T \sum_n \ln d[\xi_n]. \]  
(66)

This expression can be obtained from (56) by using anew the Cauchy’s theorem. Equivalently, it can be obtained from the Casimir force (51) written above as a sum over Matsubara poles.

### III. THE CASIMIR FORCE IN 3-DIMENSIONAL SPACE

We come now to the last section of these lecture notes, which is devoted to the discussion of the Casimir force in three-dimensional (3d) space.

We will mainly discuss the geometry of two plane and parallel mirrors, described by specular scattering amplitudes. This case constitutes a trivial extension of the derivation in 1d space though a few points have to be treated with greater care. As for the 1d case, we will write a formula valid and regular at thermal equilibrium at any temperature and for any optical model of mirrors obeying causality and high frequency transparency properties [28]. It reproduces the Casimir ideal formula in the limits of perfect reflection and null temperature, but can also be used for calculating the Casimir force between arbitrary mirrors, as soon as the reflection amplitudes are specified. For mirrors characterized by Fresnel reflection amplitudes deduced from a linear and local dielectric function, the Scattering Formalism leads to the same results as the Lifshitz’s method [31–33].

The section ends with a short presentation of the general scattering formalism which allows one to deal with non specular reflection and arbitrary geometries [37].

#### A. Free electromagnetic fields in 3d space

**Modes for electromagnetic fields**

The free modes for electromagnetic fields in 3d space are the free solutions of Maxwell equations in vacuum.
They correspond to frequency and wave-vector related through the dispersion relation
\[
\frac{\omega^2}{c^2} = k_x^2 + k_y^2 + k_z^2 = k^2 = k_x^2 + k_y^2 , \quad k^2 \equiv k_x^2 + k_y^2 .
\] (67)

As mirrors will be specified later on to have their surfaces parallel to the \((x, y)\) plane, \(k_z\) is the longitudinal part of the wave-vector and the \(k \equiv (k - x, k_y)\) its transverse part. We introduce a direction of propagation as in 1d calculations: \(\eta = +1\) corresponds to rightward propagation and \(\eta = -1\) to leftward propagation. \(\eta\) is the sign of \(k_z\) (\(\eta = \text{sign}(k_z) = \text{sign} (\cos \theta)\)) and it appears in the expression of \(k_z\) in terms of frequency and transverse wave-vector \(k_z = \eta \sqrt{\frac{\omega^2}{c^2} - k^2}\).

The propagation direction is defined by the incidence angle \(\theta\) and azimuth \(\varphi\)
\[
k = \frac{\omega}{c} \hat{k} , \quad \hat{k} = \left( \begin{array}{c} \hat{k}_x \\ \hat{k}_y \\ \hat{k}_z \end{array} \right) = \left( \begin{array}{c} \sin \theta \cos \varphi \\ \sin \theta \sin \varphi \\ \cos \theta \end{array} \right) ,
\] (68)

Unit wave-vector and polarization vectors for electric (\(\hat{\alpha}\)) and magnetic (\(\hat{\beta}\)) fields form an orthogonal basis for each polarization \(p = \text{TE, TM}\) with \(\beta^p = \hat{k} \times \alpha^p\) in each case
\[
\bar{\alpha}^\text{TE} = \beta^\text{TM} = \left( \begin{array}{c} -\sin \varphi \\ \cos \varphi \\ 0 \end{array} \right) , \quad 
\bar{\alpha}^\text{TM} = -\beta^\text{TE} = \left( \begin{array}{c} \cos \theta \cos \varphi \\ \cos \theta \sin \varphi \\ -\sin \theta \end{array} \right). \] (69)

**Electric and magnetic fields**

Electric and magnetic fields are then obtained as linear superpositions of modes labeled by \(m\) and \(\eta\)
\[
E = \sum_{m, \eta} \sqrt{\frac{\hbar \omega}{2 \varepsilon_0}} \bar{\alpha}_{m, \eta} \left( -i a_{m, \eta} e^{-i \omega t + i \mathbf{k} \cdot \mathbf{r} + ik_z z} + a_{m, \eta}^\dagger e^{i \omega t - i \mathbf{k} \cdot \mathbf{r} - ik_z z} \right) ,
\]
\[
B = \sum_{m, \eta} \sqrt{\frac{\hbar \mu_0}{2}} \bar{\beta}_{m, \eta} \left( -i a_{m, \eta} e^{-i \omega t + i \mathbf{k} \cdot \mathbf{r} + ik_z z} + a_{m, \eta}^\dagger e^{i \omega t - i \mathbf{k} \cdot \mathbf{r} - ik_z z} \right) . \] (70)

\(m\) gathers all quantum numbers but \(\eta\) and can be written under two alternative forms
\[
m \equiv (|k_z|, p) \quad \text{or} \quad m \equiv (k, \omega, p) .
\] (71)

\(\eta\) is treated separately because the two modes \(\eta = \pm 1\) corresponding to the same \(m\) will be coupled by the scattering processes studied later on. The sum over modes has the following definition (\(\Lambda\) is an area introduced for defining integrals over \(k\))
\[
\sum_m = \sum_p \int \int \frac{\mathbf{A}d^2k}{4 \pi^2} \int \frac{d|k_z|}{2 \pi} = \sum_p \int \int \frac{\mathbf{A}d^2k}{4 \pi^2} \int \frac{\omega d\omega}{2 \pi c^2 |k_z|} .
\] (72)

Finally, the symbols \(a_{m, \eta}\) and \(a_{m, \eta}^\dagger\) appearing in the positive and negative frequency components are the annihilation and creation operators of quantum electrodynamics [169]. Their commutation relations and correlations are immediate generalizations of the ones (21) and (25) written for 1d calculations. Note that we have used the electromagnetic constants in vacuum \(\varepsilon_0\) and \(\mu_0\). In the following, the symbol \(\varepsilon\) will be used as a relative permittivity with its value in vacuum being unity and the relative permittivity will keep its unit value in vacuum.

**Energy density and radiation pressure**

Energy-momentum densities and radiation pressures are components of the Maxwell stress tensor [3]. In particular, the energy per unit volume \(e\) is the component \(T_{00}\)
\[
e = \frac{\varepsilon_0 E^T E}{2} + \frac{B^T B}{2 \mu_0} ,
\] (73)

where \(T\) symbolizes a matrix transposition. Substituting the expression of free fields and calculating the mean value of energy density in a thermal state, we obtain a simple generalization of the expression (26) written for 1d calculations.
\[
\langle e(u) \rangle_{\text{therm}} = \sum_{m, \eta} \frac{\hbar \omega_m}{2} (1 + 2 \pi_m) .
\] (74)

We come then to the radiation pressure on plane mirrors parallel to the \((x, y)\) plane which corresponds to the component \(T_{zz}\) of the Maxwell stress tensor
\[
\frac{\varepsilon_0 (E_x E_x + E_y E_y - E_z E_z)}{2} + \frac{B_x B_x + B_y B_y - B_z B_z}{2 \mu_0} .
\] (75)

The quantum average of this quantity in a thermal state leads to
\[
\sum_{m, \eta} \frac{\hbar \omega_m}{2} \cos^2 \theta_m (1 + 2 \pi_m) .
\] (76)

The sums over modes written in the preceding expressions are infinite but the force on mirrors will be obtained as a finite difference between the radiation pressure acting on their two sides.
B. Scattering on plane mirrors in 3d space

We consider plane mirrors parallel to the \((x, y)\) plane, that is also surfaces of constant \(z\) in 3d space. Scattering on such mirrors is a simple extension of that described in the 1d case because of symmetry considerations. Invariance under time translations and lateral space translations implies that the frequency \(\omega\), transverse wave-vector \(k\) and polarization \(p\) are preserved. The scattering process is specular and it only affects the parameter \(\eta\). We first consider lossless mirrors and then address the problem of losses.

A lossless mirror in 3d space

This specular scattering on a lossless mirror is schematically represented on Figure 9. On the left part, the angles of incidence are shown for the input and output fields. On the right part in contrast, they are only implicit. It thus follows that the sketch of the scattering process is alike that drawn on Figure 5 for the 1d case.

![Figure 9](image)

FIG. 9. Schematic representation of specular scattering upon a lossless mirror in 3d space, with angles of incidence explicitly shown on the left part but only implicit on the right part.

As in the 1d case, the scattering matrix is just a \(2 \times 2\) matrix giving the two output fields in terms of the two input ones

\[
\begin{pmatrix}
E^+_{\text{out}} \\
E^-_{\text{out}}
\end{pmatrix} = S \begin{pmatrix}
E^+_{\text{in}} \\
E^-_{\text{in}}
\end{pmatrix},
\]

\[
S_1[m] = \begin{pmatrix}
t_1[m] e^{2i|k_z|q_1} & r_1[m] e^{-2i|k_z|q_1} \\
r_1[m] e^{2i|k_z|q_1} & t_1[m]
\end{pmatrix}. \tag{77}
\]

Scattering amplitudes have been written as in (28): \(r_1\) and \(t_1\) are defined for a mirror located at \(x = 0\) and depend on the quantum number \(m\) for real mirrors; the general case is then described by phases determined by the position \(q_1\) of the mirror and the longitudinal wave-vector \(k_z\).

A lossless cavity in 3d space

The specular scattering on a cavity made of two mirrors is schematically represented on Figure 10.

![Figure 10](image)

FIG. 10. Schematic representation of specular scattering upon a cavity in 3d space, with the same convention as on the right part of Figure 9.

Most calculations are the same as for the 1d case, with the effect of the cavity described by a global scattering matrix and a resonance matrix as in (36)

\[
\begin{pmatrix}
E^+_\text{out} \\
E^-_{\text{out}}
\end{pmatrix} = S \begin{pmatrix}
E^+_\text{in} \\
E^-_{\text{in}}
\end{pmatrix},
\]

\[
\begin{pmatrix}
E^+_\text{cav} \\
E^-_{\text{cav}}
\end{pmatrix} = R \begin{pmatrix}
E^+_\text{in} \\
E^-_{\text{in}}
\end{pmatrix}. \tag{78}
\]

The matrices \(S\) and \(R\) are obtained from the scattering amplitudes associated with the mirrors 1 and 2 as in the 1d case, that is to say from equations (37) and (40) with the phase factors \(e^{\pm ikz}\) replaced by \(e^{\pm i|k_z|L}\).

As the global \(S\)-matrix is unitary, radiation pressures on the outer sides of the mirrors are given by the expression (76). Meanwhile, radiation pressures on the inner sides of the mirrors are modified by a factor given by the common value of the diagonal elements in \(RR\)

\[
g_m \equiv 1 + f_m + f_m^* = \frac{1 - |r_m|^2}{1 - r_m e^{2i|k_z|L} |r_m|^2}, \tag{79}
\]

\[
f_m \equiv \frac{r_m e^{2i|k_z|L}}{1 - r_m e^{2i|k_z|L}}.
\]

The effective pressure on the mirror is then given by the difference between the pressures on its two sides

\[
\frac{1}{A} \sum_m \hbar \omega_m \cos^2 \theta_m (1 + 2\pi m) (g_m - 1) = \frac{1}{A} \sum_m \hbar \omega_m \cos^2 \theta_m (1 + 2\pi m) (f_m + f_m^*). \tag{80}
\]

The left-hand side corresponds to the radiation pressure interpretation already discussed in the 1d case while the right-hand side, written in terms of the causal function \(f_i\), is the basis for transformations using the Cauchy’s theorem. However, some elements are now to be treated with more care before the Casimir pressure is obtained.

C. The Casimir pressure between two plates in 3d space

We now extend the derivations to take into account two effects which play an important role for calculations in 3d space. First, we want to discuss the effect of dissipation inside the mirror and the associated fluctuations. Then, we address the contributions of evanescent waves.
which have to be added to that of ordinary propagation waves [30].

**Generalization for lossy mirrors**

As already explained, the mirrors used in the experiments are made of metals and they have losses associated to the dissipation inside the mirror. As a consequence, the scattering matrices defined above cannot be considered as unitary. In other words, there are additional fluctuations accompanying losses which should be taken into account in a large scattering matrix described the coupling of the modes of interest and the noise modes [170–172].

At this point, it is worth using a theorem which gives the commutators of the intra-cavity fields as the product of those well known for fields outside the cavity and the factors $g_m$ introduced in (79). This theorem, which was demonstrated with an increasing range of validity in [28, 30, 171], proves that the expression written in (79) was demonstrated with an increasing range of validity.

In the 3d picture of radiation pressure of vacuum and thermal pressure, valid for lossy as well as lossless mirrors, radiation pressures are given by the expressions written in (80) and (81). This theorem, which corresponds to real wave-vectors with $\omega > c |k|$, proves that the expression written in (79) was demonstrated with an increasing range of validity. The factors $g_m$ introduced in (79). This theorem, which generalizes those well known for fields outside the cavity and the scattering matrices defined above cannot be considered as unitary. In other words, there are additional fluctuations accompanying losses which should be taken into account in a large scattering matrix described the coupling of the modes of interest and the noise modes [170–172].

At this point, it is worth using a theorem which gives the commutators of the intra-cavity fields as the product of those well known for fields outside the cavity and the factors $g_m$ introduced in (79). This theorem, which was demonstrated with an increasing range of validity in [28, 30, 171], proves that the expression written in (79) was demonstrated with an increasing range of validity.

The radiation pressures are given by the expressions written above and the last equation becomes the Casimir pressure valid for lossy as well as lossless mirrors,

$$ P = \frac{1}{A} \sum_m \hbar \omega_m \cos^2 \theta_m (1 + 2 |\mathbf{k}_m|) (f_m + f_m^*) \quad (81) $$

**Generalization for evanescent waves**

Up to now, we have discussed the contributions of ordinary waves freely propagating outside and inside the cavity, which correspond to real wave-vectors with $k_z$ real, that is also $\omega > c |k|$. Equation (81) thus reflects the intuitive picture of radiation pressure of vacuum and thermal fluctuations, as discussed above in the 1d case. In the 3d case, we have also to take into account the contribution of evanescent waves (see §1.5.4 in [173]), which correspond to imaginary values of $k_z$, that is also frequencies in the interval $0 < \omega < c |k|$. Those waves propagate inside the mirrors with an incidence angle larger than the limit angle and they also exert a radiation pressure on the mirrors, due to the frustrated reflection phenomenon. In fact, the expression (81) of the Casimir pressure has to be understood as including these contributions [30]. They are obtained through an analytical continuation of those of ordinary waves, using the well defined analytic behavior of the causal function $f_m$. This analytical continuation has to be defined for fixed values of the lateral wave-vector $\mathbf{k}$ and polarization $p$.

Using the definition (72) of the sum over modes and the relation $\cos \theta = c k_z / \omega$, one finally gets the Casimir pressure (81) as the real part of an integral over the positive part $\mathbb{R}^+$ of the real axis (to be compared with (48))

$$ P = P_r + P_r^*, \quad (82) $$

$$ P_r = \sum_p \int \frac{d^2 \mathbf{k}}{4 \pi^2} \int_0^\infty \frac{d \omega}{2 \pi} \hbar |k_z| f_m \coth \frac{\hbar \omega}{2 k_B T}. \quad (83) $$

We stress again that the integral over $\mathbb{R}^+$ includes the contributions of evanescent waves $0 < \omega < c |k|$ besides those of ordinary waves $c |k| < \omega$.

**Casimir pressure as an integral over imaginary frequencies**

One now transforms the expression (82) of the Casimir pressure by using Cauchy’s theorem as in the 1d case. In the end of the derivation, the Casimir pressure is the integral over a contour which encircles the imaginary axis, and it is thus found to be a discrete sum of the values of the function $|k_z| f_m$ at the Matsubara poles

$$ P = -k_B T \sum_p \int \frac{d^2 \mathbf{k}}{(2 \pi)^2} \sum_n \frac{2 \kappa_n r_k^p [i \xi_n] e^{-2 \kappa_n L}}{1 - r_k^p [i \xi_n] e^{-2 \kappa_n L}} \quad (84) $$

where $\kappa$ is obtained from $|k_z|$ through an analytical continuation for imaginary frequencies $\omega_n = i \xi_n$.

$$ \kappa_n = \sqrt{k^2 + \xi_n^2} \quad, \quad \xi_n = \frac{2 \pi k_B T}{\hbar} \quad. \quad (85) $$

As in the 1d case, this expression is finite for any properly defined model of mirrors.

**Zero temperature limit**

In the limit $T \to 0$, the ensemble of Matsubara poles becomes a cut along the imaginary axis and the Matsubara sum (83) becomes an integral over the positive part of the imaginary axis ($P_l = P_{l=0}$)

$$ P_l = -2 \sum_p \int \frac{d^2 \mathbf{k}}{4 \pi^2} \int_0^\infty \frac{d \xi}{2 \pi} \hbar k \frac{r_k^p [i \xi] e^{-2 \kappa L}}{1 - r_k^p [i \xi] e^{-2 \kappa L}} \quad.$$  

$$ \kappa = \sqrt{k^2 + \xi^2} \quad. \quad (86) $$

For perfect mirrors, i.e. when $r$ may be taken as unit value at all frequencies contributing to the integral (85), a universal result is obtained, which no longer depends on the specific properties of the mirrors

$$ P_{l=1} = -\frac{\hbar c}{2 \pi^2} \int_0^\infty \frac{\kappa^3 d\kappa}{e^{\kappa L} - 1} = -\frac{\hbar c \pi^4}{240 L^4}. \quad (86) $$

We have used the fact that the Riemann zeta function (55) takes the value $\zeta(4) = \pi^4/90$ for $s = 4$. 
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D. Models for metallic mirrors

We now come back to the discussion presented in section I for the models of metallic mirrors used in the experiments. The common model is that of bulk mirrors, in fact thick slabs, made with metals for example gold. The optical response of the metal is described by a local dielectric response function and the reflection amplitudes on each mirror then deduced by using Fresnel laws.

**Fresnel reflection amplitudes**

Reflection amplitudes on a thick slab described by a local dielectric response \( \varepsilon \) are given by the well known Fresnel laws for the TE and TM polarizations (see §1.5.1 in [173] or §86 in [174])

\[
 r_1^{\text{TE}}[\omega] = \frac{k_z - K_z}{k_z + K_z} , \quad r_1^{\text{TM}}[\omega] = \frac{K_z - \varepsilon k_z}{K_z + \varepsilon k_z} , \quad (87)
\]

where \( K_z \) and \( k_z \) are the longitudinal wave-vectors in matter and vacuum respectively

\[
 K_z = \sqrt{\varepsilon \frac{\omega^2}{c^2} - k^2} , \quad k_z = \sqrt{\frac{\omega^2}{c^2} - k^2} . \quad (88)
\]

When the frequency is continued to imaginary values, these expressions become

\[
 r_1^{\text{TE}}[\imath \xi] = \frac{\kappa - K}{\kappa + K} , \quad r_1^{\text{TM}}[\imath \xi] = \frac{K - \varepsilon [\imath \xi] \kappa}{K + \varepsilon [\imath \xi] \kappa} ,
\]

\[
 K = \sqrt{\varepsilon [\imath \xi]^2 c^2 + k^2} , \quad \kappa = \frac{\varepsilon [\imath \xi]^2}{c^2} + k^2 . \quad (89)
\]

When the reflection amplitudes (89) are inserted in the expression (83) of the pressure, the formula obtained in 1956 by E.M. Lifshitz [31] and derived again in 1961 by I.E. Dzyaloshinskii, E.M. Lifshitz and L.P. Pitaevskii [32] is recovered (see also Chap. VIII in [33]). We may stress at this point that this formula was obtained through a different derivation, with all fluctuations originating from matter. In fact this expression was written in terms of the dielectric function and not of reflection amplitudes. To our best knowledge, Kats was the first to notice that it could be written in terms of the reflection amplitudes [175]. We may quote at this point a few alternative derivations of this formula through different methods [176–184].

We may remark that the optical response of the bulk material cannot always be described by a local dielectric function. In this case, the description in terms of reflection amplitudes is still valid, though the reflection amplitudes cannot be written under the specific forms (89). More detailed descriptions can for example be determined from microscopic models of metallic conduction. Attempts in this direction and discussions can be found for example in [116–122].

Models for dielectric functions

As already discussed in section I, the dielectric function \( \varepsilon \) is usually obtained from optical data [29, 73]. These data are then extrapolated at low frequencies by using the dissipative Drude model (9) for the conductivity of the metal [75]. In contrast to the plasma model (11) which corresponds to the lossless limit \( \gamma = 0 \), the dissipative Drude model meets the well-known fact that gold has a finite static conductivity (10).

The two models lead to different predictions for the Casimir pressure, in particular at the limits of large distances or large temperatures. This can be attributed to different limiting cases at zero frequency. The Drude model indeed corresponds to

\[
 \lim_{\omega \to 0} r_k^{\text{TE}}[\omega] = 0 , \quad \lim_{\omega \to 0} r_k^{\text{TM}}[\omega] = 1 , \quad \gamma \neq 0 \quad (90)
\]

whereas the plasma model leads to

\[
 \lim_{\omega \to 0} r_k^{\text{TE}}[\omega] = 1 , \quad \lim_{\omega \to 0} r_k^{\text{TM}}[\omega] = 1 , \quad \gamma = 0 \quad (91)
\]

High temperature limit

At the limit of high temperatures \( \kappa_1 L \gg 1 \), the Matsubara poles with \( n > 0 \) give an exponentially small contribution to the Casimir pressure (83). The result is thus dominated by the contribution of the zeroth pole \( n = 0 \) \( (P_\infty = P_{T \to \infty}) \)

\[
 P_\infty = -k_B T \sum_p \int \frac{d^2 \mathbf{k}}{(2\pi)^2 \left| 1 - r_k^{\text{TE}}[0] e^{-2|k|L} \right|} . \quad (92)
\]

It follows that the asymptotic Casimir pressure (92) has different values for a dissipative model

\[
 P_\infty = -\frac{k_B T}{2\pi} \int_0^\infty \frac{k^2 \, dk}{e^{2kL} - 1} = -\frac{k_B T}{4\pi L^2} \zeta(3) , \quad \gamma \neq 0 \quad (93)
\]

and a lossless model

\[
 P_\infty = -\frac{k_B T}{\pi} \int_0^\infty \frac{k^2 \, dk}{e^{2kL} - 1} = -\frac{k_B T}{4\pi L^2} \zeta(3) , \quad \gamma = 0 \quad (94)
\]

\( \zeta(3) \approx 1.202 \) is the value of the Riemann zeta function (55) for \( s = 3 \). As already discussed in section I, there is a large factor 2 between the two predictions because the two polarizations contribute equally for the plasma model, as well as for perfect mirrors, whereas only one polarization contributes for the Drude model.

E. The Casimir free energy in 3d space

Using the results already obtained in the 1d case, we write an expression for the Casimir free energy and show that it can be given an interpretation in terms of scattering phase-shifts. We also obtain expressions for the Casimir entropy and Casimir internal energy.
The Casimir free energy and phase-shift interpretation

The expression (82) of the Casimir pressure can be written as the differential \( P = -\partial F/ \partial V \) of a free energy \( F(V,T) \) with respect to the volume \( V \equiv AL \)

\[
F = \sum_p A \int \frac{d^2 k}{4\pi^2} \int_0^\infty \frac{d\omega}{2\pi} \left( 1 + 2\pi \omega \right) \times \frac{\hbar}{2i} \ln \frac{1 - r e^{2i|k_z|L}}{1 - r^* e^{-2i|k_z|L}} .
\]

(95)

The interpretation of this formula in terms of phase-shifts is the same as in the 1d case [28] and we do not repeat here the derivation presented in section II. In the end of this derivation, the Casimir free energy (95) is given by a difference (59) of changes of free energies calculated in three different scattering configurations, with each of these quantities determined by an integral (60) over all modes. As already emphasized, the Casimir free energy is always a finite quantity, the evaluation of which does not require a renormalization [28].

Casimir thermodynamics

We can then write other thermodynamical functions associated with the Casimir effect. One may in particular define an entropy \( S = -\partial F/ \partial T \) and then an internal energy \( E = F + TS \). These thermodynamical functions obey the usual thermodynamical relations \( (V \equiv AL) \)

\[
dF = -PdT - SdT , \quad dE = -PdT + TdS .
\]

(96)

These thermodynamical functions can be deduced from the free energy (95) written previously as an integral over real frequencies or, equivalently, from its form as a Matsubara sum

\[
F = k_B T \sum_n \text{Tr} \ln d[i\xi_n] .
\]

(97)

We have used the denominator of the \( S\)–matrix to write the free energy

\[
dP_{k}[i\xi_n] = 1 - r_k^p[i\xi_n]e^{-2\kappa_n L} , \quad \kappa_n = \sqrt{\frac{\omega_n}{c^2} + k^2} ,
\]

(98)

and we have also introduced a trace over polarizations and transverse wave-vectors in order to simplify the expression

\[
\text{Tr} d = \sum_p \int \frac{Ad^2 k}{(2\pi)^2} dP_{k} .
\]

(99)

The expression (97) for the free energy is completely equivalent to the expression (83) written above for the pressure.

F. General scattering formula

We now present a more general scattering formula allowing one to calculate the Casimir force between stationary disjoint objects with arbitrary shapes. We also review rapidly some of the applications of this new method which have been dedicated in the recent years to the study of non trivial geometries. More exhaustive reviews of the topic can be found in [34–39].

The non-specular scattering formula

We consider a geometrical configuration with two disjoint scatterers at rest in electromagnetic vacuum. The scattering matrix is now a large matrix which accounts for non-specular reflection mixing different wave-vectors and polarizations while preserving frequency if the scatterers are at rest. Of course, the non-specular scattering formula is the generic one while specular reflection is an idealization for perfectly plane and flat plates.

The reasoning presented above leads to an expression of the Casimir free energy as the sum of all phase-shifts contained in the large \( S\)–matrix [34]. Causality and high-frequency transparency then allow one to write it as a Matsubara sum (to be compared with (97))

\[
F = k_B T \sum_m \text{Tr} D(i\xi_m) , \quad \xi_m = \frac{2\pi mk_B T}{\hbar} .
\]

(100)

Each term in this sum is the trace of a large matrix which describes all couplings at a given frequency. The matrix \( D \) (here written at Matsubara frequencies \( \omega_m = i\xi_m \)) is the denominator of the scattering matrix. It describes the resonance properties of the cavity formed by the two objects (to be compared with (98))

\[
D = 1 - R_1 e^{-KL} R_2 e^{-KL} .
\]

(101)

![FIG. 11. General scattering configuration with two objects](image)

The matrices \( R_1 \) and \( R_2 \) represent reflection on the two objects 1 and 2 respectively while \( e^{-KL} \) describes propagation. Note that the matrices \( D, R_1 \) and \( R_2 \), which
were diagonal in the plane wave basis for specular scattering, are no longer diagonal in the general case of non specular scattering. The propagation factors remain diagonal in this basis with their eigenvalues \( \kappa \) written as in (98). Note that the expression (100) does not depend on the choice of a specific basis.

**Applications to non trivial geometries**

The fact that geometry plays a non trivial role in the context of vacuum energy and Casimir forces has been noticed for a long time [185, 186]. In the plane-sphere geometry for example, the *Proximity Force Approximation* (PFA) can only be valid when the radius is much larger than the separation [187–189]. Recently, calculations have used the general non-specular scattering formula in order to push the theory beyond the PFA and thus open roads to a new domain [34–39].

The first application of the non-specular scattering formula to calculations beyond the PFA was developed in [124, 125] to study the roughness correction to the Casimir force between two planes, in a perturbative expansion with respect to the roughness amplitude. Another geometry studied with this method is that of surfaces with periodic corrugations. As lateral translation symmetry is broken, the Casimir force contains a lateral component which is smaller than the normal one, but has nevertheless been measured in dedicated experiments [190]. Calculations beyond the PFA have first been performed with the simplifying assumptions of perfect reflection [191] or shallow corrugations [192, 193]. As could be expected, the PFA was found to be accurate only in the limit of large corrugation wavelengths.

In recent years, experiments have been able to probe the beyond-PFA regime [194–196]. Exact calculations of the forces between real mirrors with deep corrugations have been performed [197, 198] and comparisons between theory and experiments presented [199, 200]. The same kind of calculations was performed for studying the Casimir torque which appears between two corrugated surfaces with non aligned corrugations [201].

**The plane-sphere geometry**

Another important application corresponds to the plane-sphere geometry used in most Casimir force experiments and for which explicit *exact calculations* (see a discussion of the meaning of this expression below) have recently been developed (see discussions of the various methods devoted to this problem in [202–206]).

Indeed, exact multipolar expansions have been written for the force in the plane-sphere geometry [207, 208]. These calculations have now been performed for metallic surfaces coupled to electromagnetic vacuum, at zero [209] or non zero temperature [210, 211], and this has opened the way to a comparison with theory of the only experimental study devoted to a test of PFA in the plane-sphere geometry [212]. The results of these calculations is often presented in terms of a ratio \( \rho \) of the exact result to the PFA approximation, which is close to unity when the aspect ratio \( x \equiv L/R \) is small. An alternative representation is in terms of the slope \( \beta \) defined by \( \rho \equiv 1 + x\beta \).

In fact, the *exact result* is an infinite series corresponding to a multipolar expansion over the numbers \( (\ell, m) \) which label the basis of spherical waves (with \( |m| \leq \ell \)). Sums have to be truncated for the numerics to \( \ell \leq \ell_{\text{max}} \) and the precision is thus limited for small values of the aspect ratio. The minimum aspect ratio for precise calculations scales as the inverse of the maximum multipolar index \( \ell_{\text{max}} \). For some time, extrapolations at low values of \( x \) were used to obtain bounds useful for the values of experimental interest. Such a procedure used the idea that the slope \( \beta \) could be represented as a Taylor expansion of the aspect ratio [213–215]. However this idea was finally shown to be wrong in the high temperature limit which corresponds to a classical Casimir effect with an entropic origin [216, 217]. As a consequence, the question of accurate evaluations for the deviation from PFA remains open.

**Nano-spheres and atoms close to surfaces**

We will end up this paper by considering another case of interest, that of dielectric nano-spheres above a plane, which tends at the limit of a very small sphere to the Casimir-Polder problem.

The calculations easier for nano-spheres than for large spheres because a small number of multipoles is sufficient for reaching a good accuracy. An example of such calculations is given in [218] for nano-diamonds above a copper plate. Of course, the Casimir-Polder expression between an atom and a plane is recovered in the limit of large distances \( R \gg L \) where the dipole approximation is sufficient. The Casimir-Polder limit is written in terms of a polarizability for the atom (expression given in [219]). The polarizability of a small sphere is that of a large atom as it is proportional to the volume of the sphere [218].

**Conclusion**

The general scattering formula allows one to describe all long-range interactions in a unified manner as the change of vacuum energy due to the presence of scatterers in vacuum. Atoms as well as mirrors are completely characterized by scattering amplitudes which have of course different properties. In particular, atomic scattering is weak so that perturbation theory is in general sufficient whereas scattering by mirrors may be saturated (up to 100% reflection). Atoms are local probes of vacuum whereas mirrors are not.
The same general scattering formula thus allows one to treat different cases which lead to a variety of phenomena [34], for example atom/atom, atom/plate or plate/plate interactions, with plane or spherical plates as well as nano-structured surfaces. In order to quote a few examples, it has been possible to study the Casimir-Polder forces or torques for atoms near corrugated surfaces [220–222].
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