Light-matter interactions near photonic Weyl points
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Weyl photons appear when two three-dimensional photonic bands with linear dispersion are degenerate at a single momentum point, labeled as Weyl point. These points have remarkable properties such as being robust topological monopoles of Berry curvature as well as an associated vanishing density of states. In this work, we report on a systematic theoretical study of the quantum optical consequences of such Weyl photons. First, we analyze the dynamics of a single quantum emitter coupled to a Weyl photonic bath as a function of its detuning with respect to the Weyl point and study the corresponding emission patterns, using both perturbative and exact treatments. Our calculations show an asymmetric dynamical behavior when the emitter is detuned away from the Weyl frequency, as well as different regimes of highly collimated emission, which ultimately translate in a variety of directional collective decays. Besides, we find that the incorporation of staggered mass and hopping terms in the bath Hamiltonian both enriches the observed phenomenology and increases the tunability of the interaction. Finally, we analyze the competition between the coherent and dissipative components of the dynamics for the case of two emitters and derive the conditions under which an effective interacting spin model description is valid.

I. INTRODUCTION

The connection between the quantized Hall conductance displayed by a two-dimensional electron gas subjected to a strong magnetic field [1] and its topological foundations [2, 3] gave rise to the notion of topological phases of matter [4, 5]. This concept has now permeated a broad range of disciplines beyond solid state physics, including photonics [6, 7], mechanics [8], acoustics [9], and ultra cold atomic gases [10]. In particular, the extension of these ideas to the photonics realm was first conceived as a natural generalization of the chiral edge states obtained within the quantum Hall effect [11]. These chiral edge states were experimentally demonstrated in a magneto-optical photonic crystal a year after the being suggested [12], and since then, a great amount of photonic realizations have been proposed to mimic the topological phenomena displayed by condensed matter models, including coupled waveguides [13], arrays of optical resonators [14, 15] or bianisotropic [16] and chiral [17] metamaterials, among a number of other important advances using a variety of platforms and frequency regimes [18–61]. Of special interest for this work are topological photonic structures that support the so-called Weyl points [62]. These points are in reciprocal space in which two linearly dispersive bands touch creating a singular band-gap, much in the same way as occurs in Dirac two-dimensional systems [63]. However, a key difference with respect to them is that Weyl points are topologically protected: a Weyl point can only be annihilated when it meets another Weyl point with opposite chirality [64], providing them important advantages such as robustness to disorder [65, 66].

Most of the above referred topological photonic implementations have so far operated in the linear regime, that is, when the photon-photon interactions are very weak and do not play a significant role in the emerging phenomena. The interplay between topology and interactions is known to lead to strongly-correlated phenomena in fermionic models, such as fractional quantum Hall states [67], that will be desirable to export as well into the photonics realm. A way to incorporate such interactions in these topological photonic systems is by coupling them to non-linear elements, like quantum emitters. The coupling of emitters to these topological photonic structures is challenging but has already been realized in pioneering experiments with photonic crystals [68, 69] and superconducting circuits [70]. Besides, novel approaches involving quantum metasurfaces [71–77] and innovative techniques based on matter-waves in state dependent optical lattices [78] foresee even more implementations of these models in the near-future. All these experimental advances are consequently triggering an exciting—though still mostly unexplored—area of research that investigates the individual and collective quantum optical phenomena which occur when one or more emitters interact with 1D [79, 80], 2D [80, 81], and 3D [82, 83] topological photonic reservoirs. In this context, we have recently showed how the emergence of a light-matter bound state in 3D photonic Weyl systems enables coherent, tunable and robust power-law interactions among quantum emitters [82], paving the way towards more robust long-distance entanglement protocols or quantum simulation implementations for studying long-range interacting systems. However, a systematic theoretical analysis of all the quantum optical phenomena emerging from these platforms is still missing.

In this work, we present an in-depth analysis of the quantum optical behavior displayed by quantum emitters interacting with the bulk modes of a Weyl photonic environment. In particular, (i) We show how the interactions between emitters can be tuned by incorporating both a staggered mass and a staggered hopping term in the bath Hamiltonian; (ii) We study the exact quantum dynamics of the single and two-emitter cases, finding an asymmetric dynamical behavior when the emitters are detuned away from the Weyl frequency, and also atypi-
cal incomplete coherent exchange oscillations when the two emitters couple to different sublattices; (iii) We also study the emission patterns when the emitter’s energy lies within the band, uncovering the emergence of highly-collimated emission for certain frequency regions; (iv) Finally, we discuss the competition between the dissipative and coherent components of the dynamics in the many-emitter configuration, allowing us to find the parameter regimes where an effective spin description based on perturbative (Markovian) treatments is valid.

The rest of the manuscript is organized as follows. In Section II we introduce the system under study, whereas in Section III we account for the analytical and numerical strategies employed throughout the manuscript. In Section IV, we investigate the time evolution of a single emitter coupled to the bath using both a perturbative (Markovian) and an exact treatment. In addition, to the single-emitter dynamics, we study the shape of the radiative emission patterns and of the emergent bound states of the system. Section V is devoted to the analysis of the dynamical behavior of the two emitters case and is divided in two subsections. First, in Section VA we consider a configuration in which the two emitters are coupled to sites belonging to the same sublattice, there we include a discussion concerning the competition between the coherent and the dissipative components of the system’s dynamics. Second, in Section VB, we consider the case in which the pair of emitters are coupled to sites belonging to different sublattices, which leads to qualitatively different behavior. Then, in Section VI we report on the effective spin model description that can be obtained by adiabatically eliminating the photonic degrees of freedom in the perturbative limit. Finally, in Section VII we sum up the most interesting results of our work and point out potential directions of further research.

II. SYSTEM

The Hamiltonian of the studied system contains three contributions: \( H = H_M + H_B + H_f \), where \( H_M \) and \( H_B \) account for the matter and photonic degrees of freedom respectively, whereas \( H_f \) describes the interplay between them. The most general implementation of our set up includes \( N_{em} \) emitters modeled as a collection of two-levels systems with transition frequency \( \omega_j \). The associated dynamics (using \( h\bar{\text{e}} = 1 \)) is given by:

\[
H_M = \sum_{j=1}^{N_{em}} \omega_j \sigma_j^{\dagger} \sigma_j
\]  

(1)

where \( \sigma_j^{\dagger} = |\mu_j\rangle \langle \nu_j| \) (\( \mu, \nu = g, e \)) are the atomic operators of the \( j \)-th quantum emitter which can be either on its ground, \( |g_j\rangle \), or its excited, \( |e_j\rangle \), state.

For the structured bath, \( H_B \), we start with a regular cubic arrangement of localized bosonic modes spaced by the lattice parameter \( a \) (which we use as the unit of length henceforth). The Weyl points emerge as a consequence of breaking inversion symmetry after including an alternating change of sign for the hopping matrix elements along the \( x \) and \( z \) directions [84, 85]. We also incorporate an alternating on-site energy off-set which we refer to as the staggered mass term, \( m \), and a staggered hopping term along the \( y \) direction, \( h \). These are used as tunable parameters that will allow us to explore the robustness and tunability of the Weyl points. The particular way how to create such tunable parameters will depend on the implementation chosen, which lies beyond the scope of this work. The bath Hamiltonian can then be described by a tight-binding model with nearest-neighbor interactions and hopping rate \( J \). In real space \( H_B \) reads:

\[
H_B = \sum_r \delta_r a_r^{\dagger} a_r - \sum_{i=x,y,z} \left[ J_i a_i^{\dagger} a_{i+\hat{u}} + \text{H.c.} \right]
\]  

(2)

where \( a_r^{\dagger}/a_r \) stands for the bosonic creator/annihilation operator at site \( r = (x,y,z) \), \( \hat{u}_i \) with \( i = x,y,z \) denote the unitary vectors along the three principal axes, and we have defined:

- On-site energy: \( \delta_r = \omega_H - m(-1)^{x+y} \)
- Hopping along \( \hat{u}_x, \hat{u}_y, \hat{u}_z \): \( J_x = J(-1)^{x+y} \)
- Hopping along \( \hat{u}_y \): \( J_y = \frac{1}{2}(J + h + (-1)^{x+y}(J - h)) \)

Note that the on-site energy of the bosonic modes provided that \( m = 0 \) has been chosen to be \( \omega_H \), which we identify as the Weyl frequency.

The bath Hamiltonian is invariant under discrete translation of \( \mathbf{R}_n = \sum n_i \mathbf{a}_i \), where \( n_i \in \mathbb{Z} \forall i \) and the corresponding primitive vectors, \( \mathbf{a}_i \), are displayed as orange arrows in Fig.1(b). The lattice unit cell is formed by a pair of nonequivalent sites belonging to two different sublattices that we label as \( A \) and \( B \). Imposing periodic boundary conditions allows us to introduce reciprocal space where the bipartite nature of the lattice shows up as a pseudo-spin degree of freedom. To do that we define the Bloch operator:

\[
a_{kA,B}^{\dagger} = \frac{1}{\sqrt{N_{A,B}}} \sum_{r \in A,B} e^{\mathbf{kr}} a_r^{\dagger}
\]  

(3)

where the summand runs over the \( N_{A,B} \) sites belonging to the \( A/B \) sublattice and \( \mathbf{k} \) denotes a vector of the first Brillouin zone (see Fig.1(c)). By inverting the Bloch operator and introducing it on Eq. (2), we can rewrite the bath Hamiltonian as follows:

\[
H_B = \sum_{k} A_{k}^{\dagger} \tilde{H}(k) A_{k}
\]  

(4)

where \( A_{k} = (a_{k,A} a_{k,B})^T \) and \( \tilde{H}(k) \) can be expressed in terms of the Pauli matrices, \( \sigma = (\sigma_x, \sigma_y, \sigma_z) \), such that:

\[
\tilde{H}(k) = \omega_H \mathbb{1} - d(k) \sigma
\]  

(5)

with:

\[
d_x = (J + h) \cos(k_x)
\]  

(6)

\[
d_y = -2J \sin(k_x) - (J - h) \sin(k_y)
\]  

(7)

\[
d_z = m + 2J \cos(k_z)
\]  

(8)
irrespective of the bath parameters. The variation of both the staggered mass and the staggered hopping terms gives rise to a smooth modification of the Weyl points’ positions in reciprocal space. For $|m/J| > 2$ a gap is opened, and the same occurs whether $h/J < -1$ or $h/J > 3$. It is worth noting that for $h/J = -1$ we have $\mathcal{F}_y = J(-1)^{x+y}$, so that a staggered $\pi$ phase for the hopping along the $y$ direction is assumed. For $h/J = 3$, the hopping phase along the $y$ direction remains unchanged but the corresponding amplitude displays an alternating value. In order to recover a uniform hopping, both in phase and amplitude, along the $y$ direction we must set $h/J = 1$.

The interaction between the quantum emitters and the bosonic modes of the bath is assumed to be local and it features a constant coupling strength, $g$. Additionally, we neglect counter-rotating processes which is a faithful assumption within the optical regime where $\omega_j \approx \omega_W \gg g$. In real space the corresponding Hamiltonian reads:

$$H_t = g \sum_{j=1}^{N_{em}} \left( a^\dagger_{r_j} \sigma^e_\gamma + \text{H.c.} \right)$$

where $r_j$ denotes the position of the $j$-th quantum emitter. This interacting term has the form of the well known Jaynes Cummings Hamiltonian which is traditionally employed to model light-matter interactions in photonic crystals waveguides [86, 87], in state dependent optical lattices [78, 88], as well as microwave resonators coupled to superconducting circuits [70], as long as they do not enter in the ultra-strong coupling limit [89].

Once the total Hamiltonian has been presented it is worth noting that it commutes with the number of excitations’ operator: $N_{exc} = \sum_{j=1}^{N_{em}} \sigma^e_{\gamma} + \sum_{k, \gamma} a_{k, \gamma}^\dagger a_{k, \gamma}$. Therefore, each excitation subspace can be treated separately. Also, it is important to realise that the dynamics of the quantum emitters can be much more easily analysed within a rotating frame in which the oscillations associated to the value of the Weyl frequency are factorized:

$$e^{-iHt} = e^{-i\omega_0 N_{exc} t} e^{-i(H_0 + H_t)t},$$

where we have introduced $H_0$ as:

$$H_0 = \sum_j \Delta_j \sigma^e_\gamma + \sum_k \omega(k) \left( a^\dagger_{k, L} a_{k, L} - a^\dagger_{k, U} a_{k, U} \right),$$

and where we have defined the detuning of the $j$-th emitter with respect to the Weyl frequency $\Delta_j \equiv \omega_j - \omega_W$.

### III. THEORETICAL FRAMEWORK

The dynamics of a collection of quantum emitters interacting with a Weyl reservoir can be equivalently obtained using either analytical or numerical strategies.

To compute the emitters’ dynamics analytically we use the so-called resolvent operator method [90]. This technique benefits from identifying a small subset of states which play a relevant role in the investigated physical problem. In our case,
most of the phenomena that we can analyze can be restricted to the single-excitation subspace, which allows us to write down the global system wavefunction as:

$$|\Psi(t)\rangle = \sum_{j=1}^{N_{\text{em}}} C_j(t) \sigma_{gj}^j + \sum_{k,\gamma} C_{k,\gamma}(t) a_{k,\gamma}^\dagger |\Psi_0\rangle$$

(13)

where \( j \) runs over emitters, \( k \) runs over vectors belonging to the first Brillouin zone and \( \gamma \) runs over different bands. Here, we have implicitly divided the Hilbert space of the problem in two sets: on the one hand we have the states spanning the photonic degrees of freedom, \( |\phi_{k,\gamma}\rangle = a_{k,\gamma}^\dagger |\Psi_0\rangle \), and on the other hand the states spanning the emitter degrees of freedom, \( |\phi_j\rangle = \sigma_{gj}^j |\Psi_0\rangle \), where \( |\Psi_0\rangle \equiv |e_1 \cdots e_{N_{\text{em}}}, \text{vac}\rangle \) denotes the overall vacuum state.

The dynamics of the \( j \)-th quantum emitter is characterized by the time evolution of its excited state’s population, \( C_j(t) \), where \( C_j(t) \) is the projection of the overall-system wavefunction at arbitrary time \( t \) over any specific emitter state:

$$C_j(t) = \langle \phi_j | \Psi(t) \rangle = \langle \phi_j | U(t) |\Psi(0)\rangle ,$$

(14)

being \( U(t) = e^{-i(H_0 + H_I)t} \) the unitary time evolution operator, and where we need to specify an initial condition. In this work, we always consider situations in which the initial state of the system contains no excitations within the bath. Accordingly, we focus on calculating the matrix elements of the evolution operator (i.e., the transition probabilities) given by \( U_{jj'}(t) = \langle \phi_j | U(t) | \phi_{j'} \rangle \). These are connected to the matrix elements of the propagator (or resolvent) of the system, \( G_{jj'}(z) = \langle \phi_j | G(z) | \phi_{j'} \rangle \), by complex integration as follows:

$$U_{jj'}(t) = \int_{C_+ + C_-} \frac{dz}{2\pi i} G_{jj'}(z) e^{-ict},$$

(15)

where \( C_+ / C_- \) accounts for the retarded/advanced contribution to the propagator, which vanishes for negative/positive times. Note that further information concerning the calculation of Eq. (15) can be found in appendix A.

For a fixed number of emitters, the matrix elements of the propagator, \( G_{jj'}(z) \), can be computed solving the system of equations defined by:

$$\sum_{n=1}^{N_{\text{em}}} [\varepsilon_{jn} - z - \Sigma_{jn}] G_{nn'} = \delta_{jj'},$$

(16)

where \( \varepsilon_{jn} = \langle \phi_j | H_0 | \phi_n \rangle \) and where we have identified the matrix elements of the problem’s self-energy as:

$$\Sigma_{jj'}(z) = \sum_{k,\gamma} \frac{\langle \phi_j | H_I | \phi_{k,\gamma} \rangle \langle \phi_{k,\gamma} | H_I | \phi_j \rangle}{z - \langle \phi_{k,\gamma} | H_0 | \phi_{k,\gamma} \rangle}.$$ 

(17)

Since the considered Hamiltonian only includes excitation conserving terms, the particular form of the self energy matrix elements given by Eq. (17) is exact. More complicated models, e.g., taking into account multiple photons, will involve further summations with higher order denominators such that, in order to perform any concrete calculation, one usually needs to truncate the series. However, even for the simple case of a Hamiltonian operating in the single particle subspace, calculating the matrix elements of the self-energy operator might be a challenging task. It must be noticed that \( \Sigma_{jj'}(z) \) depends on the configuration of the studied system which is determined by the parameters characterizing the bath (i.e., staggered mass and hopping terms), the light-matter coupling constant, the number and position of the considered emitters, and, in our case, also the sublattice to which they are coupled to.

An alternative strategy to obtain the emitters’ dynamics consists in solving the Schrödinger equation for the total Hamiltonian numerically. This can be done computing the product of the exponential of the Hamiltonian’s matrix with a vector representing the initial state of the system in a convenient basis of localized bosonic sites. For that we make use of the algorithm developed in [91]. A more detailed description of the employed numerical strategy can be found on appendix B.

IV. SINGLE EMITTER: DYNAMICS, EMISSION PATTERNS, AND BOUND-STATES

A. Dynamics

As a starting point let us consider a single quantum emitter coupled to the Weyl environment. We assume that the system is prepared with the emitter in its uppermost state and no excitations in the bath, i.e., \( |\Psi(0)\rangle = |e_1; \text{vac}\rangle \). Within the resolvent approach, the excited state population of the emitter after time \( t \), \( |U_{11}(t)|^2 \equiv |C_e(t)|^2 \), can be obtained inverting the corresponding propagator’s matrix element:

$$G_e(z) = \frac{1}{z - \Delta - \Sigma_e(z)}.$$ 

(18)

The self-energy of the single emitter case in the thermodynamic limit reads:

$$\Sigma_e^{(A/B)}(z) = g^2 \int\int_{\text{BZ}} \frac{d^3k}{V_{\text{BZ}}} \frac{z \pm |m + 2J \cos(k_z)|}{z^2 - \omega(k)^2}.$$ 

(19)

where the sign on the right hand side stands for the sublattice, marked by the superscript \( (A/B) \), to which the emitter is coupled to. As anticipated, the self-energy matrix element depends on the particular configuration of the system, e.g., the term in brackets in the numerator arises as a consequence of the combined action of the inter-layer hopping (i.e., hopping along the \( z \) direction) and a non-trivial value of the staggered mass term. Due to the symmetry of the integral, the latter term vanishes for the case \( m = 0 \).

A standard way of attacking these problems is to consider perturbative treatments, such as the Markov approximation, which can be recovered within the resolvent operator formalism by neglecting the complex dependence of the self energy’s matrix element and evaluating it at the emitter’s detuning value \( \Delta \), i.e., \( \Sigma_e(\omega + i0^+) \approx \Sigma_e(\Delta + i0^+) \). This is generally
a good approximation as long as the light-matter coupling, $g$, is weak enough and that $\Delta$ does not match a van Hove singularity in the spectrum of the bath [92]. Using that approximation, the propagator of the problem (see Eq. (18)) has a particularly simple form which can be easily inverted, leading to the following temporal evolution for the $C_e(t)$ coefficient:

$$C_e(t) \approx e^{-i \left[ \Delta + \delta \omega_c(\Delta) - i \frac{\Gamma_c(\Delta)}{2} \right] t}$$

(20)

Here $\delta \omega_c(\Delta) \equiv Re \Sigma_c(\Delta + i0^+)$ and $\Gamma_c(\Delta) \equiv -2 Re Im \Sigma_c(\Delta + i0^+)$ can be respectively interpreted as an energy shift of the emitter’s transition frequency and the exponential decay rate of the excited state population. The later one is deeply connected with the density of states, that can be defined as the limit $z \to \Delta + i0^+$ of the function:

$$D(z) = -i \int_{BZ} \int \int \frac{d^3k}{V_{BZ}} \frac{z}{z^2 - \omega(k)^2}$$

(21)

which yields:

$$D(\Delta) = \int_{BZ} \int \int \frac{d^3k}{V_{BZ}} \left[ \delta(\Delta - \omega(k)) + \delta(\Delta + \omega(k)) \right]$$

(22)

For completeness, in this work we will complement and compare the Markovian predictions with the calculations of the dynamics based on the analytical or numerical methods discussed in section III.

Let us first study the most simple scenario where no staggered mass nor staggered hopping terms are considered i.e. $m = 0$ and $h/J = 1$. These simplifications allow us to obtain a closed analytical expression for $\Sigma_e(z)$ whose form is independent of the sublattice to which the emitter is locally coupled to:

$$\Sigma_e(z) = \frac{4g^2}{\pi^2} \frac{z}{z^2 - 6J^2} \frac{1 - 9\xi^4}{(1 - \xi)(1 + 3\xi)} K^2(m)$$

(23)

where $K(z)$ stands for the complete elliptic integral of the first kind, and we have defined the following magnitude:

$$m = \frac{16\xi^3}{(1 - \xi)(1 + 3\xi)}$$

(24)

with:

$$\xi = \sqrt{\frac{1 - \sqrt{1 - \frac{6J^2}{z^2 - 6J^2}}}{1 + \sqrt{1 - \frac{6J^2}{z^2 - 6J^2}}}}$$

(25)

In appendix C we carry out a detailed examination of the multivalued branch structure of $\Sigma_e(z)$ which concludes with the identification of a single valued physical self-energy. After appropriate inversion of the corresponding propagator’s matrix element (see details in appendix A), we recognize three main contributions to $C_e(t)$:

$$C_e(t) = C_e^{BS}(t) + C_e^{UP}(t) + C_e^{Detour}(t)$$

(26)

whose relative relevance depends on the detuning of the emitter with respect to the Weyl frequency as numerically depicted in Fig. 2(a) for a fixed coupling strength. These contributions are related to the mathematical structure of the associated propagator and we further discuss them in what follows:

- **Poles of $G_e(z)$**. The poles present in the lower half plane of the complex plane can be divided into unstable poles, $C_e^{UP}(t)$, (magenta dots), featuring a negative imaginary part which determines the decay time of the excited state, and real poles, $C_e^{BS}(t)$, (blue triangles), corresponding to infinite-lifetime bound states. The latter become the major contribution nearby spectral regions where the density of states is exactly zero.

- **Non-analytical points in $G_e(z)$**. The non-analytical structure of $\Sigma_e(z)$ at certain frequencies (denoted with vertical gray lines) forces detours in the contour of integration that also contribute to the dynamics, $C_e^{Detour}(t)$, (yellow triangles). These are related to the appearance of van Hove singularities in the middle of the band-structure which, as it also occurs for other structured baths [93, 94], lead to a strongly non-Markovian dynamical behavior for $t \neq 0$. This can be explicitly observed in the inset of Fig. 2(b), where we plot the long time dynamics for the case in which the emitter is detuned to $\Delta/J = 2$.

The temporal evolution of the emitter’s excited state for the studied case is shown in Fig. 2(b). Both, the approximate (dashed lines) and exact (solid lines) treatments are displayed together for several detuning values so that differences between the two approaches are made apparent. Particularly, we find that the exact results differ appreciably from the dynamics obtained within the Markovian approximation at short times or when $\Delta$ exactly matches a van Hove singularity (inset). Nonetheless, the most remarkable deviation from the Markovian prediction occurs when $\Delta = 0$, i.e. when the transition frequency of the emitter coincide with the Weyl frequency. For that detuning the quantum emitter is subjected to the so-called fractional decay —a stationary regime in which the two-level system undergoes an incomplete deexcitation. This behavior is physically ascribed to the emergence of a photon bound state, that we label as Weyl bound state [82], whose properties will be described more in detail in a later section.

Let us now consider the more general case of $m \neq 0$ but fixing the staggered hopping $h/J = 1$. The results are summarized in the color maps depicted in Fig. 3(a,c,e), where we plot the temporal evolution of an emitter coupled to a site belonging to the $A$ sublattice as a function of $\Delta$ for several values of staggered mass term. It must be noticed that similar results are obtained when the emitter is locally coupled to a site belonging to the $B$ sublattice (not shown). We complement this figure with panels (b,d,f), where we plot both the associated density of states of the bath $D(\Delta)$ (in dashed black), together with the
excited state population

Contributions (a.u.)

\[
\begin{array}{|c|c|c|c|c|}
\hline
\Delta/J & 0.0 & 0.5 & 1.0 & 1.5 & 2.0 \\
\hline
\hline
\end{array}
\]

\[
\begin{array}{|c|c|c|c|c|}
\hline
m & -4 & -2 & 0 & 2 & 4 \\
\hline
\hline
\end{array}
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{Dynamics of the single emitter case for configuration in which \( m = 0, \hbar/J = 1 \) and the light-matter coupling is chosen to be \( g/J = 0.5 \). (a) Contributions to \(|C_\ell(0)|^2\) as a function of the detuning of the emitter with respect to the Weyl frequency. (b) Markovian (dashed lines) and non-Markovian (solid lines) prediction for the temporal evolution of the emitter’s excited state population for various detuning values. The inset shows the long-time behavior of the emitter’s excited population in a log-log scale for the case in which the emitter matches the van-Hove singularity corresponding to \( \Delta/J = 2 \).}
\end{figure}

expected decay rate in the Markovian prediction \( \Gamma_e(\Delta) \) (solid blue). From all these figures, we observe several features:

- Near zero detuning the emitter features a vanishing decay rate which smoothly connects with the fractional decay regime associated to the emergence of the Weyl bound state. Consequently, we foresee that, within the appropriate time scale, the phenomenology associated to the emergence of such bound state will not present important changes under moderate perturbations of the emitter’s detuning value.

- When the emitter’s detuning lays inside the region where the decay rate \( \Gamma_e(\Delta) \) acquires a significant value (\( \Delta/J \gtrsim 1 \)), the emitter relaxes to the ground state in a much shorter time scale than in the previous case. For the cases in which \( m \neq 0 \), it is interesting to note that, although the bath is characterized by a symmetric spectrum, the emitter displays distinct behavior when it is detuned towards the upper band or towards the lower band. Namely, for increasing values of \( m \) we observe that the emitter’s population around the upper band-edge experiences a slower decay, and the other way around for negative frequencies. Such differences are already reflected in the asymmetric form of the Markovian prediction for the decay rate, \( \Gamma_e(\Delta) \), and are coming from the non-trivial frequency-dependent structure of the coupling to the bath appearing when \( m \neq 0 \).

\section{Radiative emission patterns}

Beyond the temporal evolution of the emitter’s population, it is also appealing to investigate the dynamics of the emitted excitations (i.e. dynamical behavior of the photonic degrees of freedom), since they will eventually be responsible of the collective decays appearing when more emitters are coupled to the bath [92]. In general, these emission patterns will depend on the set of parameters characterizing the bath and the energy of the emitter. To illustrate that, we consider three particular configurations where the emitter’s energy is tuned to one of the singularities present in \( \Gamma_e(\Delta) \), since they are known to lead to exotic emission patterns in other structured bath configurations [93, 94]. Then, provided that the emitter is prepared in its excited state, we study the photonic component of the system at a certain de-excitation time. For that, we resort to our numerical method using a finite bath composed by a total of \( 2^{19} \) sites, and assuming that the emitter is coupled to a site belonging to the A sublattice in the bulk of the material.

Main panels of Fig. 4 show the distribution of the photonic excitation a time \( t/J = 25 \) after the emission has started, so that the emission pattern is clearly recognizable but no finite-size effects are present. Inset panels display specific cuts along some interesting planes. Figure. 4(a) corresponds to the case where the staggered mass and hopping terms are given by \( m = 0 \) and \( h/J = 1 \) respectively, and the emitter is detuned to the singularity at \( \Delta/J = 2\sqrt{2} \) (see red arrow in Fig. 3(b)). In that case, light propagates uniformly in all Cartesian directions leading to cubic shaped emission pattern. Fig. 4(b) accounts for the configuration in which \( m/J = 1 \) and \( h/J = 1 \) respectively, and the emitter is detuned to the singularity at \( \Delta/J = -3 \) (see red arrow in Fig. 3(d)), there we show the emission is specially intense along the vertical direction. Finally, Fig. 4(c) displays the case corresponding to staggered mass and hopping terms given by \( m/J = 2 \) and \( h/J = 1 \) respectively, and the emitter detuned to \( \Delta/J = 2 \) (see red arrow in Fig. 3(f)). In this case we obtain a highly anisotropic emission which is concentrated within the \( z = 0 \) plane and that is specially intense along the \( y = \pm x \) directions. These patterns show the tunability of the emission in these photonic environments just by considering different emitter’s detuning values.

\section{Bound states}

As we explained in Figs. 2-3, when the emitter’s energy lies around the Weyl frequency its evolution displays a fractional
As aforementioned, this phenomena can be associated with the emergence of a localized photonic mode around the emitter that we label as Weyl bound-state [82]. Mathematically, these bound states are connected to the existence of a real pole in $G_e(z)$ at a given energy $\omega$ (measured with respect to the Weyl frequency) that can be found by solving the following system of equations:

$$\begin{align*}
\omega - \Delta - \text{Re} \Sigma_e(\omega + i0^+) &= 0 \\
\text{Im} \Sigma_e(\omega + i0^+) &= 0
\end{align*}$$

For the case $m = 0$ and $h/J = 1$, this equation is fulfilled for $\omega = 0$ when the emitter’s transition frequency coincides with the Weyl frequency ($\Delta = 0$) [82]. However the appearance of such Weyl bound state is not an exclusive feature of this particular system’s configuration. In fact, inspection of the
imaginary part of the single emitter self-energy for different staggered mass and hopping values shows that \( \text{Im} \Sigma_e(\omega + i0^+) \) goes to zero as \( \omega \to 0 \) irrespective of the selected parameters and the sublattice to which the emitter is coupled to. Then, given Eq. (27), one can guarantee the presence of a pole at the origin of the complex plane (that translates into the formation of the Weyl bound state) by setting the emitter’s detuning to \( \Delta = \text{Re} \Sigma(0 + i0^+) \equiv \Delta_e \), which we refer to as the critical detuning value. Note that, since \( \Sigma_e(z) \approx \frac{g^2}{J} \), the critical detuning remains close to zero if we restrict ourselves to the weak coupling regime, \( g \ll J \).

Beyond the dynamical consequences for the single emitter dynamics, these bound states are relevant because they will mediate coherent exchange of excitations when many emitter’s are coupled to the bath [95, 96]. Thus, their spatial form is what will eventually determine the shape of the emitter-emitter interactions. In order to obtain the real space distribution of the photonic component of the Weyl bound state we can examine the eigenstates of the system whose associated eigenvalue coincides with the Weyl frequency. For that, we employ the time-independent Schrödinger equation: \( H |\psi_{\text{WBS}}\rangle = E_{\text{WBS}} |\psi_{\text{WBS}}\rangle \), where \( E_{\text{WBS}} \) must be taken to be the Weyl frequency. The projection of the photonic component of the Weyl bound state over a localize bosonic site is given by \( C_{\text{WBS}}(r) = \langle \text{vac} | a_r | \psi_{\text{WBS}} \rangle \). In the following we will be using a normalize version of this quantity, with the normalization factor: \( |C_e(t \to \infty)|(g/J)\).

Figure 5 shows several real space profiles of the Weyl bound state corresponding to different choices of the staggered mass and hopping terms. Importantly, in contrast to the exponential localization featured by standard photon-atom bound states emerging in fully gapped systems [95, 96], the spatial confinement of the Weyl bound state follows a power-law dependence. Although this power-law confinement also appears in other singular band-gap structures [94, 97, 98], the topological protection of the Weyl degeneracies allows one to tune the power-law exponent [82]. For instance, when the staggered mass and hopping terms are set to be \( m = 0 \) and \( h/J = 1 \) respectively, the photonic component of the bound state displays an isotropic distribution around the emitter’s position characterized by an inverse square power law as shown in Fig. 5(a,b). As shown in [82], such isotropic behavior is lost for increasing values of \( m \) leading to a strong confinement of the excitation along the vertical direction. In this work, we additionally demonstrate that one can further tune the shape of the Weyl bound state, without losing the power-law confinement, through the staggered hopping term \( h \). This is illustrated in Figs. 5(c,d,e,f) that display the Weyl bound state’s photonic component for configurations wherein no energy off-set between sublattices is considered but, instead, the staggered hopping term takes the non trivial values \( h/J = -1 \) and \( h/J = 3 \). In particular, they show the \( z = 0 \) and \( x = 0 \) cuts of the three-dimensional distribution illustrating the main features characterizing these extreme cases. For \( h/J = -1 \)
we observe a highly directional confinement, specially along the diagonal directions in the $z=0$ plane and along the $z$ axis. More detailed inspection of the bound state profile along these directions reveals that the diagonal directions are characterized by an inverse linear power law whereas the vertical direction follows a power law featuring an even lower exponent (see Fig. 5(g,h)). For $h/J = 3$ we observe that the bound state profile spreads over the $x=0$ plane, leading to a strong confinement along the $x$ direction. In this case, Fig. 5(i,j) display the photonic component of the Weyl bound state as a function of the distance from the emitter along the positive $y$ and $z$ axis, which show the same power law dependence.

V. TWO EMITTERS

Now, we investigate the scenario where two emitters are locally coupled to two different lattice sites in positions $r_1$ and $r_2$. The system is prepared such that only the emitter located at position $r_1$ is in its excited state whereas no photonic excitations are present: $|\psi(0)\rangle = |e_1 g_2; \text{vac}\rangle$. Restricting ourselves to the single excitation subspace, we study the upper state population’s dynamics of both the initially excited emitter, $|U_{11}(t)|^2 \equiv |G_1(t)|^2$, and the initially de-excited one, $|U_{21}(t)|^2 \equiv |G_2(t)|^2$. The matrix elements of the problem’s propagator can be obtained by solving the system of equations defined by Eq. (16) particularized for the case $N_{\text{em}} = 2$. They are given by:

$$
\begin{pmatrix}
G_{11}(z) & G_{12}(z) \\
G_{21}(z) & G_{22}(z)
\end{pmatrix} = \left( z - \Delta_1 - \Sigma_{11}(z) - \Sigma_{12}(z) \right)^{-1}
\begin{pmatrix}
-\Sigma_{12}(z) & z - \Delta_2 - \Sigma_{22}(z) \\
-\Sigma_{21}(z) & z - \Delta_1 - \Sigma_{11}(z)
\end{pmatrix}
$$

(28)

where $\Delta_{1/2}$ is the detuning of the initially excited/de-excited emitter with respect to the Weyl frequency and $\Sigma_{11}(z), \Sigma_{12}(z), \Sigma_{21}(z), \Sigma_{22}(z)$ can be calculated using Eq. (17). Then, within the resolvent operator formalism, the dynamics of the initially excited and initially de-excited emitters can be computed through the inversion of $G_{11}(z) \equiv G_1(z)$ and $G_{21}(z) \equiv G_2(z)$, respectively. Note that, if the initial condition had been $|\psi(0)\rangle = |r_1 e_2; \text{vac}\rangle$, the matrix elements $G_{12}(z)$ and $G_{22}(z)$ would play the role of $G_1(z)$ and $G_2(z)$ instead.

In the following we split the discussion in two parts: first we consider two emitters coupled to the same sublattice and then two emitters coupled to different sublattices. From now on, we assume that both the initially excited and the initially de-excited emitters have identical detuning values i.e. $\Delta_1 = \Delta_2 = \Delta$.

A. Same sublattice $AA/BB$

When the considered emitters are coupled to sites belonging to the same sublattice the initially excited/de-excited propagator can be decomposed as follows:

$$
G_{1/2}(z) = \frac{1}{2} [G_s(z) \pm G_d(z)]
$$

(29)

where $G_{s/d}(z) = [z - \Delta - \Sigma_{s/d}(z)]^{-1}$ is the so-called symmetric/antisymmetric propagator and $\Sigma_{s/d}(z)$ is given by the sum/difference of the previously defined single emitter self-energy, $\Sigma_s(z)$, plus/minus an additional term, $\Sigma_{12}(z)$, which is sometimes referred to as the collective self-energy:

$$
\Sigma_{s/d}(z) = \Sigma_s(z) \pm \Sigma_{12}(z).
$$

(30)

Comparing Eq. (29) with the propagator obtained for the single emitter case (see Eq. (18)) we realise that the dynamics of a pair of emitters — provided that they are coupled to sites belonging to the same sublattice and feature identical detuning value — consist in the linear combination of two independent single emitter problems. Therefore, the full machinery developed to tackle the single emitter case can be exploited. The only important modification that one has to perform is to include the collective self-energy contribution which, in the thermodynamic limit, reads:

$$
\Sigma_{12}^{(A/B)}(z) = \frac{g^2}{\hbar^2} \int_{BZ} \int_{BZ} \int_{BZ} d^3 k z \mp [m + 2J \cos(k_z)] e^{i k (r_2 - r_1)}
$$

(31)

Note that the form of $\Sigma_{12}^{(A/B)}(z)$ resembles the one obtained for the single emitter self-energy (see Eq. (19)). Analogously, the superscript $A/B$ labels the sublattice to which the emitters are coupled to. However, the main difference with respect to the previously obtained single emitter self-energy, $\Sigma_s^{(A/B)}(z)$, is the exponential factor introducing the dependence with the inter-emitter’s distance.

1. Markovian limit

As before, one can first study the dynamics within a Markovian description. For that we proceed as in the single emitter case, i.e. evaluating the self-energy’s matrix elements at the emitters’ detuning value: $\Sigma_{s/d}(\omega + i 0^+) = \Sigma_{s/d}(\Delta + i 0^+)$. After that, the inversion of the propagators $G_{1/2}(z)$ can be easily accomplished leading to the following expression for the $C_{1/2}(t)$ coefficient:

$$
C_{1/2}(t) \approx e^{-i [\Delta + \delta \omega_1(\Delta) - i \Gamma_1(\Delta) / 2] t} \\
\times \frac{1}{2} \left( e^{-i \delta \omega_2(\Delta) - i \Gamma_2(\Delta) / 2} \pm e^{i \delta \omega_2(\Delta) - i \Gamma_2(\Delta) / 2} \right)
$$

(32)

where $\delta \omega_1(\Delta) = \text{Re} \Sigma_s(\Delta)$ and $\delta \omega_2(\Delta) = \text{Re} \Sigma_{12}(\Delta)$ stand for the single emitter and collective energy shifts, respectively, whereas $\Gamma_1(\Delta) = -2 \text{Im} \Sigma_s(\Delta)$ and $\Gamma_{12}(\Delta) = -2 \text{Im} \Sigma_{12}(\Delta)$ denote the single emitter and collective decay rates, respectively. Inspection of the self-energy’s matrix elements shows that both the single emitter and collective decay rates vanish when the emitters are detuned to the Weyl frequency. Therefore, for this particular detuning value, the Markovian treatment of the problem anticipates an oscillatory behavior revealing a continuous exchange of the excitation between the two emitters.
\[ |C_{1/2}(t)|^2 \approx \cos^2(J_{12}^M t) / \sin^2(J_{12}^M t) \]  \hspace{1cm} (33)

Here, we have identified \( J_{12}^M = |\delta \omega_2(0)| \) as the exchange rate of the excitation between emitters within the Markovian limit.

2. Non-Markovian dynamics

As we know from the single emitter situation, the Markovian description can deviate significantly from the exact dynamics in certain parameter regimes. In order then to assure this remarkable coherent exchange of excitations with no associated dissipation, we will perform exact calculations using the resolvent operator method. For that, we focus on a system’s configuration wherein the quantum emitters are assumed to be coupled to two vertically aligned sites belonging to the same sublattice, and where the staggered hopping term is \( h/J = 1 \). The distance between emitters is then given by the \( z \)-component of the vector that connects them, \( z_{12} \). Within this configuration, we can integrate the \( k_x \) and \( k_y \) directions of the collective self-energy (Eq. (31)) obtaining:

\[
\Sigma^{(A/B)}(z) = \frac{2g^2}{\pi^2} \int_0^\pi dk_z \frac{z + |m + 2J \cos(k_z)|}{z^2 - 4J^2 - |m + 2J \cos(k_z)|^2} K \left( \frac{4J^2}{z^2 - 4J^2 - |m + 2J \cos(k_z)|^2} \right)^2 \cos(k_z z_{12}) \]  \hspace{1cm} (34)

Disregarding the short time behavior of the system, the temporal evolution of the initially excited/de-excited emitter is reliably reproduced by the following expression:

\[
|C_{1/2}(t)|^2 \approx R e^{-h z t} \cos^2(J_{12} t) / R e^{-h z t} \sin^2(J_{12} t) \]  \hspace{1cm} (35)

where \( R \) coincides with the fractional steady-state population value which characterizes the emergence of the Weyl bound state in the single emitter case. This observation is of paramount importance since it indicates that the physical mechanism which mediates the excitation’s exchange is the emergence of the Weyl bound states [82]. Besides, we refer to \( \gamma_2 \) and \( J_{12} \) as the dissipative and coherent components of the two emitters’ dynamics. In order to have a complete oscillatory behavior it is necessary that \( \gamma_2 \ll J_{12} \), as it is the case for the two considered detuning values. However, we also have that \( 0 < \gamma_2(\Delta = 0) \ll \gamma_2(\Delta = 0.3), \) that is, the dissipative component increases as we detune the emitters away from zero energy. Importantly, using an exact treatment we observe that even when the emitters are in resonance with the Weyl frequency the dissipative term does not completely vanish, which is in direct contradiction with the Markovian prediction. Intuitively, this can be understood from the fact that the interaction between the emitters through the bath modes induces a displacement of the emitters’ energies from the Weyl point, thus introducing a small dissipative component in the dynamics. To clarify this point, in the following, we study the ratio between the dissipative and the coherent component of the dynamics using the alternative calculation of the dynamics based on the spectral density function, i.e.

---

Figure 6. Dynamical behavior of the two emitter problem for the case where no staggered mass nor staggered hopping terms are considered i.e. \( m = 0 \) and \( h/J = 1 \). The light matter coupling is chosen to be \( g/J = 0.5 \) (a) Temporal evolution of the initially excited emitter (solid line) and of the initially de-excited one (dashed line) for \( \Delta/J = 0 \). (b) Spectral density function of the initially excited emitter associated to the dynamics shown in panel (a). (c) Temporal evolution of the initially excited emitter (solid line) and of the initially de-excited one (dashed line) for \( \Delta/J = 3 \). (d) Spectral density function of the initially excited emitter associated to the dynamics shown in panel (c).

With this expression at hand we can calculate the temporal evolution of a pair the initially excited (straight line) and initially de-excited (dotted line) emitters for two different detuning values: \( \Delta/J = 0 \) and \( \Delta/J = 0.3 \), respectively, shown in panels (a) and (c) of Fig. 6. Here we have assumed that both emitters couple to the A sublattice, although similar behavior occurs if they couple to the B sublattice. For both detuning values we observe that the initially excited emitter undergoes a fast relaxation at very short times followed by a set of oscillations. For larger times important differences are found between the two displayed cases. On one hand, when the emitters are detuned to the Weyl frequency, the amplitude of the observed oscillations remains unchanged. On the other hand, when the emitters are detuned inside the band we observe a clear attenuation of the oscillations after three complete cycles. Note that these calculations are made for fixed values of the light-matter coupling \( (g/J = 0.5) \), the staggered mass and hopping terms \( (m/J = 0 \) and \( h/J = 1 \)), and the vertical separation between emitters \( (z_{12} = 1) \).
As we show in appendix A, the temporal evolution associated to the initially excited/de-excited emitters can be calculated by Fourier transforming the corresponding spectral density function. Thus, we can gain some intuition of the studied phenomenon observed for the case in which the emitters are coupled to sites belonging of the same sublattice, that is, a continuous exchange of excitations mediated by the Weyl bound states around the emitters. This is indeed what we observe in the example chosen of Fig. 8(a) when the staggered mass term is set to zero. However, when \( m \neq 0 \) the behaviour changes dramatically, as shown in Figs. 8(b-c), where we see that the initially excited state does not ever get completely de-excited whereas the initially de-excited emitter does not ever reach the maximal value of the oscillations which is established by the stationary state population that is found within the single emitter analysis. The underlying reason is that when \( m \neq 0 \), the individual energy shifts \( \delta \omega_{\alpha/B}(\Delta) \) appearing because of the coupling to the bath are different for the emitters coupled to the A and B sublattices. This creates an effective detuning between emitters, with initially the same energy, which leads to incomplete coherent exchange oscillations. This is a relevant finding that will also affect to other reservoirs where such asymmetric energy shifts occur [99].

### VI. MANY EMITTERS: EFFECTIVE SPIN MODEL DESCRIPTION

Analyzing the exact dynamics in the many emitter configurations can be done in an exact way following similar procedures as the one we use in the previous section. Instead of considering some particular situations to illustrate it, here we will rather present how the system will be described within a Markovian treatment, and generalize the arguments given for the two-emitter case to obtain its regime of validity. As shown in Refs. [95, 96], an alternative way of describing the effect of the bound-state mediated interactions consists in adiabatically eliminating the bath degrees-of-freedom under the Born-Markov approximation. Doing this adiabatic elimination for
realize is that, in the studied system, \( J_{\alpha \alpha'}^{a'^{a}} \) inherits the dependence with the distance between the two emitters (\(|r_j - r_{j'}|\)) from the space dependence of the bound-state wavefunction, i.e., \( J_{j,j'}^{AA(AB)} \propto C_{\text{WBS}}(r_j - r_{j'}) \). Note that, consistently, our model captures both the complete and incomplete coherent oscillations observed in the previous section. The regime of validity of these description will depend on the particular situation chosen, however, we can try to estimate them generalizing the argumentation’s done for the two-emitter situation. When \( N_{\text{em}} \) emitter are present, the maximum dissipation that can appear in the single-excitation scales with a collective factor \( \sim N_{\text{em}} \gamma_2 \), where \( \gamma_2 \) is the largest pairwise dissipation appearing in a given configuration, as defined in section V A 2. Then, e.g. for the \( m = 0 \) and \( h/J = 1 \) case, we would have that \( \gamma_{12} / \gamma_{12}^{\text{col}} \sim N_{\text{em}} (g/J)^4 \). Therefore, considering the limit \( g/J < 1 \) will still yield a proper framework in which the dissipative component of the dynamics can be chosen to be neglected with respect to the corresponding coherent counterpart.

VII. CONCLUSIONS AND OUTLOOK

Summing up, we have studied extensively the quantum optical phenomena that emerges when emitters couple to the bulk modes of a photonic Weyl environment. By doing that, we have found several important results, such as the possibility of tuning the Weyl bound states (and emitter interactions) through the consideration of both a staggered mass and a staggered hopping term in the bath’s Hamiltonian. We also unveiled the appearance of an asymmetric dynamical behaviour for the upper/lower bands in the single emitter case, accompanied by directional emission patterns, as well as the emergence of incomplete exchange oscillations when two emitter couple to different sublattices. Beyond that, we also derived an effective spin model description when many emitters are coupled simultaneously to the bath and tuned to the Weyl point frequency. We believe our work opens up several interesting research directions. One option consists in studying the many-body phases of the interacting spin models obtained with these topological baths, as recently explored in 1D settings [79]. Besides, one can search for novel super/subradiant phenomena [93] that can appear because of the directional radiation patterns appearing when the emitters are tuned to special points of the band-structure.
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Figure 8. (a) Dynamics of the initially excited (solid line) and the initially de-excited emitter (dashed line) for a system configuration in which the emitters are coupled to two sites belonging to a different sublattice separated a distance equal to the lattice parameter along the \( x \) direction. Both emitters are detuned towards the Weyl frequency and the parameters of the bath are chosen to be \( m = 0 \) and \( h/J = 1 \). (b) The same as in (a) but, in this case, the staggered mass term is chosen to be \( m/2 = 1 \). (c) The same as in (a) but, in this case, the staggered mass term is chosen to be \( m/2 = 2 \).

our bath results into an effective spin-model description without any associated dissipative term which reads:

\[
H_{\text{spin}} = \sum_{j} \delta \omega_{j}^{a} \sigma_{j}^{a} + \sum_{j} J_{j,j'}^{\alpha \alpha'} \sigma_{j}^{\alpha} \sigma_{j'}^{\alpha'},
\]

where \( J_{j,j'}^{\alpha \alpha'} \) represents the interaction between the pair of emitters \( j \) and \( j' \) (\( \alpha, \alpha' = A/B \) denotes the sublattice to which the corresponding emitter belongs to), and \( \delta \omega_{j}^{a} \) is the sublattice-dependent energy-shift of the \( j \)-th emitter. The crucial point to
A. INVERSION OF $G_{jj'}(z)$

The inversion given by Eq. (15) can be accomplished employing the residue theorem. For that, assuming $t > 0$ so that the advanced contribution is zero, we introduce a complex path including a straight line above the real axis whose extremes are connected by a semicircle enclosing the lower half plane. As shown in Fig 9(b) we must also deform the contour to avoid the non analytical regions of the propagator which emerge due to the presence of van-Hove singularities in the bath spectrum. Namely, the transition probability $U_{jj'}(t)$ can be written formally expressed as:

$$ U_{jj'}(t) = I_{\text{Poles}}(t) + I_{\text{Detour}}(t) $$

where, $I_{\text{Poles}}(t)$ is explicitly given by:

$$ I_{\text{Poles}}(t) = \sum_p R_p e^{-iz_p t} $$

with

$$ R_p = \frac{1}{1 - \frac{\partial}{\partial z} \sum_{jj'}(z) \big|_{z=z_p}} $$

such that $p$ runs over the number of poles with position $z_p$ and residue $R_p$. This component is traditionally divided in two contributions, $I_{\text{Poles}} = I_{\text{BS}}(t) + I_{\text{UP}}(t)$, depending on whether the existing poles are purely real (bound states) or whether they feature a finite imaginary part (unstable poles). On the other hand, the detour contribution is given by:

$$ I_{\text{Detour}}(t) = \sum_n \frac{e^{-ix_n t}}{2\pi} \int_0^\infty dy \left[ G_{jj'}(x_n^+ - iy) - G_{jj'}(x_n^- - iy) \right] e^{-yt} $$

where $n$ runs over the number of van Hove singularities and $x_n^+/-$ denotes the position in the real axis of such singularities plus/minus an infinitesimal quantity: $x_n^\pm = [x_n \pm \epsilon]_{\epsilon \to 0}$. Remarkably, this strategy provides an elegant physical interpretation of the underlying phenomena but requires a thorough knowledge of the complex structure of the problem’s self-energy.

Noteworthy, the same results can be obtained by Fourier transforming the matrix elements of the so-called spectral density function, defined as:

$$ \sigma_{jj'}(\omega) \equiv -\frac{1}{\pi} \text{Im} G_{jj'}(\omega + i0^+) $$

providing us an alternative way of calculating the dynamics without the use of residue theorem, but still within the framework of the resolvent method. This representation can be directly derived from Eq. (15) if we formally retain both the $C_+$ and the $C_-$ contributions and realize that $G_{jj'}(\omega + 0^+) - G_{jj'}(\omega - 0^+) = 2i\text{Im} \{ G_{jj'}(\omega + 0^+) \}$. In the last equality we have used that $G_{jj'}(z^\pm) = G_{jj'}^*(z)$ which is a general property of the resolvent ensured by the Hermiticity of $H_0 + H_f$.

B. NUMERICAL METHODS

As stated in the main text, an alternative strategy to compute the systems’ dynamics consists in solving the Schrödinger equation for the total Hamiltonian: $H = H_M + H_B + H_I$. There are several methods to do that efficiently. One approach consists in using split-methods that perform the evolution of the bath/emitter Hamiltonian in reciprocal/real space sequentially [92]. In our case, we will use an approach that performs the full evolution in real space, such that the first step is defining an appropriate matrix description of the full Hamiltonian $H$. For that, we use a basis of $N_B^3$ localized bosonic modes and restrict ourselves to the single excitation subspace, such that $H_0$ can be represented as a square matrix of dimension $N_B^3 \times N_B^3$. Since the interaction is assumed to be local, we can incorporate the emitter degrees of freedom straightforwardly and connect them to specific bosonic sites. The final result is that the time-dependent Schrödinger equation for the considered problem can be formulated as a system of $N_B^3 \times N_{em}$ differential equations:

$$ \dot{\Psi}(t) = -i\mathbb{H} \Psi(t) $$

where $\Psi(t) \in \mathbb{C}^{N_B^3 \times N_{em}}$ is a time-dependent vector defined as $\Psi(t) = (C_1(t), C_2(t), ... , C_{N_B^3}(t), C_{N_{em}}(t))^T$ with $C_i(t) = \langle \Psi_0 \mid a_i \mid \Psi(t) \rangle$ and $C_j(t)$ defined as in the previous section.
The matrix representing the total Hamiltonian of the system has the following structure:

\[
\mathbb{H} = \begin{pmatrix} H_B & H_I \\ H_I & H_M \end{pmatrix}
\]  

(45)

where the block representing the bath Hamiltonian, \( H_B \), is usually a sparse matrix, the block representing the matter Hamiltonian, \( H_M \), is diagonal, with each entry accounting for the detuning of the corresponding emitter with respect to the Weyl frequency, and the blocks representing the interaction Hamiltonian have non-zero entries at the lattice sites to which each of the considered emitters is coupled to. The solution to the system of differential equations given by Eq. (44) is given by the action of an exponential matrix over a given vector representing the initial condition:

\[
\psi(t) = \exp(-i \mathbb{H} t) \psi(0),
\]

(46)

that can be efficiently computed using, for example, the algorithm developed in [91].

C. Multivalued Structure of \( \Sigma(z) \)

In this section, we analyse the complex structure of self-energy matrix element given by Eq. (23) which corresponds to the case of a single emitter interacting with a bath wherein no staggered mass nor hopping terms are considered. First, we realise that \( \Sigma(z) \) is a multivalued function so that, in order to obtain the associated dynamics using complex integration techniques, one needs to accomplish a convenient mapping of the complex energy plane into meaningful branches of the multivalued self-energy. The final goal is to define a single valued propagator which can be directly plugged in Eq. (15) leading to comprehensible results when the detour integration is performed. To do that let us start introducing a special notation to refer to the different branches of the complex elliptic integral:

\[
K^{p,q} (z) = p K^{0,0} (z) + 2 q K^{0,0} (1 - z)
\]

(47)

where \( K^{0,0} (z) \) stands for the first Riemann sheet of the complex elliptic integral of the first kind. Then, to simplify further implications, let us introduce the following quantity:

\[
\Sigma^{[q]}_{\alpha\beta} (z) = \frac{4g^2}{\pi^2} \frac{z}{z^2 - 6J^2} \frac{1 - 9 \xi_{\alpha\beta}^4}{[1 - \xi_{\alpha\beta}] [1 + 3 \xi_{\alpha\beta}]} [K^{[q]} (m_{\alpha\beta})]^2
\]

(48)

where we have defined:

\[
m_{\alpha\beta} = \frac{16 \xi_{\alpha\beta}^3}{(1 - \xi_{\alpha\beta})(1 + 3 \xi_{\alpha\beta})}
\]

(49)

with

\[
\xi_{\alpha\beta} = \frac{1 + \alpha \sqrt{1 - \frac{1}{b} \left( \frac{6 \xi_{\alpha\beta}^2}{z^2 + \alpha b \pi} \right)^2}}{1 + \beta \sqrt{1 - \left( \frac{6 \xi_{\alpha\beta}^2}{z^2 + \alpha b \pi} \right)^2}}
\]

(50)

Provided that, \( \sqrt{\cdot} \) denotes the first Riemann sheet of the complex square root, the defined quantity is specified by three labels \( q \in \mathbb{Z} \) and \( \alpha, \beta \in \{-1, +1\} \). It must be noticed that, for a given combination of \( q, \alpha \) and \( \beta \), \( \Sigma^{[q]}_{\alpha\beta} \) is a single valued function of the complex value \( z \). Making use of the introduced notation, we conveniently defined six different Riemann branches of the multivalued self-energy as follows:

\[
\Sigma_I^0 (z) = \Sigma^{[0]}_{++}
\]

\[
\Sigma^{II}_{++} (z) = \begin{cases} 
\Sigma^{[0]}_{++} & x^2 - y^2 > 6 \\
\Sigma^{[1]}_{++} & x^2 - y^2 < 6 
\end{cases}
\]

\[
\Sigma^{II}_{+-} (z) = \begin{cases} 
\Sigma^{[0]}_{+-} & 1 - 6r^2 + 3r^4 + 2 \cos (2\theta) < 0 \\
\Sigma^{[1]}_{+-} & 1 - 6r^2 + 3r^4 + 2 \cos (2\theta) > 0 \text{ and } x^2 - y^2 > 6 \\
\Sigma^{[1]}_{+-} & 1 - 6r^2 + 3r^4 + 2 \cos (2\theta) > 0 \text{ and } x^2 - y^2 < 6 
\end{cases}
\]

\[
\Sigma^{V}_{+-} (z) = \begin{cases} 
\Sigma^{[0]}_{+-} & x^2 - y^2 > 6 \\
\Sigma^{[1]}_{+-} & x^2 - y^2 < 6 
\end{cases}
\]

(51)

where \( x = \text{Re} z, y = \text{Im} z, r = |\xi_{++}| \) and \( \theta = \text{Arg} (\xi_{+-}) \in (-\pi, \pi] \). Finally, we define our “physical” self-energy, \( \Sigma^{\text{phy}} (z) \), as a piecewise single valued function whose domain covers the whole complex plane except for some possible complex lines where discontinuities in the real and imaginary parts of \( \Sigma^{\text{phy}} (z) \) are found. These special regions must be taken into account when performing the detour integration given by Eq. (15).

\[
\Sigma^{\text{phy}} (z) = \begin{cases} 
\Sigma_I^0 (z) & |x| > 2\sqrt{3} \text{ or } y \geq 0 \\
\Sigma^{II}_{++} (z) & x \in (-2\sqrt{3}, -2\sqrt{2}) \text{ and } y < 0 \\
\Sigma^{II}_{+-} (z) & x \in (-2\sqrt{2}, -2) \text{ and } y < 0 \\
\Sigma^{V}_{+-} (z) & x \in (-2, 2) \text{ and } y < 0 \\
\Sigma^{V}_{++} (z) & x \in (2, 2\sqrt{2}) \text{ and } y < 0 \\
\Sigma^{V}_{+-} (z) & x \in (2\sqrt{2}, 2\sqrt{3}) \text{ and } y < 0 
\end{cases}
\]

(52)
Consequently, the corresponding “physical” propagator reads:

\[ G_{\text{phys}}(z) = \frac{1}{z - \Delta - \Sigma_{\text{phys}}(z)} \quad (53) \]
