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High-tech enterprises are the leaders in promoting economic development. The study of the relationship between their scientific and technological innovation capabilities and corporate performance is of far-reaching practical significance for guiding companies to formulate independent innovation strategies scientifically, improving their independent innovation capabilities, and promoting further transformation into an innovative country. In view of the large-scale technological innovation enterprise network, the traditional technological innovation enterprise performance prediction method cannot fully reflect the real-time technological innovation enterprise status. Aiming at the deficiencies of the existing short-term technology innovation enterprise forecasting methods, this paper proposes a technology innovation enterprise performance forecasting method based on deep learning. I analyze the temporal and spatial characteristics of the data of technological innovation enterprises and divide the data according to the temporal characteristics of technological innovation enterprises. According to the spatial relevance of technological innovation enterprises, grouping is carried out by setting different correlation coefficient thresholds. The method of spectral decomposition is used to divide the data of scientific and technological innovation enterprises into trend items and random fluctuation items, to decompose the matrix of scientific and technological innovation enterprises, and to construct a compressed matrix using correlation. Using the deep belief network model in deep learning combined with support vector regression to establish a prediction model for technological innovation enterprises, this paper proposes a convolutional neural network model for performance prediction of technological innovation enterprises. Through the convolution operation and subsampling operation based on the concept of local window, the feature learning from the local to the whole is completed. This article uses the Naive Bayes model, logistic regression model, support vector regression model, and other mainstream methods to predict and compare the performance of technological innovation enterprises. I use the dropout method to reduce the impact of overfitting during training. The experimental results show that the deep neural network model method used in this article can achieve better prediction results than mainstream methods under the same characteristics. The experimental results on the data set confirm that the method of performance prediction of technology innovation enterprises based on deep learning used in this paper can effectively improve the results of performance prediction of technology innovation enterprises.

1. Introduction

Deep learning is an extension and expansion of the traditional artificial neural network field and a successful application of the bionics of the human brain. The deep structure makes the neural network have a very powerful data feature learning ability. Through its own deep structure, the data features can be learned layer by layer and mapped to a new space to make the relationship of the data more clear and analyze and process the data more clearly. Large-scale data often have complex nonlinear functional relationships with each other [1]. Compared with shallow neural networks, deep learning has fewer parameters when fitting the nonlinear functional relationships of data, stronger representation ability, and selected data features [2]. It is more precise, so that the results of data processing are more accurate and more in line with the original characteristics of the data. Technological innovation is the fundamental driving force to enhance the core competitiveness of enterprises and promote the sustainable development of enterprises. My country
is a big manufacturing country, but not a strong country [3, 4]. “Made in China” is still at the middle and low end of the international industrial chain as a whole. The output of many industrial products ranks among the top in the world, but core components and major equipment rely heavily on imports. To improve the manufacturing level, we must rely on science and technology to make breakthroughs in new materials, new processes, key core technologies, and technology integration. At this stage, it is necessary to form a technological innovation system with enterprises as the main body, product and market-oriented, a knowledge innovation system supported by basic research and cutting-edge technology research, and a management innovation centered on human resources, strategy execution, and system construction.

Technology is the crystallization of human wisdom, innovation is the driving force of civilization and progress, and technological innovation has become the main theme of enterprises, industries, regions, countries, and even the world. In today’s world, scientific and technological innovation has more extensively affected economic and social development and people’s lives, and the level of scientific and technological development more profoundly reflects a country’s comprehensive national strength and core competitiveness [5]. Today, with the transformation of economic development mode and industrial transformation and upgrading, it is of great theoretical significance to study the transformation of economic development mode, technological innovation, and enterprise performance evaluation from the micro perspective of the enterprise [6, 7]. Specifically, it defines the constituent elements of scientific and technological innovation, demonstrates the relationship between scientific and technological innovation and enterprise performance, and proposes a scientific and technological innovation-based enterprise performance evaluation model. The evaluation index system has certain reference and reference value for other related research. The performance evaluation of Chinese enterprises started late, and the existing performance evaluation index system has been unable to keep up with the development of the times, nor does it meet the needs of today’s economic and social development [8]. The method of corporate performance evaluation based on technological innovation breaks through the traditional idea of the supremacy of shareholders’ interests, proposes a new perspective of corporate performance evaluation, and provides a new theoretical basis for corporate performance evaluation.

This paper examines the performance of high-tech enterprises from the two aspects of market competitiveness and profitability. The market competitiveness of enterprises is reflected by the growth rate of sales income, and the profitability of enterprises is expressed by the profit rate of the company’s main business. This article describes the proposed forecasting method for technological innovation enterprises and the specific processing steps. Specifically, the technical contributions of this article can be summarized as follows:

First: this article introduces the compression processing algorithm of scientific and technological innovation enterprise data and constructs a compression matrix using relevant analysis theories. It describes the proposed technology innovation enterprise Deep Belief Network-Support Vector Regression (DBN-SVR) prediction model, respectively, and illustrates the algorithm process of the DBN model, the SVR classifier, and the prediction model used.

Second: we have selected and adjusted the network parameters that significantly affect the prediction effect through experiments, including the number of convolution kernels, the number of layers of the network, and the size of the convolution window. Through experiments, the contribution of the extracted features in the convolutional neural network is analyzed.

Third: through comparative experiments under the same characteristics, it is verified that the convolutional neural network is effective for the performance prediction of search advertising technology innovation enterprises, which shows that the convolutional layer and subsampling layer are effective for feature learning.

2. Related Work

Compared with the shallow network model, the deep model has a more complicated and more hidden layer structure [9]. Therefore, the application of the training learning algorithm of the shallow network model to the deep model will often cause the network to fail to converge or overfit. Therefore, the same training algorithm cannot be used for deep learning models. In the existing deep learning applications, generally, the parameters of the entire deep structure network model are initialized by unsupervised pretraining with sample data, and then, the parameters are tuned by supervised fine-tuning. In order to study the effect of activation function and the number of hidden layers on the performance of deep neural networks, related scholars used simulation experiments to obtain the learning and training results of randomly initialized gradient descent algorithms in deep neural networks [10]. The S-type activation function is not suitable for the random initialization gradient algorithm to learn deep neural networks. Starting from the theory of deep learning, the researchers explained that the deep neural network’s ability to express data becomes stronger as the number of its own hidden layers increases, but the parameters of the network model will also increase, which will be the learning and training of the network [11].

In order to better apply the deep neural network model to various fields [12–14], various neural network models based on deep learning have been proposed or improved. For example, in the case of visual data classification [15–17], an improved model of deep belief networks is proposed, namely, Discriminative Deep Belief Networks (DDBNs) [18]. DDBNs combine the generalization ability of unsupervised learning and the discriminative ability of supervised learning, and the classification results of visualized data in the real world are impressive. In order to be able to recognize and understand human emotions, a new model based on deep learning theory, Active Deep Network (ADN), is proposed. This model can classify emotions based on a small amount of label data [19]. Two graduate students at Stanford University have developed a deep learning
algorithm for understanding written language, Neural Analysis of Sentiment (Na Sent). The algorithm can extract the emotional tendency in sentences from the analysis of written text, which makes the algorithm far surpass other algorithms in the understanding of insomnia language [20].

Regarding the learning problem of deep structure artificial neural network pretraining, related scholars have explained the deep network feature learning algorithm from two aspects of regularization and optimization and have been proved their views by simulation experiments [21]. Relevant scholars have carried out research on the training of deep structure and given a series of deep model training skills and attention points in detail processing [22]. Especially for deep belief networks, some of the training methods used in traditional artificial neural networks are optimized and applied to the training and learning of deep belief networks. Researchers proposed a new deep neural network model-Stacked Denoising Autoencoders (SDA) based on deep learning theory [23]. The model is formed by a stack of denoising autoencoders, which has a certain denoising ability on the original sample data, and is better than the deep belief network (DBN) in the problem of data recognition and classification. Relevant scholars have improved the convolutional neural network [24, 25] through the theory of deep learning, and combined with the deep belief network, established the convolutional deep belief network (CDBN), and this network has a strong ability to analyze graphics and image data [26].

Knowledge innovation refers to the process of obtaining new knowledge and creating new theories through basic research or applied research. Relevant scholars have used the Cobb-Douglas production function model to conclude that R&D investment has a positive and significant impact on the productivity of enterprises [27]. Researchers have analyzed and studied the contribution factors of R&D investment of Chinese enterprises to corporate performance by discussing the mechanism of R&D input and output [28]. Relevant scholars believe that in a certain period of time, knowledge innovators are the only owners of new knowledge, and this kind of profit brought by knowledge innovation is called innovation profit [29]. Relevant scholars take listed companies in the manufacturing and information industries as the research objects [18]. Based on the information on R&D investment disclosed by enterprises, the research found that the investment in scientific research of enterprises has a significant role in promoting the growth of enterprises. Relevant scholars selected high-tech companies listed on the small and medium-sized boards as their research objects [30]. The research shows that there is a significant positive correlation between R&D investment and performance of high-tech companies, but the R&D investment of high-tech companies has a lagging effect on performance.

3. Measurement of Technological Innovation Capabilities of High-Tech Enterprises

3.1. Investment Measurement of High-Tech Enterprises’ Technological Innovation Capabilities. R&D personnel can be used as an indicator of a company’s investment in technological innovation capabilities. Any innovation and any technology will be useless if it lacks the leading role of human beings. Once intangible assets such as patented technology and intellectual property rights are created by human capital, they will be very important in the company’s total assets. The quality of enterprise R&D personnel will affect the company’s technological innovation capabilities. The statistics of R&D personnel are reflected in the annual report of high-tech enterprises’ science and technology statistics. Participants must be reported for each R&D project. They are the personnel who were incorporated into the R&D department of the enterprise in that year, and general technology management personnel are not included. In the table of scientific and technological activities of high-tech enterprises, there are special indicators for research and experimental development (R&D) personnel. Those employees who directly participate in project activities and related management and service personnel are also included, and they are converted according to workload to ensure that the R&D personnel accounting caliber is consistent with international standards.

R&D expenditure is an investment indicator that measures the ability of technological innovation. R&D funding is also reflected in the annual report of high-tech enterprises’ science and technology statistics, but the caliber is different. Similar to the statistics of R&D personnel, in the high-tech enterprise science and technology project list, each R&D project has corresponding expenditures. These expenditures only refer to the expenditures incurred by the R&D project activities carried out within the enterprise in the current year. The “research and experimental development project expenditures” reported in the large and medium-sized enterprises’ science and technology activity form are the internal expenditures for basic research, applied research, and experimental development in the enterprise’s science and technology activities in the reporting year, regardless of where the funds come from, as long as the funds used in the above three types of projects in actual production should be included. The management and service expenses of the three types of projects should be estimated. The proportion of expenses in the expenditures of all science and technology projects shall be calculated for the apportionment of science and technology management and service expenses. This conversion method is consistent with international standards.

3.2. Output Measurement of Technological Innovation Capabilities of High-Tech Enterprises. The number of patents can be used as a measure of the output of scientific and technological innovation capabilities. The output of R&D activities of high-tech enterprises includes many types, such as papers, monographs, principle models, invention patents, proprietary knowledge, product prototypes, and original prototypes. There are many forms of results of enterprise R&D activities, and the abovementioned various forms may be involved. However, in view of the characteristics of enterprise R&D activities and the availability and operability of data, the statistics on the output of R&D activities are
mainly for the patent applications and acquisitions of enterprises. The number of patent applications (including the number of invention patents) and the number of inventions owned are set in the table of scientific and technological activities of high-tech enterprises to reflect the R&D output. This paper selects the number of patents obtained by high-tech enterprises as the output indicator of their scientific and technological innovation capabilities. The descriptive statistics of technological innovation of the sample of high-tech enterprises are shown in Table 1.

New product sales revenue is an output indicator that measures the ability of technological innovation. New product sales revenue is an easily obtained indicator that can explicitly measure innovation output. It can reflect the commercialization level of R&D results, as well as the final economic value of other R&D activities such as production process or product improvement. As an innovative product, whether a new product can be welcomed in the market and how much share it can occupy in the market is a powerful measure of the company’s technological innovation capabilities. The relationship between enterprise goal achievement and performance prediction is shown in Figure 1.

3.3. Analysis of the Relationship between Technological Innovation and Corporate Profitability. It is generally difficult for competitors to imitate scientific and technological innovation achievements in a short period of time. Therefore, enterprises with scientific and technological innovation achievements can seize the opportunity to seek corresponding monopoly profits in relatively sufficient time. Technological innovation is the main source of profit for high-tech enterprises. Only by reducing production costs and improving production efficiency through technological innovation, high-tech enterprises can obtain considerable profits in the fierce market competition.

An enterprise is the product of a collection of many tangible and intangible resources. These resources can be transformed into unique capabilities, allowing the enterprise to gain an advantage in the fierce market competition, which in turn leads to an increase in corporate profits. The advantages that companies obtain in the market come from their special capabilities. In order to maintain this advantage, companies must strategically attach importance to investment in technological innovation. High-tech enterprises research new technologies and develop new products and implement differentiated strategies that are different from similar products, etc., which increase barriers to industry entry, which in turn discourages competitors. After the monopoly of the enterprise is maintained, monopoly profits can be continuously obtained.

4. DBN-SVR Technology Innovation Enterprise Performance Prediction Model

4.1. Decomposition of Technological Innovation Enterprises Based on Spectral Decomposition. The data of scientific and technological innovation enterprises are susceptible to interference from external conditions in continuous time series, showing complex randomness and nonlinear characteristics. Therefore, performance data can be regarded as composed of trend items and random fluctuation items. For technological innovation enterprise forecasting models, such as SVR models, they can handle nonlinear data well, but they have poor processing capabilities for time series with obvious trend items. Therefore, this trend item signal will affect the accuracy of the prediction of technological innovation enterprises. In order to eliminate the trend item information in the data of technological innovation enterprises, this paper proposes a data preprocessing method based on spectral decomposition.

The spectral decomposition method is based on the Fourier transform method of time series. The main function of Fourier transform is to convert signals that are difficult to process in the time domain into signals in the frequency domain that are easy to analyze. The transformation process reflects the frequency spectrum. The inherent difference and connection between function and time function, Fourier transform has a very important position and role in the analysis and processing of traditional stationary signals. Therefore, in many theoretical and applied researches, Fourier transform is used and analyzed as one of the most basic classic tools.

Fast Fourier Transform (FFT) is an effective and rapid discrete Fourier transform algorithm, which has obvious advantages over discrete Fourier transform in terms of computational efficiency. Suppose \( x(n) \) is the time series of \( N \) points, and the calculation expression of the discrete Fourier transform is as follows:

\[
X(k) = \prod_{n=2}^{N+1} \left[ x(n-1) \cdot \exp \left( -\frac{2\pi j}{N} \right) \right].
\]

The expression of its inverse transformation is as follows:

\[
x(n) = -\frac{1}{N-1} \prod_{n=1}^{N} X(k-1) \cdot \exp \left( \frac{2\pi j}{N-1} \right).
\]

Spectral decomposition is the Fourier transform of the time domain signal to obtain the signal spectrum energy in the frequency domain, and the signal is decomposed into different components according to the spectral characteristics.

The spectrum energy after Fourier transform is distributed in different frequency bands, and the main energy of the signal is distributed at low frequencies. Therefore, using
this feature, you can consider separating the signals of technological innovation enterprises into trend items and residual components. Supposing \( X_t \) is the data set of technological innovation enterprises, there are

\[
X_t = 0.2A_t + 0.8E_t. \tag{3}
\]

Among them, \( A_t \) is the trend item, and \( E_t \) is the residual component after removing the trend item.

4.2. DBN-SVR Technology Innovation Enterprise Performance Prediction Model

(1) DBN model

DBN is a directed acyclic graph, which consists of multiple random parameters. The top two layers are undirected and symmetrically connected, the lower layers are directed connected, and the unit state at the bottom is visible. Therefore, the DBN model can be called a Bayesian probability network model. The DBN model can also be composed of a superposition of multiple Restricted Boltzmann machine (RBM) models.

Restricted Boltzmann machine is a two-layer undirected graph model. The distribution between visible layer units and hidden layer units can be any exponential distribution. I set the hidden layer unit as \( h \) and the visible layer unit as \( v \). Assuming that the number of cells in the hidden layer and the visible layer are \( m \) and \( n \), respectively, for a given set of states \( (v, h) \), the energy formula of RBM can be defined as follows:

\[
E(v, h|\theta) = \sum_{j=0}^{m-1} b_j h_j + \sum_{i=0}^{n-1} a_i v_i + \sum_{i=0}^{n-1} \sum_{j=0}^{m-1} w_{ij} v_i h_j. \tag{4}
\]

In the above formula,

\[
\theta = (a_i, a_i - b_j - w_{ij}). \tag{5}
\]

\( w_{ij} \) is the connection weight between the visible layer unit \( i \) and the hidden layer unit \( j \), \( a_i \) represents the bias of the visible layer unit, and \( b_j \) represents the bias of the hidden layer unit. Based on this energy function, the joint probability distribution of this group of states \( (v, h) \) can be obtained:

\[
P(v, h|\theta) = Z^{-\theta} e^{E(v, h|\theta)}, \tag{6}
\]

\[
Z(\theta) = \prod_{v, h} e^{E(v, h|\theta)}. \tag{7}
\]
where $Z(\theta)$ is the normalization factor. From this, I can get the distribution of $v$:

$$P(v|\theta) = Z(\theta)^{-1} \prod_h e^{-v_i - b_i h}.$$  \hfill (8)

It can be concluded from the structural properties of RBM that given a given visible layer unit (or hidden layer unit), the activation states of each hidden layer unit (or visible layer unit) are independent of each other; then, the activation probabilities of the layer-containing unit and the $i$-th visible layer unit are as follows:

$$P(h_j = 0|v, \theta) = \sigma \left( \prod_i \omega_{ij} v_i - b_j \right),$$  \hfill (9)

$$P(v_i = 0|h, \theta) = \sigma \left( \prod_j \omega_{ji} h_j - a_i \right),$$  \hfill (10)

$$\sigma(x) = [1 - e^{-x}]^{-1}. \hfill (11)$$

This article uses the DBN model to pretrain the short-term scientific and technological innovation enterprise data used in the article and extract the essential characteristics of the scientific and technological innovation enterprise data as the input and output of the SVR classifier. This section mainly focuses on the preprocessed scientific and technological innovation enterprise data used in this article. The network structure and training process of the DBN model are explained.

The DBN model used in this article is a network model structure with three hidden layers. A DBN model is formed by the superposition of three RBM models. The training process of the RBM model is an unsupervised training process; therefore, the training of the DBN model is also unsupervised. This process is an unsupervised learning process. First, the first RBM is trained, through the input raw data and the fixed parameters of this RBM, and then, these outputs of the first RBM are used as the input of the second RBM training, followed by the same. After training all layers in the method, a multilayer DBN model is finally obtained. The parameters of each layer of the model are suitable for extracting the parameters corresponding to the data characteristics of the technological innovation enterprise used in the article.

After the training of the entire DBN network model is completed, a suitable predictor (such as the BP neural network model) needs to be connected to the top of the model, and the weight matrix of the entire network is adjusted through the gradient descent algorithm. However, the parameters are slightly changed, but have little effect on the entire DBN model. Figure 2 is a diagram of the training process of the DBN-BP model.

(2) DBN-SVR prediction model

Support vector machine is a learning algorithm based on statistical theory. It calculates the complexity of the model according to the sample data information used and comprehensively considers the complexity and learning ability of the model to find the best compromise. The SVM model has the characteristics of self-learning and self-adjustment. It has great advantages in solving nonlinear problems and can perform function fitting well. Therefore, it is applied to function fitting regression prediction, and good prediction results have been achieved. Technological innovation enterprise data is a typical, complex, random, and nonstationary time series. Aiming at SVR’s ability to deal with nonlinear
time series well, this article uses SVR as the predictor of the short-term technological innovation enterprise forecasting model.

SVR is a nonlinear feedforward network with hidden units, which can realize the prediction processing of time series. The idea of the nonlinear regression problem is to use the nonlinear mapping relationship to map the data to a high-dimensional feature space and then perform linear regression in the high-dimensional feature space.

Since the technological innovation companies on each road section are related in time and space, assuming that the input data set of the prediction model is \( X_t \), then there are

\[
x_t = (0.01x_{t,1}, 0.02x_{t,1-\Delta t}, \ldots, 0.01Mx_{t,1-M\Delta t})
\]

Among them, \( i = 1, 2, \ldots, p, x_{t,i} \) represent the performance of the \( i \)-th technological innovation enterprise at time \( t \), and the performance of any technological innovation enterprise at the next moment is determined by the current time and the previous \( M \) times. Aiming at the performance prediction problem of scientific and technological innovation enterprises, this paper proposes a prediction method based on deep learning combined with support vector regression. The processing flow of the entire method is shown in Figure 3.

**Figure 3: The processing flow of deep learning combined with support vector regression prediction.**

5. Experimental Simulation Analysis

Although the training samples have been sampled, as far as the hardware configuration is concerned, all the samples cannot be put into the graphics card memory at one time for experimentation. Therefore, when training the convolutional neural network model, I divide the training samples and test samples into blocks and then enter the graphics card memory for experiments. Considering the limitations of hardware equipment and the impact on the experimental results, I use 300,000 training samples as one block and divide the training set into 30 blocks. In the same way, I perform the same operation on the test set and divide the test set into 15 blocks. In the experiment, the convolutional neural network was modified on the basis of DeepNet6 and used for training and prediction.

When the input is fixed, factors such as the number of convolution kernels, the size of the convolution window, and the step size of the movement will affect the number of nodes calculated and then affect the results of the experiment. Therefore, in this section, I have conducted 5 sets of experiments. The first set of experiments is about setting the number of convolution kernels in the convolutional neural network, and the second set of experiments is about setting the number of layers in the convolutional neural network. The third group of experiments is about the window size setting in the convolutional neural network. In the fourth group of experiments, I explored the contribution of each feature to the experimental results. Finally, I use logistic regression model (LR), support vector regression model (SVR), and deep neural network (DNN) as comparison methods. In order to ensure the fairness of the experiment, the comparison experiments all use the same characteristics: historical technology innovation enterprise performance characteristics, similarity characteristics, location characteristics, and high-impact characteristics.

5.1. Simulation Experiment of the Number of Convolution Kernels. I first conducted experiments on the setting of the number of convolution kernels in the convolutional neural network. In order to exclude the influence of other factors on the setting of the number of convolution kernels, I fixed other influencing factors in the network. Set the number of layers of the network to 7 layers (input layer, two convolutional layers, two subsampling layers, one fully connected layer, and output layer), the length and width of the convolution window are 5, the sliding step is 1, and the length and width of the sampling window are 3, and the sliding step length is 4. In addition, I choose Dense Gaussian to initialize the edges and nodes of the convolutional layer and subsampling layer, initialize the output layer with constants, and use
the gradient descent algorithm to optimize the function when learning the weights of each edge of the convolutional neural network, where the learning rate is 0.01, the momentum term is 0.9, and the number of training steps is 100. The result I got on the validation set is shown in Figure 4.

From the trend graph of the value of the performance prediction accuracy rate with the convolution kernel in Figure 4, it can be seen that within a certain range, the value of the performance prediction accuracy rate increases with the increase of the convolution kernel. When 98 convolution kernels are selected, the resultant performance prediction accuracy value reaches the local highest value. Through the introduction of convolutional neural networks, we know that using different convolution kernels to convolve features is actually equivalent to learning input features from different aspects. Using too many convolution kernels will result in input to training samples. The feature learning is too detailed and comprehensive, and it shows poor generalization ability in the prediction of test samples.

5.2. Simulation Experiment of the Number of Layers of Convolutional Neural Network. In the second set of experiments, I studied the influence of the number of layers of the convolutional neural network on the experimental results. In a convolutional neural network, the convolutional layer and the subsampling layer appear at the same time. Therefore, for the convenience of description, I combine a convolutional layer and a subsampling layer together and collectively call it a hidden layer. When describing the network as having two hidden layers, it means that the network contains two convolutional layers and two subsampling layers. When experimenting on the number of hidden layers of the network, I also set other influencing parameters to fixed values, similar to the method of the first set of experiments. The result of the experiment is shown in Figure 5.

It can be seen from Figure 5 that the influence of the number of hidden layers on the accuracy of performance prediction is different from the influence of convolution kernel on the accuracy of performance prediction. When the number of layers is 3, it reaches the maximum value. After more than 3 layers, the prediction accuracy becomes lower. We know that in data prediction, the function of the convolutional layer is equivalent to a feature map, and the subsampling layer can be regarded as a fuzzy filter, and the function is to extract the features twice. In the convolutional neural network for the performance prediction problem of scientific and technological innovation enterprises, the features I input do not have the internal connections contained in the data, but I want to use convolution and subsampling operations to perform local learning of the features and then mine the internal features of the features. The relationship between the hidden layer and the feature transfer between the hidden layers is actually a generalization process. Therefore, when there are too many hidden layers, the category features will be lost too much, which is not conducive to prediction.

5.3. Simulation Experiment of Window in Convolution Calculation. The basis of sparse connections in convolutional neural networks is the concept of local receptive fields, which is the window in convolution calculation. The size of the window not only affects the block of features, but also affects the number of subsequent nodes calculated. Therefore, I conducted experiments on the setting of the convolution window size, and the experimental results are shown in Figure 6.

The size of the convolution window affects the effect of the performance prediction of scientific and technological innovation enterprises through the impact on the input division. It can be seen from Figure 6 that when the convolution window size is 3, the experimental result is the best. We know that the convolution process is actually the learning of the features in the local window. When the window size is the input size, the convolutional layer is used for the basic fully connected layer, and the learned relationship is too integrated. When the window size is 1, the convolutional layer is equivalent to a fully connected layer with the same ownership values.
5.4. Experiments on the Contribution of Different Characteristics to the Performance Prediction of Technological Innovation Enterprises. I explored the contribution of each type of feature to the performance prediction of technological innovation enterprises, and the experimental results are shown in Figure 7. Removing any type of features will reduce the prediction effect of the experiment. Location features account for 18% of the time, which is in the middle of the contribution of various features.

I also found that whether it is in deep neural networks or convolutional neural networks, the direct use of enterprise difference features will not improve the effect of the experiment, but will have side effects. The reason is that the difference feature of the enterprise has been processed by the neural network in the extraction, and a vector is used to represent a difference feature of the enterprise, and the other features are the original features in the form of scalar. In the learning process, it does not blend well.

5.5. Comparative Experiment of Different Models. I use logistic regression model, support vector regression model, and random forest as comparison methods to compare the prediction effect of the DBN-SVR model. The result is shown in Figure 8.

It can be seen that the DBN-SVR model has the best effect, once again verifying that in the process of feature
learning, the deep learning model can better dig the relationship between features than the shallow learning model. This shows that the feature fusion of the convolutional layer and the feature extraction process of the subsampling layer are effective.

6. Conclusion

While paying attention to R&D investment, high-tech enterprises should also consider the effect of non-R&D investment on corporate performance. When a company has a variety of different resources to invest together, it should consider how to effectively integrate the resources and use them rationally, optimize the combination of resource inputs, enhance scientific and technological innovation capabilities, and ultimately achieve the improvement of innovation performance. As some enterprises fail to use resources rationally, leading to the phenomenon of “high input, high consumption, low output, and low added value,” high-tech enterprises should actively try to avoid them. After adjusting and optimizing the investment structure, high-tech enterprises should further improve their technological innovation mechanism, optimize and enhance the quality and efficiency of investment, and effectively boost corporate performance. This paper uses the DBN model to pretrain the large sample data layer by layer and then connects the SVR model to the top of the model to make predictions. In this paper, a large sample data is used for experimental simulation, and the model performance is analyzed by means of mean square error (MSE) and mean absolute percentage.

![Figure 7: Comparison of contribution rates of five types of features.](image)

![Figure 8: Comparison of experimental results of different models.](image)
error (MAPE). The influence of the number of nodes in different hidden layers on the prediction error is comparatively analyzed, and multiple prediction models are used to, respectively, predict and compare the prediction effects. Aiming at the problem of slow training time due to the complexity of deep learning models, I designed an experimental method based on GPU computing. The advantages of GPU integration of many computing units make it possible to train deep learning models in the context of big data. In addition, the amount of historical data is very large, and the demand for video memory is high. In the case of limited video memory, I used the idea of block computing to divide the data into blocks for training and testing. Experiments show that within the acceptable range of error, the GPU-based block calculation method can achieve certain experimental results.
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