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Abstract

Supervised machine learning explainability has developed rapidly in recent years. However, clustering explainability has lagged behind. Here, we demonstrate the first adaptation of model-agnostic explainability methods to explain unsupervised clustering. We present two novel "algorithm-agnostic" explainability methods – global permutation percent change (G2PC) and local perturbation percent change (L2PC) – that identify feature importance globally to a clustering algorithm and locally to the clustering of individual samples. The methods are (1) easy to implement and (2) broadly applicable across clustering algorithms, which could make them highly impactful. We demonstrate the utility of the methods for explaining five popular clustering methods on low-dimensional synthetic datasets and on high-dimensional functional network connectivity data extracted from a resting-state functional magnetic resonance imaging dataset of 151 individuals with schizophrenia and 160 controls. Our results are consistent with existing literature while also shedding new light on how changes in brain connectivity may lead to schizophrenia symptoms. We further compare the explanations from our methods to an interpretable classifier and find them to be highly similar. Our proposed methods robustly explain multiple clustering algorithms and could facilitate new insights into many applications. We hope this study will greatly accelerate the development of the field of clustering explainability.
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1. Introduction

In recent years, research into explainability for supervised learning methods has greatly accelerated. However, relatively little research into methods for explaining unsupervised clustering has occurred, and more approaches need to be developed. Adapting and expanding model-agnostic explainability methods from the domain of supervised learning to explain clustering algorithms is a previously unexplored avenue for accelerating the development of the field of clustering explainability. In this study, we demonstrate for the first time the viability of this avenue, and introduce two novel clustering explainability methods that are...
expansions of existing methods for supervised learning. Importantly, these methods are easy to implement and applicable to many clustering algorithms, making them ideal for widespread use.

Explainability methods for supervised learning fall into two categories - model-specific and model-agnostic. It should be noted that these explainability methods are distinct from inherently interpretable machine learning methods like logistic regression, which was introduced by Cox (1958), or decision trees. Model-specific methods are only applicable to a specific class of models. For example, layer-wise relevance propagation (LRP) is specific to differentiable classifiers, as explained in Bach et al. (2015), and impurity-based feature importance is specific to decision tree-based classifiers (i.e., Louppe (2014)). In contrast, model-agnostic methods are applicable to a variety of supervised models. Examples of model-agnostic methods include LIME by Ribeiro et al. (2016), SHAP by Lundberg and Lee (2017), permutation feature importance by Fisher et al. (2018), PD plots by Friedman (2001), and ICE plots by Goldstein et al. (2015). Permutation feature importance is unique among these methods for two reasons. (1) It is easy to implement, and (2) it can be used with classifiers that only provide hard classifications. Most other model-agnostic methods are somewhat difficult to implement and require that a classifier output a probability of belonging to a class. We explain the relevance of these two key differences later in this paper.

It is also worth noting that permutation feature importance is a global method and not a local method. Global methods provide insight into the features that are generally prioritized by a classifier (e.g., impurity, PD plots), and local methods provide insight into the features that are important for the classification of an individual sample (e.g., LRP, LIME, SHAP, and ICE plots). Perturbation, another explainability method, is easy to implement like permutation feature importance and offers local insight. However, like most model-agnostic explainability approaches, it has previously only been used with classifiers that provide soft labeling. Examples of studies using perturbation include works by Ellis et al. (2021) and Fong and Vedaldi (2017).

Methods analogous to model-specific explainability and interpretable machine learning have been developed for clustering. While many interpretable clustering methods use decision trees, such as Basak and Krishnapuram (2005); Bertsimas et al. (2018, 2020); Fraiman et al. (2013); Loyola-González et al. (2020), other more distinct approaches have also been developed by Bhatia et al. (2019) and Plant and Böhm (2011). Some methods have properties of both model-specific explainability and interpretable machine learning like an explainable K-means clustering approach by Frost et al. (2020), and some methods, like the unsupervised K-means feature selection approach by Boutsidis et al. (2009), are feature selection methods that are analogous to model-specific explainability. However, to the best knowledge of the authors, no existing explainability approaches have been developed that are broadly applicable to many different clustering algorithms, and most existing clustering methods still remain unexplainable. This is problematic because many traditional clustering methods like density-based clustering in Sander (2010) have unique characteristics. These unique characteristics make them ideal for specific use-cases, for which existing interpretable cluster methods are suboptimal. Model-agnostic explainability methods offer a solution to this problem, and their potential still remains untapped within the space of explainable clustering. If slightly adapted, they could be directly transferred from the domain of supervised learning to unsupervised
clustering and could greatly accelerate the development of the field of explainable clustering. We call this new class of unsupervised explainability methods, “algorithm-agnostic”.

There are multiple possible taxonomies of clustering methods, and two common taxonomies are described in Fahad et al. (2014); Rai (2010). For the purposes of this study however, we consider how model-agnostic explainability methods can be applied to five types of clustering methods: (1) partition-based, (2) density-based, (3) model-based, (4) hierarchical, and (5) fuzzy methods. These methods are respectively described in Jin and Jan (2010); Sander (2010); Banerjee and Shan (2010); Johnson (1967), and Ruspini et al. (2019). Although clustering has been applied across many domains in works like Behera and Panigrahi (2015); Mustaniroh et al. (2018), and Thomas et al. (2018), in this work, we validate our approaches within the field of computational neuroscience for resting-state functional magnetic resonance imaging (rs-fMRI) functional network connectivity (FNC) analysis. Clustering approaches have been applied to FNC data to gain insight into a variety of brain disorders and mechanisms in works by Sendi et al. (2020, 2021a,b) and Zendehrouh et al. (2020). However, the high dimensionality of the data makes understanding clusters extremely challenging, and as a result, most studies only examine a small number of domains and train a supervised machine learning classifier after clustering to gain insight into the identified clusters.

Here, we demonstrate how model-agnostic explainability methods can be generalized to the domain of explainable clustering by adapting permutation feature importance, a method described in Fisher et al. (2018)). Importantly, we adapt permutation feature importance for the two distinguishing characteristics that we previously described. An algorithm-agnostic version of permutation feature importance could easily be implemented by researchers with varying levels of data science expertise and thus be widely adopted across many domains. Moreover, it could provide explanations for both hard and soft clustering methods, unlike most model-agnostic methods that could only explain clustering methods with soft labeling. As such, permutation feature importance should be more widely generalizable to clustering methods than other model-agnostic explainability approaches. We also adapt perturbation, a local model-agnostic explainability method, to provide explanations for clustering algorithms. This adaptation is particularly innovative because perturbation can typically only be applied to methods with soft labeling, and we describe a novel approach that enables it to be applied to methods that use hard labeling. Based upon these adaptations, we present two novel methods for algorithm-agnostic clustering explainability: Global Permutation Percent Change (G2PC) feature importance and Local Perturbation Percent Change (L2PC) feature importance. G2PC provides “global” insight into the features that distinguish clusters, and L2PC provides “local” insight into what makes individual samples belong to a particular cluster. We demonstrate the utility of these approaches for the previously mentioned five categories of clustering methods on low-dimensional synthetic data and further demonstrate how they can provide insight into high-dimensional rs-fMRI FNC data from the Functional Imaging Biomedical Informatics Research Network (FBIRN) dataset which includes 151 subjects with schizophrenia and 160 controls. Further details on the dataset are described in van Erp et al. (2015). We compare their explanations to those of an interpretable machine learning classifier to better understand the reliability of each method.
2. Methods

Here we describe (1) our proposed clustering explainability methods and (2) the experiments with which we examine their utility.

2.1 Explainability methods for clustering

We first discuss permutation feature importance, a model agnostic explainability method, from which G2PC was derived. We then discuss G2PC and L2PC.

2.1.1 Permutation feature importance

Permutation feature importance, a form of feature perturbation, is a well-known model-agnostic explainability method that is typically applied within the context of supervised machine learning algorithms. It was originally developed for random forests by Breiman (2001) and was later expanded to be model-agnostic by Fisher et al. (2018). It involves a straightforward procedure for estimating feature importance that is visualized in algorithm 1.

**Algorithm 1 Permutation Feature Importance**

```plaintext
1: function permute_feature(X2, j, features)
2:     p ← PERMUTE(0 TO N − 1)
3:     X2[:, features = j] ← X2[p, features = j]
4:     return X2
5: end function

6:
1: procedure Permutation Feature Importance(mdl, X, Y)
2:     Y1 ← predict(X)
3:     performance1 ← PERFORMANCE(Y0, Y1)
4:     for j in J features do
5:         for k in K repeats do
6:             X2 ← copy(X)
7:             X2 ← permute_feature(X2, j, features)
8:             Y2 ← predict(X2, mdl)
9:             performance2 ← PERFORMANCE(Y0, Y2)
10:            Importance[j, k] ← (performance2 - performance1) / performance1
11:         end for
12:     end for
13:     return Importance ▲ Results
14: end procedure
```

2.1.2 Global permutation percent change (G2PC) feature importance

The permutation feature importance approach can be generalized to provide an estimate of feature importance for clustering algorithms. G2PC feature importance is highly similar to the standard permutation feature importance applied to supervised machine learning models. However, there are several key distinctions. Rather than calculating the ratio of the change in performance before and after permutation, G2PC calculates the percentage
of all $N$ samples that change from their original pre-permutation clusters to a different post-permutation cluster. The percentage of samples that switch clusters following the permutation of a particular feature reflects the importance of that feature to the clustering, and this metric is one of the key novelties of our adaptation. We also added a grouping component to G2PC that allows related features to be permuted simultaneously. Figure 1 and Algorithm 2 portray the method in greater detail. The $groups$ parameter is an array that contains an identifying group number for each feature. The $mdl$ parameter is an object that contains the information necessary to assign a new sample to the preexisting clusters. Parameters $X$ and $C$ are the original data and cluster assignments, respectively. $Pct\_Chg$ stores the calculated percent change importance values.

**Algorithm 2 G2PC: Global Permutation Percent Change Feature Importance**

1: function $permute\_group(X_2, j, groups)$
2: \hspace{1em} $p \leftarrow \text{permute}(0 \text{ to } N - 1)$
3: \hspace{1em} $X_2[:, groups = j] \leftarrow X_2[p, groups = j]$  
4: \hspace{1em} return $X_2$
5: end function
6:
7: procedure G2PC($mdl, X, C, groups$)
8: \hspace{1em} for $j$ in J groups do
9: \hspace{2em} for $k$ in K repeats do
10: \hspace{3em} $X_2 \leftarrow \text{copy}(X)$
11: \hspace{3em} $X_2 \leftarrow \text{permute\_group}(X_2, j, groups)$
12: \hspace{3em} $C_2 \leftarrow \text{recluster}(X_2, mdl)$  
\hspace{3em} \hspace{1em} $\triangleright$ See Section 2.1.4
13: \hspace{3em} $Pct\_Chg[j, k] \leftarrow \text{sum}(C \neq C_2) / N$
14: \hspace{2em} end for
15: \hspace{1em} end for
16: return $Pct\_Chg$  
\hspace{1em} $\triangleright$ Results
17: end procedure

2.1.3 Local perturbation percent change (L2PC) feature importance

L2PC feature importance extends perturbation to provide explainability for clustering algorithms. However, it is related to G2PC. Rather than permuting across all samples and measuring the overall clustering percent change, L2PC perturbs each of $J$ features for a single sample $M$ times using values randomly selected from the same feature of other samples in the dataset and calculates the percentage of times that the sample changes clusters following the perturbations. It performs this operation for a pre-defined number of repeats ($K$) per sample. Importantly, using the percent of perturbations that cause a change in cluster assignment, rather than measuring the change in classification probability associated with a perturbation, enables us to extend perturbation to explain methods that employ hard labeling or cluster assignments. The perturbation percent change values obtained from each repeat could be used to obtain the statistical significance of each feature by comparing the values to a null hypothesis of zero perturbation percent change. As the percent change increases,
Figure 1: Diagram of G2PC. For G2PC, the data is first input into a clustering algorithm. After clustering, each of $J$ feature groups is permuted across samples, and the resulting perturbed samples are reassigned to one of the previously identified clusters. Then the percent of samples that change cluster assignment is calculated to give insight into the relative impact of permuting that group of features, and the process is repeated $K$ times. Rectangles with rounded corners reflect operations, and rectangles without rounded corners reflect inputs or outputs. Gold rectangles refer to operations or inputs that are identical across both G2PC and L2PC, and blue boxes refer to operations or outputs that are distinct across methods.

the importance of a feature for the clustering of the individual sample increases. While L2PC is principally a method for obtaining a measure of feature importance for each sample individually, L2PC can be applied to each sample in a data set to obtain a global measure of feature importance like other local methods. The mean of the resulting distribution of perturbation percent change values across samples can provide a global measure of feature importance. The application of L2PC as a global measure of feature importance is much more computationally intensive than G2PC. However, the computational complexity is not problematic for data sets with a small number of samples. Using L2PC as a global metric in high dimensions could be made more tenable by using a smaller number of repeats or perturbations per repeat, but that would reduce the reliability of the resulting importance estimates. Additionally, the approach can easily be parallelized to greatly decrease its execution time. We also added a grouping component to L2PC that allows related features to be perturbed simultaneously. Figure 2 and Algorithm 3 portray the method in greater detail. The variables used in Algorithm 3 are the same as those used in Algorithm 2.
Algorithm 3 L2PC: Local Permutation Percent Change Feature Importance

1: function permute_group($X_2$, $X$, $M$, $j$, groups)
2:     $p \leftarrow$ permute($0$ to $N - 1$)
3:     $X_2[:, \text{groups} = j] \leftarrow X[p < M - 1, \text{groups} = j]$
4:     return $X_2$
5: end function

1: procedure L2PC($mdl$, $X$, $C$, groups)
2: for $j$ in $J$ groups do
3:     for $n$ in $N$ samples do
4:         for $k$ in $K$ repeats do
5:             $X_2 \leftarrow copy(X[n, :])$ ▷ $M \times F$
6:             $X_2 \leftarrow$ permute_group($X_2$, $X$, $M$, $j$, groups)
7:             $C_2 \leftarrow$ recluster($X_2$, $mdl$) ▷ See Section 2.1.4
8:             $Pct\_Chg[n, j, k] \leftarrow \text{sum}(C[n] \neq C_2) / M$
9:         end for
10:     end for
11: end for
12: return $Pct\_Chg$ ▷ Results
13: end procedure

Figure 2: Diagram of L2PC. The input data is assigned to clusters. Then each sample is duplicated $M$ times, and the feature group $j$ of each duplicate sample is perturbed by values randomly selected from the same feature group of other samples in the dataset. The perturbed duplicate samples are then reassigned to the previously identified clusters, and the percent of times that the perturbed sample switches cluster assignments is calculated. The process is repeated for each of $J$ feature groups and $K$ times. Rectangles with rounded corners reflect operations, and rectangles without rounded corners reflect inputs or outputs. Gold rectangles refer to operations or inputs that are identical across both G2PC and L2PC, and blue boxes refer to operations or outputs that are distinct across methods.
2.1.4 Additional notes on G2PC and L2PC

It should be noted that one component of both G2PC and L2PC is the assignment of new samples to existing clusters. Some might argue that the assignment of new samples to existing clusters violates the intended purpose of clustering methods. Regardless, it is still possible to effectively assign new samples to existing clusters without the use of a supervised classifier. For k-means, samples can be assigned to the cluster with the nearest center. For Gaussian mixture models (GMMs), the locations of a new sample within the existing cluster probability density functions can be obtained, and the sample can be assigned to the cluster with the highest probability. For fuzzy c-means, new samples can be assigned to existing clusters by retraining a new clustering model with fixed cluster centers and parameters identical to those of the original clustering. K-means, Gaussian mixture models, and fuzzy c-means clustering have functions for predicting the assignment of new samples in scikit-learn by Pedregosa et al. (2011) and scikit-fuzzy\textsuperscript{1}. For DBScan, new samples can be assigned to the cluster of a core sample that is within a pre-defined \( \varepsilon \) distance, and new samples can be assigned to clusters derived from agglomerative clustering by placing them in the cluster of the nearest sample.

2.2 Description of experiments

We evaluate the performance of the two explainability methods through a series of 3 experiments. The first two experiments involve the use of low-dimensional, synthetic, ground-truth data, and the last experiment involves the application of the methods to functional network connectivity values extracted from the FBIRN rs-fMRI data set that is described in van Erp et al. (2015). We apply five popular clustering methods to each dataset and apply both novel explainability methods to evaluate the relative importance of each feature to the clustering.

2.2.1 Synthetic datasets

We generated two synthetic datasets with different numbers of clusters and random distributions.

| Feature | Synthetic dataset 1 | Synthetic dataset 2 |
|---------|---------------------|---------------------|
|         | Class 1 | Class 2 | Class 1 | Class 2 | Class 3 | Class 4 |
| 1       | 11 ± 1  | 3 ± 1   | 3 ± 0.5 | 11 ± 0.5 | 19 ± 0.5 | 27 ± 0.5 |
| 2       | 9 ± 1   | 3 ± 1   | 3 ± 0.5 | 9 ± 0.5  | 15 ± 0.5 | 21 ± 0.5 |
| 3       | 7 ± 1   | 3 ± 1   | 3 ± 0.5 | 7 ± 0.5  | 11 ± 0.5 | 15 ± 0.5 |
| 4       | 5 ± 1   | 3 ± 1   | 3 ± 2   | 5 ± 2   | 7 ± 2   | 9 ± 2   |
| 5       | 3 ± 1   | 3 ± 1   | 3 ± 2   | 4 ± 2   | 5 ± 2   | 6 ± 2   |

**Synthetic dataset 1** Synthetic dataset 1 consists of 5 features with two 50-sample clusters. The features – numbered 1 through 5 - each consist of random variables generated from two

\textsuperscript{1} https://github.com/scikit-fuzzy/scikit-fuzzy
separate normal distributions that formed two clusters. As the feature number increases (i.e., from feature 1 to feature 5), the difference between the means ($\mu$) of the two random variable normal distributions within each feature decreases, meaning that the overall expected importance of the features decrease. The standard deviation ($\sigma$) of the random variables is consistent across both clusters and all 5 features. Table 1 shows the $\mu$ and $\sigma$ of the random variables. To test G2PC, we generated 100 sets of randomly distributed data, and to test L2PC, we generated 1 set of randomly distributed data. Figure 3 depicts synthetic dataset 1 following dimensionality reduction with t-SNE.

**Synthetic dataset 2** Synthetic dataset 2 consists of five features with four 50-sample clusters. It provides an opportunity to examine the behavior of the explainability methods in a context involving more than two clusters. The features–numbered 1 through 5–each consists of random variables generated from four separate normal distributions that formed four clusters. As the feature number increase, the difference between the $\mu$ of each of the random variables within the features decreases. Additionally, the variance of the first three features is below unit variance, and the variance of the last two features is above unit variance. As such, we expect the feature importance methods to assign decreasing importance from Feature 1 to Feature 5 and to assign significantly less importance to Features 4 and 5 than Features 1 through 3. Table 1 shows the mean and SD of the random variable distributions of each feature. To test G2PC, we generated 100 sets of randomly distributed data, and to test L2PC, we generated 1 set of randomly distributed data. Figure 3 depicts synthetic dataset 2 following dimensionality reduction with t-SNE.

Figure 3: Display of Synthetic Data with t-SNE Dimensionality Reduction. Panel A shows synthetic dataset 1 following dimensionality reduction, and Panel B shows synthetic dataset 2 following dimensionality reduction. Dimensionality reduction is performed using t-SNE, which was introduced by van der Maaten and Hinton (2008), with 3,000 iterations and a perplexity of 35. Each cluster is denoted with a different color.
2.2.2 FBIRN rs-fMRI dataset

We use rs-fMRI and clinical data from the FBIRN dataset van Erp et al. (2015). The dataset can be made available upon a reasonable request emailed to the corresponding author and contingent upon IRB approval. The dataset contains 151 schizophrenia (SZ) subjects and 160 healthy controls (HC). Details on the data collection and preprocessing are found in Appendix A. After performing initial preprocessing, we perform group independent component analysis (ICA) and extract 53 independent components (ICs) with Neuromark by Du et al. (2020). We assign the ICs to seven domains, including subcortical network (SCN), auditory network (ADN), sensorimotor network (SMN), visual network (VSN), cognitive control network (CCN), default-mode network (DMN), and cerebellar network (CBN). A full list of all components can be found in Du et al. (2020) and Sendi et al. (2021b). After extracting the ICs, we use Pearson correlation between each IC time-series pair to estimate each participant’s static functional network connectivity (FNC). This results in 1378 whole-brain connectivity values (i.e. features) for each individual.

2.2.3 Clustering methods

We utilize algorithms from 5 different categories of clustering methods: (1) k-means clustering, a partitioning method, (2) DBScan, a density-based method, (3) GMM, a model-based method, (4) agglomerative clustering (AGC), a hierarchical clustering method, and (5) fuzzy c-means clustering, a fuzzy clustering method. The GMM, AGC, k-means, and DBScan are implemented in scikit-learn, which was developed by Pedregosa et al. (2011), and fuzzy c-means is implemented in scikit-fuzzy\(^2\).

2.2.4 Experiment parameters for clustering and explainability methods

For the synthetic datasets, we provide the ground-truth number of clusters to the k-means, GMM, AGC, and fuzzy c-means algorithms. For the rs-fMRI FNC analysis, we optimize the number of clusters for each algorithm via the silhouette method, which was introduced in Kaufman and Rousseeuw (1990). For each DBScan analysis, the \(\varepsilon\) distance parameter is optimized using the silhouette method, and the minimum number of points parameter equals 4. For fuzzy c-means in all of the analyses, \(m = 2\), \(\text{error} = 0.005\), and maximum number of iterations = 1000. When calculating the percent change in clustering, the cluster of each sample is assigned to the class with the highest predicted likelihood. Both synthetic datasets are z-scored on a feature-wise basis.

The number of repeats \((K)\) parameter is set to 100 for the G2PC and L2PC analyses on all datasets, and the number of perturbations per repeat \((M)\) is set to 30 in L2PC for all datasets. We perform G2PC and L2PC on the FBIRN data, both with grouping based upon the established FNC domains and without grouping. To compare our G2PC and L2PC results for the FBIRN dataset to an existing interpretable machine learning method, we train a logistic regression classifier with elastic net regularization (LR-ENR) with the k-means and fuzzy c-means cluster assignments as labels. We train the LR-ENR models with 10 outer and 10 inner folds. In each fold, 64%, 16%, and 20% of the samples are randomly assigned to training, validation and, test sets. After training and testing the classifiers, we output their

---

\(^2\) https://github.com/scikit-fuzzy/scikit-fuzzy
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coefficient values and multiply them by each test sample in their respective fold. This results in a measure of the effect that each feature had upon the model. We then compute the mean effect within each fold and the mean of the mean effect across all features associated with each FNC domain. This provides an estimate of the effect of each domain on the classifier. Python code for all experiments is on GitHub.\textsuperscript{3} Note that Figures 5 and 6 are generated separately in MATLAB R2020b (MathWorks, Inc) with the results from the Python scripts.

3. Results

Here we detail the results for both the synthetic data and rs-fMRI FNC experiments.

3.1 Synthetic datasets

As shown in Figure 4, importance generally decreases from features 1 to 5 for synthetic dataset 1 in alignment with expectations for all clustering and both explainability methods. It should be noted, however, that the sensitivity of each of the clustering methods to perturbation varies on a feature-to-feature basis and on an overall percent change basis. For G2PC, features 4 and 5, which are supposed to be unimportant, are generally categorized as having little to no effect upon the clustering. Additionally, importance generally decreases from feature 1 to feature 2 and feature 3. However, GMMs with G2PC seem to mainly emphasize one feature (i.e. feature 1) in their clustering, contrary to the other methods that place more importance upon features 2 and 3. Also, some methods seem much more sensitive to perturbation than others. The mean percent change for feature 1 of both the GMM and DBScan is around 30%, while for feature 1 of k-means, AGC, and fuzzy c-means, the median importance is around 2% to 5%. Similar findings occur for L2PC with Synthetic Dataset 1. As can be determined via the black line on Figure 4, the mean feature importance across all samples and repeats is very similar to the median values of the G2PC results. For k-means, AGC, and fuzzy c-means, only a few samples are sensitive to perturbation. However, in the GMM and DBScan, a majority of the samples are sensitive to perturbation. It can be seen for some of the clustering methods like fuzzy c-means, AGC, k-means, and the GMM that there are differences in the sensitivity of samples to perturbation on a per-cluster basis.

For Synthetic Dataset 2, the G2PC and mean L2PC results look as expected and are shown in Figure 4. The first three features are generally ranked as much more important than the last two features, which accounts for the difference in variance of features 1 to 3 and features 4 to 5. Importance also generally decreases from features 1 to 3 and 4 to 5, which accounts for the differences in the means of the random variables of each cluster. It is interesting that the GMM and AGC have a sharp increase in mean L2PC importance from feature 4 to 5, while the other three cluster methods have the expected decrease. It is possible that the GMM and AGC may identify spurious clusters that are unrelated to the underlying groups. Additionally, the samples in some clusters of the GMM and AGC L2PC results are highly distinct. For the GMM, the red and grey clusters have higher importance for features 1 to 3 and lower importance for features 4 and 5 than the red and blue clusters. For features 1 to 3 of AGC, the red and grey clusters have high importance,

\textsuperscript{3} git@github.com:cae67/G2PC_L2PC.git
Figure 4: G2PC and L2PC Results for Synthetic Data. The top two rows show the G2PC and L2PC results for Synthetic Dataset 1, and the bottom two rows show the G2PC and L2PC results for Synthetic Dataset 2. Each column shows the results for a different clustering algorithm. Note that as expected, the permutation and perturbation percent change values, in general, decrease from left to right, indicating a relative decrease in feature importance. For the L2PC results, the samples initially belonging to each cluster have different colors.

the blue cluster have moderate importance, and the green cluster have low importance. It is interesting that the L2PC results show increased variance for features 4 and 5 for most of the clustering methods and that the values do not seem to be cluster dependent. Given that many clustering methods can identify clusters regardless of whether distinct clusters actually exist and that the samples in features 4 and 5 are very dense, it is possible that smaller perturbations of those features may affect some samples more than others.
3.2 FBIRN rs-fMRI data

All clustering methods, except for DBScan which only finds noise points, identify 2 clusters as optimal. The identification of two clusters is consistent with the underlying SZ and HC groups. K-means has an accuracy, sensitivity, and specificity of 63.99%, 78.81%, and 52.98%, respectively. Fuzzy c-means has better clusters with an accuracy, sensitivity, and specificity of 68.81%, 74.17%, and 67.55%, respectively.

Permutation and perturbation do not have a widespread effect upon the clustering when each of the 1378 whole-brain correlation values are perturbed individually. However, when we permute or perturb the whole-brain correlation values within each set of inter-domain or intra-domain features simultaneously, we obtain feature importance results for k-means and fuzzy c-means that can be seen in Figure 5. Panels A and B are box plots of the G2PC importance values for each of the 100 repeats, and for the sake of easy visualization, panels C and D reflect the mean perturbation percent change across all repeats and perturbation instances for each sample, where the green samples and the blue samples belong to the SZ dominant cluster and the HC dominant cluster, respectively. Panels E and F show the mean effect of each domain upon the LR-ENR classifiers. Figure 6 shows the values of the mean FNC for the SZ dominant cluster minus the mean FNC for the HC dominant cluster. The domains surrounded by white boxes were those identified by G2PC and L2PC as most important. The figure uses the magma colormap, as described by Biguri (2021).

The feature importance results are highly consistent across both clustering methods and all explainability methods. LR-ENR classifies the samples as their assigned clusters with a $\mu$ area under the receiver operating characteristic curve (AUC) of 99.86 and $\sigma$ of 0.14 for k-means and a $\mu$ AUC of 99.48 and $\sigma$ of 0.63 for fuzzy c-means, indicating that LR-ENR can likely identify the patterns learned by the clustering algorithms. The similarity between the resulting importance estimates for LR-ENR and those for G2PC and L2PC supports the validity of our novel methods. Top domains identified by k-means with G2PC and L2PC include the cross-correlation between the ADN and CCN (i.e., ADN/CCN), the SCN/VSN, the CCN/DMN, and the SMN/DMN. While LR-ENR generally agrees on these top domains, it does not find SMN/DMN to be very important. Top domains identified by fuzzy c-means with G2PC, L2PC, and LR-ENR include the ADN/CCN, the CCN/DMN, the SCN/VSN, ADN, and SMN/VSN. For k-means, relative to the HC dominant group, the SZ dominant group has higher ADN/CCN FNC for around half of the domain, much higher levels of SCN/VSN FNC, a mixture of moderately higher to lower levels of CCN/DMN FNC, and a mixture of higher to lower SMN/DMN connectivity. For fuzzy c-means, relative to the HC dominant group, the SZ dominant group has ADN/CCN FNC values that are higher for around half of the domain, a mixture of higher to lower CCN/DMN FNC values, much higher SCN/VSN FNC values, slightly lower ADN FNC values, and much smaller SMN/VSN FNC values.

Both G2PC and L2PC indicate that a minority of samples are sensitive to perturbation, and L2PC demonstrates that many of the samples that are sensitive are very sensitive. This indicates that those samples may be closer to the boundaries of their clusters. For fuzzy c-means, more samples belonging to the SZ dominant cluster rather than the HC dominant cluster seem sensitive to perturbation. Most of the HC samples that are sensitive to perturbation seem to be correctly assigned to the HC dominant cluster. In contrast, most
of the subjects in the SZ dominant cluster that are sensitive to perturbation seem to actually be HC subjects. For k-means, some samples in the HC dominant cluster that are actually SZ subjects seem to be extremely sensitive to perturbation, while other samples belonging to the SZ dominant cluster that are actually HC subjects are sensitive to perturbation at smaller levels.

Figure 5: FBIRN G2PC and L2PC Results. Panels A and B show the G2PC results for k-means and fuzzy c-means clustering, respectively, and Panels C and D show the L2PC results for k-means and fuzzy c-means clustering, respectively. Panels E and F show the mean effect results for logistic regression across 10 folds. The x-axis of each panel shows the domains in order of most important to least important based upon their mean value, and the y-axis shows the perturbation or permutation percent change or mean effect. In panels C and D, the samples belonging to the SZ and HC dominant clusters are green and blue, respectively. The values marked with an “o” or an “x” indicate the samples that were correctly or incorrectly clustered, respectively. The black line on Panels C and D reflects the mean L2PC values across all subjects and provides a measure of global feature importance.
4. Discussion

In this study, we propose that model-agnostic methods for supervised machine learning explainability can be adapted for use in unsupervised clustering explainability. We further demonstrate two novel approaches for clustering explainability: G2PC feature importance and L2PC feature importance. G2PC provides a global measure of the relative importance of features to the clustering, and L2PC provides a local measure of which features are important to the clustering of an individual sample. Our adaptation of permutation feature importance and perturbation provides our methods with two unique capabilities. (1) They are easy to implement, and (2) they are widely applicable across clustering methods. These capabilities could enable our approaches to be highly impactful across the variety of fields in which clustering algorithms are used and for individuals with a wide range of data science expertise.

We apply both G2PC and L2PC to clusters generated by five popular clustering algorithms from low-dimensional synthetic data and demonstrate that they can work with each clustering algorithm to identify the expected importance of each features. In some instances with GMMs, several of the features that are expected to be important to the clustering of the synthetic data seem to be unimportant after analysis with G2PC and L2PC. G2PC and L2PC enable the comparison of feature importance across different clustering algorithms via a single percent change metric. As such, they could eventually be used to provide greater insight into the similarities and differences of clustering algorithms. This percent change metric is a vital and novel component of our adaptation. While G2PC and L2PC work well for low-dimensional data across all of the clustering methods with which we pair them, they were not as generalizable to high dimensional data as we first hoped.

To examine the utility of G2PC and L2PC for high dimensional data and for neuroimaging analysis, we apply all 5 clustering methods with G2PC and L2PC to FNC data extracted...
from FBIRN dataset and identify key features differentiating the SZ dominant cluster and the HC dominant cluster. However, very few of the individual features seem to have an effect upon the clustering. This is not entirely surprising given the high dimensionality of the data and that the Euclidean distance is used to cluster the data. This could indicate a limitation of G2PC and L2PC for high dimensional data. To control for this potential limitation, we implement a grouping component that allows related features to be perturbed or permuted simultaneously, and we obtain feature importance results for both k-means and fuzzy c-means clustering that are highly consistent. These consistent results support the reliability of the explainability methods for those clustering algorithms in high dimensions. The results obtained for G2PC and L2PC are also highly comparable to those for LR-ENR.

The grouping component of G2PC and L2PC is ideal for high dimensional datasets with features that are divisible into groups based upon domain knowledge. Additionally, a known weakness of perturbation and permutation methods is that they can generate samples that are outside the space of the typical data distribution and produce unreliable results when a high degree of correlation exists between some features. The grouping parameter can help address this problem by grouping highly correlated features during analysis.

Our results for the FBIRN FNC analysis agree with and extend existing literature. Four cross-network domain sets - ADN/CCN, SCN/VSN, CCN/DMN, SMN/DMN – and 1 network – ADN - are most important. This is consistent with Liang et al. (2006) who showed that schizophrenia is linked to widespread dysconnectivity across the brain. Additionally, our results show a disrupted (i.e., both increased and decreased) pattern in different brain networks. For example, we find VSN/SMN FNC is lower in SZ subjects than in HC ones. In fact, Chen et al. (2014) report a decrease in SZ subjects’ SMN/VSN FNC relative to HC subjects. This could potentially explain the impairment of sensory information processing in SZ subjects. Multisensory information processing is a prerequisite for self-awareness. It has been proven that matching visual perception and proprioceptive signals from SMN are necessary for self-consciousness perseverance, as laid out in Ehrsson (2007). However, Medalia and Lim (2004) find that these signals are impaired in SZ subjects. Therefore, the disconnection among SZ sensory networks could potentially explain the underlying mechanisms of self-awareness deficit in SZ subjects.

We also find a decrease in ADN connectivity in SZ subjects, which aligns with findings in Li et al. (2019). This piece of evidence might explain the link that was found by Linszen et al. (2016) between hearing loss at an early age and the later development of schizophrenia. Interestingly, we find an increase in the ADN/CCN FNC in SZ subjects. Increased ADN/CCN FNC could serve as a compensatory mechanism and suggests a prospective study. We also found an increase in the FNC between VSN/SCN. This is supported by Yamamoto et al. (2018), who show an increased FNC between the thalamus (i.e., part of the SCN) and occipital cortices/postcentral gyri (i.e, part of the VSN) in SZ subjects compared with that of HC subjects.

Throughout each of our experiments, we utilize similar G2PC and L2PC settings. Different parameter settings would likely produce slightly different results, and it might be helpful for future studies to examine the effects of the parameter settings. We hypothesize that as K for G2PC and L2PC is increased, the feature importance results will likely become more reliable. For L2PC, a decreased M would likely result in higher variance across repeats. However, the need for more reliable L2PC results must be balanced with its computational
intensity. The ideal M is also likely affected by the total number of samples in the dataset. Additionally, in our clustering analyses, we use Euclidean distance, which can be suboptimal for high dimensional data. This might explain why G2PC and L2PC did not have optimal performance in high dimensional data without grouping. Future studies could investigate the effects of other distance metrics and how they might enable G2PC and L2PC to be applied in higher dimensions.

It is likely that other model-agnostic explainability methods from the domain of supervised machine learning explainability could also be generalized to enable explainability for clustering methods. Permutation feature importance differentiates itself from many other model-agnostic explainability methods in that it can be applied to classifiers that output a hard classification. Additionally, we demonstrate a novel adaptation of perturbation that enables it to be extended to explain hard classification methods. In contrast, many model-agnostic explainability methods require that a classifier predict a class probability, rather than a binary class label. Given this requirement, soft-clustering methods like GMMs and fuzzy c-means could be ideal for compatibility with the majority of model-agnostic explainability methods. It is also feasible that G2PC could be used as a feature selection method to obtain optimal clustering similar to how Gómez-Ramírez et al. (2020) have used permutation for feature selection with supervised classifiers. Additionally, L2PC has the potential to be applied to explain supervised machine learning models like support vector machines (SVMs) by Boser et al. (1992).

5. Conclusion

In this study, we proposed - for the first time - the adaptation of model-agnostic explainability methods from the domain of supervised machine learning explainability to provide algorithm-agnostic clustering explainability. We introduce two new explainability methods that are both easily implemented and widely applicable across clustering algorithms. These capabilities could enable them to be impactful across many application areas and contexts. We demonstrate on low-dimensional, ground-truth synthetic data that they can be paired with multiple clustering algorithms to identify the features most important to differentiating clusters. We further demonstrate the utility of the methods for high-dimensional datasets by analyzing rs-fMRI FNC data and identifying cross-domain connectivity associated with schizophrenia. It is our hope that this paper will (1) stimulate rapid growth in the domain of clustering explainability via an infusion of algorithm-agnostic methods from the domain of supervised machine learning explainability and (2) enable data scientists across a variety of fields to gain more insight into the variety of clustering algorithms that they employ.
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Appendix A. Description of FBIRN Dataset

The FBIRN dataset contains 151 schizophrenia (SZ) subjects and 160 healthy controls (HC) that were collected from seven sites, including the University of California, Irvine; the University of California, Los Angeles; the University of California, San Francisco; Duke University/the University of North Carolina at Chapel Hill; the University of New Mexico; the University of Iowa; and the University of Minnesota collected neuroimaging data. Six 3T Siemens and one 3T General Electric scanner with the same protocol were used to collect the imaging data. T2*-weighted functional images were collected using AC-PC aligned echo-planar imaging sequence with TE=30ms, TR=2s, flip angle = 77°, slice gap = 1 mm, voxel size= 3.4 × 3.4 × 4 mm³, and 162 frames, and 5:24 min. All participants were instructed to close their eyes during the rs-fMRI data collection. Neuroimaging data were preprocessed using statistical parametric mapping (SPM12) in the MATLAB 2019 environment. We used rigid body motion correction to account for subject head movement. Next, the imaging data underwent spatial normalization to an echo-planar imaging (EPI) template in standard Montreal Neurological Institute (MNI) space and was resampled to 3x3x3 mm³. Finally, we used a Gaussian kernel to smooth the fMRI images using a full width at half maximum (FWHM) of 6mm. The Neuromark automatic independent component analysis pipeline within the group ICA of fMRI toolbox GIFT was used to extract 53 independent components (ICs), as described in Du et al. (2020).

References

Sebastian Bach, Alexander Binder, Grégoire Montavon, Frederick Klauschen, Klaus Robert Müller, and Wojciech Samek. On pixel-wise explanations for non-linear classifier decisions by layer-wise relevance propagation. *PLoS ONE*, 10(7), 7 2015. ISSN 19326203. doi: 10.1371/journal.pone.0130140.

Arindam Banerjee and Hanhui Shan. Model-based Clustering, 2010.

Jayanta Basak and Raghu Krishnapuram. Interpretable Hierarchical Clustering by Constructing an Unsupervised Decision Tree. In *IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING*, volume 17, 2005. doi: 10.1109/TKDE.2005.11.

Tanmay Kumar Behera and Suvasini Panigrahi. Credit Card Fraud Detection : A Hybrid Approach Using Fuzzy Clustering & Neural Network. In *Second International Conference on Advances in Computing and Communication Engineering*. IEEE, 2015. ISBN 9781479917341. doi: 10.1109/ICACCE.2015.33.

Dimitris Bertsimas, Agni Orfanoudaki, and Holly Wiberg. Interpretable Clustering via Optimal Trees. *arXiv preprint arXiv: 1812.00539*, 12 2018. URL http://arxiv.org/abs/1812.00539.

https://www.fil.ion.ucl.ac.uk/spm/

http://trendscenter.org/software/gift
Dimitris Bertsimas, Agni Orfanoudaki, and Holly Wiberg. *Interpretable clustering: an optimization approach*. Springer US, 2020. ISBN 0123456789. doi: 10.1007/s10994-020-05896-2. URL https://doi.org/10.1007/s10994-020-05896-2

Aviruch Bhatia, Vishal Garg, Philip Haves, and Vikram Pudi. Explainable Clustering Using Hyper-Rectangles for Building Energy Simulation Data. In *IOP Conf. Series: Earth and Environmental Science*, 2019. doi: 10.1088/1755-1315/238/1/012068.

Ander Bigris. Perceptually uniform colormaps, 2021. URL https://www.mathworks.com/matlabcentral/fileexchange/51986-perceptually-uniform-colormaps

Bernhard E. Boser, Isabelle M. Guyon, and Vladimir N. Vapnik. A Training Algorithm for Optimal Margin Classifiers. In *Proceedings of the Fifth Annual Workshop on Computational Learning Theory*, pages 144–152, 1992.

Christos Boutsidis, Michael W Mahoney, and Petros Drineas. Unsupervised Feature Selection for the k-means Clustering Problem. In *Advances in Neural Information Processing Systems 22*, 2009.

L E O Breiman. Random Forests. *Machine Learning*, 45:5–32, 2001.

Xi Chen, Mingjun Duan, Qiankun Xie, Yongxiu Lai, Li Dong, Weifang Cao, Dezhong Yao, and Cheng Luo. Functional disconnection between the visual cortex and the sensorimotor cortex suggests a potential mechanism for self-disorder in schizophrenia. *Schizophrenia Research*, 166(1-3):151–157, 2014. ISSN 15732509. doi: 10.1016/j.schres.2015.06.014. URL http://dx.doi.org/10.1016/j.schres.2015.06.014

D. R. Cox. The Regression Analysis of Binary Sequences. *Journal of the Royal Statistical Society: Series B (Methodological)*, 20(2):215–232, 1958. doi: 10.1111/j.2517-6161.1958.tb00292.x.

Yuhui Du, Zening Fu, Jing Sui, Shuang Gao, Ying Xing, Dongdong Lin, Mustafa Salman, Anees Abrol, Md Abdur Rahaman, Jiayu Chen, L. Elliot Hong, Peter Kochunov, Elizabeth A. Osuch, and Vince D. Calhoun. NeuroMark: An automated and adaptive ICA based pipeline to identify reproducible fMRI markers of brain disorders. *NeuroImage: Clinical*, 28(August):102375, 2020. ISSN 22131582. doi: 10.1016/j.nicl.2020.102375.

H. Henrik Ehrsson. The experimental induction of out-of-body experiences. *Science*, 317(5841):1048, 2007. ISSN 00368075. doi: 10.1126/science.1142175.

Charles A Ellis, Robyn L Miller, and Vince D Calhoun. A Novel Local Explainability Approach for Spectral Insight into Raw EEG-Based Deep Learning Classifiers. In *bioRxiv*, pages 0–5, 2021.

Adil Fahad, Najlaa Alshatri, Zahir Tari, Abdullah Alamri, Ibrahim Khalil, Albert Y Zomaya, Sebti Foufou, and Abdelaziz Bouras. Survey of Clustering Algorithms for Big Data: Taxonomy and Empirical Analysis. In *IEEE Transactions on Emerging Topics in Computing*, volume 2, pages 267–279. IEEE, 2014. doi: 10.1109/TETC.2014.2330519.
Aaron Fisher, Cynthia Rudin, and Francesca Dominici. Model Class Reliance: Variable Importance Measures for any Machine Learning Model Class, from the “Rashomon” Perspective. arXiv preprint arXiv: 1801.01489v1, 2018.

Ruth C. Fong and Andrea Vedaldi. Interpretable Explanations of Black Boxes by Meaningful Perturbation. Proceedings of the IEEE International Conference on Computer Vision, 2017-Octob:3449–3457, 2017. ISSN 15505499. doi: 10.1109/ICCV.2017.371.

Ricardo Fraiman, Badih Ghattas, and Marcela Svarc. Interpretable clustering using unsupervised binary trees. Advances in Data Analysis and Classification, 7:125–145, 2013. doi: 10.1007/s11634-013-0129-3.

Jerome H. Friedman. Greedy Function Approximation: A Gradient Boosting Machine. The Annals of Statistics, 29(5):1189–1232, 2001.

Nave Frost, Michal Moshkovitz, and Cyrus Rashtchian. ExKMC: Expanding Explainable k-Means Clustering. arXiv preprint arXiv:2006.02399v2, pages 1–27, 2020.

Alex Goldstein, Adam Kapelner, Justin Bleich, and Emil Pitkin. Peeking Inside the Black Box: Visualizing Statistical Learning With Plots of Individual Conditional Expectation. Journal of Computational and Graphical Statistics, 24(1):44–65, 2015. doi: 10.1080/10618600.2014.907095.

Jaime Gómez-Ramírez, Marina Ávila-Villanueva, and Miguel Ángel Fernández-Blázquez. Selecting the most important self-assessed features for predicting conversion to mild cognitive impairment with random forest and permutation-based methods. Scientific Reports, 10(1):1–15, 2020. ISSN 20452322. doi: 10.1038/s41598-020-77296-4. URL https://doi.org/10.1038/s41598-020-77296-4.

Xin Jin and Jiawei Jan. Partitional Clustering, 2010.

Stephen C. Johnson. Hierarchical Clustering Schemes. Psychometrika, 32(3), 1967.

Leonard Kaufman and Peter Rousseeuw. Finding Groups in Data: An Introduction to Cluster Analysis. John Wiley and Sons Inc., Hoboken, New Jersey, 1990. ISBN 3175723993.

Siyi Li, Na Hu, Wenjing Zhang, Bo Tao, Jing Dai, Yao Gong, Youguo Tan, Duanfang Cai, and Su Lui. Dysconnectivity of multiple brain networks in schizophrenia: A meta-analysis of resting-state functional connectivity. Frontiers in Psychiatry, 10(JULY):1–11, 2019. ISSN 16640640. doi: 10.3389/fpsyt.2019.00482.

Meng Liang, Yuan Zhou, Tianzi Jiang, Zhenling Liu, Lixia Tian, Haihong Liu, and Yihui Hao. Widespread functional disconnectivity in schizophrenia with resting-state functional magnetic resonance imaging. NeuroReport, 17(2):209–213, 2006. ISSN 09594965. doi: 10.1097/01.wnr.0000198434.06518.b8.

Mascha M.J. Linszen, Rachel M. Brouwer, Sophie M. Heringa, and Iris E. Sommer. Increased risk of psychosis in patients with hearing impairment: Review and meta-analyses. Neuroscience and Biobehavioral Reviews, 62:1–20, 2016. ISSN 18737528. doi: 10.1016/j.neubiorev.2015.12.012. URL http://dx.doi.org/10.1016/j.neubiorev.2015.12.012.
Gilles Louppe. *Understanding Random Forests: From Theory to Practice*. PhD thesis, University of Liège, 2014.

Octavio Loyola-González, Andres Eduardo Gutierrez-Rodríguez, Miguel Angel Medina-Pérez, Raúl Monroy, José Francisco Martínez-Trinidad, Jesús Ariel Carrasco-Ochoa, and Milton García-Borroto. An Explainable Artificial Intelligence Model for Clustering Numerical Databases. *IEEE Access*, 8, 2020. doi: 10.1109/ACCESS.2020.2980581.

Scott M. Lundberg and Su In Lee. A unified approach to interpreting model predictions. In *Advances in Neural Information Processing Systems*, 2017.

Alice Medalia and Rosa W. Lim. Self-awareness of cognitive functioning in schizophrenia. *Schizophrenia Research*, 71(2-3):331–338, 2004. ISSN 09209964. doi: 10.1016/j.schres.2004.03.003.

S A Mustaniroh, U Effendi, and R L R Silalahi. Integration K-Means Clustering Method and Elbow Method For Identification of The Best Customer Profile Cluster Integration K-Means Clustering Method and Elbow Method For Identification of The Best Customer Profile Cluster. *IOP Conference Series: Materials Science and Engineering*, 2018. doi: 10.1088/1757-899X/336/1/012017.

Fabian Pedregosa, Ron Weiss, and Matthieu Brucher. Scikit-learn: Machine Learning in Python. *Journal of Machine Learning Research*, 12:2825–2830, 2011.

Claudia Plant and Christian Böhm. INCONCO : Interpretable Clustering of Numerical and Categorical Objects. In *17th Association for Computing Machinery's (ACM) Special Interest Group on Knowledge Discovery and Data Mining (SIGKDD) international conference on Knowledge Discovery*, pages 1127–1135, 2011. ISBN 9781450308137. doi: 10.1145/2020408.2020584.

Pradeep Rai. A Survey of Clustering Techniques. *International Journal of Computer Applications*, 7(12):1–5, 2010.

Marco Tulio Ribeiro, Sameer Singh, and Carlos Guestrin. "Why should i trust you?" Explaining the predictions of any classifier. In *Proceedings of the ACM SIGKDD International Conference on Knowledge Discovery and Data Mining*, pages 1135–1144, 2016. ISBN 9781450342322. doi: 10.1145/2939672.2939778.

Enrique H Ruspini, James C Bezdek, and James M Keller. Fuzzy Clustering: A Historical Perspective. *IEEE Computational Intelligence Magazine*, (January):45–55, 2019.

Joerg Sander. Density-based Clustering, 2010.

Mohammad S E Sendi, Student Member, Vasiliki Kanta, Cory S Inman, Joseph R Manns, Stephan Hamann, Robert E Gross, Jon T Willie, and Babak Mahmoudi. Amygdala Stimulation Leads to Functional Network Connectivity State Transitions in the Hippocampus. In *42nd Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC)*, pages 3625–3628, 2020. ISBN 9781728119908.
Mohammad S E Sendi, Godfrey D Pearlson, Daniel H Mathalon, Judith M Ford, Adrian Preda, Theo G M Van Erp, and Vince D Calhoun. Multiple overlapping dynamic patterns of the visual sensory network in schizophrenia. *Schizophrenia Research*, 228:103–111, 2021a. ISSN 0920-9964. doi: 10.1016/j.schres.2020.11.055. URL https://doi.org/10.1016/j.schres.2020.11.055.

Mohammad S E Sendi, Elaheh Zendehrouh, Robyn L Miller, Zening Fu, Yuhui Du, Jingyu Liu, Elizabeth C Morrow, David H Salat, and Vince D Calhoun. Alzheimer's Disease Projection From Normal to Mild Dementia Reflected in Functional Network Connectivity: A Longitudinal Study. *Frontiers in Neuropsychiatry*, 14(January), 2021b. doi: 10.3389/fncir.2020.593263.

Michael C Thomas, Wenbo Zhu, and Jose A Romagnoli. Data mining and clustering in chemical process databases for monitoring and knowledge discovery. *Journal of Process Control*, 67:160–175, 2018. ISSN 0959-1524. doi: 10.1016/j.jprocont.2017.02.006. URL http://dx.doi.org/10.1016/j.jprocont.2017.02.006.

Laurens van der Maaten and Geoffrey Hinton. Visualizing Data using t-SNE. *Journal of Machine Learning Research*, 9:2579–2605, 2008. ISSN 15729338. doi: 10.1007/s10479-011-0841-3.

Theo G.M. van Erp, Adrian Preda, Jessica A. Turner, Shawn Callahan, Vince D. Calhoun, Juan R. Bustillo, Kelvin O. Lim, Bryon Mueller, Gregory G. Brown, Jatin G. Vaidya, Sarah McEwen, Aysenil Belber, James Voyvodic, Daniel H. Mathalon, Dana Nguyen, Judith M. Ford, Steven G. Potkin, and FBIRN. Neuropsychological profile in adult schizophrenia measured with the CMINDS. *Psychiatry Research*, 230(3):826–834, 2015. doi: 10.1016/j.psychres.2015.10.028. Neuropsychological.

Maeri Yamamoto, Itaru Kushima, Ryohei Suzuki, Aleksic Branko, Naoko Kawano, Toshiya Inada, Tetsuya Iidaka, and Norio Ozaki. Aberrant functional connectivity between the thalamus and visual cortex is related to attentional impairment in schizophrenia. *Psychiatry Research - Neuroimaging*, 278(June):35–41, 2018. ISSN 18727506. doi: 10.1016/j.pscychresns.2018.06.007. URL https://doi.org/10.1016/j.pscychresns.2018.06.007.

Elaheh Zendehrouh, Mohammad S E Sendi, Jing Sui, Zening Fu, Dongmei Zhi, Luxian Lv, Xiaohong Ma, Qing Ke, Xianbin Li, Chuanyue Wang, Christopher C Abbott, Jessica A Turner, Robyn L Miller, and D Vinc. Aberrant Functional Network Connectivity Transition Probability in Major Depressive Disorder. In 42nd Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), pages 1493–1496, Montreal, QC, Canada, 2020. IEEE. ISBN 9781728119908.