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Abstract
The ubiquity of massive graph data sets in numerous applications requires fast algorithms for extracting knowledge from these data. We are motivated here by three electrical measures for the analysis of large small-world graphs $G = (V, E)$ – i.e., graphs with diameter in $O(\log |V|)$, which are abundant in complex network analysis. From a computational point of view, the three measures have in common that their crucial component is the diagonal of the graph Laplacian’s pseudoinverse, $L^\dagger$. Computing $\text{diag}(L^\dagger)$ exactly by pseudoinversion, however, is as expensive as dense matrix multiplication – and the standard tools in practice even require cubic time. Moreover, the pseudoinverse requires quadratic space – hardly feasible for large graphs. Resorting to approximation by, e.g., using the Johnson-Lindenstrauss transform, requires the solution of $O(\log |V|/\epsilon^2)$ Laplacian linear systems to guarantee a relative error, which is still very expensive for large inputs.

In this paper, we present a novel approximation algorithm that requires the solution of only one Laplacian linear system. The remaining parts are purely combinatorial – mainly sampling uniform spanning trees, which we relate to $\text{diag}(L^\dagger)$ via effective resistances. For small-world networks, our algorithm obtains a $\pm \epsilon$-approximation with high probability, in a time that is nearly-linear in $|E|$ and quadratic in $1/\epsilon$. Another positive aspect of our algorithm is its parallel nature due to independent sampling. We thus provide two parallel implementations of our algorithm: one using OpenMP, one MPI + OpenMP. In our experiments against the state of the art, our algorithm (i) yields more accurate approximation results for $\text{diag}(L^\dagger)$, (ii) is much faster and more memory-efficient, and (iii) obtains good parallel speedups, in particular in the distributed setting.
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1 Introduction

Massive graph data sets are abundant these days in numerous applications. Extracting knowledge from these data thus requires fast algorithms. One common matrix to represent a graph $G = (V, E)$ with $n$ vertices and $m$ edges in algebraic algorithms is its Laplacian $L = D - A$. Here, $D$ is the diagonal degree matrix with $D[u,u]$ being the (possibly weighted) degree of vertex $u \in V$. The matrix $A$ is the (possibly weighted) adjacency matrix of $G$. It is well-known that $L$ does not have full rank and is thus not invertible. Its Moore-Penrose pseudoinverse $L^+\hat{1}$, in turn, has numerous applications in physics and engineering as well as applied mathematics and graph (resp. matrix) algorithms.

We are motivated by one particular class of applications: electrical centrality measures for the analysis of small-world networks – i.e., graphs whose diameter is bounded by $O(\log n)$. Many important real-world networks (social, epidemiological, information, biological, etc.) have the small-world feature. Centrality measures, in turn, belong to the most widely used network analysis concepts and indicate the importance of a vertex (or edge) in the network. Numerous measures exist, some based on shortest paths, others consider paths of arbitrary lengths. Electrical centrality measures fall into the latter category. They exploit the perspective of graphs as electrical networks (see e.g., [42]). One well-known of such measures is electrical closeness centrality, a.k.a. current-flow closeness or information centrality. It is the reciprocal of the average effective resistance $r(u,v)$ between $u$ and all other vertices:

$$c^{el}(u) := \frac{n-1}{\sum_{v \in V \setminus \{u\}} r(u,v)}. \quad (1)$$

In an electrical network corresponding to $G$, $r(u,v)$ is the potential (voltage) difference across terminals $u$ and $v$ when a unit current is applied between them. It can be computed by solving $Lx = e_u - e_v$ for $x$, where $e_z$ is the canonical unit vector for vertex $z$. Then, $r(u,v) = x[u] - x[v]$, also see Section 2.1.

Effective resistance also plays a major role in two other electrical measures we consider here, normalized random-walk betweenness and Kirchhoff index centrality. Also note that effective resistance is a graph metric with numerous other applications, well beyond its usage in electrical centralities (cf. Refs. [2,24]). A straightforward way to compute electrical closeness (or the other two measures) would be to compute $L^1$. Without exploiting structure, this takes $O(n^\omega)$ time, where $\omega < 2.38$ is the exponent for fast matrix multiplication. The standard tools in practice even require cubic time, cf. [53]. $L^1$ is also in general a dense matrix (also for sparse $L$). Thus, full (pseudo)inversion is clearly limited to small inputs.

Conceptually similar to inversion would be to solve $\Theta(n)$ Laplacian linear systems. In situations with lower accuracy demands, fewer linear systems suffice: using the Johnson-Lindenstrauss transform (JLT) in connection with a fast Laplacian solver such as Ref. [20], one gets a relative approximation guarantee by solving $O(\log n/\epsilon^2)$ systems in $O(m \log^{3/2} n \log(1/\epsilon))$ time each, where $O(\cdot)$ hides a $O((\log \log n)^{3+\delta})$ factor for $\delta > 0$.

As pointed out previously [15], the (only) relevant part of $L^i$ for computing electrical closeness is its diagonal (we will see that this is true for other measures as well). Numerical methods for sampling-based approximation of the diagonal of implicitly given matrices do exist. Yet, for our purpose, they solve $O(\log n/\epsilon^2)$ Laplacian linear systems as well to obtain an $\epsilon$-approximation with high probability, see Section 2.2 for more details.

While this number of Laplacian linear systems can be solved in parallel, their solution can still be time-consuming in practice, in part due to high constants hidden in the $O$-notation.
Contribution and Outline We propose a new algorithm for approximating $\text{diag}(L^*)$ of a Laplacian matrix $L$ that corresponds to weighted undirected graphs (Section 3). Our main technique is the approximation of effective resistances between a pivot vertex $u \in V$ and all other vertices of $G$. It is based on sampling uniform (= random) spanning trees (USTs). The resulting algorithm is highly parallel and (almost) purely combinatorial – it relies on the connection between Laplacian linear systems, effective resistances, and USTs.

For small-world graphs, our algorithm obtains an absolute $\pm \epsilon$-approximation guarantee with high probability in (sequential) time $O(m \log^4 n \cdot \epsilon^{-2})$. In particular, compared to using the fastest theoretical Laplacian solvers in connection with JLT, our approach is off by only a polylogarithmic factor. Probably more importantly, after some algorithm engineering (Section 3), our algorithm performs much better than the state of the art, already in our sequential experiments (Section 5): (i) it is much faster and more memory-efficient, (ii) it yields a maximum absolute error that is one order of magnitude lower, and (iii) results in a more accurate complete centrality ranking of elements of $G$. Material omitted from the main part can be found in the appendix.

2 Preliminaries

2.1 Problem Description and Notation

We type vectors and matrices in bold font. As input we consider simple, finite, connected undirected graphs $G = (V, E)$ with $n$ vertices, $m$ edges, and non-negative edge weights $w \in \mathbb{R}_{\geq 0}^m$. For the complexity analysis, we usually assume that the diameter of $G$ is $O(\log n)$, but our algorithm would also work correctly without this assumption.

Graphs as electrical networks We interpret $G$ as an electrical network in which every edge $e \in E$ represents a resistor with resistance $1/w[e]$. In this context, it is customary to fix an arbitrary orientation $E^\pm$ of the edges in $E$ and to define a unit $s$-$t$-current flow (also called electrical flow) in this network as a function of the edges (written as vector) $f \in \mathbb{R}^{\frac{|E^\pm|}}{\geq}$. Whenever possible, we use $f[u, v]$ as shorthand notation for $f[\{u, v\}]$ or $f[(u, v)]$. Note that $f[e] = -f[-e]$ for $e \notin E^\pm$. This sign change in the $s$-$t$ flow direction when the flow direction is changed, is required to adhere to Kirchhoff’s current law on flow conservation:

$$\sum_{w \in \delta^+(v)} f[v, w] - \sum_{u \in \delta^-(v)} f[u, v] = \begin{cases} 1 & \text{if } v = s \\ -1 & \text{if } v = t \\ 0 & \text{otherwise,} \end{cases}$$

(2)

where $\delta^+(v)$ [$\delta^-(v)$] is the set of edges having $v$ as head [tail] in the orientation we choose in $E^\pm$. Such a flow also adheres to Kirchhoff’s voltage law (sum in cycle is zero when considering flow directions) and Ohm’s law (potential difference = resistance $\cdot$ current), cf. [13][14]. The effective resistance between two vertices $u$ and $v$, $r(u, v)$, is defined as the potential difference between $u$ and $v$ when a unit current is injected into $G$ at $u$ and extracted at $v$, comp. [13] Ch. IX. To compute $r(u, v)$, let $e_z$ be the canonical unit vector for vertex $z$, i.e., $e_z(z) = 1$ and $e_z = 0$ for all vertices $v \neq z$. Then,

$$r(u, v) = (e_u - e_v)^T L^* (e_u - e_v) = L^*[u, u] - 2L^*[u, v] + L^*[v, v]$$

(3)
or, equivalently, $r(u,v) = x[u] - x[v]$, where $x$ is the solution vector of the Laplacian linear system $Lx = e_u - e_v$. The Laplacian pseudoinverse, $L^\dagger$, can be expressed as $L^\dagger = (L + \frac{1}{n}J)^{-1} - \frac{1}{n}J$, where $J$ is the $n \times n$-matrix with all entries being 1.

Also note that the effective resistance between the endpoints of an edge $e \in E$ equals the probability that $e$ is an edge in a uniform spanning tree (UST), i.e., a spanning tree selected uniformly at random among all spanning trees of $G$, cf. [13, Ch. II].

**Electrical Closeness** The combinatorial counterpart of electrical closeness is based on shortest-path distances $dist(u, v)$ for vertices $u$ and $v$ in $G$: $c^e(u) := (n - 1) / f^c(u)$, where the denominator is the combinatorial farness of $u$:

$$f^c(u) := \sum_{v \in V \setminus \{u\}} dist(u, v). \quad (4)$$

Electrical farness $f^{el}(\cdot)$ is defined analogously to combinatorial farness – shortest-path distances in Eq. (4) are replaced by effective resistances $r(u, v)$. Closeness centrality (both combinatorial and electrical) are not defined for disconnected graphs due to infinite distances. We can get around this, however: a combinatorial generalization for closeness called Lin’s index (cf. [9]) can be adapted to the electrical case, too. Thus, our assumption of $G$ being connected is no limitation.

**Normalized Random-Walk Betweenness** Classical betweenness, based on shortest paths, is one of the most popular centrality measures. The betweenness of vertices using random-walk routing instead of shortest paths is given by the normalized random-walk betweenness (NRWB) [48]. This measure counts each random walk passing through a vertex only once. By mapping the random walk problem to current flowing in a network, Ref. [48] obtains a closed-form expression of NRWB and provides an analysis of its scaling behavior as a function of $n$. Then, the NRWB $c_b(\cdot)$ of a vertex $v$ is:

$$c_b(v) = \frac{1}{n} + \frac{1}{n - 1} \sum_{t \neq v} \frac{M^{-1}[t, t] - M^{-1}[t, v]}{M^{-1}[t, t] + M^{-1}[v, v] - 2M^{-1}[t, v]}, \quad (5)$$

where $M := L + P$, with $P$ the projection operator onto the zero eigenvector of the Laplacian $L$ such that $P[i, j] = 1/n$. We show in Section 3.4 how to simplify this expression.

We also consider the Kirchhoff index and related centrality measures. Their description can be found in Appendix B.1.

### 2.2 Related Work

**Solving Laplacian Systems** A straightforward approach to compute electrical closeness and related centralities is to compute $L^\dagger$, by solving a number of Laplacian systems. Brandes and Fleischer [16] computed electrical closeness from the solution of $n$ linear systems using conjugate gradient (CG) in $O(mn\sqrt{\kappa})$ time, where $\kappa$ is the condition number of the appropriately preconditioned Laplacian matrix. Later, Spielman and Srivastava proposed an approximation algorithm for computing effective resistance distances [58]. The main ingredients of the algorithm are a dimension reduction with Johnson-Lindenstrauss [30] and the use of a fast Laplacian solver for $O(\log n/\epsilon^2)$ Laplacian systems. The algorithm approximates

\[ \text{Brandes and Fleischer provide a rough estimate of } \kappa \text{ as } \Theta(n), \text{ leading to a total time of } O(mn^{1.5}). \]
effective resistance values for all edges within a factor of \((1 \pm \epsilon)\) in \(O(I(n, m) \log n/\epsilon^2)\) time, where \(I(n, m)\) is the running time of the Laplacian solver, assuming that the solution of the Laplacian systems is exact. With an approximate Laplacian solution, the algorithm yields a \((1 + \epsilon)^2\)-approximation. Significant progress in the development of fast Laplacian solvers with theoretical guarantees \[20,31,33,34,38\] has resulted in the currently best one running in \(O(m \log^{1/2} n \log(1/\epsilon))\) time (up to polylogarithmic factors) \[20\]. Parallel algorithms for solving linear systems on the more general SDD matrices also exist in the literature \[11,52\]. To date, the fastest algorithms for electrical closeness and spanning edge centrality extend the idea of Spielman and Srivastava \[10,28,46\]. (Similar ideas are used for centrality measures based on the Kirchhoff index, see Appendix B.2). Since theoretical Laplacian solvers rely on heavy graph-theoretic machinery such as low-stretch spanning trees, one rather uses multigrid solvers \[10,35,41\] in practice instead.

**Diagonal Estimation**  
Recall from the introduction that the diagonal (or in case of the Kirchhoff index even only its sum, the trace – see Appendix B.1) of \(L^\dagger\) is enough to compute electrical closeness and related measures, also see Eq. (6) below. Algorithms that approximate the diagonal (or the trace) of matrices that are only implicitly available often use iterative methods \[57\], sparse direct methods \[3,29\], Monte Carlo \[23\] or deterministic probing techniques \[8,60\]. A popular approach is the standard Monte-Carlo method for the trace of \(A\), due to Hutchinson \[23\]. The idea is to estimate the trace of \(A\) by observing the action of \(A\) (in terms of matrix-vector products) on a sufficiently large sample of random vectors \(r_k\). In our case, this would require to solve a large number of Laplacian linear systems with vectors \(r_k\) as right-hand sides. Avron and Toledo \[5\] proved that the method takes \(O(\log n/\epsilon^2)\) samples to achieve a maximum error \(\epsilon\) with probability at least \(1 - \delta\). The approach from Hutchinson \[23\] has been extended by Bekas et al. \[8\] for estimating the diagonal of \(A\). Finally, Barthelmé et al. \[7\] have recently proposed a combinatorial algorithm to approximate the trace (not the diagonal) of the inverse of a matrix closely related to the Laplacian. Their algorithm can be seen as a special case of our algorithm in the situation where a universal vertex exists.

**Normalized Random Walk Betweenness**  
Along with the introduction of the measure, Ref. \[48\] provided numerical evaluations of Eq. (5) on various graph models. However, no algorithm to compute the measure without (pseudo)inverting \(L\) has been proposed yet.

# 3 Approximation Algorithm

## 3.1 Overview

In order to compute the electrical closeness for all vertices in \(V(G)\), the main challenge is obviously to compute their electrical farness, \(f^{el}(\cdot)\). Recall from the introduction that the diagonal of \(L^\dagger\) is sufficient to compute \(f^{el}(\cdot)\) for all vertices simultaneously (comp. Ref. \[15\], Eq. (15) with a slightly different definition of electrical closeness). This follows from Eq. (3) and the fact that each row/column in \(L^\dagger\) sums to 0:

\[
f^{el}(u) := \sum_{v \in V \setminus \{u\}} r(u, v) = n \cdot L^\dagger[u,u] + \text{tr}(L^\dagger) - 2 \sum_{v \in V} L^\dagger[u,v] = n \cdot L^\dagger[u,u] + \text{tr}(L^\dagger),
\]

since the trace \(\text{tr}(\cdot)\) is the sum over the diagonal entries.
We are interested in an approximation of \( \text{diag}(L^†) \), since we do not necessarily need exact values for our particular applications. To this end, we propose an approximation algorithm for which we give a rough overview first. Our algorithm works best for small-world networks – thus, we focus on this important input class. Let \( G \) be unweighted for now; we discuss the extension to weighted graphs in Section 3.4.

1. Select a pivot vertex \( u \in V \) and solve the linear system \( Lx = e_u - \frac{1}{n} \cdot 1 \), where \( 1 = (1, \ldots, 1)^T \). The solution \( x \) is \( L^†[;; u] \), the column of \( L^† \) corresponding to \( u \).

2. Throughout the rest of this paper we denote \( V' := V \setminus \{u\} \). As a direct consequence from Eq. (3), the diagonal entries \( L^†[v,v] \) for all \( v \in V' \) can be computed as:

\[
L^†[v,v] = r(u, v) - L^†[u,u] + 2L^†[v,u].
\]

3. It remains to approximate these \( n - 1 \) effective resistance values \( r(\cdot,\cdot) \). In order to do so, we employ Kirchhoff’s theorem, which connects electrical flows with spanning trees [13, Ch. II]. To this end, let \( N \) be the total number of spanning trees of \( G \); moreover, let \( N_{s,t}(a,b) \) be the number of spanning trees in which the unique path from \( s \) to \( t \) traverses the edge \( \{a,b\} \) in the direction from \( a \) to \( b \).

> **Theorem 1** (Kirchhoff, comp. [13]). Let \( f[a,b] := (N_{s,t}(a,b) - N_{s,t}(b,a))/N \). Distribute current flows on the edges of \( G \) by sending a current of size \( f[a,b] \) from \( a \) to \( b \) for every edge \( \{a,b\} \). Then there is a total current of size 1 from \( s \) to \( t \) satisfying Kirchhoff’s laws.

As a result of Theorem 1, the effective resistance between \( s \) and \( t \) is the potential difference between \( s \) and \( t \) induced by the current-flow given by \( f \). Vice versa, since the current flow is induced by potential differences (Ohm’s law), one simply has to add the currents on a path from \( s \) to \( t \) to compute \( r(s,t) \) (see Eq. (8) in Section 3.2). Actually, as a proxy for the current flows, we use the (approximate) \( N(\cdot,\cdot) \)-values mentioned in Theorem 1.

4. It is impractical to compute exact values for \( N \) (e.g., by Kirchhoff’s matrix-tree theorem [25], which would require the determinant or all eigenvalues of \( L^† \)) or \( N(\cdot,\cdot) \) for large graphs. Instead, we obtain approximations of the desired values via sampling: we sample a set of uniform spanning trees and determine the \( N(\cdot,\cdot) \)-values by aggregation over all sampled trees. This approach provides a probabilistic absolute approximation guarantee.

The pseudocode of the algorithm, in adjusted order, is shown and discussed as Algorithm 1 in Appendix A.1. Components and properties of Algorithm 1 are explained in the remainder of Section 3; reading Section 3.2 while/before studying the pseudocode is recommended.

Note that Steps 2-4 of the algorithm are entirely combinatorial. Step 1 may or may not be combinatorial, depending on the Laplacian solver used. Corresponding implementation choices are discussed in Section 4.

### 3.2 Effective Resistance Approximation by UST Sampling

Extending and generalizing work by Hayashi et al. [28] on spanning edge centrality, our main idea is to compute a sufficiently large sample of USTs and to aggregate the \( N(\cdot,\cdot) \)-values of the edges in these USTs. Given \( G \) and an electrical flow with source \( u \) and sink \( v \), recall that the effective resistance between them is the potential difference \( x[u] - x[v] \), where \( x \) is the
solution vector in \( L \mathbf{x} = \mathbf{e}_u - \mathbf{e}_v \). Since \( \mathbf{x} \) is a potential and the electrical flow \( \mathbf{f} \) results from its difference, \( \mathbf{r}(u,v) \) can be computed given any path \( (u = v_0, v_1, \ldots, v_k-1, v_k = v) \) as:

\[
\mathbf{r}(u,v) = \sum_{i=0}^{k-1} \mathbf{f}[v_i, v_{i+1}]
= \frac{1}{N} \sum_{i=0}^{k-1} \left(N_{u,v}(v_i, v_{i+1}) - N_{u,v}(v_{i+1}, v_i)\right).
\]

(8)

Recall that the sign of the current flow changes if we traverse an edge against the flow direction. This is reflected by the second summand in the sum of Eq. (8). Since we can choose any path from \( u \) to \( v \), for efficiency reasons we use one shortest path \( P(v) \) per vertex \( v \in V' \). We compute these paths with one breadth-first search (BFS) with root \( u \), resulting in a tree \( T_u \) whose edges are considered as implicitly directed from the root to the leaves. For each vertex \( v \in V' \), we maintain an estimate \( R[v] \) of \( \mathbf{r}(u,v) \), which is initially set to 0 for all \( v \). After all USTs have been processed, we divide all entries of \( R \) by \( \tau \), the number of sampled trees, i.e., \( \tau \) takes the role of \( N \) in Eq. (8).

**Sampling USTs** In total, we sample \( \tau \) USTs, where \( \tau \) depends on the desired approximation guarantee and is determined later. The choice of the UST algorithm depends on the input: for general graphs, the algorithm by Schild [54] with time complexity \( O(m^{1+\sigma(1)}) \) is the fastest. Among others, it uses a sophisticated shortcutting technique using fast Laplacian solvers to speed up the classical Aldous-Broder [17] algorithm. For unweighted small-world graphs, however, Wilson’s simple algorithm using loop-erased random walks is in \( O(m \log n) \), as outlined in Appendix A.2. Thus, for our class of inputs, Wilson’s algorithm is preferred.

**Data structures** When computing the contribution of a UST \( T \) to \( N(\cdot) \), we need to update for each edge \( e = (a, b) \in E(T) \) its contribution to \( N_{a,v}(a, b) \) and \( N_{u,v}(b, a) \), respectively – for exactly every vertex \( v \) for which \( (a, b) \) or \( (b, a) \) lies on \( P(v) \). Hence, the algorithm that aggregates the contribution of UST \( T \) to \( R \) will need to traverse \( P(v) \) for each vertex \( v \in V \). To this end, we represent the BFS tree \( B_u \) as an array of parent pointers for each vertex \( v \in V \). On the other hand, the tree \( T \) can conveniently be represented by storing a child and a sibling for each vertex \( v \in V \). Compared to other representations (such as adjacency lists), this data structure can be constructed and traversed with low constant overhead.

**Tree Aggregation** After constructing a UST \( T \), we process it to update the intermediate effective resistance values \( R[\cdot] \). Note that we can discard \( T \) afterwards and do not have to store the full sample, which has a positive effect on the memory footprint of our algorithm. The aggregation algorithm is shown as Algorithm [1] in Appendix A.1. Recall that we need to determine for each vertex \( v \) and each edge \( (a, b) \in P(v) \), whether \( (a, b) \) or \( (b, a) \) occurs on the unique \( u-v \) path in \( T \). To simplify this test, we root \( T \) at \( u \); hence, it is enough to check if \( (a, b) \) or \( (b, a) \) appears above \( v \) in \( T \). For general graphs, the test still incurs quadratic overhead in running time (in particular, the number of vertex-edge pairs that need to be considered is \( f^c(u) = \sum_{v \in V'} |P(v)| = O(n^2) \)). We remark that, perhaps surprisingly, a bottom-up traversal of \( T \) does not improve on this, either; it is similarly difficult to determine all \( R[v] \) that a given \( (a, b) \in E(T) \) contributes to (those \( v \) form an arbitrary subset of descendants of \( b \) in \( T \)). However, we can exploit the fact that on small-world networks, the depth of \( B_u \) can be controlled, i.e., \( f^c(u) \) is sub-quadratic. To accelerate the test, we first compute a DFS data structure for \( T \), i.e., we determine discovery and finish timestamps for all vertices in
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For an arbitrary $v \in V$ and $(a, b) \in V \times V$, this data structure allows us to answer in constant time (i) whether either $(a, b)$ or $(b, a)$ is in $T$ and (ii) if $(a, b) \in E(T)$, whether $v$ appears below $(a, b)$ in $T$. Finally, we loop over all $v \in V$ and $e = (a, b) \in P(v)$ and aggregate the contribution of $T$ to $N_{a,b}(a, b)$. To do so, we add $1$ to $R[v]$ if $e$ has the same direction in $B_u$. If $e$ is not in $B_u$, $R[v]$ does not change.

3.3 Algorithm Analysis

The choice of the pivot $u$ has an effect on the time complexity of our algorithm. The intuitive reason is that the BFS tree $B_u$ should be shallow in order to have short paths to the root $u$, which is achieved by a $u$ with small eccentricity. The proofs of this subsection can be found in Appendices A.3 and A.4. Regarding aggregation, we obtain:

\[ \text{Lemma 2. Tree aggregation (Algorithm 2 in Appendix A.1) has time complexity } \mathcal{O}(m), \text{ which can be bounded by } \mathcal{O}(n \cdot \text{ecc}(u)) = \mathcal{O}(n \cdot \text{diam}(G)). \]

In high-diameter networks, the farness of $u$ can become quadratic (consider a path graph) and thus problematic for large inputs. In small-world graphs, however, we obtain $\mathcal{O}(n \log n)$ per aggregation. We continue the analysis with the main algorithmic result.

\[ \text{Theorem 3. Let } G \text{ be an undirected and unweighted graph with } n \text{ vertices, } m \text{ edges, diameter } \text{diam}(G) \text{ and Laplacian } L = L(G). \text{ Then, our diagonal approximation algorithm (Algorithm 2 in Appendix A.1) computes an approximation of } \text{diag}(L^1) \text{ with absolute error } \epsilon \text{ with probability } 1 - \delta \text{ in time } \mathcal{O}(m \cdot \text{ecc}^3(u) \cdot \epsilon^{-2} \cdot \log(m/\delta)). \text{ For small-world graphs and with } \epsilon := 1/n \text{ to get high probability, this yields a time complexity of } \mathcal{O}(m \log^4 n \cdot \epsilon^{-2}). \]

Thus, for small-world networks, we have an approximation algorithm whose running time is nearly-linear in $m$ (i.e., linear up to a polylogarithmic factor), quadratic in $1/\epsilon$, and logarithmic in $1/\delta$. By choosing a “good” pivot $u$, it is often possible to improve the running time of Algorithm 2 by a constant factor (i.e., without affecting the $\mathcal{O}$-notation). In particular, there are vertices $u$ with $\text{ecc}(u)$ as low as $\frac{1}{2} \text{diam}(G)$. A discussion on the algorithm’s parallelization in the work-depth model can be found in Appendix A.1.2.

\[ \text{Remark 4. If } G \text{ has constant diameter, Algorithm 2 has time complexity } \mathcal{O}(m \log n \cdot \epsilon^{-2}) \text{ to obtain an absolute } \epsilon \text{-approximation guarantee. This is faster than the best JLT-based approximation (which provides a relative guarantee instead).} \]

3.4 Generalizations

In this section we show how our algorithm can be adapted to work for weighted graphs and for normalized random-walk betweenness as well. The extensions to Kirchhoff-related indices are presented in Appendix B.3.

Extension to Weighted graphs For an extension to weighted graphs, we need a weighted version of Kirchhoff’s theorem. To this end, the weight of a spanning tree $T$ is defined as the product of the weights (= conductances) of its edges. Then, let $N^*$ be the sum of the weights of all spanning trees of $G$; also, let $N^*_{s,t}(a, b)$ be the sum of the weights of all spanning trees in which the unique path from $s$ to $t$ traverses the edge $(a, b)$ in the direction from $a$ to $b$.

\[ \text{Theorem 5 (comp. [13], p. 46). There is a distribution of currents satisfying Ohm’s law and Kirchhoff’s laws in which a current of size 1 enters at } s \text{ and leaves at } t. \text{ The value of the current on edge } (a, b) \text{ is given by } (N^*_{s,t}(a, b) - N^*_{s,t}(b, a))/N^*. \]
Consequently, our sampling approach needs to estimate $N^*$ as well as the $N^*(\cdot)$-values. It turns out that no major changes are necessary. Wilson’s algorithm also yields a UST for weighted graphs (if its random walk takes edge weights for transition probabilities into account) [63]. Yet, the running time bound for Wilson needs to mention the graph volume, $\text{vol}(G)$, explicitly now: $O(\text{ccc}(u) \cdot \text{vol}(G))$. The weight of each sampled spanning tree can be accumulated during each run of Wilson. It has to be integrated into Algorithm 2 by adding [subtracting] the tree weight in Line 9 [Line 12] instead of 1. For the division at the end, one has to replace $\tau$ by the total weight of the sampled trees. Finally, the tree $B_u$ remains a BFS tree. The eccentricity and farness of $u$ then still refer in the analysis to their unweighted versions, respectively, as far as $B_u$ is concerned.

To conclude, the only important change regarding bounds happens in Theorem 3. In the time complexity, $m$ is replaced by $\text{vol}(G)$.

**Normalized Random-Walk Betweenness** Ref. [48] proposes normalized random-walk betweenness as a measure for the influence of a vertex in the network, but the paper does not provide an algorithm (beyond implicit (pseudo)inversion). We propose to compute normalized random-walk betweenness with Algorithm 1 and derive (proof in Appendix A.5):

**Lemma 6.** Normalized random-walk betweenness $c_b(v)$ (Eq. (5)) can be rewritten as:

$$
c_b(v) = \frac{1}{n} + \frac{\text{tr}(L^\dagger)}{(n-1)f^d(v)}.
$$

Hence, since Algorithm 1 approximates the diagonal of $L^\dagger$ and both trace and electrical farness depend only on the diagonal, the following proposition holds:

**Proposition 7.** Let $G = (V,E)$ be a small-world graph as in Theorem 3. Then, Algorithm 1 approximates with high probability $c_b(v)$ for all $v \in V$ with absolute error $\pm \epsilon$ in $O(m \log^4 n \cdot \epsilon^{-2})$ time.

## 4 Engineering Aspects and Parallelization

Important engineering decisions concern the choice of the UST sampling algorithm, decomposition of the input graph into biconnected components, selection of the pivot $u$, and the linear solver used for the initial linear system. For these aspects, we refer the reader to Appendix C.1.

Our implementation uses OpenMP for shared memory and MPI+OpenMP for distributed memory. We assume that the entire graph fits into main memory (even in the distributed case). Hence, we can parallelize Algorithm 1 to a large extent by sampling and aggregating multiple USTs in parallel. In particular, we turn the main sampling loop into a parallel for loop. We also solve the initial Laplacian system using a shared-memory parallel Conjugate Gradient (CG) solver (see Appendix C.1). Note that we do not employ parallelism in the other steps of the algorithm. In particular, the BFS to compute $B_u$ is executed sequentially. We also do not parallelize over the loops in Algorithm 2 to avoid nested parallelism with multiple invocations of Algorithm 2. We note that, in contrast to the theoretical work-depth model, solving the initial Laplacian system and performing the BFS are not the main bottlenecks in practice. Instead, sampling and aggregating USTs together consume the majority of CPU time (see Figure 5 in the appendix). More details regarding shared and distributed memory, in particular load balancing for the distributed case, are discussed in Appendix C.2.
5 Experiments

5.1 Settings

We conduct experiments to demonstrate the performance of our approach compared to the state-of-the-art competitors. Unless stated otherwise, we implemented all algorithms in C++, using the NetworKit [59] graph APIs. Our own algorithm is labelled UST in the sections below. All experiments were conducted on a cluster with 16 Linux machines, each equipped with an Intel Xeon X7460 CPU (2 sockets, 12 cores each), and 192 GB of RAM. To ensure reproducibility, all experiments were managed by the SimexPal [4] software. We executed our experiments on the graphs in Tables 2, 3, 4, and 5 in Appendix D.2. All of them are unweighted and undirected. They have been downloaded from the public KONECT [36] repository and reduced to their largest connected component.

Quality Measures and Baseline To evaluate the diagonal approximation quality, we measure the maximum absolute error \((\max_i L_{ii} - \tilde{L}_{ii})\) on each instance, and we take both the maximum and the arithmetic mean over all the instances. Since for some applications [49,50] a correct ranking of the entries is more relevant than their scores, in our experimental analysis we compare complete rankings of the elements of \(\tilde{L}\). Note that the lowest entries of \(L\) (corresponding to the vertices with highest electrical closeness) are distributed on a significantly narrow interval. Hence, to achieve an accurate electrical closeness ranking of the top \(k\) vertices, one would need to solve the problem with very high accuracy. For this reason, all approximation algorithms we consider do not yield a precise top-\(k\) ranking, so that we (mostly) consider the complete ranking.

Using \texttt{pinv} in NumPy or Matlab as a baseline would be too expensive in terms of time (cubic) and space (quadratic) on large graphs (see Appendix D.2 for details on input graphs). Thus, as quality baseline we employ the LAMG solver [41] (see also next paragraph) as implemented within NetworKit [10] in our experiments (with \(10^{-9}\) tolerance). The results in Table 6 in Appendix E.4 indicate that the diagonal obtained this way is sufficiently accurate.

Competitors in Practice In practice, the fastest way to compute electrical closeness so far is to combine a dimension reduction via the Johnson-Lindenstrauss lemma [30] (JLT) with a numerical solver. In this context, Algebraic MultiGrid (AMG) solvers exhibit better empirical running time than fast Laplacian solvers with a worst-case guarantee [46]. For our experiments we use JLT combined with LAMG [41] (named Lamg-jlt); the latter is an AMG-type solver for complex networks. We also compare against a Julia implementation of JLT together with the fast Laplacian solver proposed by Kyng et al. [37], for which a Julia implementation is already available in the package \texttt{Laplacians.jl} [3]. This solver generates a sparse approximate Cholesky decomposition for Laplacian matrices with provable approximation guarantees in \(O(m \log^3 n \log(1/\epsilon))\) time; it is based purely on random sampling (and does not make use of graph-theoretic concepts such as low-stretch spanning trees or sparsifiers). We refer to the above implementation as Julia-jlt throughout the experiments. For both Lamg-jlt and Julia-jlt, we try different input error bounds (they correspond to the respective numbers next to the method names in Figure 1). This is a relative error, since these algorithms use numerical approaches with a relative error guarantee, instead of an absolute one (see Appendix E for results in terms of different quality measures).
Finally, we compare against the diagonal estimators due to Bekas et al. [8], one based on random vectors and one based on Hadamard rows. To solve the resulting Laplacian systems, we use LAMG in both cases. In our experiments, the algorithms are referred to as Bekas and Bekas-h, respectively. Excluded competitors are discussed in Appendix D.1.

5.2 Running Time and Quality

Figure 1a shows that, in terms of maximum absolute error, every configuration of UST achieves results with higher quality than the competitors. Even when setting \( \epsilon = 0.9 \), UST yields a maximum absolute error of 0.09, and it is 8.3× faster than Bekas with 200 random vectors, which instead achieves a maximum absolute error of 2.43. Furthermore, the running time of UST does not increase substantially for lower values of \( \epsilon \), and its quality does not deteriorate quickly for higher values of \( \epsilon \). Regarding the average of the maximum absolute error, Figure 1b shows that, among the competitors, Bekas-h with 256 Hadamard rows achieves the best precision. However, UST yields an average error of 0.07 while also being 25.4× faster than Bekas-h, which yields an average error of 0.62. Note also that the number next to each method in Figure 1 corresponds to different values of absolute (for UST) or relative (for Lamg-jlt, Julia-jlt) error bounds, and different numbers of samples (for Bekas, Bekas-h). For Bekas-h the number of samples needs to be a multiple of four due to the dimension of Hadamard matrices.

In Figure 1c we report the percentage of inverted pairs in the full ranking of \( \tilde{L}^\dagger \). Note that JLT-based approaches are not depicted in this plot, because they yield >15% of rank inversions. Among the competitors, Bekas achieves the best time-accuracy trade-off. However, when using 200 random vectors, it yields 4.3% inversions while also being 8.3× slower than UST with \( \epsilon = 0.9 \), which yields 2.1% inversions only.

For validation purposes, we also measure how well the considered algorithms compute the set (not the ranking) of top-\( k \) vertices, i.e., those with highest electrical closeness centrality, with \( k \in \{10, 100\} \). For each algorithm we only consider the parameter settings that yields the highest accuracy. JLT-based approaches appear to be very accurate for this purpose, as their top-\( k \) sets achieve a Jaccard index of 1.0. As expected (due to its absolute error guarantee), UST performs slightly worse: on average, it obtains 0.95 for \( k = 10 \) and 0.98 for
k = 100, which still shows a high overlap with the ground truth.

The memory consumption is shown and discussed in more detail in Appendix E.3. In summary, as our algorithm can discard each UST after its aggregation, it is rather space-efficient and requires less memory than the competitors.

5.3 Parallel Scalability

The log-log plot in Figure 4a (Appendix E.1) shows that on shared-memory UST achieves a moderate parallel scalability w.r.t. the number of cores; on 24 cores in particular it is 11.9× faster than on a single core. Even though the number of USTs to be sampled can be evenly divided among the available cores, we do not see a nearly-linear scalability: on multiple cores the memory performance of our NUMA system becomes a bottleneck. Therefore, the time to sample a UST increases and using more cores yields diminishing returns. Limited memory bandwidth is a known issue affecting algorithms based on graph traversals in general [6,43]. Finally, we compare the parallel performance of UST indirectly with the parallel performance of our competitors. More precisely, assuming a perfect parallel scalability for our competitors Bekas and Bekas-h on 24 cores, UST would yield results 4.1 and 12.6 times faster, respectively, even with this strong assumption for the competition’s benefit.

UST scales better in a distributed setting. In this case, the scalability is affected mainly by its non-parallel parts and by synchronization latencies. The log-log plot in Figure 4b shows that on up to 4 compute nodes the scalability is almost linear, while on 16 compute nodes UST achieves a 15.1× speedup w.r.t. a single compute node.

Figure 5 (Appendix E.1) shows the fraction of time that UST spends on different tasks depending on the number of cores. We aggregated over “Sequential Init.” the time spent on memory allocation, pivot selection, solving the linear system, the computation of the biconnected components, and on computing the tree $B_u$. In all configurations, UST spends the majority of the time in sampling, computing the DFS data structures and aggregating USTs. The total time spent on aggregation corresponds to “UST aggregation” and “DFS” in Figure 5, indicating that computing the DFS data structures is the most expensive part of the aggregation. Together, sampling time and total aggregation time account for 99.4% and 95.3% of the total running time on 1 core and 24 cores, respectively. On average, sampling takes 66.8% of this time, while total aggregation takes 31.2%. Since sampling a UST is on average 2.2× more expensive than computing the DFS timestamps and aggregation, faster sampling techniques would significantly improve the performance of our algorithm.

**Figure 2** Scalability of UST on random hyperbolic graphs ($\epsilon = 0.3$, 1 × 24 cores).
Table 1 Running time of UST on large real-world networks (16 × 24 cores).

| Network              | |V|  | |E|  | Time (s) | Time (s) |
|----------------------|---|---|---|---|---|---|---|
| petster-carnivore    | 601,213 | 15,661,775 | 16.8 | 4.8 |
| soc-pokec-relationships | 1,632,803 | 22,301,964 | 55.5 | 9.5 |
| soc-LiveJournal1     | 4,843,953 | 42,845,684 | 277.0 | 75.5 |
| livejournal-links    | 5,189,808 | 48,687,945 | 458.4 | 80.6 |
| orkut-links          | 3,072,441 | 117,184,899 | 71.8 | 19.9 |
| wikipedia_link_en    | 13,591,759 | 334,590,793 | 429.9 | 88.3 |

5.4 Scalability to Large Networks

Results on Synthetic Networks The log-log plots in Figure 2a show the average running time of UST (1 × 24 cores) on networks generated with the random hyperbolic generator from von Loos et al. [62]. For each network size, we take the arithmetic mean of the running times measured for five different randomly generated networks. Our algorithm requires 184 minutes for the largest inputs (with up to 83.9 million edges). Interestingly, Figure 2b shows that the algorithm scales slightly better than our theoretical bound predicts. In Appendix E.2, we present results on an additional graph class, namely R-MAT graphs. On these instances, the algorithm exhibits a similar running time behavior; however, the comparison to the theoretical bound is less conclusive.

Results on Large Real-World Networks In Table 1, we report the performance of UST in a distributed setting (16 × 24 cores) on large real-world networks. With \( \epsilon = 0.3 \) and \( \epsilon = 0.9 \), UST always runs in less than 8 minutes and 1.5 minutes, respectively.

6 Conclusions

We have proposed a new parallel algorithm for approximating \( \text{diag}(L^\dagger) \) of Laplacian matrices \( L \) corresponding to small-world networks. Compared to the main competitors, our algorithm is about one order of magnitude faster, it yields results with higher quality in terms of absolute error and ranking of \( \text{diag}(L^\dagger) \), and it requires less memory. The gap between the theoretical bounds and the much better empirical error yielded by our algorithm suggests that tighter bounds on the number of samples are a promising direction for future work. So is an improvement of the running time for high-diameter graphs, both in theory and practice.
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4 The random hyperbolic generator generates networks with a heavy-tailed degree distribution. We set the average degree to 20 and the exponent of the power-law distribution to 3.
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A Algorithmic Details and Omitted Proofs

A.1 Our Approximation Algorithm in More Detail

Overall algorithm Algorithm \(^1\) already receives the pivot vertex \(u\) as input. Lines 4 to 10 approximate the effective resistances. To do so, Lines 4 to 7 perform initializations: first, the estimate of the effective resistance is set to 0 for all vertices. Then the accuracy \(\eta\) of the linear solver is computed so as to ensure an absolute \(\epsilon\)-approximation for the whole algorithm. The BFS tree \(B_u\) with root \(u\) realizes shortest paths between \(u\) and all other vertices. The sample size \(\tau\) depends on the parameters \(\epsilon\) and \(\delta\), among others.

The first for-loop does the actual sampling and aggregation (the latter with Algorithm \(^2\)). Afterwards, Lines 11 to 14 fill the \(u\)-th column and the diagonal of \(L^\dagger\) — to the desired accuracy. Apart from that, the algorithm’s high-level ideas have been provided already in Section 3.1.

Algorithm 1 Approximation algorithm for \(\text{diag}(L^\dagger)\)

\begin{verbatim}
1: function APPROXDIAGLpinv(G, u, \(\epsilon\), \(\delta\))
2: Input: Undirected small-world graph \(G = (V,E)\), pivot \(u \in V\), error bound \(\epsilon > 0\), probability \(0 < \delta < 1\)
3: Output: \(\text{diag}(L^\dagger)\), i.e., an \((\epsilon, \delta)\)-approximation of \(\text{diag}(L^\dagger)\)
4: \(R[v] \leftarrow 0\) \(\forall v \in V\) \hspace{1cm} \(\triangleright \mathcal{O}(n)\)
5: Pick constant \(\kappa \in (0,1)\) arbitrarily; \(\eta \leftarrow \frac{\kappa \epsilon}{3\sqrt{\min\log n \cdot \text{diam}(G)}}\)
6: Compute BFS tree \(B_u\) of \(G\) with root \(u\) \hspace{1cm} \(\triangleright \mathcal{O}(n + m)\)
7: \(\tau \leftarrow \text{ecc}(u)^2 \cdot [\log(2m/\delta)/(2(1-\kappa)^2\epsilon^2)]\) \hspace{1cm} \(\triangleright \mathcal{O}(1)\)
8: for \(i \leftarrow 1\) to \(\tau\) do \hspace{1cm} \(\triangleright \tau\) times
9: Sample UST \(T_i\) of \(G\) with root \(u\) \hspace{1.5cm} \(\triangleright \mathcal{O}(m \log n)\)
10: \(R \leftarrow \text{AGGREGATE}(T_i, R, B_u)\) \hspace{1.5cm} \(\triangleright \mathcal{O}(n \log n)\)
11: Solve \(Lx = e_u - \frac{1}{n} \cdot 1\) for \(x\) (accuracy: \(\eta\)) \hspace{1cm} \(\triangleright \tilde{O}(m \log^{1/2} n \log(1/\eta))\)
12: \(L^\dagger[u,v] \leftarrow x[u]\) \hspace{1.5cm} \(\triangleright \mathcal{O}(1)\)
13: for \(v \in V\)’ do \hspace{1.5cm} \(\triangleright\) All iterations: \(\mathcal{O}(n)\)
14: \(L^\dagger[v,v] \leftarrow R[v]/\tau - x[u] + 2x[v]\)
15: return \(\text{diag}(L^\dagger)\)
\end{verbatim}

Remark 8. Due to the fact that Laplacian linear solvers provide a relative error guarantee (and not an absolute \(\pm \epsilon\) guarantee), the (relative) accuracy \(\eta\) for the initial Laplacian linear system (Lines 5 and 11) depends in a non-trivial way on our guaranteed absolute error \(\epsilon\). For details, see the proofs in Appendix A.4.

We also remark that the value of the constant \(\kappa\) does not affect the asymptotic running time (nor the correctness) of the algorithm. However, it does affect the empirical running time by controlling which fraction of the error budget is invested into solving the initial linear system vs. UST sampling.

A.1.1 Aggregation algorithm

Algorithm \(^2\) depicts the pseudocode of the tree aggregation algorithm that is discussed in Section 3.2. Here, \(\alpha(\cdot)\) and \(\Omega(\cdot)\) denote our DFS discovery and finish timestamps, respectively. The test whether \((a, b)\) [or \((b, a)\)] is in \(T\) is carried out in Line 7 [or Line 10] respectively. If that is indeed the case, Line 8 [or Line 11] checks whether \(v\) is below \((a, b)\) [or \((b, a)\), respectively]. If that is the case, the effective resistance estimate is adapted in Line 9 [Line 12].
Algorithm 2 Aggregation of T’s contribution to $R[\cdot]$

1: function AGGREGATE($T, R, B_n$)
2: Input: spanning tree $T$, array of effective resistance estimates $R$, shortest-path tree $B_n$
3: Output: $R$ updated with $T$’s contribution
4: \{\alpha, \Omega\} $\gets$ DFS($T$) $\triangleright \alpha(v), \Omega(v)$: discovery/finish times of $v$
5: for $v \in V'$ do
6: \quad for $(a, b) \in P(v)$ obtained from $B_n$ do
7: \quad \quad if $parent(b) = a$ then
8: \quad \quad \quad if $\alpha(b) < \alpha(v)$ and $\Omega(v) < \Omega(b)$ then
9: \quad \quad \quad \quad $R[v] \leftarrow R[v] + 1$
10: \quad \quad else if $parent(a) = b$ then
11: \quad \quad \quad if $\alpha(a) < \alpha(v)$ and $\Omega(v) < \Omega(a)$ then
12: \quad \quad \quad \quad $R[v] \leftarrow R[v] - 1$
13: return $R$

A.1.2 Parallelism

Algorithm 1 can be parallelized by sampling and aggregating USTs in parallel. This yields a work-efficient parallelization in the work-depth model. The depth of the algorithm is dominated by (i) computing the BFS tree $B_n$, (ii) sampling each UST (Line 9) and (iii) solving the Laplacian linear system (Line 11). With current algorithms, the latter two procedures have depth $O(m \log n)$ and $\tilde{O}(m \log^2 n \log(1/\eta))$, respectively (simply by executing them sequentially). We note that parallelizing the loops of Algorithm 2 results in a depth of $O(n)$ for Algorithm 2 however, this does not impact the depth of Algorithm 1. We also note that by using a parallel Laplacian solver, the depth of solving the initial linear system becomes polylogarithmic \[52\]. Nevertheless, real-world implementations show a good parallelization behavior by parallelizing only Algorithm 1 (see Sections 4 and 5); consequently, we do not focus on parallelizing the sampling itself.

A.2 Wilson’s UST Algorithm

Given a path $P$, its loop erasure is a simple path created by removing all cycles of $P$ in chronological order. Wilson’s algorithm grows a sequence of sub-trees of $G$ in our case starting with $u$ as root of $T$. Let $M = \{v_1, \ldots, v_{n-1}\}$ be an enumeration of $V \setminus \{u\}$. Following the order in $M$, a random walk starts from every unvisited $v_i$ until it reaches (some vertex in) $T$ and its loop erasure is added to $T$.

Proposition 9 \([63\), comp. \[28\]. For a connected and unweighted undirected graph $G = (V, E)$ and a vertex $u \in V$, Wilson’s algorithm samples a uniform spanning tree of $G$ with root $u$. The expected running time is the mean hitting time of $G$, $\sum_{v \in V'} \pi_G(v)\kappa_G(v, u)$, where $\pi_G(v)$ is the probability that a random walk stays at $v$ in its stationary distribution and where $\kappa_G(v, u)$ is the commute time between $v$ and $u$.

Lemma 10. Let $G$ be as in Proposition 9. Its mean hitting time can be rewritten as $\sum_{v \in V'} \deg(v) \cdot r(u, v)$, which is $O(\text{ecc}(u) \cdot m)$. In small-world graphs, this is $O(m \log n)$.

Proof. (of Lemma 10) First, we replace $\pi_G(v)$ by $\frac{\deg(v)}{\text{vol}(G)}$ in the sum \[42\]. By using the well-known relation $\kappa_G(v, u) = \text{vol}(G) \cdot r(v, u)$ \[19\], the volumes cancel and we obtain $\sum_{v \in V'} \deg(v) \cdot r(u, v)$. We can bound this from above by $\sum_{v \in V'} \deg(v) \cdot \text{dist}(u, v) \leq \text{vol}(G) \cdot \text{ecc}(u)$, because effective resistance is never larger than the graph distance \[22\]. In unweighted graphs, $\text{vol}(G) = 2m$ and in undirected graphs $\text{ecc}(u) \leq \text{diam}(G)$ for all $u \in V$, which proves the claim. \(\triangleright\)
A.3 Proof of Lemma 2

Proof. (of Lemma 2) DFS in T takes $O(n)$ time since T is a spanning tree. Furthermore, Algorithm 2 loops over $O(f^2(u))$ vertex-edge pairs (as $|P(v)| = \text{dist}(u, v)$), with $O(1)$ query time spent per pair. Since no path to the root in $B_u$ is longer than $\text{ecc}(u)$, we obtain $O(n \cdot \text{ecc}(u))$, which is by definition $O(n \cdot \text{diam}(G))$. ▶

A.4 Proof of Theorem 3

The proof of our main theorem makes use of Hoeffding’s inequality. In the inequality’s presentation, we follow Hayashi et al. [28].

Lemma 11. Let $X_1, \ldots, X_r$ be independent random variables in $[0, 1]$ and $X = \sum_{i \in [r]} X_i$. Then for any $0 < \epsilon < 1$, we have

$$\Pr[|X - \mathbb{E}[X]| > \epsilon r] \leq 2 \exp(-2\epsilon^2 r).$$

Before we can prove Theorem 3, we need auxiliary results on the equivalence of norms. For this purpose, let $||x||_L := \sqrt{x^T L x}$ for any $x \in \mathbb{R}^n$. Note that $\cdot ||L$ is a norm on the subspace of $\mathbb{R}^n$ with $x \perp 1$. We show that:

Lemma 12. Let $G = (V, E)$ be a connected undirected graph with $n$ vertices and $m$ edges. Moreover, let $L$ be its Laplacian matrix and $\lambda_2$ the second smallest eigenvalue of $L$. The volume of $G$, $\text{vol}(G)$, is the sum of all (possibly weighted) vertex degrees.

For any $x \in \mathbb{R}^n$ with $x \perp 1$ we have:

$$\sqrt{\lambda_2} \cdot \|x\|_\infty \leq \|x\|_L \leq \sqrt{2 \text{vol}(G)} \cdot \|x\|_\infty.$$  

Proof. Since $L$ is positive semidefinite, it can be seen as a Gram matrix and written as $K^2 K$ for some real matrix $K$. The second smallest eigenvalue of $K$ is then $\sqrt{\lambda_2}$ and we can write:

$$\sqrt{\lambda_2} \cdot \|x\|_\infty \leq \sqrt{\lambda_2} \cdot \|x\|_2 = \|Kx\|_2 \leq \|Kx\|_2 = \|x\|_L.$$  

The first, second, and last (in)equality in Eq. (12) follow from basic linear algebra facts, respectively. The third inequality follows from the Courant-Fischer theorem, since the eigenvector corresponding to the smallest eigenvalue $0, 1$, is excluded from the subspace of $x$ (comp. for example Ch. 3.1 of Ref. [55]).

Using the quadratic form of the Laplacian matrix, we get:

$$\|x\|_L = \left(\sum_{(i,j) \in E} w(u,v)(x[i] - x[j])^2\right)^{1/2} \leq \left(\frac{1}{2} \text{vol}(G) \cdot (2\|x\|_\infty)^2\right)^{1/2} = \sqrt{2 \text{vol}(G)} \cdot \|x\|_\infty.$$  

We are now in the position to prove our main result:

Proof. (of Theorem 3) Solving the initial linear system with the solver by Cohen et al. [20] takes $O(m \log^{1/2} n \cdot \log(1/\eta))$ time to achieve a relative error bound of $\|x - x\|_L \leq \eta \|x\|_L$. Here, $x$ is the true solution, $\tilde{x}$ the estimate, and $\|x\|_L = \sqrt{x^T L x}$. To make this error bound compatible with the absolute error we pursue, we first note that $\sqrt{\lambda_2} \cdot \|\tilde{x}\|_\infty \leq \|\tilde{x}\|_L \leq \sqrt{2 \text{vol}(G)} \cdot \|\tilde{x}\|_\infty$, and therefore, we obtain:

$$\|x - \tilde{x}\|_L \leq \eta \|x\|_L.$$  

This completes the proof of Theorem 3. ▶
\[\sqrt{2\text{vol}(G)} \cdot \|\tilde{x}\|_{\infty} \text{ (Lemma 12)}\text{, where } \lambda_2 \text{ is the second smallest eigenvalue of } L. \text{ We may use Lemma 12 as } \tilde{x} \text{ and } x \text{ are both perpendicular to } 1 \text{ (since the image of } L \text{ is perpendicular to its kernel, which is } 1). \text{ It is known that } \lambda_2 \geq 4/(n \cdot \text{diam}(G)) \text{. Hence, if we set } \eta := \frac{\kappa \epsilon}{3 \sqrt{mn \log n \cdot \text{diam}(G)}}\text{, we get for small-world graphs:}

\[
\|\tilde{x} - x\|_{\infty} \leq \frac{1}{\sqrt{\lambda_2}} \cdot \|\tilde{x} - x\|_L \leq \frac{\eta}{\sqrt{4/(n \cdot \text{diam}(G))}} \cdot \|x\|_L \leq \frac{\eta \sqrt{n \log n}}{2} \cdot 2\sqrt{m} \cdot \|x\|_{\infty} = \frac{\kappa \epsilon}{3 \text{diam}(G)} \|x\|_{\infty} \leq \frac{\kappa \epsilon}{3 \text{diam}(G)} \text{ diam}(G) \leq \frac{\kappa \epsilon}{3}.
\]

The last inequality follows from the fact that \( x \) expresses potentials scaled by \( 1/n \), arising from \( n - 1 \) (scaled) effective resistance problems fused together. The maximum norm of \( x \) can thus be bounded by \( (n - 1)^{1/2} r(u, v) \leq \text{diam}(G) \), because \( r(\cdot, \cdot) \) is bounded by the graph distance.

Taking Eq. (7) into account, this means that the maximum error of a diagonal value in \( L^\dagger \) as a consequence from the linear system can be bounded by \( \kappa \epsilon \). The resulting running time for the solver is then \( \tilde{O}(m \log^{1/2} n \log(\frac{2\sqrt{mn \log n \cdot \text{diam}(G)}}{\kappa \epsilon})) = \tilde{O}(m \log^{1/2} n \log(n/\epsilon)) \).

The main bottleneck is the loop that samples \( \tau \) USTs and aggregates their contribution in each iteration. According to Lemma 10, sampling takes \( O(m \log n) \) time per tree in small-world graphs. Aggregating a tree’s contribution is less expensive (Lemma 2).

Let us determine next the sample size \( \tau \) that allows the desired guarantee. To this end, let \( \epsilon' := (1 - \kappa) \epsilon \) denote the possible absolute error for the effective resistance estimates. Plugging \( \tau := \text{ecc}(u)^2 \cdot \lfloor \log(2m/\delta) / (2(\epsilon')^2) \rfloor \) into Hoeffding’s inequality (Lemma 11), yields for each single edge \( e \in E \) and its estimated electrical flow \( \tilde{f}(e) \): \( \Pr[|\tilde{f}(e) - f(e)| \geq \epsilon'/\text{ecc}(u)] \geq 1 - \delta/m \).

Using the union bound, we get that \( \Pr[|\tilde{f}(e) - f(e)| \geq \epsilon'/\text{ecc}(u)] \) for all \( e \in E \) at the same time holds with probability \( \geq 1 - \delta \). Since for all \( v \) the path length \( |P(v)| \) is bounded by \( \text{ecc}(u) \), another application of the union bound yields that \( \Pr[|R[v]| \geq r(u, v) \pm \epsilon'] \geq 1 - \delta \). ☑

### A.5 Proof of Lemma 6

**Proof.** Recall that the normalized random-walk betweenness is expressed as follows (Eq. 6):

\[
c_b(v) = \frac{1}{n} + \frac{1}{n - 1} \sum_{t \neq v} \left( M^{-1}[t, t] - M^{-1}[t, v] \right)
\]

where \( M := L + P \) with \( L \) the Laplacian matrix and \( P \) the projection operator onto the zero eigenvector of the Laplacian such that \( P[i, j] = 1/n \). We also have \( L^\dagger := (L + P)^{-1} - P \) and thus we can replace \( M^{-1} \) with \( L^\dagger + P \). Then, for the numerator of Eq. (6) we have:

\[
\sum_{t \neq v} \left( M^{-1}[t, t] - M^{-1}[t, v] \right) = \sum_{t \neq v} \left( L^\dagger[t, t] - L^\dagger[t, v] + P[t, v] \right) = \sum_{t \neq v} \left( L^\dagger[t, t] - L^\dagger[t, v] \right) = \text{tr}(L^\dagger) - L^\dagger[v, v] - \sum_{t \neq v} L^\dagger[t, v] = \text{tr}(L^\dagger).
\]

(15)
The second equality holds because \( \sum_{t \neq v} (P[t, v] - P[t, t]) = 0 \) for all \( t, v \in V \). The final equality holds since \( \sum_{t \neq v} L^t[t, v] = -L^t[v, v] \) for all \( v \in V \).

Then, for the denominator we have:

\[
(n - 1) \sum_{t \neq v} (M^{-1}[t, t] + M^{-1}[v, v] - 2M^{-1}[t, v]) =
\]

\[
(n - 1) \sum_{t \neq v} (L^t[t, t] + P[t, t] + L^t[v, v] + P[v, v] - 2L^t[t, v] - 2P[t, v]) =
\]

\[
(n - 1) \sum_{t \neq v} (L^t[t, t] + L^t[v, v] - 2L^t[t, v]) =
\]

\[
(n - 1) f^t(v). \tag{16}
\]

The second equality holds since \( \sum_{t \neq v} P[t, t] + P[v, v] - 2P[t, v] = 0 \) for all \( t, v \in V \) and the last equality due to Eq. (3) and the definition of electrical farness. The claim follows from combining Eqs. (15) and (16).

\( \blacktriangleleft \)

## B Kirchhoff Index and Related Centralities

### B.1 Description

The sum of the effective resistance distances over all pairs of vertices is an important measure for network robustness known as the Kirchhoff index \( K(G) \) or (effective) graph resistance \([21,32]\). The Kirchhoff index is often computed via the closed-form expression \( K(G) = n \text{tr}(L^t) \) \([32]\), where the trace is the sum of the diagonal elements. Li and Zhang \([40]\) recently adapted the Kirchhoff index to obtain two edge centrality measures for \( e \in E \):

(i) \( C_\theta(e) := n \text{tr}(L^t | \theta e) \), where \( L \setminus \theta e \) corresponds to a graph in which edge \( e \) has been down-weighted according to a parameter \( \theta \) and

(ii) \( C_{\theta}^\Delta(e) := C_\theta(e) - K(G) \), which quantifies the difference of the Kirchhoff indices between the new and the original graph.

### B.2 Related Work

To calculate the Kirchhoff edge centralities, Ref. \([40]\) uses techniques such as partial Cholesky factorization \([37]\), fast Laplacian solvers and the Hutchinson estimator. For \( C_{\theta}^\Delta(e) \), which is the more interesting measure in our context, they propose an \( \epsilon \)-approximation algorithm that approximates \( C_{\theta}^\Delta(e) \) for all edges in \( O(m \epsilon^{-2} \theta^{-2} \log^{2.5} n \log(1/\epsilon)) \) time (up to polylogarithmic factors). The algorithm uses the Sherman-Morrison formula \([56]\), which gives a fractional expression of \( (L^t \setminus \theta e - L^t) \). The numerator is approximated by the Johnson-Lindenstrauss lemma, and the denominator by effective resistance estimates for all edges.

### B.3 Kirchhoff Index and Edge Centralities

It is easy to see that Algorithm 1 can approximate Kirchhoff Index, exploiting the expression \( K(G) = n \text{tr}(L^t) \) \([32]\). As a direct consequence, we have:

\( \blacktriangleleft \)

**Proposition 13.** Let \( G \) be a small-world graph as in Theorem 3. Then, Algorithm 1 approximates with high probability \( K(G) \) with absolute error \( \pm \epsilon \) in \( O(m \log^2 n \cdot \epsilon^{-2}) \) time.

\( \blacktriangleleft \)
We also observe that we can use a component of Algorithm 1 to approximate $C^A_\theta(e)$. Recall that $C^A_\theta(e) = C_\theta(e) - K(G) = n(\text{tr}(L^1 \setminus \theta) - \text{tr}(L^1))$. Using the Sherman-Morrison formula, as done in Ref. [40], we have:

\[
C^A_\theta(e) = n(1 - \theta) \frac{w(e) \text{tr}(L^1 b_e, b_e^\top L^1)}{1 - (1 - \theta)w(e)b_e^\top L^1 b_e},
\]

(17)

where $b_e$ for $e = (u, v)$ is the vector $e_u - e_v$.

Ref. [40] approximates $C^A_\theta(e)$ with an algorithm that runs in $O(m\theta^{-2} \log^{-2} n \log(1/\epsilon) \cdot \epsilon^{-2})$ time. The algorithm is dominated by the denominator of Eq. (17), which runs in $O(m\theta^{-2} \log^{-2} n \log(\log\log n) \cdot \epsilon^{-2})$. For the numerator of Eq. (17), they use the following Lemma:

\begin{itemize}
  \item \textbf{Lemma 14.} (paraphrasing from Ref. [40]) Let $L$ be a Laplacian matrix and $\epsilon$ a scalar such that $0 < \epsilon < 1/2$. There is an algorithm that achieves an $\epsilon$-approximation of the numerator of Eq. (17) with high probability in $O(m \log^{1.5} n \log(1/\epsilon) \cdot \epsilon^{-2})$ time.
\end{itemize}

The algorithm in Lemma 14 uses the Monte-Carlo estimator with $O(\epsilon^{-2} \log n)$ random vectors $z_i$, to calculate the trace of the implicit matrix $y_i^\top b_i b_i^\top y_i$, where $y_i$ is the approximate solution of $y_i := L^1 z_i$ – derived from solving the corresponding linear system involving $L$. For each system, the Laplacian solver runs in $O(m \log^{1.5} n \log(1/\epsilon))$ time.

We notice that a UST-based sampling approach works again for the denominator: The denominator is just $1 - (1 - \theta)w(e)r(e)$, where $e \in E$ ($r(e) = b_e^\top L^1 b_e$). Approximating $r(e)$ for every $e \in E$ then requires sampling USTs and counting for each edge $e$ the number of USTs it appears in. Moreover, we only need to sample $q = \lceil 2\epsilon^{-2} \log(2m/\delta) \rceil$ to get an $\epsilon$-approximation of the effective resistances for all edges (using Theorem 8 in Ref. [28]). Since $r(e)$ are approximate, we need to bound their approximation when subtracted from 1. Following Ref. [40], we use the fact that $0 < \theta < 1$ and that for each edge $w(e)r(e)$ is between 0 and 1, bounding the denominator. The above algorithm can be used to approximate the denominator of Eq. (17) with absolute error $\pm \epsilon$ in $O(m \log^2 n \cdot \epsilon^{-2})$ time. Combining the above algorithm and Lemma 14 it holds that:

\begin{itemize}
  \item \textbf{Proposition 15.} Let $G = (V, E)$ be a small-world graph as in Theorem 3. Then, there is an algorithm (using Lemma 14 and our Wilson-based sampling algorithm) that approximates with high probability $C^A_\theta(e)$ for all $e \in E$ with absolute error $\pm \epsilon$ in $O(m \log^2 n \log(1/\epsilon) \cdot \epsilon^{-2})$ time.
\end{itemize}

\section{Detailed Engineering Aspects}

\subsection{UST Generation, Pivot Selection, and the Linear System}

Wilson’s algorithm [63] using loop-erased random walks is the best choice in practice for UST generation and also the fastest asymptotically for unweighted small-world graphs. A fast random number generator is required for this algorithm; our code uses PCG32 [51] for this purpose. For our implementation we use a variant of Wilson’s algorithm to sample each tree, proposed by Hayashi et al. [28]: first, one computes the biconnected components of $G$, then applies Wilson to each biconnected component, and finally combines the component trees to a UST of $G$. In each component, we use a vertex with maximal degree as root for Wilson’s algorithm. Using this approach, Hayashi et al. [28] experienced an average performance improvement of around 40% on sparse graphs compared to running Wilson directly.

As a consequence of Theorem 3 the pivot vertex $u$ should be chosen to have low eccentricity. As finding the vertex with lowest eccentricity with a naive APSP approach would be too
expensive, we compute a lower bound on the eccentricity for all vertices of the graph and choose \( u \) as the vertex with the lowest bound. These bounds are computed using a strategy analogous to the double sweep lower bound by Magnien et al. [45]: we run a BFS from a random vertex \( v \), then another BFS from the farthest vertex from \( v \), and so on. At each BFS we update the bounds of all the visited vertices; an empirical evaluation has shown that 10 iterations yield a reasonably accurate approximation of the vertex with lowest eccentricity.

As a result from preliminary experiments, we use a general-purpose Conjugate Gradient (CG) solver for the single (sparse) Laplacian linear systems, together with a diagonal preconditioner. We choose the implementation of the C++ library Eigen [27] for this purpose and found that the accuracy parameter \( \kappa = 0.3 \) yields a good trade-off between the CG and UST sampling steps.

C.2 Parallel Implementation

**Shared memory** Our implementation uses OpenMP for shared-memory parallelism. We aggregate \( R[i] \) in thread-local vectors and perform a final parallel reduction over all \( R[i] \). We found that on the graphs that we can handle in shared memory, no sophisticated load balancing strategies are required to achieve reasonable scalability.

**Distributed memory** We provide an implementation of our algorithm for replicated graphs in distributed memory that exploits hybrid parallelism based on MPI + OpenMP. On each compute node, we take samples and aggregate \( R[i] \) as in shared memory. Compared to the shared-memory implementation, however, our distributed-memory implementation exhibits two main peculiarities: (i) we still solve the initial Laplacian system on a single compute node only; we interleave, however, this step with UST sampling on other compute nodes, and (ii) we employ explicit load balancing. The choice to solve the initial system on a single compute node only is done to avoid additional communication among nodes. In fact, we only expect distributed CG solvers to outperform this strategy for inputs that are considerably larger than the largest graphs that we consider. Furthermore, since we interleave this step of the algorithm with UST sampling on other compute nodes, our strategy only results in a bottleneck on input graphs where solving a single Laplacian system is slower than taking all UST samples – but these inputs are already “easy”.

For load balancing, the naive approach would consist of statically taking \( \lceil \tau/p \rceil \) UST samples on each of the \( p \) compute nodes. However, in contrast to the shared-memory case, this does not yield satisfactory scalability. In particular, for large graphs, the running time of the UST sampling step has a high variance. To alleviate this issue, we use a simple dynamic load balancing strategy: periodically, we perform an asynchronous reduction (MPI_Iallreduce) to calculate the total number of UST samples taken so far (over all compute nodes). Afterwards, each compute node calculates the number of samples that it takes before the next asynchronous reduction (unless more than \( \tau \) samples were taken already, in which case the algorithm stops). We compute this number as \( \lceil \tau/(b \cdot p^2) \rceil \) for fixed constants \( b \) and \( \xi \). We also overlap the asynchronous reduction with additional sampling to avoid idle times. Finally, we perform a synchronous reduction (MPI_Reduce) to aggregate \( R[i] \) on a single compute node before outputting the resulting diagonal values. By parameter tuning [4], we found that choosing \( b = 25 \) and \( \xi = 0.75 \) yields the best parallel scalability.
D Experimental Settings

D.1 Excluded Competitors

PSelInv [29] is a distributed-memory tool for computing selected elements of $A^{-1}$ — exactly those that correspond to the non-zero entries of the original matrix $A$. However, when a smaller set of elements is required (such as $\text{diag}(L^\top)$), PSelInv is not competitive on our input graphs: preliminary experiments of ours have shown that even on 4 $\times$ 24 cores PSelInv is one order of magnitude slower than a sequential run of our algorithm.

Another conceivable way to compute $\text{diag}(L^\top)$ is to extract the diagonal from a low-rank approximation of $L^\top$ [14] using a few eigenpairs. However, our experiments have shown that this method is not competitive — neither in terms of quality nor in running time.

Hence, we do not include Refs. [14,29] in the presentation of our experiments.

D.2 Instance Statistics

Tables 2, 3, 4, and 5 depict detailed statistics about the real-world instances used in our experiments.

Table 2 Medium-size instances with ground truth

| Network                   | Type | ID | $|V|$  | $|E|$  | diam | ecc(u) |
|---------------------------|------|----|-------|-------|------|--------|
| slashdot-zoo              | social | sz  | 79,116 | 467,731 | 12   | 6      |
| petster-cat-household     | social | pc  | 68,315 | 494,562 | 10   | 6      |
| wikipedia_link_ckb        | web   | wc  | 60,257 | 801,794 | 13   | 7      |
| wikipedia_link_fy         | web   | uf  | 65,512 | 921,533 | 10   | 5      |
| loc-gowalla_edges         | social | lg  | 196,591 | 950,327 | 16   | 8      |
| petster-dog-household     | social | pd  | 255,968 | 2,148,090 | 11   | 6      |
| livemocha                 | social | lm  | 104,103 | 2,193,083 | 6    | 4      |
| petster-catdog-household  | social | pa  | 324,249 | 2,642,635 | 12   | 7      |

Table 3 Medium-sized instances without ground truth

| Network     | Type | ID | $|V|$  | $|E|$  | diam | ecc(u) |
|-------------|------|----|-------|-------|------|--------|
| eat         | words | ea  | 23,132 | 297,094 | 6    | 4      |
| web-NotreDame | web | vn  | 325,729 | 1,090,108 | 46   | 23     |
| citeseer     | citation | cs | 365,154 | 1,721,981 | 34   | 18     |
| wikipedia_link_ml | web | vm | 131,288 | 1,743,937 | 12   | 7      |
| wikipedia_link_bn | web | vb | 225,970 | 2,183,246 | 11   | 6      |
| flickrEdges  | images | fe | 105,722 | 2,316,668 | 9    | 6      |
| petster-dog-friend | social | pr | 426,485 | 8,543,321 | 11   | 7      |
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Table 4 Large instances

| Network                  | Type    | $|V|$   | $|E|$   | diam | ecc($u$) |
|-------------------------|---------|--------|--------|------|----------|
| hyves                   | social  | 1,402,673 | 2,777,419 | 10   | 7        |
| com-youtube             | social  | 1,134,890 | 2,987,624 | 24   | 12       |
| flixster                | social  | 2,523,386 | 7,918,801 | 8    | 4        |
| petster-catdog-friend    | social  | 575,277  | 13,990,793 | 13   | 7        |
| flickr-links            |         | 1,624,991 | 15,473,043 | 24   | 12       |

Table 5 Large instances used only on $16 \times 24$ cores.

| Network                      | Type                      | $|V|$     | $|E|$     | diam | ecc($u$) |
|------------------------------|---------------------------|----------|----------|------|----------|
| petster-carnivore            | social                    | 601,213  | 15,661,775 | 15   | 8        |
| soc-pokec-relationships      | social                    | 1,632,803 | 22,301,964 | 14   | 8        |
| soc-LiveJournal1             | social                    | 4,843,953 | 42,845,684 | 20   | 10       |
| livejournal-links            | social                    | 5,189,808 | 48,687,945 | 23   | 12       |
| orkut-links                  | social                    | 3,072,441 | 117,184,899 | 10   | 6        |
| wikipedia_link_en            | web                       | 13,591,759 | 334,590,793 | 12   | 7        |

D.3 Relative Error Quality Measures

Because our algorithm computes an absolute $\pm \epsilon$-approximation of $\text{diag}(L^\dagger)$ with high probability, it is expected to yield better results in terms of maximum absolute error and ranking than numerical approaches with a relative error guarantee. Indeed, as we show in Appendix E, the quality assessment changes if we consider quality measures based on a relative error such as:

$$L_{1\text{rel}} := \frac{\|\text{diag}(L^\dagger) - \text{diag}(\tilde{L}^\dagger)\|_1}{\|\text{diag}(L^\dagger)\|_1},$$

$$L_{2\text{rel}} := \frac{\|\text{diag}(L^\dagger) - \text{diag}(\tilde{L}^\dagger)\|_2}{\|\text{diag}(L^\dagger)\|_2},$$

and

$$E_{\text{rel}} := \text{gmean}_{i} \frac{|L_{ii}^\dagger - \tilde{L}_{ii}^\dagger|}{L_{ii}^\dagger}.$$

E Additional Experimental Results

Figure 3 shows that, when assessing the error in terms of $L_{1\text{rel}}$, $L_{2\text{rel}}$, or $E_{\text{rel}}$, for the same running time UST yields results that are still better in terms of quality than the competitors’, but not by such a wide margin. This can be explained by the fact that the numerical solvers used by our competitors often employ measures analogous to $L_{1\text{rel}}$ and $L_{2\text{rel}}$ in their stopping conditions.
Figure 3 L1rel, L2rel, and Erel w.r.t. the running time of our algorithm with $\epsilon = 0.9$. All data points are aggregated using the geometric mean over the instances of Table 2.

(a) Geometric mean of the speedup of UST on multiple cores (shared memory) w.r.t. a sequential run. Data points are aggregated over the instances of Tables 2 and 3.

(b) Geometric mean of the speedup of UST on multiple compute nodes w.r.t. UST on a single compute node ($1 \times 24$ cores). Data points are aggregated over the instances of Tables 2, 3, and 4.

Figure 4 Parallel scalability of UST ($\epsilon = 0.3$) with shared and with distributed memory.

E.1 Parallel Scalability

Figures 4 and 5 report additional results regarding parallel scalability of UST.

E.2 Scalability on R-MAT Graphs

In Figure 6 we report additional results about the scalability of UST w.r.t. the graph size using the R-MAT model. For this experiment we use the Graph500 parameter setting (i.e., edge factor 16, $a = 0.57$, $b = 0.19$, $c = 0.19$, and $d = 0.05$). The algorithm requires only 18 minutes on inputs with up to 134.2 million edges. In particular, since these graphs have a nearly-constant diameter, our algorithm is faster than on random hyperbolic graphs. Qualitatively, it exhibits a similar scalability.
Approximation of $\text{diag}(L^\dagger)$ for Complex Network Analysis

Figure 5 Breakdown of the running times of UST with $\epsilon = 0.3$ w.r.t. #of cores on $1 \times 24$ cores. Data is aggregated with the geometric mean over the instances of Tables 2 and 3.

Figure 6 Scalability of UST on R-MAT graphs ($\epsilon = 0.3$, $1 \times 24$ cores).

E.3 Memory Consumption

Finally, we measure the peak memory consumption of all the algorithms while running sequentially on the instances of Tables 2 and 3. More precisely, we subtract the peak resident set size before launching the algorithm from the peak resident set size after the algorithm finished. Figure 7 shows that UST requires less memory than the competitors on all the considered instances. This can be explained by the fact that, unlike its competitors, our algorithm does not rely on Laplacian solvers with considerable memory overhead. For the largest network in particular, the peak memory is $487.0$ MB for UST, and at least $1.6$ GB for the competitors.

Figure 7 Difference between the peak resident set size before and after a sequential run of each algorithm on the instances of Tables 2 and 3.
### E.4 Baseline

Table 6 Precision of the diagonal entries computed by the LAMG solver (tolerance: $10^{-9}$) compared with the ones computed by the Matlab `pinv` function.

| Network             | Type          | $|V|$ | $|E|$ | diam. | max. $\|L^*_i - L^i\|$ | $E_{rel}$ | $L1_{rel}$ | $L2_{rel}$ | Ranking |
|---------------------|---------------|------|------|-------|---------------------|----------|------------|------------|---------|
| moreno-lesmis        | characters    | 77   | 254  | 5     | 0.000,0             | 0.00%    | 0.00%      | 0.00%      | 0.48%   |
| petster-hamster      | social        | 874  | 4,003 | 8     | 0.000,6             | 0.23%    | 0.13%      | 0.07%      | 0.02%   |
| subelj-euroroad      | infrastructure| 1,039| 1,305| 62    | 0.003,1             | 0.12%    | 0.09%      | 0.05%      | 0.00%   |
| arenas-email         | communication | 1,133| 5,451| 8     | 0.000,2             | 0.13%    | 0.07%      | 0.03%      | 0.00%   |
| dimacs10-polblogs    | web           | 1,222| 16,714| 8     | 0.000,2             | 0.18%    | 0.07%      | 0.02%      | 0.01%   |
| maayan-faa           | infrastructure| 1,226| 2,408| 17    | 0.000,5             | 0.08%    | 0.06%      | 0.03%      | 0.00%   |
| petster-hamster-friend| social     | 1,788| 12,476| 14    | 0.000,3             | 0.15%    | 0.07%      | 0.02%      | 0.01%   |
| petster-hamster      | social        | 2,000| 16,098| 10    | 0.000,1             | 0.09%    | 0.04%      | 0.02%      | 0.01%   |
| wikipedia-link-lo    | web           | 3,733| 82,977| 9     | 0.000,1             | 0.05%    | 0.02%      | 0.01%      | 0.03%   |
| advogato             | social        | 5,042| 39,227| 9     | 0.000,1             | 0.03%    | 0.02%      | 0.01%      | 0.01%   |
| p2p-Gnutella06       | computer      | 8,717| 31,525| 10    | 0.000,0             | 0.01%    | 0.01%      | 0.00%      | 0.00%   |
| p2p-Gnutella05       | computer      | 8,842| 31,837| 9     | 0.000,1             | 0.02%    | 0.01%      | 0.01%      | 0.00%   |