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ABSTRACT Price forecasting is at the center of decision making in electricity markets. Much research has been done in forecasting energy prices for a single market while little research has been reported on forecasting price difference between markets, which presents higher volatility and yet plays a critical role in applications such as virtual trading. To this end, this paper takes the first attempt at it and employs novel deep learning architecture with Bidirectional Long-Short Term Memory (LSTM) units and Sequence-to-Sequence (Seq2Seq) architecture to forecast nodal price difference between day-ahead and real-time markets. In addition to value prediction, these deep learning architectures are also used to develop classification models to predict the price difference bands/ranges. The proposed methods are tested using historical PJM market data, and evaluated using Root Mean Squared Error (RMSE) and other customized performance metrics. Case studies show that both deep learning methods outperform common methods including ARIMA, XGBoost and Support Vector Regression (SVR) methods. More importantly, the deep learning methods can capture the magnitude and timing of price difference spikes. Numerical results show the Seq2Seq model performs particularly well and demonstrates generalization capability to extended forecasting lead time.

INDEX TERMS Electricity markets, DA/RT price difference, forecasting, long-short term memory, LSTM, sequence to sequence, Seq2Seq, deep learning.

I. INTRODUCTION

With the development of competitive deregulated electricity markets, electricity price forecasting has become crucial for market participants: precise short-term forecast of electricity prices is decisive for generation companies (GENCOs) to develop optimal bidding strategies and participate in electricity markets, and thereby maximize their revenue. Medium-term forecast of electricity prices is exploited by power producers to commit to favorable bilateral contracts. In the long-term, GENCOs leverage the electricity price forecasting to make investment decisions for maintenance planning and generation capacity planning. Moreover, short-term and medium-term forecast of electricity prices is utilized by large consumers and load serving entities (LSEs) to optimally bid in the electricity market and enter into favorable bilateral contracts [1]–[11].

Market clearing price (MCP) is the fundamental pricing concept in wholesale electricity markets, and there is only one MCP for the entire power network in the absence of
transmission congestion; but for a congested network, the electricity price may be dissimilar at different locations, and thus, termed as locational marginal price (LMP) [6]. Volatility is the most distinct characteristic of the electricity price: dissimilar to load, the electricity price is non-homogeneous and displays minimal cyclic property which renders it challenging to forecast [2]. The price volatility and spikes can be instigated by many factors, including load uncertainties, generation uncertainties, transmission network congestion, fluctuating fuel prices, market participants’ behavior, and weather conditions [2].

LMPs in day-ahead (DA) market and real-time (RT) market can vary substantially due to price volatility itself as well as the discrepancy between forecast market conditions in the DA market and the realized uncertainties in the RT market. Therefore, compared to the volatility of prices in one market, the price differences between DA and RT markets, are extremely volatile and difficult to forecast.

A. MOTIVATION
DA/RT price difference can be valuable for various applications. The most common examples are Financial Transmission Right (FTR) auctions market and virtual bidding. The FTR auctions - a financial derivative market - aim at hedging against transmission congestion cost, and therefore offer price certainty to market participants [12]. Virtual bidding was introduced in the electricity markets to enhance the DA/RT price convergence [13]. Virtual bidders (VBs) can participate as supply (or demand), based on LMP predictions, in DA market and correspondingly settle as demand (or supply) in the RT market with the same amount of energy. VBs’ revenues largely hinge upon the DA/RT price difference [14]. To the best of authors’ knowledge, prediction of nodal market price difference between DA and RT markets has not been reported in the extant literature. Hence, novel forecasting methods using Bidirectional Long-Short Term Memory networks (LSTM) and Sequence-to-Sequence networks are proposed in this work to predict DA/RT nodal LMP difference, or cross-market nodal price difference. The Bidirectional LSTMs and Seq-2-Seq models are specialized variants of the regular LSTM [15]. LSTMs have the ability to model long-term, as well as, short-term complex dependencies in sequences thereby making them a suitable approach to solve the problem at hand. It is envisioned that VBS can exploit the forecasted DA/RT price difference to strategically bid in electricity markets and increase their likelihoods of making profits in virtual trading, which will aid both markets to achieve better convergence.

B. RELATED WORK
In the existing literature, prediction of electricity prices has been attempted using classical statistical methods like Autoregressive Integrated Moving Average (ARIMA) models [16], Wavelet Transform [17], etc.

With recent advancements in AI, especially on neural networks, Artificial Neural Nets (ANNs) and ensemble methods have also been leveraged for electricity price forecasting [2], [7]–[11]. One of the earlier approaches taken to predict time series values has been demonstrated by [18], where the authors have used a bi-directional approach to simple recurrent neural networks for forecasting missing time series values. This approach is a precursor to the Bidirectional LSTM method which is currently used for various prediction purposes.

LMP Forecasting is a well-researched topic in the extant literature, however forecasting price difference across markets or price spread within a market has rarely been investigated. Lately, a modified version of GARCH model to forecast the volatility of price spread values in Day-ahead market has been reported in [19]. To date, very little research has been conducted on forecasting the DA/RT price difference. Built upon the foundational work in [20], this paper comprehensively reports the pioneering work on DA/RT price difference forecast using proposed state-of-the-art models.

C. CHALLENGES IN FORECASTING DA/RT PRICE DIFFERENCE
The nodal price difference between the DA and RT markets is much more volatile than DA market price and RT market price. Unlike DA LMP or RT LMP, the DA/RT price difference frequently fluctuates between positive values and negative values. It can be seen from Fig.1 which shows the nodal DA/RT price difference across the year. Lately, a modified version of GARCH model to forecast the volatility of price spread values in Day-ahead market has been reported in [19]. To date, very little research has been conducted on forecasting the DA/RT price difference. Built upon the foundational work in [20], this paper comprehensively reports the pioneering work on DA/RT price difference forecast using proposed state-of-the-art models.

Moreover, such highly volatile time series many times contains hard to find non-linear patterns among different time steps. We conduct the Terasvirta Neural Network Test to determine the statistical significance of the presence of non-linear patterns in our time series. The hypotheses for the test is as follows:

\[ H_0: \text{Linearity} \]
\[ H_a: \text{Non-linearity} \]
The Terasvirta Neural Network Test is used to detect neglected non-linearity in time series, using a single-layer feed-forward network and using the logistic function as the activation function [21]. The results of the test is shown in the following table 1:

As we observe in Table 1, we reject the null hypothesis at 95% confidence. Therefore, we conclude by saying that our observed price difference time series has non-linear patterns in it.

**D. CONTRIBUTIONS AND PAPER STRUCTURE**

The contribution of this work includes:

1) To the best of authors’ knowledge, this work is the first in studying DA/RT price difference forecast, which is a more challenging problem than price forecast while having immense value in electricity market applications.

2) Owing to the extremely volatile nature of the day-ahead and real-time price difference values and also our goal of predicting the spikes in the values, deep learning methods, especially Bidirectional Long-Short Term Memory and Sequence-to-Sequence models are developed to tackle the forecasting problem since these models are able to capture complex patterns in the data in order to make accurate forecast [22]. In particular, this work is the first in applying Sequence-to-Sequence network architecture to market price forecast. In addition to value forecast, the deep learning architectures are also applied to perform band forecast.

3) Comprehensive performance evaluation is proposed that not only evaluates the performance in forecasting the values, but also in the direction of price difference, spike value, and particularly important, the timing of the spike values. It should be stressed that this work imposes a stricter performance measure to evaluate whether the forecast can capture the sign of price difference values, and the timing of price spikes, which has not been reported in the literature and yet is particularly valuable for applications such as virtual bidding.

4) Through numerical comparison with common forecast methods such as ARIMA, XGBoost, SVR, the proposed deep learning models demonstrated its superior performance under all evaluation metrics. In particular, its capability in forecasting the magnitude of spike values and their timing is very encouraging.

5) The proposed deep learning models are also adjusted to do band forecast, which is a classification problem. Superior performance is also observed, demonstrating the ability of the proposed architecture in both value forecast and band forecast.

The rest of the paper is organized as follows. Section II introduces deep learning architectures, Bidirectional LSTM and Seq2Seq, and introduces the proposed architecture for the DA/RT price difference forecast problem as well as the band forecast problem. Section III briefly reviews a few common forecasting methods, and then extensively discusses the
performance evaluation methods. A comprehensive case study is presented in Section IV, where the performance of common methods and proposed methods is examined by various evaluation metrics in great detail. Section V concludes the paper.

II. METHODOLOGY
This section gives a brief introduction of the different types of Recurrent Neural Nets(RNNs), specifically, Bidirectional LSTMs and Seq2Seq network architectures, used in time series forecasting and also explains why these neural network architectures work in order to make better forecasts.

A. MOTIVATION FOR USING BI-DIRECTIONAL LSTM AND SEQUENCE-2-SEQUENCE NETWORKS FOR TIME SERIES FORECASTING
In order to understand how Long-Short Term Memory networks are able to perform such accurate forecasts for time series problems, one needs to understand how LSTMs work in general. LSTMs are a special type of recurrent neural networks, developed by [15]. Like regular Recurrent Neural Networks, LSTM networks also work on a sequential data and find both short-term and long-term dependencies required to forecast. As RNNs suffer from the vanishing-gradient problem [23] while working on long-term dependencies, LSTM networks mitigate this issue. LSTM networks have internal memory state to remember past patterns which are then used to forecast the future values. While models like ARIMA also take into account the past trends, these are linear models having implied Gaussian assumptions and are only able to model linear dependencies in a time series [24]. Moreover, tree-based models like XGBoost are also used for forecasting in time series problems, but LSTMs prove to be a better alternative owing to their ability to extract complex non-linear features across different time-steps which both the linear models and tree-based models are not able to perform well.

Fig.1a, shows the highly volatile nature of the time series and also the existence of strong non-linear patterns, as discussed in subsection C under Section I. Linear time series models like ARIMA only take into account dependencies which are a few time steps into the past in order to model complex time series; more complex neural network models like LSTMs can better model both long-term and short-term non-linear dependencies, resulting in more accurate predictions [22].

Bi-directional LSTM models, proposed in this paper, build on regular LSTM networks in a way that it consists of 2 recurrent blocks which are trained simultaneously. One block works on the forward sequence, while the other on the same sequence, but reversed in a chronological order. The main intuition behind such an approach is that the network is presented with both the past sequence of values and future sequence, as well, allowing it to learn complex dependencies from the reversed-sequence which a regular LSTM network would not be able to perform. Especially for complex and volatile time series like the one presented in this paper, having a network being capable to extract complex non-linear features not only from the past sequence, but from the future as well, gives it an additional advantage over other models.

In the same way, Sequence-2-Sequence architectures are encoder-decoder networks which also build on regular RNN/LSTM networks. However, in these models, the encoder model consists of 1 or more layers of LSTM neurons which encode the incoming sequence into an Encoded State. In natural language processing parlance, it is also known as the Context Vector. The Encoded State encapsulates all the important and relevant input features with which the decoder unit forecasts the future values with high degree of accuracy.

Both Bi-directional LSTMs and Sequence-2-Sequence networks offer state-of-the-art unique approaches to model complex and volatile time series problems in order to make accurate forecasts.

Additionally, such complex structures like Bidirectional LSTMs and Sequence-2-Sequence networks also have the potential to extract complex features across different timesteps, not only to make accurate forecast of values or probabilities of different price bands, but of spikes (abrupt increase or decrease in price difference value) in the time series, which makes the application of such state-of-the-art networks to this complex problem a unique and novel contribution to the field of electricity market forecast.

B. ARCHITECTURES FOR BI-DIRECTIONAL LSTM AND SEQUENCE-2-SEQUENCE MODELS
Bidirectional and Sequence-2-Sequence models work on an input sequence of certain length. In time series analysis, it is also called the lag, or the amount of time-steps to consider from the past, in order to make predictions in the future. From Fig.1b, we observe that the cut-off for the DA/RT price difference auto-correlation plot is around 48 hours. Hence, for investigating different architectures, we use a lag size of 48 hours.

For neural networks, coming up with an architecture which gives the desired results is a difficult task since it requires a lot of time to train the different models and also fine tune them in order to get the best results. In this paper, different architectures of bidirectional LSTM and Sequence-2-Sequence networks for both value forecast and band forecast, have been explored and the following subsections discuss about them in details.

C. BI-DIRECTIONAL LSTM NETWORK ARCHITECTURE
A Bidirectional LSTM network introduced in [20] is implemented in this work. Different combination of hidden layers with LSTM neurons are explored, and the ideal model is selected based on the RMSE value of that model. The proposed architecture and design parameters of the model are described in the Tables 2, 3, 4.

As we observe from the above tables, increasing the number of hidden layers, results in an improvement of the test set RMSE value. It follows from this idea that increasing
TABLE 2. Bidirectional LSTM with 1 hidden layer.

| Hidden Layer | Neurons (forward & reversed sequence) |
|--------------|--------------------------------------|
| Hidden Layer 1 | 50 \text{ \& } 50                       |
| Output Layer  | 1                                     |
| Loss Function | L2 (Least Square Errors)              |
| Gradient Descent Optimizer | Adam                              |
| Batch Size    | 64                                    |
| Test RMSE     | 41.358                                |

TABLE 3. Bidirectional LSTM with 2 hidden layers.

| Hidden Layer | Neurons (forward & reversed sequence) |
|--------------|--------------------------------------|
| Hidden Layer 1 | 128 \text{ \& } 128                   |
| Hidden Layer 2 | 64 \text{ \& } 64                     |
| Output Layer  | 1                                     |
| Loss Function | L2 (Least Square Errors)              |
| Gradient Descent Optimizer | Adam                              |
| Batch Size    | 64                                    |
| Test RMSE     | 35.19                                 |

TABLE 4. Bidirectional LSTM with 3 hidden layers.

| Hidden Layer | Neurons (forward & reversed sequence) |
|--------------|--------------------------------------|
| Hidden Layer 1 | 128 \text{ \& } 128                   |
| Hidden Layer 2 | 64 \text{ \& } 64                     |
| Hidden Layer 3 | 10 \text{ \& } 10                    |
| Output Layer  | 1                                     |
| Loss Function | L2 (Least Square Errors)              |
| Gradient Descent Optimizer | Adam                              |
| Batch Size    | 64                                    |
| Holdout RMSE  | 35.15                                 |

D. SEQUENCE-2-SEQUENCE NETWORK ARCHITECTURE

As mentioned in the previous section, Seq2Seq is a category of RNN/LSTMs which are mostly used for natural language processing and time series applications. Fig. 2 shows a representational structure of a Sequence-2-Sequence model.

Similar to the approach of finding an optimal structure for a BiLSTM model, we also start out with single hidden layer in the encoder architecture of a Sequence-to-sequence model. The Tables 5, and 6 describe the different architectures:

For the Sequence-2-Sequence architecture, the addition of an extra hidden layer in the encoder architecture, leads to better encapsulation of the input features and therefore gives much better accuracy. Since, the encoder structure is important in an encoder-decoder architecture for it being crucial to encode important input features, the number of hidden layers only was investigated with having different number of layers.

The batch size was not decreased in this case of a Sequence-2-Sequence model as the models already gives a much better RMSE score for the test set. A batch size of 64 is used.

The standard optimizer, Adam, is again used with its default values.

At every layer, a Dropout of 20% is applied.
TABLE 7. Proposed bidirectional LSTM model architecture and design parameters for band forecast of DA/RT price differences with 1 hidden layer.

| Hidden Layers | Neurons (forward & reversed sequence) |
|---------------|--------------------------------------|
| Hidden Layer  | 64 + 64                              |
| Output Layer  | 42                                   |
| Loss Function | Categorical Cross-entropy             |
| Gradient Descent Optimizer | Adam |
| Batch Size    | 32                                   |
| Test Accuracy | 71.37%                               |

TABLE 8. Proposed bidirectional LSTM model architecture and design parameters for band forecast of DA/RT price differences with 2 hidden layers.

| Hidden Layers | Neurons (forward & reversed sequence) |
|---------------|--------------------------------------|
| Hidden Layer  | 64 + 64                              |
| Hidden Layer  | 32 + 32                              |
| Output Layer  | 42                                   |
| Loss Function | Categorical Cross-entropy             |
| Gradient Descent Optimizer | Adam |
| Batch Size    | 64                                   |
| Test Accuracy | 87.11%                               |

TABLE 9. Proposed bidirectional LSTM model architecture and design parameters for band forecast of DA/RT price differences with 3 hidden layers.

| Hidden Layers | Neurons (forward & reversed sequence) |
|---------------|--------------------------------------|
| Hidden Layer  | 96 + 96                              |
| Hidden Layer  | 48 + 48                              |
| Hidden Layer  | 10 + 10                              |
| Output Layer  | 42                                   |
| Loss Function | Categorical Cross-entropy             |
| Gradient Descent Optimizer | Adam |
| Batch Size    | 64                                   |
| Test Accuracy | 90.24%                               |

TABLE 10. Proposed Seq2Seq model architecture and design parameters for band forecast of DA/RT price difference with 1 encoder hidden layer.

| Hidden Layers | Neurons                           |
|---------------|-----------------------------------|
| Hidden Layer 1| (Encoder) 50                      |
| Hidden Layer 2| (Decoder) 20                      |
| Output Layer  | 42                                |
| Loss Function | Categorical Cross-entropy         |
| Gradient Descent Optimizer | Adam |
| Batch Size    | 64                                |
| Test Accuracy | 92.17%                            |

TABLE 11. Proposed Seq2Seq model architecture and design parameters for band forecast of DA/RT price difference with 2 encoder hidden layers.

| Hidden Layers | Neurons                           |
|---------------|-----------------------------------|
| Hidden Layer 1| (Encoder) 96                      |
| Hidden Layer 2| (Decoder) 64                      |
| Hidden Layer 3| (Decoder) 20                      |
| Output Layer  | 42                                |
| Loss Function | Categorical Cross-entropy         |
| Gradient Descent Optimizer | Adam |
| Batch Size    | 64                                |
| Test Accuracy | 88.13%                            |

TABLE 12. Proposed Seq2Seq model architecture and design parameters for band forecast of DA/RT price difference with 3 encoder hidden layers.

| Hidden Layers | Neurons                           |
|---------------|-----------------------------------|
| Hidden Layer 1| (Encoder) 128                     |
| Hidden Layer 2| (Decoder) 64                      |
| Hidden Layer 3| (Decoder) 32                      |
| Hidden Layer 4| (Decoder) 20                      |
| Output Layer  | 42                                |
| Loss Function | Categorical Cross-entropy         |
| Gradient Descent Optimizer | Adam |
| Batch Size    | 64                                |
| Test Accuracy | 87.95%                            |

E. BAND FORECAST OF DA/RT PRICE DIFFERENCE

While value forecasting of the price differences is most desirable, forecasting the band/range of price differences is also valuable in some applications because it can increase the confidence level of the forecast. Therefore, in this work, we also apply the proposed Bidirectional LSTM and Sequence-to-Sequence networks to do band forecast. The bands of the price differences are defined as follows: there are in total 42 different price bands. The size of each price difference band varies by the value of price differences. The higher the value, the larger size of the band. Specifically, the size of the bands is $5/MWh for price difference between $−80/MWh and $80/MWh. Other bands are defined as (80, 100], (100, 150], (150, 250], (250, 350], (350, 500], (500, 700], (700, 1000], [−100, −80), [−150, −100), [−250, −150), all in the unit of $/MWh. The bands cover the complete range of price differences, including both positive and negative values.

In order to do band/range forecast, we try different architectures of the Bidirectional LSTM and the Sequence-2-Sequence models since the overall approach remains the same, except that the activation to the last layer (output layer) is changed to a softmax activation function to spit out the probabilities of the different categories.

Similar to the way we conducted the experiments for price difference value predictions, Tables 7, 8, 9 describe the architectures of the Bidirectional LSTM model used for classifying the price difference ranges. Since the same data is used for constructing the BiLSTM and Sequence-2-Sequence Networks, the same model architectures are used.

As we observe from the above tables, addition of hidden layers increases the overall test accuracy. This is again similar to our observation from our approach for tuning the architecture for the value prediction.

Again, for the Sequence-2-Sequence band prediction, we use the same approach to find the most suitable architecture.

As we can observe from Tables 10, 11, and 12, increasing the number of hidden layers in the encoder structure, interestingly, decreases the accuracy of the model in the test set. Also, in such case, when we already have decreasing performance with increasing hidden layers in the encoder structure, increasing the decoder layers would not be of much help, since decoder only decodes from the encoded vector.
III. COMPARISON AND EVALUATION METHODS

A. COMPARISON METHODS FOR VALUE FORECAST AND BAND FORECAST

In order to evaluate the value forecast performance of the proposed Bi-directional LSTM and Sequence-to-Sequence Networks, their performances are compared against those of a few popular methods such as Auto-Regressive Integrated Moving Average (ARIMA), Gradient Boosted Decision Trees (XGBoost), and Support Vector Regression (SVR), and a Random Walk Model. For band forecast performance of the proposed classification models based on Bi-directional LSTM and Sequence-to-Sequence Networks, it is compared with that of Multinomial Logistic Regression, Support Vector Classifier (SVC), and XGB Classifier. The comparison methods are briefly introduced as follows.

ARIMA is considered as the “gold-standard” among methods which have been used to forecast market clearing prices reliably and accurately [26]. Generally, an ARIMA model is fitted to a time series by some statistical software like R. These models have 3 parameters which can be determined manually by observing the autocorrelation plots, or can also be calculated automatically by the software. The 3 parameters include the time lag values for the Auto-regressive part (p), the degree of differencing (d), and that for the Moving Average part (q).

The automatic feature of R of determining the parameter values p, d, q is used. The values determined after fitting the model are:

\[
p = 5, d = 0, q = 3.
\]

Gradient-boosted Decision Trees These are decision trees, where gradient descent is used to minimize the loss when adding multiple decision trees to the model using boosting. [27] uses XGBoost model for price forecasting, with good accuracy.

Support Vector Regression (SVR)/Support Vector Classification (SVC) is a very common machine learning algorithm for solving regression, or classification problems, respectively. Authors in [28] use SVR technique to forecast prices in electricity markets.

Multinomial Logistic Regression It is a classification method that generalizes logistic regression to multiclass problems. This type of classifier is used to predict the probabilities of the different possible outcomes of a dependent variable distributed based on different categories, given a set of independent variables.

Random Walk Model This model predicts that the future value, k timesteps ahead, will be equal to the present value. Mathematically, it can be expressed as:

\[
\hat{Y}_{n+k} = Y_n,
\]

where \(\hat{Y}_{n+k}\) is the forecast value k timesteps into the future and \(Y_n\) is the present value.

B. PERFORMANCE EVALUATION OF VALUE FORECAST

For value forecasting of prices, Root Mean Squared Error (RMSE) values are used to measure the models’ performance. RMSE values in the case study is in the unit of $/MWh.

Also, zoomed-in snapshots of forecasting results are presented in order to validate the claim of the trained algorithms being able to capture the spikes in the correct direction and at the correct time.

For applications like virtual bidding, when it is difficult to predict the magnitude of the price difference, it is still valuable to predict the sign of the price difference. In order to capture the performance in this regard, a separate metric is devised. We define Direction Accuracy as follows:

\[
\text{Direction Accurary} = \left( \frac{n}{N} \times 100 \right)
\]

where \(n = \) total number of correctly detected direction (or sign) of price difference, \(N = \) total number of price differences. Since the series are already time differenced, the value of \(n\) is determined by whether the predicted and actual values have the same sign, i.e., both have positive or negative sign at the same timestep.

For a good forecasting linear method, it is expected that it will produce forecasting residuals that do not show observed patterns. Therefore, we use two tests to determine the randomness of the residuals for the ARIMA model.

1) WALD-WOLFOWITZ RUNS TEST

The Wald–Wolfowitz runs test (or simply runs test), named after statisticians Abraham Wald and Jacob Wolfowitz is a statistical test that checks a randomness hypothesis for a two-valued data sequence [29]. For the Runs test, the null hypothesis is defined as:

\[H_0: \text{The residuals follow a random distribution} \]

\[H_a: \text{The residuals do not follow a random distribution} \]

2) SHAPIRO-WILK TEST FOR NORMALITY

The Shapiro–Wilk test is a test of normality in statistics. The null-hypothesis of this test is that the population is normally distributed. The definition of the null hypothesis is:

\[H_0: \text{The residuals follow a normal distribution} \]

\[H_a: \text{The residuals do not follow a normal distribution} \]

C. PERFORMANCE EVALUATION OF SPIKE VALUE FORECAST

For DA/RT price difference forecast, the ability of forecasting extreme values are of most importance as the timesteps with high price difference values indicate larger deviation between DA and RT market prices and higher opportunity for virtual bidding. Because the extreme values occur for only one or very few timesteps, it is particularly difficult to forecast their occurrence at the right timesteps. Missing any one of the...
TABLE 13. Value forecast performance of different forecasting methods.

| Model             | RMSE ($/MWh) | Direction Accuracy (%) |
|-------------------|--------------|------------------------|
| ARIMA(5, 0, 3)    | 48.17        | 59.30                  |
| XGBoost           | 39.69        | 75.95                  |
| SVR               | 46.29        | 76.25                  |
| Random Walk       | 43.78        | 80.12                  |
| Bidirectional LSTM| 33.15        | 75.54                  |
| Seq2Seq           | 22.30        | 79.41                  |

extreme values will cause significant increase in Mean Absolute Percentage Error (MAPE). Therefore, we use MAPE to evaluate the performance of peak value forecast.

D. PERFORMANCE EVALUATION OF BAND FORECAST

For band forecast, the commonly used accuracy metric is used to evaluate the correctness of the proposed classification models. The accuracy percentage is calculated by summing up the total number of correctly predicted bands, and then dividing it by the total number of samples.

If the forecasted band is the same band as the one the actual price difference falls within, the forecast band is considered a correct forecast.

IV. RESULTS AND DISCUSSION

A. VALUE FORECAST RESULTS

The proposed Bidirectional LSTM and Seq-2-Seq models are implemented using Keras library with Tensorflow backend. The code is written in Python. The models are trained for 2000 epochs. Comparison models ARIMA, XGBoost and SVR were all tested on the same test set. For the SVR and XGBoost models, the time lag used is 48, the same as that was used in the Bidirectional LSTM model. The performance of different models in predicting the next hour’s price value is shown in Table 13.

Table 13 shows the Bidirectional LSTM and Seq2Seq models achieved better accuracy in forecasting magnitude that is measured in RMSE. The proposed deep learning models also more accurately predicted the sign of the DA/RT price difference, measured in Direction Accuracy. When zooming into the forecast performance at each timestep, each model may perform well at some timesteps and not at other timesteps. Overall, the deep learning methods produced forecast values that are more in agreement with the actual values. More importantly, as seen in Figs.3, 4 and 5, the deep learning methods can better capture the spikes at the right timesteps. Between the two deep learning methods, the Seq2Seq model performed exceptionally well and even outperforms the Bidirectional LSTM model.

Although the direction accuracy value of the Random Walk model might tempt one into believing that a random walk model might have some value, other metrics show the opposite: (1) the RMSE value of the random walk model is among the highest, showing that the model performs worse as compared to other models when taking into account how much off it is than the real value, (2) the Random Walk model always forecasts the value of the present timestep as the future value for the next timestep. Therefore, it cannot pick up any spike at the right timestep, since it is always off by 1 timestep in this case.

B. RESIDUAL ANALYSIS

In this subsection, the residuals of the ARIMA model is visualized and statistical tests results are presented.

From the residual plot shown in Fig.6 we can observe that for the tested model the residuals are mostly concentrated at the centre fit. Few points are scattered on either side of the plots. Moreover, no clear patterns are observed from the scattered points on either side of the lines in all the plots. In order to have a more conclusive evidence, the p-value calculated by Runs Test and Shapiro-Wilk Test are shown in Table 14.

As we can observe from Table 14, for Runs Test, the p-values for the ARIMA model is greater than 0.05. This indicates that, the residuals come from a random distribution with 95% confidence. This means that no patterns are found in the model. In other words, that the fitted ARIMA model presents a good fit to the data set.

For Shapiro-Wilk Test, the p-values for the model is above 0.05. It means that the residuals come from a normal distribution with 95% confidence.

C. PERFORMANCE ON FORECASTING SPIKE VALUES

It should be noted that, in order to capture the magnitude of spike values, a model needs to be able to capture the timing of such spikes, which however does not present clear cyclic pattern. It is therefore quite difficult to capture the magnitudes. For extremely high values over $100/MWh values, Seq2Seq model can achieve 20% MAPE. Bidirectional LSTM has a MAPE of 54%, capturing about half magnitude of the extreme values. In contrast, ARIMA, XGBoost and SVR missed most or the complete magnitudes of the extreme values with 78%-100% MAPE, signifying the difficulty of forecasting peak values at the right timesteps. The Random Walk model is not able to capture any spike at the correct timestep since it always predicts the correct value 1 timestep later, and hence not considered in the Spike Performance analysis. Detailed performance results in MAPE are shown in Table 15.

It should be pointed out that, some models such as XGBoost can forecast peak value with some time lag.
FIGURE 3. Actual and forecasted DA/RT market price difference using PJM market data from Oct. 31, 2018 11:00 PM through Nov. 3, 2018 1:00 AM.

FIGURE 4. Actual and forecasted DA/RT market price difference using PJM market data from Nov. 11, 2018 6:00 PM through Nov. 13, 2018 8:00 PM.

FIGURE 5. Actual and forecasted DA/RT market price difference using PJM market data from Dec 2, 2018 2:00 PM through Dec 4, 2018 4:00 PM.
For actual price difference above $50/MWh, Seq2Seq still achieved 30% MAPE, the best among the five different models. In other words, roughly speaking the Seq2Seq model successfully captured 70% of the magnitudes of spike values that are higher than $50/MWh$.

As shown in Table 16, for timesteps with high values of DA/RT price difference, Seq2Seq model achieved an exceptionally good direction accuracy of over 90%. It means the Seq2Seq model is able to accurately capture the sign of the DA/RT price difference for vast majority of those timesteps, which provides great value to market participants.

D. SELECTING MODELS USING THE MODEL CONFIDENCE SET
The Model Confidence Set, proposed by [30], is used to select a subset of ideal candidate models among all other forecasting models based on a confidence level, $\alpha$.

E. BAND FORECAST RESULTS
In order to validate deep learning methods’ capability to forecast the bands of price differences, the same deep learning methods including the Bidirectional LSTM and the Sequence-to-Sequence networks are used as multi-class classifiers. As shown in Fig.7, the deep learning models achieved significantly higher accuracy in band forecast than other common methods such as Multinomial Logistic Regression, XGBoost Classifier and SVC. Sequence-to-Sequence network consistently performed the best among all tested models in the classification task.

F. TEST GENERALIZATION ABILITY OF Seq2Seq MODEL
As mentioned previously, the deep learning and other machine learning models were trained on the data from
2018. However, an interesting question arises: whether the proposed deep learning models can be generalized over time. An important and desirable feature about deep learning is whether a model can be used, without re-training it, on another dataset and give good forecasting results. Therefore, we apply the deep learning models which are trained using the first 9 months of 2018 PJM data, to test the forecasting performance for January to end of February of year 2019. In the forecasting test, the model was not retrained using 2019 dataset. The previously trained model was used directly to forecast the hourly LMP difference in 2019. The forecasting performance using the evaluation metrics is summarized in Fig. 8 and Table 18. Results show the Seq2Seq model performs surprisingly well on the new dataset without being retrained.

Despite the generalization ability over time, it is in our opinion that the generalization ability over price locations is expected to be limited, except for nearby locations. It is because some major factors impacting the price deviation between DA and RT markets such as real-time outages and the resulting change in congestion have strong impact on local prices and weaker impact on prices at remote locations. Therefore, the implicit pattern seen at one location may be quite different from that at another location.

G. SUMMARY
Various performance metrics have been used to compare between the proposed deep learning models and other statistical and machine learning methods, and to evaluate the performance in predicting values, its direction, magnitude, timing as well as the performance in predicting bands.

From Table 13, we can see Sequence-to-Sequence model produces significantly smaller RMSE than other methods, and also the Sequence-to-Sequence model gives the highest accuracy in forecasting the direction of DA/RT market price differences.

Moreover, a careful investigation of Fig. 3, Fig. 4 and Fig. 5 reveals that the Sequence-to-Sequence approach is able to exceptionally well predict the occurrences of spikes of DA/RT price differences, which conventional methods find difficult. In order to verify whether the Sequence-to-Sequence model can generalize over time, the proposed model is tested on the first 3 months of 2019, and the performance is still very good.

The performance in forecasting the spikes values is quantified in MAPE. Table 15 and Table 16 show the Seq2Seq model can capture 81% of the magnitude and 95% of the direction of the price difference values that are greater than $100/MWh.

The multi-class classifiers constructed using the proposed deep learning models also achieved over 90% accuracy in forecasting the price difference band.

Finally, for applications like virtual bidding in the DA market, a model capable of predicting the value and direction of the DA/RT price difference, and magnitude and timing of spike values, is of utmost importance. Our proposed deep learning models, especially the Seq2Seq model, provide a promising solution.

V. CONCLUSION AND FUTURE WORK
This paper proposed deep, Bidirectional Long-Short Term Memory and Sequence-to-Sequence architectures to forecast nodal LMP difference between the DA and RT markets. The models’ forecasting performances are measured using the Test RMSE values, and also tested on a different year’s data which prove the generalization capability of the models. The models’ capabilities in correctly forecasting spikes, directions and bands of DA/RT price difference at the right timesteps are also demonstrated using the custom metric and the classification models. The deep learning models are compared with ARIMA, XGBoost, SVR and Random Walk methods and outperform in all tested evaluation metrics. Moreover, the Sequence-to-Sequence architecture outperforms even the Bidirectional LSTM model.

In addition to DA/RT market price difference forecast, the proposed approach has the potential to be applied to solve...
other forecasting problems such as price spread forecast in DA market for Financial Transmission Right (FTR) trading purpose.

Future research may include expanding this approach to multivariate time series forecasting, multi-hour price difference forecasting, and improving generalization ability. First, this paper only deals with a univariate time series model, where only the time series price differences are considered. The prediction may be further improved by taking into account other influencing factors such as load and Day-ahead Market LMP. Second, the proposed model currently only forecasts price difference for the next hour. It should be expanded to multihour (such as 24 hours in US electricity markets) to align with market practices. Lastly, the architectures of the deep learning methods will need to be modified for the forecasting problem at different nodes or in different markets. It will be of great interest to improve the generalization ability of the deep learning methods.
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