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Abstract

Quantum state manipulation of two-qubits on the local systems by special unitaries induces special orthogonal rotations on the Bloch spheres. An exact formula is given for determining the local unitaries for some given rotation on the Bloch sphere. The solution allows for easy manipulation of two-qubit quantum states with a single definition that is programmable. With this explicit formula, modifications to the correlation matrix are made simple. Using our solution, it is possible to diagonalize the correlation matrix without solving for the parameters in SU(2) that define the local unitary that induces the special orthogonal rotation in SO(3). Since diagonalization of the correlation matrix is equivalent to diagonalization of the interaction Hamiltonian, manipulating the correlation matrix is important in time-optimal control of a two-qubit state. The relationship between orthogonality conditions on SU(2) and SO(3) are given and manipulating the correlation matrix when only one qubit can be accessed is discussed.
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1 Introduction

A qubit is the fundamental component of quantum information and its properties allow us to perform tasks that classical machines are incapable of executing. One strength of a qubit is tied to the quantum gates that can effectively create superpositions and thus create entangled states. Entangling qubits gives quantum devices the capability of teleportation [1], super-dense coding [2], unstructured search [3], prime factorization [4], and the ability to perform many other quantum algorithms and protocols that are not possible classically. The ability to use nonlocal correlations in quantum protocols allow advantages over their classical counterparts [5–7]. Given the various applications of quantum information processing, it is crucial that we understand the quantum correlations and the ways we can manipulate them.

It is conventional to apply local unitaries to a two-qubit system without regard to how the final correlations between the systems will appear. This paper aims to take a different viewpoint and show how the correlations can be manipulated to have a particular form using local unitary transformations applied to the sub-systems. If there is knowledge about how two single-qubit systems are correlated [8, 9], then ideally one could change those correlations to make them symmetric or eliminate some of the elements of the correlation matrix.

It turns out that the correlations between two single-qubit systems is all that is needed in some information tasks such as Bell inequality violations [10] or witnessing entanglement using projective measurements [11]. By a correct choice of measurements, in two distant labs that share an entangled two-qubit state, nonlocality can be demonstrated. This is equivalent to rotating the local Bloch vectors first, hence rotating the correlation matrix, and then making a simple Pauli-Z measurement. By having the ability to rotate the local states, one can always measure along any axis they choose. This is demonstrated by realizing that local orthogonal rotations on the correlation matrix $T\rho$ do not change the eigenvalues of the matrix $T\rho \cdot T\rho^T$ given in [10]. Since the optimal violation of the Bell CHSH inequality only depends on the square of the sum of the two largest eigenvalues of this symmetric matrix, it does not change with local unitaries.

In addition to the state of a quantum system, the Hamiltonian of two two-state systems has the same mathematical form as the density operator, excluding the constraints of positivity and trace one. When systems interact with each other they can become entangled and some entangling gates are better at creating entanglement than others [12]. Furthermore, some gates are time-optimal when considering their ability to produce correlations when the single particle operations are much faster than the interaction Hamiltonian [13]. For example, this happens in spin systems. In addition, such considerations are important in protocols where local unitary transformations are available and non-local ones are not. Thus, the non-local part of the operator can be the most important part whether it is a correlation matrix of a density operator or an interaction Hamiltonian.
In this paper we provide explicit formulas for diagonalizing the correlation matrix of the density operator, or equivalently, diagonalizing the interaction Hamiltonian. This is done by explicit formulas for the SU(2) rotation matrices given the SO(3) rotation matrices in the adjoint representation of SU(2). In Section II, we review some material regarding the transformation of SU(2) to SO(3) and also show the relation between unit quaternions and $2 \times 2$ complex matrices in SU(2). It will become evident in Section III why the scalar and real parts of a quaternion are important when considering the transformation from SO(3) to SU(2). The explicit formula is given with additional work proofs provided in the Appendix. In Section IV, we illustrate the power of having an explicit transformation from SO(3) to SU(2) by using our formula to diagonalize the correlation matrix in our example. The conditions for orthogonality between two elements in SU(2) or two elements in SO(3) are given in Section V and then we move on to Section VI to discuss the constraint of only having access to one qubit of a two-qubit state as given in Eq. 1. In Section VII, we provide a link to a Mathematica program that includes our explicit formula for anyone who would like to download and use for their own purposes. Lastly, in Section VIII we summarize our results.

2 Background

A general two-qubit state $\rho^{AB}$ can be defined in terms of a $3 \times 3$ correlation matrix with elements $\{T_\rho\}_{ij} = t_{ij} = \text{tr}(\hat{\sigma}_i \otimes \hat{\sigma}_j \cdot \rho^{AB})$ and two local Bloch vectors $\vec{a}, \vec{b}$ that define the states $\rho^A, \rho^B$ of systems $A, B$. These vectors are defined as $a_i = \text{tr}(\hat{\sigma}_i \otimes \mathbb{I} \cdot \rho^{AB})$ and $b_j = \text{tr}((\mathbb{I} \otimes \hat{\sigma}_j) \cdot \rho^{AB})$ and the overall state is expressed as

$$\rho^{AB} = \frac{1}{4} \left( \mathbb{I} \otimes \mathbb{I} + \vec{a} \cdot \vec{\sigma} \otimes \mathbb{I} + \mathbb{I} \otimes \vec{b} \cdot \vec{\sigma} + \sum_{i,j=1}^{3} t_{ij} \hat{\sigma}_i \otimes \hat{\sigma}_j \right)$$

for the vector of Pauli matrices $\vec{\sigma} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3)$. A local unitary on subsystem $A$ will induce a three-dimensional rotation to $\vec{a}$ and the left side of the correlation matrix $T_\rho$ will get hit by the same transformation. On the other hand, a local unitary acting on sub-system $B$ will induce a three-dimensional rotation to the $\vec{b}$, but the the transpose of that transformation will act on the right side of the correlation matrix $T_\rho$.

If two systems, $A$ and $B$ interact, then the Hamiltonian that governs their evolution is given by the equation

$$H^{AB} = \mathbb{I}^A \otimes \mathbb{I}^B + H^A \otimes \mathbb{I}^B + \mathbb{I}^A \otimes H^B + \sum_{i,j} R_i^A \otimes S_j^B$$

for the operators $\{H^A, R_i^A\}$ that solely act on system $A$ and the operators $\{H^B, S_j^B\}$ that solely act on system $B$. The term $\sum_{i,j} R_i^A \otimes S_j^B$ is the interaction Hamiltonian that couples the two subsystems. By exponentiation of
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$H^{AB}$, we see that the identity part of Eq. (2) only introduces a global phase. In reference [13], it was shown that diagonalizing the interaction Hamiltonian leads to conditions for the time-optimal control of a state of two-qubits. This is equivalent to diagonalizing the correlation matrix in Eq. (1).

For the reverse direction of going from SU(2) to SO(3), it is well known that we can use the transformation (see for example [14])

$$O_{ij} = \frac{1}{2} \text{tr}[\hat{\sigma}_i U \hat{\sigma}_j U^\dagger],$$

where $O \in \text{SO}(3)$ and $U \in \text{SU}(2)$, such that $O(U) = O(-U)$ due to the double cover of SU(2) to SO(3). Specifically, the transformations take the form $\tilde{a} \rightarrow L \cdot \tilde{a}$, $\tilde{b} \rightarrow R \cdot \tilde{b}$, and $\mathcal{T}_\rho \rightarrow L \cdot \mathcal{T}_\rho \cdot R^T$ from the local unitaries $U_L \otimes U_R \in \text{SU}(2) \times \text{SU}(2)$ applied to $\rho^{AB}$ [15]. Thus, after diagonalizing the correlation matrix $\mathcal{T}_\rho$ with our unitaries $U_L$ and $U_R$, we can easily find the special orthogonal rotations $O_L$ and $O_R$ from Eq. (3) to see how the local Bloch vectors rotate as well.

There is a nice representation of complex matrices in SU(2) in terms of quaternions [16] which can be spanned by the matrices \{I, i\hat{\sigma}_1, i\hat{\sigma}_2, i\hat{\sigma}_3\} = \{1, i, j, k\} which have the properties $i^2 = j^2 = k^2 = ijk = -1$ and

$$ij = k = -ji \quad jk = i = -kj \quad ki = j = -ik.$$  \hspace{2cm} (4)

Note that the combination

$$q = \alpha_1 + \alpha_2 i + \beta_1 j + \beta_2 k = \begin{pmatrix} \alpha_1 + i \alpha_2 & \beta_1 + i \beta_2 \\ -\beta_1 + i \beta_2 & \alpha_1 - i \alpha_2 \end{pmatrix}$$

(5)

gives an arbitrary element of SU(2) for when the quaternion has norm 1; that is

$$\sqrt{q^\dagger q} = 1 \Rightarrow \alpha_1^2 + \alpha_2^2 + \beta_1^2 + \beta_2^2 = 1.$$  \hspace{2cm} (6)

We say that the scalar or real part of a quaternion is given by $\alpha_1$ and that the vector or imaginary part is given by $\alpha_2 i + \beta_1 j + \beta_2 k$. In the case that $\alpha_1 = 0$, the solution is quite straightforward. However, in the case that $\alpha_1 \neq 0$, several cases must be considered separately. These are specified in the next section.

3 Explicit construction of SU(2) from SO(3)

Let us assume that the initial local unitary acting on a general two-qubit state is given by an arbitrary SU(2)

$$U = \pm \begin{pmatrix} \alpha_1 + i \alpha_2 & \beta_1 + i \beta_2 \\ -\beta_1 + i \beta_2 & \alpha_1 - i \alpha_2 \end{pmatrix}$$

(7)
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so that the corresponding matrix in $SO(3)$ is given by the Euler–Rodrigues formula \[\begin{align*}
O &= \begin{pmatrix}
\tau_1 & 2(\mu_{12} + \nu_{12}) & 2(-\chi_{11} + \chi_{22}) \\
2(-\mu_{12} + \nu_{12}) & \tau_2 & 2(\chi_{21} + \chi_{12}) \\
2(\chi_{11} + \chi_{22}) & 2(\chi_{21} - \chi_{12}) & \tau_3
\end{pmatrix} \tag{8}
\end{align*}\]

for $\chi_{ij} = \alpha_i \beta_j$, $\mu_{ij} = \alpha_i \alpha_j$, $\nu_{ij} = \beta_i \beta_j$, and

\[
\tau_1 = \alpha_1^2 - \alpha_2^2 - \beta_1^2 + \beta_2^2, \quad \tau_2 = \alpha_1^2 - \alpha_2^2 + \beta_1^2 - \beta_2^2, \quad \tau_3 = \alpha_1^2 + \alpha_2^2 - \beta_1^2 - \beta_2^2 \tag{9}
\]

according to Eq. (3). This operator describes an arbitrary rotation of a three-dimensional vector given by $w' = O \cdot w$. Now we define the maximally entangled Bell states to be

\[
\begin{align*}
|\Phi^+\rangle &= \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \\
|\Phi^−\rangle &= \frac{1}{\sqrt{2}} (|00\rangle − |11\rangle) \\
|\Psi^+\rangle &= \frac{1}{\sqrt{2}} (|01\rangle + |10\rangle) \\
|\Psi^−\rangle &= \frac{1}{\sqrt{2}} (|01\rangle − |10\rangle)
\end{align*}
\]

and we use the basis

\[
L_1 = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad L_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ -1 & 0 & 0 \end{pmatrix}, \quad \text{and} \quad L_3 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 0 \end{pmatrix} \tag{10}
\]

for the Lie algebra of $so(3)$ [18]. Define the following sign function:

\[
\text{sgn}(t) = \begin{cases} -1 & \text{if } t < 0 \\ 0 & \text{if } t = 0 \\ 1 & \text{if } t > 0 \end{cases} \tag{11}
\]

Then notice that

\[
\begin{align*}
\text{sgn}[\text{tr}(O \cdot L_1)] &= \text{sgn}[\alpha_1 \alpha_2] = \text{sgn}[\alpha_1] \cdot \text{sgn}[\alpha_2] \tag{12} \\
\text{sgn}[\text{tr}(O \cdot L_2)] &= \text{sgn}[\alpha_1 \beta_1] = \text{sgn}[\alpha_1] \cdot \text{sgn}[\beta_1] \tag{13} \\
\text{sgn}[\text{tr}(O \cdot L_3)] &= \text{sgn}[\alpha_1 \beta_2] = \text{sgn}[\alpha_1] \cdot \text{sgn}[\beta_2] \tag{14} \\
\text{sgn}[\text{tr}(O \cdot |L_1|)] &= \text{sgn}[\beta_1 \beta_2] = \text{sgn}[\beta_1] \cdot \text{sgn}[\beta_2] \tag{15} \\
\text{sgn}[\text{tr}(O \cdot |L_2|)] &= \text{sgn}[\alpha_2 \beta_2] = \text{sgn}[\alpha_2] \cdot \text{sgn}[\beta_2] \tag{16} \\
\text{sgn}[\text{tr}(O \cdot |L_3|)] &= \text{sgn}[\alpha_2 \beta_1] = \text{sgn}[\alpha_2] \cdot \text{sgn}[\beta_1] \tag{17}
\end{align*}
\]

and

\[
1 + \text{tr}(O) = 4\alpha_1^2 \tag{18}
\]
which implies that if \( \alpha_1 = 0 \), then \( \text{tr}(O) = -1 \). This means that the corresponding \( q \) must be a vector quaternion if \( \text{tr}(O) = -1 \). We then make the following calculations

\[
\frac{1}{2} \sqrt{1 - \text{tr}(O \cdot T_{\Psi^-})} = \sqrt{\alpha_1^2}, \quad \frac{1}{2} \sqrt{1 - \text{tr}(O \cdot T_{\Psi^+})} = \sqrt{\alpha_2^2}
\]

\[
\frac{1}{2} \sqrt{1 - \text{tr}(O \cdot T_{\Phi^-})} = \sqrt{\beta_1^2}, \quad \frac{1}{2} \sqrt{1 - \text{tr}(O \cdot T_{\Phi^+})} = \sqrt{\beta_2^2}
\]

where \( T_{\rho} \) is the correlation matrix of the state \( \rho \) (see Eqs. \((44)\) and \((45)\) in the Appendix for the matrices). Now we can put all of these results together to get the exact closed-form solution for a pair of local special unitaries \( \{U, -U\} \) that will induce a special orthogonal matrix \( O \in SO(3) \) if \( \text{tr}(O) \neq -1 \).

By performing the above operations, we get the matrix \( \text{sgn}[\alpha_1] \cdot (\pm U) = \pm U \) since \( \text{sgn}[\kappa] \cdot \sqrt{\kappa^2} = \kappa \) for any \( \kappa \) and \( \text{sgn}[\alpha_1] = \pm 1 \). The reason our solution does not work for vector quaternions is that if \( \text{sgn}[\alpha_1] = 0 \), then we get the zero matrix. Thus, if an element \( O \in SO(3) \) is associated with a quaternion that contains a real part, then the exact solutions are given by

\[
\pm U_R(O) = \pm \text{sgn}(\alpha_1) \begin{pmatrix} \alpha_1(O) + i \alpha_2(O) & \beta_1(O) + i \beta_2(O) \\ -\beta_1(O) + i \beta_2(O) & \alpha_1(O) - i \alpha_2(O) \end{pmatrix} \in SU(2) \quad (20)
\]

for

\[
|\alpha_1(O)| = \frac{1}{2} \sqrt{1 - \text{tr}(O \cdot T_{\Psi^-})} \quad (21)
\]

\[
\text{sgn}(\alpha_1) \cdot \alpha_2(O) = \frac{1}{2} \text{sgn[tr}(O \cdot L_1)] \sqrt{1 - \text{tr}(O \cdot T_{\Psi^+})} \quad (22)
\]

\[
\text{sgn}(\alpha_1) \cdot \beta_1(O) = \frac{1}{2} \text{sgn[tr}(O \cdot L_2)] \sqrt{1 - \text{tr}(O \cdot T_{\Phi^+})} \quad (23)
\]

\[
\text{sgn}(\alpha_1) \cdot \beta_2(O) = \frac{1}{2} \text{sgn[tr}(O \cdot L_3)] \sqrt{1 - \text{tr}(O \cdot T_{\Phi^-})}. \quad (24)
\]

Now what would the solution be if the quaternion had no real part; that is, how would the formula change if \( \text{tr}(O) = -1 \)? A general solution would then be given by

\[
U(O) = \pm (U_R(O) + (1 - \text{sgn}[1 + \text{tr}(O)]) \cdot U_V(O)) \quad (25)
\]

for the vector part \( U_V \) when \( \text{tr}(O) = -1 \). This will give an exact closed-form solution for determining the pair of local unitaries in \( SU(2) \) that will induce the orthogonal matrix \( O \in SO(3) \) when it acts on one of the local systems of a two-qubit state \( \rho^{AB} \). To determine \( U_V \) for when certain parameters can be equal to zero, we define the matrix function

\[
W(O, x, y, z) = \begin{pmatrix} i \alpha_2(O, x) & b_1(O, y) + i b_2(O, z) \\ -b_1(O, y) + i b_2(O, z) & -i \alpha_2(O, x) \end{pmatrix} \quad (26)
\]
for the values

\begin{align*}
a_2(O, x) &= \frac{1}{2} \text{sgn}[\text{tr}(O \cdot x)] \sqrt{1 - \text{tr}(O \cdot T_{\psi^+})} \\
b_1(O, y) &= \frac{1}{2} \text{sgn}[\text{tr}(O \cdot y)] \sqrt{1 - \text{tr}(O \cdot T_{\Phi^+})} \\
b_2(O, z) &= \frac{1}{2} \text{sgn}[\text{tr}(O \cdot z)] \sqrt{1 - \text{tr}(O \cdot T_{\Phi^-})}
\end{align*}

(27) (28) (29)

and let $|A|$ be the absolute value matrix with elements $|A_{ij}|$.

The general solution of $U_V$ is proven in Appendix A.2 and is given by

\begin{align*}
U_V(O) &= W(O, |L_1|, |L_2|, |L_3|) + (1 - \gamma_1) \gamma_2 \gamma_3 \cdot W(O, \|\|, \|\|, -|L_1|) \\
&\quad + \gamma_1 (1 - \gamma_2) \gamma_3 \cdot W(O, -|L_2|, \|\|, \|\|) + \gamma_1 \gamma_2 (1 - \gamma_3) \cdot W(O, \|\|, -|L_3|, \|\|) \\
&\quad + \gamma_1 \gamma_2 \gamma_3 \cdot W(O, -\|\|, -\|\|, -\|\|)
\end{align*}

(30)

for

\[ \gamma_i = 1 - \text{sgn}[\text{tr}(O \cdot |L_i|)]^2. \]

(31)

Therefore, the general solution is given by

\[ U(O) = \pm (U_R(O) + (1 - \text{sgn}[1 + \text{tr}(O)]^2) \cdot U_V(O)) \]

(32)

where $U_R(O)$ is our solution given in Eq. (20), which in most realistic scenarios is just equal to $U_R(O)$ since there is a very high probability that $\text{tr}(O) \neq -1$ for a two-qubit state prepared in a lab. Some small perturbation error would almost certainly cause the real part of the quaternion, associated with the local unitary, to be non-zero. The gamma functions simply pull out each special case to avoid incorrect solutions from repetitions. This solution is simple to program and can save much time when calculating a local unitary in SU(2) that induces some wanted orthogonal rotation in SO(3) that rotates the Bloch vector and correlation matrix of a two-qubit quantum state.

In summary, the general solution is given by

\[ U(O) = \begin{cases} 
\pm U_R(O) & \text{if } \text{tr}(O) \neq -1 \\
\pm U_V(O) & \text{if } \text{tr}(O) = -1
\end{cases} \]

(33)

which can be written compactly as Eq. (32). We see that if $\alpha_1 = 0$ then $\text{tr}(O) = -1$. This means that $U_R(O)$ would be zero according to Eq. (20) and that the coefficient $(1 - \text{sgn}[1 + \text{tr}(O)]^2) = 1$. Therefore, the solution in Eq. (32) either takes on the form of $U_R(O)$ or $U_V(O)$. The matrix $U_R(O)$ is always the correct solution whenever the real part of the quaternion is non-zero and the matrix $U_V(O)$ is always the solution whenever the real part of the quaternion is zero. Our general explicit formula ensures both cases are mutually exclusive.
We provide a program in Mathematica that we use to define the general solution and go over a simple example for how to diagonalize the correlation matrix. Access to the repository is provided in Section 7. We will give some examples in the next section on how we can use this formula.

4 Diagonalizing the Correlation Matrix

If we want to diagonalize any correlation matrix of $\rho$, we first use the singular value decomposition (SVD) of $T_\rho$. To rewrite it with $SO(3)$ on the outsides of the decomposition, we modify the SVD and put the decomposition in the form $L\Sigma R$, where $L, R \in SO(3)$ and $\Sigma$ is a diagonal matrix with not necessarily positive entries. We must then apply the local rotations $U_L \otimes U_R$ to our state so that the correlation matrix becomes $L^T L \Sigma R R^T = \Sigma$. Keep in mind that the local unitary on the second sub-system induces a right special orthogonal $3 \times 3$ to the correlation matrix that is transposed. This solution is not only good for any general two-qubit state $\rho$, but it is also readily adapted to almost any programming language.

Suppose we want to locally rotate the initial entangled state

$$\rho^{AB} = \frac{1}{4} \begin{pmatrix} 1 & -1 & i & i \\ -1 & 1 & -i & -i \\ -i & i & 1 & 1 \\ -i & i & 1 & 1 \end{pmatrix}$$ (34)

so that its correlation matrix

$$L\Sigma R = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \cdot \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \cdot \begin{pmatrix} 0 & 0 & -1 \\ 1 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix}$$ (35)

is diagonal. Using Eq. (32) for both $L^T$ and $R$, we get the special unitaries

$$U_{LT} = \frac{1}{2} \begin{pmatrix} 1+i & 1+i \\ -1+i & 1-i \end{pmatrix}, \quad U_R = \frac{1}{2} \begin{pmatrix} 1-i & 1+i \\ -1+i & 1+i \end{pmatrix}$$ (36)

that induce the transformation $L^T (L \Sigma R) R^T \rightarrow \Sigma$ and we are left with the maximally entangled Bell state $\Phi^+$ since the local Bloch vectors were initially equal to $\vec{0}$.

What if we wanted to rotate the local Bloch vector of system A about the $x, y,$ or $z$-axis at some angle $\theta$? The rotations in $SO(3)$ have the form

$$X = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \cos(\theta) & -\sin(\theta) \\ 0 & \sin(\theta) & \cos(\theta) \end{pmatrix}, \quad Y = \begin{pmatrix} \cos(\theta) & 0 & \sin(\theta) \\ 0 & 1 & 0 \\ -\sin(\theta) & 0 & \cos(\theta) \end{pmatrix},$$
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$$\text{and } Z = \begin{pmatrix} \cos(\theta) & -\sin(\theta) & 0 \\ \sin(\theta) & \cos(\theta) & 0 \\ 0 & 0 & 1 \end{pmatrix} \tag{37}$$

which have an associated $SU(2)$ representation of

$$x_A = \pm \begin{pmatrix} \cos(\theta/2) & -i \sin(\theta/2) \\ -i \sin(\theta/2) & \cos(\theta/2) \end{pmatrix}, \quad y_A = \pm \begin{pmatrix} \cos(\theta/2) & -\sin(\theta/2) \\ \sin(\theta/2) & \cos(\theta/2) \end{pmatrix},$$

$$\text{and } z_A = \pm \begin{pmatrix} e^{-i\theta/2} & 0 \\ 0 & e^{i\theta/2} \end{pmatrix} \tag{38}$$
given by the (+) solution of Eq. (32). If $\theta \in [0, \pi)$, then the solution is the set of matrices with plus signs. If $\theta \in [\pi, 2\pi)$, then the solution is the set of matrices with the minus signs. Either rotation will transform the local Bloch vector appropriately since $SU(2)$ double covers $SO(3)$, as seen in Eq. (3) when switching $U$ with $-U$. Since all rotations are explained in terms of these rotations, it is easy to verify Eq. (32).

5 Orthogonality

Let $U_1, U_2 \in SU(2)$ and $O_1, O_2 \in \text{Adj}(SU(2)) \cong SO(3)$, the adjoint representation of $SU(2)$. Then if $\text{tr}(U_1 U_2^\dagger) = 0$, we say these are orthogonal matrices.

One may ask, what is the condition for the corresponding $O_1$ and $O_2$ matrices? One way to find the condition is to rely on representation-theoretic argument as in [19]. The argument is as follows. The tensor product of two $U \in SU(2)$ is a reducible representation and can be reduced to a three dimensional and one dimensional representation. Then, the following shows the condition:

$$(U_1 \otimes U_2)(U_2^\dagger \otimes U_1^\dagger) = (U_1 U_2^\dagger) \otimes (U_1 U_2^\dagger) \tag{39}$$

$$= (O_1 \oplus 1)(O_2^T \oplus 1) \tag{40}$$

$$= (O_1 O_2^T) \oplus 1, \tag{41}$$

where the second line follows from the decomposition of the tensor product. Taking the trace of the first and last expressions, and given that $\text{Tr}(U_1 U_2^\dagger) = 0$, we get $\text{Tr}(O_1 O_2^T) = -1$.

Another way to show this is quite straight-forward given the results above. Examining Eq. (18):

$$1 + \text{tr}(O) = 4\alpha_1^2 \tag{42}$$

we see that $\alpha_1 = 0$ implies $\text{tr}(O) = -1$. As can be seen from Eq. (7), the trace of the unitary in $SU(2)$ is $2\alpha_1$. Therefore, since $\text{tr}(U_1 U_2^\dagger) = 0$ for $U_1, U_2$ orthogonal, and $U_1^\dagger U_2$ is in the set of unitary 2x2 matrices, this implies that if $U_1$ maps to $O_1$ and $U_2$ maps to $O_2$, then orthogonal $U_1, U_2$ implies that $\text{tr}(O_1^T O_2) = -1$. This is the equivalent orthogonality condition for the $SO(3)$.
matrices. This is useful for affine maps of the polarization vector, as seen, for example, in ([19, 20]).

6 What if we had access to only one qubit

With only having access to one qubit of a two-qubit system, we can apply either a left or a right special orthogonal rotation $O \in SO(3)$ on the correlation matrix $T_\rho$ which prevents us from always being able to diagonalize it. On the other hand, the QR decomposition (see Chapter 2 of [21] for a general discussion) allows us to write

$$T_\rho = QR,$$

where $Q$ is orthonormal and $R$ is upper triangular. The QR decomposition for the correlation matrix Eq. (43) allows us to perform the Gram-Schmidt process. We can apply one orthogonal rotation to put it into upper or lower triangular form. The orthogonal rotation that needs to be applied on the left side will have the form $Q^T$ and the orthogonal rotation that needs to be applied on the right side will have the form $Q$. Thus, for a given correlation matrix $T_\rho$ we can determine $Q$ and use the results of Eq. (32) to determine the local unitary rotation to rotate the correlation matrix to upper or lower triangular.

We can also design the correlation matrix to be symmetric from only having access to one of the qubits. For instance, if the correlation matrix $T_\rho$ has the form $L\Sigma R \in SO(3) \otimes D \otimes SO(3)$ for a diagonal matrix $\Sigma$, then we would simply want to induce $R^T L^T$ using local unitaries on either one of the systems so that we obtain $R^T \Sigma R$ or $L \Sigma L^T$ respectively. Symmetric correlation matrices have the property that measurements of expectation values of local observables $\omega \otimes \sigma$ (local to the first (second) system) are identical to the expectation values of $\sigma \otimes \omega$. Thus, an outside observer cannot distinguish which of these two scenarios was performed.

An intermediate resource that falls between entanglement and Bell non-locality is called quantum steering [22–26]. Similar to a local hidden variable model for Bell inequalities, there may exist a local hidden state model that can describe Bob’s marginal distribution after Alice has performed measurements on a distant qubit that is entangled to Bob’s qubit. States that have a local hidden state model that describes Bob’s marginal distribution after Alice’s measurement are unsteerable. Quantum steering inequalities can be used to detect entanglement [25].

7 Data Availability

The python and Mathematica codes used to analyze our explicit formula during the current study are available in the SO-3-to-SU2- repository on github, https://github.com/quantumdilley/SO-3-to-SU2-.git.
8 Conclusion

In this paper, we have given an explicit mapping that takes any element of SO(3) as its input and gives the associated elements of SU(2). This gives the form of a unitary transformation on a two-qubit transformation that would be required to produce a given SO(3) operator. This allows us to determine the correct local unitaries that diagonalize the correlation matrix of a two-level quantum state without having to solve for the parameters in SO(3) explicitly. There is already a well-known exact solution for the reverse direction, but we provide a closed-form solution that gives us the capability of guiding the state when given an SO(3) action. This transformation is more complex since there is a double cover of SO(3) by SU(2) and also due to the isomorphism between SU(2) and unit quaternions. When the unit quaternions contained a real part, the solution was simple and given explicitly by the $U_R(O)$ part in Eq. (32). When the unit quaternions turn solely into vector quaternions, we needed to solve for each individual case directly as we have shown in Appendix A.2.

We were able to determine the orthogonality conditions on both the local special unitary operators and the corresponding special orthogonal matrices that can be useful for the affine maps of the polarization vector [19]. Furthermore, we discussed the implications when access to only one qubit of a correlated two-qubit state is available. In this case, the correlation matrix cannot be diagonalized. Albeit the circumstance, if we have access to any SO(3) rotation on our local system, then we have the ability to make the correlation matrix symmetric with knowledge of the other local system. We can also perform the QR-decomposition to make the correlation matrix upper or lower triangular; depending on which system is controllable. There are many instances where one lab has only partial access to a quantum state. This work provides the details of how that control can be accomplished.
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A Appendix

A.1 Correlation matrices for the Bell states.

To determine the correlation matrix of any two-qubit density operator, simply perform the calculations $\text{tr}(\hat{\sigma}_i \otimes \hat{\sigma}_j \cdot \rho) = \{T_\rho\}_{ij}$. Using this formula, we can directly determine the correlation matrices for the maximally entangled Bell operators:

$$T_{\Phi^+} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad T_{\Phi^-} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$$ (44)
\[ \mathcal{T}_{\psi^+} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \quad \mathcal{T}_{\psi^-} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix}. \] (45)

A.2 Proof of equation (30)

Let us now calculate each part of Eq. (30) case by case. Note that for all these cases \( \alpha_1 = 0 \) as seen from Eq. (18).

**Case 1:** \( \text{sgn}(\alpha_2)\text{sgn}(\beta_1)\text{sgn}(\beta_2) \neq 0 \)

\[ W(O, |L_1|, |L_2|, |L_3|) = \eta_1 \begin{pmatrix} i\alpha_2 & \beta_1 + i\beta_2 \\ -\beta_1 + i\beta_2 & -i\alpha_2 \end{pmatrix} \] (46)

where \( \eta_1 = \text{sgn}(\alpha_2)\text{sgn}(\beta_1)\text{sgn}(\beta_2) \).

**Case 2:** \( \text{sgn}(\alpha_2) = 0 \) and \( \text{sgn}(\beta_1)\text{sgn}(\beta_2) \neq 0 \)

\[ W(O, I, I, -|L_1|) = \eta_2 \begin{pmatrix} -i|\alpha_2|\eta_2 & \beta_1 + i\beta_2 \\ -\beta_1 + i\beta_2 & i|\alpha_2|\eta_2 \end{pmatrix} \] (47)

where \( \eta_2 = -\text{sgn}(\beta_1) \). Since \( \text{sgn}(\alpha_2) = 0 \) implies that \( \alpha_2 = 0 \), this form is correct. The \( \eta_2 \) only adds a \( \pm \) global phase. We also see that

\[ (1 - \gamma_1)\gamma_2\gamma_3 = (1 - \text{sgn}(\alpha_2\beta_1)^2)(1 - \text{sgn}(\alpha_2\beta_2)^2)\text{sgn}(\beta_1\beta_2)^2 \] (48)

which can be expressed in cases as

\[ (1 - \gamma_1)\gamma_2\gamma_3 = \begin{cases} 1 & \text{if } \text{sgn}(\alpha_2) = 0 \text{ and } \text{sgn}(\beta_1)\text{sgn}(\beta_2) \neq 0 \\ 0 & \text{otherwise} \end{cases}. \] (49)

**Case 3:** \( \text{sgn}(\beta_1) = 0 \) & \( \text{sgn}(\alpha_2)\text{sgn}(\beta_2) \neq 0 \)

\[ W(O, -|L_2|, I, I) = \eta_3 \begin{pmatrix} i\alpha_2 & -|\beta_1|\eta_3 + i\beta_2 \\ |\beta_1|\eta_3 + i\beta_2 & -i\alpha_2 \end{pmatrix} \] (50)

where \( \eta_3 = -\text{sgn}(\beta_2) \). Since \( \text{sgn}(\beta_1) = 0 \) implies that \( \beta_1 = 0 \), this form is correct. The \( \eta_3 \) only adds a \( \pm \) global phase. We also see that

\[ \gamma_1(1 - \gamma_2)\gamma_3 = (1 - \text{sgn}(\alpha_2\beta_1)^2)(1 - \text{sgn}(\beta_1\beta_2)^2)\text{sgn}(\alpha_2\beta_2)^2 \] (51)

which can be expressed in cases as

\[ \gamma_1(1 - \gamma_2)\gamma_3 = \begin{cases} 1 & \text{if } \text{sgn}(\beta_1) = 0 \text{ and } \text{sgn}(\alpha_2)\text{sgn}(\beta_2) \neq 0 \\ 0 & \text{otherwise} \end{cases}. \] (52)
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**Case 4:** $\text{sgn}(\beta_2) = 0 \& \text{sgn}(\alpha_2)\text{sgn}(\beta_1) \neq 0$

\[
W(\mathcal{O}, \mathbb{I}, -|L_3|, \mathbb{I}) = \eta_4 \begin{pmatrix}
i\alpha_2 & \beta_1 - i|\beta_2|\eta_4 \\
-\beta_1 - i|\beta_2|\eta_4 & -i\alpha_2
\end{pmatrix}
\] (53)

where $\eta_4 = -\text{sgn}(\alpha_2)$. Since $\text{sgn}(\beta_2) = 0$ implies that $\beta_2 = 0$, this form is correct. The $\eta_4$ only adds a $\pm$ global phase. We also see that

\[
\gamma_1\gamma_2(1 - \gamma_3) = (1 - \text{sgn}(\alpha_2\beta_2)^2)(1 - \text{sgn}(\beta_1\beta_2)^2)\text{sgn}(\alpha_2\beta_1)^2
\] (54)

which can be expressed in cases as

\[
\gamma_1\gamma_2(1 - \gamma_3) = \begin{cases} 
1 & \text{if } \text{sgn}(\beta_2) = 0 \& \text{sgn}(\alpha_2)\text{sgn}(\beta_1) \neq 0 \\
0 & \text{otherwise}
\end{cases}.
\] (55)

**Case 5:** $\text{sgn}(\alpha_2) \neq 0 \& \text{sgn}(\beta_1), \text{sgn}(\beta_2) = 0$

**Case 6:** $\text{sgn}(\beta_1) \neq 0 \& \text{sgn}(\alpha_2), \text{sgn}(\beta_2) = 0$

**Case 7:** $\text{sgn}(\beta_2) \neq 0 \& \text{sgn}(\alpha_2), \text{sgn}(\beta_1) = 0$

\[
W(\mathcal{O}, -\mathbb{I}, -\mathbb{I}, -\mathbb{I}) = \begin{pmatrix} 
i|\alpha_2| & |\beta_1| + i|\beta_2| \\
-|\beta_1| + i|\beta_2| & -i|\alpha_2|
\end{pmatrix}
\] (57)

Since only one of the elements of $\{\alpha_2, \beta_1, \beta_2\}$ are nonzero, this form is correct. The missing sign is only a $\pm$ global phase. We also see that

\[
\gamma_1\gamma_2\gamma_3 = (1 - \text{sgn}(\alpha_2\beta_1)^2)(1 - \text{sgn}(\alpha_2\beta_2)^2)(1 - \text{sgn}(\beta_1\beta_2)^2)
\] (58)

which can be expressed in cases as

\[
\gamma_1\gamma_2\gamma_3 = \begin{cases} 
1 & \text{if } \text{sgn}(\alpha_2), \text{sgn}(\beta_1), \text{sgn}(\beta_2) = 0 \\
 & \text{if } \text{sgn}(\alpha_2), \text{sgn}(\beta_1) = 0 \& \text{sgn}(\beta_2) \neq 0 \\
 & \text{if } \text{sgn}(\alpha_2), \text{sgn}(\beta_2) = 0 \& \text{sgn}(\beta_1) \neq 0 \\
 & \text{if } \text{sgn}(\beta_1), \text{sgn}(\beta_2) = 0 \& \text{sgn}(\alpha_2) \neq 0 \\
0 & \text{otherwise}
\end{cases}.
\] (59)

which completes the rest of the cases involved when $\text{tr}(\mathcal{O}) = -1$. The $\gamma$ functions ensure that there are no repeats of any solutions in Eq. (30). Now we can safely say that all of the 8 possible cases described by Eq. (32) have been proven. Case 8 is when $\text{tr}(\mathcal{O}) \neq -1$ and it has been proven in Eq. (20).
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