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The paper is devoted to the study of two-parametric families of Dirichlet problems for systems of equations with $p, q$-Laplacians and indefinite nonlinearities. Continuous and monotone curves $\Gamma_f$ and $\Gamma_e$ on the parametric plane $\lambda \times \mu$, which are the lower and upper bounds for a maximal domain of existence of weak positive solutions, are introduced. The curve $\Gamma_f$ is obtained by developing our previous work and it determines a maximal domain of the applicability of the Nehari manifold and fibering methods. The curve $\Gamma_e$ is derived explicitly via minimax variational principle of the extended functional method.
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1. Introduction

We consider the Dirichlet problem for the system of equations

$$\begin{cases}
-\Delta_p u = \lambda |u|^{p-2}u + c_1 f(x)|u|^\alpha |v|^\beta u, & x \in \Omega, \\
-\Delta_q v = \mu |v|^{q-2}v + c_2 f(x)|u|^\alpha |v|^\beta v, & x \in \Omega, \\
u|_{\partial \Omega} = v|_{\partial \Omega} = 0,
\end{cases} \quad (D)$$

where $\Omega$ is a bounded domain in $\mathbb{R}^n$, $n \geq 1$, with the boundary $\partial \Omega$ which is $C^{1,\delta}$-manifold, $\delta \in (0, 1)$; parameters $\lambda, \mu \in \mathbb{R}$, $c_1, c_2 > 0$; $p, q > 1$ and $\alpha, \beta \geq 1$; the function $f \in L^\infty(\Omega)$ and possibly changes the sign.

The $p$- and $q$-Laplacians in $(D)$ are the special cases of divergence-form operator $\operatorname{div}(\alpha(x, \nabla u))$, which appears in many nonlinear diffusion problems (cf. [1,2] for a discussion of some physical backgrounds for elliptic systems with $p$-Laplacians). The main feature of the problem $(D)$ is that the nonlinearity on the right-hand side has a priori indefinite sign. Problems with such nonlinearities possess complicated and interesting geometrical structure of branches of solutions, for example, the blow-up behaviour of branches at critical values of parameters, existence of turning points, etc. (see, e.g. [3–5]).
In the present article, we study a maximal existence domain of nonnegative (positive) solutions to (D). By the maximal existence domain we mean a set in the \( \lambda \times \mu \)-plane for which (D) possesses weak nonnegative (positive) solutions, whereas there are no such solutions in its complement. The problem of finding and description domains with such extremal properties, as well as their precise boundaries, is fundamental in the theoretical investigation of parametric problems and it naturally arises in various applications. Some results in this direction for the system (D) can be found, for example, in [6–10]. In particular, in these papers the existence of nonnegative solutions in quadrant \( \{ \lambda < \lambda_1 \} \times \{ \mu < \mu_1 \} \) and in a neighbourhood of \( (\lambda_1, \mu_1) \) in quadrant \( \{ \lambda > \lambda_1 \} \times \{ \mu > \mu_1 \} \) were obtained. Here \( \lambda_1 \) and \( \mu_1 \) denote the first Dirichlet eigenvalues of \( -\Delta_p \) and \( -\Delta_q \) in \( \Omega \), respectively. Furthermore, in [9] a maximal value \( \sigma^* \) of applicability of the Nehari manifold and fibering methods on a ray \( (\lambda_1 \sigma, \mu_1 \sigma), \sigma \geq 1 \), was introduced explicitly, which defines a nonlocal domain \( (\lambda_1, \sigma^* \lambda_1) \times (\mu_1, \sigma^* \mu_1) \) of existence of nonnegative solutions to (D).

We are concerned with the investigation of the maximal existence domain of nonnegative solutions for the problem (D) and its boundary in quadrant \( \{ \lambda > 0 \} \times \{ \mu > 0 \} \). The part of this boundary can be described as a parameterized set \( \Gamma = (\lambda^*(r), \mu^*(r)), r > 0 \), where the extremal point \( (\lambda^*(r), \mu^*(r)) \) can be defined implicitly as follows:

\[
\lambda^*(r) := \sup \{ \lambda \geq 0 : (D) \text{ with } (\lambda, \mu) = (\lambda, \lambda r) \text{ has a nonnegative solution} \}, \quad (1.1)
\mu^*(r) := \lambda^*(r) r.
\]

Our goal is to construct a lower estimate \( \Gamma_f = (\lambda^*_f(r), \mu^*_f(r)) \) and an upper estimate \( \Gamma_e = (\lambda^*_e(r), \mu^*_e(r)) \) of \( \Gamma \), such that \( \lambda^*_f(r) \leq \lambda^*(r) \leq \lambda^*_e(r) \) and \( \mu^*_f(r) \leq \mu^*(r) \leq \mu^*_e(r) \). To shorten notation, we write \( \Gamma_f \leq \Gamma \leq \Gamma_e \) in this case.

To find the lower estimate we develop the results obtained in [9] and define the curve \( \Gamma_f \) by explicit variational formulas. These formulas allow us to show that \( \Gamma_f \) is a continuous monotone curve and it allocates a maximal domain in quadrant \( \{ \lambda > \lambda_1 \} \times \{ \mu > \mu_1 \} \) where the fibering and Nehari manifold methods are applicable to (D). The upper estimate \( \Gamma_e \) for the maximal existence domain of positive solutions is obtained by applying the extended functional method [11] to (D). Using this approach we describe \( \Gamma_e \) explicitly via minimax variational principle and prove that it is also a continuous monotone curve.

It is noteworthy that the variational principles used to describe these critical curves make it possible to approximate them numerically (see, e.g. [12,13]). Furthermore, we suppose that the obtained explicit formulas may be useful in the investigation of the nonstationary problems corresponding to (D) (cf. [14]) and problems with supercritical nonlinearities (see, e.g. [15]).

The paper is organized as follows. In Section 2, we present the main results of the paper. Section 3 deals with the lower bound curve \( \Gamma_f \). In Section 4, we treat the upper bound curve \( \Gamma_e \). Appendices 1 and 2 contain some technical statements and regularity results.

2. Main results

Let us introduce some notations. We denote \( \Omega^+ := \{ x \in \Omega : f(x) > 0 \} \) and \( \Omega^0 := \{ x \in \Omega : f(x) = 0 \} \). By \( \nu(U) \) we mean the Lebesgue measure of a set \( U \subset \mathbb{R}^n \), and say that \( U \) has nonempty interior a.e. if it contains an open subset, after redefinition on a set of measure zero. The standard Sobolev spaces \( W^{1,p}_0 := W^{1,p}_0(\Omega) \) and \( W^{1,q}_0 := W^{1,q}_0(\Omega) \) are equipped
We say that a weak solution \((u, v)\) of \((\xi, \eta) \in D\) with the norms

\[
\|u\|_p := \left( \int_{\Omega} |\nabla u|^p \, dx \right)^{1/p}, \quad \|v\|_q := \left( \int_{\Omega} |\nabla v|^q \, dx \right)^{1/q}.
\]

By \(p^*\) and \(q^*\) we denote the critical exponents of \(W^{1,p}\) and \(W^{1,q}\); \((\lambda_1, \varphi_1)\) and \((\mu_1, \psi_1)\) stand for the first eigenpairs of the operators \(-\Delta_p\) and \(-\Delta_q\) in \(\Omega\) with the zero Dirichlet data, respectively. It is known that \(\lambda_1, \mu_1\) are positive, simple and isolated, and \(\varphi_1, \psi_1 \in C^{1,\delta}(\overline{\Omega})\), \(\delta \in (0, 1)\) are positive [16].

We call \((u, v) \in W^{1,p}_{0} \times W^{1,q}_{0}\) a weak solution (sub-, supersolution) of the problem \((\mathcal{D})\) if \(f|u|^{p-2}|v|^\beta u \in W^{-1,p}(\Omega)\), \(f|u|^{\alpha}|v|^\beta v \in W^{-1,q}(\Omega)\) and for all nonnegative \((\xi, \eta) \in W^{1,p}_{0} \times W^{1,q}_{0}\)

\[
\int_{\Omega} |\nabla u|^{p-2}|\nabla u|\xi \, dx - \lambda \int_{\Omega} |u|^{p-2}u\xi \, dx - c_1 \int_{\Omega} f|u|^\alpha |v|^\beta |u|\xi \, dx = 0, \quad (\leq, \geq)
\]

\[
\int_{\Omega} |\nabla v|^{q-2}|\nabla v|\eta \, dx - \mu \int_{\Omega} |v|^{q-2}v\eta \, dx - c_2 \int_{\Omega} f|u|^{\alpha} |v|^{\beta} |v|\eta \, dx = 0, \quad (\leq, \geq)
\]

Here, \(p^\prime\) and \(q^\prime\) are conjugate exponents to \(p\) and \(q\), respectively. Note that due to the standard approximation theory, it is sufficient to consider only nonnegative \(\xi, \eta \in C^0(\Omega)\). We say that a weak solution \((u, v)\) of \((\mathcal{D})\) is \(C^1\)-solution if \(u, v \in C^{1}(\overline{\Omega})\). Due to regularity results (see Lemma B.1 and Corollary B.2), any weak solution \((u, v)\) of \((\mathcal{D})\) is \(C^1\)-solution, provided \(\alpha, \beta \geq 1\) and \(\frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1\). We say that a weak solution \((u, v)\) is positive, whenever \(u, v > 0\) a.e. in \(\Omega\). If \(\alpha \geq p, \beta \geq q\) and \(\frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1\), then Lemma B.1 and Corollary B.3 imply that any nontrivial nonnegative solution is positive.

Notice also that the pairs \((\varphi_1, 0)\) and \((0, \psi_1)\) are semitrivial solutions of \((\mathcal{D})\), when \((\lambda, \mu)\) belongs to the lines \(\lambda_1 \times \mathbb{R}\) and \(\mathbb{R} \times \mu_1\), respectively. In what follows, solution \((u, v)\) of \((\mathcal{D})\) with \(u, v \neq 0\) in \(\Omega\) will be called nontrivial.

Let us introduce the maximal existence domain of nonnegative solutions for \((\mathcal{D})\) in quadrant \(\{\lambda > \lambda_1\} \times \{\mu > \mu_1\}\):

\[
\Sigma^* := \bigcup_{r > 0} \left\{ (\lambda, \mu) \in \mathbb{R}^2 : \lambda_1 < \lambda < \lambda^*(r), \mu_1 < \mu < \mu^*(r) \right\}.
\]

**2.1. Lower bound for (1.1) in quadrant \(\{\lambda > \lambda_1\} \times \{\mu > \mu_1\}\)**

In this part, we use the assumptions

\[
\alpha, \beta \geq 1, \quad \frac{\alpha}{p} + \frac{\beta}{q} > 1, \quad \frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1,
\]

(2.2)

To obtain the lower estimate for (1.1) in quadrant \(\{\lambda > \lambda_1\} \times \{\mu > \mu_1\}\) we introduce the set of critical points

\[
\lambda_f^*(r) := \inf_{(u,v) \in W} \max \left\{ \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}, \frac{1}{r} \frac{\int_{\Omega} |\nabla v|^q \, dx}{\int_{\Omega} |v|^q \, dx} \right\} : F(u, v) \geq 0 \right\},
\]

(2.3)

\[
\mu_f^*(r) := \lambda_f^*(r) r,
\]
The main results on \(\Gamma_1\) of \(\Sigma_1\) generalizes the single critical value \(\sigma^*\) obtained in [9], for which we have \(\sigma^* = \frac{1}{\lambda_1} \lambda^*_f \left( \frac{\mu_1}{\lambda_1} \right)\). The family (2.3) forms a curve \(\Gamma_f(r) = (\lambda^*_f(r), \mu^*_f(r))\), \(r > 0\), which allocates the following set in quadrant \([\lambda > \lambda_1] \times [\mu > \mu_1]\):

\[
\Sigma_f^* := \bigcup_{r > 0} \{ (\lambda, \mu) \in \mathbb{R}^2 : \lambda_1 < \lambda < \lambda^*_f(r), \mu_1 < \mu < \mu^*_f(r) \}.
\]

The main results on \(\Gamma_f\) and \(\Sigma_f^*\) are contained in the following theorem.

**Theorem 2.1** Assume (2.2) is satisfied. Then

1. \((\lambda_1, \mu_1) \leq \Gamma_f(r) < +\infty\) for all \(r \in (0, +\infty)\).
2. \(\Gamma_f(r)\) is continuous for all \(r \in (0, +\infty)\).
3. There exists \(r \in (0, +\infty)\) such that \(\Gamma_f(r) > (\lambda_1, \mu_1)\) if and only if \(F(\varphi_1, \psi_1) < 0\);
4. \(\lambda^*_f(r)\) is nonincreasing and \(\mu^*_f(r)\) is nondecreasing on \((0, +\infty)\).
5. for any \((\lambda, \mu) \in \Sigma_f^*\) there exists a nonnegative \(C^1\)-solution of \((D)\).

Here and subsequently, \(\Gamma_f(r) < +\infty\) means \(\lambda^*_f(r), \mu^*_f(r) < +\infty\), and \(\Gamma_f(r) > (\lambda_1, \mu_1)\) means \(\lambda^*_f(r) > \lambda_1\) and \(\mu^*_f(r) > \mu_1\).

We stress that statement (5) of Theorem 2.1 implies \(\Sigma_f^* \subseteq \Sigma^*\) and therefore \(\Gamma_f\) is the lower bound for \(\Gamma\) in quadrant \([\lambda > \lambda_1] \times [\mu > \mu_1]\), i.e. \(\Gamma_f \leq \Gamma\). Moreover, statement (3) of Theorem 2.1 implies that the assumption \(F(\varphi_1, \psi_1) < 0\) is sufficient for nonemptiness of \(\Sigma^*\). Similar to the scalar analogue of \((D)\) (see [15]), we conjecture that this assumption is also necessary. In Section 4, it will be shown that it is meaningful to call \(\Sigma_f^*\) a maximal domain of applicability of the Nehari manifold and fibering methods in quadrant \([\lambda > \lambda_1] \times [\mu > \mu_1]\). Nevertheless, it should be undertaken that \(\Sigma_f^*\), in general, is not a maximal domain of existence of nonnegative solutions for \((D)\), i.e. \(\Sigma_f^* \neq \Sigma^*\) (see [9, Section 10]).

The definition (2.3) implies that \(\lambda^*_f(r)\) does not depend on parameters \(c_1, c_2 > 0\) of \((D)\), and therefore \(\Gamma_f\) is invariant under a change of \(c_1, c_2\). In Section 3, we study also a behaviour of \(\Gamma_f\). Namely, the variational principle (2.3) allows us to provide the precise information on asymptotics of \(\Gamma_f\) for \(r \to 0\) and \(r \to +\infty\), see Lemmas 3.5, 3.6 and Figures 1, 2.

### 2.2. Upper bound for (1.1)

In this part, we obtain an upper estimate for the boundary of a maximal existence domain of positive \(C^1\)-solutions for \((D)\) by means of the extended functional method [11]. For this purpose, we consider the family of the extended functionals \(\Phi_{(\lambda, \lambda), r} : (S \times \bar{S}) \times (\bar{S} \times \bar{S}) \to \mathbb{R}\) which correspond to \((D)\) and are defined as

\[
F(u, v) := \int_\Omega f(x) |u|^\alpha |v|^\beta \, dx.
\]
Henceforth, we shall assume also that
\[ \Phi_{(\lambda, \lambda, r)}(u, v; \xi, \eta) := \int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \xi \, dx - \lambda \int_{\Omega} |u|^{p-2} u \xi \, dx \]
\[ + \int_{\Omega} |\nabla v|^{q-2} \nabla v \nabla \eta \, dx - \lambda r \int_{\Omega} |v|^{q-2} v \eta \, dx \]
\[ - c_1 \int_{\Omega} f|u|^{a-2}|v|^\beta u \xi \, dx - c_2 \int_{\Omega} f|u|^{a}|v|^\beta-2 v \eta \, dx, \quad r > 0. \]
(2.4)

Here
\[ S := \{ w \in C^1(\overline{\Omega}) : w > 0 \text{ in } \Omega, \ w = 0 \text{ on } \partial \Omega \}, \]
\[ \overline{S} := \{ w \in C^1(\overline{\Omega}) : w \geq 0 \text{ in } \Omega, \ w = 0 \text{ on } \partial \Omega \}. \]

Resolving the equation \( \Phi_{(\lambda, \lambda, r)}(u, v; \xi, \eta) = 0 \) with respect to \( \lambda \), we obtain
\[ \mathcal{L}_r(u, v; \xi, \eta) := \lambda \]
\[ = \int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \xi \, dx + \int_{\Omega} |\nabla v|^{q-2} \nabla v \nabla \eta \, dx - c_1 \int_{\Omega} f|u|^{a-2}|v|^\beta u \xi \, dx - c_2 \int_{\Omega} f|u|^{a}|v|^\beta-2 v \eta \, dx \]
\[ \int_{\Omega} |u|^{p-2} u \xi \, dx + r \int_{\Omega} |v|^{q-2} v \eta \, dx. \]
(2.5)

Henceforth, we shall assume also that \( \{(0, 0)\} \notin \overline{S} \times \overline{S} \) to circumvent the case of zero denominator in (2.5).

Now following [11] we introduce for each \( r > 0 \) the extended functional critical points
\[ \lambda^*_e(r) := \sup_{u, v \in S, \xi, \eta \in \overline{S}} \mathcal{L}_r(u, v; \xi, \eta), \quad \mu^*_e(r) := \lambda^*_e(r) r, \]
(2.6)

which form a curve \( \Gamma_e(r) = (\lambda^*_e(r), \mu^*_e(r)) \), \( r > 0 \). The main properties of \( \Gamma_e \) are given in the following theorem.

**Theorem 2.2** Assume \( \alpha, \beta \geq 1 \). Then

1. \( \Gamma_e(r) > -\infty \) for all \( r \in (0, +\infty) \).
2. If \( \Omega^0 \cup \Omega^+ \) has nonempty interior a.e., then \( \Gamma_e(r) < +\infty \) for all \( r \in [0, +\infty) \).
3. If \( p = q \) and \( \nu(\Omega^0 \cup \Omega^+) = 0 \), then \( \Gamma_e(r) = +\infty \) for all \( r \in (0, +\infty) \).
4. If \( \Gamma_e(r_0) > (0, 0) \) for some \( r_0 > 0 \), then \( \Gamma_e(r) > (0, 0) \) for all \( r \in (0, +\infty) \).
5. If \( \Gamma_e(r_0) < +\infty \) for some \( r_0 > 0 \), then \( \Gamma_e(r) < +\infty \) for all \( r \in (0, +\infty) \).
6. If \( (0, 0) < \Gamma_e(r) < +\infty \) for all \( r \in (0, +\infty) \), then \( \Gamma_e \) is continuous on \( (0, +\infty) \).
7. If \( (0, 0) < \Gamma_e(r) < +\infty \) for all \( r \in (0, +\infty) \), then \( \lambda^*_e(r) \) is nonincreasing and \( \mu^*_e(r) \) is nondecreasing on \( (0, +\infty) \).

These results are sketchily depicted in Figures 1, 2. We suppose that statement (3) holds for any \( p, q > 1 \). Analogously to \( \Gamma_f \) we show an additional property of the curve \( \Gamma_e \), namely the invariance of \( \Gamma_e \) under a change of parameters \( c_1, c_2 \).

**Lemma 2.3** Let \( \alpha, \beta \geq 1 \) and \( \frac{\alpha}{p} + \frac{\beta}{q} \neq 1 \). Then \( \Gamma_e \) is independent of \( c_1, c_2 > 0 \).
Let us introduce the following sets:

$$
\mathcal{R} := \bigcup_{r > 0} \left\{ (\lambda, \mu) \in \mathbb{R}^2 : \lambda > \lambda^*_e(r), \mu > \mu^*_e(r) \right\},
$$

$$
\Sigma^*_e := \bigcup_{r > 0} \left\{ (\lambda, \mu) \in \mathbb{R}^2 : \lambda_1 < \lambda < \lambda^*_e(r), \mu_1 < \mu < \mu^*_e(r) \right\}.
$$

Let us note that $\mathcal{R} \cap \Sigma^*_e = \emptyset$. If $\mathcal{R}$ or $\Sigma^*_e$ is empty, then the assertion is obvious. Assume that $\mathcal{R}, \Sigma^*_e \neq \emptyset$ and suppose a contradiction, i.e. there exist $r_1, r_2 > 0$, such that

$$
\left\{ (\lambda, \mu) \in \mathbb{R}^2 : \lambda > \lambda^*_e(r_1), \mu > \mu^*_e(r_1) \right\} \cap \left\{ (\lambda, \mu) \in \mathbb{R}^2 : \lambda_1 < \lambda < \lambda^*_e(r_2), \mu_1 < \mu < \mu^*_e(r_2) \right\} \neq \emptyset.
$$

Thus, we can find $(\lambda, \mu) \in \mathbb{R}^2$, such that $\lambda^*_e(r_1) < \lambda < \lambda^*_e(r_2)$ and $\mu^*_e(r_1) < \mu < \mu^*_e(r_2)$. However, these inequalities cannot be satisfied simultaneously, due to statement (7) of Theorem 2.2.

Note that in view of statements (5), (6) of Theorem 2.2 one has $\mathcal{R} \neq \emptyset$ if and only if $\Gamma_e(r_0) < +\infty$ for some $r_0 \in (0, +\infty)$, and $\Sigma^*_e \neq \emptyset$ if and only if $\Gamma_e(r_0) > (\lambda_1, \mu_1)$ for some $r_0 \in (0, +\infty)$. From these observations and the fact $\mathcal{R} \cap \Sigma^*_e = \emptyset$ it is not hard to conclude that $\Gamma_e$ separates the sets $\mathcal{R}$ and $\Sigma^*_e$ in quadrant $\{\lambda > \lambda_1\} \times \{\mu > \mu_1\}$. 

---

**Figure 1.** $\Omega^+ \cup \Omega^0$ has nonempty interior and $F(\varphi_1, \psi_1) < 0$.

**Figure 2.** $\nu(\Omega^+ \cup \Omega^0) = 0$.
The main results on $\mathcal{R}$ and $\Sigma^*_e$ are given in the following theorem.

**Theorem 2.4** Assume $\alpha, \beta \geq 1$. Then

1. $(\mathcal{D})$ has no positive $C^1$-solutions for any $(\lambda, \mu) \in \mathcal{R}$;
2. $(\mathcal{D})$ has a positive $C^1$-supersolution for any $(\lambda, \mu) \in \Sigma^*_e$.

Statement (1) of Theorem 2.4 implies that $\Gamma_e$ is the upper bound for a maximal existence domain of positive $C^1$-solutions for $(\mathcal{D})$. Moreover, under the assumptions $\alpha \geq p, \beta \geq q$ and $\frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1$, $\Gamma_e$ is the upper bound for $\Gamma$, i.e. $\Gamma \leq \Gamma_e$. Indeed, in this case any nonnegative weak solution of $(\mathcal{D})$ is positive and of class $[C^1(\Omega)]^2$ (see Appendix 2). This fact also yields $\Gamma_f \leq \Gamma \leq \Gamma_e$ in quadrant $[\lambda > \lambda_1] \times [\mu > \mu_1]$, i.e. $\Sigma^*_f \subseteq \Sigma^* \subseteq \Sigma^*_e$.

The existence of supersolutions for $(\mathcal{D})$ in $\Sigma^*_e$ can be complemented by the existence of subsolutions for $\lambda > \lambda_1, \mu > \mu_1$, which can be easily constructed using $\varphi_1$ and $\psi_1$. However, in contrast to scalar equations, the existence of sub- and supersolutions in the sense of definition (2.1) is not enough, in general, to obtain a solution for systems of elliptic equations (cf. [17, p.999]). Nevertheless, we suppose that $\Gamma_e$ is the precise boundary of the maximal existence domain of positive $C^1$-solutions for $(\mathcal{D})$ and it coincides with $\Gamma$ in the case $\alpha \geq p, \beta \geq q$. The partial confirmation of this conjecture follows from Lemma 4.2. Moreover, for the scalar problems related to $(\mathcal{D})$ the extended functional critical point determines the sharp boundary of maximal existence interval of positive solutions [15].

Summarizing the results of Theorems 2.1 and 2.2, we get the following estimates for $\lambda^*(r)$ and $\mu^*(r)$, which are vector counterparts of [15, Theorem 1.1] (see Figures 1, 2).

**Corollary 2.5** Assume that $\alpha \geq p, \beta \geq q, \frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1, \Omega^0 \cup \Omega^+ \text{ and } F(\varphi_1, \psi_1) < 0$ has nonempty interior a.e. Then there exist $r \in (0, +\infty)$ such that

$$
\lambda_1 < \lambda^*_f(r) \leq \lambda^*(r) \leq \lambda^*_e(r) < +\infty, \\
\mu_1 < \mu^*_f(r) \leq \mu^*(r) \leq \mu^*_e(r) < +\infty,
$$

or, equivalently, $(\lambda_1, \mu_1) \leq (\lambda^*_f(r), \mu^*_f(r)) \leq (\lambda^*(r), \mu^*(r)) \leq (\lambda^*_e(r), \mu^*_e(r)) \leq \Gamma_e(r) < +\infty$ in quadrant $[\lambda > \lambda_1] \times [\mu > \mu_1]$.

**Corollary 2.6** Assume that $\alpha \geq p, \beta \geq q, \frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1$ and $\nu(\Omega^0 \cup \Omega^+) = 0$. Then for all $r \in (0, +\infty)$ it holds

$$
\lambda_1 < \lambda^*_f(r) \leq \lambda^*(r) \leq \lambda^*_e(r) \leq +\infty, \\
\mu_1 < \mu^*_f(r) \leq \mu^*(r) \leq \mu^*_e(r) \leq +\infty,
$$

or, equivalently, $(\lambda_1, \mu_1) \leq (\lambda^*_f(r), \mu^*_f(r)) \leq (\lambda^*(r), \mu^*(r)) \leq (\lambda^*_e(r), \mu^*_e(r)) \leq +\infty$.

Finally, we provide an information on nonexistence of solutions to $(\mathcal{D})$.

**Lemma 2.7** Assume that (2.2) is satisfied.

1. If $f \leq 0$ a.e. in $\Omega$, then $(\mathcal{D})$ has no nontrivial weak solutions in $\mathbb{R}^2 \setminus [\lambda \geq \lambda_1] \times [\mu \geq \mu_1]$. 

If $\Omega^0 \cup \Omega^+$ has nonempty interior a.e., then there exist $\lambda \geq \lambda_1$ and $\tilde{\mu} \geq \mu_1$, such that $(\mathcal{D})$ has no positive weak solutions in $[\lambda \geq \tilde{\lambda}] \times [\mu \in \mathbb{R}]$ and $[\lambda \in \mathbb{R}] \times [\mu \geq \tilde{\mu}]$.

3. On the threshold of the fibering method

In this section we study the lower bound curve $\Gamma_f$ defined by means of (2.3). We prove Theorem 2.1 and describe precisely an asymptotic behaviour of $\lambda$.

First we mention the following result on the existence of a minimizer to (2.3), which will be used further:

**Proposition 3.1** Assume (2.2) is satisfied. Then there exists a nonzero minimizer $(u_r^*, v_r^*) \in W$ of (2.3) for any $r > 0$. Moreover, $u_r^*, v_r^* \geq 0$ in $\Omega$.

**Proof** The proof can be obtained in the same way as the proof of [9, Proposition 4.2, p.8]. □

Let us prove Theorem 2.1.

**Proof** (1) The lower bound follows from the estimate

\[
\lambda_f^+(r) \geq \inf_{(u,v) \in W} \left\{ \max \left\{ \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}, \frac{1}{r} \frac{\int_{\Omega} |\nabla v|^q \, dx}{\int_{\Omega} |v|^q \, dx} \right\} \right\}
\]

(3.1)

\[
= \max \left\{ \frac{\int_{\Omega} |\nabla \psi_1|^p \, dx}{\int_{\Omega} |\psi_1|^p \, dx}, \frac{1}{r} \frac{\int_{\Omega} |\nabla \psi_1|^q \, dx}{\int_{\Omega} |\psi_1|^q \, dx} \right\} = \max\{\lambda_1, \mu_1/r\}, \quad r > 0.
\]

The upper estimate $\lambda_f^+(r) < +\infty$ is obvious, since the admissible set of (2.3) is nonempty for all $r > 0$. Indeed, if $u \in W_0^{1,p}$ and $v \in W_0^{1,q}$ are nontrivial functions with disjoint supports, then $F(u,v) = 0$, and hence $(u,v)$ is an admissible point for (2.3).

(2) It is sufficient to prove the continuity of $\lambda_f^+(r)$ on $(0, +\infty)$. Observe that the minimization problem (2.3) has identical admissible set $\{F(u,v) \geq 0, (u,v) \in W\}$ for all $r > 0$. Furthermore, for any $(u,v) \in W$ we have: if $r \leq r_0$, then

\[
\max \left\{ \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}, \frac{1}{r} \frac{\int_{\Omega} |\nabla v|^q \, dx}{\int_{\Omega} |v|^q \, dx} \right\} \geq \max \left\{ \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}, \frac{1}{r_0} \frac{\int_{\Omega} |\nabla v|^q \, dx}{\int_{\Omega} |v|^q \, dx} \right\}
\]

(3.2)

and

\[
\max \left\{ r \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}, \frac{\int_{\Omega} |\nabla v|^q \, dx}{\int_{\Omega} |v|^q \, dx} \right\} \leq \max \left\{ r_0 \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx}, \frac{\int_{\Omega} |\nabla v|^q \, dx}{\int_{\Omega} |v|^q \, dx} \right\}.
\]

(3.3)

Hence, $\lambda_f^+(r) \geq \lambda_f^+(r_0)$ and $\mu_f^+(r) \leq \mu_f^+(r_0)$ if $r \leq r_0$. Therefore, at every $r_0 \in (0, +\infty)$ there exist one-sided limits of $\lambda_f^+(r)$ and $\mu_f^+(r)$, and

\[
\lim_{r \uparrow r_0} \lambda_f^+(r) \geq \lambda_f^+(r_0) \geq \lim_{r \downarrow r_0} \lambda_f^+(r),
\]

\[
\lim_{r \uparrow r_0} \lambda_f^+(r) = \lim_{r \downarrow r_0} \lambda_f^+(r) r \leq \lambda_f^+(r_0) r_0 \leq \lim_{r \downarrow r_0} \lambda_f^+(r) r = \lim_{r \uparrow r_0} \lambda_f^+(r) r_0.
\]
Comparing these chains of inequalities we see that one-sided limits are equal to the value of $\lambda^*_f(r)$ for each $r \in (0, +\infty)$, and this fact establishes the desired continuity of $\Gamma_f$.

(3) Assume first that $\Sigma_f^* \neq \emptyset$. This implies that there exists $r_0 > 0$ such that $\lambda^*_f(r_0) > \lambda_1$ and $\mu^*_f(r_0) > \mu_1$. Suppose, contrary to our claim, that $F(\varphi_1, \psi_1) \geq 0$. Then $(\varphi_1, \psi_1)$ is an admissible point for the minimization (2.3). However $D$ yields a contradiction, since $F$ is negative.

Moreover, Proposition A.1 implies that without loss of generality and for simplicity of notations we can deal with the case $F(\varphi_1, \psi_1) < 0$ by the assumption.

(4) Monotonicity directly follows from (3.2) and (3.3).

(5) In order to prove the existence of a weak solution for (D) in $\Sigma_f^*$ let us note that problem (D) has the variational form with the corresponding energy functional

$$E_{\lambda, \mu}(u, v) = \frac{\alpha}{c_1 p} \left( \int_{\Omega} |\nabla u|^p \, dx - \lambda \int_{\Omega} |u|^p \, dx \right) + \frac{\beta}{c_2 q} \left( \int_{\Omega} |\nabla v|^q \, dx - \mu \int_{\Omega} |v|^q \, dx \right) - \int_{\Omega} f(x)|u|^\alpha|v|^\beta \, dx.$$ 

Moreover, Proposition A.1 implies that without loss of generality and for simplicity of notations we can deal with the case $c_1 = \alpha, c_2 = \beta$.

Following [9], we look for a weak nonnegative solution to (D) as minimizer of the problem

$$n_{\lambda, \mu} := \inf \{ E_{\lambda, \mu}(u, v) : (u, v) \in \mathcal{N}_{\lambda, \mu} \},$$

(4.4)

where

$$\mathcal{N}_{\lambda, \mu} := \{(u, v) \in W : P_{\lambda, \mu}(u, u) := \langle D_u E_{\lambda, \mu}(u, u), u \rangle = 0, \quad Q_{\lambda, \mu}(u, v) := \langle D_v E_{\lambda, \mu}(u, v), v \rangle = 0 \}$$

is the Nehari manifold. Consider the Hessian of $E_{\lambda, \mu}(u, v)$:

$$\mathcal{H}_{\lambda, \mu}(u, v) = \begin{pmatrix} D_u P_{\lambda, \mu}(u, v), u \\ D_u Q_{\lambda, \mu}(u, u), u \end{pmatrix} \begin{pmatrix} D_v P_{\lambda, \mu}(u, v), v \\ D_v Q_{\lambda, \mu}(u, v), v \end{pmatrix}.$$ 

The following two lemmas are the basis of the spectral analysis by the fibering method (see [4,9]).

**Lemma 3.2** Let $(\lambda, \mu) \in \mathbb{R}^2$ and $(u_0, v_0) \in \mathcal{N}_{\lambda, \mu}$ be a minimization point of (3.4) such that

$$\text{det} \mathcal{H}_{\lambda, \mu}(u_0, v_0) \neq 0.$$
Then \((u_0, v_0)\) is a critical point of \(E_{\lambda, \mu}(u, v)\), i.e. a weak solution of \((D)\).

**Proof** The proof is obtained by the Lagrange multiplier rule, cf. [9, Lemma 3.1 p.6]. □

**Lemma 3.3** Assume \((2.2)\) is satisfied, \(p, q \in (1, +\infty)\) and \(f \in L^\infty(\Omega)\). If \((\lambda, \mu) \in \Sigma_f^*\), then \(\det \mathcal{H}_{\lambda, \mu}(u, v) \neq 0\) for any \((u, v) \in \mathcal{N}_{\lambda, \mu}\).

**Proof** The proof can be obtained by direct generalization of [9, Corollary 4.5, p.9].

Thus, these lemmas ensure finding a weak solution of \((D)\) by means of the minimization problem \((3.4)\), whenever \((\lambda, \mu) \in \Sigma_f^*\). Moreover, it can be established analogously to the proof of [9, Proposition 4.2, p.8] that \((3.4)\) indeed possesses a minimizer \((u, v) \in \mathcal{N}_{\lambda, \mu}\), which is therefore a weak solution of \((D)\). The desired regularity of \(u, v\) follows from Lemma B.1 and Corollary B.2. □

**Remark 3.4** Direct usage of \((3.4)\) for obtaining weak solutions to \((D)\) in the case \((\lambda, \mu) \notin \Sigma_f^*\) is not possible, in general, since one can face \(\det \mathcal{H}_{\lambda, \mu}(u, v) = 0\) for minimizer \((u, v)\) of \((3.4)\). Therefore we call \(\Sigma_f^*\) the maximal domain of applicability of the Nehari manifold and fibering methods in quadrant \(\{\lambda > \lambda_1\} \times \{\mu > \mu_1\}\).

Let us now study the asymptotic behaviour of \(\Gamma_f\). Introduce the following critical values

\[
\lambda^*_s := \inf_{u \in W_0^{1, p} \setminus \{0\} \cap \Omega^+} \left\{ \frac{\int_{\Omega} |\nabla u|^p \, dx}{\int_{\Omega} |u|^p \, dx} : F(u, \psi_1) \geq 0 \right\},
\]

\[
\mu^*_s := \inf_{v \in W_0^{1, q} \setminus \{0\} \cap \Omega^+} \left\{ \frac{\int_{\Omega} |\nabla v|^q \, dx}{\int_{\Omega} |v|^q \, dx} : F(\varphi_1, v) \geq 0 \right\},
\]

and define \(r_0 := \mu_1/\lambda^*_s, r_1 := \mu^*_s/\lambda_1\).

**Lemma 3.5** Let \(F(\varphi_1, \psi_1) < 0\) and \(\Omega^+ \cup \Omega^0\) has nonempty interior a.e. Then (see Figure 1)

1. \(\lambda^*_j(r) = \mu_1/r, \mu^*_j(r) = \mu_1\) for all \(r \in (0, r_0]\);
2. \(\lambda^*_j(r) = \lambda_1, \mu^*_j(r) = \lambda_1 r\) for all \(r \in [r_1, +\infty)\);
3. \(\lambda^*_j(r) > \lambda_1, \mu^*_j(r) > \mu_1\) for all \(r \in (r_0, r_1]\).

**Proof** (1) It is not hard to show that under the assumptions of the lemma \(\lambda^*_s\) defined by \((3.5)\) is finite (cf. the proof of [4, Lemma 3.1, p.34]), with a corresponding minimizer \(u^* \in W_0^{1, p}\) and \(F(u^*, \psi_1) \geq 0\). Taking \((u^*, \psi_1)\) as an admissible point for \(\lambda^*_j(r)\) and noting \((3.1)\), we get

\[
\frac{\mu_1}{r} \leq \lambda^*_j(r) \leq \max \left\{ \frac{\int_{\Omega} |\nabla u^*|^p \, dx}{\int_{\Omega} |u^*|^p \, dx}, \frac{1}{r} \frac{\int_{\Omega} |\nabla \psi_1|^q \, dx}{\int_{\Omega} |\psi_1|^q \, dx} \right\} = \max \left\{ \lambda^*_s, \frac{\mu_1}{r} \right\} \leq \frac{\mu_1}{r}
\]

for any \(r \in (0, \mu_1/\lambda^*_s]\). Hence, for such \(r\) we have \(\lambda^*_j(r) = \mu_1/r\) and consequently \(\mu^*_j(r) = \mu_1\).

Statement (2) can be handled in much the same way.
(3) Note that from statement (1) of Theorem 2.1 we have \( \lambda_f^*(r) \geq \lambda_1 \) and \( \mu_f^*(r) \geq \mu_1 \). Suppose, contrary to our claim, that \( \mu_f^*(r) = \mu_1 \) for some \( r > r_0 = \mu_1/\lambda_1^* \). Then, in view of Proposition 3.1, there exists \( u^*_r \in W_0^{1,p} \) such that \( (u^*_r, \psi_1) \) is a minimizer of \( \mu_f^*(r) \) and \( F(u^*_r, \psi_1) \geq 0 \). Therefore, \( u^*_r \) is an admissible point for \( \lambda_1^* \), and

\[
\lambda_1^* \leq \frac{\int_\Omega |\nabla u^*_r|^p \, dx}{\int_\Omega |u^*_r|^p \, dx} \leq \lambda_f^*(r) = \max \left\{ \frac{\int_\Omega |\nabla u^*_r|^p \, dx}{\int_\Omega |u^*_r|^p \, dx} : \frac{\mu_1}{r} \right\} = \frac{\mu_1}{r}.
\]

Hence, \( r \leq \mu_1/\lambda_1^* \), but it contradicts our assumption.

By the same arguments it can be shown that \( \lambda_f^*(r) > \lambda_1 \) for any \( r < r_1 \). Thus, we conclude that \( \lambda_f^*(r) > \lambda_1, \mu_f^*(r) > \mu_1 \) for all \( r \in (r_0, r_1) \).

**Lemma 3.6** Let \( v(\Omega^+ \cup \Omega^0) = 0 \). Then (see Figure 2)

\(\begin{align*}
(1) & \quad \lambda_f^*(r) > \lambda_1, \mu_f^*(r) > \mu_1 \text{ for all } r > 0; \\
(2) & \quad \lambda_f^*(r) \to \lambda_1, \mu_f^*(r) \to +\infty \text{ as } r \to +\infty; \\
(3) & \quad \lambda_f^*(r) \to +\infty, \mu_f^*(r) \to \mu_1 \text{ as } r \to 0.
\end{align*}\)

**Proof**

(1) Suppose the assertion is false and, without loss of generality, \( \mu_f^*(r) = \mu_1 \) for some \( r > 0 \). Then using Proposition 3.1 we can find \( u^*_r \in W_0^{1,p} \) such that \( (u^*_r, \psi_1) \) is a nonzero minimizer of \( \mu_f^*(r) \) and \( F(u^*_r, \psi_1) \geq 0 \). However, assumption \( v(\Omega^+ \cup \Omega^0) = 0 \) implies \( F(u, \psi_1) < 0 \) for any nontrivial \( u \in W_0^{1,p} \). Thus we get a contradiction. In the same way it can be shown that \( \lambda_f^*(r) > \lambda_1 \) for all \( r > 0 \).

(2) The basic idea is to construct a suitable admissible point for minimization problem (2.3). By definition of \( W_0^{1,p}(\Omega) \) there exists \( u_k \in C_0^\infty(\Omega), k \in \mathbb{N} \), such that \( u_k \to \varphi_1 \) in \( W_1^{1,p}(\Omega) \), that is,

\[
\int_\Omega |\nabla u_k|^p \, dx \to \int_\Omega |\nabla \varphi_1|^p \, dx \quad \text{and} \quad \int_\Omega |u_k|^p \, dx \to \int_\Omega |\varphi_1|^p \, dx \quad \text{as} \quad k \to +\infty.
\]

From here it follows that

\[
\lambda(u_k) := \frac{\int_\Omega |\nabla u_k|^p \, dx}{\int_\Omega |u_k|^p \, dx} \to \lambda_1, \quad k \to +\infty.
\]

(3.6)

Since \( u_k \) has a compact support in \( \Omega \), there exists an open set \( B_k \), such that \( B_k \subset \Omega \setminus \text{supp} \, u_k \) for each \( k \in \mathbb{N} \), and we denote by \( (\mu_1(B_k), \varphi_1(B_k)) \) the first eigenpair of \( -\Delta_\omega \) in \( B_k \) with zero Dirichlet boundary conditions. By construction, \( \text{supp} \, u_k \cap \text{supp} \, \varphi_1(B_k) = \emptyset \) for any \( k \in \mathbb{N} \), and hence \( F(u_k, \varphi_1(B_k)) = 0 \). Therefore, \( (u_k, \varphi_1(B_k)) \) is an admissible point for \( \lambda_f^*(r) \) and for all \( r > \mu_1(B_k)/\lambda(u_k) \) we have

\[
\lambda_1 < \lambda_f^*(r) \leq \max \left\{ \lambda(u_k), \frac{\mu_1(B_k)}{r} \right\} \leq \lambda(u_k),
\]

where the first inequality is obtained from (1). Combining this fact with (3.6), we deduce that \( \lambda_f^*(r) \to \lambda_1 \) and \( \mu_f^*(r) \to +\infty \) as \( r \to +\infty \).

The same method can be applied to prove statement (3).
4. Extended functional critical points

In this section, we study the upper bound $\Gamma_\varepsilon$ and prove Theorems 2.2, 2.4, 2.7 and Lemma 2.3.

\textbf{Proof of Theorem 2.2} \quad (1) Let $\varphi \in W_0^{1,p}$ and $\psi \in W_0^{1,q}$ be weak solutions of

\[
\begin{aligned}
-\Delta_p \varphi &= 1, \quad x \in \Omega, \\
\varphi |_{\partial \Omega} &= 0, \\
\end{aligned}
\quad \text{and} \quad
\begin{aligned}
-\Delta_q \psi &= 1, \quad x \in \Omega, \\
\psi |_{\partial \Omega} &= 0,
\end{aligned}
\]

respectively. Note that such solutions exist due to the coercivity of the corresponding energy functionals and their weakly lower semicontinuity on $W_0^{1,p}$ and $W_0^{1,q}$, respectively. Using the standard bootstrap arguments (cf. [18, Lemma 3.2, p.114]) we get $\varphi, \psi \in L^\infty(\Omega)$. Hence $\varphi, \psi \in C^{1,\delta}(\overline{\Omega})$ with some $\delta \in (0, 1)$ by [19] and $\varphi, \psi > 0$ in $\Omega$ by [20]. Therefore, $\varphi, \psi \in S$ and for all $\xi, \eta \in S$ we have

\[
\int_\Omega |\nabla \varphi|^{p-2} \nabla \varphi \nabla \xi \, dx = \int_\Omega \xi \, dx \quad \text{and} \quad \int_\Omega |\nabla \psi|^{q-2} \nabla \psi \nabla \eta \, dx = \int_\Omega \eta \, dx. \quad (4.1)
\]

At the same time, there exists a constant $C_1 \in \mathbb{R}$ (possibly negative) such that

\[
\int_\Omega \xi \, dx - c_1 \int_\Omega f |\varphi|^{\alpha-2} |\psi|^{\beta} \varphi \xi \, dx - C_1 \int_\Omega |\varphi|^{p-2} \varphi \xi \, dx = \int_\Omega \left( 1 - c_1 f |\varphi|^{\alpha-2} |\psi|^{\beta} - C_1 |\varphi|^{p-2} \varphi \right) \xi \, dx \geq 0 \quad (4.2)
\]

for all $\xi \in S$, since $\varphi, \psi, f$ are bounded and $|\varphi(x)|^{\alpha-2} |\psi(x)|^{\beta} \varphi(x) \to 0$ as $\text{dist}(x, \partial \Omega) \to 0$, due to $\alpha + \beta > 1$. By a similar argument, there exists $C_2 \in \mathbb{R}$ such that for all $\eta \in S$ we get

\[
\int_\Omega \eta \, dx - c_2 \int_\Omega f |\varphi|^{\alpha-2} |\psi|^{\beta} \varphi \xi \, dx - C_2 \int_\Omega |\psi|^{q-2} \psi \eta \, dx \geq 0. \quad (4.3)
\]

Using now (4.1), (4.2), (4.3), we conclude that

\[
\lambda_\varepsilon^*(r) \geq \inf_{\xi, \eta \in S} \frac{C_1 \int_\Omega |\varphi|^{p-2} \varphi \xi \, dx + C_2 \int_\Omega |\psi|^{q-2} \psi \eta \, dx}{C_1 \int_\Omega |\varphi|^{p-2} \varphi \xi \, dx + r \int_\Omega |\psi|^{q-2} \psi \eta \, dx} \geq \min\{C_1, C_2/r\} > -\infty
\]

for all $r > 0$, where the penultimate inequality follows from Proposition A.2.

(2) Assume $\Omega^+ \cup \Omega^0$ has nonempty interior a.e. Then one can find an open set $B$ such that $B \subset \Omega^+ \cup \Omega^0$ after possible redefinition on a set of measure 0. Let us fix any nontrivial nonnegative function $\varphi \in C_0^\infty(B)$ and consider $\varphi^p/u^{p-1}$ for each $u \in S$. Obviously, $\varphi^p/u^{p-1} \in C_0^1(\Omega)$, due to the necessary regularity of $\varphi, u$ and the facts that $u > 0$ in $\overline{B}$ and $\varphi \equiv 0$ in $\Omega \setminus B$. Applying now Picone’s identity (cf. [21, Theorem 1.1]) for any $u \in S$ we get

\[
\int_\Omega |\nabla u|^{p-2} \nabla u \nabla \left( \frac{\varphi^p}{u^{p-1}} \right) \, dx \leq \int_\Omega |\nabla \varphi|^p \, dx \leq C_1 \int_\Omega |\varphi|^p \, dx,
\]
Theorem 1.1, p. 947] imply the existence of positive weak solution a.e., we get the following chain of inequalities:

\[
\inf_{\xi, \eta \in S} \mathcal{L}_r(u, v; \xi, \eta) 
\leq \mathcal{L}_r \left( u, v; \frac{\varphi^p}{u^{p-1}}, 0 \right) = \frac{\int_{\Omega} |\nabla u|^{p-2} \nabla u \nabla \left( \frac{\varphi^p}{u^{p-1}} \right) \, dx - c_1 \int_{\Omega} f |u|^{\alpha-p} |v|^\beta \varphi^p \, dx}{\int_{\Omega} \varphi^p \, dx} 
\leq C_1 < +\infty
\]

for all \( u, v \in S \) and \( r \in [0, +\infty) \). Consequently, we conclude that \( \lambda^*_e(r) < +\infty \) on \([0, +\infty)\).

Likewise, we can find a constant \( C_2 = C_2(\varphi) \), independent of \( v \), such that for all \( u, v \in S \) and \( r \in [0, +\infty) \) it holds

\[
r \inf_{\xi, \eta \in S} \mathcal{L}_r(u, v; \xi, \eta) 
\leq r \mathcal{L}_r \left( u, v; 0, \frac{\varphi^q}{v^{q-1}} \right) = \frac{\int_{\Omega} |\nabla v|^{q-2} \nabla v \nabla \left( \frac{\varphi^q}{v^{q-1}} \right) \, dx - c_2 \int_{\Omega} f |u|^{\alpha-q} |v|^\beta \varphi^q \, dx}{\int_{\Omega} \varphi^q \, dx} 
\leq C_2 < +\infty
\]

Hence, \( \mu^*_e(r) < +\infty \) on \([0, +\infty)\], and statement (2) of Theorem 2.2 is proved.

(3) Assume that \( p = q \) and \( v(\Omega^0 \cup \Omega^+) = 0 \). Then statements (b) and (e) of [15, Theorem 1.1, p. 947] imply the existence of positive weak solution \( u_{\lambda} \in C^{1,\delta}(\overline{\Omega}) \) of the problem

\[
\begin{aligned}
-\Delta_p u_{\lambda} &= \lambda |u_{\lambda}|^{p-2} u_{\lambda} + f(x)|u_{\lambda}|^{\alpha-q} |v|^\beta \varphi^q, & x \in \Omega, \\
u_{\lambda}|_{\partial \Omega} &= 0.
\end{aligned}
\tag{4.4}
\]

for any \( \lambda > \lambda_1 \). At the same time, it is easy to see that \((u_{\lambda}, u_{\lambda})\) becomes a positive \( C^1\)-solution of system (D) with \( p = q, \lambda = \mu \) and \( c_1, c_2 = 1 \), i.e.

\[
\begin{aligned}
-\Delta_p u_{\lambda} &= \lambda |u_{\lambda}|^{p-2} u_{\lambda} + f(x)|u_{\lambda}|^{\alpha-q} |v|^\beta \varphi^q, & x \in \Omega, \\
u_{\lambda}|_{\partial \Omega} &= 0.
\end{aligned}
\]

Proposition A.1 implies the existence of \( t_0, s_0 > 0 \), independent of \( \lambda \), such that \((t_0 u_{\lambda}, s_0 u_{\lambda})\) is a positive \( C^1\)-solution of \( \mathcal{D} \). Using \((t_0 u_{\lambda}, s_0 u_{\lambda})\) as test point for \( \mathcal{L}_r(\cdot, \cdot; \xi, \eta) \) we get

\[
\lambda^*_e(r) \geq \inf_{\xi, \eta \in S} \mathcal{L}_r(t_0 u_{\lambda}, s_0 u_{\lambda}; \xi, \eta) 
= \inf_{\xi, \eta \in S} \frac{\lambda \int_{\Omega} |t_0 u_{\lambda}|^{p-2} t_0 u_{\lambda} \xi \, dx + \lambda \int_{\Omega} |s_0 u_{\lambda}|^{p-2} s_0 u_{\lambda} \eta \, dx}{\int_{\Omega} |t_0 u_{\lambda}|^{p-2} t_0 u_{\lambda} \xi \, dx + r \int_{\Omega} |s_0 u_{\lambda}|^{p-2} s_0 u_{\lambda} \eta \, dx} 
\geq \lambda \min\{1, 1/r\} \to +\infty,
\]

as \( \lambda \to +\infty \) for any \( r > 0 \). Hence, \( \lambda^*_e(r) = +\infty \) for all \( r > 0 \), which completes the proof.

(4) Let \( r_0 > 0 \) be such that \( \lambda^*_e(r_0) > 0 \). Then the following set is nonempty

\[
\mathcal{S}_{r_0}^+ := \{(u, v) \in S \times S : \inf_{\xi, \eta \in S} \mathcal{L}_r(u, v; \xi, \eta) \geq 0\}.
\tag{4.5}
\]
Observe that if \( r \leq r_0 \), then for all \( (u, v) \in S^+_r \) it holds
\[
\inf_{\xi, \eta \in \mathcal{S}} \mathcal{L}_r(u, v; \xi, \eta) \geq \inf_{\xi, \eta \in \mathcal{S}} \mathcal{L}_{r_0}(u, v; \xi, \eta).
\]
Consequently,
\[
\lambda^*_e(r) = \sup_{u, v \in \mathcal{S}, \xi, \eta \in \mathcal{S}} \inf_{\xi, \eta \in \mathcal{S}} \mathcal{L}_r(u, v; \xi, \eta) \geq \sup_{u, v \in \mathcal{S}, \xi, \eta \in \mathcal{S}} \inf_{\xi, \eta \in \mathcal{S}} \mathcal{L}_{r_0}(u, v; \xi, \eta) = \lambda^*_e(r_0). \tag{4.6}
\]
Thus, we have proved that if \( \lambda^*_e(r_0) > 0 \) for some \( r_0 > 0 \), then \( \lambda^*_e(r) > 0 \) for any \( r \in (0, r_0] \).

If now \( r \geq r_0 \), then for any \( (u, v) \in S^+_r \) and \( \xi, \eta \in \mathcal{S} \) it holds \( \mathcal{L}_r(u, v; \xi, \eta) \geq \mathcal{L}_{r_0}(u, v; \xi, \eta) \). Indeed,
\[
\mathcal{L}_r(u, v; \xi, \eta) = \frac{\int_{\Omega} |\nabla u|^{p-2} \nabla u \xi \, dx + \int_{\Omega} |\nabla v|^{q-2} \nabla v \eta \, dx - c_1 \int_{\Omega} f(u)|u|^{p-2} |v|^{\beta} u \xi \, dx - c_2 \int_{\Omega} f(u)|u|^{p-2} |v|^{\beta} v \eta \, dx}{r_0} \geq \frac{\int_{\Omega} |\nabla u|^{p-2} \nabla u \xi \, dx + \int_{\Omega} |\nabla v|^{q-2} \nabla v \eta \, dx - c_1 \int_{\Omega} f(u)|u|^{p-2} |v|^{\beta} u \xi \, dx - c_2 \int_{\Omega} f(u)|u|^{p-2} |v|^{\beta} v \eta \, dx}{r_0} = \mathcal{L}_{r_0}(u, v; \xi, \eta).
\]

Thus, for all \( r \geq r_0 \) we find that
\[
\mu^*_e(r) = \lambda^*_e(r) r = \sup_{u, v \in \mathcal{S}, \xi, \eta \in \mathcal{S}} \mathcal{L}_r(u, v; \xi, \eta) \geq \sup_{u, v \in \mathcal{S}, \xi, \eta \in \mathcal{S}} \mathcal{L}_{r_0}(u, v; \xi, \eta) = \lambda^*_e(r_0) r_0 = \mu^*_e(r_0).
\tag{4.7}
\]
Consequently, if \( \lambda^*_e(r_0) > 0 \) for some \( r_0 > 0 \), then \( \lambda^*_e(r) \geq \lambda^*_e(r_0) r_0/r > 0 \) for any \( r \in [r_0, +\infty) \). Therefore, we have \( \lambda^*_e(r) > 0 \) for all \( r \in (0, \infty) \), and hence \( \Gamma_e(r) > (0, 0) \).

(5) Let \( r_1 > 0 \) be such that \( \lambda^*_e(r_1) < +\infty \). If \( S^+_r \) given by (4.5) is empty for any \( r > 0 \), then obviously \( \lambda^*_e(r) \leq 0 \) for all \( r > 0 \) and the assertion of the theorem is true. Assume now that there exists \( r_0 \neq r_1 \), such that \( S^+_r \neq \emptyset \). Then inequalities (4.6) and (4.7) imply that \( \lambda^*_e(r_0) \leq \lambda^*_e(r_1) < +\infty \) or \( \lambda^*_e(r_0) \leq \lambda^*_e(r_1) r_1/r_0 < +\infty \), respectively. Therefore, \( \Gamma_e(r) < +\infty \) for all \( r > 0 \), and the proof is complete.

(7) Let \( (0, 0) \leq \Gamma_e(r) < +\infty, r \in (0, \infty) \), then \( \lambda^*_e(r) \) is nonincreasing and \( \mu^*_e(r) \) is nondecreasing on \( (0, +\infty) \), due to (4.6) and (4.7), respectively.

(6) The desired continuity of \( \Gamma_e \) can be proved using the monotonicity (4.6) and (4.7) in much the same way as statement (2) of Theorem 2.1.

Observe that \((\overline{u}, \overline{v}) \in S \times S \) is a positive \( C^1 \)-supersolution of \((\mathcal{D})\) with \((\lambda, \mu)\) if and only if
\[
\Phi_{(\lambda, \mu)}(\overline{u}, \overline{v}; \xi, \eta) \geq 0, \quad \forall (\xi, \eta) \in \mathcal{S} \times \mathcal{S},
\]
or, equivalently,
\[
\mathcal{L}_r(\overline{u}, \overline{v}; \xi, \eta) \geq \lambda, \quad \forall (\xi, \eta) \in \overline{\mathcal{S}} \times \overline{\mathcal{S}} \setminus \{(0, 0)\}, \tag{4.8}
\]
where \( r = \mu/\lambda \).

**Proof of Theorem 2.2**

(1) Fix any \((\lambda, \mu) \in \Sigma^+_e \) and let \( r_0 = \mu/\lambda \). We shall obtain the proof, if we show that (4.8) holds for some \((\overline{u}, \overline{v}) \in S \times S \). To this end, let us prove that
Lemma 2.3
Δ
\begin{align*}
\lambda < \lambda^*(r_0) \quad \text{and} \quad \mu < \mu^*(r_0). \quad \text{Obviously, it is sufficient to check only the first inequality.}
\end{align*}

Suppose, contrary to our claim, that \( \lambda \geq \lambda^*(r_0) \). Then \((\lambda, \mu) \in \Gamma_e\) if the equality holds, or \((\lambda, \mu) \in \mathcal{R}\) if \(\lambda > \lambda^*(r_0)\). However, from above (see Section 2.2) we know that \(\Sigma_e^* \cap \mathcal{R} = \emptyset\) and \(\Gamma_e\) separates these sets. Hence, we get a contradiction to our assumption \((\lambda, \mu) \in \Sigma_e^*\). Thus, the definition of \((2.3)\) implies the existence of \((\bar{\nu}, \bar{v}) \in S \times S\) such that

\begin{align*}
\lambda < \inf_{\xi, \eta \in S} \mathcal{L}_{\lambda}(\bar{\nu}, \bar{v}; \xi, \eta) \leq \lambda_e^*(r_0).
\end{align*}

Hence \(\lambda < \mathcal{L}_{\lambda}(\bar{\nu}, \bar{v}; \xi, \eta)\) for all \((\xi, \eta) \in \overline{S} \times \overline{S}\), and therefore \((\bar{\nu}, \bar{v})\) is a positive \(C^1\)-supersolution of \((D)\) with \((\lambda, \mu)\).

(2) Let \(\mathcal{R} \neq \emptyset\). Suppose, contrary to our claim, that there exists a positive \(C^1\)-supersolution \((u, v)\) of \((D)\) for some \((\lambda, \mu) \in \mathcal{R}\). Arguing as in statement (1), it can be proved that \(\lambda_e^*(r_0) < \lambda\) and \(\mu_e^*(r_0) < \mu\) for \(r_0 = \mu/\lambda\). Hence,

\begin{align*}
\lambda_e^*(r_0) < \lambda \leq \inf_{\xi, \eta \in S} \mathcal{L}_{\lambda}(u, v; \xi, \eta) \leq \lambda_e^*(r_0),
\end{align*}

which is impossible. \(\Box\)

**Remark 4.1** Statement (1) of Theorem 2.2 remains valid for

\begin{align*}
(\lambda, \mu) \in \bigcup_{r > 0} \left\{ (\lambda, \mu) \in \mathbb{R}^2 : \lambda < \lambda_e^*(r), \ \mu < \mu_e^*(r) \right\}.
\end{align*}

Let us now prove Lemma 2.3. To reflect the dependence of the problem on the constants \(c_1, c_2 \in \mathbb{R}^+\), we shall temporarily use the notations \((D)(c_1, c_2), \Gamma_e(c_1, c_2), \mathcal{R}(c_1, c_2), \Sigma(c_1, c_2), \) etc.

**Proof of Lemma 2.3** Assume, contrary to our claim, there exists \(r_0 > 0\) such that \(\Gamma_e(c_1, c_2)(r_0) \neq \Gamma_e(d_1, d_2)(r_0)\) for some \(c_1, c_2, d_1, d_2 > 0\). Since we use the parametrization of \(\Gamma_e\) by rays \((\lambda, \lambda r_0)\), we may assume, without loss of generality, that \(\lambda_e^*(c_1, c_2)(r_0) < \lambda_e^*(d_1, d_2)(r_0) \leq +\infty\) and, consequently, \(\mu_e^*(c_1, c_2)(r_0) < \mu_e^*(d_1, d_2)(r_0) \leq +\infty\). Statement (2) of Theorem 2.4 implies that \((D)(d_1, d_2)\) possesses a positive \(C^1\)-supersolution for any \((\lambda, \mu)\) such that \(\lambda < \lambda_e^*(d_1, d_2)(r_0), \ \mu < \mu_e^*(d_1, d_2)(r_0)\). Hence, Proposition A.1 yields that \((D)(c_1, c_2)\) has also a positive \(C^1\)-supersolution for the same \((\lambda, \mu)\). However, by statement (1) of Theorem 2.4, problem \((D)(c_1, c_2)\) has no positive \(C^1\)-supersolutions for \(\lambda > \lambda_e^*(c_1, c_2)(r_0)\) and \(\mu > \mu_e^*(c_1, c_2)(r_0)\). This contradicts our assumption. \(\Box\)

To prove the following fact let us note that \(\overline{S}\) is the positive cone of the Banach space \(\{w \in C^1(\overline{\Omega}) : \ w = 0 \text{ on } \partial \Omega\}\). Define an interior of \(\overline{S}\) w.r.t. to \(C^1\)-topology as

\begin{align*}
\text{int } \overline{S} := \left\{ w \in C^1(\overline{\Omega}) : \ w > 0 \text{ in } \Omega, \ w = 0 \text{ on } \partial \Omega, \ \frac{\partial w}{\partial n} < 0 \text{ on } \partial \Omega \right\},
\end{align*}

where \(n\) is the unit outward normal vector to \(\partial \Omega\). Notice also that \(\text{int } \overline{S} \subset S\).
Lemma 4.2 Assume that for some \( r > 0 \) there exist a maximizer \((u^*, v^*) \in \mathcal{S} \times \mathcal{S}\) and a corresponding minimizer \((\xi^*, \eta^*) \in \mathcal{S} \times \mathcal{S}\) of (2.6), i.e.

\[
\lambda_c^*(r) = \inf_{\xi, \eta \in \mathcal{S}} \mathcal{L}_r(u^*, v^*, \xi, \eta) = \mathcal{L}_r(u^*, v^*, \xi^*, \eta^*).
\]

Then \((u^*, v^*)\) is a weak solution of \((D)\).

**Proof** Since \(\inf_{\xi, \eta \in \mathcal{S}} \mathcal{L}_r(u^*, v^*, \xi, \eta)\) is attained at \((\xi^*, \eta^*) \in \mathcal{S} \times \mathcal{S}\), we have

\[
D_\xi \mathcal{L}_r(u^*, v^*, \xi^*, \eta^*) = 0, \quad D_\eta \mathcal{L}_r(u^*, v^*, \xi^*, \eta^*) = 0,
\]

which is equivalent to

\[
\int_{\Omega} |\nabla u^*|^{p-2} \nabla u^* \nabla \xi \, dx - \lambda_c^*(r) \int_{\Omega} |u^*|^{p-2} u^* \xi \, dx - c_1 \int_{\Omega} f |u^*|^{\alpha-2} |v^*|^{\beta} \xi \, dx = 0,
\]

\[
\int_{\Omega} |\nabla v^*|^{q-2} \nabla v^* \nabla \eta \, dx - \mu_c^*(r) \int_{\Omega} |v^*|^{q-2} v^* \eta \, dx - c_2 \int_{\Omega} f |u^*|^{\alpha} |v^*|^{\beta-2} \eta \, dx = 0,
\]

(4.10)

for all \(\xi, \eta \in \mathcal{S}\). Thus, we obtain the desired conclusion. 

From (4.10) it follows that \(\lambda_c^*(r) = \mathcal{L}_r(u^*, v^*, \xi, \eta)\) for all \(\xi, \eta \in \mathcal{S}\). Thus, the existence of a minimizer \((\xi^*, \eta^*) \in \mathcal{S} \times \mathcal{S}\) implies that all \((\xi, \eta) \in \mathcal{S} \times \mathcal{S}\) are minimizers of (2.6). On the other hand, in general, the functional \(\inf_{\xi, \eta \in \mathcal{S}} \mathcal{L}_r(u^*, v^*, \xi, \eta)\) is not differentiable with respect to \(u^*\) and \(v^*\). Therefore, we cannot conclude that

\[
D_u \mathcal{L}_r(u^*, v^*, \xi, \eta) = 0, \quad D_v \mathcal{L}_r(u^*, v^*, \xi, \eta) = 0,
\]

for all \((\xi, \eta) \in \mathcal{S} \times \mathcal{S}\). However, it is easy to see that at least in the case \(p, q \neq 2\), if these equalities hold for some \(\xi^*, \eta^*\), then \(\xi^*, \eta^*\) belong to the kernel of the corresponding linearized operator, i.e.

\[
\begin{cases}
-\Delta u^* - \lambda_c^*(r) u^* - c_1(\alpha - 1) f(x) |u^*|^{\alpha-2} |v^*|^{\beta} \xi^* - c_1 \beta f(x) |u^*|^{\alpha-2} |v^*|^{\beta-2} u^* v^* \xi^* = 0, & x \in \Omega, \\
-\Delta v^* - \mu_c^*(r) v^* - c_2(\beta - 1) f(x) |u^*|^{\alpha} |v^*|^{\beta-2} \eta^* - c_2 \alpha f(x) |u^*|^{\alpha} |v^*|^{\beta-2} u^* v^* \eta^* = 0, & x \in \Omega,
\end{cases}
\]

\[
\xi^*|_{\partial \Omega} = \eta^*|_{\partial \Omega} = 0.
\]

Finally, we prove nonexistence results.

**Proof of Lemma 2.7**

1. Assume \(v(\Omega^+) = 0\). Suppose, contrary to our claim, that there exists a nontrivial weak solution \((u, v) \in W_0^{1,p} \times W_0^{1,q}\) of \((D)\) in \(\mathbb{R}^2 \setminus \{\lambda \geq \lambda_1\} \times \{\mu \geq \mu_1\}\). Without loss of generality, we can assume \(\lambda < \lambda_1\). Using these facts, we test the first equation in \((D)\) by \(u\) and get

\[
0 < \int_{\Omega} |\nabla u|^p \, dx - \lambda \int_{\Omega} |u|^p \, dx = c_1 \int_{\Omega} f |u|^\alpha |v|^\beta \, dx \leq 0.
\]

Thus we obtain a contradiction.

The proof of statements (2) and (3) directly follows from the proof of statement (2) of Theorem 2.2.
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Appendix 1. Additional properties

We use the temporary notation \((D)(c_1, c_2)\) to reflect the dependence of \((D)\) on parameters \(c_1, c_2\).

**Proposition A.1** Let \(p, q > 1, \lambda, \mu, \alpha, \beta \in \mathbb{R}\) and \(\frac{q}{p} + \frac{\beta}{q} - 1 \neq 0\). If \((u, v) \in W^{1,p}_0 \times W^{1,q}_0\) is a weak solution (sub-, supersolution) of \((D)(c_1, c_2)\) with some \(c_1, c_2 > 0\), then for any \(d_1, d_2 > 0\) there exist \(t, s \in (0, +\infty)\) such that \((tu, sv) \in W^{1,p}_0 \times W^{1,q}_0\) is a weak solution (sub-, supersolution) of \((D)(d_1, d_2)\).

**Proof** Let \((u, v) \in W^{1,p}_0 \times W^{1,q}_0\) be a weak solution of \((D)(c_1, c_2)\) with some \(c_1, c_2 > 0\). Multiplying the first equation of \((D)(c_1, c_2)\) by \(t^{p-1}\) and the second equation by \(s^{q-1}\), where \(t, s > 0\), we get (in the weak sense)

\[
\begin{align*}
-\Delta_p(tu) &= \lambda |tu|^{p-2}tu + c_1 t^{p-\alpha} s^{-\beta} f(x)|tu|^{\alpha-2}|sv|^{\beta}tu, \\
-\Delta_q(sv) &= \mu |sv|^{q-2}sv + c_2 t^{-\alpha} s^{q-\beta} f(x)|tu|^{\alpha}|sv|^{\beta-2}sv.
\end{align*}
\]

Let us fix any \(d_1, d_2 > 0\) and find \(t, s\) such that

\[c_1 t^{p-\alpha} s^{-\beta} = d_1, \quad c_2 t^{-\alpha} s^{q-\beta} = d_2.\]

Then

\[
t = \left( \frac{c_1}{d_1} \right)^{\frac{q-p}{pq}} \left( \frac{c_2}{d_2} \right)^{\frac{p}{pq}}, \quad s = \left( \frac{c_1}{d_1} \right)^{\frac{\alpha}{pq}} \left( \frac{c_2}{d_2} \right)^{\frac{p-q}{pq}},
\]

where \(d := \frac{q}{p} + \frac{\beta}{q} - 1 \neq 0\), by the assumption. Hence \(t, s \in (0, +\infty)\), since \(c_1, c_2, d_1, d_2 > 0\), and \((tu, sv)\) satisfies \((D)(d_1, d_2)\) in the weak sense. The converse assertion can be proved by the similar way. \(\square\)

Consider now the function

\[g(x, y) := \frac{ax + by}{cx + dy}, \quad x, y \geq 0, \quad (x, y) \neq (0, 0),\]

with \(a, b \in \mathbb{R}, c, d > 0\).
Appendix 2. Regularity

The next lemma provides the boundedness of weak solutions to \((D)\). This result is sufficient to obtain \(C^1(\Omega)\)-regularity of solutions and, in addition, the maximum principle for nonnegative ones. The proof is based on the well-known bootstrap arguments (cf. [18, Lemma 3.2, p.114]).

**Lemma B.1** Assume \(\alpha, \beta > 0\), \(\frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1\) and \(\lambda, \mu \in \mathbb{R}\). Let \((u, v) \in W_{0}^{1,p} \times W_{0}^{1,q}\) be a weak solution of \((D)\). Then \((u, v) \in L^\infty(\Omega) \times L^\infty(\Omega)\).

**Proof** Let first \((u, v) \in W_{0}^{1,p} \times W_{0}^{1,q}\) be a nonnegative weak solution of \((D)\). Define \(u_M := \min\{u, M\}\) in \(\Omega\), where \(M > 0\). Then \(u_M^{kp+1} \in W_{0}^{1,p}\) for any \(M, k > 0\) and \(p > 1\). Indeed,

\[
\begin{align*}
\int_\Omega |\nabla (u_M^{kp+1})|^p \, dx &= (kp + 1)^p \int_\Omega |\nabla u_M|^p \, dx \\
&= (kp + 1)^p \int_{\{u \leq M\}} u^{kp+1} |\nabla u|^p \, dx \leq (kp + 1)^p M^{kp} \int_\Omega |\nabla u|^p \, dx < +\infty.
\end{align*}
\]

Testing the first equation of \((D)\) by \(u_M^{kp+1} \in W_{0}^{1,p}\) we obtain

\[
\lambda \int_\Omega |\nabla u|^{p-2} \nabla u \nabla (u_M^{kp+1}) \, dx = \mu \int_\Omega |u|^{p-2} u u_M^{kp+1} \, dx + c_1 \int_\Omega f |u|^\alpha |v|^\beta u u_M^{kp+1} \, dx. \tag{B.1}
\]

Using the Sobolev embedding theorem, for the first integral we have the following estimation:

\[
\begin{align*}
\lambda \int_\Omega |\nabla u|^{p-2} \nabla u \nabla (u_M^{kp+1}) \, dx &= (kp + 1)^p \int_\Omega |\nabla u_M|^p \, dx \\
&= \frac{(kp + 1)}{(k + 1)^p} \int_\Omega |\nabla u_M^{k+1}|^p \, dx \geq C_1 \frac{(kp + 1)}{(k + 1)^p} \left( \int_\Omega |u_M^{k+1}|^\sigma \, dx \right)^{\frac{p}{\rho}}.
\end{align*}
\]

Note that \(C_1 > 0\) is independent of \(M\) and \(k\). If \(\lambda > 0\), taking any \(t \in (p, p^*)\) and applying Hölder’s inequality for the second integral in \((B.1)\), we get

\[
\int_\Omega |u|^{p-2} u u_M^{k+1} \, dx \leq \int_\Omega |u|^{(k+1)} \, dx \leq C_2 \left( \int_\Omega |u|^{p(k+1)} \, dx \right)^{\frac{p}{t}}. \tag{B.3}
\]

If \(\lambda \leq 0\), then we have \(\lambda \int_\Omega |u|^{p-2} u u_M^{k+1} \, dx \leq 0\).

Since \(f \in L^\infty(\Omega)\), the third integral in \((B.1)\) can be estimated initially as follows:

\[
\int_\Omega f |u|^\alpha |v|^\beta u u_M^{kp+1} \, dx \leq C_3 \int_\Omega |u|^{kp+\alpha} |v|^\beta \, dx. \tag{B.4}
\]

Suppose first \(\alpha = p\). Due to the subcritical assumption \(\frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1\), there exists \(t \in (p, p^*)\) such that \(\frac{\alpha}{t} + \frac{\beta}{q^*} \leq 1\) and consequently \(\frac{p}{t} + \frac{\beta}{q^*} \leq 1\). Therefore, applying the Hölder inequality to the
right-hand side of (B.4), we derive

\[ \int_{\Omega} |u|^{p(k+1)}|v|^\beta \, dx \leq C_4 \left( \int_{\Omega} |u|^{q+1} \, dx \right)^{p \over \sigma} \left( \int_{\Omega} |v|^\beta \, dx \right)^{\beta \over \sigma} \leq C_5 \left( \int_{\Omega} |u|^{(k+1)} \, dx \right)^{p \over \sigma}, \]  

(B.5)

where \( C_5 \) depends on \( v \), but does not depend on \( k \) and \( M \).

Suppose now \( \alpha < p \). Using (B.5), the right-hand side of (B.4) can be estimated as follows:

\[ \int_{\Omega} |u|^{k^p + \alpha} |v|^\beta \, dx = \int_{|u| < 1} |u|^{k^p + \alpha} |v|^\beta \, dx + \int_{|u| \geq 1} |u|^{k^p + \alpha} |v|^\beta \, dx \]

\[ \leq \int_{|u| < 1} |v|^\beta \, dx + \int_{|u| \geq 1} |u|^{k^p + \alpha} |v|^\beta \, dx \]

\[ \leq C_6 + C_7 \left( \int_{\Omega} |u|^{(k+1)} \, dx \right)^{p \over \sigma}, \]

where the last inequality is obtained by estimation

\[ \int_{\Omega} |u|^{(k+1)} \, dx \geq \int_{|u| \geq 1} |u|^{(k+1)} \, dx \geq v(|u| \geq 1) = C_8 > 0. \]

Notice that although \( C_6, C_7 \) depend on \( u, v \), they are independent of \( k \) and \( M \).

Suppose finally \( \alpha > p \). Note that

\[ \frac{\alpha}{p^*} + \frac{\beta}{q^*} < 1 \implies \exists t \in (p, p^*) : \frac{\alpha}{p^*} + \frac{\beta}{q^*} - p \left( \frac{1}{p^*} - \frac{1}{t} \right) < 1 \implies \frac{\alpha - p}{p^*} + \frac{\beta + p}{q^*} < 1. \]

Therefore, using the Hölder inequality, we get

\[ \int_{\Omega} |u|^{k^p + \alpha} |v|^\beta \, dx = \int_{\Omega} |u|^{(k+1)} |u|^{\alpha - p} |v|^\beta \, dx \]

\[ \leq C_9 \left( \int_{\Omega} |u|^{(k+1)} \, dx \right)^{p \over \sigma} \left( \int_{\Omega} |u|^{p^*} \, dx \right)^{\alpha - p \over p^*} \left( \int_{\Omega} |v|^{q^*} \, dx \right)^{\beta \over q^*} \leq C_{10} \left( \int_{\Omega} |u|^{(k+1)} \, dx \right)^{p \over \sigma}. \]

Combining (B.4) with (B.5), (B.6) or (B.7), we derive

\[ \int_{\Omega} f|u|^\alpha|v|^{k^p + 1} |u_M| \, dx \leq C_{11} \left( \int_{\Omega} |u|^{(k+1)} \, dx \right)^{p \over \sigma}, \]

where constant \( C_{11} \in (0, +\infty) \) depends on \( u \) and \( v \), but does not depend on \( k \) and \( M \).

Substituting estimations (B.2), (B.3) and (B.8) into the energy Equation (B.1), we get

\[ \left( \int_{\Omega} |u_M|^{p^*(k+1)} \, dx \right)^{1 \over p^*(k+1)} \leq C_{12} \left( \frac{k+1}{k+1} \right)^{1 \over \sigma} \left( \int_{\Omega} |u|^{(k+1)} \, dx \right)^{1 \over p^*(k+1)} \]

Taking \( k_1 > 0 \) such that \( t(k_1 + 1) = p^* \) and passing to the limit as \( M \to +\infty \), we obtain

\[ \left( \int_{\Omega} |u|^{p^*(k_1+1)} \, dx \right)^{1 \over p^*(k_1+1)} \leq C_{12} \left( \frac{k_1+1}{k_1(p+1)} \right)^{1 \over \sigma} \left( \int_{\Omega} |u|^{p^*} \, dx \right)^{1 \over p^*} < +\infty. \]

Therefore, \( u \in L^{p^*(k_1+1)}(\Omega) \). Organizing now the iterative process exactly as in [18, Lemma 3.2, p. 114], we conclude that \( u \in L^{\infty}(\Omega) \). The same reasoning is applied to show that \( v \in L^{\infty}(\Omega) \). Hence, the nonnegative solutions of (D) are bounded. To prove the boundedness of nodal solutions we apply the above arguments separately to positive and negative parts. It is possible, due to the fact that if \( u \in W^{1,p}_{0}(\Omega) \), then \( \max\{\pm u, 0\} \in W^{1,p}_{0}(\Omega) \), see [24, Corollary A.5, p. 54].
Corollary B.2 Assume $\alpha, \beta \geq 1$. Let $(u, v) \in W^{1,p}_0 \times W^{1,q}_0$ be a bounded weak solution of $(D)$. Then $u, v \in C^{1,\gamma} (\Omega)$, $\gamma \in (0, 1)$.

Proof The assumption $\alpha, \beta \geq 1$ and the boundedness of $(u, v)$ imply that the right-hand side of $(D)$ is bounded. Therefore, the regularity result of [19] implies $u, v \in C^{1,\gamma} (\Omega)$ for some $\gamma \in (0, 1)$.

Corollary B.2 and the strong maximum principle [20] imply

Corollary B.3 Assume that $\alpha \geq p, \beta \geq q$ and let $(u, v) \in W^{1,p}_0 \times W^{1,q}_0$ be a nontrivial nonnegative bounded weak solution of $(D)$. Then $u$ and $v$ are positive in $\Omega$. Moreover, they satisfy a boundary point maximum principle on $\partial \Omega$. 