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Abstract

The modeling of large deformation fracture mechanics has been a challenging problem regarding the accuracy of numerical methods and their ability to deal with considerable changes in deformations of meshes where having the presence of cracks. This paper further investigates the extended finite element method (XFEM) for the simulation of large strain fracture for hyper-elastic materials, in particular rubber ones. A crucial idea is to use a polygonal mesh to represent space of the present numerical technique in advance, and then a local refinement of structured meshes at the vicinity of the discontinuities is additionally established. Due to differences in the size and type of elements at the boundaries of those two regions, hanging nodes produced in the modified mesh are considered as normal nodes in an arbitrarily polygonal element. Conforming these special elements becomes straightforward by the flexible use of basis functions over polygonal elements. Results of this study are shown through several numerical examples to prove its efficiency and accuracy through comparison with former achievements.
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1. Introduction

The extended finite element method (XFEM) has become a well-known tool to numerically simulate discontinuity problems. This technique was first proposed in \cite{1} to model issues related to cracks involved in strong discontinuities. Moës and Sukumar \cite{2, 3} then extended its applications to model structures with voids and close interfaces represented as weak discontinuities. The main feature of XFEM allows us generate the mesh background independently to the discontinuities by adding enriched parts to the classical finite approximations under the concept of the Partition of Unity \cite{4}. The use of enrichment functions was accordingly taken into account with meshless methods \cite{5}, isogeometric analysis (IGA) \cite{6}. In regard to the application in fracture mechanics, XFEM has been successfully employed in modeling crack propagation \cite{7, 8}, cohesive fracture \cite{9, 10},
cracks with multiple branches \[3, 12\], three dimensional crack growth \[13, 14\], etc. With the two-dimensional analysis of XFEM, a domain is divided into non-overlapping subdomains, which are normally comprised of triangular or quadrilateral elements. Mesh discretization is still a challenging task because element types and element geometries significantly affect the approximation quality. In particular, while triangle elements suit to discretize domains with complicated shapes, they provide results with less accuracy than that of quadrilateral elements. In recent years, much attention is paid to applications of polygonal elements in numerical methods due to their ability to produce highly accurate solutions as well as their flexibility in mesh generation. The construction of polygonal finite elements was introduced in the work of Sukumar et al \[15, 16\]. Paulino et al \[17\] then established a framework for two dimensional mesh generator written in Matlab. Their applications have been widely utilized in various fields, such as simulation of incompressible fluid flows \[18\], contact problems \[19, 20\], three dimensional linear elasticity \[21\], polycrystalline materials \[22\], and hyper-elastic materials \[23\], scaled boundary polygonal finite element method (SBPFEM) \[24\], linear strain smoothing \[25\], advanced virtual element techniques (VEM) \[26, 27\], limit analysis \[28, 29\] and so on.

The XFEM is extended from the standard FEM by the introduction of an enrichment technique for elements to capture the challenging features of fracture problems. The effects of a crack such as displacement jump and stress singularity near the crack tip are installed mathematically with proper enrichment functions \[2\] to incorporate into the displacement approximation. This approach avoids re-meshing during analysis of problems involved in discontinuities. However, XFEM still exists weaknesses regarding features of a typical FEM such as lower-order approximations and sensitivities to element distortion (in the case of large deformations). The development of enrichment approach has been applied to other numerical methods to overcome the mentioned difficulties. For example, the extended isogeometric analysis \[6, 30, 31\] characterizes high order approximations and high continuity but loses Kronecker-delta property, and extended meshfree methods \[5, 32\] offer approximations based on space discretization by only nodes and not by elements. Early study on applying polygonal meshes into XFEM was presented in \[33, 34\] to model issues of linear elastic fracture. This topic is promising due to advantages and widespread applications of polygonal elements.

Most achievement in fracture mechanics is numerical investigations of linear failure analysis, in particular, for brittle materials being represented under a small deformation, while behaviors of ductile materials in this field are crucially necessary for research. Philippe \[35, 36\] examined finite strains at a crack tip for hyper-elastic Neo-Hookean materials. Several investigations for nonlinear failure analysis of constitutive laws in relation to cohesive models were developed by Dolbow \[37\], Wells \[38\], Rabczuk \[39\]. They recently extended this work to simulate geometrically nonlinear fracture problems for nearly incompressible material \[40\]. A further approach to focus on the enrichment around crack tips was reported \[41\] by Legrain to deal with large deformation problems in the context of XFEM. Besides, studies in the nonlinear fractures for compressible hyper-elastic materials have been achieved by Karoui \[42\] investigated with the Ciarlet-Geymonat hyper-elastic model, and Rashetnia \[43\] examined with classes of Neo-Hookean materials to simulate
the finite deformation of cracks. A recent study on large deformation of ductile fracture problems [44] was investigated in the association with the non-local damage plasticity model. Such success has made contributions to the scientific community of the fracture mechanics field. However, these authors have examined the use of only common finite elements such as triangular or quadrilateral meshes in terms of the space discretization. The interest of polygonal finite element technique in modeling crack problems has recently introduced by Sukumar [33], which only focused on the linear fracture aspects. Thus, the extension of its advantages to the finite deformation in fracture mechanics will be definitely favorable.

The present work focuses on employment of XFEM with the polygonal element discretization to solve two-dimensional fracture mechanics problems with large deformation. Herein, the Neo-Hookean hyper-elastic models for both compressible and incompressible materials are used in the modified XFEM analysis. In the framework of polygonal finite elements, a correction gradient technique of shape functions is applied to enhance the accuracy of evaluating numerical integration of the weak form. Due to the presence of a jump in displacements at vicinity of cracks, a structured mesh of quadrilateral elements is embedded in polygonal elements are embedded. The advantage from this approach is the creation of mesh refinements adapting into regions containing discontinuities. Moreover, the replacements are easy to control the mesh refinement around crack paths that may definitely bring improvements in the computational efficiency. It is observed that differences from the size as well as the type of elements along the boundary of two mesh regions lead to appearance of hanging nodes. However, such difficulty is completely solved through the flexibility of conforming interpolation functions employed in polygons. For the implementation, an updated Lagrangian formulation is taken into the modified XFEM. This approach allows the geometry of the computational domain to be updated periodically, and therefore tracking the deformation of cracks becomes efficiently. Meanwhile, the obstacle to transfer data of certain variables in the updated Lagrangian approach is facilitated by an additional mapping between the deformed element and its undeformed counterpart, found in [44].

The paper is outlined as follows: the formulations of non-linear fracture in XFEM based on the updated Lagrangian description are described in Section 2. In Section 3, the polygonal finite elements are employed in the present numerical method, followed by the construction of basis functions and the procedure of treating hanging nodes. Finally, several numerical examples are given in Section 4 to demonstrate the accuracy and effectiveness of the present work.

2. Governing equations

2.1. Large deformation formulation in FEM

We consider a two-dimension body $\Omega$ bounded by $\Gamma$, which is subjected to a body force $\mathbf{b}$. The boundary conditions are given by the prescribed traction $\mathbf{t}$, and displacement $\mathbf{u}$ on $\Gamma_t$ and $\Gamma_u$, respectively, and the crack surface $\Gamma_c$ is denoted by as illustrated in Fig. [1]
The equilibrium equation and boundary conditions defined in the updated Lagrangian description are given by

\[ \nabla \cdot \sigma + \bar{b} = 0 \quad \text{in } \Omega \]  
\[ \sigma \cdot n = \bar{t} \quad \text{on } \Gamma_t \]  
\[ \sigma \cdot n = 0 \quad \text{on } \Gamma_c \]  
\[ u = \bar{u} \quad \text{on } \Gamma_u \]  

where \( \sigma \) is the Cauchy stress tensor and \( n \) is the unit outward normal vector.

Following the finite element procedure, the weak form of the equilibrium equations is constructed by multiplying the test function \( \delta u \) and applying partial integration over the domain \( \varphi(\Omega) \) which is transformed to the current configuration

\[ \int_{\varphi(\Omega)} \sigma : \nabla_x u \delta u dv - \int_{\varphi(\Omega)} \delta u \cdot \bar{b} dv - \int_{\varphi(\Gamma)} \delta u \cdot \bar{t} d\Gamma = 0 \]  

In the first term of Eq. (2), the Cauchy stress tensor with respect to the current configuration facilitates the gradient of the test function \( \delta u \) by its symmetric part with the following definition

\[ \nabla^S_x \delta u = \frac{1}{2} \left( \nabla_x \delta u + \nabla^{T_x} \delta u \right) \]  

Hence, the weak form is rewritten as

\[ \int_{\varphi(\Omega)} \sigma : \nabla^S_x u \delta u dv - \int_{\varphi(\Omega)} \delta u \cdot \bar{b} dv - \int_{\varphi(\Gamma)} \delta u \cdot \bar{t} d\Gamma = 0 \]  

By applying the Galerkin discretization, the approximate displacement field \( u \) can be expressed in the relation \( u = N \bar{u} \), where \( N \) is a set of shape functions associated with nodal displacement vector \( \bar{u} \). By introducing the matrix \( B \), the gradient of the test function is defined as
\begin{equation}
\n\nabla^*_x \delta u = B \delta \bar{u} \tag{5}
\end{equation}

where \( B \) is the matrix of the derivatives of shape functions with respect to the current configuration and its definition for node \( I \) is described by

\[
B^I = \begin{bmatrix}
\frac{\partial N_I}{\partial x} & 0 \\
0 & \frac{\partial N_I}{\partial y} \\
\frac{\partial N_I}{\partial y} & \frac{\partial N_I}{\partial x}
\end{bmatrix} \tag{6}
\]

Substituting Eq. 5 into Eq. 6, the finite element formulation can be expressed as

\[
R(u) = \int_{\varphi(\Omega)} B^T \sigma dv - \int_{\varphi(\Omega)} N^T \bar{b} dv - \int_{\varphi(\Gamma_t)} N^T \bar{t} d\Gamma = 0 \tag{7}
\]

where \( R(u) \) is the residual vector, and terms in this equation involve the internal and external force, which are written by

\[
F_{\text{int}} = \int_{\varphi(\Omega)} B^T \sigma dv \tag{8}
\]

\[
F_{\text{ext}} = \int_{\varphi(\Omega)} N^T \bar{b} dv + \int_{\varphi(\Gamma_t)} N^T \bar{t} d\Gamma \tag{9}
\]

Due to the presence of nonlinear effects on the weak form, the procedure of linearization needs to be applied into the Eq. 7. This leads to the following definition, which is decomposed into the geometric and material part. In particular, the first term is related to the variation of the stress \( \sigma \), which depends on the material behavior causes material effects. The second one involves the current state of the stress, which is responsible for geometric effects.

\[
\Delta R(u) = K_{\text{tan}} \Delta u = \int_{\varphi(\Omega)} \Delta B^T \sigma dv + \int_{\varphi(\Omega)} B^T \Delta \sigma dv \tag{10}
\]

With the examination of hyper-elastic material, the constitutive relation is expressed as \( \sigma = C^e : \nabla^* u \), where \( C^e \) is the constitutive elastic material tensor. Thus, the variational form of constitutive relation can be presented as \( \Delta \sigma = C^e : \nabla^* \Delta u \), and the introduction of the matrix \( G \) which is the result of taking variation \( \Delta B \) in the relation \( \Delta B = G \Delta u \). Substituting these relations into Eq. 10 it can be rewritten as

\[
\Delta R(u) = K_{\text{tan}} \Delta u = \left( \int_{\varphi(\Omega)} G^T M G dv + \int_{\varphi(\Omega)} B^T C^e B dv \right) \Delta u \tag{11}
\]
The tangential stiffness matrix is separately performed by two parts as

\[ K_{geo} = \int_{\varphi(\Omega)} G^T M G dv \]  

\[ K_{mat} = \int_{\varphi(\Omega)} B^T C^e B dv \]  

(12)

(13)

where \( M \) is the matrix of stress components defined in the form as

\[ M = \begin{bmatrix}
\sigma_{xx} I_{2 \times 2} & \sigma_{xy} I_{2 \times 2} \\
\text{sym} & \sigma_{yy} I_{2 \times 2}
\end{bmatrix} \]  

(14)

The matrix \( G \) containing the derivatives of the shape functions reported in [45] defined at node \( I \) is given by

\[ G^I = \begin{bmatrix}
\frac{\partial N_I}{\partial x} & 0 \\
0 & \frac{\partial N_I}{\partial x} \\
\frac{\partial N_I}{\partial y} & 0 \\
0 & \frac{\partial N_I}{\partial y}
\end{bmatrix} \]  

(15)

In the scope of hyper-elastic materials undergoing the finite deformation analysis, the constitutive material and stress tensors are determined by taking the derivatives of the strain energy function \( W \) with respect to the right Cauchy-Green tensor \( C \). In particular, the second Piola-Kirchhoff stress tensor \( S \) in terms of the initial configuration is expressed as

\[ S = 2 \frac{\partial W}{\partial C} \]  

(16)

The corresponding constitutive elastic tensor is defined as

\[ C^E = 4 \frac{\partial W}{\partial C} \]  

(17)

The transformation of stress and constitutive material tensor to the current configuration is given in the following relations

\[ \sigma = \frac{1}{J} F S F^T \]  

(18)

\[ C^e_{ijkl} = F_{im} F_{jn} F_{kp} F_{lq} C^E_{mnpq} \]  

(19)
where $J$ is the determinant of the deformation gradient $F$. The definition of $F$ in the current configuration is given by

$$F = \frac{\partial x}{\partial X} = \left( \frac{\partial X}{\partial x} \right)^{-1} = \left( \frac{\partial (x - u)}{\partial x} \right)^{-1} = \left( I - \frac{\partial u}{\partial x} \right)^{-1} \quad (20)$$

For the Neo-Hookean compressible material, the strain energy is given in the following logarithmic function as reported in [43, 45, 46]

$$W(C) = \frac{1}{2} \lambda (\log J)^2 - \mu \log J + \frac{\mu}{2} (\text{trace} \; (C) - 3) \quad (21)$$

where $\lambda$ and $\mu$ are the Lamé parameters obtained from the relation of Young’s modulus and Poisson’s ratio. The stress and the constitutive elastic tensor defined in the current configuration can be obtained as

$$\sigma = \frac{1}{J} \left( \lambda \log J I + \mu \left( FF^T - I \right) \right) \quad (22)$$

$$C^e_{ijkl} = \lambda \delta_{ij} \delta_{kl} + (\mu - \lambda \log J) (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{kj}) \quad (23)$$

For incompressible materials, the value of the deformation gradient’s determinant is almost unchanged and is equal to 1. Hence, the corresponding strain energy derived from Eq. 21 reads

$$W(C) = \frac{\mu}{2} (\text{trace} \; (C) - 3) \quad (24)$$

The corresponding second Piola-Kirchhoff stress is expressed by

$$S = 2 \frac{\partial W}{\partial C} - pC^{-1} = \mu I - pC^{-1} \quad (25)$$

Being different from the description in Eq. 16, the term of the hydrostatic pressure is added to the stress tensor owing to the effects of the incompressibility of materials. By assuming that the material is said to be plane stress, the Cauchy-Green tensor $C$ could be expressed in the following form such that the incompressibility condition must be satisfied:

$$C = \begin{bmatrix} C_{11} & C_{12} & 0 \\ C_{21} & C_{22} & 0 \\ 0 & 0 & C_{33} \end{bmatrix}, \text{~with~} C_{33} = \frac{t^2}{T^2} \quad (26)$$

in which $t$ and $T$ are the thickness distributions measured in the deformed and undeformed configuration, respectively. The thickness arisen from the deformation is computed as

$$t^2 = \frac{T^2}{\det(C)} \quad (27)$$

The second Piola-Kirchhoff tensor given in Eq. 25 can be rewritten as

$$S = \mu \left( \bar{I} - \det(\bar{C})^{-1} \bar{C}^{-1} \right) \quad (28)$$
where \( \bar{I} \) is the unit tensor \( 2 \times 2 \), and \( \bar{C} \) is the in-plane dilatation tensor. The corresponding Cauchy stress is given by

\[
\sigma = \mu \frac{1}{J} \mathbf{F} \left( \bar{I} - \det (\bar{C})^{-1} \bar{C}^{-1} \right) \mathbf{F}^T
\]

The fourth-order tensor of the constitutive material in the incompressible conditions defined in the deformed configuration is

\[
C_{ijkl}^e = \mu \det (\bar{C})^{-1} (2\delta_{ij}\delta_{kl} + (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{kj}))
\]

2.2. Large deformation formulation in XFEM

XFEM is a well-known technique in modeling discontinuities without remeshing. Being proposed by Belytschko et al \[1, 2\], the method mathematically described the effects of discontinuities by additional terms, namely enrichment functions. In modeling crack problems, two types of enrichments are utilized, including the Heaviside function to express the jump in displacements and the asymptotic functions to capture the singularity of stresses near the crack tip. The approximation displacement fields in the crack problem is given by

\[
u(x) = \sum_{i \in I} N_i(x) \bar{u}_i + \sum_{j \in J} N_j(x) H(x) \bar{a}_j + \sum_{k \in K} \sum_{l} A_l(x) \bar{b}_k^l
\]

where \( N_i(x) \) and \( \bar{u}_i \) are the shape functions and the nodal displacement of node \( i \), and \( \bar{a}_j \) is the nodal enriched degree of freedom associated with the Heaviside function, while \( \bar{b}_k^l \) is the nodal enriched degree of freedom corresponding to node \( k \) associated with the asymptotic enrichment. The Heaviside function is defined by a step function

\[
H(x) = \begin{cases} 
1 & \text{if} (x - x^*) \cdot n > 0 \\
-1 & \text{other}
\end{cases}
\]

where \( x^* \) is the closet point on the crack to point \( x \), and \( n \) is the normal vector to crack at \( x^* \).

The enrichment functions related to the asymptotic field near the crack tip are usually examined under the use of four branch functions \[1, 2\] taken from the linear elastic fracture mechanics. Several studies on finite strains around the crack tip were analyzed in the case of plane stress shown in \[33\] and plane strain \[47\], based on the use of Neo-Hookean strain energy. Legrain et al \[41\] then proposed the enrichment function to deal with this problem appropriate to the framework of XFEM. It is given by

\[
A(x) = \left\{ r^{1/2} \sin(\theta/2) \right\}
\]

where \( r \) and \( \theta \) are the polar coordinates with respect to the crack tip.

An important feature in the XFEM analysis is that a certain number of elements are partially enriched, whose are called “blending element” as depicted in Fig. \[2\]. Therefore,
the sum of basis functions of these elements does not satisfy the property of the Partition of Unity. As a result, the enrichment functions cannot be exactly reproduced the approximation fields. This also causes poor convergence rates. A solution proposed by Fries [48] is used to treat the negative effects of blending elements, in particular, a modified approach relied on Ramp function $R(x)$ which is established from the shape functions of possible enriched nodes $K$ belonging to counterparts of fully enriched elements for the crack tip:

$$R(x) = \sum_{k \in K} N_k(x)$$ \hspace{1cm} (34)

The modification of the asymptotic enrichment functions are defined as

$$A_{\text{mod}}(x) = A(x) R(x)$$ \hspace{1cm} (35)

The definition of the modified enrichment functions is zero in the standard elements and continuously varies in between elements.

For the implementation of XFEM, enrichment functions are often expressed in the shifted relation, in which take the value of zero at nodal points. By associating this with the modified enrichment functions, the approximation displacements are rewritten as

$$u(x) = \sum_{i \in I} N_i(x) \bar{u}_i + \sum_{j \in J} N_j(x) \bar{H}(x) \bar{a}_j + \sum_{k \in K} N_k(x) \sum_{l} \bar{A}_l(x) R(x) \bar{b}_k^l$$ \hspace{1cm} (36)

where $\bar{H}(x) = H(x) - H(x_j)$, and $\bar{A}_l(x) = A_l(x) - A_l(x_k)$.

As mentioned earlier, the nonlinear crack problem by using XFEM is implemented in the updated Lagrangian description. The mapping between physical (ordinary) elements and their parent counterparts is polynomial, and is straightforward for any configurations. However, the mapping from the parent elements in the natural coordinates to their enriched elements in the current configuration is very complicated or even is impossible because the enrichment functions adapted to this element are with respect to the polar coordinates including $r$ and $\theta$. In general, the value of the angle $\theta$ is not guaranteed under the process of mapping. Thus, enrichment functions must be defined on the initial
configuration, and then a transformation \( \varphi \) is employed in the mapping from the initial (undeformed) configuration to the current (deformed) configuration, reported in [44] as illustrated in Fig. 3. It is noted that the second mapping stage does not remain polynomial due to the effect of the enrichment function.

For the mapping of ordinary elements, the process of mapping between two different configurations is performed in the flowchart as shown in Fig. 4. In particular, the mapping from the reference element to the undeformed configuration is denoted by \( F_0 \), and the other manner from undeformed to deformed configuration is denoted by \( F \), also called the deformation gradient. The reference element can be mapped directly to the deformed configuration, denoted by \( \bar{F} \).

The definitions of the mapping of \( F_0 \) and \( F \) are indirectly determined through the following computation of the Jacobian matrices
The term of \( F \) is the deformation gradient, which is given in the Eq. 3 is also defined as

\[
F = \begin{bmatrix}
\frac{\partial x}{\partial X} & \frac{\partial y}{\partial X} \\
\frac{\partial x}{\partial Y} & \frac{\partial y}{\partial Y}
\end{bmatrix}
\] (38)

In the same way to define the approximation displacement as shown in Eq. 36, the current position in the framework of XFEM can be given by

\[
x = \sum_{i \in I} N_i(\xi, \eta) \bar{x}_i + \sum_{j \in J} N_j(\xi, \eta) \bar{H}(x) \bar{a}_j + \sum_{k \in K} N_k(\xi, \eta) \sum_{l} \bar{A}_l(X) R(X) \bar{b}_k
\] (42)

Based on the definitions of Jacobian matrix as reported in Eq. 37 and Eq. 38, their corresponding calculations in XFEM are presented in Appendix A. The construction of the matrices \( B \) and \( G \) shown in Eq. 32 and Eq. 33 can be derived from the context of XFEM in relation with the terms of enrichments. Therefore, the components of these matrices are comprised of three different parts, including the standard FEM, Heaviside enrichment and asymptotic enrichments. More detail for their formulations can be found in Appendix B.

For the numerical treatment of the nonlinear equations, the Newton-Raphson’s method is widely employed to obtain solutions according to the iterative procedure to find the displacement increment \( \Delta u \). As mentioned in Eq. 11, the updated state of the residual force corresponding to \( k^{th} \) iteration of the Newton-Raphson method can be defined as

\[
R_{k+1} \simeq R_k + \Delta R
\] (43)

The vector \( R_{k+1} \) can be described in the following expression \( R_{k+1} = R(u_k + \Delta u) \), which is equal to “0” as defined in Eq. 7. Therefore, the formulation to get the incremental displacements in Eq. 11 can be rewritten at an iterative state as
\[ K_{\text{tan}} \Delta u = -R_k \] (44)

For the models with many load steps, the convergent solution is set up as a starting value of the unknown for the next load stage. An algorithm for the framework of the nonlinear XFEM implementation is reported in Table 1.

| Algorithm | Algorithm for the Newton-Raphson iteration |
|-----------|-------------------------------------------|
| 1. Make an initial displacement \( u_0 \), normally \( u_0 = 0 \) |
| 2. Loop over each incremental load |
| a. Loop until the converged solution is achieved, in particular \( ||R_k|| > tol \), where \( R_k \) is obtained in Eq. 7. and \( k \) is iteration steps. |
| i. Calculate the tangential stiffness matrix \( K_{\text{tan}} \), internal force \( K_{\text{int}} \), and external force \( K_{\text{ext}} \) at the current displacement \( u_k \), mentioned in Eq. 11. |
| ii. Calculate the residual force \( R_k = F_{\text{int}} - F_{\text{ext}} \). |
| iii. Calculate the incremental displacement \( \Delta u = (K_{\text{tan}})^{-1}(-R_k) \). |
| iv. Update the displacement \( u_{k+1} = u_k + \Delta u \). |
| b. End Loop. |
| c. Increase load. |
| 3. End Loop |

**Table 1.** Algorithm for solving convergent solution in the nonlinear XFEM

3. Large deformation formulation based on XFEM over polygonal meshes

3.1. Polygonal finite elements

The concept of polygonal elements is extended from standard triangular and quadrilateral elements. The number of element vertices is arbitrary, and the shape can even be concave. The early contribution in this field is the development of convex multi-sided elements using rational basis functions proposed by Wachspress [49]. Laplace shape functions were accordingly constructed by the use of natural neighbor interpolation for arbitrary convex polygons introduced by Sibson [50]. Floater [51, 52] relied on the application of barycentric coordinates to develop Wachspress and mean value basis functions which are commonly employed in computer graphics and numerical modeling. Hormann [53] successively exploded the mean value coordinates to be well-defined for arbitrary planar and even non-convex polygons. Besides that, the mean value coordinates are suitable for the larger deformation analysis when a number of possible elements are distorted. In the present work, the use of mean value shape functions is taken into the conforming approximations on polygonal finite elements. Following that, a modification regarding gradient correction of polygonal shape functions is build up to enhance their accurate computation.

Basis functions of the mean value concept are constructed from non-negative weights on polygons. The polygonal shape functions of a \( n \)-gons domain are expressed in general form as
\[ N_i(x) = \frac{w_i(x)}{\sum_j^n w_j(x)}, \quad w_i(x) = \frac{\tan(\alpha_i-1/2) + \tan(\alpha_i/2)}{\|v_i - x\|} \]  

where \( v_i \) are nodal positions, and \( x \) is the position of point \( p \) in the domain. The value of angles \( \alpha_i(x) \) is defined such that \( 0 < \alpha_i < \pi \). Fig. 5 describes notations for mean value coordinates of a pentagon.

**Fig. 5.** Notations for mean value coordinates of a pentagon at point \( p \).

The mean value shape functions satisfy the interpolation requirements, including:

- A partition of unity, and non-negative character: \( \sum_{i=1}^n N_i(x) = 1, 0 \leq N_i(x) \leq 1 \).
- Interpolate nodal data: \( N_i(x_j) = \delta_{ij} \), where \( \delta_{ij} \) is the Kronecker-delta.
- Linear completeness: \( x = \sum_{i=1}^n N_i(x) x_i \).

Conforming approximations on a polygonal element in physical space can be implemented from the definition of shape functions directly defined on physical coordinates. A common way in numerical analysis is the employment of an iso-parametric mapping from the corresponding reference element. For the convenience in implementation, all of vertices of canonical elements lie on the same circumcircle and are arranged in the anticlockwise order. An example of pentagon and hexagon reference elements is shown in Fig. 6.

To evaluate the numerical integration over polygonal elements, a popular technique is the use of two levels of affine mapping, reported in [15, 16, 33], which can be straightforward to apply Gaussian quadrature. A depiction of the method is shown in Fig. 7. The first level is the mapping from a polygonal domain in physical coordinate to a corresponding reference domain. The reference domain then is divided into sub-triangles, and
Fig. 6. Reference elements: (a) pentagon, (b) hexagon.

Fig. 7. Numerical integration based on partition schemes.

each sub-triangle is mapped into a reference triangle. Taking the integration of a typical function over a physically function $f$ over a polygonal domain is expressed as

$$\int_{\Omega_e} f d\Omega = \int_{\Omega_0} f |J_2| d\Omega = \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1-\xi} f \left| J_1^i \right| |J_2| d\xi d\eta$$  \hspace{1cm} (46)

Alternatively, the numerical integration can be executed by a direct partition of the physical element into sub-triangles to apply quadrature rules. The integral process is simplified in one level as shown in Fig. 7 and Eq. 46 is thus written as

$$\int_{\Omega_e} f d\Omega = \sum_{i=1}^{n} \int_{0}^{1} \int_{0}^{1-\xi} f \left| J_1^i \right| d\xi d\eta$$  \hspace{1cm} (47)

It is observed that the basis functions mentioned earlier are of much benefit to conforming to arbitrary polygonal finite elements when the interpolation conditions are completely
satisfied. Nevertheless, the numerical integration of gradient fields on such domains causes errors and instabilities in convergent results because of their non-polynomial property. A commonly recent solution introduced by Talischi et al. [54, 55] is the use of gradient correction to generate polynomial consistency which definitely enhances the accuracy of polygonal finite element methods. This modification is briefly expressed as follows. For functions \( N \) defined on a domain \( \Omega_e \), the gradient correction of \( N \) denoted by \( \nabla_{\Omega_e,k}N \) that is close to the original form \( \nabla N \) relatively requires the surface and line integration. The formulation of the correction gradient is given by

\[
\nabla_{\Omega_e,k}N = \nabla N + \frac{1}{|\Omega_e|} \left( \oint_{\partial\Omega_e} N \mathbf{n} ds - \int_{\Omega_e} \nabla N d\mathbf{x} \right)
\]

where the subscript “\( k \)” denotes an elemental order.

An investigation for validating the computational efficiency of gradient correction technique for basis functions is employed in a patch test problem bounded in the domain \( \Omega = (0,1)^2 \) as shown in Fig. 8(a). The analytical solution for displacements is given by \( u_x(x,y) = 2x \) and \( u_y(x,y) = -0.5y \), along with material parameters \( \mu = \kappa = 1 \). The verification is carried out on meshes of linear polygonal elements (\( k = 1 \)) as typically presented in Fig. 8(b) to provide capacity of the correction scheme for mean value shape functions. Relative errors in the displacement field are studied through evaluation of \( L^2 \)-error \( \| \mathbf{u} - \mathbf{u}_h \| \) and \( H^1 \)-energy norm \( \| \nabla \mathbf{u} - \nabla \mathbf{u}_h \| \). Resulting data presented in Table. 2 proves that the correction gradient has significant effects on mean value basis functions. Obviously, the correction approach raises remarkable accuracy when the patch test is exactly passed.

### 3.2. Local mesh refinements with hanging nodes

The applications of polygonal finite element into XFEM are certainly beneficial to enhance the computational efficiency thanks to the high order of shape functions of such elements, and the flexibility in the mesh generation. In the finite deformation analysis,
Table 2. Results of relative errors in $L^2$ and $H^1$ norms for the patch test.

| Number of elements | $L^2$-error Correction | $L^2$-error Without correction | $H^1$-energy norm Correction | $H^1$-energy norm Without correction |
|--------------------|------------------------|-------------------------------|------------------------------|-------------------------------------|
| 10                 | 3.45E-16               | 3.09E-04                      | 1.71E-15                    | 1.40E-03                            |
| 50                 | 5.01E-16               | 1.11E-04                      | 3.32E-15                    | 8.86E-04                            |
| 250                | 7.12E-16               | 6.02E-05                      | 7.05E-15                    | 1.09E-03                            |

Fig. 9. A mesh with hanging nodes.

The presence of displacement jumps where possibly causes mesh distortion is necessary for the treatment. Meshes generated by polygonal elements are unstructured, therefore regions with significantly large deformations are difficult to control the mesh distortion phenomenon. A proposed solution is the addition of structured meshes around the area where attending the discontinuities. The practice of using rectangle-shaped elements around the crack interface is useful to reduce mesh distortions when the effect of aspect-ratio distortions at such split elements is on mesh quality. Due to the differences from the size and the type of elements along the boundaries of this area, hanging nodes are produced, which lead to incompatibilities in the mesh. A typical example of the local refinement of a crack illustrates the presence of hanging nodes shown in Fig. 9.

The treatment of hanging nodes can be made by two common approaches which are relied on the consideration of degrees of freedom (DOFs). In particular, the first approach is the case of hanging nodes having no DOFs and non-conforming shape functions. The numerical solutions are obtained by considering constrained approximation via the Lagrangian multipliers, which result in complicated algorithms. In the second one, the hanging nodes are associated with DOFs, and therefore the construction of shape functions is required to conform to finite element space. Gupta [56] developed shape functions based on bilinear basis functions on quadrilateral elements. However, there is the limit to the number of hanging nodes on a certain element edge. The application of polygonal finite elements to conform to quadtree meshes has been interesting in adaptive computations [33, 57]. With the great flexibility of the shape functions, there is no distinction between hanging nodes and regular nodes. Therefore, the use of shape functions over polygonal elements are well-defined on elements with the presence of hanging nodes.
shows the generation of a hanging node from a pentagon which is accordingly mapped into the reference hexagon.

Fig. 10. Mapping from a canonical hexagon to a pentagon with one hanging node.

4. Numerical examples

In this section, several examples are investigated to demonstrate the computational efficiency of the present approach. The Neo-Hookean models mentioned in Eq. 21 and Eq. 24 for compressible and incompressible hyper-elastic materials are employed in modeling the nonlinear fracture problems. The first examples are made to verify the reliability of the present numerical technique, and prove nonlinearities of the structural mechanics in comparison with previous study counterparts regarding both numerical and analytical results. The advantages of applying polygonal finite elements into the XFEM are exhibited in the next examinations, whose benchmarks are included with a mixed crack or complicated geometries. The Lamé parameters defined in the material models in Section 2.1 are converted from the relations of Young’s modulus and Poisson’s ratio found in [45] as

\[ E = \frac{(3\lambda + 2\mu)\mu}{\lambda + \mu} \quad (49) \]

\[ \nu = \frac{\lambda}{2(\lambda + \mu)} \quad (50) \]

Note that benchmarks with incompressible elastic materials for the numerical analysis here are assumed to be in the plane stress state. The convergence tolerance is set to be \( tol = 6 \times 10^{-3} \).

4.1. A single edge crack specimen in a square plate

Consider a square domain of size \( L = 2 \text{ mm} \) with an edge crack of length \( a = 1 \text{ mm} \) as shown in Fig. 11. The bottom edge is fixed in y-direction, and the node at the left bottom corner is blocked to prevent a rigid body motion. A uniform load in the vertical direction is imposed on the edge. The domain is discretized into two kinds of meshes, including a polygonal mesh with three different local refinements (603, 697 and 859 elements) as
shown in Fig. 12 and a quadrilateral structured mesh with $49 \times 49$ elements. A material parameter with $\mu = 0.4225$ MPa adopted to the Neo-Hookean incompressible material model in Eq. 24 is employed in the analysis. The computational process is executed in 40 load steps with each increment $\Delta \sigma = 5000$ Pa. The mesh deformation and stress field of von Mises are shown in Fig. 13, which exhibits concentrated stress in the vicinity of the crack tip.

![Fig. 11. Geometry and boundary conditions of the single edge crack problem.](image)

Fig. 11. Geometry and boundary conditions of the single edge crack problem.

The values of the $J$-Integral obtained from the present method under the use of three meshes are plotted in Fig. 14. It should be noted that the evaluation of the $J$-Integral is stable when the integration domain radius is chosen as $r = 3 \times h_{size}$, see Refs. [1, 41, 43]. A comparison of $J$ values analyzed from the three polygonal meshes and quadrilateral one shows that the performance of good refinements is lower than that of the coarse refinement. In particular, the figure obtained from both meshes (697 and 859 elements) is different with that of quadrilateral mesh with only 5% while that from 603-element mesh is over 10%.

![Fig. 12. Polygonal mesh discretization of the single edge crack problem: (a) 603 elements, (b) 697 elements, and (c) 859 elements.](image)

Fig. 12. Polygonal mesh discretization of the single edge crack problem: (a) 603 elements, (b) 697 elements, and (c) 859 elements.
Fig. 13. (a) Mesh deformation, (b) distributions of von Mises stress.

Fig. 15 shows the relative error of the displacement along the top edge regarding the reference solution obtained from the use of quadrilateral mesh. The performance from the polygonal mesh with a very fine refinement is much lower than the counterpart. From displays in Fig. 14 and Fig. 15, the local refinement has significant effects on the computational results. With only 697 elements, the obtained results well fit those from a very fine structured mesh with 2041 elements.

4.2. A center crack in a square plate

The example is examined according to the Griffith problem to evaluate behaviors of the nonlinear elastic fracture mechanics. Fig. 16(a) illustrates the size of the domain given \( h = w = 6 \) mm with the presence of a crack of length \( 2c = 0.5 \) mm. The benchmark is imposed by two kinds of uniform loading, including uniaxial extension and equibiaxial extension as shown in Fig. 16(b) and Fig. 16(c), respectively, and the boundary condition for preventing rigid body motions is also supported for both. The computational domain is discretized by a modified polygonal mesh with 1066 elements which consists of a very fined local quadrilateral mesh shown in Fig. 17. A quadrilateral mesh with a high element density around the crack path as depicted in Fig. 18 is also considered in the analysis. The material is chosen to be incompressible with shear modulus \( \mu = 0.4225 \) MPa. The main investigation of this problem is employed in the evolution of the \( J \)-Integral corresponding to each stretch level. The obtained results of the \( J \)-integral are compared with values of the tearing energy introduced by Lake \cite{58}, and Lindley \cite{59} for the center crack problem in axial extension and Yeoh \cite{60} in equibiaxial extension. In detail, an approximation factor \( k \) dependent on the principal extension \( \lambda \) is proposed to assess the tearing energy. The following form is given by

\[
G = 2kW_c
\]

where \( W \) is the strain energy density of the computational domain without the crack.
Fig. 14. $J$-Integral obtained by the use of polygonal meshes and quadrilateral mesh.

Fig. 15. Relative error of the displacements along top edge.
Fig. 16. A center crack problem: (a) a center crack domain, (b) uniaxial extension, (c) equibiaxial extension.

Fig. 17. (a) Polygonal mesh (1066 elements), (b) a zoom around the crack path.

From Lake’s work, the factor \( k \) is measured as

\[
k = \frac{\pi}{\sqrt{\lambda}}
\]  

and from the assumption of Lindley, the factor \( k \) is

\[
k = 2.95 - 0.08 (1 - \lambda) \sqrt{\lambda}
\]

Fig. [19] shows the comparison of the \( J \)-Integral’s evolution with respect to elongation levels obtained from the present numerical method and two analytical approaches. As expected, the numerical results become close to the Lindley’s curve and well fit at higher stretch levels. In a close-up view of this figure, the performance of polygonal mesh shows
a higher accuracy than that of quadrilateral mesh.

The center crack problem is successively developed in the case of equibiaxial extension by assuming a crack with the length $c$ to become an ellipse as depicted in Fig. 20. The numerical factor is given by

$$k = \frac{\sigma_y \pi b}{4Wc}$$

(54)

in which the stress $\sigma_y$ as reported in [60] is computed as

$$\sigma_y = 2\left(\lambda_y - \lambda_y^{-5}\right)\left(\frac{\partial W}{\partial I_1} + \lambda_y^2 \frac{\partial W}{\partial I_2}\right)$$

(55)

where $I_1$ and $I_2$ are the principal invariants.

The $J$-Integral values obtained from the present method with respect to variation of the axial extension are plotted in Fig. 21 and are also compared with those from the Yeoh’s approach. We observe that when the axial stretch becomes large, the numerical $J$-Integral’s performance tends to fit the result computed by the Yeoh’s path.

To address capacity of the present approach being generalized to any hyper-elastic models, we additionally consider other hyperelastic model named as the Mooney-Rivlin model. This model can be seen as a special case of the well-known Ogden model in which the strain energy for incompressible materials can be expressed in the following general form as

$$W\left(C\right) = \sum_{p=1}^{N} \frac{\mu_p}{\alpha_p} \left(\lambda_1^{\alpha_p} + \lambda_2^{\alpha_p} + \lambda_3^{\alpha_p} - 3\right)$$

(56)

where $\lambda_1$, $\lambda_2$, $\lambda_3$ are principle stretches, and $(\mu_p, \alpha_p)$ are material parameters.

The Mooney-Rivlin model can be obtained by setting $N = 2$, $\alpha_1 = 2$, and $\alpha_2 = -2$ from Eq. 56

$$W\left(C\right) = \frac{\mu_1}{2} (I_1 - 3) - \frac{\mu_2}{2} (I_2 - 3)$$

(57)
Fig. 19. The variation of $J$-Integral in the case of uniaxial extension.

Fig. 20. Assumption of the crack’s deformation.

Fig. 21. The variation of $J$-Integral in the case of equibiaxial extension.
For computation, material parameters are chosen consistently to the input data of Neo-Hookean incompressible material given. In particular, they are typically given by $\mu_1 = 3.6969 \times 10^5$ Pa, and $\mu_2 = -0.5281 \times 10^5$ Pa. The numerical results are obtained for both cases of uniaxial and equibiaxial extension, and loading magnitudes are similar to the former counterparts. The assessment of $J$-Integral for Mooney-Rivlin model is shown in Fig. 22 and is compared with that of the Neo-Hookean model. It is seen that the release energy attained from the Mooney-Rivlin model for both stretching cases is different from the Neo-Hookean one although the material is managed to be a typical rubber material. As depicted in Fig. 22, the present approach is well capable of evaluating some hyperelastic models when the corresponding enrichment function to each hyperelastic material model is defined.

![Comparison of J-Integral between two hyperelastic models: (a) uniaxial extension, (b) equibiaxial extension.](image)

**Fig. 22.** Comparison of $J$-Integral between two hyperelastic models: (a) uniaxial extension, (b) equibiaxial extension.

### 4.3. A single edge crack specimen in a rectangular plate

A further single edge crack problem is continuously taken into the consideration of the effect of geometrically nonlinear structures. The boundary conditions at the bottom edge are subjected to the same manner in the previous example 4.1. The top edge is pulled in tension via a controlled displacement as shown in Fig. 23(a). The size of the domain is chosen to be $W = 2$ mm, and $H = 6$ mm, with a crack length of 1 mm. A mesh with 604 elements is employed for the analysis as shown in Fig. 23(b). The material is chosen to be nearly incompressible, and is analyzed based on the strain energy form in Eq. 21. The material’s parameters are given as $E = 50 \times 10^3$ N/mm$^2$, and $\nu = 0.45$, and the plane strain is assumed. The process is executed in 20 steps until the last elongation of 16.6% is obtained.

This benchmark is implemented in both cases of linear and nonlinear fracture problem. An explicit result regarding the mesh finite-deformation is shown in Fig. 24(a). The deformation of the crack path as illustrated in Fig. 24(b) is separately plotted and
Fig. 23. A single edge-crack problem in a rectangle plate: (a) domain geometry and boundary conditions, (b) polygonal mesh.

compared with the previous results found in [40, 61].

Fig. 25 indicates the deformed configuration of the domain under the linear fracture analysis. The performance acquired from the present method is favorably compared with that achieved by Steinman, reported in [61]. Obviously, the obtained results for both cases in fracture mechanics are in good agreement with the published ones.

4.4. An inclined edge crack in a finite plate

This example investigates the geometrical changes and evolution of the $J$-Integral in a mixed-mode crack problem. An inclined edge crack in a rectangular plate with a circular hole is described in Fig. 26, in which their definitions are given by $W = 4$ mm, $H = 6$ mm, and $R = 0.5$ mm. A shear loading $\tau$ is imposed to the top edge, and prescribed boundary conditions are installed at the bottom edge. A compressible material is chosen to be in the plane strain condition with Young’s modulus $E = 50 \times 10^3 \text{N/mm}^2$ and Poisson’s ratio $\nu = 0.3$. A polygonal mesh of 955 elements and a fine quadrilateral mesh of 2268 elements as depicted in Fig. 27 are employed in analysis. The computational process is carried out with 16 load steps under each increment $\Delta \tau = 50$ N.

A subsequent numerical examination is taken into the evaluation of the $J$-Integral to get values of the SIFs for each mode. The results obtained under the use of two finite mesh approaches including polygonal and quadrilateral meshes are favorable compared to tackle the computational efficiency of the present XFEM framework. In particular, the evolution of SIFs of mode $I$ is shown in Fig. 28 which explicitly exhibits a very good agreement of the performance from the polygonal mesh with the quadrilateral counterpart.
Fig. 24. (a) Mesh deformation for nonlinear fracture, (b) comparison of the crack with published results.

Fig. 25. (a) Mesh deformation for linear fracture, (b) comparison of the crack with published result.

while the number of polygonal elements is around a half of quadrilateral ones. Fig. 29 indicates the comparison of the SIFs for mode II. It is seen that two approaches produce almost same results in first steps, and there is a difference in the rest which may be
acceptable when it comes to the consideration of mode II.

Fig. 30 shows stress distributions which are plotted in the deformed configuration of the crack domain. These figures provide a smooth visualization beneficial to observe the changes in the geometry of crack path, and hole, as well as in the stress fields.

4.5. A mechanism specimen with an edge crack

This example examines a domain with a slightly complicated geometry input, which includes an edge crack. The problem geometry and boundary conditions are shown in Fig. 31(a). The specimen is subjected to a tensile stress $\sigma = 500$ N at the two holes, and material parameters are given similarly to the previous example 4.4. With the capacity of
Fig. 28. Stress intensity factors of mode $I$.

Fig. 29. Stress intensity factors of mode $II$. 
polygonal mesh generation, the problem geometry of the domain can be conformed well in the mesh of only 750 polygonal elements and a local refinement of 150 quadrilateral elements as shown in Fig. 31(b).

The performance of using polygonal elements to discretize the finite element space is sufficient for modeling complicated geometries with only a certain number of elements. It is because of using a fully unstructured polygonal mesh based on the algorithm of Voronoi cells, which provide a great flexibility in discretizing spaces. Moreover, the application of basis function over these elements owns a high-order character; thus calculations related to their derivatives are better than their counterpart with the of bilinear functions. The exhibition of stress distributions as shown in Fig. 32 is a very smooth visualization for

Fig. 30. Stress distributions: (a) $\sigma_{xx}$, (b) $\sigma_{xy}$, (c) $\sigma_{yy}$, (d) $\sigma_{\text{von Mises}}$. 
5. Conclusions

This study presented an extended polygonal finite element method to model the finite hyper-elastic deformation in fracture mechanics problems. The finite formulations were defined in the updated Lagrangian description appropriate to the numerical investigation of large strain problems. The use of a Ramp function was provided to handle the blending problems to enhance the accuracy of the XFEM technique. An introduction of the asymptotic enrichment function in the undeformed configuration and then a transformation from the undeformed to the deformed configuration were exhibited to capture the crack zone in...
the analysis process. A suitable enrichment function near the crack tip is taken into the fracture consideration of Neo-Hookean hyper-elastic material model. A novel approach of the space discretization on polygonal elements was offered to accordingly couple with local refinements on the structured quadrilateral mesh at the vicinity of the crack path. This improvement reduces the mesh distortions when a certain number of elements have significant changes in their geometry. With the capability of shape functions to conform to polygonal elements, the approximation fields over polygonal elements with possible hanging nodes are completely accomplished. In addition, there will be no limit to the number of hanging nodes additional located on original elements, which is very beneficial to the local refinement approach near the discontinuity areas.

Besides the noticeable points mentioned earlier, the need of further studies for the modeling of nonlinear fracture problems should be investigated. The asymptotic enrichment function in recent researches is only adapted to the Neo-Hookean material model, and thus developments for other nonlinear material models are necessary for the later examinations. The plasticity model is also supposed to make together with the present work in order to get general insights into the material behaviors and the nonlinear crack problems.
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Appendix  A. Definitions of Jacobian matrix

Components of the Jacobian matrix reported in Eq. 38 in the XFEM framework are defined as

\[
J^{11} = \frac{\partial x}{\partial \xi} = \sum_{i \in I} \frac{\partial N_i}{\partial \xi} \tilde{x}_i + \sum_{j \in J} \frac{\partial N_j}{\partial \xi} \tilde{H}(\mathbf{x}) \tilde{a}_j + \sum_{k \in K} \frac{\partial N_k}{\partial \xi} \sum_l \tilde{A}_l(\mathbf{X}) R(\mathbf{X}) \tilde{b}_k \\
+ \sum_{k \in K} N_k \sum_l \left( \frac{\partial \tilde{A}_l(\mathbf{X})}{\partial X} J_0^{11} R(\mathbf{X}) + \tilde{A}_l(\mathbf{X}) \frac{\partial R(\mathbf{X})}{\partial X} J_0^{11} + \frac{\partial \tilde{A}_l(\mathbf{X})}{\partial Y} J_0^{12} R(\mathbf{X}) + \tilde{A}_l(\mathbf{X}) \frac{\partial R(\mathbf{X})}{\partial Y} J_0^{12} \right) \tilde{b}_k 
\]

(A.1)

\[
J^{12} = \frac{\partial y}{\partial \xi} = \sum_{i \in I} \frac{\partial N_i}{\partial \xi} \tilde{y}_i + \sum_{j \in J} \frac{\partial N_j}{\partial \xi} \tilde{H}(\mathbf{x}) \tilde{a}_j + \sum_{k \in K} \frac{\partial N_k}{\partial \xi} \sum_l \tilde{A}_l(\mathbf{X}) R(\mathbf{X}) \tilde{b}_k \\
+ \sum_{k \in K} N_k \sum_l \left( \frac{\partial \tilde{A}_l(\mathbf{X})}{\partial X} J_0^{11} R(\mathbf{X}) + \tilde{A}_l(\mathbf{X}) \frac{\partial R(\mathbf{X})}{\partial X} J_0^{11} + \frac{\partial \tilde{A}_l(\mathbf{X})}{\partial Y} J_0^{12} R(\mathbf{X}) + \tilde{A}_l(\mathbf{X}) \frac{\partial R(\mathbf{X})}{\partial Y} J_0^{12} \right) \tilde{b}_k 
\]

(A.2)
\[
J^{21} = \frac{\partial x}{\partial \eta} = \sum_{i \in I} \frac{\partial N_i}{\partial \eta} \bar{x}_i + \sum_{j \in J} \frac{\partial N_j}{\partial \eta} \bar{H}(x) \bar{a}_j + \sum_{k \in K} \frac{\partial N_k}{\partial \eta} \sum_i \bar{A}_l(X) R(X) \bar{b}_k^i \\
+ \sum_{k \in K} N_k \left( \frac{\partial \bar{A}_l(X)}{\partial X} J^{21}_0 R(X) + \bar{A}_l(X) \frac{\partial R(X)}{\partial X} J^{21}_0 + \frac{\partial \bar{A}_l(X)}{\partial Y} J^{22}_0 R(X) + \bar{A}_l(X) \frac{\partial R(X)}{\partial Y} J^{22}_0 \right) \bar{b}_k^i 
\]

(A.3)

\[
J^{22} = \frac{\partial y}{\partial \eta} = \sum_{i \in I} \frac{\partial N_i}{\partial \eta} \bar{y}_i + \sum_{j \in J} \frac{\partial N_j}{\partial \eta} \bar{H}(x) \bar{a}_j + \sum_{k \in K} \frac{\partial N_k}{\partial \eta} \sum_i \bar{A}_l(X) R(X) \bar{b}_k^i \\
+ \sum_{k \in K} N_k \left( \frac{\partial \bar{A}_l(X)}{\partial X} J^{22}_0 R(X) + \bar{A}_l(X) \frac{\partial R(X)}{\partial X} J^{22}_0 + \frac{\partial \bar{A}_l(X)}{\partial Y} J^{21}_0 R(X) + \bar{A}_l(X) \frac{\partial R(X)}{\partial Y} J^{21}_0 \right) \bar{b}_k^i 
\]

(A.4)

Appendix B. Definitions of the matrix B, and G

As mentioned earlier, the matrix B, and G in the XFEM are decomposed into 3 different parts, including standard part, possible enrichment parts for Heaviside and Asymptotic function. The definitions of these parts for node I are given by

\[
\left( B^{std} \right)_I = \begin{bmatrix} \frac{\partial N_I}{\partial x} & 0 \\
0 & \frac{\partial N_I}{\partial y} \\
\frac{\partial N_I}{\partial y} & \frac{\partial N_I}{\partial x} \end{bmatrix} \quad \text{(B.1)}
\]

\[
\left( B^H \right)_I = \begin{bmatrix} \frac{\partial (N_I \bar{H}(x))}{\partial x} & 0 \\
0 & \frac{\partial (N_I \bar{H}(x))}{\partial y} \\
\frac{\partial (N_I \bar{H}(x))}{\partial y} & \frac{\partial (N_I \bar{H}(x))}{\partial x} \end{bmatrix} \quad \text{(B.2)}
\]

\[
\left( B^{Tip} \right)_I = \begin{bmatrix} \frac{\partial (N_I \bar{A}_j(X) R(X))}{\partial x} & 0 \\
0 & \frac{\partial (N_I \bar{A}_j(X) R(X))}{\partial y} \\
\frac{\partial (N_I \bar{A}_j(X) R(X))}{\partial y} & \frac{\partial (N_I \bar{A}_j(X) R(X))}{\partial x} \end{bmatrix} \quad \text{(B.3)}
\]
The term of $\mathbf{X}$ is the position defined in the initial configuration. The derivatives with respect to the current configuration are given by

$$\frac{\partial \Xi}{\partial x} = \frac{\partial \Xi}{\partial X} \frac{\partial X}{\partial x} + \frac{\partial \Xi}{\partial Y} \frac{\partial Y}{\partial x},$$

and

$$\frac{\partial \Xi}{\partial y} = \frac{\partial \Xi}{\partial X} \frac{\partial X}{\partial y} + \frac{\partial \Xi}{\partial Y} \frac{\partial Y}{\partial y}.$$ 

The components of the matrix $\mathbf{G}$ are given by

$$\mathbf{G}_{i}^{std} = \begin{bmatrix}
\frac{\partial N_I}{\partial x} & 0 \\
0 & \frac{\partial N_I}{\partial x} \\
\frac{\partial N_I}{\partial y} & 0 \\
0 & \frac{\partial N_I}{\partial y}
\end{bmatrix}$$

(B.4)

$$\mathbf{G}_{i}^{H} = \begin{bmatrix}
\frac{\partial (N_i \bar{H}(\mathbf{x}))}{\partial x} & 0 \\
0 & \frac{\partial (N_i \bar{H}(\mathbf{x}))}{\partial x} \\
\frac{\partial (N_i \bar{H}(\mathbf{x}))}{\partial y} & 0 \\
0 & \frac{\partial (N_i \bar{H}(\mathbf{x}))}{\partial y}
\end{bmatrix}$$

(B.5)

$$\mathbf{G}_{i}^{Tip} = \begin{bmatrix}
\frac{\partial (N_i \bar{A}_{j}(\mathbf{X}) R(\mathbf{X}))}{\partial x} & 0 \\
0 & \frac{\partial (N_i \bar{A}_{j}(\mathbf{X}) R(\mathbf{X}))}{\partial x} \\
\frac{\partial (N_i \bar{A}_{j}(\mathbf{X}) R(\mathbf{X}))}{\partial y} & 0 \\
0 & \frac{\partial (N_i \bar{A}_{j}(\mathbf{X}) R(\mathbf{X}))}{\partial y}
\end{bmatrix}$$

(B.6)
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