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ABSTRACT

Risks can negatively affect not only internal processes within a company and business results but also managerial decisions. One of the preconditions for sound decision-making would be the identification of specific risks. The primary goal of this paper is to create a structural model for exploring the interrelationships among sources of business risks and the operational performance of SMEs. A survey was conducted in 1,781 SMEs from selected Central European countries. CFA (Confirmatory Factor Analysis) was used to check the reliability and validity of the model. The Cronbach’s alpha test was used to assess the internal consistency of data collection instruments. For measurement of sample adequacy, Kaiser-Meyer-Olkin (KMO) test was used. The model presented in this paper provides a tool for identifying the interrelationships among sources of business risks, operational performance and the market position. The model can help managers of SMEs focus on specific areas of their business that should not be ignored in decision-making processes.

1. Introduction

Maintaining a market position belongs to the strategic goal of every developed enterprise. This process covers identifying and creating sustainable competitive advantages for the company and implementing appropriate risk management. For small and medium enterprises (SMEs), can be this process crucial for their profitability and their existence. On the other side, SMEs can see these activities as non-profitable, time consuming and useless. According to Marcelino-Sádaba et al. (2014), many SMEs do not use risk management practices due to a lack of human resources. Risk management was highlighted in the context of sustainability of enterprises by many authors (Dankiewicz et al., 2020; Font et al., 2016; Kornilaki et al., 2019; Oláh et al., 2019, Vychytilova et al., 2020). The number of companies that realise the importance of risk management has grown in recent years (Meluzín et al., 2017). Dvorsky et al.
state that the SMEs which operate in competitive environment perceive risks more intensively than companies which operate in narrower business environment. High-quality risk management positively impacts company performance (Ai et al., 2018). Although SMEs are intuitively aware of threats which can affect their business, they cannot recognise risks which have never been addressed (Abbas, 2018; Bogodistov & Wohlgemuth, 2017, Kovácsné Mozsár & Michelberger, 2018; Pietrasieński & Ślusarczyk, 2015). Therefore, it is necessary to develop knowledge and experiences among SMEs managers about risks and risk sources and their consequences.

Small and medium enterprises are the primary source of economic progress (Mura & Ključnikov, 2018). 99% of all companies in the European Union belong to the category of SMEs. (European Parliament, 2021). Most of the experts agree that SME significantly contributes to the growth of employment and growth of Gross Domestic Product (Shuying & Mei, 2014). According to Fiala and Hedija (2015), SMEs grow quicker than corporations. They are also more flexible in looking for a new business opportunity (Blackburn et al., 2013). On the other hand, they operate with less automated equipment and have less access to resources than large corporations (Müller et al., 2018). This article focuses on the impact of business risks and their sources on the operational performance and the market position of SMEs. Its primary purpose is to create a model which describes a relationship among business risks, operational performance and market position of SMEs. Venkatesh et al. (2015) state that one risk can start a chain effect and start an action of other risks in the company. Therefore, it is necessary to analyse all risks in the company comprehensively.

While the relation between risk management and operational performance was analysed (Callahan & Soileau, 2017; Durst et al., 2019; Henschel & Durst, 2016; Mohammed & Knápková, 2016), the link between risks and operational performance and market position has been not taken in consideration. Thus, the study fills a gap in international study by attempting to address the lack of issues about losing market position as a result of risks (Belas et al., 2015; Farrell & Gallagher, 2015).

The article is arranged as follows: The first segment classify business risks and highlights the importance of risk management. Then, the research, data collecting and a theoretical model of examining the influence of various business risks on operational performance and the risk of losing the market position are introduced in the second part. Then, some hypotheses are developed from the theoretical model, and they are tested using appropriate statistical methods. Results and discussion follow this part. Finally, the paper is concluded by a summary of the research, its practical benefits and limitations.

2. Theoretical background

Risks are an essential component of entrepreneurship. (Cavusgil et al., 2020). There are many groups of risks identified by various authors: economic (Carr et al., 2017), financial (Dvorský et al., 2019), personnel (Cepel et al., 2020; Kozlova et al., 2016), security (Mayadunne & Park, 2016) and legal risks (Jones & Lubinski, 2012; Li & Moosa, 2015).
2.1. Economic conditions

One of the most critical economic risks is the availability of financial sources. This risk is closely connected to the financial risk because lack of financial sources causes financial complication for the company. Typically, SMEs without economic history and a lack of sufficient collateral or companies without sufficient transparency have problems obtaining a bank loan (Belás et al., 2016). The companies which get external financing face the risk of interest rate growth. In addition, all companies must be aware of taxes and their development. Artemenko et al. (2017) identified the risk connected to the taxes as follows: regular changes in tax legislation, level of a tax burden, new taxes, and differences among regions or business entities. Another critical economic risk is connected to the growth of prices of essential production factors (e.g., energy). For business risk evaluation, energy costs should be taken into account (Guselbaeva & Pachkova, 2015). Economic risks for this study encompass interest rate changes, tax advancements, an inadequate funding, and an increase in energy price levels.

\[ H_1: \text{There is a positive impact of economic conditions, including economic risks, on operational business in SMEs in selected countries of Central Europe.} \]

2.2. Financial performance

The factors that affect SMEs’ financial performance were defined as follows: a risk of the company’s unsatisfactory profit, a corporate debt, a risk caused by unpaid receivables (liquidity risk and inability to pay financial commitments) (insolvency). Financial risks appear in all aspects of financial management and are connected with the use and distribution of capital. SMEs need to identify these risks concerning their business (Kljucnikov & Belas, 2016, Shuying & Mei, 2014). However, SMEs are less informed about sources of financial risks and the tools that prevent the company’s failure due to the financial risks (El Kalak & Hudson, 2016, Sauka & Welter, 2014). In addition, SMEs are highly dependent on external capital, which is often in venture capital (Gama & Geraldes, 2012; Mutezo, 2013). Finally, high levels of debt financing can be a risk. Suppose the return is lower than required interest rates from liabilities. In that case, the company cannot pay interest without a loss in that year, which cut some equity and can lead to a dramatic situation in the next period (Mutezo, 2013).

Although operational risk has a definite impact on financial performance, it is still unclear if those ‘operational risks’ have a measurable impact on overall financial performance (Kopia et al., 2017). Fuentes-Fuentes et al. (2015) noted that entrepreneurial orientation is positively related to operational and financial performance.

\[ H_2: \text{There is a positive impact on financial performance, including financial risks on operational business in SMEs in selected countries of Central Europe.} \]

2.3. Human resources

Belas et al. (2020) confirmed that human capital is the most essential element of a company. The company’s manager should support employees to innovate work processes to improve the company’s performance. The personnel risk is closely connected
to the training of employees. Inadequately trained people can bring a significant loss (Epstein & Rejc Buhovac, 2005). As a result, in the following decade, human capital will be one of the most important productivity drivers (World Economic Forum, 2019). Based on the literature review, it has been concluded that the risk related to human resources can be identified as follows: health and wellbeing of employees (Dewlaney & Hallowell, 2012), productivity (Demerouti et al., 2009), financial risks (Leaver & Reader, 2016), employee turnover; Glambek et al., 2014), reputation (Kayes et al., 2007), legal problem, innovation (Ballinger et al., 2011) and absenteeism (Battisti & Vallanti, 2013). Human errors are also significant to the business risks. Baybutt (2002) states that up to 90% of operational risks appear due to a human error. According to the facts above, the personnel risk in this publication is characterised as follows: a high rate of employees’ job changing, insufficient staff qualifications, errors of employees, a decline in morale and discipline.

\[ H_3: \] There is a positive impact of Human Resources, including personnel risk, on operational business in SMEs in selected countries of Central Europe.

### 2.4. Data security and asset management

Many authors found out that information security management is a part of management in companies. It focuses on establishing, implementing, monitoring and improving information security (Davidaviciene et al., 2019; Rajnoha et al., 2017). Jai Arul et al. (2011) define three basic rules describing safety objectives in the information system: ensuring confidentiality and integrity, ensuring the availability of information, ensuring the users’ responsibility and the activity inside. Tu et al. (2018) and Oláh et al. (2019) concentrated their efforts on identifying and modelling elements that affect information security management success. They identified six critical success factors: business alignment, organisational support, IT competencies and organisational awareness of security risks and controls, and information security controls. Each of these factors affects information security, while the complex solutions include combinations of all of them. Kesan and Zhang (2020) warn that cyber incidents are often not properly distinguished and can lead to very different and huge losses. Organisations can be victims of fraud from several sources: consumers, employees and the Internet (Hess & Cottrell, 2016). Increased awareness regarding this issue led many organisations to apply the concept of data security management to identify sources of risk and provide measures for their control or elimination (Shamala et al., 2017).

The security risks were classified as follows: certain accidents and external threats (flood, fire), misuse of information, poor employee health and safety, and property crime (stealing).

\[ H_4: \] There is a positive impact of Data Security and Asset Management, including security risks on operational business in SMEs in selected countries of Central Europe.

### 2.5. Legal issues

Nowadays, increasing regulation of the business environment complicates the situation of enterprises, especially in the case of SMEs. Moreover, the Aon Market
Report (2018) states that the legal side of the business is nowadays more important than sales. The last huge change in regulation was focused on personnel data protection. The General Data Protection Regulation (GDPR) of the European Union is the most important shift in data privacy regulation in the previous two decades. This regulation was handled across every sector worldwide and followed the IT revolution in the previous years. According to Risk.net (2019), it ranked the ten most considerable risks, indicating the increasing importance of legal risks and security risk. TOP 10 risks are data compromise, IT disruption, IT failure, organisational change, theft and fraud, third-party risk, regulatory risk, data management, Brexit, mis-selling.

The legal risk for this research is characterised as follows: low law enforcement, frequent changes in legislation, low judicial independence, and long duration of resolution of litigation.

\( H_0: \) There is a positive impact of Legal Issues, including legal risks on operational business in SMEs in selected countries of Central Europe.

2.6. Business environment – other risks

Another significant factor of the business environment is the political system and the force of state authorities. Political systems are increasingly open and create the possibility of improving the authorities. In combination, these trends create a unique opportunity for social and economic development, poverty reduction and growth (Oláh et al., 2018). Therefore, another factor with influence on the market position of SMEs was created. It isn’t easy to generalise the name of this group. For this reason, we entitled it Business environment (which include only other risks defined in this paragraph.

The other risks were identified as corruption, favourability based on the political determination, poor quality of public services, high administrative requirements

\( H_0: \) There is a positive impact of the Business environment, including other business risks, on operational business in SMEs in selected countries of Central Europe.

2.7. Operational performance

People, systems, and processes are all linked to operational performance in businesses. Legal risk, fraud risk, supply-chain risk, and environmental risk are also included (Epstein & Rejc Buhovac, 2005). Inadequate maintenance and poor service can lead to high operational risk. The use of obsolete or unsuitable technologies is a significant risk to the company’s successful operation. Innovation is obliged to ensure operational efficiencies throughout the entire enterprise’s progress (Sen & Ghandforoush, 2011). Hvolkova et al. (2019) assumed that there is a difference between the innovation barriers to SMEs [15] and the importance given to specific size of enterprise classes. Belas et al. (2020) state that SMEs do not pay attention to the innovative ways of operational performance. The risk of losing market position can appear from interruptions in operation involved in the supply chain (Juttner, 2005), a disruption in the distribution of products to the user (McKinnon, 2006) or uncertainty of customers and their unexpected requests (Nagurney et al., 2005).
H7: There is a positive impact of Operational Performance on the market position of the SMEs in selected countries of Central Europe.

3. Objectives, methodology and data

The paper’s main aim is to create a structural model for examining the interrelationships among sources of business risks and operational performance of SMEs in Central Europe. This study included four countries with similar pasts, economic circumstances, and geostrategic ideas (the Czech Republic, Slovakia, Poland, and Hungary). Because there is no universal definition of a SME, the European Union definition (according to Commission Recommendation, 2003/361) was chosen. The research was organised by Tomas Bata University in Zlín (Czech Republic). To boost the chances of getting a statistically significant sample of replies, other three institutions based in selected countries were included in the distribution of questionnaires in each country. Between 2017 and 2018, data were gathered through the use of a structured questionnaire. The whole sample consisted of 1,781 SMEs from selected countries (around 400 SMEs from each country considered a statistically significant sample). The questionnaire had an online form and was placed separately in each country in its native language. The entrepreneurs were randomly chosen from specialized databases of each country. The owner or risk manager was responsible for completing the questionnaire. The questionnaire was divided into two parts. The first section included eight questions about social and demographic factors such as the gender and age of the entrepreneurs, their education, the size and length of the business, the region, and the industry sector. The second part included questions about identifying and assessing business risks, and their sources. The answers have been measured using a five-point Likert scale, with 1 representing the least impact, 2 neutral, and 3 representing the greatest impact. The primary characteristics of respondents can be seen below:

**The Czech Republic** micro business 261 (64 percent); small business 96 (24 percent); medium business 51 (12), from which 91 (22 percent) operate in industry, 93 (23 percent) operate in trade, 15 (4 percent) operate in agriculture, 63 (15 percent) operate in construction, 20 (5 percent) operate in transportation; 25 (6 percent) operate in accommodation and restaurants and 101 (25 percent) are in other services. 84 enterprises (21 percent) have been on the market for less than 5 years, while 324 enterprises (79 percent) have been on the market for more than 5 years. Eighty-four companies (21%) being on the market for less than 5 years, 324 (79%) more than 5 years.

**Slovakia**: micro business 314 (64 percent); small business 115 (24 percent); medium business 58 (12), from which 72 (15 percent) operate in industry, 118 (24 percent) operate in trade, 9 (2 percent) operate in agriculture, 59 (12 percent) operate in construction, 31 (6 percent) operate in transportation; 42 (9 percent) operate in accommodation and restaurants and 156 (32 percent) are in other services. 111 enterprises (23 percent) have been on the market for less than 5 years, while 376 enterprises (77 percent) have been on the market for more than 5 years. Thirty-seven enterprises (21 percent) have been on the market for less than 5 years, 376 (79%) more than 5 years.

**Poland**: micro business 299 (60%); small business 144 (29%), medium business 55 (11%); from which 74 (15%) operate in industry, 158 (32%) operate in trade, 30 (6%) operate in
agriculture, 34 (7%) operate in construction, 57 (11%) operate in transportation, 31 (6%) operate in accommodation and restaurants and 114 (23%) are in other services. 134 (27%) enterprises being on the market for less than five years, 364 (73) of total respondents from Poland being on the market for more than five years.

Hungary: micro business 241 (62%); small business 72 (19%), medium business 75 (19%); from which 41 (11%) operate in industry, 76 (20%) operate in trade, 62 (16%) operate in agriculture, 20 (5%) operate in construction, 24 (6%) operate in transportation, 41 (11%) operate in accommodation and restaurants sector and 124 (32%) operate in other services. A total of 134 (35%) of enterprises being on the market for less than 5 years, 254 (65%) for more than 5 years.

The model showed below (Figure 1) was created to examine the influence of business risks on operational performances and the risk of losing the market position.

![Theoretical model for examining the influence of various sources of business risks on operational performances and the risk of losing the market position.](image)

Source: own

For MSA (Measure of Sampling Adequacy) analysis we used Kaiser-Meyer-Olkin (KMO) test. The indicator’s value for the sample used in the paper is 0.913, and the value which can be accepted is 0.60. It was confirmed that the sample used for research is suitable for the application of factor analysis (Cerny & Kaiser, 1977; Kaiser, 1974).
In addition, Bartlett’s spherical test shows that there are significant correlations among question groups within the questionnaire (Hair et al., 2006). The obtained values of this test are $\chi^2 = 24652.405$, $df = 496$, $p = 0.000$.

### 3.2. Validation of the theoretical model

The theoretical model’s validation for examining the impact of various sources of business risk on operational performance and the risk of losing companies’ market position from selected countries (shown in Figure 1) was carried out with software SPSS 25.0 LISREL 8.8. Based on PCA (Principal Component Analysis), factor analysis demonstrated the one-dimensionality of all eight groups of latent variables in the observed model (Kingir & Mesci, 2010). Table 1 displays the factor analysis results, which show the obtained values for the percentage of variance, which is explained by the one-dimensional factor for each group of questions, and the obtained load factor values. The minimum acceptable load factor is 0.3, and the obtained factor loadings verify a high degree of internal consistency between the groups of questions in the defined model (Sheppard, 1996).

First, the measurement model was evaluated by testing the convergent and divergent characteristics. The convergent validity is demonstrated when loads of the variables (matrix Lambda – $\Lambda_x$ and $\Lambda_y$) are above 0.60 (Anderson & Gerbing, 1988). Discriminant validity is checked by examining the magnitude of the correlations between latent variables of the model. Its existence proved when Phi ($\Phi$) correlations between latent variables are lower or equal to 0.60. Thus, the convergent validity was established, but the discriminant validity was greater than recommended values between the latent variables: Financial performance – Data security and Legal issues – Business environment. Using SPSS, the bivariate correlation was performed, and the variables that showed the highest correlation coefficients causing the lack of discriminant validity between the mentioned latent variables were eliminated.

In order to ensure the reliability and validity of the tested model, CFA (Confirmatory Factor Analysis) analysis was performed. Checking the internal consistency of data collection instruments was conducted using Cronbach’s alpha test (Cronbach, 1951). In this way, the values of Cronbach’s alpha coefficients ($\alpha$) are obtained, which denote the average correlation values among the items when the grading is done based on the given scale (in this case, it was the five-step Likert scale).

If the $\alpha$ values are larger than 0.70, the questions have a high degree of internal consistency and appropriate modeling options based on the data received from the tested sample. Values around 0.60, on the other hand, are regarded as acceptable (Boyer & Pagell, 2000). The obtained coefficient values are also shown in Table 1. Based on the obtained coefficient values for groups of questions, it is reasonable to state that the validity and reliability of the risk management questionnaire in small and medium enterprises have been demonstrated, and that reliable modeling results can be expected based on the data collected. Calculated t values, which are also shown in Table 1, are almost always very high, with a level of significance of $p < 0.1$, indicating that the tested model is valid. As a result, all 32 variables (defined within
Table 1. Results of factor analysis (EFA) and confirmatory factor analysis (CFA) for the measurement model.

| Question group                  | Variable                                                                 | Mean  | St. dev. | Var. | Minimum freq. | Maximum freq. | % of variance explained by the one-dimensionality factor | Factor loading | Cronbach’s alpha | Factor loading | t-statistics |
|---------------------------------|---------------------------------------------------------------------------|-------|----------|------|---------------|---------------|----------------------------------------------------------|---------------|-----------------|---------------|--------------|
| Risk of Losing a Market Position| Loss of consumers                                                        | 3.34  | 1.166    | 1.359| 1             | 124           | 5                                                        | 340           | 47.986          | 0.736         | 0.635        |
|                                 | Numerous competitors                                                      | 3.40  | 1.055    | 1.113| 1             | 91            | 5                                                        | 2             | 0.705           | 0.51          | 14.00*       |
|                                 | Stagnation of the market                                                  | 2.83  | 1.068    | 1.141| 1             | 230           | 5                                                        | 104           | 0.709           | 0.62          | 15.52*       |
|                                 | Unreliable suppliers                                                      | 2.52  | 1.184    | 1.401| 1             | 431           | 5                                                        | 89            | 0.616           | 0.67          | 15.38*       |
| Economic Conditions             | Tax and mandatory contribution growth                                    | 3.32  | 1.081    | 1.169| 1             | 94            | 5                                                        | 280           | 55.299          | 0.624         | 0.725        |
|                                 | Poor availability of loans, subsidies                                     | 2.73  | 1.075    | 1.155| 1             | 237           | 5                                                        | 103           | 0.776           | 0.75          | 29.34*       |
|                                 | Interest rate growth                                                      | 2.55  | 1.038    | 1.078| 1             | 300           | 5                                                        | 60            | 0.823           | 0.81          | 33.10*       |
|                                 | An increase in energy                                                     | 3.01  | 1.080    | 1.167| 1             | 163           | 5                                                        | 147           | 0.737           | 0.65          | 24.70*       |
| Financial Performances          | Insufficient profit                                                       | 3.12  | 1.139    | 1.297| 1             | 156           | 5                                                        | 220           | 63.924          | 0.703         | 0.811        |
|                                 | Corporate debt                                                           | 2.27  | 1.169    | 1.366| 1             | 600           | 5                                                        | 70            | 0.799           | 0.83          | 32.51*       |
|                                 | Unpaid receivables                                                        | 2.56  | 1.255    | 1.574| 1             | 475           | 5                                                        | 121           | 0.821           | 0.94          | 34.65*       |
|                                 | Illiquidity                                                               | 2.42  | 1.278    | 1.633| 1             | 565           | 5                                                        | 137           | 0.867           | 1.08          | 41.21*       |
| Operational Performances        | Insufficient capacity utilisation                                         | 2.37  | 1.080    | 1.166| 1             | 459           | 5                                                        | 42            | 62.495          | 0.775         | 0.797        |
|                                 | Outdated production plants                                               | 2.35  | 1.131    | 1.280| 1             | 517           | 5                                                        | 61            | 0.849           | 0.86          | 26.71*       |
|                                 | Low level of innovation                                                   | 2.45  | 1.080    | 1.167| 1             | 398           | 5                                                        | 61            | 0.819           | 0.77          | 25.60*       |
|                                 | Increase in the number of complaints                                      | 2.20  | 1.151    | 1.326| 1             | 636           | 5                                                        | 59            | 0.712           | 0.77          | 24.11*       |
| Human Resources                 | Frequent job changes                                                     | 2.60  | 1.233    | 1.519| 1             | 441           | 5                                                        | 122           | 65.419          | 0.787         | 0.823        |
|                                 | Insufficient qualifications                                              | 2.65  | 1.223    | 1.496| 1             | 377           | 5                                                        | 143           | 0.844           | 0.94          | 35.72*       |
|                                 | Employees’ errors (injuries)                                             | 2.42  | 1.172    | 1.375| 1             | 481           | 5                                                        | 90            | 0.784           | 0.85          | 32.99*       |
|                                 | Moral and discipline decline                                             | 2.56  | 1.191    | 1.419| 1             | 423           | 5                                                        | 106           | 0.819           | 0.91          | 35.46*       |
| Data Security and Asset Management| Accidents and threats from the environment (floods, fires)               | 2.31  | 1.207    | 1.457| 1             | 579           | 5                                                        | 109           | 58.017          | 0.755         | 0.755        |
|                                 | Abuse of information                                                     | 2.35  | 1.160    | 1.347| 1             | 509           | 5                                                        | 86            | 0.700           | 0.69          | 25.29*       |
|                                 | Inadequate protection                                                    | 2.14  | 1.069    | 1.142| 1             | 615           | 5                                                        | 39            | 0.819           | 0.82          | 35.39*       |
|                                 | Property criminal (stealing)                                             | 2.27  | 1.184    | 1.401| 1             | 599           | 5                                                        | 90            | 0.768           | 0.80          | 29.96*       |
| Legal Issues                    | Poor law enforcement                                                     | 2.60  | 1.187    | 1.410| 1             | 377           | 5                                                        | 138           | 71.717          | 0.807         | 0.867        |
|                                 | Frequent changes in legislation                                           | 2.78  | 1.185    | 1.405| 1             | 279           | 5                                                        | 175           | 0.824           | 0.87          | 34.70*       |
|                                 | Insufficiently independent judiciary                                      | 2.46  | 1.182    | 1.397| 1             | 453           | 5                                                        | 108           | 0.890           | 1.03          | 44.90*       |
|                                 | Slow resolution of litigation                                            | 2.74  | 1.326    | 1.759| 1             | 404           | 5                                                        | 227           | 0.865           | 1.11          | 41.79*       |
| Business Environment            | Corruption                                                                | 2.51  | 1.338    | 1.790| 1             | 546           | 5                                                        | 188           | 66.476          | 0.834         | 0.829        |
|                                 | Favorability on the basis of political determination                     | 2.57  | 1.250    | 1.563| 1             | 462           | 5                                                        | 140           | 0.847           | 1.00          | 38.14*       |
|                                 | Poor quality of public services                                          | 2.59  | 1.166    | 1.361| 1             | 379           | 5                                                        | 116           | 0.833           | 0.88          | 35.31*       |
|                                 | High administrative requirements                                         | 3.24  | 1.281    | 1.642| 1             | 211           | 5                                                        | 366           | 0.743           | 0.79          | 27.19*       |

Source: own.
eighteen latent groups of variables) can be used to define the theoretical model, as shown in Figure 1.

4. Results & discussion

In order to define the essential elements of the statistical set used for research in this paper, standard statistical parameters for all 8 question groups (mean, standard deviation, variance and frequency) are calculated, as shown in Table 1.

From Table 1 can be seen the summary of descriptive statistics which describes each part of the model. The eight factors were created and analysed in detail. In each factor can be seen as the highest source of risk of the group. For example, the tax and mandatory contribution growth are perceived as the highest source of economic risk. As can be seen, the most severe risks without a division into groups of risks is the number of competitors, following by a loss of customers, tax and mandatory contribution growth and high administrative requirements. The less important risk seems to be inadequate protection of IT system, property criminal (stealing), and increasing complaints. The different results were registered by Hess and Cottrell (2016), who identified the fraud caused by consumers, employees and the Internet as one of the most known and most significant risks. Shamala et al. (2017) state that organisations are aware of security risks and often apply data security management to identify security risks and eliminate them.

The obtained values of the coefficients $a$ are shown in Table 1. The validity and reliability of the questionnaire were proved based on the results in the table. As a result, depending on the data acquired, reliable modelling results can be expected. The obtained $t$ values are, in almost all cases, very high, with a level of significance $p < 0.1$, which confirms the validity of the tested model. Therefore, all 32 variables (defined within eight latent groups of variables) can be used to determine the theoretical model shown in Figure 2.

For data analysis, covariance-based structural equation modelling (CB-SEM) was utilized since it allows the researcher to examine causal hypotheses in the same way that linear regression analysis does. CB-SEM statistical methodology integrates several multivariate techniques (i.e., regression analysis, path analysis, and confirmatory factor analysis) (Cheung, 2015). It can perform simultaneous analysis of the observed variable and latent structures, relationships, and impact on appropriate outcomes. CB-SEM is intended for follow-up research and analysis. It focused on covariance (i.e., explanation of items’ relationships), a solid prior theory and established questionnaire is needed, it supports a big sample (e.g., $> = 300$), and multi-collinearity before analysis need to be addressed.

LISREL, a statistical data processing software package, was used to test the validity of the theoretical model shown in Figure 1. As a result, the statistical reliability of the data for model validation was satisfactory. In the beginning, the values of the indicators that show whether the proposed model fits the input data adequately were determined. Table 2 displays the results of the fitting indicator values that were examined. In this case, a relative chi-square ($\chi^2$/d.f.) value can be considered significant because the requirement for it is fulfilled ($<3.00$) (Malhotra et al., 2014).
shows the fit of the model to the covariance matrix of the sample, taking into account the degrees of freedom. Its obtained value shows the proper fitting of the model. GFI represents comparison residuals of squares of the model versus the model suggested by the sample, and AGFI is GFI adjusted by the degrees of freedom. In this case, GFI and AGFI values are below the recommended values. In addition to the above-mentioned indicators, the CFI and IFI indicators were utilized to analyze the fitting. Their results were greater than or equal to 0.90, indicating that they were completely adequate. The obtained values of the fitting indicators (Table 2) show a satisfactory degree of fitting in the defined model. Thus, the defined theoretical model (Figure 1) can be reliably calculated.

In order to make a final decision on the acceptance of the defined theoretical model, it was necessary to determine t-values for each of the seven defined hypotheses.

The obtained t-values are shown in brackets in Figure 2. For hypotheses H1, H2 and H3, H4 and H7, t-values are greater than 2, which confirm a stronger positive correlation between the independent variables ‘Economic conditions’, ‘Financial performances’, ‘Human resources’ and ‘Data security and asset management’ and dependent variable ‘Operational performance’. On the other hand, in hypothesis H5 t-value is negative (−3.29) and indicates that between the independent variable ‘Legal issues’ and the dependent variable ‘Operational performance’, there is a negative correlation.
Figure 2 shows that each of the defined hypotheses in the model have positive path coefficients, verifying the positive influence of independent variables on the dependent, excluding the H5 hypothesis \((b = -0.13, p < 0.1, t = -3.29)\), which indicates that legal issues have a negative impact on operational performance. The hypothesis H1, H2, H3, H4, and H6 show that economic conditions, financial performance, human resources, data security and asset management, and business environment all have a positive impact on operational performance \((b = 0.14\) and \(t = 5.02; b = 0.23\) and \(t = 6.64; b = 0.22\) and \(t = 5.89; b = 0.40\) and \(t = 8.44; b = 0.043\) and \(t = 1.14\) in each case). Finally, the H7 hypothesis proves that operational performance has a positive influence on the risk of losing market position \((b = 0.62, p < 0.05, t = 14.91)\). The findings supported previous research, which found that risk management knowledge can improve a company’s operational performance (Durst et al., 2019, Mohammed & Knápková, 2016).

The degree of interconnection between the six independent groups of variables was investigated below as well. The values of the obtained correlation coefficients can be seen in Table 3’s correlation matrix.

Table 3 shows that all variables defined in the model are correlated. The strongest correlation exists between independent variables ‘Business environment’ and ‘Legal issues’ \((0.74;\) statistical significance \(p < 0.05)\) and ‘Data security and asset management’ and ‘Human resources’ \((0.71\) statistical significance \(p < 0.1)\). The correlation between Business environment and Legal issues shows that SMEs perceive a strong connection between legal risks (poor law enforcement, ambiguities in law, independence of the courts and slow resolution of litigation) and the problems in the business environment (such as corruption, poor quality of public services and high administrative demands on SMEs). Research of economic and financial risk and its relationship to economic performance and market position was confirmed by many authors (e.g., Belás et al., 2016; Artemenko et al., 2017; Guselbaeva & Packhova, 2015; Vaznyte & Andries, 2019). According to authors, Sauka and Welter (2014), SMEs are less informed about the source of financial risks and cannot prevent the company’s failure. Epstein and Rejc Buhovac (2005) found that inadequately trained people bring a significant loss to the company. Baybutt (2002) states that up to 90% of operational

| Fitting indicators | Obtained values in the measurement model | Recommended values | Obtained values in the structural model |
|--------------------|------------------------------------------|--------------------|----------------------------------------|
| \(\chi^2\) Chi-Square | 1109.42 | \(p > 0.05\) | 1173.27 |
| d.f. Degrees of freedom | 442 | – | 453 |
| \(\chi^2/df\) Relative Chi-Square | 2.51 | 1.00–3.00 (good fit) | 2.59 |
| | | 3.00–5.00 (reasonable fit) | |
| RMSEA Root Mean Square Error of Approximation | 0.06 | < 0.05 (good fit) | 0.07 |
| | | < 0.08 – 1.0 (reasonable fit) | |
| GFI Goodness of Fit Index | 0.65 | \(\geq 0.90\) | 0.66 |
| AGFI Adjusted Goodness of Fit Index | 0.53 | \(\geq 0.90\) | 0.51 |
| CFI Comparative Fit Index | 0.90 | \(\geq 0.90\) | 0.90 |
| IFI Incremental Fit Index | 0.91 | \(\geq 0.90\) | 0.90 |

Source: own.
risk appear due to a human error (personnel risk). In our research, the relationship between personnel risk and operational performance was confirmed. This result confirms Del Giudice et al. (2017) and Scuotto et al. (2017). They state that SMEs face a lack of capital, technological, and skilled human resources, which negatively impacts their performance.

5. Conclusion

The purpose of this article is to define the relationship between operational performance and business risks and how are they related to SMEs’ market position. The major goal of the article was to develop a structural model for examining the interrelationships between sources of business risks and SMEs’ operational performance in Central Europe. Our research also confirmed the positive effect between risks, operational performance and market position of the SMEs.

The results can be interesting not only for research organisation investigating the development of SMEs and threats affect the business environment but also for state institution or private agencies seeking to adopt national support for SMEs. The model can help managers identify risks in the company comprehensively and identify their importance and relationship with the company’s market position. This knowledge is very important also in the process of decision making. Business risks can threaten the company’s market position, but based on the incorrect decision, the company can fail. In terms of theoretical benefits, the article introduces a new theoretical model that depicts the relationship between business risks and the company’s market position. Although the article has many benefits, some limits can be identified. Firstly, the research covers only SMEs in selected countries, and the structural model was not proven in other areas. Furthermore, the questionnaire has been translated into the mother tongue of each country. Even so, errors could have occurred in the translation or misunderstanding of the question’s significance by the addressed subjects. Also, one of the disadvantages of this study is that the same questionnaire was used to survey respondents from different cultures. Therefore, the question arises to what extent this conceptual model and results’ interpretation correspond to the questionnaire’s culture.

Common method bias (CMB) happens when variations in responses are caused by the instrument rather than the basic predispositions of the respondents that the instrument attempts to uncover. In other words, the instrument introduces a bias,
hence variances, which will be analysed. If the total variance for a single factor is less than 50%, it suggests that CMB does not affect your data. In this study, the CMB in almost all cases affects the obtained data. This indicates to us that we have not been able to prove the diversity of the constructs fully. The reason may be the similarity of the content of the question, misunderstanding of the question, bias in the sample, and several other factors that indicate that further work is needed on the validation of this questionnaire.

Finally, the research was carried across all sectors. Some industries can be risker and can be characterised by different risks than others. This fact is not considered in the study. In the future, research will be applied to a broader group of countries to extend the validity of results worldwide. The sector differences will be considered.

Disclosure statement

No potential conflict of interest was reported by the authors.

ORCID

Zuzana Virglerova http://orcid.org/0000-0002-7957-9216
Danijela Voza http://orcid.org/0000-0003-0895-731X

References

Abbas, S. A. (2018). Entrepreneurship and information technology businesses in economic crisis. *Entrepreneurship and Sustainability Issues*, 5(3), 682–692. https://doi.org/10.9770/jesi.2018.5.3(20)

Ai, J., Bajtelsmit, V., & Wang, T. (2018). The combined effect of enterprise risk management and diversification on property and casualty insurer performance. *Journal of Risk and Insurance*, 85(2), 513–543. https://doi.org/10.1111/jori.12166

Anderson, J. C., & Gerbing, D. W. (1988). Structural equation modeling in practice: A review and recommended two-step approach. *Psychological Bulletin*, 103(3), 411–423. https://doi.org/10.1037/0033-2909.103.3.411

Aon Market Report. (2018). *The German insurance market*. Aon. https://www.aon.com/germany/marktreport/de/startseite/index

Artemenko, D. A., Aguzarova, L. A., Aguzarova, F. S., & Porollo, E. V. (2017). Causes of tax risks and ways to reduce them. *European Research Studies Journal*, 20(3B), 453–459.

Ballinger, G., Craig, E., Cross, R., & Gray, P. (2011). A stitch in time saves nine: Leveraging networks to reduce the costs of turnover. *California Management Review*, 53(4), 111–133. https://doi.org/10.1525/cmr.2011.53.4.111

Battisti, M., & Vallanti, G. (2013). Flexible wage contracts, temporary jobs, and firm performance: Evidence from Italian firms. *Industrial Relations: A Journal of Economy and Society*, 52(3), 737–764.

Baybutt, P. (2002). Layers of protection analysis for human factors (LOPA-HF). *Process Safety Progress*, 21(2), 119–129. https://doi.org/10.1002/prs.680210208

Belas, J., Bilan, Y., Kljucnikov, A., Vincurova, Z., & Machacek, J. (2015). Actual problems of business risk in SME segment. Case study from Slovakia. *International Journal of Entrepreneurial Knowledge*, 3(1), 46–56. https://doi.org/10.1515/ijek-2015-0010

Belas, J., Amoah, J., Petráková, Z., Kljuchnikava, Y., & Bilan, Y. (2020). Selected factors of SMEs management in the service sector. *Journal of Tourism and Services*, 11(21), 129–146. https://doi.org/10.29036/jots.v11i21.215
Belas, J., Vojtovič, S., & Ključnikov, A. (2016). Microenterprises and significant risk factors in loan process. *Economics & Sociology*, 9(1), 43–59. https://doi.org/10.14254/2071-789X.2016/9-1/3

Belas, J., Cepel, M., Kliuchnikava, Y., & Vrbka, J. (2020). Market risk in the SMEs segment in the Visegrad group countries. *Transformations in Business & Economics*, 19(3C), 678–693.

Blackburn, R. A., Hart, M., & Wainwright, T. (2013). Small business performance: business, strategy and owner manager characteristics. *Journal of Small Business and Enterprise Development*, 20(1), 8–27. https://doi.org/10.1108/14626001311298394

Bogodistov, Y., & Wohlgemuth, V. (2017). Enterprise risk management: A capability-based perspective. *The Journal of Risk Finance*, 18(3), 234–251. https://doi.org/10.1108/JRF-10-2016-0131

Boyer, K. K., & Pagell, M. (2000). Measurement issues in empirical research: Improving measures of operations strategy and advanced manufacturing technology. *Journal of Operations Management*, 18(3), 361–374. https://doi.org/10.1016/S0272-6963(99)00029-7

Callahan, C., & Soileau, J. (2017). Does Enterprise risk management enhance operating performance? *Advances in Accounting*, 37, 122–139. https://doi.org/10.1016/j.jadic.2017.01.001

Carr, J. B., Hawkins, C. V., & Westberg, D. E. (2017). An exploration of collaboration risk in joint ventures: Perceptions of risk by local economic development officials. *Economic Development Quarterly*, 31(3), 210–227. https://doi.org/10.1177/0891247417710325

Cavusgil, S. T., Deligonul, S., Ghauri, P. N., Bamiatzi, V., Park, B. I., & Mellahi, K. (2020). Risk in international business and its mitigation. *Journal of World Business*, 55(2), 101078. https://doi.org/10.1016/j.jwb.2020.101078

Cepel, M., Gavurova, B., Dvorsky, J., & Belas, J. (2020). The impact of the COVID-19 crisis on the perception of business risk in the SME segment. *Journal of International Studies*, 13(3), 248–263. https://doi.org/10.14254/2071-8330.2020/13-3/16

Cerny, B. A., & Kaiser, H. F. (1977). A study of a measure of sampling adequacy for factor-analytic correlation matrices. *Multivariate Behavioral Research*, 12(1), 43–47.

Cheung, M. W. L. (2015). *Meta-analysis: A structural equation modelling approach*. Wiley.

Commission Recommendation. (2003). 2003/361/EC concerning the definition of micro, small and medium-sized enterprises (Text with EEA relevance) (notified under document number C(2003) 1422). European Union. https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32003H0361&from=EN

Cronbach, L. J. (1951). Coefficient alpha and the internal structure of tests. *Psychometrika*, 16(3), 297–334. https://doi.org/10.1007/BF02310555

Dankiewicz, R., Ostrowska-Dankiewicz, A., & Bulut, C. (2020). The attitudes of entrepreneurs of the small and medium-sized enterprises sector in Poland to key business risks. *Equilibrium*, 15(3), 511–536. https://doi.org/10.24136/eq.2020.023

Davidaviciene, V., Raudeliuniene, J., Tvaronaviciene, M., & Kausinis, J. (2019). The importance of security aspects in consumer preferences in electronic environment. *Journal of Security and Sustainability Issues*, 8(3), 399–411.

Del Giudice, M., Khan, Z., De Silva, M., Scuotto, V., Caputo, F., & Carayannis, E. (2017). The microlevel actions undertaken by owner-managers in improving the sustainability practices of cultural and creative small and medium enterprises: A United Kingdom–Italy comparison. *Journal of Organizational Behavior*, 38(9), 1396–1414. https://doi.org/10.1002/job.2237

Demerouti, E., Le Blanc, P. M., Bakker, A. B., Schaufeli, W. B., & Hox, J. (2009). Present but sick: A three-wave study on job demands, presenters and burnout. *Career Development International*, 14(1), 50–68. https://doi.org/10.1108/13620430910935374

Dewlaney, K. S., & Hallowell, M. (2012). Prevention through design and construction safety management strategies for high performance sustainable building construction. *Construction Management and Economics*, 30(2), 165–177. https://doi.org/10.1080/01446193.2011.654232

Durst, S., Hinteregger, C., & Zieba, M. (2019). The linkage between knowledge risk management and organisational performance. *Journal of Business Research*, 105(2019), 1–10. https://doi.org/10.1016/j.jbusres.2019.08.002
Dvorský, J., Petráková, Z., & Polách, J. (2019). Assessing the market, financial, and economic risk sources by Czech and Slovak SMEs. *International Journal of Entrepreneurial Knowledge, 7*(2), 30–40. https://doi.org/10.37335/ijek.v7i2.91

Dvorsky, J., Kliestik, T., Cepel, M., & Strnad, Z. (2020). The influence of some factors of competitiveness on business risks. *Journal of Business Economics and Management, 21*(5), 1451–1465. https://doi.org/10.3846/jbem.2020.13440

El Kalak, I., & Hudson, R. (2016). The effect of size on the failure probabilities of SMEs: An empirical study on the US market using discrete hazard model. *International Review of Financial Analysis, 43*(1), 135–145. https://doi.org/10.1016/j.irfa.2015.11.009

Epstein, M., & Rejc Buhovac, A. (2005). The reporting of organisational risks for internal and external decision-making. The Society of Management Accountants of Canada and American Institute of Certified Public Accountants.

Parliament, E. (2021). Fact sheets on the European Union. European Union. https://www.europarl.europa.eu/factsheets/en/sheet/63/small-and-medium-sized-enterprises

Farrell, M., & Gallagher, R. (2015). The valuation implications of enterprise risk management maturity. *Journal of Risk and Insurance, 82*(3), 625–657. https://doi.org/10.1111/jori.12035

Fiala, R., & Hediya, V. (2015). The relationship between firm size and firm growth: The case of the Czech Republic. *Acta Universitatis Agriculturae et Silviculturae Mendelianae Brunnensis, 63*(5), 1639–1644. https://doi.org/10.11118/actaun201563051639

Font, X., Garay, L., & Jones, S. (2016). Sustainability motivations and practices in small tourism enterprises in European protected areas. *Journal of Cleaner Production, 137*(1), 1439–1448. https://doi.org/10.1016/j.jclepro.2014.01.071

Fuentes-Fuentes, M. M., Bojica, A. M., & Ruiz-Arroyo, M. (2015). Entrepreneurial orientation and knowledge acquisition: Effects on performance in the specific context of women-owned firms. *International Entrepreneurship and Management Journal, 11*(3), 695–717. https://doi.org/10.1007/s11365-014-0336-1

Gama, A. P. M., & Geraldès, H. S. A. (2012). Credit risk assessment and the impact of the New Basel Capital Accord on small and medium-sized enterprises: An empirical analysis. *Management Research Review, 35*(8), 727–749.

Glambek, M., Matthiesen, S. B., Hetland, J., & Einarsen, S. (2014). Workplace bullying by an antecedent to job insecurity and intention to leave: A 6-month prospective study. *Human Resource Management Journal, 24*(3), 255–268. https://doi.org/10.1016/j.hrmj.2014.01.002

Guselbaeva, G., & Pachkova, O. (2015). The estimation of property and business in the anti-crisis measures. *Procedia Economics and Finance, 27*(2015), 501–506. https://doi.org/10.1016/S2212-5671(15)01027-8

Hair, J. F., Black, W. C., Anderson, R. E., & Tatham, R. L. (2006). *Multivariate data analysis* (6th ed.). Pearson Prentice Hall.

Henschel, T., & Durst, S. (2016). Risk management in Scottish, Chinese and German small and medium-sized enterprises: A country comparison. *International Journal of Entrepreneurship and Small Business, 29*(1), 112–132. https://doi.org/10.1504/IJESB.2016.078048

Hess, M., & Cottrell, J. H. Jr., (2016). Fraud risk management: A small business perspective. *Business Horizons, 59*(1), 13–18. https://doi.org/10.1016/j.bushor.2015.09.005

Hvvolka, L., Klement, L., Klementova, V., & Kovalova, M. (2019). Barriers hindering innovations in small and medium-sized enterprises. *Journal of Competitiveness, 11*(2), 51–67. https://doi.org/10.7441/joc.2019.02.04

Jai Arul, G., Sanjeev, C., & Suyambulingom, C. (2011). Implementation of data security in cloud computing. *International Journal of P2P Network Trends and Technology, 1*(1), 112–127.

Jones, G., & Lubinski, C. (2012). Managing political risk in global business: Beiersdorf 1914–1990. *Enterprise and Society, 13*(1), 85–119. https://doi.org/10.1093/es/khr051

Juttner, U. (2005). Supply chain risk management: Understanding the business requirements from a practitioner perspective. *The International Journal of Logistics Management, 16*(1), 120–141.
Kaiser, H. F. (1974). An index of factorial simplicity. Psychometrika, 39(1), 31–36. https://doi.org/10.1007/BF02291575

Kingir, S., & Mesci, M. (2010). Factors that affect hotel employees motivation the case of Bodrum. Serbian Journal of Management, 5(1), 59–76.

Kayes, D. C., Stirling, D., & Nielsen, T. M. (2007). Building organisational integrity. Business Horizons, 50(1), 61–70. https://doi.org/10.1016/j.bushor.2006.06.001

Kesan, J. P., & Zhang, L. (2020). Analysis of cyber incident categories based on losses. ACM Transactions on Management Information Systems, 11(4), 1–28. https://doi.org/10.1145/3418288

Kljucnikov, A., & Belas, J. (2016). Approaches of Czech entrepreneurs to debt financing and management of credit risk. Equilibrium, 11(2), 343–365. https://doi.org/10.12775/EQUIL.2016.016

Kopia, J., Just, V., Geldmacher, W., & Bußian, A. (2017). Organization Performance and Enterprise Risk Management. Ecoforum, 6(1), 1–13.

Kornilaki, M., Thomas, R., & Font, X. (2019). The sustainability behaviour of small firms in tourism: The role of self-e_cacy and contextual constraints. Journal of Sustainable Tourism, 27(1), 97–117. https://doi.org/10.1080/09669582.2018.1561706

Kovácsné Mozár, A. L., & Michelberger, P. (2018). IT risk management and application portfolio management. Polish Journal of Management Studies, 17(2), 112–122. https://doi.org/10.17512/pjms.2018.17.2.10

Kozlova, O., Makarova, M., & Mingaleva, Z. (2016). Corporative social responsibility as a factor of reducing the occupational health risk of personnel. International Journal of Applied Business and Economic Research, 14(14), 683–693.

Leaver, M., & Reader, T. W. (2016). Non-technical skills for managing risk and performance in financial trading. Journal of Risk Research, 19(6), 687–721. https://doi.org/10.1080/13669877.2014.1003319

Li, L., & Moosa, I. (2015). Operational risk, the legal system and governance indicators: a country-level analysis. Applied Economics, 47(20), 2053–2072. https://doi.org/10.1080/00036846.2014.1000533

Malhotra, N. K., Luiz Lopes, E., & Teixeira Veiga, R. (2014). Structural equation modeling with LISREL: An initial vision. Revista Brasileira de Marketing, 13(2), 28–43. https://doi.org/10.5585/remark.v13i2.2698

Marcelino-Sádaba, S., Pérez-Ezcurdia, A., Echverría Lazcano, A. M., & Villanueva, P. (2014). Project risk management methodology for small firms. International Journal of Project Management, 32(2), 327–340. https://doi.org/10.1016/j.ijproman.2013.05.009

Mayadunne, S., & Park, S. (2016). An economic model to evaluate information security investment of risk-taking small and medium enterprises. International Journal of Production Economics, 182(1), 519–530. https://doi.org/10.1016/j.ijpe.2016.09.018

McKinnon, A. (2006). Life without trucks: The impact of a temporary disruption of road freight transport on a National Economy. Journal of Business Logistics, 27(2), 227–250. https://doi.org/10.1002/jbl.2158-1592.2006.tb00224.x

Meluzín, T., Pietrzk, M. B., Balcerzak, A. P., Zinecker, M., Doubrovský, K, & Dohnal, M. (2017). Rumours related to political instability and their impact on IPOs: The use of qualitative modeling with incomplete knowledge. Polish Journal of Management Studies, 16(2), 171–187. https://doi.org/10.17512/pjms.2017.16.2.15

Mohammed, H. K., & Knápková, A. (2016). The impact of total risk management on company’s performance. Procedia – Social and Behavioral Sciences, 220, 271–277. https://doi.org/10.1016/j.sbspro.2016.05.499

Müller, J. M., Buliga, O., & Voigt, K. (2018). Fortune favors the prepared: How SMEs approach business model innovations in industry 4.0. Technological Forecasting and Social Change, 132(1), 2–17. https://doi.org/10.1016/j.techfore.2017.12.019

Mura, L., & Ključnikov, A. (2018). Small businesses in rural tourism and agro tourism: Study from Slovakia. Economics & Sociology, 11(3), 286–300. https://doi.org/10.14254/2071-789X.2018/11-3/17
Mutezo, A. (2013). Credit rationing and risk management for SMEs: The way forward for South Africa. Corporate Ownership and Control, 10(2), 153–163. https://doi.org/10.22495/cocv10i2c1art1

Nagurney, A., Cruz, J., Dong, J., & Zhang, D. (2005). Supply chain networks, electronic commerce and supply side and demand side risk. European Journal of Operational Research, 164(1), 120–142. https://doi.org/10.1016/j.ejor.2003.11.007

Oláh, J., Kovács, S., Virglerova, Z., Lakner, Z., Kovacova, M., & Popp, J. (2019). Analysis and comparison of economic and financial risk sources in SMEs of the Visegrad group and Serbia. Sustainability, 11(7), 1853. https://doi.org/10.3390/su11071853

Oláh, J., Zéman, Z., Balogh, I., & Popp, J. (2018). Future challenges and areas of development for supply chain management. Logforum, 14(1), 127–138. https://doi.org/10.17270/J.LOG.2018.238

Pietrasinski, P., & Ślusarczyk, B. (2015). Internationalisation of small and medium enterprises – Empirical research review on barriers to entry into foreign markets. Polish Journal of Management Studies, 11(1), 113–123.

Rajnoha, R., Koraúš, A., & Dobrovič, J. (2017). Information systems for sustainable performance of organisations. Journal of Security and Sustainability Issues, 7(1), 167–179. https://doi.org/10.9770/jssi.2017.7.1(14)

Risk.net. (2019). Top 10 operational risks for 2019. Risk.net. https://www.risk.net/risk-management/6470126/top-10-op-risks-2019

Sauka, A., & Welter, F. (2014). Determinants of business insolvencies during economic growth and recession in Latvia. Journal of Baltic Studies, 45(3), 375–396. https://doi.org/10.1080/01629778.2013.848372

Scuotto, V., Caputo, F., Villasalero, M., & Del Giudice, M. (2017). A multiple buyer–supplier relationship in the context of SMEs’ digital supply chain management. Production Planning & Control, 28(16), 1378–1388. https://doi.org/10.1080/09537287.2017.1375149

Sen, T. K., & Ghandforoush, P. (2011). Radical and incremental innovation preferences in information technology: An empirical study in an emerging economy. Journal of Technology Management & Innovation, 6(4), 33–44. https://doi.org/10.4067/S0718-27242011000400003

Shamala, P., Ahmad, R., Zolait, A., & Sedek, M. (2017). Integrating information quality dimensions into information security risk management (ISRM). Journal of Information Security and Applications, 36(1), 1–10. https://doi.org/10.1016/j.jisa.2017.07.004

Sheppard, B. (1996). Exploring the transformational nature of instructional leadership. The Alberta Journal of Educational Research, 52(4), 325–344.

Shuying, Z., & Mei, Z. (2014). Theory of SMEs financial risk prevention and control [Paper presentation]. https://doi.org/10.2991/icemct-14.2014.126

Tu, C. Z., Yuan, Y., Archer, N., & Connelly, C. E. (2018). Strategic value alignment for information security management: A critical success factor analysis. Information & Computer Security, 26(2), 150–170. https://doi.org/10.1108/ICS-06-2017-0042

Vaznyte, E., & Andries, P. (2019). Entrepreneurial orientation and start-ups’ external financing. Journal of Business Venturing, 34(3), 439–458. https://doi.org/10.1016/j.jbusvent.2019.01.006

Venkatesh, V. G., Rathí, S., & Patwa, S. (2015). Analysis on supply chain risks in Indian apparel retail chains and proposal of risk prioritisation model using interpretive structural modeling. Journal of Retailing and Consumer Services, 26, 153–167. https://doi.org/10.1016/j.jretconser.2015.06.001

Vychytilova, J., Nadirov, O., Pavelkova, D., & Mikeska, M. (2020). Risk reporting practices of listed companies: Cross-country empirical evidence from the auto industry. Journal of Competitiveness, 12(4), 161–179. https://doi.org/10.7441/joc.2020.04.10

World Economic Forum. (2019). The global competitiveness report 2019. World Economic Forum. http://www3.weforum.org/docs/WEF_TheGlobalCompetitivenessReport2019.pdf