Combined unsupervised-supervised machine learning for phenotyping complex diseases with its application to obstructive sleep apnea
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Unsupervised clustering models have been widely used for multimetric phenotyping of complex and heterogeneous diseases such as diabetes and obstructive sleep apnea (OSA) to more precisely characterize the disease beyond simplistic conventional diagnosis standards. However, the number of clusters and key phenotypic features have been subjectively selected, reducing the reliability of the phenotyping results. Here, to minimize such subjective decisions for highly confident phenotyping, we develop a multimetric phenotyping framework by combining supervised and unsupervised machine learning. This clusters 2277 OSA patients to six phenotypes based on their multidimensional polysomnography (PSG) data. Importantly, these new phenotypes show statistically different comorbidity development for OSA-related cardio-neuro-metabolic diseases, unlike the conventional single-metric apnea–hypopnea index-based phenotypes. Furthermore, the key features of highly comorbid phenotypes were identified through supervised learning rather than subjective choice. These results can also be used to automatically phenotype new patients and predict their comorbidity risks solely based on their PSG data. The phenotyping framework based on the combination of unsupervised and supervised machine learning methods can also be applied to other complex, heterogeneous diseases for phenotyping patients and identifying important features for high-risk phenotypes.

Obstructive sleep apnea (OSA) is one of the most common sleep disorders1 and is a risk factor of various diseases, including cardiovascular, neurovascular, and metabolic diseases2–7. The standard test for diagnosing OSA8 is based on the polysomnography (PSG)9, which records various parameters such as sleep architecture, respiratory events, oxygen desaturation, and limb movements during sleep. However, only the respiratory events are used for the conventional diagnosis of OSA. In particular, only the apnea–hypopnea index (AHI), which is the number of apneas (temporary cessation of breathing) and hypopneas (partial blockage of the airway) per hour of sleep, is used. This is also used to classify patients into phenotypes such as mild, moderate, and severe OSA (Supplementary Table S1). The prognosis of associated diseases is also made primarily based on the AHI10.

The AHI alone is likely an over-simplistic index to explain the heterogeneity and complexity of the disease. For instance, sole AHI fails to discriminate a patient’s comorbidity outcomes within the same AHI severity10–13. This indicates the need for more comprehensive phenotyping of OSA beyond just the AHI (Supplementary Table S1)14. Recently, more comprehensive OSA phenotypes have been identified through clustering PSG data (e.g. graph-based clustering15 and K-means clustering16,17), which is well-suited for OSA phenotyping because PSG data is multidimensional data containing various information regarding the patient’s sleep generated during their initial visit for diagnosis. For example, the K-means algorithm was used to cluster OSA patients into seven phenotypes...
based on their PSG. This identified a cluster of patients with high periodic limb movements (PLM), which is an important PSG feature. Interestingly, this cluster had significantly higher risks of cardiovascular diseases among clusters with a mild degree of AHI. This indicates that the AHI alone is not enough to explain the comorbidity developments in OSA patients, and highlights the need for OSA phenotyping based on all PSG data.

To analyze multidimensional clinical data such as PSG, cluster analysis has been widely used. This has uncovered new phenotypes of complex and heterogeneous diseases including not only OSA but also other diseases such as asthma, chronic obstructive pulmonary disease, chronic heart failure, sepsis, Parkinson’s disease, and diabetes. However, the clustering algorithms used in these studies require the number of clusters to be manually determined either before (e.g. K-means) or after (e.g. hierarchical clustering) clustering. As a result, for example, a variable number of OSA patient clusters (3 to 7) and asthma patient clusters (3 to 6) were chosen in previous studies. Choosing the number of clusters is often made based on clinical intuition, which can be subjective. Although less subjective model selection criteria (e.g. silhouette width, likelihood ratio, Bayesian information criterion) have been used, the optimal number of clusters can change depending on the choice of the selection criteria. Moreover, these model selection criteria often require high computational costs because repeated experiments are needed when searching for the optimal number of clusters. They also become unreliable when data are noisy and complex. The choice of the number of clusters is particularly important in phenotyping as it can dramatically change the phenotyping results.

For example, as a larger number of clusters is chosen, a more precise phenotype may be obtained, but each discovered cluster may not have enough patients to accurately describe the pathophysiology of the phenotype. The next critical step after clustering patients is identifying the key cluster features leading to the outcomes of interest (e.g., comorbidity, survival, or hospitalization) for prognosis and prevention. This is not straightforward using methods solely based on cluster analysis because relationships between input features and outcomes are not estimated during the training process of clustering. Thus, the interpretation of the associated comorbidity risks of the clusters was limited to subjective inspections in previous studies for various diseases including OSA, asthma, chronic obstructive pulmonary disease, chronic heart failure, and diabetes.

Here, to circumvent such limitations of cluster-based phenotyping, we developed a multimetric phenotyping framework based on a combination of unsupervised and supervised machine learning algorithms. Specifically, in order to cluster PSG data and discover new phenotypes using only the readily available multidimensional PSG data without predetermining the number of clusters, we used Bayesian nonparametric clustering, which has been successful at clustering patient data of various diseases. Furthermore, instead of subjectively and manually selecting cluster features, we used survival prediction models to identify highly-confident cluster features of the comorbid clusters. This reveals the complex aspects of OSA beyond the single AHI metric and the importance of using all PSG data to diagnose OSA patients for the better prognosis of associated comorbidities. We also develop a computational package that can phenotype new OSA patients solely based on their PSG data with the trained models from our framework (https://github/Mathbimed/OSA-phenotyping/). Our work highlights the need for the combined use of unsupervised and supervised models for clinical phenotyping.

Results
Study pipeline. The PSG data of 2277 patients from a tertiary hospital in Korea was used in the study (Fig. 1a). Throughout the paper, we refer to the whole data including both the PSG scores and the general patient characteristics as PSG data. We used the Dirichlet process Gaussian mixture model (DPGMM) for the unsupervised clustering-based phenotyping of OSA patients (Fig. 1b) because the optimal number of clusters (phenotypes) is determined during the clustering procedure instead of being predetermined (see “Methods” for details). In order to identify the key features of the highly comorbid clusters, we also developed a supervised survival prediction model using the random survival forest (RSF) (Fig. 1c) and found features highly related to comorbidity prevalence. The phenotyping framework may be integrated into the PSG system for automatic clinical assistance (Fig. 1d).

DPGMM identified six OSA phenotypes with distinguishing PSG features. Due to the high dimensionality of the PSG data and the likelihood that many of the features are correlated (and thus to a certain extent redundant), we applied principal component analysis, which reduced the original 43 features to eight principal components explaining up to 70% of the total data variance (see “Methods” section for details). We clustered the 2277 OSA patients based on these eight extracted features by using K-means clustering, which is one of the most commonly used clustering algorithms for clinical phenotyping. However, the optimal number of clusters dramatically changes depending on the model selection criteria (Supplementary Table S2), which makes it difficult to determine the appropriate number of clusters based on the criteria: the silhouette width criterion suggests few clusters while the Bayesian information criterion suggests many. In addition, the silhouette score monotonically decreases with an increasing number of clusters, indicating highly overlapping data. This makes K-means clustering unsuitable because it can only generate spherical and non-overlapping clusters and hence cannot identify the true data structure. To avoid these issues, we used the DPGMM, which does not require the predetermination of the number of clusters and discovers various ellipsoidal clusters on overlapping data. Using the DPGMM, the optimal number of clusters was identified as six, which was the number of clusters discovered for the majority of repeated experiments (Table 1, Supplementary Table S3, and Supplementary Table S4). The discovered six clusters were labeled in order of increasing mean AHI: the mean AHI of C1 (n = 254, mean ± SD AHI = 3.5 ± 4.0) and C2 (n = 304, mean AHI = 8.0 ± 7.1) fell in the non/mild OSA region, the mean AHI of C3 (n = 290, mean AHI = 16.1 ± 14.9) and C4 (n = 351, mean AHI = 16.6 ± 10.5) fell in the moderate region, and the mean AHI of C5 (n = 585, mean AHI = 36.0 ± 18.8) and C6 (n = 360, mean AHI = 57.3 ± 23.5) fell in the severe region. The proportion of patients with moderate or severe OSA according to
the conventional AHI standards increased accordingly as well (Fig. 2). Despite each pair of clusters (e.g. C1 and C2) having similar mean AHI, the clusters had distinct PSG features (Supplementary Table S5).

Clusters with low AHI but high comorbidity prevalence were identified. The prevalence of OSA comorbidities such as cardiovascular, neurovascular, and metabolic diseases is known to increase with increasing AHI in general\(^5,6\). Consistent with this, the patients in our cohort diagnosed with OSA using AHI (AHI ≥ 5) had a significantly higher prevalence of cardio-neuro-metabolic diseases than the patients who were not diagnosed with OSA (0 ≤ AHI < 5) (pairwise logrank p-values none vs mild p-value = 0.04, none vs moderate p-value < 0.001, none vs severe p-value < 0.001) (Fig. 3). The decrease in survival rate as the AHI severity increased was also observable (Fig. 3a), but the differences between the groups were limited and not statistically significant (pairwise logrank p-values mild vs moderate p-value = 0.10, mild vs severe p-value = 0.11, moderate vs severe p-value = 0.86).

We next investigated whether the comorbidity outcomes were different among the patient clusters identified based on the expanded PSG data using our approach (Fig. 3b). Overall, the average follow-up time of each cluster is similar (Supplementary Table S6). C1 had the highest comorbidity-free survival rate, followed by C4. The other four clusters—C2, C3, C5, and C6—had similarly low comorbidity-free survival rates (pairwise logrank p-value > 0.1 for all pairs), with C5 and C6 having a faster decrease in survival rates prior to 5 years of follow-up. Interestingly, although C1 and C2 had similar mean AHI, C2 displayed a much higher comorbidity prevalence than C1 (pairwise logrank p-value < 0.01). Likewise, despite similar mean AHI, C3 also displayed a higher comorbidity prevalence than C4 (pairwise logrank p-value = 0.07). Note that although the mean AHI of C2 and C3 were of the mild and moderate levels respectively, they were as comorbid as C5 and C6, whose mean AHI was at the severe level. Because the clusters consist of patients with diverse AHI levels (Fig. 2), we wondered whether it was the patients of C2 and C3 with high AHI levels that were the major source of the high comorbidity prevalence of these clusters. To investigate this, we recalculated the Kaplan–Meier curves of the clusters with only the patients whose AHI belongs to the intervals 0 ≤ AHI < 15 and 15 ≤ AHI < 30 (Fig. 3c). As C1, C2, C3, and C4 mostly consist of patients with AHI within these intervals. Even when the patients with similar AHI levels were compared, the results were consistent with the comorbidity outcomes of the full cohort (Fig. 3c); the survival rates of C2 and C3 were still lower than that of C1 and C4. This indicates that it was not the individual patients with high AHI in each cluster who were comorbid, but that the patients constituting the cluster generally developed comorbidities. The results indicate that patients with similar AHI can have dramatically different comorbidities depending on the cluster they belong to, which is determined by their PSG characteristics. In turn, patients with different AHI can have similar comorbidities. This explains why the conventional phenotypes based solely on AHI lead to only marginally different survival curves (Fig. 3a).

For the patients whose smoking and drinking status were available, we also calculated the proportion of patients who smoke and drink in each cluster to investigate whether the difference in the comorbidity prevalence...
between clusters with similar AHI (i.e. C1 vs C2 and C3 vs C4) is due to the different proportion of patients who smoke and/or drink (Supplementary Table S7). The difference in the proportion of patients who smoke between C1 and C2 and C3 and C4 was not statistically significant. Furthermore, the difference in the proportion of patients who drink between C1 and C2 and C3 and C4 is due to the different proportion of patients who smoke and/or drink (Supplementary Table S7). The difference in the proportion of patients who smoke between C1 and C2 and C3 and C4 was not statistically significant. Thus, it appears that the higher comorbidity prevalence of the clusters C2 and C3 compared to C1 and C4 was not due to the difference in smoking and/or drinking.

Table 1. Feature means (SD) of DPGMM-created clusters (n = 2277). Clusters were labeled in the order of increasing mean AHI. Omnibus analysis of variance was conducted for statistical comparisons.
The RSF identified key cluster features relevant to comorbidity development. Consistent with previous studies, our cluster analysis based on PSG data identifies OSA as a highly heterogeneous disease, which cannot be categorized solely by AHI, and that incorporating more PSG features helps better distinguish the comorbidity outcomes of OSA patients (Fig. 3a,b). However, cluster analysis does not identify the specific PSG feature(s) explaining the cluster’s comorbidity outcomes. For instance, among the various sleep characteristics of C3 such as high age, high PLM, and long sleep latency (Table 1), we cannot determine the key features contributing to the prevalence of comorbidities.

To overcome this limitation of clustering analysis, we additionally performed prediction analysis which utilizes labels in the training process and thus provides the relationship between the PSG data and comorbidity outcomes. Specifically, we performed survival prediction analysis on the full patient cohort by using the RSF: 43 PSG features (Table 1) were used as the input and the cardio-neuro-metabolic comorbidity outcomes were used as the label. The RSF provides the importance of each feature (Fig. 4) in predicting comorbidity risks (fivefold cross-validation concordance index = 0.65, integrated Brier score = 0.13), where features with greater importance can be considered more relevant to the comorbidity outcomes for our patient cohort.

Among 43 PSG features, 18 features accounted for 95% of the total importance in predicting comorbidity outcomes (Fig. 4 and Supplementary Table S8). They included features regarding demographic and anthropometric characteristics (age, waist-hip ratio), sleep architecture and quality (the proportion of N3 sleep, REM latency, the Pittsburgh sleep quality index), oxygen desaturation (sleep time spent below 90% oxygen saturation, average oxygen saturation, oxygen desaturation event index, lowest oxygen saturation), respiratory events (supine AHI, hypopnea index, lateral AHI, mixed apnea, REM AHI, AHNI, NREM AHI, central apnea), and snoring (number of snoring episodes). Age had the highest importance among all of the PSG features, followed by the proportion of N3 sleep and waist-to-hip ratio. All four features regarding oxygen desaturation came next. Supine AHI and hypopnea index followed the features regarding oxygen desaturation and were the features with the highest importance among respiratory events. Note that features regarding respiratory events, which are the conventional method of diagnosing OSA, were less important than expected. With the exception of the number of snoring episodes, features regarding snoring, respiratory event duration, limb movement, and arousal did not belong to the 18 features. In particular, features conventionally considered important phenotypic characteristics of OSA, such as body mass index, PLM, and respiratory event duration, which were often used to describe OSA clusters, were of relatively less importance. Thus, in contrast to previous studies that have relied on inspection and subjective choice of features, we compared the clusters identified through the DPGMM based on the features with a relative importance of 0.1 or higher (Fig. 5).

Clusters with no or mild level of AHI: C1 and C2. C1 (mean AHI = 3.5 ± 4.0), which had the lowest comorbidity prevalence among all of the clusters (Fig. 3b), consisted of generally young patients with a low waist-to-hip ratio, satisfactory sleep quality, and low respiratory disturbance (Fig. 5a). On the other hand, C2 (8.0 ± 7.1), which had high comorbidity prevalence despite having a mild degree of AHI and a similar proportion of patients with no or mild OSA as C1 (Fig. 2), had worse scores for all 6 features (Fig. 5b). Specifically, in addition to having more respiratory events and higher oxygen desaturation, it had shorter N3 sleep, a higher age, and a higher waist-to-hip ratio than C1.

Clusters with a moderate level of AHI: C3 and C4. C3 (16.1 ± 12.1), which was a highly comorbid group (Fig. 3b), displayed characteristics similar to C2 but with poorer scores (Fig. 5c). Hence, along with a moderate degree of AHI, it had a relatively lower proportion of N3 sleep, a higher waist-to-hip ratio, and higher oxygen desaturation than C2. This cluster had the highest mean age among all the clusters identified. In contrast, C4 (16.6 ± 10.5), which had a low comorbidity prevalence, consisted of patients with a moderate level of respiratory events that were relatively younger and with a lower waist-to-hip ratio (Fig. 5d). The proportion of N3 sleep was also relatively high compared to C3. Although the differences were minimal, C4 had lower oxygen desaturation than C3 as well.
Figure 3. Kaplan–Meier curves of the cardio-neuro-metabolic comorbidity outcomes of the patient cohort (n = 1754). Patients diagnosed with the comorbidities within a year prior to the PSG test were excluded. The average follow-up for our data was 5.0 ± 3.4 years. (a) The comorbidity-free survival curves of the conventional AHI-based phenotypes. The pairwise logrank p-values between the mild, moderate, and severe groups were not statistically significant (Mild vs moderate p-value = 0.10, mild vs severe p-value = 0.11, moderate vs severe p-value = 0.86). Multivariate logrank p-value < 0.001. (b) The comorbidity-free survival curves of the DPGMM-created clusters. C1 and C4 had a high comorbidity-free survival rate, while C2, C3, C5, and C6 had a low comorbidity-free survival rate (pairwise logrank test C1 vs. C2/C3/C5/C6 p-value < 0.001, C4 vs. C2 p-value = 0.04, C4 vs. C3 p-value = 0.07, C4 vs. C5/C6 p-value < 0.001). Multivariate logrank p-value < 0.001. (c) The comorbidity-free survival curves of the DPGMM-created clusters were constructed with only the patients who fall within the specified AHI range. The survival rates of C2 and C3 were still lower than that of C1 and C4. Multivariate logrank p-value < 0.01.
Clusters with a severe level of AHI: C5 and C6. C5 (36.0 ± 18.8) and C6 (57.3 ± 23.5) had very high respiratory disturbance and oxygen desaturation (Fig. 5e,f) and were clusters of high comorbidity prevalence (Fig. 3b). They also had short N3 sleep and a high waist-to-hip ratio. Although C6 was more extreme than C5 regarding most of the features identified as important by the RSF, C5 had a higher waist-to-hip ratio and hypopnea index than C6.

In summary, the features with high importance were able to appropriately describe the clusters and differentiate clusters with high and low comorbidity prevalence. The shape of the radar plots of the highly comorbid clusters (i.e. C2 and C3) were similar (Fig. 3b,c), and the size of the plots were larger than that of the clusters with low comorbidity prevalence with similar AHI (i.e. C1 and C4) (Fig. 5a–d). This indicates that patients displaying PSG characteristics such as high age, a low proportion of N3 sleep, high waist-to-hip ratio, and high oxygen desaturation require closer monitoring.

Because age was the most important feature, and highly comorbid clusters displayed high mean age, we wondered whether comorbidity development was simply dependent on age. However, age had a low correlation with all of the other features with high importance (Supplementary Fig. S1). In addition, the order of feature importance did not change greatly when the RSF was trained without demographics/anthropometric characteristics. This indicates that comorbidity development was determined not only by age but also other features found important by the RSF (Figs. 3 and 4).

Figure 4. The relative importance of the PSG features for comorbidity risk prediction by the RSF (n = 1754). The absolute importance for each feature was calculated through the difference between the out-of-bag prediction accuracy of the model trained on true data and the model trained on randomly permuted data for the feature. The relative feature importance was calculated by dividing the absolute feature importance of each feature by that of the feature with the highest importance, age. The top 18 features (age → central apnea) accounted for 95% of the total importance. The red mark represents the relative importance of 0.1.
Figure 5. Radar plot of the DPGMM-created clusters with features found important by the RSF. Features with relative importance above 0.1 were chosen as the axes (Fig. 4). The percentile rank of the cluster means with respect to the whole patient data were plotted. Values were inversed for features that were "the-higher-the-better" so that all features were consistently the-lower-the-better. Oxygen desaturation statistics are shown through the mean of the percentiles of the four identified features (sleep time spent under 90% oxygen saturation, average oxygen saturation, oxygen desaturation event index, and lowest oxygen saturation) as these features represent similar clinical information. (a) Radar plot of C1 (mean AHI = 3.5), (b) radar plot of C2 (mean AHI = 8.0), (c) radar plot of C3 (mean AHI = 16.1), (d) radar plot of C4 (mean AHI = 16.6), (e) radar plot of C5 (mean AHI = 36.0), (f) radar plot of C6 (mean AHI = 57.3).
Automatic clinical assistance through the trained cluster and survival prediction model. We have developed a computational package (https://github.com/Mathbiomed/OSA-phenotyping) with the proposed trained models for automatic clinical assistance in OSA patient diagnosis. Based on the PSG data of a patient, the package predicts the phenotype of the patient along with the assignment probabilities for all six clusters (Fig. 6 left). It also predicts the comorbidity-free survival curve of the patient along with the 5-year, 10-year, and 15-year comorbidity-free survival rates. See Supplementary Note S1 for the step-by-step manual for the computational package.

Discussion
In this study, we discovered new clusters of OSA patients based on all PSG data by applying the DPGMM, which does not require the predetermination of the number of clusters. The identified patient clusters show a statistically significant difference in the prevalence of OSA-associated cardio-neuro-metabolic diseases unlike the conventional AHI-based phenotypes (Fig. 3). Importantly, two clusters had relatively low AHI but high cardio-neuro-metabolic comorbidity risks (Fig. 3). This highlights the importance of considering multimetric PSG data to understand the relationship between OSA and its comorbidities and provides further evidence that single AHI is insufficient for disease diagnosis. Furthermore, in order to describe the difference in the comorbidity prevalence of the discovered clusters based on relevant PSG features (Fig. 5), we used the RSF to identify features with high importance in predicting comorbidity outcomes (Fig. 4).

The clustering algorithms used in previous OSA phenotyping studies15–18 required the number of clusters to be manually and potentially subjectively determined. On the other hand, we used DPGMM to cluster OSA patients such that the number of clusters can be inferred from the observed data instead of predetermining it. However, the number of clusters learned from data may change depending on the concentration parameter (a larger concentration parameter more likely yields a higher number of clusters). Although the clustering results were robust to changes in the concentration parameter in our study (Supplementary Table S3), there may be situations where the clustering results may not be as robust. In such cases, the concentration parameter may also be inferred from data by placing a hyperprior on the concentration parameter41.

Through cluster analysis using the DPGMM, we found patient clusters with similar mean AHI that show different comorbidity outcomes depending on their PSG features (Figs. 3 and 5). Specifically, a cluster with younger age, lower waist-to-hip ratio, and longer N3 sleep displayed a low prevalence of comorbidities even though it had a moderate degree of mean AHI (C4, mean AHI = 16.6). On the other hand, a cluster with a mild degree of AHI (C2, mean AHI = 8.0) and a cluster with a moderate degree of AHI (C3, mean AHI = 16.1) that displayed opposing characteristics to those of C4 were highly comorbid (Figs. 3b and 5). Importantly, we can use the DPGMM and RSF constructed in this study to identify the phenotypes and predict the comorbidity risks of new patients with our computational package (Fig. 6, Supplementary Fig. S2, and Supplementary Note S1). This provides automatic clinical assistance for OSA patients in various aspects. For example, if the new patients have high probabilities of falling into either C2, C3, C5, or C6 (Fig. 3), clinicians can more closely monitor their risks.
of cardio-neuro-metabolic diseases regardless of their AHI. For patients with assignment probabilities that are similarly high for multiple clusters, clinicians can observe the patients for characteristics of both phenotypes as well. These are advantages that the probabilistic nature of the DPGMM has over other clustering models that do not require a predetermined number of clusters, such as DBSCAN. Although the monitoring may cause unexpected healthcare costs, it can help prevent cardio-neuro-metabolic diseases via diagnosing and treating the risk factor, OSA, at the appropriate time. Furthermore, the phenotyping can be used for OSA treatment prescriptions although further validation study is necessary in the future. For instance, as patients with AHI ≥ 15 are strongly recommended with positive airway pressure (PAP) therapy42, patients of C3 (mean AHI = 16.1) and C4 (mean AHI = 16.6) equally need to get the PAP therapy. However, our work suggests that the PAP therapy appears to be more recommended for C3 than C4 due to a higher risk of cardio-neuro-metabolic diseases compared to C4. Furthermore, our finding suggests that for patients of C2 (mean AHI = 8.0), despite the low AHI level, PAP therapy as well as lifestyle modification might be needed as they have a high risk of the associated diseases. Taken together, incorporation of the cluster analysis and RSF models into the PSG system allows automatic clinical assistance for diagnosis, risk assessment, and treatment of OSA and its associated diseases43,44.

Although each identified cluster exhibits multiple key features, not all of these features are always related to the cluster's comorbidity prevalence. However, previous multimetric cluster-based phenotyping studies for various diseases have resorted to clinical intuition to explain cluster features15,17,24,25,28. Thus, we used the nonparametric and nonlinear survival prediction model RSF to investigate the relevance of the PSG features to comorbidity prevalence. Unexpectedly, periodic limb movement (PLM) had extremely low importance according to the RSF (Fig. 4) although PLM was noticeable as a key cluster feature of a high-risk cluster (C3, mean PLM of 39.7) consistent with a previous clustering study17. Even though PLM has been modestly associated with increased risks of cardiovascular diseases19,20, the high correlation between PLM and other known risk factors such as age19,20 raises a question regarding its independent role in comorbidity prevalence. Indeed, the distinguishing features of C3 include not only high PLM but also high age (Fig. 5a), which, unlike PLM, was a highly important feature identified by RSF (Fig. 4). This demonstrates the value of performing a combination of unsupervised and supervised analyses to identify the highly-confident critical features of OSA patients leading to increased risks of associated comorbidities.

Indeed, the key cluster features of the comorbid clusters identified by the RSF to be highly related to cardio-neuro-metabolic disease outcomes were consistent with previous cohort studies that investigated the relationship between various PSG features and the considered diseases. According to the RSF (Fig. 4), the proportion of N3 sleep, REM latency, and Pittsburgh sleep quality index were important features predicting comorbidity development, explaining why a cluster with poor sleep had high comorbidity prevalence despite low mean AHI (Table 1 and Fig. 3). This is consistent with previous studies showing that decreased N3 sleep19 and poor sleep quality45,46 are associated with increased comorbidity prevalence. Average oxygen saturation, sleep time spent under 90% oxygen saturation, oxygen desaturation index, and lowest oxygen saturation were also features that contribute to increased comorbidity risks as highlighted by the RSF (Figs. 4 and 5), explaining the low comorbidity-free survival rates shown by C5 and C6. This is consistent with previous studies that have shown oxidative stress to be the possible underlying mechanism for OSA triggering comorbidities19 and oxygen desaturation to be an independent risk factor for OSA comorbidities19,25,32,33. These further support using the identified important features along with the conventional AHI to improve the diagnosis and treatment of OSA. In addition to our model-based analyses, it would be interesting in future work to combine these important features into a single score diagnosis framework for a quick and intuitive representation of the patient's OSA severity.

The study has several limitations that need consideration. We only considered numeric features and therefore ignored well-known phenotypic features that are not numeric, such as gender, ethnicity, and dentofacial characteristics44–47. Although we did not explicitly include gender as a feature, we expect the effects of gender to be implicitly considered since the PSG characteristics differ significantly between genders (Supplementary Table S9). In addition, despite the relatively large number of patients included in the study, we could not investigate the effects of ethnicity and dentofacial characteristics due to lack of data, since the patients were mostly Korean and from the same hospital. It would be important future work to discover multivariate phenotypes through mixed-type data clustering with non-numeric phenotypic features included and to validate the newly identified OSA phenotypes with data from a second site such as the Observational Health Data Science and Informatics (OHDSI) network48. For this, we have worked on making the PSG data available via common data model (CDM). To the best of our knowledge, there are no other sites that have made PSG data available via CDM yet. Smoking and drinking history were not considered because the data were only available for about half of the patients. Furthermore, this is a retrospective study, and evaluation of the comorbidity status of all patients was solely based on the diagnosis code from the electronic medical records system of the hospital. This study also does not include the effects of treatment with positive airway pressure therapy because the prescription rate of this treatment was very low as it was not covered by the national health insurance in Korea until 2018. Because the compliance rate of the treatment was low as well (subjective compliance of 34.0% and objective compliance of 20.7%)39, we presume the effect of treatment on our analyses to be minimal. The effects of any other interventions during the follow-up were also not considered due to lack of data. With respect to the survival prediction model, we calculated feature importance by comparing the out-of-bag prediction accuracy between actual data and randomly permuted data, as this method is known to be efficient and reliable. However, the feature importance may change depending on the method used to calculate the importance. In addition, our RSF model only had modest predictive power. This decreases the reliability of the feature importance calculated by the RSF (Fig. 4), and thus the key features selected based on the importance might not be the best choice to explain the phenotypes discovered from the cluster analysis (Fig. 5); however, it is still better than the subjective choice of cluster features17,18,39,40.
In conclusion, we propose a new multimetric phenotyping framework using the DPGMM and RSF for a better understanding of the pathophysiology of complex diseases with minimized subjective decisions. We applied the framework to data of OSA patients, identifying six new clusters that display comorbidity prevalence unexplained by the conventional sole AHI. This shows that PSG features should be incorporated in the diagnosis standards for OSA along with the AHI. The cluster model and survival prediction model from this study can be used to phenotype new patients by using their PSG data as inputs to our computational package. Such a diagnosis framework combining unsupervised and supervised models can be applied for the diagnosis and personalized treatment of other major complex and heterogeneous diseases such as sepsis, Parkinson’s disease, and diabetes. The use of this phenotyping framework may lead to the discovery of new phenotypes of these diseases with a focus on any clinical outcome of interest. The phenotyping results can have more practical value when integrated into an electronic medical records system for automatic clinical assistance.

Methods

Study subjects. A retrospective study of patients who had undergone the PSG at the sleep center of a tertiary hospital was conducted (Fig. 7). Patients who underwent their first PSG test from 2004 to 2017 were extracted from the Clinical Data Warehouse of hospital electronic medical record system, Bestcare (Ezcaretech, Seoul, Korea) (n = 7532). PSG scores including sleep architecture, respiratory events, respiratory event durations, oxygen saturation information, snoring statistics, limb movement statistics, and arousal statistics, along with demographic/anthropometric characteristics and sleep questionnaire scores of these patients were extracted as the input features for the study. Only patients that took the full-night PSG were included in the study (n = 5445), and patients with any missing values for the variables considered in the study were excluded. As a result, 2277 patients were included in the cluster analysis. For all survival analyses, only the patients who were not diagnosed with the comorbidities considered in the study within a year prior to the PSG were included, resulting in 1754 patients.
the clusters were analyzed using survival analysis; Kaplan–Meier curves were constructed with the combined parameter and initializations (Supplementary Table S3 and Supplementary Table S4). Comorbidity outcomes of algorithm, was chosen as 0.01; the clustering results were in general robust to the changes in the concentration parameter. The concentration parameter, which may affect the number of clusters created by the algorithm, was measured through fivefold cross-validation. Because the RSF output is in terms of the cumulative hazard function, it is difficult to visualize the comorbidity risks of the patients with respect to time. Therefore, the cumulative hazard function was transformed into a survival curve through the relationship \( S(t) = \exp(-\Lambda(t)) \) where \( S(t) \) and \( \Lambda(t) \) are the survival function and the cumulative hazard function, respectively.

The diagnosis information of the 2277 patients based on the International Classification of Disease-10 codes was also extracted from the Clinical Data Warehouse of Bestcare. We included hypertension, dyslipidemia, type 2 diabetes mellitus, ischemic heart disease, atrial fibrillation and flutter, cardiomyopathy, congestive heart failure, aortic stenosis, and stroke as comorbidities in this study (See Supplementary Table S10 for the International Classification of Disease-10 codes used). The comorbidities were used as a combined label, where an event was considered observed if any one of the comorbidities in consideration was observed, resulting in 249 patients with an event observed. The time between the PSG test and the incidence of that disease was taken as the time-to-event.

**Dimension reduction for cluster analysis.** The PSG data is very high dimensional with some highly correlated features. Therefore, we extracted a smaller set of new uncorrelated variables from the original PSG data and used it for the cluster analysis (Fig. 7). For this, we used principal component analysis, which is a dimension reduction technique that linearly transforms a number of possibly correlated features into a small number of uncorrelated variables called principal components. From the initial 81 features, 21 redundant features were removed if the same information could be obtained from another feature (See Supplementary Table S11 for the excluded features). For example, total time in bed was removed as the same information can be obtained through total sleep time and sleep efficiency, and only one feature for the AHI of each sleep position was included. In addition, we removed gender as the algorithms can only handle numeric input. However, the effects of gender are implicitly considered since the PSG characteristics differ significantly between genders (Supplementary Table S9). Furthermore, 16 features with missing values over 10% were also removed as including them reduces the number of valid patient samples drastically. As a result, 43 features were used in the analysis (Table 1 and Supplementary Table S12). While we included most of the features included in previous OSA phenotyping studies, it would be an interesting future work to perform phenotyping after adding the excluded features. The selected features were then standardized and decomposed using principal component analysis. Overall, eight principal components explaining up to 70% of the total data variance were used as the input features for the cluster analysis.

**Cluster modeling.** The DPGMM was used to cluster the patients, where each cluster was identified as a distinct phenotype. The DPGMM is a Bayesian nonparametric clustering model that is an extension of the Gaussian mixture model using the Dirichlet process prior on the mixing proportions. While clustering methods previously used for PSG-based phenotyping such as K-Means clustering require the number of clusters to be set in advance, the DPGMM infers the number of clusters that best fits the training dataset within a Bayesian statistical framework. The concentration parameter, which may affect the number of clusters created by the algorithm, was chosen as 0.01; the clustering results were in general robust to the changes in the concentration parameter and initializations (Supplementary Table S3 and Supplementary Table S4). Comorbidity outcomes of the clusters were analyzed using survival analysis; Kaplan–Meier curves were constructed with the combined comorbidity label set as the event of interest.

**Feature identification.** The RSF was used to find key PSG features highly related to comorbidity prevalence, and the clusters identified in the cluster analysis were distinguished based on the features found important by the RSF. The RSF is a nonlinear and nonparametric survival prediction model based on the random forest, where multiple decision trees are grown through bootstrap aggregation and random selection of input variables. The RSF differs from the random forest in that it handles right-censored data: data in which an event may not have been observed. In the RSF, individual trees are grown to calculate the cumulative hazard function for the input sample and the final output is generated by averaging the individual cumulative hazard functions. Moreover, feature importance can be calculated to interpret the predictions made by the model through the difference between the out-of-bag prediction accuracy of the model trained on true data and the model trained on randomly permuted data for the feature. The RSF was preferred over the traditional Cox proportional hazard model to better handle the high dimensional PSG data. For the model parameters, the number of input features randomly chosen for each tree was set as 10 and the number of trees to grow was set as 2000. Model performance was measured through fivefold cross-validation. Because the RSF output is in terms of the cumulative hazard function, it is difficult to visualize the comorbidity risks of the patients with respect to time. Therefore, the cumulative hazard function was transformed into a survival curve through the relationship \( S(t) = \exp(-\Lambda(t)) \).

The cluster analysis and visualizations were conducted using open-source libraries of Python 3.7 (scikit-learn 0.20, pandas 0.23, lifelines 0.15, matplotlib 3.0.2), and the survival prediction analysis for feature validation was conducted using packages of R (randomForestSRC 2.7.0, pec 3).

**Ethics statement.** All methods were conducted in accordance with relevant guidelines (Declaration of Helsinki) and regulations. The authors of this manuscript conducted a retrospective review of patient data who had undergone polysomnography. The present study had been approved by the Institutional Review Board of Seoul National University Bundang Hospital (IRB No.B-1804/465-104) and the waiver of consent had been approved by the IRB since this study involved only a retrospective review of anonymous patient data.

**Data availability**
The data cannot be publicized for legal reasons. The computational code for predicting the phenotypes and comorbidity risks of new patients using their PSG data, along with the trained models and a sample test dataset of a patient in csv format, are provided at https://github.com/Mathbiomed/OSA-phenotyping.
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