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ABSTRACT

We present a new algorithm for stacking radio interferometric data in the uv-domain. The performance of uv-stacking is compared to the stacking of fully imaged data using simulated Atacama Large Millimeter/sub-millimeter Array (ALMA) and the Karl G. Jansky Very Large Array (VLA) deep extragalactic surveys. We find that image- and uv-stacking produce similar results, however, uv-stacking is typically the more robust method. An advantage of the uv-stacking algorithm is the availability of uv-data post stacking, which makes it possible to identify and remove problematic baselines. For deep VLA surveys uv-stacking yields a signal-to-noise ratio that is up to 20 per cent higher than image-stacking. Furthermore, we have investigated stacking of resolved sources with a simulated VLA data set where 1.5′′ (10–12 kpc at \(z \sim 1–4\)) sources are stacked. We find that uv-stacking, where a model is fitted directly to the visibilities, significantly improves the accuracy and robustness of the size estimates. While scientific motivation for this work is studying faint, high-\(z\) galaxies, the algorithm analysed here would also be applicable in other fields of astronomy. Stacking of radio interferometric data is also expected to play a big role for future surveys with telescopes such as LOFAR and Square Kilometre Array (SKA).
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1 INTRODUCTION

The last decades have seen a massive improvement in telescopes, especially for continuum sensitivity. With the advent of each new telescope, we push further and are able to study ever fainter sources. But no matter the quality of the telescope, there will always be sources which are just beyond reach. A method which can be used to extend the reach of a telescope further is so called stacking. Stacking relies on the fact that we already know the location of the sources from another observation. It works through averaging the signal from several sources below the noise and allows statistical detection in the new data. Stacking was originally developed as a method for optical instruments observing visible light (Cady & Bates 1980). Later this has been expanded to be used at many different wavelengths, (e.g. Brandt et al. 2001; Bartelmann & White 2003; Webb et al. 2003; Knudsen et al. 2003; Dole et al. 2006). In this paper, we investigate stacking techniques for interferometric (sub-)mm/radio data and discuss on the particulars required for stacking of these data.

Stacking techniques have proven to be a powerful method, as an example for deep multi wavelength high redshift galaxy surveys, such as COSMOS (Scoville et al. 2007) and Extended Chandra Deep Field-South (ECDF-S, Lehmer et al. (2007)). These surveys are accompanied by deep Very Large Array (VLA) surveys, COSMOS (Schinnerer et al. 2007) and ECDF-S (Miller et al. 2008, 2013), reaching sensitivities around 10 \(\mu\)Jy/beam at 1.4 GHz. Assuming galaxies are not resolved this corresponds to a luminosity \(10^{23}\) W Hz\(^{-1}\) at \(z = 2\) (or star formation rate of \(\sim 200\) \(M_\odot\) yr\(^{-1}\), Condon 1992), limiting us to study only the most extreme objects beyond redshift 2. By using stacking, e.g. 3000 galaxies in the ECDF-S, the noise can be pushed down to around 0.2 \(\mu\)Jy/beam (Carilli et al. 2008). This allows us to go significantly deeper; in the case of Carilli et al. (2008), down to a star formation rate of \(\sim 9\) \(M_\odot\) yr\(^{-1}\) at \(z = 3\). While the main scientific motivation for the present work is to study the radio and sub-millimetre emission of less extreme high redshift galaxies, the general methods are applicable in many areas of astrono-\footnote{Using a standard cosmology with \(H_0 = 67.3\) km s\(^{-1}\) Mpc\(^{-1}\), \(\Omega_\Lambda = 0.685\) and \(\Omega_m = 0.315\) (Planck Collaboration et al. 2014).}
omnes denoted as \((u,v,w)\) is determined by the separation of the antennas. This is usually denoted as \((u,v)\) where \((u,v)\) are the projected separation in the west and north direction, as seen from the source, and \(w\) is in the direction orthogonal to \((u,v)\). The Fourier space is often referred to as the uv-plane and this term will be used in this paper. With an array, each pair of antennas will trace out an elliptical track in the uv-plane as Earth rotates. The nature of this sampling leaves holes in the uv-plane. To produce an image, we are required to interpolate the visibilities in these holes and this may lead to artefacts in the final image. For more details, see e.g. Thompson, Moran & Swenson (2001).

Generally, stacking of interferometric data has been performed on the reconstructed images, rather than directly on the measured visibilities. We have developed an algorithm to stack directly in the uv-plane. In this paper, we compare the new algorithm to stacking in the image domain. To do this, we use simulated data sets to test various aspects of stacking. The data sets are simulated Atacama Large Millimeter/sub-millimeter Array (ALMA) and The Karl G. Jansky Very Large Array (VLA) observations. We do this in the context of high redshift galaxy surveys.

The paper is structured as follows. In §2 we describe the methods used to generate the simulated data sets that are used to test the stacking algorithms. The algorithms used to stack are described in §3 specifically stacking in the image domain in §3.2 and stacking in the uv domain in §3.3. In §4 we present the results of stacking our simulated data sets. Finally, in §5 we discuss the implication for stacking.

2 SIMULATED DATA

Simulated data provides us with a powerful tool to test the performance of our stacking algorithms and to compare their prospective advantages. We choose to make simulations of VLA and ALMA type of data, this allows us to test stacking at the few GHz and sub-mm regime. For this purpose we generate 11 different data set types simulating observations with these telescopes with varying setup. In this section, we discuss these simulations, and how they are generated. A brief description of each data set type is listed in table 1. Simulation type 1-7 deal with VLA observations, primarily with dynamic range issues, which are significant for deep VLA surveys. Simulation type 8-10 deal with ALMA simulations, where the smaller field of view reduces the importance of dynamic range, but introduces the requirements of using multiple pointings. These simulations deal primarily with the issues of stacking data in mosaic maps.

The simulated data are generated using CASA version 4.2 with code based on the task simobserve. It takes input of a model sky, a list of sources distributed across the field of view of the observation. From this it produces a measurement set, the standard visibility data format for CASA.

2.1 Model sky

The input sky model consists of a number of randomised sources. For each data set type sources are added from two different populations with their respective distributions. A bright source population that ensures that the distribution of all the sources resemble that of the real sky. And a target population, that is, the sources intended to be stacked. The presence of bright sources in the data is important as they contribute to the noise. They will typically be associated with side lobes that can not fully be removed.

The sources are introduced directly into the visibilities

$$V_{\text{model}} = \sum_k \frac{A_N(l_k, m_k)S_k}{r_k} e^{-\left(\pi r_k \frac{u}{\lambda} \right)^2} e^{2\pi i (u x + v y + w z - w_0)}$$

where \((l_k, m_k)\) are the direction cosines relative to the phase centre, \((u,v,w)\) are the projected separations in m, \(S_k\) is the flux density, and \(r_k\) is the size in radians, all for source \(k\). The factor \(A_N(l_k, m_k)\) is the unit-less primary-beam attenuation in direction \((l_k, m_k)\). To calculate the primary-beam attenuation we use the built-in primary-beam models in CASA 4.2. Point sources are introduced by setting \(r_k = 0\). Extended source are limited by this definition to Gaussian, no more complicated morphologies for individual sources are simulated.

The coordinates of the sources are randomized uniformly within a field size set for each data set type. All fields are centred at 3h49.10099, −30°00′00″ in J2000. The declination −30° was chosen to be similar to the declination of the Extended Chandra Deep Field-South (ECDFS). The right ascension was chosen at random as it does not impact on the data.

2.2 VLA

Data set type 1-7 simulates various aspects of stacking in VLA observations. The data set types are made increasingly more complex to simulate more realistic data sets. Through this we can test the effects caused by different aspects individually. All the simulations are carried out with VLA in A configuration, with 27 dishes and baselines up to 36 km. The observations are generated at a frequency of 1.4 GHz with a bandwidth of 250 MHz, split into 10 channels. Each visibility has an integration time of 10 s with each data set having a total integration time of 9.4 h. To each visibility we add a random flux density with a Gaussian distribution with \(\sigma = 10\ \text{mJy}\) to both the real and imaginary part. Accounting for integration time, bandwidth and number of baselines, this corresponds to a thermal noise limit of 2.1 \(\mu\text{Jy}/\text{beam}\) in the centre of the pointing.

2.2.1 Basic case

Data set type 1 replicates a basic VLA observation. All sources in the model are located within the inner 5′ × 5′ area of the VLA field of view. This ensures that smearing is minimal and wide-field effects are less severe. The model
sources consist of 1 source at 10 mJy and 25 sources at 6 µJy. All sources are introduced as point sources, i.e., \( r_k = 0 \).

The data are imaged using Multi-Frequency Synthesis (MFS, Conway, Cornwell & Wilkinson 1990) combined with w-projection (Cornwall, Golap & Bhatnagar 2008). The 10 mJy source is deconvolved using CLEAN (Hogbom 1974) down to a threshold of 20 µJy. The image is produced with a pixel size of 0′25 (13×6 pixels over the 3′2 × 1′6 beam) and an image size of 1440×1440 pixels. The w-projection used 256 planes and the final image is primary beam corrected. Using the CLEAN model of the bright source a residual uv-data set is produced by subtracting the model from each visibility.

The final primary beam corrected and deconvolved image achieves a centre noise of 2.3 µJy/beam.

2.2.2 Sub-pixel sampling

Due to numerical limitation, large surveys in the radio are often imaged with fewer pixels across the beam than is the case for data set 1. Data set type 2 aims to test the effect of this on stacking. The data sets of this type are generated identically to data set type 1, except for in imaging a pixel size of 0′5 (3 pixels across the minor axis of the beam) is used. The image size is also decreased to 720×720 pixels to cover the same field.

2.2.3 Wide-field effects

Data set type 3 is based on data set type 2, but increases the area the model sources are spread over to 30′×30′, close to the full field of view of VLA at 1.4 GHz. The number of 10 mJy sources is increased from 1 to 10, while the number of target sources is increased from 25 to 900. To achieve a similar signal-to-noise after stacking the flux densities of the target sources are decreased to 1.0 µJy.

Also the imaging is changed to cover a larger field. The pixel size is kept at 0′5, but the image size is increased from 720×720 to 4000×4000 pixels.

2.2.4 Varying the flux density distribution of the target sources

Data set type 4 is based on data set type 3, however, it changes the flux density distribution of the target sources. The new flux density of data set type 4 is inspired by flux density distribution of Lyman Break Galaxies (LBG). The new flux density of data set type 4 is based on data set type 3, however, it changes the flux density distribution of the target sources. Data set type 4 is based on data set type 2, but increases the flux density of target sources is increased from 25 to 900. To achieve a thermal noise limit.

2.2.5 Varying the flux density distribution of the bright sources

In data set type 1-4 the deconvolution of the bright sources is simplified by the fact that all bright sources have the same flux density. Data set type 5 aims to produce a more realistic data set with a more complicated flux density distribution. However, all sources are still introduced as point sources. The data set type is based on data set type 4, but the bright sources are generated using the flux density distribution from Bondi et al (2008) derived from the COSMOS field. This distribution is a polynomial in log-log space, i.e.

\[
\log \left( \frac{dN/DS}{(S^{-2.5})} \right) = \sum_{n=0}^{6} a_n \log(S/\text{mJy})^n
\]  

(3)

where \( S \) if the source flux density, \( dN/DS \) is differential source density (in \( \text{sr}^{-1} \)), \( a_0 = 0.805 \), \( a_1 = 0.493 \), \( a_2 = 0.564 \), \( a_3 = -0.129 \), \( a_4 = -0.195 \), \( a_5 = 0.110 \), and \( a_6 = -0.017 \). The number of bright sources is fixed to 417 for the data sets of type 5. Only bright sources above 10 µJy are deconvolved.

Otherwise imaging and production of residual measurement set is done in the same manner as for data set type 3. This results in a noise in the centre of the deconvolved image of 2.5 µJy/beam, approximately 75 per cent above the thermal noise limit.

2.2.6 Extended bright sources

In data set type 6 the bright sources are given an angular extent. This complicates the deconvolution of the bright sources and results in a higher, not fully Gaussian noise in the residual data. The source size \( r_k \) is randomised uniformly between 0′5 and 5′0 for each bright source. Imaging, deconvolution, and production of residual measurement set is done in exactly the same way as for data set type 5. This results in a noise in the centre of the deconvolved image of 2.9 µJy/beam.

2.2.7 Extended target sources

Data set type 7, the final data set type for VLA, aim to test the effect of stacking marginally extended target sources. It is based on data set type 6, but all target sources are given a size \( r_k = 1′.5 \) and a flux density of 2.96 µJy.
2.3 ALMA

Data set type 8-10 simulates various aspects of stacking in ALMA observations. We use an ALMA Cycle 1 configuration, with 32 dishes and a maximum baseline of 300 m, similar to the maximum baselines in the ALESS survey (Hodge et al. 2013), resulting in a resolution of approximately 1". The centre frequency of all simulated observations are 230 GHz and the bandwidth is 4 GHz, split over 100 channels. The ALMA observation are all mosaics with multiple pointings. Each visibility has an integration time of 6 s and each pointing has a total integration of 360 s. Noise is calculated using the noise models in CASA for the ALMA site, with a perceptible water vapour of 2 mm.

Compared to VLA the field of view for ALMA is small due to the higher frequency. All our simulated ALMA observations use multiple pointings to increase the field of our observations.

2.3.1 Contiguous mosaic

Data set type 8 consists of a contiguous ALMA mosaic spaced at a distance of 20". Using 22 pointings it covers an area of 100" × 100". The model sources consist of 10 sources at 30 mJy and 50 sources at 1 mJy. The fainter 50 sources serve as target sources.

The ratio between the flux density of the brightest sources and the target sources is 30. For our VLA data set type this ratio is typically around 5000. As such bright sources will not contribute as much to the noise in data set type 8 as compared to data set type 1-7. Also note that a data set of type 8 contains 10 bright sources spread over 22 pointings. This means that some pointings will contain target sources but no bright sources, further decrease the noise contribution from bright sources.

To image data set type 8 we use MFS with mosaic gridding. This allows to image all pointings in parallel and handle overlap. We use a pixel size of 0".2 and an image size of 800×800 pixels. All sources above 2 mJy are deconvolved down to a threshold of 2 mJy using CLEAN. The image is then primary beam corrected. Using the CLEAN model of the bright sources a residual uv-data set was produced by subtracting the model from each visibility. The final image has a noise of 0.4 mJy/beam in the centre.

2.3.2 Non-contiguous mosaic

Data set type 9 is designed to be similar to ALMA surveys such as Hodge et al. (2013). This differs from data set type 8 in the fact that the full field is not covered with pointings. Instead, all pointings are centred on the bright sources in the field. The target sources are scattered around the bright sources, no further than 11" away from the centre of the pointing. This design is configured to emulate non-contiguous mosaics centred on known sources, which would typically be 50 times brighter than the target stacking sources. Note here that this still results in a small dynamic range compared data set type 1-7. We again use a model with 10 sources at 30 mJy and 50 target sources at 1 mJy. This results in a total of 10 pointings.

Each pointings is imaged separately using MFS and the bright source in the centre of each pointing is deconvolved down to a threshold of 2 mJy using CLEAN. Each image is then primary beam corrected. The final images have noise of 0.5 mJy/beam in the centre.

2.3.3 Bright source flux density distribution

Data set type 10 is analogous to data set 5 for VLA and aims to complicate deconvolution with a more realistic distribution of bright sources. The flux densities for bright sources are randomised using the model by Béthermin et al. (2012) for the 1.1 mm sky. This model is based on predictions for galaxy populations, and agrees well with recent ALMA observations (Hatsukade et al. 2013). The Béthermin et al. (2012) model results in 282 sources over an area of 100" × 100".

Except for the bright sources, data set type 10 is based on data set type 8. Generation of faint source and imaging is done in the same way.

2.4 Sparse array

Finally, we also perform a simulation using a sparser array. The array is based on the VLA A configuration but removes all but 8 dishes. We will refer to this configuration as sparse array.

Using this spares array we produce data set type 11, which is otherwise based on data set type 5. To compensate for the lower number of baselines the integration time has been increased to a total of 600,000 seconds or approximately 7 days. This means that the thermal noise limit is similar for data set type 5 and 11. As such the flux density distribution of the target sources is set to the same as for data set 5, i.e., a Schechter distribution with \( \alpha = -1.6 \) and \( S_e = 1.7 \mu \text{Jy} \).

3 STACKING ALGORITHMS

In the literature, several image domain based methods have been used for stacking of interferometric data. Carilli et al. (2005) stack sources in the VLA survey of the COSMOS field and adopt a median stacking method to this data, where image pixels are calculated as the median of the same pixel in each sub image. Pannella et al. (2009) based their work on the same data set, but improve on the method by fitting a dirty beam after median stacking. Decarli et al. (2014) chose a different approach for a non-contiguous ALMA mosaic. They adopted a weighted mean stacking, where the weights are calculated as the square of the primary-beam attenuation. All these methods share in common that they work on fully imaged data and in this work we will refer to this group of stacking algorithms as image-stacking.

Image-stacking represents an adaptation of stacking algorithms from non-interferometric telescopes. It does not take into consideration the nature of interferometric data. Since the uv-coverage of a real telescope does not cover the whole uv-plane, it is not possible to image interferometric data without interpolating between sampled uv-points. As such, imaging combined with a deconvolution algorithm provide us with a best guess for our actual sky, but it may introduce artefacts that are not present in the uv-data. To avoid such issues, it is in many cases preferable to work directly
We refer to these positions as the stacking positions. When we stack at these positions, we arrive at a stacked source that exhibits the average properties of the target sources. All targets are expected to have a flux density no greater than the noise in the data. However, in a typical data set we would have other brighter sources present in the data. To ensure that these sources do not greatly impact the result, it is important to remove them before stacking.

As such, the overall procedure of stacking is:

(i) Produce a model of all sources that are visible in the data set and are not part of the target sources. Subtract the model from the data to produce a residual data set.
(ii) Perform stacking on the residual data set using the stacking positions.
(iii) Determine properties of the stacked source.

### 3.1 General procedure and basic definitions

Stacking relies on the fact that we know the positions of our target sources through observations of the same sources at a different wavelength. In this work, we will not focus on the details of how the positions of the target sources are determined. For each stacking algorithm, we assume the existence of a list of positions where we know targets to be present. We refer to these positions as the stacking positions.

Table 1.Overview of the simulations and tests done

| Data set type | Telescope | Map size | Bright sources | Target sources | Main studied effect |
|---------------|-----------|----------|----------------|----------------|---------------------|
| 1             | VLA       | 5' × 5'  | 1 point source with flux density of 5 mJy | 25 point sources with flux densities of 6 μJy | Basic VLA observation |
| 2             | VLA       | 5' × 5'  | 1 point source with flux density of 5 mJy | 25 point sources with flux densities of 6 μJy | Lower resolution imaging |
| 3             | VLA       | 30' × 30' | 10 point sources with flux densities of 5 mJy | 900 point sources with flux densities of 1 μJy | Wide-field effects |
| 4             | VLA       | 30' × 30' | 10 point sources with flux densities of 5 mJy | 900 point sources with Schechter distribution, \( \alpha = -1.6, S_\ast = 1.71 \mu Jy \) | Flux density distribution of target sources |
| 5             | VLA       | 30' × 30' | Log polynomial distribution of flux densities, 417 sources | 900 point sources with Schechter distribution, \( \alpha = -1.6, S_\ast = 1.71 \mu Jy \) | Flux density distribution of bright sources |
| 6             | VLA       | 30' × 30' | Log polynomial distribution of flux densities, 417 sources with a Gaussian spatial size distribution with a full width half maximum varying from 0.5 to 5". | 900 point sources with Schechter distribution, \( \alpha = -1.6, S_\ast = 1.71 \mu Jy \) | Extended bright sources |
| 7             | VLA       | 30' × 30' | Log polynomial distribution of flux densities, 417 sources | 900 sources with a flux of 2.96 \( \mu Jy \) and a Gaussian spatial extension of 1.5. | Extended target sources |
| 8             | ALMA      | 100" × 100" | 10 point sources with flux densities of 30 mJy | 50 point sources with 1.0 mJy flux density each | Contiguous ALMA mosaic |
| 9             | ALMA      | 5' × 5'  | 10 point sources with flux densities of 30 mJy | 50 point sources with 1.0 mJy flux density each | Non-contiguous ALMA mosaic |
| 10            | ALMA      | 100" × 100" | Sources generated with Bethermin et al. model (282 sources with brightest flux density at 10mJy) | 50 point sources with 0.2 mJy flux density each | Flux density distribution of bright sources |
| 11            | sparse array | 30' × 30' | Log polynomial distribution of flux densities, 417 sources | 900 point sources with Schechter distribution, \( \alpha = -1.6, S_\ast = .5 \mu Jy \) | Sparse uv-coverage |

on the actual data: the visibilities. In this work we refer to the stacking algorithms working directly on the visibilities as \textit{uv}-stacking.

In this paper, we present a novel \textit{uv}-stacking method. For comparison, we have also implemented image-stacking methods, both median based, similar to the algorithm used by [Pannella et al. (2009)] and weighted mean based, similar to the algorithms used by [Decarli et al. (2014)].
closest to the stacking position and typically has a size of $64 \times 64$ pixels ($20 \times 20$ beams). These stamps are stacked on a pixel by pixel basis using either median or weighted averaging. For weighted averaging, the weights are calculated as

$$W_k = \frac{1}{\sigma_k^2}$$

where $\sigma_k$ is an estimate of the local noise at stacking position $k$.

For VLA images, we calculate $\sigma_k$ from the image map. For each stamp, we mask out a circle in the centre with a radius equal to the major axis of the beam. The noise is then calculated as the brightness standard deviation of the remainder of the stamp. This noise estimate includes effects from primary beam as well as noise from residuals of bright sources. It is important that the stamp is large enough to estimate the noise, we use a size that covers approximately 300 beam areas.

In the case of ALMA maps, using the same method as for VLA data to calculate $\sigma_k$ is not possible. Due to the small primary beam of ALMA, it is difficult to define a sufficiently large stamp to estimate the noise with the same method as for VLA. However, the noise will typically not be dependant on dynamic range, since the small field of view means that bright sources can be avoided in extra-galactic surveys. As such, to estimate the local noise for ALMA, we use $\sigma_k = 1/A_N(\hat{S}_k)$, where $A_N(\hat{S})$ describes the primary-beam attenuation in the direction $\hat{S}$, and $\hat{S}_k$ is the direction of stacking position $k$. The primary-beam attenuation is calculated using the models included in CASA 4.2.

None of the target stacked sources are deconvolved. This results in a stacked image where the average of the sources is convolved with the dirty beam. For point sources we use the peak to estimate the flux density, this is independent of the convolution.

### 3.3 $uv$-stacking

The idea of $uv$-stacking is to work directly on the visibilities. Hancock, Gaensler & Murphy (2011) used an ad hoc approach to stack emission from supernovae in nearby galaxies in the $uv$-domain. They achieve this by concatenating visibilities for each supernova. This method is not possible to apply to large extra galactic surveys due to numerical limitations of current computers, e.g. the Carilli et al. (2008) stacking would generate a stacked data set of approximately 40TB. Meaning stacking would be significantly more numerically challenging than cleaning the original data set. For the much larger data sets of VLA and ALMA this would be even further out of reach.

We adopt a method where sources within the same pointing are not duplicated but the visibilities recalculated using

$$V_{\text{stack}}(u, v, w) = V(u, v, w) \sum_{k=1}^{N} W_k \frac{1}{A_N(\hat{S}_k)} e^{2\pi i B (\hat{S}_0 - \hat{S}_k)}$$

where $\hat{S}_k$ is a unit vector pointing to the stacking positions, $\hat{S}_0$ is a unit vector pointing to the phase centre, $B$ is the baseline of the visibility, $\lambda$ is the wavelength, and $W_k$ is the weight of the stacking position. The vector $\hat{S}_k$ is parametrised in the coordinates $(l_k, m_k)$, the coordinates relative to the phase centre in the east and north direction. This changes $B \cdot (\hat{S}_0 - \hat{S}_k)$ to $ul_k + vm_k + w(\sqrt{1 - l_k^2} - m_k^2 - 1)$.

Stacking using this method does not increase the size of the data set. Since the computation for each visibility is independent, the code can be parallelized and run quickly for large data sets. The weights are calculated using the same local noise estimators as in image-stacking. Note that $A_N(\hat{S}_k)$ enters both in $W_k$ and directly in equation 5, this ensures that the post-stacking flux density is corrected for primary beam attenuation.

#### 3.3.1 Flux density estimate

From the stacked data set we want to estimate the flux density of the source at the phase centre, which is the stacked source. For point sources we calculate this as the average of all non-flagged visibilities weighted by the visibility weights. It is also possible to image the source, and we will do this for illustration, but the imaged version is not used to estimate flux density.

#### 3.3.2 Mosaics

The $uv$-stacking method as described only handles data sets with a single pointing. For mosaics we run the stacking for each pointing separately according to equation 5. Since all stacking sources are now shifted into the phase centre of each pointing, the pointings can be concatenated into one pointing. This results in a new data set with the same size as the combination of the pointings before stacking.

When concatenating visibilities it is important to ensure the visibility weights ($W_{\text{vis}}^{j,k}(t)$) for visibility at the baseline between antenna $j$ and $k$ at time $t$ are proper. For our $uv$-data set, the number of stacking positions may not be constant over all pointings. When using $uv$-stacking, visibility weights needs to be corrected, to ensure that pointings with more stacking positions are given higher weights. We achieve correct relative weights by applying

$$W_{\text{vis,stack}}^{j,k}(t) = \left( \sum_l W_l \right) W_{\text{vis}}^{j,k}(t)$$

where $W_l$ are the weights of stacking positions in the pointing. Note that for mosaics, $W_l$ will not be the same in different pointings, since they depend on $A_N(\hat{S}_l)$ which in turn depends on the pointing centre.

#### 3.3.3 Wide-field effects

Equation 5 applies the exact phase (and delay) shifts to the visibilities, accounting for the curvature of the celestial sphere. Hence, the phase corrections computed from equation 5 can be applied to interferometric observations with any field of view. However, a practical limitation in the equation is that the $(u, v, w)$ baseline coordinates, for each source used in the stacking, are not re-projected in accordance to the phase shifts. As a consequence, for sources with large separations to the phase-centre of the observations, the real $(u, v, w)$ coordinates of the baselines will differ from those computed at the phase-centre, hence mapping into small
shifts in Fourier space that are not taken into account in equation 2.

We note, though, that this limitation is only important when the Fourier transform of the stacked sources strongly depends on the (u, v) coordinates. For the stacking of point-like sources (i.e., when the visibilities are independent of the (u, v) coordinates), equation 5 can be applied with no restrictions.

In the case of stacking of extended sources, we have estimated that the baseline re-projection effects should not be larger than a few per cent of the baselines lengths, at most. For instance in the case of VLA observations at 1.4 GHz in extended configuration (where these effects are larger), a field of view of 30′ at an elevation of 45° translates into changes of baseline length of 0.9 per cent. These biasing effects in the baseline lengths translate directly into biases in the estimated average size of the stacked sources, which are also of the order of a few per cent at most.

3.4 Estimate of sizes for extended sources

To estimate the size of extended sources, we fit a model to our stacked source. In the case of uv-stacking we use a standard uv-model fitting to a circular Gaussian, i.e. only two degrees of freedom: flux density and size. This is done by using uvmultifit [Martí-Vidal et al. 2014].

For model fitting in the image-domain we use the dirty beam. We construct a fit function as a circular Gaussian convolved with the dirty beam plus a constant. We will refer to this fitting of this function as PSF-fitting since it uses the point spread function (dirty beam). This fit is done in the stacked image stamp. We perform this fit by minimizing $\chi^2$ using the non-linear minimizer leastsq of the scipy package optimize.

3.5 Evaluating noise

When averaging over a large number of positions (sources), the noise will decrease. Assuming that the different positions are statistically independent, we can calculate this decreased noise as

$$\sigma^2 = \frac{1}{\sum_{k=1}^{N} 1/\sigma_k^2}$$

(7)

for the variance weighted mean, where $\sigma_k$ is the noise in position k. If we approximate the noise at each position with a typical noise for the map, $\sigma_{map}$, we arrive at the familiar

$$\sigma = \frac{\sigma_{map}}{\sqrt{N}}$$

(8)

where N is the total number of stacking positions.

While we expect the stacking to roughly follow this trend we can not expect perfect agreement. The primary beam attenuation and bright sources near to stacking positions will change the noise characteristics. As such it is important to have a more reliable method to estimate noise in our stacked result.

3.5.1 Simulated data sets

In this paper we study stacking using simulated data sets. This allows to generate a large number of data sets. For each data set type we generate 100 data sets. For each data set the model is re-randomized, ensuring that the data set have the same source distribution but the noise is statistically independent.

Each data is stacked using both uv- and image-stacking. This results in 100 stacked values for both uv- and image-stacking for each data set type. From the distribution of these stacked values the noises of the stacking methods are evaluated as the standard deviation.

3.5.2 Real data sets

The method described in §3.5.1 is not intended to be used for real data sets, but to provide the most reliable noise estimate possible to evaluate the stacking algorithms. When working with real data sets, we do not have the possibility to generate multiple data sets. In this case method to estimate the noise using only one data set is needed.

For real data sets, noise can be estimated using a Monte Carlo method, where we introduce fake sources into the data set with the same flux density and numbers to actual target sources. The fake sources are added to the residual uv-data set directly using equation 4. These sources are stacked and the process is repeated with several sets of fake sources. The distribution of these stacked flux densities will tell us the distribution, we can expect when stacking real sources. We can estimate the noise of our real stacked flux density as the standard deviation of our fake flux densities. Furthermore, we can use this method to estimate if there is an offset in the flux density; we refer to this as bias in the following sections. We apply this method to our simulated data sets of type 6 to test the accuracy of the noise and bias estimates.

4 RESULTS

The results from stacking of simulated data are summarised in table 2. Average is calculated over 100 data sets for each data set type and noise is calculated as the scatter over the 100 data sets (see §3.5.1). In general we find, as expected, that the noise is proportional to one over the square of the number of stacking, see Fig. 1.

4.1 VLA

4.1.1 Basic case

For data set type 1 image- and uv-stacking produce similar results. The distribution of flux density estimates from all 100 simulations can be seen in Fig. 2. The image-stacked flux density is typically 1 per cent lower than the uv-stacked flux density. This is due to the pixel size of 0′′.25 that limits how well sources can be aligned in image-stacking. The lack sub-pixel alignment of sources decreases the expected peak brightness for image-stacking to 5.92 $\mu$Jy/beam, which is the same as the measured 5.89 $\mu$Jy/beam within the statistical uncertainty.

Fig. 4 shows a typical image- and uv-stacked source. As expected for data set type 1, which has a very simple noise

2 http://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.leastsq.html
Figure 1. The noise of stacked flux density as a function of number of target sources using a data set of type 6. Red line indicates the expected $1/\sqrt{N}$ falloff expected from stacking independent positions.

Figure 2. Distribution of estimates of mean flux density of the target population for data set type 1, a simple VLA data set with small field of view and low dynamic range. The image-stacking and uv-stacking produces equivalent Gaussian distributions. Dashed line indicates the true flux densities of the sources, in red the Gaussian distribution for the sample mean and standard deviation.

Figure 3. A typical stacked source from one simulation of data set type 1. (row 1) Stacked source. (row 2) Stacked stamp with central pixels masked. Contours are plotted at $3\mu$Jy and $5\mu$Jy. The central mask have a major axis of $5''89$ and a minor axis of $2''94$. In none of the stamps the bright source has been deconvolved from the dirty beam.

distribution, the image- and uv-stacked stamps are very similar. Note that the stacked sources are not deconvolved from their dirty beams, however, for uv-stacking the full uv data is available, and could easily be deconvolved using a standard clean algorithm.

4.1.2 Sub-pixel sampling

For data set type 2 the pixel size is increased to $0''5$. This does not have any measurable impact on uv-stacking, but for image-stacking it will further limit pixel alignment in stacking. That results in the flux density of image-stacking is lowered by around 5 per cent down to $5.72\mu$Jy.

4.1.3 Wide field effect

Data set type 3 spreads the sources evenly over a square area of $30'\times30'$. This is covered within one pointing with VLA with a maximum beam attenuation of 0.25 at the corners. The uv-stacking yields a signal-to-noise ratio (SNR) that is approximately 10 per cent higher than that of image-stacking.
4.1.4 Varying the flux density distribution of the target sources

Data set type 4 uses a Schechter distribution ($\alpha = -1.6$ and $S_\star = 1.71 \mu Jy$) for the target population. The mean of this distribution is $0.988 \mu Jy$. The result for data set type 4 is very similar to data set type 3. This indicates that the distribution of flux density of the target sources does not affect the stacking as long as the average is kept constant.

4.1.5 Varying the flux density distribution of the bright sources

Data set type 5 contains a complex distribution of bright sources that affect the noise. Using the Monte Carlo method described in 3.5.2, we find a negative bias for the stacked flux densities. To look closer at this effect and study systematic issues at below 5000m and demonstrates that having the stacked $uv$-data enable us to establish which baselines are robust, and thereby derive a more reliable estimate.

To test if the issues on short baselines are related to incomplete removal of bright source, a number of simulations of data set type 6 were run without introducing bright sources. The thermal noise in these simulations was increased by a factor $\sqrt{2}$ to achieve a similar noise level to the data sets with bright sources. Fig. 4 shows that no similar issues exist when no bright sources are present.

4.1.6 Extended bright sources

In data set type 6 the noise is complicated further by the presence of extended bright sources. We find a similar effect on the short baselines as was seen for data set type 5. We exclude the shortest baselines (shorter than 5000m). Not taking this into account during image-stacking leads to an increased noise estimate of 0.16 $\mu Jy$ for $uv$-stacking and 0.18 $\mu Jy$ for image-stacking, similar to the results found for the collection of data sets of type 5.

Using the random sources we can also study the effect of residuals on short baselines, see Fig. 4. This clearly shows the issues at below 5000m and demonstrates that having the stacked $uv$-data enable us to establish which baselines are robust, and thereby derive a more reliable estimate.

4.1.7 Extended target sources

Data set type 7 introduces extended target sources. This requires that stacked flux densities are estimated through model fitting. The increase in degrees of freedom in the result leads to an increase in noise on the measured flux density. Fig. 4 presents the average $uv$-stacking result for all simulations, similar to Fig. 4 for data set type 5. This indicates a similar problem on short baselines as seen for data set 5. As such we exclude all baselines shorter than 5000 m when estimating flux.

For all data sets of this type we find an average flux density of $3.0 \pm 0.4 \mu Jy$ and an average size of $1.50 \pm 0.2$. Where the noise is estimated as the standard deviation of our fitted parameters over 100 simulations. With image stacking we find an average flux density of $3.0 \pm 0.5 \mu Jy$ and an average size of $1.55 \pm 0.4$. In particular, it can be seen that the size is significantly less accurate for image-stacking compared to $uv$-stacking, with a noise more than double. This appears to be more an effect on the shape on the source than the total flux density, as the total flux density is only 30% more noisy in image-stacking. A comparison of the distribution of $uv$- and image-stacking size estimates can be seen in Fig. 4. A typical stacked stamp is shown in Fig. 10. The stamps can be seen to contain large scale variations resulting from residuals of nearby bright sources. These variations are especially apparant in the image-stacked stamp. For a source size of $1.75$ convolved with the beam size in data set type 7, the central mask blanks out the source down to a brightness of 40 per cent of peak, however, for the image-stacked source,
Figure 5. Distribution of estimated mean flux density for data set type 6, stacking of point sources in a map with extended bright sources. Dashed line indicates the true flux densities of the sources. In image-stacking the typical flux density is approximately 10% lower than expected.

Figure 6. Results from Monte Carlo noise and bias estimate. Random sources were introduced into one data set of type 6 and stacked. Average stacked visibilities have been binned by $\sqrt{u^2 + v^2}$ and average real part of visibilities plotted. This clearly demonstrates the effects on short baselines by residuals of bright sources. Using this method it would be possible to find problematic data for real data sets.

Figure 7. All uv-stacked visibilities of data set type 6 without bright sources, binned by baseline length. For each bin, the flux density is calculated as the average of the real part of the visibilities. The error bars are calculated as the standard deviation of the means of each simulation divided by the square root of the number of simulations. The red curve show the average flux density of visibilities (dashed line).

The brightness exceeds 40 per cent of the peak outside the mask.

In the third row of Fig. 10 the short baselines are removed. For uv-stacking this is implemented by ignoring baselines shorter than 5 km when imaging. For image-stacking this is implemented by a fast Fourier transform (FFT) filter, where the stamp is transformed with FFT, the central pixels in the Fourier image are set to 0, and Fourier image is transformed back with the inverse FFT. Removing the short baselines results in a flatter noise distribution across stamps. This is more effective for uv-stacked data, while the large scale variations in the stamp are more severe for the filtered image-stacked stamp. This is discussed further in section 5.4.

4.2 ALMA

4.2.1 Contiguous mosaic

For data set type 8, the flux density is underestimated with image-stacking by 20 per cent. This appears to be related to the use of mosaic mode in CASA. We have found similar effects working with mosaic mode on other data sets. Mosaic mode appears to blur sources towards the edges of the image, and results in a stacked flux density systematically lower. This indicates that image-stacking of CASA mosaics should be done with caution.

The noise of image-stacking is lower than uv-stacking for data set 8. It should however be noted that since the image stacked signal is lower, the SNR is the same for both.
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4.2.2 Non-contiguous mosaic

Data sets of type 9 do not use mosaic cleaning, since the pointings are not overlapping. This yields a result that is similar for both uv and image-stacking. There is still a small advantage for uv-stacking, compared to image-stacking, in regards to the noise.

4.2.3 Varying the flux density distribution of the bright sources

With data set type 10, we test a more complicated set of bright sources. The effect here is not as pronounced as with data set type 5. This is due to the target sources being closer in flux density to the bright sources. In most ALMA surveys, this will be true due to the small field of view of ALMA. Result is that uv-stacking is more effective, and yields a SNR 30 per cent higher than image-stacking.

4.3 Sparse array

With data set type 11, we test the effect of a significantly sparser uv-coverage. In this case, we find that the flux densities measured from image-stacking are significantly more scattered, with a SNR 50 per cent higher than that of uv-stacking.

5 DISCUSSION

Following the results of our simulations, we find that the uv-stacking algorithm generally performs better, and never worse, than the image-stacking. We discuss the main differences in the performance of the two algorithms.

In general, the results of image- and uv-stacking agree well. In no case do they differ by more than 10 per cent in flux density and the largest difference in SNR is 20 per cent. However, the uv-stacking flux density is in all cases closer to the true average flux density of the simulated target sources compared to image-stacking.

Stacking in the uv-domain requires more time to run compared to image-stacking. For the largest uv-data set (data set type 6) this required 20 minutes to run on a CPU-based server (12 cores). While this is significantly more than the time required to do image-stacking, it is also significantly less than the time required to image the same data set.

5.1 Estimation of noise in stacked data

An important consideration when interpreting stacked data is a good estimate of the noise in the data. In this paper we have used a noise estimation algorithm which relied on generating multiple simulated data sets. This is not possible for real data sets, but other methods have also been presented in this algorithm. The simplest method is to use the individual noise estimates for each position, equation 7. Noise estimate
results within the statistical uncertainties. However, this Monte Carlo noise estimate is computationally expensive. Compared to the uv-stacking this method requires in the order of 50 times more time to run. This can be improved by using a GPU based code in place of the CPU, and we have evaluated this for a test case and found this to be approximately 150 times faster.

### 5.2 Sub-pixel sampling

Using image-stacking limits the alignment of sources to the pixel size used in imaging. No such limitation exists for uv-stacking. As such image-stacking will under-predict the flux densities and over-predict the sizes of the stacked sources. Imaging with 3 pixels across the minor axis, the flux densities measured in image-stacking will be 0.95 times the actual average flux densities of the target sources. Our simulations confirm this to be the case, see especially the difference between data set type 1 and 2, but the effect is present for all following VLA data sets (type 2-6).

### 5.3 Wide-field effects

The VLA field of view is around 30' at 1.4 GHz. Over such a large field of view, we must consider the 3D arrangement of the array. If this is not taken into account sources will be incorrectly imaged towards the edges of the field. In the case of image-stacking, we worked with w-projection to produce our image map. Our simulations show this to be effective for the VLA field of view. With even larger field of views, such as those of low frequency arrays such as LOFAR or the Murchison Widefield Array (MWA), this may no longer be the case. Using uv-stacking in these cases could be helpful, since it simplifies the wide-field issues.

Equation 3 is always correct for point-sources, but because it does not have a transformation of the \((u, v)\)-coordinates, there could be uncertainties for the extended sources. As shown in Section 4 this is a small effect for VLA, typically less than a few per cents. For a larger field of view this error will be larger, e.g. a 10° field of view observed at an elevation of 45°, the error would be ~ 20 per cent.

If the size and shape of sources are important for a data set with large field of view, it would be possible to
modify our uv-stacking algorithm with faceting. This would increase the size of the resulting data set, but would allow us to handle much larger field of views. Note again that this is not necessary for either ALMA or VLA, even for large mosaics, as the main determining factor is the field of view of each pointing.

### 5.4 Bright foreground sources (dynamic range effects)

For a typical deep VLA survey, the sensitivity achieved will be such that the brightest sources will have a SNR of 1000 or more. Sources of interest for stacking will have a SNR of a few or less. As described in Section 3.1, we subtract our model of the bright sources from the data. However, to be able to subtract the brightest sources, we need very deep cleaning. Doing so will generally introduce a “clean bias”, which offsets the background level (for a more detailed description see Condon et al. 1998).

We have used the clean models for our data (details in Section 3.1), although it would be possible to improve on the model by fitting the sources directly. We have chosen not to do this, since this would likely produce a better model than would be possible for a real data set.

We see clear differences in how uv- and image-stacking handles the effect of residual bright sources. For uv-stacking, we have access to the full uv data after stacking. Using this, we have found that residuals mostly affect the shortest baselines. By excluding these baselines, we can ensure that image-stacking suffers much less from dynamic range effects. This becomes more pronounced as the distribution and structure of bright sources get more complicated. When going from data set 5 to data set 6 with extended bright sources, we find that the SNR decreases for both uv-stacking (from 7.6 to 6.2) and image-stacking (from 6.7 to 5.1). It is clear that image-stacking suffers worse from this complication. Our bright sources are Gaussian in the spatial extent. For the complicated morphology of real world sources, this effect may be even more pronounced.

When doing the uv-stacking, it is possible to determine the problematic baselines. As this is not possible for image-stacking in the same manner, we expect the larger bias in image-stacking to be related to this effect. To test this, we applied a low-spatial-frequency filter to remove these components from the image-stacked stamps in data set 6. We stacked large stamps of 256x256 pixels (64″x64″) and Fourier transformed them. We set the central 3x3 pixels in the image to zero and Fourier transformed back to the image-domain. This removes baselines shorter than approximately 4500m. The result of this was to change the flux density measurement from $0.91 \pm 0.18 \text{ µJy}$ to $0.94 \pm 0.15$ (see Fig. 11), a significant improvement, bringing the SNR of image-stacking up to only 10 per cent less than uv-stacking. Fig. 12 shows the effects of the filter when applied to data set type 7. The difference seen between image- and uv-stacking can be understood as a combination of sub-pixel sampling and how short baselines are treated.

Even with filtering, we still see a 10 per cent difference. This is probably due to two reasons. First, the size of the stamp limits the pixel size in the uv-domain. For a big stamp of 64″x64″, we are still limited to remove the few central pixels in the uv-plane. This gives us less precision in setting which baselines are removed from the data. Second, in image-stacking we are still limited by pixel size. It is also important to note that the uv-stacking was important to determine the correct filtering scale.

### 5.5 ALMA surveys

ALMA observations and surveys will generally not be affected by wide-field effects, due to the small antenna beam at ALMA frequencies. The smaller field of view also means that the dynamic range will typically be lower, since the probability of having bright sources in the same pointing as our target sources is smaller. For our simulated ALMA data sets, we have a typical flux density ratio of 30-50 between
the brightest source and target sources, compared to around 10,000 in data sets of type 7.

The differences between data sets of type 8 and 9 become apparent for image-stacking. For data set type 9, each pointing is isolated and can be imaged and deconvolved separately. Doing this results in image-stacking finding the right flux density with a SNR 8 per cent lower than uv-stacking. For data set type 8, the mosaic is contiguous and is deconvolved with mosaic mode in CASA. Using image-stacking produces a flux density that is 10 per cent too low compared to the true flux density, but the SNR is very close for uv- and image-stacking.

Data sets of type 10 are also a contiguous mosaics, but with a more complex distribution of bright sources, and introducing a number of sources with intermediate flux densities. This does not influence the result strongly, but it still appears to be dominated by the same effect as in data set 8, with image-stacking producing a flux density approximately 10 per cent lower. In total, uv-stacking yields a SNR 30 per cent higher than image-stacking.

In some cases it may be interesting to stack sources in pointings with significantly higher dynamic range than those of data set type 8-10, e.g., using archival data which has been targeted on a very bright source. These cases have not been specifically been simulated in our analysis. However, the effects of bright sources in ALMA data are expected to be similar to the effects of bright sources in VLA data. In these cases uv-stacking is expected to present the same advantages as uv-stacking for data set type 6. The small angular size of each pointing of ALMA will mean that the noise from bright sources will vary between different pointings.

To conclude with the discussion on ALMA, we find that there are some advantages in using uv-stacking. Especially in the case of contiguous mosaics, where uv-stacking produces a much more reliable result. However, the difference is in general smaller than in the case of high dynamic range VLA data sets.

### 5.6 Sparse interferometric array

Both ALMA and VLA arrays consist of a relatively large number of antennas. This results in a reasonably well covered uv-plane, with no large sampling holes between the shortest and longest baseline. However, for other telescopes, which also carry out large extragalactic surveys, e.g. e-MERLIN and ATCA, the number of antennas is much smaller (7 and 6), and thus the uv-coverage much less complete. For these sparser arrays, it would be expected that the effect of large dynamic range on the stacking is more severe. We have tested this by generating an artificial array from a subset of the VLA antennas.

Although the thermal noise limit is identical for data sets of type 5 and 11, we find that the sparse array in data sets of type 11 results in a significantly higher noise in the deconvolved map (from 0.11 µJy to 0.32 µJy) For uv-stacking in data set 11 we are excluding the shortest baselines. Compared to data set type 5 the shortest baselines behave worse in data sets of type 11, and as such, the advantage of uv-stacking is even bigger. The SNR is 50 per cent larger for uv-stacking compared to image-stacking.

### 5.7 Modelling of stacked sources

All the results in data set types 1-6 and 8-11 regard the study of stacking of point sources. Realistically, it is possible that some of the target sources are extended. This will significantly complicate the estimate of flux density. We can no longer rely on peak brightness as a flux density estimate. We either need to fit the source to a model or integrate over a larger area. In this work, we have estimated the flux density through model fitting. This also allows us to estimate sizes of our stacked sources.

We found that the size estimates using uv-stacking were significantly more accurate that those derived from image-stacking, with typical errors less than half for uv-stacking compared to image-stacking. In flux density estimates the methods differ less. The flux density error for image-stacking is 40 per cent higher than that for uv-stacking.

For uv-stacking, we fit a Gaussian directly to the stacked visibilities. However, if the dynamic range is large, the same effects are present as in data sets 5 and 6; the shortest baselines must be removed from the data.

For image-stacking, it is important to take some extra care when fitting. There are two main complications present for image-stacking. Firstly, when fitting in the image domain our source will be convolved with a beam. In the case of our algorithm we do not clean the source after stacking, that is, the source is convolved with the dirty beam. We use PSF-fitting to estimate the size of the actual source, i.e., fitting the data to a model convolved with the dirty beam.

As a result of the convolution we are required to use a non-linear fitter for this problem. When fitting in the uv-domain we can rewrite a Gaussian fit as a polynomial fit. This can be solved with a linear fitter. This can be a large advantage, both in performance for large data sets, as well as in robustness for ill-conditioned fits.

The second complication is the residuals from bright sources in high dynamic range data sets. As with point sources this effect is mitigated for uv-stacking by removing the shortest baselines. For image-stacking this is not as easy. As such there will often be an extended component in the image-stacked stamps, which could affect the model fitting. We reduce this effect by also fitting a bias level in the image. The need for this bias level can be seen in Fig. 12. Alternative it would be possible to use a low-spatial-frequency filter to remove this offset, as described in Section 5.8.

Another important point is that model fitting in image-stacking relies on knowing the dirty beam well. For a mosaic data set observed at different times, the uv-coverage could vary between pointings. In this case it may be difficult to determine the dirty beam for the final image, complicating model fitting in the image plane further.

### 5.8 Stacking code

The code used in this paper is available under GNU Public License through the Nordic ARC node (nordic-alma.se)\(^3\). This code is in format of a CASA task and implements both the uv- and image-stacking algorithms of this paper. On

---

\(^3\) Available under the name STACKER as part of the ALMA nordic ARC software http://www.nordic-alma.se/support/software-tools
top of stacking code, it also provides several useful tasks for stacking related data processing. It allows introducing and stacking of random sources to estimate bias and noise. It implements the \( uv \)- and image-fitting algorithms used in the paper. It also allows to remove a model of bright sources from the data.

6 CONCLUSIONS

Stacking of radio and mm interferometric data is a powerful tool to estimate the average properties of sources that are not individually detected. We have carried out an extensive analysis of two algorithms for stacking of interferometric data: \( uv \)-stacking which carries out the stacking directly on the visibilities in the \( uv \)-plane, and image-stacking which does this on the imaged data. The latter has so far been the more common approach to date.

We find that \( uv \)- and image-stacking both are effective methods for stacking interferometric data and that they produce similar results. However, with \( uv \)-stacking we have access to the full \( uv \)-data post stacking. This can be a large advantage compared to image-stacking. For example, for high dynamic-range data sets, this allows us to identify and reduce the effects of imperfect deconvolution of bright sources. Simulation show this to be especially important for deep VLA surveys, where the large dynamic range complicates the imaging.

For stacking extended sources, we find that \( uv \)-stacking provides an even more significant advantage. Full access to \( uv \)-data post stacking allows for model fitting. This halves the uncertainty of stacked size estimates for VLA data.

Many of the issues, such as high dynamic range and wide field, will become more dramatic with new telescopes. For LOFAR and MWA, the large field of view ensures that any pointing will contain sources close to the maximum possible brightness. And for the Square Kilometre Array (SKA), the target depth needed for deep surveys is such that dynamic range will be a significant limitation. For either of these telescopes, having access to the \( uv \)-data after stacking will be invaluable in ensuring that the desired signal is optimally extracted from the data.
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