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Abstract

In this paper we provide a complete algebraic characterization of elementary equivalence of rings with a finitely generated additive group in the language of pure rings. The rings considered are arbitrary otherwise.
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1 Introduction

This paper continues the authors’ efforts [7, 8, 9], in providing a comprehensive and uniform approach to various model-theoretical questions on algebras and nilpotent groups. By a scalar ring we mean a commutative associative unitary ring. Assume \( A \) is a scalar ring. We say that \( R \) is an \( A \)-algebra if \( R \) is abelian group equipped with an \( A \)-bilinear binary operation. We use the term ring for a \( \mathbb{Z} \)-algebra where \( \mathbb{Z} \) is the ring of rational integers, reserving the term scalar ring for commutative associative unitary rings. The ring \( R \) is said to be a finite dimensional \( \mathbb{Z} \)-algebra or an FDZ-algebra for short if the additive group \( R^+ \) of the ring \( R \) is finitely generated as an abelian group.

The main problem we tackle here is to characterize the elementary equivalence of FDZ-algebras via a complete set of elementary invariants. The invariants will be purely algebraic.

1.1 Statements of the main results

In this paper the language \( L \) denotes the language of pure rings without a constant for multiplicative identity. That is because an arbitrary ring may not have a unit. By \( L_1 \) we mean the usual language of rings with identity.
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For us an $A$-module $M$ is a two-sorted structure $⟨M, A, s⟩$, where $M$ is an abelian group, $A$ is a scalar ring and $s$ is the predicate describing the action of $A$ on $M$. Denote the language by $L_2$. We often drop $s$ from our notation. Since the scalar ring are always assumed to be commutative we do not specify whether the modules are left or right modules.

Here is our first main result.

**Theorem 1.1.** Let $A$ be an FDZ-scalar ring and let $M$ be a finitely generated $A$-module. Then there exists a sentence $ψ_{M, A}$ of the language $L_2$ such that $⟨M, A⟩ \vDash ψ_{M, A}$ and for any FDZ-scalar ring $B$ any finitely generated $B$-module $N$, we have

$$⟨N, B⟩ \vDash ψ_{M, A} ⇔ ⟨N, B⟩ \cong ⟨M, A⟩.$$  

The proof of the theorem appears at the end of Section 3. Indeed Theorem 1.1 implies the next three statements. The first two state the same result.

**Corollary 1.2.** For any FDZ-scalar ring $A$ there exists a formula $ψ_A$ of $L_1$ such that $A \vDash ψ_A$ and for FDZ-scalar ring $B$ we have

$$B \vDash ψ_A ⇔ A \cong B.$$  

**Corollary 1.3.** Let $K$ be the class of all FDZ-scalar rings. Then any $A$ from $K$ is finitely axiomatizable inside $K$.

Let us denote by $L_3$ the first-order language of two-sorted algebras. An algebra $⟨C, A⟩$ consists of an arbitrary ring $C$, and the scalar ring $A$ (and a predicate describing the scalar multiplication which is dropped from the notation). As mentioned it is actually a corollary of Theorem 1.1. We provide a brief of it at the beginning of Section 4.

**Theorem 1.4.** Let $A$ be the class of all two-sorted algebras $⟨C, A⟩$ where $C$ is finitely generated as an $A$-module and $A^+$ is finitely generated as an abelian group. For each $⟨C, A⟩ ∈ A$ there exists a formula $ϕ_{C, A}$ of $L_3$ such that $⟨C, A⟩ \vDash ϕ_{C, A}$ and for any $⟨D, B⟩ ∈ A$,

$$⟨D, B⟩ \vDash ϕ_{C, A} ⇔ ⟨C, A⟩ \cong ⟨D, B⟩$$  

as two-sorted algebras.

To state the main result of the paper we need to introduce some more definitions and notation. Consider an arbitrary ring $R$. Define the two-sided annihilator ideal of $R$ by

$$Ann(R) = \{x ∈ R : xy = yx = 0, ∀y ∈ R\}.$$  

By $R^2$ we denote the ideal of $R$ generated by all products $x \cdot y$ (or $xy$ for short) of elements of $R$.

Consider a scalar ring $A$ and let $R$ be an $A$-algebra. Assume $I$ is an ideal of $R$. Let

$$Is_A(I) \text{ def } \{x ∈ R : ax ∈ I, \text{ for some } a ∈ A \setminus \{0\}\}.$$
It is easy to show that $I_{A}(I)$ is an ideal in $R$. We simply denote $I_{S_{2}}(I)$ by $I_{S}(I)$.

Now assume $R$ is an FDZ-algebra. An addition $R_{0}$ of $R$ is a direct complement of the ideal $\Delta(R) \overset{\text{def}}{=} I_{S}(R^{2}) \cap Ann(R)$ in $Ann(R)$. Such a complement exists in this situation since $Ann(R)$ is a finitely generated abelian group and $Ann(R)/\Delta(R)$ is free abelian. It is clear that $R_{0}$ is actually an ideal of $R$. The quotient $R_{F} \overset{\text{def}}{=} R/R_{0}$ is called the foundation of $R$ associated to the addition $R_{0}$.

Finally for an FDZ-algebra $R$ set $M(R) \overset{\text{def}}{=} I_{S}(R^{2} + Ann(R))$ and $N(R) \overset{\text{def}}{=} I_{S}(R^{2}) + Ann(R)$. Note that $M(R)/N(R)$ is a finite abelian group.

We are now ready to state the main result of this paper.

**Theorem 1.5.** Assume $R$ and $S$ are FDZ-algebras. Then the following are equivalent.

1. $R \equiv S$ as arbitrary rings.
2. Either $M(R) = N(R)$ and $R \cong S$, or there exists a monomorphism $\phi : R \to S$ of rings and additions $R_{0}$ and $S_{0}$ of $R$ and $S$ respectively such that
   
   (a) $\phi$ induces an isomorphism $R/R_{0} \cong S/S_{0}$,
   
   (b) $\phi$ induces an isomorphism $\frac{M(R)}{N(R)} \cong \frac{M(S)}{N(S)}$,

   (c) $\phi$ restricts to a monomorphism from $R_{0}$ into $S_{0}$, where the index $[S_{0} : \phi(R_{0})]$ is finite and prime to the index $[M(R) : N(R)] \neq 1$.

The direction (1.) $\Rightarrow$ (2.) is called the Characterization Theorem and will be proved in Section 4. The direction (2.) $\Rightarrow$ (1.) called naturally the converse of the characterization theorem, stated in somewhat different terms, is given by Theorem 5.3.

An FDZ-algebra is called regular if for some addition (and therefore for any addition) $R_{0}$ there exists a subring $R_{F}$ of $R$ containing $R^{2}$ such that $R \cong R_{F} \times R_{0}$. In Lemma 4.6 we shall prove that $R$ is a regular FDZ-algebra if and only if $M(R) = N(R)$. So the following statement was actually embedded in Theorem 1.5.

**Corollary 1.6.** Let $R$ be a regular FDZ-algebra. Then for an FDZ-algebra $S$,

$$R \equiv S \iff R \cong S.$$ 

Finally we call an FDZ-algebra $R$ tame if $Ann(R) \leq I_{S}(R^{2})$. The following theorem is the generalization of Corollary 1.3 to the class $T$ of all tame FDZ-algebras.

**Theorem 1.7.** Let $T$ be the class of all tame FDZ-algebras. Then any $R$ from $T$ is finitely axiomatizable inside the class of all FDZ-algebras.
1.2 Our approach

Let us give an informal account of our methods in proving Theorem 1.5. Recall that an arbitrary ring \( R \) is an abelian group together with a bilinear map:

\[
f_R : R \times R \to R, \quad (x, y) \mapsto xy.
\]

The bilinear map \( f \) induces a full non-degenerate map

\[
f_{RF} : \frac{R}{\text{Ann}(R)} \times \frac{R}{\text{Ann}(R)} \to R^2.
\]

By Theorem 2.3 from Section 2.3 there exists a canonical scalar ring \( P(f_R) \) of \( f_{RF} \) and its actions on \( R/\text{Ann}(R) \) and \( R^2 \) are interpretable in \( f_R \). Moreover the largest subring \( A(R) \) of \( P(f_R) \) consisting of those \( \alpha \) making the canonical homomorphism:

\[
\eta : R^2 \to \frac{R}{\text{Ann}(R)}
\]

\( A(R) \)-linear is a definable subring of \( R \). So indeed the two-sorted algebras \( \langle R/\text{Ann}(R), A(R) \rangle \) and \( \langle R^2, A(R) \rangle \) are both interpretable in the pure ring \( R \). Then the main theorem will follow from Theorem 1.4 and a few other technical results. Bilinear maps and the relevant terminology will be discussed in Section 2.3. Theorem 1.5 will be proved in Section 4. The converse Theorem 5.3 of Theorem 1.5 will appear in Section 5, thereby providing a complete algebraic characterization of elementary equivalence of FDZ-algebras.

1.3 Organization of the paper

We finish the introduction by describing the organization of the paper. In Section 2 we provide background and describe our notation. In particular we shall review logical notation and background, bilinear maps and their model theory and finally a little bit of algebras. In Section 3 we shall discuss FDZ-scalar rings (associative commutative and unitary), resulting in proofs of Theorem 1.1 and Corollary 1.2. In Section 4 we obtain a necessary condition for elementary equivalence of arbitrary FDZ-algebras and provide a proof of the characterization direction of Theorem 1.5 as well as a proof of Theorem 1.7. In Section 5 we prove Theorem 5.3 which indeed proves the converse of the characterization theorem.

2 Preliminaries

2.1 Bilinear maps

Assume \( M_1, M_2 \) and \( N \) are \( A \)-modules, where \( A \) is a commutative associative ring with unit. The map

\[
f : M_1 \times M_2 \to N
\]
is called $A$-bilinear if
\[ f(ax, y) = f(x, ay) = af(x, y) \]
for all $x \in M_1, y \in M_2$ and $a \in A$. An $A$-bilinear mapping $f : M_1 \times M_2 \to N$ is called non-degenerate in the first variable if $f(x, y) = 0$ for all $y$ in $M_2$ implies $x = 0$. Non-degeneracy with respect to the second variable is defined similarly. The mapping $f$ is called non-degenerate if it is non-degenerate with respect to first and second variables. We call the bilinear map $f$, a full bilinear mapping if $N$ is generated as an $A$-module by elements $f(x, y), x \in M_1$ and $y \in M_2$.

### 2.2 Preliminaries on logic

For the most part we follow standard model theory texts such as [2] regarding notation and model theory. An arbitrary ring $R$ is a structure with signature $\langle +, \cdot, 0 \rangle$ and with the corresponding language is called $L$. A scalar ring $A$ is a structure with signature $\langle +, \cdot, 0, 1 \rangle$ and the corresponding language is called $L_1$.

#### 2.2.1 Interpretations

Let $\mathfrak{B}$ and $\mathfrak{U}$ be structures of signatures $\Delta$ and $\Sigma$ respectively. We may assume that $\Sigma$ and $\Delta$ do not contain any function symbols replacing them if necessary with predicates (i.e. replacing operations with their graphs). The structure $\mathfrak{U}$ is said to be interpretable in $\mathfrak{B}$ with parameters $\bar{b} \in |\mathfrak{B}|^m$ or relatively interpretable in $\mathfrak{B}$ if there is a set of first-order formulas
\[
\Psi = \{ A(\bar{x}, \bar{y}), E(\bar{x}, \bar{y}_1, \bar{y}_2), \Psi_\sigma(\bar{x}, \bar{y}_1, \ldots, \bar{y}_t) : \sigma \text{ a predicate of signature } \Sigma \} 
\]
of signature $\Delta$ such that

1. $A(\bar{b}) = \{ \bar{a} \in |\mathfrak{B}|^n : \mathfrak{B} \models A(\bar{b}, \bar{a}) \}$ is not empty,
2. $E(\bar{x}, \bar{y}_1, \bar{y}_2)$ defines an equivalence relation $\epsilon_{\bar{b}}$ on $A(\bar{b})$,
3. if the equivalence class of a tuple of elements $\bar{a}$ from $A(\bar{b})$ modulo the equivalence relation $\epsilon_{\bar{b}}$ is denoted by $[\bar{a}]$, for every $n$-ary predicate $\sigma$ of signature $\Sigma$, the predicate $P_{\sigma}$ is defined on $A(\bar{b})/\epsilon_{\bar{b}}$ by
   \[
P_{\sigma}([\bar{b}], [\bar{a}_1], \ldots, [\bar{a}_n]) \iff_{\text{def}} \mathfrak{B} \models \Psi_\sigma(\bar{b}, \bar{a}_1, \ldots, \bar{a}_n),
   \]
4. There exists a map $f : A(\bar{b}) \to |\mathfrak{U}|$ such that the structures $\mathfrak{U}$ and $\Psi(\mathfrak{B}, \bar{b}) = A(\bar{b})/\epsilon_{\bar{b}}, P_{\sigma} : \sigma \in \Sigma$ are isomorphic via the map $\tilde{f} : A(\bar{b})/\epsilon_{\bar{b}} \to |\mathfrak{U}|$ induced by $f$.

Let $\Phi(x_1, \ldots, x_n)$ be a first-order formula of signature $\Delta$. If $\mathfrak{U}$ is interpretable in $\mathfrak{B}$ for any parameters $\bar{b}$ such that $\mathfrak{B} \models \Phi(\bar{b})$ then $\mathfrak{U}$ is said to be regularly
interpretable in \( \mathcal{B} \) with the help of the formula \( \Phi \). If the tuple \( \bar{b} \) is empty, \( \mathcal{U} \) is said be absolutely interpretable in \( \mathcal{B} \).

Now let \( T \) be a theory of signature \( \Delta \). Suppose that \( S : \text{Mod}(T) \to K \) is a functor defined on the class \( \text{Mod}(T) \) of all models of the theory \( T \) (a category with isomorphisms) into a certain category \( K \) of structures of signature \( \Sigma \). If there exists a system of first-order formulas \( \Psi \) of signature \( \Delta \), which absolutely interprets the system \( S(\mathcal{B}) \) in any model \( \mathcal{B} \) of the theory \( T \) we say that \( S(\mathcal{B}) \) is absolutely interpretable in \( \mathcal{B} \) uniformly with respect to \( T \).

For example, the annihilator \( \text{Ann}(R) \) of a ring \( R \) is interpretable (or in this case definable) in \( R \) uniformly with respect to the theory of groups. On the other hand, the ideal \( R^2 \), generally speaking, is not interpretable in \( G \) uniformly with respect to the theory of groups. However, it is so if \( R^2 \) is of finite width i.e. there is an \( s \in \mathbb{N} \) such that

\[
R^2 = \left\{ \sum_{i=1}^{s} x_i y_i : x_i, y_i \in R \right\}.
\]

For example in an FDZ-algebra \( R^2 \) is absolutely definable in \( R \) uniformly with respect to \( \text{Th}(R) \). Note that the ideal \( R^2 \) will have width less than or equal to \( s \) if \( R \) satisfies the first-order sentence

\[
\phi_w : \forall x \left( \exists x_1, \ldots, x_{s+1}, y_1, \ldots, y_{s+1} \quad x = \sum_{i=1}^{s+1} x_i y_i \right) \\
\rightarrow \left( \exists z_1, \ldots, z_s, t_1, \ldots, t_s \quad x = \sum_{i=1}^{s} t_i s_i \right).
\] (2.1)

### 2.2.2 \( A \)-Modules as two-sorted structures

Assume \( A \) is a scalar ring and \( M \) is an \( A \)-module. For us the \( A \)-module \( M \) is a two-sorted structure \( M_A = \langle M, A, s \rangle \) where \( A \) is a ring, \( M \) is an abelian group and \( s = s(x, y, z) \), where \( x \) and \( z \) range over \( M \) and \( y \) ranges over \( A \) is the predicate describing the action of \( A \) on \( M \), that is \( \langle M, A, s \rangle \models s(m, a, n) \) if and only if \( a \cdot m = n \). Sometimes we drop the predicate \( s \) from our notation and write \( M_A = \langle M, A \rangle \). When we say that the ring \( A \) and its action on \( M \) are interpretable in a structure \( \mathcal{U} \) we mean that the one-sorted structure naturally associated to \( M_A \) is interpretable in \( \mathcal{U} \).

Note that if a multi-sorted structure has signature without any function symbols then there is a natural way to associate a one-sorted structure to it. We always assume that our signatures do not contain any function symbols, since functions can be interpreted as relations. Therefore when we talk about interpretability of multi-sorted structures in each other or interpretability of a multi-sorted structure into a one-sorted one we mean the interpretability of the associated one-sorted structures.
Recall that a homomorphism $\theta : \langle M, A, s \rangle \to \langle N, B, t \rangle$ of two-sorted modules is a pair $(\theta_1, \theta_2)$ where $\theta_1 : M \to N$ is a homomorphism of abelian groups and $\theta_2 : A \to B$ is a homomorphism of rings satisfying

$s(m_1, a, m_2) \iff t(\theta_1(m_1), \theta_2(a), \theta_1(m_2)), \quad \forall a \in A, \forall m_1, m_2 \in M.$

A homomorphism $\theta$ as above is said be an isomorphism of two-sorted modules if $\theta_1$ and $\theta_2$ are isomorphisms of the corresponding structures.

### 2.3 Largest ring of a bilinear map

In this section all the modules are considered to be faithful and scalar rings are always commutative associative with a unit. An $A$-module $M$ is said to be faithful if $am = 0$ for $a \in A$ and all $m \in M$ implies $a = 0$. Let $f : M_1 \times M_2 \to N$ be a non-degenerate full $A$-bilinear mapping for some ring $A$.

Let $M$ be an $A$-module and let $\mu : A \to P$ be an inclusion of rings. Then the $P$-module $M$ is an $P$-enrichment of the $A$-module $M$ with respect to $\mu$ if for every $a \in A$ and $m \in M$, $am = \mu(a)m$. Let us denote the set of all $A$ endomorphisms of the $A$-module $M$ by $\text{End}_A(M)$. Suppose the $A$-module $M$ admits a $P$-enrichment with respect to the inclusion of rings $\mu : A \to P$. Then every $\alpha \in P$ induces an $A$-endomorphism, $\phi_\alpha : M \to M$ of modules defined by $\phi_\alpha(m) = \alpha m$ for $m \in M$. This in turn induces an injection $\phi_P : P \to \text{End}_A(M)$ of rings. Thus we associate a subring of the ring $\text{End}_A(M)$ to every ring $P$ with respect to which there is an enrichment of the $A$-module $M$.

**Definition 2.1.** Let $f : M_1 \times M_2 \to N$ be a full $A$-bilinear mapping and $\mu : A \to P$ be an inclusion of rings. The mapping $f$ admits $P$-enrichment with respect to $\mu$ if the $A$-modules $M_1$, $M_2$ and $N$ admit $P$ enrichments with respect to $\mu$ and $f$ remains bilinear with respect to $P$. We denote such an enrichment by $E(f, P)$.

We define an ordering $\leq$ on the set of enrichments of $f$ by allowing $E(f, P_1) \leq E(f, P_2)$ if and only if $f$ as an $P_1$ bilinear mapping admits a $P_2$ enrichment with respect to inclusion of rings $P_1 \to P_2$. The largest enrichment $E_H(f, P(f))$ is defined in the obvious way. We shall prove existence of such an enrichment for a large class of bilinear mappings.

The following proposition taken from [3] is essential for our work.

**Proposition 2.2** ([3], Theorem 1). If $f : M_1 \times M_2 \to N$ is a non-degenerate full $A$-bilinear mapping over a commutative associative ring $A$ with unit, then $f$ admits the largest enrichment.

### 2.4 Largest ring of scalars as a logical invariant

Indeed the ring $P(f)$ is interpretable in the bilinear map $f$ providing that $f$ satisfies certain conditions in addition to the ones in Proposition 2.2.
The mapping $f$ is said to have \textit{finite width} if there is a natural number $s$ such that for every $u \in \mathbb{N}$ there are $x_i \in M_1$ and $y_i \in M_2$ such that

$$u = \sum_{i=1}^{s} f(x_i, y_i).$$

The least such number, $w(f)$, is the \textit{width} of $f$.

A set $E_1 = \{e_1, \ldots, e_n\}$ is a \textit{left complete system} for a non-degenerate mapping $f$ if $f(E_1, y) = 0$ implies $y = 0$. The cardinality of a minimal left complete system for $f$ is denoted by $c_1(f)$. A right complete system and the number $c_2(f)$ are defined correspondingly.

The \textit{type} of a bilinear mapping $f$, denoted by $\tau(f)$, is the triple

$$(w(f), c_1(f), c_2(f)).$$

The mapping $f$ is said to be of finite type if $w(f), c_1(f)$ and $c_2(f)$ all exist. If $f, g : M_1 \times M_2 \rightarrow N$ are bilinear maps of finite type we say that the type of $g$ is less than the type of $f$ and write $\tau(g) \leq \tau(f)$ if $w(g) \leq w(f), c_1(g) \leq c_1(f)$ and $c_2(g) \leq c_2(f)$.

Let $A$ be a scalar ring. Assume $M_1, M_2$ and $N$ are faithful $A$-modules. Let $f : M_1 \times M_2 \rightarrow N$ be a $A$-bilinear map. We associate two structures to $f$. The first one is

$$\U(f) = \langle M_1, M_2, N, \delta \rangle,$$

where $M_1, M_2$ and $N$ are abelian groups and $\delta$ describes the bilinear map. The other one is

$$\U_1(f) = \langle A, M_1, M_2, N, \delta, s_{M_1}, s_{M_2}, s_N \rangle,$$

where $A$ is a scalar ring and $s_{M_1}, s_{M_2}$ and $s_N$ describe the actions of $A$ on the modules $M_1, M_2$ and $N$ respectively.

We state the following theorem without proof. Readers may refer to the cited reference for a proof.

\textbf{Theorem 2.3 (3. Theorem 2).} Let $f : M_1 \times M_2 \rightarrow N$ be a non-degenerate full bilinear mapping of finite type and let $P(f)$ be the largest ring of scalars of $f$. Then $\U_{P(f)}(f)$ is absolutely interpretable in $\U(f)$. Moreover the same formulas interpret $\U_{P(g)}(g)$ in $\U(g)$ if $g$ is a full non-degenerate bilinear map with $\tau(g) \leq \tau(f)$.

\section{2.5 Some preliminary facts on algebras}

Assume $R$ is an FDZ-algebra. Since $R^+$ is a finitely generated group then $R^+$ is generated by a finite ordered set of its elements say $u_1, \ldots, u_M$ such that $U_i/\langle u_i \rangle$ is a cyclic group generated by $u_i + U_{i+1}$ where $U_i$ is the subgroup generated $u_i, \ldots, u_M$ or in notation $U_i = \langle u_i, \ldots, u_M \rangle$. The order $e_i$ of $u_i + U_{i+1}$ is called the \textit{period} of $u_i$. If $u_i$ has infinite order then we write $e_i = \infty$. We say
that $\bar{u} = (u_1, \ldots, u_M)$ is a pseudo-basis of period $(e_1, \ldots, e_M)$. If $e_i < \infty$ there are fixed integers $t_{ik}$ such that $e_i u_i = \sum_{k=1}^M t_{ik} u_k$. These $t_{ik}$ are called torsion structure constants associated to $\bar{u}$. We assume an arbitrary but fixed order on the $t_{ik}$. It’s an easy corollary of the structure theorem for finitely generated groups that the number $M$, period $\bar{e}$ and the structure constants $t_{ik}$ uniquely determine $R^+$ up to isomorphism.

Now consider the ring structure of an FDZ-algebra $R$ and consider a pseudo-basis $\bar{u}$ as above. Then there are fixed integer constants $t_{ijk}$ such that

$$u_i u_j = \sum_{k=1}^M t_{ijk} u_k.$$ 

The numbers $t_{ijk}$ are called the multiplicative structure constants associated to $\bar{u}$. Again we assume a fixed order on the set of all $t_{ijk}$ obtained as above. Now it is an elementary exercise to check that the number $M$, periods $\bar{e}$, the constants $t_{ik}$ and the $t_{ijk}$ fix the ring $R$ up to isomorphism of rings.

### 2.5.1 Largest ring of scalars $A(R)$

Let $R$ be an $A$-algebra where $A$ is a scalar ring. Here we only consider those algebras which are faithful with respect to the action of their rings of scalars. Let $\mu : A \to A_1$ be an inclusion of rings. We say that an $A$-algebra $R$ has an $A_1$-enrichment with respect to $\mu$ if $R$ is an $A_1$-algebra and $\alpha r = \mu(\alpha) r, r \in R, \alpha \in A$.

Denote by $A(R)$ the largest, in the sense defined just above, commutative subring of $\text{End}_A(R/\text{Ann}(R))$ that satisfies the following conditions:

1. $R/\text{Ann}(R)$ and $R^2$ are faithful $A(R)$-modules.
2. The full non-degenerate bilinear mapping

$$f_F : R/\text{Ann}(R) \times R/\text{Ann}(R) \to R^2$$

induced by the product in $R$ is $A(R)$-bilinear.
3. The canonical homomorphism $\eta : R^2 \to R/\text{Ann}(R)$ is $A(R)$-linear.

**Proposition 2.4** ([3], Proposition 8). For any algebra $R$ the ring $A(R)$ is definable, it is unique, and does not depend on the choice of the initial ring of scalars.

### 3 Elementary equivalence of FDZ-scalar rings

In this section we describe by first-order formulas some algebraic invariants of any scalar ring $A$ with finitely generated additive group $A^+$. In particular we provide a proof of Theorem [1].
3.1 Interpretability of decomposition of zero into the product of prime ideals with fixed characteristic

Let $A$ be a scalar ring. Suppose that we have a decomposition of zero into the product of finitely generated prime ideals:

$$0 = p_1 \cdot p_2 \cdot \cdots \cdot p_m, \quad (\mathfrak{P})$$

Let $\text{Char}(p_i) = \lambda_i$ be the characteristic of the integral domain $A/p_i$ and

$$\text{Char}(\mathfrak{P}) = (\lambda_1, \ldots, \lambda_m).$$

The purpose of this subsection is to obtain a formula interpreting the decomposition of type $(\mathfrak{P})$ in $A$ with the fixed characteristic $\text{Char}(\mathfrak{P})$, where the interpretation is uniform with respect to $\text{Th}(A)$.

A sequence of lemmas will follow. We omit some proofs as they are obvious.

**Lemma 3.1.** Consider the formula

$$\text{Id}(x, \bar{y}) = \exists z_1, \ldots, \exists z_n (x = y_1 z_1 + \ldots + y_n z_n).$$

For any tuple $\bar{a} = (a_1, \ldots, a_n) \in A^n$ the formula $\text{Id}(x, \bar{a})$ defines in $A$ the ideal $\text{id}(\bar{a})$, generated by the elements $a_1, \ldots, a_n$.

**Lemma 3.2.** The formula

$$P(\bar{y}) = \forall x_1, \forall x_2 (\text{Id}(x_1 x_2, \bar{y}) \rightarrow (\text{Id}(x_1, \bar{y}) \lor \text{Id}(x_2, \bar{y})))$$

is true for the tuple $\bar{a}$ of elements of the ring $A$ if and only if the ideal $\text{id}(\bar{a})$ is prime.

**Lemma 3.3.** There exists a formula $\text{Id}_i(x, \bar{y}_1, \ldots, \bar{y}_i)$, such that for any tuples $\bar{a}_1, \ldots, \bar{a}_i$, $\text{Id}_i(x, \bar{a}_1, \ldots, \bar{a}_i)$ defines the ideal $p_1 \cdot \cdots \cdot p_i$ in $A$ where $p_k = \text{id}(\bar{a}_k)$.

Indeed the ideal $p_1 \cdot \cdots \cdot p_i$ is generated by all the products of the form $y_1 \cdot \cdots \cdot y_i$ where $y_k$ is an element of the tuple $\bar{a}_k$ and the number of such products is finite.

So an application of Lemma 3.1 will imply the above statement.

**Lemma 3.4.** The formula:

$$D(\bar{y}_1, \ldots, \bar{y}_m) = \forall x \left( \bigwedge_{i=1}^{m} P(\bar{y}_i) \land \text{Id}_m(x, \bar{y}_1, \ldots, \bar{y}_m) \rightarrow x = 0 \right)$$

is true for tuples $\bar{a}_1, \ldots, \bar{a}_m$ if and only if the ideals $p_i = \text{Id}(\bar{a}_i)$ satisfy the decomposition $(\mathfrak{P})$.

**Lemma 3.5.** The formula

$$D_\Lambda(\bar{y}_1, \ldots, \bar{y}_m) = D(\bar{y}_1, \ldots, \bar{y}_m) \land \bigwedge_{i=1}^{m} \forall x \text{Id}(\lambda_i x, \bar{y}_i) \land \bigwedge_{i=1}^{m} \exists z \neg \text{Id}(z, \bar{y}_i)$$

where $\Lambda = (\lambda_1, \ldots, \lambda_m) = \text{Char}(\mathfrak{P})$ is true for tuples $\bar{a}_1, \ldots, \bar{a}_m$ of elements of $A$ if and only if all the following statements hold:
• the ideals \( p_i = id(\bar{a}_i) \) satisfy the decomposition (\( \mathcal{P} \)),
• if \( \lambda_i > 0 \) then \( \text{Char}(A/p_i) = \lambda_i \),
• the integral domains \( A/p_i \) are all non-zero.

Denote by \( 0(\mathcal{P}) \) the number of zeros in the tuple \( (\lambda_1, \ldots, \lambda_m) \).

Lemma 3.6. Let \( \mathcal{P} = (p_1, \ldots, p_m) \) be a collection of finitely generated prime ideals of the scalar ring \( A \), satisfying the decomposition (\( \mathcal{P} \)) and possessing the least number \( 0(\mathcal{P}) \) among all such decompositions. Then for any scalar ring \( B \) such that \( A \equiv B \) in \( L_1 \), then the formula \( D_\Lambda(\bar{y}_1, \ldots, \bar{y}_m) \) is true in \( B \) on tuples \( \bar{b}_1, \ldots, \bar{b}_m \), if and only if:

1. \( \text{Id}(x, \bar{b}_i) \) defines the prime ideal \( q_i = id(\bar{b}_i) \),
2. \( 0 = q_1 \cdot q_2 \cdots q_m \),
3. \( \text{Char}(B/q_i) = \lambda_i, \quad i = 1, \ldots, m. \)

Proof. Items 1 and 2 follow from Lemma 3.4. If \( \lambda_i > 0 \) then \( \text{Char}(B/q_i) = \lambda_i \) according to Lemma 3.5. Consequently, \( 0(\mathcal{P}) \geq 0(\Lambda) \) where \( \Lambda = (q_1, \ldots, q_m) \). If \( 0(\mathcal{P}) > 0(\Lambda) \) then starting from \( \Lambda \) we construct the formula \( D_\mu, \mu = \text{char}(\Lambda) \). From \( A \equiv B \) and Lemma 3.5 we obtain that there exists a tuple \( \mathcal{P}' = (p'_1, \ldots, p'_m) \) such that \( 0(\mathcal{P}') < 0(\Lambda) < 0(\mathcal{P}) \) which contradicts the choice of \( \mathcal{P} \). Consequently \( 0(\mathcal{P}) = 0(\Lambda) \) and hence \( \text{Char}(\mathcal{P}) = \text{Char}(\Lambda) \). The proposition is proved.

Remark 3.7. Any Noetherian commutative associative ring with a unit possesses a decomposition of zero \( 0 = p_1 \cdots p_m \), satisfying the assumptions of Proposition 3.6.

Proposition 3.8. For any Noetherian associative commutative ring \( A \) with a unit, there exists an interpretable decomposition of zero into a product of prime ideals, where the interpretation is uniform with respect to \( \text{Th}(A) \).

Proof. The proposition is a direct corollary of Proposition 3.6 and Remark 3.7.

3.2 The case of FDZ-scalar rings

Now let \( A \) be an FDZ-scalar ring. We shall denote by \( r(A) \) the minimal number of generators of \( A^+ \) as an abelian group, say, the number of cyclic factors in the invariant decomposition of \( A^+ \). In case that \( M \) is a finitely generated \( A \)-module where \( A \) is as above the minimal number of generators of \( M \) as an abelian group is denoted by \( r(M) \), while the minimal number of generators for \( M \) as an \( A \)-module is denoted by \( r_A(M) \).
Lemma 3.9. There exists a sentence \(ch_\lambda\) of \(L_1\) such that for any integral domain \(A\) with finitely generated additive group \(A^+\):

\[
\text{char}(A) = \lambda \iff A \models ch_\lambda.
\]

Proof. To prove the claim notice that if \(\lambda\) is a prime then we can set \(ch_\lambda = \forall x(\lambda x = 0)\). For \(\lambda = 0\) it is enough to note that for the integral domain \(A\), \(\text{char}(A) = 0\) if and only if \(2 \neq 0\) and \(1/2 \notin A\). In fact if \(\text{char}(A) = 0\) then \(2 \neq 0\) and if \(1/2 \in A\) then \(A \geq \mathbb{Z}[1/2]\) but \(\mathbb{Z}[1/2]\) is not finitely generated. Contradicting with the assumption that \(A^+\) is finitely generated. Conversely if \(\text{char}(A) = p \neq 2\), then \(pA = 0\). So \(A\) contains the finite field \(\mathbb{Z}/p\mathbb{Z}\) and so \(1/2 \in A\).

\[
\square
\]

Lemma 3.10. Let \(A\) be an FDZ-scalar ring with \(r(A) = n\). Then there exists a sentence \(\varphi_n\) of \(L_1\) such that \(A \models \varphi_n\) and for FDZ-scalar ring \(B\),

\[
B \models \varphi_n \iff r(B) \leq n.
\]

Proof. Let us first assume that \(A\) is an integral domain. By Lemma 3.9 there is a sentence \(ch_\lambda\) that defines the characteristic \(\text{char}(A) = \lambda\) of \(A\) in the language of rings and hence \(\text{char}(B) = \lambda\) if \(B \models ch_\lambda\). If \(\text{char}(A) = \lambda \neq 0\) then \(A\) is finite and \(\varphi_n\) will say that \(ch_\lambda\) and \(A\) does not have more than \(\lambda^n\) elements. If \(\text{char}(A) = 0\) then \(r(A) = n\) if and only if \(|A^+/2A^+| = 2^n\). So in this case \(\varphi_n\) will say that \(ch_0\) and there are precisely \(2^n\) distinct elements in \(A\) modulo \(2A\).

Now assume \(A\) is not necessarily an integral domain. Then \(A\) is Noetherian and by Remark 3.7 it admits a decomposition of zero

\[
0 = p_1 \cdot p_2 \cdots p_m, \quad (\mathfrak{P})
\]

with \(\Lambda = \text{char}(\mathfrak{P})\) where the prime ideals \(p_i\) are finitely generated. Set \(O_i = p_0 \cdots p_i\), where \(p_0 = A\). Set also \(\bar{O}_i = O_i/O_{i+1}\). Note that \(r(A)\) is bounded by

\[
\sum_{i=0}^{m-1} r(\bar{O}_i).
\]

So it is enough to come up with sentences \(\varphi_i\) each expressing a bound for \(r(\bar{O}_i)\). By Lemma 3.5 there are tuples of elements \(\bar{a}_i, i = 1, \ldots, m\) satisfying \(D_\Lambda(\bar{a}_1, \ldots, \bar{a}_m)\). Moreover if \(B\) is any ring similar to \(A\) with tuples of elements \(\bar{b}_1, \ldots, \bar{b}_m\) which satisfy \(D_\Lambda(\bar{b}_1, \ldots, \bar{b}_m)\) then by Lemma 3.12 \(B\) has a decomposition of zero \(\bar{\Omega}\) with same exact properties of \(\mathfrak{P}\). Moreover the formula \(id_i(x, \bar{a}_1, \ldots, \bar{a}_i)\) from Lemma 3.11 defines \(O_i\) in \(A\) and \(id_i(x, \bar{b}_1, \ldots, \bar{b}_i)\) defines similar term in \(B\). The quotients \(\bar{O}_i\) are finitely generated \(A\)-modules over the integral domains \(A/p_i\). Assume \(r(A/p_i) = n_i\) and \(r_{A/p_{i+1}}(\bar{O}) = s_i\). Note that \(r(\bar{O}_i) \leq n_is_i\). So it is enough to define \(n_i\) and \(s_i\) in the language of rings. By definability of the \(p_i\) and the \(O_i\) it is easy to write a sentence in the language.
of rings saying that \( r_{A/p_{i+1}}(\bar{O}_i) \leq s_i \). By the first paragraph of this proof and definability of \( p_{i+1} \) there is also a sentence in the language of rings saying that \( r(A/p_{i+1}) \leq n_i \). Note that the same formulas work for a ring \( B \) as above.

**Corollary 3.11.** Assume \( \mathcal{K} \) is the class of all FDZ-scalar rings. Assume \( \mathcal{I}_n \) is the subclass of \( \mathcal{K} \) consisting of all integral domains \( A \) of characteristic zero with \( r(A) \leq n \), for some natural number \( n > 0 \). Then there exists a sentence \( \Phi_n \) of the language of rings such that for any \( A \in \mathcal{K} \)

\[ A \models \Phi_n \iff A \in \mathcal{I}_n. \]

**Proof.** A ring \( A \) being an integral domain is axiomatizable by one ring theory sentence. The formula \( ch_0 \) from Lemma 3.9 is true in any \( A \in \mathcal{I}_n \) and conversely implies that \( A \in \mathcal{K} \) has characteristic 0 once \( A \) satisfies it. The formula \( \varphi_n \) from Lemma 3.10 is satisfied by any \( A \in \mathcal{I}_n \) and conversely will force \( r(A) \leq n \) for any \( A \in \mathcal{K} \) satisfying it. The conjunction of these sentences is the desired one. \( \square \)

**Corollary 3.12.** Let \( A \in \mathcal{I}_n \). Then, there exists a formula \( \phi_Z \) of the language of rings such that

\[ A \models \phi_Z \iff A \cong \mathbb{Z}. \]

**Proof.** By Corollary 3.11 the formula \( \Phi_1 \) characterizes members of \( \mathcal{I}_1 \) among those of \( \mathcal{K} \). But \( \mathcal{I}_1 \) has only one member up to isomorphism, namely \( \mathbb{Z} \). So we may set \( \phi_Z = \Phi_1 \). \( \square \)

**Lemma 3.13.** Consider the class \( \mathcal{I}_n \) introduced in Corollary 3.11. Then there exists a formula \( R_n(x) \) defining the subring \( \mathbb{Z} \cdot 1_A \) in any member \( A \) of \( \mathcal{I}_n \).

**Proof.** We need to note that the field of fractions \( F \) of \( A \) is an extension of field of rationals \( \mathbb{Q} \) with dimension \( n \) over \( \mathbb{Q} \). So \( F \) is a field of algebraic numbers of finite degree over \( \mathbb{Q} \). Now by Theorem on page 956 of [10] the ring of integers \( \mathbb{Z} \) is definable in \( F \) by a formula \( \Phi_{\mathbb{Z}(F)}(x) \). An inspection of the proof shows that the formula defines \( \mathbb{Z} \) in any algebraic extension \( K \) of \( \mathbb{Q} \) with \( [K : \mathbb{Q}] \leq [F : \mathbb{Q}] = r(A) = n \) (See the formula on line 15 of page 952 as well as the one in lines 20-21 of page 956 in [10]). Moreover \( F \) is uniformly interpretable in \( A \). Though elementary, let us elaborate on this claim here a bit. Recall that \( F \) is realized as \( X/ \sim \) where

\[ X = \{(x,y) : x \in A, y \in A \setminus \{0\}\}, \]

and \( \sim \) is the equivalence relation on \( X \) defined by

\[ (x,y) \sim (z,w) \iff xw = yz. \]

Addition and multiplication are defined on \( X/ \sim \) in the obvious manner using addition and multiplication on \( A \). The same formulas interpret the field of fractions \( K \) of any integral domain of characteristic zero \( B \) in \( B \). So combining the results here we have an interpretation of \( \mathbb{Z} \) in \( A \).
But the above interpretation of \( Z \) in \( A \) also provides a formula defining \( Z \) (as a subset of \( A \)) in \( A \) in the following way. Note that there is an interpretable monomorphism \( \mu : A \to F \) defined by \( \mu(a) = [(a, 1)] \) where \( |F| = X/\sim \) is considered as the set of equivalence classes \( [(x, y)] \) described above. Now the copy of \( Z \) sitting in \( F \) is included in the image of \( \mu \) so the copy of \( Z \) in \( A \) is a definable subset of \( A \) as \( \mu^{-1}(\Phi_{Z(F)}(\mu(A))) \). Since by Corollary 3.12 \( Z \) is axiomatizable in \( I_n \) by one formula, there exists a formula defining \( Z \) in any member of \( I_n \).

Lemma 3.14. There exists a formula \( R_n, \Lambda(x, \bar{y}) \) such that for any scalar ring \( A \) with unit and \( r(A) \leq n \) and for any prime ideal \( p = id(\bar{a}) \) of \( A \) if \( \text{char}(A/p) = \lambda \) then the formula \( R_n, \Lambda(x, \bar{a}) \) defines the subring \( Z \cdot 1 + p = \{ z \cdot 1 + x : z \in Z, x \in p \} \) in \( A \).

Proof. Indeed the ideal \( p = id(\bar{a}) \) is defined in \( A \) by the formula \( \text{Id}(x, \bar{a}) \). Consequently the ring \( A/p \) and the canonical epimorphism \( A \to A/p \) are interpretable in \( A \). Therefore to obtain \( R_n, \Lambda(x, \bar{y}) \) it is sufficient to define the subring \( Z \cdot 1 \) in \( A/p \). In the case of \( \text{Char}(A/p) = 0 \) we use the formula \( R_n(x) \) from Lemma 3.13.

As for the case of \( \text{char}(A/p) > 0 \) the set \( Z \cdot 1 + p \) is finite in \( A/p \) and hence definable in \( A/p \).

Lemma 3.15. Assume \( A \) is a scalar ring and \( r(A) \leq n \), admitting a decomposition

\[
0 = p_1 \ldots p_m, \quad (\exists) \]

into prime ideals \( p_i = id(\bar{a}_i) \) with \( \text{char}(A/p_i) = \lambda_i, i = 1, \ldots, n \). Let \( \Lambda = (\lambda_1, \ldots, \lambda_m) \). Then there exists a first-order formula \( R_n, \Lambda(x, \bar{y}_1, \ldots, \bar{y}_m) \) of \( L_1 \) such that the formula \( R_n, \Lambda(x, \bar{a}_1, \ldots, \bar{a}_m) \) defines in \( A \) the subring

\[
A_\Lambda = \bigcap_{i=1}^{m} (Z \cdot 1 + p_i),
\]

Proof. For each \( 1 \leq i \leq m \) consider the formula \( R_n, \lambda_i(x, \bar{y}_i) \) introduced in Lemma 3.14. So we can set

\[
R_n, \Lambda(x, \bar{a}_1, \ldots, \bar{a}_m) = \bigcap_{i=1}^{m} R_n, \lambda_i(x, \bar{y}_i).
\]

To a decomposition of \( 0 \) in \( A \) as above we associate the series of ideals

\[
A > p_1 > p_1 p_2 > \ldots > p_1 \cdots p_m = 0
\]
of the ring $A$ which will be called a $\mathcal{P}$-series. The ring $A_\mathcal{P}$ from Lemma 3.15 acts on all the quotients $p_1 \cdots p_i / p_1 \cdots p_{i+1}$ as each subring $\mathbb{Z} \cdot 1 + p_{i+1}$ of $A$ acts on the corresponding quotient $p_1 \cdots p_i / p_1 \cdots p_{i+1}$ for each $i = 1, \ldots, m$.

Recall that $L_2$ is the language of two-sorted modules. Take a module $\langle M, A \rangle$. If $A$ is a scalar ring admitting a decomposition of zero $P$, then $P$-series of the ring $A$ induces a series of $A$-modules

$$M \geq p_1 M \geq p_1 p_2 M \geq \cdots \geq p_1 \cdots p_m M = 0,$$

which will also be called a $\mathcal{P}$-series for the $A$-module $M$ or a special series for $M$. The following lemma is a direct corollary of Proposition 3.6.

**Lemma 3.16.** There exists a formula $\phi_i(x, \bar{y}_1, \ldots, \bar{y}_i)$ of $L_2$ such that if $p_1 \cdots p_m = 0$ is a decomposition of zero in the scalar ring $A$ and $p_k = id(\bar{a}_k)$, then $\phi_i(x, \bar{a}_1, \ldots, \bar{a}_i)$ defines the submodule $M_i = p_1 \cdots p_i M$ in the two-sorted model $\langle M, A \rangle$.

The following proposition collects the main results of this section so far.

**Proposition 3.17.** Let $\mathcal{M}$ be the class of all two-sorted modules $\langle M, A \rangle$ where $M$ is a finitely generated module over an FDZ-scalar ring $A$. Pick $\langle M, A \rangle$ in $\mathcal{M}$ with $r(M) \leq n$. Assume there are tuples $\bar{a}_1, \ldots, \bar{a}_m$ of elements of $A$ which satisfy $D\Lambda(\bar{x}_1, \ldots, \bar{x}_m)$. Then the following hold uniformly with respect to all models $\langle N, B \rangle$ of $Th((M, A))$ from $\mathcal{M}$ which contain tuples $\bar{b}_i$ which satisfy $D\Lambda(\bar{b}_1, \ldots, \bar{b}_m)$.

1. Id$(x, \bar{b}_i)$ defines in $B$ the prime ideal $q_i = id(\bar{b}_i)$;
2. If $\Omega = (q_1, \ldots, q_m)$ then $\text{char}(\mathfrak{q}) = \Lambda$;
3. $0 = q_1 \cdots q_m$;
4. $\phi_i(x, \bar{q}_1, \ldots, \bar{q}_i)$ defines the $i$-th term $N_i = q_1 \cdots q_i N$ of the special $\Omega$-series for $N$ in $\langle N, B \rangle$;
5. $r(B) \leq n$.
6. The formula $R_n,\Lambda(x, \bar{b}_1, \ldots, \bar{b}_m)$, defines the subring

$$B_\Omega = \bigcap_{i=1}^m (\mathbb{Z} \cdot 1 + q_i),$$

in $B$.

**Proof.** Items (1)-(4) follow from Lemma 3.9, 3.15 and 3.9. Part (5) follows directly from Lemma 3.9. To prove (6.) we note that by (5), $r(B) \leq n$. So the statement follows from Lemma 3.16. \[ \square \]
Finally we are ready to finish the proof of the main technical result of this section. Recall that by a \( \mathbb{Z} \)-pseudo-basis for finitely generated abelian group \( M \) we simply mean a minimal generating set for \( M \) as an abelian group. Assume \( \bar{u} = (u_1, \ldots, u_s) \) is an ordered \( \mathbb{Z} \)-pseudo-basis for \( M \) and let \( M_i \) be the subgroup of \( M \) generated by \( u_i, \ldots, u_s \). Again, recall that the period \( e_i \) of \( u_i \) is the order of the cyclic group \( M_i/M_{i+1} \) if \( M_i/M_{i+1} \) is finite, and we set \( e_i = \infty \) if the corresponding quotient is infinite.

**Proposition 3.18.** Let \( \langle M, A \rangle \) and \( \langle N, B \rangle \) be finitely generated modules over \( \mathbb{FDZ} \)-scalar rings \( A \) and \( B \) respectively. Let the collection of prime ideals \( \mathfrak{P} = (p_1, \ldots, p_m) \), \( p_i = \text{id}(\bar{a}_i) \), satisfy the usual conditions, say as in Proposition 3.17. Assume \( \bar{e} = (e_1, \ldots, e_n) \) is a \( \mathbb{Z} \)-pseudo-basis of period \( f = (f_1, \ldots, f_n) \) associated to the \( \mathfrak{P} \)-series of \( A \), and \( \bar{u} = (u_1, \ldots, u_s) \) is a pseudo-basis of period \( \bar{e} = (e_1, \ldots, e_s) \) associated with the \( \mathfrak{P} \)-series for \( M \). Then there exists a formula

\[
\phi_{\mathfrak{P}, n}(x_1, \ldots, x_n, y_1, \ldots, y_s, \bar{y}_1, \ldots, \bar{y}_m)
\]

defining in the two-sorted structure \( M_\Lambda^* = \langle M, A, \bar{a}_1, \ldots, \bar{a}_m \rangle \) the set of all \( \mathbb{Z} \)-pseudo-bases of periods \( \bar{f} \) and \( \bar{e} \) associated with the \( \mathfrak{P} \)-series for \( A \) and \( M \), respectively. Moreover the formula \( \phi_{\mathfrak{P}, n}(\bar{x}, \bar{y}, b_1, \ldots, b_m) \) defines in the model \( N_B^* = (N, B, b_1, \ldots, b_m) \) the set of all \( \mathbb{Z} \)-pseudo-bases \( \bar{d} \) and \( \bar{v} \) of \( N \) associated to the corresponding special \( \mathfrak{Q} \)-series of \( B \) and \( N \) if \( b_1, \ldots, b_m \) satisfy the formula \( D_\Lambda \).

**Proof.** By Proposition 3.17 the models \( \langle M_i, A_{\mathfrak{P}}, \bar{a}_i \rangle \) are definable in \( M_\Lambda^* \) uniformly with respect to all models \( N_B^* \), with \( N \) and \( B \) satisfying the hypotheses, of \( Th(M_\Lambda^*) \). So it suffices to find a formula \( \phi_i \) for each \( i \), defining a basis for \( M_i/M_{i+1} \) of fixed period \( \bar{e}_i \), the model \( \langle M_i, A_{\mathfrak{P}} \rangle \) is interpretable in \( \langle M, A \rangle \) with the help of any tuples of generating elements \( \bar{a}_1, \ldots, \bar{a}_m \) satisfying the formula \( D_\Lambda \). Since \( M_{i+1} = p_{i+1} M_i \), the model \( \langle \overline{M_i}, A_i \rangle \) where \( \overline{M_i} = M_i/M_{i+1} \) and \( A_i = A_{\mathfrak{P}}/(p_{i+1} \cap A_{\mathfrak{P}}) \) is obviously interpretable in \( \langle M_i, A_{\mathfrak{P}} \rangle \) with the help of \( \bar{a}_1, \ldots, \bar{a}_m \). In the view of the fact that \( A_i \) is either \( \mathbb{Z} \) or the finite field \( \mathbb{Z}/p\mathbb{Z} \) and the action of \( A_i \) on \( \overline{M_i} \) is interpretable in \( \langle M, A \rangle \) it is easy to write out a formula defining all bases of \( \overline{M_i} \) of given period \( \bar{e}_i \) and thus to construct the desired formula \( \phi_i \). Again \( \phi_i \) depends on the tuples \( a_i \) as far as they satisfy \( D_\Lambda \). So again by Proposition 3.17 the formulas \( \phi_i \) define all \( \mathbb{Z} \)-pseudo-bases for the \( N_i/N_{i+1} \) in a model \( N_B^* \) of \( Th(M_\Lambda^*) \) where the \( N_i \) are defined in \( N_B^* \) with the same formulas that define the \( M_i \) in \( M_\Lambda^* \).

Assume \( A \) and \( M \) satisfy the usual conditions, \( \bar{e} = (e_1, \ldots, e_n) \) is a \( \mathbb{Z} \)-pseudo-basis of \( A \) of period \( f = (f_1, \ldots, f_n) \) and \( \bar{u} = (u_1, \ldots, u_s) \) is a \( \mathbb{Z} \)-pseudo-basis of \( M \) of period \( \bar{e} = (e_1, \ldots, e_s) \). Then

1. for any \( 1 \leq i, j \leq n \) there exist integers \( s_k(c_i, c_j) \) such that \( c_i c_j = \sum_{k=1}^{n} s_k(c_i, c_j) c_k \),

2. for any \( 1 \leq i \leq n \) and \( 1 \leq j \leq s \) there exist integers \( s'_k(c_i, u_j) \) such that \( c_i u_j = \sum_{k=1}^{s} s'_k(c_i, u_j) u_k \).
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3. for any $1 \leq i \leq n$ if $f_i < \infty$ then there exist integers $t_k(f_i c_i)$ such that $f_i a_i = \sum_{k=1}^{n} t_k(f_i c_i)c_i$.
4. for any $1 \leq i \leq s$ if $e_i < \infty$ then there exist integers $t_k'(e_i u_i)$ such that $e_i u_i = \sum_{k=1}^{s} t_k'(e_i u_i)u_i$.

The integers introduced above are called the structural constants associated to the pseudo-bases $\bar{a}$ and $\bar{u}$. We assume an arbitrary but fixed ordering on the set of structure constants. It is easy to verify that $\langle M, A \rangle$ is determined up to isomorphism, as a two-sorted module, by the periods $\bar{e}$, $\bar{f}$ and the associated structure constants.

Finally we are ready to complete the proof of Theorem 1.1.

Proof of Theorem 1.1. From Proposition 3.18 we have the formula $\varphi_{\mathbb{Z}, n}$ which defines all $\mathbb{Z}$-pseudo-bases $\bar{c}$ and $\bar{u}$ of periods $\bar{f}$ and $\bar{e}$ for $A$ and $M$, respectively, in $\langle M, A \rangle$. Again by Proposition 3.18 the same formula defines in $\langle N, B \rangle$ similar $\mathbb{Z}$-pseudo-bases $\bar{d}$ and $\bar{v}$ of $B$ and $N$. We need only to describe the structural constants associated with the pseudo-bases $\bar{c}$ and $\bar{u}$ for $A$ and $M$ respectively. This can be done by a formula, say $\psi_{A, M}$, of the language $L_2$ because all these constants are integers and there are only finitely many of them. Obviously this implies that the $\mathbb{Z}$-pseudo-bases $(\bar{u}, \bar{c})$ and $(\bar{v}, \bar{d})$ are $\mathbb{Z}$-pseudo-bases of $\langle M, A \rangle$ and $\langle N, B \rangle$ respectively of the same periods and structure constants. So the theorem follows.

4 Elementary equivalence of FDZ-algebras

Finally here we prove the main theorem of this paper. Let us first put together a proof of Theorem 1.4.

Proof of Theorem 1.4. The proof is entirely similar to that of Theorem 1.1. In addition to the structure constants listed in items (1)-(4) above for a two-sorted module we need to describe the structure constants defining the multiplication for the ring $C$. Keeping the same notation as the proof of mentioned theorem and replacing $M$ by $C$ we need to describe the integers $t''_k(u_i u_j)$ for every $1 \leq i, j \leq s$, where $u_i u_j = \sum_{k=1}^{s} t''_k(u_i u_j)u_k$. Again these new structure constants are also integers and could be captured in the first-order theory of $C$. The new structure constants together with the ones from items (1)-(4) above describe $\langle C, A \rangle$ up to isomorphism by a single first-order formula $\phi_{C, A}$ of $Th(\langle C, A \rangle)$. Clearly if an algebra $\langle D, B \rangle$ from $\mathcal{A}$ satisfies $\phi_{C, A}$ then $\langle C, A \rangle \cong \langle D, B \rangle$.

We recall some notation and introduce some new ones. For an FDZ-algebra $R$ define $M(R) \overset{\text{def}}{=} Is(R^2 + Ann(R))$ and $N(R) \overset{\text{def}}{=} Is(R^2) + Ann(R)$. Note that that $M(R)/N(R)$ is a finite abelian group.

Lemma 4.1. The ideals $M(R)$ and $N(R)$ are uniformly definable in $R$ if $R$ is an FDZ-algebra.
Proof. The ideal $Ann(R)$ is clearly uniformly definable. The ideal $R^2$ is uniformly definable among all FDZ-models of $Th(R)$, since $R^2$ has finite width.

Assume $I$ is uniformly definable in $R$. First $Is(I)/I$ is an abelian group of finite order, say $m$. Then the formula expressing $mx \in I$ uniformly defines $Is(I)/I$ among all FDZ-models of $Th(R)$. That is because they need to satisfy the following sentences for all $n \in \mathbb{N} \setminus \{0\}$.

$$\Psi_n : \forall x(mx \in I \rightarrow mx \in I). \quad (4.1)$$

Lemma 4.2. For an FDZ-algebra $R$ the maximal ring of scalars $A(R)$ and its actions on $R/Ann(R)$ and $R^2$ are absolutely interpretable in $R$.

Proof. The full non-degenerate bilinear map $f_{RF} : R/Ann(R) \times R/Ann(R) \rightarrow R^2$ induced by the product in $R$ is absolutely interpretable in $R$. So $P = P(f_{RF})$ and its actions on $R/Ann(R)$ and $R^2$ are interpretable in $R$ by Theorem 2.3 since $f_{RF}$ is full, non-degenerate and of finite type. Note that 

$$A(R) = \{\alpha \in P : (\alpha x) + Ann(R) = \alpha(x + Ann(R)), \forall x \in R^2\}.$$

Indeed $A(R)$ is clearly a definable unitary subring of $P$. This finishes the proof. \hfill $\square$

Corollary 4.3. If $R \equiv S$ are FDZ-algebras, then

1. $A(R) \cong A(S)$
2. $R/Ann(R) \cong S/Ann(S)$
3. $R^2 \cong S^2$

Proof. To prove (1) note that since $A(R)$ and $A(S)$ are interpreted in $R$ and $S$ with the same formulas $A(R) \equiv A(S)$. Since $R$ and $S$ are FDZ-algebras $A(R)$ and $A(S)$ are FDZ-scalars rings. So by Corollary 1.2 $A(R) \cong A(S)$. To prove (2) we note that by Lemma 4.2 the two sorted algebra $(R/Ann(R), A(R))$ is absolutely interpretable in $R/Ann(R)$. So indeed $(R/Ann(R), A(R)) \equiv (S/Ann(S), A(S))$. By Theorem 1.4 we have $(R/Ann(R), A(R)) \cong (S/Ann(S), A(S))$. In particular this implies

$$R/Ann(R) \cong S/Ann(S)$$

as rings. (3) is similar to (2). \hfill $\square$

Lemma 4.4. Let $R$ be a FDZ-algebra and assume $\bar{u}$ is a pseudo-basis of $R$ adapted to the series

$$R \geq M(R) \geq N(R) \geq Is(R^2) \geq 0. \quad (4.2)$$

Then there exists a formula $\Phi(\bar{x})$ of the language rings and some fixed integers $0 < i < m < n < r$, such that $R \models \Phi(\bar{u})$ and $\Phi(\bar{u})$ expresses that
Proof. Pick a pseudo-basis of \( R \) in \( R/\theta \) and consider the canonical epimorphism \( M \) obtained in Lemma 4.4. Then the following hold:

1. (a) \( u_1 + M(R), \ldots, u_{l-1} + M(R) \) is a basis of the free abelian group \( R/M(R) \),
   
   (b) \( u_l + Is(R^2), \ldots, u_{m-1} + Is(R^2) \) is a pseudo-basis of the finite abelian group \( M(R)/N(R) \) providing the invariant factor decomposition for \( M(R)/N(R) \), i.e.

   \[
   \frac{M(R)}{N(R)} \cong \frac{\mathbb{Z}}{e_1 \mathbb{Z}} \oplus \cdots \oplus \frac{\mathbb{Z}}{e_{m-1} \mathbb{Z}},
   \]

   where \( e_1 | e_{l-1} | \cdots | e_{m-1} \).

   (c) The images of \( u_m = u_1 \cdots u_{m-1} = u_{m-1} + u_{m+1} + \cdots + u_{n-1} \) in \( N(R)/Is(R^2) \), where \( p = m - l \), generate a subgroup of index, say \( d \), prime to \( e = e_1 \cdots e_{m-1} \) of \( N(R)/Is(R^2) \).

   (d) \( u_n, \ldots, u_l \) is a pseudo-basis of \( Is(R^2) \),

2. for all \( 1 \leq i, j \leq r \) and some fixed integers \( t_{ijk} \), \( u_i u_j = \sum_{k=n}^{r} t_{ijk} u_k \),

3. for those \( l \leq i \leq n \) such that \( e_i < \infty \) and some fixed \( t_{ik} \), \( e_i u_i = \sum_{k=m}^{r} t_{ik} u_k \)

   In particular for \( l \leq i \leq n - 1 \),

   \[
   e_i u_i = u_{m+i} + \sum_{k=n}^{r} t_{ik} u_k.
   \]

Proof. Pick a pseudo-basis of \( R \) as in the statement. Note that \( \text{Ann}(R) \leq M(R) \) and consider the canonical epimorphism \( \theta : R/\text{Ann}(R) \to R/M(R) \). Then \( \theta \) is interpretable in \( R \) and so by proof of Corollary 4.3 (\( R/M(R) \)), \( (R/M(R), \mathbb{Z}) \) is interpretable in \( R \). The same holds for \( Is(R^2) \), i.e. \( (Is(R^2), \mathbb{Z}) \) is interpretable in \( R \). The quotient \( M(R)/N(R) \) is finite. So there only remains one gap \( N(R) \leq Is(R^2) \) on the quotient of which the action of the ring \( \mathbb{Z} \) is not necessarily interpretable in \( R \). Set \( P(R) \overset{\text{def}}{=} N(R)/Is(R^2) \). For any integer \( e \geq 2 \) the fact that \( P/eP \) has a basis consisting of the images of elements \( u_m, \ldots, u_{n-1} \) in \( P/eP \) is expressible by first-order formulas. Consequently the fact that \( u_m + Is(R^2), \ldots, u_{n-1} + Is(R^2) \) generate a subgroup of index, say \( d \), relatively prime to \( e \) in \( N(R) + Is(R^2) \) is a first-order property. Here for \( e \) we pick the order of the finite group \( M(R)/N(R) \), i.e.

   \[
   e = e_1 \cdots e_{m-1}.
   \]

The reason for this choice will be made clear in the next lemma.

The structure constants \( t_{ijk} \) are \( t_{ik} \) are fixed integers and depend only on \( \bar{u} \) and \( R \).

**Theorem 4.5.** Assume \( R = S \) and \( S \models \Phi(\bar{v}) \) where \( \Phi(\bar{x}) \) is the formula obtained in Lemma 4.4. Then the following hold:

---
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1. (a) \( v_1 + M(S), \ldots, v_{l-1} + M(S) \) is a basis of the free abelian group \( S/M(S) \),
(b) \( v_1 + N(S), \ldots, v_{m-1} + N(S) \) is a pseudo-basis of the finite abelian group \( M(S)/N(S) \),
(c) There are elements \( w_m, \ldots, w_{n-1} \) of \( S \) and integers \( d_m, \ldots, d_{n-1} \) such that \( w_m + Is(S^2), \ldots, w_{n-1} + Is(S^2) \) is a basis of \( M(S)/Is(S^2) \) and
\[
\langle d_m w_m + Is(S^2), \ldots, d_{n-1} w_{n-1} + Is(S^2) \rangle = \langle v_m + Is(S^2), \ldots, v_{n-1} + Is(S^2) \rangle
\]
and \( \gcd(d, e) = 1 \), where \( d = d_m \cdots d_{n-1} \), and \( e = e_1 \cdots e_{m-1} \).
(d) \( v_n, \ldots, v_M \) is a pseudo-basis of \( Is(R^2) \).

2. for all \( 1 \leq i, j \leq r \) and some fixed integers \( t_{ijk} \),
\[
v_i v_j = \sum_{k=n}^{r} t_{ijk} v_k.
\]

3. for those \( l \leq i \leq r \) such that \( e_i < \infty \) and some fixed \( t_{ik} \),
\[
e_i v_i = \sum_{k=m}^{r} t_{ik} v_k.
\]
In particular if \( l \leq i \leq m - 1 \) then
\[
e_i v_i = v_{m+i} + \sum_{k=n}^{r} t_{ik} v_k.
\]

Proof. The fact that the \( v_i \) satisfy 1.(a),1.(b) and 1.(d) is corollary of the statements from Lemma 4.4 and uniformity of the interpretations. For 1.(c) note that by 1.(c) of Lemma 4.4 the \( v_i + Is(S^2), i = m, \ldots, n - 1 \) will in general generate a subgroup \( Q(S) \) of \( P(S) = M(S)/Is(S^2) \) of finite index. By the structure theorem for finitely generated abelian groups there is a basis \( \{ w_i + Is(S^2) : m \leq i \leq n - 1 \} \) of \( P(S) \), and integers \( d_i, i = m, \ldots, n - 1 \), such that \( d_i w_i + Is(S^2) \) is a basis of \( Q(S) \). So \( d = d_m \cdots d_{n-1} \) is the index of \( Q(S) \) in \( P(S) \). Recall that the images of the above \( w_i \)'s have to form a pseudo-basis of \( P(S)/eP(S) \). So one can easily check that \( \gcd(e, d) = 1 \).

For (2) and (3) everything is clear. However the constants \( t_{ijk} \) and \( t_{ik} \) will not necessarily determine \( S \) up to isomorphisms since \( \bar{v} \) in general will generate only a subring (of finite-index as an abelian group) of \( S \), clear from 1.(c).

\[\square\]

Lemma 4.6. The following are equivalent for an FDZ-algebra.

1. \( R \) is regular.
2. For any addition \( R_0, R \cong R/R_0 \times R_0 \).
3. \( M(R) = N(R) \).
Proof. The equivalence of (1) and (2) is clear.

Let us show that (2) implies (3). So assume \( x \in M(R) \). Then for some non-zero \( m \in \mathbb{N} \), \( mx \in R^2 + \text{Ann}(R) = R^2 \times R_0 \). Since \( R = R_F \times R_0 \) there exists unique \( y \in R_F \) and \( z \in R_0 \) such that \( x = y + z \). Since \( mx \in R^2 \times R_0 \) and \( mz \in R_0 \) there exist \( y_1 \in R^2 \) and \( y_2 \in R_0 \) such that \( my = y_1 + y_2 \). Since \( R^2 \leq R_F \) and \( my \in R_F \) we have \( y_2 \in R_F \). Therefore \( y_2 = 0 \), \( my = y_1 \), and \( y \in \text{Is}(R^2) \). So \( x \in N(R) \).

It remains to show \( (3) \Rightarrow (1) \). Consider the canonical map \( \pi : R \rightarrow R/\text{Is}(R^2) \). Since \( M(R) = N(R) \), there exists a direct complement \( C \) for \( N(R)/\text{Is}(R^2) \) in \( R/\text{Is}(R^2) \). It is easy to see that \( R = \pi^{-1}(C) \times R_0 \) for any addition \( R_0 \). Since multiplication in \( R/\text{Is}(R^2) \) is trivial \( \pi^{-1}(C) \) is indeed a subring of \( R \) and it clearly contains \( R^2 \).

Proof of (1) \( \Rightarrow \) (2) of Theorem 1.6. We follow terminology and notation of Lemma 4.4 and Theorem 4.5. Indeed we will show that \( S \) fits the description in Theorem 4.5 if and only if all the conditions in the statement of Theorem 4.5 are satisfied by \( S \). Let us first consider the case \( M(R) \neq N(R) \). Indeed if \( S \) satisfies conditions of Theorem 4.5 then the assignment \( u_i \mapsto v_i \), \( i = 1, \ldots, M \) will extend to a monomorphism \( \phi \) of rings since \( \overline{u} \) and \( \overline{v} \) are pseudo-basis of the same length, periods and structure constants. Only \( \text{im}(\phi) \) which is the subring of \( S \) generated by the \( v_i \) may not contain all of \( S \). Conversely if \( \phi : R \rightarrow S \) satisfies the conditions of Theorem 4.5, it is clear that the \( u_i \in R \) with description from Lemma 4.4 will map under \( \phi \) to some \( v_i \in S \) as in the Theorem 4.5.

Now if \( M(R) = N(R) \) then \( M(S) = N(S) \). By Lemma 4.6 \( X \cong X/X_0 \times X_0 \), where \( X = R, S \) for any additions \( R_0 \) and \( S_0 \) of \( R \) and \( S \) respectively. Now \( u_i \mapsto v_i \), \( i \neq m, \ldots, n - 1 \) will induce an isomorphism between \( R/R_0 \) and \( S/S_0 \) while \( R_0 \cong S_0 \) since they are both free abelian groups of the same finite rank.

Remark 4.7. Note that the elements \( v_{m+p}, \ldots, v_n \) and the corresponding \( u_i \)'s, aside the rank of the subrings they generate which are just abelian groups with zero multiplication, will play no structural role in either of the rings \( R \) and \( S \) and split from them. Indeed all the structure constants \( t_{ik} = 0 \) and \( t_{ijk} = 0 \) if any of \( i, j \) or \( k \) is between \( m + p \) and \( n - 1 \).

Proof of Theorem 1.7. Since By assumption \( \text{Ann}(R) \leq \text{Is}(R^2) \) then for any addition \( R_0 \) we have \( R_0 = 0 \). Now we get a series:

\[
R \geq \text{Is}(R^2) \geq \text{Ann}(R) + R^2 \geq R^2 \geq 0.
\]

The only problem is that even though \( \text{Is}(R^2) \) is definable in \( R \) in order for the corresponding formula to define \( \text{Is}(S^2) \) in an FDZ-algebra \( S \), \( S \) has to satisfy the infinite type \( \{ \Psi_n : n \in \mathbb{N}^+ \} \) from Equation (2.1). Note that \( \text{Ann}(X) \) is definable in any algebra \( X \) by the same sentence, while \( R^2 \) is definable in \( R \) and the same formula defines \( S^2 \) is any algebra satisfying the sentence \( \phi_w \) in Equation (2.1). Now assume the order of \( \text{Is}(R^2)/R^2 \) is \( q \). Then there exists a first-order sentence \( \phi_{\text{Is}(R^2)} \) true in \( R \) which will imply \( \forall x(x \in \text{Ann}(S) \rightarrow qx \in S) \).
in any FDZ-algebra $S$ satisfying it and therefore implying that $Ann(S) \leq Is(S^2)$ and therefore that $(Ann(S) + S^2)/S^2$ is finite. So indeed to prove the theorem we need to deal with the gaps in the following series:

$$R \geq Ann(R) + R^2 \geq R^2 \geq 0.$$

Recall from Corollary 4.3 that $\langle R/Ann(R), Z \rangle$ and $(R^2, Z)$ are interpretable in $R$, while by Theorem 1.4 each of them is axiomatized in the class of two-sorted FDZ-algebras by one sentence. It follows now that $\langle R/(Ann(R) + R^2), Z \rangle$ is interpretable in $R$ while the former was axiomatizable by one sentence. Therefore the isomorphism type of each quotient coming from the sequence

$$R \geq Ann(R) + R^2 \geq R^2 \geq 0$$

can be captured by one sentence of $L$. This implies the statement. \hfill $\Box$

5 The converse of the characterization theorem

In this section we prove the converse of Theorem 4.5 and therefore we shall provide a proof for (2) $\Rightarrow$ (1) direction of Theorem 1.5.

Let us fix some notation first. Let $D$ be a non-principal ultrafilter on an index set $I$. By $R^*$ for a ring $R$ we mean the ultrapower $R^I/D$ of $R$. The equivalence class of $x \in R^I$ in $R^*$ is denoted by $x^*$.

**Lemma 5.1.** Let $R$ be an FDZ-algebra and let $D$ be a non-principal ultrafilter on $I$. Then

1. $(R^2)^* = (R^*)^2$,
2. $(Is(R^2))^* = Is((R^*)^2) = Is((R^2)^*)$,
3. $Ann(R^*) = (Ann(R))^*$,
4. If $R_0$ is an addition of $R$ then $(R_0)^*$ is an addition of $R^*$.

**Proof.** For (1) the inclusion $\geq$ follows from the fact that $(R^I)^2$ is generated by $xy = z$, $x, y \in R^I$, where $z(i) = x(i)y(i) \in R^2$ for $D$-almost every $i \in I$. But then the equivalence class of $xy$ is in $(R^2)^*$. The other inclusion follows from the fact that $R^2$ is of finite width. Indeed, pick $z \in R^I$ such that the equivalence class $z^* \in (R^2)^*$, and assume that width of $R^2$ is $s$. Then for $D$-almost every $i \in I$, $z(i) = \sum_{j=1}^{s} \alpha_j(i) y_j(i)$. Define $z_j \in R^I$, $j = 1, \ldots, s$, by $z_j(i) = x(i)y_j(i)$. Obviously $z_j^* \in (R^*)^2$, $j = 1, \ldots, s$, and $z^* = z_1^* + \cdots + z_s^*$. This implies the result.

For (2) the equality of the last two terms follows from (1.). Moreover

$$x^* \in Is((R^2)^*) \Leftrightarrow m(x^*) \in (R^2)^* \Leftrightarrow (mx)^* \in (R^2)^* \Leftrightarrow x^* \in (Is(R^2))^*.$$

(3) is clear. (4) is implied by (2) and (3) and the definition of an addition. \hfill $\Box$
Lemma 5.2. Assume $A$ is a free abelian group of rank $n$ with basis $v_1, \ldots, v_n$. Let $A^*$ the ultrapower of $A$ over an $\aleph_1$-incomplete ultrafilter $\mathcal{D}$ and let

- $(b_{ij})$ be an $n \times n$ matrix with integer entries and the determinant $\det((b_{ij})) = \pm 1$
- $\alpha_i, i = 1, \ldots, n$, be elements of the ultrapower $\mathbb{Z}^*$ of the ring of integers $\mathbb{Z}$ over $\mathcal{D}$, such that $p \nmid \alpha_i$ for any prime number $p$, where $|$ denotes division in the ring $\mathbb{Z}$.

Then there is an automorphism $\psi : A^* \to A^*$ extending $v_i \mapsto \sum_{k=1}^{n} \alpha_k b_{ik} v_k$.

Proof. Recall that $A^*$ is an $\aleph_1$-saturated abelian group. By the structure theory of saturated abelian groups (see either of [11] or [1]) there is an automorphism $\eta$ of $A^*$ such that $\eta(v_k) = \alpha_k v_k$, for each $k = 1, \ldots, n$. Note that the automorphism $\eta$ is not necessarily a $\mathbb{Z}^*$-module automorphism. However since $\det(b_{ik}) = \pm 1$ there is $\mathbb{Z}^*$-module automorphism of $A^*$ extending $v_i \mapsto \sum_{k=1}^{n} b_{ik} v_k$. This proves the statement.

Theorem 5.3. Assume $R$ is a FDZ-algebra with a pseudo-basis $\bar{u}$ as in Lemma 4.4 and $S$ an FDZ-algebra as in Theorem 4.5. Then $R \equiv S$.

Proof. In order to prove the statement we prove that ultrapowers $R^* = R^{N}/D$ and $S^* = S^{N}/D$ of $R$ and $S$ over any $\omega_1$-incomplete ultrafilter $(N, D)$ are isomorphic.

By Remark 4.7, $u_k$ and $w_k$, $k = m + p - 1, \ldots, n - 1$ generate zero multiplication subrings of $R$ and $S$ which split from the respective rings. So just to make notation simpler we assume that

$$n = m + p,$$

i.e. $n - m = m - l = p$.

Recall the definition of $Q(S)$ from Theorem 4.5. Let $B = (b_{ik})$, $l \leq i \leq m - 1, m \leq k \leq n - 1$ be the $(m - l) \times (m - l)$ change of basis matrix between the bases $v_k + Is(S^2)$ and $d_k w_k + Is(S^2)$, i.e.

$$v_i = \sum_{k=m}^{n-1} b_{ik} d_k w_k.$$

Now recall that $e = e_l \cdots e_{m-1}$, $d = d_m \cdots d_{n-1}$ and $\gcd(d, e) = 1$. Assume $\pi$ denotes the set of all prime numbers and that, $\pi_k$ is the set of all prime numbers $p$, such that $p|d_k$, $l \leq k \leq m - 1$. Let us denote the $j$'th prime number in $\pi \setminus \pi_k$ by $p_{kj}$ and the product of the first $j$ primes in $\pi \setminus \pi_k$ by $q_{kj}$.
For each \( j \in \mathbb{N} \) and for all \( 1 \leq i \leq m-1 \) define

\[
 w_{ij} = \sum_{k=m}^{n-1} b_{ik}(d_k + q_{kj}e)w_k.
\]

Now let, \( w_i^* \in H^* \) and \( q_k^* \in \mathbb{Z}^* \) denote the classes of \( (w_{ij})_{j \in \mathbb{N}} \) and \( (q_{kj})_{j \in \mathbb{N}} \) respectively. Indeed

\[
 w_i^* = \sum_{k=m}^{n-1} b_{ik}(d_k + q_k^*e)w_k.
\] (5.1)

Let us set \( \alpha_k = d_k + q_k^*e \) for each relevant \( k \).

Next we claim that the \( \alpha_k \) satisfy hypothesis (b) of Lemma 5.2 that is, no prime \( p \) divides \( \alpha_k = d_k + q_k^*e \) for each \( k, k = m, \ldots, n-1 \). To prove this we recall that \( q_{kj} = p_{k1} \cdots p_{kj} \) where the \( p_{k1}, \ldots, p_{kj} \) are the first \( j \) primes that do not divide \( d_k \). Pick a prime \( p \). If \( p \in \pi_j \), i.e. \( p|d_k \) and \( p|(d_k + q_{kj}e) \), then \( p|q_{kj}e \) which contradicts the choice of \( q_{kj} \) and the fact that \( \gcd(d_k, e) = 1 \). So for such \( p, p \nmid (d_k + q_{kj}e) \) Now pick a prime \( p \in \pi \setminus \pi_k \), i.e. \( p \nmid d_k \). Then \( p = p_{k} \) for some \( t \in \mathbb{N} \), meaning that \( p \) is a factor of \( q_{kj} \) for every \( j \geq t \). So \( p|q_{kj}e \) for every \( j \geq t \).

Therefore, for every such \( j \) if \( p|(d_k + q_{kj}e) \) then \( p|d_k \), which is impossible. So for every \( j \geq t, p \nmid (d_k + q_{kj}e) \). So indeed for any prime \( p, p \nmid (d_k + q_{kj}e) \).

Let \( R_0 \) (\( S_0 \)) be the addition of \( R \) (resp. \( S \)) generated by \( u_i \) (resp. \( v_i \)), \( i = m, \ldots, n-1 \). By Lemma 5.1 the \( \mathbb{Z}^* \)-submodule \( R_0^* \) (\( S_0^* \)) of \( \text{Ann}(R^*) \) (\( \text{Ann}(S^*) \)) generated be the \( u_i \) (\( v_i \)), \( i = m, \ldots, n-1 \) is an addition of \( R^* \) (resp. \( S^* \)) and \( R_0^* = (R^*)_0 = (R_0)^* \) (the same in \( S \)). By Lemma 5.2 there exists an isomorphism \( \psi : R_0^* \rightarrow S_0^* \) extending \( u_i \rightarrow w_i^* \).

By construction there exists a monomorphism \( \phi : R \rightarrow S \) of groups such that:

\[
 \phi(u_i) = \begin{cases} 
 v_i & \text{if } i \neq m, \ldots, n-1 \\
 \sum_{k=m}^{n-1} b_{ik}d_kw_k & \text{if } i = m, \ldots, n-1
\end{cases}
\]

Actually \( \phi \) defined above is the same \( \phi \) as in Theorem 4.3 only the \( v_i, m \leq i \leq n-1 \), are written with respect to the new basis of \( S_0 \) consisting of the \( w_i \). For each \( j \in \mathbb{N} \) one could twist the monomorphism \( \phi : R \rightarrow S \) to get a new one denoted by \( \phi_j : R \rightarrow S \) and defined by:

\[
 \phi_j(u_i) = \begin{cases} 
 v_i & \text{if } i \neq l, \ldots, n-1 \\
 v_i + \sum_{k=m}^{n-1} q_k^*b_{ik}w_k & \text{if } i = l, \ldots, m-1 \\
 \sum_{k=m}^{n-1} (d_k^*c_{ik} + q_k^*e b_{ik})w_k & \text{if } i = i_1 + 1, \ldots, i_1 + n
\end{cases}
\]

where \( \hat{e}_i = e/e_i \). Again note that \( R \) and \( \text{im}(\phi_j) \leq S \) are generated by the pseudo-bases of the same lengths, periods and structure constants. Let \( \phi^* : R^* \rightarrow S^* \) be the monomorphism induced \( (\phi_j)_{j \in \mathbb{N}} \).
Next consider the subring \( R_f^* \) of \( R^* \) generated by
\[
\{ \alpha u_i, u_j : i \neq l, \ldots, m - 1, \alpha \in \mathbb{Z}^*, j = l, \ldots, m - 1 \}.
\]
We assume the same definitions in \( S^* \) too. We claim that \( R^* = R_f^* + R_0^* \).
Firstly \( R^* \) is generated by all the \( \alpha u_i, \alpha \in \mathbb{Z}^* \) in the obvious manner. All these generators belong to \( R_f^* + R_0^* \) with the possible exceptions when \( i = l, \ldots m - 1 \).
However by Lemma 5.1
\[
\frac{Is((R^*)^2) + Ann(R^*)}{Is((R^*)^2 + Ann(R^*))} \cong \frac{Is(R^2) + Ann(R)}{Is(R^2 + Ann(R))}
\]
is a finite abelian group and so we only need integer multiples of the \( u_i, i = l, \ldots m - 1 \) in the generating set. This proves the claim.
Now given \( x \in R^* \) there are \( y \in R_f^* \) and \( z \in R_0^* \) such that \( x = y + z \). Now define a map \( \eta : R^* \to S^* \) by
\[
\eta(x) = \phi^*(y) + \psi(z).
\]
To show that \( \eta \) is well-defined we need to check if \( \phi^* \) and \( \psi \) agree on \( R_f^* \cap R_0^* \).
We note that
\[
R_f^* \cap R_0^* = \langle e_iu_i : l \leq i \leq m - 1 \rangle,
\]
i.e. the subgroup generated by the \( e_iu_i \) as above. Now
\[
\phi^*(e_iu_i) = e_i(v_i + \sum_{k=m}^{n-1} q^*_k \hat{e}_ib_{ik}w_k)
\]
\[
= e_i v_i + \sum_{k=m}^{n-1} q^*_k e_{b_{ik}w_k}
\]
\[
= \sum_{k=m}^{n-1} d_{k}b_{ik}w_k + \sum_{k=m}^{n-1} q^*_k e_{b_{ik}w_k}
\]
\[
= w_{m+i}
\]
\[
= \psi(w_{m+i})
\]
\[
= \psi(e_iu_i).
\]
\( \eta \) is a homomorphism since \( \phi^* \) and \( \psi \) are so and \( \psi \) maps a subring of \( Ann(R^*) \) into a subring of \( Ann(S^*) \). It is injective since both \( \phi^* \) and \( \psi \) are injective and they agree on \( R_f^* \cap R_0^* \). Finally
\[
S^* = S_f^* + S_0^* = \phi^*(R_f^*) + S_0^*
\]
and by construction \( H_0^* = im(\psi) \). Therefore \( \eta \) is surjective. We have proved that \( \eta : R^* \to S^* \) is an isomorphism of rings and by the Keisler-Shelah’s theorem, we have proved that
\[
R \equiv S.
\]
\[\Box\]
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