ENSEMBLE DOMAIN DECOMPOSITION ALGORITHM FOR THE FULLY-MIXED RANDOM STOKES-DARCY MODEL WITH THE BEAVERS-JOSEPH INTERFACE CONDITIONS
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Abstract. In this paper, an efficient ensemble domain decomposition algorithm is proposed for fast solving the fully-mixed random Stokes-Darcy model with the physically realistic Beavers–Joseph (BJ) interface conditions. We utilize the Monte Carlo method for the coupled model with random inputs to derive some deterministic Stokes-Darcy numerical models and use the idea of the ensemble to realize the fast computation of multiple problems. One remarkable feature of the algorithm is that multiple linear systems share a common coefficient matrix in each deterministic numerical model, which significantly reduces the computational cost and achieves comparable accuracy with the traditional methods. Moreover, by domain decomposition, we can decouple the Stokes–Darcy system into two smaller sub-physics problems naturally. Both mesh-dependent and mesh-independent convergence rates of the algorithm are rigorously derived by choosing suitable Robin parameters. Optimized Robin parameters are derived and analyzed to accelerate the convergence of the proposed algorithm. Especially, for small hydraulic conductivity in practice, the almost optimal geometric convergence can be obtained by finite element discretization. Finally, two groups of numerical experiments are conducted to validate the exclusive features of the proposed algorithm.
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1. Introduction. Multi-domain, multi-physics coupled problems are significant in many natural and industrial applications, such as groundwater fluid flow in the karst aquifer, petroleum extraction, industrial filtration, blood flow motion in the arteries, and so on. A great deal of the mathematically and physically models was constructed for the coupling of surface flows (in free fluid flow) and groundwater flows (in porous media), including the Stokes-Darcy model [1–4], Stokes-Darcy-transport/heat model [5], dual-porosity-Stokes model [6], to name just a few. Typically, the famous Stokes-Darcy model can describe the coupling of one free fluid flow with a single porosity medium flow in two subdomains separated by an interface.

Inspired by the decoupled idea for the Stokes–Darcy model, a natural way is the domain decomposition method (DDM) [7–12], because it can decouple the multi-domain, multi-physics problems naturally under suitable interface boundary conditions, and there exits many well-established off-the-shelf and efficient solvers for each decoupled subproblem. Based on the characteristics of easy-to-operation, high precision, and convenient parallel computing, DDM has received extensive attention and applications undoubtedly. In [8], two Robin-Robin domain decomposition methods for the steady-state Stokes-Darcy system with Beaver-Joseph (BJ) interface conditions are proposed, based on the pioneering work for Beavers-Joseph-Saffman (BJS) interface conditions [8]. The authors demonstrated the convergence of DDMs and proved the geometric convergence rate with some suitable choices of Robin parameters, under the assumption that the exchange coefficient
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\( \alpha \) in the BJ interface conditions is sufficiently small. Sun et al. \cite{12} first utilized DDM to study the fully-mixed Stokes-Darcy coupled problem with BJS interface conditions, and rigorously proved both mesh-dependent and mesh-independent convergence rates with the suitable choice of Robin parameters based on the introduced modified weak formulation.

From the early research, we can conclude that the convergence of DDMs was closely dependent on the selection of Robin parameters. More precisely, the Stokes and Darcy Robin parameters are denoted as \( \delta_S \) and \( \delta_D \) respectively. Most studies only focused on the case of \( \delta_S = \delta_D \), so as to obtain the convergence rate with the dependence of the mesh size. Then some researchers found that the DDMs had geometric convergence for \( \delta_S < \delta_D \) \cite{8, 9, 12}. This choice can save a lot of computing costs so that the DDMs have better potential applications. Recently, optimized Schwarz methods have been proposed for the Stokes-Darcy model in \cite{13–16}, which can seek the optimal Robin parameters to speed up convergence. In \cite{13}, the authors utilized Fourier techniques to explicitly characterize the convergence factor, and then derive the optimal parameters by several practical strategies. By now the results worked well with moderate hydraulic conductivity \( K \). However, for the practical coefficients, such as \( 10^{-8} \leq K \leq 10^{-2} \), the DDMs seem difficult to converge for \( \delta_S \leq \delta_D \). The numerical experiments in \cite{8} could observe the convergence for the practical coefficients while \( \delta_S > \delta_D \), but no complete theoretical analysis supported such observations. Motivated by the practical applications and analysis difficulty, Liu et al. \cite{17} used the finite element discretization to further improve the convergence results of the DDMs proposed by Cao et al. \cite{9}. They obtained the almost optimal geometric convergence rate in the case of \( \delta_S > \delta_D \), particularly for small viscosity and hydraulic conductivity in practice.

It should be noted that in many engineering and geological applications, due to the complexity of the porous media domain and the limitation of measuring instruments, it is not feasible to obtain exact hydraulic conductivity values, whose natural randomness commonly occurs at small scales. So such uncertainties should be taken into account in the numerical simulation. An interesting skill is that the uncertain parameter of interest can be regarded as a random function that is determined by a basic random field with a specified covariance structure (usually determined by experiment). In this case, we need to deal with random partial differential equations (PDEs) \cite{18, 19}.

The most popular approach to solving the random PDEs with random inputs is the Monte Carlo method, which transforms the random PDEs into some traditional PDEs. However, in order to get useful statistical information from the solutions, such a method inevitably requires the computation of a large number of realizations with a very slow convergence rate. It is still prohibitively time consuming to use the existing deterministic solvers repetitively. To overcome such computational challenges, a class of ensemble methods was developed recently \cite{18–26}. Corresponding to different physical parameters or body forces, such ensemble algorithms maintained one important feature that several linear systems can share a common coefficient matrix so that both required computational time and storage can be reduced. In \cite{25}, Jiang et al. first used the ensemble algorithm to solve the non-stationary random Stokes-Darcy equations with BJS interface conditions. They utilized the information of the previous time step to construct an explicit-implicit decoupling ensemble algorithm. It’s worth noting that one can use the Gronwall lemma in theoretical analysis for the unsteady explicit-implicit decoupling ensemble algorithm. But for the steady-state system, such a technique fails. One interesting work in this paper is using the iterative technique to decouple the system for solving the steady-state Stokes-Darcy model. More importantly, we establish Lemma \cite{18} to carry out the theoretical analysis instead of such inequality of Gronwall type.

In the present work, we follow the idea of \cite{25} to propose an efficient ensemble domain decomposition algorithm for the steady-state fully-mixed random Stokes-Darcy model. Meanwhile, we
extend the Robin-type DDMs to solve the Stokes-Darcy model from BJS interface conditions in [12] to the BJ interface conditions, which have much physical significance but will also bring out several analytical challenges. For the convergence of the proposed parallel ensemble DDM, we obtained the following important results:

- **δ_S < δ_D**: We prove that our algorithm has a geometric convergence rate in the continuous system. More importantly, through ingenious theoretical analysis, we find that the exchange coefficient α in the BJ interface conditions does not need sufficiently small while the existing studies required α to be small enough, see Remark 4.2.
- **δ_S = δ_D**: In this case, the proof for convergence is similar to the discussion of δ_S < δ_D, and the results of this part are consistent with existing studies [4, 9].
- **δ_S > δ_D**: We utilize finite element discretization to obtain the almost optimal geometric convergence rate for small hydraulic conductivity in practice. The demonstration is greatly inspired by [17], but the proof process is much clear. Moreover, the fully-mixed Stokes-Darcy model is more natural than the model in [17], because engineering applications usually take more concern on the flux or Darcy velocity in the porous media domain. The rigorous analysis illustrates a general guideline of selecting the Robin parameters to achieve the geometric convergence rate.
- **Optimized Robin parameters**: Inspired by the optimized Schwarz methods in [13–16], we investigate optimized approaches for the fully-mixed random Stokes-Darcy model, and obtain the optimized Robin parameters that can greatly improve the convergence of the proposed ensemble DDM. More importantly, the existing studies have obtained a homogeneous ordinary differential equation through Fourier transformation. Due to the characteristics of the ensemble method, one nontrivial equation with iteration appears in the present work. Then, several analysis skills are developed to overcome the above challenges for deriving the convergence factor.

The rest of the paper is organized as follows. The fully-mixed random Stokes-Darcy model is described in Section 2. In Section 3, we propose an efficient ensemble DDM with three Robin-type condition sets. Then, the convergence of ensemble DDM is presented for the continuous system when the Robin parameters satisfy δ_S ≤ δ_D in Section 4. In particular, the geometric convergence rate of the proposed algorithm is derived in the case of δ_S < δ_D. Furthermore, the optimized Robin parameters are analyzed and derived to speed up the convergence of the ensemble DDM in Section 5. In Section 6, the finite element approximations are discussed. We prove the almost optimal geometric convergence in the case of δ_S > δ_D for small hydraulic conductivity. Finally, two numerical tests are presented to illustrate the exclusive features of the proposed DDM in Section 7.

### 2. Fully-mixed Random Stokes-Darcy Model with BJ Interface Conditions

Consider the bounded domain Ω, which is the union of two bounded subdomains, namely Ω_S, Ω_D ⊂ R^d (d = 2 or 3) with an interface Γ, and Ω_S∩Ω_D = ∅, Ω_S∩Ω_D = Γ. These two subdomains Ω_S and Ω_D are usually referred as the free-flow and porous media domains. Denote by n_S and n_D the unit outward normal vectors on ∂Ω_S and ∂Ω_D, respectively. It is worth to mention that n_S = -n_D on Γ. Besides, the unit tangential vectors on the interface Γ are represented by τ_i, i = 1, · · · , d − 1. And note that Γ_S = ∂Ω_S \ Γ, Γ_D = ∂Ω_D \ Γ, see Fig. 2.1 for a sketch.

In the fluid region Ω_S, the fluid velocity u_S and kinematic pressure p_S are assumed to satisfy the Stokes equations:

\[
-\nabla \cdot T(u_S, p_S) = f_S \quad \text{in } Ω_S, \tag{2.1}
\]

\[
\nabla \cdot u_S = 0 \quad \text{in } Ω_S, \tag{2.2}
\]
where $T(u_S, p_S) = -p_S I + 2\nu D(u_S)$ indicates the stress tensor, herein $D(u_S) = \frac{1}{2}(\nabla u_S + (\nabla u_S)^T)$ denotes the deformation tensor, and $\nu$ represents the kinematic viscosity of the fluid flow. Besides $f_S$ is the given external body force.

The porous media flow in $\Omega_D$ is governed by the following mixed Darcy equations for the fluid velocity $u_D$ and the piezometric head $\phi_D$:

$$u_D = -\mathbb{K}(x)\nabla\phi_D \quad \text{in } \Omega_D, \quad (2.3)$$

$$\nabla \cdot u_D = f_D \quad \text{in } \Omega_D, \quad (2.4)$$

where $\mathbb{K}(x)$ is the hydraulic conductivity tensor and is physically impossible to determine its parameter values. In addition, $f_D$ denotes a sink/source term and $\int_{\Omega_D} f_D = 0$. The piezometric head $\phi_D$ is defined by $\phi_D = z + \frac{p_D}{\rho g}$, where $z$ is the height, $p_D$ indicates the dynamic pressure, $g$ denotes the gravitational acceleration, and $\rho$ represents density.

We assume that the fluid velocity $u_S$ and the porous media velocity $u_D$ satisfy homogeneous Dirichlet boundary conditions on the impermeable boundary except for the interface $\Gamma$, i.e., no-slip conditions $u_S = 0$ on $\Gamma_S$, and $u_D \cdot n_D = 0$ on $\Gamma_D$. On the interface $\Gamma$, some coupling interface conditions are essential, including conservation of mass, the balance of forces, and tangential conditions on the fluid region’s velocity. Also, we impose the original and more physically realistic Beavers-Joseph (BJ) as the tangential conditions on the interface $\Gamma$, see [27, 28]. In this paper, the interface coupling conditions are assumed as follows:

$$u_S \cdot n_S + u_D \cdot n_D = 0 \quad \text{on } \Gamma, \quad (2.5)$$

$$-n_S \cdot (T(u_S, p_S) \cdot n_S) = g(\phi_D - z) \quad \text{on } \Gamma, \quad (2.6)$$

$$-\tau_i \cdot (T(u_S, p_S) \cdot n_S) = \frac{\alpha}{\sqrt{\tau_i \cdot \mathbb{K} \tau_i}} \tau_i \cdot (u_S - u_D) \quad 1 \leq i \leq d-1 \quad \text{on } \Gamma, \quad (2.7)$$

where the exchange coefficient $\alpha$ represents an experimentally determined positive parameter depending on the Darcy properties. We shall also assume that all material and fluid parameters above are uniformly positive and bounded. In particular, we assume $0 \leq k_{\min} \leq K^{-1}(x) \leq k_{\max} < \infty$.

Since usually the hydraulic conductivity tensor $\mathbb{K}(x)$ is physically impossible to determine, we will further study the random Stokes-Darcy model with a random hydraulic conductivity tensor $\mathbb{K}(x, \omega)$. Let $(\Pi, \mathcal{F}, \mathbb{P})$ be a complete probability space. Here $\Pi$ is the set of outcomes, $\mathcal{F} \in 2^\Pi$ is the $\sigma$-algebra of events, and $\mathbb{P} : \mathcal{F} \rightarrow [0, 1]$ is a probability measure. The random Stokes-Darcy system reads: Find the functions $u_S : \Omega_S \times \Pi \rightarrow \mathbb{R}^d$ ($d = 2, 3$), $p_S : \Omega_S \times \Pi \rightarrow \mathbb{R}$,
\( \mathbf{u}_D : \Omega_D \times \Pi \to \mathbb{R}^d \) (\( d = 2, 3 \)), and \( \phi_D : \Omega_D \times \Pi \to \mathbb{R} \), such that it holds \( \mathcal{P} - \text{a.e.} \) in \( \Pi \):

\[
\begin{align*}
- \nabla \cdot \mathbf{T}(\mathbf{u}_S(x, \omega), p_S(x, \omega)) &= f_S(x, \omega) & \text{in } \Omega_S \times \Pi, \\
\nabla \cdot \mathbf{u}_S(x, \omega) &= 0 & \text{in } \Omega_S \times \Pi, \\
K^{-1}(x, \omega)\mathbf{u}_D(x, \omega) &= \nabla \phi_D(x, \omega) & \text{in } \Omega_D \times \Pi, \\
\nabla \cdot \mathbf{u}_D(x, \omega) &= f_D(x, \omega) & \text{in } \Omega_D \times \Pi,
\end{align*}
\]

where \( f_S : \Omega_S \times \Pi \to \mathbb{R}^d \), \( f_D(x, \omega) : \Omega_D \times \Pi \to \mathbb{R} \), and \( K(x, \omega) \) is continuous and bounded.

One of the most classical approaches to solving random PDEs is the Monte Carlo method. The main idea behind this method is that the identically distributed approximations of the solutions are computed through repeated sampling of the input parameters and then by solving the corresponding deterministic PDEs using standard numerical methods. Finally, the approximate solutions are further analyzed to obtain useful statistical information. The detailed computation procedures can be summarized as follows:

1. Generate a number of independently, identically distributed (i.d.d) samples for the random hydraulic conductivity \( K(x, \omega_j) \) and the random forces \( f_S(x, \omega_j), f_D(x, \omega_j) \), where \( j = 1, \cdots, J \);
2. Apply standard numerical method to solve for approximate solutions \( \mathbf{u}_S(x, \omega_j), p_S(x, \omega_j), \mathbf{u}_D(x, \omega_j), \phi_D(x, \omega_j), j = 1, \cdots, J \);
3. Output required statistical information, such as the expectation of the free fluid velocities \( \mathbf{u}_S(x, \omega) : E[\mathbf{u}_S(x, \omega)] \approx \frac{1}{J} \sum_{j=1}^{J} \mathbf{u}_S(x, \omega_j) \).

**Remark 2.1.** When using a standard numerical method to solve the corresponding deterministic PDEs, we usually need to solve linear systems of the form

\[
A_j(x) \begin{bmatrix} \mathbf{u}_S(x, \omega_j) \\ p_{Sj}(x, \omega_j) \end{bmatrix} = [RHS_j(x)], \quad B_j(x) \begin{bmatrix} \mathbf{u}_{Dj}(x, \omega_j) \\ \phi_{Dj}(x, \omega_j) \end{bmatrix} = [RHS^*_j(x)], \quad j = 1, \cdots, J.
\]

As shown above, to better estimate the uncertainty and sensitivity in the solution, we shall select more samples. However, both deriving and solving such algebraic equations with varying stiffness matrices will essentially increase the computational cost.

When regarding random hydraulic conductivity \( K(x, \omega_j) \) as \( K_j(x) \), similarly denoting forces \( f_S(x, \omega_j) \) and \( f_D(x, \omega_j) \) as \( f_{Sj}(x) \) and \( f_{Dj}(x) \), we can get \( J \) Stokes-Darcy systems. Then we have an ensemble of \( J \) Stokes-Darcy systems corresponding to \( J \) different parameter sets \( (f_{Sj}(x), f_{Dj}(x), K_j(x)) \), \( j = 1, \cdots, J \) to be computed as follows:

\[
\begin{align*}
- \nabla \cdot \mathbf{T}(\mathbf{u}_{Sj}, p_{Sj}) &= f_{Sj} & \text{in } \Omega_S, \\
\nabla \cdot \mathbf{u}_{Sj} &= 0 & \text{in } \Omega_S, \\
K_j^{-1}(x)\mathbf{u}_{Dj} &= -\nabla \phi_{Dj} & \text{in } \Omega_D, \\
\nabla \cdot \mathbf{u}_{Dj} &= f_{Dj} & \text{in } \Omega_D.
\end{align*}
\]

**3. Ensemble Domain Decomposition Method.** In this paper, we mainly focus on proposing a novel numerical method for the second procedure of the Monte Carlo method stated above. In order to solve the ensemble of \( J \) Stokes-Darcy systems by domain decomposition method, one natural thought is to consider Robin-type conditions for \( J \) Stokes equations and \( J \) Darcy systems, since Robin-type conditions can embody both the Neumann- and Dirichlet-type conditions in \([2.5], [2.7]\).
To this end, we will study two Robin-type condition sets for $J$ Stokes equations. For a given constant $\delta_S > 0$, two corresponding functions $g_{Sj}$, $g_{Sj,\tau}$ are defined on $\Gamma$:

$$g_{Sj} = -\mathbf{n}_S \cdot (\mathbb{T}(u_{Sj}, p_{Sj}) \cdot \mathbf{n}_S) - \delta_S u_{Sj} \cdot \mathbf{n}_S, \quad (3.1)$$

$$g_{Sj,\tau} = -\sum_{i=1}^{d-1} (\tau_i \cdot \mathbb{T}(u_{Sj}, p_{Sj}) \cdot \mathbf{n}_S) - \sum_{i=1}^{d-1} \frac{\alpha}{\sqrt{\tau_i \cdot \mathbb{K}_j \tau_i}} u_{Sj} \cdot \tau_i. \quad (3.2)$$

Similarly, we can propose a Robin-type condition set for the porous media flow subproblem of $J$ Darcy systems. For a given constant $\delta_D > 0$, a function $g_{Dj}$ on $\Gamma$ is constructed as:

$$g_{Dj} = g_{Dj} + (\delta_S + \delta_D) u_{Dj} \cdot \mathbf{n}_D + g z, \quad (3.4)$$

$$g_{Sj} = g_{Dj} + (\delta_S + \delta_D) u_{Dj} \cdot \mathbf{n}_D - g z, \quad (3.5)$$

$$g_{Sj,\tau} = -\sum_{i=1}^{d-1} \frac{\alpha}{\sqrt{\tau_i \cdot \mathbb{K}_j \tau_i}} u_{Dj} \cdot \tau_i. \quad (3.6)$$

**Proof.** The proof is much trivial, and the reader is referred to [8, 9, 12] for the main derivation. \( \square \)

Before proposing our ensemble domain decomposition method, we also need to introduce some notations, Sobolev spaces, and norms. For the fluid domain $\Omega_S$ and the porous media domain $\Omega_D$, the inner products are denoted by $(\cdot, \cdot)_S$ and $(\cdot, \cdot)_D$ respectively, and the corresponding $L^2$-norms are denoted by $\| \cdot \|_S$ and $\| \cdot \|_D$. Moreover, $(\cdot, \cdot)$ is defined as the $L^2$ inner product on the interface $\Gamma$, and the related $L^2(\Gamma)$ norm is denoted by $\| \cdot \|_\Gamma$.

Some useful Sobolev spaces are introduced as in [12]

$$H(\text{div}; \Omega_D) := \{ v_D \in L^2(\Omega_D)^d : \text{div} \cdot v_D \in L^2(\Omega_D) \}. $$

$$X_S := \{ v_S \in H^1(\Omega_S)^d : v_S = 0 \text{ on } \Gamma_S; \int_{\Gamma} v_S \cdot \mathbf{n}_S = 0 \text{ on } \Gamma \}, \quad Q_S := L^2_0(\Omega_S),$$

$$X_D := \{ v_D \in H(\text{div}; \Omega_D) : v_D \cdot \mathbf{n}_D = 0 \text{ on } \Gamma_D; \int_{\Gamma} v_D \cdot \mathbf{n}_D = 0 \text{ on } \Gamma \}, \quad Q_D := L^2_0(\Omega_D),$$

equipped with the norms as

$$\| v_S \|_1 = \sqrt{\| v_S \|_S^2 + \| \nabla v_S \|_S^2} \forall v_S \in X_S, \quad \| v_D \|_{\text{div}} = \sqrt{\| v_D \|_D^2 + \| \nabla \cdot v_D \|_D^2} \forall v_D \in X_D.$$

With the above notations, the weak formulation of the decoupled Stokes and Darcy model with Robin-type boundary conditions can be written as follows: For the function sets $g_{Sj, g_{Sj,\tau}}, g_{Dj} \in L^2(\Gamma)$, find $(u_{Sj}, p_{Sj}; u_{Dj}, \phi_{Dj}) \in (X_S, Q_S; X_D, Q_D)$ satisfying the compatibility conditions (3.4)-(3.6) on the interface $\Gamma$, such that for all $(v_S, q, v_D, \psi) \in (X_S, Q_S; X_D, Q_D)$

$$a_S(u_{Sj}, v_S) - b_S(p_{Sj}, v_S) + \delta_S \langle u_{Sj} \cdot \mathbf{n}_S, v_S \cdot \mathbf{n}_S \rangle + \sum_{i=1}^{d-1} \xi_{s, j} \langle u_{Sj} \cdot \tau_i, v_S \cdot \tau_i \rangle$$

$$+ \sum_{i=1}^{d-1} \xi_{d, j} \langle u_{Dj} \cdot \tau_i, v_D \cdot \tau_i \rangle + \delta_D \langle u_{Dj} \cdot \mathbf{n}_D, v_D \cdot \mathbf{n}_D \rangle = 0.$$
decoupled models can be verified easily. Let \( \xi_{i,j} = \frac{a}{\sqrt{\nu_{i,j} K^{-1}_j(x)}} \) and \( k^\text{min}_j \) and \( k^\text{max}_j \) are the minimum and maximum eigenvalues of \( K^{-1}_j(x) \). Hereafter, the bilinear forms are used:

\[
\begin{align*}
    b_S(q, u_{S_j}) &= 0, \\
    a_{D_j}(u_{D_j}, v_D) - b_D(\phi_{D_j} \cdot v_D) + \delta_D(u_{D_j} \cdot n_D, v_D \cdot n_D) \\
    &= k^\text{min}_j g(f_{D_j}, \text{div } v_D) - \langle g_{D_j}, v_D \cdot n_D \rangle, \\
    b_D(\psi, u_{D_j}) &= g(f_{D_j}, \psi)_D, \\
\end{align*}
\]

where \( \xi_{i,j} = \frac{a}{\sqrt{\nu_{i,j} K^{-1}_j(x)}} \).

**Ensemble DDM Algorithm**

1. Initial values of \( g^{0}_{S_j}, g^{0}_{S_j,\tau} \) and \( g^{0}_{D_j} \) are guessed. \( u^{0}_{S_j}, u^{0}_{D_j} \) should also be given to accomplish the idea of ensemble. Both groups of the initial values are possibly taken as zeros.

2. For \( n = 1, 2, \cdots \), independently solve the Stokes and Darcy equations with Robin-type boundary conditions. Namely, find \((v_S, q; v_D, \psi) \in (X_S, Q_S; X_D, Q_D)\), solve \((u^n_{S_j}, p^n_{S_j}; u^n_{D_j}, \phi^n_{D_j}) \in (X_S, Q_S; X_D, Q_D)\) by solving

\[
\begin{align*}
    a_S(u^n_{S_j}, v_S) - b_S(p^n_{S_j}, v_S) + \delta_S(u^n_{S_j} \cdot n_S, v_S \cdot n_S) + \sum_{i=1}^{d-1} \langle \xi_{i,j} (u^n_{S_j} - \tau_i, v_S \cdot \tau_i) \\
    &= (f_{S_j}, v_S) - \langle g^{n-1}_{S_j}, v_S \cdot n_S \rangle - \sum_{i=1}^{d-1} (g^{n-1}_{S_j,\tau}, v_S \cdot \tau_i) + \sum_{i=1}^{d-1} \langle \xi_{i,j} (u^n_{S_j} - \tau_i, v_S \cdot \tau_i) \rangle, \\
    b_S(q, u^n_S) &= 0, \\
    \alpha_D(u^n_{D_j}, v_D) - b_D(\phi^n_{D_j} \cdot v_D) + \delta_D(u^n_{D_j} \cdot n_D, v_D \cdot n_D) \\
    &= k^\text{min}_j g(f_{D_j}, \text{div } v_D)_D - \langle g^{n-1}_{D_j}, v_D \cdot n_D \rangle + [a_{D_j}(u^n_{D_j} - \alpha_D(u^n_{D_j}, v_D)], \\
    b_D(\psi, u^n_{D_j}) &= g(f_{D_j}, \psi)_D. \\
\end{align*}
\]

3. Update \( g^n_{S_j}, g^n_{S_j,\tau} \) and \( g^n_{D_j} \) in the following manner:

\[
g^n_{D_j} = g^{n-1}_{S_j} + (\delta_S + \delta_D) u^n_{S_j} \cdot n_S + g^z, \\
\]
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\[ g^n_{S,j} = g_{D,j}^{n-1} + (\delta_S + \delta_D)\mathbf{u}_D^n \cdot \mathbf{n}_D - g_z, \quad (3.16) \]

\[ g^n_{S,j,\tau} = -\sum_{i=1}^{d-1} \xi_{i,j} \mathbf{u}_D^n \cdot \tau_i. \quad (3.17) \]

Noting that \( J \) Stokes equations and \( J \) Darcy equations are decoupled and independent systems. So for any given initial guesses and fixed \( n \), the existence and uniqueness of the solution \( (\mathbf{u}^n_{S,j}, p^n_{S,j}) \) and \( (\mathbf{u}^n_{D,j}, \phi^n_{D,j}) \) to each system follow immediately.

**Remark 3.2.** In each iteration step, we only compute the solutions of two linear systems (for \((\mathbf{u}^n_{S,j}, p^n_{S,j})\) and \((\mathbf{u}^n_{D,j}, \phi^n_{D,j})\) respectively), which share the same coefficient matrix of the form

\[
A \begin{bmatrix} \mathbf{u}^{S,1} & \cdots & \mathbf{u}^{S,J} \\ p^{S,1} & \cdots & p^{S,J} \end{bmatrix} = [RHS_S]^1 \cdots [RHS_S]^J, \quad B \begin{bmatrix} \mathbf{u}^{D,1} & \cdots & \mathbf{u}^{D,J} \\ \phi^{D,1} & \cdots & \phi^{D,J} \end{bmatrix} = [RHS_D]^1 \cdots [RHS_D]^J.
\]

Hence the coefficient matrices \( A \) and \( B \) only need to use once efficient iterative solvers or direct solvers such as LU factorization for fast computation. Moreover, the domain decomposition method will also bring out better parallel efficiency.

**4. The Convergence of Ensemble Domain Decomposition Method.** In this section, we will demonstrate the convergence of the parallel ensemble domain decomposition method by applying the elegant energy method. Moreover, we will try to overcome the assumption that the exchange coefficient \( \alpha \) in the BJ interface conditions is sufficiently small, and prove that the constructed algorithm has a mesh-independent convergence rate in the case of \( \delta_S < \delta_D \). This section will focus on the cases of \( \delta_S < \delta_D \) and \( \delta_S = \delta_D \). The convergence of the case \( \delta_S > \delta_D \) is much more difficult to prove in the continuous form and will be demonstrated in the next section.

The main result concerning the convergence of our algorithm is listed in the following theorem.

**Theorem 4.1.** Assume that \((\mathbf{u}^n_{S,j}, p^n_{S,j}; \mathbf{u}^n_{D,j}, \phi^n_{D,j})\) and \((\mathbf{u}^n_{S,j}, p^n_{S,j}; \mathbf{u}^n_{D,j}, \phi^n_{D,j})\) are the solutions of Ensemble DDM Algorithm and the DDM weak formulation \((3.7)-(3.10)\), respectively. Then if \( \delta_S \leq \delta_D \), \((\mathbf{u}^n_{S,j}, p^n_{S,j}; \mathbf{u}^n_{D,j}, \phi^n_{D,j})\) will converge to \((\mathbf{u}^n_{S,j}, p^n_{S,j}; \mathbf{u}^n_{D,j}, \phi^n_{D,j})\).

**Proof.** Define the following error functions:

\[ e^n_{S,j} = \mathbf{u}_{S,j} - \mathbf{u}^n_{S,j}, \quad e^n_{D,j} = \mathbf{u}_{D,j} - \mathbf{u}^n_{D,j}, \quad \varepsilon^n_{S,j} = p_{S,j} - p^n_{S,j}, \quad \varepsilon^n_{D,j} = \phi_{D,j} - \phi^n_{D,j}, \]

\[ \eta^n_{S,j} = g_{S,j} - g^n_{S,j}, \quad \eta^n_{S,j,\tau} = g_{S,j,\tau} - g^n_{S,j,\tau}, \quad \eta^n_{D,j} = g_{D,j} - g^n_{D,j}. \]

Suppose that \( k^n_{\text{max}} \) is the maximum absolute value among all eigenvalues of the matrix \( \mathbb{K}^{-1} - \mathbb{K} \), and define the following quantities:

\[
E_{\xi,i,j}^{\text{max}} = \max |\xi_{i,j} - \bar{\xi}_i|, \quad E_{\xi,i}^{\text{max}} = \sum_{j=1}^{d-1} E_{\xi,i,j}^{\text{max}}, \quad \bar{\xi} = \sum_{i=1}^{d-1} \bar{\xi}_i, \quad \xi = \sum_{i=1}^{d-1} \xi_{i,j},
\]

\[
E_{k,j}^{\text{max}} = \max(k^n_{\text{max}}, |k^n_{\text{min}} - \bar{k}_j|), \quad \bar{k}_j = \frac{1}{J} \sum_{j=1}^{J} k^n_{\text{max}}.
\]

Then for all \((\mathbf{v}_S, q; \mathbf{v}_D, \psi) \in (X_S, Q_S; X_D, Q_D)\), subtract \((3.11)-(3.14)\) from \((3.7)-(3.10)\):

\[
a_S(e^n_{S,j}, \mathbf{v}_S) - b_S(\varepsilon^n_{S,j}, \mathbf{v}_S) + \delta_S(e^n_{S,j} \cdot \mathbf{n}_S, \mathbf{v}_S \cdot \mathbf{n}_S) + \sum_{i=1}^{d-1} \bar{\xi}_i (e^n_{S,j} \cdot \tau_i, \mathbf{v}_S \cdot \tau_i)
\]
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Similarly, using (4.6), taking \( \delta \) of

\[
\langle \delta_i - \xi_{i,j}, e_S^{n-1} \cdot \tau_i, v_S \cdot \tau_i \rangle, \quad (4.1)
\]

\[
b_S(q, e_S^n) = 0, \quad (4.2)
\]

\[
\overrightarrow{D}(e_{Dj}^n, v_D) - b_D(e_{Dj}^n, v_D) + \delta_D(e_{Dj}^n \cdot n_D, v_D \cdot n_D)
\]

\[
= -\langle \eta_{Dj}^{n-1}, v_D \cdot n_D \rangle + \left[ a_{Dj} (e_{Dj}^{n-1}, v_D) - \overrightarrow{D}(e_{Dj}^{n-1}, v_D) \right], \quad (4.3)
\]

\[
b_D(\psi, e_D^n) = 0. \tag{4.4}
\]

Along the interface \( \Gamma \), the error functions can be updated as follows

\[
\eta_{Dj}^n = \eta_{Sj}^{n-1} + (\delta_S + \delta_D) e_{Sj}^n : n_S, \quad (4.5)
\]

\[
\eta_{Sj}^n = \eta_{Sj}^{n-1} + (\delta_S + \delta_D) e_{Dj}^n : n_D, \quad (4.6)
\]

\[
\eta_{Sj,\tau}^n = - \sum_{i=1}^{d-1} \xi_{i,j} e_{Dj}^n \cdot \tau_i. \quad (4.7)
\]

Equation (4.5) can lead to

\[
||\eta_{Dj}^n||_I^2 = ||\eta_{Sj}^{n-1}||_I^2 + 2(\delta_S + \delta_D)||e_{Sj}^n \cdot n_S + (\delta_S + \delta_D)^2||e_{Sj}^n \cdot n_S||_I^2. \quad (4.8)
\]

Choosing \((v_S, q) = (e_{Sj}^n, \varepsilon_{Sj}^n)\) in (4.1) - (4.2) and together with (4.7), we can get

\[
as(e_{Sj}^n, e_{Sj}^n) + \delta_S||e_{Sj}^n \cdot n_S||_I^2 + \sum_{i=1}^{d-1} \xi_i ||e_{Sj}^n \cdot \tau_i||_I^2
\]

\[
= -\langle \eta_{Sj}^{n-1}, e_{Sj}^n \cdot n_S \rangle + \sum_{i=1}^{d-1} \xi_{i,j} (e_{Dj}^{n-1} \cdot \tau_i, e_{Sj}^n \cdot \tau_i) + \sum_{i=1}^{d-1} (\xi_{i,j} - \xi_{i,j}) (e_{Sj}^{n-1} \cdot \tau_i, e_{Sj}^n \cdot \tau_i). \quad (4.9)
\]

Combining (4.8) and (4.9), an important relation can be derived as

\[
||\eta_{Dj}^n||_I^2 = ||\eta_{Sj}^{n-1}||_I^2 + (\delta_S^2 - \delta_D^2)||e_{Sj}^n \cdot n_S||_I^2 - 2(\delta_S + \delta_D) a_S(e_{Sj}^n, e_{Sj}^n)
\]

\[
-2(\delta_S + \delta_D) \sum_{i=1}^{d-1} \xi_i ||e_{Sj}^n \cdot \tau_i||_I^2 + 2(\delta_S + \delta_D) \sum_{i=1}^{d-1} \xi_{i,j} (e_{Dj}^{n-1} \cdot \tau_i, e_{Sj}^n \cdot \tau_i)
\]

\[
-2(\delta_S + \delta_D) \sum_{i=1}^{d-1} (\xi_{i,j} - \xi_{i,j}) (e_{Sj}^{n-1} \cdot \tau_i, e_{Sj}^n \cdot \tau_i). \quad (4.10)
\]

Similarly, using (4.10), taking \((v_D, \psi) = (e_{Dj}^n, \varepsilon_{Dj}^n)\) in (4.3) - (4.4) to get another important relation

\[
||\eta_{Sj}^n||_I^2 = ||\eta_{Dj}^{n-1}||_I^2 + (\delta_S^2 - \delta_D^2)||e_{Dj}^n \cdot n_D||_I^2 - 2(\delta_S + \delta_D) a_{Dj} (e_{Dj}^{n-1}, e_{Dj}^n)
\]

\[
-2(\delta_S + \delta_D) \left[ a_{Dj} (e_{Dj}^{n-1}, e_{Dj}^n) - \overrightarrow{D}(e_{Dj}^{n-1}, e_{Dj}^n) \right]. \quad (4.11)
\]

Most of the literature usually assumes that the positive parameter \( \alpha \) is small enough in the cases of \( \delta_S < \delta_D \) and \( \delta_S = \delta_D \). However, we will show how to overcome this assumption in the case of \( \delta_S < \delta_D \) through appropriate parameter selection.
For the case \( \delta_s < \delta_D \), we will give the convergence proof and more importantly remove the assumption in most of the developed methods, that the positive parameter \( \alpha \) is small enough. The main idea is to utilize one interface term and the following important inequality \([12] \).

Noting that there exists a continuous and linear mapping \( H(\text{div}; \Omega) \to H^{-1/2}(\partial \Omega_D) \) \([30] \), Corollary 2.8 pp.29) and clearly \( L^2(\partial \Omega_D) \subset H^{-1/2}(\partial \Omega_D) \). Then an important inequality follows:

\[
||e_{D_j}^n||_{\text{div}} \leq ||e_{D_j}^n \cdot n_D||_{H^{-1/2}(\Gamma)} \leq ||e_{D_j}^n \cdot n_D||_F. 
\] (4.12)

Adding equations (4.10)-(4.11) together, then summing the resulting equation over \( n \) from \( n = 1 \) to \( N \), we can derive

\[
||\eta_{S_j}^N||_F^2 + ||\eta_{D_j}^N||_F^2 = ||\eta_{S_j}^0||_F^2 + ||\eta_{D_j}^0||_F^2 + (\delta_D - \delta_s^2) \sum_{n=1}^{N} ||e_{D_j}^n \cdot n_S||_F^2 + (\delta_s^2 - \delta_D^2) \sum_{n=1}^{N} ||e_{D_j}^n \cdot n_D||_F^2
\]

\[
-2(\delta_s + \delta_D) \sum_{n=1}^{N} \left[ a_S(e_{D_j}^n, e_{S_j}^n) + a_D(e_{D_j}^n, e_{D_j}^n) + \sum_{i=1}^{d-1} \xi_{i,j} ||e_{D_j}^n \cdot \tau_i||_F^2 - \xi_{i,j} ||e_{S_j}^n \cdot \tau_i||_F^2 \right]
+ g((K_j^{-1} - \mathbf{r})e_{D_j}^{n-1}, e_{D_j}^n)_D + g(k_{j_{\min}} - \bar{k}_{\min})(\text{div} e_{D_j}^{n-1}, \text{div} e_{D_j}^n)_D. 
\] (4.13)

Then applying Korn’s inequality, for positive constant \( C_1 \), we can derive

\[
a_S(e_{S_j}^n, e_{S_j}^n) \geq C_1 \nu ||e_{S_j}^n||_F^2, \quad a_D(e_{D_j}^n, e_{D_j}^n) \geq g \bar{k}_{\min} ||e_{D_j}^n||_{\text{div}}^2. 
\] (4.14)

Recall some trace inequalities \([31] \), which are useful in our analysis. There exist constants \( C_{tr}, C_{tr}'. \) \( C_{tr}' \) which only depend on the domain \( \Omega_D \) or \( \Omega_S \), such that for any \( v_D \in X_D \) or \( v_S \in X_S \):

\[
||v_D||_{H^{-1/2}(\Gamma)} \leq C_{tr}||v_D||_{\text{div}}, \quad ||v_S||_{H^{1/2}(\Gamma)} \leq C_{tr}'||v_S||, \quad ||v_S||_1 \leq C_{tr}'||v_S||_F^{1/2} ||v_S||_F^{1/2}. 
\] (4.15)

By the Cauchy-Schwarz inequality, trace inequalities \([4.15] \), and Young’s inequality, we arrive at

\[
-\sum_{i=1}^{d-1} \xi_{i,j} ||e_{D_j}^{n-1} \cdot \tau_i||_{H^{-1/2}(\Gamma)} ||e_{S_j}^n \cdot \tau_i||_{H^{1/2}(\Gamma)} \geq -C_{tr}C_{tr}' \xi_{e_{D_j}^{n-1}} ||e_{D_j}^{n-1}||_{\text{div}} ||e_{S_j}^n||_1 \geq -C_1 \nu \frac{2}{2} ||e_{S_j}^n||_1^2 - \frac{C_{tr}C_{tr}' \xi_{e_{D_j}^{n-1}}}{2C_1 \nu} ||e_{D_j}^{n-1}||_{\text{div}}^2, 
\] (4.16)

\[
\sum_{i=1}^{d-1} (\xi_{i,j} - \xi_{i,j}) ||e_{S_j}^n \cdot \tau_i||_{\text{div}}^2 \geq -\sum_{i=1}^{d-1} E_{\xi_{i,j}}^s ||e_{S_j}^n \cdot \tau_i||_F^2 - \sum_{i=1}^{d-1} E_{\xi_{i,j}}^s ||e_{S_j}^n \cdot \tau_i||_F^2, 
\] (4.17)

\[
g((K_j^{-1} - \mathbf{r})e_{D_j}^{n-1}, e_{D_j}^n)_D + g(k_{j_{\min}} - \bar{k}_{\min})(\text{div} e_{D_j}^{n-1}, \text{div} e_{D_j}^n)_D \geq -\frac{2}{2} ||e_{D_j}^{n-1}||_{\text{div}}^2 - \frac{2}{2} ||e_{D_j}^n||_{\text{div}}^2. 
\] (4.18)

Since \( \delta_s < \delta_D \), clearly we have \( \delta_s^2 - \delta_D^2 < 0 \). Substituting the inequalities \([4.14], [4.18] \), and Poincaré inequality with a constant \( C_2 > 0 \) into the equation \( 4.13 \) and using \( 4.12 \), we can deduce

\[
0 \leq ||\eta_{S_j}^N||_F^2 + ||\eta_{D_j}^N||_F^2 = ||\eta_{S_j}^0||_F^2 + ||\eta_{D_j}^0||_F^2 + \frac{\delta_s^2 - \delta_D^2}{2} \sum_{n=1}^{N} ||e_{D_j}^n \cdot n_D||_F^2 - 2(\delta_s + \delta_D) \sum_{n=1}^{N} ||e_{D_j}^n \cdot n_D||_F^2.
\]
\[ \begin{align*}
&\left[ a_S(\varepsilon^n_{S,j}, \varepsilon^n_{S,j}) + \overline{a_D}(\varepsilon^n_{D,j}, \varepsilon^n_{D,j}) + \sum_{i=1}^{d-1} \xi_i || \varepsilon^n_{S,j} \cdot \tau_i ||^2 - \frac{\delta_D - \delta_S}{2} || \varepsilon^n_{S,j} \cdot n_S ||^2 \\
&\quad - \sum_{i=1}^{d-1} \xi_{i,j} (\varepsilon^n_{S,j} - \tau_i, \varepsilon^n_{S,j} - \tau_i) + \sum_{i=1}^{d-1} \xi_{i,j} (\varepsilon^n_{S,j} - \tau_i, \varepsilon^n_{S,j} - \tau_i)
\right] \varepsilon^n_{D,j} \\
&\quad + g((K^{-1}_j - \overline{K})e^n_{D,j} + g(k_j^{\min} - k_j^{\max}))(\text{div } e^n_{D,j}, \text{div } e^n_{D,j}) + \frac{\delta_D - \delta_S}{4} || \varepsilon^n_{D,j} \cdot n_D ||^2 \\
&\leq || \eta^n_{S,j} ||^2 + || \eta^n_{D,j} ||^2 + \sum_{n=1}^N || \varepsilon^n_{D,j} \cdot n_D ||^2 + \sum_{i=1}^{d-1} (\delta_S + \delta_D)E_k^{\max} || \varepsilon^n_{S,j} \cdot \tau_i ||^2
\end{align*} \]

where \( C_\alpha = gk_j^{\min} - gE_k^{\max} + \frac{\delta_D - \delta_S}{4} - \frac{(C_{1\nu}C_{1\nu}^{2\nu})^2}{2C_1\nu} \). Then if enforcing the conditions

\[ \frac{2(C_{1\nu}C_{1\nu}^{2\nu})^2}{C_1\nu} > 4g(k_j^{\min} - E_k^{\max}) < \delta_D - \delta_S < \frac{C_1\nu}{C_4}, \]

we can directly prove that \( \varepsilon^n_{S,j}, \varepsilon^n_{D,j} \) tend to be zeros in \( H^1(\Omega_D)^d \) and \( H(\text{div}; \Omega_D) \) respectively, as \( n \to \infty \). For the condition (4.20), if the hydraulic conductivity \( K_j \) and the viscosity coefficient \( \nu \) are not too small, the parameters \( \delta_S \) and \( \delta_D \) can be found (check Remark 4.2 for details) and more importantly the parameter \( \alpha \) in \( \xi_i = \sum_{n=1}^{d-1} \frac{\alpha}{\sqrt{\tau_i} \cdot \tau_i} \) is not required to be small enough.

The convergence of series \( || \varepsilon^n_{D,j} ||_D \) will be proved next. Firstly, for given \( \varepsilon^n_{D,j} \in Q_D \), there exist \( \varepsilon^n_D \in X_D \cap H_0^1(\Omega_D)^d \) and a positive constant \( C_{II} > 0 \) satisfying

\[ \nabla \cdot \varepsilon^n_D = \varepsilon^n_{D,j} \quad \text{in } \Omega_D, \quad \varepsilon^n_D = 0 \quad \text{on } \partial \Omega_D, \quad || \varepsilon^n_D ||_1 \leq C_{II} || \varepsilon^n_{D,j} ||_D, \]

which yields immediately

\[ || \varepsilon^n_{D,j} ||_D \leq C_{II} || \varepsilon^n_{D,j} ||_D \leq 1/C_{II} || \varepsilon^n_D ||_1 \leq || \varepsilon^n_{D,j} ||_D. \]

Choosing \( \varepsilon^n_D \in X_D \) and \( \varepsilon^n_D \cdot n_D = 0 \) in equation (4.21) gives

\[ \overline{a_D}(\varepsilon^n_{D,j}, \varepsilon^n_{D,j}) - b_D(\varepsilon^n_{D,j}, \varepsilon^n_{D,j}) - [a_{D,j}(e^n_{D,j}, \varepsilon^n_{D,j}) - \overline{a_D}(e^n_{D,j}, \varepsilon^n_{D,j})] = 0, \]

which further leads to

\[ || \varepsilon^n_{D,j} ||_D \leq C_{II} \frac{b_D(\varepsilon^n_{D,j})}{|| \varepsilon^n_{D,j} ||_1} = C_{II} \frac{\overline{a_D}(\varepsilon^n_{D,j}, \varepsilon^n_{D,j}) - [a_{D,j}(e^n_{D,j}, \varepsilon^n_{D,j}) - \overline{a_D}(e^n_{D,j}, \varepsilon^n_{D,j})]}{|| \varepsilon^n_{D,j} ||_1} \]

\[ \leq C_3 gk_j^{\max} || \varepsilon^n_{D,j} ||_{\text{div}} + C_3 gE_k^{\max} || e^n_{D,j} ||_{\text{div}}, \]

where constant \( C_3 > 0 \) only depends on \( \Omega_D \). This follows that \( \varepsilon^n_{D,j} \) tends to be zero in \( L^2_0(\Omega_D) \).
For the convergence of the pressure \( \| \varepsilon_{S_j}^n \|_S \), a similar way is utilized to obtain

\[
\| \varepsilon_{S_j}^n \|_S \leq C_4 \frac{b_S (\mathbf{v}_S^i, \varepsilon_{S_j}^n)}{\| \mathbf{v}_S^i \|_1} = C_4 \frac{a_S (\varepsilon_{S_j}^n, \mathbf{v}_S^i)}{\| \varepsilon_{S_j}^n \|_1} \leq C_4 \nu \| \varepsilon_{S_j}^n \|_1,
\]

where \( C_4 \) is a positive constant. This implies that the convergence of \( \| \varepsilon_{S_j}^n \|_S \) also holds in \( L_2^\nu (\Omega_S) \).

Then the convergence of series \( \| \eta_{S_j}^n \|_{H^{-1/2} (\Gamma)} \) is proved by using the trace inequality in (4.7)

\[
\| \eta_{S_j}^n \|_{H^{-1/2} (\Gamma)} \leq \sum_{i=1}^{d-1} \xi_{i,j} \| \mathbf{e}_{D_j}^{n-1} \cdot \tau_i \|_{H^{-1/2} (\Gamma)} \leq C_4 \xi_j \| \varepsilon_{S_j}^{n-1} \|_{\text{div}}.
\]

which means that \( \eta_{S_j}^n \) converges to zero in \( H^{-1/2} (\Gamma) \). Moreover, in order to demonstrate the convergence of \( \eta_{S_j}^n \) and \( \eta_{S_j}^n \) for \( H^{-1/2} (\Gamma) \), we can basically use (4.22) and follow the analysis of [12].

For the case \( \delta_S = \delta_D \), if the condition (4.20) holds, the parameter \( \alpha \) in \( \xi_j = \sum_{i=1}^{d-1} \frac{\alpha}{\sqrt{\tau_i \cdot \mathbb{K}_j \cdot \tau_i}} \) must be sufficiently small, as the results of existing studies [4, 9]. The convergence analysis for all other quantities is similar to the discussion in the case \( \delta_S < \delta_D \) above, and is omitted here.

**Remark 4.2.** For the restriction (4.20) on parameters \( \delta_S \) and \( \delta_D \), we further analyze on the influences of some physical parameters \( \alpha, \mathbb{K}_j \) and \( \nu \). If the experimentally determined parameter \( \alpha \) is small enough, as assumed in other literature, we can directly have \( -4g (k_{\text{min}} - E_{k_{j}^{\text{max}}}) < 0 \). Then we can derive a very similar conclusion with the case of \( \delta_S = \delta_D \). As we have discussed, real applications require that the positive parameter \( \alpha \) should not be small enough. Since \( \xi_j = \sum_{i=1}^{d-1} \frac{\alpha}{\sqrt{\tau_i \cdot \mathbb{K}_j \cdot \tau_i}} \), we have

\[
(C_4 \nu (k_{\text{min}} - E_{k_{j}^{\text{max}}})) \leq \frac{1}{2} \left( \frac{E_{k_{j}^{\text{max}}}}{C_4^4} \right) - 4g k_{\text{min}} E_{k_{j}^{\text{max}}}).
\]

So we only require that

\[
(C_4 \nu (k_{\text{min}} - E_{k_{j}^{\text{max}}})) \leq \frac{C_4^4 \nu^2}{2C_4^4}.
\]

As shown above, we can suppose that the hydraulic conductivity tensor \( \mathbb{K}_j \) and the viscosity coefficient \( \nu \) are not sufficiently small, maybe \( O(1) \) or larger, to overcome the assumption in [4, 9].

In the following, we will address the most important contribution that our ensemble DDM algorithm has a mesh-independent convergence rate with some suitable choice of parameters. We first introduce one necessary and important lemma as follows.

**Lemma 4.3.** Suppose \( a_1, a_2, b_1, b_2, c_1, c_2 \) are positive constants, with \( a_2 < a_1, b_2 < b_1, c_2 < c_1, \) and \( A^n, B^n, C^n, n = 1, 2, \cdots \) are three different iterative sequences. If \( a_1 A^n + b_1 B^n + c_1 C^n \leq a_2 A^n + b_2 B^n + c_2 C^n \), the following estimate holds:

\[
a_1 A^n + b_1 B^n + c_1 C^n \leq \max \left\{ \frac{a_2}{a_1} \left( \frac{b_2}{b_1} + \frac{c_2}{c_1} \right) \right\} \left( a_2 A^n + b_2 B^n + c_2 C^n \right).
\]

**Proof.** Without loss of generality, assuming \( \frac{a_2}{a_1} \) is the largest one in \( \left\{ \frac{a_2}{a_1}, \frac{b_2}{b_1}, \frac{c_2}{c_1} \right\} \). Then we have

\[
a_1 A^n + b_1 B^n + c_1 C^n \leq \frac{a_2}{a_1} \left( a_1 A^{n-1} + b_1 B^{n-1} + c_1 C^{n-1} \right) + \left( b_2 - \frac{a_2}{a_1} b_1 \right) B^{n-1} + \left( c_2 - \frac{a_2}{a_1} c_1 \right) C^{n-1}.
\]

Since \( \frac{a_2}{a_1} \) is the largest one, we know \( \frac{a_2}{a_1} \geq \frac{b_2}{b_1} \) and \( \frac{a_2}{a_1} \geq \frac{c_2}{c_1} \), which can inform that \( b_2 - \frac{a_2}{a_1} b_1 \leq 0 \) and \( c_2 - \frac{a_2}{a_1} c_1 \leq 0 \). Then by recurrence we can derive

\[
a_1 A^n + b_1 B^n + c_1 C^n \leq \frac{a_2}{a_1} \left( a_1 A^{n-2} + b_1 B^{n-2} + c_1 C^{n-2} \right) \leq \frac{a_2}{a_1} \left( a_2 A^{n-2} + b_2 B^{n-2} + c_2 C^{n-2} \right)
\]
where \( k \) and (4.22), we can get given positive constant \( C \) which means that the random hydraulic conductivity tensor satisfies small disturbance. For a \( \xi \), see for instance (3.34) therein of \[ 12 \].

**Theorem 4.4.** For the case of \( \delta_S < \delta_D \), if selecting the parameters \( \delta_S \) and \( \delta_D \) as

\[
\frac{2(C_{tr} C_{tr} \xi)^2}{C_{1} \nu} - g(k^\min - E_{k_j}) < \delta_D - \delta_S < \frac{C_{1} \nu}{C_{4}}, \quad \rho(\delta_S, \delta_D) < 1.
\]

(4.26)

where \( \rho(\delta_S, \delta_D) := \frac{1 + C_3^2 g(\delta_D - \delta_S)[(k^\max)^2 + (E_{k_j})^2] + 2gE_{k_j}(k^\min - E_{k_j})}{4(\delta_S^2 - \delta_D^2)(k^\min - E_{k_j})} \), and assuming that

\[
E_{\xi_i,j}^\min < \xi, \quad E_{k_j}^\max < k^\min,
\]

(4.27)

which means that the random hydraulic conductivity tensor satisfies small disturbance. For a given positive constant \( C^* \), the Ensemble DDM algorithm has the following convergence

\[
\|e_{S_j}^N\|^2 + \|e_{S_j}^N\|^2 + \|e_{D_j}^{N-1}\|_{\text{div}}^2 + \|e_{D_j}^N\|^2 + \|e_{D_j}^N\|^2 \\
+ \|\eta_{S_j}^N\|^2_{\Gamma} + \|\eta_{D_j}^N\|^2_{\Gamma} + \sqrt{\rho(\delta_S, \delta_D)} \|\eta_{D_j}^N\|^2_{\Gamma}
\]

\[
\leq C^* \max \left\{ \sum_{i=1}^{d-1} E_{\xi_{i,j}}^\max, 2gk^\min \left( \|\eta_{D_j}^N\|^2_{\Gamma} + \sqrt{\rho(\delta_S, \delta_D)} \|\eta_{D_j}^N\|^2_{\Gamma} \right) \right\}^N - 1
\]

\[
\|e_{D_j}^N\|_{\text{div}}^2 + (\delta_S + \delta_D) gk^\min \|e_{D_j}^0\|_{\text{div}}^2
\]

(4.28)

**Proof.** Firstly, the test function \( v_D \) with the properties

\[
v_D \cdot n_D \mid \Gamma = \eta_{D_j}^N, \quad \|v_D\|_{\Gamma} \leq \|\eta_{D_j}^N\|_{\Gamma}.
\]

(4.29)

can be constructed, see for instance (3.34) therein of \[ 12 \].

Substituting such \( v_D \) into (4.23), and using the Cauchy-Schwarz inequality, Young’s inequality and (4.22), we get

\[
\|\eta_{D_j}^n - e_{D_j}^n\|^2_{\Gamma} = \neg \cdot (e_{D_j}^n, v_D) + b_D(e_{D_j}^n, v_D) - \delta_D (e_{D_j}^{n-1} \cdot n_D, \eta_{D_j}^n - e_{D_j}^n)
\]

\[
+ g((k_{D_j} - k)e_{D_j}^{n-1}, v_D) + g(k_{D_j} - k^\min)(\text{div} e_{D_j}^{n-1}, \text{div} v_D)
\]

\[
\leq gk_{D_j}^\max \|e_{D_j}^{n-1}\|_{\text{div}}^2 \|v_D\|_{\div} + g\|e_{D_j}^{n-1}\|_{\Gamma} \|\nabla \cdot v_D\|_{\Gamma}
\]

\[
+ \delta_D \|e_{D_j}^{n-1} \cdot n_D\|_{\Gamma} \|\eta_{D_j}^{n-2}\|_{\Gamma} + gE_{k_j}^\max \|e_{D_j}^{n-2}\|_{\text{div}}^2 \|v_D\|_{\div}
\]

\[
\leq (1 + C_3)gk_{D_j}^\max \|e_{D_j}^{n-1}\|_{\text{div}} \|\eta_{D_j}^{n-2}\|_{\Gamma} + (1 + C_3)gE_{k_j}^\max \|e_{D_j}^{n-2}\|_{\text{div}} \|\eta_{D_j}^{n-2}\|_{\Gamma}
\]

\[
+ \delta_D \|e_{D_j}^{n-1} \cdot n_D\|_{\Gamma} \|\eta_{D_j}^{n-2}\|_{\Gamma}
\]

\[
\leq \frac{1}{2}(\delta_S + \delta_D) g(k_{D_j}^\min - E_{k_j}^\max) \|e_{D_j}^{n-1}\|_{\text{div}}^2 + \frac{\delta_S^2 - \delta_D^2}{2} \|e_{D_j}^{n-1} \cdot n_D\|_{\Gamma}^2
\]
\begin{align*}
+ (\delta_S + \delta_D) g(\bar{k}^\min - E_{k_j}^{\max}) ||\eta_{D_j}^{n-2}||^2_{\text{div}} + \rho(\delta_S, \delta_D) ||\eta_{D_j}^{n-2}||^2,
\end{align*}

where

\begin{align*}
\rho(\delta_S, \delta_D) := \frac{(1 + C_3)^2 g(\delta_D - \delta_S)[2(\bar{k}^{\max})^2 + (E_{k_j}^{\max})^2] + 2\delta_D^2(\bar{k}^{\min} - E_{k_j}^{\max})}{4(\delta_D - \delta_S^2)(\bar{k}^{\min} - E_{k_j}^{\max})}.
\end{align*}

In the equation \(4.11\), replacing the term \(||\eta_{S_j}^{n-1}||^2\) by the equation \(4.14\)-\(4.18\) and \(4.30\), using the Poincaré, Korn’s and Young’s inequalities, we can conclude

\begin{align*}
||\eta_{D_j}^n||^2_{\text{r}} = ||\eta_{D_j}^{n-2}||^2_{\text{r}} + (\delta_D - \delta_S^2)||\eta_{S_j}^n \cdot n_s||^2_{\text{r}} + (\delta_S^2 - \delta_D)||\eta_{D_j}^{n-1} \cdot n_D||^2_{\text{r}}
\end{align*}

\begin{align*}
-2(\delta_S + \delta_D) \left\{ a_S(e_{S_j}^n, e_{S_j}^n) + \bar{k}^n(e_{D_j}^{n-1} \cdot e_{D_j}^{n-1}) + \sum_{i=1}^{d-1} \xi_{i,j} ||e_{S_j}^n \cdot \tau_i||^2
\end{align*}

\begin{align*}
- \sum_{i=1}^{d-1} \xi_{i,j}(e_{D_j}^{n-1} \cdot \tau_i, e_{S_j}^n \cdot \tau_i) + \sum_{i=1}^{d-1} \xi_{i,j} (\bar{k}_i - \xi_{i,j}) ||e_{S_j}^{n-1} \cdot \tau_i||^2
\end{align*}

\begin{align*}
+ g(\bar{k}_j^n - \bar{k}^n) ||\eta_{S_j}^{n-1}||^2_{\text{div}} + g(\bar{k}_j^{\min} - \bar{k}^{\min}) (\text{div} e_{D_j}^{n-2}, \text{div} e_{D_j}^{n-1})
\end{align*}

\begin{align*}
\leq ||\eta_{D_j}^{n-2}||^2_{\text{r}} + \frac{\delta_S^2 - \delta_D^2}{2} ||\eta_{D_j}^{n-1} \cdot n_D||^2_{\text{r}} - 2(\delta_S + \delta_D)
\end{align*}

\begin{align*}
\left\{ \left( \frac{C_1 \nu}{2} - \frac{C_4(\delta_D - \delta_S)}{2} \right) ||e_{S_j}^n||^2_{\text{r}} + \sum_{i=1}^{d-1} \frac{2\bar{k}_i - E_{k_i}^{\max}}{2} ||e_{S_j}^n \cdot \tau_i||^2_{\text{r}} - \sum_{i=1}^{d-1} \frac{E_{k_i}^{\max}}{||e_{S_j}^{n-1} \cdot \tau_i||^2_{\text{r}}}
\end{align*}

\begin{align*}
+ \left( g(\bar{k}_j^{\min} - \bar{k}^{\min}) \frac{\bar{k}^{\min}}{4} + \frac{\delta_S - \delta_D}{4} \right) ||e_{S_j}^n||^2_{\text{r}} - \frac{g(\bar{k}_j^{\max})}{2} ||e_{D_j}^{n-2}||^2_{\text{div}}
\end{align*}

\begin{align*}
\leq \rho(\delta_S, \delta_D) ||\eta_{D_j}^{n-2}||^2_{\text{r}} - 2(\delta_S + \delta_D) \left\{ \left( \frac{C_1 \nu}{2} - \frac{C_4(\delta_D - \delta_S)}{2} \right) ||e_{S_j}^n||^2_{\text{r}}
\end{align*}

\begin{align*}
+ \sum_{i=1}^{d-1} \frac{2\bar{k}_i - E_{k_i}^{\max}}{2} ||e_{S_j}^n \cdot \tau_i||^2_{\text{r}} - \sum_{i=1}^{d-1} \frac{E_{k_i}^{\max}}{||e_{S_j}^{n-1} \cdot \tau_i||^2_{\text{r}}}
\end{align*}

\begin{align*}
+ \left( \frac{3g(\bar{k}_j^{\min})}{4} + \frac{gE_{k_j}^{\max}}{4} + \frac{\delta_S - \delta_D}{4} \right) ||e_{D_j}^{n-1}||^2_{\text{div}} - \frac{g(\bar{k}_j^{\min})}{2} ||e_{D_j}^{n-2}||^2_{\text{div}}
\end{align*}

Then if improving the additional condition \(4.20\) as:

\begin{align*}
\frac{2(C_1 \nu C_4 \xi_j)^2}{C_4} - g(\bar{k}_j^{\min} - E_{k_j}^{\max}) < \delta_D - \delta_S < \frac{C_1 \nu}{C_4},
\end{align*}

so that \( \frac{3g(\bar{k}_j^{\min})}{4} + \frac{gE_{k_j}^{\max}}{4} + \frac{\delta_S - \delta_D}{4} \frac{(C_1 \nu C_4 \xi_j)^2}{2C_1 \nu} > \bar{k}_j^{\min} \). To this end, assuming that

\begin{align*}
\rho(\delta_S, \delta_D) < 1,
\end{align*}

we can derive

\begin{align*}
2(\delta_S + \delta_D) \sum_{i=1}^{d-1} \frac{2\bar{k}_i - E_{k_i}^{\max}}{2} ||e_{S_j}^n \cdot \tau_i||^2_{\text{r}} + \left( \frac{3g(\bar{k}_j^{\min})}{4} + \frac{gE_{k_j}^{\max}}{4} + \frac{\delta_S - \delta_D}{4} \frac{(C_1 \nu C_4 \xi_j)^2}{2C_1 \nu} \right) ||e_{D_j}^{n-1}||^2_{\text{div}}
\end{align*}
which can be technically transformed into

\[
\left(\|\eta_{D_j}^n\|_2^2 + \sqrt{\rho(\delta_S, \delta_D)}\|\eta_{D_j}^{n-1}\|_2^2\right) + 2(\delta_S + \delta_D)\sum_{i=1}^{d-1} \frac{2\xi_i^* - \frac{E_{\xi_i}^{\max}}{2}}{2} \|e_{S_j}^{n-1} \cdot \tau_i\|_2^2 + 2(\delta_S + \delta_D)\frac{gk_{\min}}{2} \|e_{D_j}^{n-2}\|_{\text{div}}^2.
\]

Finally, by utilizing Lemma 4.3, we arrive at

\[
\left(\|\eta_{D_j}^N\|_2^2 + \sqrt{\rho(\delta_S, \delta_D)}\|\eta_{D_j}^{N-1}\|_2^2\right) + 2(\delta_S + \delta_D)\sum_{i=1}^{d-1} \frac{2\xi_i^* - \frac{E_{\xi_i}^{\max}}{2}}{2} \|e_{S_j}^{N-1} \cdot \tau_i\|_2^2 + 2(\delta_S + \delta_D)\left(\frac{3gk_{\min}}{4} - gE_{k_j}^{\max} + \delta_D - \delta_S - \frac{(C_\tau C_{\xi}^\prime \xi_j)^2}{2C_1\nu}\right) \|e_{\xi_j}^{N-1}\|_{\text{div}}^2
\]

\[
\leq \max \left\{\sqrt{\rho(\delta_S, \delta_D)}\left(\|\eta_{D_j}\|_2^2 + \sqrt{\rho(\delta_S, \delta_D)}\|\eta_{D_j}\|_2^2\right) + (\delta_S + \delta_D)\sum_{i=1}^{d-1} \frac{E_{\xi_i}^{\max}}{2} ||e_{S_j}^i \cdot \tau_i||_2^2 + gk_{\min} \|e_{D_j}\|_{\text{div}}^2\right\}.
\]
find the evolution of $\hat{\rho}(d_S, d_D) < 0$ and $\hat{\rho}(d_S, d_D) > 0$ respectively. In addition, compared with Fig. 3.1 in [13], we can see that the present limitations on the choice of the parameters for the ensemble DDM are stricter.

5. Optimized Robin Parameters. For Robin-type transmission conditions, it is of great interest to find optimized Robin parameters to accelerate the convergence of our proposed iterative algorithms. The optimized Schwarz methods have been widely studied for different PDEs and recently for the Stokes-Darcy model in [13–16]. In this section, we will utilize the Fourier transform in the direction tangential to the interface (corresponding to the $y$-variable in the case studied here), which mainly follows the analysis technique of [13]. Hence, the same problem domain and hypotheses as used in [13] are considered, namely, the fluid region is the half-plane $\Omega = \{(x, y) \in \mathbb{R}^2 : x < 0 \}$, and the porous media is another half-plane $\Omega_S = \{(x, y) \in \mathbb{R}^2 : x > 0 \}$, separated by the interface $\Gamma = \{(x, y) \in \mathbb{R}^2 : x = 0 \}$. For the sake of the clearance of the analysis, we similarly assume that $g = 1, z = 0, \text{ and } \mathbb{K}_j(x) = \hat{k}_j I$, where $\hat{k}_j$ is a positive constant. Then, we can define $\bar{k} = \bar{\beta} \sum_{j=1}^{d} \hat{k}_j^{-1}$. Under such circumstances, given $e_0^{S_j}, e_0^{S_j}, e_0^{D_j}$ and $\varepsilon_0^{D_j}$, the Stokes-Darcy error equations by the idea of the ensemble domain decomposition can be expressed as:

$$-\nabla \cdot (T(e_S^{n_j}, \varepsilon_S^{n_j}) \cdot n_S) - \delta_S e_S^{n_j} \cdot n_S = e_D^{n_j} + \delta_S e_D^{n_j} \cdot n_D \quad \text{on } \{0\} \times \mathbb{R}, \quad (5.1)$$

$$-\nabla \cdot e_S^{n_j} = 0 \quad \text{in } (-\infty, 0) \times \mathbb{R}, \quad (5.2)$$

$$-\tau_i \cdot (T(e_S^{n_j}, \varepsilon_S^{n_j}) \cdot n_S) - \nabla \cdot e_S^{n_j} = \frac{\alpha}{\sqrt{\tau_i \cdot T \tau_i}} \tau_i e_S^{n_j} + \left( \frac{\alpha}{\sqrt{\tau_i \cdot T \tau_i}} \right) \tau_i \cdot (e_S^{n_j} - e_D^{n_j}) \quad \text{on } \{0\} \times \mathbb{R}, \quad (5.3)$$

$$\bar{K} e_D^{n_j} + (K^{-1}_j - \bar{K}) e_D^{n_j} = -\nabla \varepsilon_D^{n_j} \quad \text{in } (0, \infty) \times \mathbb{R}, \quad (5.4)$$

$$\nabla \cdot e_D^{n_j} = 0 \quad \text{in } (0, \infty) \times \mathbb{R} \quad (5.5)$$

$$\varepsilon_D^{n_j} - \delta_D e_D^{n_j} \cdot n_D = -n_S \cdot (T(e_S^{n_j}, \varepsilon_S^{n_j}) \cdot n_S) + \delta_D e_S^{n_j} \cdot n_S \quad \text{on } \{0\} \times \mathbb{R}, \quad (5.6)$$

Then, for $w(x, y) \in L^2(\mathbb{R}^2)$, we can define the Fourier transform as: $\hat{\mathcal{F}} : w(x, y) \rightarrow \hat{w}(x, m) = \int_{\mathbb{R}} e^{-imy} w(x, y) dy$, where $m$ is the frequency variable. We can explicitly characterize the conver-
gence factor of the proposed ensemble domain decomposition algorithm in the following theorem.

**Theorem 5.1.** Given \((e_{Sj}^n, e_{Sj}^\delta, e_{Dj}^0, e_{Dj}^0)\), the convergence factor of the ensemble domain decomposition algorithm does not depend on the iteration, which is precisely given by

\[
\rho(\delta_S, \delta_D, m) = \frac{2\nu|m| - \delta_D}{2\nu|m| + \delta_S},
\]

(5.8)

**Proof.** Following the analysis of Proposition 3.1 in [13], we can utilize the same arguments to obtain the results for the Stokes error equations (5.11)-(5.14) and the Darcy error equations (5.5)-(5.7). For any \(m\), the pressure error \(\hat{\varepsilon}_{Sj}^n\) and the \(x\)-direction component of the velocity error \(\hat{\varepsilon}_{Dj1}^n\) satisfy

\[
\hat{\varepsilon}_{Sj}^n(x, m) = P^n(m)e^{m|x|}, \quad \hat{\varepsilon}_{Sj1}^n(x, m) = \left(A^n(m) + \frac{\nu}{2\nu}P^n(m)\right)e^{m|x|},
\]

(5.9)

where the value of \(P^n(m)\) and \(A^n(m)\) are only determined by the interface condition (5.3). The piezometric head error \(\hat{\varepsilon}_{Dj}^n\) of the Darcy equation (5.5)-(5.6) is given by

\[
\hat{\varepsilon}_{Dj}^n(x, m) = Q^n(m)e^{-m|x|},
\]

(5.10)

where the value of \(Q^n(m)\) is determined uniquely by the interface condition (5.7). Since the equation (5.5) is linear, we can assume the \(x\)-direction component of the velocity error \(\hat{\varepsilon}_{Dj1}^n\) of the Darcy system as

\[
\hat{\varepsilon}_{Dj1}^n(x, m) = B^n(m)e^{-m|x|}.
\]

(5.11)

This definition of \(\hat{\varepsilon}_{Dj1}^n\) is the unique solution that satisfies equation (5.5), where the value of \(B^n(m)\) can be obtained by the interface condition (5.7). Substituting (5.10)-(5.11) into (5.5), then letting \(x = 0\) we can get

\[
\hat{k}B^n(m) - (\hat{k} - \hat{k}_j^{-1})B^{n-1}(m) = |m|Q^n(m).
\]

(5.12)

Inserting (5.8)-(5.11) into (5.12) and (5.7), we have

\[
-(2\nu|m| + \delta_S)A^n(m) = Q^{n-1}(m) - \delta_SA^{n-1}(m),
\]

(5.13)

\[
Q^n(m) + \delta_DA^n(m) = (\delta_D - 2\nu|m|)A^{n-1}(m).
\]

(5.14)

To display our analysis much clearer and instructively, we omit the variable \(m\) for \(A\) and \(B\) with suitable superscripts temporarily. We can combine the three equations (5.12)-(5.14) for purpose of removing \(Q^n\) or \(Q^{n-1}\) to obtain

\[
(\hat{k} + \delta_D|m|)B^n = (\hat{k} - \hat{k}_j^{-1})B^{n-1} + |m|(|\delta_D - 2\nu|m|)A^{n-1},
\]

(5.15)

\[
(\hat{k} - \delta_S|m|)B^n + |m|(2\nu|m| + \delta_S)A^{n+1} = (\hat{k} - \hat{k}_j^{-1})B^{n-1},
\]

(5.16)

\[
(\delta_S + \delta_D)B^n - (2\nu|m| + \delta_S)A^{n+1} = (\delta_D - 2\nu|m|)A^{n-1}.
\]

(5.17)

Replacing the term \(A^{n-1}\) in equation (5.15) by equation (5.16), we can derive

\[
(\hat{k} + \delta_D|m|)B^n - (\hat{k} - \hat{k}_j^{-1})B^{n-1} = \frac{2\nu|m| - \delta_D}{2\nu|m| + \delta_S}\left[\hat{k}_j^{-1}B^{n-2} - (\hat{k} - \hat{k}_j^{-1})B^{n-3}\right],
\]

(5.18)
We can deduce the following theorem that provides the solution to the optimization procedure.

\[
B^n - \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^{n-1} = \frac{2\nu|m| - \delta_D}{2\nu|m| + \delta_S} \left[ B^{n-2} - \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^{n-3} \right] - \frac{2\nu|m| - \delta_D (\delta_S + \delta_D)|m|}{2\nu|m| + \delta_S} \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^{n-2}. 
\]

Then, we can write equation (5.17) as

\[
\frac{-2\nu|m| - \delta_D (\delta_S + \delta_D)|m|}{2\nu|m| + \delta_S} \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^{n-2} = - \frac{(2\nu|m| - \delta_D)|m|}{k + \delta_D|m|} A^{n-1} + \frac{2\nu|m| - \delta_D (2\nu|m| - \delta_D)|m|}{2\nu|m| + \delta_S} \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} A^{n-2}. 
\]

Consequently, we can deduce

\[
B^n - \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^{n-1} + \frac{(2\nu|m| - \delta_D)|m|}{k + \delta_D|m|} A^{n-1} = \frac{2\nu|m| - \delta_D}{2\nu|m| + \delta_S} \left[ B^{n-2} - \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^{n-3} + \frac{(2\nu|m| - \delta_D)|m|}{k + \delta_D|m|} A^{n-2} \right]. 
\]

Finally, we arrive at

\[
\left| B^{2n} - \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^{2n-1} + \frac{(2\nu|m| - \delta_D)|m|}{k + \delta_D|m|} A^{2n-1} \right| = \rho^n(\delta_S, \delta_D, m) \left| B^1 - \frac{k - \hat{k}_j^{-1}}{k + \delta_D|m|} B^0 + \frac{(2\nu|m| - \delta_D)|m|}{k + \delta_D|m|} A^0 \right|, 
\]

by which the convergence factor \(\rho(\delta_S, \delta_D, m)\) as given by (5.8) is demonstrated. 

In order to ensure the convergence of the ensemble algorithm for all relevant frequencies, the optimized Robin parameters \(\delta_S, \delta_D > 0\) need to be characterized. Inspired by (1.3), the relevant frequencies are assumed in a range of \(0 < m_{\text{min}} \leq m \leq m_{\text{max}}\), where \(m_{\text{min}} = \frac{\tau}{L}\) (L is the length of the interface I) and \(m_{\text{max}} = \frac{\tau}{\delta} \) (h is the mesh size). The Robin parameters should satisfy that \(\delta_S < \delta_D\) and \(\rho(\delta_S, \delta_D, m) < 1\) for all \(m \in [m_{\text{min}}, m_{\text{max}}]\). It is clear that the optimal Robin parameters can be easily devised from (5.5): \(\delta^\text{exact}_D = 2\nu m\) and any \(\delta^\text{exact}_S < \delta^\text{exact}_D\), unfortunately, they are not viable.

We utilize the well-known min-max technique to find the optimal Robin parameters \(\delta_S, \delta_D\) by minimizing the convergence rate over all the relevant frequencies, which is equivalent to solving the min-max problem

\[
\min_{0 < \delta_S < \delta_D} \max_{m \in [m_{\text{min}}, m_{\text{max}}]} \rho(\delta_S, \delta_D, m). \tag{5.18} 
\]

We can deduce the following theorem that provides the solution to the optimization procedure.

**Theorem 5.2.** The solution of the min-max problem (5.18) is: for any \(\delta_S^* > 0\),

\[
\delta_D = \frac{4\nu^2 m_{\text{min}} m_{\text{max}} + \nu (m_{\text{min}} + m_{\text{max}}) \delta^*_S}{\nu (m_{\text{min}} + m_{\text{max}}) + \delta^*_S}. \tag{5.19} 
\]
Moreover, \( 0 < \delta_S^* < \delta_D^* \) and \( \rho(\delta_S^*, \delta_D^*, m) < 1 \) for all \( m \in [m_{\min}, m_{\max}] \).

**Proof.** Following the Lemma 3.2 in [13] and adapting a similar argument, we can easily derive a similar conclusion: for any given \( m \in (0, +\infty) \), \( \nabla \rho(\delta_S^{\text{exact}}, \delta_D^{\text{exact}}, m) = 0 \) and the point \((\delta_S^{\text{exact}}, \delta_D^{\text{exact}})\) is an absolute minimum. So, wherever the maximum with respect to \((\delta_S, \delta_D)\) needs to consider the limitation of \( 0 < \delta_S < \delta_D \). Next, we further consider the square of the convergence factor \( \rho(\delta_S, \delta_D, m) \), which leads to

\[
\hat{\rho}(\delta_D, m) = \left( \frac{2\nu m - \delta_D}{2\nu m + \delta_S} \right)^2, \quad \text{for any given } \delta_S > 0.
\]

(5.20)

The minimum value of \( \hat{\rho}(\delta_D, m) \) can be taken to be zero at \( m = \frac{\delta_D}{2\nu} \), meanwhile, since the function in (5.20) is continuous, its maximum must be achieved at either endpoint of the interval \([m_{\min}, m_{\max}]\).

By simple argument, we can show that \( \hat{\rho}(0, m_{\min}) < \hat{\rho}(0, m_{\max}) \) and \( \lim_{\delta_D \to \infty} \frac{\hat{\rho}(\delta_D, m_{\min})}{\hat{\rho}(\delta_D, m_{\max})} > 1 \) (other properties are similar to [13]), so we can derive that

\[
\max_{m \in [m_{\min}, m_{\max}]} \hat{\rho}(\delta_D, m) = \begin{cases} \hat{\rho}(\delta_D, m_{\min}), & \text{for } \delta_D > \delta_D^*, \\ \hat{\rho}(\delta_D, m_{\max}), & \text{for } \delta_D \leq \delta_D^*, \\ \end{cases}
\]

where \( \delta_D^* > 0 \) is the value at which the convergence rate exhibits a balance between the minimum and maximum frequencies, i.e., \( \hat{\rho}(\delta_D^*, m_{\min}) = \hat{\rho}(\delta_D^*, m_{\max}) \). Then, the positive value \( \delta_D^* \) given in (5.19) can be easily derived by simple calculation. We can also easily verify that \( \rho(\delta_D^*, m) < 1 \) for all \( m \in [m_{\min}, m_{\max}] \) by showing that both \( \rho(\delta_D^*, m_{\min}) < 1 \) and \( \rho(\delta_D^*, m_{\max}) < 1 \) hold.

**Remark 5.1.** In Theorem 3.2, the optimal Robin parameters \( \delta_S^* \) and \( \delta_D^* \) need to satisfy (5.19)

![Fig. 5.1. The function \( \delta_D^* = \frac{4\nu^2 m_{\min} m_{\max} + \nu^2 (m_{\min} + m_{\max}) \delta_S^*}{\nu (m_{\min} + m_{\max}) + \delta_S^*} \) with different \( \nu \) and \( h \).](image)

and \( 0 < \delta_S^* < \delta_D^* \), so their selections should be more cautious. Intuitively, we display some possible choices of \( \delta_S^*, \delta_D^* \) with different \( \nu \) and \( h \) in Fig. 5.1. If the pair of \((\delta_S^*, \delta_D^*)\) locates above the red dotted line, it indicates that such pair is acceptable.

6. **Finite Element Approximations.** In this section, we will further study the finite element discretization of the Ensemble DDM algorithm. Consider a regular, quasi-uniform triangulation \((d = 2)\) or tetrahedron \((d = 3)\) \( T_h \) with mesh scale \( h \) for the global domain \( \Omega \). For the subdomains \( \Omega_S \) and \( \Omega_D \), two triangulations \((d = 2)\) or tetrahedrons \((d = 3)\) \( T_{S,h} \), \( T_{D,h} \) are assumed to be compatible at the interface \( \Gamma \), on which the triangulation of the meshes on \( \Gamma \) is also quasi-uniform.
The conforming Stokes velocity, pressure, and Darcy velocity, hydraulic head finite element spaces can be defined to satisfy $X_{S,h} \subset X_{S}$, $Q_{S,h} \subset Q_{S}$, $X_{D,h} \subset X_{D}$, $Q_{D,h} \subset Q_{D}$. Here, the pair of spaces $(X_{S,h}, Q_{S,h})$ is assumed to satisfy the discrete LBB or inf-sup condition, meanwhile the Darcy finite element spaces $(X_{D,h}, Q_{D,h})$ are also supposed to permit the standard inf-sup condition. MINI elements $P1b - P1$ for Stokes and $BDM1 - P0$ elements for mixed Darcy are one class of suitable choices that will be used in the numerical test.

The finite element approximation of the decoupled Stokes-Darcy model and the finite element (FE) Ensemble DDM algorithm can be obtained from $\eqref{1.1}$ and $\eqref{1.3}$ and Ensemble DDM algorithm $\eqref{2.1}$-$\eqref{2.7}$ by adding $h$ in the subscript of all the functions and spaces, and is omitted here.

Next, we will study the convergence of this FE Ensemble DDM algorithm. The error functions and error equations are defined similarly as $\eqref{6.4}$-$\eqref{6.7}$, by adding $h$ in the subscripts. Moreover, we have two important equations similarly as $\eqref{4.1}$-$\eqref{4.2}$:

\begin{align}
||\eta_{Dj,h}^n||^2_1 &= ||\eta_{Sj,h}^{n-1}||^2_1 + (\delta_D^2 - \delta_S^2)||e_{Sj,h}^n \cdot \tau_i||^2_1 - 2(\delta_S + \delta_D)\mu_S(e_{Sj,h}^n, e_{Sj,h}^n) \\
&= -2(\delta_S + \delta_D) \sum_{i=1}^{d-1} \xi_i ||e_{Sj,h}^n \cdot \tau_i||^2_1 + 2(\delta_S + \delta_D) \sum_{i=1}^{d-1} \xi_i (e_{Sj,h}^{n-1} \cdot \tau_i, e_{Sj,h}^n \cdot \tau_i) \\
&= -2(\delta_S + \delta_D) \sum_{i=1}^{d-1} (\xi_i - \xi_i^T)(e_{Sj,h}^{n-1} \cdot \tau_i, e_{Sj,h}^n \cdot \tau_i), \quad (6.1)
\end{align}

\begin{align}
||\eta_{Sj,h}^{n-1}||^2_1 &= ||\eta_{Dj,h}^n||^2_1 + (\delta_S^2 - \delta_D^2)||e_{Dj,h}^n \cdot \tau_i||^2_1 - 2(\delta_S + \delta_D)\mu_D(e_{Dj,h}^n, e_{Dj,h}^n) \\
&= -2(\delta_S + \delta_D) \sum_{i=1}^{d-1} (\xi_i - \xi_i^T)(e_{Dj,h}^n \cdot \tau_i, e_{Dj,h}^n \cdot \tau_i), \quad (6.2)
\end{align}

In $\eqref{6.2}$, the term $||e_{Dj,h}^n \cdot \tau_i||^2_1$ is positive in the case of $\delta_S > \delta_D$, which is one of the main difficult issue encountered in the convergence analysis of the corresponding continuous problem. To resolve such difficulty, we make use of the following trace-inverse inequality $\eqref{12}$:

\begin{align}
||e_{Dj,h}^n \cdot \tau_i||^2_1 &\leq C_5 h^{-1} ||e_{Dj,h}^n||^2_D \leq C_5 h^{-1} ||e_{Dj,h}^n||^2_{div}, \quad (6.3)
\end{align}

where the positive constant $C_5$ only depends on the domain $\Omega_D$.

Now we can present the convergence results of the FE Ensemble DDM in the case $\delta_S > \delta_D$.

**Theorem 6.1.** For the case of $\delta_S > \delta_D$, assume that the hydraulic conductivity tensor $K_j$ is small enough and the parameters $\delta_S, \delta_D$ are chosen to satisfy

\begin{align}
\delta_S - \delta_D < \frac{h g C_1 \nu (k_{min} - E_{max}^{sup}) - 2h (C_1 C_2 \xi_1^T)^2}{4 C_1 C_3 \nu}, \quad \rho' (\delta_S, \delta_D) < 1, \quad (6.4)
\end{align}

where $\rho' (\delta_S, \delta_D) := \frac{1 + \rho (\delta_S - \delta_D) [2(k_{max}^{sup})^2 + (E_{max}^{sup})^2] + \delta_D (k_{min}^{sup} - E_{max}^{sup})}{4 (\delta_S - \delta_D) (k_{min}^{sup} - k_{max}^{sup})}$, with the conditions

\begin{align}
E_{\xi,j}^{max} < \xi_j, \quad E_{k,j}^{max} < k_{min}. \quad (6.5)
\end{align}

Then the following convergence estimates for the FE Ensemble DDM algorithm are guaranteed

\begin{align}
||e_{Sj,h}^N||_1 + ||e_{Sj,h}^{N-1}||^2 + ||e_{Dj,h}^N||_{div} + ||e_{Dj,h}^{N-1}||^2 
\end{align}
+\|\eta_{Sj,h}^N\|_{\Gamma}^2 + \|\eta_{Sj,\tau,h}\|_{H^{-\frac{1}{2}}(\Gamma)}^2 + \|\eta_{Dj,h}^N\|_{\Gamma}^2 + \rho'(\delta_S, \delta_D)\|\eta_{Dj,h}^{N-1}\|_{\Gamma}^2 \\
\leq \bar{C}^* \max \left\{ \sqrt{\rho'(\delta_S, \delta_D)}, \sum_{i=1}^{d-1} \frac{E_{\xi_i}^{\max}}{2\xi_i - E_{\xi_{i,j}}^{\max}} CR \right\}^{N-2} \left[ \sqrt{\rho'(\delta_S, \delta_D)} \left( \|\eta_{Dj,h}^1\|_{\Gamma}^2 \right) \right. \\
+ \left. \sqrt{\rho'(\delta_S, \delta_D)} \|\eta_{Dj,h}^0\|_{\Gamma}^2 \right) + (\delta_S + \delta_D) \sum_{i=1}^{d-1} E_{\xi_{i,j}}^{\max} ||e_{Sj,h}^i \cdot \tau_i||_{\Gamma}^2 + (\delta_S + \delta_D) g k \min \|e_{Dj,h}^0\|_{\text{div}}^2 \right],

for a given positive constant \(\bar{C}^*\), here the convergence rate \(CR\) is defined by

\[
CR = \frac{2h\bar{k}\min}{h(3gk\min - g E_{k_j}^{\max} - \frac{2(C_{i\nu} C_i^\prime \xi_j)^2}{C_{i\nu}^2}) - 2C_5(\delta_S - \delta_D),}
\]

**Proof.** Similarly with the analysis in (4.30), substituting the test function \(\nu_D\) defined as (4.29) into (4.3), and applying the Cauchy-Schwarz inequality, Young’s inequality and (4.22) to derive

\[
\|\eta_{Dj,h}^{n-2}\|_{\Gamma}^2 \leq \frac{1}{2}(\delta_S + \delta_D) g \left(k\min - E_{k_j}^{\max}\right) ||e_{Dj,h}^{n-1}||_{\text{div}}^2 + (\delta_S^2 - \delta_D^2) ||e_{Dj,h}^{n-1} \cdot n_D||_{\Gamma}^2 \\
+ (\delta_S + \delta_D) g \left(k\min - E_{k_j}^{\max}\right) ||e_{Dj,h}^{n-2}||_{\text{div}}^2 + \rho'(\delta_S, \delta_D) \|\eta_{Dj,h}^{n-2}\|_{\Gamma}^2,
\]

where

\[
\rho'(\delta_S, \delta_D) := \frac{(1 + C_3n(\delta_S - \delta_D))(2(k\min)^2 + (E_{k_j}^{\max})^2) + \delta_D^2(k\min - E_{k_j}^{\max})}{4(\delta_S^2 - \delta_D^2)(k\min - E_{k_j}^{\max})}.
\]

By replacing the term \(\|\eta_{Sj,h}^{n-1}\|_{\Gamma}^2\) by (6.2) in the equation (6.1), and then using (4.14)-(4.18) and (4.30), also by the Poincaré, Korn’s, Young’s and the trace-inverse (6.3) inequalities, we arrive at

\[
\|\eta_{Dj,h}^{n-2}\|_{\Gamma}^2 \leq \rho'(\delta_S, \delta_D) \|\eta_{Dj,h}^{n-2}\|_{\Gamma}^2 \\
-2(\delta_S + \delta_D) \left[ \frac{C_{i\nu}}{2} ||e_{Sj,h}^n||_{\Gamma}^2 + \sum_{i=1}^{d-1} \frac{E_{\xi_i}^{\max}}{2}\|e_{Sj,h}^i \cdot \tau_i||_{\Gamma}^2 - \sum_{i=1}^{d-1} \frac{E_{\xi_{i,j}}^{\max}}{2}\|e_{Sj,h}^i \cdot \tau_i||_{\Gamma}^2 \\
+ \left( \frac{3gk\min}{4} - \frac{g E_{k_j}^{\max}}{4} + C_5 h^{-1}(\delta_S - \delta_D) - \frac{(C_{i\nu} C_i^\prime \xi_j)^2}{2C_{i\nu}} \right)||e_{Dj,h}^{n-2}||_{\text{div}}^2 - \frac{g k\min}{2} ||e_{Dj,h}^{n-2}||_{\text{div}}^2 \right].
\]

Under the assumption

\[
\delta_S - \delta_D < \frac{h g C_{i\nu}(k\min - E_{k_j}^{\max})}{4C_1 C_{i\nu}},
\]

we can immediately have \(\frac{3gk\min}{4} - \frac{g E_{k_j}^{\max}}{4} - C_5 h^{-1}(\delta_S - \delta_D) - \frac{(C_{i\nu} C_i^\prime \xi_j)^2}{2C_{i\nu}} > \frac{g k\min}{2}\). If

\[
\rho'(\delta_S, \delta_D) < 1, \quad k\min > E_{k_j}^{\max}, \quad \xi_i > E_{\xi_{i,j}}^{\max},
\]

are assumed, then by applying a similar argument with \(\delta_S < \delta_D\) above, we can conclude that

\[
\left( \|\eta_{Dj,h}^N\|_{\Gamma}^2 + \sqrt{\rho'(\delta_S, \delta_D)} ||\eta_{Dj,h}^{N-1}\|_{\Gamma}^2 \right) + 2(\delta_S + \delta_D) \sum_{i=1}^{d-1} \frac{E_{\xi_i}^{\max}}{2}\|e_{Sj,h}^i \cdot \tau_i||_{\Gamma}^2
\]
\[
+2(\delta_S + \delta_D)\left(3g_k^{min} \frac{3g_k^{min} - gE_{k_j}^{max}}{4} - C_5 h^{-1}(\delta_S - \delta_D) - \frac{(C_{W1} C_{tr}^\prime \xi_j)^2}{2C_1 r^\prime}ight)\|\mathbf{e}_{D_{j,h}}^{n-1}\|_{\text{div}}^2
\leq \max\left\{\sqrt{\rho'(\delta_S, \delta_D)}, \sum_{i=1}^{d-1} \frac{E_{\xi_i,j}^{max}}{2k^\prime} \frac{3g_k^{min} - gE_{k_j}^{max} - \frac{2(C_{W1} C_{tr}^\prime \xi_j)^2}{C_1 r^\prime} - 2C_5(\delta_S - \delta_D)}{2h g_k^{min}}\right\}^{N-2}
\times \left\{\sqrt{\rho'(\delta_S, \delta_D)}\left(\|\eta_{D_{j,h}}^n\|_1^2 + \rho'(\delta_S, \delta_D)|\eta_{D_{j,h}}^n|_1^2\right)\right.
\left.+(\delta_S + \delta_D)\sum_{i=1}^{d-1} E_{\xi_i,j}^{max} \|\mathbf{e}_{S_{j,h}}^1 \cdot \tau_i\|_1^2 + k^{min} (n_{D_{j,h}}^0 \|\mathbf{e}_{D_{j,h}}^0\|_{\text{div}}^2)\right\},
\]

which clearly yields the geometric convergence of \(\|\eta_{D_{j,h}}^n\|_1^2\) can be further obtained.

Finally by (6.2), the geometric convergence of \(\|\eta_{S_{j,h}}^n\|_1^2\) follows directly by (4.9). The proof is complete.}

**Remark 6.2.** The assumption (6.11) is clearly tenable when the hydraulic conductivity tensor \(\mathbb{K}_j\) and the \(\alpha_i\) in \(\xi_j = \sum_{i=1}^{d-1} \sqrt{\tau_i} \xi_i\) are small enough. If \(\mathbb{K}_j\) is small enough, then \(k^{\text{min}}\) is larger than \(h^{-1}\), hence can control \(h\), otherwise, with the refinement of the triangulation, the occurrence of smaller \(h\) will lead to \(\delta_S = \delta_D\). Moreover, if we want to obtain geometric convergence, the convergence rate \(CR\) as defined by (6.7) should be independent of the mesh size \(h\), therefore we need to enforce the hydraulic conductivity tensor \(\mathbb{K}_j\) to be small enough to control \(h\). In particular, in order to acquire the condition (6.4), one reasonable suggestion is selecting Robin parameters \(\delta_S\) and \(\delta_D\) to have the same order of magnitude with \(k^{\text{min}}\).

**Remark 6.3.** A small perturbation constraint of the random hydraulic conductivity \(\mathbb{K}(\mathbf{x}, \omega)\) is required for the convergence of the Ensemble DDM, which has been presented in both (4.27) and (6.7). We also note that this assumption commonly occurs in practical applications. If the random \(\mathbb{K}(\mathbf{x}, \omega)\) has a larger disturbance, we can also modify our algorithm for numerical simulation. Actually, we can separate it into different levels according to the order of magnitude, and then solve the corresponding parts. Meanwhile, if the \(\mathbb{K}(\mathbf{x}, \omega)\) possesses a normal distribution, we can use the ‘3-σ’ principle to choose the disturbance range before applying our algorithm, where the \(\sigma\) is the standard deviation of the normal distribution.

**7. Numerical Experiments.** In this section, we present two numerical experiments to illustrate the approximate accuracy and efficiency of the proposed ensemble DDM for the fully-mixed random Stokes-Darcy fluid flow model. In the first numerical experiment, we test a smooth problem to check the convergence of our ensemble DDM. We will show the performance of the combinations of the ensemble DDM and Monte Carlo method in the second example, where a random Stokes-Darcy model problem with a random hydraulic conductivity tensor is used. In both tests, the finite element spaces are constructed by well-known MINI (\(P_1b-P_1\)) elements for the Stokes problem and Brezzi-Douglas-Marini (\(BDM1-P0\)) elements for the mixed Darcy problem.

All the numerical tests are implemented by the open software FreeFEM++ [32]. The stopping criteria for the iterative process of ensemble DDM are usually selected as a fixed tolerance of \(10^{-6}\)
between two successive solution components of the Stokes and Darcy velocities in the sense of $L^2$-norm, i.e.,
\[ \left( \left| \left| u_{S_j,h}^{n+1} - u_{S_j,h}^n \right| \right|_{L^2}^2 + \left| \left| u_{D_j,h}^{n+1} - u_{D_j,h}^n \right| \right|_{L^2}^2 \right)^{1/2} \leq 10^{-6}. \]

7.1. Smooth Problem with Convergence Test. This testing example with an exact solution is adapted from [25] to verify the convergence and check the feasibility of Ensemble DDM. The free fluid flow region $\Omega_S = [0, \pi] \times [0, 1]$ and the porous medium region $\Omega_D = [0, \pi] \times [-1, 0]$ are considered, including the interface $\Gamma = \{0 \leq x \leq \pi, y = 0\}$. For the computational convenience, we assume $z = 0$, and other physical parameters $\nu, g$ and $\alpha$ to be 1.0. The random hydraulic conductivity tensor $K$ will be assumed as
\[ K_j = \begin{bmatrix} k_{11}^j & 0 \\ 0 & k_{22}^j \end{bmatrix}, \quad j = 1, \ldots, J, \]
where $K_j$ is $j$th sample of $K$. The exact solution is selected as:
\[ u_D = -K_j \nabla \phi_D, \quad \phi_D = (e^y - e^{-y}) \sin(x), \]
\[ u_S = \begin{bmatrix} \frac{k_{11}^j}{\pi} \sin(2\pi y) \cos(x), \left( -2k_{22}^j + \frac{k_{22}^j}{\pi^2} \sin^2(\pi y) \right) \sin(x) \end{bmatrix}^T, \quad p_S = 0. \]

Coincidentally, the above exact solution from [25] satisfies both the BJS and BJ interface conditions.

To verify the theoretical analysis regarding the optimal Robin parameters, we test the proposed Ensemble DDM with different Robin parameters $\delta_S, \delta_D$ while $h = \frac{1}{32}$, and compare the corresponding numbers of the iterations. We display the evolution of the $L^2$-error between two successive solution components of the Stokes and Darcy velocities with increasing iteration steps in Fig. 7.1. In order to demonstrate that actually $\delta_S$ can be chosen arbitrarily, as explained in Remark 5.1 and also shown in Fig. 5.1, we select $\delta_S^* = 1.0, 0.1, 0.01$, and then compute corresponding $\delta_D^* \approx 4.9122, 4.0566, 3.9702$ to carry out numerical experiments. Meanwhile we use three groups of the Robin parameters for comparisons, including $(\delta_S, \delta_D) = (1.0, 2.0), (0.1, 1.0)$ and $(0.5, 1.0)$. Among the compared Robin parameters, the pair selected by Theorem 5.2 will converge fast and have fewer iterations, which positively supports our theoretical analysis.

![Fig. 7.1. The iterates of the Ensemble DDM (J = 3) with different Robin parameters $\delta_S$ and $\delta_D$ with $h = \frac{1}{32}$](image)

For better comparison with [25], we carry out the same group of simulations with $J = 3$, by the selections of hydraulic conductivity as $k_{11}^1 = k_{22}^1 = 2.21, k_{11}^2 = k_{22}^2 = 4.11, k_{11}^3 = k_{22}^3 = 6.21$. Based on the discussion in Remark 4.2, the hydraulic conductivity and the viscosity coefficient
are almost $O(1)$, we can only check the geometric convergence of Ensemble DDM when the Robin parameters satisfy $\delta_S < \delta_D$. We present numerical errors in Table 7.1 including the approximate accuracy of the velocity components in $L^2$-norm, $H^1$-norm, and $H_{div}$-norm, and that of the pressure components in $L^2$-norm in both free fluid flow and porous medium regions. From this table, we can observe that our algorithm has a $h$-independent convergence rate in the case of $\delta_S < \delta_D$, which supports Theorem 4.4. Numerical results in Table 7.1 verify the optimal convergence orders for both velocity and pressure, and also demonstrate very similar approximate accuracy as $2^h$.

**Table 7.1**  
Convergence performance for Ensemble DDM ($J=3$) with different $K$ while $\delta_S = 1.0$ and $\delta_D = \frac{5\pi+\frac{1}{2}K}{5\pi+1}$.

| $k_{11}^3$ | $k_{22}^3$ | $h$ | iteration | $||u_S-u_{S,al}||_{L^2}$ | $||u_S-u_{S,al}||_{H^1}$ | $||p_S-p_{S,al}||_{L^2}$ | $||\phi_D-\phi_{D,al,d}||_{L^2}$ | $||u_D-\phi_D,al||_{H^1}$ | $||u_D-\phi_D,al||_{H_{div}}$ |
|-----------|-----------|-----|-----------|-------------------|-------------------|-------------------|-------------------|-------------------|-------------------|
| 2.21      | 2.21      | 25  |          | 0.0019656       | 0.0690630        | 0.0422920        | 0.0358749        | 0.0021811        | 0.0006490        |
| 2.21      | 2.21      | 25  |          | 0.0004933       | 0.0345969        | 0.0136990        | 0.0135503        | 0.0005516        | 0.0001634        |
| 4.11      | 4.11      | 22  |          | 0.0019656       | 0.0690630        | 0.0422920        | 0.0358749        | 0.0021811        | 0.0006490        |
| 4.11      | 4.11      | 20  |          | 0.0004933       | 0.0345969        | 0.0136990        | 0.0135503        | 0.0005516        | 0.0001634        |
| 6.21      | 6.21      | 22  |          | 0.0019662       | 0.0690630        | 0.0422951        | 0.0358751        | 0.0021941        | 0.0006499        |
| 6.21      | 6.21      | 20  |          | 0.0004938       | 0.0345969        | 0.0135503        | 0.0179327        | 0.0005516        | 0.0001634        |
| 6.21      | 6.21      | 20  |          | 0.0001235       | 0.0173043        | 0.0045186        | 0.0089657        | 0.0001382        | 0.0000409        |

Furthermore, it would be more interesting to verify the convergence orders of the Ensemble DDM when the hydraulic conductivity $K$ is significantly small. Noting that the exact solution above admits the variation of the hydraulic conductivity $K$. We choose $k_{11}^3 = k_{22}^3 = 1.2 - 4$, $k_{11}^3 = k_{22}^3 = 3.2 - 4$ to further test our Ensemble DDM under the case of the realistic physical parameters $K$. According to the theoretical analysis in Section 6, we choose the Robin parameters $\delta_S = 100$, $\delta_D = 50$ and modify the stopping criteria to a tolerance of $10^{-6}$, due to a smaller order of magnitude of the solutions caused by small permeability coefficients. Under the computational circumstances above, for simplicity, we execute our algorithm and display the convergence orders of the velocities in $L^2$-norms for both regions in Fig. 7.2. We can observe that the $L^2$-errors of the Stokes and Darcy velocities for each sample have achieved the optimal orders, which indicates the effectiveness of our algorithm.

### 7.2. “Shallow Water” System with Random Hydraulic Conductivity.

The second test is to show the efficiency of the proposed ensemble DDM under much practical permeability $K$. We simulate a more complicated coupled fluid flow model, as illustrated in Fig. 7.3 (right). We assume a slightly different situation for the computational domain, namely the water channel of length $3.0$ ($X$ axis) and height $1.0$ ($Y$ axis) covered by the porous media with a depth of $3.0$ ($Y$ axis). The two impermeable solids can be expressed explicitly as $[0, 2.0] \times [-1.0, -0.95] \cup [1.0, 3.0] \times [-2.05, -2.0]$ in the conceptual domain. We impose $u_S = [4y(1-y), 0]$ as the inflow surface velocity and non-reflective boundary condition on the outlet surface. The rest of the boundaries except the interface of the Stokes subdomain are treated with no-slip boundary conditions. Impermeable boundary condition $u_D \cdot n_D = 0$ is considered on the vertical ($Y$ direction) face of the porous medium. Homogeneous Dirichlet boundary condition $\phi_D = 0$ is applied on the bottom surface of the porous medium. Let $\nu = 1.0$, $z = 0$, $g = 1.0$, $f_S = 0$ and $f_D = 0$. Actually, this model is the cross-section of the coupling 3D Shallow Water system with the porous medium in [4, 12].
We construct the random $K$ that varies in the vertical direction as follows

$$
K(x, \omega) = \begin{bmatrix}
    k_{11}(x, \omega) & 0 \\
    0 & k_{22}(x, \omega)
\end{bmatrix},
$$

with $k_{11}(x, \omega) = k_{22}(x, \omega) = k(x, \omega)$ and

$$
k(x, \omega) = a_0 + \sigma \sqrt{\lambda_0} Y_0(\omega) + \sum_{i=1}^{n_f} \sigma \sqrt{\lambda_i} \left[ Y_i(\omega) \cos(i \pi y) + Y_{n_f+i}(\omega) \sin(i \pi y) \right],
$$

where $x = (x, y)^T$, $\lambda_0 = \sqrt{\pi} L_c$, $\lambda_i = \sqrt{\pi} L_c e^{-\frac{(i \pi h)^2}{4}}$ for $i = 1, \ldots, n_f$ and $Y_0, \ldots, Y_{2n_f}$ are uncorrelated random variables with unit variance and zero mean. In the numerical test, we choose the desired physical correlation length $L_c = 0.25$ for the random field and $a_0 = 1, \sigma = 0.15, n_f = 3$. The random variables $Y_0, \ldots, Y_{2n_f}$ are assumed to be independent and uniformly distributed in the interval $[-\sqrt{3}, \sqrt{3}]$. With above assumptions, we note that $K$ is symmetric positive definite, since the random functions $k_{11}(x, \omega)$ and $k_{22}(x, \omega)$ are both positive. Moreover, we can follow Theorem 5.2 to choose $\delta_S = 1$ and $\delta_D = \frac{4 \nu^2 (m_{\min} + m_{\max} + \nu (m_{\min} + m_{\max})) \delta_S}{\nu (m_{\min} + m_{\max}) + \delta_S} \left( m_{\min} = \frac{1}{3}, m_{\max} = \frac{2}{3} \right)$ for simulating this random model faster.

We first check the convergence rate of the Monte Carlo method with respect to $J$, the number of samples. Due to the unknown exact solution of this random model, we take the expectation of numerical solutions of $J_0 = 500$ realizations as our exact solution, for instance, we refer such
expectation of the Stokes velocity as $\mathbf{u}_S$, and evaluate the approximation errors based on it. Here, we fix the mesh size to $h = \frac{1}{32}$. Then, the numerical errors with $J = 40, 60, 100, 160$ realizations are displayed in Fig. 7.4. From this figure, we can see that along with the increasing $J$, the numerical approximation will be more accurate, which coincides with the classical Monte Carlo method.

To get useful statistical information from the solutions of random PDEs, we need to choose a large number of realizations. So, we compare the computational efficiency of our proposed algorithm and the traditional DDM under the selected $J = 1, 10, 20, 40, 80, 160$ realizations. The elapsed CPU time of both methods is shown in Table 7.2 for comparison, from which we can clearly see that the Ensemble DDM is meaningfully faster than the traditional DDM except for the case $J = 1$.

### Table 7.2

The comparison of the elapsed CPU time while the mesh size $h = \frac{1}{32}$.

| $J$  | 1    | 10   | 20   | 40   | 80   | 160  |
|------|------|------|------|------|------|------|
|       | Traditional DDM | 13.3 | 141.3| 285.1| 561.5| 1120.5| 2261.8|
|       | Ensemble DDM   | 18.7 | 72.4 | 142.2| 279.7| 559.4 | 1140.0|

With the choices of $J = 80$ realizations and the mesh size $h = \frac{1}{32}$, we present the velocity streamlines in Fig. 7.3 of the random Stokes-Darcy model. From Fig. 7.3, the velocity streamlines are regular across the interface, and the magnitudes of the velocity are scattered among the random Stokes-Darcy domain reasonably for both methods. More importantly, both methods capture the same behaviors while the Ensemble DDM saves 50.0% of the computation time.

It is of practical interest to examine the application of the Ensemble DDM to the realistic physical parameters. We multiply the previously defined random permeability coefficients $k_{11}(x, \omega)$ and $k_{22}(x, \omega)$ by $10^{-6}$ respectively, i.e. $\tilde{k}_{11}(x, \omega) = 10^{-6}k_{11}(x, \omega)$ and $\tilde{k}_{22}(x, \omega) = 10^{-6}k_{22}(x, \omega)$. According to the analysis results in Section 6, especially Remark 6.2, the $\alpha$ in this experiment also needs to be small enough up to the scale of $10^{-6}$. Moreover, the Robin parameters are selected as $\delta_S = 10^6$ and $\delta_D = \frac{1}{5}\delta_S$, which have nearly same orders of $\frac{1}{\tilde{k}_{11}(x, \omega)}$, $\frac{1}{\tilde{k}_{22}(x, \omega)}$. The stopping criteria for the iterative process are also changed to a tolerance of $10^{-12}$ due to a smaller order of magnitude of the solutions caused by small permeability coefficients. In Table 7.3, we select the iteration steps at several samples, $j = 1, 10, 20, 40, 60$, which supports our theoretical analysis.

Finally, to verify that the Ensemble DDM for different sizes of permeability tensors, we test the convergence of the proposed algorithm for several cases of $k_{ii}(x, \omega) = 10^{-j}k_{ii}(x, \omega)$, with $i = 1, 2$.
Table 7.3

The iteration steps of $j = 1, 10, 20, 40, 60$ samples while $J = 80$.

| mesh size $h$ | $j = 1$ | $j = 10$ | $j = 20$ | $j = 40$ | $j = 60$ |
|--------------|---------|---------|---------|---------|---------|
| $\frac{1}{10}$ | 30      | 21      | 22      | 23      | 20      |
| $\frac{1}{16}$ | 27      | 19      | 20      | 21      | 19      |
| $\frac{1}{32}$ | 27      | 19      | 20      | 21      | 19      |

and $j = 2, 4, 6, 8$, in Fig. 7.5. Here we choose the fixed stopping criteria for the iterative process and compute the $L^2$-norm of two successive iterative solutions of the Stokes and Darcy velocities. Then Fig. 7.5 clearly shows that our approach is convergent for realistic applications while $\delta_S > \delta_D$.

Fig. 7.5. The $L^2$ absolute errors for the numerical velocities of both domains at $j = 12$ sample (left) and $j = 80$ sample (right) while $J = 80$ and $h = \frac{1}{10}$.

8. Conclusions. In this paper, an efficient Ensemble DDM algorithm is proposed to solve the fully-mixed random Stokes-Darcy model with BJ interface conditions. We utilize the Monte Carlo method for the coupled model with random inputs to derive some deterministic Stokes-Darcy models. With a small disturbance of the physical parameter, the mesh-independent convergence rates are derived rigorously by choosing suitable Robin parameters. Optimized Robin parameters are derived by the optimized Schwarz method to accelerate the convergence. Moreover, we obtain the almost optimal geometric convergence for small hydraulic conductivity in practice. This kind of idea can also be extended to the Navier-Stokes/Darcy problem, and fluid-fluid problem in parallel.
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