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Abstract

Parental origin effects play an important role in mammal development and disorder. Case-control mother-child pair genotype data can be used to detect parental origin effects and is often convenient to collect in practice. Most existing methods for assessing parental origin effects do not incorporate any covariates, which may be required to control for confounding factors. We propose to model the parental origin effects through a logistic regression model, with predictors including maternal and child genotypes, parental origins, and covariates. The parental origins may not be fully inferred from genotypes of a target genetic marker, so we propose to use genotypes of markers tightly linked to the target marker to increase inference efficiency. A computationally robust statistical inference procedure is developed based on a modified profile likelihood in a retrospective way. A computationally feasible expectation-maximization algorithm is devised to estimate all unknown parameters involved in the modified profile likelihood. This algorithm differs from the conventional expectation-maximization algorithm in the sense that it is based on a modified instead of the original profile likelihood function. The convergence of the algorithm is established under some mild regularity conditions. This expectation-maximization algorithm also allows convenient handling of missing child genotypes. Large sample properties, including weak consistency, asymptotic normality, and asymptotic efficiency, are established for the proposed estimator under some mild regularity conditions. Finite sample properties are evaluated through extensive simulation studies and the application to a real dataset.
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1 Introduction

Parental origin effects exist when the genetic effects of alleles inherited from parents depend on their parental origin. Parental origin effects play an important role in certain neonatal diseases, such as Beckwith-Wiedemann, Prader-Willi, and Angelman syndrome (Falls et al., 1999). There is evidence that parental origin effects of fetal genes may also be involved in the development of maternal pregnancy-related diseases (Kanavama et al., 2002; Petry et al., 2007; Saftlas et al., 2005; Wangler et al., 2005).

Most studies for testing parental origin effects used traditional family designs because detecting these effects requires familial information, including the transmission disequilibrium test (Weinberg, 1999; Purcell et al., 2007; Orton et al., 2011; Wang et al., 2012). Due to high cost of recruiting father-mother-child trios (Yang and Lin, 2013), it is an intermediate solution to use a mother-child pair design, which is widely used in the studies of neonatal diseases (Fu et al., 2013; Mendonça et al., 2019; van de Putte et al., 2020). There have been several studies that used mother-child data to assess parental origin effects (Ainsworth et al., 2011; Weinberg and Shi, 2009; Howey and Cordell, 2012) by applying a log-linear model to single nucleotide polymorphism (SNP) data. The major difficulty in studying parental origin effects is that the parental origin of the children alleles cannot be unambiguously determined when the genotypes of both mother and child are heterozygous. The power for testing parental origin effects could be substantially improved by exploiting linkage disequilibrium information between the target SNP and its adjacent SNPs since such information can assist to determine parental origin of child alleles (Browning and Browning, 2009; Kong et al., 2009; Howey et al., 2015; Zhang and Lin, 2020). Using mother-child paired genotype data, Lin et al. (2013) developed a likelihood based efficient statistical inference method by fully utilizing the information from adjacent SNPs. Furthermore, some studies considered using data from case-parent trios...
Some studies use discrete covariates for stratification (Gjessing and Lie, 2006; Gjerdevik et al., 2018), but none of the above methods can adjust for continuous covariates in a general way. In this paper, we propose to model genetic effects through haplotypes related to SNPs tightly linked to the target SNP, adjusting for environmental factors. Considerable efficiency gain can be achieved since the information from adjacent SNPs is utilized. We derive a modified profile likelihood function for the observed data by treating the joint distribution of maternal genotype and covariates to be fully nonparametric, so that our method is robust to some extent. By treating the haplotypes associated with multiple SNPs as missing data, we extend the conventional expectation-maximization algorithm to maximize the modified profile likelihood function, and show that the algorithm converges under some mild conditions. The resultant estimator is shown to be asymptotically efficient in the sense of Bickel et al. (1993), and it could be more powerful than the existing methods that do not incorporate covariates in some situations. Furthermore, our expectation-maximization algorithm can be naturally extended to handle missing child genotypes.

2 Method

2.1 Model and notations

Let $Y$ denote binary case-control status ($Y = 1$: case; $Y = 0$: control), $(g^m, g^c)$ denote the target SNP genotypes for a mother-child pair, and $X$ denote a $p$-dimensional vector of environmental factors (covariates) collected from the mother. Let $A$ and $a$ denote the two alleles of the target SNP, where $a$ is the minor allele (frequency $\leq 0.5$). For the sake of
simplicity, we assume that all SNPs follow an additive mode of inheritance by coding the
genotypes AA, Aa, and aa as 0, 1, and 2, respectively. Let \( g_m^c \) and \( g_p^c \) denote children alleles at
the target SNP inherited from the mother and father, respectively, coded as 0 and 1 for \( A \) and
\( a \), respectively. The parental origin information can be unambiguously inferred if and only if at
least one of \( g^m \) and \( g^c \) is not 1. In the situation where the parental origin information cannot
be unambiguously inferred using the target SNP genotypes, one can use the genotypes of those
SNPs tightly linked with the target SNP to improve inference accuracy. Such SNPs are called
adjacent SNPs hereafter. Let \( G^m \) and \( G^c \) denote the genotype vectors at the target SNP and
adjacent SNPs for the mother and child, respectively.

Let \( n \) denote the total number of families. For \( u = 1, \ldots, n \), let the observed data for the
\( u \)th mother-child pair be denoted by \( (Y_u, X_u, G^m_u, G^c_u) \). We assume the following penetrance
function:

\[
pr(Y = 1 \mid g^m, g^c_m, g^c_p, X) = \expit\{H(g^m, g^c_m, g^c_p, X; \beta)\},
\]

where \( \expit(\cdot) = e^{\cdot}/(1 + e^{\cdot}) \) is the expit function, \( H(g^m, g^c_m, g^c_p, X; \beta) \) can be a linear com-
bination function of \( g^m, g^c, g^c_m - g^c_p, X \), and their products, and \( \beta \) is a \( p \)-vector of associated
parameters. For example, a penetrance function involving main genetic effects, parental origin
effects, and gene-environment interaction effects is

\[
H(g^m, g^c_m, g^c_p, X; \beta) = \beta_0 + \beta_{g^m} g^m + \beta_{g^c} g^c + \beta_{im} (g^c_m - g^c_p) + \beta_X^T X
\]
\[+ \beta_{g^m X}^T g^m X + \beta_{g^c X}^T g^c X,\]  

where \( a^T \) stands for the transpose of vector \( a \). We are interested in detecting the parental origin
effect \( \beta_{im} \).
2.2 A retrospective likelihood function for observed data

Let \((Y_u, X_u, G^m_u, G_c^u, g^m_u, g_c^u, g^m_{mu}, g_c^{pu}), u = 1, \ldots, n\) be independent copies of the random vector \((Y, X, G^m, G_c, g^m, g_c, g^m_m, g_c^p)\). Throughout this paper, we assume that the population prevalence \(f\) is known \emph{a priori}. Then, under the case-control design, the retrospective likelihood function can be written as

\[
\prod_{u=1}^{n} \text{pr}(G^m_u, G_c^u, X_u | Y_u)
\]

under the constraint \(\text{pr}(Y = 1) = f\). Recall that \(g^m_u\), the maternal genotype at the target SNP, is a component of the maternal genotype vector \(G^m_u\) so that \(\text{pr}(G^m_u, g^m_u) = \text{pr}(G^m_u)\). Then the retrospective likelihood function is equivalent to

\[
\prod_{u=1}^{n} \text{pr}(Y_u, G^m_u, G_c^u, X_u) = \prod_{u=1}^{n} \text{pr}(Y_u | G^m_u, G_c^u, X_u) \text{pr}(G^m_u, G_c^u | g^m_u, X_u) \text{pr}(g^m_u, X_u)
\]

under the constraint \(\text{pr}(Y = 1) = f\).

In our method, we leave the joint distribution of \((g^m_u, X_u)\) to be totally unspecified. That is, the empirical likelihood approach (Owen, 2001) is adopted by introducing probability parameters \(\pi_u = \text{pr}(g^m_u, X_u)\) subject to the constraint \(\sum_{u=1}^{n} \pi_u = 1\). Denote \(\pi = (\pi_1, \ldots, \pi_n)^T\).

We assume that \((G^m, G_c)\) and \(X\) are conditionally independent given \(g^m\), which holds true if the considered SNPs are associated with \(X\) only through the target SNP (Chen et al., 2012; Zhang et al., 2020). Under this conditional independence assumption, we have

\[
\text{pr}(G^m, G_c | g^m, X) = \frac{\text{pr}(G^m, G_c)}{\text{pr}(g^m)}.
\]

Note that \(\text{pr}(Y | G^m, G_c, X)\) depends on \((G^m, G_c, X)\) only through the penetrance function \(\text{pr}(Y = 1 | g^m, g_c^m, g_c^p, X)\). However, \((g^m_m, g_c^p)\) cannot be inferred only using the genotypes of mother-child pair at the target SNP when both of the genotypes are heterozygous. Instead, we can apply the Law of Total Probability to calculate \(\text{pr}(Y | G^m, G_c, X)\) by going through
all possible haplotype combinations compatible with the observed genotypes. Assume the joint genotypes are available for the target SNP and its \(K−1\) adjacent SNPs, and any two of the \(K\) SNPs are close enough so that the recombination probability between them is nearly 0. Let \(\{h_1, \ldots, h_S\}\) denote all possible haplotypes, and let \(\boldsymbol{\mu} = (\mu_1, \ldots, \mu_S)^T\) denote the corresponding haplotype frequencies with \(\sum_{s=1}^{S} \mu_s = 1\). Let \(h^m_i h^m_j\) denote an unordered diplotype (haplotype pair) for the mother, and \((h^c_w, h^c_l)\) denote an ordered diplotype for the child, where \(h^c_w\) is the haplotype inherited from the mother so that \(w = i\) or \(w = j\), and \(h^m_i, h^m_j, h^c_w, h^c_l\) belong to \(\{h_1, \ldots, h_S\}\). The retrospective likelihood function (3) can be rewritten as

\[
L(\Theta, \pi) = \prod_{u=1}^{n} \sum_{h^m_i h^m_j \in H^m_u \atop (h^c_w, h^c_l) \in H^c_u} \text{pr}(Y_u \mid h^m_i h^m_j, h^c_w, h^c_l, X_u) \frac{\text{pr}(h^m_i h^m_j, h^c_w, h^c_l \mid g^m, X_u) \text{pr}(g^m, X_u)}{\text{pr}(g^m, X_u)}. \tag{5}
\]

Here, \(H^m_u = \{h^m_i h^m_j \mid i, j = 1, \ldots, S\}\) is the set of unordered diplotypes compatible with the joint maternal genotype \(G^m_u\) for the \(u\)th family, and \(H^c_u = \{(h^c_w, h^c_l) \mid w, l = 1, \ldots, S\}\) is the set of ordered diplotypes compatible with the joint maternal and child genotypes \((G^m_u, G^c_u)\) for the \(u\)th family.

Let \(\Theta = (\boldsymbol{\beta}^T, \boldsymbol{\mu}^T)^T\) denote the vector of all unknown model parameters. Similar to (4), we have

\[
\text{pr}(h^m_i h^m_j, h^c_w, h^c_l \mid g^m, X) = \frac{\text{pr}(h^m_i h^m_j, h^c_w, h^c_l \mid g^m)}{\text{pr}(g^m)},
\]

so that (5) can be written as

\[
L(\Theta, \pi) = \prod_{u=1}^{n} \sum_{h^m_i h^m_j \in H^m_u \atop (h^c_w, h^c_l) \in H^c_u} \text{pr}(Y_u \mid h^m_i h^m_j, h^c_w, h^c_l, X_u) \frac{\text{pr}(h^m_i h^m_j, h^c_w, h^c_l \mid g^m, h^m_i h^m_j, h^c_w, h^c_l)}{\text{pr}(g^m, h^m_i h^m_j, h^c_w, h^c_l)} \pi_u. \tag{6}
\]

We assume that the outcome depends on the haplotypes and diplotypes only through the genotypes at the target SNP, i.e., \(\text{pr}(Y_u \mid h^m_i h^m_j, h^c_w, h^c_l, X_u) = \text{pr}(Y_u \mid g^m_u, g^m_{mu}, g^m_{pu}, X_u)\), which is a function of \(\boldsymbol{\beta}\). The probability of any possible haplotype combination can be obtained under the assumptions of Mendelian law and Hardy-Weinberg equilibrium for haplotypes, i.e.,
pr(h^m_{iu}h^m_{ju}, h^c_{wu}, h^c_{liu}) = \mu_i \mu_j \mu_l, which is a function of \( \mu \). The target SNP minor allele frequency \( \theta \) is a function of \( \mu \), so \( pr(g^m_u) \) is also a function of \( \mu \). In the next subsection, we will derive a modified profile likelihood to avoid estimating the high-dimensional nuisance parameters \( \pi \).

### 2.3 An efficient estimator based on a modified profile log-likelihood

Unknown parameters can be estimated by maximizing the likelihood function \( l \) under constraints \( pr(Y = 1) = f \) and \( \sum_{u=1}^n \pi_u = 1 \), or equivalently, maximizing the log-likelihood function

\[
\log L(\Theta, \pi) = l_1(\Theta) + \sum_{u=1}^n \log \pi_u
\]

under the same constraints, where \( l_1(\Theta) \) is defined as

\[
l_1(\Theta) = \sum_{u=1}^n \log \sum_{h^m_{iu}h^m_{ju} \in H^m_u \atop (h^c_{wu}, h^c_{liu}) \in H^c_u} \left[ pr(Y_u \mid h^m_{iu}h^m_{ju}, h^c_{wu}, h^c_{liu}, X_u) \frac{pr(h^m_{iu}h^m_{ju}, h^c_{wu}, h^c_{liu})}{pr(g^m_u)} \right]. \tag{7}
\]

The first constraint can be rewritten as

\[
\sum_{u=1}^n L_u(\Theta) \pi_u = f, \tag{8}
\]

where

\[
L_u(\Theta) := pr(Y = 1 \mid g^m_u, X_u) = \sum_{(g^m_{mu}, g^c_{mu})} pr(Y = 1 \mid g^m_u, g^c_{mu}, g^c_{pu}, X_u) pr(g^c_{pu}) pr(g^c_{mu} \mid g^m_u) . \tag{9}
\]

By virtue of the Lagrange multiplier method, the above constrained optimization problem can be shown to be equivalent to maximizing the profile log-likelihood

\[
l_p(\Theta) = l_0(\Theta, \lambda_\Theta) = l_1(\Theta) - \sum_{u=1}^n \log \left[ n \left\{ 1 + \lambda_\Theta \left( L_u(\Theta) - f \right) \right\} \right] , \tag{10}
\]

where \( \lambda_\Theta \) is the solution to the equation

\[
\sum_{u=1}^n \frac{L_u(\Theta) - f}{1 + \lambda (L_u(\Theta) - f)} = 0 \tag{11}
\]
with respect to $\lambda$. The derivation of (10) is postponed to Appendix A (Supplementary Material).

We can solve the score equations
\[
\frac{\partial l_0(\Theta, \lambda)}{\partial \lambda} = 0 \quad \text{and} \quad \frac{\partial l_0(\Theta, \lambda)}{\partial \Theta} = 0
\]  
(12)
to obtain the maximizer of $l_p(\Theta)$ defined in (10). However, $l_0(\Theta, \lambda)$ is not a log-likelihood function, and the solution to the above score equations is a saddle point, as can be shown similarly to Zhang et al. (2018). As in Zhang et al. (2018, 2020), to resolve this numerical problem, we propose to modify the profile log-likelihood function (10) by replacing the multiplier $\lambda\Theta$ with its limiting value
\[
\lambda_0 = \frac{n_1}{nf} - \frac{n_0}{n(1 - f)}.
\]  
(13)
Accordingly, the maximization problem is simplified to maximizing the following modified profile log-likelihood function:
\[
l_{mp}(\Theta) = l_1(\Theta) - l_2(\Theta, \lambda_0),
\]  
(14)
where
\[
l_2(\Theta, \lambda_0) = \sum_{u=1}^{n} \log \left\{ n \left( 1 + \lambda_0 \left( L_u(\Theta) - f \right) \right) \right\}.
\]  
(15)
An estimator $\hat{\Theta}_{mp}$ can be obtained by solving the corresponding score equation
\[
\frac{\partial l_{mp}(\Theta)}{\partial \Theta} = 0.
\]  
(16)
In what follows, we establish some large sample properties of $\hat{\Theta}$. Let $\Theta_0$ denote the true value of $\Theta$. Denote $Z = (G^m, G^c, X)$, $W = (g^m, X)$, $p_Z(Z; \Theta) = \text{pr}_\Theta(Y = 1 \mid Z)$. We need the following regularity conditions:

(C1) The parameter space is $\{(\beta, \mu) \mid \beta \in \mathbb{R}^p; \mu = (\mu_1, \ldots, \mu_S)^T \text{ with } \mu_1, \ldots, \mu_S > 0 \text{ and } \sum_{s=1}^{S} \mu_s = 1\}$, and the true parameter vector $\Theta_0$ is an interior point of the parameter space.
(C2) The expectations

\[ E \left[ \frac{\partial}{\partial \Theta} p_Z(Z; \Theta) \bigg| \Theta = \Theta_0 \right] \]

and

\[ E \left[ \frac{\partial}{\partial \Theta} \log \operatorname{pr}_\Theta(G^m, G^c | W) \bigg| \Theta = \Theta_0 \right] \]

eexist.

(C3) The sample size ratio \( n_1/n_0 \) is fixed as long as the total sample size \( n = n_0 + n_1 \) varies. That is, there exists a constant \( a_0 \in (0, 1) \) independent of \( n \), such that \( n_0 = a_0 n \) and \( n_1 = a_1 n \), where \( a_1 = 1 - a_0 \).

(C4) The expectation \( E[|l_{mp}(\Theta)|] \) exists for any \( \Theta \) in some neighborhood of \( \Theta_0 \).

(C5) Minus the expected Hessian matrix

\[ -E \left[ \left\| \frac{\partial^2 l_{mp}(\Theta)}{\partial \Theta \partial \Theta^T} \right\| \bigg| \Theta = \Theta_0 \right] \]

is positive definite.

(C6) For any \( \Theta \) in some neighborhood of \( \Theta_0 \) and the \( i \)th element \( \Theta_i \) and \( j \)th element \( \Theta_j \) of \( \Theta \), there exists a non-negative random variable \( C \) with finite expectation, such that

\[ \left| \frac{\partial^2 l_{mp}(\Theta)}{\partial \Theta_i \partial \Theta_j} - \frac{\partial^2 l_{mp}(\Theta)}{\partial \Theta_i \partial \Theta_j} \bigg| \Theta = \Theta_0 \right| \leq C \| \Theta - \Theta_0 \| \]

(C7) The so called “Fisher information matrix”

\[ \operatorname{cov} \left( \frac{\partial l_{mp}(\Theta)}{\partial \Theta} \right) \bigg| \Theta = \Theta_0 \]

exists.

(C8) The following technical condition holds:

\[ E \left[ \frac{\partial^2 l_0(\Theta, \lambda)}{\partial \Theta \partial \lambda^T} \bigg| \Theta = \Theta_0, \lambda = \lambda_0 \right] = 0. \]
In what follows, we first show in Lemma 1 that the function \( l_{mp}(\Theta) \) shares a property with the conventional likelihood score, then present our main asymptotic results in Theorem 1. Refer to Appendices B and C (Supplementary Material) for proofs of Lemma 1 and Theorem 1.

**Lemma 1**  Under the regularity condition (C2), we have

\[
E \left[ \frac{\partial l_{mp}(\Theta)}{\partial \Theta} \right] \bigg|_{\Theta = \Theta_0} = 0.
\]

**Theorem 1**  As the total sample size \( n \) goes to infinity, we have the following asymptotic properties:

(i) Under condition (C1), with probability tending to 1, \( l_{mp}(\Theta) \) takes the value of negative infinity on the boundary of the parameter space, and there exists a solution to (16), denoted by \( \hat{\Theta}_{mp} \), in the interior of the parameter space.

(ii) Under conditions (C1)-(C5), \( \hat{\Theta}_{mp} \) converges in probability to \( \Theta_0 \).

(iii) Under conditions (C1)-(C7),

\[
n^{1/2}(\hat{\Theta}_{mp} - \Theta_0) \rightarrow N \left( 0, A_{mp}^{-1}(\Theta_0) \Sigma_{mp}(\Theta_0) A_{mp}^{-1}(\Theta_0) \right)
\]

in distribution, where

\[
A_{mp}(\Theta_0) = \frac{1}{n} E \left[ \frac{\partial^2 l_{mp}(\Theta)}{\partial \Theta \partial \Theta^T} \right] \bigg|_{\Theta = \Theta_0}
\]

and

\[
\Sigma_{mp}(\Theta_0) = \frac{1}{n} \text{cov} \left( \frac{\partial l_{mp}(\Theta)}{\partial \Theta} \right) \bigg|_{\Theta = \Theta_0}.
\]

(iv) Under conditions (C1)-(C8), \( \hat{\Theta}_{mp} \) is asymptotic equivalent to the conventional maximum likelihood estimator, which means that \( \hat{\Theta}_{mp} \) is asymptotically efficient in the sense of Bickel et al. (1993).
Note that $A_{mp}(\Theta_0)$ can be consistently estimated by

$$\hat{A}_{mp}(\hat{\Theta}_{mp}) := \frac{1}{n} \frac{\partial^2 l_{mp}(\Theta)}{\partial \Theta \partial \Theta^T} \bigg|_{\Theta = \hat{\Theta}_{mp}},$$

and $\Sigma_{mp}(\Theta_0)$ can be consistently estimated by a weighted average of two sample variance-covariance matrices corresponding to the subgroups of cases and controls. Consequently, $n^{1/2}(\hat{\Theta}_{mp} - \Theta_0)$ is approximately multivariate normal with zero expectation and variance-covariance matrix $\hat{A}_{mp}^{-1}(\hat{\Theta}_{mp})\hat{\Sigma}_{mp}(\hat{\Theta}_{mp})\hat{A}_{mp}^{-1}(\hat{\Theta}_{mp})$. Confidence intervals and significance tests of $\Theta$ can be constructed based on this normality approximation.

**Remark 1** Condition (C2) is a sufficient condition for the existence of $E[\partial l_{mp}(\Theta_0)/\partial \Theta]$, which is similar to that for the conventional likelihood function. Condition (C3) is commonly used to establish large sample properties for case-control studies (Bickel et al., 1993). Conditions (C4)-(C7) ensure the consistency and asymptotic normality of $\hat{\Theta}_{mp}$, which are also similar to those for the conventional likelihood function.

**Remark 2** Condition (C8) is used in the proof of the asymptotic equivalence of $\hat{\Theta}_{mp}$ and the asymptotically efficient estimator (i.e., the maximizer of the profile likelihood function (10)), so that $\hat{\Theta}_{mp}$ is also asymptotically efficient. We demonstrated that this condition is nearly satisfied in some simulation situations, refer to Appendix D and Table S1 (Supplementary Material) for details.

### 2.4 An expectation-maximization algorithm for the modified profile log-likelihood

Note that the profile log-likelihood (14) has a complex form, whose maximization is computationally intensive. By treating haplotypes as missing data, the maximization of (14) can be
effectively simplified by applying an expectation-maximization algorithm. Specifically, the expectation step is to calculate the conditional expectation of the modified profile log-likelihood function given the observed data (genotype data, disease status, and covariates) under initial parameters or those estimated in the previous step, and the maximization step is to maximize the resultant conditional expectation with respect to unknown parameters. This expectation-maximization algorithm is detailed as follows.

Let $\Theta^{(r)}$ denote the estimator of $\Theta$ obtained at the $r$th iteration of the expectation-maximization algorithm, and let $D$ denote all observed data, $H$ denote the missing haplotype data. Then, the modified profile log-likelihood for the complete data $(D, H)$ is

$$l_{mp}(\Theta; D, H) = l_1(\Theta; D, H) - l_2(\Theta, \lambda_0), \quad (17)$$

where

$$l_1(\Theta; D, H = h) = \sum_{u=1}^{n} \log \Pr(Y_u, G_u^c, G_u^m, h_u \mid g_u^m, X_u) = \sum_{u=1}^{n} \log \left[ \Pr(Y_u \mid X_u, h_u) \frac{\Pr(h_u)}{\Pr(g_u^m)} \right], \quad (18)$$

and $h_u$ is the haplotype vector for the $u$th family, which is compatible with the observed joint mother-child genotypes under some regularity conditions such as tight linkage, random mating, and Mendelian inheritance. Noting that $L_u(\Theta)$ does not depend on the missing haplotype data, we have $E_{\Theta^{(r)}}[l_2(\Theta, \lambda_0) \mid D] = l_2(\Theta, \lambda_0)$. Consequently, in the $(r + 1)$th iteration of the expectation-maximization algorithm, the expectation step is to compute

$$E_{\Theta^{(r)}}[l_{mp}(\Theta; D, H) \mid D] = E_{\Theta^{(r)}}[l_1(\Theta; D, H) \mid D] - l_2(\Theta, \lambda_0), \quad (19)$$

where

$$E_{\Theta^{(r)}}[l_1(\Theta; D, H) \mid D] = \sum_{u=1}^{n} \sum_{h_u} \Pr_{\Theta^{(r)}}(h_u \mid Y_u, X_u, G_u^c, G_u^m) \log \left[ \Pr(Y_u \mid X_u, h_u) \frac{\Pr(h_u)}{\Pr(g_u^m)} \right].$$

The maximization step in the $(r + 1)$th iteration of the expectation-maximization algorithm is to maximize $l_{mp}(\Theta; D, H)$ with respect to $\Theta$ using any non-linear optimization algorithm.
The above expectation-maximization algorithm is different from the conventional expectation-maximization algorithm since our objective function is a modified profile log-likelihood function instead of a log-likelihood function. Nevertheless, we still have the following convergence result for our expectation-maximization algorithm (refer to Appendix E in Supplementary Material for a proof):

**Theorem 2** If \( l_{mp}(\Theta_1) \neq l_{mp}(\Theta_2) \) for any two stationary points \( \Theta_1 \) and \( \Theta_2 \) of the modified profile log-likelihood, then \( \Theta^{(r)} \) defined below (15) converges to a stationary point of the modified profile log-likelihood as \( r \to \infty \).

A starting value \( \Theta^{(0)} \) is required for the proposed expectation-maximization algorithm. In practice, we propose to use a prospective logistic regression to be introduced in Section 3 to obtain a reasonably good starting value \( \Theta^{(0)} \), which can speed up the convergence of the expectation-maximization algorithm. The maximization step involves unknown parameters \( \Theta = (\beta, \mu) \). To simplify the maximization problem, we propose to update only a part of parameters (\( \beta \) or \( \mu \)) at a time (Meng and Rubin, 1993).

Our proposed method can be naturally extended to handle missing child genotype data for a subset of families by slightly modifying (14). That is, we allow the haplotype combinatorial sets \( H_u^m \) and \( H_u^c \) in (7) to be compatible with the observed maternal genotype data only.

### 2.5 Implementation of the proposed method

We outline our inference procedure as follows.

1. Specify the prevalence \( f \). The prevalence can be either estimated from extra cohort studies or extracted from public databases. As demonstrated in our simulation study in
Section 3 misspecifying $f$ only affects the estimation of intercept parameter $\beta_0$ and does not affect the other parameters of our interest.

(2) Specify possible haplotypes associated with the target SNP and available adjacent SNPs, which can be obtained by any existing method such as the one implemented in the function `haplo.em` in the R package `haplo.stats`.

(3) Specify an initial value of haplotype frequency vector $\mu$. The outputs of the R function `haplo.em` include an estimate of $\mu$, which can serve as an initial value.

(4) Specify an initial value of regression parameter vector $\beta$. A prospective logistic regression method to be introduced in Section 3 can be applied to produce an estimate of $\beta$, which can serve as an initial value of $\beta$.

(5) Apply the expectation-maximization algorithm described in Section 2.4 to estimate both $\mu$ and $\beta$, with the initial values being specified in steps (3) and (4), and estimate the variance matrix of $\hat{\beta}$ as described in Section 2.3.

(6) Obtain confidence intervals (z-intervals) and p-values of significance test (z-tests) for $\beta$.

For convenience, we refer to our robust method based on the modified profile log-likelihood function as ROB-HAP. Here, ROB is the shorthand for robust, emphasizing that our method is robust in the sense that it does not impose any constraint on the relationship between the maternal genotype and the covariates; HAP is the shorthand for haplotype, emphasizing that our method uses haplotypes to determine the parental origins.

Our proposed method ROB-HAP has been implemented in an R function `assessPOE`, which is available at [https://github.com/yatian20/APOE](https://github.com/yatian20/APOE). The inputs of `assessPOE` include the
case-control status \( Y \), maternal covariates \( X \), genotypes of mother-child pairs \((G^m, G^c)\), prevalence \( f \), and target SNP ID. The outputs of \texttt{assessPOE} include point estimates, confidence intervals, and significance test p-values for \( \beta \). In our preliminary numerical study, we found that it was quite computationally intensive to run our expectation-maximization algorithm when many SNPs were involved. To speed up the computation, users can adopt the \texttt{R} package \texttt{LDheatmap} (Shin et al., 2006) to select a limited number of SNPs with strong linkage disequilibrium among the candidate SNPs.

3 Simulation Studies

3.1 Data generation

Simulation studies were conducted to evaluate the performance of our proposed method ROB-HAP. The general data generation process is described in this subsection, then specific parameter settings are given in the subsequent subsections. We generated genotype data for five SNPs using seven identified haplotypes, which were extracted from published haplotype data in the genomic region GPX1. The configurations and frequencies of the haplotypes can be found in Table 1 of Chen et al. (2004). Diplotypes were then generated for \( N = 10^7 \) mother-child pairs under Hardy-Weinberg equilibrium. Specifically, three haplotypes \( h^m_i, h^m_j, h^c_i \) were randomly sampled for each mother-child pair according to the distribution given in Table S2, then \( h^c_w \) was generated according to the Mendelian law. Maternal genotype \( g^m \) at the target SNP was extracted from the maternal diplotype. Environmental risk factor \( X \) was generated through the following linear model:

\[
X = \eta \{ g^m - E(g^m) \} + e,
\]  

(20)
where \( E(g^m) \) was the expectation of \( g^m \), the random error \( e \) was independent of \( g^m \) and followed the standard normal distribution, and \( \eta \) was a regression parameter. The intercept \( \beta_0 \) was determined by the above distributions, the prevalence of phenotype and log-odds ratio (log-OR) parameters. Unless otherwise specified, we fixed \( \eta = \log(3.0) \) in model (20) and \( \beta_{gm} = \log(1.8) \), \( \beta_{gc} = \log(1.5) \), \( \beta_{im} = \log(1.5) \), \( \beta_X = \log(1.8) \), and \( \beta_{gmX} = \beta_{gcX} = 0 \) in model (2). Hardy-Weinberg equilibrium was adopted in generating diplotypes unless otherwise specified. The phenotypes \( Y \)'s were generated according to the penetrance model (1) together with (2). Data were randomly sampled for \( n_0 = 200 \) control families and \( n_1 = 200 \) case families with \( Y = 0 \) and \( Y = 1 \), respectively.

3.2 Considered methods

For the comparison purpose, we considered several alternative methods to ROB-HAP. The first alternative method is similar to ROB-HAP but it directly uses the parental origin information that could not be completely inferred in practice, which is referred to as ROB-COM (COM is the shorthand for complete). The second alternative method is a special version of ROB-HAP that only uses the genotypes from the target SNP instead of all available SNPs to infer the parental origins, which is referred to as ROB-SNP. The third alternative method is a simplified version of ROB-HAP by further incorporating independence assumption between maternal genotype and covariates, which is referred to as IND-HAP (IND is the shorthand for independent). In terms of inference efficiency, we can intuitively rank the four methods mentioned so far: \( \text{ROB-COM} > \text{IND-HAP} > \text{ROB-HAP} > \text{ROB-SNP} \). However, one should be aware that ROB-COM is not applicable in practice if the parental origins cannot be unambiguously inferred for some families and IND-HAP could produce biased results if the independence assumption is violated. We also considered the prospective logistic regression, which is referred to as LOGIT-HAP (the
fourth alternative method). In LOGIT-HAP, first, the joint diplotypes of mother-child pairs are inferred using the function `haplo.em` in the R package `haplo.stats` with the adjacent SNP genotypes, then, the parental origins are determined by the joint diplotypes and only those families with uniquely inferred parental origins are kept. Since LOGIT-HAP is based on a prospective likelihood, it is not efficient by ignoring the information on Hardy-Weinberg equilibrium, Mendelian law between maternal genotype and child genotype, and the conditional independence between covariates and child genotype given maternal genotype. Finally, we considered two existing methods in the literature, i.e., the fifth alternative method P-HAP (Lin et al., 2013) and the sixth alternative method EMIM (Ainsworth et al., 2011). Both P-HAP and EMIM can evaluate parental origin effects using case-control mother-child pair data but neither of them can incorporate covariate information. The R package HAPLIN can also be used to detect parental origin effects, which is based on a log-linear model (Gjessing and Lie, 2006). It has been shown that EMIM and Haplin have comparable powers in detecting genetic effects through extensive simulation studies (Gjerdevik et al., 2019), and EMIM is more often adopted due to its computational advantage. We therefore do not show the simulation results for HAPLIN in the next sections.

### 3.3 Comparison of prospective and retrospective likelihoods

We conducted a simulation study to demonstrate the advantage of the retrospective likelihood (ROB-HAP) over the prospective likelihood (LOGIT-HAP). The third of the five SNPs was set as the target SNP unless specified otherwise. Estimation results based on 2,500 simulated datasets are summarized in the upper panel of Table 1.

Evidently, both ROB-HAP and LOGIT-HAP were virtually unbiased, though the bias of LOGIT-HAP was slightly larger. The empirical standard errors (SEs) appeared to be close to...
Table 1: Estimation results with $g^m$ and $X$ being correlated ($\eta = \log 3; f = 0.01$)

| Log-OR | True$^c$ | Bias$^d$ | SE$^e$ | SEE$^f$ | CP$^g$ | ROB-HAP$^a$ | Bias$^d$ | SE$^e$ | SEE$^f$ | CP$^g$ | LOGIT-HAP$^b$ | Bias$^d$ | SE$^e$ | SEE$^f$ | CP$^g$ |
|--------|---------|---------|-------|--------|-------|--------------|---------|-------|--------|-------|----------------|---------|-------|--------|-------|
| $\beta_{g^m}$ | 0.588 | 0.017 | 0.259 | 0.261 | 0.955 | 0.029 | 0.304 | 0.304 | 0.951 |
| $\beta_{g^c}$ | 0.405 | -0.012 | 0.177 | 0.174 | 0.948 | 0.018 | 0.245 | 0.237 | 0.945 |
| $\beta_{im}$ | 0.405 | -0.003 | 0.188 | 0.187 | 0.949 | -0.013 | 0.270 | 0.265 | 0.952 |
| $\beta_X$ | 0.588 | 0.011 | 0.124 | 0.124 | 0.953 | 0.017 | 0.126 | 0.125 | 0.951 |

| Log-OR | True$^c$ | Bias$^d$ | SE$^e$ | SEE$^f$ | CP$^g$ | ROB-SNP$^i$ | Bias$^d$ | SE$^e$ | SEE$^f$ | CP$^g$ | ROB-COM$^j$ | Bias$^d$ | SE$^e$ | SEE$^f$ | CP$^g$ |
|--------|---------|---------|-------|--------|-------|--------------|---------|-------|--------|-------|----------------|---------|-------|--------|-------|
| $\beta_{g^m}$ | 0.588 | -0.009 | 0.266 | 0.270 | 0.958 | 0.006 | 0.256 | 0.257 | 0.953 |
| $\beta_{g^c}$ | 0.405 | 0.002 | 0.179 | 0.178 | 0.953 | 0.002 | 0.176 | 0.172 | 0.946 |
| $\beta_{im}$ | 0.405 | 0.011 | 0.216 | 0.218 | 0.954 | 0.006 | 0.174 | 0.172 | 0.951 |
| $\beta_X$ | 0.588 | 0.007 | 0.124 | 0.125 | 0.957 | 0.011 | 0.126 | 0.125 | 0.947 |

$^a$Our proposed method using haplotypes; $^b$the conventional logistic regression method using haplotypes; $^c$the true value of the log-OR parameter; $^d$difference between the mean estimate and true parameter value; $^e$empirical standard error; $^f$mean estimated standard error; $^g$empirical coverage probability of the 95% confidence intervals; $^i$a simplified version of ROB-HAP only using the genotypes at the target SNP; $^j$an ideal method utilizing the parental origin information that could not be completely inferred in practice.
the averages of estimated SEs (SEEs). ROB-HAP was uniformly more efficient than LOGIT-HAP in terms of SEs. For example, the SE of $\hat{\beta}_{im}$ was 30% lower than that of LOGIT-HAP.

Panel A of Fig. 1 showcases the powers and type-I error rates for testing parental origin effects, where each of the five SNPs was treated in turn as the target SNP while the genotypes from other SNPs were used to infer the parental origins. Both LOGIT-HAP and ROB-HAP had perfect controls of type-I error rates. ROB-HAP were uniformly more powerful than LOGIT-HAP, with power gains ranging from 0.21 to 0.28.

3.4 The impact of parental origins on the power of parental origin effect detection

Determining the parental origins is a key step in testing parental origin effects. We evaluated the power improvement of the proposed method ROB-HAP over ROB-SNP, where ROB-SNP only uses the target SNP to infer the parental origins. We also included ROB-COM for comparison, which uses the true parental origin information that could not be completely inferred in practice. ROB-SNP can be regarded as a special case of ROB-HAP with the number of adjacent SNPs being zero. Results based on 2,500 simulated datasets are summarized in the lower panel of Table 1.

Both ROB-SNP and ROB-COM appeared to be unbiased. As expected, ROB-HAP was more efficient than ROB-SNP, especially for the parental origin effects. In fact, the SE of $\hat{\beta}_{im}$ by ROB-HAP was 13% lower compared with ROB-SNP. Of course, ROB-COM was most efficient, with a further SE reduction of 6%. Efficiency gain of ROB-HAP over ROB-SNP could depend on the number of adjacent SNPs, minor allele frequencies, and so on. As shown in Panel B of Fig. 1, the power for testing parental origin effects steadily increased with the length of haplotypes. LOGIT-HAP had the same power trend, but it was uniformly inferior to
Figure 1: Panel A: The type-I error rates and powers for testing parental origin effects with confounding covariate $X$ incorporated ($\eta = \log 3$). Various target SNPs in gene GPX1 were considered. Data were generated under $\beta_{im} = 0$ (for assessing type-I error rates) or $\beta_{im} = \log 1.5$ (for assessing powers). The other underlying parameters were $f = 0.01$, $\beta_{g^m} = \beta_X = \log 1.8$, and $\beta_{gc} = \log 1.5$. Panel B: The type-I error rate and power trends against the length of haplotypes for testing parental origin effects. The target SNP was SNP1 in gene GPX1. Here Inf corresponds to ROB-COM with the true parent origins being used. Data were generated under $\beta_{im} = 0$ (for assessing the type-I error rates) or $\beta_{im} = \log 1.5$ (for assessing the powers). The other underlying parameters were $f = 0.01$, $\eta = \log 3$, $\beta_{g^m} = \beta_X = \log 1.8$, and $\beta_{gc} = \log 1.5$. 
3.5 Comparison with existing methods that do not incorporate covariates

There are quite a few methods in the literature for testing parental origin effects, but none of them can incorporate covariates in a general way. Among these methods, P-HAP (Lin et al., 2013) can use haplotype information to improve estimation/test efficiency for parental origin effects; EMIM (Ainsworth et al., 2011) has been widely used in testing maternal, imprinting, and interaction effects. We conducted a simulation study to compare their performances with our proposed method ROB-HAP. Because P-HAP and EMIM cannot incorporate covariates, they could be invalid if the covariates are associated with both maternal genotypes and the phenotype of interest. We also considered a slightly modified version of ROB-HAP, which imposes the independence constraint between the covariates and maternal genotypes and is referred to as IND-HAP.

Simulation data were generated as in Section 3.3 except that the covariate was independent of the maternal genotypes (i.e., \( \eta = 0 \)). The estimation results for IND-HAP and P-HAP are summarized in Table 2. Because EMIM was derived under a different model and the estimated parameters were different from those in model (1), we only show the powers and type-I errors of EMIM with respect to the parental origin effects, but not its estimation results. Evidently, both IND-HAP and P-HAP were virtually unbiased, the estimated standard errors were close to the empirical ones, and the 95% confidence intervals had coverage probabilities close to the nominal level. IND-HAP and P-HAP appeared to be comparable in terms of SEs. The type-I error rates and powers for testing parental origin effects are presented in Panel A of Fig. 2 for IND-HAP, ROB-HAP, P-HAP, and EMIM. The type-I error rates were well controlled by
Table 2: Estimation results with \( g^m \) and \( X \) being independent (\( \eta = 0, f = 0.01 \))

| Log-OR | True \( ^c \) | Bias \( ^d \) | SE \( ^e \) | SEE \( ^f \) | CP \( ^g \) | Bias \( ^d \) | SE \( ^e \) | SEE \( ^f \) | CP \( ^g \) |
|--------|----------------|-------------|-------------|-------------|---------|-------------|-------------|-------------|---------|
| \( \beta_{g^m} \) | 0.588 | -0.015 | 0.196 | 0.200 | 0.954 | 0.018 | 0.199 | 0.198 | 0.948 |
| \( \beta_g \) | 0.405 | 0.013 | 0.153 | 0.153 | 0.947 | 0.009 | 0.155 | 0.153 | 0.946 |
| \( \beta_{im} \) | 0.405 | -0.006 | 0.162 | 0.166 | 0.954 | -0.022 | 0.168 | 0.166 | 0.942 |
| \( \beta_X \) | 0.588 | 0.014 | 0.108 | 0.111 | 0.947 | - \( ^h \) | - | - | - |

\( ^a \) A simplified version of ROB-HAP with independence assumption between \( X \) and \( g^m \); 
\( ^b \) a parental origin effect testing method without incorporating covariates (Lin et al., 2013); 
\( ^c \) true value of the log-OR parameter; \( ^d \) difference between the mean estimate and true parameter value; 
\( ^e \) empirical standard error; \( ^f \) mean estimated standard error; \( ^g \) empirical coverage probability of the 95% confidence interval; \( ^h \) covariates not incorporated in P-HAP.

all the four methods. IND-HAP and P-HAP appeared to have comparable powers, EMIM was least powerful, and ROB-HAP was intermediate.

When \( g^m \) and \( X \) was correlated (\( \eta \neq 0 \)), the three methods not incorporating \( X \) or assuming \( g^m-X \) independence could be either liberal or conservative, depending on \( \eta < 0 \) or \( \eta > 0 \) (Panel B of Fig. 2).

3.6 Sensitivity analyses with model misspecification

Some model assumptions are required for ROB-HAP, such as Hardy-Weinberg equilibrium for haplotypes, penetrance model, and disease prevalence. We conducted sensitivity analyses to examine the robustness of ROB-HAP with respect to each of these model assumptions.

First, we assessed the robustness of ROB-HAP with respect to Hardy-Weinberg equilibrium.
Figure 2: Panel A: The type-I error rates (OR = 1) and powers (OR = 1.5) for testing parental origin effects with non-confounding covariate $X$ ($\eta = 0$). The other underlying parameters were $f = 0.01$, $\beta_{gm} = \beta_X = \log 1.8$, and $\beta_{gc} = \log 1.5$. Panel B: Type-I error rates for testing parental origin effects in the presence of a confounding covariate $X$. The target SNP was SNP1 in gene GPX1. Data were generated under a non-linear model relating the covariate $X$ and maternal genotype $g^m$: $X = \eta \{(g^m)^2 - E(g^m)^2\} + e$, where $e$ was standard normal. The other underlying parameters were $f = 0.01$, $\beta_{im} = 0$, $\beta_{gm} = \beta_X = \log 1.8$, and $\beta_{gc} = \log 1.5$. 
We generated data under model
\[
\text{pr}(h_i h_j) = \begin{cases} 
F \mu_i + (1 - F) \mu_i^2, & \text{for } i = j, \\
2(1 - F) \mu_i \mu_j, & \text{for } i \neq j,
\end{cases}
\]
where \( F \) is a fixation index and \( h_i h_j \) is an unordered diplotype. As shown in Table S3 (Supplementary Material), ROB-HAP had well controlled type-I error rates even when Hardy-Weinberg equilibrium was seriously violated \((F > 0.5)\). This was not surprising since Hardy-Weinberg equilibrium is required only in the ratio of \( \text{pr}(h_m^m h_m^m, h_u^c h_u^c, h_c^m) \) to \( \text{pr}(g_u^m) \) in the modified profile likelihood \((14)\), which is partially free of the fixation index \( F \). In fact, when \( g_u^m = 1 \), we have
\[
\frac{\text{pr}(h_m^m h_m^m, h_u^c h_u^c, h_c^m)}{\text{pr}(g_u^m)} = \frac{(1 - F) \mu_i \mu_j \mu_l}{2(1 - F) \theta (1 - \theta)} = \frac{\mu_i \mu_j \mu_l}{2 \theta (1 - \theta)},
\]
which is free of the fixation index \( F \); when \( g_u^m \neq 1 \), the parental origins can be directly derived from the genotypes of each mother-child pair. Therefore, the modified profile likelihood function \((14)\) is only weakly dependent of \( F \).

Second, we studied the impact of misspecifying the penetrance model on the performance of ROB-HAP. Data were generated under the penetrance model \((1)\) with \( \beta_{g^m X} = \beta_{g^c X} = \log 1.2 \) or \( \beta_{g^m X} = \beta_{g^c X} = \log 1.5 \). The resultant underlying model had an interaction effect, but it was ignored in ROB-HAP. By doing so, we could assess whether or not ROB-HAP is sensitive to the presence of interaction effects. As shown in Table 3, the estimation of \( \beta_{g^m}, \beta_{g^c}, \) and \( \beta_X \) were biased, but this was not the case for \( \beta_{im} \). This indicates that ROB-HAP is robust to the penetrance model misspecification to some extent when assessing the parental origin effects.

Finally, we assessed the robustness of ROB-HAP with respect to the disease prevalence \( f \). We generated data with \( f = 0.01 \) but misspecified it to be 0.002 or 0.05. The estimation results shown in Table 4 demonstrate that the misspecification had little impact on the odds-ratio parameters of interest. Such robustness was also observed previously \((Zhang et al., 2020)\).
Table 3: Estimation results of ROB-HAP with the penetrance model being misclassified \((f = 0.01, \eta = \log 3)\)

| Log-OR | True\(^b\) | Bias\(^c\) | SE\(^d\) | SEE\(^e\) | CP\(^f\) | Bias\(^c\) | SE\(^d\) | SEE\(^e\) | CP\(^f\) |
|--------|-------------|------------|---------|---------|---------|------------|---------|---------|---------|
| \(\beta_{gm}\) | 0.588 | 0.143 | 0.298 | 0.298 | 0.931 | 0.418 | 0.386 | 0.387 | 0.854 |
| \(\beta_{gc}\) | 0.405 | 0.245 | 0.187 | 0.185 | 0.744 | 0.699 | 0.225 | 0.223 | 0.100 |
| \(\beta_{im}\) | 0.405 | -0.012 | 0.191 | 0.197 | 0.957 | 0.001 | 0.231 | 0.239 | 0.960 |
| \(\beta_X\) | 0.588 | 0.272 | 0.150 | 0.150 | 0.576 | 0.710 | 0.201 | 0.203 | 0.024 |

\(^a\)With a nonzero interaction effect but ignored in ROB-HAP fitted model; \(^b\)true parameter value; \(^c\)difference between the mean estimate and true parameter value; \(^d\)empirical standard error; \(^e\)mean estimated standard error; \(^f\)empirical coverage probability of the 95% confidence interval.

Table 4: Estimation results of ROB-HAP with the prevalence being misclassified \((f = 0.01, \eta = \log 3)\)

| Log-OR | Misspecified \(f = 0.002^a\) | Misspecified \(f = 0.05^a\) |
|--------|-----------------|-----------------|
| Log-OR | True\(^b\) Bias\(^c\) SE\(^d\) SEE\(^e\) CP\(^f\) | Bias\(^c\) SE\(^d\) SEE\(^e\) CP\(^f\) |
| \(\beta_{gm}\) | 0.588 | 0.023 | 0.260 | 0.260 | 0.946 | -0.009 | 0.270 | 0.267 | 0.945 |
| \(\beta_{gc}\) | 0.405 | -0.005 | 0.180 | 0.170 | 0.934 | 0.023 | 0.187 | 0.187 | 0.952 |
| \(\beta_{im}\) | 0.405 | -0.011 | 0.177 | 0.183 | 0.954 | 0.016 | 0.205 | 0.203 | 0.950 |
| \(\beta_X\) | 0.588 | 0.011 | 0.125 | 0.125 | 0.952 | 0.001 | 0.123 | 0.125 | 0.957 |

\(^a\)Misspecified prevalence in ROB-HAP; \(^b\)true parameter value; \(^c\)difference between the mean estimate and true parameter value; \(^d\)empirical standard error; \(^e\)mean estimated standard error; \(^f\)empirical coverage probability of the 95% confidence intervals.
3.7 Handling missing child genotypes

In real data analyses, some individuals could be subject to missing genotypes. In our method ROB-HAP, the children missing genotypes can be naturally handled through an expectation-maximization algorithm. A naïve approach to handling missing genotypes is to simply ignore those mother-child pairs with missing genotype at any SNP. The efficiency loss of this naïve approach could be considerable if the number of SNPs is large. A small-scale simulation study was conducted to demonstrate the efficiency improvement of incorporating mother-child pairs with missing child genotypes. Simulation data were generated in the same way as in Section 3.1 and the genotype of each SNP was then randomly dropped with a probability of 0.01. Three versions of ROB-HAP were applied to the simulated data. The first version (ROB-HAP-com) used complete genotypes, the second version (ROB-HAP-EM) incorporated missing genotypes through the expectation-maximization algorithm, and the third version (ROB-HAP-del) simply deleted those mother-child pairs with missing genotypes. Estimation results for parental origin effects by the three versions are graphically displayed in Fig. S1 (Supplementary Material). The three versions were shown to be virtually unbiased. ROB-HAP-EM and ROB-HAP-com were nearly comparable, and they had smaller standard errors than ROB-HAP-del. These results evidently demonstrate that incorporating mother-child pairs with missing data can significantly improve the estimation efficiency.

4 Application to the Jerusalem Perinatal Study

We applied the considered methods for assessing the parental origin effects in the gene PPARGC1A on low birth weight in the Jerusalem Perinatal Study, a historical birth cohort study including 17,003 births in Jerusalem residents from 1974 to 1976. Among 8,238 eligible children with
mothers’ prepregnancy body mass index (pp-BMI) smaller than 25, there were 297 cases of low birth weight (below 2.5 kg). Genotype data were obtained for 691 eligible mother-child pairs (125 case pairs and 566 control pairs). We incorporated pp-BMI in applicable methods as a co-variante because it was shown to be strongly associated with infant nutrition during pregnancy. The low birth weight prevalence $f$ was set to be the proportion of low birth weight children in the original data, i.e., $0.036 = \frac{297}{8238}$.

The genotypes on 24 SNPs in gene PPARGC1A were available, five of which (i.e., rs3774921, rs3755863, rs8192678, rs2970849, and rs1472095) showed strong linkage disequilibrium using the R package LDheatmap based on allelic correlation $r^2$ and the physical distance between the SNPs. Exploratory analyses of the five candidate SNPs can be found in Table S9 of Zhang et al. (2021).

It was shown previously that SNP rs8192678 may have a parental origin effect on birth weight (Lin et al., 2013) when pp-BMI was not adjusted for. We therefore applied eight methods (i.e., ROB-HAP, ROB-SNP, LOGIT-HAP, LOGIT-SNP, IND-HAP, IND-SNP, P-HAP, and P-SNP) to re-assess parental origin effect of SNP rs8192678 on low birth weight adjusting for pp-BMI. Methods imposing independence assumption between rs8192678 and pp-BMI (i.e., IND-HAP and IND-SNP) are applicable since this SNP was not significantly associated with pp-BMI (Zhang et al., 2020). Among the 691 mother-child pairs, 15 had incomplete genotype data and 58 had incompatible genotypes at any of the five SNPs. Those child genotypes incompatible with their mothers’ genotypes were treated as missing. Among the 691 − 15 − 58 = 618 families with incomplete or incompatible genotypes, 145 had heterozygous genotypes at the SNP rs8192678 for both mothers and children. Among the 145 families, the parental origins of 73 families were unambiguously determined using the joint genotypes at the five SNPs. It happened that all of the children in these 73 families inherited the minor allele from their mothers. Both ROB-HAP and IND-HAP could accommodate missing child genotypes via our
Table 5: Parental origin effect estimates for SNP rs8192678 in the Jerusalem Perinatal Study

| Method  | EST   | SE   | 95% CI        | P-value |
|---------|-------|------|---------------|---------|
| IND-SNP | 0.612 | 0.256| [0.111, 1.114]| 0.017   |
| ROB-SNP | 0.597 | 0.258| [0.092, 1.102]| 0.020   |
| LOGIT-SNP| 0.827 | 0.373| [0.096, 1.558]| 0.027   |
| P-SNP   | 0.611 | 0.256| [0.110, 1.112]| 0.017   |
| IND-HAP | 0.368 | 0.236| [-0.096, 0.831]| 0.120   |
| IND-HAP\(^f\) | 0.320 | 0.226| [-0.122, 0.763]| 0.156   |
| ROB-HAP | 0.340 | 0.238| [-0.127, 0.807]| 0.154   |
| ROB-HAP\(^f\) | 0.305 | 0.230| [-0.145, 0.755]| 0.184   |
| LOGIT-HAP| 0.415 | 0.247| [-0.069, 0.899]| 0.093   |
| P-HAP   | 0.363 | 0.236| [-0.100, 0.826]| 0.124   |

\(^a\)Various methods mentioned in Section 3; \(^b\)estimated parental origin effects; \(^c\)estimated standard errors for parental origin effects; \(^d\)95% Confidence intervals for parental origin effects; \(^e\)p-values for testing parental origin effects; \(^f\)families with missing data used.

Parental origin effect estimates are summarized in Table 5. All methods produced positive parental origin effect estimates, indicating the minor allele (T) of the child with low birth weight was preferentially transmitted from the mother, though the estimated effect sizes varied to some extent. The estimation differences between the HAP and SNP methods could be due to the fact that all of the children in the 73 families with heterozygous genotypes at the SNP rs8192678 inherited the minor allele from their mothers. The prospective likelihood methods...
LOGIT-SNP and LOGIT-HAP were uniformly less efficient than the retrospective likelihood based methods. For example, the SE by LOGIT-SNP was 0.373, compared with 0.256, 0.258, and 0.256 by IND-SNP, ROB-SNP, and P-SNP. This verified the simulation results in Section 3.3. Furthermore, utilizing haplotypes could effectively improve the estimation efficiency for the parental origin effects. In fact, the SEs were 0.256, 0.258, 0.383, and 0.256 by IND-SNP, ROB-SNP, LOGIT-SNP, and P-SNP, compared with 0.236, 0.238, 0.247, and 0.236 by IND-HAP, ROB-HAP, LOGIT-HAP, and P-HAP. This result was consistent with the simulation results in Section 3.4. Furthermore, utilizing families with missing or incompatible genotypes slightly improved estimation efficiency, that is, the SE was reduced from 0.238 to 0.230 with ROB-HAP and from 0.236 to 0.226 with IND-HAP. Finally, P-HAP and ROB-HAP had comparable SEs, which was consistent with the simulation results in Section 3.5.

5 Discussion

Testing parental origin effects is an important genetic problem, and it is a major challenge to develop an inference procedure of high efficiency utilizing case-control mother-child pair data. Under this study design, we develop a modified retrospective-likelihood-based statistically efficient inference method, ROB-HAP, for testing parental origin effects while controlling for the confounding effects of covariates. Genotypes from genetic markers tightly linked with the target genetic marker are used to accurately infer the parental origin. ROB-HAP can fully exploit genetic information in the available data, including Hardy-Weinberg equilibrium, Mendelian law between maternal genotype and child genotype, and the conditional independence between covariates and child genotype given maternal genotype. ROB-HAP is statistically robust to some extent in the sense that no parametric assumption is imposed on the relationship between
the maternal genotypes and covariates. A modified profile likelihood function is adopted to ensure computational robustness, without sacrificing statistical efficiency. Simulation results demonstrated that ROB-HAP was very robust to the violation of Hardy-Weinberg equilibrium and misspecification of disease prevalence. It was also shown to be robust to the presence of unaccounted gene-environment interaction effects in testing parental origin effects.

The proposed method ROB-HAP can be improved from several aspects. First, ROB-HAP assumes an additive mode of inheritance for the genetic effects, but this assumption can be straightforwardly relaxed by introducing dominance effects. Second, the robustness of ROB-HAP and the efficiency of IND-HAP can be balanced by adopting a shrinkage estimator similar to the one proposed in Chen et al. (2009). Specifically, let \( \hat{\beta}_{\text{ROB}} \) and \( \hat{\beta}_{\text{IND}} \) denote the estimators of regression parameter vector \( \beta \) using ROB-HAP and IND-HAP, respectively, and let \( \beta_{\text{ROB}} \) and \( \beta_{\text{IND}} \) denote their limiting values. The parameter \( \psi = \beta_{\text{IND}} - \beta_{\text{ROB}} \) can be used to describe the degree of deviation between the true model and the independence model. A shrinkage estimator \( \hat{\beta}_{EB} \) can be derived under the empirical Bayesian framework: 

\[
\hat{\beta}_{EB} = \hat{\beta}_{\text{ROB}} + K(\hat{\beta}_{\text{IND}} - \hat{\beta}_{\text{ROB}}),
\]

where \( K = V(V + \hat{\psi}\hat{\psi}^T)^{-1} \), \( \hat{\psi} = \beta_{\text{IND}} - \beta_{\text{ROB}} \), and \( V \) is an appropriate consistent estimator of \( \text{cov}(\hat{\psi}) \). Third, the proposed method can be extended to family data of other types. In some studies, genotype data can be obtained from some mother-father-child triads. The paternal genotype is helpful in determining the parental origin, thus improving statistical inference efficiency. ROB-HAP can be immediately extended to handle such families by adding paternal genotypes in the retrospective likelihood (3). Statistical efficiency can be further improved when genotypes are available from multiple children in some families. Various types of family structures may be present in real studies, and it deserves further investigation to combine these data.

In practice, we recommend using four adjacent SNPs in ROB-HAP and ignoring haplotypes
with small estimated frequencies (e.g. less than 0.01) since involving more adjacent SNPs has very limited power gain in testing parental origin effects but significantly increase computational burden. In some studies, the collected families may have multiple ethnicities. If the ancestry information is known for each family, a stratified analysis can be easily conducted by utilizing Fisher’s P-value combination method (Fisher, 1992; Ray et al., 2016); otherwise, principle components extracted from genomewide data can be used to adjust for population structure.

Acknowledgement

The work of HZ was partially supported by the Natural Science Foundation of China (No. 12171451), and the work of JC was partially supported by the grants from the National Institutes of Health (No. R21-ES020811 and R01-ES016626).

Supplementary material

Supplementary material includes derivations or proofs of the theoretical results and additional simulation results. (https://github.com/yatian20/APOE).

References

Ainsworth, H. F., Unwin, J., Jamison, D. L., and Cordell, H. J. (2011). Investigation of maternal effects, maternal-fetal interactions and parent-of-origin effects (imprinting), using mothers and their offspring. Genetic Epidemiology, 35(1):19–45.

Bickel, P. J., Klaassen, C. A., Bickel, P. J., Ritov, Y., Klaassen, J., Wellner, J. A., and Ritov,
Y. (1993). *Efficient and adaptive estimation for semiparametric models*, volume 4. Johns Hopkins University Press Baltimore.

Browning, B. L. and Browning, S. R. (2009). A unified approach to genotype imputation and haplotype-phase inference for large data sets of trios and unrelated individuals. *The American Journal of Human Genetics*, 84(2):210–223.

Chen, J., Lin, D., and Hochner, H. (2012). Semiparametric maximum likelihood methods for analyzing genetic and environmental effects with case-control mother-child pair data. *Biometrics*, 68(3):869–877.

Chen, J., Peters, U., Foster, C., and Chatterjee, N. (2004). A haplotype-based test of association using data from cohort and nested case-control epidemiologic studies. *Human Heredity*, 58(1):18–29.

Chen, Y.-H., Chatterjee, N., and Carroll, R. J. (2009). Shrinkage estimators for robust and efficient inference in haplotype-based case-control studies. *Journal of the American Statistical Association*, 104(485):220–233.

Cordell, H. J., Barratt, B. J., and Clayton, D. G. (2004). Case/pseudocontrol analysis in genetic association studies: A unified framework for detection of genotype and haplotype associations, gene-gene and gene-environment interactions, and parent-of-origin effects. *Genetic Epidemiology*, 26(3):167–185.

Falls, J. G., Pulford, D. J., Wylie, A. A., and Jirtle, R. L. (1999). Genomic imprinting: implications for human disease. *The American Journal of Pathology*, 154(3):635–647.

Fisher, R. A. (1992). Statistical Methods for Research Workers. In Kotz, S., Johnson, N.L.
(eds) *Breakthroughs in Statistics. Springer Series in Statistics*, pages 66–70. Springer, New York, NY.

Fu, W. J., Li, M., Sun, K., Cui, Y., Qian, M., and Romero, R. (2013). Testing maternal-fetal genotype incompatibility with mother-offspring pair data. *Journal of Proteomics and Genomics Research*, 1(2):40–56.

Gjerdevik, M., Haaland, Ø. A., Romanowska, J., Lie, R. T., Jugessur, A., and Gjessing, H. K. (2018). Parent-of-origin-environment interactions in case-parent triads with or without independent controls. *Annals of Human Genetics*, 82(2):60–73.

Gjerdevik, M., Jugessur, A., Haaland, Ø. A., Romanowska, J., Lie, R. T., Cordell, H. J., and Gjessing, H. K. (2019). Haplin power analysis: a software module for power and sample size calculations in genetic association analyses of family triads and unrelated controls. *BMC Bioinformatics*, 20(1):1–11.

Gjessing, H. K. and Lie, R. T. (2006). Case-parent triads: Estimating single- and double-dose effects of fetal and maternal disease gene haplotypes. *Annals of Human Genetics*, 70(3):382–396.

Han, M., Hu, Y.-Q., and Lin, S. (2013). Joint detection of association, imprinting and maternal effects using all children and their parents. *European Journal of Human Genetics*, 21(12):1449–1456.

Howey, R. and Cordell, H. J. (2012). PREMIM and EMIM: tools for estimation of maternal, imprinting and interaction effects using multinomial modelling. *BMC Bioinformatics*, 13(1):1–13.
Howey, R., Mamasoula, C., Töpf, A., Nudel, R., Goodship, J. A., Keavney, B. D., and Cordell, H. J. (2015). Increased power for detection of parent-of-origin effects via the use of haplotype estimation. *The American Journal of Human Genetics, 97*(3):419–434.

Kanayama, N., Takahashi, K., Matsuura, T., Sugimura, M., Kobayashi, T., Moniwa, N., Tomita, M., and Nakayama, K. (2002). Deficiency in p57kip2 expression induces preeclampsia-like symptoms in mice. *Molecular Human Reproduction, 8*(12):1129–1135.

Kong, A., Steinthorsdottir, V., Masson, G., Thorleifsson, G., Sulem, P., Besenbacher, S., Jonasdottir, A., Sigurdsson, A., Kristinsson, K. T., and Jonasdottir, A. (2009). Parental origin of sequence variants associated with complex diseases. *Nature, 462*(7275):868–874.

Lin, D., Weinberg, C. R., Feng, R., Hochner, H., and Chen, J. (2013). A multi-locus likelihood method for assessing parent-of-origin effects using case-control mother-child pairs. *Genetic Epidemiology, 37*(2):152–162.

Mendonça, M., Mangiavacchi, P., De Sousa, P., Crippa, J. A. d. S., Mendes, A. V., Loureiro, S. R., Martin-Santos, R., Quirino, C. R., Kanashiro, M., and Rios, A. (2019). Epigenetic variation at the slc6a4 gene promoter in mother–child pairs with major depressive disorder. *Journal of Affective Disorders, 245*:716–723.

Meng, X. and Rubin, D. B. (1993). Maximum likelihood estimation via the ecm algorithm: A general framework. *Biometrika, 80*(2):267–278.

Orton, S.-M., Ramagopalan, S. V., Para, A. E., Lincoln, M. R., Handunnetthi, L., Chao, M. J., Morahan, J., Morrison, K. M., Sadovnick, A. D., and Ebers, G. C. (2011). Vitamin d metabolic pathway genes and risk of multiple sclerosis in canadians. *Journal of the Neurological Sciences, 305*(1-2):116–120.
Owen, A. B. (2001). *Empirical Likelihood*. Chapman & Hall/CRC, London.

Petry, C. J., Ong, K. K., and Dunger, D. B. (2007). Does the fetal genotype affect maternal physiology during pregnancy? *Trends in Molecular Medicine*, 13(10):414–421.

Purcell, S., Neale, B., Todd-Brown, K., Thomas, L., Ferreira, M. A., Bender, D., Maller, J., Sklar, P., De Bakker, P. I., Daly, M. J., et al. (2007). PLINK: a tool set for whole-genome association and population-based linkage analyses. *The American Journal of Human Genetics*, 81(3):559–575.

Qin, J. and Lawless, J. (1994). Empirical likelihood and general estimating equations. *The Annals of Statistics*, 22(1):300–325.

Ray, D., Pankow, J. S., and Basu, S. (2016). USAT: A unified score-based association test for multiple phenotype-genotype analysis. *Genetic Epidemiology*, 40(1):20–34.

Saftlas, A. F., Beydoun, H., and Triche, E. (2005). Immunogenetic determinants of preeclampsia and related pregnancy disorders: a systematic review. *Obstetrics Gynecology*, 106(1):162–172.

Shin, J.-H., Blay, S., McNeney, B., and Graham, J. (2006). LDheatmap: an R function for graphical display of pairwise linkage disequilibria between single nucleotide polymorphisms. *Journal of Statistical Software*, 16(3):1–10.

van de Putte, R., Van Rooij, I. A., Haanappel, C. P., Marcelis, C. L., Brunner, H. G., Addor, M.-C., Cavero-Carbonell, C., Dias, C. M., Draper, E. S., Etxebarriarteun, L., et al. (2020). Maternal risk factors for the vacterl association: A eurocat case–control study. *Birth Defects Research*, 112(9):688–698.

Vermeulen, S. H., Shi, M., Weinberg, C. R., and Umbach, D. M. (2009). A hybrid design: case-parent triads supplemented by control-mother dyads. *Genetic Epidemiology*, 33(2):136–144.
Wang, H., Jacqueline, B. H., Ingo, R., Kung, Y. L., Richard, J. R., Gerald, V. R., Yah-Huei, W. C., Philip, K.-T. C., Vincent, Y., Samuel, S. C., et al. (2012). Ror2 gene is associated with risk of non-syndromic cleft palate in an asian population. *Chinese Medical Journal, 125*(03):476–480.

Wangler, M. F., Chang, A. S., Moley, K. H., Feinberg, A. P., and DeBaun, M. R. (2005). Factors associated with preterm delivery in mothers of children with beckwith-wiedemann syndrome: a case cohort study from the bws registry. *American Journal of Medical Genetics Part A, 134*(2):187–191.

Weinberg, C., Wilcox, A., and Lie, R. (1998). A log-linear approach to case-parent-triad data: assessing effects of disease genes that act either directly or through maternal effects and that may be subject to parental imprinting. *The American Journal of Human Genetics, 62*(4):969–978.

Weinberg, C. R. (1999). Methods for detection of parent-of-origin effects in genetic studies of case-parents triads. *The American Journal of Human Genetics, 65*(1):229–235.

Weinberg, C. R. and Shi, M. (2009). The genetics of preterm birth: using what we know to design better association studies. *American Journal of Epidemiology, 170*(11):1373–1381.

Wu, C. J. (1983). On the convergence properties of the em algorithm. *The Annals of Statistics, 11*(1):95–103.

Yang, J. and Lin, S. (2013). Robust partial likelihood approach for detecting imprinting and maternal effects using case-control families. *The Annals of Applied Statistics, 7*(1):249–268.

Zangwill, W. I. (1969). *Nonlinear programming: a unified approach*, volume 52. Prentice-hall Englewood Cliffs, NJ.
Zhang, F., Khalili, A., and Lin, S. (2016). Optimum study design for detecting imprinting and maternal effects based on partial likelihood. *Biometrics*, 72(1):95–105.

Zhang, F., Khalili, A., and Lin, S. (2019). Imprinting and maternal effect detection using partial likelihood based on discordant sibpair data. *Statistica Sinica*, 29:1915–1937.

Zhang, F. and Lin, S. (2020). Incorporating information from markers in LD with test locus for detecting imprinting and maternal effects. *European Journal of Human Genetics*, 28(8):1087–1097.

Zhang, H., Mukherjee, B., Arthur, V., Hu, G., Hochner, H., and Chen, J. (2020). An efficient and computationally robust statistical method for analyzing case-control mother-offspring pair genetic association studies. *Annals of Applied Statistics*, 14(2):560–584.

Zhang, H., Nilanjan, C., Rader, D., and Chen, J. (2018). Adjustment of nonconfounding covariates in case-control genetic association studies. *Annals of Applied Statistics*, 12(1):200–221.

Zhang, K., Zhang, H., Hochner, H., and Chen, J. (2021). Covariate adjusted inference of parent-of-origin effects using case-control mother-child paired multilocus genotype data. *Genetic Epidemiology*, 45(8):830–847.