Synthetic Theft Attacks and Long Short Term Memory-Based Preprocessing for Electricity Theft Detection Using Gated Recurrent Unit
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Abstract: Electricity theft is one of the challenging problems in smart grids. The power utilities around the globe face huge economic loss due to ET. The traditional electricity theft detection (ETD) models confront several challenges, such as highly imbalance distribution of electricity consumption data, curse of dimensionality and inevitable effects of non-malicious factors. To cope with the aforementioned concerns, this paper presents a novel ETD strategy for smart grids based on theft attacks, long short-term memory (LSTM) and gated recurrent unit (GRU) called TLGRU. It includes three subunits: (1) synthetic theft attacks based data balancing, (2) LSTM based feature extraction, and (3) GRU based theft classification. GRU is used for drift identification. It stores and extracts the long-term dependency in the power consumption data. It is beneficial for drift identification. In this way, a minimum false positive rate (FPR) is obtained. Moreover, dropout regularization and Adam optimizer are added in GRU for tackling overfitting and trapping model in the local minima, respectively. The proposed TLGRU model uses the realistic EC profiles of the Chinese power utility state grid corporation of China for analysis and to solve the ETD problem. From the simulation results, it is exhibited that 1% FPR, 97.96% precision, 91.56% accuracy, and 91.68% area under curve for ETD are obtained by the proposed model. The proposed model outperforms the existing models in terms of ETD.
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1. Introduction

From global perspective, the traditional metering system is still a commonly applied system, especially in the residential sector [1]. However, the electrical meters used in the traditional metering system, i.e., electromechanical meters, do not perform as accurately as expected and their measurement ability is mostly affected by the waveform distortion, operating temperature, and other factors. Moreover, this category of meters allows unidirectional communication [2]. In addition, the consumed electricity measurement needs manual reading by the electric utility personnel, in which there are many chances of measurement errors. Furthermore, it should also be considered that manual meter readings lead the utilities to incur high operational cost, which is in fact charged from the energy users. Therefore, the advanced metering infrastructure [3] is introduced to overcome the issues caused by the conventional metering systems.
The electricity theft detection (ETD) is one of the major issues and a trending research area in the current era. It lies in the category of non technical losses (NTLs). Generally, NTLs along with technical losses (TLs) are the categories in which losses of electricity are grouped [4]. Majorly, TLs occur in power system’s equipment owing their resistance against the power flow. While NTLs arise because of the electricity theft in terms of meter hacking, bypassing, or tampering. The theft of electricity leads to many dangerous issues like huge economic loss, operational inefficiency in electric grids, public safety hazards, etc. The economic loss arises due to the electricity theft that amounts around 100 million Canadian dollars per year according to the British Columbia power and hydro authority [5]. In addition, the revenue loss incurred due to the NTL throughout the world is around 96 billion USD yearly [6]. Hence, it is very crucial to have an efficient and effective ETD approach in the smart grids (SGs).

The detection approaches of the electricity theft used in the literature are grouped into three main categories: the hardware based approaches, the classification based approaches, and the game-theory based approaches. The ETD approaches based on the hardware devices [7,8] employ different hardware equipment to obtain higher theft detection accuracy. However, these techniques require high monetary cost for the installation and maintenance of the hardware equipment. ETD is referred as a game, in game-theory based approaches, between two players [9,10] where both players try to optimize their utility functions. Furthermore, a zero-sum game is introduced among the power entities for achieving the equilibrium state. These methods do not require extra payment. However, they are still not a suitable and optimal remedy to minimize electricity theft because the formulation of a suitable utility function in a real environment is a tiresome job in hand.

Several deep learning (DL) and machine learning (ML) based classification models are developed in [5,6,11–16] for ETD and they use energy consumption data stored in smart meters (SMs). Therefore, their costs are reasonable. However, there are some issues with the existing DL and ML based classification models, which negatively affect the classifiers in terms of false positive rate (FPR) and true positive rate (TPR). One crucial problem that causes the DL and ML based classifiers to perform poorly in detecting the electricity theft is imbalanced class problem. The imbalanced class or data imbalanced issue denotes that the count of the data points related to the abnormal consumers is not equal to the count of the normal consumers’ present in a dataset. The data related to the normal electricity consumers is easily available in comparison with abnormal class data because the abnormal data are gathered in a limited amount from the real environment. Hence, the problem of data imbalance leads the DL and ML classifiers to be biased towards the majority class (normal users) when performing classification, which results in high FPR. In addition, another crucial issue that negatively affects the classification algorithms in terms of TPR, FPR, and overfitting is the curse of dimensionality. It occurs while dealing with the data of high dimensionality. In other words, the curse of dimensionality refers to a principle in which the increment in number of features (dimensions) is directly proportional to the increment in the classification error. Furthermore, another crucial issue that affects the ML and DL classification algorithms negatively is ignoring the drift. It refers to the irregular consumption of the electricity that occurs from non theft factors like changes in the number of family members, seasonal changes, changes in electric appliances in terms of their type or number, etc.

This paper presents the extended version of the work already published in [17]. This work uses six theft attacks (TAs) to produce theft data samples for balancing the data. The combined model having TAs, long short-term memory (LSTM) [18], and gated recurrent unit (GRU) [19], termed as TLGRU, is proposed for efficient ETD. Moreover, the proposed approach learns and pinpoints the real abnormal consumers instead of pinpointing the drift as theft. In this way, it reduces the FPR. The research article comprises the following major contributions.

- A TLGRU model is proposed for effective and reliable ETD in SGs. In the proposed model, the synthetic TAs are implemented to generate theft samples in the dataset
acquired from state grid corporation of China (SGCC) for tackling imbalance problem. Moreover, LSTM is employed to efficiently extract and maintain the vital characteristics from the huge time series data, which handle curse of dimensionality problem.

- A powerful recurrent memory network, termed as GRU, is utilized to initially investigate the electricity consumption (EC) profiles of consumers and then tackle the problem of drift accordingly.
- An efficient regularization technique, known as dropout, is integrated in the proposed TLGRU model to avoid overfitting and increase the convergence speed.

The remaining sections of the article are arranged as discussed. Section 2 comprises the study of the existing literature. While, the subject matter of Section 3 is the proposed system model. The outcomes obtained after performing extensive simulations are elaborated in Section 4. Finally, the concluding remarks are given in Section 5.

2. Literature Review

Tuning the hyperparameters, data imbalance, ensuring privacy, and the dimensionality curse problems are the four broad categories in which the existing literature is divided and studied into four groups in this section. The research articles that deal with the hyperparameters’ tuning of the ML techniques are given in initial category. In [4–6,11–14], those ML and DL techniques are under consideration that deal with efficient tuning of hyperparameters. In [4], a stacked sparse denoising autoencoder (SSDAE) is proposed to extract the most effective features to deal with the FPR and generalization issues. The low value for FPR, high detection rate, high robustness, and important feature extraction are achieved by introducing the noise and sparsity parameters into SSDAE. The hyperparameters of SSDAE are tuned using particle swarm optimization algorithm. Moreover, the SGCC hourly data are used for analysis in this work. Furthermore, in [5], to detect electricity theft, a wide and deep convolutional neural network (WDCNN) is proposed. The theft detection is performed by using both one dimensional and two dimensional data for model training and model testing. The wide component is used to process the global features and the deep component is utilized to find whether the periodicity exists between EC patterns or not. Moreover, the behavior of the data are checked using a statistical technique, i.e., pearson correlation coefficient. The proposed classifier is validated using area under the curve (AUC) and mean average precision (MAP).

However, manual hyperparameter tuning is done in the work, which reduces the accuracy and efficiency of the classifier.

To ensure correct identification and detection of the theft patterns, a hybrid model of two deep neural networks is proposed in [6]. The hybrid model comprises of multi layer perceptron (MLP) and LSTM. LSTM is responsible for analyzing EC data while MLP deals with the exogenous variables. Clearly, it is proved that the hybrid model outperforms the benchmark models. However, the proposed hybrid model is prone to overfitting issue due to the full connectivity of neurons. Furthermore, the class imbalance problem is not tackled, which reduces the model’s generalization ability.

The adjustment of the hyperparameters’ values and the imbalanced data problem are tackled by the studies conducted in [11–13]. The authors in [11] propose a consumption pattern based ETD (CPBETD) model. The data imbalance problem is resolved by generating a synthetic attacks’ dataset. In the model, low sampling rate of EC values is considered to preserve customers’ privacy. Furthermore, a sustainable energy authority of Ireland (SEAI) dataset is employed to check the performance of the model. The proposed model is validated using FPR, DR, and bayesian detection rate (BDR) performance metrics. However, the feature extraction step is not considered, which increases the computational complexity. One of the main performance indicators, i.e., accuracy is ignored in this paper. The authors in [12] utilize ensemble learning models for ETD. The ensemble ML models employed in the study are extreme gradient boosting (XGBoost), random forest (RF), adaptive boosting (AdaBoost), light gradient boosting (LGB), extra trees, and categorical boosting (CatBoost). The commission for energy regulation (CER) data are used for models’
evaluation. The data preprocessing step is also performed for the TPR improvement. The class imbalance problem is tackled using SMOTE. However, it requires high computational cost for training and testing processes. Another issue with synthetic minority oversampling technique (SMOTE) is that it lacks in capturing probability distribution curve from the complex EC data, which degrades the generalization ability of the classifiers. Similarly, the authors in [13] employ a variant of generative adversarial network (GAN) [20], named as wasserstein GAN (WGAN), and K-nearest neighbor for balancing imbalanced data and classifying data points that are near to support vector machine (SVM’s) hyperplane, respectively. Moreover, a combined technique of supervised and unsupervised methods is proposed, i.e., decision tree combined with the K-nearest neighbor SVM (DT-KSVM) and WGAN techniques. In [14], the authors propose an XGBoost technique for detecting anomalies present in the dataset of SMs. The hyperparameters’ values are adjusted using a grid search method in this paper. However, the grid search method is computationally expensive. Moreover, feature extraction is not efficiently performed in this work.

The second group of literature review focuses on imbalanced problem in SM data. In [15,21–25], the data imbalance problem is resolved by the authors using several sampling techniques. In [15], the authors tackle the data imbalance problem using a hybrid of k-means SMOTE (K-SMOTE) technique while RF is used for theft classification. The proposed model is evaluated and validated using the EC data obtained from Hebei province of China. The authors in [21] propose a framework that consists of maximal overlap discrete wavelet packet transform (MODWPT) and random undersampling boosting (RUSBoost) for feature extraction and theft classification, respectively. The data imbalance problem is tackled using a random undersampling (RUS) technique. The EC data of commercial and industrial users from Honduras is employed for the evaluation of the framework. Further, the proposed framework is validated using AUC, Matthews correlation coefficient (MCC), accuracy, precision, recall, $F_β$ score, and specificity. However, some important information is lost because of random removal of observations from the majority class using RUS. This information loss results in a high FPR. In addition, the authors in [22] propose a combined model of CNN and LSTM for detecting energy theft in SGs. Furthermore, the class imbalance problem in the EC data is resolved using an oversampling technique, known as SMOTE. Eventually, validation of the proposed model is performed using MCC, recall, F1-score, accuracy, and precision. In addition, the EC data of Multan electric power company (MEPCO) is considered for conducting simulations. However, SMOTE based synthetic data generation leads to a class overlapping problem. Furthermore, in [23], the authors propose a methodology based on ensemble bagged tree (EBT) for detecting the fraudulent electricity consumers.

The research articles in the third group consider the electricity users’ privacy preservation problem. The authors in [16,26–28] focus on dealing with the maintenance of the consumers’ privacy. The study in [16] proposes a semi supervised auto encoder (SSAE) for extracting significant features from the SM data of the industrial consumers. The proposed SSAE model, for addressing the overfitting issue, makes use of the data that is unlabeled. Along with that, an adversarial module is also used. The proposed model’s exceptional performance with a small set of samples and preservation of consumers’ privacy are exhibited through simulations. In addition, the research conducted in [26] proposes an efficient ETD model. Privacy preservation is ensured using a functional encryption (FE) method used by the SMs of the users to encrypt their readings. The issue of imbalance between classes is tackled through adaptive synthetic (ADASYN) and by creating a malicious attack dataset. Similarly, in [27], the authors propose a privacy preserving based ETD (PPETD) algorithm. The generalized CNN (GCNN) classifier is employed for ETD using the encrypted small-sized consumption slots data. However, it has high computational complexity due to training of the excessive parameters of GCNN. Furthermore, in [28], a multiple linear regression model (MLRM) is proposed for NTL detection in SGs. A significant benefit of this method is that it detects electricity theft after performing comparison between the data recorded by an SM and the collector (a sensing device attached with the SM) without violating the customers’ privacy.
The research articles in the final category deal with the curse of dimensionality issue using different feature generation, feature selection, and feature extraction strategies. The authors in [29] employ feature generation using mean, standard deviation, and minimum and maximum values of features. They develop a gradient boosting theft detector (GBTD) for electricity theft identification in SGs. A framework of practical feature engineering is proposed in [30]. The framework is the combination of the finite mixture model (FMM) based clustering for segmentation of the customers and genetic algorithm (GA) based feature generation from one or more already available features to improve prediction accuracy. A gradient boosting machine is used for classification. The model’s validation is done using various performance measures. Furthermore, the authors in [31] focus on the important features’ selection for pinpointing the anomalous consumers. They practice binary black hole algorithm (BBHA), which is a metaheuristic technique, for feature selection. The proposed algorithm is validated using accuracy and execution time metrics, which are not sufficient for a fair evaluation. Moreover, many novel optimization algorithms are developed that can be used for selecting the most suitable features in order to achieve better performance as compared to BBHA in terms of accuracy and execution time. In [32], a probabilistic technique is put forward for classifying patterns along with the mathematical formulation on the levenberg-marquardt technique’s basis. Feature extraction is performed using the encoding algorithm. However, the model input parameters’ tuning is ignored, which becomes the reason for overfitting.

The summarized form of the available literature review is given in Table 1. Moreover, the problems addressed from the aforementioned literature and motivation of this work are finalized as follows.

Table 1. Literature review summary.

| Methodology               | Objectives                          | Dataset      | Performance Metrics                                      | Limitations                                      |
|---------------------------|-------------------------------------|--------------|----------------------------------------------------------|--------------------------------------------------|
| SSDAE [4]                 | To tackle NTLs                      | SGCC hourly data | FPR, TPR and AUC                                          | Inadequate evaluation metrics                    |
| WDCNN [5]                 | To secure SGs by detecting electricity theft | SGCC daily data | AUC and MAP                                               | Data imbalance issue                             |
| LSTM-MLP [6]              | To overcome NTLs                    | Endesa       | AUC, precision, recall and precision-recall-AUC          | Data imbalance issue                             |
| CPBETD [11]               | To improve ETD performance          | SEAI         | TPR, FPR and BDR                                          | No feature extraction is performed               |
| RF, AdaBoost, XGBoost, LGB, ensemble tree and CatBoost [12] | To detect energy theft in power grids | CER          | Precision, AUC and accuracy                               | Ensemble techniques are computationally complex   |
| DT-KSVM [13]              | To decrease power losses            | SEAI         | AUC and accuracy                                          | Inadequate performance metrics                   |
| XGBoost [14]              | To enhance ETD performance          | Endesa       | AUC, precision-recall and execution time                  | High computational time                          |
| RF [15]                   | To detect NTL behavior              | Hebei province | AUC and accuracy                                          | No feature extraction is done                    |
Table 1. Cont.

| Methodology       | Objectives                                         | Dataset          | Performance Metrics                      | Limitations                              |
|-------------------|----------------------------------------------------|-------------------|------------------------------------------|------------------------------------------|
| SSAE [16]         | To reduce NTLs by employing semi-supervised data | SGCC daily data  | Accuracy, TPR, FPR, precision, recall and F1-score | Inappropriate hyperparameter tuning      |
| MODWPT, RUSBoost [21] | To reduce NTLs                                   | Honduras         | F1-score, MCC, precision, recall, AUC and accuracy | Important information is lost due to RUS |
| CNN-LSTM [22]     | To detect abnormal EC profiles of consumers       | SGCC daily data  | F1-score, MCC, precision, recall and accuracy | Classes overlap due to SMOTE             |
| EBT [23]          | To minimize NTLs                                  | MEPCO            | Accuracy, sensitivity, specificity, F1-score and FPR | Curse of dimensionality problem is not tackled |
| ETDFE [26]        | To detect ET by preserving consumers’ privacy     | CER              | Highest difference (HD), FPR, DR and Accuracy | High computational complexity due to improper hyperparameter optimization |
| PPETD [27]        | To perform ETD while maintaining consumers’ privacy | CER              | HD, DR and FPR                           | Improper hyperparameter tuning          |
| MLRM [28]         | To overcome NTLs                                  | Neighborhood area network dataset | Accuracy, sensitivity and specificity | Curse of dimensionality problem is not handled |

The authors of [4] introduce SSDAE for ETD in SGs. The principal challenge they considered is high value of FPR because of the low generalization of classification techniques. The CPBETD technique is presented in [11]. CPBETD uses the data of the electric users as well as the transformer meters for ETD. The imbalanced data issue is handled by creating a synthetic TA dataset. Finally, motivated from [4,11], we focused on anomalies’ prevention and detection due to nonmalicious intermediaries (drift), curse of dimensionality, and dealing with the data imbalance problem. The authors in [5,6] introduce new WDCNN [33] and LSTM-MLP based techniques for electricity theft classification, respectively. However, the unavoidable issue of data imbalance is not considered that leads to classifier’s biasness with respect to the normal class that causes high FPR. In addition, the high value of the FPR is neglected by these research articles. In addition, in the wide module of the WDCNN model, only one layer, i.e., fully connected layer, is employed, which causes the model to be trapped into the local optima. Furthermore, the authors in [11] present CPBETD for efficient detection of NTL as previously mentioned. Moreover, CPBETD obtained better performance even with a low granularity of EC data, which assists to maintain consumers’ privacy. However, the curse of dimensionality issue is ignored, which leads to high FPR and overfitting issues.

3. Proposed System Model

The model designed for the underlying work is made of two main units and some subunits. The main units are (1) preprocessing unit and (2) theft classification unit. The details of the units and their relevant subunits are given in the subsequent sections. Figure 1 exhibits the graphical view of the system model.
3.1. Dataset Description

The data of energy consumption acquired from SGCC (which is both realistic and easily accessible) is employed for the proposed model’s validation via different performance metrics [5]. The SGCC possesses imbalanced EC data.

The total number of consumers’ data records is 42,372 of which 38,752 are the normal users’ records and 3615 are theft consumers’ records. The sampling frequency of the dataset is set to daily. In the dataset, the overall EC values are represented in terms of rows while the EC value on a specific day is given in terms of a column. Furthermore, the data are collected after conducting onsite inspections. So, it contains NaN values, outliers, and data being dispersed on a huge scale. These abnormalities should be treated before proceeding to the development of the ETD model. In this regard, to recover the missing values, mitigate the outliers, and scale the data in a specific range, the preprocessing step is required, which is discussed in detail in the next subsection.

Before preprocessing, the total number of consumers’ data is 42,372, whereas, after the preprocessing, 5 rows are dropped by the simple imputer (SI) method because all the values in these rows are NaN values. In such cases, the SI does not know what value is to be imputed. The imputer will impute some values instead of deleting a record if it finds at least one non-NaN value in the targeted record. It is also important to note that SI method works column-wise, so you need to take the transpose of your data before applying the imputer method. After imputation, again take the transpose of the data to revert it to the original shape. Table 2 presents details of the used dataset.
Table 2. Dataset detail.

| Dataset Description | Values |
|---------------------|--------|
| Dataset acquisition intervals | 2014–2016 |
| Total abnormal users count before the data balancing | 3615 |
| Total benign users count before the data balancing | 38,752 |
| Total abnormal users count after the data balancing | 21,183 |
| Total benign users count after the data balancing | 21,184 |
| Total users count before the initial preprocessing of raw data | 42,372 |
| Total users count after the initial preprocessing of raw data | 42,367 |

3.2. Preprocessing Unit

The data balancing, initial preprocessing and the feature extraction are the subunits of the preprocessing unit. These subunits are elaborated below.

3.2.1. Initial Preprocessing of the Raw Data

The preprocessing of the raw data is very important as the performance of any model is not only limited to the classification of electricity theft using ML models, but related to the data quality as well. Generally, the consumption data stored by the electric meters mostly has the missing values or the outliers. In our case, we considered the real EC data from a Chinese dataset, i.e., SGCC [5], that also contains the outliers and the missing values. The values exist because of various causes like the unreliable dispatch of the consumption data, the faulty meters, the storage related problems, etc. [5]. We utilized an SI technique for computing the mean of the consumption data present in the previous and the next cells to deal with the missing data.

\[
f(x_{i,s}) = \begin{cases} 
\frac{x_{i,s-1} + x_{i,s+1}}{2}, & x_{i,s} \in \text{NaN}, x_{i,s-1} \notin \text{NaN} \\
0, & x_{i,s} \in \text{NaN}, x_{i,s-1} \text{ or } x_{i,s+1} \in \text{NaN} \\
x_{i,s}, & \text{Otherwise}
\end{cases}
\]  

(1)

where, \(i\) and \(s\) show a specific electricity customer and a time slot (day), respectively. \(x_{i,s-1}\) and \(x_{i,s+1}\) denote the EC data of a consumer for the previous day and the next day, respectively. Not a number (NaN) represents the missing values.

The availability of the outliers in the dataset negatively affects the classifier’s performance and maximizes the FPR value. Hence, the outliers need to be removed from the dataset. Therefore, we use the three-sigma rule (TSR) of thumb method to remove the outliers from the dataset. The mathematical representation of TSR is taken from [5] and is given in Equation (2).

\[
f(x_{i,s}) = \begin{cases} 
\text{avg}(X) + 2 \cdot \sigma(X), & x_{i,s} > \text{avg}(X) + 2 \cdot \sigma(X) \\
x_{i,s}, & \text{Otherwise}
\end{cases}
\]  

(2)

where, \(X\) shows a vector that is made of multiple \(x_{i,s}\) values. The term \(\text{avg}(X)\) and \(\sigma(X)\) represent the average and standard deviation of \(X\), respectively.

As up to now, the NaN and outlier values are successfully dealt with, so now, the dataset normalization is required because DL techniques are sensitive to the sparsed, diversified, and unscaled data. Therefore, we use min-max data scaling method in order to scale or normalize the data. The data scaling is performed using the Equation (3) [5].
\[
f(x_{i,s}) = \frac{x_{i,s} - \min(X)}{\max(X) - \min(X)}
\]  

where, \( \min(X) \) and \( \max(X) \) functions return the minimum and the maximum values of vector \( X \), respectively.

### 3.2.2. Data Balancing by TAs’ Implementation

The synthetic TAs are employed for balancing the data in the SGCC dataset. All the six TAs are introduced in [11] while the updated and revised version of the attacks are introduced in [29]. We select the updated TAs to create more practical and real abnormal consumption patterns to balance the dataset. The real consumption of a user is denoted by \( e_t \), where \( t \in [0, 1034] \). In this study, the employed dataset contains the total of 1035 days’ consumption data. The mathematical representations of all TAs are taken from [29] and are presented in Equations (4)–(9).

\[
t_1(x_t) = x_t \times \text{random}(0.1, 0.9), \quad (4)
\]

\[
t_2(x_t) = x_t \times r_t, \quad r_t = \text{random}(0.1, 1), \quad (5)
\]

\[
t_3(x_t) = x_t \times \text{random}[0, 1], \quad (6)
\]

\[
t_4(x_t) = \text{mean}(X) \times \text{random}(0.1, 1), \quad (7)
\]

\[
t_5(x_t) = \text{mean}(X), \quad (8)
\]

\[
t_6(x_t) = x_{1034-t}, \quad (9)
\]

where, \( X = \{x_1, x_2, \ldots, x_{1034}\} \). In theft attack 1, \( t_1(.) \) multiplies the complete row (actual reading) by the same randomly generated value between 0.1 and 0.9. It is argued in [29] that it is not necessary that a theft might occur continuously in the real world but some discontinuous values may also be reported by the theft. Therefore, in theft attack 2, \( t_2(.) \) multiplies each timestamp in a row with a different random value ranges from (and including) 0.1 to 1. Here, when the upper limit (1) of the random number is generated, the actual reading of that particular timestamp will be reported as theft. In theft attack 3, the theft consumer sometimes reports the real EC value and sometimes reports a 0 value. In theft attacks 4 and 5, the mean value of the actual readings is involved. Where, in attack 4, the mean value is multiplied with the same randomly generated value. Finally, theft attack 6 mimics the behaviour of a theft consumer when it sends the actual readings in a reverse order.

We applied the TAs on benign users’ consumption data to establish an appropriate balance between the theft and honest data points. The SGCC dataset has 3615 abnormal and 38,757 normal consumers’ data instances out of total of 42,372 records. The ratio of the normal and abnormal consumers in the dataset is 1:9. There are large number of data points in the dataset and it is difficult to use all of them for analysis due to the higher computational complexity problem. So, as a sample, 9999 records out of the 42,372 are employed for analysis. In this way, the last 900 real theft records out of 3615 (2714–3615) are selected and the other real theft records (0–2713) are ignored. Moreover, the remaining deficient abnormal records (4098) are synthetically created using the TAs, generation over the benign consumers’ data starting from 901th and ending at 4998th record. Attacks 1–6 are implemented on the benign consumers’ data ranges 901–1583, 1584–2266, 2267–2949, 2950–3632, 3633–4315, and 4316–4998, respectively. The TAs’ pattern and the normal user’s consumption pattern are shown in Figures 2 and 3, respectively. Furthermore, the data from 4999–9998 is the benign consumers’ data. So now, the data are balanced (where 0–4998 is theft consumers’ data and 4999–9998 is normal consumers’ data) and is forwarded to LSTM for extracting the necessary features from them, which improves the classification performance. Finally, the GRU classifier is trained using the extracted data received for efficient and effective electricity theft classification. The dataset contains 1035 days’ energy consumption data and the attacks are implemented on the entire data. However, in the
figures referred above, only 30 days’ synthetic TAs and normal patterns are given as an example.

![Graph showing synthetic theft attack patterns.](image)

**Figure 2.** Synthetic theft attack patterns.

![Graph showing normal pattern.](image)

**Figure 3.** Normal pattern.

### 3.2.3. Long Short Term Memory Based Feature Extraction

Once the initial preprocessing and balancing of the data are performed, LSTM [35] is used for extracting important features. SGCC dataset contains huge and high dimensional (features) data and we need to perform dimensionality reduction. In such situations, the conventional recurrent neural network (RNN) [36] can not be employed as it faces the problems of the vanishing gradient and exploding gradient while dealing with the huge amount of data for dimensionality reduction. LSTM, an advanced RNN variant, is employed widely for successfully dealing with exploding and vanishing gradients issue. In training process, the temporal correlation between the current input and the previous state is found via using the previous data by RNN, and the output is finalized. However, because of its short and temporary memory, it fails to re-achieve and re-gain the previous information for the huge time series data and therefore, it fails to capture the temporal correlation between the current and the previous states. On the other hand, LSTM is able to easily and smoothly capture the temporal correlation. It also helps in dimensionality reduction of the huge time series data. The reason is that it has special and unique memory cells, which make use of the historical information. Furthermore, the significant features
from the huge time series data are retained and memorized using the cells. This information is kept and maintained by the cell state (long term memory) in the LSTM. The significant features enfold the necessary information of the whole dataset.

The LSTM comprises the forget gate \( (f_t) \), the input gate \( (i_t) \), and the output gate \( (o_t) \). The determination and decision that whether the information taken from the current input \( (x_t) \) and the previous hidden state \( (h_{t-1}) \) should be retained or discarded from the cell state is made by the forget gate. In this way, the information from \( h_{t-1} \) and \( x_t \) are passed through the sigmoid \( (\sigma) \) activation function and it will decide either to keep or discard the previous output from the cell state by generating 1 or 0, respectively. The input gate determines that which values or data are employed for updating memory state or cell state, denoted by \( (C_t) \). Again the details from \( h_{t-1} \) and \( x_t \) are passed from the second sigmoid and decision will be made that what to do with the information; either discard it or save it. Similarly, in the cell state \( (C_t) \), the \( \tanh \) activation function is applied on \( h_{t-1} \) and \( x_t \), and the output is stored into the cell state. The results from the cell state and the input gate are multiplied and added with the multiplication result of the forget gate and cell state. It is finally stored into the current cell state \( C'_t \), which is now an updated cell state. Similarly, the final output gate \( (o_t) \) takes the \( x_t \) and \( h_{t-1} \) as the inputs, applies the sigmoid operation on them and the final result is stored in \( o_t \). In order to calculate the next hidden state \( (h_t) \), the multiplication of \( \tanh(C'_t) \) and \( o_t \) is performed, sigmoid is applied on their multiplication result and the final output is stored into \( h_t \). Moreover, the mathematical formulations of the forget, input, and output gates are given in Equations (10)–(15) [37].

\[
\begin{align*}
    f_t &= \sigma(W_f(x_t, h_{t-1}) + b_f), \\
    i_t &= \sigma(W_i(x_t, h_{t-1}) + b_i), \\
    C_t &= \tanh(W_c(x_t, h_{t-1})), \\
    C'_t &= (f_t \ast (C_t)) + (i_t \ast (C_t)), \\
    o_t &= \sigma(W_o(x_t, h_{t-1}) + b_o), \\
    h_t &= \sigma(o_t \ast \tanh(C'_t)).
\end{align*}
\]

where, \( b_o, b_i, \) and \( b_f \) are the biases for the output, input, and forget gates, respectively. The \( W_o, W_i, \) and \( W_f \) denote the weights of the output, input, and forget gates, respectively. Moving ahead, for denoting previous hidden state information along with the updated cell state information, \( C_t \) and \( C'_t \) are used, respectively.

The optimal adjustments of the hyperparameters’ values are very important to attain better results for feature extraction using LSTM. In order to perform better feature extraction, we perform manual parameter tuning. We set 200 and 100 neurons for each LSTM’s layer. Whereas, the dense or fully connected layer has only one neuron. The dropout layer value is set to be 0.2 in order to protect the proposed TLGRU model from overfitting. The more detailed picture of the hyperparameters’ values are given in Table 3. In our proposed LSTM feature extractor, we employ six layers, i.e., two LSTM, two LeakyReLU, one BatchNormalization, and one Dropout layer. We use 200 neurons in the first LSTM layer, the learning rate (Alpha) for both LeakyReLU layers is chosen to be 0.001, 100 neurons are used for the second LSTM layer, and finally, 0.2 is selected as the dropout probability for Dropout layer.

Table 3. Optimal settings of the hyperparameters’ values.

| Hyperparameters | Values     |
|-----------------|------------|
| Units           | 200 and 100|
| Alpha           | 0.001      |
| Dropout         | 0.2        |
3.3. Theft Classification Unit

TLGRU based classification is put forward for detecting the theses in in electricity usage in SG. Furthermore, the popular benchmark models, LR, DT, SVM and GRU, are used for performance comparison with the proposed classifier. The details of these classifiers are given in the following subsections.

3.3.1. GRU

It was developed in 2014 [38]. GRU is a sub module of our proposed TLGRU model. GRU is used in two ways: (1) as a sub module of our proposed TLGRU model to tackle drift, overfitting, high FPR, and local minima trap problems, (2) benchmark method for comparison purpose. GRU is faster in comparison with RNN and LSTM with respect to training time. It is employed widely in other research areas [39–42]; but, it is rarely employed for efficient ETD.

GRU is mainly developed to deal with the vanishing gradient problem with which the RNN fails to deal. The GRU merges the forget gates and the input gate of the LSTM into one gate known as the update gate. Moreover, the combination of both cell state and hidden state is made in GRU. The GRU’s basic architecture is illustrated in Figure 4 [39,40].

![Figure 4. Gated recurrent unit architecture.](image)

GRU consists of two gates: update gate (long term memory) and reset gate (short term memory), which are used to solve the gradient vanishing issue of RNN. These gates are two different vectors that finalize and determine that which information must be passed and proceeded to the output. One special and unique property about them is that the gates have the capability to be trained in order to retain information for a long duration, without discarding it with time or discarding information that is irrelevant and insignificant for prediction. By this feature GRU can clearly differentiate between the irregularity because of nonmalicious intermediaries (drift) and the irregularity due to the real theft factors, which consequently minimizes the FPR value. Therefore, we select the GRU classifier as the theft detection module of our proposed TLGRU classifier. The complete mathematical formulation of reset gate \( r_t \) and update gate \( v_t \) is given in Equations (16) and (17), respectively [38].

\[
\begin{align*}
  r_t &= \sigma(W_r x_t + W_r h_{t-1} + b_r), \\
  v_t &= \sigma(W_v x_t + W_v h_{t-1} + b_v),
\end{align*}
\]

where, \( W_r, b_r, W_v, b_v \), and \( x_t \) denote the weight related to reset gate, the bias value related to the reset gate, the weight related to update gate, bias related to the update gate, and the input vector, respectively. The reset gate is used in GRU to decide the amount of historical information to forget. Whereas, the update gate assists GRU to decide about previous information to be copied or passed to future. To compute the current or new hidden state \( (h_t) \), two steps are need to be performed. The first step is to calculate the candidate hidden state \( (h'_t) \) while the second step is to compute the \( h_t \). The mathematical forms for \( h'_t \) and \( h_t \) are depicted in Equations (18) and (19), respectively [38].
\[ h'_t = tanh(Wx_t + W_r \odot h_{t-1}), \]  \hspace{1cm} (18)

\[ h_t = v_t \odot h_{t-1} + (1 - v_t) \odot h'_t. \]  \hspace{1cm} (19)

where, \( W \) and \( h_{t-1} \) denote the weights’ values and the hidden state at the previous time-step, respectively. In addition, the symbol \( \odot \) denotes the Hadamard product. The \( tanh \) and \( \sigma \) show the hyperbolic and sigmoid activation functions, respectively. In addition, the value of \( r_t \) is used to know about the role or influence of \( h_{t-1} \) on \( h'_t \). If \( r_t \) value is 0, it means that the information from \( h_{t-1} \) is totally ignored or discarded. Likewise, if its value is 1, it means that all the information from \( h_{t-1} \) is considered. Furthermore, in the final \( h_t \) equation, unlike LSTM, instead of employing an independent or separate gate, in GRU only one update gate is employed to control both the previous information from \( h_{t-1} \) as well as the new information from the \( h'_t \). Now, assume that the value of \( v_t \) is 0 or near to 0 in \( h_t \)’s equation, the first term of \( h_t \) equation is going to vanish. It means that \( h_t \) will not contain a good amount of information from \( h_{t-1} \) and the \( h_t \) will have information from \( h'_t \) only. Similarly, if the value of \( v_t \) is 1 or close to 1 in \( h_t \)’s equation, the second part of the equation will be 0; it means \( h_t \) will totally be dependent on the first part of the equation, i.e., \( h_{t-1} \). Hence, it is proved that the value of \( v_t \) has a great importance and it ranges from 0 to 1.

In the GRU module of TLGRU, four layers are employed: GRU layer, Flatten layer, Dropout layer, and Dense layer. In the first layer, 50 neurons are used, 20% of dropout probability is selected, and only one neuron for dense layer is employed. In the second layer, the conversion of data from multi-dimensional to single-dimensional is performed. Furthermore, the 20% of the dropout probability value is used to randomly deactivate the 20% of neurons, so that the overfitting issue can be avoided.

3.3.2. Support Vector Machine

SVM is one of the most popular and widely used classification techniques that is employed by many researchers as their basic proposed or benchmark model in the existing literature [43]. In [11], SVM based CPBETD is proposed and in [35], SVM is employed as an existing or benchmark classifier for ETD. In our case, we also select SVM as the benchmark classifier for performance evaluation of our proposed TLGRU classifier. The SVM can be employed for classification as well as regression. The support vector regression (SVR) and the support vector classification (SVC) are the two classes of SVM that are used for regression and classification, respectively. However, as our task is theft detection (a classification task), so we use the SVC class of the SVM for classification. For classification purpose, the SVM finds a hyperplane that maximizes the margin of the hyperplane to support vectors. This is done in order to separate the benign data and the abnormal data from each other so that the data of both the classes can be more clearly classified. Furthermore, as the EC data in SGCC dataset is not linearly-separable, therefore, we need to use the kernel SVM. In this way, the radial basis function (RBF) kernel is utilized for the classification of the non linearly-separable data (SGCC). The \( C \) and \( \gamma \) are the hyperparameters of SVM and their values are selected by default. The curliness of the decision boundary in SVM is decided by \( \gamma \). Whereas, \( C \) is used to control the misclassification error.

3.3.3. Logistic Regression

LR is the simplest supervised ML binary classification algorithm [44]. It is an extensively utilized classifier for ETD in SGs (binary classification problem) [35,45,46]. LR follows the same principles as neural network. Therefore, we can surely say that LR used for binary classification problems (binary LR) is analogous and similar to the neural network with only one hidden layer and a sigmoid activation function (spans from 0 to 1). Where, the value close to 0 is regarded the normal consumer and vice versa. During the coding stage of LR, we have considered the optimal values for the hyperparameters, i.e., \( random\_state = 5 \) and \( solver = \) liblinear, where \( random\_state \) is employed to control the random number
generator and solver specifies that which algorithm to employ for optimization. The values for other hyperparameters are chosen as default.

3.3.4. Decision Tree

DT is also a popular classification method that divides the attributes into classes on the basis of their relevant features. DT is widely used by the researchers as the benchmark [45] and base model [47]. DT prepares a road map for the state of the art and advanced ensembled techniques like gradient boosting classifiers, random forest, and bagging techniques [48].

4. Simulation Results

In this study, simulations are performed using Google Colaboratory. The details of the selected SGCC dataset for validation of our proposed model are given in Section 3.1. Section 4.1 comprises the results obtained after performing extensive simulations. Moreover, the comparison between TLGRU’s performance and the performance of the existing models, i.e., GRU, SVM, DT, and LR, is made and the validation is done in terms of ETĐ. Furthermore, recall, area under the curve (AUC), precision, and F1-score metrics are considered the appropriate measures in order to compute the classifiers’ performance using the imbalanced data [35]. Based on the cases mentioned above, the accuracy metric is not an appropriate performance measure [48,49].

4.1. Proposed TLGRU and Other Benchmark Techniques’ Results

The epoch variable is employed to control the training process of the proposed model. We run our model for 10 iterations or epochs. The convergence of our proposed TLGRU model with respect to accuracy and loss performance measures is exhibited in Figures 5 and 6, respectively. It is visible in the figures that the training accuracy (accuracy on seen data) of the TLGRU increases moderately at each iteration and finally it reaches to 91.77% at the final iteration. Whereas, using the testing data (accuracy using unseen data), the TLGRU accuracy gradually increases as well and it reaches 91.56% at the final iteration. The SGCC dataset contains some zero values due to which the proposed classifier can not learn it properly at the early iterations, therefore, during the first three epochs, the training accuracy is better than testing accuracy, which means that the overfitting issue has occurred. After the 3rd iteration, the proposed model efficiently learns the zero values and the overfitting issue is removed. The loss of the TLGRU is also computed and noted at different iterations. As shown in Figure 6, the training loss is minimizing at every iteration till it reaches to 0.2068 at the 10th iteration. While, the testing loss also reduces till it reaches to 0.2084 at the final iteration. During the first three iterations, the model overfits because of the zero values that exist in the dataset. After the third iteration, the model learns the dataset as well as the zero values and therefore, the overfitting issue is solved. Now, finally, from training and testing accuracy of the proposed model, it is concluded that the model generalizes well and avoids overfitting. The overfitting problem is tackled using the proper tuning of the dropout probability value and powerful and significant features’ extraction ability of the LSTM in TLGRU model.

The accuracy and loss convergence analysis results for the benchmark GRU model are shown in Figures 7 and 8, respectively. It is shown that at the final iteration, the training and testing accuracy value for GRU is 89.99% and 82.65%, respectively. Using the seen data, the accuracy slowly increases, whereas, on testing data, the accuracy fluctuates till the 7th iteration and after 7th iteration, it starts decreasing. Moreover, at the 3rd epoch, the GRU model learns and trains using a batch having some zero values that causes overfitting. However, after the 7th epoch, the overfitting again starts and continues till the final iteration. Hence, it is proved that the existing GRU model overfits. The main reasons for the occurrence of this issue are lack of important features’ extraction to reduce the data dimensionality and no proper tuning of the dropout regularization probability value. Furthermore, the training and testing loss values for GRU at the last iteration are 0.2852 and 0.5136, respectively. The same trend continues in the loss as well. The training loss continuously decreases while the testing loss fluctuates till the 7th epoch and it starts
increasing after the 7th iteration. At the 3rd epoch, the overfitting issue occurs due to the presence of zero values in the batch. Later on, after the 7th iteration, the overfitting issue occurs and it continues till the end, hence, the model overfits. Finally, from the training and testing accuracy and loss plots, it is concluded that GRU model does not have good generalization ability and overfitting issue occurs because of neglecting the tuning of the dropout regularization probability value and features’ extraction. Whereas, our proposed TLGRU model outperforms the benchmark GRU in terms of tackling the overfitting problem.

![accuracy_graph](image1)

**Figure 5.** The proposed TLGRU model’s training and testing accuracy.

![loss_graph](image2)

**Figure 6.** The proposed TLGRU model’s training and testing losses.
For TLGRU’s comparison with DT, LR, SVM, and GRU models, the AUC, recall, precision, F1-score, and accuracy are considered, which are the most effective performance parameters. The comparison of the TLGRU’s performance with the existing benchmark models is exhibited in Table 4 and Figure 9 with regard to various performance measures. From the results, the superiority of TLGRU model over all the other conventional models with regard to the already discussed indicators of performance due to the following reasons. The first reason is that TLGRU effectively tackles the imbalanced data issue using different TAs, the second reason is that the LSTM module is used to extract the necessary features and solve the high dimensionality issue, and finally, the classification using the GRU module enhances TLGRU’s performance. Moreover, in the GRU module, dealing with the drift, overfitting, and local optima trapping issues using the update gate (long term memory), dropout regularization, and Adam optimizer further enhances the performance of the model being put forward our proposed model with respect to the selected evaluators. Contrarily, SVM and LR perform very bad. The reason is that they can not tackle the large and huge time series data and that is why overfitting issue occurs. Whereas, the proposed
TLGRU classifier smoothly handles the large time series data due to the feature extraction ability of the proposed model using LSTM algorithm and solves the issue of overfitting.

Table 4. Performance comparison of the proposed and existing schemes.

| Classifier  | Accuracy | AUC Score | Precision | Recall | F1-Score | FPR  |
|------------|----------|-----------|-----------|--------|----------|------|
| DT         | 0.6701   | 0.6702    | 0.7019    | 0.6585 | 0.6795   | 0.1485|
| LR         | 0.5379   | 0.5365    | 0.5207    | 0.7097 | 0.6736   | 0.4370|
| SVM        | 0.6433   | 0.6423    | 0.4678    | 0.7162 | 0.5660   | 0.2646|
| GRU        | 0.8265   | 0.7552    | 0.8355    | 0.7176 | 0.7721   | 0.0818|
| Proposed TLGRU | 0.9156   | 0.9168    | 0.9796    | 0.8659 | 0.9192   | 0.0100|

Figure 9. Performance comparison of different classifiers.

FPR is one of the significant performance metrics for ML techniques in which the benign electricity users are classified and shown as theft. The value of FPR is directly proportional to the on field inspection cost. There are many solutions or ways to minimize the FPR value. However, we have only considered and worked on three different ways to reduce the FPR value: data balancing, extraction of the important features from the raw data, and correctly identifying the drift. This article uses the GRU for classification purpose because it has a special quality of keeping the long historical sequence of data using its update gate (long term memory), and the data are then used for analyzing the long relationships among the consumption patterns. The GRU model identifies the anomalies or irregularities in consumption data that arise due to the non-theft reasons. The FPR for DT is 0.1485, for SVM is 0.2646, for LR is 0.4370, for GRU is 0.0818, and for TLGRU is 0.01. Hence, consequences are clear from the FPR numeric values that the TLGRU classifier exhibits the least FPR in comparison with all the other benchmark classifiers. The FPR for our proposed TLGRU and other benchmark models is shown in Figure 10.
4.2. Strengths and Weaknesses of the Proposed Work

The fundamental advantage of this work is to provide an efficient ETD model for power utilities, which helps them to reduce economic loss. Furthermore, the accurate and timely detection of energy thieves reduces the line losses in transformers and other grids' components. Besides, the proposed model has some shortcomings. The low-frequency EC data are used to train the model, which limits its performance towards capturing the most granular EC patterns. Consequently, the rate of misclassifying instances increases. Further, it may incur high computational time due to the absence of a hyperparameter tuning technique.

5. Conclusions and Future Work

In this research article, the TLGRU model is presented that consists of two main components and three sub-components. The main components are preprocessing unit and theft classification unit. The preprocessing component is further divided into three sub-components: initial preprocessing of the raw data, data balancing, and feature extraction. In the first sub-component, the NaN values, outliers, and unscaled data are dealt by employing SI, TSR of thumb, and min-max scaler, respectively. In the second sub-component, TAs are employed for creation of the synthetic abnormal data samples to solve the imbalanced data problem. Finally, LSTM classifier is employed for feature extraction and dealing with dimensionality curse problem. Furthermore, the classification component contains the GRU model for theft classification. Moreover, the GRU provides solution for drift identification, overfitting, and trapping in local optima problems. In addition, four popular benchmark models, DT, LR, SVM, and GRU, are implemented for performance comparison with the proposed TLGRU classifier. A realistic EC dataset (SGCC) is employed for simulations. From the simulation results, the superiority of TLGRU over benchmark models in terms of ETD is exhibited. The simulations provide us with 1% FPR, 97.96% precision, 91.92% F1-score, 91.68% AUC, 91.56% accuracy, and 86.59% recall, which are better than the benchmark schemes. Hence, we conclude that the newly developed TLGRU is an efficient model for ETD with minimum FPR. In future works, we will investigate the novel DL models for feature extraction and classification to more efficiently perform the ETD task. Moreover, automated tuning of the hyperparameters' of the models will also be performed using meta-heuristic optimization algorithms. In addition, the aim of the underlying study is the development of a novel deep learning based hybrid model, which helps electric utilities to detect energy frauds in SGs around the globe. Furthermore, the proposed model is trained on a massive EC dataset. So, its real time practicability in terms of identifying the
presence of thieves in the SGs is ensured. Further, the model introduced in the underlying work is a quite general solution to detect anomalies and frauds in any time series. It needs only a dataset for its training. So, the EC data collected by the conventional meters can be used to train the proposed model and then it will be applicable in SGs to detect energy frauds.
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