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Abstract

During Parker Solar Probe's first orbit, the solar wind plasma was observed in situ closer than ever before, the perihelion on 2018 November 6 revealing a flow that is constantly permeated by large-amplitude Alfvénic fluctuations. These include radial magnetic field reversals, or switchbacks, that seem to be a persistent feature of the young solar wind. The measurements also reveal a very strong, unexpected, azimuthal velocity component. In this work, we numerically model the solar corona during this first encounter, solving the MHD equations and accounting for Alfvén wave transport and dissipation. We find that the large-scale plasma parameters are well reproduced, allowing the computation of the solar wind sources at Probe with confidence. We try to understand the dynamical nature of the solar wind to explain both the amplitude of the observed radial magnetic field and of the azimuthal velocities.

Unified Astronomy Thesaurus concepts: Solar wind (1534); Solar physics (1476); Alfvén waves (23); Magnetohydrodynamics (1964); Magnetohydrodynamical simulations (1966)

1. Introduction

Parker Solar Probe (PSP hereafter; Fox et al. 2016) traversed its first perihelion on 2018 November 6. After a Venus gravity assist, it reached a distance of 35,7 R☉ from the Sun, closer by almost a factor of 2 than the minimum distance reached by the previous record holders: the Helios probes. The orbit naturally gives the spacecraft high angular velocities, so that the PSP was in corotation and superrotation with the Sun for significant time intervals at closest approach. Its instrument suites are composed of an electromagnetic field analyzer (FIELDS; Bale et al. 2016); a plasma and particle instrument, the Solar Wind Electrons Alphas and Protons (SWEAP; Kasper et al. 2016); the Wide-Field Imager for Solar PRobe Plus (WISPR; Vourlidas et al. 2016); and high-energy particle instruments, Integrated Science Investigation of the Sun (ISOIS; McComas et al. 2016).

Measurements of the first perihelion have unraveled the "youngest" solar wind observed so far, yielding surprising features. First, large-scale perturbations, with an almost full 180° rotation of the magnetic field, are observed over a large range of frequencies. Although "switchbacks" have already been measured and discussed in the past (Balogh et al. 1999; Neugebauer & Goldstein 2013), they are a constant feature of the fields and plasma measurements in the first-encounter data.

The correlation between velocities and magnetic field perturbations is consistent with Alfvén waves with a constant total magnetic field magnitude and small relative density fluctuations. They are, however, almost by definition, nontransverse, and their properties may be different from usual purely perpendicular Alfvén waves. Moreover, measurements made at 1 au have shown that most of these structures have disappeared before reaching Earth’s orbit (Panasenko et al. 2020). Hence, if switchbacks are regular features in the young solar wind (as seems to be the case also in encounters 2 and 3), they may contain precious new information about the origin of the solar wind.

The second major surprise is what seems to be a very extended corotation of the solar wind (Kasper et al. 2019), with rotational velocities up to some 50–70 km s⁻¹ at perihelion. These measurements were obtained by the Solar Probe Cup (SPC), the Faraday cup of the SWEAP instrument suit. The large-amplitude switchbacks are naturally responsible for large variations of the angular velocity, but these measurements shows large positive average values around 40 km s⁻¹, as well as negative values that are strongly challenging our understanding of the angular momentum carried by the solar wind.

In this paper, we attempt to model PSP's observations using a newly developed magnetohydrodynamic (MHD) model of
the solar corona, which takes into account the propagation and
dissipation of Alfvén waves. The model relies on recent
modeling strategies, solving, in addition to the classical MHD
system, two equations describing the evolution of the Alfvén
wave energy densities injected at the lower boundaries (see van
der Holst et al. 2010; Sokolov et al. 2013, for similar
approaches). The structure of the solar magnetic field is then
a key input to the model, and we use Air Force Data
Assimilative Photospheric Flux Transport (ADAPT) maps
(ARGE et al. 2010), which combine remote photospheric
observations and modeling of the solar magnetic field, to
constrain our inner boundary condition.

As the reader will see, the model is in good agreement with
the data. This approach can, however, only hope to model the
large-scale averaged quantities measured by the PSP. We thus
propose further that the main mismatch between the model and
the data may be explained by the effects of the dynamics of
Alfvénic switchbacks in the solar wind. This interpretation is
discussed in the context of the computation of the solar wind’s
open flux and angular momentum.

Section 2 is dedicated to the description of the MHD model.
In Section 3, we show the results of the simulation, trace back
the origin of the solar wind plasma measured by the PSP, and
compare in situ measurements with the plasma parameters
interpolated along PSP’s trajectory. In Section 4, we tackle the
main mismatches between the data and the model, and we
make the hypothesis that they may be solved by including the
Alfvén wave contributions to the large-scale solar wind
properties. We discuss the limitations of our findings and
future prospects in Section 5.

2. Model Description

2.1. MHD System and Source Terms

The MHD model has been developed starting from the
PLUTO code (Mignone et al. 2007). The MHD equations are
solved in conservative form for the background flow while the
contribution of the waves’ energy ($E = E^+ + E^-$) and pressure
($p_w = E/2$) is accounted for (Dewar 1970; Jacques 1977). The
system can be written as

$$\frac{\partial}{\partial t}\rho + \nabla \cdot (\rho v) = 0,$$

$$\frac{\partial}{\partial t}(\rho v) + \nabla \cdot (\rho vv - BB + Ip) = -\rho \nabla \Phi,$$

$$\frac{\partial}{\partial t}(E + \Phi + \rho \Phi) + \nabla \cdot [(E + p + \rho \Phi)v - B(v \cdot B) + \nu^+ \xi^+ + \nu^- \xi^-] = Q,$$

$$\frac{\partial}{\partial t}B + \nabla \cdot (vB - Bv) = 0,$$

where $E \equiv \rho e + \rho v^2/2 + B^2/2$ is the background flow
energy, $B$ is the magnetic field, $\rho$ is the mass density, $v$
the velocity field, $p = p_{\text{th}} + E/2 + B^2/2$ is the total (thermal,
wave, and magnetic) pressure, $I$ is the identity matrix, and
$\nu^\pm = v \pm v_A$ is the group velocity of Alfvén wave packets (see
Section 2.2).

The system is solved in spherical coordinates ($r$, $\theta$, $\varphi$), and
the gravity potential

$$\Phi = -\frac{GM_{\odot}}{r}.$$  

(5)

The source term $Q$ added to the energy equation is made up
of four components:

$$Q = Q_h + Q_w - Q_c - Q_r.$$  

(6)

The heating $Q_h + Q_w$ is split between two sources, an ad hoc
function $Q_h$ and a turbulence term $Q_w$, which will be further
described in the next subsection. The ad hoc term

$$Q_h = F_h/H \left(\frac{R_c}{r}\right)^2 \exp \left(-\frac{r - R_c}{H}\right).$$

(7)

with $H \sim 1 R_\odot$, the heating scale height; and $F_h$ the energy flux
from the photosphere (in erg cm$^{-2}$ s$^{-1}$; see e.g., Grappin et al.
2010).

We then use an optically thin radiation cooling prescription,

$$Q_c = n^2 \Lambda(T),$$

(8)

with $n$ the electron density and $T$ the electron temperature. $\Lambda(T)$
follows the prescription of Athay (1986). The thermal conduction is written as

$$Q_r = \nabla \cdot (\alpha q_e + (1 - \alpha) q_p),$$

(9)

where $q_e = -\kappa_0 T^{5/2} \nabla T$ is the usual Spitzer–Härm collisional
thermal conduction with $\kappa_0 = 9 \times 10^{-7}$ cgs, and $q_p = 3/2 \rho_{\text{th}} v_e$
is the electron collisionless heat flux described in Hollweg
(1986). The coefficient $\alpha = 1/(1 + (r - R_\odot)^4/(r_{\text{coll}} - R_\odot)^4)$
creates a smooth transition between the two regimes at a
characteristic height of $r_{\text{coll}} = 5 R_\odot$. The system is closed by an
ideal equation of state relating the internal energy and the thermal
pressure,

$$\rho e = \frac{p_{\text{th}}}{\gamma - 1},$$

(10)

with $\gamma = 5/3$, the ratio of specific heat for a fully ionized
hydrogen gas. The equations are solved using an improved
Harten–Lax–van Leer Riemann solver (see Einfeldt 1988) and
a parabolic reconstruction method with minmod slope limiter.
$\nabla \cdot B = 0$ is ensured through the hyperbolic divergence
cleaning method (DeDner et al. 2002). To this system we add
two equations of wave energy propagation and dissipation,
which give the terms $E = E^+ + E^-$ and $Q_w^\pm$ and which are
described in the following subsection.

2.2. Wave Propagation, Dissipation, and Heating

We propagate two populations of parallel and antiparallel
Alfvén waves from the boundary conditions. The Elsässer
variables are defined as follows:

$$z^\pm = \delta v \mp \text{sign}(B_z) \frac{\delta B}{\sqrt{\|v\|^2}}.$$  

(11)

so that the sign $+(-)$, corresponds to the forward wave in a $+(-)$
field polarity. The wave energy propagation follows the Wentzel–
Kramers–Brillouin theory (WKB; see Alazraki & Couturier 1971;
Belcher 1971; Hollweg 1974; Tu & Marsch 1993, 1995). These
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where each term

\[ Q_w^\pm = \mathcal{E}^\pm |z|^{\mp 1} = \frac{\rho |z|^\pm |z|^\pm}{2\lambda} \] (15)

This term follows the Kolmogorov phenomenology assuming a scale-invariant cascade of the Alfvén wave energy and a complete separation of the injection scale and the dissipation scale. The dissipation length scale \( \lambda \) is thus set according to the large-scale correlation length of the Alfvén waves, which is usually close to the size of supergranules in the low corona and increases with the square root of the magnetic field, i.e., the width of the flux tube, \( \lambda = \lambda_0 / \sqrt{B} \). This approach, while not describing in detail the cascading process and the dissipation, is a good approximation for such a large-scale study, as we shall see later in this work.

Closed loops, where the magnetic field confines the coronal plasma, and open regions are created self-consistently while the code relaxes to a steady state. In closed loops, the dissipation is mostly obtained by the interaction of the two counterpropagating wave populations. In order to have turbulent dissipation in open regions as well, we set a small constant reflection coefficient to create an inward wave population, which is instantly dissipated. The dissipation terms hence read:

\[ Q_w^\pm = \frac{\rho |z|^{\pm 2}}{2\lambda} (R |z|^{\pm 1} + |z|^{\pm 1}), \] (16)

where \( R = 0.1 \), which yields a heating rate consistent with incompressible turbulence studies (see for instance Verdini & Velli 2007; Chandran & Hollweg 2009; van der Holst et al. 2010). The parameters of the simulations are hence essentially \( \delta v_0 = z_0^2 / 2, \lambda_0 \), and the photospheric magnetic field, which is set as a boundary condition using observations.

3. Simulation of PSP Encounter 1

3.1. Simulation Parameters

In order to compare the numerical MHD simulations with the measurements, we chose to use the ADAPT map (Arge et al. 2010) of the solar photospheric magnetic field on 2018 November 6 at 12:00 UTC. The map is first projected on a spherical harmonics decomposition up to an order \( \ell = 15 \). This procedure reduces the amplitude of the radial field from photospheric levels (>100 G) to coronal levels (a few Gauss). The simulation is performed on a grid of \( 224 \times 96 \times 192 \) points in \( r, \theta, \) and \( \phi \), respectively. The grids in the angular directions are uniform, while the grid in the radial direction is stretched from the surface (where the highest resolution is \( dr = 0.01 R_\odot \)) at the bottom boundary to \( 20 R_\odot \) with 128 points and uniform up to \( 50 R_\odot \) with 96 points. The first radial cell is thus above the transition region, and the domain starts in the low corona, thus allowing the input magnetic field. The input transverse velocity is set everywhere to

\[ \delta v_0 = 30 \text{ km s}^{-1}, \] (17)

so that the total input of Alfvén wave energy is \( \left\langle \rho_0 v_{A0} B_0^2 \right\rangle = \rho_0 \left\langle B_0^2 \right\rangle \approx 0.8 \times 10^{15} \text{ erg cm}^{-2} \text{ s}^{-1} \), with \( \rho_0 = 5 \times 10^{-16} \text{ g cm}^{-3} \) and \( \left( B_0 \right) \approx 1.4 \text{ G} \) (the Alfvén wave flux at a given latitude and longitude depends on the precise value of the radial field). An additional small ad hoc flux is used with \( F_h = 2 \times 10^7 \text{ erg cm}^{-2} \text{ s}^{-1} \) and a scale height \( H = 1 R_\odot \) (see Equation (7)) to model chromospheric or coronal heating processes that would be different from waves. The total energy input is thus around \( 1.0 \times 10^{16} \text{ erg cm}^{-2} \text{ s}^{-1} \), which is what is required to power the solar wind (see, for example, the appendix of Réville et al. 2018). Finally, the correlation length at the base of the domain is set to \( \lambda_0 = 0.022 R_\odot \sqrt{G} \approx 15,000 \text{ km} \sqrt{G} \), which is close to the size of supergranules (see Verdini & Velli 2007).

The equations are solved in the rotating frame assuming a period of 25 days, which is the equatorial speed in the solar differential rotation profile, and thus close to what the PSP has seen in the vicinity of the ecliptic plane. A steady state is obtained after approximately three Alfvén crossing times. Consequently, we made the choice to run the MHD simulation up to \( 50 R_\odot \) to limit the necessary computing time, which is already equivalent to 100 thousand CPU hours. This is enough to cover the highest cadence data at perihelion. We then perform an extrapolation to \( 130 R_\odot \), assuming

\[ n \propto r^{-2}, \] (18)
\[ v_r = \text{const}, \] (19)
\[ v_{\theta, \phi} \propto r^{-1}, \] (20)
\[ B_r \propto r^{-2}, \] (21)
\[ B_{\theta, \phi} \propto r^{-1}, \] (22)
\[ T \propto r^{-4/3}, \] (23)

following a field line along the Parker spiral at the speed given for each latitude and longitude. The wave energy decays accordingly with the WKB theory, and we hence assume that the wave heating is negligible beyond \( 50 R_\odot \). The temperature is consequently extrapolated assuming an adiabatic expansion (Equation (23)). The extrapolation smoothly extends the solution, allowing the plasma properties to be computed along PSP’s trajectory for an extended time interval.

3.2. Solar Wind Sources

The MHD simulation yields the full 3D structure of the corona and thus allows the source regions of the plasma measured by the PSP to be found. Those sources are identified in Figure 1. We selected an interval roughly centered around the perihelion of November 6—between October 15 and November 30—and computed the field lines from PSP’s position back to the solar surface. Each footpoint has a distinct color and can be identified on all panels in Figure 1. In the top and bottom-left panels, we synthesize an extreme ultraviolet (EUV) image of the solar corona from the simulation. We use the response \( R(n, T) \) of the Solar Dynamics Observatory

---

15 https://www.nso.edu/data/nisp-data/adapt-maps/
(SDO)/Atmospheric Imaging Assembly (AIA) instrument with the 193 Å filter, which yields a photon count, or digital number (DN), produced by each cell of the simulation. The images are then obtained integrating along the line of sight (LOS):

$$ I = \int_{\text{LOS}} n^2 R(n, T) dl \text{[DN s}^{-1} \text{pixel}^{-1}] \text{.} \quad (24) $$

The top panel is a synoptic map showing the thermal structure of the corona at all longitudes and thus the coronal holes where the solar wind is thought to come from. Coronal holes are darker regions, here delimited by a simple contour of the DN value (20) on the synoptic map, providing a good idea of the sources of all open field lines in the simulation. The bottom-left panel is the image that would have been obtained by SDO/AIA, provided that the spacecraft could have looked from the side at PSP E1. A similar image could have been obtained by STEREO B, if still in operation. Images a few days before perihelion taken by SDO/AIA give similar features. Field lines coming from PSP’s trajectory are superimposed on the images, showing the 3D structure of the corona. Finally, the bottom-right panel shows a cut of the signed, radial, Alfvén speed (hence giving the polarity of the magnetic field) seen from the top, and the field lines traced from PSP’s trajectory back to the Sun.

We can thus make the following prediction: during its first encounter, the PSP crossed the heliospheric current sheet four times between October 15 and November 30. The blue footpoints, before the closest approach, are located in a negative-polarity equatorial hole (easily seen from actual images of SDO/AIA on November 6) and in a positive-
polarity northern coronal hole. The red/brown points represent the closest approach. We find, accordingly with other studies (Badman et al. 2020; Panasenco et al. 2020), that the plasma is mostly coming from a region close to the equator of negative polarity. On the way out of perihelion, the PSP has measured plasma from an adjacent equatorial coronal hole of positive polarity, identified with the brown/green points. As will be seen in the next section, our model is actually missing one change of polarity early in the approach phase (blue/purple points), and we think that this mismatch essentially comes from the evolution of the photospheric magnetic field in time, which is not taken into account in our model. However, during the closest approach, where our model is more reliable, the PSP probed plasma coming from successive confined low-latitude regions of the Sun, with well-defined and unified properties.

3.3. In Situ Comparison

In Figure 2, we show the data obtained with the FIELDS and SWEAP instruments on board the PSP for the first perihelion, between 2018 October 15 and November 30. The one-minute-averaged magnetic field data (FIELDS) are shown in the first two panels ($B_z$ and $|B|$), while the particle moments ($n$ and $v_x$) have been computed with varying cadences depending on PSP’s distance to the Sun. The highest cadence is around one second at perihelion, between 2018 October 31 and November 10. During the closest approach, the PSP was inside a slow Alfvénic wind region with a globally negative polarity. Switchbacks, i.e., fast reversals of the magnetic field associated with velocity jets, are observed throughout the entire time interval and appear clearly during perihelion in Figure 2. As shown in Kasper et al. (2019), Bale et al. (2019), Tenerani et al. (2020), and Horbury et al. (2020), these jets are Alfvénic and maintain a high velocity/magnetic field correlation. All vector fields thus show important variations. Finally, the angular velocity field (bottom panel) displays a roughly symmetric profile around perihelion, going on average down to $-20 \text{ km s}^{-1}$, up to $40 \text{ km s}^{-1}$, and down to negative values again.

The red profiles in Figure 2 are the results of the interpolation of PSP’s trajectory on the simulation (and extrapolation beyond 50 $R_s$). The negative polarity observed
during perihelion is recovered in our simulation. The amplitude of the radial field appears about 30% lower than the peak of the signal. This trend is also recovered in the total field, for which $B_r$ is the dominant component. The wind speed in the simulation varies between 300 and 400 km s$^{-1}$ and is in agreement with the data most of the time, except for a fast wind event on the way out of perihelion. Density and momentum (fourth and fifth panels) agree well with the data. The simulation azimuthal velocity profile is, however, very flat, with values between $\pm 5$ km s$^{-1}$ at the closest approach.

A convenient way to further analyze and compare our simulation results with the data is to compute heliospheric current sheet (HCS) crossings. They are identified with red vertical lines for the simulation and blue lines for the data in each panel of Figure 2. In the data, many magnetic field reversals are observed, corresponding to switchbacks, and the identification of the HCS crossing can be better asserted with the help of particle measurements (particularly looking at the strahl of the electrons). We use the HCS crossings identified by Szabo et al. (2020). The simulation captures most of the HCS crossings except two (which correspond to one switch to a negative-polarity region, marked with dashed lines) between October 19 and 28. We observe a one-and-a-half day delay for the HCS crossing on the way out of the perihelion, on November 14 2 pm UTC in the data, and November 16 2 am in the simulation. As shown in the previous section (going from red/brown to green points), this corresponds to the switch from a first equatorial coronal hole to a second one. The wind speed coming from the second coronal hole is significantly higher in the data, approaching 600 km s$^{-1}$, and may be considered as a fast wind component. The mismatch with the simulation could be due to additional wind driving coming from this precise region. Moreover, a stream interaction can be seen from the very sharp wind speed transition observed in the data around November 15. Hence, this delay may be due to fast/slow wind stream interaction.

The dashed lines in Figure 2 represent, as we said, a polarity switch that is not recovered in the simulation. We believe that this can be explained by the evolution of the photospheric magnetic field with time. Our simulation only uses one magnetogram, close to perihelion, in order to save computing time. However, as shown by the study of Badman et al. (2020), using time-varying magnetic field maps and potential field source surface models (PFSS; Altschuler & Newkirk 1969; Schatten et al. 1969) can provide a very good match of the HCS crossings. We show in Figure 3 the results of the projection in Carrington coordinates of the $PSP$ trajectory on the magnetic field obtained by the simulation, a PFSS model of the map at perihelion (the very same one used for the boundary condition of the simulation), and another one taken at a previous time (October 31, 00:00 UTC). $PSP$’s trajectory projection accounts for a Parker spiral with a uniform speed of 340 km s$^{-1}$, which is the average speed observed in the considered time interval. It starts at about 130° of longitude on October 15 and goes to the left. The missing polarity change is obtained with the October 31 map, and it is reasonable to assume that it would have been obtained in the MHD simulation using this map as a boundary condition (with the risk of creating other discrepancies later). It is worth noting here that during perihelion, the solar surface connected to the $PSP$ was on the limbs, and consequently, earlier magnetograms might be more accurate simply because they are directly observed. The source surface radius of the extrapolation in Figure 3 is chosen to match the total open flux of the simulation, and we obtain $r_{s0} = 1.9 R_S$ (see Réville et al. 2015). Note that the study of Badman et al. (2020) indicates that even lower values of the source surface radius provide a better agreement of the polarity changes.

Hence, precise studies of the polarity changes tend to show that over a few weeks, the surface magnetic field of the Sun evolves enough to involve large-scale modifications, which can create a mismatch between the data and a single-epoch simulation. However, it is probably fair to say that our MHD modeling is able to largely recover the bulk properties of the solar wind observed by the $PSP$ during the first perihelion, except for two things: the azimuthal velocity and the amplitude of the radial field. In the following section, we suggest that these observations could be the result of the dynamics of Alfvénic switchbacks.

### 4. Alfvén Waves Dynamics

#### 4.1. Open Flux and Parallel Wave Pressure

In Section 3, we stated that the radial magnetic field was lower in the simulation than in the data. The large variability of the observed signal requires things to be considered carefully. Switchbacks, or magnetic field reversals, may suggest that the envelope of the signal is the signature of the average or steady coronal magnetic field. If this is true, the measured signal is
We can thus try to add, in the simulated field measurements, the contribution of the wave population given by the simulation to accelerate the solar wind and heat the corona. The perturbed fields can be written as

$$\delta v^\pm = \frac{\delta b^\pm}{\sqrt{\mu_0 \rho}} = \frac{1}{2} \sqrt{4\mathcal{E}^\pm / \rho},$$

assuming an equipartition between the magnetic field and the velocity perturbations. The sum of $B_i + \delta b$ (using the forward wave energy depending on the field polarity) is shown in dashed black in Figures 4 and 2. Both curves remarkably match the envelope of the total and radial field signal (note that the peak observed in the vector magnetic field around 50$R_\odot$ is a coronal mass ejection that is logically not reproduced by the simulation; see McComas et al. 2019 for more details on this event). This essentially means that the Alfvén wave heating scenario used to power the solar wind in the simulation is in agreement with the amplitude of the observed waves and jets along the PSP trajectory. Moreover, in the simulation and in the data, the average radial field is around 60 nT at perihelion, which means that $\langle B_i \rangle$ should be around 1.7 nT at 1 au assuming a $1/r^2$ dependency. This is roughly consistent with observed averages of the open flux during solar minimum and with OMNI data averaged over 2018 October and November: $\langle B_{i,OMNI} \rangle = 2 \text{nT}$. The computed open flux is thus consistent in the simulation and the data, once the perturbations have been removed.

Going further with this analysis, we define

$$\delta b = B - \langle B \rangle,$$

$$\delta b_\parallel = \delta b \cdot \frac{\langle B \rangle}{\|\langle B \rangle\|},$$

$$\delta b_\perp = \delta b - \delta b_\parallel \frac{\langle B \rangle}{\|\langle B \rangle\|},$$

where the averaging operator $\langle \rangle$ is obtained with a running average (convolution) of 20.85 hr, shown in Figure 4 to be close to the simulation average fields. In Figure 5, we computed the perturbed parallel and perpendicular components of the magnetic field and plotted the resulting pressure against the radial distance to the Sun. Note that $\delta b_\parallel$ is mostly negative, because it corresponds to magnetic field reversals. We see that close to the Sun, the parallel wave pressure dominates the perpendicular pressure. These measurements have been shown in Section 3 to be associated with one or two source regions at the Sun and contrast strongly with measurements at 1 au. Farther away from the Sun, parallel and perpendicular wave pressures remain comparable, with $|\delta b_\parallel|^2$ possibly decaying slightly faster than $|\delta b|^2$ (although different distances will correspond to different flux tubes or plasma sources). The study of Tenerani et al. (2020) shows that switchbacks could survive up to 20–50$R_\odot$ in a relatively unperturbed medium. Beyond 1 au or more, they are only observed in very specific conditions, mostly in the fast wind emanating from large coronal holes and a quiet Sun (Neugebauer & Goldstein 2013). This suggests that most switchbacks will unfold during the solar wind expansion, effectively reducing the parallel wave pressure over the perpendicular one.
yields the appropriate behavior. Accounting for
and the sum
is of the order of the perpendicular component and even higher close to
the two terms is higher than the radial distance of the
line of the simulation, which has only a few km s
becomes when compared to the
bulk of the observed \( \nu_p \), these variations are extremely weak,
between \( \pm 5 \) km s\(^{-1} \) at most. We thus would like to explore
another possibility for solving this paradox. Equation (29) is
modified when the pressure tensor is no longer scalar:

\[
\Omega_p r_A^2 = \left[ \nu_p - \frac{B_p B_{\perp}^2}{4\pi \rho \nu_r} + \frac{p_{\nu\nu}}{\rho \nu_r} \right],
\]

where \( p_{\nu\nu} \) is the \((r, \varphi)\) component of the pressure tensor
(Weber 1970). The two first terms on the right-hand side are
positive (because \( B_p B_{\perp} < 0 \)), and we thus need \( p_{\nu\nu} < 0 \) to
decrease the whole right-hand side term and get an Alfvén
critical point compatible with observations. When no waves are
present, the pressure tensor is proportional to \( p_{\perp} - p_{\parallel} \), and
\( p_{\perp}/p_{\parallel} > 1 \) yields the appropriate behavior. Accounting for
both Alfvén waves and pressure anisotropies, we can further
write

\[
P_{\nu\nu} = (p_{\perp} - p_{\parallel})f(\langle \mathbf{B} \rangle, \delta \mathbf{b}).
\]

Hollweg (1973) looked at the form of \( f \) for purely transverse
Alfvén waves and found that the effect of the perturbations is
to oppose the effect of larger \( p_{\perp} \). Without going into a full
analytical derivation of this term in the case of switchbacks,
we can make the hypothesis that perturbations parallel to the
magnetic field could inversely strengthen the effect of large
parallel over perpendicular pressures. In Figure 5, we see that
the parallel magnetic pressure \( \delta b_{\perp}^2 / 8\pi \) is higher than the
perpendicular pressure close to the Sun, and could conse-
quently help in solving this paradox. In the following, we call
\( p_{\perp \perp} \) the pressure tensor components that take into account
the contribution of Alfvén waves.

To understand further the effect of anisotropies on the
azimuthal velocities, we now look into the simplified analytical
model introduced by Weber & Davis (1970) and Weber (1970).
Figure 7 shows a comparison between the \( \nu_p \) measurements
and what to expect from several anisotropy profiles. All are
based on the Weber & Davis (1967) canonical model,
assuming a radial field of 2nT at 1 au and a mass flux of
\( 1.4 \times 10^{15} \) g s\(^{-1} \), which correspond to the values observed at
PSP’s perihelion extrapolated to Earth’s orbit. The Alfvén
radius obtained with this model is located at 11.7 R\(_S\), which
is close to the average Alfvén radius of the simulation (\( \sim 10 \) R\(_S\)).
Using the classical Weber and Davis model (in black), the
angular velocity is around 4 km s\(^{-1} \) at the closest approach,
while observations show a density peak around 40 km s\(^{-1} \) at
perihelion. There is thus a difference of one order of magnitude
between the scalar pressure model and the data. The Weber and
Davis model also entirely excludes negative angular velocities
that are observed to go down to \(-20\) km s\(^{-1} \) before and after
perihelion.
The blue, green, and orange curves correspond to the computed \(v_j\) for various \(\tilde{\alpha}^\text{pp}\) analytical profiles, which are plotted in the bottom panel of Figure 7. In the model of Weber (1970), the radial components \((v_r, B_r)\) are not affected by the anisotropies, and the total angular momentum \(\Omega r_A^2\) is only slightly modified by a factor \((1 - \epsilon)\). The legend of Figure 7 gives the values of \(\epsilon\) (which is an output of the model) for each profile. Increased parallel pressure \((\tilde{\rho}_/\tilde{\rho}_\perp \sim 2)\) can thus decrease the total angular momentum by up to 10%. In contrast, the tangential velocities are strongly affected, as the system tries to compensate for an almost constant \(r_A\) (see Equation (30)). \(v_\varphi\) thus increases when the parallel to perpendicular pressure ratio is above one, in agreement with the results of Weber (1970) and Weber & Davis (1970). With a factor of 2 in the pressure anisotropies, we can obtain \(v_\varphi \sim 13 \text{ km s}^{-1}\) at the closest approach, i.e., only a factor of 3 in comparison with the observations. Negative values of \(v_\varphi\) are obtained when the ratio \(\tilde{\rho}_/\tilde{\rho}_\perp\) goes below one. The orange curve is in good agreement with the data between 50 and 80 \(R_e\). The peak of the observed tangential velocity at perihelion remains difficult to reach, however. Increasing further the parallel over perpendicular pressure ratio would yield higher \(v_\varphi\). Strong anisotropies could also have a meaningful effect on the poloidal components of the magnetic and velocity fields, violating the assumptions of the simple model used here. The study of Huang et al. (2020) shows that proton anisotropies are compatible with \(\tilde{\rho}_/\tilde{\rho}_\perp\) but not much more. However, electron velocity distribution functions are more likely to yield larger parallel than perpendicular pressures (notably through the electron beam; see, e.g., Marsch 2006) and need to be further studied.

5. Discussion

In this work, we compared the large-scale properties measured by the \(PSP\) during the first encounter with an MHD numerical simulation of the corona and the solar wind. The agreement is good in general for most of the bulk properties of the solar wind: density, vector magnetic field, and radial velocity.

The code relies on the hypothesis that the hot corona and the solar wind mainly find their origin in Alfvén waves launched from the photosphere. Waves exert a ponderomotive force (or wave pressure; see Alazraki & Couturier 1971; Belcher 1971) that helps accelerate the solar wind. They also develop a turbulent spectrum and dissipate energy at small scales to heat the corona. The cascading process is not precisely solved in our model, and we use the Kolmogorov phenomenology to compute the heating rate from the injection of energy at the largest scales. This requires the choice of a base dissipation
length \( \lambda_c \), which we set close to the scale of supergranules, following many previous works on incompressible turbulence (see, e.g., Verdini & Velli 2007; Chandran & Hollweg 2009; Perez & Chandran 2013). Van Ballegooijen & Asgari-Targhi (2017) have argued that the correlation length should be closer to the size of granules, i.e., \( \sim 1000 \) km, where transverse motions of a few km s\(^{-1} \) could be the origin of the Alfvén waves propagating in the corona and the solar wind. They do find, however, that the actual dissipation is about one order of magnitude lower than what is given by phenomenological models. The heating rate between our model and theirs is consequently comparable. Moreover, the funnel expansion in the chromosphere and transition region increases the wave amplitudes and the correlation length by around one order of magnitude, which corresponds to the values used in this work for the low corona.

Naturally, the wave turbulence prescription used here is simplified and could be further improved, for instance by explicitly including the Alfvén wave reflection process (see Lionello et al. 2014; van der Holst et al. 2014; Usmanov et al. 2018) and by trying to account for the compressible nature of the solar wind in the cascading process (see van Ballegooijen & Asgari-Targhi 2016; Réville et al. 2018; Shoda et al. 2018; Verdini et al. 2019). The model is nonetheless able to produce an accurate 3D structure of the solar corona. The predictions for the HCS crossings are for the most part very close to the observed data. The agreement is limited by the time evolution of the solar photospheric magnetic field, which we keep fixed to rely on a single simulation. The study of Badman et al. (2020) shows, using PFSS models, that time-varying magnetograms were an important part of the 3D modeling of the corona. It is also likely that the model could reach a better accuracy for perihielion where the solar surface connected to the PSP is facing Earth and other Doppler instruments able to provide a magnetogram from space (SDO/Helioseismic and Magnetic Imager, for example).

At first glance, it might appear that the amplitude of the radial field in the simulation is lower than in the data. However, as shown in Section 4, a classical averaging procedure allows matching of the data with simulation results. Moreover, the amplitude of the waves given by the simulation is consistent with the total variation of the radial and transverse magnetic field (see Figure 4). The actual open flux is thus lower than what is suggested by the envelope of the radial field data. This argument has been already invoked in Linker et al. (2017), where the authors were unsuccessfully trying to match coronal models using various photospheric synoptic maps with both in situ measurements of the open flux and EUV coronal observations. This has been since known as the open flux problem. The observed radial magnetic field at 1 au to match was between 1.7 and 2.2 nT (for a different epoch but also around solar minimum), depending on whether or not folds in the magnetic field were accounted for. Our study shows that it is the lowest value that steady models should aim for (whether PFSS or MHD), and we are able to fully recover it in our simulation. This good agreement may be due to the magnetic map we used, which involves flux transport modeling and possibly enhances the magnetic field in polar regions (see, e.g., Riley et al. 2019). A thorough discussion of the open flux problem nonetheless requires a careful comparison of the coronal hole boundaries in the model and in EUV remote-sensing measurements. This is left for future works.

As shown further in Section 4, switchbacks are fully three dimensional and create a significant perturbation component parallel to the average magnetic field. Interestingly, early works on the solar wind angular momentum have tried to explain the high azimuthal velocities (\( \sim 5 \) km s\(^{-1} \)) observed at Earth involving pressure tensor anisotropies (Weber 1970; Weber & Davis 1970). They showed that larger parallel pressures could raise the azimuthal velocities significantly. These anisotropies were understood as temperature anisotropies only, and transverse waves were actually thought to have an opposite effect on the \( \nu_p \) component (Hollweg 1973). However, the large parallel pressure created by the switchbacks could be directly linked to the increase of azimuthal velocities. Using the analytical model of Weber (1970), we were able to obtain a better agreement with the data, with a significant increase of the azimuthal velocities as well as negative values depending on the anisotropy profile \( \hat{p}_l/\hat{p}_\theta \). The model is however not fully consistent and further theoretical studies are necessary to assess whether the solar wind total angular momentum could be affected by strong anisotropies and switchbacks. Anisotropies may also only be a small part of the picture, but such large azimuthal velocity measurements should question the current paradigm for the computation of solar wind braking, which has been a pending question in solar and stellar physics for more than 50 yr. Future data from upcoming encounters of the PSP will provide key information on the properties of switchbacks, pressure anisotropies, and angular momentum of particles close to the Sun.
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1. Equation of Energy Conservation

In the published article, the source term of the total energy equation included an additional and unintended term $Q_w$. In fact, following the original notations, the conservation of the system’s energy can be written equivalently in two ways:

$$
\frac{\partial}{\partial t} (E + \mathcal{E} + \rho \Phi) + \nabla \cdot [(E + p + \rho \Phi) v - B(v \cdot B)] + \nabla \cdot [Q_w] = 0,
$$

or

$$
\frac{\partial}{\partial t} (E + \rho \Phi) + \nabla \cdot [(E + p - \rho \epsilon_w) v - B(v \cdot B)] - \nabla \cdot \frac{\epsilon_w}{2} = Q - \nabla \cdot \frac{\epsilon_w}{2},
$$

The form of these two equivalent equations can be understood as follows: when accounting for the conservation of both the wind energy and the waves (Equation (1)), the wave heating does not appear as a source but is instead hidden in the decay of the wave amplitude and energy. However, this term should appear when one only considers the fluid energy, as it is in Equation (2). Then, a term compensating for the wave pressure must be included. We chose to implement Equation (1).

2. New Simulation of Parker Solar Probe Encounter 1

As a consequence of this redundant term, the wave heating was twice what it was meant to be. We consequently ran a new simulation using the correct energy equation. We chose to change slightly the input parameters to obtain a heating and wave amplitude very close to the original simulation. We increased the base velocity perturbation by 20%, reaching the value:

$$
\delta v_0 = 36 \text{ km s}^{-1},
$$

so that the total average input of Alfvén wave energy is

$$
\langle \rho | v_{A,0} \delta B \rangle^2 = \rho | v_{A,0} \delta B |^2 \approx 1.5 \times 10^5 \text{ erg cm}^{-2} \text{ s}^{-1}, \text{ with } \rho_0 = 5 \times 10^{-16} \text{ g cm}^{-3} \text{ and } \langle B_0 \rangle \approx 1.8 \text{ G} \text{ (the Alfvén wave flux at a given latitude and longitude depends on the precise value of the radial field).}$$
We also decreased slightly the correlation length parameter to

$$\lambda_0 = 0.020R_\odot \sqrt{G} \approx 14,000 \text{ km}\sqrt{G}.$$  \hspace{1cm} (4)

We now reproduce the figures that could have been modified using this new simulation. In Figure 2 we reproduce the in situ observations of Parker Solar Probe (PSP) E1 and compare with the results of the MHD simulations. We left the original run, playing with the transparency of the curve (alpha of 0.5). We see that the in situ variables are only very slightly modified. The only notable difference is in the density, which can be up by 25% at the perihelion compared to the original run. Both the original and the new runs nonetheless remain compatible with the span in the observed density. The heliospheric current sheet (HCS) crossings (vertical lines) remain similar, and the solar wind sources are thus not significantly modified.

In Figure 4 we show the amplitude of the magnetic field as a function of distance in the data and the simulations. Again both simulations are very close, and as in the published article, the amplitude of the radial magnetic field perturbations (switchbacks) fits with the amplitude of the waves in the simulation.

Consequently, as shown with the novel simulation, the main conclusions of the original paper are unchanged:

1. Alfvén wave–driven models of the solar corona can reproduce most in situ observables of the first PSP encounter of 2018 November, to the notable exception of the tangential velocities.
2. The amplitude of the perturbations necessary to power such a model are consistent with observations down to 35$R_\odot$.
3. This includes perturbations in the radial magnetic field, i.e., switchbacks, that must then be a significant component of solar wind turbulence.

Two following works have been impacted: Hazra et al. (2021) and Réville et al. (2020). In both cases, a similar small parameter shift should yield results very close to the one published.

![Figure 2. Comparison of the in situ measurements of PSP and the results of the new and original simulations. The original simulation results are displayed with transparency (both in red and dashed black). The vertical lines correspond to HCS crossings of the new simulation (in blue) and in the data (in red). The results of both simulations are very close, except for a slight increase in the solar wind density.](image-url)
Figure 4. Left panel: magnetic field measurements, with various running average timescales, as a function of the radial distance. The largest time average fits fairly well with the radial dependency of the field obtained in the simulation, shown in black. The dashed line illustrates the amplitude of the field when the Alfvén waves are accounted for. The original simulation results are displayed in transparency. In the right panel, we removed the data to better allow a comparison between the original and the new simulation.
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