A Novel Machine Learning-Based Framework for Optimal and Secure Operation of Static VAR Compensators in EAFs
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Abstract: A static VAR compensator (SVC) is a critical component for reactive power compensation in electric arc furnaces (EAFs) that is used to relieve the flicker impacts and maintain the voltage level. A weak voltage profile can not only reduce the power-quality services, but can also result in system instability in severe cases. The cybersecurity of EAFs is becoming a significant concern due to their cyber-physical structure. The reliance of SVC controllers on reactive power measurement and network communications has resulted in a cyber-vulnerability point for unauthorized access to the EAF, which can affect its normal operation. This paper addresses concerns about cyber attacks on EAFs, which can cause network communication issues in measurement data for SVCs. Three significant and different types of cyber attacks that are launched on SVC controllers—a replay attack, delay attack, and false data injection attack (FDIA)—were simulated and investigated. In order to stop the activities of cyber attacks, a secured anomaly detection model (ADM) based on a prediction interval is proposed. The proposed model is dependent on a support vector regression and a new smooth cost function for constructing the optimal and symmetrical intervals. A modified algorithm based on teaching–learning-based optimization was developed to adapt the ADM’s parameters during training. The simulation’s outcomes on a genuine dataset showed the strong capability of the proposed model against cyber attacks in EAFs.
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1. Introduction
1.1. Necessity and Significance

An electric arc furnace (EAF) is a metallurgical furnace for melting and converting scrap steel into new steel by using a high current level. The electrodes installed on an EAF’s top-head provide its energy, which is estimated as the energy required to power a city with a population of 100,000 [1]. A schematic diagram of an EAF is presented in Figure 1. The high reactive power demand in an EAF affects the neighboring loads’ power quality by reducing the voltage level and injecting harmonics in the range of 0.5–0.25 Hz [2]. Such a high reactive power demand can cause severe challenges if it is not properly compensated [3].
The voltage flicker originating from the EAF can result in large voltage fluctuations in the coupling power grid, which, in turn, affect the normal operation of other interconnected loads. Several methods based on radial basis function neural networks [4] and dynamic modeling [5] have been proposed by researchers to model the flicker severity in EAFs and help the reactive power compensators to control the voltage fluctuations. To deal with this issue, some static VAR compensators (SVCs) are installed in EAFs to track the fast reactive power changes and continuously inject power.

Figure 1. Schematic diagram of an EAF.

1.2. Literature Review

A typical SVC includes a thyristor-controlled reactor (TCR), thyristor switched capacitor (TSC), and SVC controller [6]. Attributable to the highly variable disposition of the reactive power in the EAF, the reactive power compensation speed severely affects the power quality and voltage level. Therefore, several methods have been suggested by researchers to provide better reactive power modeling and compensation by SVCs. In [7], a time series-based approach was developed for the reactive measurement of power lines. In [8], a wavelet transform was used for reactive power and energy modeling considering power-quality disturbances. In [9], neural network models were used to measure the reactive power demand. An online genetic-based method and auto-regressive moving average were used in [10] to update the model coefficients in real-time. In [11], a hybrid gray model and Markov chain were used for reactive power modeling in an SVC. In [12], a support vector-based approach was devised to model the reactive power compensated by the SVC.

As can be deduced from these research works, reactive power tracking and compensation in EAFs are important issues for preserving the voltage level and power quality. In other words, appropriate SVC controller performance is vital for a proper reactive power compensation process. Due to the very large reactive power demand of an EAF, weak reactive power compensation can affect the system’s voltage stability at the point of common coupling and, thus, the neighboring buses. A weak voltage profile can result in system instability and even a voltage collapse in severe cases [13]. Therefore, any action affecting the SVC’s performance can be a source of voltage instability and power-quality issues in an EAF. In this regard, an SVC controller receives measured reactive power data through a wired or wireless sensor network. This is a vulnerable point in the EAF, making it a very attractive target for cyber attackers to penetrate the control system and compromise the reactive power measurements. In [14], a cyber attack is simulated on an SVC and it is shown that it can cause system angle and voltage instability, followed by physical failures. Discussions on some cyber attacks on FACT devices in power systems can be found in [15]. This research shows that an SVC can be a potential cyber attack target for an adversary to penetrate the EAF system.
1.3. Contributions and Novelties

While the above research works have provided valuable results by showing the cyber vulnerability of the SVC, thus causing voltage instability, none of them has suggested any solution for stopping cyber attacks. Meanwhile, none of the above studies has addressed the cyber security issues in an EAF. This is a very significant issue and its negative effects have already been seen in the industry. In December 2014, a cyber attack was reported on an EAF in Germany [16]. The adversary penetrated a steel facility by sending a spear email and then gaining access to the corporate network. According to the report, the malicious actor could then access the plant network and make multiple components fail. Although the report does not provide further detailed information on the type of damage due to the security considerations, this clearly shows that an EAF can be a potential target for hackers in the near future. In this regard, an SVC, due to its cyber-physical structure, can be a vulnerable point for EAF hacking. Therefore, this paper assesses the cyber security of EAFs in the face of cyber attacks. To the best of the authors’ knowledge, this is the first work to address EAF cyber security and provide a solution for stopping malicious attacks.

To this end, three different types of cyber attacks, replay attack, time-delay attack and false data injection attack (FDIA), are assessed. These cyber attacks are launched on the measured data of SVCs installed in the EAF to cause problems in the data transmission process. It is stated in [17] that cyber attacks with such natures can be dangerous to SVCs. A successful cyber attack can add false data in the transmitted measured data either by fake/delay/replay and thus cause instability in the voltage profile correction. While being aware of the dangerous nature of the cyber attacks, an intelligent anomaly detection model (ADM) based on prediction intervals is proposed to secure the EAF. The proposed model is established to be dependent on the lower and upper estimation (LUBE) method and a new smooth fuzzy cost function to create the optimal prediction intervals. To make sure that there is no overfitting problem in the model, support vector regression (SVR) is used as the classification model. It is proved in support vector machine theory that any nonlinear relevance can be modeled by a linear model in a higher dimension [18]. Rather than the artificial neural network (ANN) models which focus on empirical risk minimization, the SVR model considers structure hazard minimization to keep the generalization error. Due to the dependence of the SVR model on its setting parameters, an optimization algorithm based on a teaching–learning algorithm (TLA) is employed here. TLA is a metaheuristic optimization algorithm mimicking the knowledge transferred between a teacher and students and among the students themselves [19]. Furthermore, a novel two-stage modification strategy is proposed to help TLA to enhance its searching capability and avoid precocious convergence. Thusly, the unique contributions of this study can be summed up as follows:

- Assessing the security of EAFs notwithstanding different cyber attacks, including time-delay attack, replay attack and, FDIA on SVCs;
- Proposing an intelligent ADM based on SVR and prediction intervals for stopping cyber attacks in EAFs;
- Employing a new modification method based on TLA (MTLA) for adjusting the SVR model optimally.

The results of the cyber attacks on EAFs and the proposed ADM are assessed on a real EAF. The rest of this paper is organized as follows: Section 2 presents the EAF as a cyber-physical system and the cyber vulnerability. Section 3 describes the structure of the different cyber attack models. The proposed intelligent ADM is explained in Section 4. Sections 5 and 6 analyze the results and discuss the ideas for an EAF for cyber attacks and model performance, respectively. The main conclusions are presented in Section 7.

2. EAF as a Cyber-Physical System

An EAF, which is denoted as an alternative for bulk steel making, integrates control and communication techniques in its operating system to enable efficacy, accuracy and, cleanliness. Besides the physical layer, such as the furnace, electrodes, bus bars, nozzles,
burner systems, etc., an EAF has an integrated cyber layer dealing with the data measurements (active/reactive power), data communication and control systems. As a complex cyber-physical system, the control and operation of EAFs rely on measuring devices, computing systems, communication networks, etc. This makes an EAF an attractive object for cyber hackers to break through into its system and implement their malicious activities. In this regard, various factors, such as vulnerable metering devices, interaction with the main grid, sensitivity to time synchronization and communication delay, can cause the EAF insecurity in terms of the risk of a cyber attack. In an EAF, the SVC control system is the key component for hacking and affecting its whole operation. Technically, the SVC is an automated impedance device for reactive power management and is designed to bring the grid closer to the unity power factor. This would provide high power quality and avoid voltage flickers on the customer side. SVCs are used in two main cases:

- Connected to the power system, to regulate the transmission voltage, this is called “transmission SVC”;
- Connected close to large industrial loads, to enhance the power quality, this is called “industrial SVC”.

It is clear that this paper deals with the second case, i.e., industrial SVC. In a report published by the German Federal Office for Information Security in December 2014 [16], a malicious attacker was shown to penetrate an EAF system and cause severe physical damage to the system components. The hacker had first issued an electronic message to gain entry to the EAF grid and go through the plant network. The report mentions that the hacker had shown knowledge in the field of the EAF control systems and thus could specifically affect several critical components. The email contained malicious code which, after opening, would have targeted a vulnerable point in the system. When the application was exploited, the code made a remote linking point, letting the hacker access the network and the control system. A similar cyber attack on control systems was reported with the Stuxnet worm in 2010 [20]. Therefore, the control system of EAFs can be a significant vulnerable point which, if accessed by hackers, can affect the performance of the whole EAF. Such a control system can be interpreted as a cyber layer that is prone to any cyber attack if not protected properly. In contrast to the conventional protection methods which only focus on the physical layers and abnormal signs, such as overvoltage, overcurrent, frequency collapse, etc., cyber protection requires advanced methods for protecting the cyber layer from malicious activities. This makes us consider an EAF as a cyber-physical system with an urgent need for cyber security reinforcement methods to avoid unexpected results. Figure 2 shows the schematic diagram of an EAF as a cyber-physical system. As can be seen from this figure, in the heart of the cyber layer, the control system is located, which relies on the measurements made by sensors/metering devices. On the right side of this figure, an SVC is shown, which is in charge of voltage profile correction and power-quality enhancement by compensating for the reactive power variations. From a technical point of view, if the SVC cannot do its job by appropriate tracking of the reactive power, the high EAF reactive power demand can severely affect the voltage profile (when injecting highly variable flickers into the system), which may trigger protection relays. The result can be physical damage, operation shutdown or economic losses in both the EAF and the neighboring buses. To better understand this concept, it should be noted that an SVC consists of three main parts: (1) TCR, (2) TSC and (3) control system. The SVC controller receives the reactive power data samples through either a wired or wireless sensor network. Depending on the control strategy, these data samples may come from a local or a remote location to the SVC controller. By penetrating the SVC control system performance, a hacker can launch compromised signals, disrupting the SVC reactive power compensation. In the next section, the structure of cyber attacks and their effects on the SVC are explained. The cyber hacking point would be the operation of the SVC which goes through the control system for voltage regulation. By affecting the voltage regulation, the reactive power compensation would be affected.
3. Cyber Attack Model

As explained in the last section, the SVC controller uses the receiving measured data for making fast reactive power compensations. A cyber attacker can launch cyber attacks of different types to affect the normal behavior of the SVC and thus the entire EAF [21]. In our case study, the EAF is equipped with four SVCs, three TSCs and one TRC which are used for reactive power compensation to avoid voltage flickers. The control of this equipment is implemented in the software layer which is based on an internal internet network, isolated from the main internet network. Nevertheless, the operators in the EAF center can launch comments for control of the EAF performance through the internal network. Meanwhile, their computers can receive emails from outside which makes it possible for a hacker to penetrate at this point. Any malicious file can be opened by an electrical engineer operator and this would be the starting point for installing hacking software or launching comments in the background of the monitor. In this section, three different kinds of cyber attacks, comprising the time-delay attack, replay attack and FDIA, are explained.

3.1. Time-Delay Attack

As can be inferred from its name, the time-delay attack causes a network delay when transmitting reactive power data samples from metering devices to the SVC controller and on the other side after the controller towards the actuator. To better understand this type of attack, let us define $q(t)$ as the reactive power data message measured and transmitted by the metering device to the controller or from the controller to the actuator at time $t$. The transmitted data are maliciously delayed by $\tau$ time periods. Therefore, the reactive power data message $q(t)$ arrives at the destination, either the controller or the actuator, at time $(t + \tau)$. Therefore, the time-delay attack does not change the nature/value of the sample data but causes a delay in the transmission process. Having a discrete time window, the parameter $\tau$ is an integer value that can be either fixed or a random value. In this paper, both fixed time delay and exponentially distributed delay (random delay), as two commonly utilized delay models, are exploited [22]. A fixed delay attack is constructed by adding a fixed delay to the transmission data. The exponential distribution delay is constructed as follows:

$$f(\tau, \Delta) = \begin{cases} \frac{1}{\Delta} e^{-\frac{\tau}{\Delta}}, & x \geq 0 \\ 0, & x < 0 \end{cases}$$

where $\Delta$ is the scale parameter which is the average value of the exponential distribution. By increasing the $\Delta$ value, longer random delays are generated. Figure 3 shows the conceptual illustration of a time-delay attack.
3.2. Replay Attack

A replay attack is a kind of cyber attack which maliciously resends the recorded sample data to the controller. Therefore, in the first step, the attacker needs to monitor the transmitted data. In the second step, the hacker replaces the real data with the recorded data periodically. The dangerous feature of this cyber attack is that the attacker does not need any special skill or advanced knowledge for decryption of the message after recording. The replay attack occurs by resending the monitored signal to affect the control system. In addition, since the replay attack makes use of real data samples, it is possible that the corrupted signal is not recognized and passes the detection algorithm. Figure 4 shows how a replay attack is launched.

3.3. False Data Injection Attack (FDIA)

An FDIA is launched by compromising the real data measurements from metering devices/sensors. In contrast to the last two types of cyber attacks, i.e., replay attack and time-delay attack, the FDIA affects the integrity of data recorded by injecting false sample values into the true sample data. In an EAF, the FDIA can replace the same normal reactive power data received by the SVC controller, thus jeopardizing the normal operation of the EAF by disrupting the compensation process.

4. Anomaly Detection Model-Based Prediction Intervals

This part presents the proposed ADM constructed depending on the LUBE and MTLA.

4.1. Prediction Interval-Based ADM

To detect cyber attacks in an EAF, this method exploits the concept of prediction intervals for constructing lower bounds and upper bounds around the reactive power sample data. This makes it possible to distinguish between the normal and abnormal reactive power samples. By
definition, a prediction interval comprises an upper bound and a lower bound encompassing the reactive power data samples. To construct the prediction interval, we utilize LUBE [23]. Unlike the other probabilistic interval methods, LUBE is a non-parametric approach that does not use any assumptions about the density of the sample forecast. Nevertheless, we need to make two changes in the LUBE to make it compatible with the case of reactive power sample modeling as an ADM: (1) developing a new smooth cost function for constructing optimal symmetric intervals, and (2) making use of the SVR model instead of an ANN (the original LUBE works based on an ANN) [24,25]. Each of these parts will be explained later. Figure 5 shows the concept of the proposed ADM.

Figure 5. Concept of LUBE-based support vectors as ADM.

To measure the quality of a prediction interval, three indices are used: (1) confidence level, (2) interval width and (3) interval balance. The prediction interval confidence level (PICL) evaluates the number of samples captured among the lower and upper bounds, which is calculated as follows:

\[ \text{PICL} = \frac{1}{N} \sum_{t=1}^{N} \theta_t \] (2)

where \( \theta_t \) is a Boolean variable, calculated as:

\[ \theta_t = \begin{cases} 1 & ; y_t \in [L_t, U_t] \\ 0 & ; y_t \notin [L_t, U_t] \end{cases} \] (3)

In the anomaly detection case, it is observed that a minimum confidence level \((1 - \alpha)\%\) is needed for constructing informative prediction intervals. This means any other prediction interval with a probability lower than \((1 - \alpha)\%\) is ignored. As the second criterion, the prediction interval width (PIW) is calculated as follows:

\[ \text{PIW} = \frac{1}{NR} \sum_{t=1}^{N} (U_t - L_t) \] (4)

It is clear that a large PIW may result in a high confidence level but the prediction intervals do not contain much information. Therefore, a low PIW is preferred when fulfilling the required PICL. Finally, the prediction interval balance represents the balance in the diversity of the prediction bounds around the sample data, which is calculated as follows:

\[ \text{PIB} = \frac{1}{N} \sum_{t=1}^{N} \max\{|y_t - L_t|, |U_t - y_t|\} \] (5)

It is clear that a higher PIB reveals that better symmetric prediction intervals are attained. The above three indices determine the quality of the prediction interval in such a
way that it is preferred to have higher PICL with low PIB and PIW. This demonstrates a multi-objective problem, as follows:

**Objectives:**

Max: $\text{PICL}(W, b)$

Min: $\text{PIW}(W, b)$

Min: $\text{PIB}(W, b)$

**Constraints:**

$(1 - \alpha) \leq \text{PICL}(W, b) \leq 100\%$

$\text{PINAW}(W, b) \succ 0$

Owing to the conflicting progress tendency of these indices, a smooth fuzzy-based cost function is employed to optimize all three indices in the same framework, as follows:

$$F(X) = \min_{x \in \Omega} \left\{ \max_{k = 1, \ldots, n} \left| \mu_{\text{ref},k} - \mu_{f,k}(X) \right| \right\}, k = 1, \ldots, 3$$

(7)

In (7), $\mu_{f,k}$ is a trapezoidal fuzzy membership function assigned to each criterion. Additionally, $\mu_{\text{ref},k}$ is the fuzzy reference value that can take values in the range $[0, 1]$ such that a higher value shows a higher weighting factor designated for the relevant criterion.

### 4.2. Support Vector Regression Based on MTLA

To determine the prediction intervals, SVR is a very appropriate tool owing to its special features like minimizing the structure risk to keep the generalization error. It also avoids the overfitting issues arising in ANNs. The core idea of SVR is that any nonlinear mapping in the original space can be converted into a linear relationship in a higher dimensional space. Having the training set of $\{(x_i, y_i)\}_1^N$, the nonlinear relationship $\varphi(.) : \mathbb{R}^n \rightarrow \mathbb{R}^n_h$ can be modeled as follows:

$$f(x) = W^T \varphi(x) + b$$

(8)

To find $W$ and $b$ values, the following equation is formed [18]:

$$\min R_{\text{SVR}} = \frac{1}{N} \sum_{i=1}^{N} \Theta_\varepsilon(y_i, W^T \varphi(x_i) + b)$$

(9)

$$\Theta_\varepsilon(y, f(x)) = \left\{ \begin{array}{ll} |f(x) - y| - \varepsilon ; & |f(x) - y| \geq \varepsilon \\ 0 ; & \text{Otherwise} \end{array} \right.$$  

(10)

The setting parameters are found by minimizing the training error and keeping a top hyperplane, simultaneously. Such a combinatorial idea is shown in the form of (11):

$$\min_{W, b, \xi^*, \xi} R_{\varepsilon}(W, \xi^*, \xi) = \frac{1}{2} W^T W + C \sum_{t=1}^{N} (\xi^*_t + \xi_t)$$

(11)

In the above, the first term addresses the model difficulty and the subsequent term optimizes the training error based on the $\varepsilon$-insensitive loss function. The $\varepsilon$-loss function penalizes any training error below $-\varepsilon$ by $\xi_t$ and above $+\varepsilon$ by $\xi^*_t$. The above formulation is represented in a linear form below:

$$y_t - W^T \varphi(x_t) - b \leq \varepsilon + \xi^*_t ; \quad t = 1, \ldots, N$$

$$-y_t + W^T \varphi(x_t) + b \leq \varepsilon + \xi_t ; \quad t = 1, \ldots, N$$

$$\xi^*_t \geq 0 ; \quad t = 1, \ldots, N$$

$$\xi_t \geq 0 ; \quad t = 1, \ldots, N$$

(12)
By solving (12), the weighting factor $W$ is estimated as follows:

$$ W = \sum_{i=1}^{N} (\beta_i^* - \beta_i) \varphi(x_i) \quad (13) $$

Based on that, the SVR function in (8) is reshaped as follows:

$$ f(x) = \sum_{i=1}^{N} (\beta_i^* - \beta_i) K(x_i, x) + b $$

$$ K(x_i, x) = \varphi(x_i) \circ \varphi(x) \quad (14) $$

Here, $K(x_i, x)$ is a kernel task premeditated by the inner product of $\varphi(x_i)$ and $\varphi(x_j)$. As represented in (14), $K(x_i, x)$ is in charge of converting the nonlinear space into a linear space in a high dimensional space. Due to the simple concept and high mapping capability, this paper considers a radial basis function (RBF):

$$ K(x_i, x_j) = \exp\left(-\frac{0.5 \|x_i - x_j\|^2}{\sigma^2}\right) \quad (15) $$

In the SVR model, three parameters that need to be optimized carefully since they can affect the prediction interval quality. These parameters are kernel function ($\sigma$) and hyperplane parameters ($C$ and $\varepsilon$). The parameter $C$ maintains a tradeoff between the hyperplane flatness and model training error. The parameter $\varepsilon$ regulates the $\varepsilon$-insensitive loss range so that a large $\varepsilon$ results in a smaller number of support vectors during the regression. Finally, the parameter $\sigma$ affects the standard deviation of the kernel function affecting the prediction quality. This paper proposes a modified TLA (MTLA) for optimal adjustment of the above three parameters. TLA is a heuristic optimization algorithm that is inspired by the teaching process and how a teacher attempts to help students grow. The main features of TLA are local and global search operators, few adjusting parameters and a simple concept. Initially, TLA generates a random population in which each member (student) shows a possible solution, here $X = [\sigma, C, \varepsilon]$. After saving the fittest member as a teacher $X_T$, the whole population needs to be improved. TLA has two main steps as the improvisation phase:

Teacher Learning: Simulates the teacher’s attempt to increase the students’ knowledge. Therefore, the teacher, as the best member in a class $X_T$, moves the mean of the students to a better position, as follows:

$$ X_{\text{Iter}+1} = X_{\text{Iter}} + \gamma_1 (X_T - T_F M_S) \quad (16) $$

In (16), the mean of the population is moved toward the $X_T$ position.

Student Learning: Students can discuss a problem with each other and share knowledge to improve their positions. Such a relationship between students $X_i$ and $X_j$ is simulated as follows:

$$ \text{for } i = 1 : N_p $$

$$ \text{if } F(X_i^{\text{Iter}}) < F(X_j^{\text{Iter}}) $$

$$ X_i^{\text{Iter}+1} = X_i^{\text{Iter}} + \gamma_2 (X_j^{\text{Iter}} - X_i^{\text{Iter}}) $$

$$ \text{if } F(X_j^{\text{Iter}}) < F(X_i^{\text{Iter}}) $$

$$ X_j^{\text{Iter}+1} = X_j^{\text{Iter}} + \gamma_3 (X_i^{\text{Iter}} - X_j^{\text{Iter}}) $$

$$ \text{end if } $$

$$ \text{end for } $$

As can be seen in the above formulations, TLA’s main advantage is that it does not require any special setting parameter. In addition, the teaching–learning step is a powerful local search that improves the convergence rate when keeping the high robustness of the algorithm. Yet, this article offers a two-stage modification approach to increase the TLA’s searchability. Figure 6 shows the flowchart of the proposed MTLA algorithm.
Modification Method One: This modification is borrowed from the genetic algorithm (GA). It raises the diversity of the populace to avoid the occurrence of premature convergence. Therefore, for each scholar $X_i$, three random solutions $X_{s1}$, $X_{s2}$ and $X_{s3}$ are chosen randomly so that $s_1 \neq s_2 \neq s_3 \neq i$. A mutated individual is then generated as follows:

$$X_{mut} = X_{s1} + \gamma_4 \times (X_{s2} - X_{s3})$$

(18)
Three test students are made, deploying the crossover operator:

\[
\begin{align*}
  x_{test1}^j &= \begin{cases} 
  x_{mut,j} & \text{if } \gamma_5 \leq \gamma_6 \\
  x_{T,j} & \text{if } \gamma_5 \leq \gamma_6 
  \end{cases} \\
  x_{test2}^j &= \begin{cases} 
  x_{mut,j} & \text{if } \gamma_6 \leq \gamma_7 \\
  x_{i,j} & \text{if } \gamma_6 \leq \gamma_7 
  \end{cases} \\
  X_{test3} &= \phi \times X_T + \lambda_8 \times (X_T - X_{mut})
  \end{align*}
\]  

(19)

The most optimal solution amongst \( x_{test1}^j \), \( x_{test2}^j \), \( x_{test3} \) and \( X_i \) is stored in the population.

Modification Method Two: This modification method simulates a local search around each solution to fix its position at the best position in the neighboring area:

\[
X_j^{iter+1} = X_j^{iter} + \Gamma \times A_j^{iter}
\]  

(20)

5. Simulation Results

In this part, the enactment of the proposed ADM on the cyber security of an EAF is assessed. There are four SVCs located in the EAF on the 12.66 kV side of the transformer. The reactive power data are recorded for every half-cycle period at a frequency of 60. To secure the reactive power compensation carried out by the SVC in the face of cyber attacks, a confidence level of 90% is considered, making sure that any prediction interval with a lower PICL is omitted from the set. The total reactive power data samples are divided into three sets: training 40%, validation 40% and test 20%. After constructing the proposed ADM with 80% of the dataset, the other 20% is used for launching a cyber attack and assessing the model response quality. For the TLA, the initial population size is set at 20 and the termination criterion is 100. The reason for this is that it was seen that there is no further progress after 100 iterations. The ADM is located in the SVC control module to check the health of the incoming reactive power samples. Three different cyber attacks, replay attack, delay attack and FDIA, are launched on the reactive power data during the normal operation of the EAF at the refining stage at different times. Figure 7 provides the single-line diagram of the proposed test system.

![Figure 7. Single-line diagram of the test system.](image)

Since the proposed ADM works based on the prediction interval concept, at the first step, the quality of the prediction intervals made around the reactive power data of an SVC is assessed. Table 1 shows the values of the prediction criteria. To assess the tuning capability of the MTLA, the outcomes of the original TLA, genetic algorithm (GA) [26] and particle swarm optimization (PSO) [27] are compared, simultaneously. This means that the above algorithms are used for training the LUBE using the proposed smooth fuzzy cost function. These results show that the proposed LUBE-MTLA could obtain a higher PLCL value when providing a very low value of PIW. Additionally, the low value of PIB
shows that the constructed prediction intervals are more symmetric around the real reactive power samples, making it more capable of playing its role as an active ADM. Keeping in mind that these optimal criterion values are achieved by optimizing the proposed smooth fuzzy cost function, the appropriate quality of the cost function is proved.

Table 1. Constructing optimal prediction intervals based on the proposed smooth fuzzy cost function.

| Algorithm   | PICL    | PIW     | PIB     | Fuzzy Function |
|-------------|---------|---------|---------|----------------|
| LUBE-GA     | 89.8729 | 27.5210 | 12.5624 | 0.22166        |
| LUBE-PSO    | 90.4106 | 24.4186 | 9.5277  | 0.10532        |
| LUBE-TLA    | 92.1732 | 25.3168 | 7.4624  | 0.11167        |
| LUBE-MTLA   | 94.8264 | 21.5539 | 6.2764  | 0.04234        |

At this point, the appropriate performances of the proposed LUBE-MTLA as well as the smooth fuzzy cost function are revealed. Now, it is time to assess the performance of the model against cyber attacks. As was mentioned before, three different types of cyber attacks are launched to compromise the reactive power samples received by the SVC controller. Based on the sample data received, the proposed anomaly detection response will result in four different decisions: (1) true positive, (2) true negative, (3) false positive and (4) false negative. A decision is positive when the model recognizes it as malicious activity. A decision is negative when it is recognized as normal behavior. True and false decisions are made when the model makes a correct decision and a wrong decision, respectively. This makes us conclude that an ADM with high true rates and low false rates is preferred. Based on these four decisions, four indices are defined to assess our model performance, including hit rate (HR), false alarm rate (FR), miss rate (MR), and correct reject rate (CR). Figure 8 shows the confusion matrix representing these four indices.

Figure 8. Confusion matrix for the proposed ADM.

In order to formulate the above indices, $C_A$ and $C_N$ are defined as the compromised data and normal data, respectively. Then, $HR$, $FA$, $MR$ and $CR$ can be calculated:

$$HR = \frac{|H_i|}{|C_A|}; \quad H_i = \{X \in D | X \in C_A \& X \in C_O\}$$  \hspace{1cm} (21)

$$FR = \frac{|F_A|}{|C_N|}; \quad F_A = \{X \in D | X \in C_N \& X \in C_O\}$$  \hspace{1cm} (22)

$$MR = \frac{|M_i|}{|C_A|}; \quad M_i = \{X \in D | X \in C_A \& X \in C_I\}$$  \hspace{1cm} (23)

$$DR = \frac{|C_R|}{|C_N|}; \quad C_R = \{X \in D | X \in C_N \& X \in C_I\}$$  \hspace{1cm} (24)
where $D$ shows the set of all data received by the SVC controller, $C_I$ shows the inlier set and $C_O$ shows the outlier set. Table 2 shows the performance quality of the proposed ADM in the face of cyber attacks of different types. For the replay attack, 20 samples of the reactive power are recorded and resent by the attacker. For the delay cyber attack, a time delay of 83 (ms) is launched by the hacker (simulating a 10-sample delay) to affect the SVC performance. In the case of an FDIA, 28 fake samples are injected into the system. All cyber attacks are repeated at different time intervals to assess the model performance at different times of the EAF operation. According to the results in Table 2, the proposed ADM has shown great performance by providing high HR% and CR% rates. In other words, the prediction intervals constructed by the model could distinguish between the false data and true data with a high percentage. It is also seen that making correct reject decisions in the face of an FDIA is a harder task in comparison with the replay attack and delay attack. The low values of FR% for a replay attack and time-delay attack demonstrate this concept. Overall, it is seen that the ADM is resistant to cyber attacks of different types. It should be noted that the low values of the false positive decisions made by the proposed model are not dangerous to the EAF since they happen in the limited lower and upper bounds. Such a very low false positive value shows the very high reliability and accuracy of the proposed ADM, which cannot cause any problem for the EAF. This means that the false-positive decisions of the model have happened for those compromised reactive power samples with values close to the real samples. Although such small values may cause flickers in the neighboring load, they cannot cause severe issues which need big estimation errors in the reactive power estimation.

Table 2. Confusion matrix values for different ADMs.

| Cyber Attack   | HR (%) | MR (%) | FR (%) | CR (%) |
|---------------|--------|--------|--------|--------|
| FDIA          | 95.23% | 4.76%  | 9.52%  | 90.47% |
| Replay Attack | 94.11% | 5.88%  | 2.59%  | 97.41% |
| Time-Delay Attack | 93.28% | 6.71%  | 1.87%  | 98.13% |

In order to better perceive this idea, a part of the compromised reactive power signal is shown in Figure 9. In this figure, the prediction intervals constructed by the proposed model along with the real reactive power samples are plotted in the same frame. The small black circles show the fake data being injected by either a replay attack, FDIA, or time-delay attack. The red line and the blue solid line show the upper and the lower bounds of the prediction intervals constructed by the model. The small green points show the real reactive power data. The black circles show fake data and red circles show real data being compromised. According to this figure, the real data samples of the reactive power data in the EAF are surrounded by the lower and upper bounds made by the prediction intervals. The model shows how a prediction interval model can distinguish compromised data from real data in the face of different cyber attacks at different times.

Table 3 compares the anomaly detection capability of the proposed model with the conventional LUBE-based ANN and the conventional LUBE-based SVR. The simulation outcomes show that the proposed model has higher HR% and CR% rates than the other algorithms. This may be partly due to the proposed smooth fuzzy cost function and partly due to the MTLA. The former helps to construct symmetric intervals around the reactive power data, which is significant in anomaly detection processes, and the latter improves the training process of the support vectors by optimal adjustment of the setting parameters. By comparing the results of the conventional LUBE method in the first row with other models, it is deduced that the high complexity of the reactive power demand in the EAF has caused overfitting issues by the model, thus reducing its modeling capabilities. Such high HR% and CR% rates show the high classifying capability of the proposed model as an ADM.
Figure 9. Detecting cyber attacks launched in an EAF using the proposed ADM.

Table 3. Indices values of confusion matrix against different cyber attacks.

| Outlier Algorithm            | HR (%) | MR (%) | FR (%) | CR (%) |
|------------------------------|--------|--------|--------|--------|
| Conservative LUBE            | 86.21% | 13.79% | 11.40% | 89.60% |
| Support Vector Machine-Based LUBE | 91.93% | 8.07%  | 8.52%  | 91.48% |
| Proposed Model               | 94.22% | 5.78%  | 4.66%  | 95.34% |

6. Discussion

This article proposes a novel anomaly detection method based on LUBE and MTLA for securing the reactive power compensation in the SVC in EAFs. In this regard, three different cyber attacks, the time-delay attack, replay attack and FDIA, are explained. The proposed method shows special features which are of significant importance for the cyber security of EAFs:

- **EAF as a cyber-physical system**: The performance of the EAF for reactive power compensation depends on the SVC. Fundamentally, the SVC structure comprises a control system (as the cyber layer) and power electronic devices (as the physical layer) which makes it vulnerable to cyber attacks. This article proves the necessity of assessing the cyber security of EAFs from a new perspective.

- **Precise ADM**: Compared to the other anomaly detection methods, the proposed ADM shows superior performance considering the prediction interval-based structure. Making use of the LUBE method, the proposed model is equipped with a lower and an upper bound based on specific probabilities which can estimate the reliability and health probability of the incoming reactive power data. According to the confusion matrix, the proposed ADM method could reach 94.22%, 5.78%, 4.66%, and 95.34% for HR, MR, FR and CR, respectively. The superiority of the model over the conservative and support vector machine is proved.

- **Evolving nature**: The proposed MTLA approach could provide a more optimal training process for LUBE to reach the highest PICL and lowest PIW. Such an evolving concept would enhance the quality of LUBE by creating more fitting prediction intervals. The proposed MTLA is equipped with three modification methods for avoiding premature convergence and more optimal search abilities.

7. Conclusions

It is shown in this research that an EAF is a significant cyber-physical system that requires a powerful ADM for detecting and stopping any cyber hacking. In this way, this paper proposed a secure and reliable ADM based on prediction intervals to construct
estimation bounds around the reactive power demands of the EAF. The model structure benefited from a new smooth fuzzy cost function developed to provide symmetrical intervals based on SVR. The simulation outcomes on the EAF real data show that, despite the highly variable nature of the reactive power signal, the proposed model could follow it very appropriately. The cyber indices calculated by the confusion matrix reveal the high CR% and CR% rates against different cyber attack types, including replay attack, FDIA, and delay-attack. From an optimization point of view, the proposed MTLA could help with better training of SVR models for optimal parameter adjustment and thus optimizing the fuzzy cost function. The simulation results show the high following capability of the proposed model for the reactive power data. The high accuracy of over 94% shows the highly reliable and secure performance of the proposed ADM method over the conventional SVR and LUBE method.
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Nomenclature

| Symbol | Definition |
|--------|------------|
| \( w/b \) | Weight/bias factors in support vector model \((b \in \mathbb{R})\). |
| \( C \) | Tradeoff constant between two terms. |
| \( K(x,t,x) \) | Kernel function. |
| \( M_s \) | Mean of the class population in TLA. |
| \( \text{Iter} \) | Iteration counter. |
| \( N/N_p \) | Amount of TLA population/forecast data. |
| \( C_i/C_C/C_A/C_N \) | Set of inlier/outliers/positive data/negative data. |
| \( A_i \) | Distance between \( i \)-th solution and \( X_T \). |
| \( R \) | Underlying target range used for normalizing prediction intervals. |
| \( T_F \) | Random value equivalent to 1 or 2 in TLA. |
| \( U_l/L_t \) | Higher and lower bounds of the PIs. |
| \( X_i^{\text{Iter}} \) | Position of \( i \)-th solution (student) in iteration number \( \text{Iter} \). |
| \( x,y \) | Input/output sample points. |
| \( X_T \) | Position of the best solution (teacher) in TLA. |
| \( \alpha \) | Confidence level complement. |
| \( \nu \) | Small constant value. |
| \( \Theta_\varepsilon \) | Loss function in SVR. |
| \( \sigma \) | Kernel function standard deviation. |
| \( \Gamma \) | Small constant value for neighboring local search. |
| \( \xi \) | Preparation error. |
| \( \beta^* & \beta \) | Lagrangian multipliers. |
\[ \mu_{jk} \] Fuzzy membership function value for the \( k^{th} \) index.

\[ \gamma_1, \ldots, \gamma_8 \] Random values in the range \([0, 1]\).

\[ \mu_{\text{ref},k} \] Fuzzy reference value for \( k^{th} \) index.

\[ \Delta \] Scale parameter in the exponential model.

\[ \tau \] Delay parameter in the delay attack.
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