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Abstract—Reliable broadcasting data to multiple receivers over lossy wireless channels is challenging due to the heterogeneity of the wireless link conditions. Automatic Repeat-reQuest (ARQ) based retransmission schemes are bandwidth inefficient due to data duplication at receivers. Network coding (NC) has been shown to be a promising technique for improving network bandwidth efficiency by combining multiple lost data packets for retransmission. However, it is challenging to accurately determine which lost packets should be combined together due to disrupted feedback channels. This paper proposes an adaptive data encoding scheme at the transmitter by joining network coding and machine learning (NCML) for retransmission of lost packets. Our proposed NCML extracts the important features from historical feedback signals received by the transmitter to train a classifier. The constructed classifier is then used to predict states of transmitted data packets at different receivers based on their corrupted feedback signals for effective data mixing. We have conducted extensive simulations to collaborate the efficiency of our proposed approach. The simulation results show that our machine learning algorithm can be trained efficiently and accurately. The simulation results show that on average the proposed NCML can correctly classify 90% of the states of transmitted data packets at different receivers. It achieves significant bandwidth gain compared with the ARQ and NC based schemes in different transmission terrains, power levels, and the distances between the transmitter and receivers.

Index Terms—Machine learning, network coding, wireless broadcasting.

I. INTRODUCTION

Reliable broadcast is a mechanism for disseminating identical information from one source to many receivers. It is widely used in many applications ranging from satellite communications to wireless mobile ad hoc and sensor networks. For instance, a cluster head may want to reliably broadcast information to hundreds of sensors in its cluster for new software update. In such a scenario, every time the source node sends a data packet to the receivers, a feedback signal is used to inform the source whether it receives the data packet successfully or not via acknowledgement (ACK) and negative-acknowledgement (NAK), respectively. When the communication channels are lossy, ACK or NAK data can be corrupted at the source. As a result, the source node might retransmit redundant data, e.g., packets have been received successfully at the receivers. These unnecessary retransmissions not only reduce transmission bandwidth efficiency but also quickly drain the limited energy of the sensors.

Currently, Forward Error Correction (FEC) in conjunction with Automatic Repeat-reQuest (ARQ) is used to cope with packet errors or losses. Using FEC, the transmitter adds redundant information to transmitted data packets which allows the receivers to detect and correct some of corrupted bits of the received packets. When number of corrupted bits is greater than the correction capability of the FEC codes, transmitter needs to retransmit the corrupted data packet. These approaches work well in small size networks with good channel condition. However, in large networks with the existence of high interference, these approaches are bandwidth inefficient due to redundant retransmission. That will significantly reduce the quality of service of the network.

Recently, network coding has been shown to be a promising technique for improving the network bandwidth efficiency. Using NC, the transmitter combines the lost data packets across multiple receivers for retransmission. In this way, with a single retransmission of network coded packet, multiple receivers can recover their lost data simultaneously, resulting in significant bandwidth efficiency improvement. However, the existing NC-based approaches are usually assumed that the transmitter instantly knows states of transmitted data packets at the receivers to determine which packets should be combined for retransmissions. However, such an assumption does not hold in practical transmissions where both transmission and feedback links are subject to errors. Some approaches, e.g., [7], [8], applied the framework of Markov Decision Process at the transmitter to determine optimal packet combination via statistics of link conditions. These approaches, however, suffer the curse of dimensionality when number of receivers and transmitted data packets increases.

In this paper, we propose a new approach by combining machine learning with network coding for efficient bandwidth usage. In our approach, the transmitter exploits the historical
feedback signals from receivers to train a classifier which is then used to predict the states of new transmitted data packets. The transmitter then uses the predicted outcomes of the classifier to determine its optimal data mixing for retransmission. The proposed machine learning based network coding scheme (NC-ML) is efficient and data-driven without assumption on the knowledge of the transmission channel statistics. Our simulation results show that NC-ML can achieve very high classification accuracy of the states of transmitted data packets and its accuracy improves over time when more data is collected for training our classifier.

The rest of the paper is organized as follows. In Section II we discuss some recently published network coding and machine learning papers in wireless networks. In Section III we describe our system model and background on network coding and supervised machine learning. We then describe in detail our proposed NC-ML approach in IV. In Section V we present our extensive simulation results and discussion. Finally, we conclude our paper in Section VI.

II. RELATED WORK

Network coding has been shown to be an effective technique for sending data both for multicast and broadcast scenario, particularly in wireless broadcast networks [3], [7], [9]–[11]. In [9], the authors consider the problem of wireless broadcasting in ad-hoc network with the use of network coding that helps to reduce the energy consumption significantly. Katti et al. [11] and Nguyen et al. [3] show that network coding can improve the channel efficiency both in theory and practical networks. In addition, the wireless network coding schemes are applied in scheduling for video and multimedia streaming over the erroneous network to increase the multimedia transmission quality [9], [7].

Recently, many studies have been conducted on machine learning used in the dynamic wireless networking environment to improve the transmission throughput. [12] lists comprehensive review on how machine learning techniques can be used to provide the solution for maximizing the resource utilization and prolonging the network lifespan of wireless sensor networks. In another study [13], the authors illustrate a data-driven approach to link adaptation, where a machine learning classifier is employed to determine the optimal modulation and coding scheme for multiple input-multiple output (MIMO) systems. Kotobi et al. [14] propose the data-mining cognitive radio using learning techniques for decision making and improving the performance of a wireless network. By mining the dataset, the algorithms create more efficient cognitive radio networks. In addition, [15] introduces frequency pattern mining to efficiently allocate wireless spectrum between licensed and unlicensed users. In [16], the authors present a review of using machine learning algorithms for wireless sensor networks to adapt the environment changes over time, from that, to increase the network efficiency and save the limited resources of the networks.

Differently, in this paper, we propose a new method by utilizing machine learning algorithms to predict states of transmitted data packets and adaptively use network coding for retransmission. Our proposed approach is efficient and accurate without any assumption on the knowledge of transmission channel statistics. We will describe in detail our system model and the proposed approach in the next sections.

III. SYSTEM MODEL

We consider reliable wireless broadcasting for multiple receivers in lossy networks. In this setting, the transmitter wishes to reliably broadcast data to several receivers with different channel conditions. Our system model and related background are described in the next subsections.

A. Reliable Wireless Broadcasting over Errorneous Links

We consider data broadcasting in lossy wireless networks where the transmitter wants to reliably broadcast data to several receivers as illustrated in Figure 1. Every transmitted packet from the transmitter to receiver \( R_i \) is subject to an error probability \( p_i \). To ensure reliable data transmission, feedback signals, i.e., ACK/NAK, are sent from receivers to inform the transmitter the states of the transmitted packet. In our paper, we assume that the feedback links are also subject to errors. Whenever the transmitter receives an NAK signal, it will retransmit the lost data packet to the signaling receiver until it receives the packet successfully. When all receivers obtain the transmitted packet successfully, the transmitter will proceed to the next data packet. The process is repeated until all data packets are successfully delivered.
B. Wireless Network Coding

Network coding has been used to improve bandwidth efficiency of lossy wireless networks [5]. To illustrate how NC is used to improve the network bandwidth, we provide a simple example in Figure 2. In this example, a transmitter, e.g., an access point or a base station, wishes to reliably broadcast a stream of data packets to two receivers R1 and R2. For the sake of simplicity, we assume that the transmitter has two packets a and b for transmission. Due to erroneous transmission links, we assume that packet a is received correctly at R1 while lost or received incorrectly at R2. In the second transmission, packet b is lost at R1 while successful at R2.

In the NC-based retransmission, the transmitter won’t retransmit lost data immediately. Instead, the transmitter will mark lost packets at different receivers and consider data combination for retransmission. Particularly, the transmitter broads a combined packet $c = a \oplus b$ to all receivers. Upon receiving the coded data packet successfully, both R1 and R2 can recover their wanted data by using $a \oplus (a \oplus b)$ and $b \oplus (a \oplus b)$, respectively. In this example, by using NC, the number of transmissions is reduced from 4 to 3, thus, resulting in about 33% bandwidth gain.

C. Machine Learning for Classification

Machine Learning has been widely used to solve several challenges in many fields, including wireless sensor networks. In this subsection, we present some of the classification techniques which are used to identify the transmitted feedback from the receiver. For the sake of completeness, we provide a brief introduction of supervised machine learning for classification here while its detail can be found in [17].

Figure 3 illustrates a typical workflow of a supervised learning algorithm for classification. In the first step, raw training data is cleaned and fed into feature extraction to select only useful features from all available ones. Next, labels or known class and extracted features are then passed to the training phase where machine learning algorithms are used to identify a good model which map inputs to desired outputs. The evaluation phase provides feedback to the feature extraction and learning phases for adjustment to improve model accuracy. The training process is repeated until a desired accuracy level achieved. Once a model is constructed, it is then used to predict label of new data. We will utilize the framework of supervised learning to train our classifier to predict the state of feedback signals in the next section.

IV. THE PROPOSED MACHINE LEARNING BASED NETWORK CODING

A. The Impact of Error-Prone Feedbacks

To provide reliable wireless broadcast in lossy networks, feedback signals are used to request retransmission of a lost data packet. Despite of using higher redundancy, the feedback signals are also subject to error. Network bandwidth efficiency will decrease significantly when feedback signals are misclassified. Figure 4 illustrates an example of inefficient bandwidth usage when feedback signal is incorrectly estimated.

In Figure 4(a), packet 2 is corrupted during transmission, thus, an NAK is sent by the receiver over the feedback channel to inform the transmitter for retransmission. Upon receiving the feedback signal, the transmitter retransmits packet 2. However, due to the error in the feedback channels, feedback signals are subject to error as well. Without any mechanism to detect the states of a transmitted data packet at the receivers, the transmitter might retransmit redundant data packet, resulting in inefficient bandwidth usage. Figure 4(b) shows an example of impact of error feedback on transmission bandwidth. In this case, packet 2 is actually received successfully at the receiver; however, due to feedback error, the transmitter still retransmits packet 2. This inefficiency of retransmission can render more overhead in a broadcast channel in which one error on particular feedback can initiate a retransmission to all other receivers in the networks. The erroneous feedback not only decreases bandwidth efficiency but also quickly drains out limited power of wireless receivers.

B. The Proposed Machine Learning Based Network Coding (NCML)

In this subsection, we will describe our proposed machine learning based network coding (NCML) approach for reliable data broadcast in lossy wireless networks. Our NCML illustrated in Figure 5 consists of three main steps:

- Collecting Feedback Data: In the first step, historical feedback data is collected based on realistic simulation of data broadcast networks. In particular, we simulate data...
transmission in different settings including transmission range, transmit power, proximity environment, modulation, etc. to gather our feedback signal data.

- **Transmission Environments**: To simulate transmission different environments, we adopt the link models proposed in [18] where $A = 20\log_{10}(4\pi d_0/\lambda)$ denotes the fixed free-space path loss at reference distance $d_0$ and wave length $\lambda$; $a$, $b$, $c$ and $\sigma_y$ are data-derived constants for each terrain category; $h_b$ denotes transmitter antenna height in meters; $d$ is distance between transmitter and receiver; $x$, $y$, and $z$ denote a zero-mean Gaussian variable of unit standard deviation $N[0,1]$; $\mu_x$ and $\sigma_x$ are are both data-derived constants for each terrain. Typically, the first part of Equation (1) denotes median the path loss at distance $d$ depending on a specific terrain, base antenna height and transmission distance while the second part represents a zero-mean random variation about that median.

- **Data Generation**: Simulation program is run several times to collect data of different transmission configurations. The states of feedback signals are labeled based on their decoded data (i.e., ACK or NAK). At the training step, we discard all corrupted feedback signals which cannot be decoded.

- **Supervised Learning Classifier for Erroneous Feedbacks**: In the first step, the transmitter constructs a classifier for predicting the states of data packet received at different receivers based on the historical feedback data. It includes the following components:

  - **Historical Feedback Data**: This component collects and stores the past data of feedback signals from different receivers. The states of feedback signals are labeled based on only the ACK/NAK signals which don’t have any errors. In other words, only successfully received ACKs/NAKs at the transmitter are used for labeling the states of the transmitted data packets.

  - **Feature Extraction and Selection**: Obviously, there are many features of the communication links between the transmitter and receivers can be utilized for constructing our classifier. However, some of these features are correlated. This step is to extract and select features of feedback signals for training classifier in the next step. Table I shows list of our extracted features and their units used in our training phase.

  - **Training Classifier**: Our classifier is constructed by using features extracted from the Feature Extraction and Selection step. The collected dataset is first partitioned into training and validation datasets. The training dataset is used to construct our classifier and the validation dataset is used to evaluate the constructed classifier. This training step is carried out iteratively on different combination of the features. The classifier with minimum classification error on the validation dataset is selected as our final classifier. Algorithm I describes pseudocode of the training process.

### Table I

| No. | Features | Description |
|-----|----------|-------------|
| 1   | distance (m) | Estimated distance between the transmitter and receivers |
| 2   | noise (dBm) | Noise level |
| 3   | terrains | Types of transmission environments (terrains) |
| 4   | snr (dBm) | Signal to noise ratio of feedback signal |
| 5   | rx (dBm) | Received power of feedback signal at the transmitter |
| 6   | mod | Types of modulation |

- **Machine Learning Based Network Coding Retransmission**: In the third step, NCML performs network coding based data mixing for retransmissions. Our transmission includes two phases: transmission and retransmission phases. In the transmission phase, the transmitter keeps sending data packets to the receivers and collects feedback signals. These feedback signals are fed to our constructed classifier to determine the states of the transmitted data packets at different receivers. The output of the classifier is used to create a packet state map of the transmitted data packets at different receivers for all data packets transmitted in transmission phase. After the transmission phase, the transmitter will consider lost packets for retransmission. Based on the constructed packet state map, the transmitter will determine which lost packets are combined together for retransmission.

### Algorithm I Pseudocode of NCML Classifier

**Input**: Historical feedback dataset with features and labels  
**Output**: The best classifier (i.e., minimum classification error)  
**Initialization**: $E \leftarrow$ collected feedback dataset; $\Sigma \leftarrow \{\text{set of machine learning techniques}\}; \Delta \leftarrow \{\text{set of all feedback signal features}\}; n \leftarrow |\Delta|; P_0 \leftarrow \emptyset$

1: for $T \in \Sigma$ do
2: $best \leftarrow \text{CHOOSE_ATTRIBUTE}(\Delta, E, \text{method} = T)$
3: $P \leftarrow \text{TRAIN_CLASSIFIER}(best, \text{data} = E_{training},\text{method} = T)$
4: if (EVALUATE($P$, data = $E_{validation}$) > EVALUATE($P_0$, data = $E_{validation}$)) then
5: $P_0 \leftarrow P$
6: end if
7: end for
8: return $P_0$
V. Simulation Results and Discussion

A. Simulation Setting and Transmission Schemes

We set up a basic simulation setting of a WiMAX based wireless broadcast scenario in which there are one transmitter and multiple receivers. We assume that data is always available for transmission at the transmitter. Transmission is divided into transmission and retransmission phases. In the transmission phase, data packets are transmitted to all receivers and feedback signals are collected. In our simulation, both transmission and feedback signals are subject to errors due to interference and fading in the wireless networks. When a data packet is lost at a receiver, the transmitter will retransmit it until it is received successfully. In our simulation, we consider the following types of terrains:

- **Path Loss Model**: We simulate suburban areas with different terrain categories [18] in Table II. In our simulation, we also vary the distance between the transmitter and receivers as well. This feature will be exploited in training our model.
- **Transmission Schemes**: In our simulation, we consider different transmission schemes for reliable data delivery.
  - **Naive re-transmission ARQ (ARQ) Scheme**: In this scheme, if an NAK is received from a receiver, the transmitter retransmits the lost packet until the receiver receives it successfully. We emphasize that in this scheme, the state of the transmitted data packet is purely based on the recovery of feedback signal received at the transmitter. The process is repeated to all receivers until all data packets are delivered successfully to all receivers. This simulates a typical existing reliable data transmission protocol.
  - **ARQ with Machine learning (ARQ-ML) Scheme**: In ARQ-ML, the states of a transmitted data packet at different receivers are determined by the constructed classifier. The feedback signals from the receivers are fed through our constructed classifier and its output will be used to determine if the data packet is retransmitted to a receiver or not. The process is repeated until all data packets are delivered successfully to all receivers.
  - **Network Coding (NC) Scheme**: In this scheme, the transmitter implements NC for retransmission. Basically, the transmission is divided into two phases. In the first phase, the transmitter sends out all data packets to the receivers and collect feedback signals from the receivers. In the second phase, the transmitter will consider lost data packets for retransmission. The combination is performed adaptively based on the states of retransmission at different receivers. In this scheme, the states of transmitted data packets are based on the recovery of feedback signals from the receivers.
  - **Machine Learning Based Network Coding (NC-ML) Scheme**: Similar to NC schemes, the NC-ML scheme also divides the data transmission into transmission and retransmission phases where the transmitter sends out data packets in the first phase and collect states of transmitted data packets at different receivers. The second phase is for retransmission of lost data packets. The difference between NC-ML compared to the NC is that in NC-ML, the states of data packets are predicted by using our constructed classifier based on the feedback signals from the transmitter.

- **Performance Metric**: To compare different transmission schemes, we use the network effective throughput defined as the average number of transmission per data packet per receiver. Mathematically, we define our effective network throughput by

\[
\eta = \lim_{N \to \infty} \frac{\sum_{i=1}^{N} n_i}{NMK}.
\]

where \(N\) denotes number of simulation trials, \(M\) is number data packets for transmission, \(K\) and \(n_i\) are number of receivers and number of transmission of trial \(i\), respectively. The transmission scheme with smallest \(\eta\) is the best approach.

B. Results and Discussion

We first evaluate the performance of our machine learning classifier with different sizes of training dataset in Figure 6. As expected, the accuracy of our classifier increases proportionally to the size of the training dataset. This is because when number of training examples increases, the training dataset retains almost all important information of the population which then translates into the classifier, resulting in higher accuracy.

Next, we compare the classification accuracy of different machine learning algorithms given the same size of training
dataset. As shown in Figure 7, the Neural Networks obtained the best performance with an average classification accuracy of 90% while Naive Bayes has the worst performance. This can be explained by the flexibility thanks to multiple layers of the neural networks which can be trained a classifier to fit to non-linear data. However, the high accuracy of the Neural Networks also comes with the longer training time.

In addition, we evaluate the network bandwidth efficiency of different schemes in Figure 8. Particularly, we compare the average number of transmissions per packet of different schemes versus transmission distances. In this simulation, we consider two receivers and both of them have the same distances to the transmitter. Those distances vary from 200 meters to 500 meters while the transmit power is unchanged at 20 (dBm). As expected, the number of transmissions per packet increases with the distance. This is because the received powers at the receivers decrease when distance increases. As a result, more number of packets will be lost during transmission requiring more number of retransmissions. We also observe that ARQ and NC-ML achieve the worst and best performance, respectively. We further observe that in the regime of short distance, i.e., from 200 to 300 meters, the machine learning based schemes, i.e., ML and NC-ML, obtain similar performance compared with their counterparts, i.e., ARQ and NC, respectively. This is because in the range of short distance, most of feedback signals are not corrupted. Therefore, there is not much gain by using machine learning in predicting the states of data packets in the regime. However, the performance gain increases when transmission range is greater than 300 meters. This is because more feedback signals got corrupted and machine learning based schemes bring benefit by predicting correctly the actual states of transmitted data packets at the receivers. As a result, they reduce the number of retransmissions.

Figure 9 compares the bandwidth efficiency of different transmission schemes versus transmit power. In this simulation, we keep the distance between the transmitter and receivers at 500 meters and used the Terrain Type 1 as our transmission environment. As we can see, NC-ML achieves the best performance thanks to the machine learning algorithm that correctly predicts states of transmitted data packets. Consequently, it reduces the number of retransmissions compared with other schemes.

Next, we evaluate the impact of forward channel conditions on the bandwidth efficiency of different schemes. In this simulation, we assumed the two receivers have the same packet error rate $p$ and varied it from 2% to 20%. As $p$ increases, more packets will be corrupted at the receivers, as
Our proposed machine learning algorithms are efficient and useful for efficient data transmission in lossy wireless networks. The combination of machine learning algorithm and network coding for retransmission significantly improves network bandwidth efficiency.

Finally, we compare network bandwidth efficiency of different schemes in different transmission environments in Figure 11. Particularly, we considered three types of terrains as specified in [18] in our simulation. As expected the number of transmission per packet increases. ARQ requires more number of retransmissions due to large number of lost packets. In addition, ARQ suffers due to failing to estimate the actual states of the transmitted data packets. As a result, it consumes more bandwidth for retransmitting several unnecessary redundant packets. On the other hand, NC-ML exploits the advantages of both machine learning algorithm for predicting states of transmitted data packets and network coding for mixing data for retransmission, it significantly improves network bandwidth efficiency.

VI. CONCLUSION

In this paper, we have proposed a new approach by using machine learning algorithms in conjunction with network coding for efficient data transmission in lossy wireless networks. Our proposed machine learning algorithms are efficient and accurate by exploiting important features of network channels via historical feedback signals at the transmitter. Our simulation results show that the transmitter can accurately classify more than 90% states of transmitted data packets at the receivers. In combination with network coding for data retransmission, the proposed scheme NC-ML significantly increases the bandwidth efficiency compared with the existing approaches. Our future work will implement a testbed of the proposed approach.
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