Performance assessment of laser sources for time-domain diffuse correlation spectroscopy
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Abstract: Time-domain diffuse correlation spectroscopy (TD-DCS) is an emerging optical technique that enables noninvasive measurement of microvascular blood flow with photon path-length resolution. In TD-DCS, a picosecond pulsed laser with a long coherence length, adequate illumination power, and narrow instrument response function (IRF) is required, and satisfying all these features is challenging. To this purpose, in this study we characterized the performance of three different laser sources for TD-DCS. First, the sources were evaluated based on their emission spectrum and IRF. Then, we compared the signal-to-noise ratio and the sensitivity to velocity changes of scattering particles in a series of phantom measurements. We also compared the results for in vivo measurements, performing an arterial occlusion protocol on the forearm of three adult subjects. Overall, each laser has the potential to be successfully used both for laboratory and clinical applications. However, we found that the effects caused by the IRF are more significant than the effect of a limited temporal coherence.

1. Introduction

Diffuse correlation spectroscopy (DCS) is an optical technique that noninvasively measures microvascular blood flow [1–4]. In this technique, traditionally, a continuous wave (CW) laser source is utilized to inject coherent light into the tissue, and the diffusively reflected photons are detected, typically at 2-3 cm from the illumination point. The moving red blood cells within the tissue alter the temporal fluctuations of the detected light intensity. These fluctuations carry information of the probed tissue blood flow and can be quantified based on the intensity autocorrelation function of the detected light [1–3]. CW-DCS has been employed in various in vivo experiments to quantify blood flow index (BFI) ranging from rodents [5,6], human brain [7], muscles [8], and others. The clinical applications of this technique are growing [9–13].

In CW-DCS, discrimination of the detected photons based on their propagation path is not feasible with a single source-detector pair. Conventionally, to increase the contribution of the deep layers to the detected signal, the source-detector separation (SDS) is increased at the cost
of a substantial reduction of the detected photons [8]. Recently, the time-domain approach to DCS (TD-DCS) was implemented by employing a pulsed laser, generating coherent picosecond pulses, and a time gating approach. TD-DCS can provide path-length-resolved information, and that was validated by detecting cerebral blood flow of rodents [14]. This technique was extended, using a custom-made Ti:Sapphire laser operated in the active mode-locked regime, to in vivo measurements on adult humans with 1 s temporal resolution, first with a SDS of about 1 cm [15], and then with quasi-null SDS [16]. Besides, portable TD-DCS systems were introduced based on commercial components [17,18], and different theoretical models were developed to quantify depth-resolved BFI by considering the effects of heterogeneous geometries [19,20], finite coherence length, and the instrument response function (IRF) [21,22]. Very recently, TD-DCS operated above the 980 nm water absorption peak was introduced with the potential to increase the signal-to-noise ratio (SNR) and penetration depth [23,24]. Interferometric near-infrared spectroscopy (iNIRS) [25] and time-resolved speckle contrast optical spectroscopy (TR-SCOS) [26] are other techniques that quantify path-length-resolved blood flow information.

The main limitation to the widespread use of TD-DCS in the laboratory and relevant settings (e.g., preclinical and clinical studies) is the availability of an ideal pulsed laser source with proper characteristics in terms of power, pulse width, coherence, stability, and ruggedness. Aiming at understanding the influence of these parameters, in this study, we systematically characterize and compare three pulsed laser sources utilized in the previous studies [15,18,20] and assess their performance as a light source for TD-DCS using phantom and in vivo measurements.

2. Experimental methods

2.1. Optical setup

The experimental setup employed in this study was based on three different picosecond pulsed lasers, a single-photon detector, and time-correlated single photon counting (TCSPC) board, as sketched in Fig. 1. The first employed light source was a custom-made Ti:Sapphire laser operated in the active mode-locked regime [15]. The laser generates pulses with a 100 MHz repetition rate and a tunable wavelength ($\lambda$) in the range of 700-1030 nm. The laser was operated at 763.3 nm, close to the wavelengths generated by the other emitting modules, with average optical power >100 mW. Light from the laser was coupled to a 62.5 $\mu$m core diameter graded-index multi-mode fiber (MMF) (GIF625, Thorlabs, Germany) by means of a doublet collimator. A variable neutral density (ND) attenuator (NDC-25C-4, Thorlabs, Germany) was located at the laser output to control the optical power injected into the sample surface (emitter module 1 in Fig. 1). The other two optical sources are commercial picosecond diode lasers (LDH-P-C-N-760 and VisIR-765-HP “STED”, PicoQuant GmbH, Germany), electrically driven at an 80 MHz repetition rate. The LDH-P-C-N-760 semiconductor laser head (labeled here with LDH) was connected to an external driver (PDL 800-D, PicoQuant GmbH, Germany) and emitted light pulses with less than 90 ps full-width at half maximum (FWHM) with a nominal average power of 10 mW and an emission wavelength of 760.4 nm. A custom-made optical coupler comprising a variable ND attenuator was connected to the laser head, which allows one to couple the laser light to the emitter fiber at different power levels. Due to the limited power of the laser, we utilized a silica core step-index MMF (M30L01, Thorlabs, Sweden) with a 1 mm core diameter as the emitter fiber to illuminate the sample with average optical power up to 12 mW (emitter module 2 in Fig. 1). The third, commercial, laser VisIR-765-HP “STED” (called VisIR in this study) was a fiber-coupled module generating pulses with 550 ps FWHM at 765.2 nm and delivered a nominal average optical power of 560 mW at the tip of the fiber. Hence, to optically adjust the illumination, we extended the laser fiber by a 62.5 $\mu$m core diameter graded-index MMF (GIF625, Thorlabs, Germany), and a variable ND attenuator was located at the connection point of two fibers, to adjust the power at the emitter fiber tip up to 50 mW (emitter module 3 in Fig. 1).
Fig. 1. The sketch of the experimental setup comprising a custom-made Ti:Sapphire laser and two commercial diode lasers. The illumination power of each laser is optically tunable. For each measurement, we used the same sample and separately used each laser into the setup. The detection part was common between all the emitter modules and equipped with a single-mode fiber to collect the diffusely reflected photons and deliver them to the SPAD detector. The TCSPC electronics receive the detected optical signal from the detector to measure the time-of-flight and absolute arrival time of each photon. The recorded data is processed via a software correlator to provide the time-gated intensity autocorrelation functions. MMF = multi-mode fiber, SMF = single-mode fiber, SPAD = single-photon avalanche diode, TCSPC = time-correlated single photon counting, BS = beam splitter

To compare the performance of the lasers, a common detection unit was utilized for all sources. The diffusely reflected photons were collected from the sample surface and delivered to a single-photon avalanche diode (SPAD) detector (PDM, Micro Photon Devices, Italy) via a 4.4 µm core diameter, single-mode fiber (SMF) (780HP, Thorlabs, Sweden). Then, the detected photons were time-tagged by a TCSPC board (SPC-130, Becker&Hickl GmbH, Germany). The detection part was common to all emitter modules, and only one emitter module at a time was used. The TCSPC module was synchronized with the laser pulses via a trigger signal generated by each laser module and was switched corresponding to the applied laser.

The instrument response function (IRF) of each emitting module was separately measured before the measurements by positioning the emitter and detection fibers tip in front of each other. A sheet of white paper covered the detection fiber tip to fill up the whole numerical aperture of the fibers [27].

By employing commercial spectrometers, we estimated the coherence length of the lasers. For this aim, we measured the emission spectrum of the Ti:Sapphire laser with a spectral resolution of 0.07 nm (Anritsu MS9710B), and the LDH and VisIR lasers spectrum with 0.02 nm resolution (Yokogawa AQ6370D). To estimate the temporal coherence length, $L_c$ of the laser sources, we used Eq. (1) by assuming a Gaussian profile of the measured power spectral density [28].

$$L_c = \frac{\lambda^2}{\Delta \lambda},$$ (1)

where $\lambda$ denotes the laser central wavelength, and $\Delta \lambda$ is the FWHM bandwidth in wavelength.
2.2. Raw data processing

The TCSPC module measures two parameters for each detected photon, namely the absolute arrival time and the time-of-flight (TOF), \( t_g \). The TOF represents the travel time of each detected photon in the medium between source to detection points. By applying a time gate with a width of \( \Delta t \) centered at time \( t_c \), the photon with time-of-flight between \( t_c - \frac{\Delta t}{2} \leq t_g \leq t_c + \frac{\Delta t}{2} \) can be separated from the other photons. The corresponding absolute arrival time of these selected photons are used to calculate the normalized time-gated intensity autocorrelation function (ACF), defined as: 

\[
g_2(t_g, \tau) = \frac{\langle I(t_g + \tau)I(t_g) \rangle}{\langle I(t_g) \rangle^2},
\]

where \( \beta \) is the so-called coherence parameter, which accounts for non-ideal correlation, and \( g_1(\tau) \) is modeled by the following equation [15,31].

\[
g_1(\tau, t_c, \Delta t) = \int_{t_c - \frac{\Delta t}{2}}^{t_c + \frac{\Delta t}{2}} P(t_g) \exp(-\xi(t_g)\tau) \, dt_g,
\]

Here \( P(t_g) \) is the normalized distribution of TOF in the medium, \( \xi(t_g) = 2\mu_s'k^2c^2n^2t_c\alpha D_B \) is the ACF decay rate. \( \mu_s' \) is the reduced scattering coefficient of the medium, \( k \) is the wavenumber of the light in the medium, \( c \) is the speed of light in vacuum, \( n \) denotes the medium refractive index, \( \alpha \) represents the fraction of dynamic to total scattering events, and \( D_B \) is the Brownian diffusion coefficient of the scatterers. Finally, the product \( \alpha D_B \) is defined as the blood flow index (BFI) of the sample. As predicted in the diffusing wave spectroscopy (DWS) theory, ACF decay rate linear depends on the TOF [31,32].

By employing a sufficiently narrow time gate, Eq. (3) can be simplified, and the normalized time-gated electric field ACF is modeled by a single exponential term (Eq. (4)).

\[
g_1(t_g, \tau) = \exp(-\xi(t_g)\tau),
\]

Then by substituting Eq. (4) into Eq. (2), the normalized intensity ACF is modeled as follows:

\[
g_2(t_g, \tau) = 1 + \beta|\exp(-\xi(t_g)\tau)|^2,
\]

In this study, we employed a narrow time gate with a width of 100 ps to acquire the TOF-resolved autocorrelation function, which is fitted by a theoretical model described in Eq. (5) to estimate the corresponding blood flow index.

2.3. Phantom measurements

We began our evaluation by performing measurements on homogeneous liquid phantoms to characterize the employed emitting modules and assess the noise contribution on the time-gated ACF. The optical properties of the liquid phantoms were measured utilizing a TD-NIRS instrument [33] operated at 750 nm and 2.5 cm SDS, and DTOF moment approach [34]. According to the Van Staveren’s Mie theory [35] and the recipe from [36], the measurement error of \( \mu_s' \) caused by differences between the wavelengths of the TD-NIRS (750 nm) and TD-DCS (\( \sim 760 \) nm) emitting modules is about 0.15 \( cm^{-1} \), which can be neglected.

First, we prepared a liquid phantom based on a mixture of Intralipid (B. Braun Melsungen, Germany), distilled water, and black ink, providing optical properties of \( \mu_a = 0.06 \, cm^{-1} \) and...
\(\mu'_s = 10 \text{ cm}^{-1}\) at 760 nm. The medium was measured by each of the emitter modules separately, and all the experimental conditions were kept constant across all the measurements. The average optical power delivered to the sample by the Ti:Sapphire and VisIR lasers was 50 mW, and the measurements were carried out at two different SDSs of 10 mm and 15 mm. In the case of the LDH laser, the illumination power was limited to 12 mW, and thus the measurement was performed only at 10 mm. Each measurement had a total duration of 15 min. Then, to evaluate the noise contribution to the signals, we divided the overall experiment into different subsets, each of which comprises a certain number of photons.

To evaluate the influence of the photon counts on the autocorrelation curves, we computed the contrast-to-noise ratio (CNR), i.e., the ratio between the dynamic range of \(g_2(t_s, \tau)\) and its average noise level, for the emitting modules at two interoptode distances. In particular, the CNR is defined as [37]:

\[
\text{CNR}(t_s) = \frac{g_2(t_s, \tau \to 0) - g_2(t_s, \tau \to \infty)}{\sqrt{\sigma^2_{g2(t_s,\tau \to 0)} + \sigma^2_{g2(t_s,\tau \to \infty)}}} = \frac{\beta(t_s)}{\sqrt{\sigma^2_{g2(t_s,\tau \to 0)} + \sigma^2_{g2(t_s,\tau \to \infty)}}},
\]

where, \(g_2(t_s, \tau \to 0)\) and \(g_2(t_s, \tau \to \infty)\) are the mean values of the ACF and background magnitudes in the presence of noise, respectively, and \(\sigma^2_{g2(t_s,\tau \to 0)}\) and \(\sigma^2_{g2(t_s,\tau \to \infty)}\) are the corresponding standard deviations. Here, the signal is considered as the intercept of the ACF at the earliest lag time \((1 + \beta)\) and background refers to the averaged value of \(g_2\) at large delay times, which is equal to 1 in ergodic systems.

Next, in order to evaluate the capability of each emitter module to quantify the dynamic changes in the probed sample, we carried out a series of measurements on homogeneous liquid phantoms with different diffusion coefficients. The phantoms were made by mixing Intralipid, distilled water, and glycerol to slow down the scattering particles flowing in the phantoms. Since tuning the phantom absorption coefficient does not influence the scattering and dynamic properties [38], no absorber was added to the solutions. We measured four liquid phantoms with glycerol concentrations of 0%, 10%, 30%, and 50%. To tune the reduced scattering coefficient of the medium, different concentration of the Intralipid was used in each case [38]. We estimated the optical properties of the media of \(\mu'_s = 11 \pm 1 \text{ cm}^{-1}\) and \(\mu_a = 0.02 \text{ cm}^{-1}\). Then to keep the noise contribution to the signal at a constant level along all measurements, the recorded data was divided into new datasets comprising the same number of photons for each trial. All the measurements were carried out at 10 mm SDS, and each repeated five times.

### 2.4. In vivo measurements

To assess the ability of each laser to measure blood flow changes, we performed a forearm arterial occlusion experiment on the left arm of three healthy male volunteers. The aim of this measurement is to evaluate the performance of the lasers and compare the SNR obtained from the homogeneous human tissue; therefore, to minimize the complexity caused by layered tissue, such as the human head, the measurements were carried out on human skeletal muscles. A 10 mm interoptode separation was applied to obtain an appropriate SNR. The probe, holding emitter and detection fibers, was secured over the subject’s flexor carpi radialis muscle, while a blood pressure cuff was placed on the upper arm of the subject. The superficial layer was measured using a skin caliper. The thickness varied from 2.7 mm to 6.5 mm between the subjects. The measurement protocol consisted of 2 min baseline, 3 min cuff occlusion (200 mmHg), and 5 min recovery after the cuff deflation. The protocol was repeated three times for each subject, in each of which one of the lasers was employed. The measurements were carried out on each subject on the same day, and at least half an hour delay was provided between each repetition. The probe was taken out from the tissue surface during each break, and then it was positioned on the same location marked on the tissue before the measurements. In order to ensure a safe illumination...
power for human tissue, the optical power of Ti:Sapphire and VisIR lasers was attenuated to deliver an average power of 30 mW to the skin surface. While due to the limited power of the LDH laser, the tissue was illuminated by 12 mW light. For each experiment, we computed the relative BFI (rBFI) for different time gates by normalizing the obtained BFIs to the mean value of the baseline. The protocol was approved by the Ethical Committee of Politecnico di Milano, and it was conducted in agreement with the Declaration of Helsinki. All subjects gave written informed consent prior to the measurement.

3. Results

3.1. Laser sources characterization

To characterize the employed laser modules, the measured emission spectrum and a representative IRF curve of each laser are presented in Fig. 2. The lasers spectrum illustrated in Fig. 2(a-c) indicate the central wavelength, bandwidth, and distribution of emission wavelengths generated by each laser. The spectrum bandwidth provided by Ti:Sapphire and LDH lasers are about 0.9 nm; by using Eq. 1, the coherence lengths of these lasers are 6.1 and 6.3 mm, respectively. In contrast, the VisIR laser spectrum is significantly broader, which causes a shorter coherence length around 1.6 mm.

![Fig. 2.](image)

**Fig. 2.** The emission spectrum of LDH (a), Ti:Sapphire (b), and VisIR (c) lasers measured by commercial spectrometers are indicated. The central wavelength of the lasers is located in a narrow range from 760.4 nm to 765.7 nm. The x-axis range in each panel is limited to 1 nm. (d) The synchronized IRFs of the utilized lasers

Figure 2(d) shows the measured IRF acquired by each emitting module. Since the detector and TCSPC electronics used for each source were the same, the difference between the IRF curves mainly corresponds to the pulse shape of the lasers and the emitter fibers. The IRF curves were obtained by averaging 20 repetitions with 1 s recording time. All the curves were normalized to their maximum value and shifted to locate the IRF peak at time zero. The curves width was characterized at different levels and compared in Table 1. The LDH laser provides a sharp IRF peak with a FWHM of 106 ps, however after around 45% of the maximum, the curve width significantly increases. The IRF of the other two modules is broader, with FWHMs of about 185 ps and 535 ps. The measured magnitudes of IRF width and the coherence length of the lasers are listed in Table 1.
Table 1. Comparison of the spectral properties, estimated coherence length (using Eq. (1)), and the IRF curves width, indicated in Fig. 2(d), of the utilized lasers

| Laser name            | Central wavelength [nm] | Spectrum bandwidth [nm] | Temporal coherence length [mm] | FWHM of IRF [ps] | IRF width at 10% of maximum [ps] | IRF width at 1% of maximum [ps] |
|-----------------------|-------------------------|-------------------------|---------------------------------|------------------|----------------------------------|----------------------------------|
| LDH-P-C-N-760         | 760.4                   | 0.095                   | 6.1                             | 106              | 776                              | 1505                             |
| Ti:Sapphire           | 763.8                   | 0.093                   | 6.3                             | 185              | 575                              | 1377                             |
| VisIR-765-HP "STED"   | 765.7                   | 0.359                   | 1.6                             | 535              | 1173                             | 1988                             |

3.2. Liquid phantom measurements

To evaluate the trade-off between photon counts, time gate positioning, and the noise contribution to the measured autocorrelation curves, we quantified $\beta$, CNR, and relative estimation error of ACF decay across different SDSs for all three emitter modules. For this purpose, we divided the datasets acquired from the measurements performed on the liquid phantom (with $\mu_a = 0.06 \text{ cm}^{-1}$ and $\mu_s' = 10 \text{ cm}^{-1}$), to series of sub-datasets comprising different photon count levels. In this way, not only we uniformed the noise level across different lasers and tackled the optical power difference between the lasers, but also we assessed the noise contribution to the time-gated autocorrelation curves related to various photon counts.

First, to evaluate the coherence between the photons detected at different TOFs, the $\beta$ value was quantified from the early part of the time-gated $g_2$. For each module, we extracted five trials, each of which comprises around $5.3 \times 10^6$ photons. Then, the time-gated autocorrelation curve was obtained for a time gate with variable width from 50 ps to 400 ps, centered at different TOFs. The results presented in Fig. 3 show that the $\beta$ magnitude reduces upon increasing the time gate width. Also, it remains constant for the SDS increasing from 10 mm to 15 mm, although due to the significant reduction of photon counts, the SNR decreased dramatically [39]. In comparison with the laser diodes (LDH and VisIR), Ti:Sapphire laser provides a high value of $\beta$ (around

![Fig. 3. Coherence parameter $\beta$ measured at different time gates and TOFs for 10 mm (top row) and 15 mm (bottom row) interoptode separations. Each color represents a time gate width varied from 50 ps to 400 ps. The data points represent average values over five repetitions, and the corresponding standard deviations are shown.](image-url)
0.45), which decreases along TOF, while the trend of beta across TOF is different in the case of diode lasers. As seen in Fig. 3(a,c), $\beta$ increases initially, then after reaching a peak, it drops down below 0.1.

To assess the influence of photon counts on ACF, we quantified the CNR of the time-gated intensity ACF and evaluated the estimation error of ACF decay by fitting the theoretical model introduced by Eq. (5), to the experimentally obtained curves. The CNR calculated for time-gated intensity autocorrelations curves are compared across different photon counts acquired from the ungated signal for each emitter module (Fig. 4). The photon counts considered at each time gate differ based on the time gate location on DTOF. Hence, we used the total number of detected photons as a marker for this evaluation. The results indicate that CNR is not affected by count rate changes. Comparison of the trends indicated in Fig. 3 and Fig. 4 shows that CNR depends on $\beta$. Consequently, CNR changes depending on properties of the experimental setup, such as detection fiber core diameter and coherence length of the light source.

![Fig. 4. Contrast-to-noise ratio (CNR) of time-gated intensity ACF for the employed emitting modules obtained for different total photon counts acquired from the ungated signal. The top raw indicates the CNR at 10 mm SDS, and the bottom raw corresponds to 15 mm SDS, including only Ti:Sapphire and VisIR lasers.](image)

In contrast, the estimation error of ACF decay mainly depends on the number of detected photons. In order to evaluate the influence of photon counts on the measurement of the ACF decay, we analyzed time-gated ACFs corresponding to a time gate with 100 ps width center at different TOFs for all the emitting modules at 10 mm SDS and also 15 mm for Ti:Sapphire and VisIR modules.

In Fig. 5 the averaged ACF decay obtained from fitting Eq. (5) to the curves and the corresponding standard deviation from five repetitions were presented. The accuracy of estimation of the ACF decay is increased when a larger number of photons is used to build the ACF. According to the diffusion theory, the number of detected photons reduces at late TOFs and large SDSs [40]. Therefore, the SNR of the time-gated ACFs positioned at late TOFs or obtained from 15 mm SDS (Fig. 5(d,e)) are lower [41,42], which causes the broadening of the standard division amplitude.

To assess the performance of the different emission modules in the assessment of the particle speed changes in the turbid media, we quantified the $\alpha D_B$ of four liquid phantoms with similar
optical properties but differing in particle velocity caused by mixing the phantom with glycerol (from zero to 50% glycerol concentration).

Figure 6(a-c) depicts the IRFs and the DTOFs of the corresponding homogeneous liquid phantoms comprising different glycerol concentrations obtained by each emitting module. The background noise was subtracted from the DTOFs, and the range of the DTOF between 10% of the maximum number of photons on the rising edge and 1% on the falling edge of the DTOF was extracted. Two time-axes are shown in Fig. 6. In the bottom axis, the IRF maximum was considered as time zero. Therefore, the TOF of the photons detected before the IRF peak was quantified by negative values, which for the emitting modules providing broad IRF curve this range includes several hundreds of ps. We also analyzed DTOF by defining the TOFs with respect to the earliest detected photon. For this aim, the photons detected earlier than 10% of the IRF peak were excluded from the IRF curve, the first temporal data point ($t_{lower}$) was considered as the zero time (top time-axis in Fig. 6), and each DTOF was shifted by $t_{lower}$.

A time gate with 100 ps width centered at different TOFs (from 100 ps to 1.1 ns with respect to the location of the IRF peak) was utilized to provide TOF-resolved ACF for each medium. The $\beta$ values corresponding to the achieved TOF-resolved autocorrelation curves are compared between the laser modules in Fig. 6(d-f). As expected, $\beta$ is constant for media with different dynamics, however the trend of $\beta$ changes across TOF became smoother for the medium comprising slower particles (with higher glycerol concentration).

The TOF-resolved intensity autocorrelation curves were fitted by the theoretical model (Eq. (5)). The resulting ACF decays, $\xi(t)$, are shown in Fig. 7(a-c) for each module. As indicated, the standard deviation of the estimated decays increases for late TOFs, at which a limited photon number is available. The results obtained for the LDH module, Fig. 7(a), clearly show a linear regression for ACF decay as a function of TOF, $\xi(t)$ as predicted by DWS theory [31,32]. While this trend cannot be seen at early TOFs using Ti:Sapphire and VisIR modules. Due to applying short SDS and broad IRF generated by these lasers, the early time gates are affected by less diffusing photons combined with the influence of IRF, which is challenging to disentangle. This trend was observed in another study employing iNIRS technique [43].
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Fig. 6. (a-c) The IRF corresponding to each laser and DTOFs obtained from media with similar optical properties (of about an average value of $\mu'_s = 11 \pm 1 \text{ cm}^{-1}$ and $\mu_a = 0.02 \text{ cm}^{-1}$) obtained from liquid phantoms with different glycerol concentrations. (d-f) The $\beta$ values were obtained from a time gate with 100 ps width centered at different TOFs, for each emitting module. $t_{\text{lower}}$ is the temporal difference between 10% of IRF maximum at its rising edge and IRF peak, defined for each module separately. The negative time values indicated in the bottom time-axes represent the TOF of the photons detected earlier than the IRF peak.

As explained earlier, the ACF decay depends on the reduced scattering coefficient ($\mu'_s$) of the medium, $\alpha_{DB}$, and an average value of TOF representing the location of the applied time gate. Determination of the absolute value of TOF is challenging and strongly depends on IRF. Conventionally, the IRF peak is considered as the time zero [15], while in other studies, a certain level of IRF was introduced as the reference point [20]. Moreover, to obtain a constant level of $\alpha_{DB}$ over TOF, as expected for homogeneous media, we fit a linear model to the ACF decays acquired from time gates centered above 200 ps and follows a linear trend [20]. Then, the corrected ACF decays were obtained by subtracting each datapoint ($\xi(t_s)$) from the estimated intercept. Finally, the $\alpha_{DB}$ of the phantoms was calculated based on both approaches of time zero quantification. By considering the time zero on the rising edge of the IRF (before IRF peak), the absolute value of TOF for each time gate is increased which reduces the $\alpha_{DB}$ value (Fig. 7).

3.3. In vivo measurements

Figure 8 reports the results obtained from cuff occlusion measurements carried out on three healthy subjects. The rBFI changes are shown for a 100 ps time gate width centered at 240 ps, 390 ps, and 540 ps (in respect to the IRF maximum), called early, intermediate, and late time gates, respectively. First, we estimated the BFI from every 5 s collection time, then to obtain rBFI, the absolute values were normalized to the average value of the baseline (the first 2 min of the measurement). The time-gated rBFIs obtained from each subject were compared across the employed emitting modules in Fig. 8. Although a similar trend and the hyperemia peak are observed in all experiments, the post-occlusive peak amplitudes are different for different subjects. This effect may be caused by the short breaks between repetitions of the experiment. These results show the feasibility of detecting the dynamic changes in the tissue with 5 s temporal
Fig. 7. The time-gated ACF decay was estimated for different time gates (a-c). Time zero is set to IRF maximum for the bottom time-axis while the red axis located on top of the sub-figures present TOF with respect to a point located at 10% of the DTOF maximum on its rising edge ($t_{\text{lower}}$). The corresponding $\alpha_{DB}$ for each medium was calculated based on time zero located at IRF max (d-f), and time zero at IRF edge (g-i).

resolution by using LDH laser, which generates lower illumination power than the other employed emitting modules. In order to compare the hyperemic responses obtained using each emitting module, the resulting BFI changes were averaged over all three subjects. Then the mean value of hyperemic overshoot was quantified. The values presented in Table 2 show that Ti:Sapphire and VisIR lasers can reveal higher flow values after deflating the cuff.

Table 2. Responses in the forearm arterial cuff occlusion measurements. Relative BFI hyperemic overshoot averaged over three healthy subjects are compared between three time gates, using different laser modules.

| Laser name | Time gate position | Hyperemic overshoot |
|------------|--------------------|---------------------|
| LDH        | Early              | 1.6                 |
|            | Intermediate       | 1.7                 |
|            | Late               | 1.4                 |
| Ti:Sapphire| Early              | 2.8                 |
|            | Intermediate       | 3.8                 |
|            | Late               | 2.8                 |
| VisIR      | Early              | 2.7                 |
|            | Intermediate       | 3.0                 |
|            | Late               | 3.5                 |
4. Discussion

In this work, we systematically characterized and examined three picosecond pulsed lasers for application in time-domain diffuse correction spectroscopy, TD-DCS. For each emitting module, the coherence length, measurement error induced by noise, and other parameters such as IRF, ACF decay trend over TOF, and time gate limits, were systematically analyzed based on phantom and in vivo measurements. Three emitting modules based on a custom-made Ti:Sapphire, LDH-P-C-N-760, and VisIR-765-HP “STED” lasers were utilized and compared.

The measured emission spectrum of the lasers demonstrated a similar shape of Ti:Sapphire and LDH lasers spectrum with bandwidths <0.1 nm, while the VisIR laser spectrum is 3.8 times higher. The spectral widths reported in Table 1 present the upper limits since the jitter of the spectrometers limited measurement accuracy. An interferometric measurement is required to measure the spectrum and the corresponding coherence length of the lasers accurately. By assuming a Gaussian profile of the emitter spectrum, we estimate a coherence length of about 6 mm for LDH and Ti:Sapphire lasers and 1.6 mm for VisIR laser.

To assess the coherence between the detected photons traveled through similar path-lengths, we quantified \( \beta \) for four time gates with widths of 50, 100, 200, and 400 ps centered at different TOFs. The measurements were carried out on a homogeneous liquid phantom at interoptode separations of 10 and 15 mm (Fig. 3). The results reveal different trends of \( \beta \) over TOF for each emitting module. The Ti:Sapphire laser provides a decreasing trend of \( \beta \) [15], in which a maximum value around 0.45 is achieved by a narrow time gate containing early arriving photons.
In contrast, the maximum value of $\beta$ provided by diode lasers (LDH and VisIR) is lower than 0.3 and obtained around the DTOF peak. Due to the limited coherence length of the lasers, by increasing the time gate width the ratio of the number of coherent photons to the total number of gated photons decreases, which influences the coherence parameter [14]. As shown in Fig. 3(a,b), the $\beta$ values for time gates centered at early to middle TOFs, slightly decrease by increasing the time gate width from 50 to 200 ps, while VisIR laser present significant changes by broadening the time gate width, Fig. 3(c), which is likely because of its lower coherence length than the other sources. The standard deviation, obtained from five repetitions, illustrates higher errors for narrow time gates, late TOFs, and larger SDS due to the drop of photon counts. Also, by increasing interoptode separation from 10 to 15 mm, the $\beta$ values decrease slightly. Therefore, a fixed 100 ps width time gate provides a balance between $\beta$ value and the noise contribution, at 10 mm SDS.

We used this configuration to quantify the noise contribution to the intensity autocorrelation function based on the contrast-to-noise ratio at different count rate levels. The results indicate that the CNR is proportional to the $\beta$ values and decays to 0.1 at late TOFs, which are more sensitive to the changes in flow in deep layers of the medium [44].

As described in the raw data processing section, the moving scatterer weighed, the Brownian diffusion coefficient ($\alpha D_B$) or BFI, is derived from the decay of the theoretical model of electric-field ACF fitted to the experimentally obtained ACF curve. Hence, standard deviation of ACF decay reflects the estimation error of the BFI. Typically, the estimation error grows significantly with photon counts reduction. A low number of detected photons is typically acquired at late TOFs, at large interoptode distances.

In order to improve the quantification of the $\alpha D_B$, or BFI, in the TD-DCS technique, two parameters, including the linearity of ACF decay rate over TOF and determination of the time zero play critical roles. To obtain a certain level of $\alpha D_B$ at different depths of homogeneous media, we employed the strategy proposed by us recently [20]. The time-gated ACF decay obtained from fitting the theoretical model to the experimentally acquired curves, $\xi(t)$, is modeled by a linear equation, yielding a slope and intercept. Then, subtracting the ACF decay from the intercept generates a corrected value of $\xi(t)$ used to calculate the $\alpha D_B$. In phantom experiments, we evaluated the time-gated ACF trend obtained using a 100 ps width time gate centered at different TOFs, with 10 mm SDS for homogeneous liquid media with different viscosities. The results illustrate a linear trend of ACF decay for LDH laser, while Ti:Sapphire and VisIR are incapable of providing such a linear regression. This ACF decay deviation from a linear pattern may be caused by the broad IRF which leads to increase in the BFI estimation error [21,22]. Furthermore, the BFI calculation desires accurate knowledge of the photon traveling time through the sample, which is quantified with respect to the time zero. We compared $\alpha D_B$ absolute values based on determining the time zero at the IRF peak or 10% of the IRF maximum on its rising edge. Positioning the time zero earlier than the IRF peak, e.g. at 10% of the IRF peak, leads to a reduction of the $\alpha D_B$ values by increasing the estimated TOF value of the time-gated photons. Hence, accurate quantification of the time zero is one of the key requirements in TD-DCS applications, specifically for emitting modules producing IRF with large time-to-peak, such as Ti:Sapphire and VisIR.

The results obtained with the use of Ti:Sapphire laser presented in Fig. 7 (middle column) reveal two crucial effects. First, time gate positioning with respect to the IRF peak narrows the path-length-resolved flow quantification to a limited range from 0.2 to 0.6 ns, particularly for the phantom with 0% glycerol concentration (Fig. 7(e)). In contrast, allocating zero time at 10% of IRF maximum extends these limits from 0.4 to 1 ns and yields high CNR in the early part. The upper limit of these ranges is limited by the broadening of the standard deviation of the estimated $\alpha D_B$. Second, an appropriate estimation of $\alpha D_B$ was obtained using the time gates with low value of $\beta$ ($\geq 0.1$), which were located close to the upper limit of the mentioned range. LDH and
VisIR lasers also presented an appropriate $\alpha D_B$ value at TOF = 800 ps with respect to the time zero adjusted at 10% of IRF maximum, although the $\beta$ values were 0.13 and 0.1, respectively. These results show the sub-optimal value of $\beta$ about 0.1.

Furthermore, a particular time gate centered at an absolute TOF value cannot contain photons propagated through a specific path-length because the absolute values of TOF depend on the IRF broadening. For instance, a time gate centered at 800 ps (in respect to 10% of IRF peak on its rising edge) covers another range of TOFs with respect to the DTOF peak. Besides, because the wide IRF leads to expanding of the DTOF, a constant width of the time gate selects more coherent photons from the laser for broader IRF, provided that the spectral bandwidths of the sources are similar.

The capability of each emitting module to reveal blood flow changes was assessed by the cuff occlusion experiment. The rBFI corresponding to three time gates, with 100 ps width, was quantified using each laser with 5 s temporal resolution. Although the LDH laser illumination power was 60% lower than the other two light sources, a similar blood flow variation was achieved. To obtain a better temporal resolution, higher illumination power, satisfying the exposure skin limits, can be applied using lasers operating at longer wavelengths [24]. The employed time gates allow to distinguish photons propagating through particular range of path-lengths in the medium. In layered media, such as biological tissues, the early time gates may allow to probe the blood flow changes in superficial layers and the late time gates are more sensitive to the changes in flow appearing in deeper layers [44]. This advantage of the TD approach to separate between extra- and intra-cerebral tissues was highlighted in multiple TD-NIRS studies [45–47]. However, no significant difference between time gates were observed during the occlusion measurement. This effect is likely caused due to employing short SDS and thin superficial (skin and adipose) layers of the probed tissues. Here, the mean value of the forearm superficial layer thickness, averaged over all three subjects, was estimated at 4.6 mm; while in an adult human, the thickness of extra-cerebral layers varies from 1 to 2 cm, depending on the subject [48,49]. In order to distinguish the influence of different layers, employing more advanced data processing [20] or utilizing time-gated detectors [16,26] is required.

5. Conclusions

By systematic characterization of three pulsed lasers providing limited coherence lengths and different IRF shapes, we assessed the performance of these light sources in TD-DCS applications. Although a light source with a high coherence length, narrow IRF, and sufficient illumination power perfectly satisfy the conditions required for TD-DCS, the near-infrared laser sources that have been employed in this technology provide relatively short coherence length and relatively broad IRF. In this study, we showed that IRF broadening yields a higher BFI quantification error than the limited coherence length. IRF broadening produces uncertainty in the absolute magnitude of TOF and causes a deviation from the ACF decay linear growth trend over TOFs, which ultimately leads to inconsistencies of the measured data with the theoretical model. This limitation could be tackled by including the laser pulse shape into the model, yet at the expenses of a less straightforward interpretation.

We found that the LDH-P-C-N-760 diode laser is less affected by the IRF broadening effects, although it provides a limited optical power; therefore, this module offers an appropriate configuration for laboratory studies. While for clinical applications, further photon-counting optimization is required. In contrast, the VisIR-765-HP “STED” laser module and the custom-made Ti:Sapphire laser used in this study generate sufficient count rates, but the results obtained using these modules are significantly influenced by the IRF-related effects. The Ti:Sapphire laser provides a high correlation between the photons traveled across short paths from the source to the detector. In the present study, the Ti:Sapphire laser configuration was tailored to yield powerful, narrowband and stable pulses, with a relatively long pulse duration. As a consequence of this
work, an optimization of the IRF could be rather preferred. In terms of correlation loss of the injected photon to the sample, the VisIR laser generates a large emission spectrum bandwidth, which leads to the shortest coherence length. The results show that all lasers provide low CNR at late time gates due to the loss of coherence caused by increasing the path-lengths.

Performance assessment of the lasers was carried out on the homogeneous phantoms and during an arterial occlusion on the forearm muscles of three healthy adult humans. We noted that all employed lasers enable to reveal the dynamic changes in scattering media. In order to evaluate the efficiency of the lasers for monitoring blood flow changes of the human brain cortex, further investigations on layered media are required. Besides, to fulfill the conditions of bedside studies, other parameters such as the photons counting efficiency, instrument size, portability, and ambient temperature influence need to be considered.

Overall, our study proposes a metrics to assess the performances of TD-DCS systems in an objective and quantitative way. This effort, joined with other multi-laboratory exercises could set the basis for internationally agreed protocols for laboratory validation of TD-DCS instruments, following the path of what is pursued for instance in Diffuse Optics [50] or Photoacoustics [51].
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