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ABSTRACT
Seven million people suffer surgical complications each year, but with sufficient surgical training and review, 50% of these complications could be prevented. To improve surgical performance, existing research uses various deep learning (DL) technologies including convolutional neural networks (CNN) and recurrent neural networks (RNN) to automate surgical tool and workflow detection. However, there is room to improve accuracy; real-time analysis is also minimal due to the complexity of CNN. In this research, a novel DL architecture is proposed to integrate visual simultaneous localization and mapping (vSLAM) into Mask R-CNN. This architecture, vSLAM-CNN (vCNN), for the first time, integrates the best of both worlds, inclusive of (1) vSLAM for object detection, by focusing on geometric information for region proposals, and (2) CNN for object recognition, by focusing on semantic information for image classification, combining them into one joint end-to-end training process. This method, using spatio-temporal information in addition to visual features, is evaluated on M2CAI 2016 challenge datasets, achieving the state-of-the-art results with 96.8 mAP for tool detection and 97.5 mean Jaccard score for workflow detection, surpassing all previous works, and reaching a 50 FPS performance, 10x faster than the region-based CNN. A region proposal module (RPM) replaces the region proposal network (RPN) in Mask R-CNN, accurately placing bounding boxes and lessening the annotation requirement. Furthermore, a Microsoft HoloLens 2 application is developed to provide an augmented reality (AR)-based solution for surgical training and assistance.
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1. INTRODUCTION
Each year, roughly seven million people suffer complications after surgery, but half of those complications could be prevented [1]. Effective surgical video review has proved to enhance surgical performance. Recognition of surgical tools and workflows is essential to automate surgical review, monitor surgical processes, and support surgeon decision-making during operations.

Multiple studies have used a variety of neural networks to gather visual features from surgical videos and perform tool and workflow detection, ranging from challenges such as the M2CAI16 Challenge [2] to independent reviews [3] and studies. Twinanda et al. [2] extracted visual features via AlexNet convolutional neural networks (CNN); Shvets et al. [4] performed robotic instrument semantic segmentation via deep learning; Bodenstedt et al. [5] calculated bounding boxes via the random forest algorithm. These studies use visual features to detect tool and workflow. However, spatio-temporal information has not been fully used in existing works. Due to the standardization of surgical videos and the U.S. Food and Drug Administration (FDA) protocols regarding the tool usage and order sequence in each workflow [6], spatio-temporal information can become valuable, potentially improving the model performance.

This paper presents a novel architecture that integrates visual simultaneous localization and mapping (vSLAM) [7] [8] with CNN, named vSLAM-CNN (vCNN). SLAM technology [9] has been applied broadly in the field of robots and
self-driving cars but rarely in analysis of surgical videos. The visual SLAM framework, depicted in Figure 1, utilizes computer vision to calculate the position and orientation of a device with respect to its surroundings. And at the same time, vSLAM maps the environment using only visual inputs from a camera for object detection and localization. Under vCNN, a vSLAM-based region proposal module (RPM) is created to replace region proposal network (RPN) [10]; it utilizes spatio-temporal information to generate region set proposals from maps created by vSLAM. This architecture improves upon the accuracy in previous studies for both tool and workflow detection by incorporating geometric information and semantic information into the training process. The vCNN also substantially improves the model’s prediction speed through vSLAM’s ability to analyze surgical videos in real-time. Due to the past successes of CNN in object recognition and image classification, the architecture is built atop Mask R-CNN [11], utilizing its region of interest (ROI) Align on extracted features and proposed regions.

2. RELATED WORKS

As can be seen in Figure 2, most of the previous research [12] [13] [14] [15] [16] [17] [18] [19] has focused on one genre of information: visual features, spatial information, or temporal information. Studies that use visual features rely on CNN via the fine-tuning approach. For instance, Twinanda et al. [2] used fine-tuning CNN to create their own EndoNet architecture, which was the first to use CNN for multiple recognition tasks; in this way, they were able to design a CNN architecture that jointly performs the workflow recognition and tool presence detection tasks using only visual features. Despite their state-of-art results, Twinanda et al. [2] were unable to explore localization tracking for tools due to a lack of datasets with spatial bounds. Previous research indicated spatial information has the potential to increase the accuracy of tool detection. Jin et al. [13] created a new dataset called m2cai16-tool-locations, which extends the m2cai16-tool dataset (the tool training dataset given by the M2CAI16 Challenge) by adding manual spatial bound annotations around the tools. Jo et al. [15] applied YOLO9000 to generate the bounding boxes. Additionally, workflow detection accuracy can benefit from time sequence and temporal information as proved by studies, ranging from hidden Markov model (HMM) [16] to recurrent neural networks (RNNs). For instance, Yu et al. [18] tracked the time sequence of the surgical video using long short-term memory (LSTM), and Nwoye et al. [19] applied convolutional LSTM using temporal information in addition to visual features. These studies suggest that time sequence is a prominent feature in the analysis of phase detection.

In summary, previous works have yielded a range of results by using a variety of technologies. However, to maximize the impact of tool and workflow detection on real-world applications, methods yielding accurate prediction and real-time detection speed become critical.

3. METHODOLOGY

The complete pipeline of the proposed approach is depicted in Figure 3. Mask R-CNN is chosen as a backbone due to its success with object classification and ROI Align architecture. The key innovation is to create the visual SLAM-based region proposal module (RPM) to generate region proposals through vSLAM 3D mapping, replacing region proposal network (RPN). From there, region proposals, ROI, are obtained...
and trained alongside the feature maps through a fine-tuning process. After detecting the tools, the fully connected layers are input into the recurrent neural networks LSTM for workflow detection. The details of this approach are explained as follows.

3.1. vSLAM-Based Region Proposal Module (RPM)

RPM is a vSLAM-based module. Through openvslam [20], an open source framework for visual SLAM (ORB-based [8]), 3D maps are generated from the videos captured by monocular cameras, and key points are extracted from the key frames on the maps. Then, region proposals are created through K-means clustering among the key points, as seen in Figure 4. In addition, since these frame images are standardized in size, the typical nine anchors are also created from the centroid of each cluster.

3.2. Mask R-CNN

To allow RPM to replace RPN, a technology deeply ingrained inside Faster R-CNN and carried along into the architecture of Mask R-CNN, the first step was to code directly in the open source deep learning learning (DL) framework detectron2 [21], and to override its layers forwarding logic to rebuild data flow through the entire pipeline. Although the mask mechanism of Mask R-CNN is not used in this research, the reason for choosing Mask R-CNN is to use its ROI Align layer to retrieve regional proposals from RPM to align with the feature maps from CNN.

3.3. Fine-Tuning

By leveraging transfer-learning, the fine-tuning approach is used with Mask R-CNN. After loading in the pretrained architecture and weights of the ResNet101 and feature pyramid networks (FPN) [21], the model was trained by using custom tools/workflow COCO datasets generated from the original M2CAI16 training data [2] [13].

3.4. Long Short-Term Memory (LSTM) for Workflow

After the fully connected layers classify the tools, the final tool classification, the created bounding boxes, and the fully connected layer itself, are fed into the LSTM, an extra recurrent neural network (RNN) layer that uses temporal information to predict the workflows.

4. EXPERIMENTAL SETUP AND DATASETS

All datasets used in this study consist of cholecystectomy surgical videos collected from the University Hospital of Strasbourg in France. The m2cai16-tool is a dataset that was released for the M2CAI 2016 Tool Presence Detection Challenge [2]. The m2cai16-workflow is a dataset that was released for the M2CAI 2016 Workflow Presence Detection Challenge [2].
Challenge. Another dataset used in the development of the V-CNN architecture is the m2cai16-tool-locations. This is a dataset created by Jin et al. for their study [13] and extends upon the original m2cai16-tool by manually adding spatial bounds around the tools. Though it is not essential for spatial bounds of locations to be known because of the replacement of RPN with vSLAM-based RPM, it was utilized to train the vCNN fine-tuning process because of the presumption that locating the tools could potentially increase the accuracy of the overall model. Each surgical video frame is labeled with the certain workflow phase the surgery is in at that time.

5. RESULTS AND DISCUSSIONS

The vCNN model generates region proposals by understanding the constant localization from vSLAM 3D maps, and providing DL models with more information to capture and present bounding boxes. By comparing the model’s tool and workflow detection on the blind testing video frames with the ground truth, vCNN’s performance is evaluated. The vCNN achieves the state-of-the-art results of 96.8 mAP for tool detection (Figure 5) and 97.5 Jaccard score for workflow detection. It uses feature maps via CNN, regions via RPM, and sequences via LSTM in an end-to-end training process, in which visual features, spatial information, and temporal information are used in a respective manner.

As indicated in Figure 5, the vCNN generates accurate tool detection, surpassing prior studies by (1) optimizing region generation through the RPM algorithms and (2) fully utilizing spatio-temporal information. And, unlike other studies that have a wide range of detection accuracies for different tools, the mAP of all the tools detection by vCNN is in a more compact range, reflecting the universality of this model and its stable performance under the innovative vCNN architecture. Furthermore, as depicted in Figure 6, an in-depth analysis is performed for both correct and incorrect detection.

Most of R-CNN-based algorithms have a 5 FPS limit due to the RPN complexity; meanwhile, random forests and YOLO directly generates bounding boxes to aim real-time speed (25+ FPS). The vCNN model in run-time takes a total 20 ms, on average, for the blind test prediction, benefited by the instantaneous localization and mapping capability of vSLAM, reaching a real-time speed of 50 FPS.

By understanding real-time surgical videos, the proposed architecture has numerous potential medical applications, such as the automatic indexing of surgical video databases, the monitoring of surgical processes, the alerting of an upcoming complication, the optimization of real-time operating room scheduling, etc.

The real-time top performance of vCNN, via augmented reality (AR), could be utilized in providing surgical training and even in assisting real-time decisions. To prove the concept, A Microsoft HoloLens 2 application is created to provide real-time surgical (video) analysis via AR as a prototype, presenting a new capability in healthcare applications, including educational training and clinical practices. This application provides a training simulator to interact with surgery procedures in real-time AR, which should help trainees to develop decision-making abilities within weeks rather than months to years from long clinical practice; it is applicable to remote learning and coaching as well.

6. CONCLUSIONS

This paper proposed a deep learning architecture that utilizes visual features and spatio-temporal information gathered from videos. This method is based on a novel architecture called vCNN, which integrates a vSLAM-based RPM with CNN. It demonstrates that connecting visual features, spatial information, and temporal information for the deep learning training can increase the accuracy of tool detection to 96.8 mAP and workflow detection to 97.5 mean Jaccard on the surgical video datasets of M2CAI 2016 challenge. The vSLAM process is capable of generating 3D maps from the surgery videos recorded by a monocular camera. RPM can effectively generate region proposals from vSLAM 3D maps through constant tracking and localization, offering a high performance solution to capture and present bounding boxes in real-time, replacing RPN with comparable high accuracy and removing the ground truth requirements for bounding box annotations in the training datasets.

Future work includes continuing the expansion of research to higher-quality video recordings via stereo or RGB-D cameras, for better vSLAM/RPM performance, while also exploring general object detection in computer vision for biomedical imaging.
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