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Abstract—Unsupervised region representation learning aims to extract dense and effective features from unlabeled urban data. While some efforts have been made for solving this problem based on multiple views, existing methods are still insufficient in extracting representations in a view and/or incorporating representations from different views. Motivated by the success of contrastive learning for representation learning, we propose to leverage it for multi-view region representation learning and design a model called ReMVC (Region Embedding with Multi-View Contrastive Learning) by following two guidelines: (i) comparing a region with others within each view for effective representation extraction and (ii) comparing a region with itself across different views for cross-view information sharing. We design the intra-view contrastive learning module which helps to learn distinguished region embeddings and the inter-view contrastive learning module which serves as a soft co-regularizer to constrain the embedding parameters and transfer knowledge across multi-views. We exploit the learned region embeddings in two downstream tasks named land usage clustering and region popularity prediction. Extensive experiments demonstrate that our model achieves impressive improvements compared with seven state-of-the-art baseline methods, and the margins are over 30% in the land usage clustering task.

Index Terms—Contrastive learning, region representation, multi-view representation, urban computing

1 INTRODUCTION

As basic elements of a city, regions are areas where people live, work, and entertain. Studying region representations can help us explore the functions and properties of cities, which is beneficial for many downstream applications such as land usage clustering [1] and popularity prediction [2], and ultimately makes our cities smarter. In recent years, with the pervasiveness of mobile sensing technologies, a large amount of urban data such as Point-Of-Interests (POIs) and human mobility records become available. They provide great opportunities for addressing the region representation learning problem jointly from multi-views, where one view called the POI view is based on POIs and the other one called the mobility view is based on human mobility records. Many existing studies have been conducted on the region representation learning task based on these two views [1], [2], [3], [4], [5]. They typically tackle the problem following two steps: intra-view feature extraction and multi-view embedding fusion.

For intra-view feature extraction, two strategies have been studied. i) One is to construct a region graph based on region correlations and learn representations with graph embedding methods [1], [4]. However, the graph is usually defined based on heuristic measures, which encode the region features manually instead of a learnable encoder. ii) The other strategy addresses the mentioned shortcomings to some extent by learning a parameterized encoder to reconstruct the region features [3]. Nevertheless, the feature reconstruction strategy may focus on region details with little representative information. For example, considering a case where two regions both contain several residential buildings but serve as different functions reflected by some discriminate POIs such as bars and parks. With perfect POI reconstructions, these residential POIs would dominate the model learning and then generate similar representations for these two regions (with different urban functions).

For the multi-view embedding fusion, existing works exploit either concatenation [2], [3] or weighted average strategies [1]. However, the observations from different views should be highly correlated for the same region while less correlated for different regions, and the existing strategies cannot preserve the cross-view correlations explicitly.

Recently, the contrastive learning method has achieved great success in computer vision and natural language processing domains, demonstrating its superiority over other methods [6]. Motivated by its success, we propose to learn region representations by introducing comparison, which can help to capture abstract features and complex structures. Principally, a region may include some distinguished properties such as special POIs, which should be emphasized for intra-view feature extraction. We can capture this aspect easily by adopting the first guideline which is to compare a region with others within each view.

Furthermore, for a region, the multi-view data is generated due to the intrinsic region properties. For example, an entertainment region often includes certain POI types such as bars (in the POI view) and specific human mobility patterns such as large-scale flows in the evening (in the mobility view). Intuitively, only reasonable representations from multi-views can match each other. Therefore, we propose another guideline for multi-view embedding fusion which is to compare a region with itself across different views.

By following the two guidelines, in this paper, we propose a general representation learning framework called ReMVC (Region Embedding with Multi-View Contrastive Learning) for region embedding based on two views, namely the POI view and the mobility view. For each view, we design the intra-view contrastive learning module to extract region representations by maximizing the discrepancy between a region and other dissimilar regions. Furthermore, we design the inter-view contrastive learning module to preserve the proposed cross-view correlations between different views, and the feature learning in one view can constrain the learning in the other view. By using one view as the label for another, our model can also be regarded as transferring knowledge along bi-directions. Each view can learn how to represent the region by treating another view as the reference. In summary, we make the following contributions:

- We design a multi-task learning framework called ReMVC which mainly consists of (1) an intra-view contrastive learning module for discriminate representations extraction; (2) and an inter-view contrastive learning module for inter-view cooperation and information sharing. In fact, we are aware of no existing methods which use contrastive learning for both intra and inter-view representation learning.
- We conduct extensive experiments and the results demonstrate that our model outperforms existing methods on two downstream tasks, and the margins are over 30% in the land usage clustering task. Our codes and data are available online. 1

1. https://github.com/Liang-NTU/ReMVC
2 RELATED WORK

Region Representation Learning. Recently, a few studies propose to learn generic region representations from unlabeled urban data. To this end, the geo-tagged social media data and satellite images are exploited first. The study in [7] exploits topic models to process twitter texts and the extracted topics can serve as region representation. Following studies extend the idea by using deep learning methods. For instance, TNE [8] defines a graph learning framework for geo-tagged social media data. Tile2Vec [9] regards a region as satellite images and learns region embeddings with image representation learning methods. M2G [10] proposes a multi-task learning framework based on both geo-tagged check-ins and satellite images.

Other studies propose approaches that merely use easily available data including human mobility patterns and POI attributes to learn representations of regions. Along this line, [4] and [11] construct transition graphs between regions based on human mobility patterns and use path sampling and AutoEncoder to extract region representations. CGAL [3] considers both mobility connectivity and geographic distance to construct POI-POI graphs for each region and develops an “encode-decode” based framework. [1] further extends CGAL by replacing the AutoEncoder with cross-view GNNs. However, these approaches follow the similar learning strategy by using a reconstruction framework and a simple embedding fusion method, which may lead to ineffective region representations, as explained in the introduction section. Different from these studies, we introduce the contrastive learning for both intra and inter-view to enhance discriminate embedding learning and multi-view cooperation.

Contrastive Learning. Contrastive learning is an emerging machine learning paradigm which aims to learn data representations form unlabeled raw data [12]. The typical contrastive models learn data representation through comparing similar sample pairs with dissimilar ones and adopting the Noise Contrastive Estimation (NCE) objective. It is commonly used for visual and video feature extraction [13]. For example, simply asking the network to recognize the image orientation and invariance to data augmentation [12] can learn high-quality image representations which can be used in downstream tasks such as image classification. Nowadays, contrastive learning has also been applied to other domains such as graph embedding and point set representations [14]. For instance, based on the mutual information between each node and the local graph structure, pre-trained GNNs [15] can learn robust node and graph representations. In this paper, we propose a contrastive learning framework for region presentation learning based on POI data and mobility data, which is the first of its kind.

Multi-view Representation Learning. There is a rich literature of multi-view representation learning: most of the methods were designed for specific views of data such as images [16], graphs [17] and heterogeneous graphs [18], yet few is generally applicable across different views of data. These methods can be roughly categorized as representation alignment methods and representation fusion methods [19]: the former learn multi-view representations jointly with the alignment among different views used as regularizers/constraints and the latter learn representations of individual views separately and then fuse the representations as those for the multi-views.

Our method is a representation alignment method and differs from existing methods in: (1) it uses contrastive learning for both intra-view and inter-view representations learning for the first time; and (2) it is tailored for region data with POI view and mobility view.

3 PROBLEM FORMULATION

Following existing studies [1], we partition the space into a set of \( L \) non-overlapping regions, denoted by \( R = \{r_1, r_2, \ldots, r_L\} \). In this paper, we consider two views for region representation learning, namely the POI view which is based on the POIs in a region and the mobility view which is based on human mobility records.

POI View. The region attributes are inherent geographic features of each region. A certain type of attribute can be represented as \( f_i \) for the \( k \)th region, where \( f_i \in \mathbb{R}^F \) and \( F \) is the number of feature dimensions. In this paper, we use POI categories as region attributes by following [1], [2]. Each dimension in \( f_i \) denotes the ratio of POIs with the corresponding category in the \( k \)th region.

Mobility View. We define the mobility flow data as a set \( T = \{t_1, t_2, \ldots, t_N\} \) of trips. Each trip \( t_i \) is a tuple consisting of the source and destination locations of the trip as well as the time information, which is denoted as \( (r_s, r_d, h) \). We map the source and destination to their corresponding regions. Then we can define two heat maps \( MS_{I} \) and \( MD_{I} \in \mathbb{R}^{H \times L} \) for the \( k \)th region, where \( H \) is the number of time slices and \( L \) is the number of regions. The element \( MS_{I}^{h}\) for a region \( r_s \) is defined as \( MS_{I}^{h} = \{(r_s, r_d, h)|h = i, r_s = r_p, r_d = r_q\} \). Similarly, by specifying \( r_d \) as the source and other regions \( r_s \) as the destination, we can obtain another matrix \( MD_{I} \) for the \( k \)th region.

Region Representation Learning Problem. Given heat maps \( MS, \) \( MD \) and region attributes \( f \) for regions in \( R \), the problem is to learn a latent embedding of each region, which is denoted as \( E = \{e_1, e_2, \ldots, e_L\} \in \mathbb{R}^d \) with \( d \) as the embedding size.

4 METHODOLOGY

In this section, we propose a novel deep neural network called ReMVC (Region Embedding with Multi-View Contrastive Learning) to cope with the region representation learning problem. The overview of the model architecture is shown in Fig. 1, which has two important modules: the intra-view contrastive learning to discriminate representations extracted from both POI and human mobility views, and the inter-view contrastive learning to deal with effective multi-view embedding fusion. Our key innovation lies in incorporating contrastive learning in both views by following two guidelines. The first guideline is to compare a region with other regions within each view, which is followed by the intra-view contrastive learning module. The second guideline is to compare a region with itself across different views, which is followed by the inter-view contrastive learning module.

4.1 Intra-View Contrastive Learning

Consider the POI view first. The POI features to be encoded are defined as \( f_i \) for the \( k \)th region \( r_s \). We define an augmentation function \( \psi(f_i, a) \), where \( a \) is sampled from a set of data augmentation strategies \( A \). We design three POI level augmentations for \( A \): (1) Random Insertion: insert for each POI in region \( r_s \) a random one with probability \( p \); (2) Random Deletion: drop each POI with probability \( p \); and (3) Random Replacement: replace each POI with a random one with probability \( p \).

Then the positive region set \( P_k \) of \( r_s \) is defined as \( P_k = \{f_i, a|a \in A\} \), where the positive samples \( f_i, a \) are region augmentations \( \psi(f_i, a) \), which is based on the principle that a region is similar to itself with some augmentations. The negative set \( N_k \) is defined as...
\[ \mathcal{L}_{\text{poi}} = \sum_{r \in \mathcal{R}} \left[ -\log \sum_{a \in \mathcal{A}_r} D^{\text{in}}(z_{\mathcal{G}}^r, z_{\mathcal{G}, a}^r) + \log \left( \sum_{a \in \mathcal{A}_r} D^{\text{in}}(z_{\mathcal{G}}^r, z_{\mathcal{G}, a}^r) + \sum_{a \in \mathcal{A}_k} D^{\text{in}}(z_{\mathcal{G}}^r, z_{\mathcal{G}, a}^k) \right) \right]. \]

Here, the \( z_{\mathcal{G}}^r \) is the positive embedding and \( z_{\mathcal{G}, a}^r \) denotes the negative embedding. The function \( D^{\text{in}} \) is an intra-view discriminator that takes two vectors as inputs and then scores the similarity between them. We simply implement it as the inner product as follows, where \( \tau \) refers to the temperature parameter:

\[ D^{\text{in}}(z_{\mathcal{G}}^r, z_{\mathcal{G}, a}^r) = \exp \left( \frac{z_{\mathcal{G}}^r \cdot z_{\mathcal{G}, a}^r}{\tau} \right). \]

Similarly, we define the augmentation function \( \varphi(\mathbf{M}_s, \mathbf{M}_d, \sigma) \) and transformation set \( \mathcal{A}_n \) for the mobility view, where \( \mathcal{A}_n \) is implemented based on an operation called Noise Injection: add to each element in heatmaps \( \mathbf{M}_s \) and \( \mathbf{M}_d \) a Gaussian noise with mean 0 and variance \( \sigma \). We then define a positive set \( \mathcal{P}_k = \{ (\mathbf{M}_{s,a}, \mathbf{M}_{d,a}) | a \in \mathcal{A}_n \} \) which is obtained based on region augmentations and a negative set \( \mathcal{N}_k = \{ (\mathbf{M}_{s,a}, \mathbf{M}_{d,a}) | a \in \mathcal{A}_n \} \) which is randomly sampled. Similarly, we define the sampling probability of each candidate region based on its mobility feature distance from the anchor region \( r_k \). \( N_m \) is the predefined negative size for mobility view.

\[ \mathbf{z}_n^{\text{in}} = \mathbf{G}^{\text{in}}(\mathbf{M}_{s,n}, \mathbf{M}_{d,n}) = \text{Avg} \left( \text{MLP}(\mathbf{M}_s), \text{MLP}(\mathbf{M}_d) \right). \]

Afterwards, based on the learned positive embedding \( \mathbf{z}_n^{\text{in}} = \mathbf{G}^{\text{in}}(\mathbf{M}_{s,a}, \mathbf{M}_{d,a}) \) and negative embedding \( \mathbf{z}_n^{\text{in}} = \mathbf{G}^{\text{in}}(\mathbf{M}_{s,n}, \mathbf{M}_{d,n}) \), the intra-view contrastive signals for mobility view can be formulated as follows:

\[ \mathcal{L}_{\text{mob}} = \sum_{r \in \mathcal{R}} \sum_{a \in \mathcal{A}_n} \left[ -\log \sum_{a \in \mathcal{A}_n} D^{\text{in}}(\mathbf{z}_n^{\text{in}}, \mathbf{z}_{\mathcal{G}, a}^{\text{in}}) + \log \left( \sum_{a \in \mathcal{A}_n} D^{\text{in}}(\mathbf{z}_n^{\text{in}}, \mathbf{z}_{\mathcal{G}, a}^{\text{in}}) + \sum_{a \in \mathcal{A}_k} D^{\text{in}}(\mathbf{z}_n^{\text{in}}, \mathbf{z}_{\mathcal{G}, a}^k) \right) \right]. \]
5.1 Experiment Settings

Dataset. We collect several real-world datasets of New York City from NYC open data website. The statistics of each dataset are reported in Table 1. The first dataset is the boundary data. We use the city boundaries designed by the US Census Bureau for region embedding learning. Following the experimental settings in [1], we use the Manhattan borough as our studied area. The second dataset is the human mobility data. We use complete taxi trip records of August 2013 as our training data. Each trip record contains the pick-up and drop-off locations and time stamps. For each time stamp, we map it to an hourly-long bin in one day to construct the mobility heat maps. The last dataset is the NYC POI data provided by [21], which includes over 17,000 POIs across over 200 fine-grained categories. We regard these locations' categories as POI attributes for each region following the work in [1].

Evaluation Metrics. We use three metrics, namely Normalized Mutual Information (NMI), Adjusted Rand Index (ARI) and F-measure, for the land usage clustering task following [5]. And we use three metrics, namely Mean Absolute Error (MAE), Root Mean Square (RMSE), and the Coefficient of Determination ($R^2$), for the region popularity prediction task following [1]. The detailed definitions of these metrics are presented in a technical report.

Baseline Methods. We compare our method with the following 7 baselines, which are existing methods of region embedding based on mobility patterns and/or POI features. POI merely uses the POI categories of a region with the TF-IDF method as the region embedding. HDGE [4] learns region representations by path sampling on a multi-layer mobility graph and spatial graph. ZE-Mob [5] learns region representations by employing mutual information matrix decomposition, which considers the region co-currency relations. MV-PN [2] learns region embedding by compressing multi-view POI networks. CGAL [3] extends MV-PN by employing an adversarial training method. MVURE [1] learns region representations by performing graph convolution on multiple homogeneous graphs. M2GRL [22] is a general multi-view embedding method which learns view-specific representations by graph reconstruction. Among these baselines, POI, HDGE and ZE-Mob are all single-view based methods which merely use the POI categories or human mobility patterns. MV-PN, CGAL, MVURE and M2GRL are multi-view based methods using both POI features and mobility patterns. The implementation details are presented in our technical report.

5.2 Land Usage Clustering

We first evaluate the learned embeddings in the land usage clustering task. As shown in the Fig. 2, the borough of Manhattan is divided into 29 districts based on land usage. We conduct k-means clustering ($k = 29$) with the region embeddings as inputs, and the regions in the same cluster are assigned with the same type.

We show the performance results of different methods in Table 2, where the best performance is in boldface and the second best is underlined. Overall, our method performs consistently better than all the baselines in terms of three metrics, and the margin reaches near 10% for NMI and near 30% for ARI and F-measure. Specifically, POI (TF-IDF) performs the worst among the baselines. A possible reason is that the high dimensional representation based on POI categories is inefficient for the clustering task. For HDGE and ZE-Mob, the region attributes such as POIs are not considered, which may cause information loss. MVURE and M2GRL which consider multi-view region correlations perform much better than single-view based methods. For MV-PN and CGAL, they achieve comparable performance because they adopt the same idea but different training strategies. In contrast, we use the contrastive learning to highlight the discriminative features, which help our model achieve the best performance.

We also visualize the clustering results of the methods that have the top ARI scores in Fig. 2, where two regions in the same color are in the same cluster. The cluster size is used as the index of colors here. We can find that the functional regions are weakly identified by M2GRL, and some clusters are mixed with each other especially in the middle right part. In contrast, ReMVC gives more satisfying identification with clearer cluster boundaries. More visualization results can be found in a technical report.

5.3 Popularity Prediction

Region popularity prediction is another commonly used task. Following this setting, we aggregate the check-in counts within each region as the ground truth of popularity, which can be found in [21]. To evaluate the effectiveness of different region embedding methods, we use the Lasso regression model for this downstream task. All results are obtained by 5-Fold cross-validation.

The results are also shown in Table 2. The proposed model performs consistently better than all the baselines in terms of three metrics. Among the baselines, MV-PN and CGAL achieve comparable results with the POI (TF-IDF) methods. A possible reason is that the mobility modeling module serves as an oversimplified regularization part in both methods, and the region representation is obtained by compressing POI features. These models cannot fully exploit multi-view correlations. Because human mobility is highly related to region popularity, HDGE and ZE-Mob achieve good results on this task. Compared with other multi-view learning methods MVURE and M2GRL, our method performs better with the inter-view contrastive learning module to propagate information across different views.

5.4 Module Evaluation

In this experiment, we further inspect how each module of ReMVC affects the clustering and regression performance.

Specifically, by removing the POI encoder $G^p$ and Mobility encoder $G^m$ from ReMVC, we can obtain two simplified models w/o POI and w/o Mob, in which we train our model only based on one of the two views. We also disable the inter-view contrastive
learning module and directly concatenate two embeddings without knowledge propagation in a simplified model w/o IV. Additionally, in order to verify the necessity of exploiting contrastive learning in the intra-view feature extraction, we replace it with an AutoEncoder using MSE loss and obtain the base model ReMVC-MSE. The encoder and decoder are implemented as $G_{MLP}$ and the size of middle layer is set as 32 for fair comparison.

From the results shown in Table 3, we have the following observations. (1) ReMVC which considers multi-view information generally has better performance than the methods considering only single-view data, i.e., w/o POI and w/o Mob. The result demonstrates that each view has its own merit to enhance the region representation. Meanwhile, the model w/o POI outperforms w/o Mob on both two tasks. One possible reason is that POIs often suffer from data sparsity problem. (2) Our full model ReMVC brings around 20% (in terms of MAE) improvement compared with the base model w/o IV, showing that the proposed inter-view contrastive learning module can fully exploit the multi-view data and the importance of information propagation between views. (3) ReMVC outperforms ReMVC-MSE by a large margin especially in the land usage clustering task. The results show that the feature reconstruction pretext task is not as effective as contrastive learning in region representation learning. Similar to the image data, a region can be identified by its distinct structures rather than its pixel-level details.

In general, contrastive learning and multi-view cooperation are key components for our model. Due to the page limit, we present the experiment results of other ablation studies and parameters analysis in a technical report.

### 6 Conclusion

In this paper, we study the problem of learning an embedding space for regions using multi-view information. We identify and introduce two guidelines for this problem: i) comparing a region with others within each view for effective representation extraction and ii) comparing a region with itself across different views for cross-view information sharing. Based on the guidelines, we propose a novel multi-view joint learning model ReMVC for region embedding, which features in the schemes of intra-view and inter-view contrastive learning. Note that our contrastive learning structure can also be applicable to other domains. When this structure is applied to other domains, some implementation details (including the augmentation methods, loss functions, etc.) need to be adjusted to better suit the target domain.
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