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Abstract. We study Markov multi-maps of the interval from the point of view of topological dynamics. Specifically, we investigate whether they have various properties, including topological transitivity, topological mixing, dense periodic points, and specification. To each Markov multi-map, we associate a shift of finite type (SFT), and then our main results relate the properties of the SFT with those of the Markov multi-map. These results complement existing work showing a relationship between the topological entropy of a Markov multi-map and its associated SFT. We also characterize when the inverse limit systems associated to the Markov multi-maps have the properties mentioned above.

1. Introduction

The topological dynamics of multi-maps (also called set-valued functions) have been studied in various contexts with some early examples including [1, 25]. In the past decade, there has been a renewed focus on the topic [10, 13, 17, 20, 21, 24].

A multi-map of the interval is a function \( F : [0, 1] \to 2^{[0,1]} \), where \( 2^{[0,1]} \) denotes the set of closed subsets of \([0,1]\). To any such multi-map one may associate two natural dynamical systems: the forward trajectory system and the inverse limit system. The state space of the forward trajectory system is \( X = X(F) \subset [0,1]^{\mathbb{Z}_{\geq 0}} \), where

\[
X = \{ x \in [0,1]^{\mathbb{Z}_{\geq 0}} : \forall k \geq 0, \ x_{k+1} \in F(x_k) \}.
\]

The natural map for this system is given by the left-shift \( T : X \to X \), defined by setting \( T(x)_k = x_{k+1} \). In this way, the multi-map \( F \) gives rise to the topological dynamical system \((X, T)\).

To construct the inverse limit system, we begin with the state space \( Y = Y(F) \subset [0,1]^{\mathbb{Z}_{\leq 0}} \), where

\[
Y = \{ y \in [0,1]^{\mathbb{Z}_{\leq 0}} : \forall k \leq -1, \ y_{k+1} \in F(y_k) \}.
\]

The natural map for this system is given by the right-shift, \( S : Y \to Y \), defined by setting \( S(y)_k = y_{k-1} \). Observe that while \( F \) is a multi-map, both \( T \) and \( S \) are continuous, single-valued functions. This enables us to discuss the dynamics of \( F \) in terms of the systems \((X, T)\) and \((Y, S)\).

For general multi-maps of the interval, the forward trajectory system and the inverse limit system can exhibit a wide variety of behaviors. Over the last decade, there has been extensive research, in particular, on the topology of the inverse limit space with some recent examples including [4,13,16,26]. In the present work, we focus on the case of Markov multi-maps of the interval. In this context, one may associate to any Markov multi-map of the interval a shift of finite type (SFT) that captures the combinatorics of the multi-map. Markov multi-maps
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have been studied in recent years with a focus on how the associated SFT can be used to investigate the topological structure of the inverse limit \([2, 5, 6, 11]\), as well as its topological entropy \([3, 18]\).

In this work, we establish tight connections between the topological dynamics of the forward trajectory system and the associated SFT on the one hand (see Theorems \([5.1, 5.2]\) and \([6.1]\)), and between the forward trajectory system and the inverse limit system on the other hand (see Propositions ). Taken together, these results allow one to understand the topological structure of the inverse limit \([2, 5, 6, 11]\), as well as its topological entropy \([3, 18]\).

In Section 2, we give background definitions and notation, and, in Section 3, we give a definition for Markov multi-maps and establish additional terminology and notation related to them. We establish some preliminary results in Section 4 before stating and proving our main results in Sections 5 and 6. In Section 7, we show a connection between the dynamics of the forward and inverse trajectory spaces and other results demonstrating the utility of the main results. Finally, we present two examples, one to which our results apply and one to which they do not, in Section 8.

2. Background and notation

A topological dynamical system consists of a compact metric space \((X, d)\) and a continuous function \(f : X \rightarrow X\). We define \(f^n = f\), and given \(n \geq 2\), we define \(f^n = f \circ f^{n-1}\). A point \(x \in X\) is called periodic under \(f\) if \(f^n(x) = x\) for some \(x \in X\). The system \((X, f)\) is topologically transitive if for every pair of non-empty, open sets \(U, V \subset X\), we have \(f^n(U) \cap V \neq \emptyset\) for some \(n \geq 0\). We say that \((X, f)\) is Devaney chaotic if it is topologically transitive and the set of periodic points is dense in \(X\). This is not the original definition given by Devaney in \([12]\), but it was shown to be equivalent in \([7]\).

The system \((X, f)\) is topologically mixing if for every pair of non-empty, open sets \(U, V \subset X\), there exists \(N \geq 0\) such that \(f^n(U) \cap V \neq \emptyset\) for all \(n \geq N\). Clearly topological mixing implies topological transitivity. In some contexts, it also implies Devaney chaos, but this is not always the case. For a thorough treatment of these properties and their relationships to one another, see \([9]\).

The specification property was introduced in \([8]\) as a sufficient condition for positive topological entropy, but has since been studied extensively as a property unto its own. (See \([22]\) for a thorough discussion of the specification property and its variants.) The system \((X, f)\) has the specification property provided that for all \(\epsilon > 0\), there exists \(N \geq 0\) such that given any \(x_1, \ldots, x_l \in X\) and positive integers \(a_1 \leq b_1 < a_2 \leq b_2 < \cdots < a_l \leq b_l\) with \(a_{i+1} - b_i \geq N\), for all \(i = 0, \ldots, l-1\), and given any \(p \geq b_l + N\), there exists a point \(z \in X\) such that \(f^p(z) = z\) and, for all \(k = 0, \ldots, l\) and all \(a_k \leq i \leq b_k\), \(d(f^i(z), f^i(x_k)) < \epsilon\). Every dynamical system with the specification property also has topological mixing and Devaney chaos.

2.1. Multi-maps. We denote by \(2^{[0,1]}\) the set of closed subsets of \([0,1]\), and a multi-map of the interval is a function \(F : [0,1] \rightarrow 2^{[0,1]}\). The graph of \(F\) is the set \(G(F) = \{(x,y) \in [0,1]^2 : y \in F(x)\}\). A forward trajectory for \(F\) is a sequence \((x_0, x_1, \ldots) \in [0,1]^{\mathbb{Z}_{\geq 0}}\) such that \((x_i, x_{i+1}) \in G(F)\) for all \(i \geq 0\), and an inverse trajectory for \(F\) is a sequence \((x_0, x_{-1}, \ldots) \in \mathbb{Z}_{\geq 0}\) such that \((x_i, x_{i+1}) \in G(F)\) for all \(i \leq 0\).
[0, 1]^{Z_{\leq 0}}$ such that $(x_{i-1}, x_i) \in G(F)$ for all $i \leq 0$. As mentioned in Section 1 above, we denote the sets of forward and inverse trajectories by $X$ and $Y$, respectively, and we consider the appropriate shift maps $T : X \to X$ and $S : Y \to Y$. We endow $X$ and $Y$ with the topologies they inherit as subspaces of $[0, 1]^{Z_{\leq 0}}$ and $[0, 1]^{Z_{\leq 0}}$ respectively and note that they are metrizable spaces.

We also wish to consider finite versions of these spaces. In the finite case, there is no need for distinction between a forward or inverse trajectory. A finite trajectory is any closed set $C \subset A$ such that for every $a, b \in C$ and every $n \geq 1$, there is a word $u \in \mathcal{L}(C)$ beginning with $a$ and ending with $b$. We call $C$ an irreducible component of $A$ if it is a maximal irreducible subset of $A$. A set $C \subset A$ is mixing if there exists $N \geq 1$ such that for every $a, b \in C$ and every $n \geq N$, there is a word $u \in \mathcal{L}_n(C)$ beginning with $a$ and ending with $b$. A maximal mixing subset of $A$ is called a mixing component. Given a set $C \subset A$, the subsystem $\Sigma(M(C))$ is topologically transitive (resp. topologically mixing) if and only if the set $C$ is irreducible (resp. mixing).

2.2. Shifts of finite type. Let $A$ be a finite set. The one-sided full shift on $A$ is the set $\Sigma = A^{Z_{\geq 0}}$, which we endow with the product topology from the discrete topology on $A$. Note that this makes $\Sigma$ into a compact metrizable space. There is a natural transformation $\sigma : \Sigma \to \Sigma$ defined for $a = (a_0, a_1, a_2, \ldots) \in \Sigma$ by $\sigma(a)_n = a_{n+1}$ and called the left-shift map on $\Sigma$. The pair $(\Sigma, \sigma)$ and its subsystems are very well-studied topological dynamical systems (see [23] for a thorough introduction). The set $A$ is called the alphabet for $\Sigma$.

A subshift of $\Sigma$ is any closed set $Z \subset \Sigma$ with $\sigma(Z) \subset Z$. We will be focused on a particular type of subshift defined by a transition matrix $M : A \times A \to \{0, 1\}$. Given a finite alphabet $A$ and a transition matrix $M$ on $A$, we define the nearest neighbor shift of finite type (SFT) by

$$\Sigma_M = \{ a \in \Sigma : \forall n \geq 0, M(a_n, a_{n+1}) = 1 \}.$$ 

Note that $\Sigma_M$ is a compact subset of $\Sigma$, and $\Sigma_M$ is invariant under $\sigma$, in the sense that $\sigma(\Sigma_M) \subset \Sigma_M$.

3. Markov multi-maps and their associated SFTs

In this section we introduce Markov multi-maps. We give the definition and discuss some of their properties. We also define the SFT associated to a Markov multi-map, and we present the properties of these associated SFTs that are referenced in our main results (Theorems 5.1, 6.2 and 6.1).

Definition 3.1. A Markov multi-map of $[0, 1]$ is defined by a tuple

$$F = (P, A_0, A_1, A_2, D, R, \{f_a\}_{a \in A_0}).$$
satisfying the following conditions:

1. \( P = \{p_0, \ldots, p_r\} \) is a finite partition of the interval such that \( 0 = p_0 < \cdots < p_r = 1 \);
2. \( A = A_0 \cup A_1 \cup A_2 \) is a finite set;
3. \( D: A \to 2^{[0,1]} \), and for each \( a \in A \), there exists \( p_i \in P \) such that
   \[
   D(a) = \begin{cases} 
   [p_i, p_{i+1}], & \text{if } a \in A_0 \\
   \{p_i\}, & \text{if } a \in A_1 \cup A_2; 
   \end{cases}
   \]
4. \( R: A \to 2^{[0,1]} \), and for each \( a \in A \), there exists \( u \leq v \) in \( P \) such that \( R(a) = [u, v] \), where we also require that
   \[
   \begin{cases} 
   u < v, & \text{if } a \in A_0 \\
   u < v \text{ and } R(a) \cap P = \{u, v\}, & \text{if } a \in A_1 \\
   u = v, & \text{if } a \in A_2; 
   \end{cases}
   \]
5. for each \( a \in A_0 \), \( f_a: D(a) \to R(a) \) is a homeomorphism;
6. \( [0,1] = \bigcup_{a \in A} D(a) \).

Such a tuple defines a multi-map \( F: [0,1] \to 2^{[0,1]} \) by the following rule: for \( x \in [0,1] \), we let

\[
F(x) = \left( \bigcup_{a \in A_0, x \in D(a)} \{f_a(x)\} \right) \cup \left( \bigcup_{a \in A_1 \cup A_2, x \in D(a)} R(a) \right).
\]

For \( a \in A_0 \), let \( G(a) \) denote the graph of \( f_a \). For \( a \in A_1 \cup A_2 \), let \( G(a) = D(a) \times R(a) \). Then the graph of \( F \) is

\[
G(F) = \bigcup_{a \in A} G(a).
\]

Note that each \( G(a) \) is closed in \([0,1] \times [0,1]\), and so is \( G(F) \).

Now we make some additional graph-related definitions.

**Definition 3.2.** Let \( a \in A \).

- Suppose \( a \in A_0 \) with \( D(a) = [p_i, p_{i+1}] \) and \( R(a) = [u, v] \). Define \( D_0(a) = (p_i, p_{i+1}) \) and \( R_0(a) = (u, v) \), and let \( G_0(a) \) be the graph of \( f_a|_{D_0(a)} \).
- Suppose \( a \in A_1 \) with \( D(a) = \{p\} \) and \( R(a) = [u, v] \). Define \( D_0(a) = \{p\} \) and \( R_0(a) = (u, v) \), and let \( G_0(a) = \{p\} \times R_0(a) \).
- Suppose \( a \in A_2 \), with \( D(a) = \{p\} \) and \( R(a) = \{q\} \). Define \( D_0(a) = \{p\} \) and \( R_0(a) = \{q\} \), and let \( G_0(a) = \{(p, q)\} \).

With these definitions, we may now say what it means for a Markov multi-map to be properly parametrized.

**Definition 3.3.** A Markov multi-map is properly parametrized if the collection \( \{G_0(a) : a \in A\} \) forms a partition of \( G(F) \).

Throughout the paper we assume that all Markov multi-maps are properly parametrized. (As was shown in \([18]\), if \( F_0 \) is any Markov multi-map, there exists a properly parametrized Markov multi-map \( F_1 \) such that \( G(F_0) = G(F_1) \).) We also note that Section 8 contains two examples of properly parametrized Markov multi-maps.
3.1. **Associated SFT.** Let $F$ be any properly parametrized Markov multi-map. Observe that for any $a, b \in \mathcal{A}$, if $D_0(b) \cap R_0(a) \neq \emptyset$, then $D_0(b) \subset R_0(a)$. This property (sometimes called the Markov property) enables us to make connections between $F$ and the following SFT, which we associate to $F$.

**Definition 3.4.** Let $M$ be the square matrix indexed by $\mathcal{A}$ such that for $a, b \in \mathcal{A}$,

$$M(a, b) = \begin{cases} 1, & \text{if } D_0(b) \subset R_0(a) \\ 0, & \text{otherwise.} \end{cases}$$

Let $\Sigma_M \subset \mathcal{A}^{\mathbb{Z}_{\geq 0}}$ be the nearest-neighbor SFT with alphabet $\mathcal{A}$ and transition matrix $M$.

In what follows we will use the language of the SFT $\mathcal{L} = \mathcal{L}(\Sigma_M)$ to code finite and infinite trajectories. We make this notion explicit in the following definition.

**Definition 3.5.** Let $n \geq 2$. We say that $(x, u) \in X_n \times \mathcal{L}_{n-1}$ is a **labeled finite trajectory** (of length $n$) if

$$(x_k, x_{k+1}) \in G(u_k), \quad \forall k = 0, \ldots, n-2.$$ 

We denote the set of labeled finite trajectories of length $n$ by $\mathcal{T}_n$ and endow it with the subspace topology inherited from $[0,1]^n \times \mathcal{A}^{n-1}$ (which has the product of the usual topology on $[0,1]^n$ and the discrete topology on $\mathcal{A}^{n-1}$).

We say that $(x, u) \in \mathcal{T}_n$ is a **special labeled finite trajectory** (of length $n$) if

$$(x_k, x_{k+1}) \in G_0(u_k), \quad \forall k = 0, \ldots, n-2.$$ 

We denote the set of special labeled finite trajectories of length $n$ by $\mathcal{S}_n$ and endow it with the subspace topology inherited from $\mathcal{T}_n$.

3.2. **Family of inverse functions.** From Definition 3.1 if $a \in \mathcal{A}_0$, then $f_a$ is a homeomorphism, and thus we may define $g_a = f_a^{-1}$. For $a \in \mathcal{A}_1 \cup \mathcal{A}_2$, recall that $D(a)$ is a singleton, and then we define $g_a : R(a) \to D(a)$ to be the constant function. In this way, for every $a \in \mathcal{A}$, we have a continuous function $g_a : R(a) \to D(a)$ such that $G(a) = \{(x, y) : y \in R(a), x = g_a(y)\}$.

We now define inverse functions for all words in $\mathcal{L}$. Given $u = u_0 \cdots u_n \in \mathcal{L}$, the definition of $M$ guarantees that $D(u_i) \subset R(u_{i-1})$ for each $i = 1, \ldots, n$, and thus we may define

$$g_u = g_{u_n} \circ \cdots \circ g_{u_0}.$$ 

This brings us to an additional piece of notation to define. For every $u = u_0 \cdots u_n \in \mathcal{L}$ we define $I_u = g_u(R(u_n))$. Observe that

$$I_{u_0 \cdots u_n} \subset I_{u_0 \cdots u_n-1} \subset \cdots \subset I_{u_0} = D(u_0).$$

In many cases, the subset relationships in (3.1) are not proper. In fact, there is one specific condition that makes one of these proper. Recall, again from Definition 3.1, that if $a \in \mathcal{A}_0$, then $R(a)$ is an interval with endpoints from the partition $P$, but the endpoints do not need to be adjacent within the partition. If $ab \in \mathcal{L}$, then $I_{ab}$ is a proper subset of $I_a$ if and only if $a \in \mathcal{A}_0$ and the endpoints of $R(a)$ are not adjacent partition elements.

3.3. **Conditions on the associated SFT.** The main theorems of this paper make reference to three conditions on $\Sigma_M$, which we define here. The first arises from concepts discussed in the previous subsection. Given a (possibly degenerate) interval $I = [p, q]$, we define $\ell(I) = q - p$. Also, for a subshift $Z$ on alphabet $\mathcal{A}$, we say that $Z$ is **transitive on symbols** if $\forall a, b \in \mathcal{L}_1(Z)$, there exists a word in $\mathcal{L}(Z)$ that starts with $a$ and ends with $b$. 


Definition 3.6. We say that \( \Sigma_M \) satisfies the Coding Condition (CC) if there exists a subshift \( Z \subset \Sigma_M \) such that \( Z \) is transitive on symbols and

1. For all \( y \in [0, 1] \), there exists \( a \in Z \) and \( x \in X \) such that \( (x_i, x_{i+1}) \in G(a_i) \) for all \( i \geq 0 \) and \( x_0 = y \);
2. \( \lim_{n \to \infty} \max_{u \in \mathcal{L}_n(Z)} \ell(I_u) = 0 \).

Property (1) in this definition guarantees that the subshift \( Z \) codes trajectories that start at any point \( y \in [0, 1] \). Property (2) can be viewed as a generalization of the notion of uniformly expanding for (single-valued) Markov maps of the interval. In Section 7, we give sufficient conditions for the Coding Condition that are relatively easy to verify.

Before proceeding to the next definition, notice that there may be redundancy in how some trajectories in \( X \) are coded in \( \Sigma_M \). Recall that if \( a \in \mathcal{A}_0 \cup \mathcal{A}_1 \), then \( G(a) \) is an arc in \([0, 1]^2\). Each endpoint of that arc must be separately represented by an element of \( \mathcal{A}_2 \). Thus there are finite trajectories that may be coded by a word in \( \mathcal{L}(\mathcal{A}_2) \) and also by a word in \( \mathcal{L}(\mathcal{A}_0) \cup \mathcal{A}_1 \). The following definition serves to distinguish those elements of \( \mathcal{A} \) that are “essential” in coding the trajectories in \( X \).

Definition 3.7. We say that a word \( u \in \mathcal{L}_n \) is called essential if the set \( \{ x \in X_{n+1} : (x, u) \in \mathcal{S}_{n+1} \} \) is open in \( X_{n+1} \). An element \( a \in \mathcal{A} \) is called essential if it appears in an essential word. We denote the set of essential elements of \( \mathcal{A} \) by \( \mathcal{A}^{(e)} \), and we define the set of essential symbolic sequences to be

\[
E = \{ a \in \Sigma_M : \forall i \geq 0, a_i \in \mathcal{A}^{(e)} \}.
\]

In Lemmas 4.4 and 4.5, we show that every trajectory can be coded using exactly one sequence of essential elements of \( \mathcal{A} \).

Definition 3.8. We say that \( \Sigma_M \) satisfies the Irreducibility Condition (IC) if there is an irreducible component \( \mathcal{C} \subset \mathcal{A} \) such that \( \mathcal{A}^{(e)} \subset \mathcal{C} \). Similarly, we say that \( \Sigma_M \) satisfies the Mixing Condition (MC) if there is a mixing component \( \mathcal{C} \subset \mathcal{A} \) such that \( \mathcal{A}^{(e)} \mathcal{C} \).

We have now defined all the terminology used in our main results (Theorems 5.1, 5.2 and 6.1).

4. Preliminary results

In this section we establish results that will be useful in the proofs of our main theorems. We assume throughout that \( F \) is a properly parametrized Markov multi-map, \( X \) is its forward trajectory space, and \( \Sigma_M \) is the associated SFT. We begin with some comments about the topological structure of the of the space of finite trajectories.

Remark 4.1. For every word \( u = u_0 \cdots u_{n-1} \in \mathcal{L}_n \), \( R(u_{n-1}) \) is homeomorphic to the set \( \{ x \in X_{n+1} : (x, u) \in \mathcal{T}_{n+1} \} \). Specifically, using the family of inverse functions \( \{ g_a : a \in \mathcal{A} \} \), we may define a homeomorphism

\[
\phi : R(u_{n-1}) \to \{ x \in X_{n+1} : (x, u) \in \mathcal{T}_{n+1} \}
\]

by \( \phi(x) = (y_i)_{i=0}^{n+1} \) where \( y_i = g_u \circ \cdots \circ g_{u_{n-1}}(x) \) for \( 0 \leq i \leq n \), and \( y_{n+1} = x \). Likewise, \( R_0(u_{n-1}) \) is homeomorphic to the set \( \{ x \in X_{n+1} : (x, u) \in \mathcal{S}_{n+1} \} \).
From this, we get that for \( u \in \mathcal{L}_n \) with \( u_{n-1} \in \mathcal{A}_2 \), then
\[
\{ x \in X_{n+1} : (x, u) \in S_{n+1} \} = \{ x \in X_{n+1} : (x, u) \in \mathcal{T}_{n+1} \},
\]
which is a singleton set. On the other hand, if \( u_{n-1} \in \mathcal{A}_0 \cup \mathcal{A}_1 \), then \( \{ x \in X_{n+1} : (x, u) \in \mathcal{T}_{n+1} \} \) is an arc, and \( \{ x \in X_{n+1} : (x, u) \in S_{n+1} \} \) is the same arc but with the endpoints removed. This leads us to the following remark.

**Remark 4.2.** For all \( u \in \mathcal{L}_n \), we have
\[
\text{Cl}_{X_{n+1}} (\{ x \in X_{n+1} : (x, u) \in S_{n+1} \}) = \{ x \in X_{n+1} : (x, u) \in \mathcal{T}_{n+1} \}.
\]

This understanding of the topological structure allows us to make the following assertions about essential words.

**Lemma 4.3.** Let \( u = u_0 \cdots u_{n-1} \in \mathcal{L}_n \).

1. If \( u_{n-1} \in \mathcal{A}_0 \cup \mathcal{A}_1 \), then \( u \) is essential. In particular, \( \mathcal{A}_0 \cup \mathcal{A}_1 \subseteq \mathcal{A}^{(e)} \).
2. If \( u_{n-1} \in \mathcal{A}_2 \) and \( x \in X_{n+1} \) is the unique trajectory with \( (x, u) \in \mathcal{T}_{n+1} \), then \( u \) is essential if and only if \( x \) is isolated in \( X_{n+1} \).

**Proof.** We have that
\[
X_{n+1} = \bigcup_{u \in \mathcal{L}_n} \{ x \in X_{n+1} : (x, u) \in \mathcal{T}_{n+1} \}.
\]
Since \( \mathcal{L}_n \) is finite, \( X_{n+1} \) is a finite union of arcs and individual points (all or some of which are contained in those arcs). Moreover, since \( F \) is properly parametrized, two arcs cannot intersect except at their endpoints. It follows that if \( u_{n-1} \in \mathcal{A}_0 \cup \mathcal{A}_1 \), then
\[
\text{Int}_{X_{n+1}} (\{ x \in X_{n+1} : (x, u) \in \mathcal{T}_{n+1} \}) = \{ x \in X_{n+1} : (x, u) \in S_{n+1} \},
\]
so \( u \) is essential, thus showing (1).

Now suppose \( u_{n-1} \in \mathcal{A}_2 \), and let \( x \in X_{n+1} \) be the unique trajectory with \( (x, u) \in \mathcal{T}_{n+1} \). Then
\[
\{ y \in X_{n+1} : (y, u) \in S_{n+1} \} = \{ x \},
\]
so clearly \( u \) is essential if and only if \( x \) is an isolated point and (2) holds. \( \square \)

The next two lemmas show that all trajectories may be coded with essential elements of \( \mathcal{A} \) and that there is a certain uniqueness to the coding by essential elements.

**Lemma 4.4.** Let \( E \) be the set of essential symbolic sequences in \( \Sigma_M \). For all \( x \in X \) there exists \( a \in E \) such that \( (x_i, x_{i+1}) \in G(a_i) \) for all \( i \geq 0 \).

**Proof.** Let \( x \in X \), and let \( a \in \Sigma_M \) such that \( (x_i, x_{i+1}) \in G_0(a_i) \) for all \( i \geq 0 \). If \( a \in E \), then we are done. Otherwise \( a \in \Sigma_M \setminus E \), so we may fix \( n_0 \geq 0 \) to be the smallest integer such that \( a_{n_0} \in \mathcal{A} \setminus \mathcal{A}^{(e)} \). By Lemma 4.3 Part (1), \( a_{n_0} \in \mathcal{A}_2 \). For all \( i \geq n_0 \), the word \( a_0 \cdots a_i \) includes \( a_{n_0} \) and is thus not essential, so we must have that \( a_i \in \mathcal{A}_2 \) for all \( i \geq n_0 \) as well. Now let \( m_0 \leq n_0 \) be the smallest integer such that \( a_i \in \mathcal{A}_2 \) for all \( i \geq m_0 \).

For each \( k \geq m_0 \), let \( u^k = a_{m_0} \cdots a_k \), which is not an essential word (by choice of \( n_0 \)). Also, since \( a_i \in \mathcal{A}_2 \) for \( i \geq m_0 \), we see that \( G_0(a_i) \) is a singleton, and then \( (x_{m_0}, \ldots, x_{k+1}) \) is the unique trajectory satisfying \( (x_i, x_{i+1}) \in G_0(a_i) \). Since \( u^k \) is not essential, there is a word \( v^k = v^k_{m_0} \cdots v^k_k \) such \( v^k_k \in \mathcal{A}_0 \cup \mathcal{A}_1 \), and \( (x_i, x_{i+1}) \) is an endpoint of \( G(v^k_k) \). Now we may extend \( v^k \) to an infinite sequence \( b^k = (b^k_i)_{i=m_0}^{\infty} \in \Sigma_M \) such that \( b^k_i = v^k_i \) for \( m_0 \leq i \leq k \). In this way we create a sequence \( (b^k_i)_{i=m_0}^{\infty} \) in the compact space \( \Sigma_M \), and thus it must have an accumulation point \( b = (b_i)_{i=m_0}^{\infty} \in \Sigma_M \).
We show that $b_i \in A^{(e)}$ and $(x_i, x_{i+1}) \in G(b_i)$ for all $i \geq m_0$. Fix $i \geq m_0$. Then $b_i$ is an accumulation point of $(b_k)_{k=m_0}^\infty$, so $b_i^k = b_i$ for infinitely many $k$. In particular, there exists $k > i$ with $b_i^k = v_i^k$. We know that $v^k$ is an essential word, so every term in $v^k$ is essential. Thus $b_i \in A^{(e)}$. By construction, $(x_i, x_{i+1}) \in G(v^k) = G(b_i)$.

If $m_0 = 0$, then $b_i$ is our desired sequence, and we are done. Otherwise, $a_{m_0-1} \in A_0 \subset A^{(e)}$, and $x_{m_0}$ is an interior point of $R(a_{m_0-1})$ (since $(x_{m_0-1}, x_{m_0}) \in G_0(a_{m_0-1})$). We also have that $x_{m_0} \in D(b_{m_0})$, and then by the Markov property we have that $D(b_{m_0}) \subset R_0(a_{m_0-1})$. Thus we may define $b_{m_0-1} = a_{m_0-1}$, and we have $b_{m_0-1}b_{m_0} \in L_2$. From here, we may define $b_i = a_i$ for all $0 \leq i \leq m_0 - 1$ to form an element $b^* = (b_i)_{i=0}^\infty \in \Sigma_M$ such that $(x_i, x_{i+1}) \in G(b_i)$ for all $i \geq 0$. By the choice of $n_0$, we have that $a_i \in A^{(e)}$ for all $0 \leq i < n_0$, so in particular it follows that $b_i \in A^{(e)}$ for all $0 \leq i < m_0$. Thus $b^* \in E$.

Lemma 4.5. Given $n \in \mathbb{N}$, if $u \in \mathcal{L}_n(A)$ is essential, and $(x, u) \in S_{n+1}$, then for every $v \in \mathcal{L}_n(A) \setminus \{u\}$, we have $(x, v) \notin T_{n+1}$.

Proof. Let $n \in \mathbb{N}$, $u \in \mathcal{L}_n(A)$, and $(x, u) \in S_{n+1}$. We have assumed that $F$ is properly parametrized, so for every $v \in \mathcal{L}_n(A) \setminus \{u\}$, the set $\{y \in X_{n+1}: (y, v) \in S_{n+1}\}$ is disjoint from $\{y \in X_{n+1}: (y, u) \in S_{n+1}\}$. Then since $u$ is essential, we have that $\{y \in X_{n+1}: (y, u) \in S_{n+1}\}$ is open, so

$$\text{Cl}_{X_{n+1}}(\{y \in X_{n+1}: (y, v) \in S_{n+1}\}) \cap \{y \in X_{n+1}: (y, u) \in S_{n+1}\} = \emptyset.$$ 

Finally, by Remark 4.2,

$$\text{Cl}_{X_{n+1}}(\{y \in X_{n+1}: (y, v) \in S_{n+1}\}) = \{y \in X_{n+1}: (y, v) \in T_{n+1}\},$$

so we must have that $(x, v) \notin T_{n+1}$ for all $v \in \mathcal{L}_n(A) \setminus \{u\}$. □

Let $\pi_n: X \to X_n$ denote the projection map from the forward trajectory space to the space of finite trajectories of length $n$, defined by $\pi_n(x) = (x_0, \ldots, x_{n-1})$.

Lemma 4.6. Let $n \geq 2$. Suppose $U_n \subset X_n$ is open and $\pi_n^{-1}(U_n) \subset X$ is nonempty. Then there exists $(z_0^{n-1}, a_0^{n-2}) \in S_n$ such that $a_0^{n-2} \in \mathcal{L}_n(E)$ and $z_0^{n-1} \in U_n$.

Proof. Since $U = \pi_n^{-1}(U_n)$ is nonempty, there exists $x \in U$. By Lemma 4.4, there exists $a \in E$ such that $(x_i, x_{i+1}) \in G(a_i)$ for all $i \geq 0$. In particular, $(x_0^{n-1}, a_0^{n-2}) \in T_n$.

If in fact $(x_0^{n-1}, a_0^{n-2}) \in S_n$, then we are done. If not, the set $\{y \in X_n: (y, a_0^{n-2}) \in T_n\}$ is an arc with $x_0^{n-1}$ as an endpoint, and the interior of that arc is the set $\{y \in X_n: (y, a_0^{n-2}) \in S_n\}$. Since $x_0^{n-1} \in U_n$, which is open in $X_n$, there exists $y \in U_n$ such that $(y, a_0^{n-2}) \in S_n$. □

We have one final lemma before we can move on to our main results. This guarantees that essential words can always be extended to essential words of arbitrary length.

Lemma 4.7. If $u \in \mathcal{L}_n$ is an essential word, then for all $m \geq n$, there exists an essential word $v \in \mathcal{L}_m$ containing $u$.

Proof. Let $u_0 \cdots u_{n-1} \in \mathcal{L}_n$. It suffices to show that we may choose $u_n \in A$ such that $u_0 \cdots u_n$ is essential. The result then follows from induction.

Case 1: Suppose $u_{n-1} \in A_0 \cup A_1$. Then we may choose $u_n \in A_0$ such that $D_0(u_n) \subset R_0(u_{n-1})$. Since $u_n \in A_0$, Lemma 4.3 yields that $u_0 \cdots u_n$ is essential.

Case 2: Suppose $u_{n-1} \in A_2$. Then there is one unique trajectory $x \in X_{n+1}$ such that $(x, u) \in S_{n+1}$, and from the definition of essential, $\{x\}$ is open in $X_{n+1}$. If there exists $u_n \in A_1$ with $D(u_n) = R(u_{n-1})$, then $u_0 \cdots u_n$ is an essential word extending $u_0 \cdots u_{n-1}$.
Otherwise, let $h: X_{n+2} \to X_{n+1}$ be projection onto coordinates 0 through $n$ and observe that $h^{-1}(\{x\})$ is open in $X_{n+2}$. For every $y \in h^{-1}(\{x\})$, there must exist $u^n_y \in \mathcal{A}_2$ such that $(y_n, y_{n+1}) = G(u^n_y)$. Since $\mathcal{A}_2$ is finite, $h^{-1}(\{x\})$ must be a finite set, so for every $y \in h^{-1}(\{x\})$, $\{y\}$ is open in $X_{n+2}$. Thus, for any $u_n \in \mathcal{A}_2$ with $D(u_n) = R(u_{n-1})$, $u_0 \cdots u_n$ is essential.

\[ \square \]

5. **Topological Transitivity and Mixing**

In this section we state and prove our first main results. The following result relates topological transitivity and density of periodic points of the forward trajectory space to properties of the associated SFT.

**Theorem 5.1.** Let $F$ be a properly parametrized Markov multi-map with forward trajectory space $X$ and associated SFT $\Sigma_M$.

1. If $X$ is topologically transitive, then $\Sigma_M$ satisfies the Irreducibility Condition (IC).
2. If $\Sigma_M$ satisfies the Coding Condition (CC) and the Irreducibility Condition (IC), then $X$ is topologically transitive and has dense periodic points.

As a consequence of this result, we have that if the Coding Condition (CC) holds, then the Irreducibility Condition (IC) is necessary and sufficient for the forward trajectory space to be topologically transitive. Our next main result address the topological mixing of the forward trajectory space.

**Theorem 5.2.** Let $F$ be a properly parametrized Markov multi-map with forward trajectory space $X$ and associated SFT $\Sigma_M$.

1. If $X$ is topologically mixing, then $\Sigma_M$ satisfies the Mixing Condition (MC).
2. If $\Sigma_M$ satisfies the Coding Condition (CC) and the Mixing Condition (MC), then $X$ is topologically mixing and has dense periodic points.

In the presence of the Coding Condition (CC), Theorem 5.2 yields that the Mixing Condition (MC) is necessary and sufficient for the forward trajectory space to be topologically mixing.

Before we prove these theorems, let us state some equivalent conditions for the topological transitivity and mixing of the forward trajectory space. Observe that for all $x \in X$, $n \geq 0$, and $\epsilon > 0$, the set

$$U_n(x, \epsilon) = \{x' \in X : \forall k = 0, \ldots, n - 1, |x_k - x'_k| < \epsilon\}$$

is open in $X$. In fact, sets of this form are a basis for the topology on $X$. As such, the following lemmas are straightforward and we omit their proofs. Our first lemma characterizes topological transitivity and density of periodic orbits.

**Lemma 5.3.** $X$ is topologically transitive if and only if ($\forall x \in X_m, \forall y \in X_n, \forall \epsilon > 0$, there exists $N$ and $z \in X_{m+N+n}$ such that

- for all $k = 0, \ldots, m - 1$, we have $|x_k - z_k| < \epsilon$, and
- for all $k = 0, \ldots, n - 1$, we have $|y_k - z_{m+N+k}| < \epsilon$.

Similarly, the periodic trajectories are dense in $X$ if and only if for all $x \in X_m$ and $\epsilon > 0$, there exists $N$ and $z \in X_{2m+N}$ such that for all $k = 0, \ldots, m - 1$, we have $z_{k+N} = z_k$ and $|x_k - z_k| < \epsilon$.

Our next lemma characterizing topological mixing.
Lemma 5.4. \(X\) is topologically mixing if and only if \(\forall x \in X_m\), for all \(y \in X_n\) and \(\epsilon > 0\), there exists \(N\) such that for all \(j \geq N\), there exists \(z \in X_{m+j+n}\) such that

\[
\begin{align*}
&\bullet \text{ for all } k = 0, \ldots, m-1, \text{ we have } |x_k - z_k| < \epsilon, \text{ and} \\
&\bullet \text{ for all } k = 0, \ldots, n-1, \text{ we have } |y_k - z_{m+j+k}| < \epsilon.
\end{align*}
\]

5.1. **Topological Transitivity and Density of Periodic Points.** In this section, we prove Theorem 5.1. We prove the two parts (1) and (2) separately.

**Proof of Theorem 5.1 Part 1.** Assume the hypotheses of the theorem, and suppose \(X\) is topologically transitive. To show that \(\Sigma_M\) satisfies the Irreducibility Condition, it suffices to show that any two elements of \(A(e)\) are connected by a word in \(L\). Let \(a, b \in A(e)\), and let \(u, v \in L_n\) be essential words containing \(a\) and \(b\) respectively. (We are able to assume that \(a\) and \(v\) are the same length by Lemma 4.7.) Let

\[
U_a = \{ x \in X_{n+1} : (x, u) \in S_{n+1} \} \quad \text{and} \\
U_b = \{ x \in X_{n+1} : (x, v) \in S_{n+1} \}.
\]

Then \(U_a\) and \(U_b\) are nonempty open subsets of \(X_{n+1}\). It follows that

\[
W_a = \left( U_a \times \prod_{i=n+1}^{\infty} [0,1] \right) \cap X \quad \text{and} \\
W_b = \left( U_b \times \prod_{i=n+1}^{\infty} [0,1] \right) \cap X
\]

are nonempty open subsets of \(X\). Since \(X\) is topologically transitive, there exists \(k \geq n\) and a point \(x \in \sigma^k(W_a) \cap W_b\).

Thus \((x_0, \ldots, x_n) \in U_a\), and \((x_k, \ldots, x_{n+k}) \in U_b\), so there must be some word \(w = w_0 \cdots w_{n+k-1}\) with \((x_i, x_{i+1}) \in G(w_i)\) for all \(0 \leq i \leq n + k - 1\). Thus by Lemma 4.5 \(w_i = u_i\) for all \(0 \leq i \leq n - 1\), and \(w_i = v_{i-k}\) for all \(k \leq i \leq n + k - 1\). Thus \(w\) contains a word beginning with \(a\) and ending with \(b\).

Since this is true for all \(a, b \in A(e)\), there is an irreducible component \(C_0\) containing \(A(e)\) and \(\Sigma_M\) satisfies the Irreducibility Condition.

**Proof of Theorem 5.1 Part 2.** Suppose \(\Sigma_M\) satisfies the Coding Condition and the Irreducibility Condition. Let \(C_0\) be the irreducible component with \(A(e) \subset C_0\), and let \(Z \subset \Sigma_M\) be the given by the Coding Condition. It follows from Property \(1\) of Definition 3.6 that every element of \(A_0\) appears in a sequence in \(Z\). Also, \(A_0 \subset A(e)\). Then by the fact that \(Z\) is transitive on symbols, we have that \(Z \subset \Sigma_M(C_0)\).

Let \(n, m \geq 0, x \in X_{m+1}, y \in X_{n+1},\) and \(\epsilon > 0\). By Lemma 4.6 there exist \((x^1, u^1) \in S_{m+1}(C_0)\) and \((y^1, v^1) \in S_{n+1}(C_0)\) such that

\[
|x_k - x^1_k| < \frac{\epsilon}{2}, \quad \forall k = 0, \ldots, m,
\]

and

\[
|y_k - y^1_k| < \frac{\epsilon}{2}, \quad \forall k = 0, \ldots, n.
\]

Using the continuity of \(g_{u^1}\) and \(g_{v^1}\), choose \(\delta > 0\) such that

\[
\bullet \text{ if } x'_m \in R(u^1_{m-1}) \text{ and } |x^1_m - x'_m| < \delta \text{ then } |x^1_k - x'_k| < \epsilon/2 \text{ for all } k = 0, \ldots, m - 1,
\]

where \(x^1_k = g_{u^1_k} \circ \cdots g_{u^1_{m-1}}(x'_m),\) and
• if $y_n' \in R(v_{n-1}^1)$ and $|y_n' - y_n'| < \delta$ then $|y_k' - y_k| < \epsilon/2$ for all $k = 0, \ldots, n - 1$, where $y_k' = g_{v_k'} \circ \cdots \circ g_{v_1'}(y_n')$.

By the Coding Condition, there exists $N \geq 1$ such that for every word $w \in L_N(Z)$ we have $\ell(I_w) < \delta$. Fix $w \in L_N(Z)$ such that $x_m^1 \in I_w$. Since $C_0$ is irreducible, there exists $n' \geq 0$ and $w' \in L_{n'}(C_0)$ such that $w w' v^1 \in L(C_0)$.

Let $J = m + N + n' + n$. We will construct a finite trajectory $z \in X_J$ as per Lemma 5.3. Choose any $z \in R(u_{n-1}^1)$ with $|z - y_n'| < \delta$. For every $k = 1, \ldots, n$, define $z_{-k} = g_{u_{n-k}^1} \circ \cdots \circ g_{u_1^1}(z_J)$. From our choice of $\delta$, we have that $|z_{-k} - y_{n-k}^1| < \epsilon/2$ for all $k = 0, \ldots, n$. Next, for each $k = 1, \ldots, n'$, let $z_{-n-k} = g_{v_n-k} \circ \cdots \circ g_{v_n-1}(z_{-n})$. Similarly, for each $k = 1, \ldots, N$, let $z_{-n-n^*-k} = g_{w_{n-k}} \circ \cdots \circ g_{w_{n-1}}(z_{-n-n^*})$.

Observe that $J - n - n^* - N = m$, and $z_m, x_m^1 \in I_w$, so $|z_m - x_m^1| < \delta$. We continue on to define, for all $k = 1, \ldots, n$, $z_m - k = g_{u_{n-k}^1} \circ \cdots \circ g_{u_1^1}(x_m)$, and we conclude, again from our choice of $\delta$, that for all $k = 0, \ldots, m$, $|z_k - x_k^1| < \epsilon/2$.

Thus we have constructed $z \in X_J$ such that for all $k = 0, \ldots, m$, $|z_k - x_k^1| < \epsilon/2$, and for all $k = 0, \ldots, n$, $|z_m + N + n^* + k - y_k^1| < \epsilon/2$. Then by the triangle inequality and our choice of $x^1$ and $y^1$, we get $|z_k - x_k^1| < \epsilon$ for all $k = 0, \ldots, m$ and $|z_m + N + n^* + k - y_k| < \epsilon$ for all $k = 0, \ldots, n$. Thus by Lemma 5.3 $X$ is topologically transitive.

To see that periodic trajectories are dense in $X$, consider the previous proof but with $x = y$, $x^1 = y^1$, and $u^1 = v^1$. Then we get that $g_{w v^1}$ is a continuous function whose domain is the compact interval $R(v_{n-1}^1)$ and whose codomain is $D(w_0) \subset R(v_{n-1}^1) = R(v_{n-1}^1)$. As a continuous function from a compact interval to itself must a fixed point, we may choose our original point $z$ to be a fixed point of this function. Then the resulting finite trajectory $z \in X_{m + N + n^* + n}$ is periodic.

5.2. **Topological Mixing.** Here we present the proofs regarding topological mixing, which are very similar to those concerning topological transitivity.

**Proof of Theorem 5.2 Part 1.** Suppose $X$ is topologically mixing. Let $a, b \in A(e)$, and let $u, v \in L_n$ be essential words containing $a$ and $b$ respectively. Let $0 \leq j_1, j_2 \leq n - 1$ be integers with $u_{j_1} = a$ and $v_{j_2} = b$. Define the sets $U_a, U_b, W_a$, and $W_b$ as in the proof of Theorem 5.1 Part (1).

Since $X$ is topologically mixing, there exists $N \geq n$ such that for all $k \geq N$, there exists a point $x \in \sigma^k(W_a) \cap W_b$. Then there is a word $w^k = w_{k-1} \cdots w_0 \in G(w^k)$ for all $0 \leq i \leq n - k$. By Lemma 4.3, this implies that $w_{k-i} = u_{i}$ for all $0 \leq i \leq n - 1$ and $w_{n-i} = v_{n-i}$. Since this holds for all $a, b \in A(e)$, there is a mixing component $C_0$.

**Proof of Theorem 5.2 Part 2.** Suppose $\Sigma_M$ satisfies the Coding Condition and the Mixing Condition. Let $C_0$ be the mixing component with $A(e) \subset C_0$, and let $Z \subset \Sigma_M$ be the subshift guaranteed by the Coding Condition. As in the proof of Theorem 5.1, we note that $Z \subset \Sigma_M(C_0)$.
Let \( n, m \geq 0, x \in X_{m+1}, y \in X_{n+1} \), and \( \epsilon > 0 \). By Lemma 4.6 there exist \((x^1, u^1) \in S_{m+1}(C_0)\) and \((y^1, v^1) \in S_{n+1}(C_0)\) such that
\[
|x_k - x^1_k| < \frac{\epsilon}{2}, \quad \forall k = 0, \ldots, m,
\]
and
\[
|y_k - y^1_k| < \frac{\epsilon}{2}, \quad \forall k = 0, \ldots, n.
\]
Using the continuity of \( g_{u^1} \) and \( g_{v^1} \), choose \( \delta > 0 \) such that
\begin{itemize}
  \item if \( x'_m \in R(u^1_{m-1}) \) and \( |x^1_m - x'_m| < \delta \) then \( |x^1_k - x'_k| < \epsilon/2 \) for all \( k = 0, \ldots, m - 1 \), where \( x'_k = g_{u^1_k} \circ \cdots \circ g_{u^1_{m-1}}(x'_m) \), and
  \item if \( y'_n \in R(v^1_{n-1}) \) and \( |y^1_n - y'_n| < \delta \) then \( |y^1_k - y'_k| < \epsilon/2 \) for all \( k = 0, \ldots, n - 1 \), where \( y'_k = g_{v^1_k} \circ \cdots \circ g_{v^1_{n-1}}(y'_n) \).
\end{itemize}

By the Coding Condition, there exists \( N_1 \geq 1 \) such that for every word \( w \in L_{N_1}(Z) \) we have \( \ell(I_w) < \delta \). Fix \( w \in L_{N_1}(Z) \) such that \( x^1_m \in I_w \). Since \( C_0 \) is mixing, there exists \( N_2 \geq 1 \) such that for all \( j \geq N_2 \) there is a word \( v' \in L_j(C_0) \) such that \( wv'v^1 \in L(C_0) \). Fix \( j \geq N_2 \) and \( v' \in L_j(C_0) \) with \( wv'v^1 \in L(C_0) \).

By repeating the same arguments as in the proof of Theorem 5.1 Part (2), we construct a finite trajectory \( z \in X_{m+N+j+n} \) such that \( |z_k - x_k| < \epsilon \) for all \( k = 0, \ldots, m \) and \( |z_{m+N+j+k} - y_k| < \epsilon \) for all \( k = 0, \ldots, n \). Since we may construct such an orbit for all \( j \geq N \), we conclude by Lemma 5.4 that \( X \) is topologically mixing.

6. Specification

We also establish sufficient conditions for \( X \) to have the specification property. Recall that specification implies topological mixing, and for SFTs these properties are equivalent. Thus, it is clear that if \( X \) has specification, then \( \Sigma_M \) satisfies the Mixing Condition. Our final main result gives a sufficient condition for \( X \) to have specification. Before stating this result, let us define a notion of uniform equicontinuity for families of functions defined on subintervals of \([0, 1]\). Suppose \( \{g_\omega : \omega \in \Omega\} \) is a family of functions indexed by \( \Omega \), where each \( g_\omega \) is defined on a compact (possibly degenerate) interval \( I_\omega \subset [0, 1] \). We say that the family is uniformly equicontinuous if \( \forall \epsilon > 0 \), there exists \( \delta > 0 \) such that for all \( \omega \in \Omega \), if \( x, y \in I_\omega \) and \( |x - y| < \delta \), then \( |g_\omega(x) - g_\omega(y)| < \epsilon \).

**Theorem 6.1.** Let \( F \) be a properly parametrized Markov multi-map with forward trajectory space \( X \) and associated SFT \( \Sigma_M \). If \( \Sigma_M \) satisfies the Coding Condition (CC) and the Mixing Condition (MC), and if the family \( \{g_\omega : u \in L(C_0)\} \) is uniformly equicontinuous, then \( X \) has the specification property.

For some context, a traditional Markov map that is piecewise linear satisfies the equicontinuity condition of this theorem.

Before we prove this theorem, we give a lemma characterizing specification for \( X \) along the same lines as Lemma 5.3 and Lemma 5.4. Since this result is more technical, we provide a proof.

We have not had need to discuss a metric on \( X \), but it is convenient for the proof of this lemma. Given \( x, y \in X \), define
\[
d(x, y) = \sup_{k \geq 0} \frac{|x_k - y_k|}{k + 1}.
\]
Then \(d\) is a metric on \(X\) and the topology generated from this metric is the same as the topology \(X\) inherits as a subspace of \([0,1]^{\mathbb{Z}_{\geq 0}}\).

**Lemma 6.2.** Suppose that for all \(\epsilon > 0\), there exists \(N \geq 1\) such that: for all \(n_1, \ldots, n_r \geq 0\), \(x^1 \in X_{n_1+1}, \ldots, x^r \in X_{n_r+1}\) and \(j_1, \ldots, j_r \geq N\), there exists \(z \in X_{J+1}\) where \(J = \sum_{k=1}^{r}(n_k + j_k)\) such that \(z_{J} = z_0\) and for all \(k = 1, \ldots, r\), if we set \(t_k = \sum_{i=1}^{k}(n_i + j_i)\), then \(|x^k_{t_k} - z_{t_k+i}| < \epsilon\) for all \(i = 0, \ldots, n_k\). Then \(X\) has specification.

**Proof.** Let \(\epsilon > 0\), and choose \(N_1 \geq 1\) according to the supposition of this lemma. Let \(N_2\) be a positive integer with \((N_1 + 1)^{-1} < \epsilon\), and define \(M = N_1 + N_2\). Let \(x^1, x^2, \ldots, x^r \in X\), let

\[
a_1 \leq b_1 < a_2 \leq b_2 < \cdots < a_r \leq b_r
\]

be positive integers with \(a_{k+1} - b_k \geq M\) for all \(k = 1, \ldots, r\), and let \(J \geq b_r + M\) be an integer. For each \(k = 1, \ldots, r\), define \(n_k = b_k - a_k + N_2\). Additionally, for \(k = 1, \ldots, r-1\), define \(j_k = a_{k+1} - b_k + N_2\), and define \(j_r = P - b_r + N_2\). Then each \(n_k \geq 0\) and \(j_r \geq N_1\).

Finally, for each \(k = 0, \ldots, r\), let \(y^k = (x^k_{a_1}, \ldots, x^k_{a_{k+1}})\).

Observe that \(\sum_{k=1}^{r}(n_k + j_k) = J\) and \(\sum_{i=1}^{k}(n_i + j_i) = a_k\). By the supposition of this lemma, there exists \(z \in X_{J+1}\) such that \(z_0 = z_J\), and for all \(k = 0, \ldots, r\) and \(i = 0, \ldots, n_k\), we have \(|y^k_{i} - z_{a_k+i}| < \epsilon\). Since \(z_0 = z_J\), we may extend \(z\) to an infinite trajectory

\[
z^* = (z_0, \ldots, z_{J-1}, z_0, \ldots, z_{J-1}, \ldots).
\]

Clearly \(z^*\) is periodic with period \(J\). Moreover, for each \(k = 0, \ldots, r\) and \(a_k \leq i \leq b_k\), we have

\[
d(\sigma^k_X(x^k), \sigma^k_X(z^*)) = \sup_{j \geq 0} \frac{|x^k_{i+j} - z^*_{i+j}|}{j+1}.
\]

From the definition of \(N_2\) and the fact that all terms in the trajectory are bounded by 1, we have that

\[
\sup_{j \geq N_2} \frac{|x^k_{i+j} - z^*_{i+j}|}{j+1} < \epsilon.
\]

Additionally,

\[
|x^k_{i+j} - z^*_{i+j}| = |y^k_{i+j-a_k} - z^*_{i+j}| < \epsilon,
\]

so we have that \(d(\sigma^k_X(x^k), \sigma^k_X(z^*)) < \epsilon\), and \(X\) has the specification property.

**Proof of Theorem 6.1.** Suppose \(\Sigma_M\) satisfies the Mixing Condition and the Coding Condition. Let \(C_0\) be the mixing component with \(\mathcal{A}(e) \subset C_0\), and let \(Z \subset \Sigma_M\) be the subshift that witnesses the Coding Condition. As in the proof of Theorem 5.1, we have that \(Z \subset \Sigma_M(C_0)\). Suppose additionally that the family of inverse functions \(\{g_w : w \in \mathcal{L}(C_0)\}\) is uniformly equicontinuous. Let \(\epsilon > 0\), and choose \(\delta \in (0, \epsilon)\) to satisfy the \(\epsilon/2\)-challenge to the uniform equicontinuity of \(\{g_w : w \in \mathcal{L}(C_0)\}\). From the Coding Condition (CC), there exists \(N_1 \geq 1\) such that for every word \(w \in \mathcal{L}(N_1)\), we have \(\ell(I_w) < \delta\). Since \(C_0\) is a finite set and is a mixing component, there exists \(N_2 \geq 1\) such that for all \(a, b \in C_0\) and all \(j \geq N_2\), there exists a word \(u \in \mathcal{L}(C_0)\) with \(aub \in \mathcal{L}(j+2)(C_0)\).

Let \(n_1, \ldots, n_r \geq 0\), let \(x^1 \in X_{n_1+1}, \ldots, x^r \in X_{n_r+1}\), and let \(j_1, \ldots, j_r \geq N_2\). By Lemma 4.6, there exist \((y^1, u^1) \in S_{n_1+1}, \ldots, (y^r, u^r) \in S_{n_r+1}\) such that for all \(k = 1, \ldots, r\) and \(i = 0, \ldots, n_k - 1\), we have \(|y^k_{i} - x^k_{i}| < \epsilon/2\).

Choose words \(w^1, \ldots, w^r \in \mathcal{L}(N_1)\) such that for each \(k = 1, \ldots, r\), \(x^k_{n_k} \in I_{w^k}\). Then by the Mixing Condition (MC), for each \(k = 1, \ldots, r-1\), we may choose \(v^k \in \mathcal{L}(j_k)(C_0)\) such that
\[ w^kw^ku^{k+1} \in \mathcal{L}(C_0). \] Additionally, we may choose \( v^r \in \mathcal{L}_{J_k}(C_0) \) such that \( w^rv^u^1 \in \mathcal{L}(C_0). \) Then the function \( g_{w^rv^u^1} \) is continuous, with domain \( R(v^r_{j_r-1}) \supset D(u^1_0) \) and codomain \( D(u^1_0). \) Thus this function has a fixed point \( z' \in D(u^1_0). \)

Let \( J = rN_1 + \sum_{k=1}^r (n_k + j_k), \) and note that this is the length of the word \( u^1 w^1 v^1 \cdots u^r w^r v^r. \) Define \( z_J = z'. \) Then for each \( k = 1, \ldots, j_r, \) define \( z_{J-k} = g_{w^r_{j_r-k}} \circ \cdots \circ g_{v^r_{j_r-1}}(z_J). \) For \( k = 1, \ldots, N_1, \) define \( z_{J-j_r-k} = g_{w^r_{N_1-k}} \circ \cdots \circ g_{v^r_{N_1-1}}(z_{J-j_r}). \) We continue on in this manner, using the inverse functions associated to each symbol in our word of length \( J \) to construct a finite trajectory \( z \in X_{J+1}. \)

Moreover, since \( z_J = z', \) the fixed point, we have that \( z_J = z_0, \) so \( z \) is a periodic trajectory. Next set \( t_1 = n_1, \) and for \( k = 2, \ldots, r, \) set \( t_k = (k-1)N_1 + n_1 + \sum_{i=1}^{k-1} (j_i + n_{i+1}). \) Then we have for all \( k = 1, \ldots, r, \) \( y^k_{nk}, z_{tk} \in I_{w^k}, \) so \( |y^k_{nk} - z_{tk}| < \delta. \) Then from equicontinuity, we get \( |y^k_{nk} - z_{tk}| < \epsilon/2 \) for all \( i = 0, \ldots, n_k. \) Therefore, for all \( k = 1, \ldots, r \) and \( i = 0, \ldots, n_k, \) we have \( |y^k_{nk} - z_{tk}| < \epsilon, \) so by Lemma 6.2, \( X \) has specification. \( \square \)

7. Additional results

We begin this section with some results that establish sufficient conditions for the Coding Condition (CC), as well as the uniform equicontinuity condition of Theorem 6.1. We begin with following sufficient condition for uniform equicontinuity. We assume throughout this section that \( F \) is a properly parametrized Markov multi-map with all associated objects defined as in Sections 1-3.

**Proposition 7.1.** Suppose that for every \( a \in A_0, \) the graph \( G(a) \) is a straight line segment. Then the family of inverse functions \( \{g_a: u \in \mathcal{L}\} \) is uniformly equicontinuous.

**Proof.** By assumption, for every \( a \in A_0, \) we have that \( f_a \) is a linear function with slope \( \ell(R(a))/\ell(D(a)), \) and therefore \( g_a \) has slope \( \ell(D(a))/\ell(R(a)). \) More generally, if \( u_0 \cdots u_n \in \mathcal{L}, \) then the slope of \( g_a \) is

\[
\frac{\ell(D(u_n)) \ell(D(u_{n-1})) \cdots \ell(D(u_0))}{\ell(R(u_n)) \ell(R(u_{n-1})) \cdots \ell(R(u_0))}.
\]

Additionally, for each \( 0 \leq i \leq n-1, \) \( D(u_{i+1}) \subset R(u_i), \) so we get that the slope of \( g_a \) is less than or equal to \( \ell(D(u_0))/R(u_0). \) Thus if we let

\[
M = \max \left\{ \frac{D(a)}{R(b)} : a, b \in A_0 \right\},
\]

then given \( \epsilon > 0 \) we have that \( \delta = \epsilon/M \) satisfies the \( \epsilon \)-challenge to uniform equicontinuity. \( \square \)

We now consider sufficient conditions for the Coding Condition (CC) to be satisfied. Recall that for \( a \in A_0, \) we have \( R(a) = [p, q], \) where \( p \) and \( q \) are elements of the partition \( P \) but are not necessarily adjacent in \( P. \) If there exists \( p' \in P \cap R_0(a), \) then for any \( b \in A \) such that \( ab \in \mathcal{L}, \) we have that \( I_{ab} \) is a proper subset of \( I_a. \) On the other hand, if \( a \in A_0 \) and \( R_0(a) \cap P = \emptyset, \) then for any \( b \in A_0 \) with \( ab \in \mathcal{L}, \) we have \( I_{ab} = I_a. \)

**Proposition 7.2.** Let \( D = \{ a \in A_0 : R_0(a) \cap P \neq \emptyset \}. \) Suppose \( D \) is non-empty and that

\[
\sup \left\{ \frac{\ell(I_{u_0 \cdots u_n})}{\ell(I_{u_0 \cdots u_{n-1}})} : u \in \mathcal{L}, u_{n-1} \in D, \ell(I_{u_0 \cdots u_{n-1}}) \neq 0 \right\} < 1.
\]
If there exists an irreducible component \( C_0 \subset A \) containing \( A_0 \), then \( \Sigma_M \) satisfies the Coding Condition (CC).

**Proof.** Since \( C_0 \) is an irreducible component and finite, there exists \( N \geq 1 \) such that for all \( a, b \in C_0 \), there exists \( u \in \mathcal{L}_N(C_0) \) beginning with \( a \) and ending with \( b \). Observe that if \( a \in A_0 \setminus D \), then \( ab \in \mathcal{L} \) implies \( b \in A_0 \). These facts allow us to define the set

\[
Z = \{ a \in \Sigma_M(C_0) : \forall j \geq 0, a_{j+i} \in D \text{ for some } 0 \leq i \leq N \}.
\]

The irreducibility of \( C_0 \) and the choice of \( N \) imply that \( Z \) is transitive on symbols.

We now show that

\[
\lim_{n \to \infty} \max_{u \in \mathcal{L}_n(Z)} \ell(I_u) = 0.
\]

Given this goal, we need only focus on those words \( u \in \mathcal{L} \) with \( \ell(I_u) > 0 \). Let

\[
\gamma = \sup \left\{ \frac{\ell(I_{a_0 \cdots a_n})}{\ell(I_{a_0 \cdots a_{n-1}})} : u \in \mathcal{L}, u_{n-1} \in D, \ell(I_{a_0 \cdots a_{n-1}}) \neq 0 \right\}.
\]

Observe that \( \ell(I_u) \leq 1 \) for all \( u \in \mathcal{L} \). Thus if \( n \geq N + 1 \) and \( u \in \mathcal{L}_n \), then \( \ell(I_u) \leq \gamma \). It follows that if \( n \geq jN + 1 \), then \( \ell(I_u) \leq \gamma^j \). We have assumed that \( \gamma < 1 \), so this approaches 0 as \( j \to \infty \).

Next we must show that for all \( y \in [0, 1] \), there exists \( a \in Z \) and \( x \in X \) such that \( (x_i, x_{i+1}) \in G(a_i) \) for all \( i \geq 0 \) and \( x_0 = y \). Let \( y \in [0, 1] \). From Definition 3.1 there exists \( a_0 \in A_0 \) with \( y \in D(a_0) \). We now build our desired sequence in \( Z \) inductively. If \( a_0 \in D \), then choose any \( a_1 \in A_0 \) with \( y \in I_{a_0a_1} \). If \( a_0 \notin D \), then choose a word \( a_0 \cdots a_j \in \mathcal{L}(C_0) \) with \( j \leq N - 1 \), \( a_j \in D \), and \( a_i \in C_0 \setminus D \) for all \( 0 \leq i \leq j - 1 \). Now since \( a_0 \in A_0 \setminus D \), \( R_0(a_0) \) does not contain any partition elements, so \( a_0 \cdots a_j \) cannot be followed by a symbol in either \( A_1 \) or \( A_2 \). Thus \( a_1 \in A_0 \). Likewise, if \( a_1 \in A_0 \setminus D \), then \( a_2 \in A_0 \). Continuing on, we get that, in fact, \( a_i \in A_0 \setminus D \) for all \( 0 \leq i \leq j - 1 \). It follows that \( I_{a_0 \cdots a_j} = I_{a_0} \) which contains \( y \). In either case we have \( k \leq N - 1 \) and a word \( a_0 \cdots a_k \) with \( y \in I_{a_0 \cdots a_k} \) and either \( a_k \in D \) or \( a_{k-1} \notin D \).

Now suppose that for some \( k \geq 1 \), \( a_0, \ldots, a_k \in A_0 \) have been defined so that \( y \in I_{a_0 \cdots a_k} \), either \( a_k \in D \) or \( a_{k-1} \notin D \), and the word \( a_0 \cdots a_k \) contains no more than \( N - 1 \) consecutive terms in \( A_0 \setminus D \). If \( a_k \in D \), choose any \( a_{k+1} \in A_0 \) with \( y \in I_{a_0 \cdots a_k a_{k+1}} \). If \( a_k \notin D \), choose a word \( a_0 \cdots a_k \in \mathcal{L} \) with \( j \leq N - 1 \), \( a_{k+j} \in D \), and \( a_i \in A_0 \setminus D \) for all \( 0 \leq i \leq j - 1 \). It follows that \( I_{a_0 \cdots a_{k+1}} = I_{a_0 \cdots a_k} \) which contains \( y \).

In this way we define a sequence \( a \in Z \) such that \( y \in I_{a_0 \cdots a_j} \) for all \( j \geq 0 \). Since each \( a_i \in A_0 \), the function \( f_{a_i} \) is defined. Thus we may let \( x_0 = y \), and for every \( i \geq 0 \), \( x_{i+1} = f_{a_i}(x_i) \). Then \( x \in X \), \( (x_i, x_{i+1}) \in G(a_i) \) for all \( i \geq 0 \), and \( x_0 = y \). Therefore \( \Sigma_M \) satisfies the Coding Condition (CC).

We have the following corollary to this proposition that mirrors Proposition 7.1.

**Corollary 7.3.** Suppose that for every \( a \in A_0 \), the graph \( G(a) \) is a straight line segment.

If there exists \( a \in A_0 \) with \( R_0(a) \cap P \neq \emptyset \), and there exists an irreducible component of \( A \) containing \( A_0 \), then \( \Sigma_M \) satisfies the Coding Condition (CC).

**Proof.** Once again let \( D = \{ a \in A_0 : R_0(a) \cap P \neq \emptyset \} \). If \( a \in D \), then there exist \( b_1, \ldots, b_k \in A_0 \) such that \( ab_i \in \mathcal{L} \) for all \( 1 \leq i \leq k \), and \( I_{ab_1}, \ldots, I_{ab_k} \) form a partition of \( I_a \). Choose \( i \) so that \( \ell(I_{ab_i})/\ell(I_a) \) is maximized, and let \( \gamma(a) \) be equal to this fraction. Observe that \( \gamma(a) < 1 \).
Because of the linearity assumption, given any \( u_0 \cdots u_n \in \mathcal{L} \) with \( u_{n-1} \in \mathcal{D} \), we have \( \ell(I_{u_0 \cdots u_n}) \leq \gamma(u_{n-1})\ell(I_{u_0 \cdots u_{n-1}}) \). Since \( \mathcal{D} \) is finite, we may let \( \gamma = \max_{a \in \mathcal{D}} \gamma(a) \). It follows that \( \gamma < 1 \) and the conditions of Proposition 7.2 are satisfied.

7.1. Connections between the forward trajectory and inverse limit systems. In this section we establish connections between the inverse system and the forward trajectory system for Markov multi-maps, and as corollaries we obtain versions of main results in terms of inverse limit systems. Recall that we denote the forward trajectory system by \( X \) with shift map \( T \) and the inverse limit system by \( Y \) with shift map \( S \).

**Proposition 7.4.** If \( (X, T) \) is topologically transitive, then \( (Y, S) \) is topologically transitive.

**Proof.** Let \( x, y \in Y \) and \( \epsilon > 0 \). Choose \( n \in \mathbb{N} \) such that \( \sup_{k \geq n+1} 1/(k+1) < \epsilon \). Consider the finite trajectories \( (x_{-n+1}, x_{-n+2}, \ldots, x_0) \) and \( (y_{-n+1}, \ldots, y_0) \). These can be extended to forward trajectories \( \tilde{x}, \tilde{y} \in X \) where \( \tilde{x}_k = x_{k-n+1} \) and \( \tilde{y}_k = y_{k-n+1} \) for all \( 0 \leq k \leq n-1 \). Since \( (X, T) \) is topologically transitive, there exists a trajectory \( z \in X \) such that \( d_X(\tilde{x}, z) < \epsilon \) and \( d(\tilde{y}, T^j(z)) < \epsilon \) for some \( j \in \mathbb{N} \).

In particular, it follows from the definition of the metric \( d_X \) that for all \( 0 \leq k \leq n-1 \), \( |\tilde{x}_k - z_k| < \epsilon(k+1) \) and \( |\tilde{y}_k - z_{k+j}| < \epsilon(k+1) \). The transitivity of \( (X, T) \) implies that \( F \) is surjective. In particular, that implies we may the finite trajectory \( (z_0, \ldots, z_{j+n-1}) \) and extend it to an inverse trajectory \( \tilde{z} \in Y \) where \( \tilde{z}_k = z_{k+n-1} \) for all \( -(n+j+1) \leq k \leq 0 \). Then

\[
d_Y(x, \tilde{z}) = \sup_{k \geq 0} \frac{|x_k - \tilde{z}_k|}{k+1} \\
= \max \left\{ \sup_{0 \leq k \leq n} \frac{|x_k - \tilde{z}_k|}{k+1}, \sup_{k \geq n+1} \frac{|x_k - \tilde{z}_k|}{k+1} \right\} \\
< \max \left\{ \sup_{0 \leq k \leq n} \frac{\epsilon(k+1)}{k+1}, \sup_{k \geq n+1} \frac{1}{k+1} \right\} \\
< \epsilon.
\]

Likewise \( d_Y(y, S^j(\tilde{z})) < \epsilon \), so \( (Y, S) \) is topologically transitive. \( \square \)

Every finite trajectory can be extended to an infinite forward trajectory. However surjectivity of the multi-map is necessary in order to extend every finite trajectory to an infinite inverse trajectory. We say a multi-map \( F: [0, 1] \to 2^{[0,1]} \) is surjective if for every \( y \in [0, 1] \) there exists \( x \in [0, 1] \) such that \( y \in F(x) \). When we assume that the forward trajectory system is topologically transitive, that implies surjectivity of the multi-map. Transitivity of the inverse limit system does not imply that the multi-map is surjective however. This is because for a point \( x \in [0, 1] \) to be part of an inverse trajectory, it must have pre-images under all iterations of the multi-map. This is made more explicit in the following remark which also appears in [19, Remark 2.6]

**Remark 7.5.** Let \( F: [0, 1] \to 2^{[0,1]} \) be a multi-map, and let

\[
W = \bigcap_{n=1}^{\infty} F^n([0, 1]).
\]

Then \( W = F(W) \), and the inverse limit spaces \( Y(F) \) and \( Y(F|W) \) are equal.
With this observation, one may establish the following result by making straightforward adaptations to the proof of Proposition 7.4.

**Proposition 7.6.** Let \( F : [0, 1] \to 2^{[0,1]} \) be a multi-map, and let \( W = \bigcap_{n=1}^{\infty} F^n([0, 1]). \)

If the inverse limit system is topologically transitive, then the forward trajectory system \( X(F|_W) \) is topologically transitive.

Likewise, we may use the same methods to conclude the following results. Note that a version of (3) appears in [27, Theorems 4.1&4.3].

**Theorem 7.7.** Let \( F : [0, 1] \to 2^{[0,1]} \) be a multi-map, and let \( W = \bigcap_{n=1}^{\infty} F^n([0, 1]). \)

1. \( X(F|_W) \) is Devaney chaotic if and only if \( Y(F) \) is Devaney chaotic.
2. \( X(F|_W) \) is topologically mixing if and only if \( Y(F) \) is topologically mixing.
3. \( X(F|_W) \) has the specification property if and only if \( Y(F) \) has the specification property.

Moreover, if \( X(F) \) is Devaney chaotic, topologically mixing, or has specification, then \( W = [0, 1] \), and \( X(F|_W) = X(F) \).

The following corollary follows from Theorem 7.7 combined with Theorems 5.1, 6.1.

**Corollary 7.8.** Let \( F \) be a Markov multi-map with associated SFT \( \Sigma_M \).

1. If \( \Sigma_M \) satisfies the Irreducibility Condition (IC) and the Coding Condition (CC), then the inverse limit system \( (Y, S) \) is Devaney chaotic.
2. If \( \Sigma_M \) satisfies the Mixing Condition (MC) and the Coding Condition (CC), then the inverse limit system \( (Y, S) \) is topologically mixing.
3. If \( \Sigma_M \) satisfies the Mixing Condition (MC) (with mixing component \( C_0 \)) and the Coding Condition (CC), and if \( \{g_a : a \in C_0\} \) is uniformly equicontinuous, then the inverse limit system \( (Y, S) \) has the specification property.

8. Examples

In this section, we present two examples of Markov multi-maps. Both have SFTs satisfying the Mixing Condition (MC), but only the first has a forward trajectory system that is topologically mixing. The key difference is that the second example does not satisfy the Coding Condition (CC). This example illustrates that in the absence of the Coding Condition (CC), the properties of the associated SFT do not in general determine the properties of the forward trajectory system.

**Example 8.1.** Let \( F \) be the Markov multi-map pictured in Figure 1. Then \( P = \{0, 1/2, 1\} \), \( A_1 = \emptyset \), and we may enumerate the elements of \( A_0 \) and \( A_2 \) by \( A_0 = \{a_1, a_2, a_3\} \) and
\[ A_2 = \{a_4, a_5, a_6, a_7\} \] where

\[
\begin{align*}
D(a_1) &= \left[ 0, \frac{1}{2} \right] & R(a_1) &= [0, 1] \\
D(a_2) &= \left[ \frac{1}{2}, 1 \right] & R(a_2) &= \left[ \frac{1}{2}, 1 \right] \\
D(a_3) &= \left[ \frac{1}{2}, 1 \right] & R(a_3) &= \left[ 0, \frac{1}{2} \right] \\
D(a_4) &= \{0\} & R(a_4) &= \{0\} \\
D(a_5) &= \left\{ \frac{1}{2} \right\} & R(a_5) &= \{1\} \\
D(a_6) &= \{1\} & R(a_6) &= \left\{ \frac{1}{2} \right\} \\
D(a_7) &= \left\{ \frac{1}{2} \right\} & R(a_7) &= \{0\}
\end{align*}
\]

The function \( f_{a_1} : [0, 1/2] \to [0, 1] \) is given by \( f_{a_1}(x) = 2x \); \( f_{a_2} : [1/2, 1] \to [1/2, 1] \) is given by \( f_{a_2}(x) = 3/2 - x \); \( f_{a_3} : [1/2, 1] \to [0, 1/2] \) is given by \( f_{a+3}(x) = -3/2 + x \).

Then \( A^{(e)} = A_0 \) and \( L_2(A_0) \) consists of the words \( a_1a_1, a_1a_2, a_1a_3, a_2a_2, a_2a_3, \) and \( a_3a_1 \). The set \( A_0 \) is a mixing component. Moreover, since \( G(a_1), G(a_2), \) and \( G(a_3) \) are all straight lines, and \( R_0(a_1) \cap P \neq \emptyset \), we have by Corollary 7.3 that \( \Sigma_M \) satisfies the Coding Condition. Additionally, by Propositions 7.1, the family of inverse functions \( \{g_u : u \in L(A_0)\} \) is equicontinuous.

Therefore by Theorem 6.1 and Corollary 7.8, both the forward and the inverse trajectory systems have the specification property.

**Example 8.2.** Let \( F \) be the multi-map pictured in Figure 2. Once again \( P = \{0, 1/2, 1\} \) and \( A_1 = \emptyset \). Just as in Example 8.1, \( A^{(e)} = A_0 \), so we ignore \( A_2 \). We label the line segments...
Figure 2. Multi-map from Example 8.2

clockwise beginning with the bottom left, so we have $A_0 = \{a_1, a_2, a_3, a_4\}$ where

\[
\begin{align*}
D(a_1) &= \left[0, \frac{1}{2}\right] & R(a_1) &= \left[0, \frac{1}{2}\right] \\
D(a_2) &= \left[0, \frac{1}{2}\right] & R(a_2) &= \left[\frac{1}{2}, 1\right] \\
D(a_3) &= \left[\frac{1}{2}, 1\right] & R(a_3) &= \left[\frac{1}{2}, 1\right] \\
D(a_4) &= \left[\frac{1}{2}, 1\right] & R(a_4) &= \left[0, \frac{1}{2}\right].
\end{align*}
\]

We have $f_{a_1}(x) = 1/2 - x$, $f_{a_2}(x) = 1/2 + x$, $f_{a_3}(x) = 3/2 - x$, and $f_{a_4}(x) = -3/2 + x$.

Once again $A_0$ is a mixing component of $A$. However, in this case, $\Sigma_M$ does not satisfy the Coding Condition, and $X$ is not topologically transitive. To see that $\Sigma_M$ does not satisfy the Coding Condition, note that $I_u = I_{u_0}$ for every word $u \in \mathcal{L}(A_0)$. This is because none of the functions have ranges which span multiple intervals from the partition. To see that $X$ is not topologically transitive, observe that every trajectory takes on at most four different values. Specifically, for all $x \in X$, there is some value $y \in [0,1/2]$ such that $x_i \in \{y, 1/2 - y, 1/2 + y, 1 - y\}$ for all $i \geq 0$.
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