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Abstract: Low power wide area networks (LPWAN) are comprised of small devices having restricted processing resources and limited energy budget. These devices are connected with each other using communication protocols. Considering their available resources, these devices can be used in a number of different Internet of Things (IoT) applications. Another interesting paradigm is machine learning, which can also be integrated with LPWAN technology to embed intelligence into these IoT applications. These machine learning-based applications combine intelligence with LPWAN and prove to be a useful tool. One such IoT application is in the medical field, where they can be used to provide multiple services. In the scenario of the COVID-19 pandemic, the importance of LPWAN-based medical services has gained particular attention. This article describes various COVID-19-related healthcare services, using the the applications of machine learning and LPWAN in improving the medical domain during the current COVID-19 pandemic. We validate our idea with the help of a case study that describes a way to reduce the spread of any pandemic using LPWAN technology and machine learning. The case study compares k-Nearest Neighbors (KNN) and trust-based algorithms for mitigating the flow of virus spread. The simulation results show the effectiveness of KNN for curtailing the COVID-19 spread.
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1. Introduction

Gartner predicted that low power short range networks will be significantly large in number by 2025, and they will be the enabling technology for the Internet of Things (IoT) [1]. LPWAN-based IoT applications are developed in the fields of healthcare, smart grid, and transport. These networks are comprised of very small devices which can be worn on the skin or integrated with domestic appliances. However, these devices have limited processing and restricted energy budget because of small batteries. These devices are used to implement the concept of connecting anyone, anything, anywhere, and any network. This helps in realizing the automation in the fields of healthcare, smart grid, and transport [2]. Due to the developments in the domains of machine learning, artificial intelligence, and communication technologies, it is highly probable that these networks would be used to further innovate the existing applications [3]. LPWAN enables the connected devices to send the sensed physical parameters to the centralized gateway, which may make appropriate decisions using machine learning algorithms. The constraints on applications are energy efficiency and low complexity for a salable network, with nodes joining and leaving frequently.

LPWAN is a new connectivity option for the IoT applications, which will use features of the cellular and short range wireless devices. Traditionally, the IoT applications are realized using short range wireless devices, whereas the wide area coverage is provided by the cellular network. However, LPWAN combines the features of both types of networks.
In short, the goal of LPWAN is to provide long range communication with low processing requirements. This enables many new IoT applications which may benefit from this connectivity option. For IoT and M2M, LPWAN technology has extensive capacity to support numerous applications involving constrained devices. LPWAN applications lie in the domains of smart grid, smart city, personal IoT applications, smart metering, etc. [4].

One of the most attractive IoT applications of LPWAN lies in the field of healthcare. LPWAN can implement various IoT healthcare applications and provide appropriate services to the end-user. The applications include the monitoring of vital signs, and the received data can be used to implement various services [5]. Hence, different medical diagnostic and imaging devices and sensors can be regarded as a major part of the IoT application. These healthcare services can help in reducing cost, better protect the healthcare providers, and smooth patient experience. The healthcare provider can remotely monitor a patient and provide appropriate support using available services. Further, they can get a reduction in cost as well. The patient can get better care 24/7 as they are constantly monitored remotely [6].

The data obtained from LPWAN-based IoT healthcare applications are tremendous and can be used to predict various parameters. In this context, machine learning is an important tool [7]. Machine learning is a part of Artificial Intelligence (AI) and is used to derive a mathematical model from a set of data. This mathematical model is easily understood by human beings and can be used to make future decisions. In the context of IoT-based healthcare applications, the data can be gathered in a central gateway. Although the devices have limited processing resources, central gateways can be used to implement machine learning algorithms. These gateways can then generate mathematical models from these datasets for future purposes. Hence, it is an important mathematical tool which needs to be considered [8].

In the end of 2019, the coronavirus pandemic (COVID-19) was originated from Wuhan, China [9]. The World Health Organization (WHO) declared it a public health emergency and it changed the way the world used to be. One of the recommended preventive measures include social distancing, as it is transmitted by person-to-person contact. LPWAN-based IoT healthcare services are particularly important in this scenario, as they reduce the person-to-person contact, thus reducing the chances of the spread of this disease [10]. Further, the healthcare provider can benefit from LPWAN technology as it can reduce the healthcare provider’s contact with the patient. Hence, it can help to reduce the spread of the disease to paramedical staff. LPWAN technology coupled with machine learning can be used to better predict the disease as well.

In this paper, we give a survey of existing IoT-based healthcare applications and how they can be used in the COVID-19 scenario. We discuss various services and discuss how machine learning can help in current pandemic situation. Finally, we discuss a case study using KNN, which is a machine learning algorithm, to rate a place/building for COVID-19 risk. We choose this algorithm to show the usability of machine learning in this scenario and compare it with a trust management algorithm. The results show the usability of machine learning algorithms to mitigate COVID-19. The block diagram demonstrating the the basic idea of this research is shown in Figure 1.

This article is significantly different to others already published as follows:

- Ullah et al. [11] presented various secure data collection mechanisms using fog computing in the healthcare sector. They, however, did not discuss the IoT use case of LPWAN as a connectivity option for these applications.
- Qadri et al. [12] presented a survey article that discusses emerging IoT healthcare technology system in general, but they did not focus on LPWAN as communication technology.
- Olatinwo et al. [13] discussed LPWAN technologies in wireless body area networks, but they did not discuss the advantage of machine learning in these applications.
Figure 1. Block diagram of our research methodology.

The article is structured as follows. First, we sketch basic introduction to IoT and LPWAN in Section 2, while Section 3 discusses the e-Health applications using LPWAN technology. Thereafter, in Section 4, we give an introduction to machine learning and discuss the machine learning applications in LPWAN-based IoT healthcare applications and services for COVID-19 mitigation. We present a case study in Section 5 for the COVID-19 pandemic using machine learning and trust development metrics. This is followed by a general discussion on the role of LPWAN-based systems during COVID-19 and the perspective work in Section 6. Finally, we conclude the article in Section 7.

2. Internet of Things (IoT) and Low Power Wide Area Networks (LPWAN)

In this section, we describe the role of IoT and LPWAN in automating our lives. These technologies and applications have revolutionized the way in which we can think of various application. LPWAN is a technology which is the basis for numerous emerging IoT applications. Below, we describe these topics in detail.

2.1. IoT

The future of computing is rapidly changing, and it is already out of the conventional desktop computer [14]. Already, we have an overwhelming number of devices which are surpassing the number of laptops and conventional desktop computers. Hence, Internet of Things (IoT) is becoming a new domain which is attracting huge amount of attention in the context of communication. In this domain, objects refer to small devices having limited processing and energy resources, and they can communicate with surrounding objects. Hence, communication and information is being shared around us in an invisible manner, and these objects are found around us in a pervasive manner. Many devices are part of the IoT: cell phones, sensors, Radio Frequency Identification (RFID), etc. These IoT objects will cooperate in a distributed manner to realize a common target [15]. IoT has its own properties, but it also shares similarities with other fields within computer sciences. Further, IoT devices combine various technologies in the domain of sensors, communication,
actuators, cloud, and storing modules. Due to its powerful features, it is declared as one of the cutting-edge technologies by the US National Intelligence Council [16].

In the context of IoT, things can be defined as an entity that can record some activity and transfer the information to a central server. These things are identified using numbered addresses. They are an important part of the IoT as they are responsible for doing virtually everything in the network starting from monitoring and sensing to communication. These IoT devices would become an integral part of the Internet in the future, as standards have started to adopt these devices for the future.

However, there are a few definitions of the IoT which are proposed by some researchers:

**Definition 1.** ‘Internet of Things (IoT) represents the next step towards the digitization of our society and economy, where objects and people are interconnected through communication networks and report about their status and/or the surrounding environment [17].’

**Definition 2.** ‘A global infrastructure for the information society, enabling advanced services by interconnecting (physical and virtual) things based on existing and evolving interoperable information and communication technologies [18].’

**Definition 3.** ‘The Internet of Things allows people and things to be connected Anytime, Anyplace, with Anything and Anyone, ideally using Any path/network and Any service [19].’

### 2.1.1. Characteristics of IoT

The IoT architecture combines features from the sensor networks, RFIDs, and other identifiable things to realize a dynamic network. Some of the important characteristics of IoT devices are listed below [20]:

- IoT devices consist of objects/things having real world devices which have the ability to identify each other.
- These devices can share information with each other using communication infrastructure.
- IoT devices may have sensors which can gather physical information, such as temperature, pressure, etc.
- These things can collaborate with each other to perform necessary steps.
- The IoT devices can communicate with any other device in the world using the Internet connectivity.

### 2.1.2. Vision and Technology

Due to advancements in technology, the processing devices are becoming versatile and accessible owing to better communication and processing features. The interconnectivity between these devices can benefit from these features and implement seamless applications. However, there is a need for unique identification of the things, such as public IP address. A single object in the IoT may have multiple sensors, which are individually addressable. Thus, large-scale IoT deployments need a global mechanism for addressing these objects. Further, this IoT architecture should be able to analyze information that is received from different sources. Thus, there are multiple dimensions of the IoT technology, including mobility, topology, network size, and heterogeneity, which need to be considered. The IoT network will dynamically evolve due to continuous joining and exiting of the things. Hence, these are some points which need to be considered before IoT network deployment. There are multiple connectivity options for IoT applications. Here, we consider LPWAN, which is an evolving connectivity option for IoT-based healthcare services [21]. The next section gives an overview of LPWAN technology.
2.2. Low Power Wide Area Networks (LPWAN)

Different wireless technologies such as IEEE 802.11 (WLANs), IEEE 802.15.2 (Bluetooth), and IEEE 802.15.4 (ZigBee, LR-WPANs) are used in the sensor-based applications. IEEE 802.11 and IEEE 802.15.2 were designed for the networks requiring high-speed data transfer, while IEEE 802.15.4 was designed for low-speed data communication. On the other hand, 2G-, 3G-, and 4G-based cellular networks were designed targeting data and multimedia (voice and video) communication having large coverage area.

Therefore, these wireless cellular networks are not designed while keeping in view the metrics of sensor-based applications. Hence, low power wide area network (LPWAN) has evolved, which is a new paradigm of the IoT network in order to support these requirements. LPWAN comprises multiple communication protocols for networks with large coverage areas and battery life, but having small data transmission rates \[22\]. For IoT and M2M, LPWAN technology has extensive capacity to support numerous applications involving constrained devices. It expects to have a price in the $3–7 range, with packet sizes ranging 10–1000 bytes and transmission data rates up to 200 kbps. The battery life should exceed 10 years, which can support more than 100k devices with coverage from 2 to 20 km \[2,4,23\].

In this section, we detail emerging LPWAN proprietary technologies and their features below. It includes a discussion of Sigfox, LoRa, Ingenu, and Telensa. These technologies provide their solutions in the industrial, scientific, and medical radio (ISM) band.

2.2.1. Sigfox

Sigfox \[23\] is a proprietary solution for the IoT end-to-end connectivity. Sigfox Network Operators (SNOs) deploy their base stations around the globe for providing connectivity to the servers using IP-based networks. The end devices communicate with the base stations using the Binary Phase Shift Keying (BPSK) modulation scheme in sub-GHz ISM band. This reduces the noise levels, which results in long communication range. However, the data rate is also reduced and it can send up to 100 bps. This also decreases the application use cases which can consider this technology. The Sigfox allows uplink communications to 140 transmissions comprising 12-byte payload and downlink to four 8-byte messages per day and per device. Because of the same network provider, there is no roaming for a connected device if it changes its location \[4\].

2.2.2. LoRa

LoRa \[4\] is a proprietary technology that uses Chrip Spread Spectrum (CSS) modulation in sub-GHz ISM band, which spreads the signal over a wide frequency range. This helps in integrating the anti-jamming characteristic in this technology. Furthermore, the parameters at the physical layer can be modified to achieve a data rate from 0.3 to 50 kbps. This technology has better performance if a line of sight path is available; however, in the case of non-line of sight communication, its range is significantly reduced \[24,25\]. LoRa also supports the deployment of personal LoRa base station for network extension \[23\].

2.2.3. Ingenu

Unlike other LPWAN technologies, Ingenu supports communication in 2.4 GHz ISM band; therefore, it does not face strict duty cycle restrictions \[23\]. It uses Random Phase Multiple Access (RPMA) proprietary technology, which is a variation of Code Division Multiple Access (CDMA) technique. As far as the data range and data rate are concerned, Ingenu has better performance that the other LPWAN technologies. Ingenu is dominating the task of standardizing the specifications of IEEE 802.15.4k and is making RPMA technology compliant to this IEEE standard \[4\].

2.2.4. Telensa

Telensa is a networking company which provides LPWAN-based end-to-end connectivity \[23\]. Most of its applications are in the smart lightning network for the urban
environment. Its physical layer uses a proprietary solution in sub-GHz ISM band, having a data rate of 62.5 and 500 bps for uplink and downlink, respectively. Thus far, they do not allow external users to use their network, but they are involved in standardizing their technology [4].

3. e-Health Applications in LPWAN

LPWAN is an effort of combining low power consumption with long-range wireless connectivity. In the recent past, several articles have been published to look into the e-Health applications by utilizing the 5G-based networks and LPWAN. The strategic requirements for the use of mobile technology in the health sector was sketched by [26], while [27] discusses the results of public assessment and proposed to use m-Health for improving the healthcare sector. Some other articles [28, 29] explain the specifications and requirements of 5G technologies in the context of the healthcare sector. As per the study published by the European Commission [30], the global m-Health market would grow to 17.8 billion euros by 2017. Hence, there is strong evidence for the use of 5G- and LPWAN-based IoT networks in e-Health and m-Health sector. An example LPWAN-based IoT application for e-health sector is shown in Figure 2.

![Figure 2. A conceptual LPWAN-based e-health application.](image)

Many recent projects consider the e-Health concept. The estimated number of asthma patients was 334 million in 2014 [31], which may rise in coming years. For around 592 million diabetic patients, Ondou aims to provide electronic healthcare services [32]. Due to the characteristics of these diseases, the e-health services might require more than 1 billion LPWAN connections. These devices will help in managing the health needs of the patients, resulting in reduced hospitalization costs. Hence, more medical care can be provided to these chronic patients at home using the Internet and LPWAN technology.

In the following section, we discuss the LPWAN-based e-health application requirements.

3.1. LPWAN-Based e-Health Application Requirements

The main difference between Wireless Wide Area Networks (WWANs) and Wireless Local Area Networks (WLANs) is that WWAN targets a larger area in comparison with WLAN. The application requirements, such as traffic requirements, scalability, energy efficiency, coverage, location identification, security features, cost, and hardware features are different for both networks. The cellular data services such as 3G and 4G are designed for high data transfer over tens of kilometers in mobile devices. LPWANs, on the other hand, are designed for long-range data communication with low energy consumption, reduced cost, and low bit rate for M2M and IoT applications. Hence, it is a major component of any future IoT applications that require long transmission range. Many IoT-based e-healthcare services can be realized using LPWAN technology. The details are listed in
the forthcoming sections. Here, we discuss the requirements of LPWAN-based e-health application requirements in detail below.

3.1.1. Traffic Requirements and Mobility

Several sensors can be deployed on an LPWAN. Other than their network traffic, LPWAN may also have traffic generated by other devices. The traffic attributes for LPWAN may vary as well in terms of real time data delivery and energy efficiency. Some applications may be delay tolerant and others delay intolerant. Similarly, in an LPWAN-based e-health application, some applications such as usual remote monitoring of patients may be delay tolerant. However, in the case of an emergency, the packets should be prioritized and should reach the concerned doctor in a timely manner. Similarly, some of the applications should also require the provision of mobile device in an LPWAN. Thus, there is a need to handle various traffic classes and mobility in LPWANs for e-health applications. Although the current LPWAN technologies do not offer priority mechanism for packet transmission, this feature might be added to existing technologies. This can be achieved by increasing the number of base stations for LPWAN technology to handle various traffic classes.

3.1.2. Scalability

Another important feature of LPWAN in the healthcare sector is to allow a large number of devices to have low data rates. For example, if the healthcare agency of a country wants to automate the process using LPWAN technology, then a lot of devices would be needed and scalability is a major issue. Scalability is the property of a network which can grow from a small number of devices to a large number. However, this should not affect the network data transmission ability [33]. There is an important role of gateways in the scalability issue, as most LPWAN devices connected to provide e-health services are low cost, having restricted processing abilities. Here, multi-channel and multi-antenna techniques can be used to improve scalability in these type of networks [2]. The multi-channel and multi-antenna techniques reduce the interference and increase the network performance [34]. Hence, we conclude that this is a very important design factor for LPWAN-based e-health services.

3.1.3. Energy Efficiency

One of the main properties of LPWAN-based e-health applications is the unavailability to recharge the devices periodically. Furthermore, the cost of battery should be kept low. Hence, there is a need to use LPWAN devices in a low duty cycle mode and they should be kept in sleep mode whenever possible. This will help in enhancing the battery lifetime, and it is expected to last at least ten years. However, in an emergency event, the duty cycle should be modified to provide essential healthcare service to the patient. There is a need to have further research in this domain so that the batteries having long lifetime should be designed to effectively realize these e-health applications.

3.1.4. Coverage

As per Raza et al. [4], the coverage range for LPWAN should be up to 10–40 km in rural environment and 1–5 km in urban areas. For most e-health applications, this is an important design parameter. Since LPWAN technologies may have disparity in communication range, it must be considered before choosing a particular technology for an e-health application. As the devices need to be deployed in indoors and underground locations for remote monitoring of the patients. Hence, it is important to have a better coverage as some of the patients can be in critical stages. If an LPWAN technology is unable to provide the required coverage, then it can have negative consequences on patient’s health.

One choice is to use low modulation rates at the physical layer, but it increases the energy required per bit. However, it will help the receiver in correct detection of data without the need for re-transmission. Another choice is to consider the data rate for a particular e-health application. If we need a higher data rate, then we can compromise on
the transmission range, and a dense deployment of LPWAN base stations is required. On the contrary, for e-health applications requiring lower data rate, the transmission range can be reduced. This will lead to a sparse deployment of the LPWAN base stations. Hence, the coverage range is an important parameter for the deployment of a particular e-health application.

3.1.5. Location Identification

The location gathering of LPWAN devices is an important aspect as patients can change their location frequently. If the patient is in need of critical care, then his/her location should be known to the healthcare provider. Then, the required services may be provided to the patient. Thus, the devices may be integrated with a global positioning system (GPS) device or they should use smart localization algorithms to know the current location of an LPWAN device and the patient.

3.1.6. Security and Privacy

The security and privacy is an important feature of LPWAN devices because of their simplicity. In order to avoid any malicious user to misuse the healthcare system, the need for authorization, authentication, data security, and confidentiality needs to be supported. These security services should be able to stop major Denial of Service (DoS) attacks against these devices. Otherwise, a malicious user can penetrate the system, and it can cost the health of the patients.

3.1.7. Cost Effectiveness

As discussed above, LPWAN devices and their operation cost should be low without compromising at the communication range. Furthermore, software upgrading should also be supported in these devices. Both of these points would enable a cheaper deployment and operational cost for providing healthcare services. This would be beneficial for both the service provider and the patient.

3.1.8. Device and Software Complexity

LPWAN devices deployed in a healthcare system would need lower operation cost with a long coverage range. Furthermore, the software should not require a lot of processing resources in general, as this would increase the power consumption of the device. This would simplify the network deployment task and would help in reducing the operational cost of the network.

4. Machine Learning for e-Health

In this section, we first give an overview of machine learning techniques and algorithms. Thereafter, various e-health applications are discussed that may use machine learning for their realization. Then, a brief overview of COVID-19 is presented. Finally, we describe e-health services for mitigating COVID-19 spread using machine learning and e-Health applications.

4.1. Machine Learning

Machine learning is a part of artificial intelligence and its objective is to comprehend the data and generate a model which can be interpreted by human beings [35]. It is one domain of computer science, but there is a major difference, that is, traditional computer science has programs for algorithm solving. However, machine learning algorithms fit the pattern of data into a mathematical model using statistical analysis. Thus, it automates the decision making process by building a mathematical model and helps in analyzing the situation based on data inputs.

Many technologies benefit from machine learning. Facial recognition may be used by the social media websites for tagging the users in photos by using machine learning algorithms. Search and recommendation engines can suggest user various contents to
watch by the help of machine learning. There is another advancement in the field of self-driving cars which use machine learning for effective decision making.

In this section, we look into machine learning methods including supervised and unsupervised learning, and other algorithmic approaches used in machine learning.

4.1.1. Machine Learning Methods

Broadly speaking, machine learning is classified into four categories. These are supervised, unsupervised, semi-supervised and reinforcement learning. These techniques depend on the type of learning mechanism for developing a model.

Supervised Learning

Supervised learning [36] trains algorithms based on labeled data. The dataset used in model construction is referred to as training data and there are labels associated with these data. In general, the aim of supervised learning is to identify the pattern within given datasets. The algorithm learns by comparing the actual output with the outputs obtained from the model to locate errors and update the model accordingly. For example, we may label part of an image of the ocean as fish and the rest as water. After training on these data, a supervised learning algorithm should be able to identify fish and water in other images. Another example is prediction of future events based on historical data or filtering out spam emails from received emails.

Semi-Supervised Learning

In the case of partial knowledge such as incomplete labels or missing labels, semi-supervised learning techniques [37] are effective. Generally, this technique utilizes less labeled data and more unlabeled data for model training. Hence, it combines the features of supervised and unsupervised learning techniques, by using labeled as well as unlabeled training data. In order to understand semi-supervised learning, let us take an example of cluster analysis. This method partitions a dataset into similar groups such that each group is different from another. Normally, clustering is done using unsupervised learning; however, in some cases where some labels or information about data relationship is unknown, semi-supervised learning methods are effective.

Unsupervised Learning

Unsupervised learning algorithm [38] is not provided labeled data; rather the algorithm itself decide about the learning boundaries. The input data for unsupervised learning are unlabeled, and the learning algorithm finds common features in the dataset. This approach is most suited for clustering problems such as outlier detection. Most available data are unlabeled; therefore, this type of learning mechanisms is more valuable. Hence, one of the main objectives of the unsupervised learning is to discover hidden patterns in a dataset. One example of unsupervised learning is anomaly detection in the cyber security systems for detecting fraudulent activities. Another example is the purchase data of customers, which can be used to launch different types of marketing campaigns for a certain product.

Reinforcement Learning

Reinforcement learning (RL) [39] is an iterative process based on an agent for decision-making problems. The idea here is to use an agent for interacting with the external world by utilizing the environment and knowledge. Training data in RL are based on action and rewards. Agents learn from the environment to implement algorithms for maximizing the reward. Generally, there is an important relationship among the problem, learning paradigms, and the training dataset. Due to the lack of knowledge regarding the training data, it might be possible that supervised learning may not be employed while other learning techniques might work.
4.1.2. Machine Learning Algorithms

The machine learning approaches are based on computational statistics, which are based on the concept of correlation and regression. The approaches to apply machine learning are continuously developing, and it is a hot area of research. Here, we discuss various approaches for applying machine learning algorithms.

k-Nearest Neighbor (KNN)

The k-nearest neighbor algorithm [40] is an example of supervised learning, and it is used for pattern recognition, classification, and regression problems.

In this method, the input consists of k closest training examples, hence the name. To better explain the problem, let us consider an example. In Figure 3, there are diamonds and star objects, which belong to different classes. If we add a heart to the space, then the machine learning algorithm will classify it to a certain class. Here, we take \( k = 3 \) and the algorithm will find the three nearest neighbors to make a decision. In our example, the algorithm will make heart part of the star class.

![Figure 3. KNN example.](image)

The KNN algorithm uses Euclidean distance to compute its \( k \) closest neighbors using the difference between its feature vector and that of the neighbor. The squared value of the difference is added together to get the distance as per the equation below [41]:

\[
\text{Distance}^2 = (\text{feature}_{1,\text{object}} - \text{feature}_{1,\text{neighbor}})^2 + (\text{feature}_{2,\text{object}} - \text{feature}_{2,\text{neighbor}})^2 + \ldots + (\text{feature}_{n,\text{object}} - \text{feature}_{n,\text{neighbor}})^2
\]  

A voting-based mechanism is used to classify the input vector into corresponding category. This is a useful mechanism even if the training data is relatively small. Therefore, KNN is used in the case study that we develop in this article.

Decision Tree Learning

The decision tree [42] is an example for supervised learning, and it is used as a predictive model in machine learning. It predicts the value of a target by considering the input variables. In this model, branches of the tree represent observations and leaves represent conclusions about the data target. The quality of the outcome depends on the criterion known as entropy, which has to be minimized and helps in judging the final outcome [43]. For example, someone wants to know if he should go fishing based on weather and pressure conditions. In decision tree-based learning, we have to find an
appropriate leaf node after a sorting process for a particular example. Based on the weather conditions of a day, the tree classifies whether it is suitable to go fishing. Hence, a particular decision can be made using such a tree.

Principal Component Analysis (PCA)

PCA [44] was invented by Karl Pearson in 1901, and, in this process, we first compute the principal components in a dataset. It is a part of the unsupervised learning algorithm stream. These components are used to perform a change of basis on the data, by considering first a few principal components, hence the name. PCA simplifies the complexity in the data, by keeping the data trends. Concretely, this algorithm works by defining a new coordinate system using the data variance. The largest variance of data helps in identifying the first axis, the second largest data variance along the orthogonal direction to the first axis identifies the second axis, and so on. This mechanism continues until all the axes are located [43]. That is how the unsupervised learning mechanism of PCA works and helps in processing the unlabeled data.

Support Vector Machine (SVM)

SVM [45] is a supervised learning model used in machine learning, and it is used for regression and classification analysis. A labeled dataset is passed to the SVM model, and it is able to categorize further data. It helps in classification of data into two groups by creating a decision boundary in space for separating the two classes. The decision boundary is selected such that the gap between data points in the two classes is maximized. The decision boundary can be separated using linear as well as non-linear kernels [43]. Thus, it can be used to classify unlabeled data in healthcare for realizing interesting applications.

Artificial Neural Network (ANN)

ANN [46] is an example of supervised learning algorithm, and it is designed to copy the brain functionality. It is a layered structure, which performs linear and nonlinear transformation on the input data and develops the classification rules. It has an input layer to receive the data, inner layer(s) for processing the input data, and an outer layer for generating the results. In the case the output is incorrect, the output can be fed back to the inner layer for further processing until acceptable results are obtained [41]. It is using implemented in software, but sometimes it is fabricated in hardware.

4.2. Machine Learning in LPWAN-Based IoT Healthcare Applications

Many healthcare applications can use LPWAN and machine learning. In this context, various healthcare devices available on the market are discussed. These devices may lead to an innovative development of healthcare solutions using machine learning. In this section, we discuss various IoT-based healthcare applications which uses machine learning and can be used by various healthcare services.

4.2.1. Blood Glucose Testing

Blood glucose monitoring [47] is vital for diabetic patients, as they have high glucose levels over an extended period of time. This monitoring indicates the pattern of glucose level present in an individual’s blood, which helps in deciding meal plans, medications, and physical activities. LPWAN-based IoT applications used with machine learning would be beneficial for deciding these plans based on the past history of a patient. LPWAN devices would monitor and record the blood glucose level periodically, and the data would be used by a machine learning application to decide about the patient’s daily plan. An example of IoT-based noninvasive glucose monitoring is proposed in [48], where healthcare providers are given access to the patient’s data through IPv6 connectivity. Another IoT-based medical data gathering system is explained in [49], which detects the glucose level of a patient.
4.2.2. Electrocardiogram (ECG)

ECG [50] is the heart activity which is recorded by electrocardiography for determining heart rhythm, multifaceted arrhythmia, and the myocardial ischemia [51]. LPWAN devices can be used to capture these data for obtaining maximum information, which can be used for extensive analysis [52]. Further, these data can be exploited by the machine learning for early detection of heart-related diseases. ECG monitoring using IoT is described in detail in [53–55].

4.2.3. Blood Pressure (BP) Monitoring

BP monitoring [56] is an important part of early detection of various heart diseases. Therefore, its monitoring using LPWAN is vital for many patients. In [57], an architecture is proposed for BP monitoring using IoT and the smartphones. Another scenario is discussed in [58], which presents a communication mechanism between a remote health office and the central medical center for constant BP monitoring. Based on the collected data, machine learning can be used to make a model for prediction of a possible illness.

4.2.4. Temperature Monitoring

The use of LPWAN devices coupled with machine learning would help in realizing such an IoT application. One of the critical vital signs is the body temperature [59], which needs regular monitoring for critically ill patients [60]. TelosB mote is used in conjunction with a temperature sensor in [48] for monitoring body temperature periodically. Another example is given in [61], which employs a home gateway on top of the IoT network, which detects the body temperature and transmits using infrared sensors. In [62], another similar system is presented, which uses the RFID module and a module for body temperature monitoring.

4.2.5. Blood Oxygen Saturation Monitoring

Oxygen saturation monitoring [63] can be carried out by pulse oximetry. In order to realize healthcare application, pulse oximetry can be integrated with LPWAN. The potential for using this technique is detailed in [64]. A platform for implementing the techniques using Bluetooth is described in [54]. Similarly, Larson et al. [65] presented a remote monitoring system using a low power pulse oximeter over an IoT network. A telemedicine application using pulse oximeter is detailed in [66]. The data obtained from these applications can be utilized by a machine learning software tool to know about any possible health issues in the monitored patient.

4.2.6. Rehabilitation Management

One vital branch of medicine is rehabilitation management [67] for restoring functional ability of a patient having some physical disability. In the case of shortage of experts and aging population, this field can be well supported by LPWAN. LPWAN can be used to gather information related to the person’s disabilities and his age, and a schedule for rehabilitation can be planned. This plan can be obtained from a machine learning application having data of the past patients. Another example is given in [68], which provides an ontology-based automated technique for a IoT-based rehabilitation system offering realtime information exchanges. Another example of remote consultation for rehabilitation is explained in [69]. The reader is referred to other examples presented by Lin [70], Guangnan and Penghui [71], Yue-Hong et al. [72], and Liang et al. [73]. All of these systems can help to gather patient data for rehabilitation using an IoT network, which can be used to make a rehabilitation plan using a machine learning application.

4.2.7. Medication Management

The noncompliance of medicine management [74] results in a serious problem to the community health, hence it is an issue which needs to be addressed. LPWAN provides an innovative mechanism for managing this problem. An example is given in [75], which provides an IoT-based intelligent packaging solution with controlled sealing employing
wireless communication. Another relevant medication management system using RFID is detailed in [76], which describes a prototype implementation for medication control system. Past data gathered using the IoT network can be used to have better control on the future movement of medication using a machine learning application.

4.2.8. Wheelchair Management

There is a need to work on wheelchair automation [77] for handicapped patients, and LPWAN can help in the development of such a chair. In [78], a wheelchair healthcare system based on IoT technology is described. This design integrates WBAN technology with the IoT system. Another example is given in [79], which uses peer-to-peer and IoT systems for chair vibration control. The wheelchair movement data can be used by a machine learning application to derive behavior of the wheelchair users. This behavior prediction would help in optimizing the wheelchair usage for the other users.

4.2.9. Smartphone-Based Healthcare Solutions

Smartphones have become a common electronic gadget which is carried by almost everybody these days. There are many interesting hardware and software features which make it an ideal candidate for a healthcare device [80]. In [81], various healthcare apps are discussed for advancing the healthcare services. Similarly, White et al. [82] discussed image analysis algorithms that can be used in a healthcare application for non contact measurements. Another survey [83] describes various smartphone apps that are available for the healthcare system. There are some smartphone-based healthcare accessories, such as Fitbit Flex, which help individuals achieve better fitness levels. These smartphones can be integrated with backend systems for collecting useful information necessary for a machine learning system.

4.2.10. Other Areas of Interest

There are many healthcare areas where the integration of LPWAN would help in better realization of these services. There are many new portable devices which can check various signs of a patient, including peak expiatory flow, eye pain, cancer treatment, skin infection, and hemoglobin detection [84]. The data obtained from these devices through an LPWAN would help a machine learning application to build a model for future applications.

4.3. COVID-19

The new coronavirus (SARS-CoV-2) has become a raging pandemic due to its high death rate and lack of medical treatment. It has spread across 222 countries with a death toll rising up to 3.44 million [85]. After entering through the human respiratory system, it causes severe conditions similar to pneumonia. The symptoms of the disease are so common that it is difficult to diagnose. Moreover, the limited availability of testing kits made the problem further grave. To mitigate the issue, researchers around the world are investigating novel mechanisms and technology for rapid and effective diagnosis and control the spread of virus. Although, a lot of work is done for finding medication, so far social distancing, lockdowns, and other preventive measures are the only effective solution. The worst part of all these measure is the effect on economic and psychological conditions of the people.

Recently, healthcare providers and researchers around the world focus on machine learning and artificial intelligence to increase the speed and processing power for performing several healthcare-related tasks [86]. Therefore, a health clinical system based on artificial intelligence and machine learning can address the challenges of COVID-19 pandemic. In the healthcare industry, artificial intelligence cannot replace human interaction, but it can provide effective decision support for clinicians for modeling the data and predicting different outcomes [87]. The e-Health applications that are explained in the previous subsection can be used for realizing various healthcare services for mitigating the spread of COVID-19. These services are explained in the next subsection.
4.4. Machine Learning in LPWAN/IoT Based Healthcare Services for COVID-19 Pandemic

Recently, researchers have started to focus on various use cases of IoT applications using LPWAN. Especially, they are interested in healthcare sector, however, these articles do not discuss the role of machine learning by using LPWAN technology. Furthermore, there is a potential of LPWAN-based IoT applications which can be used to mitigate COVID-19. As discussed in the Introduction, this article explores the usage of machine learning in the context of a healthcare IoT application which uses LPWAN. Table 1 gives a comparison of IoT-based healthcare articles, which shows that there is potential to discuss LPWAN-based IoT healthcare applications for COVID-19 using machine learning.

Table 1. Comparative analysis of related surveys for healthcare applications.

| Ref. | Short Range Communication Technology | LPWAN for Communication in Healthcare Applications | Machine Learning in LPWAN Based Healthcare Applications | Security in Healthcare Applications | LPWAN Based IoT Applications for COVID-19 |
|------|-------------------------------------|-----------------------------------------------|-------------------------------------------------|--------------------------------|----------------------------------|
| [11] | ✓                                   | x                                             | ✓                                               | ✓                              | x                                |
| [12] | x                                   | ✓                                             | x                                               | x                              | x                                |
| [13] | x                                   | ✓                                             | x                                               | x                              | x                                |
| [88] | ✓                                   | x                                             | x                                               | x                              | x                                |
| [89] | x                                   | ✓                                             | x                                               | x                              | x                                |
| [90] | ✓                                   | x                                             | x                                               | x                              | x                                |
| [8]  | ✓                                   | x                                             | x                                               | x                              | x                                |
| [91] | ✓                                   | x                                             | x                                               | x                              | x                                |
| [92] | ✓                                   | x                                             | x                                               | ✓                              | x                                |
| [93] | x                                   | x                                             | ✓                                               | ✓                              | x                                |
| [94] | x                                   | x                                             | x                                               | x                              | ✓                                |

Several healthcare services for epidemic diseases can be provided by integration of LPWAN into the system. However, standard IoT services are defined for the healthcare system, as the world has not witnessed such a situation before. Various solutions can be offered by machine learning-based techniques. This section explains existing services which can be used to detect the presence of infectious diseases in humans and is inspired from Islam et al. [90]. The protocols and services for LPWAN might require modification to control diseases. This enables fast and secure discovery of devices for providing these services. In the scenario of COVID-19, the importance of LPWAN-based medical services has received particular attention, as they may help in reducing the spread of any pandemic by maintaining a safe distance between the patient and other people. Some of the healthcare services which are useful in the time of a COVID-19 pandemic are drawn in Figure 4.

Figure 4. Healthcare services for LPWAN.

We discuss various types of LPWAN-based healthcare services for epidemic diseases in detail below.
4.4.1. Patient Data Monitoring (Body Area Network)

In the context of epidemic diseases, it is not only important to keep the patient monitored, but it is also required to take care of healthcare personnel. Therefore, Body Area Network (BAN) [95] can provide a patient monitoring network that can save the paramedic staff from these diseases. BAN consists of different sensors that monitor vital signs of the patient. BAN is installed on the patient for monitoring vital signs. The contact between patient and healthcare professionals can be reduced in this way. In the case of an emergency, the emergency response can be initiated by the healthcare professionals. Further, in the case of epidemic diseases, the patient can be advised to stay at home in quarantine. The patient can be remotely monitored based on the readings obtained from BAN. In the case the patient is staying alone at home, he/she can be monitored remotely. For the case of an emergency, an ambulance can be dispatched to his/her residence. Based on the vital signs, the machine learning can be used to predict the state of patients, that is, whether they are cured or their situation is getting worst. In the case of a worst situation, the patient can be shifted to a hospital for better treatment.

4.4.2. Predict Illness and Treatment

Machine learning can be used to predict illness of a patient [96]. The data from past patients are used to develop such a model. This model gives us an idea about the condition of a patient, that is, whether the condition is serious or not. If the patient is predicted to have symptoms of virus, then the patient can be isolated earlier. This will help reduce the propagation of the disease. The probable patient is treated for better management of the disease.

4.4.3. Health Information Management and Exchange of Health Information

The machine learning can be used for better health management [97] in epidemic diseases cases. The data collected at every district of a country give useful insight into the spread of the disease. The government can take steps to control the spread of the disease by looking at those parameters. Some countries have introduced smart lockdowns, which are based on machine learning algorithms [98]. This helped in controlling the spread of the disease as well as keeping the economy active.

4.4.4. Ambient Assisted Living

The medical service which helps in aiding elderly and handicapped patients using machine learning is called Ambient Assisted Living (AAL) [99]. The main ambition of AAL is to increase the life of an elderly patient with minimum or no dependence in their residence providing security, ease, and comfort. The quick fix by AAL utility can be a source of giving freedom and authority to the old and dependent patients, elevating their self-belief by coming up with human-servant-like assistance in the time of any difficulty. Many researchers have considered an AAL constructed on top of IoT. A standard model architecture for labor saving technology, safety, authority, and transmission is suggested using IoT-based AAL in [100]. The primary mechanisms for the application of this architecture are 6LoWPAN, which is employed for active communication protocol, whereas Radio Frequency Identification (RFID) and Near-Field Communication (NFC) are used as passive communication. AAL has been expanded by integrating data composed by therapeutic understanding to spot complication and hazards met by senior patients.

An AAL paradigm is discussed in [57], including how the primary AAL model can be realized using IoT. It has been debated that the application of AAL can be made easier by merging Keep-In-Touch (KIT) smart objects and closed-loop healthcare assistance. This consequent foundation can allow LPWAN to communicate between participants such as elderly patients, medical staff, doctors, caretakers, and relatives. The above-mentioned endeavors have inspired researchers to design protocols for creating KIT smart objects and closed-loop healthcare services workable via LPWAN.

In [101], a secure and flexible platform using IoT and cloud computing is described. This foundation discusses multiple features related with internetworking. The safe stream-
ing, Quality of Service (QoS), and data storage and its practicality have been confirmed by deploying a health gateway employing IoT on a desktop-based implementation. The preceding articles discuss the requirement of AAL and its correlated technological assistance and bring forth an interesting system for innovatory AAL technologies [102]. Additionally, an IoT-based safe system for AAL-based medication control is explored [103].

Based on the presented articles, we can use machine learning and LPWAN technology to provide medical services to elderly and handicapped patients in a pandemic situation. This can be done by analyzing the health of these patients and isolating them from the other population. This will not only provide better health services to these patients, but also AAL can indirectly slow the spread of a pandemic disease.

4.4.5. Internet of m-Health

Technology such as mobile computing, body medical sensors, and communication is used for facilitating medical management these days [104]. This concept is defined as m-health in [105]. Theoretically, m-IoT acquaints an out of the box medical management integration model that links the 6LoWPAN with the progressing 4G networks for future Internet-based m-health services. m-IoT fundamentally symbolizes IoT for medicinal services. It is important to discuss those particular traits that are inherent to the international free movement of an engaging organization. This moves towards the design of m-IoT services. The usage of m-IoT for noninvasive sensing of the glucose-level and the m-IoT planning concerning its execution and the difficulties faced are discussed in [48]. Context-aware problems and m-IoT ecosystems are two well-defined confronting matters in m-IoT utilities [102]. A methodology for mobility based on sharing packets is initiated, but its low network power usage is not confirmed in [100].

In a pandemic situation, m-IoT would be able to provide vital medical services to isolated patients, without risking the health of a healthcare provider. m-IoT services would also be able to monitor the patients remotely. Hence, it can help in stopping the spread of the pandemic disease.

4.4.6. Adverse Drug Reactions

An adverse drug reaction (ADR) is defined as trauma caused by the use of a medication [106,107]. ADR can occur following the first time intake of a medicine, if it is used for a long period of time, or as a result of the composite of two or more medicines. As ADR is naturally not specific to the therapy for a certain ailment, there is a requirement to individually plan a well-defined common technical issues and their mechanisms, which are called ADR services. In [108], a proposal for an IoT-based ADR is given. In this proposal, the patient’s workstation recognizes the medicine through barcodes or NFC-based devices. Through the use of pharmaceutical information system, the data are correlated to discern that the drug is in tune with the patient’s health record for allergic medications. iMedPack has been designed as a fragment of iMedBox to discuss the ADR by utilization of RFID and Controlled Delamination Material (CDM) technologies [53].

In the case of a pandemic situation, ADV can help a patient by providing medicine based on its past drug reaction history. Thus, the need to travel to a healthcare facility is reduced after consulting the history. This will also help better control a pandemic disease.

4.4.7. Community Healthcare

The concept of community healthcare [109] is deployed with the help of a network which covers a local community. This may include a residential building, a hospital, or a rural commune. Various such networks can be integrated to realize such a community healthcare structure. In [84], a rural healthcare monitoring system using an IoT network is proposed, which includes a unique authorization and authentication system. Lei You et al. [110] described a community healthcare network by integrating multiple Wireless Body Area Networks (WBANs), which can be considered as a virtual hospital. Similarly, Weihua Wang et al. [111] explained a framework for obtaining patients’ health
records and suggesting remote medical advice. These community healthcare units can help in the time of a pandemic for better management and lesser spread of the virus.

4.4.8. Child Health Information

It is important to make awareness about the children’s health for improving their emotional and mental needs [112]. This can be addressed by using IoT service termed as children health information (CHI). An interactive device explained in [113], helps in offering CHI based services to the children admitted in a hospital ward. The nutritional habits of the children can be improved using an IoT-based m-health service explained in [114]. In the time of a pandemic, these devices can be configured for providing better child healthcare services.

4.4.9. Wearable Devices

In [115], different sensors have been described that are used for providing healthcare services. These sensors can be used by an LPWAN for delivering these services. Many wearable devices can be produced using these sensors. The LPWAN architecture can be realized using these devices. However, these devices pose challenges due to their heterogeneous nature. Therefore, the integration of these devices has been tackled by various research works. For example, Castillejo et al. [116] developed a prototype system which can be accessed by smartphones and smartwatches. Further, Bazzani et al. [117] explained an IoT-based activity monitoring with the help of wearable devices. Lastly, Lopez et al. [118] explained the use of Bluetooth for the wearable devices and Ghazi et al. [119] discussed focal vibration therapy using wearable devices to provide neurophysiological benefits.

These devices are useful during a pandemic, as the vital signs of a patient can be monitored remotely. This will keep an isolation between patient and the rest of the world, which will decrease the spread of the virus.

4.4.10. Emergency Healthcare

In the case of a calamity, several healthcare tasks are involved [120]. These situations involve accidents, fire, etc. Emergency healthcare systems based on LPWAN and machine learning will greatly help in maintaining the service quality. Based on past experiences, the machine learning model will help in safely realizing the service. These emergency healthcare services might also be beneficial during a pandemic. Since these are based on LPWAN devices, a safe distance can be maintained between patients and healthcare providers to bring safety into the life of paramedic staff.

4.4.11. Help Insurers to Save Time and Money on Healthcare for People to Locate the Least Expensive Providers

Depending on the type of healthcare providers, it is important to locate the best service for a person [121]. For example, a young healthy person can choose a very low cost service provider to get maximum cost benefit. On the other hand, an elderly person needs more care. Hence, based on the age and medical history of a person, the best medical service can be chosen. This can be done with the help of machine learning applications which can guide a person.

In a pandemic situation, these applications would guide patients to select a hospital which best meets their budgetary and health requirements. This will help in better usage of healthcare resources.

4.4.12. Use Machine Learning to Better Match Patients with Doctors

The selection of a doctor is critical for a patient [121]. For example, if patients need specific care, then they need to choose a specific doctor to cater to their needs. Based on a machine learning application, the patient can choose the nearest doctor who is best for his symptoms. Thus, it will reduce the travel requirements of a patient to locate a specific doctor to cure his disease. This application can be useful in a pandemic disease for better care management.
4.4.13. Discussion Regarding Mapping a Service to Machine Learning Algorithm

The suitability of a particular machine learning algorithm for a healthcare service during COVID-19 is listed in Table 2. This table describes the use of particular type of machine learning algorithm for providing healthcare services in COVID-19. Based on the past research, in our opinion, unsupervised learning should not be used for critical services having realtime deadlines such as illness prediction and treatment, AAL, matching doctors with patients, ADR, emergency healthcare, and mitigation of viral diseases. Furthermore, semi-supervised algorithms should not be considered in emergency situations, which include ADR, emergency healthcare, and mitigation of viral diseases. However, supervised learning may be deployed for any type of healthcare service, as mentioned above. This strategy is proposed because the lack of labeled data may have a negative impact on patient’s health.

Table 2. Suitability of machine learning algorithms for healthcare service in COVID-19 mitigation.

| Healthcare Service                  | Supervised Learning | Unsupervised Learning | Semi-Supervised Learning |
|-------------------------------------|---------------------|-----------------------|--------------------------|
| Body Area Network                   | ✓                   | ✓                     | ✓                        |
| Predict Illness and Treatment       | ✓                   | ×                     | ✓                        |
| Health Information Management       | ✓                   | ✓                     | ✓                        |
| Ambient Assistant Living            | ✓                   | ×                     | ✓                        |
| Internet of m-health                | ✓                   | ✓                     | ✓                        |
| Insurance Management                | ✓                   | ✓                     | ✓                        |
| Matching doctors with patients      | ✓                   | ×                     | ✓                        |
| Adverse Drug Reaction               | ✓                   | ×                     | ✓                        |
| Community Healthcare                | ✓                   | ✓                     | ✓                        |
| Child healthcare                    | ✓                   | ✓                     | ✓                        |
| Wearable devices                    | ✓                   | ✓                     | ✓                        |
| Emergency healthcare                | ✓                   | ×                     | ✓                        |
| Mitigation of Viral Diseases        | ✓                   | ✓                     | ×                        |

5. Case Study: Role of Machine Learning for Mitigating the Effect of COVID-19 Spread

Machine learning can be used to reduce the spread of COVID-19 by using the KNN algorithm. In this case study, we assume that visitors are going to rate a building/medical center for the follow-up of COVID-19 health procedures. Figure 5 shows a building with multiple Sigfox end devices installed in multiple locations. These end devices have a rating collection mechanism, and the users are given an incentive by the building administration to share their rating for a particular place. This can be inside a shopping mall or a hospital setup, and the users basically share their rating data. If a locality is not following the SOPs required for COVID-19 mitigation, then the visitor will rate it accordingly. These rating data will be shared with the Sigfox base station, which will forward them towards a compute engine available on a cloud service for computing the rating of a particular place and make appropriate decisions. If the rating falls below a certain level, then the forthcoming visitors will take precautionary measures. This will help in reducing the propagation of the disease.

A Sigfox-based solution can transmit 140 packets having 12-byte payload in uplink per day. Thus, based on the location of the Sigfox device installed inside a building for rating data collection, a particular number of packets can be sent per day. If we combine data of multiple ratings in one packet, then we can even further optimize the efficiency of the system. Let us assume that we can combine up to 10 rating values in a packet (which is
possible through packet fusion techniques [122]), then we can send up to 1400 rating data values per day.

![Figure 5. Case study using Sigfox technology for uplink data transmission.](image)

As depicted above, Sigfox devices can receive up to four messages per day having a payload of 8 bytes. It is assumed that these data are sent to particular Sigfox devices that have recommendation values less than a particular threshold. All these devices control a Liquid Crystal Display (LCD) to let the users know about the safety of a particular place, and they will generate an alarm based on the value displayed on the LCD. However, based on the downlink data transmission rate, this value can only be transmitted four times a day. For these calculations, it is pertinent to mention that we are assuming minimal data loss due to channel conditions. The downlink communication/message display mechanism is shown in Figure 6. This figure shows that the recommendation value for a particular place can be displayed on an LCD, which makes the users aware of the safety of a particular place. In the case safety values fall below a certain level, then the LCD would display the appropriate message. It is pertinent to mention here that LCDs are normally installed in a public place, and they can be reused by our proposed case study.

Another mechanism is to forward the safety parameter values to the local municipal administration or the building management for further necessary action. This is to ensure that a panic signal is not sent to the building users directly; however, the local municipal
administration or building management can make appropriate decisions. This type of proposal is depicted in Figure 7. Another idea is to combine the concept of both models described in Figures 6 and 7, by simultaneously sending the data to local authorities and the Sigfox end devices. The transmission requirements for uplink and downlink for different scenarios is depicted in Table 3.

Table 3. Maximum packet transmissions and receptions through the Sigfox network for the case study.

| Sigfox Packet Transmissions | Rating Data Values Transmitted per Day per Device | Safety Parameter Transmissions per Day, per Device (to be Displayed on LCD) | Safety Parameter Transmissions per Day, per Device (to be Sent to the Authorities) |
|-----------------------------|--------------------------------------------------|--------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Uplink                      | 1400                                             | 0                                                                        | 0                                                                              |
| Downlink                    | 0                                                | 4                                                                        | 4                                                                              |

In the following subsections, we describe the rating mechanism and KNN algorithm for the case study. We performed two experiments. The first experiment tested the rating mechanism using KNN. The second experiment compared the KNN algorithm to other techniques.

5.1. Experiment 1: Rating Data Management using KNN

In this section, we describe a mechanism for managing the rating data for a certain place to do further predictions. We devise a strategy to gather these data. Furthermore, the rating data are used by KNN algorithm to train and generate the boundaries for classification. Then, the rest of the data are used by the KNN algorithm to test the generated model, which is also summarized in Figure 8. The following sections describe Experiment 1 in detail.
5.1.1. Rating Data Collection

In this case study, we consider three metrics, i.e., belief, $b$; disbelief, $d$; and uncertainty, $u$, for a certain place about COVID-19 regulations using the model described in [123]. The belief of person $i$ on a place $j$ ($b_{i,j}$) increases after the person is sure that the place is following the COVID-19 SOPs correctly, while disbelief of a person $i$ on place $j$ ($d_{i,j}$) increases in the case the place is not following the COVID-19 regulations. If an interaction did not happen between a person and a geographical place, then the uncertainty of person $i$ on place $j$ ($u_{i,j}$) would increase. The respective equations of these three factors are given below:
Here, positive and negative interactions between person $i$ and place $j$ are described by $p_{i,j}$ and $n_{i,j}$, respectively. If an interaction did not happen between person $i$ and place $j$, then this escalates the uncertainty about that place. These values are passed to the government agency for using the KNN algorithm to combine these values. These are based on opinion triangle, which is given in Figure 9.

![Opinion triangle](image)

**Figure 9.** Opinion triangle.

These three metrics are used for user data rating about a particular place. This place can be inside a healthcare center or any other location where people gather, and it can become hot spot of the virus propagation.

5.1.2. KNN based Rating Mechanism

Using the COVID-19-related data extracted in the previous subsection, the data are combined using KNN algorithm for getting the rating. As described above, the k-nearest neighbor algorithm can be applied to classification, as well as regression problems. We use this algorithm to classify a place inside a building as safe or unsafe for visitors based on past interactions of the people. Thus, the people will rate a building as it can be used to minimize the spread of disease. The dataset consists of randomly generated trust values for a particular building. The method will use 70% of values for training and the remaining 30% for testing purposes.

5.1.3. Simulation Results for Experiment 1

As described in the previous subsection, the rating data are generated for a particular location. We use 70% of values to train the KNN model using a 50% positive trust threshold value to label it. Based on the obtained model, the remaining 30% of values are checked for the accuracy of classification.

Finally, KNN algorithm is used in an Octave program (available at [124]), to get the results on the 30% dataset. We define two parameters for evaluation, i.e., false positive and false negative, as follows:

- **False Negative:** The rating value is a positive one for a place, but KNN declares it as an unhealthy place.
- **False Positive:** The rating value labels a place as unhealthy, but KNN model classifies it to be a healthy one.

The correct detection results are presented in Figure 10 and the false negatives and false positive results are given in Figures 11 and 12. The results show that, if the positive trust detection threshold is less than 0.5, then it is giving more errors. However, once we increase the positive trust level to be greater than 0.5, the errors start to decrease and we get better results. Hence, it seems that the KNN algorithm is providing better results using the dataset, once the trust threshold is beyond the 50% value. Similar results are observed...
for false positive and false negative, and the value of these error indicating factors decrease if the trust threshold is greater than 50%.

This method gives an idea about the accuracy of using the KNN for reputation management in COVID-19 use cases. In the next subsection, a comparison between KNN and subjective logic is described using another experiment.

Figure 10. Reputation management using KNN.

Figure 11. False negatives in reputation management using KNN.
In Experiment 2, we use KNN and subjective logic to combine the rating of a place. The users who visit this place give it a positive, negative, or uncertain rating about the presence of the COVID-19 virus. Then, we use KNN and subjective logic to evaluate and generate recommendation. In the following section, we first explain subjective logic, followed by the combining mechanism.

5.2.1. Subjective Logic for Rating Mechanism

The operators available for subjective logic can be used to combine the opinion values about a certain place are described in [123]. Here, successful and unsuccessful interactions between entities $i$ and $j$ are given by $p_{i,j}$ and $n_{i,j}$, respectively. However, uncertainty is given by factor $u_{i,j}$. For example, if a person $i$ finds a place $j$ to be healthy with respect to COVID-19, then it is counted as a positive interaction. On the other hand, if a person $i$ finds a place $j$ to be unhealthy, then it is labeled as a negative interaction. Finally, if a person $i$ cannot judge a place $j$ as healthy or unhealthy, then uncertainty about that particular place is increased. These values are passed to the consensus operator, which gives us the overall recommendations of the place. The commutative and associative consensus operator described in [123] is used to merge these values in the form of overall recommendation, which is given below:

$$w_{r_1 x} \oplus w_{r_2 x} = \frac{b_{r_1 x} u_{r_2 x} + b_{r_2 x} u_{r_1 x} + d_{r_1 x} u_{r_2 x} + d_{r_2 x} u_{r_1 x} + u_{r_1 x} u_{r_2 x}}{k}$$

The formula describes recommendations by two people, $r_1$ and $r_2$. The combined recommendation is given by $w_{r_1 x} = (b_{r_1 x}, d_{r_1 x}, u_{r_1 x})$ and $w_{r_2 x} = (b_{r_2 x}, d_{r_2 x}, u_{r_2 x})$, while $k$ is given by $u_{r_1 x} + u_{r_2 x} - u_{r_1 x} u_{r_2 x}$.

5.2.2. Simulation Results for Experiment 2

In this section, the simulation results for Experiment 2 are described. The rating data are randomly generated using the Octave program and labeled to be safe or unsafe based on the combined ratings. The ratings are combined using KNN and subjective logic.

First, the dataset is generated using the parameters $belief, b; disbelief, d; and uncertainty, u$. These values return the reputation of a place inside a building based on the COVID-19 SOPs. If persons in a location are following these SOPs, then it is assigned a positive rating,
otherwise a negative one. If a user is unsure about the place it is visiting, then it will be
given an uncertain value. Then, it is assigned a positive rating by varying the belief value.

KNN first trains the model using 70% of the data and the remaining 30% of data are
used in recommending the place. KNN uses a voting mechanism for recommendation. If
a rating seems to be positive, then KNN will increase the positive count about the place,
otherwise it will increase the negative count. If the positive count is greater than negative,
then the building is classified as healthy. On the contrary, if the negative count is greater,
then it is classified as unhealthy place. This mechanism is described in Algorithm 1.

Algorithm 1 KNN as a recommender

```python
if Rating value is classified as positive then
    Increment_PositiveInteraction_Counter
else
    Increment_NegativeInteraction_Counter
end if
if PositiveInteraction_Counter > NegativeInteraction_Counter then
    Rate_The_Place_As_Healthy
else
    Rate_The_Place_As_Unhealthy
end if
```

The comparisons of KNN and subjective logic is given in Figure 13, while Figure 14
gives the comparison by varying the threshold of subjective logic. The results show that for
six difference datasets the rating performance of both techniques is quite similar. However,
subjective logic needs to locate an optimal threshold for the detection. If we vary the
threshold from 0.4 to 0.6, in steps of 0.2, then subjective logic sometimes gives a positive
recommendation but for other cases gives a negative recommendation. On the contrary,
the rating mechanism of KNN is based on classification. Hence, it does not need to locate a
particular threshold for detection. Therefore, we conclude that KNN is a better algorithm
in terms of complexity for rating a particular place.

![Figure 13. KNN vs. subjective logic for COVID-19 application.](image-url)
Finally, if the rating of a building falls below a certain threshold value, then it needs to be investigated for violations. Hence, the authorities will make an appropriate decision about the violators. The results help in assessing the health-related SOPs being followed in a place and results in prevention of further disease spread, especially COVID-19. Based on the virus spread, the authorities may decide about the threshold level, which in turn helps rectify the situation. Secondly, it will help in making the decision about visiting a place. Figures 6 and 7 explain the mechanism that is initiated by the base station in the case the rating of a building falls below a certain threshold. The processing engine in these models may use the machine learning and trust-based algorithms described in this case study. Hence, this mechanism may provide a mechanism to end users or the building management/municipal committee to take necessary measures for mitigating the spread of viral diseases.

6. Discussion and the Perspective Work

The COVID-19 pandemic has brought the world an unseen scenario. One of the solutions to curtail it is by using social distancing, and LPWAN technology is helping the healthcare industry to achieve that. Therefore, during the pandemic, LPWAN technology is used in two ways to control the situation, i.e., directly and indirectly [125]. This article proposes further uses of LPWAN and machine learning for minimizing the damage of COVID-19 in direct and indirect manners.

As mentioned above, social distancing is one way to reduce the spread of COVID-19. For healthcare professionals, this means that minimizing contact with patients is important, so that they can be safe from this disease. We describe various applications and services of LPWAN-based healthcare systems in this article, which can be used in this outbreak. These include body area network deployment, illness prediction and treatment, health information management, AAL, Internet of m-health, matching doctors with patients, vital signs monitoring, adverse drug reaction, community healthcare, child healthcare, and insurance management. All these services and applications minimize the contact between patients and healthcare providers. Thus, they protect the healthcare staff, by providing high-quality treatments to patients.

Some infected patients or perceived-to-be-infected people are placed in quarantine at home. Another application of LPWAN-based systems in the healthcare sector is by doing quarantine tracking of these people. This information can be provided to the healthcare sectors or governments for effective controlling of patients [126]. Similarly, some hospitals
were setup using LPWAN and machine learning in Wuhan, China, to provide quality healthcare to the people.

LPWAN and machine learning can provide features which can be used in an indirect way to curtail the spread of COVID-19 [127]. The people-to-person contact has to be minimized in this situation, and the prime areas to target are educational institutes and business centers. Schools and educational institutes have been closed for months. Education is being provided online. Teachers and students have started using various LPWAN gadgets for the ease of this online education. It is similar in business centers, as LPWAN-based smart shelves have been introduced for providing social distancing and minimizing human interaction.

This article describes a case study for minimizing the spread of disease by developing an application which can rate a place for COVID-19 risk level. Based on this risk assessment, the place can be regarded as safe or unsafe, and this application can be deployed in hospitals and other crowded places. However, the utility of this study needs to be checked for a real-world scenario. Furthermore, all the healthcare services explained in this article need to be deployed in real life to measure their effectiveness.

7. Conclusions

In this article, we present the usage of Internet of Things for the case of COVID-19 scenario. The world has changed as a result of the current pandemic situation, and technology is integrating into our lives. The IoT can help us to mitigate the spread of COVID-19, which is discussed with the help of a case study. First, we discuss the background of IoT/LPWAN and machine learning and how it can be used in healthcare sector. There are numerous applications that we can find in the healthcare sector using machine learning and IoT/LPWAN. Various healthcare services can be derived from this infrastructure for the COVID-19 scenario. Finally, we discuss a case study which describes the direct as well as indirect use of IoT/LPWAN for mitigating the spread of COVID-19. We did some simulations to show the effectiveness of the KNN algorithm for mitigating the flow of virus spread. The KNN algorithm is compared with other techniques to show its better performance over other state-of-the-art techniques. The case study uses the Sigfox proprietary technology to pass the rating values to a remote compute engine, through a Sigfox base station. If an alert has to be generated, then it can be either displayed on LCD available in the building or sent to the local authorities for further necessary action.

As a perspective work, we propose to use various other machine learning techniques for optimizing LPWAN-based healthcare applications in COVID-19. We also propose to explore innovative applications using LPWAN technology and machine learning to further help in the COVID-19 scenario. We discuss numerous machine learning-based applications, which require LPWAN technology for long-distance transmission of medical data. Another perspective work is to implement the proposed case study in a real environment and check its usability.
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COVID-19 Coronavirus Disease 2019
CSS  Chip Spread Spectrum
DoS  Denial-of-service
ECG  Electrocardiogram
GPS  Global Positioning System
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