Convolutional Neural Network featuring VGG-16 Model for Glioma Classification
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Abstract—Magnetic Resonance Imaging (MRI) is a body sensing technique that can produce detailed images of the condition of organs and tissues. Specifically related to brain tumors, the resulting images can be analyzed using image detection techniques so that tumor stages can be classified automatically. Detection of brain tumors requires a high level of accuracy because it is related to the effectiveness of medical actions and patient safety. So far, the Convolutional Neural Network (CNN) or its combination with GA has given good results. For this reason, in this study, we used a similar method but with a variant of the VGG-16 architecture. VGG-16 variant adds 16 layers by modifying the dropout layer (using softmax activation) to reduce overfitting and avoid using a lot of hyper-parameters. We also experimented with using augmentation techniques to anticipate data limitations. Experiment using data The Cancer Imaging Archive (TCIA) - The Repository of Molecular Brain Neoplasia Data (REMBRANDT) contains MRI images of 130 patients with different ailments, grades, races, and ages with 520 images. The tumor type was Glioma, and the images were divided into grades II, III, and IV, with the composition of 226, 101, and 193 images, respectively. The data is divided by 68% and 32% for training and testing purposes. We found that VGG-16 was more effective for brain tumor image classification, with an accuracy of up to 100%.
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I. INTRODUCTION

Medical image analysis and processing are instrumental in the medical field, particularly for non-invasive medicine and clinical studies. Medical imaging techniques and analysis tools enable physicians and radiologists to administer a specific diagnosis. Medical image preprocessing has emerged as one of the most important tools for identifying and diagnosing various problems. Imaging technology assists physicians in visualizing and analyzing images to detect abnormalities in internal structures. Medical image data obtained from Bio-medical devices such as Magnetic Resonance Imaging (MRI) indicates the presence or absence of a lesion along with the patient’s history, serving as a critical factor in diagnosis [1].

The human brain is one of the most complex organs working and engaging with billions of cells. The emergence of brain tumors is alleged to be due to escalating uncontrolled cell division, forming an abnormal cell growth around or in the brain, further classified as benign and malignant [2]. Brain tumor probability in the human brain remains soaring [3]. Abnormal cell growth affects the normal functionality of brain activity and destroys healthy cells [4]. The UK cancer research company reports 5,250 annual deaths due to brain-related activity [5]. In addition, World Health Organization (WHO) reports that brain tumor accounts for less than 2% of human cancers. The current WHO classification for brain tumors is strictly histopathological, limiting its clinical application. Consequently, such limitations trigger medical imaging applications for diagnosis and treatment planning, including more automated methods. The growing amount of brain MRI image data has created new opportunities for medical science in search of accurate data analysis and diagnosis [6].

Researchers have preferred magnetic resonance imaging (MRI) to diagnose and model the brain tumor progression in the detection and treatment phases. MRI is employed to examine the structures presented in the brain [7]. MRI images significantly provide a wealth of information regarding scrambled structures and abnormalities in brain tissue due to high image resolution [4], [8]. MRI images of the brain
provide the preeminent sources to detect and identify brain tumors, including the treatment process [8]. MRI scanning is widely accepted in neurology to visualize the detailed characteristics of the brain and other skull structures [9].

In recent years, wide arrays of studies in the field of medical imaging have demonstrated significant progress in the classification of brain tumors [10]. Several methods are frequently implemented to classify image data, one of which is the Convolutional Neural Network (CNN) method. Prior studies have been conducted on deep learning applications for detecting and diagnosing brain tumors [3]. Convolutional Neural Network applies the standard structure stacked by convolutional layers (optionally followed by normalization and max-pooling) added by one or more fully connected layers. This basic design variant is common in the image classification literature, generating the best results compared to MNIST, CIFAR data and most prominently on the ImageNet classification [11]. For larger datasets such as ImageNet, the current trend is to increase the number of layers [12] and layer size to solve overfitting problems [13]. Although there are concerns that max-pooling the layer might result in lower accuracy [14], a similar CNN model was successfully engaged for localization of object detection and human pose estimation [15].

Brain tumor classifications have been performed through various machine learning and imaging techniques over the years [5]. Convolutional Neural Network (CNN) is one of the deep learning methods of image classification mimicking the human brain. In its application, the CNN method has several architectural models such as inception, VGGNet, LeNet-5, AlexNet, ZFNet, and RestNet. Each of these architectural models has differences in processing various types of data images. In 2009, Zacharaki et al. [16] proposed a system to classify various levels of glioma in addition to the binary classification for high and low grades by utilizing SVM and KNN, depicting an accuracy rate of 85% for multi-classification and 88% for binary classification. Prior studies applied Convolutional Neural Network (CNN) through VGG-16, a model for differential diagnosis of papillary thyroid carcinomas in cytological images, including a pilot study researched by Guan et al. [17] utilized 279 images of thyroid nodule cells. The obtained images are fragmented and divided into training data and test data. The pilot study employed both VGG-16 and Inception-V3 models, further trained and tested to obtain a comparative diagnosis. Similarly, another research was also conducted by Banerjee [18] employed a MRI dataset (Glioblastoma malignant primary brain tumors) in adults and classified as High-Grade Glioma (HGG) and Low Grade Glioma (LGG). The dataset is obtained from BraTS 2012, 2013, 2014, and 2015 competition data from The Cancer Imaging Archive (TCIA), consisting of 210 HGG cases and 75 LGG cases. Each image portrays a resolution size of 240 x 240 pixels. In addition, Banerjee's research utilizes the Convolutional Neural Network method using VGGNet and ResNet architectural models, resulting in an accuracy rate of 83.86% (VGGNet) and 84.91% (ResNet).

Specifically, this study employs the Convolutional Neural Network (CNN) method by proposing VGGNet model to classify grades II, III, and IV of glioma brain tumors. The researchers of this study selected the VGG-16 model considering its high accuracy in previous research. Therefore, the researcher decided to use this model. Additionally, 16 layers are inserted by modifying the dropout layer (using softmax activation) to reduce overfitting. The dataset was obtained from The Cancer Imaging Archive (TCIA) with public repository access [19]. This study employed a dataset of 520 images retrieved from the website (The Repository of Molecular Brain Neoplasia Data; REMBRANDT), including MRI images of 130 patients with different ailments, grades, races, and ages [20]. Further, the image was divided into 68% train data and the remaining 32% test data and validation data. Image data in "dcm" format is configured into "jpg" format by using RadiAnt DICOM application to facilitate further data processing. This paper proposes a pretrained architecture using VGG16 with and without preprocessing to classify three Glioma grades.

II. MATERIALS AND METHOD

A. Dataset

This research dataset employs MRI tumor image data retrieved from The Cancer Imaging Archive [19]. The Repository of Molecular Brain Neoplasia Data (REMBRANDT) contains MRI images of 130 patients with different ailments, grades, races, and ages. The dataset was obtained from the website (The Cancer Imaging Archive (TCIA) REMBRANDT), which has "dcm" format converted into "jpg" using the RadiAnt DICOM application with a size of 250 x 250 pixels.

The data of this study (image data) involves 520 images from 56 patients divided into 68% train data as well as 32% test data and validation data. The images are selected from different grades of glioma (grade II, grade III and grade IV) as illustrated in Fig. 1.

![Fig. 1 Differences between grade II, grade III and grade IV](image)

Table 1 indicates additional details about the description of the dataset. Due to limitations in data collection obtained from the internet, the researchers perform an image augmentation process to enhance the number of train data.
TABLE I
DATA DIVISION BY CLASS (GRADE II, GRADE III, AND GRADE IV)

| Class Label | Number of Patients | Number of Images |
|-------------|-------------------|-----------------|
| Grade II    | 29                | 226             |
| Grade III   | 18                | 101             |
| Grade IV    | 19                | 193             |
| Total       | 56                | 520             |

B. Preprocessing Data

Preprocessing was divided into more detailed task sections, including line deletion, slope estimation and correction, top and bottom line detection, alignment, and so forth [21]. Before the data was processed, the researchers performed preprocessing techniques through image augmentation due to limited data. Image augmentation creates new data points by manipulating (rotating, resizing, and cropping) the original data. In addition, image augmentation is performed to enhance the diversity of data available for training models in deep learning without collecting new data.

The first preprocessing accomplished in this study was through image cropping. In the preprocessing process, cropped images are employed to clarify the tumor area enabling the system to recognize its class. Fig. 2 describes the tumor's image cropping process by removing the image's background area, presenting a more apparent image.

![Image Cropping Process](image1)

![Image Augmentation Process in 21x1 images](image2)

Image augmentation is performed in the second preprocessing process due to the limited amount of data collected and carried out as many as 21 x 1 images by changing the image scale and rotation, as illustrated in Fig. 3.

C. VGG-16 Model Architecture

VGG-16 is regarded as a convolutional neural network (CNN) proposed to win the ILSVR (Imagenet) competition in 2014. VGG-16 is considered one of the best vision models to date, with the unique feature of adding 16 layers instead of having a large number of hyper-parameters, as illustrated in Fig. 4. Specifically, VGG-16 focuses on the layers with 3 x 3 filter convolutions, step 1, and padding.

With the simple concept, VGG solely uses the 3 x 3 convolutional layers and 2 x 2 pooling throughout the network of filters. The softmax classifier for output follows the two fully connected layers (each having 4096 nodes). VGG contains approximately 14 million parameters consumed in
the fully connected layer, which, however, results in more time-consuming to run this network model.

Fig. 4 VGG-16 Model Architecture

The design of the model illustrates the program to classify MRI tumor images. The VGG-16 model involves approximately 14 million parameters containing 16 convolutional layers with a very small receptive field, including 3 x 3 and five max-pooling layers with a size of 2 x 2 to perform spatial stacking, followed by three fully connected layers. In addition, the VGG-16 model is equipped with the regulation in the fully connected layer. The VGG-16 model architecture on ImageNet database is removed when fully connected prior to training as an in-depth feature generator to produce semantic vector images [22].

Fig. 5 An Example of a Process at the Convolutional Layer

The main process of CNN lies in the Convolution Layer, which performs a convolution operation on the previous layer's output, as described in Fig. 5. Each convoluted layer will convert each filter to the input data portion generating an activation map or 2D feature map.

Fig. 6 demonstrates the pooling layer stage after the convolutional layer. The pooling layer is a matrix measurement consisting of filters at a certain size and stride. Each shift will be determined by the number of strides in the feature map area of the pooling layer as an important step in creating a CNN model. The most common form of the pooling layer is to employ a 2 x 2 filter applied in step 2 and operated on each slice of the input. Max pooling divides the output from the convolution layer into several small grids consuming the maximum value from the grid to compile the reduced image matrix.

Fig. 6 The Max Pooling Process

The Fully Connected Layer stage is utilized to process and classify the data. The feature map produced at the pooling map stage will be processed through a "flatten" part, generating a vector as input at the Fully Connected Layer stage.

The dropout layer in Fig. 7 serves as a way to prevent overfitting. Overfitting is a condition in which the data used for training is at its best; therefore, the test is performed by using different testing data, which can reduce the accuracy. The dropout layer works by temporarily removing a neuron and new weight, not applied to neurons when the transmission is carried out.

Fig. 7 A process on the Dropout Layer

III. RESULTS AND DISCUSSION

At this stage, the test is conducted twice, through testing with the data preprocessing technique and without the data preprocessing technique. Parameter changes are also activated at the dropout layer, which aims to find the best accuracy results. The MRI image dataset in this study was retrieved from The Cancer Imaging Archive (TCIA), comprising 520 images divided into train data (68%), test data, and validation data (32%). The dataset has three classes: glioma grade II, grade III, and grade IV.

The VGG-16 model is tested to locate the best accuracy value, with and without preprocessing data. The dataset used in this study has a “.jpg” format. The first process is conducted by uploading a “.jpg” dataset to Google Drive. In Google Collab, data uploads are essential for further process. The data image is resized to 224 x 224 because VGG-16 model can only process data of that size. The difference in testing lies in the use of preprocessing techniques in each test. This study specifically utilizes preprocessing techniques, including cropping and augmentation.
A. Scenario 1

In scenario 1, the dataset was obtained from The Cancer Imaging Archive (TCIA), presenting the three classes: glioma grade II, grade III, and grade IV. The total number of datasets comprised 520 images divided into train data (68%) as well as test data and validation data (32%). The time process was conducted 500 times by using SoftMax activation on the dropout layer, and the first test was performed without data preprocessing.

![Fig. 8](image1.png) Loss (a) and accuracy (b) plot without preprocessing technique

Fig. 8 illustrates the first test utilizing softmax dropout layer activation conducted 500 times without using preprocessing techniques to obtain the maximum and final accuracy of 100%. The result explains that the glioma brain tumor is appropriate to be processed using the VGG-16 model without preprocessing data. The confusion matrix details are explained in Fig. 9.

![Fig. 9](image2.png) Confusion matrix scenario 1

B. Scenario 2

Scenario 2 for glioma grade II, grade III, and grade IV utilized 520 image data divided into train data (68%) and test data and validation data (32%). Scenario 2 is performed 500 times using SoftMax activation and data preprocessing through image cropping and augmentation techniques. Fig. 10 illustrates that the second test (Scenario 2) applies preprocessing techniques, conducted 500 times and obtaining the final accuracy rate of 99% (high, but not optimal). The confusion matrix details are explained in Fig. 11.

![Fig. 10](image3.png) Loss (a) and accuracy (b) plot with preprocessing technique

![Fig. 11](image4.png) Confusion matrix scenario 2
C. Evaluation

In this study, we propose a deep learning method to classify grade problems in gliomas using the glioma tumor dataset from The Cancer Imaging Archive (TCIA) REMBRANDT based on glioma tumor grade (grade II, grade III, and grade IV). Experiments with Scenario 1 (without augmentation) and Scenario 2 (with augmentation) show that Scenario 1 performs better than Scenario 2 with 100% and 99% accuracy, respectively (see Table 2). This is very interesting because augmentation generally increases performance but decreases performance here. We suspect that this augmentation result is more optimistic, and it will be our future work to investigate it.

| TABLE II | SCENARIO WITH AND WITHOUT PREPROCESSING |
|----------|----------------------------------------|
| Scenario | Data Preprocessing | Model | Accuracy |
| 1        | 520 | Not | VGG-16 | 100% |
| 2        | 520 | Yes | VGG-16 | 99% |

| TABLE III | COMPARISON WITH PREVIOUS RESEARCH |
|-----------|----------------------------------|
| Model     | Dataset               | Accuracy | Method |
| Sultan et al. [5] | REMBRANDT-GLIOMA | 98.7% | CNN |
| Anaraki et al. [23] | REMBRANDT-GLIOMA | 90.0% | GA-CN |
| Proposed | REMBRANDT-GLIOMA | 100% | VGG-16 |

We compared our results with the previous studies using the same data (REMBRANDT-GLIOMA) (see Table 3). The performance of VGG-16 is convincingly better than GA-CN by Anaraki et al. [23] and CNN by Sultan et al. [5], with margins of 10% and 1.3%, respectively. Next, we plan to investigate VGG-16 against other types of brain tumors and concurrent combinations of brain tumors.

IV. CONCLUSION

As proposed in this study, the Convolutional Neural Network (CNN) featuring VGG-16 model can produce a high accuracy rate on MRI image datasets. The data preprocessing technique was applied in the second test (scenario 2) but did not generate the maximum accuracy rate (99%). Meanwhile, the first test (scenario 1) conducted without the data preprocessing technique generated the maximum accuracy rate (100%). In sum, with or without data preprocessing techniques are proven to generate greater accuracy than those in referred studies and use other CNN model architectures.
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