Human-Centered AI (HCAI) refers to the research effort that aims to design and implement AI techniques to support various human tasks, while taking human needs into consideration and preserving human control. In this short position paper, we illustrate how we approach HCAI using a series of research projects around Data Science (DS) works as a case study. The AI techniques built for supporting DS works are collectively referred to as AutoML systems, and their goals are to automate some parts of the DS workflow. We illustrate a three-step systematical research approach (i.e., explore, build, and integrate) and four practical ways of implementation for HCAI systems. We argue that our work is a cornerstone towards the ultimate future of Human-AI Collaboration for DS and beyond, where AI and humans can take complementary and indispensable roles to achieve a better outcome and experience.

1 Introduction and Background

Neural network-based AI techniques have been a popular research topic in recent years, but more and more researchers realize that there is a huge gap between an AI algorithm research paper and a human-usable AI system. Many researchers across different fields (e.g., Human Computer Interaction, AI, etc.) have started to form a new Human-Centered AI (HCAI) research agenda. The signature of HCAI is to design and build AI algorithms and systems around real human workflow and user needs, so that the AI systems can indeed augment human capability in a controllable and trustable manner for different tasks [5, 13, 2].

We use the data science (DS) context as a case study to demonstrate possible paths to HCAI. Data science refers to the practice of using machine learning (ML) modeling techniques to generate domain-specific insights from data and then making better decisions with these data-driven insights. It is known that DS work has the following attributes: 1) it is an iterative multi-step workflow [13], as shown in Fig. 1; 2) it is a collaborative task that involves multiple stakeholders [17]; 3) it is an interdisciplinary work that team members with different backgrounds work together [9, 7]; and 4) while the ML modeling part of the work is tedious, the non-modeling tasks (e.g., data preparation or communication) actually take up most of the time (about 80%) [11].

Using AI automation to speed up and scale up the various works in the DS lifecycle has been popular in the last few years [14, 16]. Researchers have invented various AI optimization techniques to automatically select a model algorithm [4], generate new features [3], try out candidate values of hyperparameters [6], and facilitate some other stages of the DS project lifecycle [17]. People refer to this group of techniques as automated machine learning (AutoML).

We focus on this AutoML type of AI techniques and illustrate how we research and build HCAI systems to support various stakeholders and tasks in the DS lifecycle.
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2 Explore, Build, and Integrate Human-Centered AI for Data Science

In this position paper, we demonstrate a three-step systematical research approach that we used to approach the HCAI research in DS: we first conduct exploration through user studies to understand human teams’ work practices to serve as a baseline for potential AI intervention; then, we design and build AI applications and algorithms; lastly, we integrate and evaluate AI systems within humans’ real-world workflows.

2.1 Explore Human Workflow and User Needs

In order to build a HCAI system that can actually augment DS workers’ capability, we first need to gather knowledge on how humans work while they do not have help from AI. Prior research [1, 5, 8, 14] have found DS often consists of multiple stages in a project lifecycle: from gathering requirements and datasets, to deploying a model, and to making decisions; and users do not want AI to automate the entire lifecycle. Researchers have also found there are diverse personas in the DS/ML team [17] and these personas must collaborate on various tasks in the lifecycle. For example, stakeholders set requirements with data scientists, data engineers support data cleaning and model building, and later, stakeholders verify the model and domain experts use model inferences in decision making, and so on [9].

We summarize the above insights into the following four design requirements for HCAI systems in the context of DS:

1) HCAI systems should not aim to automate the entire DS lifecycle, but should specify which DS task(s) it aims to support and with what levels of automation.
2) HCAI systems should specify which user persona it aims to support for the target task(s).
3) HCAI systems should consider the interdisciplinary background of users.
4) The modeling-related tasks are easier for AI, whereas the human-knowledge-driven tasks are harder for AI to support.

2.2 Build Human-Centered AI Systems

These prior literature findings and our own formative studies can support the HCAI systems design decisions. We decompose the AI lifecycle into different tasks and each of our following HCAI systems targets one particular task, with which we illustrate the four practical ways of HCAI implementation.

A hybrid system with human-crafted rules and AI. The first exemplar HCAI system aims to automate the DS code documentation task, as a good documentation in code can help DS workers to share their and reuse other’s work [12, 17]. Because DS workers often neglect to do so [12], we built an AI system to support them. After examining human good practices of code documentation, we found that people document their DS code for different purposes, and some of those documentation
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Figure 2: A hybrid system architecture with both rule-based and AI-based approaches for DS code documentation generation.

Figure 3: An overview of the system architecture that has human crowdworker-in-the-loop as a human-assisted FE module in parallel to the AI-assisted FE module.

types (e.g., interpreting results) are too challenging for state-of-art AI algorithms to generate. Thus, we designed a hybrid system architecture (Fig. 2) – when it reaches the AI’s limit, the system can let users know AI fails and prompt them to step in to manually write the documentation.

Human-in-the-loop AI system. The second examplar HCAI system adopts a human-in-the-loop design approach to support the feature engineering (FE) task in DS lifecycle. FE refers to the creation and selection of features to improve the final model’s performance. For example, the original dataset may only have a person’s body weight and body height information, and FE can create one new feature body-mass-index (BMI) using the two existing features. Despite many AI researchers are actively working on the automated solutions for FE, we argue that FE is a highly human-knowledge-driven task and thus we decided to build a human-in-the-loop architecture to leverage both AI and human crowd workers to support users’ FE task (Fig. 3).

Human needs as AI model’s optimization constraints. The model training and model selection task in the AI lifecycle has been the primary focus of AutoML research, and hence AI’s performance is reasonable for this task (solving equation 1). However, we found that DS workers in practice also need to consider business requirements in addition to the model’s prediction accuracy. For example, a loan approval AI system needs to make sure the model does not discriminates different group of applicants (e.g., performing very well on male applicants but very poorly on female applicants), and

\[ f(z, \theta; \mathcal{A}) \]

Let \( f(z, \theta; \mathcal{A}) \) denote some notion loss of a ML pipeline corresponding to the algorithm choices as per \( z \) with the hyper-parameters \( \theta \) on a learning task with data \( \mathcal{A} \).
it needs to calculate the results within a very short amount of time (less than 10 ms).

\[
\minimize_{\mathbf{z}, \mathbf{\theta}, \mathbf{A}} f(\mathbf{z}, \mathbf{\theta}; \mathbf{A}) \text{ subject to }
\begin{align*}
\mathbf{z}_i &\in \{0, 1\}^{K_i}, \mathbf{1}^\top \mathbf{z}_i = 1, \forall i \in [N], \\
\mathbf{\theta}_{ij} &\in C_{ij}, \mathbf{\theta}_{ij}^\top \in D_{ij} \forall i \in [N], j \in [K_i].
\end{align*}
\]  

(1)

We incorporate such requirements by extending our AutoML equation (1) to include \textit{M black-box constraints such as fairness and prediction time}:

\[
g_i(\mathbf{z}, \mathbf{\theta}; \mathbf{A}) \leq \epsilon_i, i = 1, \ldots, M.
\]  

(2)

and incorporate these constraints (equation 2) into the black-box objective with some penalty function \(p(\cdot)\), where the new objective becomes

\[
f + \sum_i p(g_i, \epsilon_i) \text{ or } f \cdot \prod_i p(g_i, \epsilon_i),
\]

and use a Bayesian optimization-based approach to solve it.

**Neural-symbolic modeling.** Neurosymbolic models are composed of both symbolic representations such as rules and conditionals and continuous neural network components. The symbolic part represents human knowledge thus makes the model interpretable and generalizable, while the neural part handles the diversity. As an example, we build an HCAI system that focuses on the DS presentation task in the AI lifecycle — it can automatically generate presentation slides from jupyter notebook codes. The architecture (Fig 4) leverage human knowledge representation in the symbolic slides template and wiki database, with which it calculates a similarity score for the notebook code and the user-expected presentation structure. Then it follows a neural-network based seq2seq model for generating code summary.

Figure 4: An system architecture that incorporates human knowledge representation and neural network for generating presentation slides.

### 2.3 Integrate HCAI Systems into Human Workflow

AI researchers are used to use automated evaluation metrics such as accuracy and F1 scores to evaluate their model and system performance. Fortunately, more and more researcher become aware of the unique power and necessity of human evaluation on top of the automated evaluation [10]. We argue that all HCAI system works should have a follow-up user evaluation, at least in the lab but better in a real-world adoption. That is why we have evaluated all the four exemplar systems with DS workers. Some parts of our work (e.g., the black-box optimization constraints) have been implemented into a product that thousands of users are using in their daily DS works. We would like to remind the readers that the user perception and societal impact of HCAI systems are also important research topics. An example prior work is that researchers conducted an interview study and reported that DS workers believe that automation can assist them, but they do not worry their job security at all, as these AI systems can never (and should not be designed to) replace their jobs [15].

### 3 Conclusion

In this position paper, we join the interdisciplinary research effort of human centered AI research. Using data science as a case study context, we demonstrate a systematical HCAI research approach with three steps: explore, build, and integrate. In particular, based on our practice, we summarized four ways to build HCAI systems. We hope through this work, we can inspire readers to explore more opportunities of the HCAI line of research. Together, we can research and build HCAI systems towards the ultimate human-AI collaboration future of work.
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