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Abstract

This paper mainly contributes to the extension of Noether’s theorem to differential-difference equations. For that purpose, we first investigate the prolongation formula for continuous symmetries, which makes a characteristic representation possible. The relations of symmetries, conservation laws and the Fréchet derivative are also investigated. For non-variational equations, since Noether’s theorem is now available, the self-adjointness method is adapted to the computation of conservation laws for differential-difference equations. A couple of differential-difference equations are investigated as illustrative examples, including the Toda lattice and semi-discretisations of the Korteweg-de Vries (KdV) equation. In particular, the Volterra equation is taken as a running example.
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1 Introduction

The power of symmetry methods for differential equations has mainly been revealed during the last century; even though Sophus Lie’s pioneering work was done in the 1880s (e.g. [1,2]). In the popularisation of the applications of Lie’s method to differential equations, Peter Olver’s book [3] is certainly one of the most inspiring and comprehensive masterpieces. In particular, great advances of Noether’s (first and second) theorems [4] are discussed therein, either for the broadest possibility of symmetries for variational problems and the corresponding conservation laws for Euler-Lagrange equations, or for infinite dimensional symmetries yielding differential relationships among Euler-Lagrange equations. Using different language, Vinogradov also made great developments in Noether theory at almost the same era (e.g. [5,6]). For a complete history, the reader should refer to Kosmann-Schwarzbach’s book [7]. For the interest of the broader community, other excellent textbooks are also available, see for example [8–14].

For (finite) difference equations, the methods of continuous symmetries and conservation laws, as well as their applications have been well adapted during the last few decades, see, for instance [15–24]. The first effort to understand Noether’s theorems was made by Maeda [25], who considered symmetries of discrete mechanical systems. Since then, Noether’s theorems for difference variational problems have been extensively investigated, see, for example [26,27] for Noether’s first theorem, and [28] for Noether’s second theorem. Surprisingly, a general differential-difference version of Noether’s theorems has not yet been available, while the investigations of continuous symmetries and conservation laws (e.g. [29,30]), integrability (e.g. [31,32]) and variational property (e.g. [33]) of differential-difference equations (DDEs) started relatively early. To fill this gap, the first purpose of this paper is to extend Noether’s (first) theorem to DDEs.

For non-variational differential or difference equations, the self-adjointness method has shown its efficiency in the computation of conservation laws from symmetries of given differential or difference equations, see, for instance [34] for a differential version and [35] for a difference version. The adjoint system comes from the Euler-Lagrange equations governed by a formal Lagrangian, which is defined using the original system. A system of differential or difference equations is said to be self-adjoint if, via a substitution, the adjoint system holds on all solutions of the original
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system. In this paper we extend the self-adjointness method to DDEs. As Noether’s theorem is available, it is immediately applicable to various DDEs, in particular to some of those from Yamilov’s classification of integrable DDEs.

To commence our discussion for DDEs, it is helpful to begin with the counterparts for differential and difference equations, which are introduced in Section 2. We provide a simple proof of Noether’s theorem for both cases by using the corresponding Fréchet derivatives. The self-adjointness method is summarised. It is already well understood that the continuous KdV equation is self-adjoint; we show here that the discrete KdV equation is also self-adjoint. In Section 3, we start with the prolongation formula of continuous generalised symmetries, and conclude that, in the most general cases, only prolongations of regular infinitesimal generators can be equivalently expressed of the evolutionary form. Noether’s theorem then follows for regular variational symmetries. The general cases, only prolongations of regular infinitesimal generators can be equivalently expressed

2 Noether’s theorem for differential & difference Equations

In this section, we review relevant facts related with Noether’s theorem. We also prove several new results for difference equations.

2.1 Differential equations

We first consider a differential version of Noether’s theorem. We mainly follow Olver’s language. Other practical textbooks are also available, for instance [8-10]. In particular, Kosmann-Schwarzbach’s book includes a complete history of Noether’s (two) theorems. Let \( x = (x^1, x^2, \ldots, x^p) \in \mathbb{R}^p \) be the independent variable and let \( u = (u^1, u^2, \ldots, u^q) \in \mathbb{R}^q \) be the variable dependent variable. Partial derivatives of \( u^\alpha \) are written in the multi-index form \( u^\alpha_J \) where \( J = (j_1, j_2, \ldots, j_p) \). For the differential case, each index \( j_i \) is a non-negative integer which denotes the number of derivatives with respect to \( x^i \). Namely

\[
\tag{1}
J
\]

where \(|J| = j_1 + j_2 + \cdots + j_p\). Locally, a system of differential equations can be written as

\[
\mathcal{A} = \{ F_\alpha(x, [u]) = 0 \},
\]

where \([u]\) is shorthand for \( u \) and finitely many of its partial derivatives. Consider a one-parameter group of Lie point transformations as follows:

\[
\tilde{x} = \tilde{x}(\varepsilon; x, u), \quad \tilde{u} = \tilde{u}(\varepsilon; x, u),
\]

subject to \( \tilde{x}(\varepsilon; x, u) = x, \tilde{u}(\varepsilon; x, u) = u \). Here \( \varepsilon = e \) is the identity element of the one-parameter group. Define the total derivative with respect to \( x^i \) as

\[
D_i = \frac{\partial}{\partial x^i} + \sum_{\alpha,j} u^\alpha_{j+1} \frac{\partial}{\partial u^\alpha_{j+1}},
\]

where \( 1 \) is the p-tuple with only one nonzero entry 1 in the i-th place. In this paper, we often write the first-order derivatives \( u^\alpha_1 \) (and first-order forward shifts for difference equations) as \( u_i \) for simplicity. The prolonged transformations to higher-order can then be immediately obtained via the chain rule, e.g.

\[
\tilde{u}^\alpha_1 = \frac{\partial \tilde{u}^\alpha}{\partial \tilde{x}^1} = \sum_j D_j \tilde{u}^\alpha
\]

The corresponding infinitesimal generator is

\[
X = \xi^i(x, u) \partial_{x^i} + \phi^\alpha(x, u) \partial_{u^\alpha},
\]

where

\[
\xi^i = \frac{d\tilde{x}^i}{d\varepsilon} \big|_{\varepsilon=e}, \quad \phi^\alpha = \frac{d\tilde{u}^\alpha}{d\varepsilon} \big|_{\varepsilon=e}.
\]
The prolonged generator \( \text{pr}^{(k)}X \) can be written in terms of \( u, \xi, \phi \) and their derivatives, by virtue of the prolonged transformations:

\[
\text{pr}^{(k)}X = X + \sum_{\alpha} \sum_{|J|=k} \phi^\alpha_J \frac{\partial}{\partial u^\alpha_J},
\]

where

\[
\phi^\alpha_{J+1} = D_i \phi^\alpha_J - (D_i \xi^J) u^\alpha_{J+1}.
\]

**Definition 2.1** (Infinitesimal invariance criterion [3]). Suppose the differential system (2) satisfies the maximal rank condition. The transformations (3) form a symmetry group of \( A \) if its infinitesimal generator \( X \) satisfies the following linearized symmetry condition, that is

\[
\text{pr}^{(k)}X(F_\alpha(x,[u])) = 0, \text{ whenever } \{F_\alpha(x,[u]) = 0\},
\]

where \( k \) is a properly chosen finite integer. For the sake of simplicity, we will omit the index \( k \) and just write \( \text{pr}X \) in the current paper.

Such symmetries are usually called **Lie point symmetries**. More generally, the infinitesimal generator may also depend on derivatives of \( u \), namely \( \xi = \xi(x,[u]) \) and/or \( \phi = \phi(x,[u]) \), which we call **generalised symmetries**. In both cases, it is often more convenient to write prolonged generators in terms of **characteristics** of symmetries \( Q^\alpha = \phi^\alpha - \xi^\alpha u^\alpha_1 \), that is

\[
\text{pr}X = \xi^i D_i + \sum_{\alpha,J} (D_J Q^\alpha) \frac{\partial}{\partial u^\alpha_J},
\]

Here we use the shorthand that \( D_J = D_1^1 D_2^2 \ldots D_p^p \). As can be seen from the linearized symmetry condition, equivalently it is sufficient to consider evolutionary infinitesimal generators only, namely

\[
\text{pr}X = \sum_{\alpha,J} (D_J Q^\alpha) \frac{\partial}{\partial u^\alpha_J}.
\]

The \( \xi^i D_i \) part is trivial.

**Remark 2.2.** In the rest of this section, when we mention a group of symmetries, we always mean a group of generalised symmetries whose generators are of the evolutionary form unless otherwise specified.

Various methods for calculating symmetries for differential equations are available. For concrete examples the reader should refer to, for instance [1, 3, 5, 8–10, 14, 40].

**Remark 2.3.** It is worth mentioning that the linearized symmetry condition (for vector fields of the evolutionary form) is equivalent to the following condition that

\[
(D_F)_{\alpha \beta} Q^\beta = 0, \text{ whenever } \{F_\alpha(x,[u]) = 0\},
\]

where \( Q \) is the characteristic and the **Fréchet derivative** with respect to a tuple of functions \( F_\alpha(x,[u]) \) is defined as

\[
D_F(P) := \left. \frac{d}{d\varepsilon} \right|_{\varepsilon=0} F(x,[u + \varepsilon P(x,[u])]).
\]

It has also been called the **linearisation operator** (e.g. [5]). In components, it is

\[
(D_F)_{\alpha \beta} = \sum_J \frac{\partial F_\alpha}{\partial u^\alpha_J} D_J.
\]

Another important ingredient for Noether’s theorem is a **conservation law**, which is a divergence expression about a \( p \)-tuple \( P \),

\[
\text{Div} \; P = 0
\]

which vanishes on all solutions of a differential system \( A \). The divergence operator is defined as

\[
\text{Div} \; P = D_i P^i.
\]
Those we often encounter in fluid dynamics and mechanics include, for instance, the conservations of mass, energy or momenta. If the system \( A \) in (2) is totally nondegenerate (see [3]) or analytic (see [10]), a divergence \( \text{Div} \, P \) vanishes on all of its solutions if and only if there exist functions \( B^\alpha_J(x,[u]) \) such that
\[
\text{Div} \, P = \sum_{\alpha,J} B^\alpha_J(D_J F_\alpha).
\] (18)

In particular, a system of the Kovalevskaya form satisfies the non-degeneracy condition. This can then be integrated by parts, which yields
\[
\text{Div} \, P = \text{Div} \, R + Q^\alpha F_\alpha.
\] (19)

Here
\[
Q^\alpha = \sum_J (-D)_J B^\alpha_J,
\] (20)

where the adjoint operator of \( D_J \) is
\[
(-D)_J = (-1)^{|J|} D_J.
\] (21)

Replacing \( P \) by \( P - R \), we get an equivalent conservation law (with a difference of trivial conservation law \( R \))
\[
\text{Div} \, P = Q^\alpha F_\alpha.
\] (22)

This is called the characteristic form of a conservation law, and \( Q \) is called the characteristic of the given conservation law.

Consider an action
\[
\mathcal{L}[u] = \int L(x,[u]) \, dx^1 \wedge dx^2 \wedge \cdots \wedge dx^p.
\] (23)

The corresponding Euler-Lagrange equations are obtained by varying each \( u^\alpha \) and then integrating by parts. These equations can be written more compactly using the Euler operator \( E_\alpha \), and the Euler-Lagrange equations become
\[
E_\alpha(L) = 0,
\] (24)

where
\[
E_\alpha := \sum_J (-D)_J \frac{\partial}{\partial u^J_\alpha}.
\] (25)

**Remark 2.4.** A function \( L(x,[u]) \) is a null Lagrangian in the sense that \( E(L) \equiv 0 \) if and only if \( L \) is a total divergence.

**Remark 2.5.** It has been proven geometrically that for normal equations, characteristic of a conservation law lies in the kernel of the adjoint of the corresponding Fréchet derivative (e.g. [5]). In [3], Olver provided a simple proof using the fact that
\[
E(Q \cdot F) = D^*_Q(F) + D^*_F(Q),
\] (26)

where for tuples \( A, B \) and \( F \) of proper orders, the Fréchet derivative \( D \) and its adjoint operator satisfy the following identity
\[
AD_F(B) = BD^*_F(A) + \text{Div} \, P
\] (27)
for a certain tuple \( P \). Assume \( Q \) is the characteristic of some conservation law for a system \( \{F_\alpha(x,[u]) = 0\} \), then \( Q \cdot F \) is a null Lagrangian and hence \( E(Q \cdot F) \equiv 0 \). On solutions of the system, \( D^*_Q(F) \) also vanishes since the adjoint operator is given by
\[
(D^*_Q)_{\alpha \beta} = \sum_J (-D)_J \frac{\partial Q^\beta}{\partial u^J_\alpha}.
\] (28)

Therefore, \( D^*_F(Q) = 0 \) holds on solutions of the system if \( Q \) is a characteristic of one of its conservation laws. This is sometimes called the multiplier method for classifying conservation laws.

For a system of Euler-Lagrange equations \( E(L) = 0 \), the associated Fréchet derivative is always self-adjoint (e.g. [3]), namely
\[
(D_{E(L)})^* = D_{E(L)}.
\] (29)
Hence Remark 2.3 in some sense implies Noether’s theorem through the relation between characteristics of symmetries and conservation laws. It is also interesting to realise that self-adjointness of a Fréchet derivative is sufficient but not necessary for constructing a relation between symmetries and conservation laws. For instance, skew self-adjointness is also sufficient, namely \( \mathbf{D}_F = -\mathbf{D}_F \) for a system \( \{ F_\alpha(x, [u]) = 0 \} \). This can further be generalised to

\[
\mathbf{D}_F^* = B(x, [u])\mathbf{D}_F
\]

for some non-zero functions \( B(x, [u]) \). A simple example is the following equation

\[
u_t - u_{xxx} = 0.
\]

The Fréchet derivative is

\[
\mathbf{D} = D_l - D^3_{x^3},
\]

which satisfies \( \mathbf{D}^* = -\mathbf{D} \).

A generalised vector field

\[
X = \xi^\alpha(x, [u]) \frac{\partial}{\partial x^\alpha} + \phi_\alpha(x, [u]) \frac{\partial}{\partial u^\alpha}
\]

is a (divergence) variational symmetry of an action \( \mathcal{L}[u] \) if and only if there exists a \( p \)-tuple \( P \) such that

\[
prX(L) + L \text{Div} \xi = \text{Div} \, P.
\]

Equivalently, this can be re-organised into evolutionary form

\[
\sum_{\alpha, j} (D_j \phi^\alpha \partial_x) \partial L \partial u^\alpha = \text{Div} \, P - L \text{Div} \xi - \xi^\alpha D_i L \]

\[
= D_i (P^\alpha - \xi^\alpha L).
\]

It is now well known that variational symmetries of a functional \( \mathcal{L}[u] \) are still symmetries for the associated Euler-Lagrange equations. Noether’s theorem for differential systems (e.g. [35]) states that the characteristic \( Q \) of a variational symmetry is a characteristic of a conservation law for the Euler-Lagrange equations. Namely, there exists a \( p \)-tuple \( P \) such that

\[
\text{Div} \, P = Q^\alpha \mathbf{E}_\alpha(L).
\]

### 2.2 Difference equations

Now we consider finite difference equations. For varying discrete steps, the reader should refer to, e.g. [15, 26]. In this paper, however, we are mainly focused on fixed discrete steps, in particular difference equations on \( \mathbb{Z}^p \). In this situation, \( n \in \mathbb{Z}^p \) is understood as a vector of independent variables while \( u_n \in \mathbb{R}^q \) is a vector of dependent variables. A first construction of Noether’s theorem for ordinary difference equations was studied by Maeda [25]; a general extension has now been well studied, see for instance [17, 27, 41–43]. In particular, Kupershmidt’s book [37] includes fundamental analysis for variational principles with respect to difference as well as differential-difference equations.

More precisely, let \( n = (n^1, n^2, \ldots, n^p) \in \mathbb{Z}^p \) and \( u_n = (u_1, u_2, \ldots, u_q) \in U \subset \mathbb{R}^q \) be the independent and dependent variables respectively. The shift operator (or map) \( S \) is defined as

\[
S_k : n \mapsto n + 1_k,
\]

while its generalisation to a function \( f(n) \) is

\[
S_k : f(n) \mapsto f(S_k n).
\]

We will also use the notation \( S_{1_k} = S_k \), and the composite of shift operators using multi-index notation is given by \( S_J = S_{j_1} \cdots S_{j_p} \), where \( J = (j_1, j_2, \ldots, j_p) \) is a \( p \)-tuple. However, different from the differential case, now each index is \( j_i \in \mathbb{Z} \). The inverse of the shift operator \( S_{1_k} \) is given by \( S_{-1_k} : n \mapsto n - 1_k \). The inverse operator \( S_{-J} \) of the composite of shifts is similarly denoted.

Consider a one-parameter (Lie point) transformations, which keeps \( n \) invariant, namely

\[
\tilde{u}_n = \tilde{u}(\varepsilon; n, u_n) \quad \text{and} \quad \tilde{u}_n|_{\varepsilon = 0} = u_n.
\]
The corresponding infinitesimal generator is
\[ X = Q^n_\alpha(n, u_n) \frac{\partial}{\partial u_n^\alpha} , \]  
where the characteristic \( Q_n = (Q_1^n, Q_2^n, \ldots, Q_q^n) \) is
\[ Q^n_\alpha(n, u_n) = \frac{\delta\tilde{u}_\alpha^n}{\delta \epsilon} |_{\epsilon=e} . \]  
For generalised (or higher-order) transformations, the characteristic is \( Q_\alpha^n = Q^n_\alpha(n, [u]) \) where \([u]\) denotes \( u_n \) and a finite number of its shifts in the difference case. Prolongations of the vector field \( X \) can be immediately achieved via the identities
\[ S_J \tilde{u}_n = \tilde{u}_{n+J} \]  
and we have
\[ \text{pr} X = \sum_{\alpha,J} (S_J Q^n_\alpha) \frac{\partial}{\partial u_n^{\alpha+J}} . \]  
For the sake of simplicity, we also write \( u^n_{\alpha+J} \) as \( u^J \). When \( J \) vanishes, we sometimes omit the indices, e.g. \( Q^n_\alpha = Q^n_\alpha(n) \) and \( u^\alpha = u^\alpha_n \).

**Definition 2.6.** Consider a system of difference equations
\[ A^\Delta = \{ F_\alpha(n, [u]) = 0 \} . \]  
A one-parameter group of generalised transformations is a symmetry group if the associated infinitesimal generator satisfies the following linearized symmetry condition
\[ \text{pr} X (F_\alpha) = 0 , \]  
when (44) holds.

For a system of difference equations given by (44), a conservation law is defined as a difference divergence expression
\[ \text{Div}^\Delta P(n, [u]) := \sum_{i=1}^p (S_i - \text{id})P^i(n, [u]), \]  
which vanishes on all solutions of the system. Here \( P \) is a \( p \)-tuple and the operator \text{id} is the identity operator. For a difference system of the Kovalevskaya form (see, e.g. \[16, 17, 43\] ), there exist functions \( B^J_\alpha(n, [u]) \) such that
\[ \text{Div}^\Delta P(n, [u]) = \sum_{\alpha,J} B^J_\alpha(S_J F_\alpha). \]  
In the difference case, integration by parts is replaced by the formula of summation by parts
\[ (Sf)g = (S - \text{id})(fS_{-1}g) + fS_{-1}g = \text{Div}^\Delta (fS_{-1}g) + fS_{-1}g \]  
for any functions \( f(n, [u]) \) and \( g(n, [u]) \). Here the operator \( S_{-1} \) is the inverse (or adjoint) of \( S \); it is also called the backward shift operator. Hence, the difference conservation law becomes
\[ \text{Div}^\Delta P = \text{Div}^\Delta R + Q^\alpha F_\alpha. \]  
Similarly as in the differential case, the \( p \)-tuple \( R \) also contributes to a trivial conservation law and if we replace \( P \) by \( P - R \), the conservation law is written in the characteristic form
\[ \text{Div}^\Delta P = Q^\alpha F_\alpha, \]  
where the characteristic \( Q^\alpha \) is given by
\[ Q^\alpha(n, [u]) = \sum_J S_{-J}B^J_\alpha(n, [u]). \]  
The operators \( S_{-J} \) and \( S_J \) are adjoint to each other with respect to the \( \ell_2 \) inner product. [Note. In \[20\], characteristics of conservation laws were called cosymmetries.]
Consider a difference variational problem (or an action)
\[ \mathcal{L}[u] = \sum_n L_n = \sum_n L(n, [u]). \] (52)

Its variation with respect to \( u \) amounts to the discrete Euler-Lagrange equations
\[ \mathbf{E}_\alpha^\Delta(L_n) = 0, \] (53)
where the discrete Euler operator \( \mathbf{E}_\alpha^\Delta \) is defined by
\[ \mathbf{E}_\alpha^\Delta = \sum_j S_n J \frac{\partial}{\partial u_j}. \] (54)

**Remark 2.7.** A function \( L(n, [u]) \) contributes to a null Lagrangian, i.e. \( \mathbf{E}_\alpha^\Delta \equiv 0 \), if and only if \( L_n \) is of total divergence form, namely \( L_n = \text{Div}^\Delta P \). It is also worth mentioning that variational symmetries are still symmetries of the underlying Euler-Lagrange equations (see, e.g. [44]); this is not true when discrete steps are not fixed (see, e.g. [15, 26]).

The action \( \mathcal{L}[u] \) is invariant with respect to a local group of (continuous) transformations if
\[ \sum_n L(n, [u]) = \sum_n L(n, [u]). \] (55)

The group is then called a group of (divergence) variational symmetries for the discrete action \( \mathcal{L}[u] \). Infinitesimally, it is equivalent to the existence of a \( p \)-tuple \( R \) such that
\[ \text{pr} X(L_n) = \text{Div}^\Delta R, \] (56)
where \( X \) is the infinitesimal generator of a symmetry group. A discrete version of Noether’s theorem exists (see, e.g. [17, 25, 26, 42, 43]); it also relates symmetries for difference variational problems and conservation laws of the associated Euler-Lagrange equations via their characteristics.

Namely, there exists a \( p \)-tuple \( P \) such that the characteristic \( Q^\alpha \) of a variational symmetry satisfies
\[ \text{Div}^\Delta P = Q^\alpha \mathbf{E}_\alpha^\Delta(L_n). \] (57)

For a difference system [44], the linearized symmetry condition is equivalent to the following condition (e.g. [14])
\[ 0 = \mathbf{D}_F^\Delta(Q) := \frac{d}{de}\bigg|_{e=0} F(n, [u + \varepsilon Q(n, [u])]), \] (58)
where \( Q \) is the characteristic and \( \mathbf{D}_F^\Delta \) is the Fréchet derivative in the difference case. Its adjoint is then
\[ (\mathbf{D}_F^\Delta)^*(\alpha)_{\beta} = \sum_j S_n J \frac{\partial F^\beta}{\partial u_j}. \] (59)

**Lemma 2.8 ([44]).** For two \( r \)-tuples \( A(n, [u]) \) and \( B(n, [u]) \), the following identity holds
\[ \mathbf{E}_\alpha^\Delta(A \cdot B) = (\mathbf{D}_A^\Delta)^*(B) + (\mathbf{D}_B^\Delta)^*(A). \] (60)

This lemma leads to a difference counterpart to the conclusion in Remark 2.5.

**Theorem 2.9.** For a system of difference equations \( \{ F_n(n, [u]) = 0 \} \) of the Kovalevskaya form, characteristics \( Q \) of its conservation laws lie in the kernel of the adjoint of the corresponding Fréchet derivative \( \mathbf{D}_F^\Delta \) restricted to solution sections, namely
\[ (\mathbf{D}_F^\Delta)^*(Q) = 0 \text{ whenever } \{ F_n(n, [u]) = 0 \}. \] (61)

**Proof.** Choose \( A = Q \) and \( B = F \) in Lemma 2.8. The theorem is then verified since \( Q \cdot F \) is a null Lagrangian and \( (\mathbf{D}_F^\Delta)^*(F) = 0 \) on solutions of the difference system.

**Remark 2.10.** The Fréchet derivative of an Euler-Lagrange system \( \mathbf{E}_\alpha^\Delta(L_n) = 0 \) is always self-adjoint (e.g. [22, 37, 44]), namely
\[ (\mathbf{D}_{\mathbf{E}_\alpha^\Delta(L_n)})^* = \mathbf{D}_{\mathbf{E}_\alpha^\Delta(L_n)}. \] (62)

This hence implies the discrete version of Noether’s theorem through identifying characteristics of variational symmetries (hence symmetries of the Euler-Lagrange equations) and conservation laws.
Example 2.11. The difference equation

\[ u_2 = \frac{u_1^2}{u_1} \]  

admits the following characteristics of symmetries (e.g. [47])

\[ Q_1 = u_0, \quad Q_2 = nu_0, \quad Q_3 = u_n \ln |u|. \]  

In [39], the equation was solved by obtaining all of its invariant first integrals with respect to the first two generators. It was also noted therein that through a change of variables \( v_0 = \ln u_0 \), the resulting equation is governed by a Lagrangian

\[ L_n = vv_1 - v^2. \]  

The Euler-Lagrange equation is

\[ v_1 - 2v + v_{-1} = 0. \]  

Therefore, we obtain two conservation laws in the characteristic form

\[ (S - \text{id}) P_1 = 0, \quad (S - \text{id}) P_2 = n(v_1 - 2v + v_{-1}). \]  

By using the homotopy method (see, e.g. [27]) or by inspection, we obtain the functions \( P_1 \) and \( P_2 \):

\[ P_1 = v - v_{-1}, \quad P_2 = (n - 1)v - nv_{-1}. \]

This gives the general solution

\[ v = nc_1 + c_2 \]  

and hence \( u = \exp(nc_1 + c_2) \).

In fact, the above example is related with the following theorem.

Theorem 2.12. Assume that, by some point transformation, a system of ordinary difference equations can be put into Euler-Lagrange form which admits (Lie point) variational symmetries, then we can conclude that the original system has first integrals that are invariant under Lie point transformations which transform to these variational symmetries.

Proof. Consider a system of ordinary difference equations \( \{ F_n(n, [u]) = 0 \} \), where \( n \in \mathbb{Z} \). Let us assume that under an (invertible) point transformation \( T : \tilde{u}_n^\alpha = T^n(n, u_n) \), the new system is

\[ 0 = \tilde{F}_n(n, [\tilde{u}]) = F_n(n, [T^{-1}(n, \tilde{u})]). \]  

Assume under the new coordinates \( (n, [\tilde{u}]) \), the system is governed by a Lagrangian \( \tilde{L}_n = L(n, [\tilde{u}]) \), and there exists a (Lie point) variational symmetry \( \tilde{X} = Q^\alpha(n, \tilde{u}) \frac{\partial}{\partial u_n^\alpha} \) such that

\[ \text{pr} \tilde{X}(\tilde{L}_n) = (S - \text{id}) P_0. \]  

Now \( \tilde{X} \) is also a symmetry generator for the new system \( \{ \tilde{F}_n \} \). According to [44], there exists some function \( \tilde{P} = P(n, [\tilde{u}]) \) such that the following equality holds:

\[ \text{pr} \tilde{X}(\tilde{L}_n) - (S - \text{id}) P_0 = Q^\alpha(n, \tilde{u}) \tilde{F}_n + (S - \text{id}) \tilde{P}. \]

Namely \( \tilde{P} \) is a first integral of the new system \( \{ \tilde{F}_n \} \) through Noether’s theorem using the symmetry \( \tilde{X} \). Hence, it is invariant under \( \tilde{X} \) (see Theorem 3.5 of [44]):

\[ \text{pr} \tilde{X}(\tilde{P}) = 0. \]

Let us summarise here that, for the new system \( \{ \tilde{F}_n \} \), there exists a symmetry generator \( \tilde{X} \) and a first integral \( \tilde{P} \) such that

\[ \begin{cases} Q^\alpha(n, \tilde{u}) \tilde{F}_n + (S - \text{id}) \tilde{P} = 0, \\ \text{pr} \tilde{X}(\tilde{P}) = 0. \end{cases} \]

By using the point transformation \( T^{-1} \), the generator becomes

\[ X = Q^\alpha(n, T(n, u_n)) \frac{\partial u_n^\alpha}{\partial \tilde{u}_n^\alpha} \frac{\partial}{\partial u_n}. \]
It is clearly a symmetry generator for the original system since if we write the linearized symmetry condition as
\[ \text{pr} \hat{X}(\hat{F}_a) = \sum_{\beta, k \in \mathbb{Z}} A^\beta_{\alpha, k}(n, [\tilde{u}]) (S^k \hat{F}_\beta), \] (75)
using \( T^{-1} \), it still holds in the original coordinates as follows:
\[ \text{pr} X(F_\alpha) = \sum_{\beta, k \in \mathbb{Z}} A^\beta_{\alpha, k}(n, [T(n, u_n)]) (S^k F_\beta), \] (76)
These equalities in (73) amount to
\[ \begin{align*}
Q^\alpha(n, T(n, u_n))F_\alpha + (S - \text{id}) P(n, [T(n, u_n)]) &= 0, \\
\text{pr} X(P(n, [T(n, u_n)])) &= 0.
\end{align*} \] (77)
Therefore, we conclude that \( P(n, [T(n, u_n)]) \) is a first integral for the original system and it is invariant under the Lie point symmetry generator \( X \), which can be transformed to a variational symmetry.

**Remark 2.13.** The first equality in (77) can be rewritten as
\[ 0 = Q^\alpha(n, T(n, u_n)) \frac{\partial u_n^\alpha}{\partial u_n^\beta} \frac{\partial u_n^\beta}{\partial u_n^\gamma} F_\gamma + (S - \text{id}) P(n, [T(n, u_n)]), \] (78)
where
\[ Q^\alpha(n, T(n, u_n)) \frac{\partial u_n^\beta}{\partial u_n^\gamma} = 0 \] (79)
is the characteristic for \( X \). It is obvious that the difference system
\[ \left\{ \frac{\partial u_n^\gamma}{\partial u_n^\alpha} F_\gamma = 0 \right\} \] (80)
is equivalent to the original system \( \{ F_\alpha = 0 \} \) since the transformation is invertible. This hence provides the relationship between characteristics of symmetries and first integrals.

### 2.3 Adjoint system and conservation laws

For both differential and difference systems, we summarised above that for systems of the Kovalevskaya form, characteristics of symmetries and conservation laws, respectively, lie in the kernels of the Fréchet derivative and its adjoint. The **self-adjointness** or **formal Lagrangian** method by Ibragimov [38] (see also [35, 46]) provides a convenient approach for constructing conservation laws from symmetries: in some sense, it is a generalisation of self-adjointness of the Fréchet derivative and can be particularly interesting if the system at hand is not variational. It is interesting to notice that formal Lagrangians have a longer history; in literature they appeared as associated (or related) variational principles of differential equations (e.g. [17, 48]), where researchers paid much attention to inverse problems. Extension of this method to difference systems has also been investigated [39]. Section 4 will be mainly based on this method, which turns out to be more convenient to the study of some integrable DDEs for the reason that their symmetries are often already well known.

Here, we summarise the algorithm briefly, no matter if the system \( \{ F_\alpha(\cdot, [u]) = 0 \} \) is differential or difference, where \( \cdot \) is either \( x \) or \( n \).

1. Assume the system \( \{ F_\alpha(\cdot, [u]) = 0 \} \) admits a group of symmetries with infinitesimal generators \( X \).
2. Introduce new variables \( v \) and define a formal Lagrangian \( L = v^\alpha F_\alpha \). At the moment, all symmetries \( X \) of the system can be extended to variational symmetries \( Y \) of \( L \) in the coordinates \( (\cdot, u, v) \) (see, [38] for a differential version and [39] for a difference version). In Section 4 we will show that one can obtain conservation laws without calculating extended variational symmetries \( Y \) explicitly (see Remark 4.7).
3. Calculate conservation laws \( P(\cdot, [u], [v]) \) through Noether’s theorem.
4. Testify the self-adjointness of the original system \( \{ F_\alpha = 0 \} \). We may move to the next step if the original system is self-adjoint, namely there exists a substitution \( v = f(\cdot, [u]) \) such that the adjoint system

\[
\frac{\delta L}{\delta u^\alpha} = 0
\]

(81)

holds for all solutions of the original system. Here \( \delta u \) is the variation with respect to \( u \).

5. Finally, one obtains conservation laws \( P(\cdot, [u], [f(\cdot, [u])]) \) for the original system \( \{ F_\alpha = 0 \} \).

It is worth mentioning the fact that for both differential and difference systems, the Lie bracket of two evolutionary symmetry generators is still an evolutionary symmetry generator (see, e.g. [3]) for a differential version and [33] for a difference version). Namely, for two infinitesimal generators \( X_1 = Q_1^\alpha(\cdot, [u])\partial_{u^\alpha} \) and \( X_2 = Q_2^\alpha(\cdot, [u])\partial_{u^\alpha} \) of either a differential or difference system, their Lie bracket \([X_1, X_2]\) is still a symmetry generator whose characteristic is

\[
Q(\cdot, [u]) = \text{pr}X_1(Q_2) - \text{pr}X_2(Q_1).
\]

(82)

For a system with infinitely many (evolutionary) symmetries, we are then able to obtain infinitely many (divergence) variational symmetries of the evolutionary form for the formal Lagrangian; their characteristics are then characteristics of conservation laws for the combined system of the original system and its adjoint system. They contribute to conservation laws of the original system through, for instance, the homotopy method, if the system is self-adjoint. Concrete examples can be found in, for instance [33,39]. We illustrate the self-adjointness of the discrete KdV equation as a simple example here.

**Example 2.14** (Self-adjointness of the discrete KdV equation). The discrete KdV equation (H1 from the ABS list, see e.g. [32,37]) reads

\[
(u_{0,0} - u_{1,1})(u_{1,0} - u_{0,1}) - a(m) + b(n) = 0.
\]

(83)

Here we write \( u_{0,0} = u(m, n) \) at the point \((m, n) \in \mathbb{Z}^2\). Its shifts are \( u_{i,j} = S_i^j u_{0,0} \) with \( S_m \) and \( S_n \) the unit forward shifts along the \( m \) and \( n \) directions, respectively. This system admits a variational structure (e.g. [32,37]), if we rewrite the equation as

\[
u_{1,0} - u_{0,1} - \frac{a(m) - b(n)}{u_{0,0} - u_{1,1}} = 0.
\]

(84)

The difference Euler-Lagrange equation with respect to the Lagrangian

\[
L(m, n, [u]) = (u_{1,0} - u_{0,1})u_{0,0} - (a(m) - b(n))\ln(u_{1,0} - u_{0,1})
\]

contains two copies of the equation [37], namely

\[
0 = E^\alpha(L(m, n, [u]))
\]

\[
= u_{-1,0} - u_{0,1} - \frac{a(m-1) - b(n)}{u_{0,0} - u_{-1,1}} = \left(u_{0,0} - u_{1,0} - \frac{a(m) - b(n)}{u_{1,0} - u_{0,1}}\right).
\]

(86)

Alternatively, we define a (discrete) formal Lagrangian

\[
L = v_{0,0} \left(u_{1,0} - u_{0,1} - \frac{a(m) - b(n)}{u_{0,0} - u_{1,1}}\right),
\]

(87)

and the adjoint equation is

\[
0 = E^\alpha(L)
\]

\[
= v_{-1,0} - v_{0,1} + \frac{a(m) - b(n)}{(u_{0,0} - u_{1,1})^2}v_{0,0} - \frac{a(m-1) - b(n-1)}{(u_{-1,0} - u_{0,0})^2}v_{-1,1}.
\]

(88)

This becomes two copies of the discrete KdV equation [37] via the substitution

\[
v_{0,0} = (-1)^{m+n}(u_{1,1} - u_{0,0}).
\]

(89)

Now the adjoint equation becomes

\[
(-1)^{m+n} \left[ u_{1,0} - u_{0,1} - \frac{a(m) - b(n)}{u_{0,0} - u_{1,1}} - \left(u_{0,0} - u_{1,0} - \frac{a(m-1) - b(n-1)}{u_{1,0} - u_{0,1}}\right)\right] = 0,
\]

(90)

which holds for all solutions of the discrete KdV equation. Hence the discrete KdV equation is self-adjoint.

---

\(^3\)Self-adjointness of an equation is not the same as self-adjointness of the associated Fréchet derivative.
3 Noether’s theorem for differential-difference equations

The theory of variational principle (least action) for differential-difference equations (DDEs) was introduced in [37] for the most general case, namely for a Lagrangian defined on dependent variables \( u \in \mathbb{R}^n \) and finitely many of their derivatives and shifts, with multidimensional differential and difference variables \( x \in \mathbb{R}^p \) and \( n \in \mathbb{Z}^p \) playing as independent variables. The derivations and applications (e.g. as an integrability criterion or for conducting reductions) of symmetries and conservation laws for DDEs have also been deeply investigated during the last few decades, see for instance [51, 52, 53, 54, 64, 59] for symmetry analysis, [50, 51, 59] for derivation of conservation laws and [53, 54, 60, 64] for integrability method.

To avoid the introduction of new notations, we will (often) use the same notations as the differential case unless otherwise explained. It is not difficult to specify the situation from the context. For the dependent variables, we define derivatives and shifts simultaneously and we adopt the notation

\[
u_{j_1, j_2} = D_{j_1} S_{j_2} u = S_{j_2} D_{j_1} u.
\]

Namely, the first subindex indicates derivatives while the second subindex indicates shifts. We still use \([u]\) to denote \(u\) and finitely many of its derivatives and shifts. Here the total derivative in the differential-difference sense is defined as

\[
D_t = \partial_{x^t} + \frac{\partial u^\alpha}{\partial x^t} \partial_{u^\alpha} + \cdots + \sum_{\alpha, j_1, j_2} u^\alpha_{j_1, j_2} \partial_{u^\beta_{j_1, j_2}}.
\]

**Definition 3.1.** A system of DDEs

\[
\mathcal{A} = \{ F_\alpha(x, n, [u]) = 0 \}
\]

is of the Kovalevskaya form if it can be rewritten either of the differential Kovalevskaya form

\[
\frac{\partial^k u^\alpha}{\partial (x^t)^k} = f^\alpha \left( x, n, [u]_{x^t}, \left[ \frac{\partial^1 u}{\partial (x^t)^1} \right]_{x^t}, \left[ \frac{\partial^2 u}{\partial (x^t)^2} \right]_{x^t}, \cdots, \left[ \frac{\partial^{k-1} u}{\partial (x^t)^{k-1}} \right]_{x^t} \right),
\]

or the difference Kovalevskaya form

\[
S^k u^\alpha = h^\alpha \left( x, n, [u]_{n^1}, \left[ S^1 u \right]_{n^1}, \left[ S^2 u \right]_{n^1}, \cdots, \left[ S^{k-1} u \right]_{n^1} \right).
\]

Here \([\cdot]_{x^t}\) (respectively \([\cdot]_{n^1}\)) denotes itself and finitely many of its derivatives and shifts with respect to all independent variables but \(x^t\) (respectively \(n^1\)).

For instance, both \(u' = f(u_n, u_{n+1}, u_{n+2})\) and \(u_{n+1} = f(u', u'')\) are of the Kovalevskaya form where \(t \in \mathbb{R}\) and \(n \in \mathbb{Z}\). Here we use the notations

\[
u' = \frac{du(t, n)}{dt}, \quad u'' = \frac{d^2 u(t, n)}{dt^2}.
\]

We call a system of DDEs of the bi-Kovalevskaya form if it is of the Kovalevskaya form from both differential sense \([51]\) and difference sense \([95]\).

Consider a generalised vector field \(X = \xi^t(x, n, [u]) \partial_{x^t} + \phi^\alpha(x, n, [u]) \partial_{u^\alpha}\), which generates a one-parameter group of transformations \(\tilde{x} = \tilde{x}(\varepsilon; x, n, [u])\) and \(\tilde{u} = \tilde{u}(\varepsilon; x, n, [u])\) and assume the identity element is \(\varepsilon = 0\). Its prolongation in the differential-difference sense is

\[
prX = \xi^t \partial_{x^t} + \phi^\alpha \partial_{u^\alpha} + \cdots + \phi_{j_1, j_2} \partial_{u^{\alpha}_{j_1, j_2}} + \cdots,
\]

where

\[
\xi^t(x, n, [u]) := \left. \frac{d\tilde{x}^t}{d\varepsilon} \right|_{\varepsilon = 0}, \quad \phi^\alpha(x, n, [u]) := \left. \frac{d\tilde{u}^\alpha}{d\varepsilon} \right|_{\varepsilon = 0} \quad \text{and} \quad \phi_{j_1, j_2}^\alpha(x, n, [u]) := \left. \frac{d\tilde{u}^\alpha_{j_1, j_2}}{d\varepsilon} \right|_{\varepsilon = 0}.
\]

Next we are going to investigate recursion relations for the coefficient functions of \(prX\). We will consider first vector fields for Lie point transformations, i.e. \(X = \xi^t(x, n) \partial_{x^t} + \phi^\alpha(x, n) \partial_{u^\alpha}\), and then generalised vector fields. It has been pointed out that simple shift is possibly not enough for the recursion relation for difference (or discrete) directions \([56]\); in fact, the reason is due to the lack of general commutativity, namely \(DS \neq SD\) where \(D\) is the total derivative with respect to new variables \(\tilde{x}\). Nevertheless, the prolongation formulae we end up with are still different from the one obtained in \([56]\). We will consider both cases (either \(DS\) or \(SD\)) separately (see below). They are equal only when \(\tilde{x}\) is independent from \(n\) and \([u]\).
Example 3.2. Let \( x \in \mathbb{R} \) and \( n \in \mathbb{Z} \), and let \( u(t, n) \) be a scalar dependent variable. Consider the following local transformations

\[
\tilde{t} = \tilde{t}(\epsilon; t, n, u), \quad \tilde{u} = \tilde{u}(\epsilon; t, n, u).
\]

(99)

There are two ways to understand, for instance, the notation \( \tilde{u}_t'(\tilde{t}, n) \). Do we do the derivative \( \tilde{D} = d/d\tilde{t} \) first or the shift \( S \) first? Apparently they may lead to different conclusions since in general

\[
S \frac{d\tilde{u}}{d\tilde{t}} = \frac{d(S\tilde{u})}{d(S\tilde{t})} \neq \frac{d(S\tilde{u})}{d\tilde{t}}.
\]

(100)

Besides the total derivatives \( D_i \), we also define multi-total derivatives in the differential-difference sense for a given index \( I \) as

\[
D_{i;I} = \partial_{x^i} + \frac{\partial u_{0,1}^\alpha}{\partial x^i}\partial u_{\alpha}^\gamma + \cdots + \sum_{\alpha, j_1} u_{\alpha + 1, i}^j \partial u_{j_1 + i}^\gamma.
\]

(101)

They are related by

\[
D_i = \partial_{x^i} + \sum_I (D_{i;I} - D_{i;\epsilon}).
\]

(102)

Next the prolongation formulae of a generalised vector field \( X = \xi^\ell(x, n, [u])\partial_{x^i} + \phi^\alpha(x, n, [u])\partial_{x^\alpha} \) are derived for the cases \( \tilde{D}S \) (i.e. all the shifts followed by all the derivatives) and \( S\tilde{D} \) (i.e. all the derivatives followed by all shifts) separately.

At the moment, let us first consider Lie point transformations, that is, \( \xi^\ell = \xi^\ell(x, n, u) \) and \( \phi^\alpha = \phi^\alpha(x, n, u) \).

**Case I: \( \tilde{D}S \).** Now the prolongations of transformations are given by

\[
\tilde{u}_{\alpha}^{j_1 + j_2} = D_{\alpha}^{j_1 + j_2} \tilde{u}_{\gamma}^{\alpha}.
\]

(103)

**Proposition 3.3.** We have the following recursion relations

\[
\phi_{j_1 + 1; j_2}^\alpha = D_i \phi_{j_1; j_2}^\alpha - (D_i \xi^\ell) u_{\ell + 1; j_2}^{j_1 + \gamma}.
\]

(104)

and

\[
\phi_{0; j_2 + 1}^\alpha = S_k \phi_{0; j_2}^\alpha.
\]

(105)

for all valid indices \( \alpha, i, j, k, J_1, J_2 \).

**Proof.** The equality (104) is a consequence of the fact that (for any matrix \( M(\epsilon) \))

\[
D_{\alpha}^{j_1 + j_2} = (D_{\alpha}^{j_1 + j_2} \tilde{D}_\gamma)^{-1} \text{ and } \frac{d}{d\epsilon} (M(\epsilon)^{-1}) = -M(\epsilon)^{-1} \frac{dM(\epsilon)}{d\epsilon} M(\epsilon)^{-1}.
\]

(106)

Hence for any \( j \),

\[
\frac{d\tilde{u}_{\alpha}^{j_1 + j_2}}{d\epsilon} = D_{\alpha}^{j_1 + j_2} \frac{d\tilde{u}_{\gamma}^{\alpha}}{d\epsilon} \bigg|_{\epsilon = e} = (D_{\alpha}^{j_1 + j_2} \frac{d\tilde{u}_{\gamma}^{\alpha}}{d\epsilon} \bigg|_{\epsilon = e} u_{\ell + 1; j_2}^{j_1 + \gamma}\]

(107)

which is exactly (104).

The second part is due to the fact that

\[
S_k \tilde{u}_{\alpha}^{j_1 + j_2} = u_{\alpha}^{j_1 + j_2 + 1}.
\]

(108)

**Proposition 3.4.** For any given indices \( J_1, J_2 \), the following equality holds

\[
\phi_{j_1 + 1; j_2 + 1}^\alpha = S_k \phi_{j_1; j_2}^\alpha + D_{J_1} \left( (S_k \xi^\ell - \xi^\ell) u_{\ell + 1; j_2 + 1}^{j_1 + \gamma} \right) - (S_k \xi^\ell - \xi^\ell) u_{\ell + 1; j_2 + 1}^{j_1 + \gamma}.
\]

(109)

In particular when \( J_1 = 0 \), this agrees with the result in Proposition 3.3.
Proof. The recursion relations in Proposition 3.3 are exactly the same as those in the differential case for all given indices $J_2$. Then we have that

$$\phi_{\alpha}^{0, J_2} = D_{J_1} \left( \phi_{\alpha, J_2}^0 - \xi^i u^{\alpha}_{1,i, J_2} \right) + \xi^i u^{\alpha}_{1,i+1,J_2}$$

and

$$\phi_{\alpha}^{0, J_2+1} = D_{J_1} \left( \phi_{\alpha, J_2+1}^0 - \xi^i u^{\alpha}_{1,i, J_2+1} \right) + \xi^i u^{\alpha}_{1,i+1,J_2+1}.$$  \hfill (110)

Immediately we obtain

$$\phi_{\alpha}^{0, J_2+1} = D_{J_1} \left( \phi_{\alpha, J_2+1}^0 - \xi^i u^{\alpha}_{1,i, J_2+1} \right) + \xi^i u^{\alpha}_{1,i+1,J_2+1} - S_k D_{J_1} \left( \phi_{\alpha, J_2}^0 - \xi^i u^{\alpha}_{1,i, J_2} \right) - (S_k \xi^i) u^{\alpha}_{1,i, J_2+1} + (S_k \xi^i) u^{\alpha}_{1,i+1,J_2}.$$  \hfill (112)

Theorem 3.5. In this case, the prolongation formula (97) is then

$$\text{pr}X = \xi^i D_i + \sum_{\alpha, J_1, J_2} (D_{J_1} Q_{J_2}^\alpha) \partial_{u_{J_1, J_2}}^{\alpha},$$

where the multi-characteristics are defined by

$$Q_{J_2}^\alpha := S_{J_2} \phi^\alpha - \xi^i u^{\alpha}_{1,i, J_2}.$$  \hfill (114)

Proof. By substituting (111) in the prolongation formula, direct calculation gives

$$\text{pr}X = \xi^i \partial_{x^1} + \phi^\alpha \partial_{u^\alpha} + \cdots + (S_{J_2} \phi^\alpha) \partial_{u_{0, J_2}} + \cdots$$

$$\cdots + \left( D_{J_1} Q^\alpha + \xi^i u^{\alpha}_{1,i+1, J_2} \right) \partial_{u_{J_1, J_2}}^{\alpha} + \cdots + \left( D_{J_1} Q^\alpha_i + \xi^i u^{\alpha}_{1,i+1, J_2} \right) \partial_{u_{J_1, J_2}}^{\alpha} + \cdots$$

$$\cdots + \left( D_{J_1} Q^\alpha \right) \partial_{u_{J_1, J_2}}^{\alpha} + \cdots + \left( D_{J_1} Q^\alpha_i \right) \partial_{u_{J_1, J_2}}^{\alpha} + \cdots$$

$$\cdots + \left( D_{J_1} Q^\alpha \right) \partial_{u_{J_1, J_2}}^{\alpha}.$$  \hfill (115)

From Theorem 3.5 we conclude that the prolonged vector field is equivalent to one in multi-characteristic form using the multi-characteristics $Q_{J_2}^\alpha$, namely

$$\sum_{\alpha, J_1, J_2} (D_{J_1} Q_{J_2}^\alpha) \partial_{u_{J_1, J_2}}^{\alpha}.$$  \hfill (116)

However, it is not yet evolutionary as $Q_{J_2+1}^\alpha \neq S_{J_2} Q_{J_2}^\alpha$ in general. Prolongation of a vector field is equivalent to an evolutionary vector field only when $\xi = \xi(x)$; in this situation

$$\text{pr}X = \xi^i D_i + \sum_{\alpha, J_1, J_2} (D_{J_1} Q^\alpha_{J_2}) \partial_{u_{J_1, J_2}}^{\alpha},$$

$$\cdots + \left( D_{J_1} Q^\alpha_i \right) \partial_{u_{J_1, J_2}}^{\alpha} + \cdots + \left( D_{J_1} Q^\alpha \right) \partial_{u_{J_1, J_2}}^{\alpha}.$$  \hfill (117)

where $Q^\alpha = \phi^\alpha - \xi^i u^{\alpha}_{1,i,0}$.

Case II: $SD$. In this case, the prolongations of transformations are given by

$$\tilde{w}^{\alpha}_{J_1, J_2} := S_{J_2} D_{J_1} \tilde{w}^{\alpha}.$$  \hfill (118)
Proposition 3.6. We have the following recursion relations
\[ \phi_{j_1+1:i,j_2} = D_i \phi_{j_1:i,j_2} - (S_{j_2} D_i \xi^j) u_{j_1+1:i,j_2} \] (119)
and
\[ S_k \phi_{j_1:i,j_2} = \phi_{j_1:i,j_2+1_k} \] (120)
for all valid indices \( \alpha, i, j, k, J_1, J_2 \).

Proof. First we have
\[ u_{j_1+1:i,j_2} = S_{j_2} \left( D_j \tilde{u}_{j_1,0} \right) = (S_{j_2} D_j) u_{j_1+1:i,j_2} \]
\[ = \left( D_j u_{j_1+1:i,j_2} \right) S_{j_2} (D_j x)^{-1}. \] (121)
The derivative with respect to \( \varepsilon \) at \( \varepsilon = 0 \) on both sides yields
\[ \phi_{j_1+1:i,j_2} = D_i \phi_{j_1:i,j_2} - (S_{j_2} D_i \xi^j) u_{j_1+1:i,j_2}, \] (122)
which finishes the proof of the first piece of results. The equality (120) can be immediately proved by noting that
\[ S_k u_{j_1+1:i,j_2} = S_k \left( S_{j_2} \left( D_j \tilde{u}_\alpha \right) \right) = S_{j_2+1_k} \left( D_j \tilde{u}_\alpha \right) = u_{j_1+1:i,j_2+1_k}. \] (123)

Theorem 3.7. The prolongation formula \( [77] \) can be expressed in terms of its characteristic \( Q^\alpha = \phi^\alpha - \xi^\alpha u_{1,0} \) as
\[ \text{pr} X = \xi^i \partial x_i + \sum_{i, l} (S_i \xi^j) (D_i, l - \partial x_i) + \sum_{\alpha, J_1, J_2} (D_{j_1} S_{j_2} Q^\alpha) \partial \alpha_{j_1:j_2}. \] (124)

Proof. The recursion relations in Proposition 3.6 lead to that
\[ \phi_{j_1:j_2} = D_{j_1} \left( \phi_{0:j_2} - (S_{j_2} \xi^j) u_{1,0} \right) + (S_{j_2} \xi^j) u_{j_1+1:j_2} \]
\[ = D_{j_1} S_{j_2} Q^\alpha + (S_{j_2} \xi^j) u_{j_1+1:j_2} \] (125)
Substituting these back to the prolongation formula we get
\[ \text{pr} X = \xi^i \partial x_i + \left( Q^\alpha + \xi^i u_{1,0}^\alpha \right) \partial \alpha^i + \cdots + S_{j_2} \left( Q^\alpha + \xi^i u_{1,0}^\alpha \right) \partial \alpha_{j_1:j_2} + \cdots \]
\[ + \left( D_{j_1} Q^\alpha + \xi^i u_{j_1+1:j_2} \right) \partial \alpha_{j_1:j_2} + \cdots \]
\[ = \xi^i \partial x_i + \xi^i \left( u_{1,0}^\alpha \partial \alpha^i + \cdots + u_{j_1+1:j_2}^\alpha \partial \alpha_{j_1:j_2} + \cdots \right) \]
\[ + \left( S_{j_2} \xi^j \right) \left( u_{j_1+1:j_2}^\alpha \partial \alpha^i + \cdots + u_{j_1+1:j_2}^\alpha \partial \alpha_{j_1:j_2} + \cdots \right) \]
\[ + \sum_{\alpha, J_1, J_2} (D_{j_1} S_{j_2} Q^\alpha) \partial \alpha_{j_1:j_2} \] (126)
This finishes the proof.

From Theorem 3.7 it is clear that in this case:
- If \( \xi \) depend on \( (n, [u]) \), it is often not possible to write the prolonged vector field equivalently in the evolutionary form since the first two terms on the right hand side of (124) do not contribute to a total derivative term.
• If \( \xi = \xi(x) \), the prolongation can be equivalently written in the evolutionary form because now we have

\[
\text{pr} X = \xi^i \left( \partial_{x^i} + \sum_l (D_{l,i} - \partial_{x^i}) \right) + \sum_{\alpha, J_1, J_2} (D_{J_1, J_2} Q^\alpha) \partial_{u^\alpha_{J_1, J_2}}
\]

where \( Q^\alpha = \phi^\alpha - \xi^i u^\alpha_{1,0} \).

**Remark 3.8.** From the above analysis, we conclude that, for both Case I: \( \tilde{D} S \) and Case II: \( S \tilde{D} \), their prolonged vector fields are of the same form and are equivalent to an evolutionary vector field only when \( \xi = \xi(x) \). It is interesting to note that there are also intermediate cases, for instance, \( S \tilde{D} S \tilde{D} \) or \( S \tilde{D} \tilde{D} \). However, we do not attempt to be exhaustive in this paper.

For a generalised vector field \( X = \xi^i (x, n, [u]) \partial_{x^i} + \phi^\alpha (x, n, [u]) \partial_{u^\alpha} \), its prolongation \( \text{pr} X \) can then be defined in accordance with either Theorem 3.5 for Case I: \( \tilde{D} S \) or Theorem 3.7 for Case II: \( S \tilde{D} \). When \( \xi = \xi(x) \), the prolongation is given uniquely in accordance with (127).

**Definition 3.9.** A local group of transformations is called a symmetry group for a system of DDEs \( \mathcal{A} = \{ F_\alpha(x, n, [u]) = 0 \} \) if for all the corresponding generalised infinitesimal generators \( X = \xi^i (x, n, [u]) \partial_{x^i} + \phi^\alpha (x, n, [u]) \partial_{u^\alpha} \), the following linearized symmetry condition is satisfied:

\[
\text{pr} X (F_\alpha) = 0, \quad \text{whenever} \quad \mathcal{A} \quad \text{holds}. \tag{128}
\]

Here the prolongation formula is defined in accordance with either Theorem 3.5 or Theorem 3.7. We say that \( X \) generates a group of Lie point symmetries if the coefficients \( \xi^i \) and \( \phi^\alpha \) depend only on \( x, n \) and \( u \).

It is clear that for DDEs \( \mathcal{A} = \{ F_\alpha(x, n, [u]) = 0 \} \) of the form

\[
F_\alpha(x, n, [u]) = F_\alpha \left( x, n, u_{1,0}^1, \ldots, u_{J_1,0}^{J_1}, u_{0,1}^{J_1}, \ldots, u_{0,J_2}^{J_1} \right)
\]

for some finite indices \( J_1, J_2 \), both cases (\( \tilde{D} S \) and \( S \tilde{D} \)) are valid for the calculation of the prolongation formula of an infinitesimal generator. The reason is that no term with a mixture of derivatives and shifts appear in \( \mathcal{A} \). Particular examples are these of the form

\[
u' = f(x, n, u_{-l_1}, u_{-l_1+1}, \ldots, u_{l_2})
\]

for some integers \( l_1, l_2 \). Yamilov’s classification of integrable DDEs \( u' = f(u, u, u) \) is clearly in this form [30].

For a system of DDEs of the bi-Kovalevskaya form, the linearized symmetry condition is then equivalent to the existence of functions \( K_{\alpha, J_1, J_2}(x, n, [u]) \), such that the following identity holds

\[
\text{pr} X (F_\alpha) = \sum_{\beta, J_1, J_2} K_{\alpha, J_1, J_2} (D_{J_1, J_2} S_{J_2} F_\beta).
\]

In the next running example, the Volterra equation, we show how symmetries can be calculated from the linearized symmetry condition.

**Example 3.10 (Volterra equation).** Let us consider Lie point symmetries for the Volterra equation (e.g. [36][63])

\[
u' - u (u_1 - u_{-1}) = 0, \tag{132}
\]

which is one of the most simple integrable Volterra type of equations of the form

\[
u' = f(u_{-1}, u, u_1). \tag{133}
\]

The equation (132) has also been called the KvM lattice (e.g. [47][65]). Here \( t \in \mathbb{R} \) is the differential independent variable while \( n \in \mathbb{Z} \) is the difference independent variable. For the purpose of convenience (which will be clear in Section 4), we rewrite the equation as

\[
u' - u_1 + u_{-1} = 0. \tag{134}
\]
Consider a Lie point symmetry generator \( X = \xi(t, n, u) \partial_t + \phi(t, n, u) \partial_u \). Its prolongation is

\[
prX = \xi \partial_t + \phi \partial_u + (S \phi) \partial_{u_1} + (S_1 \phi) \partial_{u_{-1}} + (D_1 \phi - (D_1 \xi) u') \partial_{u'} + \cdots,
\]

whose first several terms are the same according to either Theorem 3.2 or Theorem 3.7. From the linearized symmetry condition \( (128) \), after direct calculations, we have

\[
0 = prX \left( \frac{u'}{u} - u_1 + u_{-1} \right) \bigg|_{u' = u_1 + u_{-1} = 0}
\]

\[
= -\frac{\phi}{u} (u_1 - u_{-1}) + \phi_u (u_1 - u_{-1}) - \left( \xi_t + \xi u(u_1 - u_{-1}) \right)(u_1 - u_{-1}) - S \phi + S_1 \phi.
\]

By differentiating \((136)\) consecutively with respect to \( u_1 \) and \( u_{-1} \), we obtain

\[
2\xi_u u = 0.
\]

Hence we have

\[
\xi = \xi(t, n),
\]

and the linearized symmetry condition \((136)\) simplifies to

\[
0 = -\frac{\phi}{u} (u_1 - u_{-1}) + \phi_u (u_1 - u_{-1}) - \xi (u_1 - u_{-1}) - S \phi + S_1 \phi.
\]

Differentiate \((139)\) with respect to \( u_1 \) (or \( u_{-1} \)) twice gives that

\[
S(\phi_{uu}) = 0,
\]

which can be solved, namely

\[
\phi = a(t, n) u + b(t, n).
\]

The resulting \( \xi \) and \( \phi \) are then substituted back to the linearized symmetry condition \((139)\); this leads to

\[
0 = \frac{b'}{u} - b(u_1 - u_{-1}) - [\xi_t + a(t, n + 1)] u_1 + [\xi_t + a(t, n - 1)] u_{-1} + a' - b(t, n+1) + b(t, n-1).
\]

The following equations are then achieved

\[
b = 0, \quad \xi_t + a(t, n + 1) = 0, \quad a(t, n + 1) = a(t, n - 1), \quad a' = 0,
\]

whose solution is

\[
a = c_1 + c_2(-1)^n, \quad b = 0, \quad \xi = (-c_1 + c_2(-1)^n) t + c_3(n).
\]

Hence

\[
\phi = (c_1 + c_2(-1)^n) u.
\]

Here \( c_1, c_2 \) are constants; \( c_3(n) \) is an arbitrary function of \( n \). Therefore, we obtained all Lie point symmetries for the Volterra equation, namely

\[
X_1 = -t \partial_t + a \partial_u, \quad X_2 = (-1)^n t \partial_t + (-1)^n u \partial_u, \quad X_3 = c_3(n) \partial_t.
\]

Lemma 3.11. Given a vector field

\[
Y = \xi(x, n, [u]) \partial_{x'} + \sum_{\alpha, J_1, J_2} \phi_{\alpha, J_1, J_2}(x, n, [u]) \partial_{x'_{J_1, J_2}},
\]

we have [\( Y, D_i \)] = 0 for \( i = 1, 2, \ldots, p_1 \) and [\( Y, S_j \)] for \( j = 1, 2, \ldots, p_2 \) if and only if

\[
Y = prX + c^i \partial_{x'},
\]

where \( prX \) is an evolutionary vector field and \( c^i \) are constants.
Proof. We first perform \( Y \) in the form \([143] \). Then \([Y, D_i] = 0 \) immediately follows from a similar derivation as Olver did in \([3] \) (Lemma 5.12). For a given function \( f(x, u, [u]) \), direct calculation yields

\[
[Y, S_j]f = (prX + c^i \partial_x^i) (S_j f) - S_j \left( prX (f) + c^i \frac{\partial f}{\partial x^i} \right) \\
= prX(S_j f) - S_j(prX(f)) \\
= \sum_{\alpha, J_1, J_2} (S_{J_2} D_{J_1} Q^\alpha) \frac{\partial (S_j f)}{\partial u_{J_1}^\alpha} - S_j \left( \sum_{\alpha, J_1, J_2} (S_{J_2} D_{J_1} Q^\alpha) \frac{\partial f}{\partial u_{J_1}^\alpha} \right)
\]

(149)

for all indices \( \alpha, i, j, J \). Further if \([Y, S_j] = 0 \) holds for \( j = 1, 2, \ldots, p \), then we have, similarly to \([3] \), that

\[
D_i \xi^i = 0, \quad \phi_{J_1+1, J_2}^\alpha = D_i \phi_{J_1, J_2}^\alpha
\]

(150)

for all indices \( \alpha, i, j, J_1, J_2 \). Conversely, if \([Y, D_i] = 0 \) holds for \( i = 1, 2, \ldots, p_1 \), then we have, similarly to \([3] \), that

\[
\xi^i = 0, \quad \phi_{J_1, J_2}^\alpha = D_i \phi_{J_1, J_2}^\alpha
\]

(152)

for all indices \( \alpha, i, j, J_1, J_2 \). We can conclude now that \( \xi^i = 0 \) are constants and

\[
\phi_{J_1, J_2}^\alpha = D_i S_j \phi_{J_1, J_2}^\alpha
\]

(153)

for all indices \( \alpha, J_1, J_2 \). This finishes the proof. \( \square \)

Theorem 3.12. For two evolutionary symmetry generators \( X_i = Q^\alpha(x, u, [u]) \partial_u^\alpha \) \( i = 1, 2 \) for a system of DDEs, their Lie bracket \([X_1, X_2] \) is still a symmetry generator of the evolutionary form where

\[
[X_1, X_2] := (prX_1{(Q^\alpha_2 - prX_2(Q^\alpha_1)})) \partial_u^\alpha.
\]

(154)

Its prolongation is

\[
pr[X_1, X_2] = [prX_1, prX_2].
\]

(155)

Proof. This is a differential-difference counterpart to the conclusions of the differential version (e.g. \([3] \) and the difference version (e.g. \([39] \)). We only need prove that \([prX_1, prX_2] \) is of the evolutionary form and its characteristic is the same as that of \([prX_1, X_2] \). First we have that

\[
[[prX_1, prX_2], D_i] = [prX_1 prX_2 - prX_2 prX_1, D_i]
= (prX_1 prX_2) \cdot D_i - (prX_2 prX_1) \cdot D_i - D_i \cdot (prX_1 prX_2) + D_i \cdot (prX_2 prX_1)
= prX_1 (D_i \cdot prX_2) - prX_2 (prX_1 \cdot D_i) = prX_1 (D_i \cdot prX_2) + prX_2 (D_i \cdot prX_1)
= -prX_2 (prX_1, D_i)
= 0
\]

and

\[
[[prX_1, prX_2], S_j] = [prX_1 prX_2 - prX_2 prX_1, S_j]
= (prX_1 prX_2) \cdot S_j - (prX_2 prX_1) \cdot S_j = prX_1 (prX_2 \cdot S_j) - prX_2 (prX_1 \cdot S_j) = -prX_2 (prX_1, S_j)
= 0
\]

(157)
Here we used the properties that \([\text{pr} X_k, D_1] = 0\) and \([\text{pr} X_j, S_j] = 0\) for all \(i = 1, 2, \ldots , p_1, j = 1, 2, \ldots , p_2\) and \(k = 1, 2\), see Lemma \([5.11]\). Therefore, we conclude that \([\text{pr} X_1, \text{pr} X_2]\) must be of the evolutionary form since both \(\text{pr} X_1\) and \(\text{pr} X_2\) do not have \(\partial_x\) components. Characteristic of \([\text{pr} X_1, \text{pr} X_2]\) can be directly calculated and it is indeed

\[
\text{pr} X_1(Q_2^p) - \text{pr} X_2(Q_1^p).
\]

This finishes the proof.

**Proof.**

As we concluded above that only prolongations of vector fields of the form

\[
X = \xi^i(x)\partial_{x^i} + \phi^\alpha(x, n, [u])\partial_{u^\alpha}
\]

can be equivalently written as the evolutionary form; such type of vector fields deserves a special name and we call them **regular vector fields** or **regular infinitesimal generators** as they agree with the prolongation property of both differential and difference cases. Symmetries generated by regular vector fields will then be called **regular symmetries** for DDEs. For instance, of all the Lie point symmetries of the Volterra equation in Example \([5.10]\) the vector fields \(X_1 = -t\partial_t + u\partial_u\) and \(X_3 = \partial_t\) are regular infinitesimal generators.

From now on, we will only be focused on regular vector fields unless otherwise specified, namely

\[
\text{pr} X = \xi^i(x)D_i + \sum_{\alpha, J_1, J_2} (D_{J_1}S_{J_2}Q^\alpha(x, n, [u]))\partial_{u^\alpha_{J_1, J_2}}.
\]

**Remark 3.13.** From the prolongation formula \([1.60]\), it is clear that any regular symmetry generator 
\(X = \xi^i(x)\partial_{x^i} + \phi^\alpha(x, n, [u])\partial_{u^\alpha}\) is equivalent to an evolutionary symmetry generator 
\(Q^\alpha(x, n, [u])\partial_{u^\alpha}\), where

\[
Q^\alpha = \phi^\alpha - \xi^i u^\alpha_{i, 0}.
\]

**Definition 3.14.** For two tuples of functions \(A(x, n, [u])\) and \(B(x, n, [u])\), we define the differential-difference Fréchet derivative as

\[
D_A(B) := \frac{d}{d\varepsilon} \bigg|_{\varepsilon = 0} A(x, n, [u + \varepsilon B(x, n, [u])]).
\]

Locally it reads

\[
(D_A)_\alpha^\beta = \sum_{J_1, J_2} \frac{\partial A^\alpha}{\partial u^\beta_{J_1, J_2}} D_{J_1}S_{J_2}.
\]

**Theorem 3.15.** For a system of DDEs \(A = \{F_\alpha(x, n, [u]) = 0\}\), its linearized symmetry condition for an evolutionary generator 
\(X = Q^\alpha(x, n, [u])\partial_{u^\alpha}\) is exactly the Fréchet derivative of \(F\) in the direction \(Q\), namely

\[
D_F(Q) = 0
\]

on all solutions.

**Proof.** It immediately follows from the expansion below

\[
(D_F)_\alpha^\beta (Q^\beta) = \sum_{\beta, J_1, J_2} \frac{\partial F_\alpha}{\partial u^\beta_{J_1, J_2}} (D_{J_1}S_{J_2}Q^\beta) = \text{pr} X(F_\alpha).
\]

**Definition 3.16.** A conservation law for a system of DDEs \(A = \{F_\alpha(x, n, [u]) = 0\}\) with \(x \in \mathbb{R}^{p_1}\) and \(n \in \mathbb{Z}^{p_2}\) is a \((p_1; p_2)\)-tuple \(P(x, n, [u]) = (P_1(x, n, [u]); P_2(x, n, [u]))\) subject to the following vanishment of divergence in the differential-difference sense, that is

\[
\text{Div} P_1 + \text{Div}^d P_2 = 0
\]

on all solutions of the system, where \(\text{Div}\) and \(\text{Div}^d\) are the differential and difference divergence operators, respectively.
Particularly in the \((1; p_2)\)-dimensional case, namely \(p_1 = 1\), a conservation law is
\[
D_t P_1 + \text{Div}^\alpha P_2 = 0, \tag{167}
\]
which vanishes on all solutions of a system of DDEs, where the function \(P_1\) is often referred as a (conserved) density and the tuple \(P_2\) is the (associated) flux. Under proper boundary conditions, the summation of the second term of (167) vanishes, leading to a conserved quantity given by the summation of \(P_1\). Computational examples for conservation laws of this type can be found in, for instance \([30, 41]\).

For DDEs \(\mathcal{A} = \{ F_\alpha(x, n, [u]) = 0 \}\) of the bi-Kovalevskaya form, a conservation law can be written as
\[
\text{Div} \hat{P}_1 + \text{Div}^\alpha \hat{P}_2 = \sum_{\alpha, J_1, J_2} K_{J_1, J_2}^{\alpha} (D_{J_1} S_{J_2} F_\alpha) \tag{168}
\]
for some functions \(K_{J_1, J_2}^{\alpha}(x, n, [u])\). This can be integrated and summed by parts to achieve
\[
\text{Div} P_1 + \text{Div}^\alpha P_2 = Q^\alpha(x, n, [u]) F_\alpha, \tag{169}
\]
which is an equivalent conservation law of the characteristic form. The tuple of functions \(Q(x, n, [u])\) is called its characteristic. For interested readers, various methods for the computation of conservation laws for DDEs can be found in \([30, 41, 59, 66]\), for instance.

Now we are ready to compute the \textbf{adjoint of the differential-difference Fréchet derivative} \([102]\) via both integration by parts and summation by parts, which is
\[
(D_A)^*_{\alpha\beta} = \sum_{J_1, J_2} \left( (-D)_{J_1} S_{-J_2} - \partial \frac{\partial A^\beta}{\partial u_{J_1; J_2}} \right). \tag{170}
\]

Consider a \textbf{differential-difference Lagrangian} \(L(x, n, [u])\). The underlying\textbf{ differential-difference Euler-Lagrange equations} are
\[
\mathbf{E}_\alpha(L(x, n, [u])) = 0, \tag{171}
\]
where the \textbf{differential-difference Euler operator} \(\mathbf{E}\) is defined by
\[
\mathbf{E}_\alpha := \sum_{J_1, J_2} (-D)_{J_1} S_{-J_2} \frac{\partial}{\partial u_{J_1; J_2}^\alpha}. \tag{172}
\]

\textbf{Theorem 3.17.} A Lagrangian \(L(x, n, [u])\) is a null Lagrangian such that \(\mathbf{E}_\alpha(L) \equiv 0\) if and only if \(L\) is a total differential-difference divergence
\[
L(x, n, [u]) = \text{Div} P_1 + \text{Div}^\alpha P_2 \tag{173}
\]
for some \((p_1; p_2)\)-tuple \((P_1(x, n, [u]); P_2(x, n, [u]))\).

\textbf{Proof.} To prove \(\mathbf{E}_\alpha(\text{Div} P_1 + \text{Div}^\alpha P_2) \equiv 0\), we only need to recall that for fixed index \(J_1\)
\[
\sum_{J_2} S_{-J_2} \frac{\partial}{\partial u_{J_1, J_2}^\alpha} (\text{Div}^\alpha P_2) \equiv 0, \tag{174}
\]
and for fixed \(J_2\)
\[
\sum_{J_1} (-D)_{J_1} \frac{\partial}{\partial u_{J_1, J_2}^\alpha} (\text{Div} P_1) \equiv 0. \tag{175}
\]

The converse can be similarly proved following [3]. Suppose \(L(x, n, [u])\) is a null Lagrangian and consider the derivative
\[
\frac{d}{d\varepsilon} L(x, n, [\varepsilon u]) = \sum_{\alpha, J_1, J_2} u_{J_1, J_2}^\alpha \frac{\partial}{\partial u_{J_1, J_2}^\alpha} L(x, n, [\varepsilon u]). \tag{176}
\]
Each term can be re-arranged using integration by parts and summation by parts, and the above equality becomes
\[
\frac{d}{d\varepsilon} L(x, n, [\varepsilon u]) = \sum_{\alpha} u_{J_1, J_2}^\alpha (-D)_{J_1} S_{-J_2} \frac{\partial}{\partial u_{J_1, J_2}^\alpha} L(x, n, [\varepsilon u]) + \text{Div} R_1 + \text{Div}^\alpha R_2 \tag{177}
\]
\[
= u^\alpha \mathbf{E}_\alpha(L)(x, n, [\varepsilon u]) + \text{Div} R_1 + \text{Div}^\alpha R_2
\]
Proof. This is the differential-difference correspondence to the results in Remark 2.5 (the differential version) and Lemma 2.8 (the difference version). It can be immediately proved using the existence of \( q \) such that

\[
L(x, n, [u]) = \text{Div} \hat{R}_1 + \text{Div}^\alpha \hat{R}_2,
\]

where \((k = 1, 2)\)

\[
\hat{R}_k(x, n, [u]) = \int_0^1 R_k(\varepsilon; x, n, [u]) \, d\varepsilon.
\]

Viewing \( n \) as a parameter, there always exist \( p_1 \) numbers of functions \( B(x, n) \) such that

\[
\text{Div} B(x, n) = L(x, n, [0]).
\]

Thus a null Lagrangian \( L(x, n, [u]) \) is in the total differential-difference divergence form

\[
L(x, n, [u]) = \text{Div} P_1 + \text{Div}^\alpha P_2,
\]

where

\[
P_1(x, n, [u]) = \hat{R}_1 + B(x, n), \quad P_2(x, n, [u]) = \hat{R}_2.
\]

\[
\square
\]

Theorem 3.18. For two \( r \)-tuples \( A(x, n, [u]) \) and \( B(x, n, [u]) \), we have that

\[
\mathbf{E}(A \cdot B) = D_A^E(B) + D_B^E(A).
\]

Proof. This is the differential-difference correspondence to the results in Remark 2.5 (the differential version) and Lemma 2.8 (the difference version). It can be immediately proved using the adjoint operator of the Fréchet derivative \([1.70]\) and the Leibniz rule

\[
\mathbf{E}_\alpha(A \cdot B) = \sum_{\beta, J_1, J_2} (-D)_{J_1} S_{J_2} \frac{\partial A^\beta}{\partial u_{J_1}^\alpha} B^\beta + \frac{\partial B^\beta}{\partial u_{J_1}^\alpha} A^\beta.
\]

\[
\square
\]

Corollary 3.19. Let \( A = \{F_\alpha(x, n, [u]) = 0\} \) be a system of DDEs. Let \((P_1; P_2)\) be a conservation law of the characteristic form:

\[
\text{Div} P_1 + \text{Div}^\alpha P_2 = Q^\alpha F_\alpha.
\]

Then the characteristic \( Q \) satisfies

\[
D_Q^E(Q) = 0
\]

on all solutions of the system \( A \).

Proof. From Theorem 3.18 because \( Q \cdot F \) is in the total divergence form, we have \( \mathbf{E}(Q \cdot F) \equiv 0 \). Then Theorem 3.18 gives

\[
0 = D_Q^E(F) + D_Q^E(Q).
\]

Further, \( D_Q^E(F) \) always vanishes on all solutions of the system \( A \) as it reads

\[
D_Q^E(F) = \sum_{\beta, J_1, J_2} (-D)_{J_1} S_{J_2} \left( \frac{\partial Q^\beta}{\partial u_{J_1}^\alpha} F_\beta \right)
\]

This completes the proof.

\[
\square
\]

Definition 3.20 (Variational symmetry criterion). A regular vector field

\[
X = \xi(x) \partial_x + \phi^\alpha(x, n, [u]) \partial_{u^\alpha}
\]

generates a group of (divergence) variational symmetries for a Lagrangian \( L(x, n, [u]) \) if there exists a \((p_1; p_2)\)-tuple \((P_1(x, n, [u]); P_2(x, n, [u]))\) subject to

\[
\text{pr} X(L) + L(D_t \xi^i) = \text{Div} P_1 + \text{Div}^\alpha P_2.
\]

(190)
Taking the prolongation formula (160) into consideration, equation (190) is equivalent to the existence of a \((p_1; p_2)\)-tuple \((P_1(x, n, [u]); P_2(x, n, [u]))\) such that

\[
prX(L) = \text{Div } P_1 + \text{Div}^\alpha P_2,
\]

(191)

where now \(X = Q^\alpha (x, n, [u])\partial_{u^\alpha}\) is an evolutionary vector field. A practical method for calculating (divergence) variational symmetries is due to Theorem 3.17: Applying the differential-difference Euler operator to the equality (191), we have

\[
E(prX(L)) \equiv 0.
\]

(192)

To get the whole classification of (divergence) variational symmetries is often challenging; however, it can be simplified when particular ansatz is used, namely to search for symmetries of particular form.

**Theorem 3.21** (Noether’s theorem for DDEs). Consider a regular infinitesimal generator \(X\) of a group of symmetries for a differential-difference variational problem with Lagrangian \(L(x, n, [u])\):

\[
X = \xi^i(x)\partial_{x^i} + \phi^\alpha(x, n, [u])\partial_{u^\alpha}.
\]

(193)

Its characteristic is

\[
Q^\alpha(x, n, [u]) = \phi^\alpha - \xi^i u^\alpha_{1, i}.
\]

(194)

Then \(Q\) is also a characteristic of a conservation law for the corresponding Euler-Lagrange equations. Namely there exists a \((p_1; p_2)\)-tuple \((\tilde{P}_1(x, n, [u]); \tilde{P}_2(x, n, [u]))\) such that

\[
\text{Div } P_1 + \text{Div}^\alpha P_2 = Q^\alpha E_\alpha(L).
\]

(195)

**Proof.** Substituting the prolongation formula (160) into the variational symmetry criterion (190), we get that there exists some \((p_1; p_2)\)-tuple \((\tilde{P}_1(x, n, [u]); \tilde{P}_2(x, n, [u]))\) such that

\[
\text{Div } \tilde{P}_1 + \text{Div}^\alpha \tilde{P}_2 = prX(L) + L(D_i \xi^i)
\]

\[
= \sum_{\alpha, j_1, j_2} (D_{j_1} S_{j_2} Q^\alpha) \frac{\partial L}{\partial u^\alpha_{j_1,j_2}} + \xi^i (D_i L) + L(D_i \xi^i)
\]

\[
= \sum_{\alpha, j_1, j_2} (D_{j_1} S_{j_2} Q^\alpha) \frac{\partial L}{\partial u^\alpha_{j_1,j_2}} + \text{Div}(L \xi).
\]

(196)

The first term on the right hand side of the equality can be integrated and summed by parts:

\[
\sum_{\alpha, j_1, j_2} (D_{j_1} S_{j_2} Q^\alpha) \frac{\partial L}{\partial u^\alpha_{j_1,j_2}} = \sum_{\alpha, j_1, j_2} (S_{j_2} Q^\alpha (-D)_{j_1} \left( \frac{\partial L}{\partial u^\alpha_{j_1,j_2}} \right) + \text{Div } R_1
\]

\[
= \sum_{\alpha} Q^\alpha \sum_{j_1, j_2} (-D)_{j_1} \left( \frac{\partial L}{\partial u^\alpha_{j_1,j_2}} \right) + \text{Div } R_1 + \text{Div}^\alpha R_2
\]

\[
= Q^\alpha E_\alpha(L) + \text{Div } R_1 + \text{Div}^\alpha R_2.
\]

(197)

Therefore, we obtain that

\[
\text{Div } P_1 + \text{Div}^\alpha P_2 = Q^\alpha E_\alpha(L),
\]

(198)

where

\[
P_1 = \tilde{P}_1 - R_1 - L \xi, \quad P_2 = \tilde{P}_2 - R_2.
\]

(199)

\]

In the following examples, unless otherwise specified, we let \(t\) be the continuous independent variable and \(n\) be the discrete independent variable. Both of them are assumed to be one-dimensional.

**Example 3.22.** Consider the following Lagrangian

\[
L = -\frac{(u')^2}{2} + \frac{au^2}{2} + \frac{b + cn}{2} (u_1 - u)^2,
\]

(200)

where \(a, b, c\) are positive constants. Its Euler-Lagrange equation is

\[
u'' + au - (b + cn)(u_1 - u) + (b + c(n - 1))(u - u_{-1}) = 0,
\]

(201)
which describes a small vibration of a compound pendulum consisting of a light string and a large mass at the end (e.g. [67]). One can immediately check that \( \cos(\sqrt{a}t) \), \( \sin(\sqrt{a}t) \) and \( u' \) are characteristics of divergence variational symmetries, for example, by checking \( \mathbf{E}(prX(L)) = 0 \) (i.e. equality \([192]\), where \( X = Q(t, u, [u])\partial_u \) and \( Q \) are the characteristics. As a consequence of Theorem \([3.27]\) they contribute to three characteristics of conservation laws for the Euler-Lagrange equation. They are

\[
\begin{align*}
D_t \{ & \cos(\sqrt{a}t)u' + \sqrt{a} \sin(\sqrt{a}t)u \} + (S - \text{id}) \{- \cos(\sqrt{a}t)(b + c(n - 1))(u - u_{-1}) \} = \cos(\sqrt{a}t)\mathbf{E}(L), \\
D_t \{ & \sin(\sqrt{a}t)u' - \sqrt{a} \cos(\sqrt{a}t)u \} + (S - \text{id}) \{- \sin(\sqrt{a}t)(b + c(n - 1))(u - u_{-1}) \} = \sin(\sqrt{a}t)\mathbf{E}(L), \\
D_t \left\{ & \left( \frac{(u')^2}{2} + \frac{av^2}{2} + \frac{b + cn}{2}(u_1 - u) \right) + (S - \text{id}) \{- \sqrt{b + c(n - 1)}(u - u_{-1}) \} = u'\mathbf{E}(L).
\end{align*}
\]

(202)

Example 3.23. Consider the Toda lattice (e.g. [68–70])

\[
u'' + \exp(u - u_1) - \exp(u_{-1} - u) = 0,
\]

(203)

which is one of the well-known discretisations for the KdV equation. It is integrable and admits infinitely many symmetries \([39]\). Here we consider its conservation laws using the governing Lagrangian

\[
L = - \left( \frac{(u')^2}{2} + \exp(u - u_1) \right).
\]

(204)

It admits variational symmetries with the following characteristics

\[
Q_1 = 1, \; Q_2 = t, \; Q_3 = u',
\]

(205)

leading to conservation laws

\[
\begin{align*}
D_t (u') + (S - \text{id}) \exp(u_{-1} - u) &= \mathbf{E}(L), \\
D_t (tu' - u) + (S - \text{id})(t \exp(u_{-1} - u)) &= t\mathbf{E}(L), \\
D_t \left( \frac{(u')^2}{2} + \exp(u - u_1) \right) + (S - \text{id})(u' \exp(u_{-1} - u)) &= u'\mathbf{E}(L).
\end{align*}
\]

(206)

Example 3.24. The KdV equation

\[
u_t + \nu u_x + u_{xxx} = 0
\]

(207)

can be rewritten as

\[
v_{tx} + v_x v_{xx} + v_{xxx} = 0,
\]

(208)

introducing \( v_x = u \). The latter is governed by a Lagrangian

\[
L = - \frac{v_t v_x}{2} - \frac{v_x^3}{6} + \frac{v_{xx}^2}{2},
\]

(209)

which admits the following symmetries

\[
Q_1 = 1, \; Q_2 = v_x, \; Q_3 = v_x^2 + 2v_{xxx}, \; Q_4 = t.
\]

(210)

Hence they contribute to four distinct conservation laws. The first three can be changed back to conservation laws of the original equation using the same transformation \( v_x = u \) and they become

\[
\begin{align*}
D_t u + Dx \left( \frac{1}{2}u'^2 + uu_x \right) &= F, \\
D_t \left( \frac{1}{2}u'^2 \right) + Dx \left( \frac{1}{3}u^3 + uu_x - \frac{1}{2}u_x^2 \right) &= uF, \\
D_t \left( \frac{1}{3}u^3 - u_x^2 \right) + Dx \left( \frac{1}{4}u^4 + u_x u_{xx} + u_{xx}^2 \right) &= (u^2 + 2u_x)F,
\end{align*}
\]

(211)

where \( F = u_t + uu_x + u_{xxx} \). However, the last one with characteristic \( Q_4 = t \) cannot be transformed back because its flux depends on \( v \). These conservation laws \([211]\) are respectively (equivalent to) the conservation of mass, the conservation of momentum and the conservation of energy (e.g. [71]).
Next we consider semi-discretisations of the KdV equation. As we will see, by properly choosing semi-discretisations, we may preserve multiple symmetries and/or multiple conservation laws simultaneously.

We start with semi-discretisations of the Lagrangian \( L \), for instance

\[
L_1 = -\frac{v'}{2}(v_1 - v) - \frac{(v_1 - v)^3}{6} + \frac{(v_1 - 2v + v_{-1})^2}{2}.
\]

(212)

Now \( v' = v \). The underlying DDE (i.e. the Euler-Lagrange equation \( \mathbf{E}(L_1) = 0 \)) is

\[
\frac{v_1' - v_{-1}'}{2} + \frac{(v_1 - v)^2 - (v - v_{-1})^2}{2} + v_2 - 4v_1 + 6v - 4v_{-1} + v_{-2} = 0.
\]

(213)

It becomes a semi-discretisation of the original KdV equation, introducing \( v = v_{-1} = u \), and it reads

\[
\frac{u_1' + u'}{2} + \frac{u_1^2 - u^2}{2} + u_2 - 3u + 3u_{-1} = 0.
\]

(214)

In this case, symmetries with characteristics \( Q_1 = 1 \) and \( Q_4 = t \) are preserved, namely they are still variational symmetries of \( L_1 \) and hence contributes to conservation laws of the Euler-Lagrange equation. The first one becomes a conservation law of the semi-discretised equation \( L_1 \):

\[
D_1 \left( \frac{u_1 + u}{2} \right) + (S - \text{id}) \left( \frac{1}{2} u^2 + u_1 - 2u + u_{-1} \right) = F_1,
\]

(215)

where \( F_1 \) is the left hand side of \( L_1 \).

On the other side, let us consider semi-discretisations by discretising time \( t \). For instance, consider the following differential-difference Lagrangian

\[
L_2 = -\frac{v_1 - v v_1' + v'}{2} - \frac{(v')^3}{6} + \frac{(v'')^2}{2}.
\]

(216)

Now ‘dash’ denotes derivatives with respect to \( x \), for example \( v' = v_x \) and so forth, while \( n \) is the discretised time. Its Euler-Lagrange equation is

\[
\frac{v_1' - v_{-1}'}{2} + \frac{v' v'' + v''''}{2} = 0,
\]

(217)

which becomes a semi-discretisation of the original KdV equation using \( v' = u \), namely

\[
\frac{u_1 - u_{-1}}{2} + uu' + u'' = 0.
\]

(218)

Now symmetries with characteristics \( Q_1, Q_2, Q_4 \) are preserved and they become

\[
Q_1 = 1, \quad Q_2 = v', \quad Q_4 = n.
\]

(219)

They yield three conservation laws of the Euler-Lagrange equation; the first two become conservation laws of the DDE \( L_2 \):

\[
(S - \text{id}) \left( \frac{u_1 + u}{2} \right) + D_x \left( \frac{1}{2} u^2 + u'' \right) = F_2,
\]

(220)

\[
(S - \text{id}) \left( \frac{uu_{-1}}{2} \right) + D_x \left( \frac{1}{3} u^3 + uu'' - \frac{1}{2} (u')^2 \right) = uF_2,
\]

Here \( F_2 \) is the left hand side of \( L_2 \).

**Example 3.25.** Consider the Volterra equation (Example 3.10) again. Introduce a new variable via

\[
u = \exp(v_1 - v_{-1}),
\]

(221)

and we have a new differential-difference equation

\[
v_1' - v_{-1}' = \exp(v_2 - v) - \exp(v - v_{-2}),
\]

(222)

which admits a differential-difference Lagrangian

\[
L = v(v_1' - v') + \exp(v_2 - v).
\]

(223)

The following Table 1 includes several regular (evolutionary) variational symmetries \( X = Q \partial_v \) and corresponding conservation laws

\[
D_1 P_1 + (S - \text{id}) P_2 = Q \mathbf{E}(L).
\]

(224)
Table 1: Some conservation laws of the Volterra equation

| Characteristics | Conservation laws |
|-----------------|-------------------|
| \( Q = 1 \)     | \( P_1 = v_1 - v_{-1} \) |
|                 | \( P_2 = -\exp(v_1 - v_{-1}) - \exp(v - v_{-2}) \) |
| \( Q = (-1)^n \)| \( P_1 = (-1)^n(v_1 - v_{-1}) \) |
|                 | \( P_2 = (-1)^n \exp(v_2 - v) - (-1)^n \exp(v - v_{-2}) \) |
| \( Q = f(t) \)  | \( P_1 = 0 \) |
|                 | \( P_2 = f(t) \left( v' + v'_{-1} - \exp(v_1 - v_{-1}) - \exp(v - v_{-2}) \right) \) |

There exist many other integrable DDEs, which are variational either as what they stand or after introducing a change of variables. For instance,

- The modified Volterra equation (e.g. [36, 63])
  \[ u' = u^2(u_1 - u_{-1}). \]  
  \[ (225) \]
  A change of variables is
  \[ u = \frac{1}{v_1 - v_{-1}}; \]
  \[ (226) \]
  the Lagrangian is
  \[ L = v(v'_1 - v') - \ln(v_2 - v). \]
  \[ (227) \]

- The Ablowitz-Ramani-Segur (Gerdjikov-Ivanov) lattice equation (e.g. [63, 72])
  \[ \begin{cases} 
  u' = (au_1 - bu_{-1})(1 + uv)(1 - u_1v_1) \\
  v' = (bv_1 - av_{-1})(1 + uv)(1 - u_1v_1). 
\end{cases} \]
  \[ (228) \]
  Itself is variational governed by the Lagrangian
  \[ L = \ln((1 + uv)(1 - u_1v_1)) \frac{u'}{u} - a(au_1 - bu_{-1} - uu_1v_1) - b(u_{-1}v_1 - uv_1 + u_{-1}uv_1). \]
  \[ (229) \]

- The Kaup-Newell lattice equation (e.g. [63, 72])
  \[ \begin{cases} 
  u' = a \left( \frac{u}{1 - u_1v_1} - \frac{u}{1 - u_{-1}v_{-1}} \right) + b \left( \frac{u}{1 - u_1v_1} - \frac{u}{1 - u_{-1}v_{-1}} \right) \\
  v' = a \left( \frac{v}{1 - uv} - \frac{v_{-1}}{1 - u_{-1}v_{-1}} \right) + b \left( \frac{v}{1 - uv} - \frac{v_{-1}}{1 - u_{-1}v_{-1}} \right). 
\end{cases} \]
  \[ (230) \]
  A change of variables is
  \[ u = \mu_1 - \mu, \quad v = \nu - \nu_{-1}; \]
  \[ (231) \]
  the Lagrangian is
  \[ L = \nu(\mu'_1 - \mu') - a \ln \{ 1 - (\mu_2 - \mu_1)(\nu_1 - \nu) \} + b \ln \{ 1 + (\mu_1 - \mu)(\nu_1 - \nu) \}. \]
  \[ (232) \]

4 Self-adjointness and conservation laws of non-variational differential-difference equations

In many situations, people are more interested at symmetries and conservation laws for integrable DDEs themselves rather than the governing variational principles in terms of other variables. The applicability of Noether’s theorem relies on variational symmetries rather than symmetries of the original integrable DDEs, while the latter, however, are often better known. Is it possible to construct conservation laws directly from symmetries of the original DDEs without introducing new variables? The self-adjointness method answers this question and we construct the differential-difference version in this section. The reader should refer to [35] for the differential version and [39] for the difference version.
Consider a system of DDEs
\[ \mathcal{A} = \{ F_\alpha(x, n, [u]) = 0 \} \quad (233) \]
and its regular symmetry generators
\[ X = \xi^i(x) \partial_{x^i} + \phi^\alpha(x, n, [u]) \partial_{u^\alpha}. \quad (234) \]

Definition 4.1. The adjoint system to the differential-difference system \( \mathcal{A} \) is defined as
\[ 0 = F^*_\alpha(x, n, [u], [v]) := E_{\nu^\beta}(\nu^\alpha F_\beta). \quad (235) \]
Here we introduce a new variable \( v_n \), which is to be determined. The function
\[ L = \nu^\beta F_\beta \quad (236) \]
is sometimes called a formal Lagrangian.

Definition 4.2. A system of DDEs \( \mathcal{A} \) is said to be self-adjoint if its adjoint system
\[ F^*_\alpha(x, n, [u], [v]) = 0 \quad (237) \]
holds on all solutions of the system \( \mathcal{A} \) by some substitution \( v^\alpha = f^\alpha(x, n, [u]). \)

Example 4.3. Again consider the running example, the Volterra equation in Example 3.10. The formal Lagrangian is given by
\[ L = v \left( \frac{u'}{u} - u_1 + u_{-1} \right), \quad (238) \]
the Euler-Lagrange equations of which provide the Volterra equation itself and its adjoint equation
\[ -\frac{u'}{u} + v_1 - v_{-1} = 0. \quad (239) \]
The adjoint equation becomes the Volterra equation itself by the substitution \( v = -u \). Hence the Volterra equation is self-adjoint.

Example 4.4. Consider the following integrable DDE classified by Yamilov [36]:
\[ u' = \frac{1}{u_1 - u} + \frac{1}{u - u_{-1}}. \quad (240) \]
Its adjoint equation is
\[ -v' - \frac{v_1 + v}{(u_1 - u)^2} + \frac{v + v_{-1}}{(u - u_{-1})^2} = 0. \quad (241) \]
Substituting \( v = (-1)^n u \) inside, the adjoint equation becomes
\[ (-1)^{n+1} \left( u' - \frac{1}{u_1 - u} - \frac{1}{u - u_{-1}} \right) = 0, \quad (242) \]
which is equivalent to the original equation.

The next theorem is essential in constructing conservation laws for non-variational but self-adjoint DDEs from their symmetries. The differential and difference counterparts can be respectively found in [38] and [39].

Theorem 4.5. Any regular symmetries of a system of DDEs of the bi-Kovalevskaya form can be extended to variational symmetries of the formal Lagrangian.

Proof. Let \( \mathcal{A} = \{ F_\alpha(x, n, [u]) = 0 \} \) be a system of DDEs of the bi-Kovalevskaya form. To prove the theorem, it is enough to consider a regular symmetry generator in the evolutionary form (see Remark 3.13)
\[ X = Q^\alpha(x, n, [u]) \partial_{u^\alpha}. \quad (243) \]
Consider an extended evolutionary vector field

\[ Y = X + Q^\alpha (x, n, [u], [v]) \partial_{\alpha} \]

(244)

for some functions \( Q^\alpha \) to be determined. Next we consider the infinitesimal invariance principle for the formal Lagrangian \( L = v^\alpha F_\alpha \). Since the system is in the bi-Kovalevskaya form, there exist functions \( K^\alpha_{\alpha_1 \alpha_2} (x, n, [u]) \) such that

\[
\begin{align*}
\text{pr}Y(L) &= Q^\alpha F_\alpha + v^\alpha \text{pr}X(F_\alpha) \\
&= Q^\alpha F_\alpha + \sum_{\alpha, \beta, j_1, j_2} v^\alpha K^\beta_{\alpha j_1 j_2} (D_{j_1} S_{j_2} F_\beta) \\
&= Q^\beta F_\beta + \sum_{\alpha, \beta, j_1, j_2} (D_{j_1} S_{j_2} (v^\alpha K^\beta_{\alpha j_1 j_2})) F_\beta + \text{Div} P_1 + \text{Div}^r P_2 \\
&= \left( Q^\beta + \sum_{\alpha, \beta, j_1, j_2} (D_{j_1} S_{j_2} (v^\alpha K^\beta_{\alpha j_1 j_2})) \right) F_\beta + \text{Div} P_1 + \text{Div}^r P_2
\end{align*}
\]  

(245)

for some \((p_1; p_2)\)-tuple \((P_1(x, n, [u], [v]); P_2(x, n, [u], [v]))\). Hence the extended evolutionary vector field \( Y \) is a variational symmetry for the formal Lagrangian if we define

\[
Q^\beta (x, n, [u], [v]) = - \sum_{\alpha, \beta, j_1, j_2} (-D_{j_1} S_{j_2} (v^\alpha K^\beta_{\alpha j_1 j_2})).
\]

(246)

This completes the proof.

The above theorem allows us to apply Noether’s theorem for DDEs to compute conservation laws for the Euler-Lagrange equations governed by a formal Lagrangian. In particular, the resulting conservation laws with arguments \((x, n, [u], [v])\) become conservation laws of the original system via a certain substitution \(v^\alpha = f^\alpha (x, n, [u])\), for which the original system is self-adjoint.

**Example 4.6.** Consider the Volterra equation, which is self-adjoint as shown in Example 4.5. It is well known that it admits infinitely many symmetries. In particular, its Lie point symmetries have been calculated in Example 3.10. Take the regular infinitesimal generator \( X_1 = -i \partial_t + u \partial_u \) for example. Now the characteristic is \( Q = u + t v' \). From (246), we obtain \( Q^* = tv' \). A conservation law \((\tilde{P}_1; \tilde{P}_2)\) can then be obtained in the characteristic form:

\[
D_t \tilde{P}_1 + (S - \text{id}) \tilde{P}_2 = Q \left( \frac{v'}{u} + v_1 - v_{-1} \right) + Q^* \left( \frac{u'}{u} - u_1 + u_{-1} \right).
\]

(247)

Substituting \( v = -u \) inside, this becomes a conservation law of the Volterra equation in the characteristic form:

\[
D_t P_1 + (S - \text{id}) P_2 = u \left( \frac{u'}{u} - u_1 + u_{-1} \right).
\]

(248)

One choice of the components is

\[
P_1 = u, \quad P_2 = -uu_{-1}.
\]

(249)

**Remark 4.7.** In Example 4.6 above, we first extended symmetries of a system DDEs to variational symmetries of the formal Lagrangian and then apply Noether’s theorem. However, it is not necessary to calculate the extended symmetrical symmetries explicitly.

Again consider a system of DDEs \( A = \{F_\alpha (x, n, [u]) = 0\} \) and its infinitesimal generator \( X \), which is assumed in the evolutionary form \( X = Q^\alpha (x, n, [u]) \partial_{\alpha} \). Let \( Y = X + Q^\alpha (x, n, [u], [v]) \partial_{\alpha} \) be the extended symmetry generator of the formal Lagrangian \( L = v^\alpha F_\alpha \). Recall that the following equality holds (equation (245))

\[
Q^\alpha F_\alpha = -v^\alpha \text{pr}X(F_\alpha) + \text{Div} P_1 + \text{Div}^r P_2
\]

(250)

for some \((p_1; p_2)\)-tuple \((P_1(x, n, [u], [v]); P_2(x, n, [u], [v]))\), which is clearly a trivial conservation law of the original system of arbitrary functions \( v^\alpha (x, n, [u]) \). The conservation law obtained from Noether’s theorem becomes

\[
\text{Div} R_1 + \text{Div}^r R_2 = Q^\alpha F_\alpha + Q^\alpha F_\alpha
\]

\[
= Q^\alpha F_\alpha - v^\alpha \text{pr}X(F_\alpha) + \text{Div} P_1 + \text{Div}^r P_2.
\]

(251)
This can be further written as an equivalent conservation law as

\[
\text{Div} \hat{P}_1 + \text{Div} \hat{P}_2 = Q^\alpha F^*_\alpha - v^\alpha \text{pr} X (F^*_\alpha),
\]

where \( \hat{P}_i(x,n,[u],[v]) = R_i(x,n,[u],[v]) - P_i(x,n,[u],[v]) \) \((i = 1,2)\). With the proper substitution \( v^\alpha = f^\alpha(x,n,[u]) \) such that the system is self-adjoint, this becomes a conservation law of the original system. This approach applies to differential equations and difference equations in the same manner.

For instance, we can consider Example 4.6 in the following way without calculating \( Q_1 \); now \( X_1 = -\partial_1 + u \partial_n \), which is equivalent to one generator in the evolutionary form with characteristic \( Q = u + tu' \). The conservation law is (according to (252))

\[
D_t P_1 + (S - \text{id}) P_2 = (u + tu') \left( \frac{u'}{u} - u_1 + u_{-1} \right) + u \cdot \text{pr} (Q \partial_x) \left( \frac{u'}{u} - u_1 + u_{-1} \right)
\]

\[
= (u + tu') \left( \frac{u'}{u} - u_1 + u_{-1} \right) + (u + tuD_t) \left( \frac{u'}{u} - u_1 + u_{-1} \right)
\]

\[
= u \left( \frac{u'}{u} - u_1 + u_{-1} \right) + D_t \left( tu \left( \frac{u'}{u} - u_1 + u_{-1} \right) \right).
\]

Therefore, the same result is obtained as in Example 4.6 that \( u \) is a characteristic of conservation law for the Volterra equation. Here we used the substitution \( v = -u \).

5 Conclusion

Noether’s theorem is a celebrated result which establishes a relation between variational symmetries and conservation laws of the underlying Euler-Lagrange equations; the differential and difference versions have already been well studied. As the first main result of this paper, we extended Noether’s theorem to differential-difference equations (DDEs). Prolongation formulae of continuous symmetries were first investigated and the equivalence of regular symmetry generators and evolutionary vector fields was understood. The latter allows us to connect variational symmetries and conservation laws through their characteristics. For non-variational DDEs, we adapted the self-adjointness method for calculating conservation laws, which had been extensively studied for differential equations during the last decade. Its extension to difference equations was made by the author in [39]. Defining a formal Lagrangian, the self-adjointness method allows one to achieve infinitely many conservation laws directly from infinitely many (non-variational) symmetries. Though further work may be needed to examine if the resulting conservation laws are distinct. Illustrative examples were provided.
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