The Polynomial Volume Law of Complex Networks in the Context of Local and Global Optimization

Franz-Benjamin Mocnik

Many complex networks expose global hub structures: for some nodes, the number of incident edges far exceeds the average, leading to a small average shortest path length. Such ‘small-world properties’ are often guided by a scale-free power-law distribution of the node degrees, and self-organization inside the network has been identified as a reason driving the emergence of this structure. Small-world networks have recently raised lots of interest, because they capture the global topology of the World-Wide Web, metabolic, and social networks. While small-world networks reflect global structures, little attention is paid to the local structure of complex networks. In this article neighbourhoods are demonstrated to share a common local structure in many real complex networks, manifested by a polynomial volume law. This law can, in case of networks that are embedded in space, be explained in terms of the embedding and the properties of Euclidean space. A model of hierarchical spatial networks is introduced to examine the effect of global structures, in particular of hierarchies, on the polynomial volume law. It turns out that the law is robust against the coexistence of such global structures. The local structure of space and global optimization can both be found in transport, brain, and communication networks, which suggests the polynomial volume law, often in combination with hierarchies or other global optimization principles, to be a generic property inherent to many networks.

Networks are used to describe and analyse systems that expose relations between objects. The increasing availability of network datasets – e.g., communication and social networks, transport and road networks, computer networks, and the World-Wide Web – has rendered possible a structural comparison of their topological features, which can be shared across different topics and types of network. The distribution \( P(k) \) of the node degree \( k \) has, e.g., been shown to follow a power law \( P(k) \sim k^{-\gamma} \) in many networks, a property that is also called scale-free: many nodes have a low number of incident edges, while only very few nodes have a high number of these and thus act as ‘hubs’, connecting many different nodes. Shortest paths contain only very few nodes in average, when many hubs are present in a network or the network exposes a strong hierarchy; a network is said to expose small-world properties in case of such a short average shortest path length.

Many networks, such as road networks, do not expose such small-world properties. Instead of a short average shortest path length, the average shortest path length of a road network grows much faster for an increasing size of the network; and the node degree is usually limited by 4 or 5. This is despite the fact that road networks are optimized for travel time or travelled distance. Small-world networks, in contrast, expose a low average number of nodes on shortest paths without taking some metric, e.g., travel time or travelled distance, into account. Many different factors constrain the generation of road networks, but there is a major principle that governs their generation: nodes that are close in space are much more often adjacent in the network than distant nodes. This autocorrelation of the road network is also known as Tobler’s first law of geography when applied to geographical information in general.

The principle of nodes in a neighbourhood being connected by edges has a local optimization effect in respect to shortest paths in the network, resembling the realm of Zipf’s principle of least effort. Here, local optimization refers to the fact that the optimization can be executed on smaller neighbourhoods inside the network, while global optimization on the contrary always refers to the entire network. The global effect of hubs has, e.g., extensively been discussed in literature, among others by Watts and Strogatz and by Barabási and Albert. The following investigates the coexistence of local optimization, caused by the principle of connected neighbourhoods, and global optimization, here exemplified at hierarchies. In particular, I introduce a novel hierarchical spatial network model,
which prototypically resembles the coexistence of local spatial structure – the local constellation of edges – and global hierarchies. The volume law\(^{13,14}\), which is a result of the local spatial structure, can easily be traced in a network and allows for a reconstruction of the dimension of space. The resulting concept of the dimension of a network is compared to other concepts of fractal dimension. Thereby, the influence of the spatial layout of the network on the evaluation of the dimension is discussed. It is examined at the introduced hierarchical spatial network model in how far local optimization masks the polynomial volume law and impairs the estimation of the dimension. The results are set into context by the analysis of a number of real-world networks, which expose both local and global optimization.

**Results**

**Space shaping networks: the polynomial volume law.** Networks are in many cases shaped by space: the edges of the network, which represent thematic information, relate in some way to distance in space. If this relation between network and space is strong, both expose similar characteristics. In this case, the network is called to be *spatial*. We can accordingly expect the size of a neighbourhood in the network to depend on its ‘radius’ in a similar way than the volume of a ball does in Euclidean space. Next, we concretize the concept of a neighbourhood in a network, which is called ball in this case. The *ball* \(B_n(r)\) of *radius* \(r\) centred at a node \(n\) is defined as the nodes within distance \(r\) of the node \(n\), i.e., as the nodes that can be reached by traversing at most \(r\) edges or, in a weighted network, as the nodes that can be reached by traversing edges of total weight not more than \(r\). The *volume* \(|B_n(r)|\), in turn, is defined as the number of nodes contained in \(B_n(r)\). Now assume a network that is embedded in an Euclidean space. The volume of a ball in Euclidean space scales as \(r^d\), where \(r\) denotes the radius and \(d\) the dimension of the embedding space. The volume of a ball in the network can be expected to scale in a similar way, in case of the edges of the network being related to the distance between the nodes. In fact, many real-world networks statistically expose the polynomial volume law (Fig. 1a–p):

\[
|B_n(r)| = 1 + k \cdot r^d
\]

where \(k\) and \(d\) are some positive real numbers. The left side of the polynomial volume law (Equation 1) refers to the volume in the network, while the right side refers to the volume of a ball in Euclidean space incremented by 1, reflecting that the ball of radius 0 in the network contains exactly one node. This law has been discussed previously by Song et al.\(^{24}\) and Shanker\(^{26}\) but has to my knowledge never been examined in detail with respect to hierarchies inside the network.

When statistically fitting the volume of a ball for different radii \(r\) in a network by Equation 1, the parameter \(d\) can, in contrast to Euclidean space, be a non-integer. This is in particular the case if the network does not equally ‘extend’ to every dimension of the embedding space. While a meaningful embedding in space is able to explain why many networks expose the polynomial volume law, such an embedding is not needed to compute the volumes \(|B_n(r)|\) for different nodes \(n\) and different radii \(r\); and, in turn, for determining whether a network follows the law and which real number \(d\) – called the dimension of the network – fits best.

**Comparison to the fractal dimension.** The dimension derived by the polynomial volume law is in many aspects similar to other approaches that relate a network to the dimension of the space it is embedded in. Most notable, the box counting dimension, also called Minkowski-Bouligand dimension or fractal dimension, establishes a relation between the embedding space and the network by comparing the complexity at different scales\(^{13,15}\). Thereby, space is tessellated with a grid of boxes and the number of boxes containing at least one node (or alternatively, the number of boxes intersecting at least one edge of the network) is determined. As a result, one is able to conclude the dimension by the relation between the number of such boxes and their side lengths. The box counting dimension has been discussed in various articles, among others, in respect to self similarity in networks\(^{16–18}\). Efficient algorithms for the computation of this dimension have been published\(^{19}\). A comparison of such algorithms has been provided by Song et al.\(^{20}\). Even the idea of the box counting dimension has been subject to advancements\(^{17,21}\). The box counting dimension has been discussed in various contexts, among others, in the geographical context\(^{22,23}\).

Approaches similar to the dimension defined by the polynomial volume law have been discussed in literature. For instance, Daqing et al.\(^{24}\) have considered the average Euclidean distance in space \(E_n(r)\) from a centre node \(n\) to all nodes inside a ball \(B_n(r)\), i.e., to all nodes that can be reached by traversing at most \(r\) edges of the network. This average Euclidean distance has been compared to the volume of the ball in the network, as defined previously\(^{24}\). Thereby, a number referred to as the dimension is assigned to the network, much similar as in case of the polynomial volume law. The comparison of the volume of a ball \(B_n(r)\) to the average distance \(E_n(r)\) instead as to \(1 + k \cdot r^d\) has two major consequences. First, the average distance \(E_n(r)\) explicitly includes the concept of Euclidean distance, which presumes the network to be explicitly embedded in an Euclidean space. The comparison to \(1 + k \cdot r^d\) can though also be performed for an abstract network, without any knowledge about the potential location of a node. Secondly, the comparison of the volume of a ball \(B_n(r)\) to the average distance \(E_n(r)\) examines how topological and Euclidean aspects of the very network relate, while the comparison to \(1 + k \cdot r^d\) how the topological aspects of the network relate to the universal polynomial law that describes the Euclidean volume of a ball in general. In short, the considerations of Daqing et al.\(^{24}\) include an explicit Euclidean embedding of the network, while the polynomial volume law \(1 + k \cdot r^d\) only compares to Euclidean spaces in general.

Further approaches exist to characterize networks by their dimension. Daqing et al.\(^{24}\) examine the root mean square displacement by a random walk. Song et al.\(^{13}\) have pointed out that the different estimations of the dimension of space do not coincide in some cases, e.g., in case of small-world networks.

Figure 2 compares different types of network dimensions for two real-world networks, the Bus network of Manhattan and the Metro North Railroad in NY. The figure shows the dimensions resulting from the polynomial
volume law in four variants. First, the volumes by the distance in the network are determined by the distance in an unweighted network. Secondly, the distance in Euclidean space between two adjacent nodes is used as weight, and the volumes are computed for the weighted network. Thirdly, the distances between adjacent nodes is computed in the embedded network, i.e., the weights correspond to the distance a bus or train needs to travel. Fourthly,
travel times are used as weights. In addition to these dimensions resulting from the polynomial volume law, the box counting dimension is computed by counting the boxes that contain a node of the network, or by counting the boxes that intersect an edge of the network.

The different concepts of dimension result in different values, as can be seen in Fig. 2. The estimated dimensions by the volumes in the unweighted network, or in the weighted network considering distance in space, distance in network, or travel time respectively. For each computation of a dimension, the arithmetic means of the volumes for 10,000 randomly chosen nodes have been examined. The data (dots) in the white part of the plot are fitted by the polynomial volume law (lines). The volume is restricted by the total number of nodes, which is represented by a horizontal line. The estimated dimension includes information about the standard deviation. (e, j, o, t) Estimations of the dimension by the box counting method. For each computation of a dimension, the average of 500 grids of boxes randomly translated in space has been examined. The data (dots) in the white part of the plot are fitted by a double logarithmic law (lines). The boxes are, in case of (e, o) restricted by the total number of nodes, which is represented by a horizontal line. The estimated dimension includes information about the standard deviation.

Local and global optimization principles. Many generation principles are known to guide the emergence of networks. Among them are principles that avoid edges between distant nodes in space, leading to a large diameter of the network, as well as principles that minimize the average distance between the nodes of the network and thus lead to small-world networks. In the following, we discuss factors that lead to these principles and how they relate.

The polynomial volume law is often the result of a local optimization principle: assuming that the costs of an edge depend on its length, how can a node be adjacent to as many nodes of the network as possible? This principle is of local nature because it can be answered independently for each node. In the resulting network, a node is
Figure 3. Hierarchical spatial networks. In (b–c) and (e–f) the arithmetic means of the volumes for 10,000 arbitrary chosen nodes are depicted. The estimated dimension including the standard deviation is given. (a) Mocnik model with 13 nodes and \( \rho = 1.5 \). (b) Volumes of the undirected network associated to a Mocnik model with 10,000 nodes in two-dimensional space and \( \rho = 1.8 \). (c) Volumes in the public transport network of Sweden\(^{41} \), which is a multi-modal and hierarchical network. The data is fitted by the polynomial volume law. (d) Hierarchical Mocnik model, with the base layer depicted in grey and layer 1, in black. (e) Volumes of the undirected network associated to two-dimensional hierarchical Mocnik models with \( \rho = 1.8 \). (In fact, the value of \( \rho \) is below 2 for most real-world networks.) The following hierarchies are depicted: no hierarchy \((N_0 = 10000)\), flat hierarchy \((N_0 = 10000, N_1 = 1000)\), steep hierarchy \((N_0 = 10000, N_1 = 100)\), and two-layered hierarchy \((N_0 = 10000, N_1 = 1000, N_2 = 100)\). (f) Volumes of the undirected network associated to two-dimensional weighted hierarchical Mocnik models with \( \rho = 1.8 \). The following hierarchies are depicted: no hierarchy \((N_0 = 10000; w_0 = 1)\), flat hierarchy \((N_0 = 10000, N_1 = 3000; w_0 = 1, w_1 = 0.375)\), steep hierarchy \((N_0 = 10000, N_1 = 100; w_0 = 1, w_1 = 0.25)\), and two-layered hierarchy \((N_0 = 10000, N_1 = 3000, N_2 = 100; w_0 = 1, w_1 = 0.375, w_2 = 0.25)\).

obviously adjacent to the nodes of its neighbourhood in space while being non-adjacent to more distant nodes. This local optimization principle has been resembled by different models. An approach is to introduce edges with a probability that depends on the distance of the nodes in space, e.g., with a probability of \( P(l) = \alpha \exp(-l/l_0) \) with positive values \( \alpha \) and \( l_0 \), or with a probability of \( P(l) = 1 \) if \( l < l_0 \) and \( P(l) = 0 \) otherwise\(^{26} \). Another model, which we refer to as the spatial network model or Mocnik model, has been proposed by Mocnik\(^{27,28} \). Assume a number of nodes being embedded in space. We then introduce a directed edge \((n_1, n_2)\) if and only if

\[
\text{dist}(n_1, n_2) \leq \rho \cdot \min_{m=\neq n_1} \text{dist}(n_1, m)
\]

where dist denotes the Euclidean distance and \( \rho > 1 \) a parameter that influences the density of the network (Fig. 3a). The model prototypically resembles Tobler’s first law of geography: ‘everything is related to everything else, but near things are more related than distant things’\(^{9–11} \). Despite this, the model applies to other scales than the geographical scale as well.

The Mocnik model follows the polynomial volume law. When the nodes are randomly distributed in space with a uniform distribution, the edges introduced by the model reflect properties of space, e.g., the existence of proximity. As a consequence, the number of edges is expected to be linear in the number of nodes\(^{27} \); and the dimension of space has an impact on the configuration of the edges. In fact, the volume of the undirected network associated to this model follows the polynomial volume law (Fig. 3b), in which the exponent \( d \) resembles the dimension of space. The parameter \( \rho \) determines the density of the network, i.e., the ratio of the number of actual edges to the maximal number of edges in a simple network. Thereby, \( \rho \) has an impact on the configuration of edges as well, but in a model with an infinite number of nodes \( \rho \) does not influence the exponent \( d \) when fitting by the polynomial volume law. Even in middle and large size networks, the influence of \( \rho \) does practically not mask the impact of the dimension\(^{28} \). The Mocnik model – a network embedded in space with only short-distance edges – can thus serve as an explanation of the polynomial volume law by local optimization.

In contrast to the local optimization principle that maximizes the number of adjacent nodes, global optimization principles often play a major role: assuming that a network shall only contain a limited number of edges, how can the average distance between pairs of nodes statistically be minimized for the entire network? This principle does not refer to some nodes only rather than to the entire network. If a network complies with this optimization
principle, most shortest paths between two randomly chosen nodes are, in fact, very short, but single nodes may suffer from a longer distance to large parts of the network. Among the models that create such small-world networks are the Watts-Strogatz model and the Barabási-Albert model.

Real-world networks are often organized by both local and global optimization principles. Local optimization principles naturally occur when the costs of an edge positively correlate to its length, which is the case for physical networks (road and railway networks, etc.) but also for many types of communication networks (network of postal delivery services, the telephone network, etc.). Global optimization, in contrast, often minimizes the average length of shortest paths by introducing edges between distant nodes in space. Such global principles naturally occur for networks that are, at least in large parts, of virtual nature, e.g., to friend networks in social media. Most networks are though guided by a combination of local and global optimization to achieve a balance between costs and the length of shortest paths in the network. In the remainder of the article, we explore the interaction between local and global optimization and discuss its effect on the polynomial volume law.

A model of hierarchical spatial networks. The Mocnik model is guided by a local optimization principle, as becomes apparent by Equation 2. In order to study the interaction between local and global optimization principles, we extend the Mocnik model in the following to a hierarchical Mocnik model. Thereby, the hierarchical model aims at including a global optimization principle by introducing different layers in the network. This hierarchy is, as we show later, to some extent compatible with local optimization principles. If the layers of the hierarchy share nodes, i.e., if they are connected, shortest paths in the network become shorter in comparison to the non-hierarchical model, because shortest paths often traverse higher layers of the hierarchy, which are more efficient in bridging space.

Hierarchies and the principle of layered networks can be found in many transport networks. For instance, many road networks expose layers: motorways, primary, secondary and tertiary roads, residential roads, etc. Railway networks often consist of long-distance and of local trains, the former which usually have less stops and are much faster than the latter. The shortest route in a railway network incorporates thus often a local train to a larger station, then long-distance trains, and potentially another local train. The universal nature of this principle has been widely recognized, and important routing algorithms take thus advantage of hierarchies inside the data.

The hierarchical Mocnik model makes use of the non-hierarchical model in every layer of the hierarchy. The nodes in a hierarchical network are defined as the length of the edge in Euclidean space, multiplied by the weight of the edge. The resulting network usually consists of many edges with low weights and a few edges with high weights. The introduction of a new layer to an existing Mocnik model makes shortest paths potentially shorter even in case of the weighted model. While the nodes stay untouched, new edges are introduced in each layer of the network but none is removed. Accordingly, some nodes are directly connected in some layer $E_i$, while the shortest path in $E_j$ with $j < i$ is potentially longer – triangle inequality applies.

The weights of the weighted variant of the hierarchical Mocnik model can be introduced, in which the edges are complemented by weights. The weight of an edge in the base layer of the network is defined as the length of the edge in Euclidean space, multiplied by the weight of the edge. The resulting network usually consists of many edges with low weights and a few edges with high weights. The introduction of a new layer to an existing Mocnik model makes shortest paths potentially shorter even in case of the weighted model. While the nodes stay untouched, new edges are introduced in each layer of the network but none is removed. Accordingly, some nodes are directly connected in some layer $E_i$, while the shortest path in $E_j$ with $j < i$ is potentially longer – triangle inequality applies.

The weights of the weighted variant of the hierarchical Mocnik model can be introduced, in which the edges are complemented by weights. The weight of an edge in the base layer of the network is defined as the length of the edge in Euclidean space, multiplied by the weight of the edge. The resulting network usually consists of many edges with low weights and a few edges with high weights. The introduction of a new layer to an existing Mocnik model makes shortest paths potentially shorter even in case of the weighted model. While the nodes stay untouched, new edges are introduced in each layer of the network but none is removed. Accordingly, some nodes are directly connected in some layer $E_i$, while the shortest path in $E_j$ with $j < i$ is potentially longer – triangle inequality applies.
While the influence of the hierarchies are obvious in case that the base layer of the network is known, such comparisons can hardly be drawn in general. Instead, we may ask how the hierarchies affect the measured volumes in comparison to the fit (to the polynomial volume law), because the difference between the fit and the actual data can be examined without any knowledge about prevailing layers. In fact, the fit underestimates the volume and overestimates the exponent \( d \), the dimension, in different ways. For a steep hierarchy with much less nodes in a higher layer than in the base layer, the fit underestimates the volume at smaller radii (Fig. 3e). This effect is independent of whether there exist additional layers in the hierarchy in case of a non-weighted model, i.e., the number of nodes in the highest layer of the hierarchy has a major impact on the underestimation. At the same time, the rate of growth is higher in case of a steep hierarchy for larger radii, leading to higher estimates of the dimension. If the hierarchy is flatter, the estimated dimension is lower than in case of a steep hierarchy but higher than for the base layer alone.

The underestimation of the volume and overestimation of the dimension can also be observed in case of the weighted hierarchical Mocnik model (Fig. 3f). The effect is though less significant because the lengths of the edges is taken into account, and higher layers provide less effective shortcuts than in the non-weighted model. The presence of a layer with more nodes can even obfuscate the effect of a layer with much less nodes in case of the weighted hierarchical Mocnik model. The fact that both kinds of hierarchical Mocnik models follow a polynomial volume law, despite being layered networks with several hierarchies, suggests that the polynomial power law is robust and not necessarily masked by other structures inside the network.

**Discussion**

The examination of the Mocnik model has demonstrated that global optimization leads to an underestimation of the volume at lower radii and an overestimation of the dimension when fitting to the polynomial volume law. Despite having only examined hierarchical structures as an example of global optimization, the underestimation of the volume and the overestimation of the dimension originates from the existence of shortcuts in the network, which suggests that other global optimization principles have similar effects. Here we study real-world networks in order to trace the effects of coexisting local and global optimization at real examples.

**Examples of spatial networks.** The considered transport networks follow a polynomial volume law with an exponent \( d' \) between 1.2 and 2.5 (Figs 1a–i and 3c). The bus network of Manhattan, e.g., is highly-branched, the exponent \( d = 2.13 \pm 0.38 \) reflecting that the network exhausts the two-dimensional space of Manhattan (Fig 1a, b, d). The Metro North Railroad in NY is, in contrast, a lowly-branched railway line with exponent \( d = 1.26 \pm 0.15 \), which reflects that it does not exhaust space (Fig. 1c, e). The fact that the estimation of the dimension is biased towards a larger number than 2 in case of the bus network of Manhattan can be explained by the hierarchies inherent to the network. When the radius approaches the travel time from the west to the east of Manhattan (\( \approx 20 \) min), the volume increases more linearly due to the elongated shape of Manhattan (Fig. 1a, b, d). The road networks of California, Pennsylvania, and Texas follow the polynomial volume law as well, with exponent \( d = 2.47 \pm 0.26 \), \( d = 2.50 \pm 0.24 \), and \( d = 2.47 \pm 0.25 \) respectively (Fig. 1g–i). These road networks are, in fact, strongly hierarchically, which is why the estimated dimension is higher than 2 and the volume is underestimated for lower radii. The same applies to the public transport network of Sweden (Fig. 3c), which incorporates many modes of transport with different service areas and travel speeds.

The polynomial law also applies to examples of non-geographical networks. Human connectomes\(^{39} \), which describe neural connections in the brain, can be represented as networks\(^{31,32} \) with small brain regions, containing a collection of neurones, as nodes; and fibres between these regions, as edges. An exemplary brain network follows the polynomial volume law with exponent \( d = 2.69 \pm 0.76 \) (Fig. 1j). A reason for why the human connectome exposes this law is, at least in parts, its existence in three-dimensional space. In addition, the folding of the more two-dimensional cerebral cortex, the ‘outer shell’ of the brain, might be a reason for the dimension of the fit to be smaller than 3.

**Other networks following the polynomial volume law.** Some networks follow the polynomial volume law despite having no obvious embedding into space. Among them are the metabolic network of Caenorhabditis elegans\(^{33,34} \), a social friendship-network, an email communication network, a collaboration network, and the Barabási-Albert model\(^6 \), but often with a much higher exponent (Fig. 1k–p). The volume can though hardly be examined in many of these and other small-world networks because their diameter is low by definition – global optimization principles play a role. Hence saturation effects limit the increase of volume when the volume is computed for increasing radii. The characterization of the structure of balls in a network by their volume is thus only meaningful if the network provides some notion of locality.

**Networks guided by other principles.** Many networks expose a power law, often indicating a local organization principle. In fact, such a law is prototypically met if all nodes have the same node degree. The volume in a tree with constant branching factor \( b \), e.g., relates to the radius \( r \) essentially by the power law \( b^r \). Balls in such networks are organized differently compared to those of spatial networks, and they can thus often not naturally be embedded in space. Volumes in the Erdős-Rényi model\(^{35,36} \), in case of a low number of edges, follow an exponential law (Fig. 1q). Examples of a peer-to-peer computer network and a product co-purchasing network follow an exponential law as well (Fig. 1r, s). There exist though networks that follow neither a polynomial nor a power or exponential law, e.g., two web graphs (Fig. 1t, u).
Conclusion and Future Work

Space shapes networks, a fact that manifests itself in a polynomial volume law. This law has been demonstrated for several networks, and many other networks that are naturally embedded in space can be expected to expose this law as well. The characterization of networks by the volume of balls has been shown to reveal generic design principles, e.g., a local optimization in regards to short average shortest path lengths in the network. Such local optimization is often accompanied by global optimization principles that create shortcuts in the network and often lead to a much smaller diameter of the network. As an example, such global optimization is inherent to hierarchical networks. We have extended the Mocnik model to incorporate hierarchies. The resulting network prototypically demonstrates the influence of global optimization on spatial networks: the effect of local optimization becomes visible at smaller radii (polynomial volume law) and global optimization at the existence or non-existence of larger radii (small diameter of the network). If the volumes are fitted, the volume is underestimated for low radii, and the dimension is overestimated. Besides this effect, global optimization principles do, in many cases, not destroy the polynomial volume law in its core. Local and global optimization principles, here studied at the example of hierarchies, thus complement each other. Such observations can not only be made for the hierarchical network model but also for many real-world networks.

The exploration of how local and global organization principles and their mechanisms relate allows for advancements in the understanding of geographical, brain, social, and other complex networks, and it may decipher some of the principles that guide the emergence of such networks. As an example of such advancements, algorithms can be optimized to take advantage of the fact that many networks expose a polynomial volume law at least heuristically. Dijkstra’s algorithm\(^\text{37}\), used for graph traversal, does not take advantage of the embedding of a network in Euclidean space. This is in contrast to the A* algorithm\(^\text{38}\), which takes, as an extension of Dijkstra’s algorithm, advantage of such an embedding when choosing the Euclidean distance as heuristic cost function. It is subject to further investigations to examine how such improvements can be made for other algorithms. As soon as the polynomial volume law is met in a network, it exposes some notion of locality, similar to a network embedded in Euclidean space. This allows network-related algorithms to take advantage of locality, at least heuristically, and thus to be improved in terms of efficiency.

The introduced hierarchical Mocnik model can serve as a general model of objects and relations in between, in case that both can or are naturally embedded in space, i.e., of spatial data or information. The model does though not reflect all characteristics of real examples. Further research might tailor the model to reflect even more accurately the characteristics of road networks, brain networks, or communications in space. Thereby, the characteristics of these networks need to be formally understood and translated to the Mocnik model. In particular, a better understanding is needed of how the number of layers and their size can be estimated in a real-world network, which allows for a more realistic modelling. It might even be explored how the choice of the layers of the hierarchical Mocnik model can be optimized. Many spatial networks even evolve over time. Principles that guide the evolution of a network can, in many cases, be used to understand the emergence of a network, e.g., in case of the Barabási-Albert model. Further investigations of the Mocnik model might reveal similar principles that generate the model iteratively and explain its properties in terms of its evolution.

---

**Figure 4.** Methods: Statistics. (a, d) Volumes for 30 randomly chosen nodes. (b, e) The deviation of the volumes for radius 10 in the Mocnik model roughly follows a normal distribution. The deviation of the volumes for radius 10 min in the Bus network of Manhattan differs from a normal distribution. (c, f) Regression analysis using the method of least squares.
Methods

The transport networks considered in this article consist of stops and stations as nodes, and pairs of successive stops of the same trip as edges. The weights of the edges refer to the travel time, where the start point in time of the travel is defined as the arithmetic mean of the preceding arrival and the departure of the travel represented by the edge, and the end point as the mean of the arrival and the subsequent departure. The public transport network of Sweden (Fig. 3c) contains data from almost all public transport providers in Sweden. The brain network (Fig. 1) refers to the network GROUP_MATRIX_HD_gr2 of the referenced dataset. All other datasets are adopted from the respective references provided in the captions.

The volume is computed for 10,000 randomly chosen nodes of the largest connected component of each network, or of the associated undirected network in case of a directed network (Fig. 4a, d). The deviation of the volume roughly follows a normal distribution (Fig. 4b). A regression analysis is performed by the method of least squares for the arithmetic means, in consideration of the standard deviations computed for each radius (Fig. 4c, f). The regression analysis excludes very small and larger radii for some networks, because the computed volumes for these radii sometimes differ from the theoretic expectations: First, the finiteness of the network sets an upper limit to the volume, leading to lower volumes for balls near the boundary of the network. Secondly, volumes in a network are discrete and differ thus for small radii from the volumes in Euclidean space.

The box counting method is applied to 500 grids of boxes. These boxes have been randomly translated in space to minimize effects of the tessellation of space. For determining the boxes that intersect an edge, the edges have been discretized by points (25 points per side length of the smallest examined box).

Data availability. All sources of data have been cited. An implementation of the described Mocnik model is published as part of NetworKit™ (https://github.com/kit-parco/networkkit), an open-source toolkit for large-scale network analysis.
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