Modeling of screening currents in coated conductor magnets containing up to 40000 turns
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Abstract
Screening currents caused by varying magnetic fields degrade the homogeneity and stability of the magnetic fields created by REBCO coated conductor coils. They are responsible for the AC loss; which is also important for other power applications containing windings, such as transformers, motors and generators. Since real magnets contain coils exceeding 10000 turns, accurate modeling tools for this number of turns or above are necessary for magnet design. This article presents a fast numerical method to model coils with no loss of accuracy. We model a 10400-turn coil for its real number of turns and coils of up to 40000 turns with continuous approximation, which introduces negligible errors. The screening currents, the screening current induced field (SCIF) and the AC loss is analyzed in detail. The SCIF is at a maximum at the remnant state with a considerably large value. The instantaneous AC loss for an anisotropic magnetic-field dependent \( J_c \) is qualitatively different than for a constant \( J_c \), although the loss per cycle is similar. Saturation of the magnetization currents at the end pancakes causes the maximum AC loss at the first ramp to increase with \( J_c \). The presented modeling tool can accurately calculate the SCIF and AC loss in practical computing times for coils with any number of turns used in real windings, enabling parameter optimization.
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1. Introduction

Time varying magnetic fields create screening currents in superconductors [1]. The screening currents induced at the charge and discharge ramps of magnets distort the generated magnetic field [2], the homogeneity and stability of which is critical for magnet applications like magnetic resonance imaging (MRI), nuclear magnetic resonance (NMR) and accelerator magnets. In addition, screening currents create dissipation in the winding, which increases the running costs and complicates the cryogenics. This is also relevant for other applications containing windings, such as superconducting magnetic energy storage (SMES), transformers and rotating machines. Screening currents in REBCO\(^1\) coated conductors, with relatively high width, are of higher importance than in multi-filamentary wires, such as NbTi, Nb\(_3\)Sn or MgB\(_2\). In addition, superconducting magnets (and SMES) may contain thousands of turns [3, 4], reaching up to around 30000 turns [5]. Therefore, modelling of the screening currents in superconducting windings with a high number of turns is necessary for the design of these applications.

\(^1\) REBCO stands for \( \text{REBa}_2\text{Cu}_x\text{O}_{y+z} \), where \( \text{RE} \) is a rare Earth, usually Y, Gd or Sm.
The interaction between screening currents strongly impact their magnitude, as has been found for stacks of tapes in external applied magnetic fields [6–8] and coils [9, 10]. Articles on modelling of the screening currents taking their interaction between all turns into account have been published for pancake coils (or pancakes) with more than 100 turns [11–14], stacks of pancakes with up to 768 turns [15, 16] (768 in [15] and 406 in [16]) and a dipole magnet of 2274 turns [17]. In order to model a higher number of turns (or the same number of turns with lower computing time) with practically no loss in accuracy, continuous approximation has been developed [9, 12, 18]. This allowed one to model coils of up to 4000 turns [19–21]. Predecessor models of continuous approximation have been published in [22, 23], which take additional approximations. Semi-analytical models have also been applied to model magnet size coils with up to around 30000 turns, under certain approximations [24]. Coils of around 900 turns have been modeled by a 3D numerical method, which intrinsically assumes the thin film geometry of the tapes [25], similarly to the 3D model in [26].

This work presents a method to accurately calculate the screening currents in coils containing more than 10000 turns (one order of magnitude higher than previous works) with feasible computing times. By means of continuous approximation, the number of turns is extended up to 40000. This fulfills the present requirements for high-field magnets and other applications containing windings. When using the real number of turns, the numerical method does not assume that the tape is a thin film; and hence current penetration across the thickness can be modeled, which is important for coils made of powder-in-tube tapes like Bi2223 or MgB2.

By means of this method, we calculate the screening current induced field (SCIF) at the center of a 10400-turn coil for both a cyclic ramp-up and ramp-down process and relaxation after the end of the first ramp down, or remnant state. The article also presents the SCIF at the remnant state for coils from 800 to 40000 turns. We analyze in detail the instantaneous AC loss in the 10400 turn coil for cyclic ramp-up and ramp-down. Although this work regards the coil as a stand-alone magnet, adding the effect of the magnetic field generated by an outsert is straightforward.

### 2. Studied geometry

This article analyzes in detail the winding with parameters in table 1, which contains 10400 turns and its cross-section is in figure 1. In section 4.2.3, we also present the SCIF at the remnant state and the critical current for coils with the same parameters as in table 1 but 2 to 100 pancakes (800 to 40000 turns).

| Table 1. Parameters of the coil of the main analysis. Calculations for other coils only differ in the total number of pancakes. |
|-----------------------------------------------|
| number of pancakes | 26 |
| number of turns per pancake | 400 |
| total number of turns | 10400 |
| inner radius | 50 mm |
| outer radius | 105.9 mm |
| superconducting layer thickness | 2 μm |
| superconducting layer width | 4 mm |
| radial separation between superconducting layers | 138 μm |
| axial separation between pancakes | 0.5 mm |

Figure 1. Sketch of the cross-section of the coil of the main analysis, containing 10400 turns. Computations for other coils only differ in the total number of pancakes.

Figure 2. Qualitative time signal of the current for (a) remnant state relaxation and (b) cyclic excitation.

### 3. Model

We calculate the screening currents by means of the minimum magnetic entropy production (MEMEP) method [19]. This numerical method computes the current density in each turn for any given $E(J)$ relation, where $E$ and $J$ are the electric field and current density, respectively. In axially symmetric geometries, $J$ is the angular component of the current density. In this article, we assume

$$E(J) = E_c \left( \frac{|J|}{J_c} \right)^n \frac{J}{|J|},$$

where $J_c$ is the critical current density, $n$ is the power-law exponent and $E_c = 10^{-4}$ V/m. We took the dependence of $J_c$, 24

2 The essence of the numerical model in this article and part of the results have been presented in conferences between 2014 and 2015 [27, 28].
on the magnetic field \( B \) and its angle with the normal of the tape surface \( \theta \) from [29], based on fitting experiments of a 4mm wide SuperPower tape [30] at 4.2 K from self-field to 30 T. Using the angle \( \theta \) definition of figure 3, the fit for the tape critical current in [29] is

\[
I_{ct}(B, \theta) = \frac{K_0}{B/\beta_0 + 1}^{a_0} + \frac{K_1}{B/\beta_1 + 1}^{a_1}
\cdot \left[ \omega^2(B) \cos^2(\theta - \theta_0) + \sin^2(\theta - \theta_0) \right]^{-1/2}
\]

(2)

with

\[
\omega(B) = \left( \frac{B}{\beta_\omega} + 1 \right)^{5/3}
\]

(3)

where \( B \) is the applied magnetic field and we re-wrote the equations above in order to get constants with integer dimensions, with values \( K_0 = 292.5 \text{ A}, K_1 = 2213 \text{ A}, \beta_0 = 13.8 \text{ T}, \beta_1 = 13.8 \text{ T}, \beta_\omega = 0.2792 \text{ T}, a_0 = 1.3, a_1 = 0.809 \) and \( \theta_0 = -0.180^\circ \). At high magnetic fields, this \( I_{ct}(B, \theta) \) dependence presents a sharp peak at \( \theta = 90.18^\circ \) and a wide plateau around \( \theta = 0^\circ \) (figure 3). In this article, we assume that \( J_c(B, \theta) = I_{ct}(B, \theta)/(wd) \), where we take \( B \) as the local magnetic field and \( w \) is the tape width and \( d \) is the thickness of the superconducting layer. Then, we assume that the tape self-field is negligible compared to the total magnetic field in the magnet, at least in the regions where \( J \) is limited by \( J_c \).

3 In this article we refer to the magnetic field (or ‘field’), \( H \), and magnetic flux density, \( B \), indistinctly because magnetic materials are not present, and hence \( B = \mu_0 H \).

![Figure 3](image-url)  
**Figure 3.** Anisotropic magnetic field dependence of the tape critical current, \( I_{ct}(B, \theta) \), as input for the calculations, given by equations (2) and (3) [29]. We assume that the local \( J \) follows \( J = I_{ct}/(wd) \), where \( w \) and \( d \) are the width and thickness of the superconducting layer, respectively.

![Figure 4](image-url)  
**Figure 4.** Dividing the coils into sectors enables to speed up the computations and efficiently parallelize the numerical method.

The main improvement in the numerical method from [19] is an iterative process to reduce the computing time, while obtaining accurate results of the screening currents. We divide the coil cross-section in sectors containing several turns (figure 4), where the width of each sector in the radial direction is as close as possible to the tape width (except the last sector in each pancake, which contains the remaining tapes). The tapes in the sectors are divided into elements, where \( J \) is assumed uniform. We start at the initial time \( t_0 \) with a known solution of the current density, \( J_0 \), for a given current \( I_0 \). After increasing the time by \( \Delta t \), the routine calculates the change in current density \( \Delta J \) due to the change in current \( \Delta I \) (note that \( t = t_0 + \Delta t, J = J_0 + \Delta J \) and \( I = I_0 + \Delta I \)). The algorithm to obtain \( \Delta J \) is outlined in figure 5. First, the algorithm sets uniform \( \Delta J \) in the tape cross-section, \( \Delta J = \Delta J/(wd) \). Then, the vector potential \( \Delta A \) due to \( \Delta J \) and the magnetic field \( B \) are calculated in all elements in each sector but taking only the contribution from \( \Delta J \) outside the considered sector. We name these quantities as \( \Delta A, \text{ and } B, \text{ applied fields. The algorithm iterates until the maximum difference between iterations is below a certain tolerance. In order to ensure convergence of the iterative process, we apply a damping factor } 0 < k < 1 \text{ such that } \Delta J = k \Delta J + (1 - k) \Delta J_0, \text{ where } \Delta J_0 \text{ is } \Delta J \text{ at the previous iteration. The whole process is repeated for subsequent time increases } \Delta t \text{ until the desired final time is reached, obtaining} \)
the whole time evolution. At the beginning of the time evolution we take \( t_0 = 0 \), \( I_0 = 0 \) and we assume \( J_0 = 0 \), corresponding to the zero-field cool situation. The effect of the magnetic field generated by an external winding, such as a low-temperature superconducting outsert, can be simply taken into account by adding its contribution to \( \Delta A_e \) and \( B_e \).

The iterative algorithm does not cause any loss of accuracy. The tolerance in \( J \) for the iteration process, \( t_J \), is set as low as \( t_k = \frac{t_{J1}}{2} \), where \( t_{J1} \) is the tolerance for the minimization in one sector. Then, any change above \( t_{J1} \) in any sector during one iteration will require a new iteration, and hence the iterative process yields a result with at least the same accuracy as that when using the numerical method for one sector for the whole object.

For coils with many turns, this method greatly reduces the computing time. Since the computing time scales with the number of turns \( N \) as \( N^\alpha \) with \( \alpha = 2 \) (figure 6); for a large number of turns, solving \( m \) problems of \( N/m \) turns takes only \( 1/m^{\alpha - 1} \) of the original computing time. The number of iterations is kept low because the SCIF that the sector creates has a range of the order of the tape width, which corresponds to the sector size. In addition, this method can be easily parallelized, using up to as many tasks as sectors. The routine in this work uses more than 90\% of the computing power of a 12-core computer for high number of turns. The sub-routine to calculate \( \Delta A_e \) and \( B_e \) is also parallelized.

The computing time can be further reduced by using continuous approximation for densely packed pancake coils [9, 12, 18]. This results in a reduction of the effective number of turns per pancake, in our case from 400 real turns to 40 effective turns.

Figure 6 shows the computing time for both real and continuous approximations. The computed case is the time evolution of the first ramp increase from 0 to the coil critical current. These calculations have been made in a computer with two 6-core Intel Xeon E5645 processors, where the
The self-programmed modeling tool computes coils up to 10400 turns for the real geometry and 40000 turns for the continuous approximation in feasible computing times, which scales as the second power of the number of turns or the number of elements.

The DC critical current of a certain turn \( u \) is calculated by taking a very slow ramp \( (10^{-14} \text{ A/s}) \). For this case, the general relation \( E = -\partial_t A - (1/r)\partial_r \phi_r - \partial_{\varphi} \phi_{\varphi} \) becomes \( E \approx -(1/r)\partial_r \phi_r \), where \( \phi_r \) is the scalar potential at turn \( u \), \( r \) and \( \varphi \) are the radial and angular coordinates, respectively, and \( \partial_{\varphi} \phi \) is uniform\(^4\). The critical current of turn \( u \) is that which follows \( E = E_c \) in that turn. We take the critical current of the whole coil as that of the weakest turn. Comparing to other methods [31–33], the method in this article allows us to calculate the coil DC current-voltage curve with the non-uniform power-law exponent, \( n \), and \( n(B, \theta) \).

### 4. Results and discussion

This section presents the results for the screening currents, SCIF and instantaneous AC loss for the coil with parameters in table 1. The SCIF at the remnant state and the critical current is also presented for coils from 2 to 100 pancakes. The number of elements per turn (real or effective) is between 50 and 200, being the higher number of elements for the loss computations. The ramp rate is for 2 A/s for figures 7, 8, 9, 11 and 0.2 A/s for the rest, the qualitative behavior being independent of this parameter.

#### 4.1. Current density

Figure 7 shows the current density at the peak of the charge cycle in the coil of 400 × 26 turns for the detailed model (coil cross-section in figure 1 and current signal in figure 2). For this case, we assumed a power-law exponent of 30. The computed situation is for a peak current of 226 A, which represents 76% of the critical current. A zoom of the area marked by a black frame is in figure 8, showing the individual turns. The largest screening currents are at around 3/4 of the coil height (6th and 7th pancakes from the top). This is because at the end turns the large magnetic field, around 8 T, substantially suppresses \( J_c \); at the central turns, the radial field is much lower than the angular direction. Thus, \( E = -\partial_t A - \nabla \phi \) implies \( \partial_r \phi = \partial_{\varphi} \phi = 0 \), and hence \( \phi(r, \varphi, z) = \phi(\varphi) \). Since \( E(r, z) \) does not depend on \( \varphi \), \( \partial_r \phi \) is constant.

---

\(^4\) For axial symmetry, \( E = E(r, z) e_z \), where \( e_z \) is the unit vector in the angular direction. Thus, \( E = -\partial_t A - \nabla \phi \) implies \( \partial_r \phi = \partial_{\varphi} \phi = 0 \), and hence \( \phi(r, \varphi, z) = \phi(\varphi) \). Since \( E(r, z) \) does not depend on \( \varphi \), \( \partial_r \phi \) is constant.
The coil presents important screening currents at the end of the (first) increasing ramp. Results are for the real geometry; the pancakes cross-section is depicted as continuous for clarity. A detail of the region within the black frame is shown in figure 8.

Continuous approximation reproduces the same current density as real geometry (same situation as figure 7), except for a certain averaging in the radial direction for the 8-10 turns the closest to the inner or outer radius. The results could be improved by using thinner effective turns close to the inner and outer radius.

The magnitude and current penetration process can be better appreciated in the line plots of the current density at the mid radius, 77.95 mm (see figures 10 and 12 for continuous approximation).

The typical penetration process of the initial ramp can be seen from pancake 3 from the coil end in figure 10(a). First, the current penetrates with $|J| \approx Jc$ (critical region) from both sides with a sub-critical region in between (profile 11). The magnetic field dependence of $Jc$ causes a variation of $Jc$ in the axial direction. The radial field vanishes at the sub-critical region (region with $|J|$ substantially smaller than $Jc$), and hence $|J|$ is the largest at the front of

---

**Figure 7.** The coil presents important screening currents at the end of the (first) increasing ramp. Results are for the real geometry; the pancakes cross-section is depicted as continuous for clarity. A detail of the region within the black frame is shown in figure 8.

**Figure 8.** Detail of the screening currents in figure 7 (area within the black frame there). The superconducting-layer thickness is expanded in the plot for visibility (computations use realistic 2 μm thickness).

**Figure 9.** The screening currents for the continuous approximation agree with those for real geometry (same situation as figure 7).
critical current density. The current does not vanish in the sub-critical region. By further increasing the current \( I \), the critical region expands until it fully penetrates the tape (profile 12). Afterwards, \( J_c \) decreases due to the increase of \( B_r \) and the zone with negative current is reduced, caused by the increase of \( I \) (profile 13).

For the decreasing ramp, we also analyze pancake 3 from the coil end in figure 10(b). A zone with \( |J| \approx J_c \) is created (reverse critical region) with \( J \) of the opposite sign from the preexisting (profile 14). The penetration process continues until the sample saturates, while the current density increases in the reverse critical region (profile 15); this is caused by the increase of \( J_c \) due to the decrease of the radial magnetic field. After full penetration, \( J \) further increases (profile 16). An example of partial penetration of the reverse critical region is pancake 6 from the end, where there remains a zone with \( J \) induced at the initial ramp enclosed by the reverse critical region.

At the remnant situation, or end of the discharge ramp, screening currents are more important than at the maximum current (figures 10(b) and 11). The reasons are the following: first, the transport current in the charge curve partially depletes the region of negative current; second, the radial field for the remnant case is reduced to the self-field of the pancake \((\approx 3 \, T)\) at the center of the top pancake, compared to \(\approx 8 \, T\), resulting in higher \( J_c \). The maximum screening currents are at the top 4 pancakes, since there the variation of radial field from the peak current is the largest.

If the current is switched off at the remnant state, the average current density decreases due to relaxation caused by the finite power-law exponent. For our case, relaxation after \(10^7\) seconds appreciably reduces the screening currents, although they are still important (figure 12).

4.2. Screening Current Induced Field

In the following, we analyze the SCIF at the bore center. We consider the 10400 turns coil of table 1 for both cyclic ramp-up and ramp-down excitations (section 4.2.1) and relaxation of the remnant state (section 4.2.2). Section 4.2.3 describes the effect of the number of pancakes, or coil size, on the SCIF at the remnant state.

4.2.1. Cyclic charge and discharge. For the initial ramp, taking continuous approximation into account reproduces the curve for the real situation with a maximum deviation of 0.2% of the SCIF at the peak, as shown in figure 13. Then, continuous approximation can be used to predict the SCIF and optimize the magnet design regarding this aspect.

For the cyclic charge and discharge (figure 2(b)), the SCIF at the first charge is different than that at the following charges (see figure 13) due to the residual current density from the previous discharge. The magnitude of the SCIF slowly decreases with the number of charges until it reaches a steady-state cycle (see inset of figure 13). This is caused by the finite power-law exponent of the \( E(J) \) relation, which allows relaxation of the residual screening currents created at the first charge. At the initial charge, the decrease of the SCIF with increasing current at high currents is due to both a depletion of negative current caused by transport current and the suppression of \( J_c \) as a consequence of the increase of the magnetic field.
such as MRI or NMR. Compared to 14.9 T generated magnetic field at the peak and 0.61 T at the peak and remnant state, respectively. This behaviour is caused by the fact that $J_c$ is very sensitive to the radial field and this is the highest at the top pancakes. With an increase in the number of pancakes, the radial field increases until it saturates for long coils. The position of the maximum radial field at the top pancake moves to inner radius with an increase in the number of pancakes. As a consequence, the turn with the lowest critical current at the top pancake moves accordingly (table 2).

The SCIF at the coil center increases with the number of pancakes until around 40 pancakes and then it decreases for a higher number of pancakes (see figure 15). The reason is that with a high number of pancakes, the height-over-width aspect ratio of the winding is large. For this geometry, the radial magnetic field is low except at the coil ends. As a consequence, the screening currents are only important close to the coil ends. Then, with increasing coil height, the distance between the pancakes contributing to the SCIF and the coil center increases, and hence the SCIF decreases.

### 4.3. AC loss

In order to understand the causes of the time dependence of the power AC loss, we calculated both the same situation as figure 13 (anisotropic magnetic-field dependence of $J_c$ from equations (2) and (3) and power-law exponent 30) and that for constant $J_c$ and power-law exponent 1000, the latter corresponding very closely to Bean’s critical state model. For Bean’s situation, we took $I_c = I_c/(wd)$, where $I_c$ is the coil critical current for the magnetic-field dependent $J_c$. Although the loss per cycle is of the same order of magnitude (7.72 and 6.81 kJ for Bean’s and $J_c(B, \theta)$ cases, respectively), the instantaneous loss differs substantially and presents different qualitative behavior for the ramp decreases (figure 16).

#### 4.3.1. Bean’s case.

For Bean’s case, the loss at the initial ramp increases as $I^2$ until it reaches an inflexion point (point 1 in figure 16). The $I^2$ dependence is explained by partial penetration by $I_c$, as has been shown for slabs in an applied magnetic field [35]. The inflexion point corresponds to the penetration of the two pancakes from the top (figure 17(a) profile 1). Afterwards, the loss increases more slowly with roughly a linear dependence. This linear dependence roughly starts when the top six pancakes are fully penetrated (figure 17(a) profile 2), which generate most of the AC loss. Again, the $I$ dependence is consistent with the behavior of a fully penetrated slab under an applied magnetic field. For a large enough current, the loss rises faster than a linear dependence due to the direct effect of the transport current,
which creates dissipation due to dynamic magneto-resistance.

At the beginning of the ramp decrease, the loss drops, since the time derivative of the current vanishes (figure 16). Later, when the critical region with reverse current density meets the sub-critical region (figure 17(b) profile 5), the loss experiences a sharp increase (point 5 in figure 16). This is because a small change in $I$ causes penetration of the sub-critical region, becoming exposed to the magnetic flux ‘external’ to the pancake, and hence that region also experiences AC loss. This penetration of the sub-critical region is slower for pancakes further from the ends, since the increase of the ‘external’ magnetic field is smaller for the same current increase. Therefore, when a sufficient amount of pancakes are penetrated, the loss starts to decrease (point 16 in figure 16). At a certain time, the loss increases again because by decreasing $I$, the magnetization currents at the fully penetrated pancakes increase; since by decreasing $I$, the current constraint allows a higher volume for the

![Figure 12](image12.png) Relaxation after the remnant state (situation of figure 2(b)) reduces the screening currents (results for the turns at the mid radius for the continuous approximation).

![Figure 13](image13.png) The screening current induced field (SCIF) taking real geometry and continuous approximation agree with each other. The inset shows a detail of the area within the black frame.

![Figure 14](image14.png) The SCIF decays in time roughly logarithmically. The fit $\text{SCIF} = a \ln(t_d/b)$ is made from a decay time $t_d = 200$ s, with $a = -11.1$ mT and $b = 2.994 \cdot 10^{24}$ s.

![Figure 15](image15.png) The SCIF at the remnant state presents a peak with an increase in the number of pancakes, while the critical current saturates.

Table 2. Critical current of the weakest turn for coils with several number of pancakes (the rest of the parameters are the same as those in table 1). The turn with the lowest critical current is always at the end pancakes.

| number of pancakes | number of turns | turn with lowest critical current | critical current [A] |
|--------------------|----------------|----------------------------------|----------------------|
| 2                  | 800            | 310                              | 705                  |
| 5                  | 2000           | 150                              | 440                  |
| 10                 | 4000           | 140                              | 352                  |
| 26                 | 10400          | 130                              | 298                  |
| 50                 | 20000          | 130                              | 286                  |
| 100                | 40000          | 130                              | 283                  |

Table 2. Critical current of the weakest turn for coils with several number of pancakes (the rest of the parameters are the same as those in table 1). The turn with the lowest critical current is always at the end pancakes.
magnetization currents (compare profiles 6 and 7 in figure 17(b) for the 7 upper pancakes).

At the second ramp increase, the qualitative behavior is the same as for the initial curve (figure 16). The only difference is that the quadratic dependence, appearing during partial penetration of the newly created critical region, expands to higher $I$ (up to point 8 in figure 16). That is because for this case the local change in $J$ during critical zone penetration is $2J_c$, instead of only $J_c$ in the initial curve (figures 17(a) and (b)).

4.3.2. Anisotropic magnetic field dependence of $J_c$. For the $J_c(B, \theta)$ dependence, the initial curve is qualitatively the same as for Bean’s case (figure 16). However, the interval with a quadratic increase is larger (interval up to point 11). The quasi-linear increase that follows presents a lower slope because $J_c$ decreases with increasing $I$ due to the increase of the radial magnetic field. The loss at the current peak is higher for $J_c(B, \theta)$ because the local $J_c$ is higher in the pancakes 2 to 7 from the end, producing higher magnetization loss.

The loss in the decreasing ramp looks very different from Bean’s case (figure 16). Although it also starts with an increase after the penetration of the first pancake (point 14 in figure 16 and profile 14 in figure 10(b)), this increase presents a lower rate because when decreasing $I$, the decrease of $B_r$ causes an increase of $J_c$ of the reverse critical region. As a consequence, penetrating subsequent pancakes requires a larger variation of $I$ (or magnetic field), due to the larger shielding capability of the reverse currents. Between points 15 and 16 in figure 16, there is a sharp increase of the loss. In this interval, there is practically no further penetration by the reverse current but the current density at the fully penetrated pancakes sharply increases due to the decrease of the local $B$ and the sharp $J_c(B)$ dependence at low $B$ (current profiles in 10(b)).

The loss in the second ramp increase is qualitatively similar to the first ramp, except that the region with a quadratic increase expands to a much larger interval for the same reasons as for Bean’s case. The loss at the end of the second ramp increase is lower than at the end of the first. The cause is that at the end of the second ramp, the newly induced critical region, where $E$ is significant, is smaller than that in the initial curve (except for the five pancakes from the top, where $J$ is the same (figures 10(a) and (c)). In the other pancakes, the small deep in $|J|$ in the negative $J$ region shows the order between both critical regions (profile 19 of figure 10(c)). For ramp increases after the first, the loss at the peak slightly decreases with the number of cycles. The reason is the decay of the frozen current density at the first ramp, caused by the finite power-law exponent. This also causes a time delay of the loss minimum at the end of all ramps.

5. Conclusions

This article presented detailed modelling of the screening currents and the screening current induced field (SCIF) of coils with more than 10000 turns for real geometry and 40000 turns for continuous approximation. We also analyzed the instantaneous power loss and the causes that create it. Since we used an anisotropic field dependence of $J_c$ extracted from measurements at 4.2 K from self-field up to 30 T, the results are representative for high-field magnets. The qualitative behavior is valid for any winding containing densely packed pancake coils, such as SMES.

The calculations used the MEMEP numerical method [19]. In order to achieve feasible computing times while keeping the same accuracy, we developed a fast iterative routine that efficiently parallelized. The same concept might be applied to conventional finite-element methods (FEM).

The results show that continuous approximation is suitable to calculate the screening currents and the SCIF, while
further reducing the computing time. For a cyclic charge and discharge process, the stationary loop is achieved after several cycles due to the assumed power-law relation, which causes relaxation of the magnetization currents induced at the first ramp. With increasing the number of pancake coils, the SCIF at the remnant state presents a peak at around 40 pancakes, while the coil critical current monotonically decreases until it saturates. Comparing the results with a realistic taking \( J_c \) from the coil critical current results in a loss per cycle of the same order of magnitude (only 13% overestimation) but the instantaneous loss is very different. Saturation of the magnetization currents at the end pancakes, where the AC loss is the largest, causes the maximum AC loss at the first ramp to increase with increasing critical current density.

This article has shown that the presented model can accurately calculate the SCIF in practical computing times for coils with any number of turns used in real windings. Such modeling could also predict the power loss in the charge and discharge process and the relaxation of the SCIF after one charge or discharge cycle. Experimental data on the anisotropic magnetic field dependence of the power-law exponent or \( E(J) \) relations based on measurements at very low electric fields may be used to refine the calculations.
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