Effective uniaxial anisotropy in easy-plane materials through nanostructuring
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Permanent magnet materials require a high uniaxial magneto-crystalline anisotropy. Exchange coupling between small crystallites with easy-plane anisotropy induces an effective uniaxial anisotropy if arranged accordingly. Nanostructuring of materials with easy-plane anisotropy is an alternative way to create hard-magnetic materials. The coercivity increases with decreasing feature size. The resulting coercive field is about 12 percent of the anisotropy field for a crystal size of 3.4 times the Bloch parameter.

PACS numbers: 75.50.Ww, 75.60

The growing demand for permanent magnets in energy conversion triggered the search for new permanent-magnet materials. Wind power as well as hybrid and electric vehicles require high-performance permanent magnets. A prerequisite for a permanent-magnetic phase is a high uniaxial magneto-crystalline anisotropy. In a material with uniaxial anisotropy work is required to rotate the magnetization out of the easy axis. When made of materials with a sufficiently high magneto-crystalline anisotropy, the magnet can resist demagnetization by the self-demagnetizing field plus an additional external field up to the nucleation field. Several magnetic phases with a high magneto-crystalline anisotropy are easy-plane materials. The magnetization lies preferable in a plane perpendicular to a crystal symmetry axis. One way to make an easy-plane material uniaxial is through interstitial atoms which expand the lattice. A prominent example for this approach is Sm$_2$Fe$_{17}$N$_3$ where the anisotropy constant changes from $K = -0.8$ MJ/m$^3$ (easy-plane Sm$_2$Fe$_{17}$) to $K = 7.1$ MJ/m$^3$ (uniaxial Sm$_2$Fe$_{17}$N$_3$). Possible candidate materials for a rare-earth-free permanent magnet are FeSn based alloys. Whereas Fe$_3$Sn shows an easy-plane anisotropy, ab initio simulations show that substituting Sn by Sb may lead to uniaxial anisotropy.

Skomski et al. showed another way to create a uniaxial magnet from easy-plane materials. In Figure 4 of their work on nanostructured permanent magnets, they illustrate the concept of hard-magnetic soft-soft composites. When exchange coupled at 90 degrees between their easy planes, two grains show uniaxial anisotropy with an effective uniaxial anisotropy constant $K_{eff} = |K|/2$. An experimental realization of a hard-magnetic soft-soft composite was reported by Balasubramanian et al. However, the nanostructure is more complex. Instead of a 90 degrees relation between the c axes of neighboring grains, the particles are oriented so that all easy planes are parallel to a common axis (see Fig. 1). In such clusters of aligned easy-plane Co$_3$Si particles with a size of 10 nm they measured coercivities of $\mu_0H_c = 1.74$ T and $\mu_0H_c = 0.37$ T at 10 K and 300 K, respectively. The high coercivity of the magnet was attributed to exchange interactions which form an effective anisotropy.

Nanostructures made of easy-plane materials may have the potential to be used as new permanent-magnet materials. There are two possible niches for new hard-magnetic phases on the market: (1) Cheap magnets with an intermediate energy density product in between ferrites ($< 38$ kJ/m$^3$) and Nd-Fe-B ($> 200$ kJ/m$^3$). (2) Magnets with an energy density product comparable with Nd-Fe-B but without or reduced heavy-rare-earth content. Although, we used the intrinsic magnetic properties for Fe$_3$Sn for most of the simulations presented in this work, the results have general validity. In Fig. 4 which summarizes the main results, the expected intrinsic coercive field (in units of the anisotropy field) is given as function of the feature size (in units of the Bloch parameter). Provided proper nanostructuring is possible, Fe$_3$Sn may fill the gap between ferrites and Nd-Fe-B with an estimated energy barrier of 100 kJ/m$^3$. On the other hand, nanostructuring Sm$_2$Fe$_{14}$B, which has an anisotropy constant of $K = -12$ MJ/m$^3$ may give a magnet with an estimated coercive field $\mu_0H_c > 1.5$ T and an energy density product $BH_{max} > 200$ kJ/m$^3$. The magnetization of both materials is sufficiently high so that bonded magnets made of structured particles will still show good magnetic properties.

We used micromagnetics to compute the effective uniaxial anisotropy resulting from exchange interactions between crystallites with easy-plane magneto-crystalline anisotropy. We investigate the influence of the relative orientation of the particles and the particle size. When magnetic particles are small compared to the exchange length, their local anisotropies can be averaged to find an effective anisotropy. Herzer et al. used this approach in order to describe the properties of nanocrystalline soft magnets with the random-anisotropy model. In exchange-spring hard magnets the effective anisotropy
resulting from the exchange interactions between a magnetically hard and a magnetically soft phase is given by the average anisotropy constant of both phases if the lateral extension of the phases is small enough. Here we apply a similar idea in order to investigate the influence of the relative orientation of two easy-plane crystallites on the average anisotropy. To investigate the influence of the crystalline size on the coercivity we apply finite element micromagnetic simulations.

Let us consider a magnetic particle with a magnetocrystalline anisotropy constant $K$. Its magnetocrystalline anisotropy energy density is given by $K \sin^2 \varphi$ where $\varphi$ is the angle between the magnetization and an axis $k$. If $K > 0$ we have to perform work to rotate the magnetization out of $k$, which is the easy axis. Fig. 1 shows the work required to rotate the magnetization in a certain direction for a particle with the easy axis parallel to $x$. If $K < 0$ we have to perform work to rotate the magnetization out of a plane perpendicular to $k$. Fig. 1 shows the work required to rotate the magnetization out of the $x$-$z$-plane, which is the easy plane. Here $k$ is parallel to $y$. In Fig. 1 $K < 0$ and $k$ is parallel to $z$. The easy plane is rotated by 90 degrees with respect to the configuration of Fig. 1. Averaging the anisotropy energy densities of the particles in Fig. 1 and Fig. 1 gives the anisotropy energy density shown in Fig. 1. The effective anisotropy of two exchange-coupled particles with easy-plane anisotropy is uniaxial with $k$ parallel to the intersection line of the planes if the angle between the planes is 90 degrees. From the comparison of Fig. 1 with Fig. 3 (easy-plane anisotropies at 90 degrees) and Fig. 3 (uniaxial anisotropy) we see that the effective anisotropy constant $K_{\text{eff}} = K/2$. However, the effective uniaxial anisotropy decreases with increasing deviation from the perpendicular arrangement between the particles as shown in Fig. 1 to Fig. 1.

The effective uniaxial anisotropy for two strongly coupled particles with angle $\theta$ between their easy planes has been derived by Skomski. He showed that the effective easy axis is $k = n_1 \times n_2$, where $n_1$ and $n_2$ are the normal vectors to the easy planes. He obtained $K_{\text{eff}} = |K|(1 - \cos \theta)/2$ for the effective anisotropy constant. Here we derive the effective anisotropy using basic calculus. In Fig. 1 to Fig. 1 the symmetry axis, $k$, of each particle lies in the $y$-$z$-plane. The unit vectors parallel to the symmetry axes of the particles are $k_1 = (0, -\sin(\theta/2), \cos(\theta/2))$ and $k_2 = (0, \sin(\theta/2), \cos(\theta/2))$. When $m$ is the unit vector of the magnetization, the average anisotropy energy density of the two particles is $e = (-K(m \cdot k_1)^2 - K(m \cdot k_2)^2)/2$. Here we used $\sin^2 \varphi = 1 - \cos^2 \varphi$ and dropped constant terms.

We write the unit vector of the magnetization in polar coordinates $m = (\cos \varphi_m \sin \theta_m, \sin \varphi_m \sin \theta_m, \cos \theta_m)$. With the vectors $m$, $k_1$, and $k_2$ as defined above we can write the anisotropy energy density

$$e(\varphi_m, \theta_m) = -K \left( \sin^2 \left( \frac{\theta}{2} \right) \sin^2 (\varphi_m) \sin^2 (\theta_m) \right)$$

The critical points of $e$ follow from $\nabla e = 0$. We are interested in the local minima and the saddle points. Therefore we compute the discriminant

$$D = \frac{\partial^2 e}{\partial \varphi_m^2} \frac{\partial^2 e}{\partial \theta_m^2} - \left( \frac{\partial^2 e}{\partial \varphi_m \partial \theta_m} \right)^2$$

and apply the conditions for a local minimum: $D > 0$ and $\frac{\partial^2 e}{\partial \varphi_m^2} > 0$ and for a saddle point: $D < 0$. Using the above conditions and $K < 0$ in $e$ we identify minima at $(\varphi_m, \theta_m) = \left(0, \pi/2\right), \left(\pi, \pi/2\right)$ and saddle points at $(\pi/2, \pi/2), (3\pi/2, \pi/2)$. These critical points can also be found by visual inspection of Fig. 1. We see that the $x$-axis is an easy axis. To switch the magnetization from $+x$ to $-x$ we have to pass a saddle point. We define the height of the energy barrier as effective uniaxial anisotropy constant $K_{\text{eff}} = e(\pi/2, \pi/2) - e(0, \pi/2)$. The effective uniaxial anisotropy constant as function of the angle between the easy planes is

$$K_{\text{eff}} = -K \sin^2 \frac{\theta}{2} = |K| \sin^2 \frac{\theta}{2}$$

This is equivalent to the effective anisotropy derived by Skomski previously. Fig. 2 gives the effective uniaxial anisotropy of two strongly exchange-coupled particles with easy-plane anisotropy.

Twinning by deformation might be one way to form a nanostructure with well defined angles between the crystallites. The angles used in Fig. 1 to Fig. 1 result from possible crystallite orientations between twins in Fe$_3$Sn. We used the software Twing to compute relative orientations between the twins of hexagonal Fe$_3$Sn with lattice parameters $a = b = 0.5456$ nm and $c = 4.334$ nm. Another way for forming structures with effective uniaxial anisotropy from easy-plane crystallites is field assisted cluster deposition. Fig. 1 shows a sketch of the particle cluster. Here the $c$-axes of the crystals are randomly oriented in the $y$-$z$-plane. As a consequence intersection lines between the easy planes are all parallel to the $x$-axis which is the effective uniaxial anisotropy direction. In addition to the angle between the easy planes, the size of the exchange coupled crystallites is important. We used a finite element micromagnetic solver in order to compute the coercive field of the various structures as function of particle size. Since we are interested how the interplay between local easy-plane anisotropy and exchange interactions creates uniaxial behavior we switch off magnetostatic interactions in the simulations, in order to avoid shape effects. Fig. 3 shows the structures used for the simulations: (a) two exchange-coupled particles, (b) a single grain with multiple twins, and (c) a cluster of 1000 particles generated by centroidal Voronoi tessellation. The size of the features - particle size in (a) and (c) or layer thickness in (b) - was varied from 2 nm to 20 nm. For Fe$_3$Sn we use the anisotropy constant.
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FIG. 1. Anisotropy energy density as function of direction. The average of an easy-plane anisotropy in \(xz\) (a) and an easy plane in \(xy\) (b) gives an effective uniaxial anistropy in \(x\) direction (c). (d): uniaxial anisotropy in \(x\) direction. (e) to (h): average of two easy-plane anisotropies with different angles between the planes. (i): Sketch of oriented easy-plane particles.

\(K = -1.8 \text{ MJ/m}^3\), the magnetization \(\mu_0 M_s = 1.48 \text{ T}\) and estimate the exchange constant \(A = 10 \text{ pJ/m}\). To compute the coercive field we solve the Landau-Lifshitz-Gilbert equation with a time varying external field. We change the field linearly from 0 to \(-H_A = -2|K|/(\mu_0 M_s)\) in 3050 ns, which corresponds to a field rate of 1 mT/ns. The Gilbert damping constant was set to \(\alpha = 1\). The initial state for each simulation was uniformly magnetized in the direction of the effective easy axis. To break the symmetry the external field is applied 0.1 degrees off the effective easy axis. The mesh size was \(\delta_0/2 = 1.18 \text{ nm}\). The Bloch parameter is defined as \(\delta_0 = \sqrt{A/K}\). For structures (a) and (b) we used 90, 85, and 76 degrees as angles between the easy planes of neighboring crystals, which should give a reasonable effective uniaxial anisotropy according to Figures 1c, 1e, and 1f.

Fig. 4 shows the coercive field, \(H_c\), as function of the feature size, \(s\), for the three different structures. The alternative axes give the coercive field and the feature size in multiples of the anisotropy field, \(H_A\), and the Bloch parameter, \(\delta_0\), respectively. The coercive field decreases with increasing features size reaching 0.12\(H_A\) at \(s = 3.4\delta_0\) for two crystals at an angle of 85 degrees. The decrease of \(H_c\) with \(s\) is less significant for the twinned grain. Since magnetostatic interactions were neglected, the Bloch parameter is the only characteris-
FIG. 2. Two strongly exchange coupled particles with easy-plane anisotropy show an effective uniaxial anisotropy. The plot shows the effective anisotropy constant as function of the angle between the easy planes.

FIG. 3. Nanostructures used for micromagnetic simulations. (a) two crystallites, (b) grain with multiple twins, (c) cluster of 1000 particles. In (a) and (b) the angle between neighboring crystals was either 90, 85 or 76 degrees, in (c) the c-axes are randomly oriented in plane. The feature size, $s$, is varied from 0.85$d_0$ to 8.5$d_0$.

FIG. 4. Computed coercive field as function of particle size for two exchange coupled crystals at different angles. The letters give the structure as shown in Fig. 3. The numbers denote the angle between neighboring crystals.

TABLE I. Effective uniaxial anisotropy for structures of Fe$_3$Sn and Sm$_2$Fe$_{14}$B. The line Fe$_3$Sn* contains the results computed with magnetostatic effects. The letters a, b, and c refer to the structures given in Fig. 3.

| material        | structure | angle(°) | $s$(nm) | $K_{eff}$(MJ/m$^3$) |
|-----------------|-----------|----------|---------|---------------------|
| Fe$_3$Sn        | a         | 76       | 8       | 0.19                |
| Fe$_3$Sn        | a         | 85       | 8       | 0.22                |
| Fe$_3$Sn        | a         | 90       | 8       | 0.24                |
| Fe$_3$Sn        | a         | 76       | 12      | 0.10                |
| Fe$_3$Sn        | a         | 85       | 12      | 0.12                |
| Fe$_3$Sn        | a         | 90       | 12      | 0.15                |
| Fe$_3$Sn        | b         | 76       | 4       | 0.59                |
| Fe$_3$Sn*       | b         | 76       | 4       | 0.40                |
| Fe$_3$Sn        | b         | 76       | 10      | 0.31                |
| Fe$_3$Sn        | b         | 85       | 10      | 0.36                |
| Fe$_3$Sn        | b         | 90       | 10      | 0.39                |
| Fe$_3$Sn        | c         | random   | 4       | 0.59                |
| Fe$_3$Sn        | c         | random   | 10      | 0.23                |
| Sm$_2$Fe$_{14}$B| c         | random   | 4       | 1.24                |
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