Security bounds for decoy-state QKD with arbitrary photon-number statistics
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The decoy-state method is a standard enhancement to quantum key distribution (QKD) protocols that has enabled countless QKD experiments with inexpensive light sources. However, new technological advancements might require further theoretical study of this technique. In particular, the decoy-state method is typically described under the assumption of a Poisson statistical distribution for the number of photons in each QKD pulse. This is a practical choice, because prepare-and-measure QKD is often implemented with attenuated lasers, which produce exactly this distribution. However, sources that do not meet this assumption are not guaranteed to be compatible with decoy states. In this work, we provide security bounds for decoy-state QKD using a source with an arbitrary photon emission statistic. We consider both the asymptotic limit of infinite key and the finite-size scenario, and evaluate two common decoy-state schemes: the vacuum+weak and one-decoy protocols. We numerically evaluate the performance of the bounds, comparing three realistic statistical distributions (Poisson, thermal, binomial), showing that they are all viable options for QKD.

I. INTRODUCTION

Since its first proposal, the decoy-state method [1] has had a major impact on the practicality of quantum key distribution (QKD), having eased many of its technical achievements [2,3] and, recently, its implementations in field trials [4,5]. By countering the photon-number-splitting (PNS) attack [6], it has enabled the use of practical light sources in QKD and it has been object of many studies including implementation proposals and security proofs. X. Ma et al. presented the first rigorous analysis [7], showing that the vacuum+weak scheme is asymptotically optimal. Afterwards, more specific analyses have been made for finite-key realizations of the protocol [8], and it has been found that the one-decoy scheme achieves higher secret key rates in some experimental conditions [9].

Most decoy-state analyses intrinsically assume a Poisson distribution for the number of photons in each pulse emitted by the source, since it is the one produced with strongly attenuated lasers. However, as the research on innovative light sources progresses, a comprehensive analysis of the decoy-state method beyond the Poisson case must be made. Investigations restricted to specific technologies exist [10–12], but a more general study that makes minimal assumptions on the statistical distribution and includes finite-size effects is still needed. This would enable the use of non-laser sources, such as LEDs [13] and quantum dots [14,15], which can still emit multi-photon pulses and are vulnerable to PNS and would provide rigorous bounds to the secure key rate achievable with such sources.

In this work, after introducing the protocol and the formalism (Sec. II), we provide bounds needed to realize decoy-state QKD with an arbitrary photon-statistic source. We start from the asymptotic limit of infinitely long key (Sec. III), and then explain the transition to the finite-key scenario (Sec. IV). In both cases, we consider the vacuum+weak and one-decoy schemes. Finally, we numerically compare the performance of three distributions (Poisson, thermal, and binomial) showing that they are all viable options for QKD (Sec. V).

II. PROTOCOL DESCRIPTION

The generic formulation of the BB84 protocol with active decoy states considers two parties, a transmitter (Alice) and a receiver (Bob), that share a quantum and a classical channel, through which they can communicate. Alice chooses a probability distribution for the number of photons in each optical pulse she prepares [1,2,19,20]. The selection is random and follows discrete probabilities $p_k$. We label $D_k$ the distributions at her disposal, where $k \in \{\mu, \nu, \ldots\}$ is an identifier, and $P_{ik}$ the probability of producing an $i$-photon pulse using distribution $D_k$. Usually these distributions have the same form and differ only for their parameters. In the most common case, these are the Poisson distributions that characterize the number of photons in coherent pulses and differ only by their mean values.

For each pulse, Alice chooses between two bases to encode the qubits, while on the other side, Bob chooses between the same bases to measure them. We work in the context of the efficient BB84 protocol, which allows us to carry out the analysis separately for the two bases [21]. This choice is not necessary and our results can easily be translated to the standard BB84 case. However, the efficient variant offers better performance and simplifies the implementation by relaxing some requirements of symmetry in the states. In this scheme, one of the two bases is chosen much more often and used to generate the key, while the other is used to evaluate the incidence of attacks. We will label $Z$ the former and $X$ the latter, and we will use the symbol $b \in \{X, Z\}$ for the generic basis, when specifying one is not required.
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After a large enough number of states has been detected by Bob, Alice publishes the entire sequence of her choices of bases and probability distributions. In this way, Alice and Bob together can directly measure the gains $Q_{b,k}$, i.e., the conditional frequencies of Bob observing a detection event given that Alice chose the distribution $D_k$ and the bases chosen by Alice and by Bob are both $b$.

By performing classical error correction procedures, the two can also measure the conditional error rates $E_{b,k}$ for each configuration, that are the conditional frequencies of Bob together can directly measure the probabilities chosen by Alice and by Bob are both $b$.

The goal of the procedure is to find the yields $Y_{b,i}$ of the photon numbers and the error rate per photon number $e_{b,i}$, that are respectively the conditional probabilities of detections and mismatches given that Alice sent a pulse with a specific number of photons $i$ and the chosen basis was $b$.

These two values are important because they allow to estimate the number of detection events that originate from insecure multi-photon pulses and the amount of information that might have leaked to an eavesdropper Eve.

We note that, contrarily to the gains $Q_{b,k}$ and the error rates per each distribution $E_{b,k}$, the yields and the error rates per photon number are not directly available because Alice cannot control the photon number, but only its probability distribution. However, these values can still be upper and lower bounded from experimental quantities and we will see that only $Y_{b,0}$, $Y_{b,1}$ and $e_{b,1}$ are needed for our purpose, because they are the only ones that correspond to secure pulses.

III. ASYMPTOTIC SECURITY BOUNDS

We present a way to relate all these quantities that does not restrict the probability distributions $P_{i|k}$ to a specific form, but it can be applied to generic distributions that satisfy a simple to verify condition, see Eq. (1). We start from the ideal limit of infinitely long key blocks, which allows us to neglect statistical errors.

We consider two common decoy-state configurations: the vacuum + weak protocol, which requires three probability distributions, $P_{i|\mu}$, $P_{i|\nu}$ and $P_{i|\text{vac}}$, with $P_{i|\text{vac}} = 1$, $P_{i|\text{vac}} = 0$, $\forall i \neq 0$, and the one-decoy protocol, which only uses the two distributions $P_{i|\mu}$ and $P_{i|\nu}$ [7, 9]. Without loss of generality, we assume $\mu > \nu > 0$.

To apply our method to the vacuum + weak protocol, the probability distributions $P_{i|\mu}$ and $P_{i|\nu}$ should satisfy the following condition:

$$\frac{P_{i|\nu}}{P_{i|\mu}} > \alpha := \max_{i \geq 2} \frac{P_{i|\nu}}{P_{i|\mu}}. \quad (1)$$

We start by considering that

$$\langle Q_{b,k} \rangle = \sum_i P_{i|k} Y_{b,i}, \quad (2)$$

$$\langle E_{b,k} Q_{b,k} \rangle = \sum_i P_{i|k} e_{b,i} Y_{b,i}, \quad (3)$$

where $\langle \cdot \rangle$ labels the expectation value of a quantity. In the asymptotic limit, these expectation values are readily available: $\langle Q_{b,k} \rangle = Q_{b,k}$ and $\langle E_{b,k} Q_{b,k} \rangle = E_{b,k} Q_{b,k}$.

Combining Eqs. (1), (2), (3) and considering that $e_{b,0} = 0$, we can find the following bounds:

$$Y_{b,1} \geq Y_{b,1}^L = \frac{Q_{b,\nu} - \alpha Q_{b,\mu} - (P_{0|\nu} - \alpha P_{0|\mu}) Y_{b,0}}{P_{1|\nu} - \alpha P_{1|\mu}}, \quad (4)$$

$$e_{b,1} \leq e_{b,1}^U = \frac{E_{b,\nu} Q_{b,\nu} - P_{0|\nu} Y_{b,0}/2}{P_{1|\nu} Y_{b,1}}. \quad (5)$$

The only missing quantity in the right-hand sides is $Y_{b,0}$. In the vacuum + weak case, it is directly available as $Y_{b,0} = Q_{b,\text{vac}}$.

For the one-decoy protocol we need further condition on the distributions, namely:

$$\frac{P_{0|\nu}}{P_{0|\mu}} > \frac{P_{1|\nu}}{P_{1|\mu}}. \quad (6)$$

Because of it, we can find a lower and an upper bound:

$$Y_{b,0} \geq Y_{b,0}^L = \frac{P_{1|\nu} Q_{b,\mu} - P_{0|\nu} Q_{b,\mu}}{P_{1|\mu} P_{0|\nu} - P_{1|\nu} P_{0|\mu}}, \quad (7)$$

$$Y_{b,0} \leq Y_{b,0}^U = \frac{2E_{b,\nu} Q_{b,\nu}}{P_{0|\mu}}. \quad (8)$$

Given that Eq. (6) guarantees that $P_{0|\nu} - \alpha P_{0|\mu} > 0$, the upper bound $Y_{b,0}^U$ should be inserted into (4). Although Eq. (5) could be completed with $Y_{b,0}$, for the one-decoy protocol we need further condition on the distributions, namely:

$$e_{b,1} \leq e_{b,1}^U = \frac{P_{0|\nu} E_{b,\nu} Q_{b,\mu} - P_{0|\nu} E_{b,\nu} Q_{b,\nu}}{(P_{1|\mu} P_{0|\nu} - P_{1|\nu} P_{0|\mu}) Y_{b,1}}. \quad (9)$$

With all these quantities, Alice and Bob can compute the secret fraction:

$$R = \sum_k p_k P_{0|k} Y_{Z,0}^L + \sum_k p_k P_{1|k} Y_{Z,1}^L (1 - h_2(e_{b,1}^U))$$

$$- \sum_k p_k Q_{Z,k} h_2(E_{Z,k}), \quad (10)$$

where $h_2$ is the binary entropy function and the last term considers the portion of key that is published in the error correction procedure, whose inefficiency is represented by $f$. $R$ represents the fraction of detection events in basis $Z$ that Alice and Bob can consider secure. Note how $e_{b,1}^U$ is calculated in basis $X$: this is because in the infinite-key scenario, the bit error in a basis converges to the phase error in the other. The phase error in basis $Z$ is the quantity that measures the amount of information leaked to Eve and therefore should appear in Eq. (10), but it is estimated by the bit error $e_{b,1}^U$ in basis $X$.

To conclude the analysis, we underline that the two restrictions (1) and (6) hold in common cases, such as Poisson, thermal and binomial distributions, when each of them is used as both $D_\mu$ and $D_\nu$, changing only the mean value. Moreover, the results achieved with this procedure comply with the distribution-specific ones present in the literature [7, 13].
IV. FINITE-KEY SECURITY BOUNDS

We translate the above results into the finite-key scenario, in which Alice and Bob carry out their analysis on realistic key blocks of finite length and must consider statistical effects [8,22,23]. In this case, it is more convenient to work with absolute numbers of events rather than conditional frequencies and probabilities. Hence, the quantities of interest are the number of detection events ($n_{b,k}$) and mismatches ($m_{b,k}$) when both Alice and Bob chose the basis $b$ and Alice chose the probability distribution $D_b$, and the number of detection events ($s_{b,i}$) and mismatches ($v_{b,i}$) when Alice sent a pulse with a specific number of photons.

The first two are available experimentally, whereas the others must be estimated through upper and lower bounds. Relations (2) and (3) become:

$$\langle n_{b,k} \rangle = \sum_i P_{k|i}s_{b,i},$$

$$\langle m_{b,k} \rangle = \sum_i P_{k|i}v_{b,i},$$

Term $P_{k|i}$ should be found from $P_{i|k}$ using Bayes’ theorem. Due to finite statistics, we can no longer equate the expected values to the experimentally measured quantities. To relate them, we can use Hoeffding’s inequality and define confidence intervals [24]. With probability at least 1−$2\epsilon P_E$, we can find:

$$\langle n_{b,k} \rangle \in [n_{b,k}^- + \delta_{nb}, n_{b,k} + \delta_{nb}]$$

(13)

where $\delta_{nb} = \sqrt{\langle n_{b,k} \rangle \log (1/\epsilon P_E)}$ and $n_{b,k} = \sum_k n_{b,k}$. An equivalent expression can be written for $\langle m_{b,k} \rangle$.

Then, the bounds of Sec. III for the vacuum+weak protocol can be translated into:

$$s_{b,0}^L = \frac{\tau_0}{P_{vac}}n_{b,vac},$$

$$s_{b,0}^U = \frac{\tau_0}{P_{vac}}n_{b,vac}^+,$$

$$s_{b,1}^L = \frac{\tau_1}{P_{1|\nu} - \alpha P_{1|\mu}} \left( \frac{n_{b,\nu}^-}{p_\nu} - \alpha \frac{n_{b,\mu}^+}{p_\mu} - \frac{P_{0|\nu} - \alpha P_{0|\mu}}{\tau_0} s_{b,0} \right),$$

$$s_{b,1}^U = \min_{k \in \{\nu, \mu\}} \left( \frac{\tau_1}{P_{1|k}} \left( \frac{m_{b,k}^+}{p_k} - P_{0|k} \frac{m_{b,\nu,vac}}{P_{vac}} \right) \right),$$

(14)  (15)  (16)  (17)

where we have defined $\tau_1 = \sum_k p_k P_{1|k}$ the probability that Alice sends an i-photon pulse. In Eq. (16), $s_{b,0}^U$ should be replaced with $s_{b,0}^L$, if Eq. (3) does not hold.

In the one-decoy case, these become:

$$s_{b,0}^L = \frac{\tau_0}{P_{1|\mu}P_{0|\nu} - P_{1|\nu}P_{0|\mu}} \left( \frac{P_{1|\mu}}{P_{0|\nu}}n_{b,\nu}^- - \frac{P_{1|\nu}}{P_{0|\mu}}n_{b,\mu}^+ \right),$$

$$s_{b,0}^U = \min_k \left( \frac{2m_{b,k}^+ \tau_0}{p_k P_{0|k}} \right) + 2\delta_{nb},$$

$$s_{b,1}^L = \frac{\tau_1}{P_{1|\nu} - \alpha P_{1|\mu}} \left( \frac{n_{b,\nu}^-}{p_\nu} - \alpha \frac{n_{b,\mu}^+}{p_\mu} - \frac{P_{0|\nu} - \alpha P_{0|\mu}}{\tau_0} s_{b,0} \right),$$

(18)  (19)  (20)

Finally, we can no longer equate the phase error in basis $Z$ with the bit error in basis $X$, because this is true only if the latter is estimated with infinite statistics. We find an upper bound on the phase error as [8,23]:

$$\phi_Z^U = \frac{v_{X,1}^U}{s_{X,1}} + \gamma \left( \epsilon P_E; \frac{v_{X,1}^U}{s_{X,1}}, \frac{L}{s_{X,1}}, \frac{L}{s_{Z,1}} \right)$$

(22)

where

$$\gamma(a, b, c, d) = \sqrt{\frac{(c + d)(1 - b)b}{cd \ln 2}} \cdot \log_2 \left( \frac{c + d}{cd(1 - b)b^2} \right)$$

(23)

The length $\ell$ of the secret key that Alice and Bob can extract is:

$$\ell = s_{Z,0}^L + s_{Z,1}^L \cdot (1 - h_2(\phi_Z^U)) - f \sum_k n_{Z,k} h_2 \left( \frac{m_{Z,k}}{n_{Z,k}} \right) - 6 \log_2 \left( \frac{1}{\epsilon P_E} \right) - \log_2 \left( \frac{2}{\epsilon_{hash}} \right).$$

The last two terms, which have no equivalent in Eq. (10), account for the bits that must be discarded for the secrecy analysis and confirmation of correctness. In particular, $\epsilon_{hash}$ is the probability that non-identical keys pass the confirmation function. It is common to choose $\epsilon_{P_E}$ and $\epsilon_{hash}$ from the secrecy and correctness parameters $\epsilon_{sec}$ and $\epsilon_{cor}$ that Alice and Bob want to assign to the final keys. Typical values for these are $\epsilon_{sec} = 10^{-9}$ and $\epsilon_{cor} = 10^{-15}$ [9]. For our choice of protocols, we have $\epsilon_{sec} = 18\epsilon_{P_E}$ in the vacuum + weak case and $\epsilon_{sec} = 19\epsilon_{P_E}$ for one-decoy, whereas $\epsilon_{cor} = \epsilon_{hash}$ in both cases (the proof is similar to that of Ref. [8]).

V. DISTRIBUTION-SPECIFIC CASES

We use a realistic model of a QKD experiment to compare the performance of the two protocols (vacuum+weak and one-decoy) across two scenarios, roughly representing a high-end system (SNSSPDs, GHz source, and low coding error) and a less expensive one (a single SPAD, slower source, and higher coding error). We consider three different statistical distributions:

- The Poisson distribution, characterized by its mean value $\mu$:

$$P^{(P)} = e^{-\mu} \frac{\mu^i}{i!}.$$  (25)

This is the most common distribution in QKD, because it is produced with attenuated laser pulses.
• The thermal distribution, characterized by its mean value $\mu$:

$$P^{(T)}_{i|\mu} = \frac{\mu^i}{(\mu + 1)^{i+1}}.$$  \hfill (26)

This is the distribution of the number of photons in one arm of an unheralded SPDC source, and is also typical of classical incoherent light such as that produced by LEDs.

• The binomial distribution, characterized by its mean value $\mu$ and by the maximum number of photons $n$:

$$P^{(B)}_{i|\mu,n} = \binom{n}{i} \cdot \left(\frac{\mu}{n}\right)^i \cdot \left(1 - \frac{\mu}{n}\right)^{n-i}.$$  \hfill (27)

This distribution has never been used in QKD, but might become relevant in the near future with the development of new kinds of sources. For example, it describes the behavior of small collections of $n$ emitters that, when stimulated, might release exactly one photon, with a fixed probability $\mu/n$. If $n = 1$, the decoy-state method is not even necessary, as photon-number-splitting is already excluded. However, if the emission probability is too small, it might be convenient to increase $n$ and use decoy states.

In all cases, we consider that Alice chooses between distributions of the same form, differing only by their mean value. This is a practical choice, because the selection can be implemented rapidly with an intensity modulator which attenuates the output of a single optical source. It can be shown that all three distributions maintain their form and change only in their mean value if attenuated. Moreover, conditions (1) and (6) are met and for all three above considered distribution we have that $\alpha = \frac{p_{\text{vac}}}{\epsilon_{\text{cor}}}$. We remark that, given Eq. (6), any implementation of the vacuum+weak protocol can in principle use the one-decoy bounds, however, to simplify the comparison, we do not allow this in our analysis, restricting each scheme to its own formulae.

For each of the two protocols, two scenarios and three distributions, and for a range of values of the global attenuation of an hypothetical QKD link, we optimize the protocol parameters ($p_Z$, $p_\mu$, $p_v$, $\mu$, $\nu$) to find the best attainable SKR using a simulated annealing algorithm [26]. We keep the maximum number of photons for the binomial distribution fixed at $n = 2$, and let $\mu$ reach this value in the optimization. By doing this, we are considering an ideal situation where the $n$ emitters produce one photon each with unit probability, but the source can be attenuated to any $\mu \leq n$ if this improves the performance. In all simulations, we keep the block size at $n_Z = 10^7$ bits and the security parameters at $\epsilon_{\text{sec}} = 10^{-9}$ and $\epsilon_{\text{cor}} = 10^{-15}$.

As an example, in Fig. [1] we show the results of the optimization for two of the twelve cases. In Fig. [1a] we plot the results for the high-end scenario, with the vacuum+weak protocol and a binomial source. Interestingly $\mu$ is larger than 1 and even reaches the maximum value $n = 2$ on the left side of the graph. This can happen only for the binomial distribution, because even with such a high mean value, the number of photons in each pulse is upper bounded. With such strong intensities, the parameter estimation is more accurate, and the key can still be built with the second level, which is chosen much more often. The right side of the graph is slightly noisier because of the strong attenuation of the signal. In this region, optimizing the protocol parameters has little effect and different values give similar results.

In Fig. [1b] we show the less expensive scenario, with the one-decoy protocol and thermal distribution. The use of SPADs makes this system more prone to saturation and afterpulses, and hence the intensity levels stay low even for stronger losses. The effect of saturation is especially visible in the ascending trend of $\mu$, $\nu$, and $p_\mu$; for weak attenuation, strong pulses cannot increase the raw key rate because the detectors are already saturated, and only increase the multi-photon emission probability; when losses grow, compensating them by increasing the average number of photons becomes a viable strategy. The right side of the graph features a sharp jump: this is because there are several terms contributing to Eq. (24), and therefore several local maxima. When one of them is promoted to global maximum, overcoming another, the optimal protocol parameters change.

In Fig. [2] we show the optimal SKR value. All three distributions are close in terms of performance, confirming that the Poisson statistics is not the only reasonable choice for decoy states. The thermal distribution performs the worst, due to its higher tails when the mean value is small, while the binomial one is the best, because it bounds the maximum number of emitted photons per pulse even if the mean intensities are high.

In the high-end scenario, the one-decoy protocol outperforms vacuum+weak. This is a finite-key effect: the direct estimation of $s_{b,0}$ provided by the vacuum+weak protocol would require a higher $p_{\text{vac}}$ to accumulate more data, but that would reduce the signal rate and the overall SKR. We can expect this to change if a longer block size is used ($\geq 10^{10}$ bits). In the less expensive scenario, the higher dark count rate of the detectors provides enough data for the vacuum+weak protocol, which becomes preferable.

As a further study of the binomial distribution, we optimize the parameters keeping fixed the global attenuation at 20 dB, and for different values of $n$ and $\max\left(\frac{\mu}{n}\right) \leq 1$, which represents the emission probability of a single photon by an individual emitter. We do not fix $\mu$ at $\max\left(\frac{\mu}{n}\right)$ because it is always possible to attenuate the emission with optical elements.

Figure [3a] shows the behavior of the SKR for the high-end scenario and vacuum+weak protocol. While for $\max\left(\frac{\mu}{n}\right) = 1$ adding more emitters is inconvenient because of the larger multi-photon probability, for $\max\left(\frac{\mu}{n}\right) = 10^{-2}$, the SKR grows with $n$. This means that more priority is given to increasing the detection rate, regardless of the multi-photon probability. In the intermediate regime of $\max\left(\frac{\mu}{n}\right) = 10^{-1}$, we see the SKR initially growing with $n$ and then decreasing after an optimum. The right part of the curve coincides with that of $\max\left(\frac{\mu}{n}\right) = 1$ because the same parameters are optimal in both cases.
Since the limit for large $n$ of the binomial distribution is the Poisson one, all three curves approach from above the performance obtained in the Poisson case. This is more clear in Fig. 3b, which reports the results of the less expensive scenario with the one-decoy protocol. For any value of $\max\left(\frac{\mu}{n}\right)$, there is an optimal $n$ after which the performance decreases. This can be explained considering that for large enough $n$ it is always possible to set $\mu$ and $\nu$ at the optimal values of the Poisson case. Then, the two distributions are similar, with the binomial being slightly skewed towards lower numbers of photons, which increase the SKR. The optimal $n$ is lower when the optimal $\mu$ of the Poisson case is lower, which happens in the second scenario because of afterpulses and saturation. This is why we see the $\max\left(\frac{\mu}{n}\right) = 10^{-2}$ curve overcome the Poisson line in Fig. 3b but not in Fig. 3a for which a larger $n$ is needed.

VI. CONCLUSION

In this study, we showed that the decoy-state method, in its vacuum+weak and one-decoy forms, is extendable to generic statistical distributions of the number of photons present in each QKD pulse. We provided relations that consider finite-key effects and are directly applicable to experiments.

We evaluated the performance of the bounds for three relevant distributions, finding that thermal and binomial sources are comparable with standard coherent ones. Specifically, the thermal distribution performs slightly worse due to its greater width, whereas the binomial one is
the best because the maximum number of photons in each pulse is bounded.

With the development of new kinds of sources that are still vulnerable to the PNS attack but are not based on attenuated lasers, these results will provide a simple recipe for the optimal use of decoy states.
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