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Abstract. We obtain and justify a many-body Hamiltonian of pairwise interacting spin-1 atoms, which includes eight generators of the SU(3) group associated with spin and quadrupole degrees of freedom. It is shown that this Hamiltonian is valid for non-local interaction potential, whereas for local interaction specified by $s$-wave scattering length, the Hamiltonian should be bilinear in spin operators only (of the Heisenberg type). We apply the obtained Hamiltonian to study the ground-state properties and single-particle excitations in a weakly interacting gas of spin-1 with Bose-Einstein condensate taking into account the quadrupole degrees of freedom. It is shown that the system under consideration can be in ferromagnetic, quadrupole, and paramagnetic phases. The corresponding phase diagram is constructed. The main characteristics such as the density of the grand thermodynamic potential, condensate density, and single-particle excitation spectra modified by quadrupole degrees of freedom are determined in different phases.
1. Introduction

Quantum spin systems provide an unique opportunity to probe novel states and corresponding phase transitions. Especially this concerns the high-spin magnets ($S > 1/2$), which are specified by the non-Heisenberg Hamiltonian with competing interactions \[1\] allowing to predict new quantum many-body states along with traditional ferromagnetic and antiferromagnetic orderings \[2–4\]. The specific feature of high-spin systems is that they are described by additional multipole degrees of freedom (quadrupole in case of $S = 1$, octupole for $S = 3/2$, etc.) along with the dipolar spin vector. In recent years, there have been intensive studies of unconventional orderings in spin-1 \[5–9\] and spin-3/2 \[10–12\] magnets. Most of them are usually based on different lattice models.

Ultracold gases of interacting high-spin atoms represent another type of systems for the realization of various magnetic states. For more than two decades, they attract much interest of scientific community due to very high control of the relevant physical parameters and possibility to simulate different effects and phenomena, which are difficult to probe in real materials. In particular, high-spin atoms loaded into optical lattices represent a powerful simulator of magnetic orderings previously studied theoretically for various lattices models \[13–17\]. In this connection, it is natural to study the effects of quadrupole degrees of freedom and magnetic phases in interacting ultracold quantum gases of spin-1 atoms in a coherent state with a Bose-Einstein condensate (BEC). The earlier studies of the so-called spinor condensates \[18–20\] do not take into account the multipole (quadrupole) degrees of freedom (see also the reviews \[21–23\]). This is mainly due to the specifics of describing the interaction in ultracold gases. Usually, in most studies, the interatomic interaction in these systems is specified by the $s$-wave scattering length describing the low-energy collisions of atoms \[24, 25\]. In this case, for spin-1 atoms, it is sufficient to consider two interaction terms in the Hamiltonian with the corresponding coupling constants associated with scattering lengths. The first one is independent of spin operators, while the second term, bilinear in spin operators, describes the spin-spin interaction \[18\]. The quadrupole degrees of freedom are not involved in such a description of the interaction effects in ultracold gases.

While the parameterization of interatomic interaction by the $s$-wave scattering length fairly well describes the relevant effects in ultracold gases, this approximation has some weak points. In particular, it does not take into account the finite range of interatomic potential that results in divergences of physical quantities such as the chemical potential or the ground state energy. To resolve the problem, the well-known renormalization procedure for the coupling constant is necessary \[24, 25\]. However, even after applying this procedure, there remains some inconsistency in the description of a Bose gas with a condensate within the quadratic approximation based on the Bogoliubov model \[26\]. For spinor condensates, the scattering-length approximation does not allow taking into account the interaction effects associated with the quadrupole degrees of freedom and can lead to an incomplete structure of the single-particle excitation...
spectra \cite{27} so that the non-local character of interaction can not be ignored in some problems. The role of non-local interaction has been recently discussed in context of both ultracold Bose \cite{26,28} and Fermi \cite{29–31} gases.

Therefore, if we refuse to describe the system of interacting spin-$S$ atoms by the scattering lengths, we should consider a more general interaction Hamiltonian, which includes the multipole operators (e.g., quadrupole ones in case of spin-1 atoms) along with spin operators. We show that for spin-1 systems, both spin and quadrupole operators can be treated through the prism of the SU(3) algebra on equal footing. In particular, three Gell-Mann generators specify three components of the spin operator, and the remaining five generators are associated with the quadrupole degrees of freedom. We obtain and justify a microscopic pairwise interaction Hamiltonian, which includes all eight generators of the SU(3) group. It is applied to study the ground-state structure and corresponding single-particle excitations of a weakly interacting gas of spin-1 atoms with BEC in an external magnetic field. We show how the quadrupole degrees of freedom (often called as hidden parameters) affect the main physical characteristics of the system under consideration.

The paper is organized as follows. In Sec. 2 we introduce the quadrupole degrees of freedom for quantum gases of spin-1 atoms by using the general definition of the single-particle density matrix and formalism of the SU(3) algebra. Next, we obtain and justify the many-body Hamiltonian of pairwise interaction for spin-1 atoms. In Sec. 4 we provide a derivation of the main equations for a weakly interacting Bose gas of spin-1 atoms with a Bose-Einstein condensate taking into account the quadrupole degrees of freedom. Sec. 4 deals with analysis of the ground-state structure and corresponding single-particle excitations of the system under consideration. In Sec. 5 we discuss a phase diagram. Finally, we summarize our results in Sec. 6.

2. Quadrupole degrees of freedom in quantum gases

The necessity to introduce quadrupole degrees of freedom in spin-1 quantum gases can be seen by considering the single-particle density matrix $f_{\alpha\beta}(p) = \text{Tr} \varrho a_{p\beta}^\dagger a_{p\alpha}$, where $\varrho$ is the equilibrium Gibbs statistical operator or non-equilibrium operator satisfying the Liouville equation and $a_{p\alpha}^\dagger$, $a_{p\alpha}$ are the creation and annihilation operators of bosonic spin-1 atoms, respectively. Being a $3 \times 3$ matrix, the single-particle density matrix can be decomposed in the complete set of $3 \times 3$ matrices,

$$f_{\alpha\beta}(p) = f^0(p) I_{\alpha\beta} + f^a(p) \lambda^a_{\alpha\beta}, \quad a = 1, \ldots, 8,$$

where $I$ is the identity operator and $\lambda^a$ ($a = 1, \ldots, 8$) are the Gell-Mann generators of the SU(3) Lie group (see Appendix A). The scalar $f^0$ and vector $f^a$ decomposition coefficients are found to be

$$f^0 = \frac{1}{3} \text{Tr} f(p), \quad f^a(p) = \frac{1}{2} \text{Tr} f(p) \lambda^a.$$

Therefore, we see that eight parameters $f^a$ are necessary to describe a many-body system of spin-1 atoms. Moreover, these additional degrees of freedom are induced by
a microscopic characteristic of an atom such as its spin.

The meaning of each Gell-Mann generator $\lambda^a$ can be understood by considering the realization of spin-1 operators in the Cartesian basis $|i\rangle$ $(i = x, y, z)$ defined as $S^i|i\rangle = 0$, where $S^i$ are three components of the spin-1 operator. This basis satisfies the relations

$$\langle i|k \rangle = \delta_{ik}, \quad S^i|i\rangle = i\varepsilon_{ikl}|l\rangle,$$

so that the usual commutation relations for the components of the spin operator are valid, $[S^i, S^k] = i\varepsilon_{ikl}S^l$. From Eq. (1), one obtains

$$\langle k|S^i|l\rangle \equiv (S^i)_{kl} = -i\varepsilon_{ikl},$$

that gives

$$S^x = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad S^y = \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ -i & 0 & 0 \end{pmatrix}, \quad S^z = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.$$ (2)

Comparing these matrices with $\lambda^a$ (see Eq. (A.1)), we have $S^x \equiv \lambda^7, S^y = -\lambda^5$, and $S^z = \lambda^2$. Therefore, the subalgebra of three Gell-Mann generators coinciding with the components of the spin operator generates the SU(2) subgroup of the SU(3) group. To clarify the meaning of the remaining five matrices, we address the anticommutator relations given by Eq. (A.6), which yield

$$\lambda^1 = -\{S^x, S^y\}, \quad \lambda^3 = (S^y)^2 - (S^x)^2, \quad \lambda^4 = -\{S^x, S^z\},$$

$$\lambda^6 = -\{S^y, S^z\}, \quad \lambda^8 = \sqrt{3}(S^z)^2 - \frac{2}{\sqrt{3}} I.$$ (3)

One can easily see that the above five independent Gell-Mann generators form the traceless quadrupole matrix $Q^{ik} \equiv S^i S^k + S^k S^i - (4/3) \delta_{ik}$ (see, e.g., Ref. [8]),

$$Q = \begin{pmatrix} -\lambda^3 - \lambda^8/\sqrt{3} & -\lambda^1 & -\lambda^4 \\ -\lambda^1 & \lambda^3 - \lambda^6/\sqrt{3} & -\lambda^6 \\ -\lambda^4 & -\lambda^6 & 2\lambda^8/\sqrt{3} \end{pmatrix}$$

and we call them the quadrupole operators, which can be collected into a five-component vector $q^b = (\lambda^1, \lambda^3, \lambda^4, \lambda^6, \lambda^8)$. Therefore, a many-body system of spin-1 atoms, in general case, is specified by the following spin and quadrupole operators:

$$S^i = \sum_p a_{p\alpha}^\dagger S^i_{\alpha\beta} a_{p\beta}, \quad S^i = (S^x = \lambda^7, S^y = -\lambda^5, S^z = \lambda^2)$$ (4)

and

$$Q^b = \sum_p a_{p\alpha}^\dagger q^b_{\alpha\beta} a_{p\beta}, \quad q^b = (\lambda^1, \lambda^3, \lambda^4, \lambda^6, \lambda^8),$$ (5)

which can be combined into a single eight-component operator,

$$\Lambda^a = \sum_p a_{p\alpha}^\dagger \lambda^a_{\alpha\beta} a_{p\beta}, \quad a = 1, \ldots, 8.$$ (6)
Therefore, taking into account Eqs. (4) and (5) and employing the general rules for constructing binary quantities in the second quantization method, one can write a many-body Hamiltonian of pairwise interaction in the following form:

\[
V_{UJK} = \frac{1}{2V} \sum_{p_1, p_2} U(p_1 - p_2)a_{p_1 \alpha}^\dagger a_{p_2 \beta}^\dagger a_{p_3 \alpha} a_{p_4 \beta} \delta_{p_1 + p_2, p_3 + p_4} + \frac{1}{2V} \sum_{p_1, p_2} J(p_1 - p_2)a_{p_1 \alpha}^\dagger a_{p_2 \beta}^\dagger S_{\alpha \gamma} S_{\beta \delta}^i a_{p_3 \gamma} a_{p_4 \delta} \delta_{p_1 + p_2, p_3 + p_4} + \frac{1}{2V} \sum_{p_1, p_2} K(p_1 - p_2)a_{p_1 \alpha}^\dagger a_{p_2 \beta}^\dagger g_{\alpha \beta} b_{\alpha \gamma} b_{\beta \delta} a_{p_3 \gamma} a_{p_4 \delta} \delta_{p_1 + p_2, p_3 + p_4}, \tag{7}
\]

where \( V \) is the volume of the system and \( U(p_1 - p_3), J(p_1 - p_3), \) and \( K(p_3 - p_1) \) are the Fourier transforms of the potential, spin-spin, and quadrupole-quadrupole interaction energies, respectively.

In order to justify the form of the above many-body Hamiltonian of pairwise interaction, which includes both spin and quadrupole degrees of freedom, we consider a collision of two spin-1 atoms. Let their interaction be specified by three coupling constants \( g_S \) (not yet scattering lengths; extension to the momentum-dependent Fourier transform of the real potential is trivial) corresponding to the total spin \( S = 0, 1, 2 \) channels. Then, the interaction Hamiltonian reads [27]

\[
V = c_0 + c_1 (S_1 \cdot S_2) + c_2 (S_1 \cdot S_2)^2, \tag{8}
\]

where

\[
c_0 = g_1 + \frac{1}{3}(g_2 - g_0), \quad c_1 = \frac{1}{2}(g_2 - g_1), \quad c_2 = \frac{1}{3} \left( g_0 - \frac{3g_1}{2} + \frac{g_2}{2} \right).
\]

Thus, in general case of three-channel scattering (corresponding to the total spin \( S = 0, 1, 2 \)), the interaction Hamiltonian contains both bilinear and biquadratic terms in spin operators. The situation becomes completely different if the interatomic interaction is parameterized by the \( s \)-wave scattering lengths. In this case, we have only two coupling constants \( g_0 = 4\pi \hbar^2 a_0/m \) and \( g_2 = 4\pi \hbar^2 a_2/m \), where \( a_1 \) and \( a_2 \) are the scattering lengths corresponding to the total angular momentum \( S = 0 \) and \( S = 2 \), respectively. This is due to the fact that two identical spin-1 atoms in the \( s \)-state of relative motion (orbital momentum \( l = 0 \)) can not couple to form a state with the total spin \( S = 1 \) because this state is ruled out by the requirement for the wave function to be symmetric under the exchange of two atoms. In this case, the biquadratic term is expressed in terms of the bilinear term, \( (S_1 \cdot S_2)^2 = 2 - (S_1 \cdot S_2) \), so that the interaction Hamiltonian takes the form \( V = \tilde{c}_0 + \tilde{c}_2 (S_1 \cdot S_2) \), where \( \tilde{c}_0 = \frac{1}{3}(g_0 + 2g_2) \) and \( \tilde{c}_2 = \frac{1}{3}(g_2 - g_0) \) [18, 27].

The comparison of Eqs. (8), (7) suggests that the quadrupole-quadrupole interaction should be expressed in terms of the biquadratic term in spin operators. Indeed, taking into account the following expressions for the squares of components of spin operators:

\[
(S^x)^2 = \frac{1}{2} \left( -\lambda^3 - \frac{1}{\sqrt{3}} \lambda^8 + \frac{4}{3} \right), \quad (S^y)^2 = \frac{1}{2} \left( \lambda^3 - \frac{1}{\sqrt{3}} \lambda^8 + \frac{4}{3} \right), \quad (S^z)^2 = \frac{1}{3} \left( \sqrt{3} \lambda^8 + 2 \right),
\]
and for the mixed products of components:

\[ S^x S^y = -\frac{1}{2} (\lambda^1 - i\lambda^2), \quad S^y S^x = -\frac{1}{2} (\lambda^1 + i\lambda^2), \]

\[ S^x S^z = -\frac{1}{2} (\lambda^4 - i\lambda^5), \quad S^z S^x = -\frac{1}{2} (\lambda^4 + i\lambda^5), \]

\[ S^y S^z = -\frac{1}{2} (\lambda^6 - i\lambda^7), \quad S^z S^y = -\frac{1}{2} (\lambda^6 + i\lambda^7), \]

one can show that the quantity \( q^b_{\alpha\gamma} q^b_{\beta\delta} \) entering Eq. (7) can be written as

\[ \frac{1}{2} q^b_{\alpha\gamma} q^b_{\beta\delta} = S^{i}_{\alpha\sigma} S^{i}_{\beta\rho} S^{k}_{\gamma\sigma} S^{k}_{\rho\delta} + \frac{1}{2} S^{i}_{\alpha\gamma} S^{i}_{\beta\delta} - \frac{4}{3} \delta_{\alpha\gamma} \delta_{\beta\delta}, \quad (9) \]

or, equivalently,

\[ \frac{1}{2} \lambda^a_{\alpha\gamma} \lambda^a_{\beta\delta} = S^{i}_{\alpha\sigma} S^{i}_{\beta\rho} S^{k}_{\gamma\sigma} S^{k}_{\rho\delta} + \frac{4}{3} \delta_{\alpha\gamma} \delta_{\beta\delta}. \quad (10) \]

Therefore, according to Eqs. (9) and (10), the appearance of quadrupole degrees of freedom in Eqs. (7) is equivalent to the fact that the interaction Hamiltonian contains the biquadratic term in spin operators. The Hamiltonian (7) commutes with the total spin operator, see Eq. (4), and, consequently, it has the SU(2) symmetry. If \( J = K \), then \( [V_{UJ}, \Lambda^a] = 0 \) (see Eq. (6)) and the interaction Hamiltonian becomes SU(3) symmetric,

\[ V_{UJ} = \frac{1}{2}\sqrt{\lambda} \sum_{\mathbf{p}_1...\mathbf{p}_4} U(\mathbf{p}_1 - \mathbf{p}_3) a_{\mathbf{p}_1,\alpha} a_{\mathbf{p}_2,\beta} a_{\mathbf{p}_3,\alpha} a_{\mathbf{p}_4,\beta} \delta_{\mathbf{p}_1+\mathbf{p}_2,\mathbf{p}_3+\mathbf{p}_4} \]

\[ + \frac{1}{2}\sqrt{\lambda} \sum_{\mathbf{p}_1...\mathbf{p}_4} J(\mathbf{p}_1 - \mathbf{p}_3) a_{\mathbf{p}_1,\alpha} a_{\mathbf{p}_2,\beta} \lambda^a_{\alpha\gamma} \lambda^a_{\beta\delta} a_{\mathbf{p}_3,\gamma} a_{\mathbf{p}_4,\delta} \delta_{\mathbf{p}_1+\mathbf{p}_2,\mathbf{p}_3+\mathbf{p}_4}. \quad (11) \]

This case can be realized by employing the Feshbach resonance. Quantum magnets with the enhanced SU(3) symmetry is of much current interest [6,32]. Note that the formalism of the SU(3) Lie algebra was earlier employed to examine the spin-1 lattice models [6,32–34].

In conclusion of this section, note that the contact (local) interatomic interaction specified by the s-wave scattering length does not allow taking into account the quadrupole degrees of freedom. In order to study their effect in ultracold gases, one should consider a more general interaction Hamiltonian with a non-trivial dependence of the Fourier transform of the interaction potential on momentum (the trivial dependence, i.e., \( V(\mathbf{p} = 0) \) corresponds to the local interaction). In general, such interaction is not local and has a finite range. For indicated reasons, we present the Hamiltonian of pairwise interaction in the general form of Eqs. (7), not parameterizing it by the scattering lengths. Some comments on the weak points of local interaction are given at the end of Sec. 4.

3. Bogoliubov model of a BEC with spin and quadrupole degrees of freedom

In this section, we apply the SU(2) symmetric interaction Hamiltonian given by Eq. (7) to study the effect of quadrupole degrees of freedom on the ground state and
corresponding excitations of a weakly interacting gas of spin-1 atoms with a Bose-Einstein condensate in a magnetic field. To this end, we extend the Bogolyubov model for a weakly interacting Bose gas [35] to the following grand canonical Hamiltonian:

\[ H \equiv H - \mu N = H_0 + V_{UJK}, \]  

with

\[ H_0 = \sum_p a^\dagger_{p\alpha} \left[ (\varepsilon_p - \mu)\delta_{\alpha\beta} - hS^z_{\alpha\beta} \right] a_{p\beta}, \quad S^z_{\alpha\beta} \equiv \lambda^2_{\alpha\beta}, \]  

where \( \mu \) is the chemical potential, \( N = \sum_p a^\dagger_{p\alpha} a_{p\alpha} \) is the particle number operator, \( \varepsilon_p = p^2/2m \) is the kinetic energy of an atom, and \( h = g\mu_B H \) with \( g, \mu_B, \) and \( H \) being the Landé hyperfine factor [21], the Bohr magneton, and the external magnetic field directed along \( z \)-axis, respectively. The interaction Hamiltonian \( V_{UJK} \) is given by Eq. (7).

Since at zero temperature and weak interaction the number of bosons in a state with zero momentum is a macroscopic value, the Bogoliubov model proposes to treat the corresponding creation and annihilation operators as \( c \)-numbers neglecting normal and anomalous pair correlation functions [36–43]. The latter describe the pair-correlated bosons similar to Cooper pairs in BCS theory. Therefore, in all relevant operators of physical quantities, one should perform a replacement, \( a_0^\dagger \rightarrow \sqrt{V} \Psi^*_\alpha \) and \( a_0 \rightarrow \sqrt{V} \Psi_\alpha \), where \( \Psi_\alpha \) is the condensate wave function, which is a variational parameter. In particular, after this replacement in the Hamiltonian given by Eqs. (12), (13), and (7), we only keep the \( c \)-number terms and those which are quadratic in creation and annihilation operators with nonzero momentum but neglect the higher order terms containing three and four operators with finite momenta. The terms held in this way allow us to find the ground state and introduce the dispersion law for free quasiparticles (or single-particle excitations). The omitted terms describe the interaction between quasiparticles, which is not considered in this work. Therefore, the grand canonical Hamiltonian in the quadratic approximation reads

\[ \mathcal{H}(\Psi) \approx \mathcal{H}^{(0)}(\Psi) + \mathcal{H}^{(2)}(\Psi), \]  

where \( \mathcal{H}^{(0)}(\Psi) \) is its \( c \)-number part given by

\[
\frac{1}{V} \mathcal{H}^{(0)}(\Psi) = \frac{U(0)}{2} (\Psi^* \Psi)^2 + \frac{J(0)}{2} (\Psi^* S^i \Psi)^2 + \frac{K(0)}{2} (\Psi^* q^h \Psi)^2 - h(\Psi^* S^z \Psi) - \mu(\Psi^* \Psi)
\]

and \( \mathcal{H}^{(2)}(\Psi) \) contains the terms quadratic in creation and annihilation operators with nonzero momentum,

\[
\mathcal{H}^{(2)}(\Psi) = \sum_p a^\dagger_{p\alpha} \left[ (\varepsilon_p - \mu)\delta_{\alpha\beta} - hS^z_{\alpha\beta} \right] a_{p\beta} \\
+ U(0) \sum_{p=0} (\Psi^* \Psi)(a^\dagger_{p\alpha} a_{p\alpha}) + \frac{1}{2} \sum_{p \neq 0} U(\mathbf{p}) \left[ (a^\dagger_{p\alpha} \Psi)(\Psi^* a_{p\alpha}) + (a^\dagger_{p\alpha} \Psi)(a^\dagger_{-p\alpha} \Psi) + \text{h.c.} \right] \\
+ J(0) \sum_{p \neq 0} (\Psi^* S^i \Psi)(a^\dagger_{p\alpha} S^i a_{p\alpha}) + \frac{1}{2} \sum_{p \neq 0} J(\mathbf{p}) \left[ (a^\dagger_{p\alpha} S^i \Psi)(\Psi^* S^i a_{p\alpha}) + (a^\dagger_{p\alpha} S^i \Psi)(a^\dagger_{-p\alpha} S^i \Psi) + \text{h.c.} \right]
\]
\[ +K(0) \sum_{p \neq 0} (\Psi^* q^b \Psi)(a^+_p q^b a_p) + \frac{1}{2} \sum_{p \neq 0} K(p) \left[ (a^+_p q^b \Psi)(\Psi^* q^b a_p) + (a^+_p q^b \Psi)(a^+_p q^b \Psi) + \text{h.c.} \right], \]

where we use the following notations, e.g., \((\Psi^* \Psi) \equiv \Psi^* \Psi_\alpha, \ (a^+_p a_p) \equiv a^+_p a^+_p \), \((\Psi^* S^i \Psi) \equiv (\Psi^* S^i_{\alpha \beta} \Psi_\beta)\). The corresponding Gibbs statistical operator in the quadratic approximation has the form

\[ w(\psi) \approx \exp \left[ \Omega(\Psi) - \beta H(\Psi) \right]. \]

The grand thermodynamic potential \(\Omega\) as a function of the reciprocal temperature, chemical potential, and condensate wave function is obtained from the normalization condition \(\text{Tr} w(\Psi) = 1\) (trace is taken in space of occupation numbers of bosons with nonzero momentum), which yields

\[ \Omega(\Psi) = \beta H^{(0)}(\Psi) - \ln \text{Tr}[\exp(-\beta H^{(2)}(\Psi))]. \]

According to the original Bogoliubov model \([35]\), the variational parameter \(\Psi_\alpha\) associated with the condensate wave function is found from the minimum condition for the \(c\)-number part of \(\Omega\) assuming it to be the leading term,

\[ \varpi = \frac{\Omega}{\beta V} = \frac{U(0)}{2} (\Psi^* \Psi)^2 + \frac{J(0)}{2} (\Psi^* S^i \Psi)^2 + \frac{K(0)}{2} (\Psi^* q^b \Psi)^2 - h(\Psi^* S^i \Psi) - \mu(\Psi^* \Psi). \]

The introduced quantity \(\varpi\), up to a sign, coincides with pressure \(P = -\varpi\), which must be positive for thermodynamic stability (the thermodynamic potential is negative). The variation of Eq. (16) with respect to \(\Psi^*_\alpha\) with the subsequent setting to zero gives the following equation:

\[ \mu \zeta_\alpha - n_0 U(0) \zeta_\alpha - n_0 J(0) (\zeta^* S^i \zeta) S^i_{\alpha \beta} \zeta_\beta - n_0 K(0) (\zeta^* q^b \zeta) q^b_{\alpha \beta} \zeta_\beta + h S^i_{\alpha \beta} \zeta_\beta = 0, \]

where we introduced the normalized spinor \(\zeta_\alpha\),

\[ \Psi_\alpha = \sqrt{n_0} \zeta_\alpha, \quad \zeta_\alpha \zeta^*_\alpha = 1. \]

Equation (17), relating the condensate density \(n_0\) to the chemical potential \(\mu\), provides the minimum of the density of the grand thermodynamic potential. It allows for three types of solutions corresponding to ferromagnetic, quadrupolar, and paramagnetic phases. All these phases are studied in the next section.

4. Ground-state structure and single-particle excitations

To examine the ground state properties of the system under consideration, we address Eq. (17). These equations allow for three types of solutions (see Appendix B for details),

\[ F: \quad \zeta = \frac{1}{\sqrt{2}} (1, i, 0), \quad \mu = n_0 (U(0) + J(0)) + \frac{1}{3} n_0 K(0) - h, \]

\[ Q: \quad \zeta = (0, 0, 1), \quad \mu = n_0 U(0) + \frac{4}{3} n_0 K(0), \]

\[ P: \quad \zeta = \frac{1}{2} (a, ib, 0), \quad \mu = n_0 U(0) + \frac{4}{3} n_0 K(0), \]
\[ a = \exp(i\varphi_+)\sqrt{1 + \frac{h}{c}} + \exp(i\varphi_-)\sqrt{1 - \frac{h}{c}}, \]
\[ b = \exp(i\varphi_+)\sqrt{1 + \frac{h}{c}} - \exp(i\varphi_-)\sqrt{1 - \frac{h}{c}}. \]

In Eqs. (22), \( \varphi_{\pm} \) are real numbers and \( c = n_0(J(0) - K(0)) \). As we see below, all physical characteristics such as magnetization, pressure, single-particle excitation spectra are independent of \( \varphi_{\pm} \).

**Ferromagnetic phase (F).** The ferromagnetic state is governed by Eqs. (19). In this case the vector order parameter such as magnetization is given by

\[ \langle S^i \rangle = (\psi^* S^i \psi) = n_0 \delta_{iz}. \]

The quadrupole matrix (see Eq. (3)) for the ferromagnetic phase reads

\[ \langle Q \rangle = (\Psi^* Q \Psi) = n_0 \begin{pmatrix} -1/3 & 0 & 0 \\ 0 & -1/3 & 0 \\ 0 & 0 & 2/3 \end{pmatrix}. \]

The latter shows that the order parameter has rotational symmetry about the z axis since \( Q_{xx} = Q_{yy} \). Next, from Eqs. (16), (18), (19) one obtains the density of thermodynamic potential,

\[ \varpi = -\frac{1}{2} \left( \mu + h \right)^2 \frac{(1 - 3)K(0)}{U(0) + J(0) + (1/3)K(0)}. \]

For the ferromagnetic state to be stable, the density of thermodynamic potential must be negative (the pressure is positive). This yields the following necessary stability condition:

\[ U(0) + J(0) + \frac{1}{3}K(0) > 0. \]

In order to obtain the corresponding spectra of single-particle excitations, we return to the Hamiltonian quadratic in creation and annihilation operators given by Eq. (15). Employing the explicit form of spin and quadrupole operators and eliminating the chemical potential by using Eq. (19), one finds

\[ H^{(2)}(n_0) = H^{(2)}_1(n_0) + H^{(2)}_2(n_0), \]

where

\[ H^{(2)}_1(n_0) = \sum_{p \neq 0} \omega_p a^\dagger_p a_p, \]

and

\[ H^{(2)}_2(n_0) = \sum_{p \neq 0} a^\dagger_{p\alpha} A_{\alpha\beta} a_\beta + \frac{1}{2} \sum_{p \neq 0} a^\dagger_{p\alpha} B_{\alpha\beta}^* a_{-p\beta} + \frac{1}{2} \sum_{p \neq 0} a_{p\alpha} B_{\alpha\beta}^* a_{-p\beta}, \quad \alpha, \beta = x, y. \]
and

\[ B_{xx} = -B_{yy} = \frac{1}{2} n_0 U(p) - \frac{1}{2} n_0 J(p) + \frac{1}{6} n_0 K(p), \quad B_{xy} = B_{yx} = iB_{xx}. \]

In general, the Hamiltonian quadratic in creation and annihilation operators should be diagonalized as the whole operator. However, according to Eqs. (26), (27), the creation and annihilation operators in both parts of the total Hamiltonian do not mix with each other, so that \( \mathcal{H}_1^{(2)}(n_0) \) and \( \mathcal{H}_2^{(2)}(n_0) \) can be diagonalized separately. However, \( \mathcal{H}_1^{(2)}(n_0) \) has already a diagonal form with the following dispersion law:

\[ \omega_{px} = \varepsilon_p + h + n_0 [J(p) - J(0)] + n_0 [K(p) - K(0)]. \] 

Therefore, we only need to diagonalize \( \mathcal{H}_2^{(2)}(n_0) \). This can be done by employing the general Bogoliubov procedure [44] for diagonalizing a quadratic form given by Eq. (27). Following it, \( \mathcal{H}_2^{(2)}(n_0) \) can be reduced to the diagonal form,

\[ \mathcal{H}_2^{(2)}(n_0) = \sum_{\mathbf{p} \neq 0} \sum_{\gamma=x,y} \omega_{p\gamma} a^\dagger_{p\gamma} a_{p\gamma} + \mathcal{E}_0, \]

where \( \mathcal{E}_0 \) determines a correction to the ground state energy or the ground state thermodynamic potential, which is not considered in the present study. The single-particle excitation energies \( \omega_{px} \) and \( \omega_{py} \) are given by

\[ \omega_{px} = \varepsilon_p + 2h + 2n_0 [K(p) - K(0)], \] 

and

\[ \omega_{py} = \left[ \varepsilon_p^2 + 2\varepsilon_p n_0 \left( U(p) + J(p) + \frac{1}{3} K(p) \right) \right]^{1/2}. \] 

Therefore, the ferromagnetic state is characterized by three branches of the single-particle excitation spectrum. The first two branches, given by Eqs. (28) and (29), do not depend on the interaction amplitude \( U(p) \) and describe the spin-quadrupole waves. Both of them have the activation energy, or the energy gap. The third branch of the spectrum, determined by Eq. (30), represents the gapless Bogoliubov mode modified by spin-spin and quadrupole-quadrupole interactions. At small momenta, it becomes linear in \( \mathbf{p} \), \( \omega_{py} \approx sp \), where

\[ s = \sqrt{\frac{n_0}{m} \left( U(0) + J(0) + \frac{1}{3} K(0) \right)}. \]

is the speed of sound, which coincides with its general definition \( s = \sqrt{\partial P/\partial \rho_0} \), where \( \rho_0 = mn_0 \) is the mass density and \( P = -\nabla \psi \) is the pressure expressed in terms of \( \rho_0 \) according to Eqs. (19) and (23). The requirement for the speed of sound to be a real number results in the stability condition given by Eq. (24).

**Quadrupolar phase (Q).** The quadrupolar phase is characterized by a zero magnetization \( \langle S^i \rangle = 0 \), but it breaks the spin-rotation symmetry by developing an anisotropy in spin fluctuations [8]. Indeed, the state vector \( \zeta \), given by Eq. (20), simultaneously suppresses the magnetization,

\[ \langle S^i \rangle = (\Psi^\dagger S^i \Psi) = 0 \]
and breaks the spin-rotation symmetry,
\[ \langle (S^z)^2 \rangle = 0, \quad \langle (S^x)^2 \rangle = \langle (S^y)^2 \rangle = 1. \]

In this case, for the quadrupole matrix, we have
\[ \langle Q \rangle = \langle \Psi^\dagger Q \Psi \rangle = n_0 \left( \frac{2}{3} \delta_{ik} - 2 e_i e_k \right), \]
where a unit vector \( e_z = \pm 1 \) perpendicular to the plane of fluctuations is called a director. This indicates that the spin vector fluctuates in the \( xy \) plane. According to Eqs. (16), (18), and (20), the density of thermodynamic potential is
\[ \varpi = - \frac{1}{2} \mu^2 \frac{\mu^2}{U(0) + (4/3)K(0)}. \]
Note that in the quadrupolar phase, the density of thermodynamic potential is independent of the external magnetic field \( h \). Since \( \varpi \) should be negative, the stability condition reads
\[ U(0) + (4/3)K(0) > 0. \]

As before, the corresponding spectra of single-particle excitations are obtained from the general quadratic Hamiltonian given by Eq. (15). Using Eqs. (20) for the quadrupolar phase, the Hamiltonian can be written as a sum of two terms (see Eq. (25)), where
\[ H_1^{(2)}(n_0) = \sum_{p \neq 0} \alpha_p \delta_p a_p^\dagger a_p + \frac{1}{2} \sum_{p \neq 0} \beta_p \left[ b_p^\dagger a_{-p}^\dagger - a_{-p} a_p \right] \]
with
\[ \alpha_p = \varepsilon_p + \beta_p, \quad \beta_p = n_0 \left( U(p) + \frac{4}{3}K(p) \right). \]

Once the Hamiltonian has the form of Eq. (34), the quasiparticle energy can be written immediately as
\[ \omega_p = (\alpha_p^2 - \beta_p^2)^{1/2} \quad [45] \] or
\[ \omega_p = \left[ \varepsilon_p^2 + 2 \varepsilon_p n_0 \left( U(p) + \frac{4}{3}K(p) \right) \right]^{1/2}. \]

The second part of the Hamiltonian \( H_2^{(2)}(n_0) \), which can again be diagonalized separately, has the form of Eq. (27) in which the \( 2 \times 2 \) matrices \( A = A^\dagger \) and \( B = B^T \) have the following matrix elements:
\[ A_{xx} = A_{yy} = \varepsilon_p + n_0 J(p) - 2n_0 K(0) + n_0 K(p), \quad A_{xy} = A_{yx}^* = i h \]
and
\[ B_{xx} = B_{yy} = n_0 K(p) - n_0 J(p), \quad B_{xy} = B_{yx} = 0. \]

The general diagonalization procedure [44] applied to \( H_2^{(2)}(n_0) \) reduces the corresponding operator to the Hamiltonian of free quasiparticles with the following dispersion laws:
\[ \omega_{p,x,y} = \left[ (\varepsilon_p + n_0 J(p) + n_0 K(p) - 2n_0 K(0))^2 - (n_0 J(p) - n_0 K(p))^2 \right]^{1/2} \pm h. \]
Therefore, the quadrupolar phase under consideration is specified by three types of single-particle excitations. The first type, given by Eq. (35), is the Bogoliubov gapless mode modified by quadrupole degrees of freedom. It is independent of applied magnetic field $h$ and describes the phonon (density) excitations at small momentum, $\omega_{p_z} \approx sp$, where the speed of sound is given by

$$
 s = \sqrt{\frac{n_0}{m} \left( U(0) + \frac{4}{3} K(0) \right)}.
$$

(37)

In contrast to the ferromagnetic phase, the interaction amplitude $J(p)$ of spin-spin interaction does not contribute to this mode. Note that, just as in the ferromagnetic case, a speed of sound determined by Eq. (37) is consistent with its general definition, $s = \sqrt{\partial P / \partial \rho_0}$. For the system to be stable, the phonon mode (speed of sound) must be real. This implies the stability condition in the form of Eq. (33). The other two modes (see Eq. (36)), differing only by the sign of the magnetic field, do not contain the interaction amplitude $U(p)$ and describe the spin-quadrupole waves. In the general case, they have a gap $h$ that vanishes in the absence of a magnetic field.

**Paramagnetic phase (P).** Paramagnetic phase does not support any magnetization in the absence of an external magnetic field. Indeed, Eqs. (18) and (21) yield

$$
\langle S^i \rangle = (\psi^* S^i \psi) = \frac{h}{J(0) - K(0)} \delta_{iz}.
$$

For the paramagnetic state, the quadrupole tensor describing the anisotropy of spin fluctuations, according to Eq. (3), reads

$$
\langle Q \rangle = (\Psi^* Q \Psi) = n_0 \begin{pmatrix}
-1/3 - \gamma \cos(\phi_+ - \phi_-) & \gamma \sin(\phi_+ - \phi_-) & 0 \\
\gamma \sin(\phi_+ - \phi_-) & -1/3 + \gamma \cos(\phi_+ - \phi_-) & 0 \\
0 & 0 & 2/3
\end{pmatrix},
$$

(38)

where $\gamma = \sqrt{1 - (h/c)^2}$. Since $\phi_{\pm}$ are arbitrary real numbers, one can choose them to be zero without loss of generality. In this case, the off-diagonal matrix elements in Eq. (38) vanish and the spin fluctuations are anisotropic in the $xy$ plane because $\langle Q^{xx} \rangle \neq \langle Q^{yy} \rangle$. As we see below, all physical quantities such as magnetization, pressure, and quasiparticle energy are independent of $\phi_{\pm}$. In particular, the density of thermodynamic potential is found from Eqs. (16), (18), and (21),

$$
\bar{\omega} = -\frac{1}{2} \left( \frac{h^2}{J(0) - K(0)} + \frac{\mu^2}{U(0) + (4/3) K(0)} \right).
$$

(39)

For the paramagnetic phase to be stable, at least one of the following inequalities must hold:

$$
J(0) > K(0) \quad U(0) + (4/3) K(0) > 0.
$$

(40)

Moreover, in accordance with Eq. (22), one more condition

$$
h \leq n_0 |J(0) - K(0)|
$$

(41)
imposing a restriction on the magnetic field is necessary for the paramagnetic phase to be realized.

As in the previous two cases, the total quadratic Hamiltonian corresponding to paramagnetic phase splits into two operators \( \mathcal{H}_1^{(2)}(n_0) \) and \( \mathcal{H}_2^{(2)}(n_0) \), which can be diagonalized independently one of another. The first one, \( \mathcal{H}_1^{(2)}(n_0) \), has the form of Eq. (34) but with a different definition of \( \alpha_{pz} \) and \( \beta_{pz} \):

\[
\alpha_{pz} = \varepsilon_p + n_0 (J(p) + K(p) - 2K(0)), \quad \beta_{pz} = n_0 \gamma (K(p) - J(p)).
\]

The corresponding single-particle excitation energy of the diagonalized Hamiltonian is

\[
\omega_{pz} = (\alpha_{pz} - \beta_{pz})^{1/2}, \quad \text{or explicitly:}
\]

\[
\omega_{pz} = \left[ (\varepsilon_p + n_0 J(p) + n_0 K(p) - 2n_0 K(0))^2 - \gamma^2 (n_0 J(p) - n_0 K(p))^2 \right]^{1/2}.
\]  

(42)

The structure of the second operator \( \mathcal{H}_2^{(2)}(n_0) \) is given by Eq. (27) in which the matrix elements of Hermitian, \( A = A^\dagger \), and symmetric, \( B = B^T \), matrices are the following:

\[
A_{\rho\rho} = \varepsilon_p + \frac{n_0}{2} \left( U(p) + J(p) + \frac{7}{3} K(p) - 2K(0) \right),
\]

\[
\pm \frac{n_0 \gamma}{2} \left( U(p) - J(p) + \frac{1}{3} K(p) + 2K(0) \right),
\]

\[
A_{xy} = A_{yx} = -\frac{i n_0 \gamma}{2c} \left( U(p) + J(p) - \frac{5}{3} K(p) + 2K(0) \right),
\]

and

\[
B_{\rho\rho} = \pm \frac{n_0}{2} \left( U(p) + J(p) + \frac{1}{3} K(p) \right) + \frac{n_0 \gamma}{2} \left( U(p) - J(p) + \frac{7}{3} K(p) \right),
\]

\[
B_{xy} = B_{yx} = \frac{i n_0 \gamma}{2c} \left( U(p) + J(p) + \frac{1}{3} K(p) \right),
\]

where a plus sign in \( A_{\rho\rho} \) and \( B_{\rho\rho} (\rho = x, y) \) corresponds to \( A_{xx} \) and \( B_{xx} \), whereas a minus sign to \( A_{yy} \) and \( B_{yy} \). Next, following again the general procedure for diagonalizing quadratic Hamiltonians [44], we arrive at two additional modes of single-particle excitations,

\[
\omega_{px,y} = \left( \varepsilon_p^2 + D \varepsilon_p + F \pm \sqrt{G \varepsilon_p^2 + L \varepsilon_p + F^2} \right)^{1/2}
\]

where

\[
D = n_0 \left( U(p) + J(p) + \frac{7}{3} K(p) - 2K(0) \right),
\]

\[
F = 2n_0^2 (K(p) - K(0))^2 \left( \frac{\gamma^2 J(p) - K(p)}{K(p) - K(0)} + 1 \right),
\]

\[
G = n_0^2 \left( U(p) - J(p) + \frac{1}{3} K(p) + 2K(0) \right)^2 + 4n_0^2 \frac{\hbar^2}{c^2} (J(p) - K(p)) \left( U(p) - \frac{2}{3} K(p) + 2K(0) \right),
\]

\[
L = -4n_0^3 (K(p) - K(0))^2 \left[ U(p) + J(p) - \frac{5}{3} K(p) + 2K(0) \right]
\]
\[ +\gamma^2 \frac{J(p) - K(p)}{K(p) - K(0)} \left( U(p) - J(p) - \frac{5}{3} K(p) + 4K(0) \right) \].

Note that the first mode, given by Eq. (42), is always gapful with a gap vanishing at zero magnetic field (\( \gamma = 1 \)). It is independent of the interaction amplitude \( U(p) \) and describes the spin-quadrupole oscillations. As for the other two branches \( \omega_{p x,y} \), despite the fact that they are linear in momentum (in the limit \( p \to 0 \)), they do not provide a speed of sound consistent with its general definition \( s = \sqrt{\partial P/\partial \rho_0} \), where \( P = -\omega \) (see Eqs. (39) and (21)). Therefore, the density and spin-quadrupole excitations are coupled in these modes. It is worth noting that at zero magnetic field, all physical characteristics of paramagnetic phase such as the density of thermodynamic potential, chemical potential, single-particle excitation spectra coincide with those for the quadrupolar phase.

In the case when the interatomic interaction is SU(3) symmetric, i.e., \( J(p) = K(p) \), all the obtained results agree with the earlier study [27]. Moreover, the paramagnetic phase in this case can not occur as the ground state due to the difference \( J(0) - K(0) \) in the denominators of the relevant physical quantities (see Eqs. (21) and (39)). In case of SU(2) symmetric Hamiltonian, which is bilinear in spin operators and does not include the quadrupole degrees of freedom \( (K(p) = 0) \), the obtained results reproduce the studies with non-local interaction [19], [46]. If the interaction is taken to be of the contact type (local interaction),

\[ U(p) = U(0) = \frac{g_0 + 2g_2}{3}, \quad J(p) = J(0) = \frac{g_2 - g_0}{3}, \quad g_{1,2} = \frac{4\pi \hbar^2}{m} a_{0,2}, \tag{43} \]

where \( a_{0,2} \) are the s-wave scattering lengths corresponding to the total spin 0 or 2 of two colliding spin-1 atoms, the results are also in agreement with those obtained in Refs. [18], [20], [21].

Some comments should be made regarding the local interaction in theory of a weakly interacting Bose gas with BEC. Although the scattering-length approximation has been proved to be a powerful tool to describe the interaction effects in ultracold gases, it has some weak points. In particular, it does not take into account the finite range of the interaction potential and, as a consequence, the corresponding integrals governing the ground state energy or the chemical potential diverge at zero momentum, so that the well-known artificial renormalization procedure [24], [25] is required to remove the divergences occurring in the terms quadratic in the creation and annihilation operators (see Ref. [47] for higher order terms). Moreover, even after this procedure, the general equation in the consistent quadratic approximation (based on the Bogoliubov model) providing the minimum of the grand thermodynamic potential has no solution. At the same time, this equation has a solution for the potentials of a finite range [26]. Besides that, as it was shown in Sec. 1 (see also Ref. [27]), the scattering-length approximation does not allow one to take into account the possible manifestation of the quadrupole degrees of freedom in the effects of interatomic interaction in ultracold gases. Finally, even if the quadrupole degrees of freedom are not taken into account in the interaction Hamiltonian, \( K(p) = K(0) = 0 \), the single-particle excitation spectra
have an incomplete structure. Indeed, Eq. (28) shows that under conditions given by Eqs. (43), the corresponding single-particle excitation energy becomes fully independent of the interaction parameters, see also [18, 20, 21]. Meanwhile, it is clear that when describing a system of interacting atoms, the interaction parameters should determine the dispersion law of quasiparticles. A similar situation arises in the SU(3) symmetric case, when \( J(p) = K(p) \) [27]. The role of non-local interaction in physics of ultracold gases has been recently examined in a number of studies [26, 28–31].

5. Stability and phase diagram

In this section we illustrate the emerging magnetic phases for a weakly interacting gas of spin-1 atoms with Bose-Einstein condensate by plotting corresponding diagrams in the plane of dimensionless interaction parameters. This can be done by considering the necessary stability conditions (see Eqs. (24), (33), and (40)) and comparing the densities of the thermodynamic potential (see Eqs. (23), (32), and (32)) for each many-body state.
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**Figure 1.** Phase diagram with ferromagnetic (F), quadrupolar (Q) phases, and forbidden (phase separation) (PS) region with no stable condensate solution. The transition lines (I) \( J(0) = -U(0) - (1/3)K(0) \) and (II) \( K(0) = -(3/4)U(0) \) correspond to the boundaries of the stability conditions (see Eqs. (24) and (33)). On the line (III) \( J(0) = K(0) \), the densities of the thermodynamic potential (see Eqs. (23) and (32)) are equal.

Fig. 1 shows the phase diagram when the density of the thermodynamic potential is considered as a function of the condensate density \( \omega = \omega(n_0) \) (the chemical potential is eliminated for each phase by employing Eqs. (23)-(39)). The condensate density is assumed to be fixed. In this case, the paramagnetic phase loses to both ferromagnetic
(F) and quadrupolar (Q) states. In the red region, the condensate is unstable since the thermodynamic potential is positive (the pressure is negative). Conventionally, we call it as the phase separation (or forbidden) region (PS). This diagram demonstrates two interesting features of the system under consideration. The SU(3) symmetric case is realized on the line $J(0) = K(0)$, where the ferromagnetic and quadrupole phases are equally favorable. When the quadrupole degrees of freedom are not involved in the interaction Hamiltonian, $K(0) = 0$, the preference of a particular phase is determined only by the sign of the spin-spin interaction $J(0)$, like in the usual Heisenberg model.

Figure 2. Phase diagrams with ferromagnetic (F), quadrupolar (Q), paramagnetic (P) phases, and forbidden (phase separation) (PS) region with no stable condensate solution. The transition lines (I) $J(0) = -U(0) - (1/3)K(0)$ and (II) $K(0) = -(3/4)U(0)$ correspond to the boundaries of the stability conditions (see Eqs. (24) and (33)). On the line (III) $J(0) = K(0)$, the boundary of the stability condition (see Eq. (40)) is achieved or the densities of thermodynamic potential (see Eqs. (39) and (23)) are equal for (P) and (F) phases. On the line (IV) $J(0) = \left[1 + \frac{4}{3} \frac{2\mu h + h^2}{\mu^2}\right] K(0) + \frac{2\mu h + h^2}{\mu^2} U(0)$, the densities of the thermodynamic potential are equal (see Eqs. (23) and (32)).

If the system is described in terms of chemical potential, $\varpi = \varpi(\mu)$, there exist regions of parameters in which the paramagnetic phase is most favourable. Since the possibility of this phase to exist is determined by the magnitude of the magnetic field ($h < n_0|J(0) - K(0)|$), there must be two diagrams. The left diagram of Fig. 2 corresponds to the fulfillment of the indicated condition and the right one describes the case when the condition is not met. Both diagrams are plotted at fixed chemical potential. On the line (III) $J(0) = K(0)$, the boundary of the stability condition (see Eq. (40)) is achieved or the densities of thermodynamic potential (see Eqs. (39) and (23)) are equal for (P) and (F) phases. On the line (IV), the densities of the thermodynamic
potential (see Eqs. (23) and (32)) are equal. It is worth noting that according to the employed Bogoliubov approximation, the density of condensed atoms $n_i$ in any phase must be close to the total density $n$, $n - n_{0i} \ll n$.

6. Summary

We have obtained and analyzed a pairwise interaction Hamiltonian for a many-body system of spin-1 atoms in the context of studying interaction effects in ultracold gases. The resulting Hamiltonian includes eight Gell-Mann generators of the SU(3) group: three generators are associated with three components of a spin-1 operator, while the remaining five represent the quadrupole operators, which specify the quadrupole matrix describing the anisotropy of spin fluctuations. We have shown that the quadrupole degrees of freedom are irrelevant for ultracold gases with local interatomic interaction parameterized by the scattering length. However, they should be taken into account if the interaction is considered to be of non-local type. Next, we have applied the obtained interaction Hamiltonian to study the ground-state structure and corresponding single-particle excitations of a weakly interacting gas of spin-1 atoms with Bose-Einstein condensate in a magnetic field. This system exhibits three different types of magnetic ordering: ferromagnetic, quadrupolar, and paramagnetic. The basic thermodynamic quantities such as the ground state thermodynamic potential, pressure, single-particle excitations, and speed of sound are determined and analyzed for each phase. The phase diagram of the system is constructed and the role of non-local interaction in ultracold gases is discussed.
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Appendix A. Gell-Mann matrices and SU(3) algebra

The Gell-Mann matrices representing the generators of the SU(3) group are given by

\[
\lambda^1 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \lambda^2 = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \lambda^3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

\[
\lambda^4 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \lambda^5 = \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 0 \\ i & 0 & 0 \end{pmatrix}, \quad \lambda^6 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix},
\]
\[
\lambda^7 = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & -i \\
0 & i & 0
\end{pmatrix},
\quad \lambda^8 = \frac{1}{\sqrt{3}} \begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -2
\end{pmatrix}.
\] (A.1)

The above matrices, being Hermitian and traceless, have the following property:
\[
\text{Tr} \lambda^a \lambda^b = 2 \delta_{ab}
\] (A.2)

and meet the following permutation relations:
\[
[\lambda^a, \lambda^b] = 2i f^{abc} \lambda^c,
\] (A.3)

where \( f^{abc} \) are the structure constants of the SU(3) group. From Eq. (A.2), one obtains
\[
f^{abc} = -\frac{i}{4} \text{Tr} \lambda^c [\lambda^a, \lambda^b],
\]
whence
\[
f^{abc} = -f^{bac} = f^{bca}.
\] (A.4)

The structure constants \( f^{abc} \) have the following numerical values:
\[
f^{123} = 1, \quad f^{147} = -f^{156} = f^{246} = f^{257} = f^{345} = -f^{367} = \frac{1}{2}, \quad f^{456} = f^{678} = \frac{\sqrt{3}}{2}.
\] (A.5)

All other numerical values of \( f^{abc} \) not related to the indicated above by permutation are zero. The anticommutator of the Gell-Mann matrices, as well as the commutator, is linear in \( \lambda_a \):
\[
\{ \lambda^a, \lambda^b \} = \frac{4}{3} \delta_{ab} + 2d^{abc} \lambda^c,
\] (A.6)

where the coefficients \( d^{abc} \), symmetric over all indices, are given by
\[
d^{abc} = \frac{1}{4} \text{Tr} \lambda^c \{ \lambda^a, \lambda^b \}.
\]

The following values of \( d^{abc} \) are different from zero:
\[
\begin{align*}
d^{118} &= d^{228} = d^{338} = -d^{888} = \frac{1}{\sqrt{3}}, \\
d^{146} &= d^{157} = d^{256} = d^{344} = d^{355} = -d^{247} = -d^{366} = -d^{377} = \frac{1}{2}, \\
d^{448} &= d^{558} = d^{668} = d^{778} = -\frac{1}{2\sqrt{3}}.
\end{align*}
\] (A.7)

Appendix B. Solving equation for the vector order parameter

We recast Eq. (17) as the following coupled equations:
\[
\begin{align*}
a \zeta_x + c (\zeta_x^2 + \zeta_y^2 + \zeta_z^2) \zeta_x^* - ih \zeta_y &= 0, \\
a \zeta_y + c (\zeta_x^2 + \zeta_y^2 + \zeta_z^2) \zeta_y^* + ih \zeta_x &= 0, \\
a \zeta_z + c (\zeta_x^2 + \zeta_y^2 + \zeta_z^2) \zeta_z^* &= 0,
\end{align*}
\] (B.1)

where \( a = \mu - n_0 U(0) - \frac{1}{3} n_0 K(0) - n_0 J(0), \quad c = n_0 (J(0) - K(0)). \) The next steps are the following:
• to replace (B.1a) by the sum of (B.1a) multiplied on $\frac{1}{\sqrt{2}}$ and (B.1b) multiplied on $\frac{1}{\sqrt{2}}$;
• to replace (B.1b) by the difference of (B.1a) multiplied on $\frac{1}{\sqrt{2}}$ and (B.1b) multiplied on $i\sqrt{2}$.

Thus, we obtain:

\[
(a - h)\zeta_- + c\left(2\zeta_-\zeta_+ + \zeta_+^2\right)\zeta^*_+ = 0, \quad (B.2a)
\]
\[
(a + h)\zeta_+ + c\left(2\zeta_-\zeta_+ + \zeta_+^2\right)\zeta^*_- = 0, \quad (B.2b)
\]
\[
a\zeta_+ + c\left(2\zeta_-\zeta_+ + \zeta_+^2\right)\zeta^*_+ = 0, \quad (B.2c)
\]

where

\[
\zeta_x = \frac{1}{\sqrt{2}}(\zeta_+ + \zeta_-), \quad \zeta_y = \frac{i}{\sqrt{2}}(\zeta_+ - \zeta_-).
\]

If $\zeta_z = 0$, then Eq. (B.2c) is automatically satisfied and we have

\[
(a - h + 2c|\zeta_+|^2)\zeta_- = 0, \\
(a + h + 2c|\zeta_-|^2)\zeta_+ = 0.
\]

The solutions read

\[
a = \pm h, \quad \zeta_+ = \zeta_- = 0, \quad \zeta_+ = 1, \\
(a = -c), \quad \zeta_+ = 0, \quad |\zeta_+|^2 = \frac{1}{2}\left(1 \pm \frac{h}{c}\right).
\]

Note that the solutions in both lines depend on the direction of a magnetic field along z-axis. The solutions in the first and second lines correspond to ferromagnetic and paramagnetic phases (see Eqs. (19), (21)), respectively.

In case when $\zeta_+ = 0$ but $\zeta_- \neq 0$, we automatically get $\zeta_- = 0$, respectively, and $\zeta_z = 1$ ($a = -c$). This solution describes the quadrupolar phase (see Eq. (20)). The most nontrivial case, when all $\zeta_i \neq 0$ with $i = \{+, -, z\}$, is possible only if $h = 0$. This becomes evident if we express $\zeta^*_z$ from the sum of Eq. (B.2a) multiplied on $\zeta_+$ and Eq. (B.2b) multiplied on $\zeta_-$ with subsequent solving Eq. (B.2). Therefore, all solutions of Eqs. (B.1) are found at nonzero magnetic field.
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