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Abstract

It is well known that different algorithms perform differently well on an instance of an algorithmic problem, motivating algorithm selection (AS): Given an instance of an algorithmic problem, which is the most suitable algorithm to solve it? As such, the AS problem has received considerable attention resulting in various approaches – many of which either solve a regression or ranking problem under the hood. Although both of these formulations yield very natural ways to tackle AS, they have considerable weaknesses. On the one hand, correctly predicting the performance of an algorithm on an instance is a sufficient, but not a necessary condition to produce a correct ranking over algorithms and in particular ranking the best algorithm first. On the other hand, classical ranking approaches often do not account for concrete performance values available in the training data, but only leverage rankings composed from such data. We propose HARRIS-Hybrid rAnking and RegRessIon foreSts - a new algorithm selector leveraging special forests, combining the strengths of both approaches while alleviating their weaknesses. HARRIS’ decisions are based on a forest model, whose trees are created based on splits optimized on a hybrid ranking and regression loss function.

As our preliminary experimental study on ASLib shows, HARRIS improves over standard algorithm selection approaches on some scenarios showing that combining ranking and regression in trees is indeed promising for AS.

1 Introduction

To this day, there are competitions on solving hard instances of the SAT (boolean satisfiability problem) problem\textsuperscript{10,7}. In these competitions, one deals with a set of problems with the goal of solving them faster than the competitors. Here, the participants rarely use one algorithm to solve all problem instances. Instead, they utilize so-called algorithm selectors, often featuring machine learning models at their core, to predict the performance of different algorithms on the instance to select the one presumably performing best. In practice, most algorithm selectors either leverage a regression\textsuperscript{23,2,8} or a ranking\textsuperscript{3,6,20} model to predict the best algorithm.

Unfortunately, both ranking and regression models feature considerable drawbacks when used at the core of a selector. While creating a ranking across algorithms according to their predicted performance does indeed yield the correct ranking as long as the predictions are correct, such a ranking can also be created without correctly estimating the performance. More precisely, correct performance predictions are a sufficient, but not a necessary criterion to create a correct ranking across the algorithms. Correspondingly, one may wonder whether solving a regression problem might not be much harder than what is required. From this perspective, ranking models are a more intuitive solution. However, they often do not take the concrete performance values, which are usually present as training data, into account, but are trained based on rankings created from these.

6th Workshop on Meta-Learning at NeurIPS 2022, New Orleans.
Correspondingly, these ranking models are trained on qualitative comparisons losing the actual quantitative information contained in the precise performance evaluations. As such, they lack the means to quantify how close two algorithms are in a predicted ranking and thus are more susceptible to problems arising from algorithms with actually very similar performance.

In this paper, we propose a new algorithm selector leveraging a machine learning model trained based on a composite loss with both a ranking and regression component, dubbed HARRIS. In particular, the core of HARRIS is formed by a random forest, whose trees are formed according to splits optimized on the aforementioned composite loss. By doing so, HARRIS combines the strengths of both ranking and regression models while alleviating their weaknesses.

2 The Algorithm Selection Problem

In Algorithm Selection (AS) [15], we aim to find the best algorithm $A_i$ from a set of candidate algorithms $\{A_1, ..., A_k\} = \mathcal{A}$ for a problem instance $I \in \mathcal{I}$ from a problem instance space $\mathcal{I}$. Formally, we seek to find a mapping, called algorithm selector $s: \mathcal{I} \rightarrow \mathcal{A}$, which maximizes a costly-to-evaluate performance measure $m: \mathcal{A} \times \mathcal{I} \rightarrow \mathbb{R}$. Correspondingly, the optimal selector, called an oracle, is defined as

$$s^*(I) \in \arg \max_{A \in \mathcal{A}} E[m(A, I)].$$  (1)

As the performance measure $m$ is costly to evaluate, an exhaustive enumeration over the set of algorithms to choose the best performing one is no practical solution. This holds especially for constraint satisfaction problems, where one is finally interested in the solution to the instance, which is obtained as a result of the first algorithm run anyway. As a solution to this, most AS approaches leverage machine learning to learn a surrogate performance measure $\hat{m}: \mathcal{A} \times \mathcal{I} \rightarrow \mathbb{R}$ mimicking the original performance measure $m$, while, in contrast to the original performance measure, being cheap to evaluate. Using such a surrogate $\hat{m}$, selectors can be constructed as $s(I) = \arg \max_{A \in \mathcal{A}} \hat{m}(A, I)$.

To learn such surrogates, we assume that we can represent instances in terms of features, which are at least somewhat correlated with the performance of one or multiple of the algorithms. Formally, these features are computed by a feature function $g: \mathcal{I} \rightarrow \mathcal{X}$ and we will write $x_i \in \mathcal{X}$, when we want to address the features of instance $i \in \mathcal{I}$. When considering the algorithmic problem of SAT, such features could be, for example, the number of clauses or the number of variables. Moreover, we assume that we are given some prior evaluations of the performance measure $m$ for at least some of the algorithms on some training instances $\mathcal{I}_{\text{train}} \subset \mathcal{I}$, which we can use for learning. More formally, we assume training data with labels $y_I = [m(I, A_1), ..., m(I, A_k)] \in \mathbb{R}^k$ where $A_i \in \mathcal{A}$, i.e.,

$$\mathcal{D}_{\text{train}} = \{(x_I, y_I) | I \in \mathcal{I}_{\text{train}}\}.$$  (2)

3 From Pure Ranking or Regression to Hybrid Ranking and Regression

In practice, the surrogate performance measure $\hat{m}$ is often implemented as a regression or ranking model based on a loss function $\ell: \mathbb{R}^k \times \mathbb{R}^k \rightarrow \mathbb{R}$, where we assume rankings to be represented as a $k$-dimensional real-valued vector for simplicity. While the first kind of models is trained using a regression loss function such as the mean squared error, which is aimed at minimizing the differences between the predicted algorithm performances $\hat{m}(\cdot, \cdot)$ and the true performances $m(\cdot, \cdot)$ on the training data $\mathcal{D}$ making it a quantitative approach. Contrary to that, ranking models are trained based on ranking losses such as the (inverse of the) Spearman correlation [17], which tries to maximize the correlation between the ranking across the algorithms imposed by the predicted latent utility values $\hat{m}(\cdot, \cdot)$ and the ranking imposed by the true performances $m(\cdot, \cdot)$ making it a qualitative approach.

Recall that both of these approaches have a significant disadvantage: On the one hand, regression approaches try to predict the performance of an algorithm on an instance as accurately as possible, solving a, perhaps, harder problem than necessary as we are actually just interested in correctly ranking the algorithms. On the other hand, ranking approaches often ignore the concrete performance evaluations available in the training data and instead focus only on the ground truth ranking imposed by such values and correspondingly, ignore valuable data.
We assess the quality of HARRIS with an experimental evaluation on a small subset of the ASLib benchmark [2]. All experiments were run on Intel Xeon E5-2695 v3 @ 2.30GHz CPU and 64 GB RAM. To set our results into context, we evaluate against ISAC [11], random forest regressor (RFR)
that predicts each algorithm's performance with random forests, and SATzilla'11 \[22\] as done in several recent works \[21, 18, 19\]. In the interest of reproducibility, all code is available at Github link: https://github.com/LukasFehring/HARRIS-Hybrid_rAnking_and_RegRessIon_foreSts

The quality of each approach is evaluated using 10-fold cross validation with Kendall's Tau-b \[12\] and PAR10 \[2\]. Kendall’s Tau quantifies the correlation between two rankings, where 1 indicates a perfect and 1 an inverse correlation. The PAR10 score corresponds to the runtime of the selected algorithm, if it is below a threshold C and 10 · C otherwise. This threshold C is provided by the benchmark and corresponds to an upper bound on the runtime.

Table 1: Quality of the best known HARRIS configuration and competitors quantified with PAR10.

| Scenario Name          | HARRIS | ISAC  | RFR   | SAT   |
|------------------------|--------|-------|-------|-------|
| CSP-Minizinc-Time-2016 | 1194.64| 967.81| 772.20| 722.20|
| MIP-2016               | 476.97 | 1152.55| 532.35| 532.35|
| QBF-2016              | 1194.64| 967.81| 772.20| 722.20|
| CPM-2015              | 1044.55| 532.35| 2101.76| 2101.76|
| ASP-POLEASSO           | 1038.08| 532.35| 2101.76| 2101.76|
| MAXSAT12-PMS          | 1058.08| 532.35| 2101.76| 2101.76|
| QBF-2011              | 1044.55| 532.35| 2101.76| 2101.76|
| SAT12-RAND            | 1058.08| 532.35| 2101.76| 2101.76|
| SAT12-ALL             | 1044.55| 532.35| 2101.76| 2101.76|
| Average Rank           | 2.11   | 2.33  | 2.00  | 2.00  |

Table 1 displays the PAR10 scores averaged across all folds of each approach on the corresponding scenario including the standard deviation. Bold letters indicate the best performance. Note that the performances shown for HARRIS are optimistic as they correspond to the best performance achieved by varying \( \lambda \) in steps of 0.1 and the tree depth in \{2, 4, 6, 8, 10\}. Thus, they can only serve to get an idea of what HARRIS is capable of, if \( \lambda \) can be tuned correctly. According to the average rank, HARRIS is the second best approach.
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Figure 1: Visulisation of \( \lambda \)’s impact on the quality of HARRIS

Figure 1 visualizes the change in quality of HARRIS with fixed depth for varying \( \lambda \) in the PAR10 metric. The results indicate that while \( \lambda \) strongly impacts the overall model quality, there are scenarios for which HARRIS is the superior/inferior model. More figures can be found in the appendix (Section 7).

6 Conclusion

In this work, we proposed a hybrid ranking and regression tree-based approach to AS called, HARRIS. Conceptually, HARRIS alleviates the weaknesses of pure ranking and regression AS solutions. In a prototypical experimental study, we showed that with appropriately set hyperparameters, HARRIS can outperform existing algorithm selectors on some scenarios. In future work, we plan to investigate whether tuning these hyperparameters automatically via means of hyperparameter optimization \[1\] yields good values on a scenario as suggested in \[14\]. Moreover, we plan to investigate other options for combining regression and ranking loss functions, for example, by working with probabilistic loss functions as this alleviates possible problems related to different scales.
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7 Appendix

Benchmark Scenarios

As mentioned in the paper, we evaluated the competitors performances with the ASlib [2] benchmark. However, we were not able to evaluate on all scenarios but just a subset of them. Key properties of them are shown in Table 2.

Table 2: Properties of the benchmark scenarios used for model evaluation.

| Scenario             | Problem Instances | Algorithms | Features | Unsolved Instances | Proportion Unsolved Instances | Proportion Missing Evaluation | Cutoff |
|----------------------|-------------------|------------|----------|--------------------|------------------------------|------------------------------|--------|
| ASP-POTASSCO         | 1294              | 11         | 0.08     | 82                 | 0.05                         | 0.28                         | 600.0  |
| CPMP-2015            | 527               | 4          | 0.22     | 0                  | 0.00                         | 0.50                         | 3600.0 |
| CSP-Minizinc-Time-2016| 100               | 20         | 0.95     | 17                 | 0.15                         | 0.54                         | 1200.0 |
| MAXSAT12-PMS         | 876               | 6          | 0.37     | 129                | 0.15                         | 0.41                         | 2100.0 |
| MIP-2016             | 218               | 5          | 0.14     | 134                | 0.05                         | 0.61                         | 7200.0 |
| QBF-2011             | 1768              | 5          | 0.46     | 314                | 0.23                         | 0.67                         | 3600.0 |
| QBF-2016             | 825               | 24         | 0.46     | 55                 | 0.07                         | 0.36                         | 1800.0 |
| SAT12-HAND           | 767               | 31         | 0.15     | 229                | 0.30                         | 0.67                         | 1200.0 |
| SAT12-INDU           | 1167              | 31         | 0.11     | 209                | 0.18                         | 0.50                         | 1200.0 |

An instance is unsolved if no candidate algorithm solves the instance before the cutoff is reached. An evaluation of some algorithm on an instance is missing if the algorithm does not finish it’s calculation before the cutoff is reached.

Further Evaluation Results

In the paper we were only able to give a brief overview over the results of our evaluation. Further results are shown in the following figures.

Figure 2 shows the results of our PAR10 evaluation for all considered scenarios.
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Figure 2: Quality Comparison of different HARRIS configurations with the Random Forest Regressor. The model quality is quantified with PAR10.

Figure 3 shows the results of our Kendall’s Tau-b evaluation for all considered scenarios.

![Figure 3](image-url)
Figure 3: Quality Comparison of different HARRIS combinations with the Random Forest Regressor. The model quality is quantified with the Kendall’s Tau metric.

Figure 4 shows the results of our evaluation of different tree depths in terms of the PAR10 number of the resulting algorithm selector.

Figure 4: Evaluation of the stopping criterion’s impact on the overall model quality. Note that the results indicate that HARRIS might improve for increasing depth on some scenarios.