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Abstract

School choice is the two-sided matching market where students (on one side) are to be matched with schools (on the other side) based on their mutual preferences. The classical algorithm to solve this problem is the celebrated deferred acceptance procedure, proposed by Gale and Shapley. After both sides have revealed their mutual preferences, the algorithm computes an optimal stable matching. Most often in practice, notably when the process is implemented by a national clearinghouse and thousands of schools enter the market, there is a quota on the number of applications that a student can submit: students have to perform a partial revelation of their preferences, based on partial information on the market. We model this situation by drawing each student type from a publicly known distribution and study Nash equilibria of the corresponding Bayesian game. We focus on symmetric equilibria, in which all students play the same strategy. We show existence of these equilibria in the general case, and provide two algorithms to compute such equilibria under additional assumptions, including the case where schools have identical preferences over students.

1 Introduction

School choice is referred in the literature as the two-sided matching market where students (on one side) are to be matched with schools (on the other side) based on their mutual preferences. The classical algorithm to solve this problem is the celebrated deferred acceptance procedure, proposed by Gale and Shapley [GS62], and since implemented by many clearinghouse [AS03, APR05, CEE +19]. Most often in practice, the clearinghouse sets an upper quota on the number of applications each student can submit. This requires a strategic behaviour from students who should find a balance between applications to top-tier schools and applications to less attractive but also less selective lower-tier schools.

The existence and computability of Nash equilibria is a desirable property for two reasons. First, Nash equilibria are among the possible long-term outcomes of the market, possibly emerging after a series of best-response dynamics or evolutional selection of strategies. Second, and most importantly, being able to compute a Nash equilibrium provides a solid basis to develop a recommendation system in order to help the students to select the schools they want to apply to.

In case complete information about the preferences of the students and schools is available, implementing a Nash equilibrium is rather easy. The strategic behaviour of students limited to a fixed number of options was studied by Romero-Medina [RM98], and later investigated by Calsamiglia, Haeringer and Klijn [HK09, CHK10]. After a pre-computation of the student-optimal stable matching $\mu_S$, a simple recommendation can be made to every student matched in $\mu_S$: they only need to apply to a single school, their match in $\mu_S$. As a direct corollary of [DF81, Rot82], this leads to a Nash equilibrium. Remark that student unmatched in $\mu_S$ won’t be matched in this equilibrium, whatever strategy they choose.

In practice, assuming that the student-optimal stable matching is computable ex-ante is rather unrealistic. For example, in the French college admission system “Parcoursup”, there are more than 900000 students signed up. Applicants should report a shortlist of 20 wishes before a fixed deadline. Based on statistics of previous years, one might evaluate how the grades of a particular student compare to others and evaluate the percentage of students that will be ranked higher in a particular school. But acquiring before the deadline the information needed for an exact computation of the student-optimal matching is unfeasible.
In this paper, we propose a formal model for the constrained school choice with incomplete information, and study the existence and computability of Nash equilibria in the associated incomplete information game. In our model, each student draws a type from a publicly known distribution $\mu$ (see Section 2). In Section 3, we detail interesting examples that can be used to state recommendations for students, schools and decision makers. In Section 4, we give the proof of existence of a symmetric Bayes-Nash equilibrium (Theorem 4.1). In Section 5 we give efficient algorithms to compute equilibria when the number of types is finite and additional hypotheses are made, including the case where schools have identical preferences over students (Theorems 5.1, 5.4 and 5.3). In Section 6 we prove a convergence theorem, showing that one can compute an equilibrium for a game with a continuous type distribution $\mu$, using a (weakly) converging sequence of distributions $(\mu_k)_{k \geq 1}$ having finite supports (Theorem 6.3).

Related work. This paper is closely related to the literature of matching under random preferences. Pittel [Pit92] study balanced matching markets with uniformly random preferences. Rephrasing his results in our setting, the student-proposing deferred acceptance procedure matches with high probability every student to one of her top $\log^2 n$ choices, which proves that an upper quota of $\log^2 n$ applications per student does not deteriorate the outcome. Immorlica and Mahdian [IM15], and Kojima and Pathak [KP09] study matching markets where one side of the market has random preference lists of constant size, and show that such markets have a (nearly) unique stable matching. When quotas are constant and preferences are uniform, this implies that games based on student or school proposing deferred acceptance are (almost) the same.

More recent papers discuss the effect of an upper quota on the number of applications. Beyhaghi, Saban and Tardos [BST17] study the efficiency of equilibria in a model where each side is divided into two uniform tiers, and each student chooses her number of applications to top-tier schools. Beyhaghi and Tardos [BT21] study the social welfare (size of the matching) as a function of the number of applications, in a model where preferences of agents are drawn uniformly at random. Echenique, Gonzalez, Wilson and Yariv [EGWY20] examine the National Resident Matching Program and argue that doctors are strategic when reporting their preferences.

The best response of a student to the strategies of others is related to the simulatenous search literature. Chade and Smith [CS06] discuss the problem where one student must choose a portfolio of schools in which she applies: each application has a cost, a probability of success and a cardinal utility. Pittel [Pit92] study balanced matching markets with uniformly random preferences. Each student knows her own type $t_i$ drawn from a probability distribution $\mu$ (private information) and the distribution $\mu$ (common information). Each school $j$ has a capacity $c_j$, a bounded measurable value function $v_j : T \to \mathbb{R}_+$ and a measurable scoring function $s_j : T \to [0, 1]$.

2 The model

We consider a game where players are students who do not know the exact preferences of other students. For the sake of modeling, each student has a type $T = [0, 1]^d$ with $d \geq 1$, which can be thought as a feature vector representing both her preferences and characteristics. Types are drawn without replacement from the set of types, using a probability distribution $\mu \in \Delta(T)$. Each student $i$ knows her own type $t_i \in T$ (private information) and the distribution $\mu$ (common information). Each school $j$ has a capacity $c_j$, a bounded measurable value function $v_j : T \to \mathbb{R}_+$ and a measurable scoring function $s_j : T \to [0, 1]$.

---

1Types are drawn without replacement in order to have a well defined game when the distribution $\mu$ is discrete. This does not mean students cannot have the same preferences over schools, as one can duplicate types by increasing the dimension $d$ of the type space. When the distribution is non-atomic, types are drawn independently.
The set of actions $A$ is the set of preference lists containing at most $\ell$ schools\(^2\). Each student $i$ reports a preference list $a_i \in A$. Schools sort students by decreasing score, breaking ties uniformly at random. Then, we compute a matching using the student proposing deferred acceptance algorithm. Each student $i$ receives a utility $v_j(t_i)$ if she is assigned to school $j$, and a utility of 0 is she stays unmatched.

**Algorithm 2.1** Description of the matching game

| Game parameters: $n, m, A, T; (v_j)_{j \in [m]}, (c_j)_{j \in [m]}$ and $(s_j)_{j \in [m]}$. |
| **Function** $\text{Utility}((t_i, a_i)_{i \in [n]} \in (T \times A)^n)$ |
| Student $i$ has type $t_i$, reports the preference list $a_i$, and her score at school $j$ is $s_j(t_i)$. |
| School $j$ has capacity $c_j$, sorts students by decreasing scores, breaking ties uniformly at random. |
| Students are assigned to schools using the student proposing deferred acceptance algorithm. Each student $i$ receives utility $u_i = v_j(t_i)$ if she assigned to school $j$, and $u_i = 0$ if she is unassigned. |
| **Return** the vector of utilities $(u_i)_{i \in [n]}$, averaged over all possible tie-breaking choices. |

Students choose their actions strategically: the set of (behavioral) strategies $S$ is the set of measurable function $p : T \to \Delta(A)$. A strategy profile is a vector of strategies $(p_i)_{i \in [n]} \in S^n$, where $p_i$ is the strategy of student $i$ and $p_{-i}$ denotes the vector of strategies of all students except $i$. Under this strategy profile, the expected payoff of student $i$ is denoted $U_{\mu}(p_i, p_{-i})$, this is the $i$-th component of the vector $E_{\mu} \left[ \text{Utility}((t_i, a_i)_{i \in [n]}) \right]$, where the expectation is taken over the random draws of $t$ and $a_i$‘s are drawn without replacement from $\mu$ and each $a_i$ is drawn from $p_i(t_i)$. Notice that this definition already incorporates the symmetry of the game: if the strategies in $p_{-i}$ are permuted, the payoff of player $i$ does not change, and if we swap two players, their payoffs are swapped accordingly. In other words, the payoff of a player only depends on his own strategy and the multiset of strategies played by the other players, independently of each player’s identity.

A strategy profile is a Bayes-Nash equilibrium if each student cannot improve her utility by deviating from the strategy profile. More precisely, $(p_i)_{i \in [n]} \in S^n$ is an equilibrium if $U_{\mu}(p^*, p_{-i}) \leq U_{\mu}(p_i, p_{-i})$ for every $i \in [n]$ and $p^* \in S$.

Our first theorem states that the strategic part of the game for a student is to choose her (unordered) set of applications. More precisely, once she decided which schools she will apply to, it is optimal for her to sort schools by decreasing value. As a Corollary, when $\ell = m$, the set of actions $A$ is unconstrained and contains all the permutations over schools, thus sorting schools by decreasing score is a dominant strategy.

**Theorem 2.1.** Let $t \in T$ be a type and $a \in A$ be an action, and define $a^*$ the preference list where schools from $a$ are sorted by non-increasing order of value $v_j(t)$. If $a^*$ is a valid action, then for a student of type $t$ reporting $a^*$ dominates reporting $a$.

**Proof.** See Theorem 9 from [DF81] or Lemma 8.1 from [HK09].

3 Motivating examples

3.1 Complete information

Recall that types of students are drawn without replacement from $\mu$. Thus, if $\mu$ is a discrete distribution with a finite support of size $n$, then students exactly know the types of other students, which proves that complete information is a special case of our model.

Haeringer and Klijn [HK09] study an equivalent complete information game: $n$ students and $m$ schools have ordinal preferences over one another, and each student must report preference lists of length at most $\ell$ to the clearinghouse. When $\ell = 1$, they show that each stable matching can be implemented at equilibrium (Proposition 6.1), and the outcome of every equilibrium is a

\(^2\)More generally, results of this paper hold if $A$ is an arbitrary subset of preference lists over schools.
stable matching (Proposition 6.3). Additionally\(^3\), they give examples to show that when \(\ell > 1\), the outcome of some equilibrium can be unstable (Examples 6.6, 8.3, 8.4 and 8.5). In Figure 1, we reproduce Example 8.3 from [HK09].

In general, because every stable matching can be implemented by an equilibrium, a necessary condition for the outcome to be unique is to have a unique stable matching. This condition however is not sufficient, as Figure 1 illustrates with an example having a unique stable matching but several possible outcomes when \(\ell = 2\). In Theorem 3.2, we show that \(\alpha\)-reducibility is a sufficient condition for having a unique outcome. The notion of \(\alpha\)-reducibility was introduced by Alcade [Alc94] in the context of stable roommates, then investigated by Clark [Cla06] who showed it is equivalent to having a unique stable matching in every sub-market (Theorems 4 and 5).

**Definition 3.1** (\(\alpha\)-reducibility). We say that a two-sided matching market is \(\alpha\)-reducible if for every subset of students \(A \subseteq [n]\) and subset of schools \(B \subseteq [m]\), there exist a fixed pair \((i,j) \in A \times B\) such that \(i\) and \(j\) prefer each other to everyone else in \(A\) and \(B\).

**Theorem 3.2.** If the two-sided matching market is \(\alpha\)-reducible, then for every \(\ell \geq 1\) the outcome of every Nash equilibrium is the unique stable matching.

\(^3\)When \(\ell \geq 1\), Haeringer and Klijn [HK09] also give (Theorem 6.6) a necessary and sufficient condition on the preferences of schools such that the outcome is stable for every preferences of students and for every equilibrium. This result is in general incomparable with our Theorem 3.2.
Risk aversion. In Figure 2, if students were allowed to apply to both schools, the student proposing deferred acceptance procedure would always choose the student optimal stable matching. However, for some reason, the clearinghouse only allows students to apply to one school. In order to maximize their expected utilities, students can either prioritize the value they give to schools, or the likelihood of being accepted. Figure 3 illustrates two families of Bayes-Nash equilibria, as a function of $r$: the more risk averse students are, the less likely is the student optimal matching to be chosen.

Multiple equilibria. In the complete information case, every stable matching induces an equilibrium. In the incomplete information case, having multiple stable matchings can induce an infinite number of equilibria. Figure 4(a) gives an example with a continuum of equilibria, such that the expected payoff of each student type is non-increasing (from left to right). When multiple stable matchings exist, the left-most equilibrium always implement the student optimal stable matching, and the right-most equilibrium always implement the school optimal stable matching. Conversely, Figure 4(b) gives an example with an infinite number of equilibria where each student type receives exactly the same expected utility from every equilibrium.

3.3 Aligned preferences

Computing an equilibrium by induction. When preferences of schools are identical (scoring functions are equal), the best student can ensure she will be matched with her favorite school. When preferences of students are identical (value functions are constant), the student ranked first by the best school can ensure she will be matched with her favorite school. An equilibrium for such games can be computed by eliminating dominant strategies: when each type’s payoff does not depend on the strategies of types having lower scores, we can proceed by induction. Figures 5 and 6 give two examples of such games, and illustrate the type of recommendation one could provide to students using this approach.

Identical schools. Theorem 3.2 shows that if the matching market is $\alpha$-reducible and students have perfect information, then every equilibrium yields the same outcome. In the incomplete information case, it is a natural question to ask if the same is true assuming strong $\alpha$-reducibility. Figure 7 provides a counter-example with three students and three identical schools. If students can only apply to two schools, one student will stay unassigned with positive probability. One way for the students to reduce this probability is to privately agree that one of the school is a “safety choice” which is always ranked last. Even if schools were a priori identical, such strategies impact the quality of students selected in the safety school, which may cause a differentiation between the schools from one year to the next. Such an example could be interpreted as a recommendation for identical schools to merge their selection process.
(a) Family of equilibria when the distribution $\mu$ is uniform over the diagonal $\{(x, y) \in T \mid x + y = 1\}$. The strategy of a student having type $(x, 1-x)$ is represented by the color of the point on the $x$-axis. The different plots correspond to the expected utility from each action, for a student of type $(x, 1-x)$, when the other students play the equilibrium strategy.

(b) Family of equilibria when the distribution $\mu$ is uniform over $T$. The strategy of a student having type $(x, y)$ is represented by the color of the point at those coordinates.

Figure 3. Family of symmetric Bayes-Nash equilibria when $\ell = 1$ in the game described in Figure 2. When students are not risk averse ($r < 1$), they tend to apply according to their preferences. When students are risk averse ($r > 1$), they tend to apply according to their chance of being accepted.

(a) Five different equilibria when the distribution $\mu$ is uniform over the diagonal $\{(x, y) \in T \mid x + y = 1\}$. Students’ utility induce a total ordering over the family of equilibria, where the leftmost equilibrium is student optimal and the rightmost equilibrium is student pessimal.

(b) Eight different equilibria when the distribution $\mu$ is uniform over $T$. Notice that for every fixed $x$ (or $y$), the fractions of types applying to schools 1 and 2 is the same. Thus, in each equilibrium, a student of type $(x, y)$ is accepted to school 1 (resp. 2) with probability $(1 + y)/2$ (resp. $(1 + x)/2$) and her expected utility is $(1 + x)(1 + y)/2$ for both schools.

Figure 4. Multiple Bayes-Nash equilibria when $\ell = 1$ and $r = 1$ in the game described in Figure 2. Such phenomenon can be explained by the multiplicity of stable matchings (see panel a), or by a “purification theorem” type of argument (see panel b).
Equilibrium:

Figure 5. Example where preferences of schools are aligned (scoring functions are equal to \( s \)). The two dimensions of a student’s type can be thought as her affinity with maths and with art. Schools sort students by decreasing order of euclidean norm. School 1 is a math school, and is preferred by students with a good affinity with math. School 2 is an art school, and is preferred by students with a good affinity with art. Risk aversion is modeled with the parameter \( r \geq 0 \). Each student can apply to \( \ell = 1 \) school, and the strategy of a student having type \((x,y)\) is represented by the color of the point at those coordinates.

Figure 6. Example where preferences of students are aligned (value functions are constant). The two dimensions of a student’s type can be thought as her grades in maths and in art. School 1 has one seat and gives more importance to the math grade. School 2 has two seats and gives more importance to the art grade. Risk aversion is modeled with the parameter \( r \geq 0 \). Each student can apply to \( \ell = 1 \) school, and the strategy of a student having type \((x,y)\) is represented by the color of the point at those coordinates.
Denote $q_{i,j}(t)$ the probability that a student of type $t$ will be rejected from schools $i$ and $j$, because the other two students have types $> t$ and have already been assigned to those two seats. Denote $u(t)$ the expected utility of a student of type $t$ at equilibrium.

Equilibrium #1: every student draws a list uniformly at random, among the 6 possible lists of length 2.

Equilibrium #2: every student chooses uniformly at random between the lists $(1, 3)$ and $(2, 3)$.

**Figure 7.** Example with $n = 3$ students, $m = 3$ identical schools, and $\ell = 2$ applications per student. If students had perfect information or where allowed to apply to all 3 schools, they will all be assigned and will always receive a payoff of 1. When students have imperfect information and can only apply to 2 schools, every symmetric equilibrium will leave a student unassigned with positive probability. The intuition behind the improved payoff in equilibrium #2 is that students privately agree that school 3 is a “safety choice”.

**Figure 8.** Example where preferences of schools and students are aligned. If students are allowed to apply to all the schools, their outcome is determined by their rank. Let $R_t$ be the rank of a student of type $t$. Then $R_t - 1$ follows a binomial distribution of parameter $(n - 1, 1 - t)$, whose cumulative function can be expressed using the regularized incomplete beta function $I$. In particular, a student of type $t = 0.6$ will be assigned to school 3 with probability $I_{0.6}(30, 20) - I_{0.6}(35, 15) \approx 43\%$. For every $t$, one could observe that the combined probability of the 2 least likely outcomes never exceeds 2\%. Hence when students are restricted to 3 applications, each student can, at least 98\% of the time, ensure the same outcome as the one when everyone has 5 applications.
Number of applications. Figure 8 gives an example where both the preferences of students and schools are aligned. In such case there is a unique stable matching where the outcome of a student is determined by her rank: the best students are matched to the best school, the next students are matched to the second school, and so on. A student who has incomplete information and only knows her expected rank can try to apply to all the school in a “window” around her expected outcome. Using Hoeffding’s inequality, the real rank of a student is at most $x\sqrt{n}$ away from her expected rank, with probability at least $1-2e^{-2x^2}$. If schools have capacity $c$, then an upper quota of $\mathcal{O}(\sqrt{n}/c)$ applications is already large enough for students to ensure they get the same outcome they would obtain when applying to all the schools, with good probability. Such reasoning could be helpful to decision makers when setting an upper quota on the number of applications.

4 Existence of a Bayes-Nash equilibrium

4.1 Induced normal form

Following Milgrom and Weber [MW85], we define distributional strategies as the set $\tilde{S}_\mu$ of probability distributions $\tilde{p} \in \Delta(T \times A)$ such that the marginal distribution on $T$ is the distribution $\mu$. In our setting, behavioral and distributional strategies are equivalent as there is a many-to-one mapping from a behavioral strategy $\mu$ to the corresponding distributional strategy $\tilde{p}$.

- Given $\mu \in \Delta(T)$ and $p \in S$, we define the distribution $\tilde{p}$ such that $\tilde{p}(B \times \{a\}) = \int_B p(t,a) d\mu(t)$ for every Borel subset $B \subseteq T$ and for every action $a \in A$.

- Conversely, given $\tilde{p} \in \Delta(T \times A)$, first define the marginal distribution $\mu$ such that $\mu(B) = \tilde{p}(B \times A)$ for every Borel subset $B \subseteq T$. Then, for every action $a \in A$ the measure $B \mapsto \tilde{p}(B \times \{a\})$ is absolutely continuous with respect to $\mu$, hence Radon-Nikodym theorem gives the existence of a measurable function $t \mapsto p(t,a)$ such that $\tilde{p}(B \times \{a\}) = \int_B p(t,a) d\mu(t)$ for every $B \subseteq T$.

We now define the payoff function $\hat{U}$ for distributional strategies. For every $(\tilde{p}_i)_{i \in [n]} \in \Delta(T \times A)^n$ we set

$$
(\hat{U}(\tilde{p}_i, \tilde{p}_{-i}))_{i \in [n]} = \frac{\sum_{a \in A^n} \int_{t \in \Delta^n} \text{Utility}((t_i, a_i)_{i \in [n]})) \cdot \mathbb{1}[\text{all } t_i\text{'s are distinct}] \cdot \prod_{i \in [n]} d\tilde{p}_i(t_i, a_i)}{\sum_{a \in A^n} \int_{t \in \Delta^n} \mathbb{1}[\text{all } t_i\text{'s are distinct}] \cdot \prod_{i \in [n]} d\tilde{p}_i(t_i, a_i)}
$$

Notice that the transformation from behavioral to distributional strategies is payoff-preserving, that is

$$
\forall (p_i)_{i \in [n]} \in S^n, \quad (U_\mu(p_i, p_{-i}))_{i \in [n]} = (\hat{U}(\tilde{p}_i, \tilde{p}_{-i}))_{i \in [n]}.
$$

The induced normal form of the Bayesian game is the surrogate symmetric $n$ players game $G_\mu = \langle n, \tilde{S}_\mu, \hat{U} \rangle$, where the set of actions is the set of distributional strategies $\tilde{S}_\mu$. Thus, a behavioral strategy profile $(p_i)_{i \in [n]}$ is a mixed Bayes-Nash equilibrium in the original Bayesian game if and only if the corresponding distributional strategy profile $(\tilde{p}_i)_{i \in [n]}$ is a pure Nash equilibrium in $G_\mu$.

The notion of $\varepsilon$-equilibrium in the induced normal form game $G_\mu$ exactly corresponds to ex-ante $\varepsilon$-equilibrium in the Bayesian game, that is a strategy profile where no student can deviate and win more than $\varepsilon$, in average before drawing her type.

4.2 Existence theorem

We are now ready to prove the existence of an equilibrium for the game $G_\mu$, and thus for the Bayesian game.

Theorem 4.1. The game $G_\mu$ has a symmetric equilibrium.

Proof. We apply Proposition 1, Proposition 3, and Theorem 1 from [MW85]. Because the set of actions $A$ is finite, the game has equicontinuous payoffs (R1). Types of students are drawn without replacement from $\mu$, which is equivalent with sampling types independently and condition on the fact that types are distinct. Thus the distribution over $T^n$ (types drawn without replacement)
is absolutely continuous with respect to the product distribution (types drawn independently), which proves that the game has absolutely continuous information (R2). Milgrom and Weber use Glicksberg’s Theorem to prove that the best response correspondence has a fixpoint, which gives existence of a Nash equilibrium. Proving the existence of a symmetric equilibrium only requires a small modification of the best response correspondence, see for example [CRVW04].

4.3 Computability in the finite case

When the distribution \( \mu \) is discrete and has a finite support \( \{t_1, \ldots, t_k\} \) of size \( k \geq n \), we define the symmetric agent-form game \( G'_\nu = (k, A, V) \), where each player corresponds to a type, and the payoff function \( V : A^k \rightarrow \mathbb{R}^k_+ \) is a vector-valued function, such that the \( i \)-th coordinate of \( V(a) \) is equal to the expected payoff of a student of type \( t_i \) in the Bayesian game (the expectation is taken over the types of the \( n-1 \) other students) when a player of type \( t_j \) plays \( a_j \). By construction, \( p \in S \) is a symmetric equilibrium of the Bayesian game if and only if \( \{p(t_i)\}_{\in \{k\}} \in \Delta(A)^k \) is a mixed equilibrium of the agent-form game.

The notion of \( \varepsilon \)-equilibrium in the symmetric agent-form game \( G'_\varepsilon \) exactly corresponds to interim \( \varepsilon \)-equilibrium in the Bayesian game, where no student can deviate and win more that \( \varepsilon \) after drawing her type (but before drawing the types of other players). Because an interim approximate equilibrium is also an ex-ante approximate equilibrium, any \( \varepsilon \)-equilibrium of the game \( G'_\varepsilon \) induces an \( \varepsilon \)-equilibrium of the game \( G'_{\varepsilon} \).

**Theorem 4.2.** For the game \( G'_\varepsilon \), computing an exact equilibrium is in the class \( \text{FIXP} \), and computing an approximate \( \varepsilon \)-equilibrium with \( \varepsilon > 0 \) is in the class \( \text{PPAD} \).

Proof. The game \( G'_\varepsilon \) is a \( k \)-players game in normal form, where the payoff function \( V \) is given by a matrix of size \( k \cdot |A|^k \). As such, the problems of computing exact and approximate equilibria are respectively in the classes \( \text{FIXP} \) and \( \text{PPAD} \), see for example [Yan09].

5 Efficient computation of the equilibrium

In this section we provide efficient algorithms to compute an equilibrium when \( \mu \) has a finite support. The student-proposing deferred acceptance procedure being quite complex, we will make some assumption on the preferences of schools and students in order to simplify the matching procedure. More precisely, Algorithm 5.1 simplifies the function \( \text{UTILITY} \) when the matching market induced by \( (t_i, a_i) \in (T \times A)^n \) is \( \alpha \)-reducible.

**Algorithm 5.1** Simplified procedure when the matching market is \( \alpha \)-reducible.

Game parameters: \( n, m, A, T = [0,1]^d, (s_j)_{j \in [m]}, (v_j)_{j \in [m]} \) and \( (c_j)_{j \in [m]} \).

**Initialization:**
Add a “sentinel” school 0 with capacity \( c_0 = n \) and value \( v_0 = 0 \), ranked last in every list.

**Function** \( \text{UTILITY}((t_l, a_i)_{i \in [n]} \in (T \times A)^n) \)
Each school \( j \) sorts its applicants \( (i \in [n]) \) such that \( j \in a_i \) by decreasing score \( (s_j(t_i)) \).
Initialize \( r \leftarrow (c_j)_{0 \leq j \leq m} \) the vector of remaining capacities.

While some students are unassigned, do
For each school \( j \) with a positive capacity \( (r_j > 0) \) and some unassigned applicant, do
Let \( i \) be the top unassigned applicant at school \( j \).
If school \( j \) is student \( i \)'s first choice among schools with a positive capacity, then
Assign student \( i \) to school \( j \), set \( u_i \leftarrow v_j(t_i) \) and \( r_j \leftarrow r_j - 1 \).

Return the vector of utilities \( (u_i)_{i \in [n]} \).

**Theorem 5.1.** If the matching market induced by \( (t_i, a_i)_{i \in [n]} \in (T \times A)^n \) is \( \alpha \)-reducible and schools give distinct scores to student, then Algorithm 5.1 is equivalent with Algorithm 2.1.

Proof. Assuming that schools give distinct scores to students, the algorithm is able to sort applicants by decreasing scores. Assuming that the matching market is \( \alpha \)-reducible, at least one
student will be assigned at each iteration of the while loop and the algorithm will terminate. To show the equivalence with Algorithm 2.1, consider the first pair \((i, j)\) assigned by Algorithm 5.1. By construction, \(i\) and \(j\) prefer each other to everyone else, thus must be matched in every stable matching, and in particular the one computed by the student proposing deferred acceptance algorithm. We continue with the same reasoning by induction.

Given a sequence of types \((t_i)_{i \geq 1}\), such that each school gives distinct scores to each type, we denote \(\mu_k\) the uniform distribution over \((t_i)_{i \in [k]}\). Sections 5.1 and 5.2 study different hypotheses under which we are able to compute an equilibrium \(\tilde{p}_k\) for the game \(G_{\mu_k}\).

5.1 One application per student and strong \(\alpha\)-reducibility

In the complete information setting, and when the matching market is \(\alpha\)-reducible, Theorem 3.2 shows that every equilibrium implements the unique stable matching, and that one can build simple equilibrium by induction: there exist a fixed student-school pair \((i, j)\) who prefer each other to everyone else, thus reporting \(j\) is a dominant strategy for player \(i\), who can be removed from the market (together with her seat), and so on. In the incomplete information case, we build on this intuition, replacing a student-school pair by a type-school pair \((t, j)\) ∈ \(T \times [m]\).

**Definition 5.2** (strong \(\alpha\)-reducibility). We say that the matching game is strongly \(\alpha\)-reducible, where for every \(S \subseteq T\) and \(q \in [0, 1]^m\), there must be at least one pair \((t, j)\) ∈ \(S \times [m]\) such that \(s_j(t') \leq s_j(t)\) for every \(t' \in S\) and \(q_j \cdot v_j(t') \leq q_j \cdot v_j(t)\) for every \(j' \in [m]\).

As a special case, notice that if schools have identical preferences (all functions \(s_j\) are equal), or if students have identical preferences (all functions \(v_j\) are constant), or if preferences of students and schools are symmetric (\(s_j = v_j\) for all \(j\)), then the game is strongly \(\alpha\)-reducible.

**Algorithm 5.2** Compute an equilibrium with \(\ell = 1\) and strong \(\alpha\)-reducibility.

Game parameters: \(k, n, m, A = [m], T = [0, 1]^d\), \((s_j)_{j \in [m]}\), \((v_j)_{j \in [m]}\) and \((c_j)_{j \in [m]}\).

**Function** \(\text{PROBA}(x, c)\)

Return \(\sum_{x=0}^{c-1} \binom{c}{x} \binom{k-1-x}{n-1-c} / \binom{k-1}{n-1}\), that is, the probability that at most \(c - 1\) of the other \(n - 1\) students will draw one of the \(x\) types that have (already) been assigned to this school of capacity \(c\).

**Function** \(\text{EQUILIBRUM}(\text{collection of types } (t_i)_{i \in [k]} \in T^k)\)

Initialize \(x \leftarrow (0)_{j \in [m]}\) the number of types applying to each school.

While some types are unassigned, do

For each school \(j \in [m]\), do

Let \(i\) be an unassigned type which maximizes \(s_j(t_i)\).

If \(v_j(t_i) \cdot \text{PROBA}(x_j, c_j) \leq v_j(t_i) \cdot \text{PROBA}(x_j, c_j)\) for every other \(j' \in [m]\), then

Assign type \(i\) to school \(j\), set \(a_j \leftarrow j\) and \(x_j \leftarrow x_j + 1\).

Return the distributional strategy \(\text{Uniform}\{(t_i, a_i)\}_{i \in [k]}\).

**Theorem 5.3.** Let \(\mu_k\) be the uniform distribution over \((t_i)_{i \in [k]}\). If every school gives distinct scores to types, and if the game is strongly \(\alpha\)-reducible, then Algorithm 5.2 returns a symmetric equilibrium of the game \(G_{\mu_k}\).

Proof. First, we show that if the game is strongly \(\alpha\)-reducible then Algorithm 5.2 terminates: at each iteration of the while loop there is at least one fixed pair with \(q = (\text{PROBA}(x_j, c_j))_{j \in [m]}\). Then we compute a symmetric equilibrium via the elimination of dominant strategies.

At each iteration, we define \(q_j = \text{PROBA}(x_j, c_j)\). Consider type-school pairs \((t, j)\) where school \(j\) ranks \(t\) first among types that have not been assigned yet (there are no ties by assumption). Then, a student of type \(t\) will be accepted to school \(j\) with probability = \(q_j\) (because she is ranked first in school \(j\)), and will be accepted to another school \(j'\) with probability \(\leq q_{j'}\) (because she might not be ranked first at school \(j'\)). If \((t, j)\) is a fixed pair, then \(q_j \cdot v_j \leq q_j \cdot v_j\) for every \(j'\), and it is a dominant strategy for a student of type \(t\) to apply to school \(j\).
A crucial detail is that student’s types are drawn without replacement. This removes any feedback the strategy of a type may have on itself because of multiple students having the same type. This also explains why PROBA uses an hypergeometric distribution rather than a simpler binomial distribution.

5.2 Schools have identical preferences

Gusfeld and Irving [GI89] observed that the matching is unique when all schools have identical preferences. In such a case, the matching procedure of Algorithm 5.1 further simplifies into the serial dictatorship mechanism: the best student chooses her favorite school, then the second best student chooses among remaining schools, and so on.

Algorithm 5.3 Computing an equilibrium when schools have identical preferences $s_j = s$.

| Game parameters: $n$, $m$, $A$, $T = [0,1]^d$, $s$, $(c_j)_{j \in [m]}$ and $(v_j)_{j \in [m]}$. |
| Initialization: |
| Add a “sentinel” school 0 with capacity $c_0 = n$ and value $v_0 = 0$, ranked last in every list. |
| Define the set of “remaining capacity” vectors $R = \prod_{0 \leq j \leq m} \{0, 1, \ldots, c_j\}$. |
| Function $EQUILIBRIUM$ (collection of types $(t_i)_{i \in [k]} \in T^k$) |
| Sort types $(t_i)_{i \in [k]}$ by non-increasing order of score $s(t_i)$. |
| Initialize the distribution $q \in \Delta(R)$ such that $q((c_j)_{0 \leq j \leq m}) = 1$. |
| For $i$ from 1 to $k$, do |
| Let $a_i = \arg\max_{a \in A} \sum_{r \in R} q(r) \cdot v_{SCHOOL}(a,r)(t_i)$. |
| For each “remaining capacity” vector $r \in R$ in lexicographical order, do |
| Let $p \leftarrow (n-1 - \sum_{0 \leq j \leq m} (c_j - r_j))/(n-i+1)$ be the probability that a student has type $t_i$. |
| Let $r' \leftarrow r - \delta_j$ be the capacity vector once a student is assigned to school $j = SCHOOL(a_i, r)$. |
| Set $q(r) \leftarrow (1-p) \cdot q(r)$ and $q(r') \leftarrow q(r') + p \cdot q(r)$. |
| Return the distributional strategy Uniform$\{(t_i, a_i)\}_{i \in [k]}$. |

Theorem 5.4. Let $\mu_k$ be the uniform distribution over $(t_i)_{i \in [k]}$. If all school have the same scoring function $s$, and if all $s(t_i)$’s are distincts, then Algorithm 5.3 returns a symmetric equilibrium of the game $G_{\mu_k}$.

Proof. We compute a symmetric equilibrium by eliminating dominant strategies. After sorting types by decreasing scores, notice that the expected payoff of a student having type $t_i$ does not depend on the strategy of students having types $t_{i+1}, \ldots, t_k$.

At each iteration $i$, $q$ corresponds to the distribution over remaining seats when the serial dictatorship mechanism consider a type $t_i$ student (and assigns her to the first available school in her preference list). Notice that because we allow students to apply to more than 1 school, correlations may exist between the number of remaining seats in different schools, which is the reason why we store the whole distribution and not only its marginals. Then, we compute the expected payoff of each action, chose the best one, and update distribution $q$ accordingly.

As in Theorem 5.3, types of students are drawn without replacement. This is exactly the distribution we consider when updating $q$: conditioning on the fact that remaining seats are given by $r$, exactly $x = \sum_{0 \leq j \leq m} (c_j - r_j)$ students have drawn types in $\{t_1, \ldots, t_{i-1}\}$, hence $n-1-x$ other students have types in $\{t_i, \ldots, t_n\}$, and one of them will draw type $t_i$ with probability $(n-1-x)/(n-i+1)$.
6 Convergence theorem

This section is a toolbox to prove that an algorithm approximates a Bayes Nash equilibrium. Figures 9 and 10 illustrate how one can combine algorithms from Section 5 with the convergence theorem to compute equilibria of games with a continuous distribution over types.

Weak convergence of type distribution. Computing an equilibrium is more tractable when the set of strategies has finite dimension. For that matter, when \( \mu \) is continuous, we will discretize the set of types. Denote \( \Delta^d(T) \subseteq \Delta(T) \) the set of discrete distributions having a finite support. Theorem 6.1 states that \( \Delta^d(T) \) is dense in \( \Delta(T) \) for the weak convergence of measures. More precisely, one can approximate a distribution by drawing a finite number of independent samples from it.

**Theorem 6.1.** Let \( \mu \in \Delta(T) \) be a distribution and let \( (t_i)_{i \geq 1} \) be a sequence of independent random variables with distribution \( \mu \). For all \( k \geq 1 \), define the (random) distribution \( \mu_k \) such that \( \mu_k(B) = \frac{|\{(t_i)_{i \in [k]} \cap B\}|}{k} \) for all Borel set \( B \subseteq T \). Then almost surely (over the randomness of the \( t_i \)'s), the sequence \( (\mu_k)_{k \geq 1} \) weakly converges towards \( \mu \).

**Proof.** See [Var58].

Weak convergence of distributional strategies. Let us explain why the formalism of distributional strategies is required. For approximation purposes, we are interested in the case where each \( \mu_k \) is discrete and has finite support, converging weakly towards a continuous distribution \( \mu \). For any behavioral strategy \( p \in S \), one could set each \( p_k \) to be equal to \( p \) almost everywhere (outside of the support of \( \mu_k \)), while ensuring that each \( p_k \) is a symmetric Nash equilibrium under \( \mu_k \). Hence, assuming the weak convergence of behavioral strategies is not enough to prove that the limit is a Nash equilibrium.

Continuity of the payoff function. Unfortunately, assuming the weak convergence of a sequence of equilibria in distributional strategies, is still not enough to show that the limit is an equilibrium. In particular, we cannot directly apply Theorem 2 from Milgrom and Weber [MW85], because the payoff function \( \text{Utility} : (T \times A)^n \rightarrow \mathbb{R}_+ \) might be discontinuous in the players types. However, we will be able to show the weaker property that \( \bar{U} : \Delta(T \times A)^n \rightarrow \mathbb{R}_+ \) is (sequentially) continuous at the limit (when distributional strategies are endowed with the topology of the weak convergence of measures). This requires additional continuity assumptions on \( \mu \), \( s_j \)'s and \( v_j \)'s.

**Theorem 6.2.** If the following conditions hold, then the utility function \( \bar{U} \) is weakly continuous at every strategy profile in \( (\tilde{S}_\mu)^n \).

- the distribution \( \mu \) is atomless (that is, \( \mu(\{t\}) = 0 \) for every \( t \in T \)),
- value and scoring functions are continuous \( \mu \)-almost everywhere (that is, \( \mu(D) = 0 \) where \( D \) is the set of discontinuities of a scoring function \( s_j \) or of a value function \( v_j \)),
- level sets of scoring functions are \( \mu \)-negligible (that is, \( \mu(s_j^{-1}(\{y\})) = 0 \) for every \( j \in [m] \) and \( y \in [0,1] \)).

**Proof.** Let \( (\tilde{p}_i)_{i \in [n]} \in (\tilde{S}_\mu)^n \) be a strategy profile. In Equation (1) which defines \( \bar{U} \), we are going to show that integrands are continuous almost everywhere with respect to \( (\tilde{p}_i)_{i \in [n]} \). Then, we conclude the proof using the Portmanteau Theorem (see for example Theorem 3.10.1 from [Dur19]), showing that \( \bar{U} \) is sequentially\(^4\) continuous in \( (\tilde{p}_i)_{i \in [n]} \).

First, assuming that \( \mu \) is atomless is sufficient to prove that \( 1 \text{[all } t_i \text{'s are distinct]} \) is continuous almost everywhere. Moreover, if \( \text{Utility} \) is not continuous in \( (t_i, a_i)_{i \in [n]} \), then it is because a value function or a scoring function is discontinuous in some \( t_i \), or because a school gives the same score to two types. Each condition occurs with probability 0, thus \( \text{Utility} \) is continuous almost everywhere.

\(^4\)Using Prokhorov’s theorem, the space of probability measures \( \Delta(T \times A) \) endowed with its weak topology is metrizable, thus the notions of sequential continuity and continuity are equivalent.
Putting everything together. To approximate a Nash equilibrium of the game $G_\mu$, first use Theorem 6.2 to show that $\tilde{U}$ is weakly continuous at every strategy profile in $(\tilde{S}_\mu)^n$. Then use Theorem 6.1 to build a discrete approximation $\mu_k$ of the type distribution $\mu$. Then, compute a symmetric Nash equilibrium $p_k$ of the game $G_{\mu_k}$. Using Prokhorov’s theorem, the set of distributional strategies $\Delta(T \times A)$ is metrizable and (sequentially) compact, hence one can build a converging subsequence of distributional strategies, whose limit will be a symmetric Nash equilibrium of $G_\mu$.

**Theorem 6.3.** Consider a sequence of measures $\mu_k \in \Delta(T)$ and a sequence of behavioral strategies $p_k \in \mathcal{S}$, if

- for all $k \geq n$, the distributional strategy $\tilde{p}_k \in \tilde{S}_\mu$ is a symmetric equilibrium of $G_{\mu_k}$,
- the sequence of distributional strategies weakly converges towards a strategy $\tilde{p} \in \tilde{S} \mu$ with a marginal type distribution $\mu \in \Delta(T)$,
- the payoff function $\tilde{U}$ is weakly continuous at every strategy profile in $(\tilde{S}_\mu)^n$,

then $\tilde{p}$ is a symmetric equilibrium for the game $G_\mu = (n, \tilde{S}_\mu, \tilde{U})$. Alternatively, if $\tilde{p}_k$’s are $\varepsilon$-equilibria with $\varepsilon > 0$ (ex-ante approximate equilibria of the Bayesian games), then $\tilde{p}$ is an $\varepsilon$-equilibrium of the game $G_\mu$.

**Proof.** For the sake of contradiction, assume that $\tilde{p}$ is not a symmetric Nash equilibrium of $G_\mu$. Then there exists a best response $\tilde{p}^* \in \tilde{S}_\mu$ such that playing $\tilde{p}^*$ raises the payoff of the player by a positive constant $\varepsilon > 0$, that is $U(\tilde{p}^*, (\tilde{p})_{i \in [n-1]}) - U(\tilde{p}, (\tilde{p})_{i \in [n-1]}) = \varepsilon > 0$. The sequence of measures $\mu_k \in \Delta(T)$ weakly converges towards $\mu$, hence there exists a sequence of distributional strategies $\tilde{p}_k \in \tilde{S}_\mu$ weakly converging towards $\tilde{p}^*$. Using the continuity hypothesis on $\tilde{U}$, we show that $U(\tilde{p}_k, (\tilde{p})_{i \in [n-1]}) - U(\tilde{p}_k, (\tilde{p})_{i \in [n-1]})$ converges towards $\varepsilon$, and thus is positive for some $k \geq n$. Therefore, it contradicts the fact that each $\tilde{p}_k$ is an equilibrium of $G_{\mu_k}$. The proof with approximate equilibria is identical, if we set $\varepsilon$ in the proof to be equal to $\varepsilon$ from the statement of the theorem. \qed

7 Simulations

Implementations are available at the following address:

https://github.com/simon-mauras/stable-matchings/tree/master/Equilibrium

Convergence theorem with mixed equilibrium. Both Algorithms 5.2 and 5.3 compute a pure equilibrium $\tilde{p}_k$ of the game $G_{\mu_k}$, in the sense that the behavioral strategy $\tilde{p}_k$ is pure. Using Theorem 6.3 we show that $\tilde{p}_k$ weakly converge towards an equilibrium $\tilde{p}$ of $G_\mu$. When $p$ is a pure strategy, we can easily approximate $p$ by the strategy $p_k$ with a large $k$ (see Figure 9). However, if $p$ is a mixed strategy, we need an extra step to compute the limit: for every $t \in T$ we consider the $\sqrt{k}$ types from the support of $\mu_k$ that are closest to $t$, and let $p_k(t)$ be the average strategy over those points (see Figure 10).

Strongly $\alpha$-reducible preferences. When the game is strongly $\alpha$-reducible, we can compute equilibrium with $\ell = 1$ application per student. Special cases include when students have identical preferences (Figure 6) and when schools have identical preferences (Figure 7). In each case we implement Algorithm 5.2 in Python (see identical-students.py and identical-schools.py respectively), to generate Figure 9.

Schools have identical preferences. When schools have identical preferences, we can compute equilibrium for any $\ell \geq 1$. For simplicity our implementation also assumes that students have identical preferences. Because the complexity of Algorithm 5.3 is exponential in the number of students and the number of schools, an efficient implementation is preferable, which is the reason why we chose to have a Python script (identical-all.py) interacting with a C++ solver (exact.cpp).
(a) Pure equilibria for random discretizations of the game from Figure 5.

(b) Pure equilibria for random discretizations of the game from Figure 6.

Figure 9. Equilibria with \( \ell = 1 \) for \( G_{\mu_k} = \langle n, \tilde{S}_{\mu_k}, \tilde{U} \rangle \) computed using Algorithm 5.2, where \( \mu_k \) is a distribution with a finite support of size \( k \) approximating \( \mu \). When \( k \to +\infty \), the distributional strategies weakly converge towards the equilibria of \( G_{\mu} \) given in Figures 5 and 6.
Figure 10. Equilibria of the game defined in Figure 8, computed using Algorithm 5.3. The top panel of each sub-figure plots the probability of each outcome, conditioned on the type of the student. In a mixed strategy, every action gives the same payoff. The bottom panel of each sub-figure decompose this payoff into the different strategy from the mixed equilibrium, conditioned on the type of the student. Exactly as we argued in Figure 8, the equilibrium with 3 applications per student yields almost the same outcome (in terms of expected payoff) as the one with 5 applications per student.
The expensive part of Algorithm 5.3 is to evaluate the payoff of each action. To speed-up the computation, an improved solver (approximate.cpp) outputs an approximate equilibrium of $G_{\mu_k}$, which will converge towards an approximate equilibrium of $G_{\mu}$. The main idea is to replace the dynamic programming approach (where we compute $q$) by Monte Carlo simulations. We randomly partition $\{t_1, \ldots, t_k\}$ into $r = k/(n - 1)$ sets of $n - 1$ types, each corresponding to a “run”. When considering the type $t_i$ with $1 \leq i \leq k$, we approximate $q$ by the empirical distribution of remaining capacities over the $r$ runs. Figure 10 was obtained by setting $r = 2000000$ and $n = 50$, which runs in roughly 1 minute.

8 Conclusion and open questions

In this paper, we generalized the game defined by Haeringer and Klijn [HK09], in a setting where students have incomplete information. We discussed the existence and the computability of equilibria in several setting. The following questions are left open for future work:

- **Equilibria with 1 application per student.** In the complete information case, Haeringer and Klijn show that equilibria with 1 application per student correspond to stable matchings. As illustrated in Figure 4, the incomplete information game can have an infinite number of equilibria. But does the set of equilibria has a lattice structure?

- **Unique equilibrium.** In Section 5, we compute equilibria with a finite number of types by eliminating dominant strategies. If each eliminated strategy strictly dominates other strategies, the equilibrium is unique. Using a convergence theorem, does unicity extends to the case where types are continuous?

- **Differential equations.** When combined with the convergence theorem, algorithms from Section 5 can be seen as first order Euler methods, which eventually solve differential equations. Such equations might lead to more efficient algorithms, and a to a proof that the equilibrium is unique.
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