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ABSTRACT

Deep learning-based speech enhancement has shown unprecedented performance in recent years. The most popular mono speech enhancement frameworks are end-to-end networks mapping the noisy mixture into an estimate of the clean speech. With growing computational power and availability of multichannel microphone recordings, prior work has aimed to incorporate spatial statistics along with spectral information to boost up performance. Despite an improvement in enhancement performance of mono output, the spatial image preservation and subjective evaluations have not gained much attention in the literature. This paper proposes a novel stereo-aware framework for speech enhancement, i.e., a training loss for deep learning-based speech enhancement to preserve the spatial image while enhancing the stereo mixture. The proposed framework is model independent, hence it can be applied to any deep learning based architecture. We provide an extensive objective and subjective evaluation of the trained models through a listening test. We show that by regularizing for an image preservation loss, the overall performance is improved, and the stereo aspect of the speech is better preserved.

Index Terms— Stereo speech enhancement, perceptual enhancement, stereo image preservation, deep neural networks, U-Net.

1. INTRODUCTION

We consider the problem of stereo speech enhancement that is estimating a stereo clean speech from stereo noisy records. There exists a rich literature in signal processing for mono speech enhancement. To name a few, Ephraim and Malah enhance the speech through estimating its log-spectral amplitude [1]. Lim and Oppenheim discuss various enhancement methods such as Wiener filtering and all-pole speech modeling [2]. Over the past decade, deep learning has gained a lot of attention for speech enhancement [3]; this is partly due to the growing number of available training datasets (i.e., clean speech and its noisy counterpart), and partly due to the outperformance of learning based approaches compared to classical methods [4, 5, 6].

Learning based mono speech enhancement is mainly of two forms: a) predicting the clean speech through a deep neural network such as U-Net [7], or b) estimating a real [8, 9] or complex [10, 11] time-frequency (TF) mask such that when applied to the mixture it predicts the target speech. In the case of multichannel speech enhancement [9, 11, 12], prior work focuses on extracting spatial features either explicitly at the input or implicitly through the network.

Wang and Wang combine spectral features estimated through monaural speech enhancement with directional features to improve performance. Tolooshams et al. capture the spatial info with a beamforming-inspired architecture to perform complex ratio masking.

Despite the usage of spatial information within the network for speech enhancement, the preservation of spatial image such as sound image locations and sensations of depth is barely studied. Prior work on stereo enhancement mainly provides overall objective evaluations through metrics such as PESQ [14] and STOI [15] rather than focusing on perceptual enhancement through subjective tests. Moreover, in cases of reported subjective evaluations, mainly overall performance is studied rather than sound image [16, 17, 18]. We note that spatial cue preservation are studied previously for source separation [19].

To fill the gap, this paper proposes a framework to preserve the stereo image and provide subjective evaluation along with objective metrics to assess the method. The approach is model-independent and fully focuses on training through a stereo-aware loss function helping to preserve spatial information. Specifically, the method regularizes to preserve interchannel intensity difference (IID), interchannel phase difference (IPD), interchannel coherence (IC), and overall phase difference (OPD). This is inspired by traditional methods [20, 21, 22], specifically parametric coding of stereo [22], originally developed for efficient stereo coding to reduce bit-rate.

Section 2 formulates the problem, introduces the stereo-aware training, and demonstrates the network architecture. The dataset, training details and evaluation metrics are explained in Section 3. We show in Section 4 that the stereo-aware training not only results in an overall improvement of the enhanced speech, but also refines the stereo image. This is supported by both objective and subjective evaluation. Finally, Section 5 concludes.

2. METHODS

2.1. Problem formulation

Consider the discrete-time noisy speech \( y = [y_1, y_2] \in \mathbb{R}^{N \times 2} \) observed at a stereo microphone. In the stereo speech enhancement problem, we aim to estimate the clean reverberated stereo speech \( s \in \mathbb{R}^{N \times 2} \) given the mixture following the model

\[
y[k] = s[k] + n[k]
\]

for \( k = 1, \ldots, N \). The received speech \( s \) at the microphone is the result of convolving the speaker speech with stereo room impulse responses (RIRs). Similarly, the noise is reverberated through the room and recorded at the microphone as \( n \). In the time-frequency domain, the Short-Time Fourier Transform (STFT) of the mixture and speech are denoted as \( Y = [Y_1, Y_2] \in \mathbb{C}^{T \times F \times 2} \) and \( S = [S_1, S_2] \in \mathbb{C}^{T \times F \times 2} \) with \( T \) time frames and \( F \) frequency bins.
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2.2. Stereo-aware training

Given the model-independence of the proposed framework, we focus mainly on the training loss enabling stereo image preservation and discuss the choice of neural architecture in Section 2.3. Given a set of training data, a network is trained to minimize a combination of speech reconstruction and stereo image preservation loss, i.e.,

$$L(s, \hat{s}) = L_{speech-rec}(s, \hat{s}) + L_{image-pres}(s, \hat{s})$$ (2)

where \(\hat{s}\) is an estimate of clean speech given the mixture \(y\). We design the speech reconstruction loss to suppress the noise and improve signal-to-noise ratio (SNR), and the image preservation loss to conserve features related to the position of the speaker and microphone.

**Speech reconstruction:** Given \(s\) and \(\hat{s}\), the loss consists of log-spectral distortion (LSD) [23] and time loss (TL):

$$L_{speech-rec}(s, \hat{s}) = LSD(s, \hat{s}) + \alpha_{TL} TL(s, \hat{s})$$ (3)

with

$$LSD(s, \hat{s}) = \frac{1}{2F} \sum_{f=1}^{2F} \frac{1}{T} \sum_{t=1}^{T} \left[ \frac{1}{T} \sum_{f=1}^{F} \left( g(S_c[t, f]) - g(\hat{S}_c[t, f]) \right)^2 \right]$$

and

$$TL(s, \hat{s}) = \frac{1}{2} \sum_{c=1}^{2} \frac{1}{F} \sum_{f=1}^{F} \left( \sum_{t=1}^{T} (S_c[t] - \hat{S}_c[t])^2 \right)$$ (5)

where \(g(x)\) is the generalized logarithmic function with \(\gamma = 1/3\) [24]. LSD helps to minimize the spectral error, and TL compensates for phase enhancement in the time domain.

**Image preservation:** We study the stereo image of the signal based on four spatial properties. We follow a similar approach to [22] and quantify the interchannel intensity-phase-coherence differences and overall phase. Although we study the parameters for image preservation, the original idea behind it is to reduce the bit-rate of the audio for a more efficient transmission or storage. For example, instead of transmitting the stereo signal, one may encode it with a mono downmix and stereo parameters. Then, the parameters are used by the decoder to reinstate spatial cues to reconstruct stereo [22].

Given STFT \(S_c = [S_1, S_2, \ldots, S_i] F)\) for \(c = 1, 2\), the frequency bins are grouped into \(B\) non-overlapping subbands such that there are 32 bins in each band. We leave non-uniform bands with equivalent rectangular bandwidth (ERB) [25] for future works. For \(F = 1024\), there would be \(B = 32\) bands. For each band \(b \in [1, 2, \ldots, B]\), we extract IID, IPD, IC, and OPD as follows. For each band \(b \in [1, 2, \ldots, B]\), we extract IID, IPD, IC, and OPD as follows:

$$IID_b(S) = 10 \log_{10} \frac{\sum_{f=1}^{F} S_1[f] S_1^*[f]}{\sum_{f=1}^{F} S_2[f] S_2^*[f]}$$ (6)

$$IPD_b(S) = -\angle \left( \sum_{f=1}^{F} S_1[f] S_2^*[f] \right)$$ (7)

$$IC_b(S) = \frac{\sum_{f=1}^{F} S_1[f] S_1^*[f]}{\sqrt{(\sum_{f=1}^{F} S_1[f] S_1^*[f]) (\sum_{f=1}^{F} S_2[f] S_2^*[f])}}$$ (8)

$$OPD_b(S, \hat{S}) = -\angle \left( \sum_{f=1}^{F} S[f] \hat{S}_c^*[f] \right)$$ (9)

where we denote the frequencies in band \(b\) by \([f_b, f_{b+1})\) and \(*\) denotes complex conjugation. While IID and interchannel time differences cues are known to be useful for evaluation of sound source localization [26, 27, 28], they have not been used during network training.

We capture the time difference through IPD highlighting the delay between the channels. IC quantifies the correlation between the left and right channels given an aligned phase. Finally, OPD encodes the phase difference between the source and its estimate. Given the spatial parameters, image preservation error is defined as:

$$L_{image-pres}(s, \hat{s}) = \sum_{M \in \{IID, IPD, IC, OPD\}} \alpha_M L_M(S, \hat{S})$$ (10)

where

$$L_M(S, \hat{S}) = \frac{1}{T} \sum_{t=1}^{T} \sum_{b=1}^{B} \left( M_b(S) - M_b(\hat{S}) \right)^2$$ (11)

and

$$L_{OPD}(S, \hat{S}) = \frac{1}{2T} \sum_{c=1}^{2} \sum_{t=1}^{T} \sum_{b=1}^{B} \left( OPD_b(S_c, \hat{S}_c) \right)^2$$ (12)

2.3. Network architecture

The network (Figure 1) consists of three main blocks, i.e., encoder, denoiser, and decoder. Given the noisy input \(y\), the encoder computes its STFT \(Y\) and scales it by \(a\). Then, the signal is passed through a band compressor (BC) and is outputted as a stack of the real and imaginary components \(Y_{rea}\). BC compresses the mixture by a factor of 2 along the frequency domain. Precisely, it passes the low frequency bins in \([0, F/4]\) and compresses the bins in \([F/2, F]\) by a factor of 2 and 4, respectively. This compression is achieved by averaging the neighbouring frequencies.

The denoiser has a U-Net structure [7] consisting of a feature extractor (2 blocks), down-blocks (11 blocks), enhancer (10 blocks), and up-blocks (10 blocks). The architecture has skip-connections between down and up-blocks. The building blocks contain convolution layers, causal along the time axis. All blocks have leaky ReLU activations with \(\alpha = 0.2\) (except the first extractor block) and batch normalization (except last up-block). The up-blocks contain pixel shufflers to reshape the feature map into desired number of channels. The decoder decompresses the signal to reverse the BC operation, and applies an inverse STFT to construct the signal in time domain. The main results are based on this U-Net architecture. To emphasize the model-independence of the stereo-aware framework, we additionally train a similar architecture, which we call U-NetCM, with a decoder estimating a complex TF mask for enhancement [10, 11].

3. EXPERIMENTS

3.1. Dataset

Both training and testing data are sampled at 48 kHz. We use the Deep Noise Suppression (DNS) challenge dataset [29] to generate training stereo data. We picked mono clean and noise tracks at random, and applied RIRs to create stereo (usage of RIRs instead of head-related transfer function is to focus on stereo image on the recording device). Then, clean and noise are mixed with an SNR sampled from \(\mathcal{N}(5, 100)\) with a range of \([-10, 30]\) dB. The signals are leveled up/down using a scale following \(\mathcal{N}(-26, 100)\). We generate approximately 1.086 M stereo signals. During training, a random segment of 1.94 s is selected, i.e., \(N = 93,120\) samples.

We use two test sets. For each, we create 560 mono utterances, and construct a stereo test set using test RIRs. The sets are divided into five groups each with SNR of 0, 5, 10, 15, and 20 dB. The speech and mixture are scaled by a constant following \(\mathcal{N}(-2, 4)\).

**Room impulse responses (RIR):** RIRs are simulated using an image method similar to [30]. The room size ranges from \(3 \times 3 \times 8\)
to $8 \times 8 \times 8$ m$^3$. The microphones are 20 cm apart and are placed in the room uniformly at random such that their height ranges from 1 to 1.5 m, and they are within the second and third quarter in the middle. The speaker and noise are randomly located in the room with a height ranged from 1.2 to 1.9 m. The speaker and noise have distances of $[0.5, 2]$ m and $[1.5, 2]$ m from the microphone, respectively. Finally, we make sure that the angle between the speech and noise is at least $\beta$.

We train the stereo network using various combinations of the loss. We denote the presence of LSD and TL in the training loss by OVRL and IMG). For OVRL, the assessors are asked to evaluate the overall quality of the audio clips. For IMG, they rate the stereophonic presence of time loss: comparison makes the downmix appear more realistic compared to the STFT and inverse-STFT blocks use Hanning windows of length 2048 (i.e., $F = 1024$) with hop size of 480. Then, $T = 192$ time frames are cropped.

3.3. Evaluation

Signal-to-distortion ratio (SDR) and perceptual objective listening quality assessment (POLQA) [31] along with stereo preservation errors are used as objective metrics. Given the enhanced speech, SDR and POLQA metrics (higher the better) are computed independently for each channel, and the average is reported. Additionally, we quantify the errors for IID, IPD, IC and OPD (lower the better).

We perform a listening test following MUSHRA standards [32] through a vendor specialized in designing cloud-based tests. Approximately 2,750 listeners, wearing headphones, participated in the experiments; each evaluates a subset of the test set given OVRL or IMG task. Given a reference (i.e., clean speech), listeners are ask to evaluate and grade several tracks including a hidden reference and an anchor, i.e., the noisy mixture [18, 33, 17]. We evaluate two attributes (OVRL and IMG). For OVRL, the assessors are asked to evaluate the overall quality of the audio clips. For IMG, they rate the stereophonic image quality of the clips (i.e., how close the clips are to the reference in terms of sound image locations, sensations of depth, and reality of the speaker). We categorize the MUSHRA grading scheme from 1 to 5 as (1) Bad, (2) Poor, (3) Fair, (4) Good, and (5) Excellent.

4. RESULTS

We train the stereo network using various combinations of the loss. We denote the presence of LSD and TL in the training loss by spec and time, respectively. For example, spec-time-OPD denotes the case where loss includes LSD, TL, and OPD errors. Given the rich deep learning literature on enhancing mono signals, we consider two baseline: a mono network that is trained using downmix (i.e., $(L+R)/2$), where for prediction, the phase difference between the mixture stereo and enhanced downmix is added to reinstate stereo. We call this method downmix. The other baseline, $L$Indp, is a mono network trained using left and right channels independently. We first compare the baselines to one another, then highlight the effect of the time loss on the performance, and finally focus on the stereo-aware training. Table 1 demonstrates the evaluations on the test sets where the comparisons we highlight bellow holds for both test sets.

**Downmix vs. $L$Indp:** $L$Indp-spect shows better performance in terms of SDR and POLQA against downmix-spec and also results in a better image preservation (lower IID, IPD, and IC errors). In spite of the better performance, $L$Indp has approximately doubled inference time compared to downmix. Drawbacks of downmix may come from the addition of noisy phase at channel-upsampling time. **Presence of time loss:** Comparing spec with spec-time, time loss results in a drastic improvement in SDR with a trade-off being an occasional decrease in POLQA. TL also helps to preserve OPD. Figure 2a highlights the overall phase preservation using the time loss; compared to $L$Indp-spec, $L$Indp-spec-time has lower OPD in magnitude, particularly at low-frequency bands.

**Mono to stereo:** Moving from mono to stereo, we observe that the stereo image of $L$Indp-spec-time gets worse, but that of the stereo-spec-time is improved. Stereo method preserves IID much
Table 1. Evaluation results on stereo test sets.

| Method | Test set I | Test set II |
|--------|------------|-------------|
|        | Objective | Subjective | Objective |
|        | SDR       | POLQA      | IDD       | OPD |
|        |           |            |           |     |
|        |           |            |           |     |
| NOISY  | 11.61     | 5.71       | 1.56 2.02| 0.20 0.78| 0.20 0.78| 0.20 0.78|
| downmix-spec | 6.46 2.98 | 2.68 2.79 | 0.30 0.36| 1.61 2.02| 0.30 0.36| 1.61 2.02|
| LRindp-spec | 6.82 3.26 | 2.36 1.99 | 0.28 0.34| 1.62 2.02| 0.34 0.34| 1.62 2.02|
| downmix-spec-time | 10.10 2.95 | 2.39 2.78 | 0.29 0.38| 1.40 2.02| 0.38 0.38| 1.40 2.02|
| LRindp-spec-time | 12.89 3.81 | 2.42 1.92 | 0.27 0.36| 1.46 2.02| 0.36 0.36| 1.46 2.02|
| stereo-spec-time-IC | 12.56 3.01 | 1.85 1.91 | 0.26 0.34| 1.38 2.02| 0.34 0.34| 1.38 2.02|
| stereo-spec-time-IPD | 14.17 3.33 | 1.55 1.76 | 0.35 0.42| 1.39 2.02| 0.42 0.42| 1.39 2.02|
| stereo-spec-time-OPD | 13.88 3.36 | 1.67 1.71 | 0.32 0.40| 1.39 2.02| 0.40 0.40| 1.39 2.02|
| stereo-spec-time-all | 12.09 3.04 | 1.80 2.08 | 0.21 0.34| 1.43 2.02| 0.34 0.34| 1.43 2.02|
| stereo-spec-time-IC | 14.05 3.33 | 1.86 2.10 | 0.23 0.36| 1.49 2.02| 0.36 0.36| 1.49 2.02|
| stereo-spec-time-IPD | 13.78 3.32 | 1.64 1.81 | 0.21 0.34| 1.46 2.02| 0.34 0.34| 1.46 2.02|
| stereo-spec-time-all | 6.28 3.34 | 2.24 2.14 | 0.25 0.36| 1.48 2.02| 0.36 0.36| 1.48 2.02|
| stereo-spec-time-IPD | 15.02 3.28 | 1.96 1.93 | 0.24 0.36| 1.50 2.02| 0.36 0.36| 1.50 2.02|

5. CONCLUSION

This paper studied the perceptual enhancement of stereo speech. The paper proposed a stereo-aware training loss to preserve the image while aiming to estimate the clean speech from noisy mixture. The trained architecture was a variant of a causal U-Net and the image preservation loss consist of errors related to interchannel intensity and phase differences, interchannel coherence, and overall phase. We showed that accounting for preservation of the stereo image improves the enhancement both objectively with the SDR and POLQA metrics and subjectively through a MUSHRA listening test.
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