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Abstract—This paper proposes a symbolic-numeric Bayesian filtering method for a class of discrete-time nonlinear stochastic systems to achieve high accuracy with a relatively small online computational cost. The proposed method is based on the holonomic gradient method (HGM), which is a symbolic-numeric method to evaluate integrals efficiently depending on several parameters. By approximating the posterior probability density function (PDF) of the state as a Gaussian PDF, the update process of its mean and variance can be formulated as evaluations of several integrals that exactly take into account the nonlinearity of the system dynamics. An integral transform is used to evaluate these integrals more efficiently using the HGM compared to our previous method. Further, a numerical example is provided to demonstrate the efficiency of the proposed method over other existing methods.

I. Introduction

In most engineering applications, knowledge of the state of a dynamical system is required for monitoring or control via feedback. The optimal filtering theory was developed to estimate the current state of a system using the history of its outputs that are observable but contaminated by random noise. Following the success of the Kalman filter (KF) [1], [2] for linear systems with Gaussian noise, optimal filtering theory has been extended to applications involving nonlinear systems as well as non-Gaussian noise [3]–[7].

Bayesian filtering is a general framework of optimal filtering. Although numerous problems can be formulated as the Bayesian filtering problems, they are difficult to implement as algorithms on computers, particularly for the real-time applications in systems and control. The Monte-Carlo scheme, which was first introduced for the particle filter (PF) [8], [9] and subsequently used in other filtering algorithms, such as [7], is a powerful tool to compute integrations accompanied by statistical operations, such as marginalizations and expectations in nonlinear Bayesian filtering problems. Moreover, the nonlinearity of the system dynamics can be exactly accounted for by updating the particles according to the dynamics. To reap these benefits of the Monte-Carlo scheme, however, the number of particles must be sufficiently large, which requires heavy computational resources and may be unacceptable for applications with short sampling intervals. Another approach involves extending the KF to nonlinear cases such as the extended KF (EKF) [10], unscented KF (UKF) [11], cubature KF (CKF) [12], and Gauss-Hermite KF (GHKF) [13]. In all these methods, the posterior probability density function (PDF) is assumed to be or approximated as a Gaussian PDF. Under this Gaussian approximation, the marginalizations and expectations of the nonlinear functions, which are required to update the posterior mean and variance, can be efficiently computed using the Gauss quadrature rules. However, in exchange for efficiency, the Gauss quadrature rules cannot provide exact values of the integrals, which implies that the nonlinearity of the system dynamics can only be considered in the approximate sense. Thus, there is still room to extend the boundary of the trade-off between the exact consideration of nonlinearity and reduction of computational cost.

In nonlinear cases, the integrals in the posterior PDF are ones of general nonlinear functions that depend on parameters such as the observed output, which are both analytically and numerically intractable to evaluate. In our previous work [14], a symbolic-numeric method called the holonomic gradient method (HGM) [15] was used to evaluate the integrals efficiently. By utilizing the symbolic computation in terms of differential operators, we can perform integrations offline while considering the nonlinearity of the system exactly. The state estimation is then reduced to solving a set of initial-value problems (IVPs) of nonlinear ordinary differential equations (ODEs), which can be efficiently accomplished online with numerical integration methods such as the fourth order Runge-Kutta (RK4) or Adams-Bashforth-Moulton predictor-corrector (ABM4) methods. However, our previous method requires solving an IVP for each component of the posterior mean and variance in the one-step estimation. This incurs a high computational cost for the online computation and is unacceptable for short sampling intervals.

To overcome the computational limitations of our previous method, we use an integral transform. Integral transforms are useful tools to compute the moments of a probability distribution efficiently. For example, in [16], Idan and Speyer used an integral transform called the characteristic function of the multivariate Cauchy distribution. For linear systems under additive Cauchy noise, the characteristic function can be analytically propagated in time and can be used to derive the explicit forms of the posterior mean and variance. In this
paper, we introduce an integral transform, which is different from, but similar to, the moment generating function. This similarity enables us to compute all the components of the posterior mean and variance efficiently from the integral transform and its derivatives. Moreover, the integral transform and its derivatives can be simultaneously evaluated by using the HGM only once. Hence, in contrast to our previous method, only one IVP must be solved, which leads to the reduction of the online computational cost.

**Notations:** For the field of real numbers $\mathbb{R}$ and a vector of indeterminates $X = [X_1 \cdots X_n]^\top$, $\mathbf{R}(X)$ denotes the field of rational functions in the components of $X$ over $\mathbb{R}$. $\partial X := [\partial X_1 \cdots \partial X_n]^\top$ denotes a vector of differential operators, where $\partial X_i = \partial / \partial X_i$. We abbreviate $\partial X_i$ by $\partial_i$ if $X$ is clearly specified according to the context. For a multi-index vector $d = [d_1 \cdots d_n]^\top \in \mathbb{Z}^n_{>0}$, $X^d$ and $\partial^d$ denote $X^{d_1} \cdots X_n^{d_n}$ and $\partial_1^{d_1} \cdots \partial_n^{d_n}$, respectively. The symbol $\mathbb{R}_n := \mathbf{R}(X)(\partial)$ denotes the noncommutative ring of differential operators with coefficients in $\mathbf{R}(X)$. The subscript $n$ of $\mathbb{R}_n$ is omitted if it is clear from the context. We denote the action of an element $l \in \mathbb{R}_n$ on a sufficiently smooth function $\alpha(X) = \alpha(X_1, \ldots, X_n)$ as $l \cdot \alpha(X)$; for instance, $\partial_i \cdot \alpha(X) = \partial \alpha / \partial X_i(X)$. We say that a differential operator $l \in \mathbb{R}$ annihilates a function $\alpha$ if $l \cdot \alpha = 0$. We denote the set of all positive definite $n \times n$ matrices by $\text{PD}(n)$. The PDF of a stochastic variable $X$ is denoted by $p(X; Y)$ if it depends on a parameter $Y$.

## II. Problem Setting

In the Bayesian filtering approach for discrete-time nonlinear systems, the posterior PDF of the state $x_k \in \mathbb{R}^n$ at time step $k$ conditional on the output history $y_{[0:k]} \subset \mathbb{R}^n$ from time steps $0$ to $k$ is recursively updated via the following equations [17].

\begin{align}
  p(x_k \mid y_{[0:k]}) & = \frac{p(x_k, y_k \mid y_{[0:k-1]})}{p(y_k \mid y_{[0:k-1]})}, \\
  p_{xy}(x_k, y_k \mid y_{[0:k-1]}) & = p(y_k \mid x_k) \\
  & \times \int_{\mathbb{R}^n} p(x_k \mid x_{k-1}) p(x_{k-1} \mid y_{[0:k-1]}) dx_{k-1}, \\
  p(y_k \mid y_{[0:k-1]}) & = \int_{\mathbb{R}^n} p(x_k, y_k \mid y_{[0:k-1]}) dx_k. 
\end{align}

We assume that the system dynamics and observation process are defined by the following state and observation equations.

\begin{align}
  x_k &= f(x_{k-1}, u_k) + w_k, \\
  y_k &= h(x_k) + v_k, 
\end{align}

where $w_k \in \mathbb{R}^n$ and $v_k \in \mathbb{R}^n$ denote the system and observation noises that are assumed to be independent and identically distributed with the PDFs $p_w(w_k)$ and $p_v(v_k)$, respectively. In addition, $u_k \in \mathbb{R}^m$ denotes a given input of the system. Using the rule of transformation of PDFs [10], the conditional PDFs $p(x_k \mid x_{k-1})$ and $p(y_k \mid x_k)$ in (1) can be rewritten using functions $f$, $h$, $p_w$, and $p_v$ as follows:

\begin{align}
  p(x_k \mid x_{k-1}, u_k) &= p_w(x_k - f(x_{k-1}, u_k)), \\
  p(y_k \mid x_k) &= p_v(y_k - h(x_k)), 
\end{align}

where the former PDF is conditional on $x_{k-1}$ and parametrized by $u_k$ owing to (2). By substituting (2) and (5) into (1), we can describe the update law of Bayesian filtering using $f$, $h$, $p_w$, and $p_v$.

Since Bayesian filtering is a recursive algorithm, we can focus on the one-step update of the posterior PDF and omit the subscript $k$. Moreover, the past history of outputs $y_{[0:k-1]}$ has nothing to do with the update at time step $k$; it only appears in the previous posterior PDF $p(x_{k-1} \mid y_{[0:k-1]})$, so we also omit the past history $y_{[0:k-1]}$. Thus, (1) can be summarized as

\begin{align}
  p(x \mid y; u) & = \frac{p_{xy}(x, y; u)}{\int_{\mathbb{R}^n} p_{xy}(x, y; u) dx}, \tag{6}
\end{align}

where $x$, $y$, and $u$ denote the current state, output, and input, respectively; $x^-$ denotes the previous state, and $p_{xy}(x, y; u)$ denotes the joint PDF of $x$ and $y$ defined as the second line in (1).

The update law (6) can be viewed as a functional that maps the previous posterior PDF $p(x^-)$ to the current one $p(x \mid y; u)$. In the linear case with Gaussian noise, this functional can be reduced to simple arithmetic operations of the mean and variance of the previous posterior PDF to yield the prediction and update steps of the Kalman filter. However, in the nonlinear cases, the Gaussian property of the posterior PDF can no longer be guaranteed, which makes it extremely difficult to compute the functional. Therefore, as the first step to overcome this difficulty, we approximate the posterior PDF using a Gaussian.

For the following discussion, $\tilde{p}$ denotes an approximation of the PDF $p$ with the same stochastic variables. Suppose we have a Gaussian $\tilde{p}(\cdot) = N(\mu, \Sigma)$ approximating $p(x)$, where $N$ is defined as

\begin{align}
  N(\xi; m, V) & := \frac{1}{\sqrt{(2\pi)^n |V|}} \exp \left( -\frac{1}{2} (\xi - m)^\top V^{-1} (\xi - m) \right). 
\end{align}

By replacing $p(x)$ with $\tilde{p}(x)$ in the definition of $p_{xy}(x, y; u)$, it can be approximated as

\begin{align}
  p_{xy}(x, y; u) & \approx \tilde{p}_{xy}(x, y; u, \mu^-, \Sigma^-) \\
  & := p(y \mid x) \int_{\mathbb{R}^n} p(x \mid x^-; u) \tilde{p}(x^-; \mu^-, \Sigma^-) dx^-,
\end{align}

and $p(x \mid y; u)$ can be approximated as

\begin{align}
  \tilde{p}(x \mid y; u, \mu^-, \Sigma^-) & = \frac{\tilde{p}_{xy}(x, y; u, \mu^-, \Sigma^-)}{\int_{\mathbb{R}^n} \tilde{p}_{xy}(x, y; u, \mu^-, \Sigma^-) dx}.
\end{align}

Note that the approximating PDF on the left-hand side is not Gaussian since we consider the nonlinearities of functions $f$ and $h$ without any approximations. Hence, we further approximate $\tilde{p}(x \mid y; u, \mu^-, \Sigma^-)$ with a Gaussian $N(x; \mu, \Sigma)$ of the same mean $\mu$ and variance $\Sigma$ as those of $\tilde{p}(x \mid |
y; u, μ−, Σ−), that is, \( \bar{p}(x \mid y; u, \mu−, \Sigma−) \approx N(x; \mu, \Sigma) \) where
\[
\mu := E_{\bar{p}(x \mid y; u, \mu−, \Sigma−)}[x] = \int_{\mathbb{R}^n} x \cdot \tilde{p}_{xy}(x, y; u, \mu−, \Sigma−) dx
\]
and
\[
\Sigma := E_{\bar{p}(x \mid y; u, \mu−, \Sigma−)}[x^T x] − \mu \mu^T = \int_{\mathbb{R}^n} xx^T \cdot \tilde{p}_{xy}(x, y; u, \mu−, \Sigma−) dx − \mu \mu^T. \tag{10}
\]

Definitions (9) and (10) provide a finite number of functions that map the parameters y, u, μ−, and Σ− to the current estimates \( \mu \) and \( \Sigma \). Hence, by evaluating them recursively, we can perform Bayesian filtering while exactly considering the nonlinearities of \( f(\cdot) \) and \( h(\cdot) \), respectively. To achieve the trade-off between the exact consideration of nonlinearity and reduction of computational cost, we use a symbolic-numerical method for evaluating the complex integrals, called the HGM. We only provide the outline of the HGM in a specific situation due to limited space.

Let us consider the evaluation of the following integral.
\[
\alpha(X) := \int_{\mathbb{R}^n} \beta(X, Y) \cdot \gamma(X, Y) dY, \tag{11}
\]
where \( \beta \) and \( \gamma \) are smooth scalar-valued functions in \( X \in \mathbb{R}^n \) and \( Y \in \mathbb{R}^m \). For example, \( \Phi(h(x))(y, u, \mu−, \Sigma−) \) can be regarded as integral (11) with \( \beta = h, \gamma = \tilde{p}_{xy}, Y = x, \) and \( X \) corresponds to \( (y, u, \mu−, \Sigma−) \).

Definition 1: The function \( \alpha(X) \) is called holonomic if there exists a set of differential operators \( M = \{d^1, \ldots, d^{dq−1}\} \) \( \in \mathbb{Z}_{\geq 0}, \) \( d_i \in \mathbb{Z}_{\geq 0}^n \) such that the vector-valued function \( Q(X) \) defined as
\[
Q = [\alpha \; d^1 \alpha \; \cdots \; d^{dq−1} \alpha]^T \tag{12}
\]
satisfies a set of the following PDEs.
\[
\partial_{X_i} Q(X) = A_{X_i}(X) Q(X) \quad (i = 1, \ldots, n), \tag{13}
\]
where \( A_{X_i}(X) \in \mathbb{R}^{n \times n} \). The set of PDEs (13) is called the Pfaffian system of \( Q(X) \).

We assume that we know \( M \) and \( A_{X_i} \) in Definition 1 for the holonomic function \( \alpha(X) \). Moreover, we assume that the vector \( Q(X_{\text{init}}) \) at a certain point \( X_{\text{init}} \) is known. For example, the vector \( Q(X_{\text{init}}) \) can be directly computed from (11) if we use sufficient computational resources. Once \( Q(X_{\text{init}}) \) is obtained, by virtue of (13), we can efficiently evaluate \( \alpha(X) \) at a point \( X = X_{\text{init}} \) without directly evaluating the multiple integral (11). The target point \( X \) can be arbitrarily selected considering that the following process is successfully performed.

Let \( X(s) \) be a smooth curve \( [0, 1] \ni s \mapsto X(s) \in \mathbb{R}^n \) with \( X(0) = X_{\text{init}} \) and \( X(1) = \hat{X} \). Considering the Pfaffian system (13) on this curve, we obtain an IVP
\[
\frac{dQ}{ds} = \sum_{i=1}^n \partial_{X_i} Q \cdot \frac{dX_i}{ds} = \sum_{i=1}^n A_{X_i}(X(s)) Q(X(s)) \cdot \frac{dX_i}{ds},
\]
\[
Q(X(0)) = Q(X_{\text{init}}). \tag{14}
\]

This IVP can be solved to obtain \( Q(\hat{X}) \) using numerical solution methods such as the RK4 method if none of the denominators in \( A_{X_i} \) vanish at any \( s \in [0, 1] \). Consequently, we can evaluate \( \alpha(\hat{X}) \) as the first component of \( Q(\hat{X}) \).
The finite set $M$ and matrices $A_{X_i}$, which are supposed to be known, can be computed from a finite set of differential operators called a *basis of a zero-dimensional ideal* in $R_n$. The following theorem provides a way to find such a basis for a given function and to determine whether the function is holonomic or not (We have skipped the details for simplicity).

**Theorem 1:** [19] A smooth function $a(X)$ is holonomic if and only if there exist differential operators, described as finite sums of the following form.

$$l_i := \sum d_d(X)\partial^d_{X_i} \quad (a_d \in R(X), \ i = 1, \ldots, n),$$

which annihilate $a(X)$, i.e., $l_i \cdot a(X) = 0$ for $(i = 1, \ldots, n)$. Moreover, the set of differential operators $\{l_1, \ldots, l_n\}$ is a basis of a zero-dimensional ideal in $R_n$.

**Example 1:** A function $a(X, Y) = cos(XtY)$ is holonomic because there exist two differential operators of the form $l_1$:

$$l_1 := \partial^2_{X_1} + X_1^2,$$

which annihilate $a(X, Y)$. Indeed, by using, for example, Risa/Asir [21] and its library yang, the Pfaffian system (13) can be computed as

$$\partial X Q = \begin{pmatrix} 1/X_1 & 1 & X_2 \ 0 & X_2 & X_1 \ \end{pmatrix} \text{ and } \partial Y Q = \begin{pmatrix} 0 & X_2^2 & 1 \ 1 & 0 & 0 \ \end{pmatrix} Q,$$

where $Q(X,Y) = [a \partial X a]^T$, that is, $M$ in Definition [1] is a singleton $\{\partial X\}$.

It may be difficult to find a basis of a zero-dimensional ideal for $a$ directly from the expression (11). Using symbolic computation, we can compute a basis of a zero-dimensional ideal for $a$ from those for $b$ and $\gamma$ [20], which implies the following corollary [19], [20].

**Corollary 1:** If $b$ and $\gamma$ in (11) are holonomic, the product $b \cdot \gamma$ is also holonomic. In addition, if the product $b \cdot \gamma$ is rapidly decreasing with respect to each $Y_i$ $(i = 1, \ldots, m)$, then $a$ defined as (11), is also holonomic.

**Example 2:** For $X \in R$ and $Y \in R$, let $b(X, Y) = cos(XY)$ and $\gamma(X, Y) = \exp(-X^2/2-Y^2/2)$. Evidently, $\gamma$ is annihilated by $\partial^2_X + X^2$ and $\partial^2_Y + Y^2$, and $\gamma$ is annihilated by $\partial_X + X$ and $\partial_Y + Y$. That is, both functions are holonomic. Moreover, $\gamma$ is rapidly decreasing with respect to $Y$ and so is the product $b \cdot \gamma$, which indicates that $a(X)$ defined by (11) is holonomic (Corollary 1). Using Risa/Asir and its library nk_restriction, we can compute $\partial_X + 2X$ as a basis of a zero-dimensional ideal for $a(X)$ from the differential operators annihilating $b$ and $\gamma$. Indeed, it is easy to confirm that in this example $\alpha(X) \propto \exp(-X^2)$, which is annihilated by the basis.

Corollary 1 combined with the following assumption, ensures that $\tilde{p}_{xy}(x, y; u, \mu)$ is holonomic.

**Assumption 1:** The conditional PDFs $p(x \mid x^-; u)$ and $p(y \mid x)$ in (4) are holonomic functions.

**IV. Evaluation of Mean and Variance via Integral Transform**

Under Assumption 1, all the components of the integrals $\Phi[1], \Phi[x]$, and $\Phi[x^T]$ are holonomic functions of $u$, $y$, $\mu^-$, and $\Sigma^-$. Therefore, they can be efficiently evaluated using the HGM if the corresponding Pfaffian systems (13) and initial vectors (12) are computed in advance. The authors propose a method to compute (9) and (10) by directly using the HGM [14]. Although the previous method showed better performance than other existing methods for a numerical example, the IVP (14) has to be solved for each component of the three integrals. If we can decrease the number of IVPs, then it reduces the online computational cost. Hereafter, $z \in R^N$ denotes a vector consisting of all the independent components of $y \in R^n$, $u \in R^m$, $\mu^- \in R^r$, and $\Sigma^- \in PD(n)$, where $N = r + m + n(n + 1)/2$. With this notation, for example, $\tilde{p}_{xy}(x, z)$ denotes $\tilde{p}_{xy}(x, y; u, \mu, \Sigma^-)$ as a function of $x, y, u, \mu^-$, and $\Sigma^-$. In this work, we use an integral transform of $\tilde{p}_{xy}$ to reduce the number of IVPs solved in the one-step estimation. Consider an integral transform $T[\tilde{p}_{xy}]$ defined as follows.

$$T[\tilde{p}_{xy}](\xi, z) := \int_{R^n} \exp(\xi^T x) \cdot \tilde{p}_{xy}(x, z)dx.$$  (16)

Note that although this definition is similar to that of the moment generating function, it is different because $\tilde{p}_{xy}$ is the PDF of the $x$ and $y$ pairs rather than $x$. We assume that there exists a compact subset of $R^n$ including the origin such that for all $\xi$ in the subset, (16) can be defined and smooth. The integrals $\Phi[1], \Phi[x]$, and $\Phi[x^T]$ are then obtained from the derivatives of $T[\tilde{p}_{xy}]$ at $\xi = 0$ as follows:

$$T[\tilde{p}_{xy}](0, z) = \int_{R^n} \tilde{p}_{xy}(x, z)dx = \Phi[1](z),$$

$$\partial_{\xi} T[\tilde{p}_{xy}](0, z) = \int_{R^n} \partial_{\xi} \exp(\xi^T x) \tilde{p}_{xy}(x, z)\big|_{\xi=0} dx = \Phi[x](z),$$

$$\partial_{\xi} \partial_{\xi} T[\tilde{p}_{xy}](0, z) = \int_{R^n} \partial_{\xi} \partial_{\xi} \exp(\xi^T x) \tilde{p}_{xy}(x, z)\big|_{\xi=0} dx = \Phi[x^T](z).$$

Here, the approximating PDF $\tilde{p}_{xy}$ is a holonomic function under Assumption 1 and the kernel $\exp(\xi^T x)$ is also holonomic. This implies that $T[\tilde{p}_{xy}]$ is also a holonomic function by Corollary 4. Therefore, $\tilde{M}$ exists such that the vector-valued function $Q(X)$ defined by $\tilde{M}$ and $T[\tilde{p}_{xy}]$ satisfies the Pfaffian system (13). Using the Pfaffian system, we can explicitly express $T[\tilde{p}_{xy}]$ and its derivatives (17) as well as (18) as a linear combination of the components of $Q$ with coefficients in $R$. First, $T[\tilde{p}_{xy}](\xi, z)$ itself is the first component of $Q(\xi, z)$, thus satisfying the following:

$$\Phi[1] = T[\tilde{p}_{xy}] = C^{(0)} Q,$$  (19)

where $C^{(0)}$ is a constant coefficient vector $[1 \ 0 \ \ldots \ 0]$.
Next, the first derivatives $\partial_i T[\hat{p}_{xy}]$ ($i = 1, \ldots, n$) are obtained using the first components of the left-hand sides of (13). Hence, the following identities hold.

$$\Phi[x_i] = \partial_i T[\hat{p}_{xy}] = C_i^{(1)} Q \quad (i = 1, \ldots, n), \quad (20)$$

where the coefficient vector $C_i^{(1)}(\xi, z)$ is the first row vector of $A \hat{\xi} \in \mathbb{R}(\xi, z)^{nxd}$ in (13). Finally, the second derivatives $\partial_i \partial_j T[\hat{p}_{xy}]$ ($i, j = 1, \ldots, n$) are obtained by differentiating both sides of (13). $\partial_i \partial_j T = \partial_i \partial_j (A \hat{\xi} Q) = \partial_i A \hat{\xi} \partial_j Q + A \hat{\xi} \partial_i \partial_j Q = (\partial_i A \hat{\xi} + A \partial_i A \hat{\xi}) Q$, and hence

$$\Phi[x_i x_j] = \partial_i \partial_j T[\hat{p}_{xy}] = C_{ij}^{(2)} Q \quad (i, j \in \{1, \ldots, n\}), \quad (21)$$

where the coefficient vector $C_{ij}^{(2)}(\xi, z)$ is the first row vector of $\partial_i A \hat{\xi} + A \partial_i A \hat{\xi}$.

We assume the explicit expressions of $C_i^{(1)}(\xi, z)$ and $C_{ij}^{(2)}(\xi, z)$ are obtained. Using the expressions, we can compute the values of $\Phi[1], \Phi[x], \Phi[xx]$, and $\Phi[xxT]$ at $z = \hat{z}$ from (19) to (21) if we have the vector $Q(0, \hat{z})$ for a given $\hat{z}$. The computation of $Q(0, \hat{z})$ can be accomplished by numerically integrating (14) using numerical integration methods, such as the RK4 method. Therefore, the current mean $\mu$ and variance $\Sigma$ for a given data $\hat{z}$ can be computed from (9) and (10) as

$$\mu = \frac{\Phi[x(\hat{z})]}{\Phi[1(\hat{z})]}, \quad \Sigma = \frac{\Phi[xxT(\hat{z})]}{\Phi[1(\hat{z})]} - \mu \mu^T. \quad (22)$$

In the previous method [14], IVP (14) has to be solved for each of the three integrals $\Phi[1], \Phi[x], \Phi[xx]$, and $\Phi[xxT]$ even for the one-dimensional case, that is, three IVPs have to be solved in total. By contrast, only a single IVP for $T[\hat{p}_{xy}]$ needs to be solved in the proposed method. This decrease in the number of IVPs leads to a reduction in the computational cost, which can be seen in Section V.

Now, we summarize the offline and online processes of the proposed method as Algorithms 1 and 2. The details of each step in Algorithm 1 can be found in [14], [20].

V. Numerical Example

This section presents a numerical example to show the efficiency of the proposed method. In the following demonstration, we use Risa/Asir [21] for the symbolic computation, Maple for the offline numerical computation, and Python for the online numerical computation on a PC (Intel(R) Core(TM) i7-1065G7 CPU @ 1.30 GHz; RAM: 16 GB).

A. Problem setting and results of offline computation

Consider the following nonlinear stochastic one-dimensional system.

$$x = \frac{4}{3} x^3 + u + w, \quad y = \frac{2}{1 + x^2} + v, \quad (23)$$

where $w$ and $v$ are the system and observation noises with the standard Gaussian PDF, respectively, and $u$ is given as the function $\cos(0.6k)$ of the discrete-time step $k$.

First, we symbolically compute the inputs of Algorithm 1, namely, bases of zero-dimensional ideals annihilating $\hat{p}(x; \mu, \Sigma)$ as $N(x; \mu, \Sigma)$, (4), and $\exp(\xi x)$. By differentiating $\hat{p}(x; \mu, \Sigma)$ with respect to each variable, we can obtain the differential operators annihilating $\hat{p}(x; \mu, \Sigma)$ as

$$\Sigma^{-1} \partial_x + x - \mu, \quad \Sigma^{-1} \partial_u - x + \mu, \quad 2(\Sigma^{-1})^2 \partial_x + \Sigma^{-1} - (x - \mu)^2. \quad (24)$$

The conditional PDF (4) is obtained by substituting the state equation into the PDF of $N(w; 0, 1)$ and is annihilated by the following three differential operators:

$$\partial_x + x - (4/5)x^2 - u, \quad \partial_u - x + (4/5)x^2 + u, \quad -(5/4)\partial_x + x - (4/5)x^2 - u. \quad (25)$$

The other conditional PDF (5) is also obtained by substituting the observation equation into the PDF of $N(v; 0, 1)$ and is annihilated by

$$\partial_y + y - \frac{2x}{1 + x^2} = \frac{(1 + x^2)^2}{2(1 - x^2)} \partial_x + y - \frac{2}{1 + x^2}. \quad (26)$$

Finally, $\exp(\xi x)$ is annihilated by

$$\partial_x - x, \quad \partial_x - \xi. \quad (27)$$

By Theorem 1, the sets of differential operators (24)–(27) are bases of zero-dimensional ideals annihilating $\hat{p}(x; \mu, \Sigma)$, $p(x | x^*; u), p(y | x), \text{and } \exp(\xi x)$, respectively.

Using Algorithm 1, we can derive a basis $B$ of

Algorithm 2 One-step Estimation via HGM using (16) (Online part)

Input: Explicit expressions of $C(0), C_i^{(1)}(\xi, z), i = 1, \ldots, n, C_i^{(2)}(\xi, z); i, j \in \{1, \ldots, n\}$, $A_4(\xi, z)$ ($\lambda \in \{\xi_1, \xi_2, \ldots, \xi_n\}$), initial point $z_{init}$ and vector $Q(0, z_{init})$, as well as given data $\hat{z}$

Output: Failure or estimates $\mu$ and $\Sigma$

1: Define $z(s)$ such that $z(0) = z_{init}$ and $z(1) = \hat{z}$
2: if $\exists s \in [0, 1]$ at which denominator in $A_4$ vanishes, then
3: return algorithm has failed
4: Solve IVP (14) numerically using initial vector $Q(0, z_{init})$ and obtain $Q(0, \hat{z})$
5: return $\hat{z}$ obtained from (19)–(21)
a zero-dimensional ideal annihilating $\mathcal{T} [\tilde{p}_{xy}]$, a finite set of differential operators $\mathcal{M}$, and the coefficient vectors $C^{(1)} (\xi, z), C^{(2)} (\xi, z)$ and matrices $A_\lambda$ ($\lambda \in \{\xi, z_1, z_2, z_3, z_4\}$), where $z = [z_1 \cdots z_4]^T = [y \mu^- \Sigma^-]^T$. In this example, $B$ consists of seven differential operators, which include

$$2 \partial_\xi \partial^2_\zeta - \partial^2_\zeta \partial_\xi + 2 y \partial_\xi \partial_\zeta + \xi \partial^2_\xi - 2 \partial_\zeta - \partial_\zeta + 4 \partial_\xi + \xi.$$ The other operators are omitted because of space limitations. The finite set $\mathcal{M}$ is obtained as $\{\partial_{z_1}, \partial_{z_2}, \partial_{z_3}, \partial^2_{z_1}, \partial_{z_2} \partial_{z_1}, \partial_{z_3} \partial_{z_1}\}$. Hence, $Q$ becomes a seven-dimensional vector-valued function:

$$Q = \begin{bmatrix} 1 & \partial_{z_1} & \partial_{z_2} & \partial_{z_3} & \partial^2_{z_1} & \partial_{z_2} \partial_{z_1} & \partial_{z_3} \partial_{z_1} \end{bmatrix}^T \mathcal{T} [\tilde{p}_{xy}],$$

where $\bullet$ represents the actions of all the components on $\mathcal{T} [\tilde{p}_{xy}]$. All entries of the coefficient matrices $A_\lambda \in \mathbb{R}(\xi, z)^{7 \times 7}$ ($\lambda \in \{\xi, z_1, z_2, z_3, z_4\}$) as well as the coefficient vectors in (20) and (21) are explicitly computed from $B$. For example, an overview of $A_\xi$ is presented below.

$$\begin{bmatrix} z_2 + \frac{2}{5} \ z_3 & 0 & \frac{16}{25}z_4 + 1 & 0 & 0 & 0 & 0 \\ 0 & z_2 + \frac{4}{5} \ z_3 & 0 & 0 & * & 0 & * \\ 1 & 0 & \ z_2 + \frac{4}{5} \ z_3 & * & 0 & 0 & * \\ 0 & 0 & \frac{16}{25} & * & 0 & 0 & * \\ * & \ (z_2 - \frac{2}{5} \ z_3) z_1 + 1 & * & * & * & * & * \\ * & * & * & * & 0 & 0 & 0 \\ * & * & * & * & * & * & * \end{bmatrix},$$

where the entries $*$ denote rational functions of $\xi, z_1, \ldots, z_4$ and are omitted because of the space limitations.

Finally, we have to choose the initial points $z_{init}$ and compute corresponding initial vectors $Q(0, z_{init})$. The choice of the initial points depends on the denominators in $A_\lambda$ ($\lambda \in \{\xi, z_1, z_2, z_3, z_4\}$) because they should not vanish on the integration path; otherwise, the right-hand side of the ODE in (14) diverges and therefore Algorithm 2 fails (line: 7). In this example, however, the least common multiple of all the denominators in $A_\lambda$ is $16z_4 + 25$, which must not be zero because $z_4 = \Sigma^- > 0$. Therefore, any component of $A_\lambda$ must not diverge. For this example, we choose the following eight initial points:

$$Z_{init} := \{[z_1 \ z_2 \ z_3 \ z_4]^T | z_1 = \pm 1, z_2 = \pm 1, z_3 = \pm 1, z_4 = 1\}.$$ The corresponding initial vectors can be computed numerically from the definition (25).

B. Settings for online computation and estimation results

In the online computations, the data $z$ consisting of the input $u$, output $y$, and previous estimates $\mu^-$ and $\Sigma^-$ are given at each time step. Let $z$ denote the given data at a time step. For this example, we fix the integration path in line 1 of Algorithm 2 to a line segment from an initial point $z_{init}$ to a given data $z$, that is, $z(s) := s \hat{z} + (1 - s) z_{init}$. The initial point $z_{init}$ is therefore selected for each given data $z$ such that the length of the line segment is the minimum among the prescribed set $Z_{init}$. The numerical integration along the defined path is performed using the ABM4 method, with the first three steps initialized using the RK4 method. Under these settings, Algorithm 2 is performed at each time step to compute the next estimates $\mu$ and $\Sigma$ from the previous ones $\mu^- (= z_2)$ and $\Sigma^- (= z_4)$ using the measurement $y (= z_1)$ and the known input $u (= z_2)$. Figure 1 shows a realization of the system (23) and the estimation results obtained from the proposed method.

For comparison, we implemented the EKF, UKF, PF, and our previous method. The number of particles in the PF was set to 100 so that its accuracy would be almost the same as that of the proposed method. Three hundred realizations are generated from the random initial states and sequences of system and observation noises for this comparison.

To compare the performances of all the methods, the negative log-likelihood (NLL) [22] was computed. Figure 2 shows the NLL of each method averaged over all realizations. As can be seen, only the PF of 100 particles shows comparable performance to the proposed and previous methods. The averaged NLL of the previous method is identical to that of the proposed method because both approaches compute the same estimates (22). The computational times for the one-step estimations of all the methods are summarized as boxplots in Fig. 3. It can be seen that the proposed method is faster than the previous method as well as the PF with 100 particles, which show comparable performances for the NLL values. These results indicate that the proposed method outperforms the PF and our previous method.

As shown in this example, there exists at least a single problem in which the proposed method outperforms the existing methods, exhibiting the superiority of the proposed method. Currently, it is difficult to demonstrate the su-
or initial points will be studied in depth to enable more stable numerical integrations, for example, by considering the special structure of the problems considered in this work. Another direction for future work is approximating the posterior PDF more accurately using a PDF with more parameters than the Gaussian, such as the skew Gaussian.

Fig. 2: Comparison of NLLs for proposed method (solid, thick), previous method (solid, thin), PFs of 100 particles (dashed), UKF (dotted), and EKF (dash-dotted, almost greater than 1.2 after \(k = 4\))

Fig. 3: Boxplots of computational times for one-step estimations of all methods

VI. Conclusion

A symbolic-numeric method is proposed herein to perform Bayesian filtering for a class of nonlinear stochastic systems. The posterior PDF of the state is first approximated using a Gaussian PDF, and the mean and variance are then updated while considering the nonlinearity of the system exactly. This update process is formulated as evaluations of several integrals using the HGM. We also propose an integral transform to compute the mean and variance efficiently from the vector-valued function obtained using the HGM.

It is known that the numerical integration in the third step of the HGM may diverge owing to errors in the initial vectors. Therefore, in future work, the selection of integration paths should be a part of future research. Therefore, the theoretical or experimental analysis demonstrating the superiority will be a part of future research.

Despite the complex procedure, the principle behind the proposed method is simple; it is basically the evaluation of the integrals \(\Phi[1], \Phi[x], \Phi[xx^T]\), which can be naturally obtained by the Gaussian approximation of the posterior PDF in Bayesian filtering. Thus, the proposed method is simple to understand except for the precise evaluation of integrals, which is complex. Moreover, if it is formulated as a set of Algorithms 1 and 2, the implementation of the proposed method can be automated using symbolic computation so that the users do not have to be concerned about its complex procedure. Therefore, we believe that it is worth studying the proposed method, and the improvement of its usability should be a part of the future research.
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