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1 Introduction

Online forums and discussion boards are online platforms for people to hold discussions in particular domains. They are widely used in various areas such as customer support, community development, interactive reporting and online education. Forums provide one of the primary avenues for online users to share information on the Internet. Users post their questions or problems onto online forums and get possible solutions from other users. Through this simple mechanism, great volumes of data with customised answers to highly specialised domain-specific questions are created on a daily basis. However, it is not an easy job to extract the information latent in the threads.

The aim of our research is to help users to more easily access existing information in forums which relate to their questions, by text mining troubleshooting-oriented, computer-related technical user forum data (Baldwin et al., 2010). An example thread from a real-world forum is shown in Figure 1, which is made up of 4 posts with 3 distinct participants.

Our proposed strategy is to model the “content structure” of forum threads by analysing requests for information and provision of solutions in the thread data. We devise an ontology of problem sources and solution types with which to analyse individual threads, paving the way for users to spell out the general nature of their support need in their queries. The main contributions of this paper are: (1) designing a modular thread-level class set; (2) constructing and publishing an annotated dataset; and (3) performing preliminary thread-level experiments over the dataset.

2 Related Work

There is very little work that is specifically targeted at the thread-level analysis of web user forum data. The most closely-related work is that performed by Baldwin et al. (2007), and our thread class set was created based on this original work.

Another research line that relates to the thread classification is discussion summarisation. For example, technical online IRC (Internet Relay Chat) discussions are summarised and segmented in Zhou and Hovy (2005)’s research. The message segments are then clustered to find the most relevant information to users using machine learning models. There has also been work on email summarisation, concentrating primarily on summarising and organising email archives by extracting overview sentences to help users find the most useful email threads (Nenkova and Bagga, 2004;
3 Class Definition

The proposed thread class set is made up of two orthogonal Basic Class sets (BASIC), and a Miscellaneous Class set (MISC). The first BASIC class set is Problem Source (PROBLEM), which concerns the targets and sources of the problem described in threads. It contains 6 basic classes: Operating System (OS), Hardware, Software, Media, Network and Programming. The second BASIC class set is Solution Type (SOLUTION), which describes the types of the solution presented in threads in the form of 4 classes: Documentation, Install, Search and Support. The MISC class set includes two classes: Other and Spam. A detailed description of each class in the thread class set is presented in Table 1.

A given thread is labelled either with one class label from each of the two BASIC class sets (i.e. two class labels in total), or alternatively one class label from the MISC class set. For example, the thread from Figure 1 would be labelled as Programming/Documentation. Therefore, when doing the actual annotation, we used the ALLCLASS class set containing 26 classes in total, i.e. the cross product of the two BASIC class sets plus Other and Spam.

It should be noted that while the design of our class set is specific to computer-related technical user forum threads, the idea of the two orthogonal BASIC class sets, namely PROBLEM and SOLUTION, can be applied to troubleshooting-oriented forum threads from other domains. This is because most troubleshooting-oriented forum threads present one or more problems (i.e. PROBLEM), and imply possible solution types (i.e. SOLUTION), even if the thread is unresolved.

4 Data Collection

This research focuses exclusively on data from CNET forums.1 Firstly, 1000 threads were crawled from CNET forums using SiteScraper.2 We only collected threads that contained 2 to 16 posts, as threads containing only 1 post have no answers and cannot provide solutions, and long threads tend to be more discussion-oriented and/or contain multiple sub-threads.

The crawled threads were then preprocessed. Only the title and sub-forum information of each thread, and the body, title, and author information of each post were preserved. Finally, we randomly selected 500 threads from 4 sub-forums of the CNET forums: Operating Systems, Software, Hardware, and Web Development.

Two annotators performed a pilot annotation using a seed set of 150 threads and a dedicated web annotation tool. The $\kappa$ value for the pilot annotation (indicating the relative agreement between the two annotators) was 0.43. The annotators sat down together to go over every thread where there were disagreements, and discussed the disagreements based on the class descriptions. Then, the two annotators annotated 327 new threads, achieving a more respectable $\kappa$ value of 0.74. The annotators furthermore met again to resolve any disagreements in the labelling of the 327 threads. Most of the disagreements arose from confusion between Hardware and Media in the PROBLEM set, and Documentation and Support in the SOLUTION set.

5 Experimental Methodology

We carried out preliminary experiments over the annotated data, focusing on the implications of the modular class design for thread classification.

As our feature representation, we firstly removed all punctuation in the threads and normalised the threads to lower case. Then, we lemmatised the threads using the GENIA Tagger (Tsuruoka et al., 2005), and removed stopwords.3 Based on the preprocessed threads, we used a bag-of-words term frequency representation, concatenating all posts in the thread into a single metadata and thereby treating the task as a document categorisation task.

All of our experiments were carried out using Hydrat (Lui and Baldwin, 2009), a classifier comparison framework. Hydrat integrates several machine learning software packages including BSVM (Hsu and Lin, 2006), weka (Hall et al., 2009) and MALLET (McCallum, 2002), in addition to native implementations of a number of more basic learners. In our experiments, we tried a range of machine learning models including Support Vector Machines (SVM), multinominal Naive Bayes (NB), and instance-based learners.

---

1http://forums.cnet.com
2http://sitescraper.googlecode.com/
3Using the stop word list from InfoMap (http://infomap-nlp.sourceforge.net/).
A majority-class model (ZERO) was used as the baseline.

The class set was represented in three ways, based on its two orthogonal components: (1) all 26 multiclass (ALLCLASS); (2) only the PROBLEM class sub-set, the Other class and the Spam class, comprising 8 classes in total (PROBLEM); and (3) only the SOLUTION class sub-set, the Other class and the Spam class, comprising 6 classes in total (SOLUTION). By combining the outputs of classifiers based on the PROBLEM and SOLUTION class sub-sets (i.e. class composition), it is possible to construct full ALLCLASS classes, and we additionally compare the single-pass multiclass classification strategy with multi-pass class composition.

All experiments were carried out based on stratified 10-fold cross-validation. The results were evaluated via both micro-statistics and macro-statistics. Micro-statistics describe average performance per instance (i.e. thread), as represented in the micro-averaged precision ($P_M$), recall ($R_M$) and F-score ($F_M$). Macro-statistics, on the other hand, describe average performance per class, as represented in the macro-averaged precision ($P_M$), recall ($R_M$) and F-score ($F_M$). It should be noted that the $P_M$, $R_M$ and $F_M$ are always the same, as the prediction per document is always unique. Moreover, because cross-validation is used, the averaged $F_M$ is not necessarily the harmonic mean of the averaged $P_M$ and $R_M$.

Because we were more interested in the classification effectiveness per thread, the micro-averaged F-score ($F_M$) was used as our primary evaluation method. We also tested the statistical significance of the results using randomised estimation with $p < 0.05$ (Yeh, 2000).

Table 1: The components of the thread class set

| Class Category | Description |
|----------------|-------------|
| PROBLEM: OS    | Operating system |
| Hardware       | Core computer components, including core external components (e.g. a keyboard) |
| Software       | Software-related issues, including applications and programming tools |
| Media          | Hardware which is either a non-standard external component or peripheral device |
| Network        | Network issues (e.g. connection speed, and installing a physical network) |
| Programming    | Coding and design issues relating to programming |

| SOLUTION: Documentation | Description |
|-------------------------|-------------|
| Install                 | How to install a component |
| Search                  | Search for a particular component (e.g. a software package) |
| Support                 | How to fix a problem with a computer or component |

| MISC: Other | Spans |
|-------------|-------|
| Troubleshooting-related, but the problem source is not included in the PROBLEM set |
| The thread is not troubleshooting-related |

Table 2: The performance of different learners over ALLCLASS, PROBLEM and SOLUTION

| Class Space | Learner | $P_M$ | $R_M$ | $F_M$ | $P_M/R_M/F_M$ |
|-------------|---------|-------|-------|-------|---------------|
| ALLCLASS    | ZERO    | .006  | .018  | .009  | .038          |
|             | SVM     | .268  | .248  | .246  | .382          |
|             | NB      | .306  | .211  | .182  | .333          |
| PROBLEM     | ZERO    | .038  | .142  | .060  | .266          |
|             | SVM     | .564  | .485  | .500  | .661          |
|             | NB      | .574  | .483  | .481  | .691          |
| SOLUTION    | ZERO    | .122  | .168  | .140  | .304          |
|             | SVM     | .500  | .387  | .413  | .575          |
|             | NB      | .513  | .270  | .246  | .520          |

6 Results and Evaluation

We performed a series of experiments by applying the learners described in Section 5 over the three class sets (i.e. ALLCLASS, PROBLEM and SOLUTION). Because NN performed significantly below the other two learners in all experiments, we only present results from SVM and NB (along with baseline ZERO). The performance of different learners over ALLCLASS, PROBLEM and SOLUTION is shown in Table 2. For each class space, the best result for each column is presented in boldface.

There are several things to note in the results presented in Table 2. First, we can see that the majority class (ZERO) results are quite poor, especially for ALLCLASS. This is due to the effects of cross-validation, in learning the majority class from the training data in each fold, but due to relative class uniformity, often finding that this is not the majority class in the test data. Second, SVM has relatively strong performance over all three tasks, especially in ALLCLASS and SOLUTION with the best $F_M$ scores. This is not surprising, because it is often reported that SVMs have superior performance in document categorisation tasks (Yang and Liu, 1999; Joachims, 1998). However,
it is interesting to note that NB produces the best $F_M$ (i.e. 0.691) in the PROBLEM task. Although this figure is not significantly better than the $F_M$ (i.e. 0.661) from SVM, it still may imply that we should optimise our methodology over each sub-task.

As is explained in Section 5, the main purpose of the experiments is to examine whether the modular class set (i.e. PROBLEM and SOLUTION as two orthogonal components of the overall ALLCLASS) has the potential to benefit the classification task for ALLCLASS. One simple way is to explore class composition. To be specific, as PROBLEM and SOLUTION represent orthogonal components of ALLCLASS, it is possible to perform classification separately over PROBLEM and SOLUTION, and compose predictions via a combined class set, to form the ALLCLASS class set. For example, if a given thread is predicted to have a PROBLEM class of Hardware and a SOLUTION class of Documentation, we can compose the two predictions into the Hardware/Documentation class. In order to map the results back onto the ALLCLASS class set cleanly, we used the combined class set, where the combination of Other from either PROBLEM or SOLUTION with any other class from the second class set produces an overall classification of Other in the ALLCLASS set, and the combination of Spam/Spam is treated as Spam.

The combined results for the ALLCLASS class set are presented in Table 3, with the best outcome for each column once again indicated in boldface. From the results we can see that the composition of NB for PROBLEM and SVM for SOLUTION yields the best $F_M$ (i.e. 0.316) and $F_M$ (i.e. 0.443), significantly improving over the best ALLCLASS results from Table 2 (0.246 and 0.382 respectively). It would therefore appear to be the case that class composition is effective in boosting overall classification performance.

### Table 3: Results for class composition of the separate predictions from the PROBLEM and SOLUTION classifiers

| Learner | Learner | $P_M$ | $R_M$ | $F_M$ | $P_M/R_M/F_M$ |
|---------|---------|-------|-------|-------|---------------|
| SVM     | SVM     | 0.345 | 0.313 | 0.314 | 0.344         |
| NB      | SVM     | 0.379 | 0.310 | 0.316 | 0.443         |
| SVM     | NB      | 0.278 | 0.259 | 0.229 | 0.398         |
| NB      | NB      | 0.268 | 0.247 | 0.206 | 0.398         |

7 Conclusion

This research is aimed towards improving information access over troubleshooting-oriented technical user forum data, focusing on automated thread-level analysis of the problem sources and solution types. As first steps in this direction, we designed a modular thread-level class set, annotated 327 threads, and performed thread classification over the data. We proposed a class composition strategy by first performing classification separately over the PROBLEM and SOLUTION class sets, and composing the predictions into an overall thread classification. This approach gives us the best classification performance overall, with an $F_M$ of 0.443, well above the best result from doing the ALLCLASS classification directly.

Much more work could be done in terms of feature engineering. This could include new features such as author name/profile and the number of posts in the thread. We also speculate that noise in the threads, such as typos and incorrect casing/punctuation, reduced overall performance, suggest that text normalisation may help boost our classifiers. Additionally, because of the promising results produced by the class composition strategy and the innate structure of our thread class set, we could consider more sophisticated hierarchical classification methods (Dekel et al., 2004; Tsochantaridis et al., 2005). We leave these for future work.
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