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Abstract:
Television white spaces (TVWSs) refer to the unused part of the spectrum under the very high frequency (VHF) and ultra-high frequency (UHF) bands. TVWS are frequencies under licenced primary users (PUs) that are not being used and are available for secondary users (SUs). There are several ways of implementing TVWS in communications, one of which is the use of TVWS database (TVWSDB). The primary purpose of TVWSDB is to protect PUs from interference with SUs. There are several geolocation databases available for this purpose. However, it is unclear if those databases have the prediction feature that gives TVWSDB the capability of decreasing the number of inquiries from SUs. With this in mind, the authors present a reinforcement learning-based TVWSDB. Reinforcement learning (RL) is a machine learning technique that focuses on what has been done based on mapping situations to actions to obtain the highest reward. The learning process was conducted by trying out the actions to gain the reward instead of being told what to do. The actions may directly affect the rewards and future rewards. Based on the results, this algorithm effectively searched the most optimal channel for the SUs in query with the minimum search duration. This paper presents the advantage of using a machine learning approach in TVWSDB with an accurate and faster-searching capability for the available TVWS channels intended for SUs.
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Introduction:
Spectrum scarcity has long been anticipated and spectrum management mechanisms can lead to less optimal outcomes. The upsurge in mobile communications has led to the exploitation of spectrum bands; and thus, the efficient use of radio spectrum for wireless data communication faces challenges nowadays (1). Efficient spectrum use is the current issue even though more than 70% of the spectrum are not fully utilised and available for other users and services (2). The utilisation of other bands is minimal, especially the very high frequency (VHF) to ultra-high frequency (UHF) bands. Specific channels are left vacant for some time, which can be used for wireless applications. These vacant channels are referred to as television white space (TVWS), which makes a better option for wireless communications since it can penetrate obstructions, such as buildings, terrains, and the likes. Therefore, it can successfully enhance the effective use of spectrum and resolve spectrum scarcity worldwide (3). The use of TVWS communications is seen to improve the delivery of services in rural areas. Only 15% of the TV spectrum are utilised at present. Thus, it could be a great way to provide connectivity to almost 3 billion people across the globe (4).

The rapid growth in wireless communications increases the demand for more efficient spectrum management (5). The migration to digital TV can lead to nearly an additional 300 MHz of spectrum bandwidth. One factor to consider in using vacant TV bands is protecting primary users (PUs) from interference with secondary users (SUs) (6). TVWS is a distinguished new opportunity for wireless
communications due to its capability of penetrating obstacles as well as its low utilisation at given times and specific areas.

One of the promising techniques in implementing TVWS in communications is the use of the TVWS database (TVWSDB). Its main purpose is to protect PUs from interference with SUs. There are several geolocation databases available for this purpose. Nevertheless, it is unclear if those databases have the prediction feature that gives TVWSDB the capability of decreasing the number of inquiries from SUs. With this in mind, the authors of the this paper present a reinforcement learning-based TVWSDB. A comparison between the reinforcement learning-based (RL) and a conventional TVWSDB is carried out to determine the suitable comparative performance metrics to be considered for future work.

This paper is organised as follows: Section 2 presents the literature review; Section 3 discusses the RL technique; Section 4 explains the methodology and the RL algorithm used in this paper; and Section 5 discusses the conclusion and future work.

**Literature Review:**

This section discusses several studies conducted on the utilisation of TVWS for communications. The following are the significant works related to this study.

The implementation of TVWS is ongoing in some countries while others are still in the trial phase. In Mueck and Noguet (2011), an overview of a European framework related to the efficient exploitation of TVWS was presented, while Anabi et al. (2016) tackled the challenges, trends, and future of database-assisted TVWS technology (7,6). It was discussed that this type of TVWS technology set the standard for an interference-free system for users. It examined the operations of a database-assisted TVWS system, which consisted of two types of TVWS devices (TVWSDs), namely master and slave. The master TVWSD had direct access to the TVWS operator, while the slave TVWSD could only have access to the TVWS connection through the master. Other than the TVWSDs, the system also had a TVWS operator and TVWS database (TVWSDB). The TVWS operator had access to the database while the database contained information on different TVWS bands available and what transmission power to use.

The process in geolocation-assisted TVWS technology began with the master TVWSD inquiring for a list of TVWS operators. The master TVWSD then sent queries for available bands to use to the operator. The results were dependent on TVWSD’s provided location and operational parameters. The TVWS operator then had to access a TVWSDB where it was provided with available bands and transmission power to use. The operator would make necessary calculations to determine which frequency and transmission power to use for the master TVWSD. After determining the parameters for the master TVWSD, a slave TVWSD would query the master regarding what frequency and transmission parameters to obtain connectivity. After giving information to the master TVWSD, the master provided operational parameters to the slave device, allowing the slave device to finally have connectivity (6).

The Federal Communications Commission (FCC) required TV band devices to access unutilised TV channels through a geolocation database (GDB). The FCC rule of adopting the database architecture brings challenges in designing and implementing TVWS technology. In a study conducted by Feng et al. (8), the researchers presented WhiteNet. This system was compatible with the architecture of the FCC database. It was stated that WhiteNet was a TVWS network-accessible system comprised of multiple access points. WhiteNet included a WhiteNet Local Database consisting of three databases: Vacant TV Channel Database, Local AP Database, and Contention Database.

The WhiteNet Local Database could be integrated into the FCC’s database architecture and could resolve spectrum overlapping among the access points. According to the researchers, the WhiteNet Local Database added information on the access points to the standard GDB. The information included the location of an access point, interference between access points, and the channels used by access points. Furthermore, WhiteNet utilised B-SAFE, a distributed spectrum allocation algorithm, to allow access points to determine their spectrum. After implementing WhiteNet, it was concluded that WhiteNet offered a novel access point discovery and selection process, which allowed users to identify multiple access points and provide which access point had the best performance. In GDBs, a device stores information on the availability of TVWS in the form of location, transmission power levels, frequency range, and time. The device can transmit information at a specific frequency range without interference from other channels using this information.

The study by Sun et al. (2012) presented a system architecture and procedure for managing numerous SU networks (9). The study proposed a coexistence management scheme for SUs to share the spectrum opportunity and coexistence among
PUs and SUs. The proposed coexistence scheme was an interference-constrained time allocation scheme. In the study, the researchers compared their proposed time slot allocation scheme to three other schemes through simulations. A new parameter was introduced, known as Quality of Coexistence (QoC), which was used to measure rewards achieved by a scheme. The simulation results illustrated that their proposed coexistence scheme maximised the QoC by dividing a time slot into two time slots and providing them to two SU networks for allocation.

The main reason GDB is used in TVWS is to ensure that white space devices (WSDs) do not interfere with used frequency bands. To avoid interference, a protocol is followed that can be classified into three zones: Exclusion Zone, Restriction Zone, and Protection Zone. In the exclusion zone, no transmission by incumbents should be made. In the restriction zone, specific operating parameters like transmission power, antenna height, and frequency range should be followed. In the protection zone, a maximum level of interference should be obeyed (10).

A study by Ojaniemi et al. (2012) designed a method to raise the precision of GDBs through simulation (11). This method was conducted by creating a database from WSD measurements. By increasing the number of samples, the propagation map could be approximated. Their study was able to showcase that using an algorithm to update the GDB through sensing ensured that PUs and SUs did not suffer from interference.

Open access to TVWS has its advantages, especially in providing wireless communications. The challenges of having an open access feature are security and secondary coexistence. To improve spectrum utilisation, a technology called device-to-device (D2D) communication can be used. A research paper by Xue and Wang (2015) studied the resource sharing problem for many D2D communications by using the TVWS GDB (12). The researchers proposed a system model, together with resource allocation and admission control scheme. These algorithms (evolutionary computation) assisted in spectrum assignment with minimisation of interference and efficient power and admission control. The main goal was to maximise the number of D2D links by properly allocating available channels and coordinating the power levels. The researchers also took note of the quality of the service requirements for the users. Their research was tested in a simulation that showed how well their proposed schemes were.

Contrarywise, Puspita et al. (2019) conducted a study on cognitive radio that involved the use of RL algorithm (13). Their research presented insight on an RL-based cognitive radio network system to provide the most efficient frequency to use for the most efficient spectrum management. They used the deep RL approach to form deep Q-networks. They also showed different survey papers on using artificial intelligence (AI) techniques for cognitive radio.

Multiple studies have already been made with the implementation of computational intelligence in their research. An example would be using sensing algorithms to assure that SUs would not interfere with PUs. Sensing algorithms, which are under the category of neural networks in computational intelligence, were tied with the utilisation of GDBs to continually update the list of vacant frequencies that could be used by SUs (14). A study conducted by Martin et al. (2013) focused on reducing interference between PUs and SUs (15). The only difference between their research and Dionisio et al.’s was that they utilised a fuzzy logic model that produced an enhanced detection algorithm.

Their results revealed that their new algorithm yielded much better results than the traditional PU detection algorithms. Another study involved fuzzy logic-tackled spectrum mobility, or the spectrum handoff, which managed the SUs occupying the available spectrum without interfering with the regular transmission of the PUs. Under spectrum mobility were two Fuzzy Logic Controllers (FLC): price negotiation and duration negotiation. Price and duration were the main input parameters for band-sharing negotiations. The FLC consisted of three main stages: fuzzification, knowledge-based interference, and defuzzification. The operation of the first FLC was to calculate the success rate negotiation among the PU and SUs. Whereas, the second FLC estimated the success rate of pricing and duration among the PUs and SUs (16).

Spectrum sensing through a dynamic trust model (DTM) can help sustain a healthy ecosystem between unlicenced users or customer premise equipment (CPE) and licenced users or PUs in a wireless regional area network (WRAN). CPEs can fill the spectrum holes without interference from incumbent users but must vacate when PUs reclaim the spectrum. A study by Wang et al. (2017) suggested a trust model wherein CPEs gained trust based on the behaviour in using a vacant spectrum (17). There were three types of trust according to the model presented: Direct, Indirect, and Incentive. The model could evaluate a CPE’s trust and adjust its spectrum allocation based on its behaviour.
Table 1. Studies on geolocation database

| Sources | Computational Intelligence Used | Programming Language / Tool Used |
|---------|---------------------------------|----------------------------------|
| Alhammadi et al. (2016) (16) | Fuzzy Logic | MATLAB |
| Dioniso et al. (2012) (14) | Neural Network | LabVIEW from National Instruments |
| Martin et al. (2013) (15) | Fuzzy Logic (Enhanced Detection Algorithm) | Simulink from MATLAB |
| Xue and Wang (2015) (12) | Evolutionary Computing | MATLAB |
| Wang et al. (2017) (17) | Neural Network | Python |

Lacking in the Approaches

Spectrum database is an essential component of architecture design for the utilisation of the spectrum, particularly TVWS. Studies on the TVWS database included in the literature review did not state anything about predicting the databases’ operations. GDBs included in the preceding studies did not employ prediction on the availability of TVWSDB with a prediction feature intended for government-industry stakes.

Currently, there is not much research on implementing RL in TVWS. The present study sheds light on implementing a new field of AI, specifically RL, in TVWS. The benefit of this is that the agent can explore the environment through trial and error, and the information obtained from said exploration can be used to improve the overall output.

Reinforcement Learning:

Reinforcement learning (RL) is a machine learning technique that concentrates on the actions based on the mapping of situations to actions to obtain the highest reward. The learning process is conducted by trying out the actions to gain the reward instead of being told what to do. The actions may directly affect the rewards and the subsequent (18).

RL features include trial and error search and delayed reward. It operates on a dynamic dataset from the environment. It learns the best actions that can produce the optimum result. The agent learns, discovers, and works with the dynamic environment. It examines the environment condition, and based on its observation, selects the suitable action to be taken. On the other hand, the environment shifts to another condition and creates a reward for that particular action, which the agent is to obtain. The most recent data help the agent determine if the action was useful enough to be repeated, or wrong and should be avoided. The observation-action-reward cycle continues until learning is achieved (19).

A function can be found inside the agent frame in which it accepts observations as inputs and maps them to actions that can be depicted as outputs. The function consists of elements of the control system. The function is referred to as the policy that determines the appropriate action based on observations. When the actions taken are good, the environment generates a reward. Nevertheless, since the environment is dynamic, it may be altered, thus static mapping may not be the best. The RL algorithm updates the policy based on the selected actions, environmental observations, and the gathered rewards. The agent uses the RL algorithms to learn the optimal policy during its interaction with the environment to take the best action in any given situation, i.e. the action that produces the highest reward in time (19).

Methodology:

This section presents the methodology of the study consisting of design consideration and the processes involved in testing the TVWSDB.

Design Consideration

The architecture of the TVWSDB is shown in Figure 1. The information in the database was sourced from PUs data, TVWSD, or SUs. The operations of the database were based on the machine learning algorithm using the RL technique.

Figure 1. TVWSDB architecture

The TVWSDB

The database stores the data required to determine the available channels for a given location instantly. It contains the parameters of the PUs such as location, frequency, and transmit power, among others. An algorithm processes the data in the TVWSDB to provide the most optimal channel for the inquiring device.

Primary users data

The PUs data provide necessary information regarding the licenced primary users (LPU), which compose the database parameters. For this study, the information came from websites of the LPUs. The contents of the TVWSDB parameters used by the Canadian government (20) were considered
along with those specified in (21). It included data associated with registered TV stations that mainly consisted of the company, channel number, lower and upper frequencies, transmit frequency, location, longitude and latitude, site elevation structure height, transmitter power, and effective radiated power.

**The TVWSD (SUs)**

The TVWSD is the inquiring device to the TVWSDB, providing necessary information, such as device type, TVWSD ID, TVWSD serial number, TVWSD location, and transmission channel.

**The Process**

This section discusses the processes done in creating the TVWSDB.

**The database in MATLAB**

The pertinent data in the TVWSDB were gathered, which included the information that can be seen in Figure 2. The channels that had incomplete information were disregarded as it would be challenging to provide computation. This step narrowed the channels to be used to 13. The availability of each channel was also obtained, which was based on a 00:00 to 23:59 schedule, Monday to Sunday. The data were sourced from different websites and those that were scheduled to be off-air were assumed to be available. If the channel was available, then it was given a numeric value of 1. If the channel was being occupied, it was given a numeric value of 0. Another Excel database was created to host all the necessary information. This database contained all important data needed to identify each channel and the data needed for computation later. The time was split into 30-minute intervals to accommodate the availability from the data in Figure 3. These data were then imported into MATLAB using the readtable function as shown in Figures 4 and 5. The time data imported from the Excel file were converted into a decimal notation; therefore, the datetime function was utilised to convert it back into hour, minute, and second format.
The RadioPlanner outputs

The RadioPlanner software was used to obtain the range of the transmitters. Information from the created database was used to produce the sample outputs as shown in Figures 6 and 7. The transmitters were created by inputting the name, longitude and latitude, site elevation, frequency, transmitter power, and antenna height. The coverage of the transmitters was given by coloured circular lines in each figure. The data exported from the RadioPlanner can be seen in Figure 8.
The reinforcement learning algorithm

**Pseudocode**

//The Preparation Stage
- Gather secondary user data (i.e. current time, location)
- Import different channel data
- Initialise channel rewards
- Initialise q-table of size (number of channels, number of possible actions) // all elements are zeros
- Initialise algorithm parameters
  - number of episodes
  - steps per episode
  - learning rate
  - discount rate
  - exploration rate
  - max exploration rate
  - min exploration rate
  - exploration decay rate
- Initialise rewards per episodes array of size number of episodes // all elements are initially zero

//The Training Stage
- for episode in number of episodes
  - Set done variable to False
  - Set current reward to 0
  - for step in number of steps per episode
    - Generate random exploration rate threshold between 0 and 1
    - if exploration rate threshold is greater than exploration rate
      - Exploit, choose action with highest q-value from q-table
      - Get reward from action done
    - else
      - Explore, choose random action
      - Get reward from action done
    - Check if done is true depending on whether action causes end of episode
      - Update q-table
      - If done is true, break the loop and start new episode
    - Update exploration rate
    - Assign current reward of episode to current element in rewards table
    - End of for loop (steps)
  - End of for loop (episodes)

//The Testing Stage
- Based on the final q-table, get the best action (max q-value)

A Q-table was created, which was composed of a 4x2 matrix of zeros. Row (4) represents the states, or the four channels, while column (2) represents the actions of choosing the availability. The algorithm parameters, which were composed of the number of episodes, steps per episode, learning rate, discount rate, exploration rate, maximum exploration rate, minimum exploration rate, and exploration decay rate, were all defined. For the actual training of the algorithm, a loop was used to divide each training into an episode.

The training began by choosing a random number between 0 and 1 for the exploration rate threshold. If the exploration rate threshold was greater than the predefined exploration rate, it would follow the exploitation theory and obtain the maximum q-value from the Q-table.

If the reward was equal to 100 or -100, then the done action would be equal to 1, which would be used later on. Otherwise, it would follow the exploration theory and obtain random elements from the Q-table action section. If the reward was equal to 100 or -100, done would be equal to 1 again. Afterward, the Q-table would be updated using the formula. The current episode reward would be updated with the reward from the action. If done was equal to 1, then it would break from the loop. The exploration rate would be updated using the formula, and the current episode reward would be updated to the list of rewards.

The first stage of the RL process was to set up the SU inputs. These inputs determined the reward table, where the reward was dependent on how right a channel was for the SU. The reward table consisted of size (number of channels, number of possible actions). In this case, there were two possible actions of each channel, to accept it or not. Accepting and not accepting had their corresponding rewards. Thus, the most optimal channel would get the highest reward for accepting and the lowest reward for rejecting. Other reward values varied.

The next stage was to set up the environment, which in this case, was the database. The database was generally non-linear for channels that were split into different blocks. In addition to the database, the Q-table was initiated with all zero values primarily. This table had the same size as the reward table. The Q-table was the basis for which actions were the best for any given state, based on the q-values. After setting up the environment, the algorithm parameters were initialised, which were used in the learning algorithm. The number of episodes determined how many learning sessions the agent had to do. The steps per episode were the maximum number of actions taken per episode. Learning rate and discount rates were variables used for updating a q-value in a Q-table. In RL, the agent either explored or exploited the environment. Certainly, the best was to have a balance between the two. This point was where the balancing parameters come in. Initially, the exploration rate was at 1, the maximum value. This value meant that the agent explored every learning process for every start because there was nothing to exploit yet. The
minimum exploration rate was simply the lowest possible exploration rate as the exploration rate decayed per episode. These values were flexible and could be changed, which might lead to better results.

Moving on to the learning process itself, a table of the rewards each episode finished was initialised. This table differed from the previous reward table, which had rewards for each action taken (not the agent’s reward for a single episode).

The whole learning process was inside a big loop. The number of loops was the number of episodes that the agent took action. There was a done indicator signifying whether the agent committed a mistake or reached the goal of ending the episode in this loop. The current reward was also initialised. This position was where the current episode reward was stored first.

Inside the giant loop was another loop. This loop was based on the number of steps per episode. A step meant a single action. Inside this loop was where the agent determined whether it explored or exploited. This action was based on the exploration rate and exploration rate threshold, whereby the threshold was randomized while the exploration rate decayed per step. In this step, the agent either explored, chose a random action, or exploited, choosing the best-known action so far. Both then returned an award, which determined how well the action was. Based on the current reward, current state, learning rate, current q-value, and discount rate, the q-value of the current action-state pair was then updated in the q-table. The current reward was also stored in the episode-reward table.

If the agent indeed committed a fatal mistake or somehow found the best channel, the episode would end. If not, then the agent could continue to take action until the maximum number of actions was made. Everything mentioned so far described the learning process. This process went on until the last episode.

After the learning process was finished, the test run involved the agent getting the highest q-value per action-state pair. In this case, the action in a corresponding state with the highest q-value was equivalent to choosing the best channel. In simpler terms, the action of taking channel x as the most optimal channel for the SU had the highest q-value, which meant that it was the best action.

Results and Discussion:

To further analyse the outcome of the Q-table, for every state (channel), there were two q-values. One q-value was for accepting the channel, the other for rejecting. If the q-value of accepting a channel was higher than the q-value of rejecting a channel, this signified that the SU could use that channel. However, it might not be the best depending on whether it was the highest q-value in all of the Q-table and vice versa. The Q-table determined the best action and at the same time, showed all other corrective actions for every channel (state).

Figure 9 shows predefined rewards for channels 11, 4, 5, 7, and 9. The reward table was divided into five rows and two columns. The rows represented the channels while the columns represented the states deciding to choose the channel. Channel 11 had the most available channels; therefore if the agent decided to choose it, it was rewarded with a value of 200. If the agent did not choose it, it was punished with a value of -200 because it did not choose an ideal state. Channels 4, 7, and 9 all had similar channel availabilities, which was why they had the same reward values. The agent should not choose these because they did not have a good number of available channels; therefore if the agent chose it, it was punished with a reward of -100. If the agent decided not to choose these channels, it was rewarded with a value of 100.

Lastly, channel 5, which was located with [100 - 100] reward values, had more available channels than channels 4, 7, and 9, but less than channel 11. If the agent decided to choose this channel, it was rewarded with a reward value of 100.

Figure 9. Predefined rewards for channels 11, 4, 5, 7, and 9

Figure 10 shows the Q-table that represents the actions of accepting and rejecting a channel, accepting on the left, and rejecting the right. A higher value in the accepting portion indicated that the user would use the said channel. Moreover, having a higher acceptance value signified that these channels should be selected because the agent was rewarded for it.

Figure 10. Q-table after training
Figure 11 shows the output that provided the test action or the highest q-value in the Q-table. The channel with the highest Q-value would be provided to the user as it had the greatest availability of the other channels. The test_row and test_col were merely values that gave the index of the channel in the Q-table. In this case, channel 11 was located with an index row and column of [1,1]. Lastly, using the tic and toc MATLAB functions, the elapsed time for running the code was produced.

```
test_action = 2.0000e+04
test_row = 1
test_col = 1
Elapsed time is 0.043131 seconds.
```

Figure 11. Highest q-value, the index of the q-value, and the time taken to locate it

The code was created to output the most optimal channel depending on the user’s time to access the database. The code obtained the time they logged in and would round that up to the next 30 minutes. This process would prevent the user from obtaining a time that would be wasted. The code would then look at the different channel databases to see which of them had the highest number of consecutive 1s. This checking would be considered the most optimal because it would provide the user with the longest amount of time to access the white space for personal use. The training was done to assure that the agent would obtain the greatest number of 1s. The results in the Q-table defined the best channel that the user would use. This channel would be provided using the max function in the first column as this was the column that would produce a choose action. Having a better value in the chosen column than in the deny column in the Q-table meant that the agent preferred to choose the channel rather than deny it. The Q-table also proved that the agent could learn to choose the best channel and if the agent had to accept or deny. In a more updated code, the researchers trained the agent, and it gave channel 11 as the best channel that could be provided.

Conclusion:
The use of TVWS in communication can address the problem of spectrum scarcity. One of the promising techniques in its implementation is with the use of TVWSDB. Its main purpose is to protect PUs from interference with SUs. There are several geolocation databases available for this purpose. However, it is unclear if those databases have the prediction feature that gives TVWSDB the capability of decreasing the number of inquiries from SUs. At present, there are very few studies on the implementation of RL in TVWS. This study sheds light on implementing AI, specifically RL, in TVWS. The benefit of this is that the agent can explore the environment through trial and error, and the information obtained from said exploration can be used to improve the overall output. Furthermore, this paper presents the advantage of using a machine learning approach in TVWSDB with an accurate and faster-searching capability for the available TVWS channels intended for SUs.

A user interface showing the contour protection maps of PUs and SUs would be a valuable feature to highlight the efficiency and effectiveness of TVWSDB in terms of interference detection.
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