Switching Isotropic and Directional Exploration with Parameter Space Noise in Deep Reinforcement Learning
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Abstract. This paper proposes an exploration method for deep reinforcement learning based on parameter space noise. Recent studies have experimentally shown that parameter space noise results in better exploration than the commonly used action space noise. Previous methods devised a way to update the diagonal covariance matrix of a noise distribution and did not consider the direction of the noise vector and its correlation. In addition, fast updates of the noise distribution are required to facilitate policy learning. We propose a method that deforms the noise distribution according to the accumulated returns and the noises that have led to the returns. Moreover, this method switches isotropic exploration and directional exploration in parameter space with regard to obtained rewards. We validate our exploration strategy in the OpenAI Gym continuous environments and modified environments with sparse rewards. The proposed method achieves results that are competitive with a previous method at baseline tasks. Moreover, our approach exhibits better performance in sparse reward environments by exploration with the switching strategy.
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1 Introduction

Reinforcement learning (RL) enables an agent to learn an optimal strategy that maximizes the cumulative reward through experience. Exploration has an important role in the learning process because an agent does not have prior knowledge of an environment. The optimal action in the agent’s knowledge at that time is not necessarily the globally optimal action. The agent should activate exploration to acquire a better policy. By contrast, excess exploration leads to bad performance and does not lead to acquiring better knowledge.

Various strategies have been used to manage this trade-off. One is the Upper Confidence Bounds (UCB) approach. This method executes exploration by choosing an arm that maximizes the expected reward and that an agent has...
explored less than the other arms. The UCB approach in a multi-armed bandit has the benefit that its performance can be evaluated theoretically in terms of regret. However, using this approach in continuous state-action is difficult.

Exploration in continuous state-action space is conducted using some heuristics. Intrinsic motivation is one of the approaches. This method activates exploration by adding another reward signal (exploration bonus) to the original task reward. The exploration bonus has various formats. One is the prediction error of the state or action [17]. An agent learns a predictor of the forwarding or inverse transition model in parallel with the policy. Another method considers a novelty of the state using a pseudo-count of visitation with a probability density function [3]. There is also an approach that calculates the exploration bonus as the information gain of the transition model [10]. Additionally, there is a style that automatically generates the simplest tasks that are not achievable by a current policy to support learning [26]. The intrinsic motivation approach can perform structured exploration even in continuous state-action space. However, as mentioned in [8], adding an exploration bonus to the original reward can alter the optimal solution to which the agent aims.

Injecting noise is another exploration method. Noise can be classified into three types: $\epsilon$-greedy, action space noise and parameter space noise. $\epsilon$-greedy performs exploration by taking a random action with probability $\epsilon$. This method is feasible in discrete state-action space, but infeasible in continuous state-action space. Action space noise is the most common method in recent deep reinforcement learning. It perturbs the output of the policy at each step. Action space noise can be implemented straightforwardly for most reinforcement learning methods. Additionally, it is used to implement a stochastic policy. However, action space noise is less suited to tasks in which subtle positioning is essential because noise is injected at each step. Parameter space noise performs exploration by perturbing parameters of the policy. This noise enables agent consistent exploration because noise is injected at each episode and outputs the same action in the same state, unlike action space noise. Additionally, the perturbation of policy parameters leads to a complex change of exploratory behavior. Some researchers have experimentally shown that parameter space noise performs better exploration than action space noise [20,19].

The evolution strategy (ES) and genetic algorithm (GA) are highly related to parameter space noise. Recently, ES and GA have been applied to deep reinforcement learning [21,25]. The features of these methods were analyzed in [29,13] and they were experimentally shown to be able to acquire a diverse and robust policy. These methods have the benefit that they can be applied to a broad range of problems for which the Markov decision process (MDP) is less suited. However, they are less sample efficient than the conventional RL algorithm. These methods use only the final result, whereas the conventional RL algorithm uses all step information in each episode.

To summarize, parameter space noise has the benefit that it can manage continuous state-action space, does not alter the optimal policy, has the same sample
efficiency as the conventional RL approach and performs better exploration than
action space noise.

2 Related Works

The effectiveness of parameter space noise was first investigated by Rücksiteß
[20]. Rücksiteß conducted experiments with a policy that had relatively small
parameters and specific learning methods: REINFORCE [28] and Natural Actor-
Critic [18]. Recent research has shown that parameter space noise also works well
in deep RL, which includes a large parameter policy [19].

Plappert et al. formulated how to update a policy with parameter space noise
both in an off-policy and on-policy manner [19]. Parameter space noise can perform
better than $\epsilon$-greedy and action space noise in Deep Q-Networks (DQN)
[10], Deep Deterministic Policy Gradient (DDPG) [14], and Trust Region Policy
Optimization [22]. Plappert et al. also proposed a method that can connect the
variance of parameter space noise to action space noise. A problem is that this
method perturbs a policy by only using isotropic noise. Isotropic noise can be
inefficient in large parameter space, such as deep neural networks. Fortunato et al.
proposed using factorized functional noise in a DQN [16] and Asynchronous
Advantage Actor-Critic [15]. This approach samples noise from a multivariate
normal distribution with a diagonal covariance matrix. An agent learns both
the covariance matrix and a policy using gradient method [8]. This method only
manages the orthogonal scale of noise distribution and does not consider the cor-
relation between policy parameters. Additionally, learning a covariance matrix
using a gradient method is likely to take a longer time to converge than policy
parameters, as mentioned in [19]. Colas et al. proposed a method that switches
the exploration stage and exploitation stage sequentially [5]. They indicated that
this procedure works well in sparse reward and deceptive reward environments.
This method uses a style of parameter space noise in the exploration stage. This
work still has the problem of when to switch the two stages. The current param-
eter space noise method has three problems: (1) it considers both the scale and
correlation of parameter space noise, (2) it updates covariance quickly for noise
to effect policy learning, and 3) it continuously switches the exploration stage
and exploitation stage.

To overcome the problems (1) and (2), we combine a part of a method: Policy
Improvement with Black Box (PIBB) [21] with Plappert et al.’s method [19].
PIBB updates the policy and covariance matrix using one of the ES methods. We
update only the covariance matrix of parameter space noise using this method
and update the policy with the commonly used RL method. Updating a large
dimension policy using ES requires many training steps because ES can only use
the overall results of an episode, whereas the common RL approach can use all
step information in each episode and use temporal information. Moreover, we
propose a method to switch exploration and exploitative exploration to solve the
problem (3).
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3 Proposed Method

We consider a standard RL setting. An environment is modeled as an MDP. The environment consists of state space \( S \), action space \( A \), and reward function \( r : S \times A \rightarrow \mathbb{R} \). An agent learns a policy \( \pi : S \rightarrow A \) through interactions with an environment. \( \hat{\theta} \) and \( \hat{\pi} \) denote the perturbed policy parameter and perturbed policy parametrized by \( \hat{\theta} \), respectively. An overview of the learning system is shown in Fig. 1. The update of the policy is conducted by one of the deterministic policy gradient methods: DDPG [14]. We propose a method to perturb the policy.

The proposed method samples parameter space noise \( \varepsilon \) from the following distribution:

\[ \varepsilon \sim \mathcal{N} \left( 0, (1 - \alpha) \Sigma + \alpha \sigma^2 I \right) \].

This method consists of three parts: directional and scalable exploration by covariance matrix \( \Sigma \in \mathbb{R}^{N \times N} \), isotropic exploration by a diagonal matrix \( \sigma^2 I \in \mathbb{R}^{N \times N} \) and switching the two types of exploration using \( \alpha \in \mathbb{R} \). \( N \) is the number of policy parameters. We describe how these modules are interrelated and construct the distribution (1) in the following subsections.

3.1 Directional and Scalable Exploration by \( \Sigma \)

The part of covariance matrix \( \Sigma \) in (1) was designed to solve the two problems (1) and (2) in related works. \( \Sigma \) can consider the scale and correlation between policy parameters. The update of \( \Sigma \) is conducted by a part of PIBB [24] based
on Covariance Matrix Adaptation [9]:

\[ P_k = \frac{\exp \left( -h \frac{J_{\text{max}} - J_k}{J_{\text{max}} - J_{\text{min}}} \right)}{\sum_{k=1}^{K} \exp \left( -h \frac{J_{\text{max}} - J_k}{J_{\text{max}} - J_{\text{min}}} \right)} \]  

(2)

\[ \Sigma \leftarrow \sum_{k=1}^{K} \left[ P_k (\tilde{\theta}_k - \theta)(\tilde{\theta}_k - \theta)^T \right] = \sum_{k=1}^{K} \left[ P_k \varepsilon_k \varepsilon_k^T \right], \]  

(3)

where variable \( h \) is a hyper parameter, \( J_k \) is the acquired return in the \( k \)th episode, \( \theta \) denotes the parameters of the policy and \( \tilde{\theta} \) denotes the parameters of the perturbed policy. If \( J_{\text{max}} = J_{\text{min}} \), then \( P_k = 1/K \). An agent explores an environment with a policy perturbed per episode and obtains rewards. Equation (2) calculates weights \( P_k \) to reflect the goodness of each perturbation \( \varepsilon_k \) on the next noise distribution. Dividing by \( J_{\text{max}} - J_{\text{min}} \) enables the use of the same hyper-parameter \( h \) in various environments with different scales of the reward function. The exponential function expands the gap between returns \( J_k \). This process makes a weight \( P_k \) sensitive to the difference between the returns.

The scale and correlation of the noise is managed by (3). Weighting by \( P_k \) creates a covariance matrix, which generates more noise with the scale and correlation, which led to higher returns in previous episodes. This feature can perturb large parameter space efficiently. Additionally, it updates the covariance matrix instantly because it does not use a gradient method. We use small interval \( K \) to update \( \Sigma \) quickly. The frequent update of \( \Sigma \) can reflect the current policy parameter on current noise.

### 3.2 Exploration problem of \( \Sigma \) for Sparse Reward Environments

The update manner (2)–(3) can deform \( \Sigma \) adaptively in standard environments. By contrast, it disables exploration in a sparse reward environment. A sparse reward environment is a type of environment in which an agent cannot obtain any rewards until it has achieved or almost achieves a task. In such an environment, exploration is more critical. An agent with only \( \Sigma \) cannot explore a sparse reward environment because the variance of the noise distribution decreases rapidly. In a sparse reward environment, an agent generally receives zero returns in the environment. Returns with the same value cause the same weights \( P_k \) according to (2). The probability of generating a small noise is high because the noise is generated from a zero-mean Gaussian distribution. \( \Sigma \) is updated by a large population of small noises and the same weights using (3). This process causes a small variance of the next distribution and generates a small noise with higher probability. By repeating this, the variance of the distribution of parameter space noise decreases sharply. As a result, the policy is barely perturbed by the noise and the agent cannot explore the environment. Additionally, when all weights \( P_k \) have the same value and a bias emerges in the generated noise, the correlation
is accumulated per update, and then an agent can only perturb the policy in a particular direction.

3.3 Isotropic exploration by $\sigma^2 I$

To solve the variance reduction and fixed correlation of the noise distribution described in 3.2, isotropic and certain scale exploration is required until an agent obtains rewards. A part of the covariance matrix $\sigma^2 I$ performs this type of exploration. $\sigma$ is updated by Plappert et al.’s method [19]:

$$d(\pi, \tilde{\pi}) = \frac{1}{|A|} \sum_{i=1}^{|A|} \mathbb{E}_s \left[ (\pi(s)_i - \tilde{\pi}(s)_i)^2 \right]$$  \hspace{1cm} (4)

$$\sigma = \begin{cases} 1.01\sigma & \text{if } d(\pi, \tilde{\pi}) < \delta \\ \sigma/1.01 & \text{otherwise} \end{cases}$$ \hspace{1cm} (5)

where $|A|$ is the dimension of actions, $\delta$ is a desirable standard deviation of actions caused by perturbing policy, distance $d$ between the policy and perturbed policy is calculated as an averaged expected standard deviation and $\sigma$ is modified to achieve certain degree of change $\delta$ in action space ($d \approx \delta$).

This method can calculate the variance of noise in parameter space that causes a certain degree of change in action space. Therefore, an agent can conduct a certain amount of exploration despite the current policy parameters. Additionally, this part of the covariance matrix is not biased because it considers no correlation, and all of its diagonal values are the same.

3.4 Switching the two types of exploration using $\alpha$

Finally, we describe how to switch the two types of exploration. We propose switching the types using the difference between the acquired returns as a key to overcome problem (3):

$$\alpha = \exp \left( -h_2 \frac{J_{\text{max}} - J_{\text{min}}}{J_{\text{max}}} \right)$$ \hspace{1cm} (6)

where $h_2$ is a hyper parameter, $J$ is the return, and $J_{\text{max}}$ and $J_{\text{min}}$ are the maximum and minimum returns in certain episodes, respectively. If $J_{\text{max}}$ is negative, then $\alpha$ is calculated after $J_{\text{min}}$ is subtracted from $J_{\text{max}}$ and $J_{\text{min}}$. If $J_{\text{max}} = 0$, then we set $\alpha = 1$. $\Sigma$ becomes dominant in (1) when the difference is large and $\alpha$ becomes close to zero. Directional and scalable exploration by $\Sigma$ is expected to be effective when the direction and scale can be inferred by the difference between the acquired returns.

Equation (6) makes $\sigma^2 I$ dominant by setting $\alpha$ close to one when the difference between the returns is small. The isotropic and a certain amount of exploration by $\sigma^2 I$ are expected to be effective to determine a good direction.
of exploration when returns have not been improved. This part of covariance matrix also seems to be effective in a sparse reward environment to prevent the variance reduction of $\Sigma$.

Moreover, isotropic exploration is useful when a policy converges to local optima. In this case, returns tend to be the same. With further exploration, an agent can escape from local optima. Additionally, even if the variance of $\Sigma$ has reduced, then the variance of $\Sigma$ recovers because the next $\Sigma$ is calculated with the current $\sigma^2I$ dominant noise.

In this approach, the agent activates exploration using the difference between the returns as a trigger. Unlike intrinsic motivation, this approach does not alter the optimal solution of the policy because no exploration bonus is directly added to the reward function. We summarize the learning procedure in Algorithm 1.

**Algorithm 1 Proposed method**

```
repeat
  for episode $k \in \{1, \ldots, K\}$ do
    Initialize state $s$
    Sample noise $\varepsilon_k \sim N(0, (1 - \alpha)\Sigma + \alpha\sigma^2I)$
    Perturb $\tilde{\pi} = \pi(s; \theta + \varepsilon_k)$
    while episode is not done do
      $a_t \leftarrow \tilde{\pi}(s_t)$
      $s_{t+1}, r_{t+1} \leftarrow \text{environment}(s_t, a_t)$
      append $(s_t, a_t, s_{t+1}, r_{t+1})$ to Replay Buffer
      $J_k = \sum_{t} r_t$
    calculate $J_{\min}, J_{\max}$ from $\{J_k\}_{k=1}^K$
    if $J_{\max} < 0$ then $\{J_k\}_{k=1}^K \leftarrow J_{\min}$
    for each $k$ do
      $P_k = \exp\left(-h \frac{J_{\max} - J_k}{J_{\max} - J_{\min}}\right)$
      $\sum_{k=1}^K \exp\left(-h \frac{J_{\max} - J_k}{J_{\max} - J_{\min}}\right)$
      $\Sigma \leftarrow \sum_{k=1}^K P_k \varepsilon_k^T$
      $\alpha = \exp\left(-h_2 \frac{J_{\max} - J_{\min}}{J_{\max}}\right)$
    Per arbitrary cycle
    Update policy $\pi(s; \theta)$ with Replay Buffer by DDPG
    $d(\pi, \tilde{\pi}) = \frac{1}{|A|} \sum_{i=1}^{|A|} \mathbb{E}_s \left[(\pi(s_i) - \tilde{\pi}(s_i))^2\right]$ $\triangleright$ $s \sim \text{Replay Buffer}$
    $\sigma = \begin{cases} 
      1.01\sigma & \text{if } d(\pi, \tilde{\pi}) < \delta \\
      \sigma/1.01 & \text{otherwise}
    \end{cases}$
```
4 Evaluation of a Simple Optimization Problem

First, we evaluate the proposed method using a simple optimization problem for exploration. We compare the following three methods: fixed variance (FV), adaptive covariance (AC) and the proposed method (Pro). FV, AC and Pro generate parameter space noise from $N(0, \sigma^2_{\text{fix}} I)$, $N(0, \Sigma)$ and $N(0, (1 - \alpha) \Sigma + \alpha \sigma^2_{\text{fix}} I)$ respectively. $\Sigma$ and $\alpha$ are calculated by (3) and (6). We show the overall flow of the experiment in Algorithm 2. Dense and sparse reward functions are defined by

\begin{align*}
r_{\text{dense}} &= \exp\left(-\|\theta - c\|^2\right) \\
r_{\text{sparse}} &= \begin{cases} 
\exp\left(-\|\theta - c\|^2\right) & \text{if } \|\theta - c\|^2 \leq 2.5 \\
0 & \text{otherwise}
\end{cases} 
\end{align*}

where variable $c$ is the optimal parameter of this task. For visualization, we parametrize a policy using two parameters: $\theta = (\theta_1, \theta_2)$. Policy parameter $\theta$ is updated by

$$
\theta \leftarrow \theta + 0.05 \frac{1}{K} \sum_{k=1}^{K} \nabla_{\theta} r_{\theta=\hat{\theta}_k}.
$$
Table 1. Results of the simple optimization problem ($K = 10$)

Each experiment was conducted with 100 sets of fixed random seeds. Distance: $\|\theta - c\|$; move: whether $\theta$ was updated from initial values; optimized: whether $\theta$ reached distance < 0.01. FV, AC and Pro are the abbreviations of fixed variance, adaptive covariance and the proposed method.

| Dense          | Initial $\sigma^2$ | Step when optimized | Distance      | Move | Optimized |
|----------------|---------------------|---------------------|---------------|------|-----------|
| FV:1.0        | 4.39e+3 ± 2.87e+2   | 2.84e-4 ± 1.46e-4   | 100           | 100  |
| AC:1.0        | 2.35e+3 ± 3.52e+3   | 5.06e-1 ± 1.37      | 100           | 88   |
| Pro:1.0       | 1.70e+3 ± 9.09e+2   | 1.38e-4 ± 7.29e-5   | 100           | 100  |
| FV:0.5        | 2.10e+4 ± 5.87e+2   | 4.43e-4 ± 2.19e-4   | 100           | 100  |
| AC:0.5        | 2.45e+3 ± 3.82e+3   | 5.88e-1 ± 1.46      | 100           | 86   |
| Pro:0.5       | 2.20e+3 ± 2.00e+3   | 1.04e-4 ± 4.98e-5   | 100           | 100  |

| Sparse        | Initial $\sigma^2$ | Step when optimized | Distance      | Move | Optimized |
|----------------|---------------------|---------------------|---------------|------|-----------|
| FV:1.0        | 4.61e+3 ± 2.78e+2   | 2.79e-4 ± 1.49e-4   | 100           | 100  |
| AC:1.0        | 1.14e+3 ± 1.24e+2   | 2.34 ± 2.08         | 64            | 44   |
| Pro:1.0       | 1.25e+3 ± 9.77e+1   | 1.38e-4 ± 6.76e-5   | 100           | 100  |
| FV:0.5        | 2.81e+4 ± 8.77e+2   | 4.13e-2 ± 3.13e-1   | 100           | 96   |
| AC:0.5        | 1.17e+3 ± 1.68e+2   | 3.08 ± 1.88         | 36            | 27   |
| Pro:0.5       | 4.25e+3 ± 1.39e+3   | 1.09e-4 ± 6.16e-5   | 100           | 100  |

$\tilde{\theta}$ denotes the perturbed policy parameters. At the start of each episode, $\tilde{\theta}_k$ is created by perturbing $\theta$. Then the reward acquired is calculated by $\tilde{\theta}_k$. After the $K$ episode, $\theta$ is updated by the averaged gradient of each $\tilde{\theta}_k$. The toy problem above is conducted with a fixed 100 sets of random seeds. The initial parameter is $\theta = (0, 0)$ and the optimal parameter is set to $c = (3, 3)$. In this experiment, $\|\theta - c\| < 0.01$ is regarded as the completion of the optimization. “Step when optimized” is calculated with the data of “Optimized”.

4.1 Results of the Simple Optimization Problem

The results are summarized in Table 1. Pro performed better optimization from the viewpoint of the combined speed and stability. Pro completed optimization faster than FV. Additionally, AC had a difficulty optimizing in a sparse reward environment. By contrast, Pro optimized the policy in all scenarios in these experiments.

Additionally, the optimization processes are visualized in Fig. 2. FV took more time to optimize than Pro; however, it completed the optimization. AC could not reach the optimal parameter for the random seeds. As mentioned in subsection 3.2, the variance of parameter space noise decreased sharply and could not conduct the exploration. Pro did not reduce the variance of the distribution. When it acquired rewards, it generated directional noise toward the axis of the rewards. This method achieved much faster optimization than FV.
5 Experiments

We evaluated the proposed method for baseline tasks of deep RL and a sparse reward environment. We compared it with Plappert et al.’s method [19].

5.1 Experimental setup of the baseline tasks

The proposed approach was tested on the continuous control tasks from OpenAI-Gym [4] using the MuJoCo [27] physics simulator. The architecture of the neural networks and hyper-parameters was almost same as previous work [19]. Both the actor and critic consisted of two hidden layers, which each had 64 neurons and the ReLU activation function. The output layer of the actor had tanh as an activation function. The actions were calculated by multiplying the torque limit and actor outputs. The critic received actor tanh outputs at its second hidden layer. Input states were normalized by estimating their mean and variance online. Layer normalization [2] was applied to all hidden layers. The replay buffer contained a transition of up to 1,000K states. The actor and critic were soft updated at $\tau = 0.01$ with the target network. The learning rate of the actor was $10^{-4}$ and that of the critic was $10^{-3}$. Discount rate $\gamma = 0.99$ was used. The Adam optimizer [11] was applied to optimize both the actor and critic with batch size 64. The critic was regularized using an $L2$ penalty with coefficient $10^{-2}$. The initial variance of parameter space noise $\sigma^2$ was set to $\sigma = 0.2$ in the dense reward environment and $\sigma = 0.6$ in the sparse reward environment for the prior
Fig. 3. Learning results of the baseline tasks
The colored lines and shading correspond to medians and interquartile ranges of the averaged return in each epoch. The experiment for each environment was conducted in five sets of fixed random seeds. The return was acquired using the perturbed policy.

method. The hyper parameters of the proposed method were as follows: $h = 8.0$ in (2), number of episodes to update the covariance $K = 10$ in (3) (6) and $h_2 = 10.0$ in (6).

5.2 Results of the baseline tasks
The results are shown in Fig. 3. The proposed method achieved competitive performances compared with the previous method. These results suggest that the agent explored sufficiently with both directional and non-directional noise in dense reward environments.

5.3 Experiments for sparse reward environments
The proposed method was also tested in continuous control tasks with sparse reward environments. We used three sparse reward environments: SparseCartpoleSwingup, SparseDoublePendulumSwingup and SparseHalfCheetah. These environments were created by modifying environments in rllab [7], and were used in previous works for evaluation [19,10]. In the SparseCartpoleSwingup task, an agent received reward +1 only when the agent swung up the pole within a specific range. SparseDoublePendulum only yielded a reward if the agent reached the upright position. SparseHalfCheetah only yielded reward +1 when the agent was beyond 5 m. All the tasks had the same time horizon of 500 steps.
Fig. 4. Learning results in sparse reward tasks
The colored lines and shading correspond to medians and interquartile ranges of the averaged return in each epoch. The experiment for each environment was conducted in 10 sets of fixed random seeds. The return was acquired using the perturbed policy.

5.4 Results for sparse reward environments

The results are summarized in Fig. 4. The proposed method achieved better median performance in SparseCartPoleSwingup than the previous method. In SparseDoublePendulum, it obtained a competitive policy. In SparseHalfCheetah, our approach showed better results overall. In the sparse reward environment, it was essential to acquire a reward continuously. If adaptive covariance acquired the reward, then it led an agent to explore in the direction of the reward. Although the previous method also acquired a reward with a small probability, the ratio to transient states with non-zero rewards was small. Therefore, the previous method had a difficulty in optimizing policy. The results of SparseDoublePendulum were not substantially different because this environment did not seem to require exploration. It was shown in [19] that agents without exploration can learn the policy.

5.5 Analysis of exploration

We analyze how the proposed method managed exploration in the sparse reward environment. We analyze two variables relating to exploration. One is the variance of the noise distribution. The variance indicates the degree of exploration because it controls the power of noise. We evaluate only a part of the covariance matrix $\Sigma$. It reflects the feature of current noise using $\Sigma$ whichever part of the
covariance matrix is dominant. We calculate the trend of the standard deviation of noise distribution using

$$\sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \Sigma_{ii}},$$

(10)

where $N$ is the number of policy parameters.

The other variable is $\alpha$ in (6). This parameter switches exploration types by modifying the dominance between $\sigma^2 I$ and $\Sigma$. $\alpha = 1$ corresponds to an isotropic exploration. $\alpha = 0$ corresponds to directional and scaled exploration.

The results are shown in Fig. 5. In SparseCartPoleSwingup, isotropic exploration was dominant in the first stage of learning. The scale of noise was large at the same stage. We believe the reason is that the policy parameters were still far from the optimal policy, and more perturbation led to better performance. After the middle stage of the learning process, $\sigma$ became small. It is expected that the policy matured, and a smaller perturbation led to a higher return. In SparseDoublePendulum, $\sigma$ had a tiny value and $\alpha = 0$, except for the first few iterations. This environment did not seem to require exploration because it was shown in [19] that agents without exploration can learn the policy. In the SparseHalfCheetah environment, agents performed more exploratory behaviors. $\sigma$ had a larger value overall. This environment may have required exploration because it had larger state-action space than the other two environments. In some phases, $\alpha$ had a small value and exploited the adaptivity of $\Sigma$. This may have enabled an agent to efficiently gather information that contained a high return and learn faster.
6 Discussion

We experimentally demonstrated competitiveness in a dense reward environment and an advantage in a sparse reward environment by comparing the proposed method with a previous method. The proposed method managed the correlation of parameter space noise, which was not used in previous works [19,8]. Our approach continuously switched isotropic exploration and directional exploration. Our switching method can be a solution to the problem that remained in the previous work [5].

To investigate the performance at convergence is important. In this paper, we do not show that our approach acquired a better final policy than the previous method because we terminated learning halfway because of time constraints. Our approach can be trapped in local optima because it perturbs the policy along the axis, where locally higher rewards are observed. However, it is possible that our approach can eventually escape local optima. Equation (6) activates exploration when the return has converged in addition to when an agent cannot obtain any return.

The limitation of our approach is a deceptive reward environment. The maze task with a rat guard is one of the examples. The proposed method cannot escape from such a trap because it uses a reward signal directly to determine the exploration strategy. In this environment, intrinsic motivation with an exploration bonus performs better.

The computational complexity is another problem. The larger the network, the faster the increase in the amount of noise to sample because noise is needed for all weights and biases. In this case, the Local Reparameterization Trick [12] is one of the solutions. This method can reduce the amount of noise to the number of all neurons.

7 Conclusions

In this paper, we presented a new parameter space noise method for efficient exploration in reinforcement learning. The proposed method switched isotropic exploration and directional exploration using the differences of accumulated returns as a key. The direction is determined by the correlations and scales of noises which have led to higher returns in previous episodes.

Experiments in sparse rewards environments verified that our method could learn better policy in those environments than Plappert et al.’s method [19]. The proposed method could proceed stable learning in the SparseCartpoleSwingup and SparseHalfCheetah environment which the previous method was difficult to learn. Our experiments also demonstrated that the proposed method did not improve the performance in the dense reward environment, though it could acquire competitive performance with the prior method.

Our analysis of exploration showed that our approach first executed exploration with isotropic and large-scale noise and then switched exploration type to directional and small-scale noise in SparseCartpoleSwingup and SparseDoublePendulum. In SparseHalfCheetah, although the noise had large values, an
agent used directional exploration in some phases. These results suggest that biasing exploration is important especially in sparse reward environment to continuously obtain rewards and learn policy.

Our proposed method is one of the approaches to modify the strategy of exploration automatically. Although we switched exploration just using return, more structured exploration like using Bayesian, which is closely related to parameter space noise, is future work.
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