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Abstract

This paper discusses the pricing of autocallable structured product with knock-in (KI) feature using the exit probability with the Brownian Bridge technique. The explicit pricing formula of autocallable ELS derived in the existing paper handles the part including the minimum of the Brownian motion using the inclusion-exclusion principle. This has the disadvantage that the pricing formula is complicated because of the probability with minimum value and the computational volume increases dramatically as the number of autocall chances increases. To solve this problem, we applied an efficient and robust simulation method called the Brownian Bridge technique, which provides the probability of touching the predetermined barrier when the initial and terminal values of the process following the Brownian motion in a certain interval are specified. We rewrite the existing pricing formula and provide a brief theoretical background and computational algorithm for the technique. We also provide several numerical examples computed in three different ways: explicit pricing formula, the Crude Monte Carlo simulation method and the Brownian Bridge technique.
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1. Introduction

In this paper, we introduce an alternative framework using the Brownian Bridge technique for pricing the autocallable structured product with knock-in (KI) feature. After the revision of the Securities and Exchange Law in 2003, Equity-linked security (ELS) has been one of the most popular financial derivatives and the market of ELS has been grown rapidly. As shown in Figure 1, according to Korea Financial Investment Association, issuance performance of ELS has grown from 1,526 billion KRW in 2003 to 75,073 billion KRW in 2019, about 49 times higher.

With the remarkable growth of ELS market, a lot of studies have discussed on the pricing of ELS. Among them, most studies for pricing ELS rely on the numerical analysis method such as Finite Difference Method (FDM) or Monte Carlo simulation method. Jeong et al. (2010) and Lee et al. (2020) proposed computational algorithms for two- and three-asset ELS using FDM, respectively. Kim et al. (2011) added exit-probability, which means the probability of touching barrier, to the conventional FDM. In case of Monte Carlo simulation method, Jang et al. (2019) presented numerical algorithms for one-, two-, and three-asset step-down ELS. As with many studies, these researches focus on improving accuracy and computational speed of algorithm. However, few studies discuss
the closed-form pricing formula for ELS. Lee et al. (2019) derived a closed-form pricing formula of the product using generalized reflection principle and the inclusion-exclusion principle. The formula makes it possible to compute the exact price of the investment product. However, as can be seen later (See the Section 2), the pricing formula gets complicated and the computational volume increases dramatically as the number of autocallable chances increase which means that the number of intersections to be considered in the inclusion-exclusion principle increases. To solve this problem, we construct a practical framework to overcome these challenges by numerical method called Brownian Bridge technique (BB). In this framework, we can make the pricing formula simply and greatly compress the computational process, regardless of the number of subperiods caused by autocallable chances.

Our findings are summarized as follows: First, we rewrite the probability formula including minimum value in Lee et al. (2019) in a simplified form to solve the problem of stretched out formulas caused by the inclusion-exclusion principle. Second, we transform the formulas into conditional probabilities and apply BB to compute the conditional probabilities. Third, we verify that BB is superior to the Crude Monte Carlo method (MC) in unbiasedness, robustness, and time-efficiency. Through actual numerical test, we verify that the result using BB is closer to the actual value and less variance than the MC. In terms of computational speed, under our setting of 1,000 scenarios for both BB and MC and 600 monitoring steps for MC, BB is about 18 times faster than MC.

The remainder of the paper is organized as follow. Section 2 summarizes the framework of pricing autocallable structured product suggested by Lee et al. (2019). Section 3 introduces Brownian Bridge technique and its applicable algorithm. Section 4 represents numerical examples to help understanding. Finally, Section 5 concludes the paper and discusses what needs to be improved through further research. All derivation processes are provided in Appendix.
2. Framework of pricing autocallable structured product

The autocallable structured product with knock-in (KI) feature is one of the popular investment products which pays coupon in addition to principal if the underlying asset touches predetermined barriers. In this section, we introduce a closed-form pricing of the product derived by Lee et al. (2019). We first explain the product features through the most representative type in the Korean equity-linked security (ELS) market briefly.

With $n$ autocall thresholds and a single knock-in barrier $K_1 - K_2 - \cdots - K_n / B$ KI for $n = 6$, the investor has $7 (6 + 1)$ chances to receive principal and high rate of coupon. This kind of investment product is usually called step-down KI ELS. Let us assume that the contract has a certain underlying index and offers an annualized autocallable coupon rate of 6% at every 6 months with maturity of 3 years. After 6 months from the issuance, if the underlying index is above the first autocall threshold, i.e., 90% of the initial level, the investor would receive the principal and the interest of 3% (6% × 6 months) and the contract closed out. Otherwise, the contract proceeds to the next autocallable point and the similar process would be repeated until the maturity. Although the underlying index passes below every autocall threshold, there would be one last chance with knock-in (KI) barrier of 50%. If a minimum value of the underlying index passes above 50% of its initial level, the investor would receive the principal and the interest of 18% (6% × 3 years) at the maturity. Finally, if all 7 conditions are not met, the contract provides the actual realized rate of return at maturity. In this case, the investor could receive from a minimum of 0% to a maximum of 60% of principal according to index value at the maturity. Figure 2 illustrates the contract described above graphically.

Now, let us introduce the closed-form pricing formula for the autocallable product. Table 1 clearly summarizes the structure of ELS explained above. Suppose that $T$ is maturity of the contract and we divide $[0, T]$ into $n$ disjoint subperiods by $0 = t_0 < t_1 < \cdots < t_n = T$. $c_i$ denotes the coupon rate provided to the investor at each autocallable date $t_i$ when the activating condition for the payoff is met. $X(t)$ is return of the underlying index at time $t$, $k_i = \ln(K_i / S(0))$ and $b = \ln(B / S(0))$, which $b < k_i$ for all $i$ are autocall threshold and knock-in barrier in terms of yield rate, respectively, and
m(0,T) = \min_{0 \leq t \leq T} X(t).

As the activating condition met, the investor would receive principal plus interest \((1 + c_i)\) for \(i = 1, 2, \ldots, 7\) or realized return at each autocallable date. The pricing formula would be derived by using the elements organized in the Table 1. Section 5 in Lee et al. (2019) derives the probabilities, the expectation, and the pricing formula. Because the expressions of probabilities and the expectation in Lee et al. (2019) are too long and complicated, we re-derive the formula in a simple way. Also using the newly defined terms \(P_i\) to \(P_8\), we shorten the pricing formula as seen in Lemma 1. All derivation processes are provided in Appendix A.

**Lemma 1.** Consider the process \((X(t))\) is a Brownian motion with drift \(r - \sigma^2/2\) and volatility \(\sigma\) under the risk-neutral measure where \(r\) is the risk-free rate. Then, the probabilities and the expectation can be expressed as follows: For \(b < k_i, \ i = 1, \ldots, 6,\)

(i) **Probabilities** \(P_i\) \((i = 1, \ldots, 6)\) for \(i^{th}\) payoff

\[
P_i = \Pr \left( \bigcap_{j=1}^{i-1} [X(t_j) \leq k_j], X(t_i) > k_i \right),
\]

(ii) **Probability** \(P_7\) for \(7^{th}\) payoff

\[
P_7 = \Pr \left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) > b \right) = \sum_{J \subseteq \{1, \ldots, 6\}} (-1)^{|J|} \Pr \left( \bigcap_{j \in J} [X(t_j) > k_j], m(0,T) > b \right),
\]

(iii) **Expectation** \(P_8\) for \(8^{th}\) payoff

\[
P_8 = e^{-rT} \mathbb{E} \left[ e^{X(T)} I \left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) \leq b \right) \right]
\]

\[
= \Pr \left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) \leq b \right)
\]

\[
= \Pr \left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i] \right) - \sum_{J \subseteq \{1, \ldots, 6\}} (-1)^{|J|} \Pr \left( \bigcap_{j \in J} [X(t_j) > k_j], m(0,T) > b \right).
\]
where \( |J| \) denotes the cardinality of set \( J \) and \( \Pr^*(\cdot) \) in (2.3) denotes the probability with drift \( r + \sigma^2/2 \). See Gerber and Shiu (1994) for more details on this. Once coupon rate, probabilities and expectation of payoff, and interest rate are set, we can calculate time-0 price of the product as follows:

\[
\text{Price}_0 = \sum_{i=1}^{6} 100e^{-rt_i}(1 + c_i) \Pr\left( \bigcap_{j=1}^{i-1} [X(t_j) \leq k_j], X(t_i) > k_i \right) \\
+ 100e^{-rT}(1 + c_7) \Pr\left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) > b \right) \\
+ e^{-rT}E\left[ 100e^{X(T)} \bigcap_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) \leq b \right] \\
= 100 \left( \sum_{i=1}^{6} (1 + c_i)P_i + e^{-rT}(1 + c_7)P_7 + P_8 \right). \tag{2.4}
\]

**Proof:** See Appendix A. \( \square \)

For 6 subperiods, we can easily compute \( P_1 \) to \( P_6 \) without considering the inclusion-exclusion principle because they do not include the minimum value and many statistical packages support such functions. However, in the case of \( P_7 \) and \( P_8 \), it is difficult to find such convenient functions because these two values are only obtained by the inclusion-exclusion principle. Thus, we have to do \( \sum_{i=1}^{6} \binom{6}{i} \) computation each to obtain them. As in Figure 3, this number increases dramatically as the number of subperiods increases. For example, if the contract described earlier provides autocall chances quarterly which means 4 times a year, the number of subperiods increases from 6 into 12. Then we will have to do more than 8,000 calculations to compute \( P_7 \) and \( P_8 \). We need another way to reduce the computational cost, and one of them is exit probability with Brownian Bridge.

### 3. Brownian Bridge and autocallable ELS

#### 3.1. Brownian Bridge (BB)

We need to compute the probability and expectation which the process \( X(t) \) touches the predetermined barrier during the entire contract period. This problem can be solved by using the exit probability of the BB process that deals with the dynamics of a Brownian motion when its initial value and terminal value in the given computational interval are known. Fortunately, there are many studies on the exit probability with one-dimensional BB. The biggest advantage of this technique is that it is time-efficient compared to MC. In order to compute a probability precisely using MC, it is necessary to divide the computational interval as much as possible. However, with BB, we only need to know two values, the initial and the terminal value for each computational interval. In this study, we only need to know 7 values since we have 6 autocallable dates.

Another advantage of using BB is that it reduces bias caused by discretization. MC is a simulating method by discretizing the continuous flow of underlying index, so a systematic bias occurs accordingly. This is called monitoring bias or discretization bias. Systematically, in terms of pricing barrier option, price of Knock-Out option is overestimated, but price of Knock-In option is underestimated. When we divide computational interval into \( M \) monitoring steps, order \( O(M^{-1/2}) \) monitoring bias occurs. However, as BB compute exit probability explicitly using the initial and the terminal values, the
bias from discretization would be disappeared. Thus, for $N$ scenarios and $M$ monitoring steps, the bias of MC is much greater than that of BB in terms of cost. That is,

$$\text{Bias of MC} = O\left(M^{\frac{1}{2}}\right) > O\left((N \times M)^{\frac{1}{2}}\right) = \text{bias of BB}.$$ 

For more details, we refer to Gobet (2009).

In this section, we introduce the explicit formula for the exit probability with BB and use it to calculate $P_7$ and $P_8$ defined above. Note that exit probability between time $s$ and $t$ means the probability that the minimum value fall below the KI barrier $b$ between time $s$ and $t$, $Pr(\min_{t_i \leq \tau \leq t} X(\tau) \leq b)$, but in this paper, the probability that the minimum value pass above the barrier is mainly used for convenience of computation. And this probability is expressed as the product of the probability for each subperiod divided by autocallable date, not the probability for the entire period. This is because we consider the case where the KI barrier levels are different for each subperiod. The exit probability in the given setting can be computed as follows. Suppose that $[X(\tau), \tau \in [t_{i-1}, t_i]]$ is a one-dimensional Brownian motion with volatility $\sigma$. Assuming that we already know the initial and the terminal values of the process, this conditional process become Brownian Bridge. Let $m(t_{i-1}, t_i) = \min_{t_{i-1} \leq \tau \leq t_i} X(\tau)$, $b$ is the predetermined knock-in barrier level applied to subperiod $[t_{i-1}, t_i]$, and yield rate at time $t_{i-1}$ and $t_i$ is given as $x_{i-1}$ and $x_i$, respectively. Then,

$$\Pr(m(t_{i-1}, t_i) > b | X(t_{i-1}) = x_{i-1}, X(t_i) = x_i) = \begin{cases} 
1 - \exp\left[-\frac{2(b-x_{i-1})(b-x_i)}{\sigma^2(t_i-t_{i-1})}\right], & \text{if } x_{i-1} > b \text{ and } x_i > b, \\
0, & \text{otherwise.} 
\end{cases}$$

(3.1)

For convenience, we denote (3.1) by $p_b(x_{i-1}, x_i)$.

3.2. Construction of BB algorithm

Now, we need to transform $P_7$ and $P_8$ into a form that we can apply BB. Thus, we rewrite those two probabilities into (3.2) and (3.3) so that we can apply BB to the conditional probabilities of both equations. Following lemma shows rederived $P_7$ and $P_8$. 

![Figure 3: The number of computations required with the number of subperiods.](image-url)
Lemma 2. For \( b < k_i, i = 1, \ldots, 6 \), \( P_7 \) and \( P_8 \) can be rederived as follows:

\[
P_7 = \Pr \left( \bigcap_{i=1}^{6} \{ b < X(t_i) \leq k_i \}, m(0, T) > b \right)
\]

\[
= \Pr \left( \bigcap_{i=1}^{6} \{ b < X(t_i) \leq k_i \} \right) \times E \left[ \prod_{i=1}^{6} \Pr (m(t_{i-1}, t_i) > b | X(t_{i-1}), X(t_i)) \bigg| \bigcap_{i=1}^{6} \{ b < X(t_i) \leq k_i \} \right]
\]  \hspace{1cm} (3.2)

and

\[
P_8 = \Pr^{*} \left( \bigcap_{i=1}^{6} \{ X(t_i) \leq k_i \}, m(0, T) \leq b \right)
\]

\[
= \Pr^{*} \left( \bigcap_{i=1}^{6} \{ X(t_i) \leq k_i \} \right) \times \left( 1 - E^{*} \left[ \prod_{i=1}^{6} \Pr^{*} (m(t_{i-1}, t_i) > b | X(t_{i-1}), X(t_i)) \bigg| \bigcap_{i=1}^{6} \{ X(t_i) \leq k_i \} \right] \right),
\]  \hspace{1cm} (3.3)

where \( E^{*}[\cdot] \) denotes the expectation with drift \( r + \sigma^2/2 \).

Proof: See Appendix B.

We would compute expectation of conditional probabilities including minimum value in (3.2) and (3.3) through BB algorithm. Both \( \Pr(\bigcap_{i=1}^{6} \{ b < X(t_i) \leq k_i \}) \) and \( \Pr^{*}(\bigcup_{i=1}^{6} \{ X(t_i) \leq k_i \}) \) in Lemma 2 can be calculated explicitly. First, based on (3.2), we could set up the following algorithm for computing \( P_7 \). Suppose the process \( \{X(t)\} \) is a Brownian motion with drift \( \mu = r - \sigma^2/2 \) and volatility \( \sigma \), and \( X(0) = 0 \). We generate \( N \) number of scenarios of the underlying index paths representing various situations. For each scenario, we could generate index path by each autocallable date \( t_i, i = 1, \ldots, 6 \)

\[
X(t_i) = X(t_{i-1}) + \mu \Delta t_i + \sigma \sqrt{\Delta t_i} Z \quad \text{for} \quad i = 1, 2, \ldots, 6 \ \text{and} \ Z \sim N(0, 1).
\]  \hspace{1cm} (3.4)

After generating index paths for all scenarios, extract only scenarios that meet the condition \( b < x_i \leq k_i \) for all \( i \) where \( x_i \) is simulated value of \( X(t_i) \). Using \( N_1 \) number of extracted scenarios, we can compute \( P_7 \) as follows:

\[
\hat{P}_7 = \Pr \left( \bigcap_{i=1}^{6} \{ b < X(t_i) \leq k_i \} \right) \times \frac{1}{N_1} \sum_{b < x_i \leq k_i} \left[ \prod_{i=1}^{6} p_b(x_{i-1}, x_i) \right].
\]  \hspace{1cm} (3.5)

We can also compute \( P_8 \) in a similar way except for drift and extracting condition. In generating index paths, (3.4) is used but drift \( r - \sigma^2/2 \) is shifted to \( r + \sigma^2/2 \). Also, extracting condition is changed to \( x_i^* < k_i \) where \( x_i^* \) is simulated value of \( X(t_i) \) under the shifted drift. Again, using \( N_2 \) number of extracted scenarios, we can compute \( P_8 \) as follows:

\[
\hat{P}_8 = \Pr^{*} \left( \bigcap_{i=1}^{6} \{ X(t_i) \leq k_i \} \right) \times \left( 1 - \frac{1}{N_2} \sum_{x_i^* \leq k_i} \left[ \prod_{i=1}^{6} p_b(x_{i-1}^*, x_i^*) \right] \right).
\]  \hspace{1cm} (3.6)

By following the process listed so far, we can obtain all the elements needed for pricing the autocallable ELS. \( P_1 \) through \( P_6 \) can be easily obtained by statistical packages and \( P_7 \) and \( P_8 \) can be obtained by BB algorithm explained above. Since the algorithm is a method of multiplying the probabilities obtained by simulation, the error occurring in each subperiod remains without canceling. Therefore, the results in our study are limited by the case of sufficiently small subperiod \( n \). Note that if the number of \( n \) become sufficiently large, this error cannot be negligible. Next, we verify the performance of our proposed algorithm through numerical analysis.
Table 2: Numerical example of time-0 price of autocallable ELS

| r   | c     | Explicit Formula | Brownian Bridge | Crude Monte Carlo |
|-----|-------|------------------|-----------------|-------------------|
|     | σ = 20% | σ = 25% | σ = 30% | σ = 20% | σ = 25% | σ = 30% | σ = 20% | σ = 25% | σ = 30% |
| 5%  | 100.42 | 98.79 | 96.76 | 100.50 | 98.82 | 96.76 | 100.48 | 99.02 | 96.70 |
| 6%  | 101.50 | 99.91 | 97.87 | 101.59 | 99.94 | 97.88 | 101.57 | 100.15 | 97.82 |
| 7%  | 102.59 | 101.03 | 98.99 | 102.68 | 101.06 | 98.99 | 102.66 | 101.27 | 98.93 |

Table 3: Numerical example of breakeven coupon rate \( C^* \)

| r   | Explicit Formula | Brownian Bridge | Crude Monte Carlo |
|-----|------------------|-----------------|-------------------|
|     | σ = 20% | σ = 25% | σ = 30% | σ = 20% | σ = 25% | σ = 30% | σ = 20% | σ = 25% | σ = 30% |
| 3%  | 4.42% | 6.62% | 9.36% | 4.30% | 6.58% | 9.36% | 4.33% | 6.31% | 9.44% |
| 4%  | 5.27% | 7.35% | 10.01% | 5.28% | 7.26% | 10.11% | 5.23% | 6.96% | 9.88% |
| 5%  | 6.15% | 8.11% | 10.69% | 6.24% | 8.00% | 10.85% | 6.05% | 7.82% | 10.45% |

4. Numerical analysis

In this section, we provide numerical examples of the time-0 price and breakeven coupon rates of autocallable ELS using three different methods, which is the explicit formula, BB and MC. To verify the superiority of BB, we also provide the results of relative error and some summary statistics of the distributions of \( P_7 \) and \( P_8 \) compared to MC. In this simulation, we generate 10,000 scenarios for both BB and MC. In the case of MC, the entire contract period is divided into 600 monitoring steps.

In Tables 2 and 3, we summarize the results of numerical examples of the time-0 price and breakeven coupon rates of autocallable ELS. Column “Explicit formula” denotes the results computed by the explicit pricing formula derived in Lee et al. (2019), and column “Brownian Bridge” and “Crude Monte Carlo” are the results computed using each simulation method, respectively. We assume an autocallable ELS with an initial underlying index of 100, autocallable date at every 6 months during 3 years of maturity. The autocall thresholds are given as 90-90-90-80-70-60/50 KI. The coupon rates given to the investor are set proportional to the autocall time for certain rate \( C \), i.e., \( c_1 = 0.5 \times C \), \( c_2 = 1 \times C \), \ldots , \( c_7 = 3 \times C \), and \( c_7 = 3 \times C \). In Table 2, time-0 price of autocallable ELS is directly proportional to \( C \), and inversely proportional to the risk-free rate and volatility of underlying index.

As shown in Table 2, while the result of BB is somewhat larger or smaller than the result obtained by explicit formula, it can be seen that most of the result obtained by MC are larger. This seems to be the result of discretization bias, the problem of MC mentioned in Section 3. In the case of the 7th payoff, the present value is the largest, but since it has the same form as the knock-out barrier option, the activating probability in the MC can be overestimated by discretization. As a result, in most cases, the results of MC are larger than other results.

Also, by setting the time-0 price equals to initial level of underlying index, we can obtain the breakeven point of the coupon rates \( C^* \). Suppose that the risk-free rate and \( P_i \) for \( i = 1, 2, \ldots , 8 \) are
Table 4: Numerical examples of relative error of the time-0 price for autocallable ELS

| $r$ | $c$ | $\sigma = 20\%$ | $\sigma = 25\%$ | $\sigma = 30\%$ | $\sigma = 20\%$ | $\sigma = 25\%$ | $\sigma = 30\%$ |
|-----|-----|----------------|----------------|----------------|----------------|----------------|----------------|
| 3\% | 5.0\% | 0.08\% | 0.03\% | 0.00\% | 0.06\% | 0.23\% | 0.06\% |
| 4\% | 6.5\% | 0.08\% | 0.03\% | 0.00\% | 0.06\% | 0.24\% | 0.06\% |
| 5\% | 8.0\% | 0.08\% | 0.03\% | 0.00\% | 0.06\% | 0.24\% | 0.06\% |

Table 5: Numerical example of relative error of breakeven coupon rate

| $r$ | $\sigma = 20\%$ | $\sigma = 25\%$ | $\sigma = 30\%$ | $\sigma = 20\%$ | $\sigma = 25\%$ | $\sigma = 30\%$ |
|-----|----------------|----------------|----------------|----------------|----------------|----------------|
| 3\% | 2.64\% | 0.61\% | 0.05\% | 1.98\% | 4.76\% | 0.80\% |
| 4\% | 0.02\% | 1.24\% | 0.98\% | 0.80\% | 5.33\% | 1.32\% |
| 5\% | 1.33\% | 1.34\% | 1.51\% | 1.76\% | 3.62\% | 2.24\% |

given, then the breakeven coupon rate can be obtained as follows:

$$100 \left( \sum_{i=1}^{6} e^{-r t_i} (1 + c_{i}^*) P_i + e^{-r t_6} (1 + c_{7}^*) P_7 + P_8 \right)$$

$$= 100 \left( C^* \left( \sum_{i=1}^{6} e^{-r t_i} P_i + e^{-r t_6} P_7 \right) + \sum_{i=1}^{6} e^{-r t_i} P_i + e^{-r t_6} P_7 + P_8 \right) = 100,$$

where $c_{i}^* = t_i \times C^*$. Table 3 shows the breakeven coupon rates computed by (4.1). Contrary to the time-0 prices, the breakeven coupon rate is directly proportional to the risk-free rate and the volatility. Also, if $C$ in Table 2 is bigger than $C^*$ under the same parameter values, the time-0 price is greater than 100 and vice versa.

In Tables 2 and 3, we can achieve similar results to explicit formula through BB. To clearly show the usefulness of the technique, the relative error with the actual value is presented. In addition, to show the robustness of the technique, we compare it to MC. When $V_E$ is exact value and $V_A$ is approximated value, the relative error is obtained as

$$\text{Relative error} = \left| \frac{V_E - V_A}{V_E} \right|.$$
Table 6: Summary description of the distribution of $P_7$ and $P_8$ computed by Brownian Bridge and Crude Monte Carlo method

| Description | $P_7$ | $P_8$ | Computational time |
|-------------|-------|-------|--------------------|
|             | BB    | MC    | BB                 | MC             |
| Min.        | 0.65% | 0.57% | 0.67%              | 0.69%          |
| Mean        | 0.72% | 0.79% | 0.78%              | 0.73%          |
| Max.        | 0.81% | 1.05% | 0.88%              | 0.86%          |
| St.Dv       | 0.04% | 0.09% | 0.04%              | 0.05%          |

Figure 4: Distribution of simulated values of $P_7$ and $P_8$. The values of $P_7$ and $P_8$ obtained by the explicit formula are 0.72% and 0.78%, respectively.

Panel (4b) shows the distribution of approximated value of $P_8$. Solid lines, dash lines, and thick lines in Figure 4 represent the results from Brownian Bridge technique, the Crude Monte Carlo method, and the explicit formula, respectively. Although it is not perfectly symmetrical, the results are distributed around the actual values. And the important thing is that the results of MC are more widely distributed than that of BB. That means BB is more robust than MC.

The robustness of BB can also be confirmed through the summary statistics of the simulation values in Table 6. The ranges (Max. – Min.) of the probabilities obtained by MC are wider than what obtained by BB. In the case of standard deviation, MC is also much larger than the technique. In addition, we check the time-spent creating the distribution to show that BB is a time-efficient method compared to MC. As you can see, in terms of mean, computing with BB takes about 5.42% of the time compared to MC. That is, BB is about 18 times more time-efficient than MC. Considering that the maturity of step-down KI ELS is mostly 2–3 years, no matter how finely autocall change is subdivided, for example, once a month, there is a limitation to which the size $n$ of the subperiod can be increased. Thus, this computational efficiency is expected to be maintained.

5. Conclusion

In this paper, we illustrate how to obtain the price of autocalllable structured product with KI feature using conditional probabilities and the Brownian Bridge technique. The conditional probabilities
make the pricing formula simpler than the old one and the technique makes it possible to compute the probabilities quickly and accurately. Also, the technique is far superior to the Crude Monte Carlo method in terms of accuracy, robustness, and computational speed.

We focus on pricing the product with one underlying index. However, as for the market shares of issuance by the number of underlying assets, are one-, two-, three-, and more than four-asset account for 3.90%, 3.08%, 88.83%, and 4.19%, respectively. Future research could examine the pricing frameworks for generalized investment product such as increasing the number of underlying index or diversifying knock-in barrier types to meet the diverse needs of derivatives investors.

To meet the diverse needs of derivatives investors, pricing frameworks for generalized investment product such as increasing the number of underlying index or diversifying knock-in barrier types are needed.

Appendix A: Proof of (2.2) and (2.3) in Lemma 1

Proof of (2.2): For \( b < k_i, i = 1, \ldots, 6 \),

\[
P_7 = \Pr \left( \bigcap_{i=1}^{6} [b < X(t_i) \leq k_i], m(0,T) > b \right) = \Pr \left( \bigcup_{i=1}^{6} [X(t_i) > k_i], m(0,T) > b \right) .
\]  

(A.1)

With property of complement set, (A.1) can be rewritten as

\[
\Pr (m(0,T) > b) - \Pr \left( \bigcup_{i=1}^{6} [X(t_i) > k_i], m(0,T) > b \right).
\]  

(A.2)

Also, using the inclusive-exclusive principle, we can decompose the union in (A.2) and the decomposed probabilities are simplified as

\[
\sum_{J \subset \{1, \ldots, 6\}} (-1)^{|J|} \Pr \left( \bigcap_{j \in J} [X(t_j) > k_j], m(0,T) > b \right).
\]  

(A.3)

See Lee et al. (2019) for computing probabilities including minimum value \( m(0,T) \).

Proof of (2.3): For \( b < k_i, i = 1, \ldots, 6 \),

By using factorization formula, we can obtain

\[
P_8 = e^{-rT} \mathbb{E} \left[ e^{X(T)} \prod_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) \leq b \right]
\]

\[
= \Pr^* \left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) \leq b \right)
\]

\[
= \Pr^* \left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i] \right) - \Pr^* \left( \bigcap_{i=1}^{6} [X(t_i) \leq k_i], m(0,T) > b \right).
\]  

(A.4)
The second probability of right-hand side of (A.4) is the same as $P_7$ except that drift changes from $r - \sigma^2/2$ into $r + \sigma^2/2$. Thus, we can obtain

$$\Pr^*(\bigcap_{i=1}^6 [X(t_i) \leq k_i]) - \sum_{J \subseteq \{1, \ldots, 6\}} (-1)^{|J|} \Pr^*(\bigcap_{i \in J} [X(t_i) \leq k_i], m(0, T) > b).$$

(A.5)

**Appendix B: Proof of (3.2) and (3.3) in Lemma 2**

**Proof of (3.2):** For $b < k_i, i = 1, \ldots, 6,$

$$P_7 = \Pr \left( \bigcap_{i=1}^6 [b < X(t_i) \leq k_i], m(0, T) > b \right).$$

(B.1)

By conditioning on $X(t_i)$, we obtain

$$\Pr \left( \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right) \times \Pr \left( m(0, T) > b \bigg| \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right).$$

(B.2)

Since not touching a barrier $b$ contract period and not touching the barrier in all subperiod are equivalent, the second probability of (B.2) can be rewritten as

$$\Pr \left( \bigcap_{i=1}^6 [m(t_{i-1}, t_i) > b] \bigg| \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right) = \mathbb{E} \left[ \Pr \left( \bigcap_{i=1}^6 [m(t_{i-1}, t_i) > b] \bigg| X \right) \bigg| \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right].$$

(B.3)

where $X = (X(t_1), X(t_2), \ldots, X(t_6))$. By subtracting $X(t_i)$ on both sides of the inside conditional probability in (B.3), we have

$$\mathbb{E} \left[ \Pr \left( \bigcap_{i=1}^6 [m(t_{i-1}, t_i) > b - X(t_{i-1})] \bigg| X \right) \bigg| \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right].$$

(B.4)

With independent increment, $m(t_{i-1}, t_i) - X(t_{i-1})$ given $X$ are independent for all $i$, we have

$$\mathbb{E} \left[ \bigcap_{i=1}^6 \Pr \left( m(t_{i-1}, t_i) - X(t_{i-1}) > b - X(t_{i-1}) \bigg| X \right) \bigg| \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right]

= \mathbb{E} \left[ \bigcap_{i=1}^6 \Pr \left( m(t_{i-1}, t_i) > b \bigg| X \right) \bigg| \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right]

= \mathbb{E} \left[ \bigcap_{i=1}^6 \Pr \left( m(t_{i-1}, t_i) > b \bigg| X(t_{i-1}), X(t_i) \right) \bigg| \bigcap_{i=1}^6 [b < X(t_i) \leq k_i] \right].$$

(B.5)

**Proof of (3.3):** Proof of (3.3) is similar to that of (3.2). For $b < k_i, i = 1, \ldots, 6,$

$$P_n = \Pr^* \left( \bigcap_{i=1}^6 [X(t_i) \leq k_i], m(0, T) \leq b \right).$$

(B.6)
By conditioning on $X(t_i)$, we obtain
\[
\begin{align*}
Pr\left(\bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right) & \times Pr\left(m(0, T) \leq b \bigg\rvert \bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right) \\
& = Pr\left(\bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right) \times \left(1 - Pr\left(m(0, T) > b \bigg\rvert \bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right)\right).
\end{align*}
\] (B.7)

Since not touching a barrier $b$ contract period and not touching the barrier in all subperiod are equivalent, the second probability of (B.7) can be rewritten as
\[
1 - Pr\left(\bigcap_{i=1}^{6}[m(t_{i-1}, t_i) > b] \bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right) = 1 - E^\star\left[Pr\left(\bigcap_{i=1}^{6}[m(t_{i-1}, t_i) > b|X] \bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right)\right]. \quad (B.8)
\]

Again, by subtracting $X(t_i)$, we have
\[
1 - E^\star\left[Pr\left(\bigcap_{i=1}^{6}[m(t_{i-1}, t_i) - X(t_{i-1}) > b - X(t_{i-1})]|X \bigg\rvert \bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right)\right] \\
= 1 - E^\star\left[\bigcap_{i=1}^{6}Pr\left(m(t_{i-1}, t_i) - X(t_{i-1}) > b - X(t_{i-1})|X\bigg\rvert \bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right)\right] \\
= 1 - E^\star\left[\bigcap_{i=1}^{6}Pr\left(m(t_{i-1}, t_i) > b|X(t_{i-1}), X(t_i)\bigg\rvert \bigcap_{i=1}^{6}[X(t_i) \leq k_i]\right)\right]. \quad (B.9)
\]

\[\square\]

**Appendix C: BB algorithm for pricing ELS**

**Step 1** Define the input parameters

Set the number of scenarios $N$, callable date and maturity $(t_1, \ldots, t_6)$, callable threshold $(k_1, \ldots, k_6)$, KI barrier $b$, the risk-free rate $r$, volatility $\sigma$, coupon rate $C$, and initial underlying index $S(0)$. Let $\mu_1 = r - \sigma^2/2$, $\mu_2 = r + \sigma^2/2$ and correlation coefficient matrix $\rho$ where components of the matrix $\rho_{ij} = \sqrt{\min(t_i, t_j)} / \max(t_i, t_j)$.

**Step 2** Compute $P_1$ to $P_6$

$P_1$ to $P_6$ can be easily computed by statistical packages.

$$P_1 = \text{Pr}(X(t_1) > k_1),$$
$$P_2 = \text{Pr}(X(t_1) < k_1, X(t_2) > k_2),$$
$$\vdots$$
$$P_6 = \text{Pr}(X(t_1) < k_1, \ldots, X(t_6) > k_6).$$
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