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Abstract

The Peierls–Nabarro (PN) model for dislocations is a hybrid model that incorporates the atomistic information of the dislocation core structure into the continuum theory. In this paper, we study the convergence from a full atomistic model to the PN model with γ-surface for the dislocation in a bilayer system (e.g. bilayer graphene). We prove that the displacement field of and the total energy of the dislocation solution of the PN model are asymptotically close to those of the full atomistic model. Our work can be considered as a generalization of the analysis of the convergence from atomistic model to Cauchy–Born rule for crystals without defects in the literature.
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1. Introduction

Dislocations are line defects and the primary carriers of plastic deformation in crystals. They are essential in the understanding of mechanical and plastic properties of crystalline materials \cite{28}. Models at different length and time scales have been developed to characterize the behaviors of dislocations and properties of the materials. Atomistic models and first principles calculations are able to capture detailed information of dislocations; however, they are computationally time-consuming and are limited to domains of small size over short time scales. On the other hand, continuum theory of dislocations based on linear elasticity theory applies to much larger domains; although this theory is accurate outside the dislocation core region (of a few lattice constants size), it breaks down inside the dislocation core.
where the atomic structure is heavily distorted. The Peierls–Nabarro (PN) model is a hybrid model that incorporates in the continuum model the dislocation core structure informed by atomistic or first principles calculations. Ever since its development, this model and its generalizations have been widely employed in the investigation of dislocation-core related properties. In the classical PN model, the slip plane of a straight edge or screw dislocation divides the crystal into two half-space elastic continua reconnected by a nonlinear potential force incorporating the atomistic effect. The nonlinear potential force is described based on the relative displacement (disregistry) across the slip plane, in the direction of Burgers vector of the dislocation. The total energy consists of two half-space elastic energies and a misfit energy that leads to the nonlinear potential force across the slip plane. The misfit energy in the classical PN model is approximated by a sinusoidal function of the disregistry. The dislocation configuration is regarded as the minimizer of the total energy subject to the constraint of the Burgers vector of the dislocation. Such a hybrid model is able to give fairly good results of the dislocation core structure, the non-singular stress field and the total energy, as well as the Peierls stress and the Peierls energy for the motion of the dislocation.

Vitek introduced the concept of the generalized stacking fault energy (or the \( \gamma \)-surface), which is expressed in terms of the disregistry vector (relative displacement vector) across the slip plane. For a given disregistry vector, the value of the \( \gamma \)-surface is defined as the energy increment per unit area (after relaxation) when the two half-spaces of the crystal have a uniform relative shift across the slip plane by this disregistry vector, which can be calculated by atomistic models. The \( \gamma \)-surface does not only provide a more realistic non-linear potential than the sinusoidal form used in the original works of Peierls and Nabarro, but also enables vector-valued disregistry function across the slip plane than the scalar disregistry function in the original PN model. Thus it is able to describe the partial dissociation of perfect dislocations. The \( \gamma \)-surfaces can be calculated using the empirical potentials as in the original work of Vitek. Recently, the \( \gamma \)-surfaces are also obtained more accurately by using the first principles calculations. The method of \( \gamma \)-surface has become an important tool for the study of dislocations and plastic properties in crystals.

Besides the incorporation of \( \gamma \)-surfaces, a considerable amount of generalizations of the classical PN model in other aspects have also been developed in the past seventy years. These generalizations further considered elastic anisotropy, the lattice discrete-ness and Peierls stress, nonlocal misfit energy and gradient energy, and dislocation cross-slip. Generalized PN models have also been
developed for curved dislocations \([59, 31, 39, 58]\) and within the phase field framework for curved dislocations \([48]\). Models within the PN framework have also been proposed for grain boundaries \([11, 12, 47, 52]\), twin boundary junctions \([15]\), and bilayer graphene and other bilayer materials \([60, 13, 14]\). The PN models also provide a basis for asymptotic analysis \([57]\) and rigorous analysis \([24, 8, 9]\) for obtaining models of dislocation distributions at larger length scales.

Despite the wide range of generalizations and applications of the PN models, there is not much mathematical understanding and rigorous analysis of these models. Especially, there is no rigorous analysis available in the literature for the fundamental question of convergence from atomistic model to the PN model, to the best of our knowledge. An attempt was made by Fino et al. \([20]\) to prove the convergence from the nearest neighbor Frenkel–Kontorova model \([21]\) to the PN model using viscosity solutions. Although discrete lattice-site interactions in the upper and lower half-spaces were included in the nearest Frenkel–Kontorova model adopted in \([20]\), they directly used a continuum \(\gamma\)-surface in their Frenkel–Kontorova model without convergence proof from atomistic model. Rigorous convergence analysis from fully atomistic model to the PN model with justification of the \(\gamma\)-surface is still lacking.

In this paper, we perform a rigorous analysis for the convergence from atomistic model to the PN model with \(\gamma\)-surface, in the regime where the lattice constant (or equivalently, the length of the Burgers vector of the dislocation) is much smaller than the length scale of the PN model. As a result, the decomposition of the total energy into the elastic energy and misfit energy (expressed in terms of the \(\gamma\)-surface) in the framework of the PN models is rigorously justified based on the atomistic model, which has never been done in the literature. In our proof, we focus on the one-dimensional form of the generalized PN model recently developed for the inter-layer dislocations in bilayer graphene \([13, 14]\). Note that in the generalized PN model in Refs. \([13, 14]\), dislocations are lines lying between the two graphene layers, which are different from the dislocations as point defects in a monolayer graphene studied by Ariza et al. \([1, 2]\) using a discrete dislocation dynamics model.

Our work can also be considered as an extension of the analysis of the convergence issue of Cauchy–Born rule \([4, 3]\) for elastic media without dislocations and other defects, see, e.g. \([5, 3, 22, 7, 18, 17, 34, 41, 35]\) for the recent progress. The major difficulty in the analysis of the PN model lies in the fact that due to the presence of the dislocation, the displacement vector across the slip plane of the dislocation is no longer continuous, which is unlike in the Cauchy–Born rule where the displacement and its gradient are always continuous. Such a discontinuity in the PN model is handled by the \(\gamma\)-surface, and our work successfully establishes the convergence from atomistic model to the PN model under
the one-dimensional setting. Our proof is inspired by the work of E and Ming [18], in which the stability and convergence of the Cauchy–Born rule were rigorously analyzed for states close to perfect lattices. More precisely, we show that the dislocation solution and the associated energy of the PN model are approximations to those using the full atomistic model. An important assumption in our analysis is that the ratio of the lattice constant to the dislocation core size is small, which is valid in the bilayer graphene due to the strong intra-layer atomic interaction and weak inter-layer atomic interaction [13, 14].

Our convergence result is based on the consistency, the linear stability, and a fixed point argument. Infinite interaction range causes difficulties in estimating the truncation error and proving the compactness for the fixed point iteration. This is solved by detailed estimates on the decaying of the derivatives of the pair potentials and the PN solution. Another difficulty is that the stability of the atomistic dislocation solution cannot be directly obtained from that of a perfect lattice because the disregistry might be as large as a (half) Burger vector. This is different from the situation in the Cauchy–Born rule [18], where both atomistic and continuous configurations are perturbed from a common equilibrium state. To overcome this, we first prove the stability for the PN solution using the standard techniques in elliptic partial differential equations. Consequently, we obtain the first positive eigenvalue of the linearized PN operator at the PN solution. The stability of the atomistic model is then achieved by controlling the stability gap between two models. Such stability of dislocation core is still lack of systematic study in the literature. An attempt was made by Hudson and Ortner [29] for an atomistic model with nearest neighbor interaction. They obtained the stability of a screw dislocation under anti-plane deformation in the sense that the dislocation solution is a global minimizer of the total energy with given total Burgers vector. To avoid the lattice periodic translation invariant, they fixed the dislocation center. Although we also fix the center of dislocation, our proofs are quite different from theirs. In particular, we consider both atomistic and continuum models for edge dislocation, and the stabilities are proved in a continuum-to-atomistic way, as shown above. Again, in the stability analysis of our atomistic model, the infinite-ranged pair potentials lead to an issue in estimating double infinite summations, which is overcome by various summability lemmas obtained in this paper.

There is an extensive literature on the convergence issue of dislocation models using the language of Γ-convergence [25, 23, 43, 16, 10]. To the best of our knowledge, they all study the upscaling from the discrete dislocation theory to the dislocation density theory in much larger scales than our situation here. In contrast to these works focusing on many dislocations to dislocation density and neglect the details of the core structure, our work looks into a single dislocation core structure and provide a quantitative error estimate for displacement in the PN dislocation solution with respect to the atomistic dislocation solution. In particu-
lar, we obtain the misfit potential in the continuum model from atomistic model according to the exact definition of $\gamma$ surface instead of a quadratic or sinusoidal approximation.

The present paper is organized as follows. We present the derivations of the models and state main results of this paper in Section 2. Section 3 provides some preliminary results for the rest of the analysis. In Section 4, we deal with the consistency issue of the PN model based on asymptotic analysis of the atomistic model. In Section 5, we focus on the existence and stability of the PN model. Section 6 is concerned with the stability of atomistic model. In Section 7, we collect the previous results to prove the existence of the atomistic solution which is close to the continuum solution in the asymptotic sense. Finally, our key assumption on the smallness of $\varepsilon$ is validated in the appendix using data based on first principle calculations.

2. Models and main results

In this paper, we study the one-dimensional form of the generalized PN model recently developed for the inter-layer dislocations in bilayer graphene [13]. That is, the dislocation is straight and the structure of the bilayer graphene is uniform in the direction of the dislocation. We focus on an edge dislocation between a planar bilayer graphene and neglect the buckling effect [13]. This is a reasonably simplified scenario, for instance, when the bilayer is bonded by a substrate such that the buckling is limited. In fact, comparing to in-plane displacement, the out-of-plane displacement affects only slightly the structure of an edge dislocation. As a result, we only study the displacement within the slip plane. The dislocation solutions are local minimizers of the total energy in the atomistic model and the PN model, respectively, subject to the constraint of the total Burgers vector. We will show that the dislocation solution of the PN model is an approximation of the dislocation solution using the atomistic model.

2.1. Atomistic model

In the one-dimensional setting, the bilayer graphene consists of two chains of atoms along the $x$ axis. The two atomic layers are located at $y = \pm \frac{1}{2}d$, respectively, where $d$ is the distance between two layers. The system is uniform in the $z$ direction. For a perfect bilayer graphene without dislocation, the atoms are located at $\Gamma^\pm_a = \{(x^\pm_i, \pm \frac{1}{2}d) : i \in \mathbb{Z}\}$, where $x^+_i = ia - \frac{1}{2}a$, $x^-_i = ia$, and $a$ is the lattice constant, see Fig. II(a). This perfect lattice is the reference state of the dislocation to be described below.

Suppose that there is a dislocation centered at the origin $(0, 0)$ with Burgers vector $b = (a, 0)$. This dislocation is an edge dislocation. The dislocation structure is described by
Figure 1: (a) Perfect lattice. (b) Configuration of an edge dislocation (compared with the reference state).
using the perfect lattice above as the reference state, and the atomic sites are \( \Gamma^\pm_a = \{ x_i^\pm = (x_i^\pm, \pm \frac{a}{2} d) : i \in \mathbb{Z} \} \), where \( x_i^+ = x_i + u_i = i a - \frac{a}{2} d + u_i^+ \) and \( x_i^- = x_i + u_i^- = i a + u_i^- \). The displacement field \( u = \{ u_i^+, u_i^- \}_{i \in \mathbb{Z}} \) of this edge dislocation satisfies the boundary conditions at \( \pm \infty \):

\[
\lim_{i \to -\infty} (u_i^+ - u_i) = 0, \quad \lim_{i \to +\infty} (u_i^+ - u_i) = a. \tag{1}
\]

To fix the center of the dislocation at \((0, 0)\), we also assume

\[
u_0^+ - u_0^- = a/2. \tag{2}\]

See the atomic configuration of this dislocation shown in Fig. 1(b). Here we only consider the displacement within its own layer, and the vertical displacement that is normal to the bilayer is neglected due to the non-buckling case.

Suppose that the system is described by pairwise potentials. The interaction is \( V\left(\frac{|x_{i}^{\pm} - x_{j}^{\pm}|}{a}\right) \) for atoms \( x_j^\pm \) and \( x_i^\pm \) in the same layer; while it is \( V_{\text{inter}}\left(\frac{|x_{j}^{\pm} - x_{i}^{\mp}|}{a}\right) \) for atoms \( x_j^+ \) and \( x_i^- \) from different layers. When the distance \( d \) between two layers is fixed, we have

\[
|x_j^+ - x_i^-| = \sqrt{(x_j^+ - x_i^-)^2 + d^2}
\]

and the interlayer potential only depends on the horizontal distance \( |x_j^+ - x_i^-| \). We define

\[
V_d\left(\frac{x_j^+ - x_i^-}{a}\right) := V_{\text{inter}}\left(\frac{|x_j^+ - x_i^-|}{a}\right) = V_{\text{inter}}\left(\frac{\sqrt{(x_j^+ - x_i^-)^2 + d^2}}{a}\right). \tag{3}\]

The total energy of the atomistic model is given by

\[
E_a[u] = \frac{1}{2} \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^*} \left\{ \left[ V\left(\frac{x_{i+s}^+ - x_i^+}{a}\right) - V(s) \right] + \left[ V\left(\frac{x_{i+s}^- - x_i^-}{a}\right) - V(s) \right] \right\}

+ \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^*} \left[ V_d\left(\frac{x_{i+s}^+ - x_i^-}{a}\right) - V_d\left(\frac{1}{2}\right) \right]

= \frac{1}{2} \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^*} \left[ V\left(s + \frac{u_{i+s}^+ - u_i^+}{a}\right) + V\left(s + \frac{u_{i+s}^- - u_i^-}{a}\right) - 2V(s) \right]

+ \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^*} \left[ V_d\left(s - \frac{1}{2} + \frac{u_{i+s}^+ - u_i^+}{a}\right) - V_d\left(s - \frac{1}{2}\right) \right]. \tag{4}\]

Recall that the state of perfect lattice is used as the reference state.

The atomic sites of the edge dislocation is determined by minimizing the total energy in Eq. (4) subject to the displacement conditions in Eqs. (1) and (2).
2.2. Peierls–Nabarro (PN) model

In the PN model, we consider an edge dislocation with Burgers vector $\mathbf{b} = (a, 0)$ centered at the origin of the $xy$ plane in the bilayer graphene $\Gamma_{\text{PN}}^+ \cup \Gamma_{\text{PN}}^-$, where $\Gamma_{\text{PN}}^\pm = \{ \mathbf{x}^\pm = (x', \pm \frac{d}{2}) : x' = x + u^\pm(x), x \in \mathbb{R} \}$. As in the atomistic model, we only consider the displacement within its own layer (i.e., the $x$ direction), and call it the horizontal displacement. The vertical displacement that is normal to the bilayer is neglected. Here $u^+(x)$ and $u^-(x)$ are the horizontal displacements along the two layers $\Gamma_{\text{PN}}^+$ and $\Gamma_{\text{PN}}^-$, respectively.

As in the classical PN model [42, 40], the disregistry (relative displacement) $\phi(x)$ between the two layers is

$$\phi(x) = u^+(x) - u^-(x).$$

The disregistry $\phi(x)$ of this edge dislocation satisfies the boundary conditions

$$\lim_{x \to -\infty} \phi(x) = 0, \quad \lim_{x \to +\infty} \phi(x) = a.$$  \hspace{1cm} (6)

We also assume that

$$\phi(0) = a/2$$  \hspace{1cm} (7)

to fix the center of the dislocation at $x = 0$. Note that the horizontal displacement is not continuous in the $y$ direction, and the discontinuity is described by the disregistry function $\phi(x)$. The disregistry function $\phi(x)$ also describes the structure of the dislocation; more precisely, $\phi(x)$ is the distribution of the Burgers vector.

In the framework of the PN model [42, 40] with $\gamma$-surface [49], the total energy of the bilayer system is divided into two parts: an elastic energy due to the intra-layer elastic interaction and a misfit energy due to the nonlinear interaction between the two layers, which is

$$E_{\text{PN}}[u] = E_{\text{elas}}[u] + E_{\text{mis}}[\phi].$$  \hspace{1cm} (8)

Here $E_{\text{elas}}[u]$ is the elastic energy due to the intra-layer elastic interaction in the two layers

$$E_{\text{elas}}[u] = \int_{\mathbb{R}} \left( \frac{1}{2} \alpha |\nabla u^+|^2 + \frac{1}{2} \alpha |\nabla u^-|^2 \right) dx,$$  \hspace{1cm} (9)

where $\alpha$ is the elastic modulus. Note that in each layer, the elastic energy density is $\frac{1}{2} \alpha |\nabla u^\pm|^2$. The energy $E_{\text{mis}}[\phi]$ is the misfit energy due to the nonlinear interaction between the two layers

$$E_{\text{mis}}[\phi] = \int_{\mathbb{R}} \gamma(\phi) dx,$$  \hspace{1cm} (10)
where the density of this misfit energy $\gamma(\phi)$ is the $\gamma$-surface (or the generalized stacking fault energy) \[49\] that is defined as the energy increment per unit length when there is a uniform shift of $\phi$ between the two layers. Especially, when $\phi = ia$, $i \in \mathbb{Z}$, the shifted system still has the perfect lattice structure, and $\gamma(\phi) = 0$. In summary, the energy density of the PN model is

$$W_{PN}(\phi, \nabla u^+, \nabla u^-) = \frac{1}{2}\alpha|\nabla u^+|^2 + \frac{1}{2}\alpha|\nabla u^-|^2 + \gamma(\phi). \quad (11)$$

The $\gamma$-surface $\gamma(\phi)$ accounts for the nonlinear interaction between the two layers with displacement discontinuity $\phi$ between them. Using its definition, the $\gamma$-surface can be calculated from the atomistic model in Sec. 2.1 by

$$\gamma(\phi) = \frac{1}{a} \sum_{s \in \mathbb{Z}} \left[ V_d \left( s - \frac{1}{2} + \frac{\phi}{a} \right) - V_d \left( s - \frac{1}{2} \right) \right]. \quad (12)$$

The constant $\alpha$ in the elastic energy can also be calculated from the atomistic model in Sec. 2.1 by

$$\alpha = \frac{1}{2a} \sum_{s \in \mathbb{Z}^*} V''(s)|s|^2. \quad (13)$$

The purpose of this paper is to establish the convergence from the atomistic model in Sec. 2.1 to the PN model in Eqs. (8)–(10).

This PN model for the bilayer material contains the essential features of the PN models with $\gamma$-surface. That is, the system is considered as two elastic continua joined by a misfit energy expressed in terms of the $\gamma$-surface that accounts for the nonlinear interaction between the two elastic continua. Note that for a dislocation in $\mathbb{R}^3$, as in the classical PN model \[42, 40\] with the $\gamma$-surface \[49\] and later generalizations as reviewed in the introduction section, the three-dimensional space is divided by the slip plane of the dislocation into two half-space elastic continua, and they are connected by a misfit energy expressed in terms of the $\gamma$-surface across the slip plane. The total energy is $E_{PN} = E_{elas} + E_{mis}$, where $E_{elas} = \int_{\mathbb{R}^3 \setminus \{z=0\}} \sum_{i,j=1}^3 \frac{1}{2} \sigma_{ij} \varepsilon_{ij} \, dx \, dy \, dz$ and $E_{mis} = \int_{\mathbb{R}^2} \gamma(\phi(x,y)) \, dx \, dy$. Here the $xy$ plane is the slip plane of the dislocation, and $\frac{1}{2} \sigma_{ij} \varepsilon_{ij}$ is the (linear) elastic energy density, $\sigma_{ij}$ and $\varepsilon_{ij}$ are the stress and strain tensors, respectively, and $\gamma(\phi)$ is the $\gamma$-surface. Generalization can also be made to replace the energy of linear elasticity in the PN model by the energy of Cauchy–Born nonlinear elasticity.

### 2.3. Weak interlayer interaction and rescaling

For bilayer graphene, the van der Waals like interaction between the two layers is weak compared to the strong interlayer covalent-bond interaction in each layer \[13\]. That is,
$V_d \ll V$ in the atomistic model. We write the relationship as

$$V_d = O(\varepsilon^2)V,$$  \hspace{1cm} (14)

where $\varepsilon$ is some dimensionless small parameter to be defined below. Recall that in the PN model for bilayer graphene, the elastic energy $E_{\text{elas}}$ is due to the interlayer interaction and the misfit energy $E_{\text{mis}}$ comes from the interaction between the two layers. The dimensionless small parameter $\varepsilon$ is defined based on the PN model as follows.

For most part of the system, the atoms are away from the dislocation, and their atomistic structure is close to that of a perfect lattice. For example, when $\phi/a \ll 1$ in the PN model in Sec. 2.3 which happens on the negative part of the $x$ axis away from the origin, the energy density in the PN model in Eq. (11) is approximated well by a quadratic form:

$$W_{\text{PN}}(\phi, \nabla u^+, \nabla u^-) \approx \frac{1}{2} \alpha |\nabla u^+|^2 + \frac{1}{2} \alpha |\nabla u^-|^2 + \frac{1}{2} \gamma''(0) \phi^2$$

$$= \frac{1}{2} \alpha |\nabla u^+|^2 + \frac{1}{2} \alpha |\nabla u^-|^2 + \frac{1}{2} a^2 \gamma''(0) \left(\frac{\phi}{a}\right)^2.$$ \hspace{1cm} (15)

We remark that a similar quadratic form works for the positive part, with the last term in Eq. (16) replaced by $\frac{1}{2} a^2 \gamma''(0) \left(\frac{\phi-a}{a}\right)^2$. The ratio of the coefficients $\frac{a^2 \gamma''(0)}{\alpha}$ is a dimensionless constant that characterizes the relative strength of the inter-layer interaction versus the intra-layer interaction. Recall that the parameter $\alpha$ is expressed in terms of quantities in the atomistic model as in Eq. (13). Using the atomistic expression of $\gamma(\phi)$ in Eq. (12), we have

$$\gamma''(0) = \frac{1}{a^3} \sum_{s \in \mathbb{Z}} V_d'' \left(s - \frac{1}{2}\right).$$ \hspace{1cm} (17)

Suggested by Eqs. (13), (17), and (14), we define the dimensionless parameter

$$\varepsilon = \sqrt{\frac{a^2 \gamma''(0)}{\alpha}},$$ \hspace{1cm} (18)

and assume that

$$\varepsilon \ll 1.$$ \hspace{1cm} (19)

A validation of this assumption based on values of atomistic and first principles calculations [13, 60] is given in the Appendix.

Using $a/\varepsilon$ as the unit length for the spatial variable $x$ and $a$ as the unit length for the displacements in the PN model, we have the following rescaled quantities:

$$\tilde{x} = \frac{\varepsilon x}{a}, \quad \tilde{u}^\pm = \frac{u^\pm}{a}, \quad \tilde{\phi} = \frac{\phi}{a}.$$ \hspace{1cm} (20)
Accordingly, the variables and functionals related to energy densities are rescaled to

\[ \tilde{\alpha} = a\alpha, \quad \tilde{\gamma}(\tilde{\phi}) = a\gamma(\phi), \quad (21) \]

\[ \tilde{W}_{PN}(\tilde{\phi}, \nabla_{\tilde{x}}\tilde{u}^+, \nabla_{\tilde{x}}\tilde{u}^-) = \varepsilon^{-1}W_{PN}(\phi, \nabla u^+, \nabla u^-), \quad (22) \]

\[ \tilde{E}_{PN}[u] = \varepsilon^{-1}E_{PN}[u], \quad \tilde{E}_a[u] = \varepsilon^{-1}E_a[u]. \quad (23) \]

Using these rescaled variables, the total energy in the PN model can be written as

\[ \tilde{E}_{PN}[u] = \int_{\mathbb{R}} \tilde{W}_{PN}(\tilde{\phi}, \nabla_{\tilde{x}}\tilde{u}^+, \nabla_{\tilde{x}}\tilde{u}^-) \, d\tilde{x} \]

\[ = \int_{\mathbb{R}} \left\{ \frac{1}{2} \tilde{\alpha} |\nabla_{\tilde{x}}\tilde{u}^+|^2 + \frac{1}{2} \tilde{\alpha} |\nabla_{\tilde{x}}\tilde{u}^-|^2 + \tilde{\gamma}(\tilde{\phi}) \right\} \, d\tilde{x}, \quad (24) \]

where

\[ \tilde{\alpha} = \sum_{s \in \mathbb{Z}} \frac{1}{2} V''(s)|s|^2, \quad (25) \]

\[ \tilde{\gamma}(\tilde{\phi}) = \sum_{s \in \mathbb{Z}} \left[ U \left( s - \frac{1}{2} + u^+ - u^- \right) - U \left( s - \frac{1}{2} \right) \right]. \quad (26) \]

Here, following Eq. (14), we define in the atomistic model that

\[ U = \varepsilon^{-2}V_d, \quad (27) \]

so that \( U = O(1)\).

Finally, using Eq. (27), the total energy in the atomistic model can be written as

\[ \tilde{E}_a[u] = \frac{\varepsilon^{-1}}{2} \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \left[ V \left( s + (\tilde{u}_{i+s}^+ - \tilde{u}_i^-) \right) + V \left( s + (\tilde{u}_{i+s}^- - \tilde{u}_i^-) \right) - 2V(s) \right] \]

\[ + \varepsilon \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \left[ U \left( s - \frac{1}{2} + (u_{i+s}^+ - u_i^-) \right) - U \left( s - \frac{1}{2} \right) \right]. \quad (28) \]

For simplicity of notations, from now on, we will still use variables without \( \sim \) in the PN model after the above rescaling.

We remark that \( E_{PN}[u] \) is independent of \( \varepsilon \), and hence \( E_{PN}[u] = O(1) \). The first and the second variations of atomistic and continuum models are denoted as \( \delta E_a[u], \delta^2 E_a[u] \), \( \delta E_{PN}[u] \), and \( \delta^2 E_{PN}[u] \), respectively. Their explicit form are given in Proposition 1.

2.4. Main results

For readers’ convenience, we first collect assumptions and fix notations. After that, our main results will be stated.
**Assumptions** Here is the collection of our assumptions which are physically reasonable and will be discussed in details later.

A1 (weak inter-layer interaction) \( \varepsilon \ll 1 \).

A2 (symmetry) \( V(x) = V(-x) \) and \( U(x) = U(-x) \).

A3 (regularity) \( V \in C^4(\mathbb{R} \setminus \{0\}) \) and \( U \in C^4(\mathbb{R}) \).

A4 (fast decay) \( |V^{(4)}(x)| \leq |x|^{-8-\theta} \) and \( |U^{(4)}(x)| \leq |x|^{-6-\theta} \), \( |x| \geq R \) for some \( R > 0 \) and \( \theta > 0 \).

A5 (elasticity constant) \( \alpha > 0 \).

A6 (\( \gamma \)-surface) arg min\( \phi \in \mathbb{R} \) \( \gamma(\phi) = Z \) and \( \gamma''(0) > 0 \).

A7 (small stability gap) \( \kappa > \Delta \), where

\[
\Delta = \lim_{\varepsilon \to 0} \sup_{\|Df\|_{\varepsilon} = 1} \left\langle \delta^2 E_{\text{PN}}[0] \bar{f}, \bar{f} \right\rangle - \left\langle \delta^2 E_{a}[0] f, f \right\rangle, \tag{29}
\]

\[
\kappa = \inf_{\|f\|_{X_0} = 1} \left\langle \delta^2 E_{\text{PN}}[v] f, f \right\rangle. \tag{30}
\]

with \( v \) being the dislocation solution of the PN model (cf. Theorem 1). The operators and functional spaces here will be defined in Eqs. (32)–(47).

We remark that in our bilayer graphene setting, A1–A7 are all satisfied. In particular, a verification of Assumption A1 is provided in the Appendix, where we show that \( \varepsilon \approx 0.0475 \ll 1 \) based on the data from Refs. [13, 60].

In general, Assumptions A2–A4 are satisfied by most pair potentials, such as the Lennard–Jones potential, the Morse potential, etc. The physical meaning of Assumptions A5–A6 is that the lattice structure without defects is the unique global minimizer of the total energy.

For Assumption A7, we remark that \( \Delta \geq 0 \) (cf. Proposition 8) characterizes the stability gap between atomistic model (\( \delta^2 E_{a}[0] \)) and PN model (\( \delta^2 E_{\text{PN}}[0] \)) at perfect lattice, while \( \kappa > 0 \) (only depends on \( R, \theta, \alpha \), and \( \gamma''(0) \), cf. Proposition 4) depicts the stability of the dislocation solution of the PN model. We also provide an explicit formula for \( \Delta \) (cf. Proposition 7). Here are two examples where A7 holds.

**Example 1** (nearest neighbor interaction). Let \( V \) be nearest neighbor interaction, i.e., \( V(s) = 0 \) for \( |s| \geq 2 \). Then \( \Delta = 0 \) and Assumption A7 holds. (cf. Proposition 9).

**Example 2** (Lennard–Jones potential). Let \( V \) be Lennard–Jones \((m,n)\) potential, i.e.,

\[
V(x) = V_{LJ}(x) = -\left( \frac{r_0}{|x|} \right)^m + \left( \frac{r_0}{|x|} \right)^n, \quad 1 < m < n, \quad x \neq 0,
\tag{31}
\]

where \( r_0 \) is some characteristic distance. Then \( \Delta = 0 \) and Assumption A7 holds. (cf. Proposition 7).
**Notations** In the proofs, we do not intend to optimize the constants, and hence we frequently use $C$ to be an $\varepsilon$-independent constant, which may be different from line to line.

For convenience, we introduce the difference operators $D^+_\varepsilon$ for $f$ defined on $\varepsilon\mathbb{Z}$ or $\mathbb{R}$:

$$D^+_\varepsilon f(x) = \frac{f(x + \varepsilon s) - f(x)}{\varepsilon}, \quad D^-_\varepsilon f(x) = \frac{f(x) - f(x - \varepsilon s)}{\varepsilon}, \quad s \in \mathbb{Z}. \quad (32)$$

Moreover, we denote $Df = D^+_1 f$ and $D^k f = (D^+_1)^k f$ for $k \in \mathbb{N}$. For function $f$ defined on $\varepsilon\mathbb{Z}$, we denote

$$f_i = f(\varepsilon i), \quad i \in \mathbb{Z}. \quad (33)$$

Next, we introduce discrete Sobolev spaces $H^k_\varepsilon = H^k_\varepsilon(\varepsilon\mathbb{Z}) = \{ f : \| f \|_{\varepsilon,k} < \infty \}, \quad k \in \mathbb{N}$, where the $H^k_\varepsilon$ norm is defined as follows

$$\| f \|_{\varepsilon,k}^2 = \varepsilon \sum_{0 \leq j < k} \sum_{i \in \mathbb{Z}} |D^j f_i|^2. \quad (34)$$

Due to the convention, we denote $L^2_\varepsilon = H^0_\varepsilon$ with norm $\| \cdot \|_\varepsilon = \| \cdot \|_{\varepsilon,0}$. We refer the readers to Lemma 4 for relations and properties of these spaces. For $f, g \in L^2_\varepsilon$, their inner products is given by

$$\langle f, g \rangle_\varepsilon = \varepsilon \sum_{i \in \mathbb{Z}} f_i g_i. \quad (35)$$

If $f^\pm, g^\pm \in L^2_\varepsilon$, then we write $f = (f^+, f^-) \in L^2_\varepsilon$, $D^k f = (D^k f^+, D^k f^-)$ and define

$$\| f \|_{\varepsilon,k}^2 = \| f^+ \|_{\varepsilon,k}^2 + \| f^- \|_{\varepsilon,k}^2, \quad \langle f, g \rangle_\varepsilon = \langle f^+, g^+ \rangle_\varepsilon + \langle f^-, g^- \rangle_\varepsilon. \quad (36)$$

Similarly, if $f^\pm, g^\pm \in L^2$, we write $f = (f^+, f^-) \in L^2$, $\nabla^k f = (\nabla^k f^+, \nabla^k f^-)$ and define

$$\| f \|_{H^k}^2 = \| f^+ \|_{H^k}^2 + \| f^- \|_{H^k}^2, \quad \langle f, g \rangle_{H^k} = \langle f^+, g^+ \rangle + \langle f^-, g^- \rangle. \quad (37)$$

We simplified the norm $\| \cdot \|_{L^2}$ as $\| \cdot \|$ for $L^2$ functions. The uniform norms on $\varepsilon\mathbb{Z}$ is given by $\| f \|_{\varepsilon L^\infty} = \sup_{i \in \mathbb{Z}} |f_i|$.

If $f = (f^+, f^-) \in L^2_\varepsilon$, we define its linear interpolation $\bar{f} = (\bar{f}^+, \bar{f}^-) \in L^2$:

$$\bar{f}^\pm(x) = \frac{(i+1)\varepsilon - x}{\varepsilon} f^\pm_i + \frac{x - i\varepsilon}{\varepsilon} f^\pm_{i+1} \text{ for } i\varepsilon \leq x < (i+1)\varepsilon. \quad (40)$$

We define the jump of $f = (f^+, f^-)$ in $y$ direction

$$f^\pm(x) = f^+(x) - f^-(x) \text{ and } f^\pm_i = f^+_i - f^-_i. \quad (41)$$
Here the functional space $H^1_{\text{loc}}$ (respectively $H^1_{\epsilon,\text{loc}}$) consists of local $H^1$ (respectively $H^1_{\epsilon}$) functions. Throughout this paper, such evaluations $u^\pm(0)$ are always in the trace sense.

We define the following functional spaces for the analysis of both models

\[ X_0 = \{ f = (f^+, f^-) \in H^1_{\text{loc}} : \|f\|_{X_0} < \infty, f^+(0) = 0 \}, \]

\[ X_\epsilon = \{ f = (f^+, f^-) \in H^1_{\epsilon,\text{loc}} : \|f\|_{X_\epsilon} < \infty, f^+_0 = 0 \}, \]

where $\|f\|_{X_0} = \langle f, f \rangle_{X_0}^{1/2}$ and $\|f\|_{X_\epsilon} = \langle f, f \rangle_{X_\epsilon}^{1/2}$ with the following inner products

\[ \langle f, g \rangle_{X_0} = \langle \nabla f^+, \nabla g^+ \rangle + \langle \nabla f^-, \nabla g^- \rangle + \langle f^+, g^- \rangle, \]

\[ \langle f, g \rangle_{X_\epsilon} = \langle Df^+, Dg^+ \rangle_\epsilon + \langle Df^-, Dg^- \rangle_\epsilon + \langle f^+, g^- \rangle_\epsilon. \]

It is easy to check that $X_0$ and $X_\epsilon$ are both Hilbert spaces with respect to inner products $\langle \cdot, \cdot \rangle_{X_0}$ and $\langle \cdot, \cdot \rangle_{X_\epsilon}$. We remark that $\|f\|_{X_0}^2 = \|\nabla f\|^2 + \|f^\perp\|^2$ and $\|f\|_{X_\epsilon}^2 = \|Df\|_\epsilon^2 + \|f^\perp\|_\epsilon^2$. Finally, the following linear subspace will also be useful in the proofs

\[ M_\epsilon = \{ f = (f^+, f^-) \in H^1_{\epsilon,\text{loc}} : f^+_i = -f^-_i, \ i \in \mathbb{Z} \}. \]

**Main results** For the PN model, we solve the minimization problem for $\nu = (\nu^+, \nu^-) \in S_0$:

\[ \inf_{u \in S_0} E_{\text{PN}}[u]. \] (49)

The Euler–Lagrange equation of this minimization problem reads as

\[ \begin{cases} \delta E_{\text{PN}}[u] = 0, \\ \lim_{x \to -\infty} u^+(x) = 0, \lim_{x \to +\infty} u^-(x) = 1, u^+(0) = \pm \frac{1}{4}. \end{cases} \] (50)

For the atomistic model, we solve the minimization problem for $\nu^\epsilon = (\nu^{\epsilon,+}, \nu^{\epsilon,-}) \in S_\epsilon$:

\[ \inf_{u \in S_\epsilon} E_\epsilon[u]. \] (51)

The Euler–Lagrange equation of this minimization problem reads as

\[ \begin{cases} \delta E_\epsilon[u] = 0, \\ \lim_{i \to -\infty} u^+_i = 0, \lim_{i \to +\infty} u^-_i = 1, u^+_0 = \pm \frac{1}{4}. \end{cases} \] (52)

Our main results of this paper are
Theorem 1 (Existence for PN model). If Assumptions A1–A6 hold, then the PN problem \( (50) \) has a unique solution \( v = (v^+, v^-) \) and \( v \in S_0 \) is the \( X_0 \)-global minimizer of the energy functional \( (24) \). Moreover, \( v^+(x) = -v^-(x) \) for all \( x \in \mathbb{R} \), and \( v^+(\cdot) \) is strictly increasing and smooth (at least \( C^5 \)).

Theorem 2 (Existence for atomistic model; Convergence). If Assumptions A1–A7 hold, then there exists an \( \varepsilon_0 \) such that for any \( 0 < \varepsilon < \varepsilon_0 \), the atomistic problem \( (52) \) has a solution \( v^\varepsilon = (v^\varepsilon_+, v^\varepsilon_-) \) and \( v^\varepsilon \in S_\varepsilon \) is a \( X_\varepsilon \)-local minimizer of the energy functional \( (28) \). Furthermore, \( \| v^\varepsilon - v \|_{X_\varepsilon} \leq C \varepsilon^2 \), where \( v \) is the dislocation solution of the PN model in Theorem 1.

Thanks to the convergence of displacement, we have the following important corollary for convergence of energy.

Corollary 1 (Convergence of energy). If Assumptions A1–A7 hold, then there exists an \( \varepsilon_0 \) such that for any \( 0 < \varepsilon < \varepsilon_0 \) we have

\[
|E_{PN}[v] - E_a[v^\varepsilon]| \leq C \varepsilon^2,
\]

where \( v \) and \( v^\varepsilon \) are the solutions of the PN model and the atomistic model, respectively, in Theorems 1 and 2.

Note that \( E_{PN} \) is of order \( O(1) \) in this corollary, and hence the relative error is of order \( O(\varepsilon) \). Before the rescaling, \( E_{PN} \) is of order \( O(\varepsilon) \) and the relative error is still of order \( O(\varepsilon) \).

3. Preliminaries

We provide some preliminary results in this section, including the calculation of variations of both models and some lemmata characterizing the properties of pair potentials and \( \gamma \)-surface.

We first list the explicit expressions of the variations for both model.

Proposition 1 (variations of energies). Suppose that Assumptions A1–A4 hold.

1. For \( u \in S_\varepsilon \) and \( f, g \in X_\varepsilon \), we have

\[
\langle \delta E_a[u], f \rangle_{\varepsilon} = \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^+} \frac{1}{2} \left[ V'(s + \varepsilon D^+_s u_i^+) (D^+_s f_i^+) + V'(s + \varepsilon D^+_s u_i^-) (D^+_s f_i^-) \right]
+ \varepsilon \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^+} \left[ U'(s - \frac{1}{2} + u^+_{i+s} - u^-_i) (f^+_{i+s} - f^-_i) \right],
\]

\[
\langle \delta^2 E_a[u], f, g \rangle_{\varepsilon} = \varepsilon \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^+} \frac{1}{2} \left[ V''(s + \varepsilon D^+_s u_i^+) (D^+_s f_i^+) (D^+_s g^+_i) + V''(s + \varepsilon D^+_s u_i^-) (D^+_s f_i^-) (D^+_s g^-_i) \right]
\]
\begin{equation}
+\varepsilon \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \left[ U''(s - \frac{1}{2} + u^+_{i+s} - u^-_i) (f^+_{i+s} - f^-_i) (g^+_{i+s} - g^-_i) \right].
\end{equation}

(55)

2. For \( u \in S_0 \) and \( f, g \in X_0 \), we have
\begin{flalign*}
&\langle \delta E_{PN}[u], f \rangle = \int_{\mathbb{R}} \left\{ \alpha \nabla u^+ \nabla f^+ + \alpha \nabla u^- \nabla f^- + \gamma'(u^\perp) f^\perp \right\} dx, \quad (56) \\
&\langle \delta^2 E_{PN}[u], f, g \rangle = \int_{\mathbb{R}} \left\{ \alpha \nabla f^+ \nabla g^+ + \alpha \nabla f^- \nabla g^- + \gamma''(u^\perp) f^\perp g^\perp \right\} dx. \quad (57)
\end{flalign*}

Moreover, if \( u \in H^2_{\text{loc}} \), then
\begin{flalign*}
\langle \delta E_{PN}[u] \rangle^\pm &= -\alpha \nabla^2 u^\perp \pm \gamma'(u^\perp), \quad (58) \\
\langle \delta^2 E_{PN}[u], f \rangle^\pm &= -\alpha \nabla^2 f^\perp \pm \gamma''(u^\perp) f^\perp. \quad (59)
\end{flalign*}

\textbf{Proof.} Using difference operators, the atomistic energy reads as
\begin{flalign*}
E_a[u] &= \varepsilon^{-1} \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \frac{1}{2} \left[ V(s + \varepsilon D_s^+ u^+_i) + V(s + \varepsilon D_s^+ u^-_i) - 2V(s) \right] \\
&\quad + \varepsilon \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \left[ U(s - \frac{1}{2} + (u^+_{i+s} - u^-_i)) - U(s - \frac{1}{2}) \right].
\end{flalign*}

Eqs. (54)-(57) are obtained via direct calculations. For \( u \in H^2_{\text{loc}} \), integrating by parts leads to
\begin{flalign*}
&\langle \delta E_{PN}[u], f \rangle = \int_{\mathbb{R}} \left\{ \left[ -\alpha \nabla^2 u^+ + \gamma'(u^\perp) \right] f^+ \right\} dx, \\
&\langle \delta^2 E_{PN}[u], f, g \rangle = \int_{\mathbb{R}} \left\{ \left[ -\alpha \nabla^2 f^+ + \gamma''(u^\perp) f^\perp \right] g^+ \right\} dx.
\end{flalign*}

Then the fundamental lemma of the calculus of variations implies Eqs. (58)-(59). \( \square \)

Next, we study the regularity of \( \gamma \)-surface and summability of pair potentials in our models. For notation economy, we set, for \( k = 0, 1, 2, \ldots \)
\begin{flalign*}
V_{k,s} &= \text{ess sup}_{|\xi - s| \leq \frac{1}{2}|s|} |\nabla^k V(\xi)|, \quad s \in \mathbb{Z}^* \\
U_{k,s} &= \text{ess sup}_{|\xi - s| \leq \frac{1}{2}|s|} |\nabla^k U(\xi)|, \quad s \in \mathbb{Z}, \quad (60) \\
v_{k,s,i} &= \text{ess sup}_{\varepsilon(s-i)|s| \leq \varepsilon(i+s)|s|} \left| \nabla^k v^+(x) \right|, \quad i, s \in \mathbb{Z}. \quad (61)
\end{flalign*}

Roughly speaking, \( V_{k,s} \) (or \( U_{k,s} \), respectively) is a bound for \( \nabla^k V(\xi) \) (or \( \nabla^k U(\xi) \), respectively) nearby \( \xi = s \), and \( v_{k,s,i} \) is a bound for \( \nabla v \) in \( \varepsilon|s| \)-neighbor nearby \( x = \varepsilon i \). These quantities may appear in proofs from time to time.
**Lemma 1** (fast decay and summability). Suppose that Assumptions A3–A4 hold. Then there exists a constant \( C = C(R) \) such that

\[
|V^{(k)}(x)| \leq C|x|^{-k-4-\theta}, \quad |x| \geq \frac{1}{2}, \quad k = 0, 1, \ldots, 4, \tag{63}
\]

\[
|U^{(k)}(x)| \leq C|x|^{-k-2-\theta}, \quad |x| > 0, \quad k = 0, 1, \ldots, 4. \tag{64}
\]

Moreover, there exists a constant \( C = C(R, \theta) \) satisfying the summability conditions

\[
\sum_{s \in \mathbb{Z}^*} |s|^{k+3} V_{k,s} \leq C, \quad k = 0, 1, \ldots, 4, \tag{65}
\]

\[
\sum_{s \in \mathbb{Z}^*} |s|^{k+1} U_{k,s} \leq C, \quad k = 0, 1, \ldots, 4. \tag{66}
\]

**Proof.** Thanks to Assumption A4, there exists \( C = C(R) \) such that \( |V^{(4)}(x)| \leq C|x|^{-8-\theta} \) for \( |x| \geq \frac{1}{2} \). Taking iterative integrals on both sides lead to \( |V^{(k)}(x)| \leq C|x|^{-k-4-\theta}, \quad |x| \geq \frac{1}{2}, \quad k = 0, 1, \ldots, 4 \) for some constant \( C \). Recall the definition Eq. (60). Then we have \( V_{k,s} \leq C(\frac{1}{2}|s|)^{-k-4-\theta} \). Therefore, for \( k = 0, 1, \ldots, 4 \)

\[
\sum_{s \in \mathbb{Z}^*} |s|^{k+3} V_{k,s} \leq \sum_{s \in \mathbb{Z}^*} 2^{k+4+\theta} C|s|^{-1-\theta} \leq C.
\]

It is similar to show these properties for \( U \).

**Lemma 2** (regularity of \( \gamma \)-surface). Suppose that Assumptions A3–A4 hold. Then there exist \( C = C(R, \theta) \) and \( \varepsilon_0 = \varepsilon_0(R, \theta) \) such that for any \( 0 < \varepsilon < \varepsilon_0 \), we have

\[
\gamma \in C^4(\mathbb{R}) \text{ and } \|\nabla^k \gamma\|_{L^\infty} \leq C \text{ for } k = 0, 1, \cdots, 4. \tag{67}
\]

**Proof.** Assumption A3 with Lemma 1 implies that \( \gamma \in C^4(\mathbb{R}) \) and

\[
\nabla^k \gamma(\xi) = \sum_{s \in \mathbb{Z}} U^{(k)}(s - \frac{1}{2} + \xi), \quad k = 1, 2, \cdots, 4. \tag{68}
\]

Let \( n \) be the nearest integer of \( \xi \). By Lemma 1 again, we have \( |\nabla^k \gamma(\xi)| \leq \sum_{s \in \mathbb{Z}} U_{k,s+n} \) \( \leq C \). If \( k = 0 \), then \( |\gamma(\xi)| \leq \sum_{s \in \mathbb{Z}} [U_{0,s+n} + U_{0,s}] \leq C. \)

**Remark 1.** This regularity of \( \gamma \)-surface is indispensable and it essentially relies on the regularity and summability of the pair potential \( V_d \) (or \( U \)). Consequently, a smooth dislocation solution depends on the regularity of \( V_d \) (or \( U \)).

**Lemma 3** (symmetry and local stability of \( \gamma \)-surface). Suppose that Assumptions A1–A6 hold. Then we have the following properties of the \( \gamma \)-surface

\[
\begin{align*}
\text{(periodicity)} & \quad \gamma(\xi + 1) = \gamma(\xi), \quad \xi \in \mathbb{R}, \\
\text{(symmetry)} & \quad \gamma(-\xi) = \gamma(\xi), \quad \xi \in \mathbb{R}, \\
\text{(local stability)} & \quad \gamma(\xi) \geq \frac{1}{2} \gamma''(0)|\xi|^2, \quad |\xi| \leq C,
\end{align*}
\tag{69}
\]

where the constant \( C = C(R, \theta, \gamma''(0)) \).
Proof. Given $\xi \in \mathbb{R}$, let $n$ be the nearest integer of $\xi$. Then the series $\sum_{s \in \mathbb{Z}} U(s - \frac{1}{2} + \xi)$ is absolutely summable and its sum is irrelevant to the summation order. In particular, we have $\sum_{s \in \mathbb{Z}} [U(s + \frac{1}{2} + \xi) - U(s)] = \sum_{s \in \mathbb{Z}} [U(s - \frac{1}{2} + \xi) - U(s)]$. That is $\gamma(\xi + 1) = \gamma(\xi)$.

Next, the symmetry $\gamma(\xi) = \gamma(-\xi)$ follows immediately from Assumption A2.

Finally, Assumption A5 with the regularity of $\gamma$ (Lemma 2) implies $\gamma(\xi) \geq \frac{1}{2} \gamma''(0) \xi^2$ for $|\xi| \leq C$.

Remark 2. In the classic PN model, the misfit energy density reads as $\gamma(\phi) = \frac{\mu b^2}{4\pi^2 d}[1 - \cos(2\pi \phi)]$ which satisfies Eq. (69). Here $d$ is the interplanar distance, $b$ is the length of the Burgers vector, and $\mu$ is the shear modulus.

4. Existence and Stability of the PN Model

In this section, we study the dislocation solution of the PN model, in particular, its existence and stability.

For the existence, we rewrite our one-step minimization problem (49) into a two-step minimization problem: first minimizing $u = (u^+, u^-)$ with fixed $u^\perp = \phi$, then minimizing the energy with respect to $\phi$. This two-step procedure becomes a routine since the original works of Peierls and Nabarro [40, 42], however, the equivalence lacks a rigorous proof. Here we provide a detailed discussion on the relation of these two minimization problems. We use our bilayer system setting in order to be consistent with this work. The equivalence result and its proof can both be straightforward extended to the general PN model (e.g., in three dimension and for curved dislocations).

We define the function space for disregistry $\phi$:

$$\Phi_0 = \left\{ \phi \in H^1_{\text{loc}}(\mathbb{R}) : \lim_{x \to -\infty} \phi(x) = 0, \lim_{x \to +\infty} \phi(x) = 1, \phi(0) = \frac{1}{2} \right\}.$$ 

In our bilayer system, the two-step minimization reads as:

(i) given $\phi \in \Phi_0$, find $u_\phi = (u_\phi^+, u_\phi^-) \in S_0$ with $u_\phi^\perp = \phi$ such that

$$E_{\text{elas}}[u_\phi] = \inf_{u \in S_0, u^\perp = \phi} E_{\text{elas}}[u],$$

and denote $E_{\text{elas}}^{II}[\phi] = \inf_{u \in S_0, u^\perp = \phi} E_{\text{elas}}[u]$;

(ii) find $\phi^* \in \Phi_0$ such that

$$E_{\text{PN}}^{II}[\phi^*] = \inf_{\phi \in \Phi_0} E_{\text{PN}}^{II}[\phi],$$

$$E_{\text{PN}}^{II}[\phi^*] = \inf_{\phi \in \Phi_0} E_{\text{PN}}^{II}[\phi].$$
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where the total energy functional in this two-step minimization problem is defined as

\[ E_{PN}^I[\phi] = E_{II}^I[\phi] + E_{\text{mis}}[\phi]. \]  

(72)

We remark that, in general, \( E_{el}^I[\phi] \) always exists, even if the optimal displacement \( u \) may not exist (in \( S_0 \)) for some given disregistry \( \phi \) with the consistency \( u^\perp = \phi \). In many applications such as the original PN model, there is an explicit solution for the step (i) problem (70). It follows that one simply needs to solve the step (ii) problem (71). This is a great advantage to use this two-step minimization model.

The following proposition establishes the equivalence between two minimization problems.

**Proposition 2** (equivalence between two minimization problems). Suppose there exist \( u^0 \in S_0 \) such that \( E_{PN}[u^0] < +\infty \). Then the two-step minimization problem (70) and (71) is equivalent to the one-step minimization problem (49) in the following sense:

1. \( m^I = m^{II} \), where \( m^I = \inf_{u \in S_0} E_{PN}[u] \) and \( m^{II} = \inf_{\phi \in \Phi_0} E_{II}^I[\phi] \).

2. Given any minimizing sequence \( \{u^i\}_{i=1}^\infty \) of problem (49), then \( \{\phi^i := u^{i,\perp}\}_{i=1}^\infty \) is a minimizing sequence of problem (71). Conversely, given any minimizing sequence \( \{\phi^i\}_{i=1}^\infty \) of problem (71), there exists a sequence \( \{u^i\}_{i=1}^\infty \) with \( u^{i,\perp} = \phi^i, i \in \mathbb{N} \) such that \( \{u^i\}_{i=1}^\infty \) is a minimizing sequence of problem (49).

3. If \( u^* \) is a minimizer of problem (49), \( \phi^* := u^{*,\perp} \) is a minimizer of problem (71). Conversely, if \( \phi^* \) is a minimizer of problem (71) and \( u^* \) solves

\[ E_{el}^I[u^*] = \inf_{u \in S_0, u^\perp = \phi^*} E_{el}^I[u], \]

(73)

then \( u^* \) is a minimizer of problem (49). In particular, if the minimizer \( u^* \) in (73) is unique, then \( u^* \) and \( \phi^* \) has an one-to-one correspondence.

**Remark 3.** Condition (73) means \( E_{el}^I[u^*] = E_{II}^I[\phi^*] \). For most applications, including our case \( E_{el}^I[u] = \int_{\mathbb{R}} \left( \frac{1}{2} \alpha |\nabla u^+|^2 + \frac{1}{2} \alpha |\nabla u^-|^2 \right) dx \), the minimizer \( u^* \in S_0 \) satisfying Eq. (73) exists, and it is unique.

**Proof.** Although \( m^I \) and \( m^{II} \) may be \(-\infty\), they are prevented to be \(+\infty\) due to the assumption \( E_{PN}[u^0] < +\infty \).

1. If \( \{u^i\}_{i=1}^\infty \) is a minimizing sequence of problem (49), then \( \lim_{i \to +\infty} E_{PN}[u^i] = m^I \). For all \( i \),

\[ m^{II} \leq E_{II}^I[u^{i,\perp}] \leq E_{PN}[u^i]. \]

(74)
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Taking the limit \( i \to +\infty \), we obtain \( m'' \leq m' \).

Conversely, if \( \{ \phi^i \}_{i=1}^\infty \) a minimizing sequence of problem (71), then \( \lim_{i \to +\infty} E_{\text{PN}}^{II}[\phi^i] = m'' \). For any \( i \), there exist \( u^i \in S_0 \) with \( u^{i,\perp} = \phi^i \) such that \( E_{\text{elas}}[u^i] \leq i^{-1} + E_{\text{elas}}^{II}[\phi^i] \). Then

\[
m' \leq E_{\text{PN}}[u^i] \leq i^{-1} + E_{\text{PN}}^{II}[\phi^i]
\]

(75)

Taking the limit \( i \to +\infty \), we obtain \( m' \leq m'' \). Hence \( m' = m'' \).

2. If \( \{ u^i \}_{i=1}^\infty \) is a minimizing sequence of problem (49), then we set \( \phi^i = u^{i,\perp} \) for all \( i \in \mathbb{N} \). Thus \( \lim_{i \to +\infty} E_{\text{PN}}^{II}[\phi^i] = m'' \) follows from Eq. (74) and \( m' = m'' \).

Conversely, if \( \{ \phi^i \}_{i=1}^\infty \) a minimizing sequence of problem (71), then we choose \( u^i \in S_0 \) with \( u^{i,\perp} = \phi^i \) such that \( E_{\text{elas}}[u^i] \leq i^{-1} + E_{\text{elas}}^{II}[\phi^i] \). Thus \( \lim_{i \to +\infty} E_{\text{PN}}[u^i] = m' \) follows from Eq. (75) and \( m' = m'' \).

3. If \( E_{\text{PN}}[u^*] = m' \), then \( E_{\text{PN}}^{II}[u^{*,\perp}] \leq E_{\text{PN}}[u^*] = m' = m'' \). Conversely, if \( E_{\text{PN}}^{II}[\phi^*] = m'' \) and \( E_{\text{elas}}[u^*] = \inf_{u \in S_0, u^{*,\perp}} E_{\text{elas}}[u] \), then

\[
E_{\text{PN}}[u^*] = E_{\text{elas}}[u^*] + E_{\text{mis}}[u^{*,\perp}] = E_{\text{elas}}^{II}[\phi^*] + E_{\text{mis}}[\phi^*] = E_{\text{PN}}^{II}[\phi^*] = m'.
\]

Now we prove Theorem 1 by solving the two-step minimization. The first step is explicitly solvable. Next, the existence of the minimizer \( \phi \) is then proved by the direct method in the calculus of variations. Different from the standard case, any admissible function \( \phi \in S_0 \) is definitely not \( L^2 \). Hence, a reference state \( \phi^0 \) is needed. We then finish the proof by working on the deviation of the solution \( \phi - \phi^0 \).

**Proof of Theorem 1**

1. Two-step minimization problem. Recall that \( E_{\text{elas}}[u] = \int_{\mathbb{R}} \left( \frac{1}{2} \alpha |\nabla u^+|^2 + \frac{1}{2} \alpha |\nabla u^-|^2 \right) dx \).

For any \( \phi \in \Phi_0 \), we have

\[
\arg \min_{u \in S_0, u^+ = \phi} E_{\text{elas}}[u] = \arg \min_{u \in S_0} \int_{\mathbb{R}} \left( \frac{1}{2} \alpha |\nabla u^+|^2 + \frac{1}{2} \alpha |\nabla u^- - \nabla \phi|^2 \right) dx = \left( \frac{1}{2} \phi, -\frac{1}{2} \phi \right).
\]

Moreover, \( E_{\text{elas}}^{II}[\phi] = E_{\text{elas}}^{II} \left( \frac{1}{2} \phi, -\frac{1}{2} \phi \right) \). By Proposition 2, we only need to minimize the following energy \( E_{\text{PN}}^{II}[\phi] \) in terms of disregistry \( \phi \):

\[
E_{\text{PN}}^{II}[\phi] = \int_{\mathbb{R}} \left( \frac{1}{4} \alpha |\nabla \phi|^2 + \gamma(\phi) \right) dx.
\]

(76)

2. Existence. Let \( \phi^0(x) = \min \{ \max \{ x + \frac{1}{2}, 0 \}, 1 \} \) for \( x \in \mathbb{R} \). Denote \( m = \inf_{\phi \in \Phi_0} E_{\text{PN}}^{II}[\phi] \).

By Assumption A5, \( \inf_{\xi \in \mathbb{R}} \gamma(\xi) = \gamma(0) = 0 \), and hence \( m \geq 0 \). Also \( m \leq E_{\text{PN}}^{II}[\phi^0] < +\infty \). Hence \( m \) is finite. Let \( \{ \phi^k \}_{k=1}^\infty \subset \Phi_0 \) be a minimizing sequence for \( E_{\text{PN}}^{II}[\cdot] \).
Let $\omega^k = \phi^k - \phi^0$. Then $\|\nabla \omega^k\|^2 \leq \|\nabla \phi^k\|^2 + \|\nabla \phi^0\|^2 \leq \frac{4}{\alpha} E_{\text{PN}}^H[\phi^k] + \frac{4}{\sigma} E_{\text{PN}}^H[\phi^0]$. Next we estimate $\|\omega^k\|^2$. According to Lemma 3 there exist a constant $c_0 (\leq \frac{1}{2})$ such that $\gamma(\xi) \geq \frac{1}{2} \gamma''(0) \xi^2$ for $|\xi| \leq c_0$. Let $m' = \min_{c_0 \leq \xi \leq 1 - c_0} \gamma(\xi) > 0$. Note that the characteristic function $\mathcal{X}_{c_0 \leq \phi(x) \leq 1 - c_0} \leq \frac{\gamma(\phi^k)}{m}$. We have

$$
\|\omega^k\|^2 = \int \frac{1}{2} |\phi^k - x - \frac{1}{2}|^2 \, dx + \int_{-\infty}^{-1} |\phi^k| |\phi^k| \, dx + \int_{1}^{+\infty} |\phi^k - 1|^2 \, dx \\
\leq 1 + \int_{-\infty}^{-1} |\phi^k| \, dx + \int_{1}^{+\infty} |\phi^k| \, dx \\
+ \int_{1}^{+\infty} |\phi^k - 1|^2 \, dx + \int_{1}^{+\infty} |\phi^k - 1|^2 \, dx \\
\leq 1 + \frac{1}{m'} \gamma(\phi^k) \, dx + \int_{1}^{+\infty} \frac{2}{\gamma'(0)} \gamma(\phi^k) \, dx + \int_{1}^{+\infty} \frac{1}{m'} \gamma(\phi^k) \, dx \\
\leq 1 + \left( \frac{2}{\gamma'(0)} + \frac{1}{m'} \right) E_{\text{PN}}^H[\phi^k].
$$

Therefore

$$
\|\omega^k\|^2_{H^1} = \|\omega^k\|^2 + \|\nabla \omega^k\|^2 \leq 1 + \left( \frac{2}{\gamma'(0)} + \frac{1}{m'} \right) E_{\text{PN}}^H[\phi^k] + \frac{4}{\alpha} E_{\text{PN}}^H[\psi^0].
$$

Since $\omega^k$ is a minimizing sequence, we obtain that $\omega^k$ is uniformly bounded in $H^1$.

Passing to a subsequence, $\omega^k$ converges weakly to $\omega^*$ in $H^1$. The Sobolev imbedding theorem implies $\{\omega^k\}_{k=1}^\infty \subset C^{0,\frac{1}{2}}(\mathbb{R})$ and $\omega^* \in C^{0,\frac{1}{2}}(\mathbb{R})$. This leads to $\lim_{x \to \pm \infty} \omega(x) = 0$ and $\omega(x) = 0$. Let $\phi^* = \omega^* + \phi^0$. Then $\phi^* \in \Phi_0$ and $\phi^k - \phi^*$ converges weakly to 0 in $H^1(\mathbb{R})$. Thanks to the convexity of $E_{\text{elas}}^H[\phi]$, $E_{\text{PN}}^H[\cdot]$ is weakly lower semicontinuous on $H^1_{\text{loc}}(\mathbb{R})$. Thus $E_{\text{PN}}^H[\phi^*] = \liminf_{k \to \infty} E_{\text{PN}}^H[\phi^k] = m$. It follows that $E_{\text{PN}}^H[\phi^*] = m = \min_{\phi \in \Phi_0} E_{\text{PN}}^H[\phi]$. Thus $\phi^*$ is the minimizer of energy functional (76) in $\Phi_0$. Therefore, $\nu := (\frac{1}{2} \phi^*, -\frac{1}{2} \phi^*)$ is the minimizer of energy functional $E_{\text{PN}}[\cdot]$ in $S_0$.

3. Euler–Lagrange equation. Since $\phi^*$ is the minimizer of energy functional $E_{\text{PN}}^H[\cdot]$ in $\Phi_0$, it is the weak solution of the Euler–Lagrange equation

$$
-\frac{1}{2} \alpha \nabla^2 \phi^* - \gamma'(\phi^*) = 0.
$$

Notice that $\gamma'(\cdot)$ is continuous. As a result, $\phi^* \in C^2$ is a classical solution of the Euler–Lagrange equation (77). Therefore $\nu = (\frac{1}{2} \phi^*, -\frac{1}{2} \phi^*) \in C^2$ is the classical solution of the Euler–Lagrange equations (50).

4. Monotonicity. For $x \in \mathbb{R}$, we have $-\frac{1}{4} \alpha (\nabla^2 \phi^*)(\nabla \phi^*) + \gamma'(\phi^*)(\nabla \phi^*) = 0$. Taking integral from $x$ to $+\infty$, we have $-\frac{1}{4} \alpha (\nabla \phi^*(x))^2 + \gamma(\phi^*(x)) = \lim_{x \to +\infty} \left[ -\frac{1}{4} \alpha (\nabla \phi^*(\xi))^2 + \gamma(\phi^*(\xi)) \right] = 0$. Thus $\nabla \phi^* = \pm \sqrt{\frac{1}{\alpha} \gamma'(\phi^*)}$. Since $\nabla \phi^*$ is continuous and $\frac{1}{\alpha} \gamma'(\phi^*) > 0$ for all $x \in \mathbb{R}$, $\nabla \phi^*$ does not change the sign. Hence $\nabla \phi^* = \sqrt{\frac{1}{\alpha} \gamma'(\phi^*)} > 0$ follows the fact that $\int_{\pm \infty}^{\pm \infty} \nabla \phi^* \, dx = 1 > 0$. Therefore, $\nabla \nu = \pm \sqrt{\frac{1}{\alpha} \gamma(\pm 2\nu)}$. In other words, $\nu^+$ (respectively, $\nu^-$) is monotonically increasing (respectively, decreasing) on $\mathbb{R}$. 


5. Uniqueness. The uniqueness of the classical solution of the Euler–Lagrange equations (50) follows from that of the initial value problem $\nabla v^\pm = \pm \sqrt{\frac{1}{2}c(\pm 2v^\pm)}$ with the initial condition $v^\pm(0) = \pm \frac{1}{2}$. 

6. Symmetry. Since $v = (\frac{1}{2}\phi^*, -\frac{1}{2}\phi^*)$ is the unique minimizer of the $E_{PN}[\cdot]$ in $S_0$, we immediately have the symmetry $v^+(x) = -v^-(x)$ for all $x \in \mathbb{R}$.

7. Regularity. Note that $\|\phi^*\|_{L^\infty} \leq 1$. Since $\nabla \phi^* \in C^1(\mathbb{R})$, $\nabla \phi^* \geq 0$ and the fact that $\phi^*$ is bounded, we have $\lim_{x \to \pm \infty} \nabla \phi^*(x) = 0$. Thus $\|\nabla \phi^*\|_{L^\infty} \leq C$. Utilizing Eq. (77), it is no difficulty to bootstrap the regularity of $\phi^*$, and hence the regularity of $v = (\frac{1}{2}\phi^*, -\frac{1}{2}\phi^*)$. Indeed, thanks to Lemma 2, we have $v \in C^k(\mathbb{R})$ and $\|\nabla^k v\|_{L^\infty} \leq C$ for $k = 3, 4, 5$, where $C = C(\alpha, R, \theta)$ is independent of $\varepsilon$. \hfill $\Box$

A corollary of Theorem 1 shows the symmetry property of $v^\pm$.

**Corollary 2.** Let $v = (v^+, v^-)$ be the dislocation solution of the PN model in Theorem 1. Then $v$ has the symmetry with respect to $x$: $v^+(x) + v^+(−x) = \frac{1}{2}$ and $v^−(x) + v^−(−x) = -\frac{1}{2}$, $x \in \mathbb{R}$.

**Proof.** By the symmetry and periodicity of $\gamma$-surface (cf. Lemma 3), we have $\gamma(\frac{1}{2} + \xi) = \gamma(\frac{1}{2} - \xi) = \gamma(\frac{1}{2} + \xi)$ for all $\xi \in \mathbb{R}$. Then it is easy to see the solution of ODE $\nabla \phi^* = \sqrt{\frac{1}{2}c(\phi^*)}$ with initial value $\phi^*(0) = \frac{1}{2}$ satisfies $\phi^*(x) - \frac{1}{2} = \frac{1}{2} - \phi^*(−x)$ for $x \geq 0$. This with the fact that $v = (\frac{1}{2}\phi^*, -\frac{1}{2}\phi^*)$ completes the proof. \hfill $\Box$

Due to the translation invariant, the second variation of energy at the dislocation solution $\delta^2 E_{PN}[v]$ has a zero eigenvalue. The following proposition guarantees that this zero eigenvalue is simple. In other words, the eigenfunctions corresponding to zero eigenvalue form a one-dimension linear space.

**Proposition 3** (zero eigenvalue is simple). Suppose that Assumptions A1–A6 hold. Let $v$ be the dislocation solution of the PN model in Theorem 1. If $f \in C^2$ with $\|f\|_{\mathcal{X}_0} < \infty$ and $f$ solves $\delta^2 E_{PN}[v]f = 0$, then $f = A\nabla v + B$ for some constants $A$ and $B$.

**Proof.** Let $g = \nabla v$. Thus we have

\[
(\delta^2 E_{PN}[v]f)^\pm = -\alpha \nabla^2 f^\pm \pm \gamma''(v^\pm)(f^+ - f^-) = 0,
\]

\[
(\delta^2 E_{PN}[v]g)^\pm = -\alpha \nabla^2 g^\pm \pm \gamma''(v^\pm)(g^+ - g^-) = \nabla \left[-\alpha \nabla^2 v^\pm \pm \gamma'(v^\pm)\right] = 0.
\]

The first equation implies $\nabla^2 f^+(x) = -\nabla^2 f^−(x)$ for all $x \in \mathbb{R}$. Thus $\nabla f^+(x) + \nabla f^−(x)$ is a constant for all $x \in \mathbb{R}$. Since $f \in C^2$ and $\|f\|_{\mathcal{X}_0} < \infty$, we have $\nabla f^+(x) = -\nabla f^−(x)$ for all $x \in \mathbb{R}$.
Thus \( f^+(x) = -f^-(x) + 2B \) for some constant \( B \) and all \( x \in \mathbb{R} \). Let \( h(x) = f(x) - B \). Then \( f^+ - f^- = 2f^+ - 2B = 2h^+ = -2h^- \). Note that \( g^+(x) = -g^-(x) \) for all \( x \in \mathbb{R} \). Then we have

\[
-\alpha \nabla^2 h^+ + 2\gamma'(v^\perp)h^+ = 0, \tag{78}
\]

\[
-\alpha \nabla^2 g^+ + 2\gamma'(v^\perp)g^+ = 0. \tag{79}
\]

Eliminating \( \gamma'(v^\perp) \) term leads to

\[
-\alpha g^\pm \nabla^2 h^\pm + \alpha h^\pm \nabla^2 g^\pm = 0 \text{ or } \alpha \nabla (g^\pm \nabla h^\pm - h^\pm \nabla g^\pm) = 0.
\]

Thus \( g^\pm \nabla h^\pm - h^\pm \nabla g^\pm \) is a constant. Since \( f \in \mathcal{C}^2 \) and \( \|f\|_{X_0} < \infty \), we can derive that \( \nabla h^\pm \to 0 \) as \( |x| \to \infty \). Hence \( g^\pm \nabla h^\pm - h^\pm \nabla g^\pm = 0 \) for all \( x \in \mathbb{R} \). By strictly monotonicity of \( v^\pm \) (cf. Theorem 1), we have \( g^\pm = \nabla v^\pm \neq 0 \). Thus \( (g^\pm)^2 \nabla \left( \frac{h^\pm}{g^\pm} \right) = g^\pm \nabla h^\pm - h^\pm \nabla g^\pm = 0 \). Therefore \( h = Ag = A\nabla v \) and \( f = A\nabla v + B \) for some constants \( A \) and \( B \). \( \square \)

**Remark 4.** The physical meaning of Proposition 3 is that the dislocation solution \( v \), satisfying the boundary conditions but not the center condition, is invariant under translation. Indeed, let us consider an infinitesimal translation \( dx \) of the dislocation solution. The translated displacement field is \( v(x + dx) \) and hence the perturbation is \( v(x+dx) - v(x) = (\nabla v)dx \). This perturbation mode is exactly the eigenfunction, in the previous proposition, corresponding to the zero eigenvalue.

Now we are ready to obtain the stability result of the PN model. Later, we will see that the stability of the atomistic model can be achieved by this PN stability with the small stability gap Assumption A7.

**Proposition 4** (stability of PN model). Suppose that Assumptions A1–A6 hold. Let \( v \) be the dislocation solution of the PN model in Theorem 1. There exists a constant \( \kappa = \kappa(R, \theta, \alpha, \gamma'(0)) > 0 \) such that for \( f \in X_0 \), we have

\[
\langle \delta^2 E_{PN}[v], f \rangle \geq \kappa \|f\|_{X_0}^2. \tag{80}
\]

**Proof.** We prove the statement by contradiction. Suppose there exists a sequence \( \{f^n\}_{n=1}^\infty \) satisfying the following conditions:

\[
\|f^n\|_{X_0} = 1 \text{ and } \frac{1}{n} \|f^n\|_{X_0}^2 > \langle \delta^2 E_{PN}[v], f^n \rangle = I[f^n], \tag{81}
\]

where the functional \( I[f] = \int_{\mathbb{R}} \{ \alpha |\nabla f^+|^2 + \alpha |\nabla f^-|^2 + \gamma'(v^\perp)(f^\perp)^2 \} \) dx.

The uniformly boundedness \( \|f^n\|_{X_0} = 1 \) implies that there exists a subsequence \( \{f^{k_n}\}_{n=1}^\infty \) with \( f^* \in X_0 \) satisfying \((1) f^{k_n}_{x} \to f^*_{x} \) weakly in \( L^2 \) and \((2) f^{k_n}_{x} \to f^*_{x} \) strongly in \( L^2 \).
By lower semi-continuity, we have $I[f^*] \leq 0$. Since $v$ minimizes the energy $E_v$, we have $I[f^*] \geq 0$. Thus $f^*$ minimizes the functional $I[f]$ and hence solves Euler–Lagrange equation in the weak sense

$$-\alpha \nabla^2 f^{*,\pm} + \gamma''(v^\perp) f^{*,\perp} = 0.$$  

Note that $\gamma''(v^\perp)$ is continuous by Lemma 2. We apply the Schauder estimate and obtain $f^{*,\pm} \in C^{2,\alpha}_\text{loc}(\mathbb{R})$. Proposition 3 implies $f^* = A\nabla v + B$. Note that $A\nabla v^\perp(0) = f^{*,\perp}(0) = 0$ and $\nabla v^\perp(0) \neq 0$. Then $A = 0$ and $f^{*,\perp} \equiv B$ for some constant $B \in \mathbb{R}$. There exists $K < \infty$, such that $\gamma''(v^\perp(x)) \geq \frac{1}{2}\gamma''(0) > 0$ on $\mathbb{R}\setminus(-K,K)$. Notice that $H^1(\mathbb{R})$ can be embedded in $C^{0,\frac{1}{2}}(\mathbb{R})$. Utilizing Arzela–Ascoli theorem, we obtain $f^{k_n,\perp} \rightarrow f^{*,\perp} \equiv 0$ uniformly on $(-K,K)$. Therefore

$$\lim_{n \to \infty} I[f^n] \geq -\sup_{x \in \mathbb{R}} |\gamma''(v^\perp(x))| \lim_{n \to \infty} \int_{-K}^K (f^{n,\perp})^2 \,dx + \alpha \lim_{n \to \infty} \int_{\mathbb{R}} \{ |\nabla f^{n+}\|^2 + |\nabla f^{n-}|^2 \} \,dx + \lim_{n \to \infty} \int_{\mathbb{R}\setminus(-K,K)} \gamma''(v^\perp)(f^{n,\perp})^2 \,dx \geq \min \left\{ \alpha, \frac{1}{2}\gamma''(0) \right\} \lim_{n \to \infty} \left\{ \int_{\mathbb{R}} (|\nabla f^{n+}|^2 + |\nabla f^{n-}|^2) \,dx + \int_{\mathbb{R}\setminus(-K,K)} (f^{n,\perp})^2 \,dx \right\} = \min \left\{ \alpha, \frac{1}{2}\gamma''(0) \right\} > 0.$$  

This contradicts with $\lim_{n \to \infty} I[f^n] \leq \lim_{n \to \infty} \frac{1}{n} \|f^n\|^2_{X_0} = 0$. Hence the original statement holds.

5. Consistency of the PN Model

In this section, the force consistency is obtained at the dislocation solution of the PN model. More precisely, the force in the atomistic model is $O(\varepsilon^2)$-close to its counterpart in the PN model, provided that the displacement of the atomistic model is exactly the dislocation solution in Theorem 1. This asymptotic analysis is not only formal but also rigorous in the sense that we estimate the truncation error in $X_\varepsilon$ norm.

Here we first provide several lemmata connecting the discrete Sobolev spaces.

**Lemma 4** (property of discrete Sobolev norms). For $k \in \mathbb{N}$, we have

$$\|f\|_e \leq \|f\|_{e,k} \leq 2^{k+1} \max\{1, \varepsilon^{-k}\} \|f\|_e.$$  

**Proof.** By definition, we have $\|f\|_e^2 \leq \|f\|_{e,k}^2$ and $\|D^j f\|_e^2 \leq 4\varepsilon^{-2} \|D^{j-1} f\|_e^2 \leq 2^{2j} \varepsilon^{-2j} \|f\|_e^2$ for $j = 1, \ldots, k$. Then $\|f\|_{e,k}^2 \leq \sum_{j=0}^k 2^{2j} \varepsilon^{-2j} \|f\|_e^2 \leq 2^{2k+2} \max\{1, \varepsilon^{-2k}\} \|f\|_e^2$.  
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Lemma 5 (property of $M_\varepsilon$). The linear space $M_\varepsilon$ is a Hilbert space with inner product $\langle \cdot, \cdot \rangle_\varepsilon$. Moreover, we have $M_\varepsilon \subset H^1_\varepsilon$ and
\begin{equation}
\|f\|_{\varepsilon,1}^2 \leq \|f\|_{\varepsilon}^2 \leq 2\|f\|_{\varepsilon,1}^2.
\end{equation}

Proof. The Hilbert space is easy to check. And Eq. (83) follows from $\|f^\dagger\|_\varepsilon^2 = 2\|f\|_\varepsilon^2$ for $f \in M_\varepsilon$. \qed

Lemma 6 (property of finite difference operator $D^\pm_s$). If $s \in \mathbb{Z}^*$ and $f \in L^2_\varepsilon$, then
\begin{equation}
\|D^\pm_s f\|_\varepsilon \leq |s|\|Df\|_\varepsilon.
\end{equation}

Proof. Without loss of generality, we suppose $s > 0$ and prove the result for $D^+_s f$. By the Cauchy–Schwarz inequality, we have $(D^+_s f_i^\dagger)^2 = (\sum_{j=i}^{i+s-1} Df_j^\dagger)^2 \leq s(\sum_{j=i}^{i+s-1} Df_j^\dagger)^2$. Then $\|D^+_s f\|_\varepsilon^2 \leq s^2\|Df\|_\varepsilon^2$ follows this. \qed

The following summability lemma is quite helpful in estimating the truncation errors (cf. Proposition 5).

Lemma 7 (summability of $v$). Let $v$ be the dislocation solution of the PN model in Theorem 7. Given $k = 0, 1, \cdots, 4$ and $s \in \mathbb{Z}^*$, $\varepsilon \leq 1$, we have
\begin{equation}
\varepsilon \sum_{i \in \mathbb{Z}} v_{k,s,i} \leq C|s| \text{ and } \|v_{k,s}\|_\varepsilon^2 \leq C|s|,
\end{equation}
where $C = C(\|\nabla v\|_{W^{k,1}}, \|v\|_{W^{k,\infty}})$ is independent of $s$.

Proof. Without loss of generality, we suppose that $s > 0$. For each $i \in \mathbb{Z}$, there exists some $\xi_i$ with $\varepsilon(i-s) \leq \xi_i \leq \varepsilon(i+s)$ satisfying $v_{k,s,i} = |\nabla^k v^+(\xi_i)|$. Note that $\sum_{i \in \mathbb{Z}} v_{k,s,i} = \sum_{j=0}^{2s-1} \sum_{n \in \mathbb{Z}} v_{k,s,2ns+j}$. Then for each $j \in \{0, 1, 2, \cdots, 2s-1\}$, we have
\begin{align*}
2s\varepsilon \sum_{n \in \mathbb{Z}} v_{k,s,2ns+j} &\leq \sum_{n \in \mathbb{Z}} \int_{\varepsilon(2n-1)s+j}^{\varepsilon(2ns+j)} |\nabla^k v^+(\xi_{2ns+j}) - \nabla^k v^+(x)| \, dx \\
&\leq \sum_{n \in \mathbb{Z}} \int_{\varepsilon(2n-1)s+j}^{\varepsilon(2ns+j)} \left( \int_{x}^{\xi_{2ns+j}} |\nabla^{k+1} v^+(\xi)| \, d\xi \right) \, dx + \|\nabla^k v^+\|_{L^1} \\
&\leq 2s\varepsilon \|\nabla^{k+1} v^+\|_{L^1} + \|\nabla^k v^+\|_{L^1}.
\end{align*}

Hence $\varepsilon \sum_{i \in \mathbb{Z}} v_{k,s,i} \leq 2s\varepsilon \|\nabla^{k+1} v^+\|_{L^1} + \|\nabla^k v^+\|_{L^1} \leq 2s\|v^+\|_{W^{k,1}}$. Obviously, we have $\text{ess sup}_{i \in \mathbb{Z}} v_{k,s,i} \leq \|v^+\|_{W^{k,\infty}}$. Eq. (85) follows this. \qed
Proposition 5 (consistency of PN model). Suppose that Assumptions A1–A6 hold. Let $v$ be the dislocation solution of the PN model in Theorem[7] then there exist $C$ and $\varepsilon_0$ such that for $0 < \varepsilon < \varepsilon_0$ and $f \in M_{\varepsilon}$ we have

$$|\langle \delta E_a[v] - \delta E_{PN}[v], f \rangle| \leq C \varepsilon^2 \| f \|_{X_{\varepsilon}}$$

(86)

Here $C$ and $\varepsilon_0$ depend on $R$, $\theta$, $\alpha$, and $\gamma''(0)$.

Proof. The Sobolev imbedding theorem says that $\|\nabla v\|_{W^{3,\infty}} \leq C \|\nabla v\|_{W^{1,1}}$. By Theorem[1] we have $\|v\|_{W^{4,1}} \leq \max\{\|v\|_{L^\infty}, C \|\nabla v\|_{W^{1,1}}\}$. Let $\varepsilon \leq 1$.

1. We rewrite the difference $\langle \delta E_a[v] - \delta E_{PN}[v], f \rangle = R_{\text{elas}} + R_{\text{mis}}$, where

$$R_{\text{elas}} = -\sum_{i \in Z} \sum_{s \in Z} \sum_{\sigma = \pm} \frac{1}{2} \{D_{s}^{-}[V'(s + \varepsilon D_{s}^{+}v_{i}^{+})] - \varepsilon V''(s)s\varepsilon^2 v_{i}^{+}\} f_{i}^{+},$$

$$R_{\text{mis}} = \varepsilon \sum_{i \in Z} \sum_{s \in Z} \left[ U'(s - \frac{1}{2} + v_{i+s}^{+} - v_{i}^{-})(f_{i+s}^{+} - f_{i}^{-}) - U'(s - \frac{1}{2} + v_{i}^{+} - v_{i}^{-})(f_{i}^{+} - f_{i}^{-}) \right]$$

$$= \varepsilon \sum_{i \in Z} \sum_{s \in Z} \frac{1}{2} \left[ U'(s - \frac{1}{2} + v_{i+s}^{+} - v_{i}^{-})(f_{i+s}^{+} - f_{i}^{-}) + U'(s - \frac{1}{2} + v_{i}^{+} - v_{i-s}^{-})(f_{i}^{+} - f_{i-s}^{-}) \right.$$

$$\left. - 2U'(s - \frac{1}{2} + v_{i}^{+} - v_{i}^{-})(f_{i}^{+} - f_{i}^{-}) \right].$$

2. Estimate $|R_{\text{elas}}|$. Rewrite $R_{\text{elas}}$ as follows

$$R_{\text{elas}} = -\varepsilon^{-1} \sum_{i \in Z} \sum_{s \in Z} \frac{1}{2} \{\varepsilon D_{s}^{-}[V'(s + \varepsilon D_{s}^{+}v_{i}^{+})] - \varepsilon D_{s}^{-}[V'(s - \varepsilon D_{s}^{+}v_{i}^{+})] - 2\varepsilon^2 V''(s)s\varepsilon^2 v_{i}^{+}\} f_{i}^{+}.$$

Using Taylor expansion for $V'(\cdot)$ at $V'(s)$, we have

$$\varepsilon D_{s}^{-}[V'(s + \varepsilon D_{s}^{+}v_{i}^{+})] - \varepsilon D_{s}^{-}[V'(s - \varepsilon D_{s}^{+}v_{i}^{+})]$$

$$= V'(s + v_{i+s}^{+} - v_{i}^{+}) - V'(s + v_{i}^{+} - v_{i-s}^{-}) - V'(s - v_{i+s}^{+} + v_{i}^{+}) + V'(s - v_{i}^{+} + v_{i-s}^{-})$$

$$= 2(\varepsilon D_{s}^{+}v_{i}^{+} + \varepsilon D_{-s}^{+}v_{i}^{+})V''(s) + \varepsilon^3[(D_{s}^{+}v_{i}^{+})^3 + (D_{-s}^{+}v_{i}^{+})^3]V''(\xi)$$

for some $\xi$. Note that $|\varepsilon D_{s}^{+}v_{i}^{+} + \varepsilon D_{-s}^{+}v_{i}^{+} - \varepsilon^2 s\varepsilon^2 v_{i}^{+}| \leq \frac{1}{12}\varepsilon^4 s^4 v_{4,s,i}$ and

$$\varepsilon^3[(D_{s}^{+}v_{i}^{+})^3 + (D_{-s}^{+}v_{i}^{+})^3] \leq \varepsilon^3 |D_{s}^{+}v_{i}^{+} + D_{-s}^{+}v_{i}^{+}| \cdot 3s^2 \|\nabla v\|_{L^\infty}^2 \leq 3\varepsilon^4 s^4 v_{2,s,i} \|\nabla v\|_{L^\infty}^2.$$

Thus

$$|\varepsilon D_{s}^{-}[V'(s + \varepsilon D_{s}^{+}v_{i}^{+})] - \varepsilon D_{s}^{-}[V'(s - \varepsilon D_{s}^{+}v_{i}^{+})] - 2\varepsilon^2 V''(s)s\varepsilon^2 v_{i}^{+}|$$

$$\leq 3(1 + \|\nabla v\|_{L^\infty}^2)(v_{2,s,i} + v_{4,s,i})\varepsilon^4 (s^4 V_{2,s} + s^4 V_{4,s}).$$
Thus by using Lemma 7, we obtain

\[
|R_{\text{elas}}| \leq C \epsilon^2 \left( 1 + \|\nabla v\|_{L^\infty}^2 \right) \sum_{s \in \mathbb{Z}^*} (s^4 V_{2,s} + s^4 V_{4,s}) \epsilon \sum_{i \in \mathbb{Z}} (v_{2,s,i} + v_{4,s,i}) |f_i^+| \\
\leq C \epsilon^2 \sum_{s \in \mathbb{Z}^*} (|s|^5 V_{2,s} + |s|^5 V_{4,s}) \|f\|_\varepsilon \\
\leq C \epsilon^2 \|f\|_\varepsilon
\]

3. Estimate \(|R_{\text{mis}}|\). Rewrite \(R_{\text{mis}} = R_{\text{mis,1}} + R_{\text{mis,2}}\), where

\[
R_{\text{mis,1}} = \epsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}^*} \frac{1}{2} \left[ U'(s - \frac{1}{2} + v_{i+s}^+ - v_i^-) + U'(s - \frac{1}{2} + v_i^+ - v_{i-s}^-) \\
- 2U'(s - \frac{1}{2} + v_i^+ - v_i^-) (f_i^+ - f_i^-) \right]
\]

\[
R_{\text{mis,2}} = \epsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}^*} \frac{1}{2} \left[ U'(s - \frac{1}{2} + v_{i+s}^+ - v_i^-) (f_{i+s}^+ - f_i^+) + U'(s - \frac{1}{2} + v_i^+ - v_{i-s}^-) (f_i^- - f_{i-s}^-) \right]
\]

Since \(f \in M_\varepsilon\), we have \(f^+ = -f^-\) and

\[
R_{\text{mis,2}} = \epsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}^*} \frac{1}{2} \left[ U'(s - \frac{1}{2} + v_{i+s}^+ - v_i^-) (f_{i+s}^+ - f_i^+) + U'(s - \frac{1}{2} + v_i^+ - v_{i-s}^-) (f_i^- - f_{i-s}^-) \right] = 0.
\]

Thanks to the symmetry of \(v\), we have \(U'(s - \frac{1}{2} + v_i^+ - v_{i-s}^-) = U'(s - \frac{1}{2} + v_{i-s}^- - v_i^-)\). Applying Taylor expansion, we have

\[
\left| U'(s - \frac{1}{2} + v_{i+s}^+ - v_i^-) + U'(s - \frac{1}{2} + v_{i-s}^+ - v_i^-) - 2U'(s - \frac{1}{2} + v_i^+ - v_i^-) \right| \\
\leq |v_{i+s}^+ + v_{i-s}^+ - 2v_i^+| |U''(s - \frac{1}{2} + v_i^+ - v_i^-)| + \frac{1}{2} (|v_{i+s}^+ - v_i^+|^2 + |v_{i-s}^+ - v_i^+|^2) U_{3,s} \\
\leq \epsilon^2 s^2 U_{2,s,v_{2,s,i}} + \epsilon^2 \|\nabla v\|_{L^\infty} s^2 U_{3,s,v_{1,s,i}}.
\]

Thus by using Lemma[7] we obtain

\[
|R_{\text{mis}}| = |R_{\text{mis,1}}| \leq \epsilon^2 (1 + \|\nabla v\|_{L^\infty}) \sum_{s \in \mathbb{Z}^*} (s^2 U_{2,s} + s^2 U_{3,s}) \epsilon \sum_{i \in \mathbb{Z}} (v_{2,s,i} + v_{1,s,i}) |f_i^+| \\
\leq C \epsilon^2 \sum_{s \in \mathbb{Z}^*} (|s|^3 U_{2,s} + |s|^3 U_{3,s}) \|f\|_\varepsilon \\
\leq C \epsilon^2 \|f\|_\varepsilon.
\]

6. Stability of the Atomistic Model

In this section, the linear stability analysis is applied to the atomistic model. We will first study this stability at the dislocation solution of the PN model \(v\), then extend it to displacement field \(u\) which is sufficient close to \(v\).
We start with the following key observation: with or without a dislocation, the stability gap between the atomistic and PN models remains the same, up to an $O(\varepsilon)$ truncation error.

**Proposition 6** (stability gap with/without dislocation). Suppose that Assumptions A1–A6 hold and that $\varepsilon \leq 1$. Let $v$ be the dislocation solution of the PN model in Theorem 1. For $f \in X_\varepsilon$, we have

$$
\left\langle \delta^2 E_a[v, f], f \right\rangle_{\varepsilon} - \left\langle \delta^2 E_{PN}[v, \bar{f}], \bar{f} \right\rangle = \left\langle \delta^2 E_a[0, f], f \right\rangle_{\varepsilon} - \left\langle \delta^2 E_{PN}[0, \bar{f}], \bar{f} \right\rangle + O(\varepsilon)\|f\|^2_{X_\varepsilon}. 
$$

(87)

**Proof.** 1. Recall second variations (55) at continuum dislocation solution $v$

$$
\left\langle \delta^2 E_a[v, f], f \right\rangle_{\varepsilon} = \varepsilon \sum_{i \in Z} \sum_{s \in Z^\ast} \sum_{\pm} \frac{1}{2} V''(s + \varepsilon D_s v_i^\pm) (D_s f_i^\pm)^2
$$

$$
+ \varepsilon \sum_{i \in Z} \sum_{s \in Z} U''(s - \frac{1}{2} + v_i^+ - v_i^-)(f_i^+ - f_i^-)^2,
$$

$$
\left\langle \delta^2 E_a[0, f], f \right\rangle_{\varepsilon} = \varepsilon \sum_{i \in Z} \sum_{s \in Z^\ast} \sum_{\pm} \frac{1}{2} V''(D_s f_i^\pm)^2 + \varepsilon \sum_{i \in Z} \sum_{s \in Z} U''(s - \frac{1}{2})(f_i^+ - f_i^-)^2,
$$

$$
\left\langle \delta^2 E_{PN}[v, \bar{f}], \bar{f} \right\rangle = \sum_{i \in Z} \int_{Z_s} (i+1) \left\{ \alpha|\nabla \bar{f}^+|^2 + \alpha|\nabla \bar{f}^-|^2 + \gamma'(v^+ - v^-)(\bar{f}^\pm)^2 \right\} dx,
$$

$$
\left\langle \delta^2 E_{PN}[0, \bar{f}], \bar{f} \right\rangle = \sum_{i \in Z} \int_{Z_s} (i+1) \left\{ \alpha|\nabla \bar{f}^+|^2 + \alpha|\nabla \bar{f}^-|^2 + \gamma'(0)(\bar{f}^\pm)^2 \right\} dx,
$$

where $\alpha = \sum_{s \in Z^\ast} \frac{1}{2} V''(s + \varepsilon D_s v_i^\pm)$ and $\gamma''(\xi) = \sum_{s \in Z} U''(s - \frac{1}{2} + \xi)$. Then

$$
\left\langle \delta^2 E_a[v, f], f \right\rangle_{\varepsilon} - \left\langle \delta^2 E_a[0, f], f \right\rangle_{\varepsilon} - \left\langle \delta^2 E_{PN}[v, \bar{f}], \bar{f} \right\rangle + \left\langle \delta^2 E_{PN}[0, \bar{f}], \bar{f} \right\rangle = \sum_{k=1}^5 R_k,
$$

where

$$
R_1 = \varepsilon \sum_{i \in Z} \sum_{s \in Z} \sum_{\pm} \frac{1}{2} [V''(s + \varepsilon D_s v_i^\pm) - V''(s)] (D_s f_i^\pm)^2,
$$

$$
R_2 = \varepsilon \sum_{i \in Z} \sum_{s \in Z} \left[ U''(s - \frac{1}{2} + v_i^+ - v_i^-) - U''(s - \frac{1}{2} + v_i^+ - v_i^-) \right] (f_i^+ - f_i^-)^2,
$$

$$
R_3 = \varepsilon \sum_{i \in Z} \sum_{s \in Z} \left[ U''(s - \frac{1}{2} + v_i^+ - v_i^-) - U''(s - \frac{1}{2}) \right] [(f_i^+ - f_i^-)^2 - (f_i^+ - f_i^-)^2],
$$

$$
R_4 = \sum_{i \in Z} \int_{Z_s} (i+1) \sum_{s \in Z} \left[ U''(s - \frac{1}{2} + v_i^+ - v_i^-) - U''(s - \frac{1}{2} + v^+ - v^-) \right] (f_i^+ - f_i^-)^2 dx,
$$

$$
R_5 = \sum_{i \in Z} \int_{Z_s} (i+1) \sum_{s \in Z} \left[ U''(s - \frac{1}{2} + v^+ - v^-) - U''(s - \frac{1}{2}) \right] [(f_i^+ - f_i^-)^2 - (f_i^+ - f_i^-)^2] dx.
$$

Here $v^\pm = v^\pm(x)$. It remains to show $R_i = O(\varepsilon)\|f\|^2_{X_\varepsilon}$ for $i = 1, 2, \cdots, 5$.

2. We estimate $R_i$, $i = 1, 2, \cdots, 5$. 
(1) Note that \(|V''(s + eD^+_s v_i^+) - V''(s)| \leq V_{3,s} |eD^+_s v_i^+| \leq \epsilon \|\nabla v\|_{L^\infty} V_{3,s} |s| \). Using Lemma 6 we have

\[
|R_1| \leq \frac{1}{2} \epsilon \|\nabla v\|_{L^\infty} \|D^+_s f\|_2^2 \sum_{s \in \mathbb{Z}} V_{3,s} |s| \leq O(\epsilon) \|f\|_{X_\epsilon}^2.
\]

(2) Next, \((f_{i+s}^+ - f_i^-)^2 \leq 2(f_{i+s}^+ - f_i^+)^2 + 2(f_i^+)^2 \leq 2\epsilon^2 (D^+_s f_i^+)^2 + 2|f_i^+|^2\). Thus

\[
\sum_{s \in \mathbb{Z}} (f_{i+s}^+ - f_i^-)^2 \leq 2\epsilon |s|^2 \|D f_i^+\|_2^2 + 2\epsilon^{-1} \|f_i^+\|_2^2 \leq \epsilon^{-1} (2|s|^2 + 2) \|f_i^+\|_2^2.
\]

Note that \(|U''(s - \frac{1}{2} + v_i^+ - v_i^-) - U''(s - \frac{1}{2} + v_i^+ - v_i^-)| \leq U_{3,s} |v_i^+ - v_i^-| \leq \epsilon \|v^+\|_{L^\infty} U_{3,s} |s|\), Therefore

\[
|R_2| \leq \epsilon^2 \|\nabla v^+\|_{L^\infty} \sum_{s \in \mathbb{Z}} U_{3,s} |s| \sum_{i \in \mathbb{Z}} (f_{i+s}^+ - f_i^-)^2 \leq \epsilon \|\nabla v^+\|_{L^\infty} \|f\|_{X_\epsilon}^2 \sum_{s \in \mathbb{Z}} U_{3,s} |s| (2|s|^2 + 2) \leq O(\epsilon) \|f\|_{X_\epsilon}^2.
\]

(3) Next, we have

\[
\sum_{i \in \mathbb{Z}} |(f_{i+s}^+ - f_i^-)^2 - (f_i^+ - f_i^-)^2| \leq \sum_{i \in \mathbb{Z}} (f_{i+s}^+ - f_i^+)^2 + \sum_{i \in \mathbb{Z}} 2|f_{i+s}^+ - f_i^+| \cdot |f_i^+ - f_i^-| \leq \epsilon^2 \sum_{i \in \mathbb{Z}} (D^+_s f_i^+)^2 + \epsilon \sum_{i \in \mathbb{Z}} |f_i^+|^2 \leq (\epsilon + 1) |s|^2 \|D f^+_i\|_2^2 + \|f_i^+\|_2^2 \leq 2|s|^2 \|f_i^+\|_2^2.
\]

where we have used Lemma 6. Note that \(|U''(s - \frac{1}{2} + v_i^+ - v_i^-) - U''(s - \frac{1}{2})| \leq \|v^+\|_{L^\infty} U_{3,s} |s|\). Therefore

\[
|R_3| \leq \epsilon \|v_i^+\|_{L^\infty} \sum_{s \in \mathbb{Z}} U_{3,s} \sum_{i \in \mathbb{Z}} |(f_{i+s}^+ - f_i^-)^2 - (f_i^+ - f_i^-)^2| \leq 2\epsilon \|\nabla v^+\|_{L^\infty} \|f_i^+\|_2^2 \sum_{s \in \mathbb{Z}} U_{3,s} |s|^2 \leq O(\epsilon) \|f_i^+\|_2^2.
\]

(4) We have \(|U''(s - \frac{1}{2} + v_i^+ - v_i^-) - U''(s - \frac{1}{2} + v^+ - v^-)| \leq 2\epsilon \|\nabla v\|_{L^\infty} U_{3,s} |s|^2\). Thus

\[
|R_4| \leq 2\epsilon \|\nabla v\|_{L^\infty} \|f_i^+\|_2^2 \sum_{s \in \mathbb{Z}} U_{3,s} \leq O(\epsilon) \|f_i^+\|_2^2.
\]

(5) Finally, we have \(|U''(s - \frac{1}{2} + v_i^+ - v_i^-) - U''(s - \frac{1}{2})| \leq \|v_i^+\|_{L^\infty} U_{3,s} |s|^2\). Note that \(|f_i^+ - \bar{f}_i^+| = \frac{x - i\epsilon}{\epsilon} |f_{i+1}^+ - f_i^+| = (x - i\epsilon)|Df_i^+ - Df_i^-| \leq (x - i\epsilon) \cdot (|Df_i^+| + |Df_i^-|)\) and \(|\bar{f}_i^+| \leq |f_i^+| + |f_{i+1}^+|\) for \(i\epsilon \leq x < (i + 1)\epsilon\). Hence

\[
|(f_i^+)^2 - (\bar{f}_i^+)^2| \leq |f_i^+ - \bar{f}_i^+| \cdot (|f_i^+| + |\bar{f}_i^+|)
\]
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Then
\[ \sum_{i \in \mathbb{Z}} \int_{e(i+1)}^{e(i+1)} |(f_i^+)^2 - (\bar{f}_i^+)^2| dx \leq \epsilon^2 \sum_{i \in \mathbb{Z}} (|Df_i^+| + |Df_i^-|) \cdot (|f_i^+| + |f_{i+1}^+|) \]
\[ \leq \epsilon (\|Df^+\|_\epsilon + \|Df^-\|_\epsilon) \|f^+\|_\epsilon \]
\[ \leq 2\epsilon \|f\|_{\tilde{X}_\epsilon}^2. \] (89)

Therefore,
\[ |R_\delta| \leq 2\epsilon \|v^+\|_{L^2} \|f\|_{\tilde{X}_\epsilon}^2 \sum_{s \in \mathbb{Z}} U_{3,s} \leq O(\epsilon) \|f\|_{\tilde{X}_\epsilon}^2. \]

Next lemma reveals the relation between a function in \( X_\epsilon \) and its extension.

**Lemma 8** (linear interpolation). If \( f \in X_\epsilon \), then its extension \( \bar{f} \in X_0 \). Moreover, we have
\[ \|Df\|_{\epsilon}^2 + \frac{1}{2} \|f^+\|_{\epsilon}^2 \leq \|\bar{f}\|_{\tilde{X}_\epsilon}^2 \leq \|f\|_{\tilde{X}_\epsilon}^2. \] (90)

**Proof.** By definition, we have \( \nabla \bar{f}(x) = Df^\pm x \) for \( i\epsilon \leq x < (i+1)\epsilon \), and hence \( \|\nabla \bar{f}\|_{\epsilon}^2 = \|Df\|_{\epsilon}^2 \). Direct calculation leads to
\[ \|\bar{f}^\pm\|_{\epsilon}^2 = \epsilon \sum_{i \in \mathbb{Z}} \frac{1}{2} (|f_i^\pm|^2 + f_i^+ f_i^\pm + (f_i^\pm)^2). \] Thus
\[ \frac{1}{\epsilon} \|f^\pm\|_{\epsilon}^2 \leq \|\bar{f}^\pm\|_{\epsilon}^2 \leq \|f^\pm\|_{\epsilon}^2. \] Eq. (90) follows these immediately.

**Proposition 7** (explicit formula for \( \Delta \)). Suppose that Assumptions A1–A6 hold and that \( \epsilon \leq 1 \). Let \( v \) be the dislocation solution of the PN model in Theorem 7. For \( f \in X_\epsilon \), we have
\[ \langle \delta^2 E_a[0] f, f \rangle_\epsilon - \langle \delta^2 E_{PN}[0] \bar{f}, \bar{f} \rangle \geq -\Delta \|Df\|_{\epsilon}^2 + O(\epsilon) \|f\|_{\tilde{X}_\epsilon}^2. \] (91)

Moreover, \( \Delta \) can be calculated by
\[ \Delta = \sup_{\|Df\|_{\epsilon} = 1} \left\{ \epsilon \sum_{i \in \mathbb{Z}} \sum_{s \geq 2} V''(s) \left[ (D_i^+ f_i^\pm)^2 - s^2 (D_i^\pm)^2 \right] \right\}. \] (92)

**Proof.** By direct calculations, we have
\[ \langle \delta^2 E_a[0] f, f \rangle_\epsilon - \langle \delta^2 E_{PN}[0] \bar{f}, \bar{f} \rangle = \epsilon \sum_{i \in \mathbb{Z}} \left[ \sum_{s \in \mathbb{Z}} \frac{1}{2} V''(s) (D_i^+ f_i^\pm)^2 + \sum_{s \in \mathbb{Z}} U''(s) - \frac{1}{2} \right] (f_{i+s}^+ - f_i^-)^2 \]
\[ - \sum_{i \in \mathbb{Z}} \int_{e(i+1)}^{e(i+1)} \left[ \sum_{s \in \mathbb{Z}} \frac{1}{2} V''(s) s^2 |\nabla f^\pm|^2 - \sum_{s \in \mathbb{Z}} U''(s) - \frac{1}{2} \right] (\bar{f}_i^\pm)^2 dx. \]
Let
\[
\tilde{R}_1 = \epsilon \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} U''(s - \frac{1}{2}) \left[ (f_i^+ - f_i^-)^2 - (f_i^+ - f_i^-)^2 \right],
\]
\[
\tilde{R}_2 = \sum_{i \in \mathbb{Z}} \int_{\mathbb{E}_i} \sum_{s \in \mathbb{Z}} U''(s - \frac{1}{2}) \left[ (f_i^+) - (f_i^-)^2 \right] \, dx.
\]

Recall Eqs. (38) and (39), thus we have
\[
|\tilde{R}_1| \leq 2\epsilon \|f\|_X^2 \sum_{s \in \mathbb{Z}} U_{2,s}|s|^2 \leq O(\epsilon)\|f\|_X^2,
\]
\[
|\tilde{R}_2| \leq 2\epsilon \|f\|_X^2 \sum_{s \in \mathbb{Z}} U_{2,s} \leq O(\epsilon)\|f\|_X^2.
\]

Note that \(\nabla f^\pm(x) = Df_i^\pm\) for \(i \epsilon \leq x < (i + 1)\epsilon\). Recall the definition (29). Therefore,
\[
\Delta = \lim_{\epsilon \to 0} \sup_{\|Df\|_\epsilon = 1} \left\{ \delta^2 E_{\epsilon} \left[ 0, \tilde{f}, \tilde{f} \right] - \delta^2 E_{\epsilon} \left[ f, f \right] \right\}
\]
\[
= \lim_{\epsilon \to 0} \sup_{\|Df\|_\epsilon = 1} \left\{ \epsilon \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} \sum_{s \geq 2} \left[ V''(s) \left[ (D_i^+ f_i^+) - s^2 (D_i^+ f_i^-)^2 \right] - \tilde{R}_1 - \tilde{R}_2 \right] \right\}
\]
\[
= \sup_{\|Df\|_\epsilon = 1} \epsilon \sum_{i \in \mathbb{Z}} \sum_{s \geq 2} V''(s) \left[ (D_i^+ f_i^+) - s^2 (D_i^+ f_i^-)^2 \right],
\]
where we use the symmetry of \(V\) (Assumption A2) in the last step. \(\Box\)

**Proposition 8** (\(\Delta \geq 0\)). **The stability gap** (92) **is non-negative**: \(\Delta \geq 0\).

**Proof.** By Lemma 1, we have \(\sum_{s \geq 2} V''(s)|s|^2 \leq \sum_{s \in \mathbb{Z}} V_{2,s}|s|^2 < C\). Then for any \(M \in \mathbb{N}^+\), there exists an \(t \in \mathbb{N}^+\) such that \(\sum_{s \geq t+1} V''(s)|s|^2 < \frac{1}{M}\). For \(s \geq 2\), by the Cauchy–Schwarz inequality, we obtain
\[
\sum_{i \in \mathbb{Z}} (D_i^+ f_i^+) \leq \sum_{i \in \mathbb{Z}} \sum_{j=i}^{i+s-1} (D_j^+ f_j^+) = s^2 \sum_{i \in \mathbb{Z}} (D_i^+ f_i^+)^2. \tag{93}
\]

We define \(g\) as follows: \(g_i = (2\epsilon Mt)^{-1/2} \) for \(1 \leq i \leq Mt\) and \(g_i\) otherwise. Obviously, \(\|g\|_\epsilon^2 = \frac{1}{2}\). Note that if we define \(Df_i^\pm = \pm g\), then \(\|Df\|_\epsilon = 1\). Therefore
\[
\Delta \geq \epsilon \sum_{i \in \mathbb{Z}} \sum_{s \geq 2} 2V''(s) \left[ (g_i + \cdots + g_{i+s-1})^2 - s^2 g_i^2 \right].
\]

If \(2 \leq s \leq t\), then \((g_i + \cdots + g_{i+s-1})^2 - s^2 g_i^2 = 0\) for \(i \notin T\), where \(T = \{-s+2, -s+2, \cdots, 0\} \cup \{Mt-s+2, Mt-s+3, \cdots, Mt\}\). For \(i \in T\), we have \(|(g_i + \cdots + g_{i+s-1})^2 - s^2 g_i^2| \leq s^2 (2\epsilon Mt)^{-1}\). Note that \(|T| = 2(s-1)\). Thus for any \(2 \leq s \leq t\), we have \(\epsilon \sum_{i \in \mathbb{Z}} \left[ (g_i + \cdots + g_{i+s-1})^2 - s^2 g_i^2 \right] \geq -\epsilon 2(s-1)^2 (2\epsilon Mt)^{-1} \geq -\frac{2}{M}\).
If \( s \geq t + 1 \), Eq. (93) implies that \( \varepsilon \sum_{i \in \mathbb{Z}} [(g_i + \cdots + g_{i+s-1})^2 - s^2 g_i^2] \geq -\varepsilon \sum_{i \in \mathbb{Z}} s^2 g_i^2 = -\frac{\varepsilon^2}{2} \).

Therefore,

\[
\Delta \geq \varepsilon \sum_{i \in \mathbb{Z}} \left( \sum_{s=2}^{t} + \sum_{s=t+1}^{\infty} \right) 2V''(s) \left[ (g_i + \cdots + g_{i+s-1})^2 - s^2 g_i^2 \right]
\geq - \sum_{s=2}^{t} 2|V''(s)| \frac{s^2}{M} - \sum_{s=t+1}^{\infty} 2|V''(s)| \frac{s^2}{2}
\geq - \frac{1 + 2C}{M}.
\]

Let \( M \) go to infinity, we obtain \( \Delta \geq 0 \).

**Proposition 9.** Suppose that Assumptions A1–A6 hold. If \( V''(s) \leq 0 \) for all \( |s| \geq 2 \), then \( \Delta = 0 \), and thence \( \kappa > \Delta \). In particular, if \( V(\cdot) \) is a nearest neighbor potential then \( \kappa > \Delta = 0 \).

**Proof.** Eq. (93) and \( V''(s) \leq 0 \) imply that \( V''(s) \sum_{i \in \mathbb{Z}} \left[ (D_i^+ f_i^+)^2 - s^2 (D_i f_i^+)^2 \right] \leq 0 \) for \( |s| \geq 2 \). Hence \( \Delta \leq 0 \). According to Proposition 8 we have \( \Delta = 0 \).

**Proposition 10** (stability of atomistic model). Suppose that Assumptions A1–A7 hold. Let \( v \) be the dislocation solution of the PN model in Theorem 7. There exist \( C \) and \( \varepsilon_0 \) such that for \( 0 < \varepsilon < \varepsilon_0 \) and for all \( f \in X_\varepsilon \), we have

\[
\langle \delta^2 E_a[v] f, f \rangle_e \geq C\|f\|_{X_\varepsilon}^2.
\]

(94)

Here \( C \) and \( \varepsilon_0 \) depend on \( R \), \( \theta \), \( \alpha \), \( \gamma''(0) \), and \( \Delta \).

**Proof.** By Propositions 6 and 7 we have

\[
\langle \delta^2 E_a[v] f, f \rangle_e = \langle \delta^2 E_{PN}[v] f, f \rangle + \langle \delta^2 E_a[0] f, f \rangle_e - \langle \delta^2 E_{PN}[0] f, f \rangle + O(\varepsilon) \|f\|_{X_\varepsilon}^2
\geq \kappa\|Df\|_{X_\varepsilon}^2 + \frac{1}{2} \kappa\|f^+\|_{X_\varepsilon}^2 - \Delta\|Df\|_{X_\varepsilon}^2 + O(\varepsilon) \|f\|_{X_\varepsilon}^2
\geq C\|f\|_{X_\varepsilon}^2
\]

for sufficiently small \( \varepsilon \). Here we utilize the assumption \( \kappa > \Delta \).

We finish this section with a detailed verification on the stability condition of Lennard–Jones \((m,n)\) potential. The commonly used case is \((m,n) = (6, 12)\).

**Proposition 11.** Let \( V(\cdot) \) be Lennard–Jones \((m,n)\) potential, i.e.,

\[
V(x) = V_{LJ}(x) = -\left( \frac{r_0}{|x|} \right)^m + \left( \frac{r_0}{|x|} \right)^n, \quad 1 < m < n, \quad x \neq 0,
\]

(95)

where \( r_0 \) is some characteristic distance. Then \( \Delta = 0 \), provided \( \varepsilon \) is sufficiently small.
Proof. We first remark that \( r_0 \) is not arbitrary but related to the minimal distance \( s_0 = 1 \) (the rescaled lattice constant). Note that \( s_0 = 1 \) solves

\[
\frac{\partial}{\partial s_0} \left( \sum_{k \in \mathbb{Z}^*} V(k s_0) + \sum_{k \in \mathbb{Z}} V_d(k s_0 - \frac{1}{2} s_0) \right) = 0
\]  

(96)

Recall that \( V_d = \varepsilon^2 U \). Thus

\[
\sum_{k \in \mathbb{Z}^*} k V'(k) + \varepsilon^2 \sum_{k \in \mathbb{Z}} (k - \frac{1}{2}) U'(k - \frac{1}{2}) = 0.
\]  

(97)

By Lemma \( \text{[1]} \) we have \(|\sum_{k \in \mathbb{Z}} (k - \frac{1}{2}) U'(k - \frac{1}{2})| \leq \sum_{s \in \mathbb{Z}} (|s| + 1) U_1,s \leq C \). Then

\[
0 = \sum_{k \in \mathbb{Z}^*} k V'(k) + O(\varepsilon^2) = \sum_{k \in \mathbb{Z}^*} \left[ \frac{r^m_0}{k^m} - n \frac{r^n_0}{k^n} \right] + O(\varepsilon^2)
\]

\[
= 2 m \zeta(m) r^m_0 - 2 n \zeta(n) r^n_0 + O(\varepsilon^2),
\]

where the zeta function \( \zeta(t) = \sum_{k=1}^{\infty} k^{-t} \), \( t > 1 \). Therefore, for sufficient small \( \varepsilon \), we have

\[
r^m_0 - m \zeta(m) n \zeta(n) + O(\varepsilon^2).
\]

For \( s \geq 2 \), we have

\[
V''(s) = m(m + 1) \frac{r^m_0}{s^{m+2}} \left[ -1 + \frac{n(n + 1) r^n_0}{m(m + 1) s^{n-m}} \right]
\]

\[
\leq m(m + 1) \frac{r^m_0}{s^{m+2}} \left[ -1 + \frac{n(n + 1) m \zeta(m) n \zeta(n)}{2(n-m)} \right].
\]

It can be shown that \( \frac{n(n + 1) m \zeta(m) n \zeta(n)}{2(n-m)} < 2^{n-m} \). Hence \( V''(s) \leq 0 \), \( s \geq 2 \) for sufficiently small \( \varepsilon \). By Propositions \( \text{[8]} \) and \( \text{[9]} \) we obtain \( \Delta = 0 \). \( \square \)

7. Existence of the Atomistic Model and Convergence

In this section, we show that the atomistic model has a solution \( v^\varepsilon \) which is \( O(\varepsilon^2) \) away from the PN solution \( v \) in terms of the metric induced by \( X_\varepsilon \) norm. Let us first provide the following lemma which makes use of the continuity of \( \delta^2 E_a \) at \( v \).

Lemma 9. Suppose that Assumptions A1–A6 hold. Let \( v \) be the dislocation solution of the PN model in Theorem \( \text{[7]} \) There exist constants \( \varepsilon_0 \) and \( C \) such that for any \( 0 < \varepsilon < \varepsilon_0 \) and any \( u, u' \) satisfying \( u - v \in X_\varepsilon \), \( u' - v \in X_\varepsilon \), \( \|u - v\|_{X_\varepsilon} \leq \varepsilon \) and \( \|u' - v\|_{X_\varepsilon} \leq \varepsilon \), we have

\[
\left| \langle \delta^2 E_a[u] - \delta^2 E_a[u'], f, g \rangle \right| \leq C \varepsilon^{-1/2} \|u - u'\|_{X_\varepsilon} \|f\|_{X_\varepsilon} \|g\|_{X_\varepsilon}
\]  

(98)
for all \( f, g \in X_\varepsilon \). Moreover, if \( u - v \in M_\varepsilon, u' - v \in M_\varepsilon, \) and \( f \in M_\varepsilon \), then we have

\[
\| (\delta^2 E_\alpha[u] - \delta^2 E_\alpha[u']) f \|_\varepsilon \leq C \varepsilon^{-3/2} \| u - u' \| \| x \| f \| x \| \varepsilon. \tag{99}
\]

Here \( c \) and \( C \) depend on \( R, \theta, \alpha, \gamma'(0), \) and \( \Delta \).

Proof. Setting \( g = (\delta^2 E_\alpha[u] - \delta^2 E_\alpha[u']) f \) in Eq. (98), we have

\[
\| g \|_\varepsilon \leq C \| u - u' \| \| x \| f \| x \| \| g \| x \varepsilon.
\]

Utilizing Lemmatat\(a[4]\) and \(S\) we obtain \( \| g \| x \varepsilon \leq C \| g \| e,1 \leq C \varepsilon^{-1} \| g \| \varepsilon \). Thus

\[
\| g \|_\varepsilon \leq C \varepsilon^{-3/2} \| u - u' \| \| x \| f \| x \| \| g \| \varepsilon.
\]

This leads to Eq. (99). It remains to show Eq. (98).

Note that \( \| D^+_u (u - v) \| L^\varepsilon \leq \| D(u - v) \| L^\varepsilon \leq |s| \varepsilon^{-1/2} \| u - v \| \| x \| \leq |s| \varepsilon^{1/2} \). This with \( \| D^+_u \| L^\varepsilon \leq \| v \|_{C_0,1} \leq C \| s \| \) implies \( \| D^+_u u \| L^\varepsilon \leq C \| s \| \). Similarly, we have \( \| D^+_s (u' - v) \| L^\varepsilon \leq |s| \varepsilon^{-1/2} \| u' - v \| \| x \| \leq |s| \varepsilon^{1/2}, \| D^+_s (u' - u) \| L^\varepsilon \leq |s| \varepsilon^{-1/2} \| u' - u \| \| x \| \leq |s| \varepsilon^{1/2}, \) and \( \| D^+_s u' \| L^\varepsilon \leq C \| s \| \). For sufficiently small \( \varepsilon \), we have

\[
| V''(s + \varepsilon D^+_s u^+_i) - V''(s + \varepsilon D^+_s u^+_i) | = | V(3)(\xi) | \| \varepsilon D^+_s (u^+_i - u^+_i) | \leq V_3, \| s \| \varepsilon^{1/2} \| u' - u \| \| x \|
\]

where \( | \xi - s | \leq \max \{ | \varepsilon D^+_s u^+_i |, | \varepsilon D^+_s u^+_i | \} \leq C \varepsilon^{1/2} \| s \| \leq 1/2 | s | \).

Note that \( \| u' - v' \| L^\varepsilon \leq \varepsilon^{-1/2} \| u - v \| \| x \| \leq \varepsilon^{1/2} \). This with \( \| v' \| L^\varepsilon \leq 1 \) implies that \( \| u' - u \| L^\varepsilon \leq 2 \varepsilon^{-1/2} \| u - u \| \| x \| \leq 2 \varepsilon^{1/2} \), and \( \| u' \| L^\varepsilon \leq 2. \) For sufficiently small \( \varepsilon \), we have

\[
| U''(s - \frac{1}{2} + u^+, s) - U''(s - \frac{1}{2} + u^+, s) | \leq | U(3)(\xi) | \| \varepsilon D^+_s (u^+ - u^+) | \leq (\sum_{|s| = 1} | s | + 2 \| U_3, s \|) (| s | + 2) \varepsilon^{-1/2} \| u' - u \| \| x \|
\]

where we have used that \( | \xi - (s - \frac{1}{2}) | \leq \max \{ | \varepsilon D^+_s u^+ |, | u^+ |, | \varepsilon D^+_s u^+ | + | u^+ | \} \leq | s | + 2 \) and that \( \sup_{| \xi - (s - \frac{1}{2}) | \leq | s | + 2} | U(3)(\xi) | \leq \sum_{|s| = 1} | s | + \| U_3, s \| \).
Utilizing Lemmas 1 and 6 we obtain
\[
\frac{\varepsilon}{2} \sum_{s \in \mathbb{Z}^+} V_{3,s} |s|^3 |D^+_s f_i^+| \cdot |D^+_s g_i^+| \leq \frac{1}{2} \sum_{s \in \mathbb{Z}^+} V_{3,s} |s|^3 \|D^+_f \varepsilon\|_\varepsilon \|D^+_g \varepsilon\|_\varepsilon \leq C \|f\|_{X_\varepsilon} \|g\|_{X_\varepsilon},
\]
\[
\varepsilon \sum_{s \in \mathbb{Z}^+} (|s| + 2) \sum_{i \in \mathbb{Z}^+} |f_{i+s}^+ + f_i^-| \cdot |g_{i+s}^+ + g_i^-| \leq C \|f\|_{X_\varepsilon} \|g\|_{X_\varepsilon}.
\]
Finally, Eq. (98) is obtained by collecting these inequalities.

Lemma 10. Suppose that Assumptions A1–A7 hold. Let \( \nu \) be the dislocation solution of the PN model in Theorem 7. There exist constants \( \varepsilon_0 \) and \( C \) such that for any \( 0 < \varepsilon < \varepsilon_0 \) and any \( u \) satisfying \( u - \nu \in X_\varepsilon \) and \( \|u - \nu\|_{X_\varepsilon} \leq \varepsilon \), we have
\[
\langle \delta^2 E_{a}[u]f, f \rangle_\varepsilon \geq C \|f\|_{X_\varepsilon}^2
\]
for all \( f \in X_\varepsilon \). Here \( c \) and \( C \) depend on \( R, \theta, \gamma''(0), \Delta, \) and \( \kappa \).

Proof. Thanks to Proposition 10, we know \( \langle \delta^2 E_{a}[\nu]f, f \rangle_\varepsilon \geq C \|f\|_{X_\varepsilon}^2 \) for all \( f \in X_\varepsilon \). It is sufficient to show that \( \langle \delta^2 E_{a}[u]f, f \rangle_\varepsilon - \langle \delta^2 E_{a}[\nu]f, f \rangle_\varepsilon \leq \frac{1}{2} C \|f\|_{X_\varepsilon}^2 \). The latter can be obtained by setting \( v = u' \) in Lemma 9.

As all preparations are complete, we provide a proof of our main theorem.

Proof of Theorem 2. By Theorem 1 we have \( \nu \in C^5 \) and \( \|\nabla \nu\|_{W^{4,1}} \leq C \) independent of \( \varepsilon \). Define a closed ball \( B \) of \( M_\varepsilon \):
\[
B = \{ w \in M_\varepsilon : \|w\|_{X_\varepsilon} \leq C_0 \varepsilon^2 \},
\]
where the constant \( C_0 \) can be chosen properly later. Given \( w \in B \), we define operator \( A_w : M_\varepsilon \to M_\varepsilon \) as follows
\[
\langle A_w f, g \rangle_\varepsilon = \int_0^1 \langle \delta^2 E_{a}[u'] f, g \rangle_\varepsilon dt, f, g \in M_\varepsilon,
\]
where \( u' = \nu + tw \) for \( t \in [0, 1] \). It is easy to check that this operator is well-defined. Next, we have \( \|u' - \nu\|_{X_\varepsilon} = t \|w\|_{X_\varepsilon} \leq C_0 \varepsilon^2 \). Then by Lemma 10, we have \( \langle \delta^2 E_{a}[u'] f, f \rangle_\varepsilon \geq C \|f\|_{X_\varepsilon}^2 \) for \( t \in [0, 1] \) and \( f \in M_\varepsilon \subset X_\varepsilon \). Thus \( \langle A_w f, f \rangle_\varepsilon \geq C \|f\|_{X_\varepsilon}^2 \geq C \|f\|_{X_\varepsilon}^2 \) and \( A_w \) is invertible. Since \( -\delta E_{a}[\nu] \in M_\varepsilon \), we have \( -A_w^{-1} \delta E_{a}[\nu] \in M_\varepsilon \).

By Taylor’s theorem with remainder, we have
\[
\delta E_{a}[\nu + w] = \delta E_{a}[\nu] + \int_0^1 \delta^2 E_{a}[u'] w dt = \delta E_{a}[\nu] + A_w w,
\]
where \( w \in B \) and \( u' = \nu + tw \) for \( t \in [0, 1] \).
To solve the atomistic model, we are sufficient to find \( w \in B \) solving \( A_w w = -\delta E_a[v] \).
Define a map \( G : B \to M_\varepsilon \) for any \( w \in B \),
\[
G(w) = -A_w^{-1} \delta E_a[v]. \tag{104}
\]

Next, we check that \( G(B) \subset B \). Indeed, by Lemma [10] and the consistency (Proposition [5]), we have
\[
C \|G(w)\|_{X_\varepsilon}^2 \leq \langle A_n G(w), G(w) \rangle_{\varepsilon} \leq |\langle \delta E_a[v], G(w) \rangle_{\varepsilon}| \leq O(\varepsilon^2) \|G(w)\|_{X_\varepsilon},
\]
\[
\|G(w)\|_{X_\varepsilon} \leq C_0 \varepsilon^2.
\]

We are going to apply the contraction mapping theorem to \( G \). Obviously, \( B \) is a non-empty complete metric space with metric \( d(u,v) = \|u - v\|_{X_\varepsilon} \). To guarantee the existence (and uniqueness) of a fixed point in \( B \), it remains to show that \( G : B \to B \) is a contraction mapping, i.e., \( \|G(w) - G(w')\|_{X_\varepsilon} \leq L \|w - w'\|_{X_\varepsilon} \) for any \( w, w' \in B \) and for some Lipschitz constant \( L < 1 \).

\[
\|G(w) - G(w')\|_{X_\varepsilon} = \| (A_w^{-1} - A_{w'}^{-1}) \delta E_a[v] \|_{X_\varepsilon} \\
= \| A_w^{-1} (A_w - A_{w'}) A_{w'}^{-1} \delta E_a[v] \|_{X_\varepsilon} \\
\leq P_1 \cdot P_2 \cdot P_3 \cdot \| \delta E_a[v] \|_{\varepsilon},
\]
where
\[
P_1 := \frac{\| A_w^{-1} (A_w - A_{w'}) A_{w'}^{-1} \delta E_a[v] \|_{X_\varepsilon}}{\| (A_w - A_{w'}) A_{w'}^{-1} \delta E_a[v] \|_{\varepsilon}} \leq \sup_{f \in M_\varepsilon} \frac{\| f \|_{X_\varepsilon}}{\| A_w f \|_{\varepsilon}},
\]
\[
P_2 := \frac{\| (A_w - A_{w'}) A_{w'}^{-1} \delta E_a[v] \|_{\varepsilon}}{\| A_{w'}^{-1} \delta E_a[v] \|_{X_\varepsilon}} \leq \sup_{f \in M_\varepsilon} \frac{\| f \|_{X_\varepsilon}}{\| (A_w - A_{w'}) f \|_{\varepsilon}},
\]
\[
P_3 := \frac{\| A_{w'}^{-1} \delta E_a[v] \|_{X_\varepsilon}}{\| \delta E_a[v] \|_{\varepsilon}} \leq \sup_{f \in M_\varepsilon} \frac{\| f \|_{X_\varepsilon}}{\| A_{w'} f \|_{\varepsilon}}.
\]

For \( f \in M_\varepsilon, f \neq 0 \) and \( w \in B \), we have
\[
C \| f \|_{X_\varepsilon} \leq \frac{\langle A_w f, f \rangle_{\varepsilon}}{\| f \|_{X_\varepsilon}} \leq \frac{\langle A_w f, f \rangle_{\varepsilon}}{\| f \|_{\varepsilon}} \leq \| A_w f \|_{\varepsilon}.
\]
Hence
\[
P_1 \leq C, \ P_3 \leq C.
\]
By Lemma 9, we have

\[
\|(A_w - A_{w'})f\|_e \leq \int_0^1 \|(\delta^2 E_a[v + tw] - \delta^2 E_a[v + tw'])f\|_e dt \\
\leq \int_0^1 C\varepsilon^{-3/2}\|tw - tw'|_e \|f\|_e \, dt \\
\leq C\varepsilon^{-3/2}\|w - w'|_e \|f\|_e.
\]

Thus

\[P_2 \leq C\varepsilon^{-3/2}\|w - w'|_e.\]

Combining these estimates with \(\|\delta E_a[v]\|_e \leq C\varepsilon^2\), we obtain

\[\|G(w) - G(w')\|_e \leq C\varepsilon^{-3/2}\|w - w'|_e C\varepsilon^2 \leq L\|w - w'|_e,\]  

(105)

where \(L < 1\) for sufficiently small \(\varepsilon\). Therefore, \(G\) is a contraction mapping. There exists a unique fixed point \(w^\varepsilon\) solving \(H_{\varepsilon^x}w^\varepsilon = -\delta E_a[v]\). Let \(v^\varepsilon = v + w^\varepsilon\). Then \(v^\varepsilon\) solves the Euler–Lagrange equation of the atomistic model and satisfies \(\|v^\varepsilon - v\|_e \leq C\varepsilon^2\). Finally, \(v^\varepsilon\) is a local minimizer of \(E_a\) in \(X_\varepsilon\) norm. In fact, for any \(w \in X_\varepsilon\) with \(\|w\|_e \leq C_0\varepsilon^2\), we apply Lemma 10 and obtain

\[E_a[v^\varepsilon + w] - E_a[v^\varepsilon] = \int_0^1 (1 - t)\langle \delta^2 E_a[v^\varepsilon + tw]w, w'\rangle e dt \geq C\|w\|_e^2 > 0.\]

\[\square\]

**Proof of Corollary 1.**

1. We suppose, without loss of generality, that \(\varepsilon \leq 1\). Since \(v^+ = -v^-\), the total energy of the PN model at \(v\) reads as

\[E_{PN}[v] = \int_\mathbb{R} \left[ \alpha |\nabla v^+|^2 + \gamma (2v^+) \right] dx.\]  

(106)

Using trapezoidal rule, we have the numerical approximation of this energy

\[E_{PN}^{app}[v] = \varepsilon \sum_{i \in \mathbb{Z}} \left[ \alpha |\nabla v_i^+|^2 + \gamma (2v_i^+) \right].\]  

(107)

It is sufficient to show that \(|E_a[v^\varepsilon] - E_{PN}^{app}[v]| \leq C\varepsilon^2\) and \(|E_{PN}^{app}[v] - E_{PN}[v]| \leq C\varepsilon^2\).

2. Estimate \(|E_a[v^\varepsilon] - E_{PN}^{app}[v]|\). Recall Eqs. (25) and (26). Let \(E_a[v^\varepsilon] - E_{PN}[v] = R_{elas} + R_{mis}\), where

\[R_{elas} = \frac{\varepsilon^{-1}}{2} \sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}^+} \left[ V(s + \varepsilon D_s^+ v_i^+, +) + V(s - \varepsilon D_s^+ v_i^+, +) - 2V(s) - \varepsilon^2 V''(s) s^2 (\nabla v_i^+)^2 \right],\]  

37
\[ R_{\text{mis}} = \varepsilon \sum_{i \in Z} \sum_{s \in S} \left[ U\left( s - \frac{1}{2} + v^e_i + v^f_i \right) - U\left( s - \frac{1}{2} + 2v^e_i \right) \right]. \]

Let \( w = v^e - v \) on \( \varepsilon Z \). Thanks to Theorem 2, we have \( w \in M_\varepsilon \) and \( \|w\|_{\varepsilon} \leq C\varepsilon^2 \). This implies that \( v^e + v^f = -v^e - v \), \( \|Dw\|_{L_{\varepsilon}^2} \leq C\varepsilon^2 \), and \( \|Dw\|_{\varepsilon} \leq C\varepsilon^2 \). Using Lemmas 6 and 7, we have \( \|D_s^+ w\|_{\varepsilon} \leq |s|\|Dw\|_{\varepsilon} \leq C\varepsilon^2 \) and \( \|D_s^- v\|_{\varepsilon} \leq \|s\|\|Dw\|_{\varepsilon} \leq C\varepsilon^2 \). Also notice that \( \|D_s^+ v\|_{L_{\varepsilon}^2} \leq |s|\|Dw\|_{L_{\varepsilon}^2} \leq C\varepsilon^2 \). Thus
\[
\|D_s^+ v^e\|_{\varepsilon} \leq \|D_s^+ v^e\|_{\varepsilon} + \|D_s^+ w\|_{\varepsilon} \leq C|s|,
\]
\[
\|D_s^+ v^e\|_{L_{\varepsilon}^2} \leq \|D_s^+ v\|_{L_{\varepsilon}^2} + \|D_s^+ w\|_{L_{\varepsilon}^2} \leq C|s|.
\]
Since \( \|D_s^+ w\|_{\varepsilon} \leq C|s|\varepsilon^2 \), we have \( \|D_s^- D_s^+ w\|_{\varepsilon} \leq \|s\|\|DD_s^+ w\|_{\varepsilon} \leq C\varepsilon^{-1}|s|\|D_s^+ w\|_{\varepsilon} \leq C\varepsilon^2 \). Note that \( \|D_s^- D_s^+ v\|_{\varepsilon} \leq s^2\|v_{2,1}\|_{\varepsilon} \leq C\varepsilon^2 \). Thus
\[
\|D_s^- D_s^+ v^e\|_{\varepsilon} \leq \|D_s^- D_s^+ w\|_{\varepsilon} + \|D_s^- D_s^+ v\|_{\varepsilon} \leq C\varepsilon^2.
\]

To estimate the elastic part, we apply Taylor theorem:
\[
|R_{\text{elas}}| \leq \left| \varepsilon \sum_{s \in S^*} V''(s) \sum_{i \in Z} (D_s^+ v^e_i)^2 - (s\nabla v^e_i)^2 \right| + \frac{\varepsilon^3}{24} \sum_{s \in S^*} \sum_{i \in Z} \sum_{s' \in S^*} \|D_s^+ v^e_i\|_{\varepsilon}^4. \quad (108)
\]

For the second term on the right hand side of (108), we have
\[
\frac{\varepsilon^3}{24} \sum_{s \in S^*} \sum_{s' \in S^*} \|D_s^+ v^e_i\|_{\varepsilon}^4 \leq C\varepsilon^2 \sum_{s \in S^*} \sum_{s' \in S^*} \|D_s^+ v^e\|_{\varepsilon}^2 \leq C\varepsilon^2 \sum_{s \in S^*} \|s\|^2 \leq C\varepsilon^2. \quad (109)
\]

We notice that \( D_s^+ v^e_i + s\nabla v^e_i = D_s^+ w_i + D_s^+ v^e_i - s\nabla v^e_i \) and \( |D_s^+ v^e_i - s\nabla v^e_i| \leq \frac{1}{6}\varepsilon^2|s|^3\|v_{3,2}|| \) (Recall Eq. (62)). Using Lemma 7, we have \( \|v_{3,2}\|_{\varepsilon} \leq C\varepsilon^2 \) and \( \|\nabla v\|_{\varepsilon} \leq \|v_{k,1}\|_{\varepsilon} \leq C, k = 1, 2 \). For the first term on the right hand side of Eq. (108), we have
\[
\left| \varepsilon \sum_{s \in S^*} \sum_{i \in Z} (D_s^+ v^e_i)^2 - (s\nabla v^e_i)^2 \right| \leq \left| \varepsilon \sum_{s \in S^*} \sum_{i \in Z} (D_s^+ w_i + D_s^+ v^e_i - s\nabla v^e_i)(D_s^+ v^e_i + s\nabla v^e_i) \right| \leq \frac{1}{6} \sum_{s \in S^*} V_{2,2}(s) \|D_s^+ v^e\|_{\varepsilon}^2 + \varepsilon^2\|s\|^2 \|\nabla v\|_{\varepsilon} \|\nabla v\|_{\varepsilon} \times \left| \varepsilon \sum_{s \in S^*} \sum_{i \in Z} \left( \frac{1}{2}\varepsilon s^2\nabla^2 v^e_i \right) D_s^+ v^e_i \right| \leq C\varepsilon^2 \sum_{s \in S^*} \|s\|^3 + C\varepsilon^2 \sum_{s \in S^*} \|v_{2,2}\|^2 + 0 \leq C\varepsilon^2. \quad (110)
\]

We have used the following fact that \( \sum_{s \in S^*} \|s\|^2 \nabla v^e_i \nabla v^e_i = \frac{1}{2} \sum_{s \in S^*} (\nabla^2 v^e_i \nabla v^e_i + \nabla^2 v^e_i \nabla v^e_i) = 0 \), \( \sum_{s \in S^*} (\nabla^2 v^e_i \nabla v^e_i + \nabla^2 v^e_i \nabla v^e_i) = \frac{1}{2} \sum_{s \in S^*} V''(s) s^2 (D_s^+ v^e_i + D_s^- v^e_i) = \frac{1}{2} \sum_{s \in S^*} V''(s) s^2 (D_s^+ v^e_i + D_s^- v^e_i) \).
and that
\[
\left| \frac{\varepsilon}{2} \sum_{s \in \mathbb{Z}^n} V''(s) \sum_{i \in \mathbb{Z}} \left( \frac{1}{2} \varepsilon s^2 \nabla^2 v_i^+ \right) D_s v_i^+ \right| \leq \left| \frac{\varepsilon^3}{8} \sum_{s \in \mathbb{Z}^n} V''(s) s^2 \sum_{i \in \mathbb{Z}} \nabla^2 v_i^+ D_s D_s v_i^+ \right| \leq C\varepsilon^2 \sum_{s \in \mathbb{Z}^n} V_{2,s} s^4.
\]

Next, we estimate the misfit part. Thanks to Lemma 5, we have \( \|w^+\|_e \leq \|w\|_{x_e} \leq C\varepsilon^2 \). Also recall that \( \|v^+\|_e \leq C \). Note that \( v^+_{i+s} + v^+_i - 2v^+_i = w^+_{i+s} + w^+_i + \varepsilon D^+_s v_i^+ \) and \( v^+_{i+s} + v^+_i - 2v^+_i = w^+_{i+s} + w^+_i - \varepsilon D^+_s v_i^+ \). Since \( \sum_{s \in \mathbb{Z}} U'(s - \frac{1}{2}) = 0 \) and the following series is absolutely summable, we have
\[
\sum_{i \in \mathbb{Z}} \sum_{s \in \mathbb{Z}} U'(s - \frac{1}{2})(w^+_{i+s} + w^+_i) = 2 \sum_{i \in \mathbb{Z}} w^+_i \sum_{s \in \mathbb{Z}} U'(s - \frac{1}{2}) = 0.
\]

Now repeatedly applying Taylor theorem to \( U \) leads to
\[
|2R_{\text{mis}}| = \varepsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}} \left[ 2U(s - \frac{1}{2} + v^+_{i+s} + v^+_i) - U(s - \frac{1}{2} + 2v^+_i) - U(s - \frac{1}{2} + 2v^+_{i+s}) \right]
\leq \varepsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}} \left[ U'(s - \frac{1}{2} + 2v^+_i) + U'(s - \frac{1}{2} + 2v^+_{i+s}) \right](w^+_{i+s} + w^+_i)
+ \varepsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}} \left[ U'(s - \frac{1}{2} + 2v^+_i) - U'(s - \frac{1}{2} + 2v^+_{i+s}) \right] \varepsilon D^+_s v_i^+ \\
+ \varepsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}} \frac{1}{2} U_{2,s} \left[ (w^+_{i+s} + w^+_i + \varepsilon D^+_s v_i^+)^2 + (w^+_{i+s} + w^+_i - \varepsilon D^+_s v_i^+)^2 \right]
\leq \varepsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}} 2U'(s - \frac{1}{2})(w^+_{i+s} + w^+_i)
+ \varepsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}} U_{2,s}(2v^+_i + 2v^+_{i+s})(w^+_{i+s} + w^+_i)
+ \varepsilon \sum_{i \in \mathbb{Z}, s \in \mathbb{Z}} 2U_{2,s} \varepsilon D^+_s v_i^+ + Ce^2 \\
\leq 0 + Ce^2 + Ce^2 + Ce^2 \leq Ce^2. \tag{111}
\]

Combining Eqs. (108), (109), (110), and (111), we obtain
\[
|E_a[v^\varepsilon] - E_{\text{PN}}^{\text{app}}[v]| \leq Ce^2.
\]

3 Estimate \( |E_{\text{PN}}^{\text{app}}[v] - E_{\text{PN}}[v]| \). Let \( g(x) = \alpha(\nabla v^+(x))^2 + \gamma(2v^+(x)) \) for \( x \in \mathbb{R} \). Then \( g \in C^4 \) and
\[
g'(x) = 2\alpha \nabla v^+ \nabla^2 v^+ + 2\gamma'(2v^+) \nabla v^+, \\
g''(x) = 2\alpha(\nabla^2 v^+)^2 + 2\alpha \nabla v^+ \nabla^3 v^+ + 4\gamma''(2v^+)(\nabla v^+)^2 + 2\gamma'(2v^+) \nabla^2 v^+.
\]
By Lemma 2, we have \( \| \gamma^{(k)} \|_{L^\infty} \leq C, k = 1, 2 \). Thus
\[
\max_{(i-1/2)e \leq \xi \leq (i+1/2)e} |g''(\xi)| \leq C \left\{ (v_{2,1,i})^2 + v_{1,1,i}v_{3,1,i} + (v_{1,1,i})^2 + v_{2,1,i} \right\}.
\]
Finally, we apply Lemma 7:
\[
\left| E_{\text{PN}}^{\text{app}}[v] - E_{\text{PN}}[v] \right| \leq \sum_{i \in \mathbb{Z}} \left| \int_{(i-1)e}^{(i+1)e} g(x)dx - \varepsilon g(i\varepsilon) \right|
\leq \frac{\varepsilon^3}{3} \sum_{i \in \mathbb{Z}} \max_{(i-1/2)e \leq \xi \leq (i+1/2)e} |g''(\xi)|
\leq C \varepsilon^3 \sum_{i \in \mathbb{Z}} \left\{ (v_{2,1,i})^2 + v_{1,1,i}v_{3,1,i} + (v_{1,1,i})^2 + v_{2,1,i} \right\}
\leq C \varepsilon^2.
\]

\[\square\]

**Appendix: Small parameter \( \varepsilon \) calculated by atomistic and first principles calculations**

In this appendix, we calculate the small parameter \( \varepsilon \) defined in Eq. (18) in Sec. 2.3 that characterizes the strength of the weak van der Waals interlayer interaction vs. the strong covalent-bond intralayer interaction in the bilayer graphene, using the data of atomistic and first principles calculations [13, 60].

In the PN model for bilayer graphene in Ref. [13], the two dimensional \( \gamma \)-surface was fitted by a truncated trigonometric series as
\[
\gamma_\delta(\phi, \psi) = c_0 + c_1 \left[ \cos \frac{2\pi}{a} \left( \phi + \frac{\psi}{\sqrt{3}} \right) + \cos \frac{2\pi}{a} \left( \phi - \frac{\psi}{\sqrt{3}} \right) + \cos \frac{4\pi \psi}{\sqrt{3}a} \right]
+ c_2 \left[ \cos \frac{2\pi}{a} \left( \phi + \sqrt{3} \psi \right) + \cos \frac{2\pi}{a} \left( \phi - \sqrt{3} \psi \right) + \cos \frac{4\pi \phi}{a} \right]
+ c_3 \left[ \cos \frac{2\pi}{a} \left( 2\phi + \frac{2\psi}{\sqrt{3}} \right) + \cos \frac{2\pi}{a} \left( 2\phi - \frac{2\psi}{\sqrt{3}} \right) + \cos \frac{8\pi \psi}{\sqrt{3}a} \right]
+ c_4 \left[ \sin \frac{2\pi}{a} \left( \phi - \frac{\psi}{\sqrt{3}} \right) - \sin \frac{2\pi}{a} \left( \phi + \frac{\psi}{\sqrt{3}} \right) + \sin \frac{4\pi \psi}{\sqrt{3}a} \right]
+ c_5 \left[ \sin \frac{2\pi}{a} \left( 2\phi - \frac{2\psi}{\sqrt{3}} \right) - \sin \frac{2\pi}{a} \left( 2\phi + \frac{2\psi}{\sqrt{3}} \right) + \sin \frac{8\pi \psi}{\sqrt{3}a} \right],
\]
where \( \{c_i\}_{i=1}^5 \) are constants obtained by fitting the data of first principles calculations [60] as
\[
c_0 = 21.336 \times 10^{-3}, \quad c_1 = -6.127 \times 10^{-3}, \quad c_2 = -1.128 \times 10^{-3},
\]
\[
c_3 = 0.143 \times 10^{-3}, \quad c_4 = \sqrt{3}c_1, \quad c_5 = -\sqrt{3}c_3,
\]
where the units are J/m$^2$. On the other hand, the elasticity constants of each monolayer graphene, in the unit of J/m$^2$, are [13]

$$C_{11} = 312.67, \quad C_{12} = 91.66, \quad C_{44} = 110.40. $$

In our one-dimensional case, $\gamma(\phi) = \gamma_{2d}(\phi, 0)$ and $\alpha = C_{11}$. Using the above values and Eq. (18) in Sec. 2.3 we have

$$\varepsilon = \sqrt{\frac{a^2 \frac{\partial^2 \gamma_{2d}(0, 0)}{\partial \phi^2}}{C_{11}}} \approx 0.0475.$$ 

Thus it is reasonable to set $\varepsilon$ as a small parameter.
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