Construction of Darboux coordinates in noncanonical Hamiltonian systems via normal form expansions

Andrej Junginger, Jörg Main, and Günter Wunner
1. Institut für Theoretische Physik, Universität Stuttgart, 70550 Stuttgart, Germany

Abstract. Darboux’s theorem guarantees the existence of local canonical coordinates on symplectic manifolds under certain conditions. We demonstrate a general method to construct such Darboux coordinates in the vicinity of a fixed point of a noncanonical Hamiltonian system via normal form expansions. The procedure serves as a tool to naturally extract canonical coordinates and at the same time to transform the Hamiltonian into its Poincaré-Birkhoff normal form. The method is general in the sense that it is applicable for arbitrary degrees of freedom, in arbitrary orders of the local expansion, and it is independent of the precise form of the Hamiltonian. The method presented allows for the general and systematic investigation of noncanonical Hamiltonian systems in the vicinity of fixed points, which e.g. correspond to ground, excited or transition states. As an exemplary field of application, we discuss a variational approach to quantum systems which defines a noncanonical Hamiltonian system for the variational parameters and which directly allows to apply transition state theory to quantum mechanical wave packets.

1. Introduction

It is at the core of physical sciences to describe and investigate the dynamics of physical systems. Depending on their nature, these can either be described by the Schrödinger equation in case of quantum mechanical systems, or e.g. in terms of Hamiltonian mechanics in case of a classical system. In both cases, a canonical structure of the dynamical equations is inherent which is expressed in the existence of conjugate pairs of field operators $\hat{\psi}$, $\hat{\psi}^\dagger$ with infinite degrees of freedom or conjugate coordinates $q$, $p$ with a finite number of degrees of freedom. Both approaches serve as powerful frameworks to investigate a huge amount of different physical problems. In addition to the global dynamics of a physical system which can be determined by solving the corresponding equations of motion, its fixed points play a crucial role in many investigations: For example, fixed points which correspond to a (local) minimum of the Hamiltonian form (metastable) ground states of the system. Moreover, fixed points which are related to saddle points of the Hamiltonian are unstable, excited states. A special class of such unstable fixed points are rank-1 saddle points which possess exactly one unstable direction. These points are of special interest in dynamical systems, because they form bottlenecks in the underlying phase space which separate different regions therein. Considering a dynamical system, the transition from one to the other subregion of phase space is then mediated by the saddle point. Therefore, the latter determines...
the reaction dynamics between the different subregions which is the basic statement of transition state theory (see Refs. [1,7] and references therein).

Beyond the fixed points of the system’s dynamical equations themselves, their local properties are of high interest in many applications. For example, the local properties of a minimum of the Hamiltonian determine the physics of the system for small excitations from the ground state. Moreover, the local properties in the vicinity of a rank-1 saddle point or transition state determine the reaction dynamics and rates of the system. For a detailed analysis of the local fixed point properties of a canonical Hamiltonian system as well as for the construction of a dividing surface that separates reactants and products in it, a standard and powerful tool is its normal form expansion [7,8]. If the Hamiltonian $H$ is given in terms of a set of canonical coordinates $q, p$ then the normal form of this Hamiltonian is given by

$$\tilde{H}(q, p) = \sum_{j=0}^{\infty} \frac{1}{j!} \text{ad}_{W}^{j} H(q, p),$$

(1)

where $W$ is an appropriate generating function and $\text{ad}_{W} H = \{W, H\}$ is the adjoint operator that equals the definition of the Poisson bracket (see Ref. [7] for details). By construction, the normal form (1) provides the most simple form of the original Hamilton function, while keeping all the essential properties of the dynamics.

In this paper, we focus on the local fixed point properties of the more general case of noncanonical Hamiltonian systems. In these the dynamical equations are Hamiltonian (see below for a precise definition), however, the underlying coordinates are not canonical. In such systems, fixed points and their local properties have the same physical meaning and importance as in the canonical case and for a detailed analysis of the local properties, it is desirable to obtain an analogue of the classical normal form also for the noncanonical system. However, the usual treatment cannot be applied, because neither a classical Hamilton function in canonical coordinates nor such coordinates themselves are known. In this paper, we present a method by which both the transformation of a noncanonical Hamiltonian system into its normal form and simultaneously the construction of canonical coordinates is obtained. The result of the transformations is, by construction, a set of canonical normal form coordinates. In the latter, the energy functional of the system will serve as a classical Hamilton function which has the advantageous property that it is directly formulated in action variables.

Our paper is organized as follows: In Sec. 2 we introduce the general form of a noncanonical Hamiltonian system which is taken into account in this paper. Moreover, we discuss as a fixed point property of the linearised dynamical equations the latters’ general eigenvalue structure that will directly determine the normal form structure. In Sec. 3 the method to construct local canonical coordinates in the vicinity of the fixed point is introduced. Therefore, a symplectic basis formed by appropriately normalized eigenvectors of the linearised dynamical equations is used and higher-order terms of the expansions are treated via normal form transformations. As a key feature – and in contrast to the usual normal form expansion (1) of canonical Hamiltonians – this procedure treats the dynamical equations and the energy functional separately. Moreover, the normal form expansions are carried out in two steps: First, its polynomial structure is generated using the nonresonant terms of the corresponding generating function (see below for the latters’ definition). Second, the remaining resonant coefficients of the generating function which are free parameters are
chosen in such a way that the dynamical equations as well as the energy functional in normal form coordinates fulfil canonical equations, i.e. the normal form coordinates are canonical ones by construction. Finally, we discuss in Sec. 4 a variational approach to quantum systems which defines a noncanonical Hamiltonian system for the variational parameters.

2. Noncanonical Hamiltonian systems

Let us consider a Hamiltonian system with \( d \) degrees of freedom. In standard canonical coordinates \( u = (q_1, p_1, \ldots, q_d, p_d)^T \), the physics of this system is described by the Hamiltonian \( H = H(u) \) which is a real function of the coordinates. The dynamics of the system is then determined by Hamilton’s equations

\[
\mathcal{J} \dot{u} = -\frac{\partial H(u)}{\partial u},
\]

where, \( \mathcal{J} \) is the standard symplectic matrix

\[
\mathcal{J} \equiv \begin{pmatrix} J_1 & 0 & \cdots & 0 \\ 0 & \ddots & \vdots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & J_1 \end{pmatrix}, \quad \text{with} \quad J_1 \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\]

The latter relates the Hamiltonian vector field \( \dot{u} \) to the derivative \( \partial H/\partial u \) of the Hamiltonian, and it induces a symplectic geometry on phase space. As we have already mentioned in the introduction, such a canonical structure is also present in quantum mechanical Schrödinger systems, where the field operators \( \hat{\psi}, \hat{\psi}^\dagger \) play an analogous role to the conjugate coordinates \( q, p \). However, this canonical structure is e.g. lost in case of a variational approach to quantum systems (see Sec. 4).

Therefore, we focus on the more general case of noncanonical Hamiltonian systems in this paper. Independent of the coordinates which are made use of, the latter can be defined in terms of differential geometry by the fact that the corresponding Hamiltonian vector field \( X_H \) is connected via an alternating, nondegenerate, and closed 2-form \( \omega^2(\cdot, \cdot) \) to the differential of a smooth function \( H \) on phase space \( \mathscr{H} \), i.e.

\[
\omega^2(X_H, \cdot) = \text{d}H.
\]

Comparing this general definition with the standard canonical case discussed in Eq. (2), the matrix \( \mathcal{J} \) in Eq. (3) appears as a representation of the standard canonical 2-form \( \omega^2 = \sum_{i=1}^d dq_i \wedge dp_i \) in Eq. (4).

For the general case, a representation of Hamilton’s equations (5) in noncanonical coordinates \( x \in \mathbb{R}^{2d} \) can be written in the form

\[
K(x) \dot{x} = -\frac{\partial E(x)}{\partial x} \equiv -\mathbf{h}(x).
\]

Here, \( K \) is a skew-symmetric matrix \( (K_{ij} = -K_{ji}) \), \( E \) is the energy functional of the system, and \( \mathbf{h} \) is defined as the latter’s gradient. Note, that Eq. (5) is formally equivalent to Eq. (2), in the sense that the time derivative of the coordinates is related via a skew-symmetric matrix to the derivative of a real function which represents the energy of the system. What makes the system (5) noncanonical is the fact that the matrix \( K \) is not equal to the standard symplectic matrix \( \mathcal{J} \) defined in Eq. (3), but
Construction of Darboux coordinates in noncanonical Hamiltonian systems... it may have a more complicated structure. Especially, $K$ is allowed to depend on the coordinates, i.e. the symplectic geometry may vary with position on the space of noncanonical coordinates $\mathbf{x}$. With these properties, the time-derivatives $\dot{x}_i, \dot{x}_j$ of all coordinates $(i, j = 1, \ldots, 2d; i \neq j)$ are, in general, coupled in a nontrivial way, and – in contrast to the canonical case – there do not exist preferential pairs of conjugate coordinates.

In order to investigate the geometric properties of the noncanonical coordinate space, we note that the matrix $K$ naturally defines a differential 2-form

$$\omega^2 = \sum_{m,n=1}^{2d} K_{mn}(\mathbf{x}) \, dx_m \wedge dx_n. \quad (6)$$

This 2-form is alternating by definition of the wedge product which takes into account the skew-symmetry of $K$. Furthermore, the 2-form (6) is nondegenerate (i.e. for every $dx_m \neq 0$ there exists a $dx_n$ such that $\omega^2 \neq 0$) if $K$ is invertible. This is a natural assumption, because otherwise, the dynamical equations (5) cannot be solved for $\dot{x}$ uniquely. In addition, we assume that $\omega^2$ is closed, i.e. its exterior derivative vanishes,

$$d\omega^2 = \sum_{m,n,k=1}^{2d} \frac{\partial K_{mn}(\mathbf{x})}{\partial x_k} \, dx_k \wedge dx_m \wedge dx_n = 0. \quad (7)$$

Whether or not the latter property is fulfilled will, in general, depend on the precise form of the matrix $K$. If these assumptions on the matrix $K$ are fulfilled, then Darboux’s theorem [10] guarantees the existence of local canonical coordinates. In the formulation of Arnold [11] the theorem reads:

Let $\omega^2$ be a closed nondegenerate differential 2-form in a neighbourhood of a point in the space $\mathbb{R}^{2d}$. Then in some neighbourhood of this point one can choose a coordinate system $(q, p)$ such that the form has the standard form $\omega^2 = \sum_{i=1}^{2d} dq_i \wedge dp_i$.

2.1. Local dynamical equations

The noncanonical Hamiltonian system (5) is the basis of all further considerations in this paper. As already mentioned in the introduction, we focus on its local dynamics in the vicinity of a fixed point. Thus, in the following, we will consider local Taylor expansions of $K$ and $\mathbf{h}$ at the fixed point up to any desired order $n_{\text{max}}$,

$$\left( \sum_{n=0}^{n_{\text{max}}-1} K_n(\mathbf{x}) \right) \dot{x} = - \sum_{n=1}^{n_{\text{max}}} h_n(\mathbf{x}), \quad (8)$$

where the matrix $K$ and the vector $\mathbf{h}$ are expanded independently according to

$$K(\mathbf{x}) \approx \sum_{n=0}^{n_{\text{max}}-1} K_n(\mathbf{x}), \quad (9a)$$

$$\mathbf{h}(\mathbf{x}) \approx \sum_{n=1}^{n_{\text{max}}} h_n(\mathbf{x}). \quad (9b)$$
The terms $K_n$ and $h_n$ summarize all terms of the respective expansion which are homogeneous of degree $n$, and $h_0 = 0$ vanishes because the expansion is performed at a fixed point. Alternatively, the expansion of the equations of motion (8) can be rewritten equivalently in the form

$$\dot{x} = -K^{-1}(x) h(x) \approx \sum_{n=1}^{n_{\text{max}}} f_n(x),$$

where both $K$ and $h$ are combined on the same side of the equation and where $f_n$ collects the terms of order $n$.

### 2.2. Local eigenvalue structure

For the following considerations, the local eigenvalue structure of the dynamical equations at a fixed point $\dot{x} = 0$ are of fundamental importance. These are determined by the linearised dynamical equations

$$K_0 \dot{x} = -h_1(x) = F x,$$

where it is assumed that the fixed point is located at the origin $x = 0$ for simplicity (this can always be achieved by a simple shift of the coordinates). $K_0$ is the zeroth-order expansion of the matrix $K$ and $h_1 = -F x$ is the linearised vector $h$ at the fixed point. Because $K$ is skew-symmetric in general, this property of course also holds for its zeroth-order approximation. The matrix $F$ is symmetric, because it is the negative Hessian matrix of the energy functional according to Eq. (5), $F_{mn} = -\partial^2 E/\partial x_m \partial x_n$.

Consequently, the equations

$$K_0 = -K_0^T, \quad F = F^T$$

hold. In order to obtain the eigenvalue spectrum of the linearised equations of motion, the first-order differential equation (11) is solved using the ansatz $x(t) = \nu e^{\lambda t}$, where $\lambda \in \mathbb{C}$ is a complex parameter, and $\nu \in \mathbb{C}^d$ is a complex vector. Inserting this ansatz into Eq. (11), one obtains the generalized eigenvalue equation

$$F \nu = \lambda K_0 \nu.$$

The eigenvalues $\lambda$ are the roots of the characteristic polynomial $\chi(\lambda) = \det(F - \lambda K_0)$, and with the properties (12), it can easily be shown that the characteristic polynomial is an even function of $\lambda$, i.e. $\chi(\lambda) = \chi(-\lambda)$. Thus, if $\lambda$ is a root of the characteristic polynomial, then also $-\lambda$ is a root, so that all the eigenvalues occur pairwise with different sign. Therefore, the eigenvalue spectrum of the linearised dynamical equations in the vicinity of a fixed point always exhibits the structure

$$\lambda^\pm = (+\lambda_1,-\lambda_1,\ldots,+\lambda_d,-\lambda_d)$$

which will be of fundamental importance for the normal form expansions performed in the next Sec. 3.
3. Construction of canonical normal form coordinates

The knowledge of canonical coordinates is fundamental to many methods known from classical Hamiltonian mechanics and, beyond their existence, a central question is how these can be constructed. As the key result of this paper, a general method to construct canonical normal form coordinates will be presented in this section. As will be shown, this method has the advantage that it simultaneously yields both a procedure to extract canonical coordinates and a transformation of the system into its Poincaré–Birkhoff normal form. The procedure consists of the following three steps (see Fig. 1):

(i) In the first step, the expansions \( \mathbf{9} \) as well as that of the energy functional \( E \) are transformed via a linear change of coordinates to a symplectic basis which is defined by the eigenvectors of the linearised dynamical equations. The resulting diagonal coordinates are canonical ones in the first order of the expansions.

(ii) Successive Lie transforms are applied order by order to treat the higher-order corrections of the expansions. In the corresponding generating function two different types of terms will be distinguished, namely “nonresonant” and “resonant” coefficients (see below). The generation of the normal form structure will be performed via the nonresonant terms, and all of them are determined uniquely by the requirement that certain monomials of the dynamical equations shall be removed. Which of the terms remain after the Lie transforms is solely determined by a resonance condition depending on the eigenvalues, and because of their general structure \( \mathbf{14} \), the normal form will exhibit a fundamental polynomial structure.

(iii) The normal form expansions leave the freedom to choose the resonant terms of the generating function. In the last step, these free parameters are chosen in a way that the dynamical equations and the energy functional fulfil canonical equations, i.e. the normal form coordinates are canonical ones by construction.
3.1. Symplectic basis

In order to "simplify" the system in its lowest order, it is sufficient to focus on the linearised dynamical equations (11). A natural basis of this linearised system is spanned by its eigenvectors \( v_{2i-1}, v_{2i} \). These are solutions of the generalized eigenvalue problem

\[
F v_{2i-1} = +\lambda_i K_0 v_{2i-1}, \quad (15a)
\]
\[
F v_{2i} = -\lambda_i K_0 v_{2i}, \quad (15b)
\]

where \( i = 1, \ldots, d \). The normalization of the eigenvectors is basically free, however, it is appropriate to fix the normalization by requiring that

\[
\langle v_{2i-1} | K_0 | v_{2i} \rangle = -\langle v_{2i} | K_0 | v_{2i-1} \rangle = 1, \quad (16a)
\]
\[
\langle v_{2i-1} | F | v_{2i} \rangle = \langle v_{2i} | F | v_{2i-1} \rangle = \lambda_i, \quad (16b)
\]

for all \( i = 1, \ldots, d \). Combining the eigenvectors in the transformation matrix \( T = (v_1, \ldots, v_{2d}) \), the choice (16) by construction guarantees the block structures

\[
T^T K_0 T = \mathcal{J} \quad \text{and} \quad T^T F T = \begin{pmatrix}
0 & \lambda_1 & & \\
\lambda_1 & 0 & & \\
& & \ddots & \\
& & & 0 & \lambda_d \\
& & & \lambda_d & 0
\end{pmatrix}, \quad (17)
\]

where \( \mathcal{J} \) is the standard symplectic matrix defined in Eq. (3). Consequently, the normalized eigenvectors define a symplectic basis and the coordinates are canonical ones concerning the linearised system.

In order to regard the full, nonlinearised dynamical equations in this symplectic basis, the transformation \( x \to x' = T^{-1} x \) needs to be applied also to the higher-order terms. Emanating from Eq. (10) and omitting the prime, this linear change of coordinates transforms the dynamical equations into the form

\[
\dot{x} = T^{-1} \sum_{n=1}^{n_{\text{max}}} f_n(Tx) \equiv a(x) = \sum_{n=1}^{n_{\text{max}}} a_n(x). \quad (18)
\]

In the last step, the single expansion coefficients have been redefined by the coefficients \( a_n \) which collect the terms homogeneous of degree \( n \). It is noted that, because the inverse matrix \( T^{-1} \) is used here instead of the transpose \( T^T \), the linear term of Eq. (18) is diagonal by construction,

\[
a_1(x) = (T^{-1} F T) x = \begin{pmatrix}
+\lambda_1 & -\lambda_1 & & \\
& +\lambda_d & & \\
& & \ddots & \\
& & & +\lambda_d
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2 \\
\vdots \\
x_{2d-1} \\
x_{2d}
\end{pmatrix}. \quad (19)
\]

Note that the originally real vector field \( (10) \) is, in general, transformed into a complex one \( (a_n \in \mathbb{C}^{2d}) \) by the diagonalisation, if the eigenvalue spectrum includes imaginary terms. Analogously to the dynamical equations, also the energy functional is expanded.
in the vicinity of the fixed point, and the linear transformation \( x \to x' = T^{-1}x \) is applied. This results in the scalar field

\[
E(x) = \sum_{n=0}^{n_{\text{max}}+1} E_n(x),
\]

whose coefficients, again, become complex in general, and whose second-order term has the structure \( E_2 = \sum_{i=1}^{d} \lambda_i x_{2i-1}x_{2i} \).

3.2. Normal form transformations – nonresonant terms

The diagonalisation of the local dynamical equations as described in the previous section 3.1 simplifies their linear part in a way that it becomes diagonal. However, for the terms of higher order, a “simplification” cannot be achieved by this step. For this purpose, a normal form expansion of the diagonalized dynamical equations (18) is performed in this section making use of successive Lie transforms. The general treatment of local dynamical systems and their normal forms has been described by Murdock \[8\] in detail. Here, it is applied to the 2d-dimensional local dynamical equations (18) with their special eigenvalue structure (14).

In order to bring the local equations of motion into normal form, a nonlinear near-identity transformation

\[
x = \phi_\varepsilon(y)
\]

is applied, which transforms from the “old” coordinates \( x \) to “new” ones \( y \), and which is differentiable in the new coordinates \( y \) as well as in the parameter \( \varepsilon \). The latter serves as a continuous scaling parameter that is introduced in a way that for \( \varepsilon = 0 \) one obtains the identity transformation, while the finally desired transformation is obtained for \( \varepsilon = 1 \),

\[
x = \phi_{\varepsilon=0}(y) = y,
\]

\[
x = \phi_{\varepsilon=1}(y) = \phi(y).
\]

Instead of providing the explicit function (21), the change of coordinates is defined implicitly, by the requirement that it is the solution of the differential equation

\[
\frac{dx}{d\varepsilon} = g(x),
\]

with \( g \) being the generating function of the transformation. As it is shown in Ref. \[8\], the final change of variables (22b) transforms a vector field \( a \) defining the differential equation

\[
\frac{dx}{dt} = a(x)
\]

into a vector field \( b \) in the new coordinates \( y \) with

\[
\frac{dy}{dt} = b(y).
\]

The connection between the two vector fields is

\[
b(y) = \sum_{j=0}^{\infty} \frac{1}{j!} \frac{\partial^j a(x)}{\partial x^j} |_{x=y}.
\]
where \( L_g \) is the homological operator acting on differentiable vector fields according to
\[
L_g a(x) \equiv \frac{\partial a(x)}{\partial x} g(x) - \frac{\partial g(x)}{\partial x} a(x). \tag{27}
\]
Analogously, the same generating function transforms the energy functional according to
\[
\tilde{E}(y) = \sum_{j=0}^{\infty} \frac{1}{j!} D_g E(x)\bigg|_{x=y}. \tag{28}
\]
Here, the right-multiplication operator \( D_g \) is defined by
\[
D_g E(x) \equiv \frac{\partial E(x)}{\partial x} g(x). \tag{29}
\]

### 3.2.1. Transformation of multivariate polynomials

As already mentioned above, the local dynamical equations as well as the energy functional are on hand in the form of a formal power series or local Taylor expansion, i.e. as a multivariate polynomial. Therefore, it is convenient to also define the generating function as a multivariate polynomial, so that the transformed fields will also be such ones. In the following, these polynomials are written as
\[
a(x) = \sum_{n=1}^{n_{\text{max}}} a_n(x) = \sum_{|m|=1}^{n_{\text{max}}} \alpha_m x^m, \tag{30a}
\]
\[
b(x) = \sum_{n=1}^{n_{\text{max}}} b_n(x) = \sum_{|m|=1}^{n_{\text{max}}} \beta_m x^m, \tag{30b}
\]
\[
g(x) = \sum_{n=1}^{n_{\text{max}}} g_n(x) = \sum_{|m|=1}^{n_{\text{max}}} \gamma_m x^m, \tag{30c}
\]
\[
E(x) = \sum_{n=0}^{n_{\text{max}}+1} E_n(x) = \sum_{|m|=0}^{n_{\text{max}}+1} \xi_m x^m, \tag{30d}
\]
where \( a_n, b_n, g_n, E_n \) denote the terms of the respective series which are homogeneous of degree \( n \), and \( \alpha_m, \beta_m, \gamma_m, \xi_m \) are the coefficients of the expansion. Furthermore, the multi-index notation
\[
x^m = x_1^{m_1} x_2^{m_2} \ldots x_{2d}^{m_{2d}}, \tag{31a}
\]
\[
|m| = m_1 + m_2 + \ldots + m_{2d} \tag{31b}
\]
with the integer vector \( m \in \mathbb{N}_0^{2d} \) is used. The purpose of the following normal form transformation is that – for given expansion coefficients \( \alpha_{mk} \) and \( \xi_{mk} \) – the coefficients \( \gamma_{mk} \) of the generating function are chosen in such a way that as many as possible of the resulting coefficients \( \beta_{mk} \) vanish, and that they are connected to the energy functional via canonical equations.

As the following discussion will show, it is possible to perform the transformations order by order, because one can specifically transform the \( n \)-th order of the original vector field \( a_n \), if the generating function is chosen to be homogeneous of degree \( n \),
\[
g(x) = g_n(x) = \sum_{|m|=n} \gamma_m x^m. \tag{32}
\]
Inserting the multivariate polynomials \((30)\) with the constraint \((32)\) for the generating function into Eq. \((26)\), one obtains, after renaming \(y\) by \(x\), the homological equation

\[
b_n(x) = a_n(x) + L g_n a_1(x) \tag{33}
\]

for the transformation of the monomials which are equal to the degree of the generating function. From this, the transformation of the single coefficients can be extracted. For the \(k\)-th component \((k = 1, 2, \ldots, 2d)\) it reads

\[
\beta_m^k = \alpha_m^k + (\lambda^+_{k} - \langle m, \lambda^\pm \rangle) \gamma_{mk}. \tag{34}
\]

where \(\langle m, \lambda^\pm \rangle\) is the standard scalar product.

A prior purpose of the above described transformations is to eliminate as many monomials as possible in the original multivariate polynomial. One can see from Eq. \((34)\) that a nonvanishing monomial \((\alpha_m^k \neq 0)\) can be eliminated \((\beta_m^k = 0)\) by the Lie transform with an appropriate choice of the generating function, if the eigenvalue \(\lambda_k^\pm\) is “nonresonant”, i.e. if

\[
\lambda_k^\pm - \langle m, \lambda^\pm \rangle \neq 0. \tag{35a}
\]

Otherwise, if the condition of resonance

\[
\lambda_k^\pm - \langle m, \lambda^\pm \rangle = 0 \tag{35b}
\]

is fulfilled, the respective term cannot be eliminated. It is noted that, in the following, monomials \(x^m\) whose integer vector \(m\) fulfils Eq. \((35a)\) are referred to as “nonresonant monomials” and those fulfilling Eq. \((35b)\) are called “resonant monomials”. Analogously, their coefficients are referred to as nonresonant and resonant coefficients, respectively. Finally, the polynomial is said to be in normal form with respect to its linear part \(a_1\), if only monomials fulfilling Eq. \((35b)\) are left.

The final polynomial structure of the normal form of the local dynamical equations is determined by the eigenvalues of the linearised equations of motion, because only monomials fulfilling Eq. \((35b)\) remain after the Lie transforms. Moreover, due to the fact that these eigenvalues exhibit the general structure \((14)\) of pairwise eigenvalues with different sign, the normal form also possesses a general polynomial structure. Denoting the entries of the integer vector by \(m = (m_1, m_2, \ldots, m_d)^T\), the condition of resonance \((35b)\) becomes \((i = 1, 2, \ldots, d)\)

\[
[\lambda_1(m_1 - m_2) + \lambda_2(m_3 - m_4) + \ldots + \lambda_d(m_{2d-1} - m_{2d})] = \pm \lambda_i, \tag{36}
\]

where the upper sign is valid for \(k = 2i - 1\) and the lower one for \(k = 2i\). Assuming rational independence, \(\lambda_i/\lambda_j \notin \mathbb{Q}\), of all pairs of eigenvalues \(i \neq j\), Eq. \((36)\) is fulfilled if and only if

\[
m_{2i-1} = m_{2i} \pm 1, \quad (i = 1, 2, \ldots, d), \tag{37a}
\]

\[
m_{2j-1} = m_{2j}, \quad (j \neq i). \tag{37b}
\]

Because of Eqs. \((37)\), the monomials which remain in the vector field after the Lie transforms exhibit a general structure and each order \(n\) of the normal form can be
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with which is defined by Eq. (37b) and the unit vectors $\hat{e}_i$.

An equivalent interpretation of this constraint is to set all terms $\beta_m$ to zero, if its index $m$ possesses at least one negative entry.

By contrast, the energy functional only consists of monomials with even degree and all variables $x_2, x_3$ occur in products. The extension of this structure to $d > 2$ degrees of freedom is straightforward. In this case, additional terms $(x_3 x_6), (x_7 x_8), \ldots$ occur in the expansions.

### Table 1. Illustration of the fundamental polynomial structure of the dynamical equations

| Field | Degree $n$ of the monomial |
|-------|---------------------------|
|       | 0  | 1  | 2  | 3  | 4  | 5  | 6  |
| $\dot{x}_1$ | $x_1$ | $x_1^2 x_2(x_3 x_4)$ | $x_1^2 x_2^2(x_3 x_4)$ | $x_1^2 x_2^3(x_3 x_4)$ | $x_1^2 x_2^4(x_3 x_4)$ | $x_1^2 x_2^5(x_3 x_4)$ | $x_1^2 x_2^6(x_3 x_4)$ |
| $\dot{x}_2$ | $x_2$ | $x_2^2 x_1(x_3 x_4)$ | $x_2^2 x_1^2(x_3 x_4)$ | $x_2^2 x_1^3(x_3 x_4)$ | $x_2^2 x_1^4(x_3 x_4)$ | $x_2^2 x_1^5(x_3 x_4)$ | $x_2^2 x_1^6(x_3 x_4)$ |
| $\dot{x}_3$ | $x_3$ | $x_3^2 x_1(x_3 x_4)$ | $x_3^2 x_1^2(x_3 x_4)$ | $x_3^2 x_1^3(x_3 x_4)$ | $x_3^2 x_1^4(x_3 x_4)$ | $x_3^2 x_1^5(x_3 x_4)$ | $x_3^2 x_1^6(x_3 x_4)$ |
| $\dot{x}_4$ | $x_4$ | $x_4^2 x_1(x_3 x_4)$ | $x_4^2 x_1^2(x_3 x_4)$ | $x_4^2 x_1^3(x_3 x_4)$ | $x_4^2 x_1^4(x_3 x_4)$ | $x_4^2 x_1^5(x_3 x_4)$ | $x_4^2 x_1^6(x_3 x_4)$ |
| $E$ const. | $(x_1 x_2)$ | $(x_1 x_2)^2$ | $(x_1 x_2)^3$ | $(x_1 x_2)^4$ | $(x_1 x_2)^5$ | $(x_1 x_2)^6$ |

written as

$$b_n(2i-1) = \sum_{m \in \mathcal{M}, \ |m| = n+1, \ \text{nonneg.}} \beta_{[m - \hat{e}_{2i-1}](2i-1)} x^{[m - \hat{e}_{2i-1}]}, \quad (38a)$$

$$b_n(2i) = \sum_{m \in \mathcal{M}, \ |m| = n+1, \ \text{nonneg.}} \beta_{[m - \hat{e}_{2i-1}](2i)} x^{[m - \hat{e}_{2i-1} - 1]}, \quad (38b)$$

with $i = 1, 2, \ldots, d$. Here, the summation is carried out over the set

$$\mathcal{M} \equiv \{ m \in \mathbb{N}^{2d} \mid m_{2j-1} = m_{2j} : j = 1, 2, \ldots, d \},$$

which is defined by Eq. (37b), and the unit vectors $\hat{e}_{2i-1}$ and $\hat{e}_{2i}$ take into account the term $\pm 1$ in Eq. (37a).

Moreover, the constraint “nonneg.” in the summation denotes to add only those terms for which the indices $[m - \hat{e}_{2i}]$ and $[m - \hat{e}_{2i-1}]$ only have nonnegative entries, i.e. those $m \in \mathcal{M}$ with $m_{2i-1} = m_{2i} = 0$ are not taken into account. An equivalent interpretation of this constraint is to set all terms $\beta_{mk}$ to zero, if its index $m$ possesses at least one negative entry.

Concluding, in normal form coordinates, the variables $x_{2i-1}, x_{2i}$ in the respective component of the dynamical equations occur with exponents which differ exactly by
one, while the terms $x_{2j-1}, x_{2j}$ with $j \neq i$ have the same exponent (cf. Table 1). Note that all monomials remaining in Eqs. (38) are of odd degree. All terms of even degree have been eliminated completely by the Lie transforms, because the condition of resonance (35b) cannot be fulfilled, if $|m|$ is even.

3.2.2. Determination of the generating function to eliminate the nonresonant terms

After having discussed the general structure of the normal form, its actual calculation is presented in this section. The calculation will be carried out order by order, i.e. the orders $n = 2, 3, 4, \ldots$ are treated successively. It is assumed that the system is already in normal form up to the order $n - 1$. Then, a generating function $g_n$ is constructed to transform the $n$-th order of the equations of motion.

As already mentioned above, the coefficients $\gamma_{mk}$ of the generating function which are nonresonant, i.e. Eq. (35a) is valid, can be chosen in such a way that the corresponding term $\alpha_{mk}$ of the original expansion is eliminated. Such nonresonant coefficients occur in every order of the expansion. In particular, the generating function of each even degree $n$ only consists of nonresonant coefficients. The determination of the nonresonant coefficients $\gamma_{mk}$ of the generating function is straightforward. Since their purpose is to eliminate the original term $\alpha_{mk}$, they are uniquely determined by Eq. (34). Requiring $\beta_{mk} = 0$ and solving for the coefficient of the generating function (32), one obtains

$$
\gamma_{mk} = \begin{cases} 
\frac{\alpha_{mk}}{\langle m, \lambda^\pm \rangle - \lambda_k^\pm}, & \text{if } \lambda_k^\pm - \langle m, \lambda^\pm \rangle \neq 0, \\
c_{mk}, & \text{else}.
\end{cases}
$$

(40)

The choice in the first line guarantees the elimination of the term $\alpha_{mk}$ in the nonresonant case. All the resonant terms are free parameters, which do not change the $\beta_{mk}$ of the order $|m| = n$. For simplicity these terms are set to $c_{mk} = 0$ in the transformations of the nonresonant coefficients and their final determination will be treated separately (see Sec. 3.3).

After the nonresonant terms of the generating function have been determined according to Eq. (40), the corresponding transformation is applied to the equations of motion and to the energy functional, i.e. Eqs. (26) and (28) are evaluated. As a result, the polynomial structure of the equations of motion takes the form (38) up to the order $n$ of the transformation. Furthermore, the generating function $g_n$ transforms the order $n + 1$ of the energy functional into the structure (cf. Table 1)

$$
E_{n+1}(x) = \sum_{m \in \mathcal{M}, |m| = n+1} \xi_m x^m.
$$

(41)

Note that this polynomial structure of the energy functional, i.e. the fact that only terms $m \in \mathcal{M}$ occur in the expansion, does not directly follow from the definition of the generating function. This structure is a result of Darboux’s theorem which guarantees the existence of canonical coordinates, because any polynomial structure differing from that in Eq. (41) would violate the theorem.

3.3. Normal form transformations – resonant terms

In normal form coordinates the dynamical equations (38) and the energy functional (41) naturally exhibit a polynomial structure that allows for the identification of the
normal form coordinates as canonical ones according to the canonical equation
\[ b_n(x) = J \frac{\partial}{\partial x} E_{n+1}(x) \] (42)

with the energy functional acting as Hamiltonian. Equation (42) is valid in each order \( n \), if the coefficients \( \beta_{mk} \) and \( \xi_m \) in Eqs. (38) and (41) fulfil the conditions
\[ m_2 \xi_m = \beta_{m_2}^{(2i-1)}, \] (43a)
\[ \beta_{m_2}^{(2i-1)} = -\beta_{m_2}^{(2i-1)}, \] (43b)
\[ \frac{m_2}{m_2} \xi_m = \beta_{m_2}^{(2j-1)} \] (43c)

for all \( i, j = 1, 2, \ldots, d \) (\( i \neq j \)) and \( m \in \mathcal{M} \) with \( |m| = n + 1 \). Here, Eq. (43a) is the requirement that the coefficients of the dynamical equations and those of the energy functional are connected via derivatives according to Eqs. (42). The sign structure of the symplectic matrix \( J \) is taken into account by Eq. (43b) for each pair \( x_{2i-1}, x_{2i} \) of “conjugate coordinates”, and Eq. (43c) considers the fact that terms in the expansion of different pairs \( x_{2i-1}, x_{2i} \) and \( x_{2j-1}, x_{2j} \) (\( i \neq j \)) result from the same term of the energy functional.

As a consequence of the normal form expansion together with the general eigenvalue structure (14), Eq. (43b) is fulfilled after the Lie transforms have been applied as discussed in Sec. 3.2. However, the conditions (43a) and (43c) are not fulfilled, in general. This is due to the fact that – although the polynomial structure of the expansions is uniquely determined by the eigenvalue structure – the explicit normal form, i.e. the coefficients of the expansion, are not unique. The reason is that the resonant coefficients \( c_{mk} \) of the generating function in Eq. (40) are free, and that the choice to set them zero does not guarantee the fulfilment of all Eqs. (43). Therefore, further steps are necessary in order to guarantee that the latter are valid, and these steps are presented in the following.

We emphasize that it is precisely this treatment of the resonant terms of the generating function which is the difference between the usual normal form procedure of canonical Hamiltonians and the transformation of the noncanonical system: If the coordinates had been canonical at the beginning, the choice \( c_{mk} = 0 \) in Eq. (40) would have kept this property. Vice versa, we will use an appropriate choice \( c_{mk} \neq 0 \) in the following to generate canonical coordinates.

3.3.1. Particular choice of the resonant generating function and the corresponding transformations
Resonant terms occur in every odd order \( n = 3, 5, 7, \ldots \) of the generating function (32), and a fundamental property of them is the fact that they do not affect the polynomial structure of the expansions, but they only modify their coefficients. Vice versa, this property can be used in order to guarantee the fulfilment of the canonical equations (43) by a suitable choice of the resonant terms as it will be demonstrated in the following. For this purpose, it is investigated in detail in this section how a resonant generating function of degree \( n \) transforms the next-higher order terms of the dynamical equations as well as the energy functional. Finally, Eqs. (43) will serve as conditional equations for the determination of the resonant coefficients.

In a resonant generating function of degree \( n \), there occur coefficients \( \gamma_{m_2}^{(2i-1)} \) and \( \gamma_{m_2}^{(2i-1)} \) with \( m \in \mathcal{M} \) and \( |m| = n + 1 \), i.e. there is exactly one
term corresponding to each of the monomials remaining in the dynamical equations \((38)\). In order to guarantee that Eqs. \((43)\) hold for the whole expansion, it will be sufficient only to consider the terms \(\gamma_{[m-\epsilon z_1](2i-1)}\) and to set \(\gamma_{[m-\epsilon z_{i-1}](2i)} = 0\) for simplicity. With this choice, the resonant generating function homogeneous of degree \(n\) has the form

\[
g_n(2i-1)(x) = \sum_{m \in M, |m| = n+1, \text{nonneg.}}^{\gamma_{[m-\epsilon z_1](2i-1)} x^{m-\epsilon z_1}}, \tag{44a}
\]

\[
g_n(2i)(x) = 0. \tag{44b}
\]

It is easily verified from Eq. \((29)\) that the \(j\)-fold application \(D_{g_{\gamma_n}}^j E_k\) of the right-multiplication operator with a generating function homogeneous of degree \(n\) onto the part of the energy functional of degree \(k\) results in a polynomial homogeneous of degree \(k + j(n - 1)\). Furthermore, the lowest order which is affected in Eq. \((28)\) is \(n + 1\). Consequently, there are two cases which contribute to the order \(n + 1\) of the transformed field, namely those with \(k + j(n - 1) = n + 1\). On the one hand, this is the contribution \(k = n + 1\) and \(j = 0\), on the other hand it is \(k = 2\) and \(j = 1\), so that the precise transformation reads

\[
\tilde{E}_{n+1}(x) = E_{n+1}(x) + D_{g_{\gamma_n}} E_2(x), \tag{45}
\]

where \(\tilde{E}_{n+1} = \sum_{|m| = n+1}^{\gamma_{[m-\epsilon z_1](2i-1)}} \tilde{\xi}_m x^m\) is the transformed field. Inserting the expansions \((39)\) into Eq. \((45)\), and using the fact that the second order of the energy functional has the form \(E_2 = \sum_{i=1}^d \lambda_i x_{2i-1} x_{2i}\) in normal form coordinates, Eq. \((45)\) can directly be reformulated in terms of the energy functional’s coefficients:

\[
\tilde{\xi}_m = \xi_m + \sum_{i=1, \text{nonneg.}}^d \lambda_i \gamma_{[m-\epsilon z_1](2i-1)} \cdot \tag{46}
\]

Analogously, the effect of a resonant generating function onto the dynamical equations can be investigated. If the latter are already in their normal form \((38)\), there are only odd degrees of the expansion \(b_1, b_3, b_5, \ldots\) left as discussed above. By definition, the first-order term \(b_1\) containing the eigenvalues does not contribute to the Lie operator for a resonant generating function, i.e. \(L_{g_{\gamma_n}} b_1 = 0\). This identity directly follows from Eq. \((34)\), because the resonant coefficients are always multiplied by zero. Therefore, the lowest-order term which leads to a contribution of the Lie operator is the term \(b_3\). From Eq. \((26)\) it follows that the lowest-order term which is modified by a resonant generating function of degree \(n\) together with \(b_3\) is the order \(n + 2\) of the dynamical equations,

\[
\tilde{b}_{n+2}(x) = b_{n+2}(x) + L_{g_{\gamma_n}} b_3(x). \tag{47}
\]

Multiple applications of the Lie operator as well as higher-order terms \(b_n\) with \(n > 3\) lead to higher-order corrections and do not need to be considered here. Analogously to the energy functional, this transformation can be rewritten directly in terms of the vector field’s coefficients. After a short calculation, one obtains

\[
\tilde{\beta}_{[m-\epsilon z_1](2i-1)} = \beta_{[m-\epsilon z_1](2i-1)} + \sigma_{m(2i-1)}, \tag{48a}
\]

\[
\tilde{\beta}_{[m-\epsilon z_{i-1}](2i)} = \beta_{[m-\epsilon z_{i-1}](2i)} + \sigma_{m(2i)}. \tag{48b}
\]
with the quantities

\[ \sigma_{m(2i-1)} = \sum_{m'' \in \mathcal{M}, |m''|=4, \text{ nonneg.}} (m''_{2i-1} - 1) \beta_{|m''-\hat{e}_{2i-1}|(2i-1)} \gamma_{|m-m''+\hat{e}_{2i-1}|(2i-1)} \]

\[ \sigma_{m(2i)} = \sum_{m'' \in \mathcal{M}, |m''|=4, \text{ nonneg.}} (m''_{2i} - 1) \beta_{|m''-\hat{e}_{2i-1}|(2i)} \gamma_{|m-m''+\hat{e}_{2i-1}|(2i-1)} \]

(49a)

It is emphasized that \( \sigma_{m(2i-1)} \) and \( \sigma_{m(2i)} \) depend on the resonant coefficients \( \gamma_{mk} \) linearly and that only the third-order coefficients \( \beta_{mk} \) occur therein.

### 3.3.2. Determination of the generating function’s resonant coefficients

As already mentioned above, the resonant coefficients of each generating function are free parameters, in the sense that they do neither change the polynomial structure of the dynamical equations nor that of the energy functional. However, they do modify the coefficients of the respective expansions. In this section, it is shown how these resonant coefficients can be determined in a way that the dynamical equations and the energy functional fulfill the canonical equations \( (42) \), i.e. the normal form coordinates are canonical ones. This procedure works as follows (see Fig. 2):

(i) It is assumed that Eqs. \( (43b) \) and \( (43c) \) are fulfilled for \( |m| = n+1 \), i.e. the respective term of the dynamical equations can be written as a symplectic gradient

\[ b_n(x) = \mathcal{J} \frac{\partial}{\partial x} \hat{E}_{n+1}(x) \]

(50)

with a scalar function \( \hat{E}_{n+1} = \sum_{|m|=n+1} \xi_m x^m \). Note that the latter does not need to be identical to the energy functional, \( \hat{E}_{n+1} \neq E_{n+1} \).

(ii) Replacing \( \beta_{mk} \rightarrow \hat{\beta}_{mk} \) and \( \xi_m \rightarrow \hat{\xi}_m \), Eq. \( (43a) \) with \( |m| = n+1 \) as well as \( (43c) \) with \( |m| = n+2 \) are used as conditional equations for the determination of the resonant coefficients of the order \( n \). These equations form a linear system of equations with the resonant coefficients being the variables.

(iii) By construction of step (ii), the assumption in step (i) is fulfilled in the next-higher order \( n+2 \). Therefore, the procedure can be repeated successively for the orders \( n = 3, 5, 7, \ldots \).
Construction of Darboux coordinates in noncanonical Hamiltonian systems

Figure 2. Scheme of the procedure to determine the resonant coefficients of the generating function. In each order \( n \geq 3 \), it is assumed that the term \( b_n \) of the dynamical equations fulfills Eqs. (43b) and (43c). Then, the resonant coefficients of the generating function are determined using the part \( E_{n+1} \) of the energy functional and the next-higher order term \( b_{n+2} \) of the equations of motion (blue). The resonant generating function is constructed in a way that \( b_n \) as well as \( E_{n+1} \) are connected via the canonical equation (42) and that Eqs. (43b) and (43c) are valid for the term \( b_{n+2} \). The whole procedure is applied successively for the orders \( n = 3, 5, 7, \ldots \). Note that the same conditions are fulfilled automatically for the terms \( b_1, E_2, \) and \( b_3 \), if the symplectic basis (SB; red) is made use of as discussed in Sec. 3.1.

After having calculated the term \( \tilde{E}_{n+1} \) in step (i), the system of equations in step (ii) can be set up by inserting Eqs. (46) and (48) into the Eqs. (43a) and (43c) after having replaced \( \beta_{mk} \to \tilde{\beta}_{mk} \) and \( \xi_m \to \tilde{\xi}_m \):

\[
\sum_{i=1}^d \lambda_i \gamma_{|m-\hat{e}_2i|(2i-1)} = \tilde{\xi}_m - \xi_m , \quad (51a)
\]

\[
m_{2i} \sigma_{m(2i-1)} - m_{2i} \sigma_{(2i-1)} = m_{2i} \tilde{\beta}_{|m-\hat{e}_2i|(2i-1)} - m_{2i} \beta_{|m-\hat{e}_2i|(2i-1)} . \quad (51b)
\]

Equation (51a) must hold for all \( |m| = n + 1 \) and Eq. (51b) for all \( |m| = n + 2 \) as well as \( i, j = 1, \ldots, d \) with \( i \neq j \). Equations (51) are written in a way that all terms which depend on the resonant coefficients \( \gamma_{mk} \) occur on the left-hand side, while the right-hand side is independent of these terms. Because of the fact that the resonant coefficients enter Eqs. (51) linearly according to Eqs. (49), they form a linear system of equations which can formally be written as

\[
\mathcal{A} \mathbf{G} = \mathcal{B} . \quad (52)
\]

Here, the matrix \( \mathcal{A} \) and the vector \( \mathcal{B} \) are both determined by the known quantities \( \beta_{mk}, \lambda_i, \xi_m, \tilde{\xi}_m, \) and \( m_k \). All the unknown terms, i.e. the resonant coefficients \( \gamma_{mk} \), are collected in the vector \( \mathbf{G} \). It is noted that the number of the resonant coefficients is, in general, smaller than the number of equations, so that the system (52) is overdetermined. However, it is guaranteed by Darboux’s theorem that there exists a solution, because otherwise it would not be possible to construct canonical coordinates which would violate the theorem. We note that it is appropriate to solve Eq. (52) via a least-square fit \( \| \mathcal{A} \mathbf{G} - \mathcal{B} \| \approx \min \). The minimum of this fit must be zero because of Darboux’s theorem, and its actual value in a numerical implementation is a measure of success of the procedure. After the resonant coefficients of a certain degree \( n \) have been determined as the solutions of Eq. (52), the corresponding transformation needs to be applied to the full expansion, i.e. Eqs. (26) and (28) must be evaluated.
3.4. Canonical torus structure of the noncanonical Hamiltonian system

After the normal form expansion has been applied as discussed in Secs. 3.2 and 3.3, the normal form coordinates are canonical ones by construction. The expansions fulfill the canonical equations (42) in every order $n$ with the energy functional acting as Hamiltonian

$$H = E(x).$$

Because of the summation over $m \in M$ in Eq. (41), this Hamiltonian only consists of monomials

$$x^m |_{m \in M} = d \prod_{i=1}^{d} (x_{2i-1}x_{2i})^{m_{2i}} \equiv \prod_{i=1}^{d} (q_i p_i)^{m_{2i}},$$

where the normal form coordinates have been interpreted pairwise as standard canonical coordinates $q_i \equiv x_{2i-1}$ and $p_i \equiv x_{2i}$ in the last step. Moreover, these products directly define action variables

$$J_i \equiv \begin{cases} q_i p_i, & \lambda_i = \kappa_i \ (\kappa_i \in \mathbb{R}) , \\ iq_i p_i, & \lambda_i = i\omega_i \ (\omega_i \in \mathbb{R}) , \end{cases}$$

where the imaginary unit in the definition compensates the respective contribution of each purely imaginary eigenvalue. With this definition, the Hamiltonian is a real function in the action variables

$$H = E(J) = \sum_{n=0}^{m} E_n(J).$$

If all the action variables correspond to stable oscillations of the system, and denoting the corresponding angle variables by $\varphi_i$, the dynamical equations are

$$\dot{\varphi}_i = \frac{\partial H(J)}{\partial J_i} \equiv \omega_i(J),$$

$$\dot{J}_i = -\frac{\partial H(J)}{\partial \varphi_i} = 0,$$

where $\omega_i(J)$ are the characteristic frequencies of the system. These have the solution

$$\varphi_i(t) = \omega_i t + \varphi_i(0),$$

$$J_i(t) = \text{const.}$$

This shows that, in normal form coordinates, the dynamics of the system is restricted to a $d$-dimensional torus $\mathbb{T}^d$ if all eigenvalues are purely imaginary. If $k$ of the actions (55) correspond to real eigenvalues, then the dynamics takes place on a manifold with the structure $\mathbb{T}^{d-k} \otimes \mathbb{R}^k$.

4. Variational approach to quantum systems as a noncanonical Hamiltonian system

As an exemplary field of application of the procedure to construct canonical normal form coordinates, we present in this section a variational approach to quantum
The dynamics of the latter is, in general, described by the Schrödinger equation
\[ i\hbar \frac{\partial}{\partial t} \psi(r, t) = \hat{H} \psi(r, t) , \quad (59) \]
where \( \psi(r, t) \) is the time-dependent wave function of the system and \( \hat{H} \) is the Hamilton operator. As we have already discussed above, there is a natural canonical structure inherent to this description. This becomes especially obvious, if one derives the Schrödinger equation in the framework of field theory from the Hamiltonian density
\[ H = \int d^3r \, \psi^\dagger(r, t) \hat{H} \psi(r, t) , \quad (60) \]
using the functional derivatives
\[ i\hbar \frac{\partial}{\partial t} \psi(r, t) = \frac{\partial H}{\partial \psi(r, t)} \] \[ i\hbar \frac{\partial}{\partial t} \psi^\dagger(r, t) = -\frac{\partial H}{\partial \psi(r, t)} . \quad (61) \]
This description of a quantum system is very general, however, it is often not feasible in actual applications due to the field operator’s infinite number of degrees of freedom.

One possible approach to reduce the system’s number of degrees of freedom is its treatment within a variational approach. Therein, the Schrödinger equation (59) is solved approximately by replacing the original wave function \( \psi(r, t) \) by a trial wave function \( \psi(r, t) = \psi(r, z(t)) . \quad (62) \)

Here, \( z(t) = [z_1(t), z_2(t), \ldots, z_d(t)]^T \in \mathbb{C}^d \) is a set of complex and time-dependent variational parameters, and the time evolution of the wave function is completely determined by that of the variational parameters. In the framework of the variational approach, expectation values of the system’s observables, in general, become functions depending on the variational parameters \( z(t) \). In particular, the energy functional of the system is given by the expectation value of the Hamilton operator
\[ E(z(t)) = \langle \psi(r, z(t)) | \hat{H} | \psi(r, z(t)) \rangle . \quad (63) \]

In order to describe the dynamics of the system in the Hilbert subspace which is spanned by the variational ansatz, we apply the Dirac-Frenkel-McLachlan variational principle [12,13]. This claims to minimize the norm of the difference between the left- and the right-hand side of the Schrödinger equation (59),
\[ I \equiv \|i\phi - \hat{H}\psi\|^2 = \langle -i\phi - \hat{H}\psi | i\phi - \hat{H}\psi \rangle \] \[ = \min . \quad (64) \]
Here, \( h = 1 \) has been set, the arguments of the wave function \( \psi \) have been omitted for brevity, and also the time dependence of the variational parameters \( z \) will be dropped in the following. The quantity \( I \) is minimized with respect to \( \phi \) and \( \phi \equiv \psi \) is set afterwards which means that the Schrödinger equation is solved within the Hilbert subspace of the variational ansatz with the least possible error. Since the approximate solution of the Schrödinger equation is intended to minimize the quantity \( I \), the latter’s variations must vanish,
\[ \delta I = \langle -i \delta\phi | i\phi - \hat{H}\psi \rangle + \langle -i\phi - \hat{H}\psi | i\delta\phi \rangle \] \[ = 0 . \quad (65) \]
Because of Eq. (62), the time derivative of the trial wave function, $\phi = \dot{\psi}$, and its variation $\delta \phi$ yield

$$\phi = \sum_{m=1}^{d} \frac{\partial \psi}{\partial z_m} \dot{z}_m, \quad \delta \phi = \sum_{n=1}^{d} \frac{\partial \psi}{\partial z_n} \delta z_n,$$

so that one obtains

$$\delta I = \sum_{m,n=1}^{d} \left( \frac{\partial \psi}{\partial z_m} \frac{\partial \psi}{\partial z_n} \right) \dot{z}_n \delta \dot{z}_n^* - \frac{i}{2} \left( \frac{\partial \psi}{\partial z_m} \frac{\partial \psi}{\partial z_n} \right) \dot{z}_m$$$$+ \frac{i}{2} \left( \frac{\partial \psi}{\partial z_n} \frac{\partial \psi}{\partial z_m} \right) \dot{z}_m^* \delta \dot{z}_n = 0. \quad (67)$$

We now proceed from the complex variational parameters $z$ to their real and imaginary parts $x \equiv (x^r, x^i)^T \in \mathbb{R}^{2d}$. In this case, the variations with respect to the variational parameters in Eq. (67) are not independent, and both terms together result in the dynamical equations

$$\sum_{n=1}^{2d} \text{Im} \left< \frac{\partial \psi}{\partial x_m} \frac{\partial \psi}{\partial x_n} \right> \dot{x}_n = -2 \text{Re} \left< \frac{\partial \psi}{\partial x_m} \frac{\partial \psi}{\partial x_n} \right> \dot{H}$$

for the time evolution of each real variational parameter $m = 1, \ldots, 2d$. Using the property

$$\frac{\partial}{\partial x} E(x) = 2 \text{Re} \left< \frac{\partial \psi(x)}{\partial x} \frac{\partial \psi(x)}{\partial x} \right> H \psi(x), \quad (69)$$

which directly follows from Eq. (63) after having replaced $z \to x$ and defining the quantities

$$K_{mn} \equiv 2 \text{Im} \left< \frac{\partial \psi}{\partial x_m} \frac{\partial \psi}{\partial x_n} \right>, \quad (70a)$$

$$h_m \equiv 2 \text{Re} \left< \frac{\partial \psi}{\partial x_m} \frac{\partial \psi}{\partial x_m} \right> H \psi, \quad (70b)$$

the dynamical equations (68) immediately take the form (5). We note that the matrix $K$ with the entries (70a) is skew-symmetric by definition, because the imaginary part changes its sign under complex conjugation of the bracket. Furthermore, the corresponding 2-form (6) is nondegenerate if $K$ is invertible, as we have already discussed in Sec. 2. Moreover, it is closed, i.e. Eq. (7) holds, because

$$\partial_{x_k} K_{mn} = \text{Im} \left< \frac{\partial^2 \psi}{\partial x_k \partial x_m} \frac{\psi}{\partial x_n} \right> - \text{Im} \left< \frac{\partial^2 \psi}{\partial x_k \partial x_n} \frac{\psi}{\partial x_m} \right>,$$

with the definition (70a), and the single terms cancel out when it is summed over $k, m, n$.

Concluding, the variational approach to quantum systems discussed in this section defines a noncanonical Hamiltonian system for its variational parameters as we have defined it in Sec. 2. Combining the procedure presented in Sec. 3 with the variational framework, canonical normal form coordinates can be constructed in variational space in any desired order. Moreover, if transition states can be identified in a quantum system, a general transition state theory for quantum wave packet dynamics is directly...
obtained by combining the variational approach and the procedure presented in Sec. 3 with the usual transition state theory in classical phase space \[7\]. By construction of the normal form Hamiltonian in action coordinates from the original energy functional, one can directly define a dividing surface in variational space which is free of local recrossings \[14\]. For applications of the procedure to the reaction dynamics of nonlocal quantum wave packets and the thermal decay of Bose-Einstein condensates, the reader is referred to Refs. \[15, 16\], where also the applicability of the method presented to the field on nonlinear Schrödinger equations is demonstrated. Further details on the numerical implementation of the method can be found in Ref. \[17\].

5. Conclusion and outlook

In this paper, we have demonstrated a general method to construct local, canonical coordinates in the vicinity of a fixed point of a noncanonical Hamiltonian system via normal form expansions. The method allows for the general and systematic investigation of noncanonical Hamiltonian systems in the vicinity of fixed points. Furthermore, it is applicable for systems with arbitrary degrees of freedom, in arbitrary orders of the local expansion, and it is independent of the precise form of the Hamiltonian. As a possible field of application, we have discussed a variational approach to quantum systems which defines a noncanonical Hamiltonian system for the variational parameters.

A further generalization of the method presented here can be achieved by dropping the assumption of rational independence of the eigenvalues. This step will allow to construct the system’s canonical normal form also in situations with strong mode coupling of the different degrees of freedom. The general procedure presented in this paper also works in this case, however, additional terms in the normal form Hamiltonian will occur. This generalization is currently in progress. Due to the additional terms in the normal form and with the above made definition of action variables, one then expects the local canonical Hamiltonian to depend on both its action and angle variables, \( H = H(J, \phi) \), to which e.g. classical perturbation theory can be applied in a subsequent step.
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