Thermal Fluctuations of Singular Bar-Joint Mechanisms
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A bar-joint mechanism is a deformable assembly of freely-rotating joints connected by stiff bars. Here we develop a formalism to study the equilibration of common bar-joint mechanisms with a thermal bath. When the constraints in a mechanism cease to be linearly independent, singularities can appear in its shape space, which is the part of its configuration space after discarding rigid motions. We show that the free-energy landscape of a mechanism at low temperatures is dominated by the neighborhoods of points that correspond to these singularities. We consider two example mechanisms with shape-space singularities and find that they are more likely to be found in configurations near the singularities than others. These findings are expected to help improve the design of nanomechanisms for various applications.

Introduction.— Bar-joint mechanisms constitute one of the simplest, widely-employed models to understand a variety of mechanical structures ranging from viruses [1], colloidal clusters [2–5], crystals [6] and minerals [7], and robots and machines [8, 9]. More recently, DNA origami has made the direct fabrication of miniaturized mechanisms possible at the nanoscale, where thermal fluctuations due to the surrounding medium cannot be neglected [10, 11]. As far as more generic descriptions of thermally-driven mechanisms are concerned, there has been long-standing interest in the effect of thermal fluctuations on the mechanical properties of ordered and disordered lattices [12–14], and the folding of polymerized membranes [15, 16] and polyhedral nets [17–19]. There is, therefore, an arising need to understand how thermal excitations affect the physical properties of these mechanisms, but only some attempts have been made so far [3, 20].

The effect of thermal fluctuations on a physical system is often represented by its free-energy landscape in terms of a set of collective variables that provide a coarse-grained description of its slowest dynamics. In theory [21, 22], one can obtain the free energy of a mechanism by integrating out the fast modes that are transverse to its shape space, i.e., the subset of its configuration space once rigid-body motions are removed. Doing this, however, becomes nontrivial when the mechanism has shape-space singularities [9, 23, 24]. For concreteness, consider the shape space of the planar four-bar linkage with freely rotating joints [25–27] (Fig. 1). Though this linkage has one degree of freedom up to Euclidean motions, it has two modes of deformation, one where the angle \( \theta_1 = \theta_2 \) and another where \( \theta_1 \neq \theta_2 \), meeting at two isolated singular points \((\theta_1, \theta_2) = (0, 0)\) and \((\pi, \pi)\). One generically expects the mechanism to be soft at these singularities, and indeed the free energy diverges in a harmonic approximation of the elastic energy [20]. These divergences must be cut off by higher-order nonlinear effects, yet how this happens and to what extent remains to be understood.

In this Letter, we develop a formalism to understand the thermal equilibration of common bar-joint mechanisms that have isolated shape-space singularities. We show that the divergent contributions to the free energy arising in the harmonic approximation to the energy are suppressed by anharmonic corrections. These findings show the existence of energetic free-energy barriers between configurations near the singularities and configurations farther from the singularities. Our results are consistent with a closely-related work [3, 4] on singular colloidal clusters, but allow for isolated singularities of the shape space. We demonstrate our results using both the four-bar linkage as well as a flat, triangulated origami [28]. Our analysis has direct consequences in the design and employment of nanoscale mechanisms in applications ranging from self-assembly [29] to drug delivery [30], where relative thermodynamic stability of different configurations is of paramount importance.

Mechanisms and singularities.— We consider bar-joint mechanisms made of \( N \geq 3 \) point-like joints in \( d \) dimensions connected by \( m < Nd - \frac{d(d+1)}{2} \) freely-rotating, massless bars. If the joints have position vectors \( r_1, r_2, \ldots, r_N \in \mathbb{R}^d \) in the lab frame, the mechanism’s configuration can be fully described at any given moment using a configuration vector \( r \in \mathbb{R}^{Nd} \) defined by \( r = (r_1, r_2, \ldots, r_N) \). We assume the bars in the mechanism to be stiff but compressible with an energy that depends on the bar lengths so that the total energy of the mechanism is \( U(r) = \sum_{i=1}^{m} \phi_i(\ell_i(r)) \). Here \( \ell_i(r) \) is the length of the \( i \)th bar with an energy \( \phi_i(\ell_i) \), which is assumed to have a minimum value of zero at \( \ell_i = \hat{\ell}_i \), the natural length of the \( i \)th bar.

With the above form of the energy, all nontrivial ground states of a mechanism belong to its shape space \( \Sigma \) [31–33], which is the set of all deformed configurations of the mec-
anism with the length of each bar equal to its natural length, once rotations and translations are removed. To practically identify $\Sigma$, we first switch to a Cartesian body frame attached to the mechanism so that all $\frac{d}{dt}d(d+1)$ rigid motions are eliminated [22, 34]. We require $n = Nn - \frac{1}{2}d(d+1)$ coordinates to specify the state of the mechanism in the body frame and let $q \in \mathbb{R}^n$ be its configuration vector in this frame. Now consider $m$ holonomic constraint functions $f_i : \mathbb{R}^n \to \mathbb{R}$, $i = 1, 2, \ldots, m$, each associated with a single bar, and defined by $f_i(q) = (\ell_i^2(q) - \ell^2_i)/2\ell_i$. The $m$ scalar constraint functions can also be considered together as a single constraint map $f : \mathbb{R}^n \to \mathbb{R}^m$ defined by $f(q) = [f_1(q), f_2(q), \ldots, f_m(q)]$. Then, the shape space is the zero level set $\Sigma = \{q \in \mathbb{R}^n : f(q) = 0\}$. In the absence of external forces, each point in $\Sigma$ is a ground-state configuration of the mechanism with a distinct shape.

The compatibility matrix $C(q)$ [35, 36] at a configuration $q \in \Sigma$ is the $m \times n$ Jacobian matrix $Vf$ of the constraint map $f$. If $C$ has full rank for all points in $\Sigma$, then $\Sigma$ is an $(n - m)$-dimensional submanifold of $\mathbb{R}^n$ [37, 38]. When $\Sigma$ has a “branched” structure, e.g., like in Fig. 1, $C(q)$ drops rank at the singularity where the branches meet [39, 40], and the constraints cease to be linearly independent. Such singularities are the most common singularities [39, 41] found in a mechanism and here we consider the situation where they occur only at isolated points of $\Sigma$.\(^1\) The branches of $\Sigma$, being $(n - m)$-dimensional submanifolds of $\mathbb{R}^n$, can be individually parameterized using a set of coordinates $\xi \in \mathbb{R}^{n-m}$, called shape coordinates [43] as they capture the shape changes of the mechanism as it moves on $\Sigma$. We also assume that $n$ is small enough that such parameterizations can be found without much difficulty and that the branches are linearly independent at the singularity [39]. Zero-energy shape changes constitute the slowest dynamics in a mechanism, so it follows that the shape coordinates $\xi$ are the most natural collective variables (CVs) for a low-dimensional description of a thermally excited mechanism.

Thermal fluctuations.— Let us assume that the value of the chosen CV for any configuration $q \in \mathbb{R}^n$ of the mechanism can be measured using the CV map $\tilde{\xi}(q)$, (In the case of the four-bar linkage, for example, if we choose $\theta_1$ as the CV, then $\tilde{\xi}(q)$ is the map that computes $\theta_1$ for any $q$, whether or not it lies on the branches of the linkage’s shape space.) The free energy associated with the CV $\xi$ is [44]

$$A_\xi(\xi) = -\beta^{-1} \ln{\tilde{P}_\xi(\xi)},$$

where $\beta$ is the inverse temperature and $P_\xi(\xi)$ is the marginal probability density of the CV, which, aside from factors of normalization, is

$$P_\xi(\xi) = \int_{\mathbb{R}^n} d\mathbf{q} \ I(\mathbf{q}) \delta[\tilde{\xi}(\mathbf{q}) - \xi] \exp[-\beta U(\mathbf{q})].$$

Here $\delta[\cdot]$ is the $(n - m)$-dimensional Dirac delta function, which restricts the domain of integration to the $m$-dimensional CV level set $\tilde{\xi}^{-1}(\xi) = \{q \in \mathbb{R}^n : \tilde{\xi}(q) = \xi\} [45],$ and $I(\mathbf{q})$ is a Jacobian factor introduced by the change of coordinates from the lab frame to the body frame. When $\xi$ has full rank in $\tilde{\xi}^{-1}(\xi)$, the coarea formula [44] lets us express $P_\xi(\xi)$ as an exact high-dimensional surface integral over $\tilde{\xi}^{-1}(\xi)$, but evaluating it is a difficult task in practice. Hence, we have to resort to asymptotic methods for its evaluation.

At low temperatures (i.e., large $\beta$) we can asymptotically evaluate the integral in Eq. (2) by expanding the energy $U(q)$ around the ground-state configurations in $\tilde{\xi}^{-1}(\xi)$. Since all ground states belong to the shape space $\Sigma$, they could be regular (i.e., nonsingular) points or singularities of $\Sigma$. We call $\xi$ a regular value of the CV if $\tilde{\xi}^{-1}(\xi)$ does not contain singularities of $\Sigma$ and vice-versa. For now, let us assume that $\xi$ is a regular value of the CV and that $\tilde{\xi}^{-1}(\xi)$ contains just one ground state $\tilde{\mathbf{q}}$. If $\mathbf{q}$ is a point near $\tilde{\mathbf{q}}$, after setting $\mathbf{q} = \tilde{\mathbf{q}} + \mathbf{q}$, we expand the energy to the lowest order around $\tilde{\mathbf{q}}$ and find the harmonic energy $U \approx \frac{1}{2} q^T C^T K C q = \frac{1}{2} q^T D q$.

Here $D = C^T K C$ is the dynamical matrix evaluated at $\tilde{\mathbf{q}}$ [36] (assuming joints of unit mass) and $K$ is the diagonal matrix of bar stiffnesses $K_i (\ell_i)$, which we set equal to $k$ for all bars for simplicity. See the Supplemental Material (SM) [46] for details. Since $\tilde{\mathbf{q}}$ is a regular point of $\Sigma$, $C$ has full rank, and $D$ has $n - m$ independent zero modes that belong to $\text{ker} \ C = \{u \in \mathbb{R}^n : Cu = 0\}$ [36]. These zero modes are all tangent to $\Sigma$ and represent a degree of freedom [37]. Hence, to asymptotically evaluate Eq. (2) in the neighborhood of a regular point, we can safely use the harmonic approximation since any divergence [20, 47, 48] due to these zero modes is regularized by the delta function, which suppresses all contributions to the integral that are tangent to $\Sigma$ [49]. Then, the asymptotic marginal density for a regular value $\xi$ of the CV is (SM [46])

$$P_\xi(\xi) \sim I(\xi) \left(\frac{2\pi}{\beta}\right)^{m/2} \left[\frac{\det[\nabla \psi(\xi)]^T \nabla \psi(\xi)}{\det D(\xi)}\right]^{1/2}.$$

Here $\psi : \mathbb{R}^{n-m} \to \mathbb{R}^n$ is a parameterization of $\Sigma$ near $\tilde{\mathbf{q}} \in \Sigma$ in terms of the CV $\xi$, and compatible with the CV map, such that $\tilde{\mathbf{q}} = \psi(\xi)$ and $\tilde{\xi}(\mathbf{q}) = \xi$. Also, $\det[\nabla \psi(\xi)]^T \nabla \psi$ is the determinant of the induced metric on $\Sigma$ and $D(\xi)$ is the diagonal matrix of the $m$ nonzero eigenvalues of $D$ at $\tilde{\mathbf{q}}$.

Now, consider the situation at a shape-space singularity, where $C$ has rank deficiency. At such a point, using the Maxwell–Calladine count [50, 51], we find that the number of zero modes increases to $n - m + s$, where $s$ is the number of independent self stresses $\sigma \in \text{ker} C^T$—each self stress being a set of bar tensions that leave the mechanism in equilibrium [36]. The zero modes at a singularity are not all tangent to $\Sigma$, which means that the delta function in Eq. (2) fails to suppress the divergences due to these zero modes when the harmonic approximation is used. Furthermore, as one approaches the singularity along $\Sigma$, the lowest $s$ nonzero eigenvalues of the dynamical matrix $D$ become small leading to an effective softening of the mechanism. This causes Eq. (3) to break down even for regular ground states in the vicinity of the singularity. For instance, for the four-bar linkage, using Eq. (3) we find $P_\xi(\theta_1) \sim |\sin \theta_1|^{-1}$ (SM [46]), which diverges as $\theta_1 \to 0, \pm \pi$.

---

1 For other, less common singularities that can occur in a mechanism, see Refs. [39, 40, 42], and references therein.
To resolve the problem, we need to consider higher-order contributions to the energy due to the excess zero modes at the singularity. Consider a singularity $\hat{q}^*$ in $\Sigma$, where the CV has the value $\hat{\xi}^*$. For now, let us also assume that the only ground state in the CV level set $\hat{\xi}^{-1}(\xi^*)$ is $\hat{q}^*$. For a point $q$ close to $\hat{q}^* \in \Sigma$, we set $q = \hat{q}^* + v \cdot \nu$. Here $u \in \ker C$ is a zero mode, $v \in (\ker C)^\perp$ is a fast vibrational mode of the system, and $(\ker C)^\perp$ is the orthogonal complement of $\ker C$ in $\mathbb{R}^n$. Systematically expanding the energy to the lowest order in $u$ and $v$ around $\hat{q}^*$ [3, 12, 13] we find (SM [46])

$$U \approx \frac{1}{2} [Cv + w(u)]^T K [Cv + w(u)].$$

Here $w(u) \in \mathbb{R}^m$ is a vector such that its $i$th component is $\frac{1}{2} u^T \nabla \nu f_i u$, with $\nabla \nu f_i$ being the Hessian matrix of the $i$th constraint function $f_i$, evaluated at $\hat{q}^*$. This makes the above energy expansion quartic in the zero modes $u$.

Equation (4) is only valid when the expansion is around the singularity $\hat{q}^*$, and a similar expansion does not exist for ground states in $\hat{\xi}^{-1}(\xi)$ for $\xi$ close to $\hat{\xi}^*$, where the harmonic approximation is not applicable either. Thus, for $\xi \rightarrow \hat{\xi}^*$, we choose to find $P_{\xi}(\xi)$ by directly evaluating the integral over $\hat{\xi}^{-1}(\xi)$ using the coarea formula. To simplify the evaluation, we make two assumptions: (i) for points close to $\hat{q}^*$, the CV map $\hat{c}$ can be approximated by its Taylor expansion around $\hat{q}^*$: $\hat{c} \approx \hat{c}^* + (\mathbb{V}\hat{c})_{\hat{q}^*} q + O(||q||^2)$, with $\mathbb{V}\hat{c}$ being the Jacobian matrix of $\hat{c}$ at $\hat{q}^*$; (ii) fast modes that belong to $(\ker C)^\perp$ do not change the value of the CV to linear order at $\bar{\xi}$, i.e., $(\mathbb{V}\hat{c})_{\hat{q}^*} v = 0$. Assumption (i) linearizes the CV map and turns its level sets near the singularity into hyperplanes, simplifying the evaluation of Eq. (2). Although assumption (ii) is stringent on the shape coordinate we use as the CV, it is true for most reasonable choices and a good CV should mainly be sensitive to the slow modes [52]. This makes it possible to use the quartic energy expansion and integrate over the fast modes. Note that in the above steps, we do not make use of any parameterization of $\Sigma$, unlike in Eq. (3).

Using the linearized CV map and the quartic expansion for the energy [Eq. (4)] in Eq. (2), we integrate out the fast vibrational modes $v$ to find (SM [46])

$$P_{\xi}(\xi) \sim \frac{I(\xi^*)}{|\det D^L|^12 |\nabla \xi^*|^12} \left(\frac{2\pi}{\beta}\right)^{(m-n)/2} \times \int_{\xi^*} d\xi \exp\left\{-\frac{1}{2} \beta x \sum_{\sigma} (\sigma \cdot w(u))^2\right\},$$

where $\sigma \in \ker C^T$ are the self stresses and $D^L$ is the diagonal matrix of the $m-s$ nonzero eigenvalues of $D$ at $\hat{q}^*$. Also, $d\Omega(u)$ is the area element on the integration domain $\xi^*$, which is geometrically an $s$-dimensional hyperplane formed by the intersection of $\ker C$ and the level set of the linearized CV map $(\mathbb{V}\hat{c})^{-1}(\xi - \xi^*) = \{u \in \mathbb{R}^n : \xi^* + (\mathbb{V}\hat{c})_{\hat{q}^*} u = \xi\}$. On choosing a basis for $\ker C$, the term in the exponential of the above integral becomes a quartic polynomial, making further simplification difficult. We discuss the convergence criteria for Eq. (5) in the SM [46].

On the basis of how $P_{\xi}(\xi)$ in Eqs. (3) and (5) scales with $\beta$, we can show that the free-energy barriers between regular and singular values of the CV have a temperature/stiffness dependence $\sim \ln \beta k$, making the barriers energetic in nature. This is not surprising considering the overall softening of the mechanism near the singularities. Also, for both the quartic and harmonic approximations for $P_{\xi}(\xi)$, we expect the range of validity (in $\xi$) to increase with increasing $\beta$, along with an increase in the range where both approximations produce similar results.

So far we have only considered cases where the CV level set $\hat{\xi}^{-1}(\xi)$ contains only one regular point or a singularity of $\Sigma$. However, as $\Sigma$ has a branched structure, $\xi$ need not identify a configuration in $\Sigma$ uniquely. Indeed, for the four-bar linkage, we see that there are as many as two configurations with a given value of $\theta_1$ (Fig. 1). Nonetheless, it is easy to find the asymptotic marginal density for more general cases by using combinations of Eqs. (3) and (5) to add the contribution of each ground state in $\hat{\xi}^{-1}(\xi)$ individually, noting that Eq. (5) gives the collective contribution from all the branches meeting at a singularity.

Examples and discussion.— We now use our formalism to find the free-energy profiles of two example mechanisms with one-dimensional shape spaces with isolated singularities and compare them with results from Monte Carlo simulations. (Also see the SM [46] for an example mechanism with a two-dimensional shape space and a mechanism with a permanent state of self stress, which is unlike the case where it appears only at isolated singularities.) Motivated by typical DNA origami structures that have lengths in the range of a few hundred nanometers with stiffness in the range 0.1–1 pN/nm [11], we choose a nondimensional inverse temperature of $\beta = 10^4$ and use a potential of the form $\psi_l(\ell) = (\ell_1^2 - \ell_2^2)^2/(8\kappa^2)$ so that $\psi_l(\ell) = \kappa = 1$. Further details on the simulations are given in the SM [46].

The four-bar linkage we consider (Fig. 1) is made out of two sets of bars of lengths $a$ and $\lambda a$, where $\lambda > 0$ is a dimensionless aspect ratio. For $\lambda \neq 1$, the linkage has shape-
space singularities at \( \theta_1 = 0 \) and \( \theta_1 = \pm \pi \) where the bars become collinear and support a state of self stress.\(^2\) The shape space can be fully parameterized using the angle \( \theta_1 \), which we use as our CV and choose \( \theta_1 = 0 \) as the point of zero free energy. For \( \theta_1 \) far from the singular values we use Eq. (3) to find the free-energy difference \( \Delta A_{\rho_1}(\theta_1) = A_{\rho_1}(\theta_1) - A_{\rho_1}(0) \) as (SM [46])

\[
\Delta A_{\rho_1}(\theta_1) \sim \beta^{-1} \ln \left[ X^{1/2} D_{-1/2}(0) |\sin \theta_1| \right], \quad 0 \ll |\theta_1| \ll \pi, \quad (6)
\]

where \( D_{-1/2}(\cdot) \) is the parabolic cylinder function [54] and \( X = \sqrt{\beta k a/(8(\lambda - 1))} \) is a dimensionless term that is independent of \( \theta_1 \). As expected, Eq. (6) diverges when \( \theta_1 \) is close to the singular values \( \theta_1 = 0 \) or \( \theta_1 = \pm \pi \). For \( \theta_1 \to 0 \), using Eq. (5), the free-energy difference takes the form (SM [46])

\[
\Delta A_{\rho_1}(\theta_1) \sim \beta^{-1} \left\{ X^2 \theta_1^4 - \ln \left[ \frac{D_{-1/2}(-2X\theta_1^2)}{D_{-1/2}(0)} \right] \right\}, \quad \theta_1 \to 0. \quad (7)
\]

A similar expression is derived in the SM [46] for \( \theta \to \pm \pi \). A comparison between the numerical results and asymptotic expressions in Eqs. (6) and (7) (Fig. 2) shows excellent agreement for all values of \( \theta_1 \).

For further testing our methods, we consider an origami made by triangulating a unit square [28] and embedded in three dimensions [Fig. 3(a)]. To make the origami more realistic, in simulations, we avoid all configurations that result in face intersections. The one-dimensional shape space [Fig. 3(b)] of this origami can be visualized as four intersecting branches in the space of the fold angles, i.e., the supplement of the dihedral angle at a fold. The intersection point is the singular flat state of the origami, where all the fold angles are zero. After numerically parameterizing the branches of the shape space in terms of the fold angle \( \rho_1 \), which we use as our CV, we utilize Eq. (3) to find the free energy \( A_{\rho_1}(\rho_1) \) for \( |\rho_1| \gg 0 \). We next find \( \Delta A_{\rho_1}(\rho_1) \) as \( \rho_1 \to 0 \) using Eq. (5) and choose \( \rho_1 = 0 \) as the point of zero free energy. A comparison between the numerical and the asymptotic results for the free-energy difference \( \Delta A_{\rho_1}(\rho_1) \) shows good agreement in both regimes of \( \rho_1 \) [Fig. 3(c)]. Self-avoidance of the faces forces us to consider only a part of each branch of the shape space for our analysis. Since the extent of these parts (in \( \rho_1 \)) vary for the four branches [Fig. 3(b)], it results in discontinuous jumps in the free-energy curves.

The free-energy landscapes of the four-bar linkage and the triangulated origami [Figs. 2 and 3(c)] demonstrate that the measured values of the CV tend to be closer to their values near the singularities. Yet, as free-energy landscapes (and even their extrema) do not always have a CV-agnostic interpretation [55–57], to draw conclusions we should also consider the physical meaning of the chosen CV. The CVs we picked for both the example mechanisms were internal angles whose values dictate the overall shape of the mechanism. Specifically, according to our results, we expect the bars of the four-bar linkage to tend to be collinear, as measured by the angle \( \theta_1 \) being close to 0 or \( \pi \). Similarly, the origami will tend towards being flat, as measured by the fold angle \( \rho_1 \). This tendency increases at lower temperatures as the free-energy barriers become larger. Finally, we remark on the apparent double-well nature of the landscapes near singular values of the CV. Because of the branched nature of the shape spaces, when \( \theta_1 \to 0, \pm \pi \) or when \( \rho_1 \to 0 \), there are multiple ground states where the mechanism is also relatively soft. This is illustrated by the widening of the sublevel sets of the energy as one moves away from the singularity (e.g., see Fig. 54 of the SM [46]). The net result is an increase in the number of thermodynamically favorable states with \( \theta_1 \) close to 0 or \( \pm \pi \) (and \( \rho_1 \) close to 0), causing an apparent lowering of the free energy.

**Conclusion.**— In this Letter we have described a formalism to find the free-energy landscapes of common bar-joint mechanisms with isolated singularities in their shape spaces. Our results indicate that configurations in the neighborhood of the singularities have relatively lower free energy compared to configurations farther from the singularities. This could help in programming the conformational dynamics of nanomechanisms [58]. Our findings also highlight the interplay between the geometry of a mechanism’s shape space and its thermodynamic properties. Since changes in configuration space topology is known to drive equilibrium phase

---

\(^2\) For simplicity, we do not discuss the square four-bar linkage with \( \lambda = 1 \) in this Letter as it has additional singularities at \( (\theta_1, \theta_2) = (0, \pm \pi) \) [53].
transitions in certain physical systems [59], it would then be interesting to consider how shape-space singularities affect the physical properties of mechanisms in the thermodynamic limit. Indeed, the affinity for the origami to be in nearly-flat configurations is reminiscent of the well-known flat phase of a polymerized membrane [60, 61], which is the natural thermodynamic limit of the triangulated origami. Other open questions include the behavior of these mechanisms in the presence of active (nonthermal) noise [13], which is known to preferentially actuate zero modes, and methods to bias their dynamics towards desired states [62], e.g., by introducing CV-dependent bias potentials [63].
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I. LOWEST-ORDER APPROXIMATION OF THE ENERGY

The $i$th bar in the mechanism has a potential energy $\phi_i(\ell_i(q))$. The constraint function associated with this bar is $f_i(q) = (\ell_i^2(q) - \ell_i^2)/2\ell_i$. Consider a point $\bar{q}$ on the shape space $\Sigma$ where the mechanism is in equilibrium. Dropping the index $i$ for now and noting that $\ell(\bar{q}) = \bar{\ell}$, we first express the gradient and the Hessian of the length $\ell(q)$ at $q = \bar{q}$ in terms of the gradient and the Hessian of $f(q)$ as

$$
\begin{align*}
\partial_1 \ell &= \partial_1 f, \\
\partial_2 \partial_1 \ell &= \partial_2 \partial_1 f - \ell^{-2} \partial_1 f \partial_2 f, \\
\partial_3 \partial_1 \ell &= \partial_3 \partial_1 f - \ell^{-2} \partial_1 f \partial_3 f,
\end{align*}
$$

where all the partial derivatives are with respect to the components of $q$ and evaluated at $q = \bar{q}$.

Since we have assumed the potential energy of all bars to have a minimum value (assumed to be zero) on the shape space, where $\ell = \bar{\ell}$, the derivative $\phi'(\bar{\ell})$ vanishes. We wish to find the lowest-order expansion of the total potential energy $U(q)$ near a point $\bar{q} \in \Sigma$. First, let us consider the case where $\bar{q}$ is not a point of self stress, in which case all zero modes are tangent to $\Sigma$ and can be extended to smooth deformations of the mechanism that do not cost energy to any order. In such a situation, after setting $q \rightarrow \bar{q} + \delta q$, the potential energy of a single bar to $O(\|q\|^2)$ is the familiar Hookean potential

$$
\phi(\ell(\bar{q} + \delta q)) = \frac{1}{2} \phi''(\bar{\ell}) (\partial_1 \ell \delta q_1)^2 + O(\|q\|^3).
$$

(A) Above, the partial derivatives of $\ell(q)$ and the derivatives of $\phi(\ell)$ have been evaluated at $\bar{q} \in \Sigma$ and $\ell = \bar{\ell}$, respectively. The repeated indices are summed over as usual. Reintroducing the free index $i$, and noting that the stiffness $\kappa_i = \phi''(\ell_i)$ and $\partial_1 \ell_i \delta q_j = \partial_1 f_i \delta q_j = V f_i \cdot q$, the total energy becomes

$$
U = \sum_{i=1}^{m} \phi_i(\ell_i(q)) = \frac{1}{2} \sum_{i=1}^{m} \kappa_i (V f_i \cdot q)^2 = \frac{1}{2} q^T C \kappa q = \frac{1}{2} q^T D q.
$$

(S1) Now let us analyze the case where there are additional zero modes due to the presence of a self stress. Dropping the index $i$ again, we first expand the energy of a bar to $O(\|q\|^4)$ and find

$$
\begin{align*}
\phi(\ell(\bar{q} + \delta q)) &= \frac{1}{2} \phi''(\bar{\ell}) (\partial_1 \ell \delta q_1)^2 + \frac{1}{6} \phi'''(\bar{\ell}) (\partial_1 \ell \delta q_1)^3 + \frac{1}{2} \phi''(\bar{\ell})(\partial_1 \ell \delta q_1) (\partial_2 \partial_1 \ell \delta q_2) \\
&\quad + \frac{1}{24} \phi''''(\bar{\ell})(\partial_1 \ell \delta q_1)^4 + \frac{1}{4} \phi'''(\bar{\ell})(\partial_1 \ell \delta q_1)^2 (\partial_2 \partial_1 \ell \delta q_2) (\partial_3 \partial_1 \ell \delta q_3) \\
&\quad + \frac{1}{8} \phi''(\bar{\ell})(\partial_1 \delta q_1 \partial_2 \partial_1 \ell \delta q_2) (\partial_1 \ell \delta q_1)^2 + \frac{1}{6} \phi''(\bar{\ell})(\partial_1 \ell \delta q_1) (\partial_2 \partial_1 \ell \delta q_2) (\partial_3 \partial_1 \ell \delta m \ell \delta q_k \delta q_m) + O(\|q\|^5).
\end{align*}
$$

(S2)
As in the main text, the subspace of zero modes is $\ker C$ and its orthogonal compliment in $\mathbb{R}^n$ is $(\ker C)^\perp$ and we write $q = u + v$, with $u \in \ker C$ and $v \in (\ker C)^\perp$. First let us analyze the contribution of the zero mode $u$ to the energy. Since $u$ is a zero mode, we have $Cu = 0$. Now, as $\partial_j f$ is a row of $C$, this implies $\partial_j f u_j = 0$. Using this in Eq. (S1) we get

$$
\partial_j \ell u_j = \partial_j f u_j = 0, \\
\partial_j \partial_k \ell u_j u_k = \partial_j \partial_k f u_j u_k - \ell^{-2}(\partial_j f u_j)(\partial_k f u_k) = \partial_j \partial_k f u_j u_k.
$$

(S5)

Setting $v = 0$ in the series expansion [Eq. (S4)] and using the above simplifications, it is clear that the only nonvanishing contribution to the energy would come from the $O(||u||^4)$ term $\frac{1}{2}\phi''(\ell)(\partial_j f_j)(\partial_k f_k) = \frac{1}{2}\phi''(\ell)(\partial_j f_j)^2$. To understand how a fast mode $v$ contributes to the energy, we similarly set $u = 0$ in the energy expansion. Since $v$ belongs to the orthogonal compliment of the subspace of zero modes, by definition, $\partial_j f v_j = \partial_j f v_j \neq 0$. Hence, we see that the first nonvanishing contribution comes from the $O(||v||^2)$ term $\frac{1}{2}\phi''(\ell)(\partial_j f_j v_j) = \frac{1}{2}\phi''(\ell)(\partial_j f_j)^2$. This shows that the energy scales as $O(||u||^4) \sim O(||v||^2)$, i.e., zero and fast modes respectively make quartic- and harmonic-order contributions to the energy. Finally, we set $q = u + v$ in Eq. (S4), and find the energy of the $i$th bar to the lowest order in $u$ and $v$ as

$$
\phi_i = \frac{1}{2}\phi''(\ell_i)(\partial_j f_j v_j) + \frac{1}{2}\phi''(\ell_i)(\partial_j f_j v_j)(\partial_k f_k v_k) + \frac{1}{8}\phi''(\ell_i)(\partial_k f_k u_k u_k) + O(||u||^2 + ||v||^2)
$$

\[\phi_i = \frac{1}{2}\kappa_i \left[ \nabla f_i \cdot v + \frac{1}{2} u^T (\nabla \nabla f_i) u \right]^2. \quad \text{(S7)}
\]

Recognizing that $\frac{1}{2} u^T (\nabla \nabla f_i) u$ is the $i$th component of the column vector $w(u) \in \mathbb{R}^m$ defined in the main text, the total energy to the lowest order in $u$ and $v$ takes the form

$$
U = \sum_{i=1}^{m} \phi_i \approx \frac{1}{2} |Cv + w(u)|^T K |Cv + w(u)|. \quad \text{(S8)}
$$

This equation is a generalization of the energy of harmonic spring networks [12, 13] and colloidal clusters [3] that have zero modes, for an arbitrary number of zero modes and degrees of freedom, as well as a general interaction energy $\phi_i$ between the particles (i.e., the joints).

II. ASYMPOTIC EXPRESSIONS FOR THE MARGINAL PROBABILITY DENSITY

As we remarked in the main text, the presence of the delta function restricts the domain of integration in the marginal density $P_\xi$ [Eq. (2)] to the CV level set $\xi^{-1}(\xi) = \{q \in \mathbb{R}^n : \xi(q) = \xi\}$ [45]. Now, since the CV map is $\xi : \mathbb{R}^n \rightarrow \mathbb{R}^{n-m}$, the CV level set $\xi^{-1}(\xi)$ will be an $m$-dimensional manifold if $\nabla \xi$ has full rank in $\xi^{-1}(\xi)$. Then, the marginal density $P_\xi$ can be written as an exact $m$-dimensional surface integral over $\xi^{-1}(\xi)$ using the coarea formula [44, 45, 56, 64],

$$
P_\xi(\xi) = \int_{\xi^{-1}(\xi)} \frac{d\Omega(q)}{|\det \nabla \xi(\nabla \xi)^T|^{1/2}} I(q) \exp \left[ -\beta U(q) \right].
$$

(S9)
Here $d\Omega(q)$ is the surface measure on $\hat{\xi}^{-1}(\xi)$ and $\nabla \hat{\xi}$ is the $(n-m) \times n$ Jacobian matrix of $\hat{\xi}$ at $q$. Sometimes, Eq. (S9) is taken to be the definition of $P_\xi(\xi)$ instead of Eq. (2). This only makes sense when $\nabla \hat{\xi}$ has full rank in $\hat{\xi}^{-1}(\xi)$ so that the determinant $\det \nabla \hat{\xi}(\nabla \hat{\xi})^T$ does not vanish \cite{44}. Furthermore, although we have in mind an $(n-m)$-dimensional CV $\xi$ that can be used to parameterize the branches of the shape space $\Sigma$, we do not require a parameterization at hand to use Eq. (S9). For instance, in an origami the CV could be one of its fold angles, e.g., $\rho_1$ in Fig. 3, whose value can be directly computed from the coordinates of the origami. (The map that turns the coordinates $q$ into the fold angle is the CV map $\hat{\xi}(q)$ for the origami.) Hence, in theory, using this equation only requires knowledge of the energy $U(q)$, the Jacobian factor $I(q)$, and the CV map $\hat{\xi}$. Most importantly, Eq. (S9) makes no reference to the shape space $\Sigma$, or its branches, or whether or not it has singularities. However, in general, the CV level set $\hat{\xi}^{-1}(\xi)$ is bound to be a curved high-dimensional manifold. Hence, directly evaluating the integral in Eq. (S9) becomes cumbersome, and we have to resort to asymptotic methods to evaluate it.

It is clear from both Eqs. (2) and (S9) that in the large-$\beta$ limit, contributions to the marginal density would mainly come from the neighborhoods of the ground states in the CV level set $\hat{\xi}^{-1}(\xi)$ since the energy $U(q)$ vanishes at those points (see Fig. S1). Therefore, after asymptotically evaluating the integral in Eq. (2) in the neighborhood of each ground state (e.g., using Laplace’s method \cite{65}), we can then sum the results to find the asymptotic expression of the marginal density. In the following, to simplify the presentation, we will only consider cases where the CV level set contains just one ground state, which is either a regular point or a singularity of $\Sigma$. As we mentioned in the main text, more general cases can then be handled by using appropriate combinations of the results we derive.

### A. Regular values

We first consider the case where $\xi$ is a regular value of the CV, i.e., when the CV level set $\hat{\xi}^{-1}(\xi)$ contains only regular points of $\Sigma$. As we remarked previously, using Eq. (S9) to find the marginal density is difficult. Hence, we will use a Gaussian representation of the delta function to write the marginal density as \cite{45, 66}

$$P_\xi(\xi) = \lim_{a \to \infty} \left( \frac{a}{2\pi} \right)^{(n-m)/2} \int_{\mathbb{R}^n} dq \ I(q) \exp \left[ -\frac{1}{2} a \| \hat{\xi}(q) - \xi \|^2 - \beta U(q) \right],$$

(S10)

where $\| \cdot \|$ is the $(n-m)$-dimensional Euclidean norm. For $q \in \hat{\xi}^{-1}(\xi)$, the norm $\| \hat{\xi}(q) - \xi \|$ vanishes. Similarly, for $q \in \Sigma$, the energy $U(q)$ vanishes. This means that in the limit $a, \beta \to \infty$, contributions to the above integral would mainly come from the neighborhood of the ground state $\bar{q} = \Sigma \cap \hat{\xi}^{-1}(\xi)$. Hence, we can evaluate the above integral using Laplace’s method after expanding the two terms in the exponent of Eq. (S10) to the lowest order around $\bar{q}$. This gives us

$$P_\xi(\xi) \sim \lim_{a \to \infty} \left( \frac{a}{2\pi} \right)^{m/2} I(\bar{q}) \int_{\mathbb{R}^n} dq \ \exp \left\{ -\frac{1}{2} q^T (\nabla \hat{\xi})^T (\nabla \hat{\xi} + a^{-1} \beta D) q \right\},$$

(S11)

where $D$ is the dynamical matrix [see Eq. (S3)] and $\nabla \hat{\xi}$ is the Jacobian matrix of $\hat{\xi}$, both evaluated at $\bar{q}$. We have also rescaled $q \to a^{-1/2} q$ for convenience.

Considering evaluating the Gaussian integral in the above equation. Let us assume that the local parameterization of $\Sigma$ near $\bar{q}$ in terms of the CV is $\psi : \mathbb{R}^{n-m} \to \mathbb{R}^n$, which means that $\bar{q} = \psi(\xi)$. Now, the zero modes at $\bar{q}$ belong to the tangent space $T_{\bar{q}}\Sigma = \ker C$ by definition \cite{37}. This implies that the normal modes of the dynamical matrix, which are orthogonal to the zero modes, belong to the $m$-dimensional normal space $N_{\bar{q}}\Sigma = (\ker C)^\perp$. Since $T_{\bar{q}}\Sigma \oplus N_{\bar{q}}\Sigma = \mathbb{R}^n$, we can always write $q = u + v$ with $u \in T_{\bar{q}}\Sigma$ and $v \in N_{\bar{q}}\Sigma$, for any $q \in \mathbb{R}^n$ (see Fig. S1). As an orthonormal basis for

\footnote{Equation (S9) is the arbitrary-dimensional analogue of the RHS in $\int_\Omega dx f(x) \delta(g(x)) = \sum_i f(x_i)/|g'(x_i)|$, where $f$ and $g$ are scalar functions in $\mathbb{R}$, and $x_i$ are the roots of $g(x) = 0$. This is assuming $|g'(x_i)| \neq 0$, which is equivalent to the assumption that $\nabla \hat{\xi}$ has full rank in $\hat{\xi}^{-1}(\xi)$.}
$N_{\bar{q}}\Sigma$, choose the normal modes $b_1, b_2, \ldots, b_m \in \mathbb{R}^n$ and as the basis for $T_{\bar{q}}\Sigma$ choose the columns of the $n \times (n - m)$ Jacobian matrix $\nabla \psi(\xi)$.\(^2\) Therefore, we can write

$$q = u + v = (\nabla \psi)x + By,$$

where $B = [b_1 \ b_2 \ \cdots \ b_m]$ is the change-of-basis matrix for $N_{\bar{q}}\Sigma$. The vectors $x \in \mathbb{R}^{n-m}$ and $y \in \mathbb{R}^m$ represent the components of $u$ and $v$ in the chosen bases. Eq. (S12) suggests the coordinate change $q \to (x, y)$. The quadratic form in the integral of Eq. (S11) after such a coordinate change can be decomposed into blocks as

$$\frac{1}{2} \begin{pmatrix} x^T & y^T \end{pmatrix} \begin{pmatrix} (\nabla \psi)^T(\nabla \xi)^T \nabla \xi \nabla \psi & (\nabla \psi)^T(\nabla \xi)^T \nabla \xi B \ B^T(\nabla \xi)^T \nabla \xi B + a^{-1} \beta D^\perp \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix},$$

where $D^\perp$ is the diagonal matrix of the $m$ nonzero eigenvalues of $D$. Our assumption is that $\psi(\xi)$ is a valid parameterization of $\Sigma$ that is compatible with the CV map $\hat{\xi}$, i.e., $\bar{q} = \psi(\xi)$ and $\hat{\xi}(\bar{q}) = \hat{\xi}$, which means that

$$\hat{\xi} \circ \psi(\xi) = \xi.$$

Taking derivatives with respect to $\xi$ on both sides of the above equation we see that

$$\nabla \hat{\xi}(\bar{q}) \nabla \psi(\xi) = I_{n-m},$$

where $I_{n-m}$ is the $(n-m) \times (n-m)$ identity matrix. Using this, the $n \times n$ block matrix in Eq. (S13) can be written as

$$\begin{pmatrix} I_{n-m} & \nabla \hat{\xi} B \\ B^T(\nabla \xi)^T \nabla \xi B + a^{-1} \beta D^\perp \end{pmatrix}.$$

Since $I_{n-m}$ is trivially invertible, the determinant of the above matrix is

$$\det I_{n-m} \det \left[ B^T(\nabla \xi)^T \nabla \xi B + a^{-1} \beta D^\perp - B^T(\nabla \xi)^T I_{n-m} \nabla \xi B \right] = a^{-m} \beta^m \det D^\perp.$$

Under the coordinate change $q \to (x, y)$, the volume element $d\bar{q}$ in the integral in Eq. (S11) acquires the factor $\sqrt{|\det J^T J|}$, where $J$ is the Jacobian of the transformation. The matrix $J^T J$ can be readily cast into blocks as

$$J^T J = \begin{pmatrix} (\nabla \psi)^T \nabla \psi & 0 \\ 0 & B^T B \end{pmatrix} = \begin{pmatrix} (\nabla \psi)^T \nabla \psi & 0 \\ 0 & I_m \end{pmatrix}.$$

\(^2\) The normal modes need not be orthonormal if there is degeneracy in the normal frequencies. But in such a situation, one can still pick a set of orthonormal vectors within the subspace spanned by degenerate normal modes. With some extra steps, the derivation can also be made to work for an arbitrary basis of $N_{\bar{q}}\Sigma$ as well.
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\[
\hat{\xi}^{-1}(\xi) \sim (\nabla \hat{\xi})^{-1}(\xi - \xi^*)
\]

FIG. S2. Cartoon illustrating the geometry of the branches and the level set \((\nabla \hat{\xi})^{-1}(\xi - \xi^*)\) of the linearized CV map near the singularity, which is at \(\hat{q}^*\). The two ground-state configurations in the CV level set are indicated by the intersection points of the branches with \((\nabla \hat{\xi})^{-1}(\xi - \xi^*)\). As \(\xi \to \xi^*\), these ground states get infinitesimally close to each other and the mechanism becomes soft. The vector \(u \in \text{ker } C\) and the vector \(v \in (\text{ker } C)^\perp\). Also indicated is a tangent vector \(t\) to a branch at the singularity. Here there is only one state of self stress and the delta function restricts the integral in Eq. (S24) to the line \(\Xi_\xi\) formed by the intersection of \((\nabla \hat{\xi})^{-1}(\xi - \xi^*)\) and ker \(C\).

Here \((\nabla \psi)^T \nabla \psi\) is the metric induced by the embedding \(\xi \to \psi(\xi)\) and since the normal modes are orthonormal vectors, \(B^T B = I_m\). Also, the off-diagonal blocks vanish since they involve inner products of the basis vectors of \(T_{\hat{q}} \Sigma\) and \(N_{\hat{q}} \Sigma\), which are orthogonal complements of each other. This gives \(\sqrt{|\det J^T J|} = \sqrt{|\det (\nabla \psi)^T \nabla \psi|}\), which together with Eq. (S17) lets us evaluate the Gaussian integral in Eq. (S11) and write

\[
P_\xi(\xi) \sim I(\xi) \left(\frac{2\pi}{\beta}\right)^{m/2} \left|\frac{\det [\nabla \psi(\xi)]^T \nabla \psi(\xi)}{\det D^+(\xi)}\right|^{1/2}, \tag{S19}
\]

which completes the derivation of Eq. (3). The form of the above equation suggests that the nonzero eigenvalues of \(D\) can be naturally interpreted as being inversely proportional to the effective widths of the fluctuations along the \(m\) dimensions perpendicular to \(\Sigma\).

### B. Singular values

Equation (3) breaks down as we approach a singularity along \(\Sigma\) since the lowest \(s\) nonzero eigenvalues of \(D\) become very small and tend to zero, and we need an alternative method to find the marginal densities. At a singular point of \(\Sigma\) with \(s\) self stresses, the number of zero modes increases by \(s\), which means that now there are only \(m - s\) normal modes. A cartoon of the situation is depicted in Fig. S2, which shows two branches of a one-dimensional shape space \(\Sigma\) intersecting at a singularity \(\hat{q}^*\), where the CV has the value \(\xi^*\). Because of the additional self stress, the subspace of zero modes \(\text{ker } C\) is now a plane, which is tangent to both the branches at the singularity.

How should one proceed in such a situation? At first glance, one might think that all that is required is to replace the harmonic energy in the previous derivation with the quartic energy expansion [Eq. (4)]. This cannot be correct as Eq. (4) is only valid when the expansion is around the singularity, and our goal here is to find \(P_\xi(\xi)\) not just for the singular CV value \(\xi^*\), but for all \(\xi \to \xi^*\). When \(\xi\) is close to \(\xi^*\), the ground-state configurations in \(\hat{\xi}^{-1}(\xi)\) are all regular points of \(\Sigma\) that do not have any singular zero modes. However, at these configurations, the mechanism also
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becomes very soft in certain directions due to the presence of the nearby singularity, causing the harmonic approximation to break down. A possible strategy could then be to expand the energy to both harmonic and quartic order along these special soft modes, i.e., those that will ultimately become a zero mode at the singularity as we move along $\Sigma$. Apart from the complexity of such an expansion, this raises another issue: how should one perform Laplace asymptotics around the ground states in $\hat{\xi}^{-1}(\xi)$? When $\xi$ is close to $\xi^*$, the ground states in $\hat{\xi}^{-1}(\xi)$ get infinitesimally close to each other, as do the branches (see Fig. S2). Hence, on doing Laplace asymptotics around each of these ground states and on extending the integration domain to infinity, we would be adding contributions to the marginal density from the same region more than once. In this sense, the contributions from the branches are not separable in the vicinity of the singularity.

From the above discussion, it should be evident that the approach we used in deriving the harmonic marginal density [Eq. (3)] will not work for finding an asymptotic expression for $P_\xi(\xi)$ for $\xi \to \xi^*$. The only possibility then is to rely on Eq. (59), which expresses $P_\xi(\xi)$ as an exact integral over the CV level set $\hat{\xi}^{-1}(\xi)$. Note again that Eq. (59) makes no reference to the shape space $\Sigma$ as such, enabling us to side step the issues described above. This however, comes at the expense of having to do a higher-dimensional integral over $\hat{\xi}^{-1}(\xi)$. The next strategy is to make physically valid assumptions that can be used to dimensionally reduce this integral.

The first such assumption made in the main text was that the CV map can be approximated by its Taylor expansion $\hat{\xi} = \xi^* + (\nabla \hat{\xi}) q + O(|q|^2)$ around the singularity $q^*$ for points close to $q^*$. This linearizes the CV map and turns its level sets $(\nabla \hat{\xi})^{-1}(\xi - \xi^*) = \{ u \in \mathbb{R}^n : \xi^* + (\nabla \hat{\xi}) u = \xi \}$ near the singularity into hyperplanes (see Fig. S2). Since this hyperplane is considerably easier to parameterize in comparison to the actual CV level set $\hat{\xi}^{-1}(\xi)$, this makes the evaluation of $P_\xi(\xi)$ as a surface integral using Eq. (59) less difficult. The second assumption is that the fast modes $v \in (\ker C)^{\perp}$ are such that they do not change the value of the CV to linear order at the singularity, i.e., $(\nabla \hat{\xi}) v = 0$. This enables us to write $q = u + v$, with $u \in \ker C$ and $v \in (\ker C)^{\perp}$, and use the lowest-order approximation of the energy near the singularity [Eq. (4)] to get

$$P_\xi(\xi) = \int dq \, I(q) \, \delta(\hat{\xi}(q) - \xi) \exp\left\{-\beta U(q)\right\}$$

$$\sim I(\xi^*) \int_{\ker C} du \, \delta(\nabla \hat{\xi} u - (\xi - \xi^*)) \int_{(\ker C)^{\perp}} dv \, \exp\left\{-\frac{1}{2} \beta \kappa [C v + w(u)]^T [C v + w(u)]\right\}, \quad (S20)$$

where we have used $(\nabla \hat{\xi})(u + v) = (\nabla \hat{\xi}) u$. As we can see from the above equation, the second assumption has allowed us to separate the contributions to $P_\xi(\xi)$ from the fast vibrational modes in $(\ker C)^{\perp}$ and the zero modes in $\ker C$. As before, we choose the $m - s$ normal modes as the basis for $(\ker C)^{\perp}$ and write $v = B y$, with $B$ being the change-of-basis matrix and $y \in \mathbb{R}^{m-s}$ representing the components of $v$ in the chosen basis. This turns the integral over $(\ker C)^{\perp}$ into an $(m-s)$-dimensional Gaussian integral over $y$, which after a straightforward integration yields

$$P_\xi(\xi) \sim I(\xi^*) \int_{\ker C} du \, \delta(\nabla \hat{\xi} u - (\xi - \xi^*)) \int_{\mathbb{R}^{m-s}} dy \, \exp\left\{-\frac{1}{2} \beta \kappa [C B y + w(u)]^T [C B y + w(u)]\right\}$$

$$= \frac{I(\xi^*)}{|\det D^\perp|^{1/2}} \left(\frac{2\pi}{\beta}\right)^{(m-s)/2} \int_{\ker C} du \, \delta(\nabla \hat{\xi} u - (\xi - \xi^*)) \exp\left\{-\frac{1}{2} \beta \kappa w(u)^T \Pi w(u)\right\} \quad (S21)$$

where $D^\perp$ is the diagonal matrix of the $m - s$ nonzero eigenvalues of $D$ at the singularity and

$$\Pi = I_{m} - CB(B^T C^T)CB^{-1}B^T C^T \quad (S22)$$

is a projection operator that projects $w(u)$ to the cokernel of $CB$ (i.e., to $\ker B^T C^T$). Note that this operator would trivially have been the identity matrix if it were not for the cross term $w(u)^T K C v$ in the energy expansion [Eq. (4)] that couples the fast modes and the zero modes. Since the

3 The Jacobian factor introduced by the transformation $q \to (u, v)$ is unity if we pick orthonormal bases for $\ker C$ and $(\ker C)^{\perp}$.
the cokernel of $\text{CB}$ is identical to the cokernel of $C$, it is spanned by an orthonormal basis of self stresses $\sigma$, and one can write the action of $\Pi$ on $w(u)$ as

$$\Pi w(u) = \sum_\sigma \sigma \cdot w(u).$$  \hfill (S23)

Using this in Eq. (S21) and after a straightforward application of the coarea formula [Eq. (S9)] we find to the lowest order, for $\xi \to \xi^*$,

$$P_\xi(\xi) \sim \frac{I(\xi^*)}{|\det D^\perp|^{1/2}} \left(\frac{2\pi}{\beta}\right)^{(m-s)/2} \int_{\ker C} \frac{du}{\exp \left(\left\langle \nabla \xi, u - (\xi - \xi^*) \right\rangle \right)} \exp \left\{ -\frac{1}{2} \beta \kappa \sum_\sigma \sigma \cdot w(u)^2 \right\}.$$

(S24)

Above, the integration domain $\Xi_\xi = (\nabla \xi)^{-1}(\xi - \xi^*) \cap \ker C$, is a hyperplane of $(n-m+s)-(n-m) = s$ dimensions and $d\Omega(u)$ is the surface measure on $\Xi_\xi$. After choosing a convenient parameterization for $\Xi_\xi$ in terms of the components of $u$ in some basis of $\ker C$, Eq. (S24) becomes an $s$-dimensional integral involving the exponential of a quartic polynomial, which should converge if $\sum_\sigma \sigma \cdot w(u)^2$ does not identically vanish in some region of $\Xi_\xi$ that extends to infinity (see below for an extended discussion on this). This completes the derivation of Eq. (5). In deriving Eq. (5), unlike in the derivation of Eq. (3), we have not looked at contributions to $P_\xi(\xi)$ from the ground states on each branch of $\Sigma$ individually. Hence, Eq. (5) represents the collective contribution to the marginal density from all the branches that intersect to form the singularity at $q^*$.

1. Convergence of the integral in Eq. (5)

Before discussing the conditions that are required for the integral in Eq. (5) to converge, we digress slightly and discuss second-order rigidity, a frequently invoked notion in rigidity theory [67, 68]. In the notation that we have been using, a bar-joint framework is considered to be second-order rigid if there are no vector pairs $(u, v)$ with $u \in \ker C$ and $v \in (\ker C)^\perp$ such that

$$Cv + w(u) = 0.$$

(S25)

For a singular configuration of the framework that supports nonzero self stresses $\sigma$, second-order rigidity is equivalent to saying that there is no zero mode $u \in \ker C$ such that

$$\sigma \cdot w(u) = 0,$$

(S26)

for all $\sigma \in \ker C^\perp$. A well-known result is that a bar-joint framework is rigid to all orders if it is second-order rigid [68].

Clearly, a mechanism is not rigid (to any order) by definition and all tangents to the branches of the shape space $\Sigma$ at a singularity $q^*$ satisfy Eq. (S26). Even though one can speak of tangent vectors to the branches of $\Sigma$ at $q^*$, the shape space $\Sigma$ itself ceases to be a smooth manifold at $q^*$. Hence, there is no well-defined tangent space at $q^*$ and it is common practice to consider instead the solution space of Eq. (S26),

$$\mathcal{T} = \left\{ t \in \ker C : \sigma \cdot w(t) = 0 \text{ for all } \sigma \in \ker C^\perp \right\},$$

(S27)

which is the set of zero modes that preserve the constraints to second-order [28]. For this reason, $\mathcal{T}$ is often called the second-order tangent cone.\(^5\) Even though the tangents to the branches of

---

\(^4\) Note that this equation is nothing but the Taylor expansion of the constraint map $f$ to the lowest order in $u$ and $v$.

\(^5\) See, e.g., Corollary 5.2.2 of Ref. [69] or Corollaries 4.15–4.17 of Ref. [69].

\(^6\) See, e.g., Section 4.2 of Ref. [70]; also see the related discussions in Refs. [39, 40, 42]. Tangent cones themselves were originally introduced by Whitney [71] to study tangents to analytic varieties.
Σ belong to T, in general, there could be vectors in T that are not tangents. In such situations, the tangents cannot be resolved by considering the second-order tangent cone alone and higher-order analysis is necessary [39, 42]. To simplify things, from here on we assume that the tangents can be resolved at second order, i.e., every element of T is a tangent to the branches of the shape space Σ at the singularity. For instance, in the cartoon in Fig. S2, T would be the union of the two tangents at the singularity.

Now, the integral that defines P_ξ(ξ) also includes a delta function δ(ξ(q) − ξ). After linearizing the CV map ˜ξ around the singularity and integrating out the fast modes, the domain of integration in Eq. (5) becomes the hyperplane Ξ_ξ = ker C ∩ (V ˜ξ)^−1(ξ − ξ*). At a singularity with s stress fields σ_1, σ_2, ..., σ_s, consider the map g : ker C → R^{n−m+s} defined by g(u) = (V ˜ξu − (ξ − ξ*), σ_1 · w(u), σ_2 · w(u), ..., σ_s · w(u)). In a basis of ker C, the equation g(u) = 0 defines an exactly determined system of equations in n − m + s unknowns, whose solutions (if they exist) are tangents that belong to Ξ_ξ. If this equation has isolated roots, then the term ∑_σ |σ · w(u)|^2 in the exponential of Eq. (5) is zero only for a discrete set of tangent vectors in Ξ_ξ and is positive everywhere else, making the integral convergent. (In Fig. S2, this discrete set is composed of the tangents to the two branches, which when extended intersect the line Ξ_ξ, which is the domain of integration.) A necessary condition for the equation g(u) = 0 to have isolated roots in Ξ_ξ is that (V ˜ξ)t ≠ 0 for all t ∈ T. Given how g(u) is a system of n − m linear and s quadratic equations, a stronger general condition that ensures this eludes us at present. On the other hand, if there is a tangent t such that (V ˜ξ)t = 0, the integral diverges. Such cases are pathological and indicate a poor CV choice. After all, if t is a tangent to Σ, then it is a slow mode that corresponds to a shape change in the mechanism, and one would definitely want the value of the CV to change along it.

To conclude, the convergence of Eq. (5) relies on the term ∑_σ |σ · w(u)|^2 in the exponential vanishing only for a finite number of isolated points in the integration domain Ξ_ξ. Two necessary conditions required for this are: (i) tangents to the branches of the shape space at the singularity can be resolved at second order and form the solution space T of Eq. (S26), and (ii) the CV map is such that (V ˜ξ)t ≠ 0 for all t ∈ T.

2. Scaling of the marginal density

To see how the marginal density P_ξ(ξ*) at a singular value ξ* scales with β and κ, we first choose a basis for ker C so that u = Ax, where x ∈ R^{n−m+s} represents the components of u in the chosen basis and A is the associated change-of-basis matrix. Now, the s-dimensional hyperplane Ξ_ξ formed by the intersection of the linearized CV level set and ker C is defined by V ˜ξAx = 0, which is a set of n − m homogeneous linear equations in n − m + s variables. Without loss of generality, let us assume that we can solve these equations to obtain the last n − m components of x in terms of its first s components ˜x = (x_1, x_2, ..., x_s). This enables us to parameterize the hyperplane Ξ_ξ using ˜x. As each component of the vector w(u) is a quadratic form in x, after the elimination step, the term ∑_σ |σ · w(u)|^2 in the exponential of Eq. (5) becomes a homogeneous quartic polynomial ˜U(˜x). A rescaling of the components ˜x → (βκ)^{-1/4} ˜x changes the surface measure from dΩ(˜x) → (βκ)^{-1/4}dΩ(˜x) and turns ˜U(˜x) → (βκ)^{-1} ˜U(˜x), yielding

P_ξ(ξ*(ξ)) ~ \left[ k^{s/2} \det D^{1/2} \det V ˜ξ(V ˜ξ)^{-1} \right]^{1/2} \int_{Ξ_ξ} dΩ(˜x) exp \left[ -\frac{1}{2} ˜U(˜x) \right]. (S28)

Clearly, the above integral is purely geometric in nature and all β dependence has been extracted. Finally, noting that det D^1/2 ~ k^{n−m+s} we see that the marginal density P_ξ(ξ*) ~ (βκ)^{-m/2+s/4}. It should be emphasized that we can only do this analysis for ξ = ξ*. For other values of ξ close to ξ*, the hyperplane Ξ_ξ is defined by the inhomogeneous equation V ˜ξAx = ξ − ξ*, which makes ˜U(˜x) a similarly inhomogeneous quartic polynomial, making a rescaling argument impossible.

The marginal density for regular values of the CV, which scales like P_ξ(ξ) ~ (βκ)^{-m/2} [Eq. (3)], is always subdominant to the marginal density at a singular value ξ*, which scales like P_ξ(ξ*) ~
(βκ)^{−m/2+s/4} for s > 0. Hence, we see that the softening of the mechanism at a singularity causes an energetic free-energy barrier to develop between regular and singular values of the CV, with a temperature/stiffness dependence ∼ ln βκ. In comparison, the free-energy barriers between singular values of the CV are independent of β and κ, and depend only on geometric parameters if the corresponding configurations have the same number of self stresses s. Although this might lead us to conclude that such barriers are entropic in origin, note that there would be energetic barriers along most realizable transition paths separating these configurations.

The stark difference in the asymptotic scaling of \( P_ξ(ξ) \) at a singular value \( ξ = ξ^* \) and for values farther from it shows that the true scaling and behavior of \( P_ξ(ξ) \) for intermediate values of ξ is nontrivial. A natural question is then: for what values of ξ would the harmonic and quartic approximations capture the true behavior of \( P_ξ(ξ) \)? Equation (3), derived using the harmonic approximation and a direct application of Laplace’s method, is only accurate so long as the lowest nonzero eigenvalue \( ω_{\min}(ξ) \) of the dynamical matrix D is such that \( βω_{\min}(ξ) \) is very large. This is also what causes it to break down as we approach a singularity, near which \( ω_{\min}(ξ) \) monotonically decreases to zero as \( ξ \to ξ^* \). This also implies that as β becomes larger, the harmonic approximation starts capturing the true behavior of the marginal density for a larger range of ξ values. For very large β, the range of validity of the quartic approximation is also bound to increase as the errors in the approximation become small. This means that, for large β, we expect to see some amount of overlap in the marginal density estimates using Eqs. (3) and (5) as evidenced by the free-energy curves in Figs. 2 and 3(c). We expect the exact nature of the overlap to be problem specific with a strong dependence on β and we leave a more thorough analysis for future work.

### III. PLANAR FOUR-BAR LINKAGE

#### A. Body frame

Rigid motions can be integrated out by transforming to a local Cartesian coordinate system (body frame) attached to the four-bar linkage with joint 1 at the origin and bar 1–2 lying along the horizontal axis as shown in Fig. S3. Let \((r_{11}, r_{12})\), \(i = 1, 2, 3, 4\) be the coordinates of the four joints in the lab frame. The configuration vector \(q = (q_1, q_2, \ldots, q_5)\). Also, two translational coordinates \(x_1, x_2\) specify the position of joint 1, and an orientational coordinate \(η\), which is the angle between the horizontal axes of the lab and body frames, gives the overall rotation of the linkage. The explicit coordinate transformation \(r \to (x_1, x_2, η, q)\) is given by

\[
\begin{align*}
(f_{11})_{12} &= \frac{x_1}{x_2}, & \left(\begin{array}{c}
r_{21} \\
 r_{22}
\end{array}\right) &= \left(\begin{array}{c}
x_1 \\
 x_2
\end{array}\right) + R(η) \left(\begin{array}{c}
q_1 \\
 0
\end{array}\right), \\
(f_{31})_{32} &= \frac{x_1}{x_2} + R(η) \left(\begin{array}{c}
q_2 \\
 q_3
\end{array}\right), & \left(\begin{array}{c}
r_{41} \\
 r_{42}
\end{array}\right) &= \left(\begin{array}{c}
x_1 \\
 x_2
\end{array}\right) + R(η) \left(\begin{array}{c}
q_4 \\
 q_5
\end{array}\right).
\end{align*}
\]

(S29)

Here \(R(η)\) is the rotation matrix in \(R^2\). Dropping the constant factor that one gets after integrating over \(x_1, x_2,\) and \(η\), the overall Jacobian factor involved in the transformation given by Eq. (S29) is

\[
I(q) = |q_1|.
\]

(S30)

---

7 For one-dimensional shape spaces, using Rayleigh–Schrödinger perturbation theory [72] and considering the dynamical matrix at the singularity as the “unperturbed Hamiltonian”, it can be shown that \(ω_{\min}(ξ - ξ^*)^2\) for \(ξ \to ξ^*\).
which is what we intended to find. We can express a point $\bar{x}$ on these two curves readily computed as

$$\lambda a + a(\cos \theta_2 - \cos \theta_1)j^2 + (a \sin \theta_2 - a \sin \theta_1)j^2 = \lambda^2 a^2.$$  

(S31)

Assuming that the aspect ratio $\lambda \neq 1$, this equation can be simplified and factorized in two different ways to get

$$[\cos \theta_2 - \cos \theta_1] \left[ \cos \theta_2 - \frac{(1 + \lambda^2) \cos \theta_1 - 2 \lambda}{1 - 2 \lambda \cos \theta_1 + \lambda^2} \right] = 0,$$

(S32a)

$$[\sin \theta_2 - \sin \theta_1] \left[ \sin \theta_2 - \frac{(1 - \lambda^2) \sin \theta_1}{1 - 2 \lambda \cos \theta_1 + \lambda^2} \right] = 0.$$  

(S32b)

The solutions to the above equations tell us the relationship between the input angle $\theta_1$ and the output angle $\theta_2$ on the two branches, e.g., on the parallel branch

$$\cos \theta_2 = \cos \theta_1, \quad \sin \theta_2 = \sin \theta_1;$$

(S33)

and on the twisted branch

$$\cos \theta_2 = \frac{(1 + \lambda^2) \cos \theta_1 - 2 \lambda}{1 - 2 \lambda \cos \theta_1 + \lambda^2}, \quad \sin \theta_2 = \frac{(1 - \lambda^2) \sin \theta_1}{1 - 2 \lambda \cos \theta_1 + \lambda^2},$$

(S34)

which is what we intended to find. We can express a point $\vec{q}$ in the shape space $\Sigma \subset \mathbb{R}^5$ of the four-bar linkage in terms of the angles $\theta_1$ and $\theta_2$ as $\vec{q} = [\lambda a, a(\lambda + \cos \theta_2), a \sin \theta_2, a \cos \theta_1, a \sin \theta_1]$. Using Eqs. (S33) and (S34) we find two parameterizations for $\Sigma$, namely $\psi_+ : \mathbb{R} \to \mathbb{R}^5$ (parallel branch) and $\psi_- : \mathbb{R} \to \mathbb{R}^5$ (twisted branch), defined by

$$\psi_+(\theta_1) = [\lambda a, a(\lambda + \cos \theta_1), a \sin \theta_1, a \cos \theta_1, a \sin \theta_1],$$

(S35a)

$$\psi_-(\theta_1) = \left[ \lambda a, a(\lambda + \cos \theta_1 - 1), a(1 - \lambda^2) \sin \theta_1, a \cos \theta_1, a \sin \theta_1 \right].$$

(S35b)

The above equations define two curves in $\mathbb{R}^5$ parameterized by the angle $\theta_1$. The induced metric on these two curves can be readily computed as

$$\langle \nabla \psi_+ \rangle_{\psi_+} \langle \nabla \psi_+ \rangle_{\partial \psi_+/\partial \theta_1} = 2a^2,$$

(S36a)

$$\langle \nabla \psi_- \rangle_{\psi_-} \langle \nabla \psi_- \rangle_{\partial \psi_-/\partial \theta_1} = \frac{2a^2(1 - 2\lambda(1 - \lambda \cos \theta_1 + \lambda^2) \cos \theta_1 + \lambda^4)}{(1 - 2\lambda \cos \theta_1 + \lambda^2)^2}.$$  

(S36b)
C. Marginal probability densities

1. Regular values

Now that we have explicit parameterizations of the two branches of the four-bar linkage in terms of the CV $\theta_1$, we can find the marginal density $P_{\theta_1}(\theta_1)$ at regular values of $\theta_1$, far from the singular values, i.e., for $0 \ll |\theta_1| \ll \pi$. Note that for each value of $\theta_1$, there are two ground states—one on the parallel branch and one on the twisted branch. This means that we need to separately find the contributions of these ground states using Eq. (3) and then add them together to obtain $P_{\theta_1}(\theta_1)$.

Starting with constraint function $f : \mathbb{R}^5 \to \mathbb{R}^4$ in the body frame to be

$$f(q) = \left[ \frac{q_2^2 - \lambda^2 a^2}{2 \lambda a}, \frac{(q_2 - q_1)^2 + q_3^2 - a^2}{2 a}, \frac{(q_4 - q_2)^2 + (q_5 - q_3)^2 - \lambda^2 a^2}{2 \lambda a}, \frac{q_2^2 + q_3^2 - a^2}{2 a} \right], \quad (S37)$$

and the compatibility matrix $C$ to be

$$C = \nabla f = a^{-1} \left( \begin{array}{ccccc} \lambda^{-1} q_1 & 0 & 0 & 0 & 0 \\ (q_1 - q_2) & q_2 - q_1 & q_3 & 0 & 0 \\ 0 & \lambda^{-1}(q_2 - q_4) & \lambda^{-1}(q_3 - q_5) & \lambda^{-1}(q_4 - q_2) & \lambda^{-1}(q_5 - q_3) \\ 0 & 0 & 0 & q_4 & q_5 \end{array} \right), \quad (S38)$$

At regular points $C$ has full rank, which implies that the dynamical matrix $D = C^TKC$ and the matrix $KC^T$ have the same nonzero eigenvalues. This gives $\det D = \det KC^T = \kappa^4 \det CC^T$. Inserting the parameterizations from Eqs. (S35a) and (S35b) into the compatibility matrix we compute $\det D$ along the two branches as

$$\det D_+ = 2\kappa^4 \sin^2 \theta_1, \quad (S39a)$$

$$\det D_- = \frac{2\kappa^4 \sin^2 \theta_1 |1 - 2\lambda(1 - \lambda \cos \theta_1 + \lambda^2)\cos \theta_1 + \lambda^4|}{(1 - 2\lambda \cos \theta_1 + \lambda^2)^2}. \quad (S39b)$$

The asymptotic marginal density is then

$$P_{\theta_1}(\theta_1) \sim I(\theta_1) \left( \frac{2\pi}{\beta} \right)^2 \left[ \frac{|\det (\nabla \psi) \nabla \psi|^{1/2}}{|\det D_+|} + \frac{|\det (\nabla \psi) \nabla \psi|^{1/2}}{|\det D_-|} \right] \quad (S40)$$

$$= 2\lambda a^2 \left( \frac{2\pi}{\beta \kappa} \right)^2 |\sin \theta_1|^{-1},$$

where we have used $I(\theta_1) = |q_1| = \lambda a$ [Eq. (S30)] and the expressions for the induced metrics [Eqs. (S36a) and (S36b)] computed earlier.

2. Singular values

The four-bar linkage has shape-space singularities at $\theta_1 = 0$ and $\theta_1 = \pm \pi$ corresponding to configurations where the bars are collinear. Let us first look at the singularity at $\theta_1 = 0$, where the configuration vector $\hat{q}^* = [\lambda a, a(\lambda + 1), 0, a, 0]$. The compatibility and dynamical matrices at this point are

$$C = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{pmatrix} \quad \text{and} \quad D = C^TKC = \kappa \begin{pmatrix} 2 & -1 & 0 & 0 & 0 \\ -1 & 2 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & -1 & 0 & 2 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \quad (S41)$$
The dynamical matrix has non-zero eigenvalues \((2 + \sqrt{2})\kappa, 2\kappa, \) and \((2 - \sqrt{2})\kappa\), which gives \(\det D^+ = 4\kappa^3\). Also, the Hessian matrices of the four constraint functions \(f_i\) at the singularity are

\[
\nabla^2 f_1 = (\lambda a)^{-1} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad \nabla^2 f_2 = a^{-1} \begin{pmatrix} 1 & -1 & 0 & 0 & 0 \\ -1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \\
\nabla^2 f_3 = (\lambda a)^{-1} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & -1 & 0 \\ 0 & 0 & 1 & 0 & -1 \\ -1 & 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{pmatrix}, \quad \nabla^2 f_4 = a^{-1} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}.
\]

(S42)

As we remarked in the main text and in Section II B, when using Eq. (5) to find the marginal density \(P_{\theta_1}(\theta_1)\), we will not make use of the parameterizations we derived earlier [Eqs. (S35a) and (S35b)]. Instead, we need to first linearize the CV map at the singularity. Since the CV we have chosen for the four-bar linkage is the angle \(\theta_1\), the CV map that computes \(\theta_1\) from the configuration vector \(q\) is \(\theta_1(q) = \arctan^{-1}(q_5/q_4)\). This map has the Jacobian \(\nabla \theta_1 = (0, 0, 0, 0, a^{-1})\) at the singularity. Direct inspection reveals that \((\nabla \theta_1)v = 0\) for all fast modes \(v \in (\ker C)^\perp\), justifying the usage of Eq. (5) to find \(P_{\theta_1}(\theta_1)\) when \(\theta_1 \to 0\). This would not have been the case if, for instance, we had chosen the coordinate \(q_4\) of joint 4 of the four-bar linkage (see Fig. S3), as our CV. In such a case \(\nabla q_4 = (0, 0, 1, 0)\) and the fast modes, all of which are along the collinear bars with a non-zero fourth component, do not satisfy \((\nabla q_4)v = 0\). Incidentally, in this case, the tangent vectors \(t\) at the singularity are such that \((\nabla q_4)\hat{t} = 0\), which also makes \(q_4\) a poor choice as the CV since it does not capture the slow modes along \(t\). Continuing with \(\theta_1\) as our CV, to evaluate the integral in Eq. (5), we choose the vector \(u \in \ker C\) to be \(u = (0, 0, q_3, 0, q_5)\), so that the vector \(w(u)\) is

\[
w(u) = \begin{pmatrix} u^T \nabla f_1 u, & u^T \nabla f_2 u, & u^T \nabla f_3 u, & u^T \nabla f_4 u \end{pmatrix} = \begin{pmatrix} 0, q_3^2/(2a), (q_3 - q_5)^2/(2\lambda a), q_5^2/(2a) \end{pmatrix}.
\]

(S43)

There is only one self stress \(\sigma \in \ker C^\perp\) at the singularity, and it is \(\sigma = (-1/2, -1/2, 1/2, 1/2)\). Using this in Eq. (5) along with \((\nabla \theta_1)u = a^{-1} q_5\) and the fact that \(\det D^+ = 4\kappa^3\), we get

\[
P_{\theta_1}(\theta_1) \sim \frac{\lambda a}{2} \left(\frac{2\pi}{\beta \kappa}\right)^{3/2} \int_{-\infty}^{\infty} dq_3 \, dq_5 \, \frac{\delta(a^{-1} q_5 - \theta_1)}{
\exp \left\{ -\frac{\beta \kappa}{32\lambda^2 a^2} \left[ q_3 - q_5 \right]^2 \left[ (\lambda - 1) q_3 + (\lambda + 1) q_5 \right]^2 \right\} \right)} \]

(S44)

At this point, it is useful to revisit the convergence criteria for Eq. (5), i.e., the requirement that the term \(\sum (\sigma \cdot w(u))^2\) in the exponential of Eq. (5) must only have isolated zeros. In the above equation, this term is \(|q_3 - a\theta_1|^2 |(\lambda - 1) q_3 + (\lambda + 1) a\theta_1|^2 / (16\lambda^2 a^2)\), which has isolated zeros \(q_3 = a\theta_1\) and \(q_3 = (1 + \lambda) a\theta_1 / (1 - \lambda)\), consistent with the convergence requirement.

\footnote{To be more rigorous, we should be using the two-argument variant of the inverse tangent, sometimes denoted as \(\arctan2(q_5, q_4)\) in numerical software, so that \(\theta_1\) is in \([-\pi, \pi]\) instead of \((-\pi/2, \pi/2)\). This is not an issue for the linearization since \(\theta_1\) is small.}

\footnote{From the argument of the Dirac delta function, we see that the “hyperplane” \(z = -\beta \kappa \) in Eq. (5) is just the line along \(q_5 = a\theta_1\) in the \(q_3-q_5\) plane.}
To evaluate the integral in Eq. (S44), we symmetrize the expression in the exponential by changing variables \( q_3 \rightarrow q_3 - (\lambda - 1)^{-1} a \theta_1 \), which yields

\[
\mathcal{P}_{\hat{\theta}_1}(\theta_1) \sim \frac{\lambda a^2}{2(\beta \kappa)} \left( \frac{2\pi}{\beta \kappa} \right)^{3/2} \int_{-\infty}^{\infty} dq_3 \exp \left\{ -\frac{\beta \kappa (\lambda - 1)^2}{32 \lambda^2 a^2} \left[ q_3^2 - \frac{\lambda^2 a^2 \theta_1^2}{(\lambda - 1)^2} \right] \right\}
\]

\[
= \frac{\lambda a^2}{(\beta \kappa)^{3/2}} \frac{2\pi \lambda a}{\sqrt{|\lambda - 1|}} \int_{0}^{\infty} dx x^{-1/2} \exp \left\{ -\frac{1}{2} x^2 + \frac{\sqrt{\beta \kappa \lambda a \theta_1^2}}{4|\lambda - 1|} \right\} \quad \text{(S45)}
\]

where \( D_{-1/2}(\cdot) \) is the parabolic cylinder function [54].

For the singularity at \( \theta_1 = \pm \pi \), we have \( q^* = [\lambda a, (\lambda - 1)a, 0, -a, 0] \) and we proceed with a similar calculation. The dynamical matrix and the Hessians of the constraint functions at this point is identical to those at \( \theta_1 = 0 \). Hence, we choose the vector \( u \) as before, yielding the same \( w(u) \) as in Eq. (S43). However, the self stress at \( \theta_1 = \pm \pi \) is different and it is \( \sigma = (-1/2, -1/2, -1/2, 1/2) \).

Using these results, we can evaluate the integral in Eq. (5) as before to get

\[
\mathcal{P}_{\hat{\theta}_1}(\theta_1) \sim \frac{\lambda a^2}{2(\beta \kappa)} \left( \frac{2\pi}{\beta \kappa} \right)^{3/2} \int_{-\infty}^{\infty} dq_3 \exp \left\{ -\frac{\beta \kappa (\lambda + 1)^2}{32 \lambda^2 a^2} \left[ q_3^2 - \frac{\lambda^2 a^2 (\pi - |\theta_1|)^2}{(\lambda + 1)^2} \right] \right\}
\]

\[
= \frac{\lambda a^2}{(\beta \kappa)^{3/2}} \frac{2\pi \lambda a}{\sqrt{|\lambda + 1|}} \int_{0}^{\infty} dx x^{-1/2} \exp \left\{ -\frac{1}{2} x^2 + \frac{\sqrt{\beta \kappa \lambda a (\pi - |\theta_1|)^2}}{4|\lambda + 1|} \right\} \quad \text{(S46)}
\]

Note that the marginal densities at the singular values of \( \theta_1 \), i.e., \( \mathcal{P}_{\hat{\theta}_1}(0) \) and \( \mathcal{P}_{\hat{\theta}_1}(\pm \pi) \), scale as \((\beta \kappa)^{-7/4}\). Since \( m = 4 \) and the number of self stresses \( s = 1 \) at the singularities, this is consistent with the general scaling \( \mathcal{P}_{\hat{\theta}_1}(\xi^*) \sim (\beta \kappa)^{-m/2-s/4} \) for singular values \( \xi^* \) of the CV [Eq. (S26)].

**D. Free energy**

Using the marginal densities we have found for various regimes of \( \theta_1 \) [Eqs. (S40), (S45), and (S46)] we see that the free-energy difference of the four-bar linkage \( \Delta A_{\hat{\theta}_1}(\theta_1) = A_{\hat{\theta}_1}(\theta_1) - A_{\hat{\theta}_1}(0) = -\beta^{-1} \ln \mathcal{P}_{\hat{\theta}_1}(\theta_1) + \beta^{-1} \ln \mathcal{P}_{\hat{\theta}_1}(0) \) takes the form

\[
\Delta A_{\hat{\theta}_1}(\theta_1) \sim \begin{cases} 
\beta^{-1} \left\{ X^2 \theta_1^2 - \ln \left( \frac{D_{-1/2}(-2X \theta_1^2)}{D_{-1/2}(0)} \right) \right\}, & \theta_1 \to 0 \\
\beta^{-1} \ln \left| X^{1/2} D_{-1/2}(0) \sin \theta_1 \right|, & 0 < |\theta_1| < \pi \\
\beta^{-1} \left\{ X^2 Y^2 (\pi - |\theta_1|)^4 - \ln \left( \frac{Y^{1/2} D_{-1/2}(-2XY(\pi - |\theta_1|)^2)}{D_{-1/2}(0)} \right) \right\}, & |\theta_1| \to \pi
\end{cases}
\]

where \( X \) and \( Y \) are positive dimensionless terms independent of \( \theta_1 \) and defined by

\[
X = \frac{\sqrt{\beta \kappa \lambda a}}{8|\lambda - 1|}, \quad Y = \left| \frac{\lambda - 1}{\lambda + 1} \right|.
\]

From Eq. (S47), we also find the free-energy difference between the singular values \( \theta_1 = 0 \) and \( \theta_1 = \pm \pi \) to be

\[
\Delta A_{\hat{\theta}_1}(\pm \pi) - A_{\hat{\theta}_1}(0) \sim -\beta^{-1} \ln Y^{1/2} = \frac{1}{2} \beta^{-1} \ln \left| \frac{\lambda + 1}{\lambda - 1} \right|,
\]

which is a purely geometric quantity. This is exactly what we expect based on how the marginal density scales at a singular value [Eq. (S28)], which shows that the free-energy difference must be a purely geometric quantity if the singular states support the same number of self stresses \( s \).
We expand $\Delta A_{\theta_1}(\theta_1)$ to $O(\theta_1^6)$ instead of $O(\theta_1^4)$ since there are higher-order corrections to Eq. (S51) that make an $O(\theta_1^4)$ estimation less accurate.
FIG. S5. (a) A triangulated origami as a bar-joint mechanism illustrating the coordinates of the joints in the body frame. When the origami is flat, the external vertices lie on the corners of a unit square and the internal vertices 5 and 6 have coordinates (1/4, 1/2, 0) and (3/4, 1/2, 0). (b) Finding the CV (i.e., fold angle $\rho_1$) using simple geometry.

IV. TRIANGULATED ORIGAMI

A. Body frame

To remove the rigid motions, we transform to a body frame attached to the origami with joint 1 at the origin, bar 1–2 lying along the $x$ axis, and bar 2–6 constrained to move on the $xy$ plane [see Fig. S5(a)]. The origami is made out of $N = 6$ joints and $m = 11$ bars and its configuration vector $\mathbf{q} \in \mathbb{R}^{12}$ in the body frame is $\mathbf{q} = (q_1, q_2, \ldots, q_{12})$. All orientations of the origami in the lab frame can be fully described by the two spherical polar angles that uniquely give the orientation of bar 1–2 and an azimuthal angle that gives the overall rotation of the origami about bar 1–2 [34]. After integrating over the coordinates of joint 1 (i.e., the translational coordinates) and the three angles, and dropping constant factors, the overall Jacobian factor involved in the transformation from the lab to the body frame is $I(\mathbf{q}) = |q_2^T q_{12}|$.

B. Branch parameterization

Since the shape space of the origami (and other larger mechanisms) is not amenable to analytical parameterization, we have to parameterize it numerically. We first express the tangent to the shape space at the flat state, $t_0 \in \ker \mathbf{C}$, in terms of its unknown components in the basis of the $(N - 3)$ out-of-plane displacement vectors of the joints.\footnote{Note that three of the $N$ joints are always constrained to move on a coordinate plane of the local Cartesian body frame. This means that only $(N - 3)$ joints have out-of-plane displacements, and it is these displacement vectors that span $\ker \mathbf{C}$.} An origami made by triangulating a square and having $N$ joints is expected to have at least $(N - 4)$ states of self stress $\mathbf{\sigma} \in \ker \mathbf{C}^T$ when it is flat [28]. To find the components of $t_0$, we then solve the $(N - 4)$ coupled quadratic equations [28, 73] [see Eq. (S27)]

$$\mathbf{\sigma} \cdot \mathbf{w}(t_0) = 0, \quad \text{for } \mathbf{\sigma} \in \ker \mathbf{C}^T$$

along with the normalization condition $\|t_0\| = 1$. Here the $i$th component of the vector $\mathbf{w}(t_0) \in \mathbb{R}^m$ is $\frac{1}{2} t_0^T \nabla \nabla f_i t_0$, as in the main text.

Numerical evidence [28] suggests that one would get $2^{N-4}$ unique tangent vectors—each corresponding to a particular branch—by solving the above quadratic equations. (Also see the related discussion regarding the solution space of these equations in Section II B 1.) Once a tangent vector to a branch at the flat state is selected, the rest of the branch can be parameterized by numerically solving the differential equation $d\mathbf{q}/dh = t$, where $h$ is the arc length along a
To assign a sign to the fold angle, we first choose a unique normal to face 1–5–6 such that it coincides with the positive written

At the singular flat state $\bar{t}$, the tangent vector $\hat{C}$ (i.e., for $|\rho_1| \gg 0$). Since the

tangent vector $t_k$ for $k \neq 0$ can be found by numerically computing $\text{ker} \ C$ at $q_k$. Since the
tangent vectors obtained this way does not preserve direction in general, we should also multiply
each $t_k$ that is found with the sign of its dot product with the previous tangent vector $t_{k-1}$.

On successive repetition of the above steps starting at the flat state $(q_0, t_0)$, we get $q$ as a
function of the arc length $h$. To reparameterize the branch using the CV, which is the fold angle $\rho_1$ of fold 5–6, we first (linearly) interpolate between the arc-length parameterized points to obtain a set of points that are uniformly spaced in $\rho_1$. We then refine the interpolated points by solving $f(q) = 0$ with the interpolated points as the initial guess. The interpolation/refinement steps can be repeated as many times as required to achieve the desired accuracy goal. Once
the parameterization is complete, the induced metric along a branch can be computed by approximating the derivatives using difference quotients. Note that this parameterization is only used in conjunction with Eq. (3).

C. Marginal probability densities

1. Regular values

Similar to the calculation for the four-bar linkage, we first write down the constraint map $f : \mathbb{R}^{12} \to \mathbb{R}^{11}$ in the body frame and find the compatibility matrix $C = \nabla f$. Once all four branches of the shape space have been numerically parameterized in terms of the CV $\rho_1$, the marginal probability density $P_{\rho_1}(\rho_1)$ can be computed using Eq. (3). Here we remark that instead of computing $\det D^\perp$ by finding the nonzero eigenvalues of $D$, it is more convenient to calculate it using the fact that $\det D^\perp = \det KCC^T$ at regular points. This gives $P_{\rho_1}(\rho_1)$ for all $\rho_1$ far from the singular value (i.e., for $|\rho_1| \gg 0$).

2. Singular value

Our goal here is to use Eq. (5) to find the marginal density $P_{\rho_1}(\rho_1)$ as $\rho_1 \to 0$. Since the
calculation is similar in spirit to the case of the four-bar linkage, we only present the key steps here. As before, we numerically compute $\det D^\perp$ from the nonzero eigenvalues of $D$ at the singularity. The next step is to linearize the CV map so that the integral in Eq. (5) can be evaluated.

One can always numerically compute the fold angle $\rho_1$ as the angle between the normals to the faces that share fold 5–6. However, for linearizing the CV map, we need to find an expression that is more tractable analytically. A moment's thought [and Fig. S5(b)] shows that the CV map can be written as $\hat{\rho}_1(q) = -\tan^{-1}[d_1(q)/d_2(q)]$. Here $d_1(q)$ is the perpendicular distance from joint 3 to the plane containing face 1–5–6, and $d_2(q)$ is the perpendicular distance from the projection of joint 3 on this plane to the line along fold 5–6. A straightforward calculation gives

$$d_1(q) = \frac{q_{10}(d_2 q_{12} - q_3 q_{11}) + q_4(q_9 q_{11} - q_8 q_{12})}{|q_{10}^2 q_{11}^2 + d_1^2 q_{12}^2 + (q_9 q_{11} - q_8 q_{12})^2|^{1/2}}.$$  (S54)

At the singular flat state $\hat{q}^\star$, we have $d_1(\hat{q}^\star) = 0$ and $d_2(\hat{q}^\star) = 0.5$, using which we find the Jacobian of the CV map to be

$$\nabla \hat{\rho}_1(\hat{q}^\star) = \begin{bmatrix} 0 & 0 & -2 & 0 & 0 & 0 & 0 & 2 & 0 & 0 \end{bmatrix}.$$  (S55)

To assign a sign to the fold angle, we first choose a unique normal to face 1–5–6 such that it coincides with the positive $z$ axis when the origami is flat. Signs are then chosen so that a mountain fold (as perceived by looking downwards along this normal) has a positive fold angle, e.g., the angle in Fig. S5(b) is negative since the fold is a valley fold.
Here we see that one can linearize the CV map without needing an explicit expression for \( d_2(q) \). Also, it is easy to verify that \( (\nabla \hat{\rho}_1) v = 0 \) for all fast modes \( v \in \ker C^+ \), enabling us to use Eq. (5) to find the marginal density as \( \rho_1 \rightarrow 0 \).

As the basis for \( \ker C \) we choose the out-of-plane displacements of the joints in the body frame and write the vector \( u \in \ker C \) in terms of the \( z \) coordinates \( q_4, q_7, \) and \( q_{10} \) of the joints. This yields \( \nabla \hat{\rho}_1 \cdot u = 2(q_{10} - q_4) \). It also follows that the hyperplane \( \Xi_2 \) is the plane defined by \( 2(q_{10} - q_4) = \rho_1 \) in the \( q_1 - q_7 - q_{10} \) space and we can parameterize the points on \( \Xi_2 \) using either \((q_4, q_7) \) or \((q_7, q_{10}) \). Once we write down the vector \( w(u) \) and find the self stresses \( \sigma \), we have all the ingredients to use Eq. (5). However, the integral that one is left with is not amenable to analytical integration, and so we have to resort to numerical quadrature. We do this by using a simple Monte Carlo integration scheme with \( 10^9 \) sample points for each value of \( \rho_1 \) so that the maximum error is below \( 10^{-3} \). One also gets near-identical results with Mathematica’s numerical integrator using a global adaptive method.\(^{13}\)

\[ \frac{\delta A_{\rho_1}}{\rho_1} = A_{\rho_1}(\rho_1) - A_{\rho_1}(0) \]

**D. Free energy**

The free-energy difference \( \Delta A_{\rho_1}(\rho_1) = A_{\rho_1}(\rho_1) - A_{\rho_1}(0) \) for all values of \( \rho_1 \) can be easily computed from the corresponding probability densities using Eq. (1). Similar to the four-bar linkage, the free energy of the origami also has a double-well appearance around the singular value \( \rho_1 = 0 \). This is again because of the branched nature of its shape space and the increased softness near the singularity.

**V. PLANAR FIVE-BAR LINKAGE**

The example mechanisms we have considered so far have one-dimensional shape spaces. In this section, we illustrate the application of our formalism to a mechanism with a two-dimensional shape space, namely the planar five-bar linkage \([74, 75]\) illustrated in Fig. S6(a). The five-bar linkage we consider is made out of four bars of equal length \( a \) and a fifth bar of length \( 2a \). The shape space of the five-bar linkage [Fig. S6(b)] when visualized in the space of the angles \( \zeta_1, \zeta_2, \) and \( \zeta_3 \) appears as a two-dimensional surface with four isolated singularities,\(^{14}\) all of which correspond to configurations where the bars become collinear and support a state of self stress. Since force balance in self-stressed states of a planar polygonal linkage requires its bars to be collinear \([8]\), it is not surprising that these singularities are isolated, and in their neighborhoods, the shape space is very nearly a double cone \([74, 76]\). Similar isolated singularities are also seen in the shape spaces of origami that have self-stressed flat states \([77]\).

For the sake of brevity and to avoid cluttering this SM with qualitatively similar results, we only discuss the nature of the free-energy landscape around the singularity at \((\zeta_1, \zeta_2, \zeta_3) = (0,0,0)\). Since the shape space of the five-bar linkage is two-dimensional, we choose a similarly two-dimensional CV, \( \zeta = (\zeta_1, \zeta_2) \). Next, we employ Eq. (5) to find the asymptotic free-energy difference \( \Delta A_{\zeta}(\zeta) \), choosing the singular value \( \zeta^* = (0,0) \) as the point of zero free energy. Note that for doing this, we do not require an explicit parameterization of the linkage’s shape space in terms of \( \zeta \). Such a parameterization is only required if we want to use Eq. (3) to find the free energy far from \( \zeta^* = (0,0) \) using the harmonic approximation. Since the other details are very similar to the previous calculations for the four-bar linkage and the triangulated origami, we just quote the final result:

\[ \Delta A_{\zeta}(\zeta) \sim \beta^{-1} \left\{ \left. Z^2 \zeta_1^2 \zeta_2^2 \ln \left[ \frac{D_{-1/2}(\zeta_1 \zeta_2)}{D_{-1/2}(0)} \right] \right| \right\}, \quad (S56) \]

where \( Z \) is a positive dimensionless term defined by \( Z = \sqrt{\beta} a/(2\sqrt{5}) \) [cf. Eq. (7)]. A comparison between the theoretical and numerical results [Figs. S6(c) and S6(d)] shows very good agreement.

---

\(^{13}\) https://reference.wolfram.com/language/ref/NIntegrate.html

\(^{14}\) At \((\zeta_1, \zeta_2, \zeta_3) = (0,0,0), (0, \pm \pi, \pm \pi), (\pm \pi, 0, \pm \pi), \) and \((\pm \pi, \pm \pi, \pm \pi)\).
between the two. Similar to the four-bar linkage and the triangulated origami, the effective free energy minimum of the five-bar linkage is not at the singular value $\zeta^* = (0,0)$. Expanding $\Delta A_\zeta(\zeta)$ to $O(\zeta_1^3\zeta_2^3)$ around $\zeta^*$ we see that the bottom of the free-energy valley near the singular value [white dashed curves in Figs. S6(c) and S6(d)] is approximately defined by the equation

$$
\zeta_1 \zeta_2 = \frac{\Gamma^2 \left(\frac{1}{4}\right) \left\{ 8\pi^2 + \Gamma^4 \left(\frac{1}{2}\right) - \sqrt{\left[8\pi^2 + \Gamma^4 \left(\frac{1}{2}\right)\right]^2 - (16\pi^2)^2} \right\}}{64\pi^3 Z},
$$

which is that of a rectangular hyperbola [cf. Eq. (S52)].

VI. PERMANENTLY SINGULAR MECHANISMS

Our discussion so far has been concerned with mechanisms with isolated singularities. In such mechanisms, the constraint map $f$ drops rank only at the singularities and has full rank everywhere else. Now consider the mechanism shown in Fig. S7(a). The bars connecting joints 1, 2, and 3 of this mechanism are in a permanent state of self stress, irrespective of the value of the angle $\theta$. By direct inspection we see that the one-dimensional shape space $\Sigma$ of this mechanism can be parameterized in terms of the internal angle $\theta$ using $\psi(\theta) = (a, \frac{1}{2}a, 0, a\cos\theta, a\sin\theta)$. This equation defines a smooth circle in $\mathbb{R}^5$, which does not have any “visible” singularities. However, on inserting this parameterization into the compatibility matrix $C = \nabla f$ and the dynamical matrix...
Since the zero modes are degenerate, the singular zero modes obtained by computing \( \text{ker} \mathbf{C} \) (or \( \text{ker} \mathbf{D} \)) need not be orthogonal to \( T_q \Sigma \). Hence, in writing \( \text{ker} \mathbf{C} = T_q \Sigma \oplus \mathcal{S} \), we are defining a singular mode to be one that belongs to \( \text{ker} \mathbf{C} \), but is orthogonal to \( T_q \Sigma \). Clearly, such zero modes cannot be extended to a smooth deformation of the mechanism.
of Eq. (3). As before, we pick coordinates associated with the mechanism's internal degrees of freedom as our CV ξ and assume that Σ can be parameterized using ξ. We expand both the terms in the exponent of Eq. (S10) around each ground state \( \bar{q} \in \hat{\xi}^{-1}(\xi) \) after setting \( q \rightarrow \bar{q} + t + u + v \), where \( t \in T_q \Sigma \) is a zero mode that can be extended to a smooth deformation of the mechanism, \( u \in S \) is a singular zero mode, and \( v \in (\ker C)^\perp \) is a fast mode. We also choose the columns of \( \nabla \psi(\xi) \) as the basis for \( T_q \Sigma \), with \( \psi : \mathbb{R}^{n-m} \rightarrow \mathbb{R}^n \) being the parameterization of \( \Sigma \) near \( \bar{q} \).

Integrating over the components of \( t \) yields

\[
\mathcal{P}_\hat{\xi}(\xi) \sim I(\xi) \left( \frac{2\pi}{\beta} \right)^{(m-s)/2} \left( \frac{\det[\nabla \psi(\xi)]^T \nabla \psi(\xi)}{\det D^{-1}(\xi)} \right)^{1/2} \int_S \int_{(\ker C)^\perp} \int_{\mathbb{R}^s} \int_{\mathbb{R}^s} d\nu \exp \left\{ -\frac{1}{2} \beta \kappa \| \nu(v + w(u)) \|^2 \right\} \]

\[
= I(\xi) \left( \frac{2\pi}{\beta} \right)^{(m-s)/2} (\beta \kappa)^{-s/4} \left( \frac{\det[\nabla \psi(\xi)]^T \nabla \psi(\xi)}{\det D^{-1}(\xi)} \right)^{1/2} \int_{\mathbb{R}^s} \exp \left\{ -\frac{1}{2} \sum_\sigma |\sigma \cdot w(x)|^2 \right\} . \tag{S59}
\]

In the last step, we have integrated over the fast modes in \((\ker C)^\perp\) and used the results in Eqs. (S21)–(S23), with \( \det D^{-1} \) being the product of the \( m-s \) nonzero eigenvalues of the dynamical matrix \( D \) at \( \psi(\xi) \). Also, after picking an orthonormal basis for \( S \) and writing \( u = Ax \), we can rescale the components \( x \rightarrow (\beta \kappa)^{-1/4} x \) to extract all \( \beta \) and \( \kappa \) dependence as the term \( \sum_\sigma |\sigma \cdot w(x)|^2 \) is a homogeneous quartic polynomial in the components of \( x \). Equation (S59) is a rederivation of the integrand in Eq. (14) of Ref. [3] and although it looks very similar to Eq. (5) of the main text, it is fundamentally different. The similarities arise due to the fact that in deriving both Eqs. (S59) and (5), we used the same quartic-order expansion of the energy. Nonetheless, it is worthwhile to compare the two equations. We can identify four major differences.

a. Integration domain. The integration domain in Eq. (S59) is \( S \), the subspace of singular zero modes, which exists for all configurations of a permanently singular mechanism. In comparison, when the mechanism has isolated singularities, singular zero modes arise only at these singularities. Furthermore, the domain of integration in Eq. (5) is a CV-dependent hyperplane \( \Xi_\xi = (\nabla \psi(\xi))^{-1}(\xi - \xi^*) \cap \ker C \), which is not the subspace of singular zero modes, and such a vector subspace cannot be identified for a mechanism with isolated singularities.

b. Relation to the shape space. Using Eq. (S59) requires a parameterization \( \psi(\xi) \) of the shape-space \( \Sigma \) and the factor \( \det(\nabla \psi)^T \nabla \psi \) is the determinant of the induced metric on \( \Sigma \). This is similar to Eq. (3), which is the harmonic marginal density. In contrast, Eq. (5) does not make an explicit reference to \( \Sigma \) and does not involve any parameterization of its branches. Equation (5) acquires the factor \( \det(\nabla \psi(\xi))^{-1} \) from Eq. (S9), which is a corollary of the coarea formula. Also, Eq. (S59) is valid for all values of \( \xi \), whereas Eq. (5) is only valid when \( \xi \) is close to a singular value \( \xi^* \) of the CV.

c. Convergence. If a permanently singular mechanism becomes second-order rigid (see Section II B 1) once the zero modes are restricted to the subspace \( S \), then \( \sigma \cdot w(x) > 0 \) for all \( \sigma \) and the integral in Eq. (S59) converges [3]. In particular, it will not converge for mechanisms that are rigid, but not second-order rigid in \( S \) (e.g., see the example in Appendix A.3 of Ref. [68]). This should be contrasted with the case of Eq. (5) where there would always be vectors \( t \) in the integration domain \( \Xi_\xi \) that satisfy \( \sigma \cdot w(t) = 0 \) (each corresponding to a tangent to the branch at the singularity). Hence, convergence of Eq. (5) relies on the requirement that the number of such vectors is finite. Two necessary conditions required for this are (i) the tangents \( t \) are resolvable at second order and (ii) the CV map is such that \( (\nabla \psi(\xi)) t \neq 0 \) for all \( t \) (see Section II B 1).

d. Scaling. The scaling of Eq. (S59) with respect to \( \beta \) is consistent with Eq. (9) of Ref. [3]. Furthermore, since the scaling is independent of the value of the CV \( \xi \), one would generically expect the free-energy barriers in a permanently singular mechanism to be dominated by entropic effects and the landscape would have the same appearance for all values of \( \beta \) (provided it is large). Contrast this with Eq. (5), where the term in the exponent is an inhomogeneous quartic polynomial in the components of \( u \) for \( \xi \neq \xi^* \) (see Section II B 2). This makes the scaling nontrivial and gives rise to temperature-dependent barriers in the free-energy landscape.
Returning to the example mechanism in Fig. S7(a), using Eq. (S59), we find the marginal density $\mathcal{P}_\theta(\theta)$ and the free-energy difference $\Delta A_\theta(\theta) = -\beta^{-1} \ln \mathcal{P}_\theta(\theta) + \beta^{-1} \ln \mathcal{P}_\theta(0)$ to be

$$
\mathcal{P}_\theta(\theta) = \Gamma \left( \frac{1}{4} \right) \left| \frac{2 \pi^6 a_{10}}{3(\beta \kappa)^2} \right|^{1/4}, \quad \Delta A_\theta(\theta) = \frac{7}{4} \beta^{-1} \ln \left( \frac{\kappa(\theta)}{\kappa(0)} \right).
$$

(S60)

Above, we have allowed for a hypothetical $\theta$-dependent stiffness $\kappa(\theta)$ so that the scaling factor $7/4$ can be verified. The numerical results in Fig. S7(b) show excellent agreement with the analytical predictions. If the stiffness $\kappa$ is a constant, then $\Delta A_\theta(\theta)$ vanishes for all values of $\theta$ and the landscape becomes flat. This should be contrasted with the examples for mechanisms with isolated singularities, where temperature-dependent free-energy barriers exist even for constant stiffness.

VII. NUMERICAL SIMULATIONS

For all the mechanisms we consider in this work, we perform our numerical simulations in the lab frame at an inverse temperature $\beta = 10^4$ using a central-force potential $\phi_i[\ell_i(r)] = [\ell_i^2(r) - \bar{\ell}_i^2]/(8 \bar{\ell}_i^2)$, which has an absolute minimum at $\ell_i = \bar{\ell}_i$, for $\ell_i \geq 0$. With this potential, the stiffness $\kappa_i = \phi''_i(\bar{\ell}_i) = 1$ for all bars. Alternatively, any other potential $\phi_i(\ell_i)$ that depends only on the bar lengths and having a minimum at $\ell_i = \bar{\ell}_i$ can be used. We find the marginal probability densities of the CV [Eq. (2)] using histograms obtained from sampling the Boltzmann–Gibbs distribution using the classical Metropolis Monte Carlo algorithm (with an acceptance rate of about 50% and $\sim 10^9$ samples). The free-energy profile is then found using Eq. (1). For the triangulated origami, there is an additional need to reject all Monte Carlo moves that lead to face crossings:

1. For faces that share an edge [e.g., faces 1–2–6 and 2–3–6 in Fig. S5(a)], a face crossing can be detected by looking for sign changes in the fold angle of the shared fold when it is close to $\pm \pi$.

2. For faces that do not share an edge, we use a triangle-triangle intersection test [78] to check if they intersect. Since there are eight such face pairs, to reduce computational costs, we only check this when the origami is sufficiently folded.

The code we use for Monte Carlo simulations and numerical parameterization of the shape spaces is publicly available [79].