Numerical analysis and applications of Fokker-Planck equations for stochastic dynamical systems with multiplicative $\alpha$-stable noises
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Abstract

The Fokker-Planck equations (FPEs) for stochastic systems driven by additive symmetric $\alpha$-stable noises may not adequately describe the time evolution for the probability densities of solution paths in some practical applications, such as hydrodynamical systems, porous media, and composite materials. As a continuation of previous works on additive case, the FPEs for stochastic dynamical systems with multiplicative symmetric $\alpha$-stable noises are derived by the adjoint operator method, which satisfy the nonlocal partial differential equations. A finite difference method for solving the nonlocal Fokker-Planck equation (FPE) is constructed, which is shown to satisfy the discrete maximum principle and to be convergent. Moreover, an example is given to illustrate this method. For asymmetric case, general finite difference schemes are proposed, and some analyses of the corresponding numerical schemes are given. Furthermore, the corresponding result is successfully applied to the nonlinear filtering problem.
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1. Introduction

The random fluctuations in nonlinear dynamical systems are usually non-Gaussian, such as in geosciences [1], biosciences [2, 3] and physical science [4, 5]. There are experimental demonstrations of Lévy fluctuations in optimal search theory and option pricing problem. Humphries et al. [6] used maximum-likelihood methods to test for Lévy patterns in relation to environmental gradients in the largest animal movement data set. They found Lévy behaviour to be associated with less
productive waters (sparser prey) and Brownian movements to be associated with productive shelf or convergence-front habitats (abundant prey). Jackson et al. [7] presented a new efficient transform approach for regime-switching Lévy models which was applicable to a wide class of path-dependent options and options on multiple assets, such as Bermudan, barrier, and shout options. Milovanov and Rasmussen [8] formulated the problem of confined Lévy flight on a comb. They found that the Lévy flight could be confined in the sense of generalized central limit theorem. From that point of view, Lévy noises are appropriate models for a class of important non-Gaussian processes with flights or bursts, which may be characterized by divergent moments. When the dynamics become strongly intermediate, the α-stable noises often occur.

A large number of investigations focused on the dynamical behaviors of stochastic differential equations subject to additive α-stable noises, including stochastic resonance [9], coherence [10] and stochastic basins of attraction [11]. Djeddi and Benidir [12] investigated the effect of additive impulsive noise modelled by α-stable distributions on the Wigner-Ville Distribution and polynomial Wigner-Ville Distribution in the case of polynomial phase signals. Freitas et al. [13] derived the capacity bounds for additive symmetric α-stable noise channels. Mahmood et al. [14] discussed and analyzed features of a good communications receiver for single-carrier modulation in additive impulsive noise. They showed that the conventional (continuous-time) receiver performed poorly in non-Gaussian additive white symmetric α-stable noise in the Itô sense. However, in many practical applications, the additive α-stable noise may not adequately describe the fluctuations of the stochastic force directly depend on the state of the system, such as hydrodynamical systems, porous media, and composite materials. The stochastic descriptions of such systems must include a dependence on the process variable (the multiplicative noise) [13, 16, 17].

Given the nonlinear stochastic dynamical systems which are driven by the multiplicative α-stable noises, one of the main tasks is to quantify how uncertainly propagates and evolves. A popular method is to obtain the probability density function (PDF) of the solution paths, which contains the complete statistical information about the uncertainty and describes the change of probability of a stochastic process in space and time. The PDF of the solution paths is governed by space fractional FPE. There are explicit formulae to obtain the associated fractional FPE for the stochastic differential equations (SDEs) excited by additive α-stable noises [13, 13, 21]. Similarly, for SDEs excited by the multiplicative α-stable noises, Schertzer et al. [21] derived a fractional FPE by the methods of first and second characteristic functions. Sun et al. [22] derived the FPE by the adjoint operator of the infinitesimal generators of Markov processes in the sense of Marcus. Moreover, they also implied that obtaining the adjoint operators of the infinitesimal generators of Itô SDEs with multiplicative α-stable noises was still an open problem. Chechkin et al. [23, 21, 25] derived the fractional FPE by the idea of transition probability in reciprocal space. Denisov et al. [26] derived the fractional FPE by using a two-stage averaging procedure, which was associated with the Langevin equation.

For the fractional FPE, due to the existence of the nonlocal term, exact solutions can be obtained only for some special additive α-stable noises with some restricted conditions [27]. Therefore, some numerical schemes were developed to solve these types of equations. For example, Gao et al. [28] proposed a fast and accurate finite difference method to simulate the nonlocal FPE on either a bounded or infinite domain. Meerschaert and Tadjeran [29] examined some finite numerical methods to solve a class of initial-boundary value fractional advection dispersion equation with variable coefficients on a finite domain. Huang and Oberman [30] proposed a new numerical method based on the singular integral representation for the operator. The method combined finite differences with numerical quadrature to obtain a discrete convolution operator with positive weights. Liu et al. [31] transformed the space fractional FPE into an ordinary differential equation, which could be solved through backward difference formula. Yang et al. [32] considered the numerical solution of
a fractional partial differential equation with Riesz space fractional derivatives on a finite domain. Ren et al. [33] proposed an efficient method based on the shifted Chebyshev-tau idea to solve an initial-boundary value problem for the fractional diffusion equations. Xu et al. [34] used the path integral method to solve one-dimensional space fractional FPE.

Much effort has been made on the applications of FPEs for stochastic dynamical systems with additive $\alpha$-stable noises, one of the important applications is to the nonlinear filtering problem, which key ingredient is the state transition density [35, 36]. Recently, we have successfully applied FPE to the nonlinear filtering problem [37, 38]. As a continuation of previous works on additive case, in this paper, our first goal is to derive the FPEs for Itô SDEs with multiplicative $\alpha$-stable noise by the adjoint operator method. The difficulty lies in obtaining the explicit expressions for the adjoint operators of the infinitesimal generators associated with such SDEs. The second is to develop an accurate numerical scheme with stability and convergence analysis for one-dimensional case, on this basis, to extend these results to asymmetric case. The third is to apply FPE to the nonlinear filtering problem.

The rest of this paper is organized as follows. After some preliminaries in Section 2, we derive the nonlocal FPE for SDE with multiplicative symmetric $\alpha$-stable noise in Section 3. An accurate numerical scheme is proposed to simulate the nonlocal FPE in bounded and unbounded domain. Moreover, some examples are given to illustrate our main results. In section 4, we extend the above results to the asymmetric case. In Section 5, we apply the above results to the nonlinear filtering problem. The paper is concluded in Section 6.

2. Preliminaries

We recall some basic facts about $\alpha$-stable noise.

**Definition 1.** A real-valued stochastic process $L = \{L_t\}_{t \geq 0}$ is called an one-dimensional Lévy process if

(i) $L_0 = 0$, (a.s);

(ii) $L_t$ has independent increments and stationary increments;

(iii) $L_t$ has stochastically continuous sample paths.

An one-dimensional Lévy process $L$ is characterized by a drift coefficient $b \in \mathbb{R}$, a non-negative constant $Q$ and a Borel measure $\nu$ defined on $\mathbb{R} \setminus \{0\}$. And we call $(b, Q, \nu)$ the generating triplet of the Lévy process $L$. Moreover, we have the Lévy-Itô decomposition for $L$ as follows:

$$L_t = bt + \sqrt{Q} B_t + \int_{|y|<1} y \tilde{N}(t, dy) + \int_{|y|\geq 1} y N(t, dy),$$

where $N : [0, \infty) \times \mathcal{B}(\mathbb{R} \setminus \{0\}) \to \mathbb{N}$ is the Poisson random measure with jump measure $\nu$, i.e., $\nu(S) = \mathbb{E}N(1, S)$ for all $S \in \mathcal{B}(\mathbb{R} \setminus \{0\})$, the measure $\nu$ is called the Lévy measure satisfying $\int_{\mathbb{R} \setminus \{0\}} (x^2 \land 1) \nu(dx) < \infty$, $\tilde{N}(dt, dy) = N(dt, dy) - \nu(dy)dt$ is the compensated Poisson random measure, and $B_t$ is a standard one-dimensional Brownian motion independent with $N$.

The characteristic function of $L$ is given by

$$\mathbb{E}[\exp(iuL_t)] = \exp(t \psi(u)), \quad u \in \mathbb{R},$$
where the function $\psi : \mathbb{R} \to \mathbb{C}$ is called the characteristic exponent of $L$ and has the following representation

$$
\psi(u) = iub - \frac{Q}{2}u^2 + \int_{\mathbb{R}\setminus\{0\}} \left( e^{iz} - 1 - iz1_{|z|<1} \right) \nu(dz).
$$

**Definition 2.** For $\alpha \in (0, 2)$, an one-dimensional symmetric $\alpha$-stable process $L^\alpha = \{L_t^\alpha\}_{t \geq 0}$ is a Lévy process such that its characteristic exponent $\psi$ is given by

$$
\psi(u) = -|u|^\alpha, \text{ for } u \in \mathbb{R}.
$$

Therefore, for one-dimensional symmetric $\alpha$-stable process, the diffusion matrix $Q = 0$, the drift vector $b = 0$, and the Lévy measure is given by

$$
\nu(du) = \frac{c(1, \alpha)}{|u|^{1+\alpha}} du =: \nu^\alpha(du), \quad (2.1)
$$

where $c(1, \alpha) := \alpha \Gamma((1 + \alpha)/2)/(2^{1-\alpha}\pi^{1/2}\Gamma(1-\alpha/2))$ and $\Gamma$ is the Gamma function.

For every measurable function $\varphi \in C^2_0(\mathbb{R})$, the generator for the one-dimensional symmetric $\alpha$-stable process is

$$
A\varphi(x) = \text{P.V.} \int_{\mathbb{R}\setminus\{0\}} \left[ \varphi(x + u) - \varphi(x) \right] \nu^\alpha(du),
$$

where $\text{P.V.}$ stands for the Cauchy principle value; that is

$$
A\varphi(x) = \lim_{\varepsilon \to 0} \int_{\{u \in \mathbb{R} : |x - u| > \varepsilon\}} \left[ \varphi(x + u) - \varphi(x) \right] \nu^\alpha(du).
$$

Here the Fourier transform for $\varphi$ is defined by

$$
\mathcal{F}(\varphi)(k) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-ikx} \varphi(x) dx. \quad (2.2)
$$

It is known in [18] that $A$ extends uniquely to a self-adjoint operator in the domain. By Fourier inverse transform, we have

$$
A\varphi = (-\Delta)^{\alpha/2}\varphi.
$$

### 3. FPE for symmetric case

Let us consider the following stochastic differential equation

$$
dX_t = f(X_t)dt + g(X_t)dB_t + \sigma(X_{t-})dL_t^\alpha, \quad X_0 = x_0, \quad (3.1)
$$

where $x_0 \in \mathbb{R}$, $f$ is a given deterministic vector field, $g$ is the diffusion coefficient, $\sigma$ is called the noise intensity, $X_{t-}$ means the left limit, i.e., $X_{t-} = \lim_{t\downarrow l} X(l)$, $B = \{B_t\}_{t \geq 0}$ is a standard Brownian motion, $L^\alpha = \{L_t^\alpha\}_{t \geq 0}$ is an one-dimensional symmetric $\alpha$-stable process with generating triplet $(0, 0, \nu^\alpha)$, which is independent of $B$.

We make the following assumptions on the drift and diffusion coefficients.

**Hypothesis H1.** The nonlinear terms $f, g$ satisfy the Lipschitz conditions, i.e., there exists
a positive constant $\gamma$ such that for all $x_1, x_2 \in \mathbb{R}$,

$$|f(x_1) - f(x_2)|^2 + |g(x_1) - g(x_2)|^2 + \int_{|y|<1} |\sigma(x_1)y - \sigma(x_2)y|^\alpha(dy)$$

$$\leq \gamma \left[|x_1 - x_2|^2\right].$$

**Hypothesis H2.** There exists $K > 0$ such that for all $x \in \mathbb{R}$,

$$2xf(x) + |g(x)|^2 + \int_{|y|<1} |\sigma(x)y|^\alpha(dy) \leq K(1 + x^2).$$

**Hypothesis H3.** The function $|\sigma(\cdot)|^\alpha \in C^1(\mathbb{R})$ and $\sigma(x) \neq 0$ for all $x$.

**Remark 1.** Under Hypotheses H1 and H2, the stochastic differential equation (4.1) has a unique global solution [39, Theorem 3.1].

### 3.1. Derivation of FPE for symmetric case

By the Itô-Lévy decomposition theorem, the SDE (4.1) can be rewritten as

$$dX_t = f(X_t)dt + g(X_t)dB_t + \int_{|y|<1} \sigma(X_t)y\tilde{N}(dt, dy) + \int_{|y|\geq1} \sigma(X_t)yN(dt, dy), \quad X_0 = x_0, \quad (3.2)$$

Using the similar method of [18, Theorem 6.7.4], the generator for the SDE (3.2) in the case of symmetric $\alpha$-stable process is

$$A\varphi(x) = f(x)\varphi'(x) + \frac{1}{2}g^2(x)\varphi''(x)$$

$$+ \int_{\mathbb{R}\setminus\{0\}} \left[\varphi(x + \sigma(x)y) - \varphi(x) - \sigma(x)y\varphi'(x)I_{\{|y|<1\}}(y)\right] \nu^\alpha(dy).$$

Under Hypothesis H3, we have

$$A\varphi(x) = f(x)\varphi'(x) + \frac{1}{2}g^2(x)\varphi''(x) + \int_{\mathbb{R}\setminus\{0\}} \left[\varphi(x + \sigma(x)y) - \varphi(x) - \sigma(x)y\varphi'(x)I_{\{|y|<1\}}(y)\right] \nu^\alpha(dy)$$

$$= f(x)\varphi'(x) + \frac{1}{2}g^2(x)\varphi''(x) + |\sigma(x)|^\alpha \int_{\mathbb{R}\setminus\{0\}} \left[\varphi(x + z) - \varphi(x) - z\varphi'(x)I_{\{|z|<1\}}(z)\right] \nu^\alpha(dz)$$

$$+ |\sigma(x)|^\alpha \int_{\mathbb{R}\setminus\{0\}} z\varphi'(x) [I_{\{|z|<1\}}(z) - I_{\{|z|<|\sigma(x)|\}}(z)] \nu^\alpha(dz)$$

$$=: I_1 + I_2 + I_3 + I_4.

**Remark 2.** Since $\nu^\alpha$ in (2.1) is symmetric, we have $I_4 = 0$ in the sense of the Cauchy principle value.

Let us try to find the adjoint operator $A^*$ in the Hilbert space $L^2(\mathbb{R})$. The adjoint parts for the first two terms $I_1$ and $I_2$ in $A$ are easy to find via integration by parts: $-(f(x)\varphi(x))'$ and $\frac{1}{2}(g^2(x)\varphi)'$. For the third term $I_3$, denoted by $\tilde{A}\varphi$, we have the following lemma.

**Lemma 1.** Under Hypotheses H1-H3, the adjoint operator of $\tilde{A}$ in the sense of the Cauchy principle value is

$$\tilde{A}^*v(x) = \int_{\mathbb{R}\setminus\{0\}} \left[|\sigma(x + z)|^\alpha v(x + z) - |\sigma(x)|^\alpha v(x)\right] \nu^\alpha(dz).$$
Proof. By the definition of adjoint operator, for \( v \) in the domain of \( \tilde{A}^* \), we have
\[
\int_{\mathbb{R}} \tilde{A} \varphi(x) v(x) \, dx
\]
\[
= \int_{\mathbb{R}} |\sigma(x)|^\alpha \left( \sum_{|z| < 1} \left[ \varphi(x + z) - \varphi(x) - z \varphi'(x) I_{\{z < 1\}}(z) \right] \right) \nu^\alpha(dz) v(x) \, dx
\]
\[
= \int_{\mathbb{R}} \{ \int_{\mathbb{R}} \left[ \varphi(x + z) - \varphi(x) - z \varphi'(x) I_{\{z < 1\}}(z) \right] |\sigma(x)|^\alpha v(x) \, dx \} \nu^\alpha(dz)
\]
\[
= - \int_{\mathbb{R}} \varphi(x) \left\{ \int_{\mathbb{R}\setminus\{0\}} \left[ |\sigma(x)|^\alpha v(x) - |\sigma(x - z)|^\alpha v(x - z) - I_{\{|z| < 1\}}(z) \left( |\sigma(x)|^\alpha v(x) \right)' \right] \nu^\alpha(dz) \right\} \, dx.
\]
Therefore, the adjoint operator of \( \tilde{A} \) is
\[
\tilde{A}^* v(x) = - \int_{\mathbb{R}\setminus\{0\}} \left[ |\sigma(x)|^\alpha v(x) - |\sigma(x - z)|^\alpha v(x - z) - I_{\{|z| < 1\}}(z) \left( |\sigma(x)|^\alpha v(x) \right)' \right] \nu^\alpha(dz)
\]
\[
= \text{P.V.} \int_{\mathbb{R}\setminus\{0\}} \left[ |\sigma(x + z)|^\alpha v(x + z) - |\sigma(x)|^\alpha v(x) \right] \nu^\alpha(dz).
\]

By Lemma 1, we obtain the following FPE in the case of multiplicative \( \alpha \)-stable Lévy noise.

**Theorem 1.** Under Hypotheses H1-H3, the Fokker-Planck equation for SDE (1.1) is
\[
\frac{\partial p}{\partial t} = A^* p, \quad p(x, 0) = \delta(x - x_0),
\]
where
\[
A^* p(x, t) = -\partial_x (f(x)p(x,t)) + \frac{1}{2} \partial_{xx} (g^2(x)p(x,t)) + \tilde{A}^* p(x, t).
\]

**Remark 3.** In case of \( g \equiv 0 \), the existence of the solution of (3.3) can be found in [40, Theorem 2.2].

3.2. Numerical method

In this subsection, we need to make a modification for Hypothesis H3. Precisely, we require \( |\sigma(\cdot)|^\alpha \in C^2(\mathbb{R}) \) and \( \sigma(x) \neq 0 \) for all \( x \in \mathbb{R} \). First, we present the numerical schemes for the absorbing boundary condition, that is, \( p(x, t) = 0 \) for all \( t \geq 0 \), when \( x \notin (-1, 1) \).

Set \( u(x, t) = |\sigma(x)|^\alpha p(x, t) \), in the sense of Cauchy principle value, we have
\[
u_t(x, t) = -|\sigma(x)|^\alpha \partial_x \left( \frac{f(x)}{|\sigma(x)|^\alpha} u(x, t) \right) + \frac{1}{2} |\sigma(x)|^\alpha \partial_{xx} \left( \frac{g^2(x)}{|\sigma(x)|^\alpha} u(x, t) \right).
\]
\[
+ |\sigma(x)|^\alpha \int_{\mathbb{R}\setminus\{0\}} \left[ u(x + z, t) - u(x, t) \right] \nu^\alpha(dz)
\]
\[
= \frac{1}{2} g^2(x) \partial_{xx} (u(x, t)) + M(x) \partial_x (u(x, t))(x, t) + N(x) u(x, t)
\]
\[
+ |\sigma(x)|^\alpha \int_{\mathbb{R}\setminus\{0\}} \left[ u(x + z, t) - u(x, t) \right] \nu^\alpha(dz),
\]
Due to the absorbing boundary condition, the above equation (3.4) becomes
\[
\begin{align*}
\frac{d}{dt} u(x, t) &= \frac{1}{2} g^2(x) \frac{\partial^2}{\partial x^2} u(x, t) + M(x) \frac{\partial}{\partial x} u(x, t) + N(x) u(x, t) \\
&\quad + c(1, \alpha) |\sigma(x)|^\alpha \int_{-1-x}^{1-x} \frac{u(x + z, t) - u(x, t)}{|z|^{1+\alpha}} \, dz,
\end{align*}
\]

where
\[
N(x) = N(x) - c(1, \alpha) |\sigma(x)|^\alpha \left[ \frac{1}{(1 + x)^\alpha} + \frac{1}{(1 - x)^\alpha} \right].
\]

Let us divide the interval \([-2, 2]\) into 4J subintervals and define \(x_j = jh\) for \(-2J \leq j \leq 2J\), where \(h = \frac{1}{\tilde{L}}\). We denote \(U_j\) as the numerical solution for \(u\) at \((x_j, t)\). For the first derivative, we use the upwind scheme as follows,
\[
\delta_u U_j = \begin{cases} 
\frac{U_j - U_{j-1}}{h}, & \text{if } M(x_j) < 0, \\
\frac{U_{j+1} - U_j}{h}, & \text{if } M(x_j) > 0.
\end{cases}
\]

Using a modified trapezoidal rule for the singular integral, we have the following semi-discrete scheme
\[
\frac{dU_j}{dt} = C_h \frac{U_{j-1} - 2U_j + U_{j+1}}{h^2} + M(x_j) \delta_u U_j + \tilde{N}(x_j) U_j \\
\quad + c(1, \alpha) h |\sigma(x_j)|^\alpha \sum_{k=-J-j, k \neq 0}^{J-j} \frac{U_{j+k} - U_j}{|x_k|^{1+\alpha}},
\]

where the summation symbol \(\sum\) means the terms of both end indices are multiplied by \(\frac{1}{2}\), and
\[
C_h = \frac{g(x_j)^2}{2} - c(1, \alpha) \zeta(\alpha - 1) |\sigma(x_j)|^\alpha h^{2-\alpha},
\]
where \(\zeta\) is the Riemann zeta function.

For the natural condition, the semi-discrete scheme becomes
\[
\frac{dU_j}{dt} = C_h \frac{U_{j-1} - 2U_j + U_{j+1}}{h^2} + M(x_j) \delta_u U_j + N(x_j) U_j \\
\quad + c(1, \alpha) h |\sigma(x_j)|^\alpha \sum_{k=-J-j, k \neq 0}^{J-j} \frac{U_{j+k} - U_j}{|x_k|^{1+\alpha}},
\]

where \(J = \tilde{L}/h\) and \(\tilde{L} \gg 1\).
Remark 4. The domain \((-\tilde{L}, \tilde{L})\) is required to be large enough so as to make the semi-discrete scheme convergence.

Proposition 3.1 (Maximum principle for the absorbing condition). For the absorbing boundary condition and explicit Euler for time derivative, the scheme (3.5) satisfies the discrete maximum principle with \(f = g = 0\), if \(|\sigma(x)| \leq \hat{M}\) (\(\hat{M}\) is a constant), and the \(\Delta t\) and \(h\) satisfy the following condition,

\[
\frac{\Delta t}{h^\alpha} \leq \frac{1}{2\hat{M}^\alpha c(1, \alpha)[1 + \frac{1}{\alpha} - \zeta(\alpha - 1)]},
\]

(3.7)

Proof. See Appendix A.1.

Similarly, we will gain the maximum principle for the natural condition.

Proposition 3.2 (Maximum principle for the nature condition). For the nature condition and explicit Euler for time derivative, the scheme (3.6) satisfies the discrete maximum principle with \(f = g = 0\), if the \(\Delta t\) and \(h\) satisfy the following condition,

\[
\frac{\Delta t}{h^\alpha} \leq \frac{1}{2\hat{M}^\alpha c(1, \alpha)[1 + \frac{1}{\alpha} - \zeta(\alpha - 1)]}.
\]

(3.8)

By the explicit Euler method for time integration (3.6), then we have

\[
U_{j+1}^n = U_j^n - \Delta t \beta c(x_j) \zeta(\alpha - 1) h^{-\alpha} (U_{j+1}^n - 2U_j^n + U_{j-1}^n) \\
- \frac{c(x_j) \Delta t}{\alpha} \left[ \frac{1}{(1 + x_j)^\alpha} + \frac{1}{(1 - x_j)^\alpha} \right] U_j^n + c(x_j) \Delta t h \sum_{k=-J-j, k \neq 0}^{J-j} U_k^n - U_j^n \frac{1}{|x_k|^{1+\alpha}},
\]

(3.9)

where \(J = \tilde{L}/h\) and \(\tilde{L} \gg 1\).

When the ratio \(\Delta t/h^\alpha\) satisfies the condition (3.8), the explicit scheme (3.9) is stable by the linearity and discrete maximum principle.

In the following, we will present the convergence analysis for the natural far-field condition.

Proposition 3.3. The numerical solution \(U_j^n\) of (3.9) converges to the analytic solution to (3.4) for \(x_j\) in \([-\tilde{L}/2, \tilde{L}/2]\) when the refinement path satisfies (3.8) and the length of the integration interval \(2\tilde{L}\) in (3.9) tends to \(\infty\).

Proof. See Appendix A.2.

3.3. Numerical experiments

Example 1. Consider the Langevin equation is of the form

\[dX_t = f(X_t)dt + g(X_t)dB_t + \sigma(X_t)dL_t^\alpha, \quad X_0 = 0,\]

(3.10)

where the function \(f\) is determined by a function \(V\), so that \(f = -\partial V(x, t)/\partial x\). The function \(V\) could be called a climatic pseudo-potential in geosciences, energy potential in physics or profit or cost function in economics and optimization. Here we consider a motion in the time-independent bistable potential

\[V(x) = 0.1x^2.\]

(3.11)
The first noise term is a Gaussian noise with intensity $g(x)$. The second noise term is an $\alpha$-stable noise with intensity $\sigma(x) = 2 + \sin(x)$. It is noting that we choose periodically modulated noise here. Moreover, the above model may be applied to explain the periodic recurrence of the earth’s ice age on Earth [41].

![Figure 1: The FPE driven by multiplicative $\alpha$-stable Lévy motions with $f(x) = -0.2x$ and $D = (-1, 1), t = 0.2$ for different $\alpha = 0.5, 1.5$ and $d = 0, 0.5$. The initial condition is $p(x, 0.01) = \sqrt{\frac{40}{\pi}}e^{-40x^2}$.](image)

Here, we examine the FPE driven by multiplicative $\alpha$-stable Lévy motions with absorbing condition. We take the initial condition $p(x, 0.01) = \sqrt{\frac{40}{\pi}}e^{-40x^2}$ and $D = (-1, 1), t = 0.2$. Fig. 1 shows the solutions of Eq. (3.3) for different $\alpha$ and $g(x)$. It suggests that, the Gaussian noise intensity is larger, the solution becomes smaller near the origin for $\alpha = 0.5$, while it is larger far away from the origin. For $\alpha = 1.5$, the solution is smaller as the Gaussian noise intensity becomes larger. It seems the Gaussian noise have greater effect than the multiplicative Lévy noise for $\alpha = 0.5$. But, it is opposite for $\alpha = 1.5$.

4. Extending FPE to asymmetric case

In this section, we consider the SDEs driven by multiplicative asymmetric one-dimensional Lévy motions and derive the corresponding FPEs. Moreover, an efficient numerical scheme for the probability density function is developed. For an asymmetric $\alpha$-stable one-dimensional Lévy motion, the Lévy measure $\nu_{\alpha,\beta}$ is given in [43] as follow,

$$
\nu_{\alpha,\beta}(dy) = \frac{C_p(\beta)1_{0<y<\infty}(y) + C_n(\beta)1_{-\infty<y<0}(y)}{|y|^{1+\alpha}}dy,
$$
where the parameter $\beta \in (-1, 1)$ represents the non-symmetry of $\nu_{\alpha, \beta}$, and

$$ C_p(\beta) = C_\alpha \frac{1 + \beta}{2}, \quad C_n(\beta) = C_\alpha \frac{1 - \beta}{2}, $$

with

$$ C_\alpha = \begin{cases} \frac{\alpha(1-\alpha)}{2}, & \alpha \neq 1, \\ \frac{2}{\pi}, & \alpha = 1. \end{cases} $$

Here we introduce the notation $f(x) \uparrow_+ x$, which represents the function $f(x)$ is positive and strictly monotonically increasing in $x$. Similarly, the notation $f(x) \downarrow_+ x$ represents the function $f(x)$ is negative and strictly monotonically decreasing in $x$.

4.1. Derivation of FPE for asymmetric case

Let us consider the following stochastic differential equation

$$ dX_t = f(X_t)dt + g(X_t)dB_t + \sigma(X_t-)dL_t^{\alpha, \beta}, \quad X_0 = x_0. \quad (4.1) $$

Then the generator for the SDE \ref{eq:4.1} driven by asymmetric $\alpha$-stable Lévy motion is

$$ B\varphi(x) = f(x)\varphi'(x) + \frac{1}{2}g^2(x)\varphi''(x) + \int_{\mathbb{R}\setminus\{0\}} \left[ \varphi(x + \sigma(x)y) - \varphi(x) - \sigma(x)y\varphi'(x)I_{\{|y|<1\}}(y) \right] \nu_{\alpha, \beta}(dy) $$

$$ := K_1 + K_2 + K_3. $$

In the following, we aim at finding the adjoint operator $B^*$ in the Hilbert space $L^2(\mathbb{R})$. Here we need an additional hypothesis.

**Hypothesis H4.** (Condition for noise intensity) The function $\sigma$ is strict monotone.

**Remark 5.** In fact, Hypothesis H4 can be weakened. We only need the inverse function of $\sigma(x)$ exists.

Also, the adjoint parts for the first two terms $K_1$ and $K_2$ in $B$ are easy to find via integration by parts: $-(f(x)\varphi(x))'$ and $\frac{1}{2}(g^2(x)\varphi)''$. For the third term $K_3$, we denote it by $\tilde{Q}\varphi$, i.e.,

$$ \tilde{Q}\varphi(x) = \int_{\mathbb{R}\setminus\{0\}} \left[ \varphi(x + \sigma(x)y) - \varphi(x) - \sigma(x)y\varphi'(x)I_{\{|y|<1\}}(y) \right] \nu_{\alpha, \beta}(dy). $$

We have the following lemma.

**Lemma 2.** Under Hypotheses H1-H4, the adjoint operator of $\tilde{Q}$ is

$$ \tilde{Q}^*v(x) = \int_{\mathbb{R}\setminus\{0\}} \left[ \left| \sigma(x + z) \right|^{\alpha}v(x + z) - \left| \sigma(x) \right|^{\alpha}v(x) - \left| \sigma(x) \right|^{\alpha}v(x) \right] \nu_{\alpha, \beta}(dz) $$

$$ + \beta C_\alpha v(x)\sigma'(x), $$

where

$$ \tilde{\nu}_{\alpha, \beta}(dz) = \begin{cases} \nu_{\alpha, -\beta}(dz), & \text{if } \sigma(x) \uparrow_+ x, \\ \nu_{\alpha, \beta}(dz), & \text{if } \sigma(x) \downarrow_- x. \end{cases} $$
Proof. We assume $\sigma(x) \uparrow x$. By the definition of adjoint operator and the transformation $z = \sigma(x)y$, we have

$$
\int_{\mathbb{R}} \left\{ \int_{\mathbb{R}\setminus\{0\}} \left[ \varphi(x + \sigma(x)y) - \varphi(x) - \sigma(x)y\varphi'(x)I_{\{|y|<1\}}(y) \right] \nu_{\alpha,\beta}(dy) \right\} v(x)dx
$$

$$
= \int_{\mathbb{R}} \left\{ \int_{\mathbb{R}\setminus\{0\}} \left[ \varphi(x + z) - \varphi(x) - z\varphi'(x)I_{\{|z|<\sigma(x)\}}(z) \right] \nu_{\alpha,\beta}(dz) \right\} (\sigma(x))^\alpha v(x)dx
$$

$$
= \int_{\mathbb{R}\setminus\{0\}} \left\{ \int_{\mathbb{R}} \left[ \varphi(x + z) - \varphi(x) - z\varphi'(x)I_{\{|z|<\sigma(x)\}}(z) \right] (\sigma(x))^\alpha v(x)dx \right\} \nu_{\alpha,\beta}(dz)
$$

$$
= \int_{\mathbb{R}\setminus\{0\}} \left\{ \int_{-\infty}^{\infty} \varphi(x)(\sigma(x-z))^\alpha v(x-z)dx - \int_{-\infty}^{\infty} \varphi(x)(\sigma(x))^\alpha v(x)dx
$$

$$
- z \int_{-\infty}^{\infty} \varphi'(x)I_{\{|z|<\sigma(x)\}}(z)(\sigma(x))^\alpha v(x)dx \right\} \nu_{\alpha,\beta}(dz)
$$

$$
= \int_{\mathbb{R}\setminus\{0\}} \left\{ \int_{-\infty}^{\infty} \varphi(x)\left(\sigma(x-z)\right)^\alpha v(x-z)dx - \int_{-\infty}^{\infty} \varphi(x)(\sigma(x))^\alpha v(x)dx
$$

$$
+ \int_{-\infty}^{\infty} z\varphi(x)I_{\{|z|<\sigma(x)\}}(z)\left[(\sigma(x))^\alpha v(x)\right]'dx \right\} \nu_{\alpha,\beta}(dz)
$$

$$
+ \int_{\mathbb{R}\setminus\{0\}} z|z|^\alpha \varphi(\sigma^{-1}(|z|)) v(\sigma^{-1}(|z|)) \nu_{\alpha,\beta}(dz)
$$

$$
= \left\langle \varphi(x), \int_{\mathbb{R}\setminus\{0\}} \left[ (\sigma(x-z))^\alpha v(x-z) - (\sigma(x))^\alpha v(x) + [(\sigma(x))^\alpha v(x)]' zI_{\{|z|<\sigma(x)\}}(z) \right] \nu_{\alpha,\beta}(dz) \right\rangle
$$

$$
+ \beta C_\alpha \left\langle \varphi(x), v(x)\sigma'(x) \right\rangle,
$$

then the adjoint operator of $Q$ is

$$
\tilde{Q}^*v(x) = \beta C_\alpha v(x)\sigma'(x)
$$

$$
+ \int_{\mathbb{R}\setminus\{0\}} \left[ (\sigma(x-z))^\alpha v(x-z) - (\sigma(x))^\alpha v(x) + [(\sigma(x))^\alpha v(x)]' zI_{\{|z|<\sigma(x)\}}(z) \right] \nu_{\alpha,\beta}(dz)
$$

$$
= \beta C_\alpha v(x)\sigma'(x)
$$

$$
+ \int_{\mathbb{R}\setminus\{0\}} \left[ (\sigma(x+z))^\alpha v(x+z) - (\sigma(x))^\alpha v(x) - [(\sigma(x))^\alpha v(x)]' zI_{\{|z|<\sigma(x)\}}(z) \right] \nu_{\alpha,\beta}(dz).
$$

(4.2)
Similarly, when \( \sigma(x) \downarrow x \), we have

\[
\int_{\mathbb{R}} \left\{ \int_{\mathbb{R} \setminus \{0\}} \left[ \varphi(x + \sigma(x)y) - \varphi(x) - \sigma(x)y\varphi'(x)I_{\{|y| < 1\}}(y) \right] \nu_{\alpha, \beta}(dy) \right\} v(x)dx
\]

\[
= \int_{-\infty}^{\infty} \left\{ \int_{\mathbb{R} \setminus \{0\}} \left[ \varphi(x + z) - \varphi(x) - z\varphi'(x)I_{\{|z| < -\sigma(x)\}}(z) \right] \nu_{\alpha, -\beta}(dz) \right\} (-\sigma(x))^\alpha v(x)dx
\]

\[
= \int_{\mathbb{R} \setminus \{0\}} \left\{ \int_{-\infty}^{\infty} \varphi(x)(-\sigma(x-z))^\alpha v(x-z)dx - \int_{-\infty}^{\infty} \varphi(x)(-\sigma(x))^\alpha v(x)dx \right\}
\]

\[
+ \int_{-\infty}^{\infty} z\varphi(x)I_{\{|z| < -\sigma(x)\}}(z) \left[ (-\sigma(x))^\alpha v(x) \right]^\prime dx \nu_{\alpha, -\beta}(dz)
\]

\[
+ \int_{\mathbb{R} \setminus \{0\}} z|z|^\alpha \varphi(\sigma^{-1}(-|z|)) v(\sigma^{-1}(-|z|)) \nu_{\alpha, -\beta}(dz)
\]

\[
= \left\langle \varphi(x), \beta C_{\alpha} \int_{\mathbb{R} \setminus \{0\}} \left[ (-\sigma(x-z))^\alpha v(x-z) - (-\sigma(x))^\alpha v(x) + [(-\sigma(x))^\alpha v(x)]^\prime zI_{\{|z| < -\sigma(x)\}}(z) \right] \nu_{\alpha, -\beta}(dz) \rightangle
\]

\[
+ \beta C_{\alpha} \left\langle \varphi(x), v(x)\sigma'(x) \right\rangle,
\]

then the adjoint operator of \( \tilde{Q} \) is

\[
\tilde{Q}^* v(x) = \beta C_{\alpha} v(x)\sigma'(x)
\]

\[
+ \int_{\mathbb{R} \setminus \{0\}} \left[ (-\sigma(x-z))^\alpha v(x-z) - (-\sigma(x))^\alpha v(x) + [(-\sigma(x))^\alpha v(x)]^\prime zI_{\{|z| < -\sigma(x)\}}(z) \right] \nu_{\alpha, -\beta}(dz)
\]

\[
= \beta C_{\alpha} v(x)\sigma'(x)
\]

\[
+ \int_{\mathbb{R} \setminus \{0\}} \left[ (-\sigma(x+z))^\alpha v(x+z) - (-\sigma(x))^\alpha v(x) - [(-\sigma(x))^\alpha v(x)]^\prime zI_{\{|z| < \sigma(x)\}}(z) \right] \nu_{\alpha, \beta}(dz).
\]

(4.3)

Combined with (4.2) and (4.3), we have

\[
\tilde{Q}^* v(x) = \int_{\mathbb{R} \setminus \{0\}} \left[ |\sigma(x+z)|^\alpha v(x+z) - |\sigma(x)|^\alpha v(x) - [|\sigma(x)|^\alpha v(x)]^\prime zI_{\{|z| < |\sigma(x)|\}}(z) \right] \tilde{\nu}_{\alpha, \beta}(dz)
\]

\[
+ \beta C_{\alpha} v(x)\sigma'(x).
\]

\[
\square
\]

By Lemma 2, we can derive the FPE in case of multiplicative asymmetric \( \alpha \)-stable noise.

**Theorem 2.** Under Hypotheses H1-H4, the Fokker-Planck equation for the SDE (1.1) in the case that \( L \) is an asymmetric one-dimensional \( \alpha \)-stable process is

\[
p_t = B^* p, \quad p(x, 0) = \delta(x - x_0),
\]

(4.4)

where

\[
B^* p(x, t) = -\partial_x(f(x)p(x, t)) + \frac{1}{2} \partial_{xx}(g^2(x)p(x, t)) + \tilde{Q}^* p(x, t).
\]

**4.2. Numerical method**

Here, we present the numerical schemes for the absorbing boundary condition.
Let \( u(x, t) = |\sigma(x)|^\alpha p(x, t) \), then we have

\[
\int_{\mathbb{R}\setminus\{0\}} \left[ |\sigma(x + z)|^\alpha p(x + z, t) - |\sigma(x)|^\alpha p(x, t) - \partial_x \left[ |\sigma(x)|^\alpha p(x, t) \right] zI_{\{|z| < |\sigma(x)|\}}(z) \right] \tilde{v}_{\alpha, \beta}(dz)
\]

\[
= \int_{\mathbb{R}\setminus\{0\}} \left[ u(x + z, t) - u(x, t) - \partial_x(u(x, t)) zI_{\{|z| < |\sigma(x)|\}}(z) \right] \tilde{v}_{\alpha, \beta}(dz)
\]

\[
=: I.
\]

\begin{equation}
(4.5)
\end{equation}

In the sequel, we will discuss (4.5) in four cases.

Case 1: \( \sigma(x) > 0 \) and \( \sigma(x) > 1 - x \). We have

\[
I = C_p(\beta) \left\{ \int_{-1-x}^{1-x} \frac{u(x + z, t) - u(x, t)}{|z|^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} \left[ (1 - x)^{-\alpha} + (1 + x)^{-\alpha} \right] \right\}
\]

\[
- \beta C_\alpha \left\{ \int_{0}^{\sigma(x)} \left[ u(x + z, t) - u(x, t) - z\partial_x(u(x, t)) \right] \frac{1}{z^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} (1 - x)^{-\alpha}
\]

\[
- \frac{\partial_x(u(x, t))}{1 - \alpha} \left[ (\sigma(x))^{1-\alpha} - (1 - x)^{1-\alpha} \right] \right\}.
\]

Case 2: \( \sigma(x) > 0 \) and \( \sigma(x) < 1 - x \). We have

\[
I = C_p(\beta) \left\{ \int_{-1-x}^{1-x} \frac{u(x + z, t) - u(x, t)}{|z|^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} \left[ (1 - x)^{-\alpha} + (1 + x)^{-\alpha} \right] \right\}
\]

\[
- \beta C_\alpha \left\{ \int_{0}^{\sigma(x)} \left[ u(x + z, t) - u(x, t) - z\partial_x(u(x, t)) \right] \frac{1}{z^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} (1 - x)^{-\alpha}
\]

\[
+ \int_{\sigma(x)}^{1-x} \left[ u(x + z, t) - u(x, t) \right] \frac{1}{z^{1+\alpha}} dz \right\}.
\]

Case 3: \( \sigma(x) < 0 \) and \( -\sigma(x) > 1 - x \). We have

\[
I = C_n(\beta) \left\{ \int_{-1-x}^{1-x} \frac{u(x + z, t) - u(x, t)}{|z|^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} \left[ (1 - x)^{-\alpha} + (1 + x)^{-\alpha} \right] \right\}
\]

\[
+ \beta C_\alpha \left\{ \int_{0}^{-\sigma(x)} \left[ u(x + z, t) - u(x, t) - z\partial_x(u(x, t)) \right] \frac{1}{z^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} (1 - x)^{-\alpha}
\]

\[
- \frac{\partial_x(u(x, t))}{1 - \alpha} \left[ (-\sigma(x))^{1-\alpha} - (1 - x)^{1-\alpha} \right] \right\}.
\]

Case 4: \( \sigma(x) < 0 \) and \( -\sigma(x) < 1 - x \). We have

\[
I = C_n(\beta) \left\{ \int_{-1-x}^{1-x} \frac{u(x + z, t) - u(x, t)}{|z|^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} \left[ (1 - x)^{-\alpha} + (1 + x)^{-\alpha} \right] \right\}
\]

\[
+ \beta C_\alpha \left\{ \int_{0}^{-\sigma(x)} \left[ u(x + z, t) - u(x, t) - z\partial_x(u(x, t)) \right] \frac{1}{z^{1+\alpha}} dz - \frac{u(x, t)}{\alpha} (1 - x)^{-\alpha}
\]

\[
+ \int_{-\sigma(x)}^{1-x} \left[ u(x + z, t) - u(x, t) \right] \frac{1}{z^{1+\alpha}} dz \right\}.
\]
Let

\[
C_{1,\beta}(x) = C_\beta(\beta)1_{\{\sigma(x) > 0\}}(x) + C_\alpha(\beta)1_{\{\sigma(x) < 0\}}(x),
\]
\[
C_{2,\beta}(x) = \beta C_\alpha 1_{\{\sigma(x) < 0\}}(x) - \beta C_\alpha 1_{\{\sigma(x) > 0\}}(x),
\]

then \(C_{1,\beta}(x) + C_{2,\beta}(x) = C_{1,-\beta}(x)\).

Therefore, for \(|\sigma(x)| > 1 - x\), we get

\[
I = C_{1,\beta}(x) \int_{-1-x}^{1-x} \frac{u(x+z,t) - u(x,t)}{|z|^{1+\alpha}} \, dz + C_{2,\beta}(x) \left\{ \int_0^{1-x} \frac{u(x+z,t) - u(x,t) - z\partial_z(u(x,t))}{z^{1+\alpha}} \, dz \right. \\
- \frac{C_{1,-\beta}(x)u(x,t)}{\alpha}(1-x)^{-\alpha} - \frac{C_{1,\beta}(x)u(x,t)}{\alpha}(1+x)^{-\alpha} \\
- \frac{C_{2,\beta}(x)\partial_x(u(x,t))}{1-\alpha} [\sigma(x)]^{-\alpha} - (1-x)^{-\alpha}].
\]

and for \(|\sigma(x)| < 1 - x\), we have

\[
I = C_{1,\beta}(x) \int_{-1-x}^{1-x} \frac{u(x+z,t) - u(x,t)}{|z|^{1+\alpha}} \, dz + C_{2,\beta}(x) \left\{ \int_0^{1-x} \frac{u(x+z,t) - u(x,t) - \partial_z(u(x,t))z}{z^{1+\alpha}} \, dz \right. \\
+ \int_{|\sigma(x)|}^{1-x} \frac{u(x+z,t) - u(x,t)}{z^{1+\alpha}} \, dz \right\} - \frac{C_{1,-\beta}(x)u(x,t)}{\alpha}(1-x)^{-\alpha} - \frac{C_{1,\beta}(x)u(x,t)}{\alpha}(1+x)^{-\alpha}.
\]

Then Eq. \(4.4\) becomes

\[
\begin{align*}
\dot{u} &= -|\sigma(x)|^\alpha \partial_x \left( \frac{f(x)}{|\sigma(x)|^\alpha} u(x,t) \right) + \frac{1}{2} |\sigma(x)|^\alpha \partial_{xx} \left( \frac{g^2(x)}{|\sigma(x)|^\alpha} u(x,t) \right) + |\sigma(x)|^\alpha I + \beta C_\alpha \sigma'(x)u(x,t) \\
&= \frac{1}{2} g^2(x) \partial_{xx}(u(x,t)) + M(x) \partial_x(u(x,t)) + (N(x) + \beta C_\alpha \sigma'(x)) u(x,t) + |\sigma(x)|^\alpha I.
\end{align*}
\]

By the absorbing boundary condition, for \(|\sigma(x)| > 1 - x\), we have

\[
\begin{align*}
\dot{u} &= \frac{1}{2} g^2(x) \partial_{xx}(u(x,t)) + \tilde{M}(x) \partial_x(u(x,t)) + \tilde{N}(x) u(x,t) \\
+ |\sigma(x)|^\alpha C_{1,\beta}(x) \int_{-1-x}^{1-x} \frac{u(x+z,t) - u(x,t)}{|z|^{1+\alpha}} \, dz \\
+ |\sigma(x)|^\alpha C_{2,\beta}(x) \int_0^{1-x} \frac{u(x+z,t) - u(x,t) - \partial_z(u(x,t))z}{z^{1+\alpha}} \, dz,
\end{align*}
\]
and for $|\sigma(x)| < 1 - x$, we have

\[ u_t = \frac{1}{2} g^2(x) \partial_{xx}(u(x, t)) + \dot{M}(x) \partial_x(u(x, t)) + \dot{N}(x) u(x, t) \]

\[ + |\sigma(x)|^\alpha C_{1, \beta}(x) \int_{|z|^{1+\alpha}}^{1-x} u(x + z, t) - u(x, t) \, dz \]

\[ + |\sigma(x)|^\alpha C_{2, \beta}(x) \int_0^{1-x} u(x + z, t) - u(x, t) \, dz \]

\[ + \int_{|\sigma(x)|}^{1-x} u(x + z, t) - u(x, t) \, dz \]

(4.7)

where

\[ \dot{M}(x) = \begin{cases} 
M(x) - |\sigma(x)|^\alpha C_{2, \beta}(x) \left[ |\sigma(x)|^{1-\alpha} - (1-x)^{1-\alpha} \right], & |\sigma(x)| > 1 - x, \\
M(x), & |\sigma(x)| < 1 - x, 
\end{cases} \]

and

\[ \dot{N}(x) = N(x) + \beta C_{\alpha} \sigma'(x) - |\sigma(x)|^\alpha \frac{C_{1, \beta}(x)}{\alpha} (1-x)^{-\alpha} - |\sigma(x)|^\alpha \frac{C_{1, \beta}(x)}{\alpha} (1+x)^{-\alpha}. \]

Denote $U_j$ as the numerical solution of $u$ for Eq. (4.6) and (4.7) at $(x_j, t)$, where $x_j = jh$ for $-J < j < J$ and $h = \frac{J}{T}$. The unknowns vector by $U := (U_{-J+1}, U_{-J+2}, \ldots, U_{J-1})^T$. We approximate the diffusion term by the second-order central differencing and the first-order derivatives by the first-order upwind scheme. Then we can discretize the non-integral terms in the right-hand side (RHS) of Eqs. (4.6) and (4.7) as

\[ (AU)_j := C_h (U_{j+1} - 2U_j + U_{j-1}) + \dot{M}(x_j) \delta_j U_j + \dot{N} U_j, \]

where

\[ C_h = \frac{g^2(x)}{2} - \frac{C_{\alpha} |\sigma(x)|^\alpha}{2} \zeta(\alpha - 1) h^{2-\alpha}. \]

In fact, the second term in $C_h$ is the leading-order correction term for the trapezoidal rules of the singular integrals in Eqs. (4.6) and (4.7), and $\zeta$ is the Riemann zeta function. The integrals in Eqs. (4.6) and (4.7) are approximated by the trapezoidal rule

\[ (BU)_j := \begin{cases} 
|\sigma(x_j)|^\alpha C_{1, \beta}(x_j) h \sum_{k=1}^{J-1} \frac{U_k - U_i}{|x_k - x_j|^{1+\alpha}} + |\sigma(x_j)|^\alpha C_{2, \beta}(x_j) h \sum_{k=1}^{J-1} \frac{U_k - U_i - (x_k - x_j)}{|x_k - x_j|^{1+\alpha}}, & \text{for } |\sigma(x_j)| + x_j > 1, \\
|\sigma(x_j)|^\alpha C_{1, \beta}(x_j) h \sum_{k=1}^{J-1} \frac{U_k - U_i}{|x_k - x_j|^{1+\alpha}} + |\sigma(x_j)|^\alpha C_{2, \beta}(x_j) h \sum_{k=1}^{J-1} \frac{U_k - U_i - (x_k - x_j)}{|x_k - x_j|^{1+\alpha}}, & \text{for } |\sigma(x_j)| + x_j < 1, 
\end{cases} \]

where $m = \left[ \frac{|\sigma(x_j)|}{h} \right]$ means the integer portion of the value $\frac{|\sigma(x_j)|}{h}$, the summation symbol $\sum$ means the terms of both end indices are multiplied by $\frac{1}{2}$, $\sum'$ means that only the term of the top index is multiplied by $\frac{1}{2}$. 
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Set $\tilde{R} = A + B$, then the semi-discrete scheme for Eqs. (4.6) and (4.7) becomes

$$
\frac{dU_j}{dt} = (\tilde{R}U)_j, \tag{4.8}
$$

for $-J + 1 \leq j \leq J - 1$.

In the next, we will show the semi-discrete scheme (4.8) satisfies discrete maximal principle for the absorbing condition. Let

$$
I_h = \{j \in \mathbb{Z} : |jh| < 1\},
$$

$$
I_{h,T} = I_h \times (0, T],
$$

$$
\partial I_{h,T} = \mathbb{Z} \times [0, T] \setminus I_{h,T},
$$

where $T > 0$ is the final time.

**Proposition 4.1** (Maximum principle for the absorbing condition). Assume $\tilde{N}(x) \leq 0$, $C_{2,\beta}(x) \geq 0$ for $x \in (-1, 1)$.

(i) If

$$
\frac{dU_j}{dt} - (\tilde{R}U)_j \leq 0, \quad \text{for } (j,t) \in I_{h,T},
$$

and

$$
U_j = 0, \quad \text{for } |j| \geq J,
$$

then we have

$$
\max_{(j,t) \in \mathbb{Z} \times [0,T]} U_j(t) = \max_{(j,t) \in \partial I_{h,T}} U_j(t).
$$

(ii) If

$$
\frac{dU_j}{dt} - (\tilde{R}U)_j \geq 0, \quad \text{for } (j,t) \in I_{h,T},
$$

and

$$
U_j = 0, \quad \text{for } |j| \geq J,
$$

then we have

$$
\min_{(j,t) \in \mathbb{Z} \times [0,T]} U_j(t) = \min_{(j,t) \in \partial I_{h,T}} U_j(t).
$$

**Proof.** See Appendix A.3.

**Remark 6.** The theoretical analysis of the weak and strong maximum principles for nonlocal Waldenfels operator has been studied [44]. The stability and convergence of the schemes follows from the maximum principle and the Lax equivalence theorem due to the linearity of the equations (4.6) and (4.7).

4.3. Numerical experiment

Here we present an example to illustrate this numerical scheme for asymmetric FPE.

**Example 2.** Consider the Langevin equation is of the form

$$
\frac{dX_t}{dt} = f(X_t)dt + g(X_t)dB_t + \sigma(X_t)DL_{t}^{2}, \quad X_0 = 0, \tag{4.9}
$$

$$
X_t = 0,
$$

$$
\sigma(X_t) = \begin{cases} 
1 & \text{for } |x| < 1, \\
0 & \text{otherwise}.
\end{cases}
$$

$$
\alpha = 3, \beta = 2,
$$

$$
H = 5, K = 1.
$$

$$
\tilde{R} = \begin{pmatrix} 1 & -1 \\
1 & 0 \end{pmatrix},
$$

$$
A = \begin{pmatrix} 0 & -1 \\
1 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 & 1 \\
0 & 0 \end{pmatrix}.
$$

$$
\sigma(0) = 1, \quad \sigma(1) = 0.
$$
where the function $f$ is determined by a function $V$, so that $f = -\partial V(x,t)/\partial x$. Here we consider a motion in the time-independent parabolic potential

$$V(x) = 0.1x^2. \quad (4.10)$$

The first noise term is a Gaussian noise with intensity $g(x)$. The second noise term is an asymmetric $\alpha$-stable noise with intensity $\sigma(x) = \pi + \arctan x$. Perhaps our method may be work for some problems from the book [45], but we only show a simple example here.

![Graph](image)

Figure 2: The FPE driven by asymmetric multiplicative $\alpha$-stable Lévy noises with $\sigma(x) = \pi + \arctan x$, $f(x) = -0.2x$ and $D = (-1,1)$ at time $t = 0.2$ for different $\beta = 0.5, 0$ and $g(x) = 0, 0.5$. The initial condition is $p(x,0.01) = \sqrt{\frac{40}{\pi}} e^{-40x^2}$. (a) $\alpha = 0.5$; (b) $\alpha = 1.5$.

Here we use the backward Euler scheme for the time integration, which satisfies the maximum principle. We take the initial condition $p(x,0.01) = \sqrt{\frac{40}{\pi}} e^{-40x^2}$ and $D = (-1,1)$ for different skewness parameter $\beta$ and Gaussian noise intensity $g(x)$. Fig. 2 shows the solution of FPE with absorbing condition at time $t = 0.2$. Moreover, we find that the effects of Gaussian noise for the solution of FPE in the case of asymmetric $\alpha$-stable noise are similar to that of symmetric $\alpha$-stable noise. Besides, the skewness parameter $\beta$ has greater effects for the solution as $\alpha$ is smaller.
5. Application to nonlinear filtering problem

5.1. Analysis of nonlinear filtering problem

In this subsection, we derive the strong form of Zakai equation under multiplicative $\alpha$-stable noise. Consider the following signal-observation systems on $\mathbb{R}^2$

\[
\begin{aligned}
    dX_t &= f(X_t)dt + \sigma(X_t)dL_t^\alpha, \\
    dY_t &= f_2(t, X_t)dt + \int_{\mathbb{R}} \gamma(t, X_t, z)\tilde{N}(dt, dz),
\end{aligned}
\]

(5.1)

where $f$ and $f_2$ are given deterministic vector fields, and $\sigma$ is called the noise intensity. The one-dimensional Lévy process $L^\alpha$ has generating triplet $(0, 0, \nu_\alpha)$. The predictable compensator of the Poisson random measure $N$ is given by $dt \otimes \nu(du)$, where $\nu$ is a Lévy measure. Moreover, $N((0, t], du) = N((0, t], du) - t\nu(du)$.

We need to add two new assumptions on the drift and diffusion coefficients.

**Hypothesis H5.** The nonlinear term $f_2$ is bounded and Lipschitz, i.e., there exists a positive constant $C_1$ such that for any $t \in [0, T]$ and all $x, y \in \mathbb{R}$,

\[
    \sup_{x \in \mathbb{R}} |f_2(t, x)| \leq C_1,
\]

and

\[
    |f_2(t, x) - f_2(t, y)| \leq C_1|x - y|.
\]

**Hypothesis H6.** There exists a positive constant $C_2$ such that for all $x, y \in \mathbb{R}$,

\[
    \int_0^T \int_{\mathbb{R}} |\gamma(t, x, z)|^2 \nu(dz)dt \leq C_2(1 + x^2),
\]

and

\[
    \int_0^T \int_{\mathbb{R}} |\gamma(t, x, z) - \gamma(t, y, z)|^2 \nu(dz)dt \leq C_2|x - y|^2.
\]

**Remark 7.** Under Hypotheses H1-H3, H5 and H6, the signal-observation system (5.1) exists a unique solution.

Let

\[
    \mathcal{Y}_t = \mathcal{R}(Y_s : 0 \leq s \leq t) \vee \mathcal{N},
\]

where $\mathcal{N}$ is the collection of all $\mathbb{P}$-negligible sets of $(\Omega, \mathcal{F})$.

The filtering problem aims at determining the conditional distribution of the signal $X_t$ at time $t$, given the information accumulated by observing $Y_t$ in the time interval $[0, t]$. What we are interested in is deriving the strong form of Zakai equation under multiplicative $\alpha$-stable noise. Before that, we present the change of probability measure for Itô-Lévy process, which comes from [47, Theorem 1.31].

**Theorem 3.** Let $M$ be an one-dimensional Itô-Lévy processes of the form

\[
dM(t) = \alpha(t, \omega)dt + \sigma(t, \omega)dB(t) + \int_{\mathbb{R}} \gamma(t, z, \omega)\tilde{N}(dt, dz), \quad 0 \leq t \leq T.
\]

Assume there exist a predictable $\mathbb{R}$-valued process $u = \{u(t), t \in [0, T]\}$ and a family of predictable
R-valued processes $\theta(\cdot, z) = \{\theta(t, z), t \in [0, T]\}, z \in \mathbb{R}\setminus\{0\}$, such that

$$\sigma(t)u(t) + \int_{\mathbb{R}} \gamma(t, s)\theta(t, s)\nu(ds) = \alpha(t), \text{ for almost all } (t, \omega) \in [0, T] \times \Omega,$$

(5.2)

and the process

$$Z_1(t) := \exp\left\{-\int_0^t u(s)dB(s) - \frac{1}{2} \int_0^t u^2(s)ds + \int_0^t \int_{\mathbb{R}} \ln(1 - \theta(s, z))\tilde{N}(ds, dz) \right. \left. + \int_0^t \int_{\mathbb{R}} [\ln(1 - \theta(s, z)) + \theta(s, z)]\nu(dz)ds\right\}, \quad 0 \leq t \leq T$$

is well defined and satisfies

$$E[Z_1(T)] = 1.$$

Define the probability measure $Q$ on $\mathcal{F}_T$ by $dQ = Z_1(T)dP$, then $M$ is a local martingale with respect to $Q$.

**Remark 8.** In Theorem 3, we require that for any $z \in \mathbb{R}\setminus\{0\}$, $\theta(\cdot, z)$ is a predictable process such that $\theta(t, z) < 1$,

$$\int_0^T \int_{\mathbb{R}} \{[\ln(1 - \theta(t, z))]^2 + \theta^2(t, z)\} \nu(dz)dt < \infty,$$

and $u$ is a predictable process such that

$$\int_0^T u^2(t) < \infty.$$

**Corollary 1.** Define the process $B_Q(t)$ and the random measure $\tilde{N}_Q$ by

$$dB_Q(t) = u(t)dt + dB(t),$$

and

$$\tilde{N}_Q(dt, dz) = \frac{\theta(t, z)}{1 - \theta(t, z)}\nu(dz)dt + \frac{1}{1 - \theta(t, z)}\tilde{N}(dt, dz),$$

then under the new probability measure $Q$, $B_Q$ is a Brownian motion and $\tilde{N}_Q$ is a martingale-valued measure.

**Proof.** The result comes directly from [47, Theorem 1.35].

**Remark 9.** In fact, $\tilde{N}_Q(dt, dz)$ is not the $Q$-compensated random measure associated to $N(dt, dz)$. The compensated random measure $\tilde{N}_Q^c(dt, dz)$ associated to $N(dt, dz)$ under the new probability measure $Q$ satisfies the following equation, i.e.,

$$\tilde{N}_Q^c(dt, dz) = \theta(t, z)\nu(dz)dt + \tilde{N}(dt, dz).$$

In the following, we will present the property of Girsanov Theorem for Itô-Lévy processes.

**Lemma 3.** Set

$$H_t^{-1} = \exp\left\{\int_0^t \int_{\mathbb{R}} \ln(1 - \theta(s, z))\tilde{N}(ds, dz) + \int_0^t \int_{\mathbb{R}} [\ln(1 - \theta(s, z)) + \theta(s, z)]\nu(dz)ds\right\},$$
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then $H_t$ satisfies the following equation

$$H_t = 1 + \int_0^t \int_\mathbb{R} H_{s-} \theta(s, z) \tilde{N}(ds, dz).$$

Proof. Set

$$U(t) = -\int_0^t \int_\mathbb{R} \ln (1 - \theta(s, z)) \tilde{N}(ds, dz) - \int_0^t \int_\mathbb{R} [\ln (1 - \theta(s, z)) + \theta(s, z)] \nu(dz)ds.$$

Applying Itô formula to $e^{U(t)}$, we have

$$dH_t = de^{U(t)} = H_t \int_\mathbb{R} \left[ \frac{1}{1 - \theta(t, z)} - 1 \right] N(dt, dz) - H_t \int_\mathbb{R} \theta(t, z) \nu(dz)dt$$

$$= \int_\mathbb{R} H_{t-} \theta(t, z) \tilde{N}(dt, dz).$$

We introduce a new measure $Q$ via $dQ/dP = 1/H_T$ and define

$$P_t(\varphi) := \mathbb{E}^Q [\varphi(X_t)H_t | Y_t].$$

Now, we are ready to obtain the Zakai equation for $P_t(\varphi)$.

**Theorem 4.** For $\varphi \in \mathcal{D}(A)$, $P_t(\varphi)$ satisfies the following stochastic evolution equation, i.e.,

$$dP_t(\varphi) = P_t(A\varphi)dt + \int_\mathbb{R} P_{t-} (\varphi(\theta(t, z)) \tilde{N}(dt, dz),$$

where $A$ is the infinitesimal generator of $X_t$, i.e.,

$$(A\varphi)(x) = f(x)\varphi_1(x) + \int_{\mathbb{R} \setminus \{0\}} \left[ \varphi(x + \sigma(x)y) - \varphi(x) - \sigma(x)y\varphi_1'(x)I_{\{|y|<1\}}(y) \right] \nu(dy).$$

Proof. Step 1: Applying Itô formula to $X_t$ and using the mutual independence of $L_t^\alpha$ and $\tilde{N}(dt, du)$, we have

$$d [\varphi(X_t)H_t] = \varphi(X_{t-})dH_t + H_{t-}d\varphi(X_t).$$

Step 2: Taking the conditional expectation on both sides of (5.5), we obtain

$$\mathbb{E}^Q [\varphi(X_t)H_t | Y_t] = \mathbb{E}^Q [\varphi(X_0) | Y_t] + \mathbb{E}^Q \left[ \int_0^t \varphi(X_s) dH_s | Y_t \right] + \mathbb{E}^Q \left[ \int_0^t H_s d\varphi(X_s) | Y_t \right]$$

$$= P_0(\varphi) + \int_0^t \int_\mathbb{R} \mathbb{E}^Q [H_s \varphi(X_s) \theta(s, z) | Y_s] \tilde{N}(ds, dz)$$

$$+ \int_0^t \mathbb{E}^Q [H_s A\varphi(X_s) | Y_s] ds$$

$$= P_0(\varphi) + \int_0^t \int_\mathbb{R} P_{s-} (\varphi(\theta(s, z)) \tilde{N}(ds, dz) + \int_0^t P_s(A\varphi)ds.$$
Therefore,
\[ dP_t(\varphi) = P_t(A\varphi)dt + \int_{\mathbb{R}} P_t - (\varphi \theta(t, z)) \tilde{N}_Q(dt, dz). \] (5.6)

In the following, we aim at deriving the strong form of Zakai equation under multiplicative $\alpha$-stable noise. By Lemma 1, we know the adjoint operator $A$ is
\[ (A^* \varphi)(x) = - f(x) \varphi(x) + \int_{\mathbb{R}\setminus\{0\}} [\sigma(x + z)^{\alpha} \varphi(x + z) - \sigma(x)^{\alpha} \varphi(x)] \nu^\alpha(dz). \]

Heuristically, if the unconditional distribution of the signal $P_t(\varphi)$ has a density $p(t, x)$ with respect to Lebesgue measure for all $t > 0$, i.e., $P_t(\varphi) = \int_{\mathbb{R}} \varphi(x)p(t, x)dx$, then we have the following result. Moreover, the unnormalized density $p(t, x)$ satisfies the following stochastic partial differential equation.

**Theorem 5.** Under Hypotheses H1-H3, H5 and H6, $p(t, x)$ satisfies the following stochastic partial differential equation, i.e.,
\[ dp(t, x) = A^*p(t, x)dt + \int_{\mathbb{R}} p(t, x)\theta(t, z)\tilde{N}_Q(dt, dz), \] (5.7)

where
\[ A^*p(t, x) = - f(x)p(t, x) + \int_{\mathbb{R}\setminus\{0\}} [\sigma(x + z)^{\alpha}p(t, x + z) - \sigma(x)^{\alpha}p(t, x)] \nu^\alpha(dz). \] (5.8)

**Proof.** By the definition of $P_t(\varphi)$ and [5.6], we have
\[
P_t(\varphi) = \int_{\mathbb{R}} \varphi(x)p(t, x)dx
\]
\[= \int_{\mathbb{R}} \varphi(x)p_0(x)dx + \int_{\mathbb{R}} \left< A\varphi(x), \int_0^t p(s, x)ds \right> dx
\]
\[+ \int_{\mathbb{R}} \varphi(x) \left[ \int_0^t \int_{\mathbb{R}} p(s, x)\theta(s, z)\tilde{N}_Q(ds, dz) \right] dx.\]

Thus, we get
\[ dp(t, x) = A^*p(t, x)dt + \int_{\mathbb{R}} p(t, x)\theta(t, z)\tilde{N}_Q(dt, dz), \]
where $A^*$ is the adjoint of the operator $A$.

**5.2. Approximation analysis for nonlinear filtering problem**

The purpose here is to study one of the Trotter-like product formulas. Firstly, we develop an infinite partition $0 = t_0 < t_1 < t_2 < \cdots < t_n = T$, to be denoted by $\kappa$, with time increments $\delta_i = t_i - t_{i-1}$.

**Definition 3.** An admissible sampling procedure relative to the partition $\kappa$ is a family $\{\bar{Y}_{t_i}^{i+1}, i \geq 0\}$ of $\sigma$-algebras which satisfy, for all $i \geq 0$

(i) $\bar{Y}_{t_i}^{i+1}$ is generated by a finite number of random variables;
(ii) $\bar{Y}_{t_i}^{n+1} \subset Y_{t_i}^{n+1}$.

In addition, we introduce the following notations by

$$\bar{Y}_{t_i}^m = \bigvee_{i=m}^{n-1} \bar{Y}_{t_i}^{i+1}, \quad \bar{Y}_{t_i}^0 = \bar{Y}_{t_i}^m.$$

By the Kallianpur-Striebel formula, we have

$$E(\phi(X_{t_i})|\bar{Y}_{t_i}^t) = \frac{E_Q[\phi(X_{t_i})\mathbb{H}_{t_i}|\bar{Y}_{t_i}^t]}{E_Q[\mathbb{H}_{t_i}|\bar{Y}_{t_i}^t]}.$$  \hspace{1cm} (5.9)

The following proposition is from [48, Proposition 3.2].

**Proposition 5.1.** Set

$$M_{t_i}^{i+1} = E^Q\left(\mathbb{H}_{t_i}^{i+1}|\mathcal{F}_{t_i+1} \bigvee \bar{Y}_{t_i}^{i+1}\right),$$

$$N_{i+1}\varphi = E^Q\left(\varphi(X_{t_i+1})\mathbb{H}_{t_i}^{i+1}|\mathcal{F}_{t_i} \bigvee \bar{Y}_{t_i}^{i+1}\right),$$

$$(p_i, \varphi) = E^Q\left[\varphi(X_{t_i})\mathbb{H}_{t_i}|\bar{Y}_{t_i}^t\right],$$

then we have

$$(p_{i+1}, \varphi) = E^Q\left[(N_{i+1}\varphi)\mathbb{H}_{t_i}|\bar{Y}_{t_i}^{i+1}\right].$$  \hspace{1cm} (5.10)

Now we assume $X_t = X_{t_i}$ for $t_i \leq t < t_{i+1}$, then we have

$$M_{t_i}^{i+1} = \exp\left\{-\int_{\mathbb{R}} \ln(1 - \theta(t_i, z))N(\delta_i, dz) - \delta_i \int_{\mathbb{R}} \theta(t_i, z)\nu(dz)\right\}$$

$$:= \chi_i(X_{t_i}).$$  \hspace{1cm} (5.12)

Therefore

$$N_{i+1}\varphi = \chi_i(X_{t_i})E^Q\left(\varphi(X_{t_i+1})|\mathcal{F}_{t_i}\right).$$  \hspace{1cm} (5.13)

Assume the signal $\{X_t, t \geq 0\}$ is a diffusion process associated with the semi-group $P_t$, then we have

$$N_{i+1}\varphi = \chi_i(X_{t_i})P_{\delta_i}|\mathbb{H}_{t_i}|\bar{Y}_{t_i}^{i+1},$$  \hspace{1cm} (5.14)

and

$$(p_{i+1}, \varphi) = E^Q\left(\chi_i(X_{t_i})P_{\delta_i}|\mathbb{H}_{t_i}|\bar{Y}_{t_i}^{i+1}\right) = (p_i, \chi_iP_{\delta_i}|\mathbb{H}_{t_i}|\bar{Y}_{t_i}^{i+1}).$$  \hspace{1cm} (5.15)

Therefore we have

$$p_{i+1} = P_{\delta_i}^*|\mathbb{H}_{t_i}|\bar{Y}_{t_i}^{i+1}.$$  \hspace{1cm} (5.16)

Using an implicit Euler scheme, we get the approximation scheme of (5.7), i.e.,

$$(I - \delta_i A^t)p_{i+1} = \chi_i p_i.$$  \hspace{1cm} (5.17)

**Remark 10.** The convergence analysis of this approximation is similar to [48, Theorem 5.2].
5.3. An example

In this example, we consider the following gradient dynamical system on $\mathbb{R}$ as the signal system, which represents the potential energy landscape for diffusion of molecules.

$$dX_t = f(X_t)dt + (2 + \sin(X_t))dL_t^\alpha,$$

(5.18)

where the function $f$ is determined by an energy potential, denoted by $V$ with $V(x, t) = -\frac{1}{2}x^2 + \frac{1}{4}x^4$, so that $f = -\frac{\partial V(x, t)}{\partial x}$. Here we assume the gradient dynamical system is driven by multiplicative periodically modulated noise, which is widely used to explain the periodic recurrence of the earth’s ice age on Earth and describe the evolution of physical phenomena in ideal fluctuating environments [41].

In order to track this molecule, we use tunnel electron microscope to receive observation of the molecule [49]. Here we show a simple example. In this experiment, we assume that the observation system is given by

$$dY_t = \frac{\cos(X_t)}{2\sqrt{2}}dt + \int_{\mathbb{R}} \cos(X_{t-})e^{-\frac{z^2}{2}}\tilde{N}(dt, dz),$$

(5.19)

where $\tilde{N}(dt, dz) = N(dt, dz) - \nu(dz)dt$ with $\nu(dz) = \frac{1}{\sqrt{2\pi}}e^{-\frac{z^2}{2}}dz$.

Using Theorem 5, the strong form of Zakai equation for the signal-observation system (5.18)-(5.19) is

$$dp(t, x) = A^*p(t, x)dt + \int_{\mathbb{R}} p(t, x)\theta(t, z)\tilde{N}_Q(dt, dz),$$

(5.20)

where

$$A^*\varphi(x) = -\left((x - x^3)\varphi(x)\right)'$$

$$+ \int_{\mathbb{R}\setminus\{0\}} \left[(2 + \sin(x + z))^\alpha\varphi(x + z) - (2 + \sin(x))^\alpha\varphi(x)\right] \nu^\alpha(dz),$$

and

$$\theta(t, z) = \frac{1}{2},$$

$$\tilde{N}_Q(dt, dz) = 2\tilde{N}(dt, dz) + \nu(dz)dt.$$  

In Figure 5, we simulate the signal-observation processes with $X_0 = 0, Y_0 = 0, \alpha = 0.5, \Delta t = 5 \times 10^{-4}, T = 5$. Use an implicit Euler scheme, the solution of Zakai equation for Eq. (5.20) with $\alpha = 0.5, p(x, 0) = \sqrt{\frac{40}{\pi}}e^{-40x^2}$ is illustrated in the Figure 6.

6. Concluding remarks

In this paper, we have derived the FPEs for stochastic systems with multiplicative $\alpha$-stable noises by the method of adjoint operators, and developed a new numerical scheme with stability and convergence analysis for one-dimensional case. We have also illustrated the scheme with some numerical experiments. Moreover, we have extended these results to the asymmetric case and then have successfully applied to the nonlinear filtering problem. Our results are expected to assist simulation study of, for example, the hydrodynamical systems.

In this paper, it is required that the noise intensity $\sigma$ is strict monotone for the asymmetric case. The restriction can be relaxed.

Furthermore, we may extend the results to high-dimensional case under certain conditions. This could potentially find applications in most probable trajectories of anomalous diffusion processes.
is also possible to discuss the connection between the forward and backward Kolmogorov equations. These topics are being studied and will be reported in future works.
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7. Appendix A. Further Proofs

A.1. Proof of Proposition 3.1. Suppose $U^u_j$ is the numerical solution for $u$ at $(x_j, t_n)$. For $0 < U^u_j \leq M$, where $M$ is the maximum value of the initial probability density. As $0 < \alpha < 2$, we have $\zeta(\alpha - 1) \leq 0$. Applying the explicit Euler for $[3,5]$, and taking $c(x) = c(1, \alpha)|\sigma(x)|^\alpha \geq 0$, we
Figure 4: The solution of Zakai equation for Eq. 5.20 with $\alpha = 0.5, p(x,0) = \sqrt{\frac{a}{\pi}}e^{-40x^2}$.

Denote

$$\hat{L} := -2 \triangle tc(x_j)\zeta(\alpha - 1)h^{-\alpha} + \frac{c(x_j) \triangle t}{\alpha} \left[ \frac{1}{(1 + x_j)^{\alpha}} + \frac{1}{(1 - x_j)^{\alpha}} \right] + c(x_j) \triangle th \sum_{k = -J_j, k \neq 0}^{J_j} \frac{1}{|x_k|^{1+\alpha}}.$$
then by the inequality \((3.7)\), for \(x_j = jh\), we have

\[
\hat{L} \leq c(x_j) \Delta t \left[ \int_{-\infty}^{-1-x_j} \frac{dy}{|y|^{1+\alpha}} + \int_{1-x_j}^{\infty} \frac{dy}{|y|^{1+\alpha}} + \frac{2h}{h^{1+\alpha}} + \int_{(-1-x_j+h/2, 1-x_j-h/2)} \frac{dy}{(h, h)} \right]
- 2 \Delta tc(x_j)\zeta(\alpha - 1)h^{-\alpha}
\leq c(1, \alpha)|\sigma(x_j)|^\alpha \Delta t \left[ \frac{2}{h^{1+\alpha}} + 2 \int_{h}^{\infty} \frac{dy}{|y|^{1+\alpha}} \right] - 2 \Delta tc(x_j)\zeta(\alpha - 1)h^{-\alpha}
\leq \frac{2c(1, \alpha)|\sigma(x_j)|^\alpha}{h^{1+\alpha}} \Delta t \left( \frac{1 + \frac{1}{\alpha}}{1 + \frac{1}{\alpha} - \zeta(\alpha - 1)} \right).
\]

We can rewritten \((7.1)\) as

\[
U_{j+1}^n = \left(1 - \hat{L}\right)U_j^n - c(x_j) \Delta t \zeta(\alpha - 1)h^{-\alpha}(U_{j-1}^n + U_{j+1}^n) + c(x_j) \Delta th \sum_{k=-J-j, k\neq 0}^{J-j} \frac{U_{j+k}}{|x_k|^{1+\alpha}}
\leq \left[1 - \hat{L} - 2c(x_j) \Delta t \zeta(\alpha - 1)h^{-\alpha} + c(x_j) \Delta th \sum_{k=-J-j, k\neq 0}^{J-j} \frac{1}{|x_k|^{1+\alpha}}\right] M. \tag{7.3}
\]

Due to \((7.2)\) and the coefficient \(1 - \hat{L}\) of \(U_j^n\) is nonnegative, we see that the coefficients of \(U\) are all nonnegative, then we have

\[
U_{j+1}^n \leq \left\{1 - \frac{c(x_j) \Delta t}{\alpha} \left[ \frac{1}{(1 + x_j)^{\alpha}} + \frac{1}{(1 - x_j)^{\alpha}} \right] \right\} M
\leq M.
\]

**A.2. Proof of Proposition 3.3.** Set \(e_j^n = U_j^n - u(x_j, t_n)\), where \(u(x_j, t_n)\) is the analytic solution at the point \((x_j, t_n)\), then we have

\[
e_{j+1}^n - e_j^n = -c(1, \alpha)\zeta(\alpha - 1)|\sigma(x_j)|^\alpha h^{2-\alpha} \Delta t \frac{e_{j-1}^n + 2e_j^n + e_{j+1}^n}{h^2}
+ \Delta t c(1, \alpha)h|\sigma(x_j)|^\alpha \sum_{k=-J-j, k\neq 0}^{J-j} \frac{e_{j+k}^n - e_j^n}{|x_k|^{1+\alpha}} - \Delta t T_j^n, \tag{7.4}
\]
where

\[
T^n_j = \frac{1}{2} u_{tt}(x_j, t_n) \Delta t + \frac{1}{12} c(1, \alpha) \zeta(\alpha - 1) |\sigma(x_j)|^\alpha h^{4-\alpha} u_{xxxx}(x_j, t_n) \\
- \frac{1}{6} c(1, \alpha) \zeta(\alpha - 3) |\sigma(x_j)|^\alpha h^{4-\alpha} u_{xxxx}(x_j, t_n) - \frac{B_2}{2} c(1, \alpha) |\sigma(x_j)|^\alpha \frac{\partial}{\partial y} \left( \frac{u(x_j + y, t_n) - u(x_j, t_n)}{|y|^{1+\alpha}} \right) \bigg|_{y=L-x_j}^{y=-L-x_j} \\
+ c(1, \alpha) |\sigma(x_j)|^\alpha \int_{(-\infty, -L-x_j] \cup (L-x, \infty)} \frac{u(x_j + y, t_n) - u(x_j, t_n)}{|y|^{1+\alpha}} dy + \ldots,
\]

(7.5)

where \( \zeta(\tau) \) is the Riemann zeta function initially defined for \( \Re \tau > 1 \) by \( \zeta(\tau) = \sum_{k=1}^{\infty} k^{-\tau} \), \( B_2 \) are the Bernoulli numbers [42].

Obviously, we have

\[
|T^n_j| \leq O(\Delta t) + O(h^2) + O(L^{-\alpha}) := \bar{T}.
\]

(7.6)

Therefore, the truncation error is uniformly bounded.

By the condition (7.5), we have

\[
\max |e^{n+1}_j| \leq \max |e^n_j| + \Delta t \bar{T} \leq n \Delta t \bar{T},
\]

(7.7)

Thus, the convergence is proved.

A.3. Proof of Proposition 4.1.

Note that \( C_p, C_n \geq 0 \), then \( C_{1, \beta} \geq 0 \). Assume \((j^*, t^*) \in I_{h,T}\) is the maximum point, then we have

\[
(AU)_{j^*} := C_h \frac{U_{j^*+1} - 2U_{j^*} + U_{j^*-1}}{h^2} + \bar{M}(x_{j^*}) \delta u U_j - \bar{N}(U_j - U_j) \leq 0 \quad \text{as} \quad U_J = 0.
\]

Due to \( C_{1, \beta}, C_{2, \beta} \geq 0 \), we have \((BU)_{j^*} \leq 0\). By the similar technique from the fifth step to prove Proposition 2 in the reference [43], we get the required result.
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