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\begin{abstract}
We study the existence of segregated solutions to a class of reaction-diffusion systems with strong interactions, arising in many physical applications. These special solutions are obtained as weak limits of minimizers of a family of perturbed functionals. We prove some a priori estimates through a minimization procedure which is nonstandard in the parabolic theory: our approach is purely variational and all the information is encoded in the family of functionals we consider.
\end{abstract}

\section{1. Introduction}

Let $\Omega \subset \mathbb{R}^N$ be a bounded domain with smooth boundary and let $A := (a_{ij})_{i,j}$ be a $k \times k$ symmetric matrix ($k \geq 2$) satisfying $a_{ii} = 0$ and $a_{ij} > 0$ if $i \neq j$. We study the existence of a special class of solutions to the system of parabolic equations

$$\partial_t v_i - \Delta v_i = f_i(v_i) - \beta v_i \sum_{j \neq i} a_{ij} v_j^2 \quad \text{in} \quad \Omega \times (0, +\infty), \quad i = 1, \ldots, k \quad (1.1)$$

in the strong interaction regime $\beta \to +\infty$. To fix ideas, one should think that the nonlinearities $f_i$ behave like the logistic reaction $f_i(s) = s(1-s)$.

Each equation is coupled with some boundary conditions assigned on the parabolic boundary $\Omega \times \{0\} \cup \partial \Omega \times \mathbb{R}^+ :$ for example, we can assume

$$\begin{cases}
v_i(x, t) = g_i(x), & (x, t) \in \partial \Omega \times (0, +\infty) \\
v_i(x, 0) = v_{0i}(x), & x \in \Omega,
\end{cases} \quad (1.2)$$

for a suitable choice of functions $g_i$ and $v_{0i}, i = 1, \ldots, k$, but also other kinds of boundary conditions can be considered. In any case, we always suppose that the the initial data $v_{0i}$ satisfy the segregation condition

$$v_{0i} \cdot v_{0j} = 0 \quad \text{a.e. in} \quad \Omega \quad \text{for all} \quad i \neq j.$$
This class of systems appears in a wide variety of biological and physical applications, such as population dynamics and Bose-Einstein condensates. Notice that the time variation of each component $v_i$ is given by the combination of three terms: the first is diffusion, the second is given by the $i$-th internal energy $f_i$, while the third is the sum of penalizing interaction terms, which become stronger and stronger as $\beta$ grows: investigating the singular range $\beta = +\infty$ is the main goal of this paper.

In [1], Dancer, Wang and Zhang proved that if a sequence of bounded solutions to \((1.1) - (1.2)\) converges as $\beta \to +\infty$ to some $(w_1, \ldots, w_k)$, then these functions are weak solutions to the system of differential inequalities
\[
\begin{align*}
(\partial_t - \Delta)w_i &\leq f_i(w_i), \quad i = 1, \ldots, k \\
(\partial_t - \Delta)(w_i - \sum_{j \neq i} w_j) &\geq f_i(w_i) - \sum_{j \neq i} f_j(w_j), \quad i = 1, \ldots, k,
\end{align*}
\]
that have the segregated form
\[
w_i \cdot w_j = 0 \quad \text{a.e. in } \Omega \times (0, +\infty) \quad \text{for all } i \neq j
\]
and satisfy the same boundary conditions \((1.2)\). Such solutions are interesting both from the mathematical and the physical viewpoint and, in the present work, will be obtained through a nonstandard procedure, based on the minimization of a special functional introduced by De Giorgi in the context of nonlinear wave equations. Before describing our approach, a quick bibliographical survey is in order.

The study of segregated solutions has been quite popular in past and recent years. The first works can be dated back to the 90’s (see for instance Dancer [2], and Dancer and Du [3]). More recently, much work has been carried out in the elliptic framework, namely the study of Gross-Pitaevskii-type systems
\[
-\Delta v_i = f_i(v_i) - \beta v_i \sum_{j \neq i} a_{ij} v_j^2 \quad \text{in } \Omega
\]
for $i = 1, \ldots, k$ and $\beta \to +\infty$. The existence of segregated solutions was studied by Conti, Terracini and Verzini in [4–6], where the authors established a connection between the singular limit of minimal solutions to \((1.4)\) and the solutions of a related optimal partition problem. Independently, similar results were obtained by Caffarelli and Lin [7, 8] (see also [9]). Subsequently, in a series of articles [10–13], it was shown that solutions to \((1.4)\) are locally uniformly Hölder (or even Lipschitz) continuous and finer properties of the limiting solutions and their free boundaries were established.

The parabolic setting is less studied and seems to be more delicate. We quote the works of Dancer, Wang and Zhang [1, 14], where the authors proved uniform Hölder (and Lipschitz) estimates of parabolic type and derived system \((1.3)\) for general solutions to \((1.1)\), under some convergence assumptions, when $\beta \to +\infty$ (see also [15, 16] for the Lotka-Volterra framework). The proof is quite involved and uses several advanced technical tools such as Almgren and Alt-Caffarelli-Friedman monotonicity formulas, as well as blow-up and dimension reduction arguments. We finally quote the works of Caffarelli and Lin, [17], and Snelson, [18], for a parallel study in the context of gradient flows with singular values.

The aim of this work is twofold. First, if compared to [1, 14–16], our approach is somehow inverse: in these papers the authors study the asymptotic behavior as $\beta \to +\infty$.
of general solutions to (1.1)–(1.2), while we approximate (1.2)–(1.3) through a new family of perturbed problems. Our method can be seen as the parabolic counterpart of the study carried out in [6] in the elliptic framework, where difficulties can be overcome since (1.4) has a clear variational structure while, in the parabolic setting, this structure is apparently lacking. As a consequence, we obtain a very direct proof of the existence of bounded global segregated weak solutions to problem (1.2)–(1.3).

Secondly, as we have mentioned above, we want to draw the attention on the fact that this class of solutions is obtained through a minimization procedure, based on a conjecture of De Giorgi in a different setting ([19]), which is quite innovative in this framework. It is a very direct and flexible method: we recover the convergence results of the elliptic setting, [4, 6, 11, 13] and, further, we will extend it to more general systems of parabolic equations in a forthcoming paper.

We now describe, in a rather informal way, the main ideas involved in our approach, postponing precise definitions and statements to subsequent sections.

For \( \varepsilon, \beta > 0 \) we consider the functional

\[
\mathcal{F}_{\varepsilon, \beta} (\mathbf{v}) := \int_{0}^{\infty} \int_{\Omega} e^{-t/\varepsilon} \left\{ \varepsilon \sum_{i=1}^{k} |\partial_{t} v_i|^2 + \sum_{i=1}^{k} \left[ |\nabla v_i|^2 - 2F_i(v_i) \right] + \frac{\beta}{2} \sum_{i,j=1}^{k} a_{ij} v_i^2 v_j^2 \right\} \ dx \ dt,
\]

where \( F_i(s) = \int_{0}^{s} f_i(s) \, ds \) for each \( i \). If the functional \( \mathcal{F}_{\varepsilon, \beta} \) has a global minimizer \( \mathbf{v}_{\varepsilon, \beta} = (v_1, ..., v_k) \) in some suitable space (and among functions satisfying (1.2)), then for every test function \( \eta \in C_0^\infty(\Omega \times \mathbb{R}^+) \) the Euler–Lagrange equations read

\[
\int_{0}^{\infty} \int_{\Omega} e^{-t/\varepsilon} \left\{ \varepsilon \partial_{t} v_i \partial_{t} \eta + \nabla v_i \cdot \nabla \eta - F_i'(v_i) \eta + \beta v_i \sum_{j \neq i} a_{ij} v_j^2 \eta \right\} \ dx \ dt = 0, \quad i = 1, ..., k,
\]

which is the weak form of

\[
- \varepsilon \partial_{t} v_i + \partial_{t} v_i - \Delta v_i = F_i'(v_i) - \beta v_i \sum_{j \neq i} a_{ij} v_j^2, \quad i = 1, ..., k.
\]

Since \( f_i = F_i' \), this is system (1.1), with the addition of the extra term \( \varepsilon \partial_{t} v_i \). Assuming now that one has suitable boundedness and compactness properties (with respect to the parameters \( \varepsilon \) and \( \beta \)), one can try to pass to the limit as \( \varepsilon \to 0 \) and \( \beta \to +\infty \), in order to obtain segregated solutions to (1.2)–(1.3). There are basically two options.

The first one is to keep \( \beta > 0 \) fixed and take the limit as \( \varepsilon \to 0 \): in this case one could prove that the term \( \varepsilon \partial_{t} v_i \) goes to zero and obtain limit solutions that satisfy (1.1)–(1.2) and so, as a consequence of [1, 14], construct segregated weak solutions to (1.2)–(1.3) passing to the limit as \( \beta \to +\infty \). As we have mentioned above, studying the asymptotic regime \( \beta = +\infty \) is however a difficult problem and involves several technical tools.

Conversely, the option we follow is to fix \( \varepsilon \in (0, 1) \) and take the limit as \( \beta \to +\infty \). In this way, the coefficient of the last term in the functional \( \mathcal{F}_{\varepsilon, \beta} \) goes to infinity (strong interaction regime) and suggests that

\[
v_i \cdot v_j \to 0 \quad \text{as} \quad \beta \to +\infty, \quad i \neq j,
\]
as expected. Indeed, for any fixed $\varepsilon \in (0, 1)$, the family of minimizers $\{v_{\varepsilon, \beta}\}_{\varepsilon, \beta}$ of $\mathcal{F}_{\varepsilon, \beta}(v)$ converges as $\beta \to \infty$ (in a suitable sense) to a global minimizer $v_{\varepsilon}$ of

$$
\mathcal{F}_{\varepsilon}(v) := \int_0^\infty \int_\Omega \frac{e^{-t/\varepsilon}}{\varepsilon} \left\{ \varepsilon \sum_{i=1}^k |\partial_t v_i|^2 + \sum_{i=1}^k \left( |\nabla v_i|^2 - 2F_i(v_i) \right) \right\} \, dx \, dt
$$

having segregated components $v_i \cdot v_j = 0, i \neq j$. Notice that the corresponding Euler-Lagrange equations are now (1.6) without the interaction terms (i.e. $\beta = 0$). Then we study the limit of $v_{\varepsilon}$ as $\varepsilon \to 0$ and we prove that the limit functions (that have segregated components for free) solve (1.3).

To carry out this program it is therefore necessary to obtain uniform bounds in $\varepsilon$ and $\beta$ for the sequence $v = v_{\varepsilon, \beta}$, and this will be the central part of our argument. We point out however that there is no need to consider equation (1.6), as all the information is embodied in the functional $\mathcal{F}_{\varepsilon, \beta}$, and we will accordingly work directly with $\mathcal{F}_{\varepsilon, \beta}$.

We believe that this is one of the main points of interest of our work, and constitutes a major novelty in the approach to parabolic segregation problems. Note also that each functional $\mathcal{F}_{\varepsilon, \beta}$ is the energy functional associated to an elliptic problem, once one neglects the interpretation of the variable $t$ as time. Working with $\mathcal{F}_{\varepsilon, \beta}$ may be considerably easier than working directly with the parabolic system (1.1), since one can make use of all the machinery proper of elliptic problems, such as the techniques of the Calculus of Variations. This could be of great help if one is interested in proving further regularity and finer properties of the solutions.

On the other hand, as $\varepsilon \to 0$, two problems emerge. The first is that ellipticity is not uniform (and it has to be so, since in the limit we must recover a parabolic problem). The second is due to the presence of the exponential weight in the functional, which degenerates very rapidly as $\varepsilon \to 0$. These two features make it apparently very hard to obtain the uniform estimates in $\varepsilon$ which are needed to complete the limit procedure.

However, a way to overcome this difficulties has been introduced, for hyperbolic problems, in [20, 21] (see also [22, 23]), and we show here how to profit from it in the parabolic setting.

This approach is also known in the literature as the Weighted Inertia-Energy-Dissipation (WIDE) method, appeared first in the works of Lions and Oleinik (see e.g. [24–26]). Successively, it has been investigated by many authors: we quote the works of Akagi, Mielke, Ortiz and Stefanelli [27–30], Bögelein et al. [31, 32] and the references therein. However, our techniques are inspired by the methods used in [20, 21] and differ from those of the just mentioned articles.

Summing up, the main questions we address in this paper are the following: does (1.5) have a minimizer for each $\varepsilon \in (0, 1)$ and $\beta > 0$? Given a family of minimizers $\{v_{\varepsilon, \beta}\}_{\varepsilon, \beta}$ of (1.5), are there limit functions $w$ as $\beta \to +\infty$ and $\varepsilon \to 0$? If yes, what system do they satisfy? Are these segregated solutions? The aim of the present work is to give an answer to these questions.

This paper is organized as follows. In Section 2 we describe the precise functional setting and we state the main results, while in Section 3 we prove the existence of minimizers of $\mathcal{F}_{\varepsilon, \beta}$. Section 4 contains the main estimates, while in Section 5 we study the
asymptotic behavior of the family \( \{v_{e, \beta}\}_{e, \beta} \) as \( \beta \to +\infty \) and \( e \to 0 \) and we prove our main result. Finally, in Section 6, we show how analogous results known in the literature for elliptic problems are contained as a particular case of our result.

2. Functional setting and main results

From now on we assume that \( e \in (0, 1) \) and \( \beta > 0 \). Furthermore, we assume that the \( k \) functions \( F_i : \mathbb{R} \to \mathbb{R} \) satisfy

\[
\begin{align*}
F_i \text{ is continuous on } \mathbb{R} \text{ and differentiable in } [0, 1) \\
F_i \text{ is non-decreasing in } (-\infty, 0) \text{ and non-increasing in } (1, +\infty) \\
F_i(0) = 0,
\end{align*}
\]

for all \( i = 1, \ldots, k \). A simple example is obtained by letting \( F_i \) be a primitive of \( f_i(v) = v^2(1 - v) \). Our results are valid under weaker assumptions than (2.1) (as for instance in [6, Section 2]) but, for simplicity, we limit ourselves to this more basic setting.

Given a vector-valued function \( v = (v_1, \ldots, v_k) \), writing

\[
|\partial_t v|^2 := \sum_{i=1}^k |\partial_t v_i|^2, \quad |\nabla v|^2 := \sum_{i=1}^k |\nabla v_i|^2, \quad \langle v^2, Av^2 \rangle := \sum_{i,j=1}^k a_{ij} v_i^2 v_j^2;
\]

we obtain for the functional \( F_{e, \beta} \) defined in (1.5) the more compact expression

\[
F_{e, \beta}(v) := \int_0^\infty \int_\Omega \frac{e^{-t/e}}{e} \left( e |\partial_t v|^2 + |\nabla v|^2 - 2F(v) + \frac{\beta}{2} \langle v^2, Av^2 \rangle \right) \, dx \, dt.
\]

A natural domain for this functional is the space of vector-valued functions

\[
\mathcal{U} := \bigcap_{T > 0} H^1(\Omega_T)^k, \quad \Omega_T := \Omega \times (0, T),
\]

endowed with its natural topology. We can view \( F_{e, \beta} \) as a functional defined on \( \mathcal{U} \), and taking values in \( (-\infty, +\infty] \). Indeed, since \( a_{ij} \geq 0 \), when \( v \in \mathcal{U} \) all the integrands in (2.2), with the exception of \( F(v) \), are nonnegative, hence their integrals are well-defined (possibly equal to \( +\infty \)). On the other hand, thanks to (2.1), every function \( F_i \) has a finite upper bound, hence also the integral of \( -2F(v) \) in (2.2) takes values in \( (-\infty, +\infty) \).

Moreover, every function \( v \in \mathcal{U} \) has a trace on the parabolic boundary \( \Omega \times \{0\} \cup \partial \Omega \times \mathbb{R}^+ \) : in particular, the function \( x \mapsto v(x, 0) \) (the “initial value”) belongs to \( H^{1/2}(\Omega)^k \), while for a.e. \( t > 0 \) the function \( x \mapsto v(x, t) \), being an element of \( H^1(\Omega)^k \), has a trace in \( H^{1/2}(\partial \Omega)^k \) (the “boundary value”).

This allows us to consider the minimization of the functional \( F \) on \( \mathcal{U} \) subject to suitable initial and boundary conditions, as follows. Let

\[
v_0 = (v_{01}, \ldots, v_{0k}) \in H^1(\Omega)^k
\]

be a function satisfying the bounds
We point out that the three sets are possible: for instance, one may drop the boundary condition and other conditions might also be considered, but we will not pursue this here. Other options are possible: for instance, one may drop the boundary condition and minimize within the larger set of functions

\[ U_{\mathbf{v}_0, \mathbf{g}_0} := \{ \mathbf{v} \in U : \mathbf{v}(\cdot, 0) = \mathbf{v}_0, \mathbf{v}(\cdot, t) = \mathbf{g}_0 \text{ on } \partial \Omega \text{ for a.e. } t > 0 \}, \]

that is, among all functions having \( \mathbf{v}_0 \) as initial condition at time \( t=0 \), and \( \mathbf{g}_0 \) as Dirichlet boundary condition on \( \partial \Omega \) at almost every time \( t > 0 \) (time-dependent boundary conditions might also be considered, but we will not pursue this here). Other options are possible: for instance, one may drop the boundary condition \( \mathbf{v} = \mathbf{g}_0 \) and minimize within the larger set of functions

\[ U_{\mathbf{v}_0} := \{ \mathbf{v} \in U : \mathbf{v}(\cdot, 0) = \mathbf{v}_0 \} \]

or, dually, drop the initial condition and consider the set of functions

\[ U_{\mathbf{g}_0} := \{ \mathbf{v} \in U : \mathbf{v}(\cdot, t) = \mathbf{g}_0 \text{ on } \partial \Omega \text{ for a.e. } t > 0 \}. \]

We point out that the three sets \( U_{\mathbf{v}_0, \mathbf{g}_0}, U_{\mathbf{v}_0} \) and \( U_{\mathbf{g}_0} \) are convex and closed in \( U \) and, since

\[ \widetilde{\mathbf{v}} \in U_{\mathbf{v}_0, \mathbf{g}_0} = U_{\mathbf{v}_0} \cap U_{\mathbf{g}_0}, \quad \text{where } \widetilde{\mathbf{v}}(x, t) := \mathbf{v}_0(x), \]

each of these sets is nonempty. The last spaces we need to introduce are denoted by \( U_{\text{seg}} \) and \( \mathcal{S} \), first introduced in [6] for the elliptic problem, and then extended in [1, 16, 33] to the parabolic setting.

The space \( U_{\text{seg}} \) is the space of segregated configurations

\[ U_{\text{seg}} := \{ \mathbf{v} = (v_1, \ldots, v_k) \in U_0 : v_i \cdot v_j = 0 \text{ a.e. in } \Omega \times \mathbb{R}^+, \text{ for all } i \neq j \}, \]

where \( U_0 \) denotes either \( U_{\mathbf{v}_0, \mathbf{g}_0} \) or \( U_{\mathbf{v}_0} \), while \( \mathcal{S} \) is made of all segregated functions \( \mathbf{v} \in U_{\text{seg}} \), satisfying the system of differential inequalities (1.3) in the sense of distributions in \( \Omega \times \mathbb{R}^+ \).

This means that, setting \( \dot{v}_i := v_i - \sum_{j \neq i} v_j \) and \( \dot{f}_i(v_j) := f_i(v_j) - \sum_{j \neq i} f_j(v_j) \), the inequalities

\[
\int_0^t \int_{\Omega} \left[ \frac{\partial v_i \eta}{\partial t} + \nabla v_i \cdot \nabla \eta - f_i(v_i) \eta \right] dx \, dt \leq 0,
\]

\[
\int_0^t \int_{\Omega} \left[ \frac{\partial \dot{v}_i \eta}{\partial t} + \nabla \dot{v}_i \cdot \nabla \eta - \dot{f}_i(v_i) \eta \right] dx \, dt \geq 0
\]

hold true for every nonnegative \( \eta \in C_0^\infty(\Omega \times \mathbb{R}^+) \). Summing up,

\[ \mathcal{S} := \{ \mathbf{v} \in U_{\text{seg}} : \mathbf{v} = (v_1, \ldots, v_k) \text{ satisfies } (1.3) \}. \]

The present paper is divided into three main sections in which we prove our three main theorems. The first result is quite standard and concerns the existence of global minimizers of \( F_{\varepsilon, \beta} \), when \( \varepsilon \in (0, 1) \) and \( \beta > 0 \) are fixed.

**Theorem 2.1.** Let \( U_0 \) denote one of \( U_{\mathbf{v}_0, \mathbf{g}_0}, U_{\mathbf{v}_0} \) or \( U_{\mathbf{g}_0} \). For every \( \varepsilon \in (0, 1) \) and \( \beta > 0 \), the functional \( F_{\varepsilon, \beta} \) has an absolute minimizer in \( U_0 \). Moreover, every minimizer \( \mathbf{v} = (v_1, \ldots, v_k) \) satisfies \( 0 \leq v_i \leq 1 \text{ a.e. in } \Omega \times \mathbb{R}^+ \), for every \( i = 1, \ldots, k \).
In the second theorem, we prove some Sobolev-type estimates on minimizers $v_{e, \beta}$ of $F_{e, \beta}$, which are uniform with respect to $e \in (0, 1)$ and $\beta > 0$. This is the central part of the work: it shows that the family of minimizers $\{v_{e, \beta}\}_{e, \beta}$ is precompact in the weak topology of $U$.

**Theorem 2.2.** Let $U_0$ denote either $U_{v_0, g_0}$ or $U_{v_0}$. Let $v = v_{e, \beta}$ be a minimizer of $F_{e, \beta}$ in $U_0$. Then

$$
\int_{\tau}^{\tau+T} \int_{\Omega} \left\{ |\nabla v|^2 + \beta (v^2, Av^2) \right\} \, dx \, dt \leq CT \quad \forall \tau \geq 0 \quad \forall T \geq e, \tag{2.12}
$$

$$
\|v\|_{L^\infty(\Omega \times \mathbb{R}^+)} \leq C, \tag{2.13}
$$

$$
\int_0^\infty \int_{\Omega} |\partial_t v|^2 \, dx \, dt \leq C, \tag{2.14}
$$

for some constant $C$ independent of $e \in (0, 1)$ and $\beta > 0$.

Once the existence of minimizers and the main estimates are established, we can pass to the limit as $e \to 0$ and $\beta \to +\infty$ and prove our main result.

**Theorem 2.3.** Let $U_0$ denote either $U_{v_0, g_0}$ or $U_{v_0}$. Let $v = v_{e, \beta}$ be a minimizer of $F_{e, \beta}$ in $U_0$. Then, for every fixed $e \in (0, 1)$, there exist a subsequence $\beta_n \to +\infty$ and a function $v_e \in U_{seg} \cap L^\infty(\Omega \times (0, \infty))^k$ such that, as $n \to \infty$,

$$
v_{e, \beta_n} \to v_e \quad \text{strongly in } U, \text{ and pointwise a.e. in } \Omega \times \mathbb{R}^+. \tag{2.15}
$$

Every such function $v_e$ is an absolute minimizer of the functional $F_e$ defined in (1.7) on $U_{seg}$, and satisfies the same estimates as $v$ in (2.12) (with $\beta = 0$), (2.13) and (2.14).

Furthermore, there exist a sequence $e_n \to 0$ and a function $w \in U_{seg} \cap L^\infty(\Omega \times (0, \infty))^k$ such that, as $n \to \infty$,

$$
v_{e_n} \to w \quad \text{weakly in } U, \text{ and pointwise a.e. in } \Omega \times \mathbb{R}^+. \tag{2.16}
$$

Finally, $w \in S$, the class of functions defined in (2.11).

**Remark 2.4.** Under additional assumptions on the functions $F_i$ (for instance, if each $F_i$ is concave), it can be proved that there is no need to pass to subsequences in (2.15) and (2.16) (see Remark 5.2 and Remark 5.4). In other words, the limit $w \in S$ is obtained as

$$
w = \lim_{\varepsilon \to 0^+} \left( \lim_{\beta \to +\infty} v_{e, \beta} \right),
$$

where the double limit is in the weak topology of $U$.

Finally, minimization of $F_{e, \beta}$ on $U_{g_0}$ is treated in Section 6, where we show (Theorem 6.2) that we recover the results of the elliptic setting.
3. Existence of minimizers

For every \( \varepsilon, \beta > 0 \), it is convenient to introduce the rescaled functional

\[
\mathcal{J}_{\varepsilon, \beta}(u) := \int_0^\infty \int_\Omega e^{-t} \left\{ |\partial_t u|^2 + \varepsilon \left( |\nabla u|^2 - 2F(u) + \frac{\beta}{2} (u^2, Au^2) \right) \right\} \, dx \, dt,
\]

which is equivalent to \( \mathcal{F}_{\varepsilon, \beta} \), as defined in (1.5), in the sense that

\[
\mathcal{F}_{\varepsilon, \beta}(v) = \frac{1}{\varepsilon} \mathcal{J}_{\varepsilon, \beta}(u)
\]

whenever \( u \) and \( v \) are related by the change of variable \( u(x, t) = v(x, \varepsilon t) \). Since the convex sets \( \mathcal{U}_{v_0, g_0}, \mathcal{U}_{v_0} \) and \( \mathcal{U}_{g_0} \) are invariant under this time scaling, the minimization of \( \mathcal{F}_{\varepsilon, \beta} \) on each of these sets is equivalent to the minimization of \( \mathcal{J}_{\varepsilon, \beta} \) on the same set. Working with \( \mathcal{J}_{\varepsilon, \beta} \), however, will turn out to be convenient in order to simplify the exposition, especially for what concerns the a priori estimates on minimizers. Now we state and prove the following result, which is easily seen to be equivalent to Theorem 2.1.

**Theorem 3.1.** Let \( \mathcal{U}_0 \) denote one of \( \mathcal{U}_{v_0, g_0}, \mathcal{U}_{v_0} \) or \( \mathcal{U}_{g_0} \). For every \( \varepsilon \in (0, 1) \) and \( \beta > 0 \), the functional \( \mathcal{J}_{\varepsilon, \beta} \) has an absolute minimizer in \( \mathcal{U}_0 \). Moreover, every minimizer \( u = (u_1, \ldots, u_k) \) satisfies \( 0 \leq u_i \leq 1 \) a.e. in \( \Omega \times \mathbb{R}^+ \), for every \( i = 1, \ldots, k \).

**Proof.** First note that \( \mathcal{U}_0 \neq \emptyset \) by (2.10) and that \( \mathcal{J}_{\varepsilon, \beta}(\tilde{v}) < +\infty \), so that the minimization is nontrivial. Thanks to the assumptions (2.1) on \( \mathcal{F}_i \), the quantity

\[
M := 2 \sum_{i=1}^k \max_{v \in \mathbb{R}} F_i(v)
\]

is finite and therefore, since the entries of the matrix \( A \) are nonnegative, for every \( u \in \mathcal{U}_0 \) we have

\[
\mathcal{J}_{\varepsilon, \beta}(u) \geq \int_0^\infty e^{-t} \int_\Omega \left\{ |\partial_t u|^2 + \varepsilon |\nabla u|^2 \right\} \, dx \, dt - \varepsilon M |\Omega|,
\]

which in particular shows that \( \mathcal{J}_{\varepsilon, \beta} \) is bounded from below on \( \mathcal{U}_0 \).

Now let \( \{u_n\} \subset \mathcal{U}_0 \) be a minimizing sequence, i.e.

\[
\mathcal{J}_{\varepsilon, \beta}(u_n) \to \inf_{u \in \mathcal{U}_0} \mathcal{J}_{\varepsilon, \beta}(u).
\]

Due to the monotonicity assumptions (2.1) on \( F_i \), by replacing \( u_n \) with \( \min\{1, \max\{u_n, 0\}\} \) (where the truncations are meant componentwise) we may assume that the minimizing sequence \( u_n \) satisfies

\[
0 \leq u_n \leq 1\tag{3.4}
\]

(note that, after these truncations, we still have \( u_n \in \mathcal{U}_0 \) by virtue of (2.5)).

We then see by (3.3) that, for every \( T > 0 \), there is a constant \( C_T \) such that

\[
\int_0^T \int_\Omega \left\{ |\partial_t u_n|^2 + |\nabla u_n|^2 \right\} \, dx \, dt \leq C_T.
\]

This inequality, combined with the \( L^\infty \) bound (3.4), reveals that \( \{u_n\} \) is bounded in \( \mathcal{U} \), and hence there exist a subsequence (still denoted \( u_n \)) and a function \( u \in \mathcal{U} \) such that
\[ u_n \rightharpoonup u \quad \text{weakly in } U, \quad \text{and } u_n \to u \quad \text{a.e. in } \Omega \times \mathbb{R}^+. \]

Since \( U_0 \) is closed and convex in \( U \) and \( u_n \in U_0 \), we also have \( u \in U_0 \). Moreover \( 0 \leq u \leq 1 \) by (3.4) and, by dominated convergence,

\[
\int_0^\infty \int_\Omega e^{-t} F(u_n) \, dx \, dt \to \int_0^\infty \int_\Omega e^{-t} F(u) \, dx \, dt,
\]

\[
\int_0^\infty \int_\Omega e^{-t} \langle u_n^2, Au_n^2 \rangle \, dx \, dt \to \int_0^\infty \int_\Omega e^{-t} \langle u^2, Au^2 \rangle \, dx \, dt.
\]

Since the terms involving derivatives in (3.1) are weakly lower semicontinuous, we deduce that

\[
\mathcal{J}_{\varepsilon, \beta}(u) \leq \liminf_n \mathcal{J}_{\varepsilon, \beta}(u_n) = \inf_{v \in U_0} \mathcal{J}_{\varepsilon, \beta}(v),
\]

i.e. \( u \) is an absolute minimizer of \( \mathcal{J} \) on \( U_0 \). Finally, any minimizer \( u \) must satisfy \( 0 \leq u \leq 1 \) almost everywhere, otherwise letting \( v = \min\{1, \max\{u, 0\}\} \) we would have \( \mathcal{J}_{\varepsilon, \beta}(v) < \mathcal{J}_{\varepsilon, \beta}(u) \) (the strict inequality coming from the terms involving derivatives).

4. Uniform estimates

This section is devoted to the proof of the main estimates on the minimizers of \( \mathcal{F}_{\varepsilon, \beta} \). Denoting by \( U_0 \) one of the convex sets \( U_{v_0, \delta_0} \) or \( U_{v_0} \), the main goal of this section is to prove Theorem 2.2. The proof will be carried out in a series of lemmas, working with the rescaled functional \( \mathcal{J}_{\varepsilon, \beta} \) defined in (3.1). Finally, we will transfer the estimates to the minimizers of \( \mathcal{F}_{\varepsilon, \beta} \) by scaling the time.

Lemma 4.1. (Level estimate)

Let \( u \) be a minimizer of \( \mathcal{J}_{\varepsilon, \beta} \) in \( U_0 \). Then

\[
|\mathcal{J}_{\varepsilon, \beta}(u)| \leq C\varepsilon,
\]

for some constant \( C \) independent of \( \varepsilon \) and \( \beta \).

Proof. Recalling (3.2) and proceeding as for (3.3), neglecting the positive terms we obtain

\[
\mathcal{J}_{\varepsilon, \beta}(u) \geq -M|\Omega|\varepsilon.
\]

On the other hand, the competitor function \( \tilde{v} \) defined in (2.10) satisfies both \( \partial_t \tilde{v} \equiv 0 \) and \( \langle \tilde{v}^2, A\tilde{v}^2 \rangle \equiv 0 \) thanks to the segregation assumption on the initial data (2.6). Consequently,

\[
\mathcal{J}_{\varepsilon, \beta}(u) \leq \mathcal{J}_{\varepsilon, \beta}(\tilde{v}) = \varepsilon \int_0^\infty \int_\Omega \left\{|\nabla \tilde{v}|^2 - 2F(\tilde{v})\right\} \, dx \, dt = \varepsilon \int_\Omega \left\{|\nabla v_0|^2 - 2F(v_0)\right\} \, dx = C\varepsilon,
\]

and the claim follows.

We are now ready to prove the main technical result of the present work. To proceed further we must introduce some notation that will be used in the statement the next lemma and in its proof.
If $u$ is a minimizer of $J_{e,b}$ in $U_0$, we define the time-dependent quantities
\[
R(t) = e \left\{ \| \nabla u \|^2 - 2F(u) + \frac{\beta}{2} \langle u^2, Au^2 \rangle \right\} \, dx, \quad I(t) = \int_\Omega |\partial_t u|^2 \, dx,
\]
which enable us to write the functional in (3.1) as
\[
J_{e,b}(u) = \int_0^\infty e^{-t} \{ I(t) + R(t) \} \, dt. \tag{4.2}
\]
We also define the "energy function"
\[
E(t) := e^t \int_t^\infty e^{-\tau} \{ I(\tau) + R(\tau) \} \, d\tau, \quad t \geq 0, \tag{4.3}
\]
and observe that $E(0) = J_{e,b}(u)$ and
\[
E'(t) = -I(t) - R(t) + E(t), \quad \text{for a.e. } t > 0. \tag{4.4}
\]
Adapting the ideas of the proof of Proposition 1.3 of [20], we will now compute this derivative in a different way. From this key computation, the estimates stated in Theorem 2.2 will follow quite easily.

**Lemma 4.2.** Let $u$ be a minimizer of $J_{e,b}$ in $U_0$. Then
\[
E'(t) = -2I(t) \quad \text{for a.e. } t \geq 0. \tag{4.5}
\]

**Proof.** Given an arbitrary test function $\eta \in C_0^\infty(\mathbb{R}^+)$, we define
\[
\zeta(t) := \int_0^t \eta(\tau) \, d\tau \quad \text{and} \quad \varphi(t) := t - \delta \zeta(t), \quad t \geq 0, \tag{4.6}
\]
where $\delta$ is a small parameter. Clearly, $\varphi(0) = 0$ and $\varphi'(t) > 0$ if $|\delta|$ is small enough, so that $\varphi$ is a smooth diffeomorphism of $[0, +\infty)$. Moreover, from the definition of $\varphi$ we see that its inverse $\psi := \varphi^{-1}$ satisfies
\[
\psi(\tau) = \tau + \delta \zeta(\psi(\tau)), \quad \tau \geq 0. \tag{4.7}
\]
Now we use this diffeomorphism to perform an inner variation of $u$, by means of the competitor
\[
w(x, t) := u(x, \varphi(t))
\]
(note that $w \in U_0$, since $w(x, 0) = u(x, 0)$ while the boundary condition along $\partial \Omega \times \mathbb{R}^+$, if prescribed as in (2.7) or in (2.9), is maintained because $g_0$ is time-independent). The dependence of $w$ on $\delta$, though crucial, is omitted for notational simplicity (observe, however, that $w \equiv u$ when $\delta = 0$). Recalling (4.2), we have
\[
J_{e,b}(w) = \int_0^\infty e^{-t} \left\{ \varphi'(t)^2 I(\varphi(t)) + R(\varphi(t)) \right\} \, dt
\]
and, by the change of variable $t = \psi(\tau)$, since $\varphi(t) = \tau$ we obtain
\[
J_{e,b}(w) = \int_0^\infty \psi'(\tau) e^{-\psi(\tau)} \left\{ \varphi'(\psi(\tau))^2 I(\tau) + R(\tau) \right\} \, d\tau.
\]
Using the bound $e^{-\psi(\tau)} \leq e^{\delta \| \zeta \|_{\infty}} e^{-\tau}$, which follows from (4.7), and the fact that $\psi' \in L^\infty(\mathbb{R}^+)$, we see that $\mathcal{J}_{\epsilon, \beta}(w)$ is finite. In fact, since $u$ is a minimizer and $w \equiv u$ when $\delta = 0$, we must have
\begin{equation}
\frac{d}{d\delta} \mathcal{J}_{\epsilon, \beta}(w) \bigg|_{\delta = 0} = 0
\end{equation}
(the existence of the derivative will be clear, by dominated convergence, in the light of the computations that follow). Following the proof of [20, Proposition 3.1], (see also [34, Lemma 4.5]), differentiating (4.7) with respect to $\delta$ yields
\[
\frac{\partial}{\partial \delta} \psi(\tau) = \zeta(\psi(\tau)) + \delta \zeta''(\psi(\tau)) \frac{\partial}{\partial \delta} \psi(\tau)
\]
so that
\[
\frac{\partial}{\partial \delta} \psi(\tau) \bigg|_{\delta = 0} = \zeta(\tau),
\]
where we have used that $\psi(\tau)|_{\delta = 0} = \tau$. Similarly,
\[
\frac{\partial}{\partial \delta} \psi'(\tau) = \zeta'(\psi(\tau)) \psi'(\tau) + \delta (\zeta''(\psi(\tau)) \psi'(\tau) + \zeta'(\psi(\tau)) \frac{\partial}{\partial \delta} \psi'(\tau)),
\]
from which we obtain
\[
\frac{\partial}{\partial \delta} \psi'(\tau) \bigg|_{\delta = 0} = \zeta'(\tau),
\]
and thus also
\[
\frac{\partial}{\partial \delta} (\psi'(\tau) e^{-\psi(\tau)}) \bigg|_{\delta = 0} = \zeta'(\tau) e^{-\tau} - \zeta(\tau) e^{-\tau}.
\]
Finally, we compute
\[
\frac{\partial}{\partial \delta} |\psi'(\tau)|^2 = 2 \psi'(\psi(\tau)) \frac{\partial}{\partial \delta} \psi'(\psi(\tau))
\]
to conclude that
\[
\frac{\partial}{\partial \delta} |\psi'(\psi(\tau))|^2 \bigg|_{\delta = 0} = -2 \zeta''(\tau),
\]
where we have used the expression of the derivative $\phi'(\psi(\tau)) = 1 - \delta \zeta'(\psi(\tau))$. Consequently, we can make (4.8) more explicit, namely
\begin{equation}
0 = \frac{d}{d\delta} \mathcal{J}_{\epsilon, \beta}(w) \bigg|_{\delta = 0} = \int_0^\infty \left( \zeta(\tau) e^{-\tau} \right)' \{ I(\tau) + R(\tau) \} \ d\tau - 2 \int_0^\infty e^{-\tau} \zeta'(\tau) I(\tau) \ d\tau.
\end{equation}
Now, recalling (4.6), a standard smoothing argument shows that in this identity one can choose
\[
\zeta(\tau) := \begin{cases} 
0 & \text{if } \tau \leq t, \\
e^t(\tau - t)/\lambda & \text{if } t < \tau < t + \lambda, \\
e^t & \text{if } \tau \geq t + \lambda,
\end{cases}
\]
where $t > 0$ is fixed while $\lambda > 0$ is a small parameter. Letting $\lambda \to 0^+$, one finds for a.e. $t > 0$

$$0 = I(t) + R(t) - e^t \int_t^\infty e^{-\tau} \{I(\tau) + R(\tau)\} \, d\tau - 2I(t),$$

i.e. $I + R - E = 2I$. Recalling (4.4), (4.5) is established.

Now we state and prove two important corollaries of the above lemma.

**Corollary 4.3.** Let $u$ be a minimizer of $J_{\varepsilon, \beta}$ in $U_0$. Then

$$|E(t)| \leq C\varepsilon \quad \forall t \geq 0,$$

(4.10)

$$\int_0^\infty I(\tau) \, d\tau \leq C\varepsilon,$$

(4.11)

for some constant $C$ independent of $\varepsilon$ and $\beta$.

**Proof.** Since by (4.5) the function $E(t)$ is nonincreasing, for every $t \geq 0$

$$E(t) \leq E(0) = J_{\varepsilon, \beta}(u) \leq C\varepsilon$$

by (4.3), (4.2) and Lemma (4.1). On the other hand, recalling (3.2), by (4.3) and (4.1)

$$E(t) \geq -e^t \int_t^\infty e^{-\tau} \left( 2\varepsilon \sum_{i=1}^k F_i(u_i) \right) \, dx \geq -\varepsilon M|\Omega| e^t \int_t^\infty e^{-\tau} \, d\tau = -C\varepsilon.$$

Next, integrating (4.5) yields

$$2 \int_0^t I(\tau) \, d\tau = E(0) - E(t) \leq E(0) \leq C\varepsilon$$

thanks to (4.10), and (4.11) is obtained letting $t \to +\infty$.

**Corollary 4.4.** If $u$ is a minimizer of $J_{\varepsilon, \beta}$ in $U_0$, then

$$\int_0^{t+1} \int_\Omega \left\{ \nabla u^2 + \beta \langle u^2, Au^2 \rangle \right\} \, dx \, d\tau \leq C \quad \forall t \geq 0,$$

(4.12)

for some constant $C$ independent of $\varepsilon$ and $\beta$.

**Proof.** Recalling (4.1) and (3.2), we have for a.e. $\tau \geq 0$

$$\varepsilon \int_\Omega \left\{ \nabla u(x, \tau)^2 + \frac{\beta}{2} \langle u(x, \tau)^2, Au(x, \tau)^2 \rangle \right\} \, dx$$

$$= R(\tau) + 2\varepsilon \int_\Omega F(u(x, \tau)) \, dx \leq R(\tau) + \varepsilon M|\Omega|.$$

On the other hand, $R = E + I$ by (4.4) and (4.5), so that

$$\varepsilon \int_\Omega \left\{ \nabla u(x, \tau)^2 + \frac{\beta}{2} \langle u(x, \tau)^2, Au(x, \tau)^2 \rangle \right\} \, dx \leq E(\tau) + I(\tau) + \varepsilon M|\Omega| \leq I(\tau) + C_1\varepsilon$$

having used (4.10). By integrating this inequality over $(t, t+1)$ and dividing by $\varepsilon$, one obtains (4.12) using (4.11).
Proof of Theorem 2.2. If \( v \) is a minimizer of \( F_{\varepsilon, \beta} \) over \( U_0 \) then, as already observed, the function \( u(x, \tau) = v(x, \varepsilon \tau) \) minimizes \( J_{\varepsilon, \beta} \) over the same \( U_0 \). Then estimate (2.13) is immediate since \( 0 \leq u \leq 1 \) by Theorem 3.1, while (2.14), recalling the definition of \( I \) in (4.1), is obtained from the change of variable \( \tau = \varepsilon t \) in (4.11). Similarly, the change of variable \( \tau = s/\varepsilon \) in (4.12) yields

\[
\int_{st}^{\varepsilon t + \varepsilon} \int_{\Omega} \left\{ |\nabla v|^2 + \beta \langle v^2, Av^2 \rangle \right\} \, dxds \leq C\varepsilon \quad \text{for every } t \geq 0.
\]

Choosing \( t = \tau/\varepsilon + j \) and summing the corresponding inequality with \( j = 0, 1, \ldots, \kappa - 1 \) gives

\[
\int_{\tau}^{\tau + \kappa \varepsilon} \int_{\Omega} \left\{ |\nabla v|^2 + \beta \langle v^2, Av^2 \rangle \right\} \, dxds \leq C\kappa \varepsilon \quad \forall \tau \geq 0
\]

and, given \( T \geq \varepsilon \), (2.12) follows choosing \( \kappa = [T/\varepsilon] \).

5. The double limit

This section is devoted to the proof of Theorem 2.3 and we begin by proving two lemmas. We recall that \( U_0 \) stands for \( U_{\varepsilon_0, \beta_0} \) or \( U_{\varepsilon_0} \).

Lemma 5.1. For every \( \varepsilon \in (0, 1) \) and every \( \beta > 0 \), let \( v_{\varepsilon, \beta} \in U_0 \) be a minimizer of \( F_{\varepsilon, \beta} \) on \( U_0 \). Then, for every fixed \( \varepsilon \), there exist a subsequence \( \beta_n \to +\infty \) and a function \( v_{\varepsilon} \in U_{\text{seg}} \cap L^\infty(\Omega \times (0, \infty))^k \) such that, as \( n \to \infty \),

\[
v_{\varepsilon, \beta_n} \to v_{\varepsilon} \quad \text{strongly in } U, \quad \text{and pointwise a.e. in } \Omega \times \mathbb{R}^+,
\]

and, for every \( T > 0 \),

\[
\lim_{n \to \infty} \beta_n \int_0^T \int_{\Omega} \langle v_{\varepsilon, \beta_n}^2, Av_{\varepsilon, \beta_n}^2 \rangle \, dxdt = 0.
\]

Every such function \( v_{\varepsilon} \) is an absolute minimizer of the functional \( F_{\varepsilon} \), defined in (1.7), on \( U_{\text{seg}} \), and satisfies the same estimates as \( v \) in (2.12) (with \( \beta = 0 \)), (2.13) and (2.14).

Proof. Estimates (2.12), (2.13) and (2.14) of Theorem 2.2, applied with \( v = v_{\varepsilon, \beta} \) and \( \tau = 0 \), reveal that the family \( \{v_{\varepsilon, \beta}\} \) is equibounded in \( H^1(\Omega_T)^k \) for every \( T > 0 \), as well as in \( L^\infty(\Omega \times \mathbb{R}^+)^k \). Therefore, keeping \( \varepsilon > 0 \) fixed, there exist a sequence \( \{v_{\varepsilon, \beta_n}\} \), with \( \beta_n \to \infty \), and a function \( v_{\varepsilon} \in U \) satisfying

\[
v_{\varepsilon, \beta_n} \rightharpoonup v_{\varepsilon} \quad \text{weakly in } U, \quad \text{and pointwise a.e. in } \Omega \times \mathbb{R}^+.
\]

Moreover, since \( U_0 \) is closed and convex, also \( v_{\varepsilon} \in U_0 \), and by pointwise convergence \( v_{\varepsilon} \in L^\infty(\Omega \times \mathbb{R}^+)^k \). Furthermore, using first Fatou’s lemma, and then (2.12) with \( \tau = 0 \), we see that

\[
\int_0^T \int_{\Omega} \langle Av_{\varepsilon}^2, v_{\varepsilon}^2 \rangle \, dx \, dt \leq \liminf_{n \to \infty} \int_0^T \int_{\Omega} \langle Av_{\varepsilon, \beta_n}^2, v_{\varepsilon, \beta_n}^2 \rangle \, dx \, dt \leq \liminf_{n \to \infty} \frac{CT}{\beta_n} = 0
\]

for every \( T > 0 \), which shows that \( v_{\varepsilon} \in U_{\text{seg}} \).
To show that the function $v_\varepsilon$ satisfies the required estimates, it suffices to rewrite (2.12) (with $\beta = 0$), (2.13) and (2.14) with $v = v_{\varepsilon, \beta_n}$, and pass to the limit: weak lower semicontinuity preserves all the inequalities, which are then inherited by $v_\varepsilon$.

Now we show that each $v_\varepsilon$ minimizes $F_\varepsilon$ on $U_{\text{seg}}$. To this aim, we first notice that by weak lower semicontinuity it follows
\begin{equation}
F_\varepsilon(v_\varepsilon) \leq \liminf_n F_\varepsilon(v_{\varepsilon, \beta_n}) \leq \liminf_n F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}).
\end{equation}
Then we take an arbitrary $w \in U_{\text{seg}}$ and observe that $F_{\varepsilon, \beta_n}(w) = F_\varepsilon(w)$ since $w$, being segregated, pays no penalization. Since moreover $w \in U_0$ and $v_{\varepsilon, \beta_n}$ minimizes $F_{\varepsilon, \beta_n}$ on $U_0$, we have
\begin{equation}
\liminf_n F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}) \leq \liminf_n F_{\varepsilon, \beta_n}(w) = \liminf_n F_\varepsilon(w) = F_\varepsilon(w),
\end{equation}
and so $F_\varepsilon(v_\varepsilon) \leq F_\varepsilon(w)$, for all $w \in U_{\text{seg}}$, i.e. $v_\varepsilon$ is an absolute minimizer.

We are left to show that $v_{\varepsilon, \beta_n} \to v_\varepsilon$ strongly in $U$ and that (5.2) holds. To do so, it is enough to notice that since $v_\varepsilon \in U_{\text{seg}}$, we have the bound
\begin{equation}
F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}) \leq F_{\varepsilon, \beta_n}(v_\varepsilon) = F_\varepsilon(v_\varepsilon),
\end{equation}
and thus, thanks to (5.4), we obtain
\begin{equation}
F_\varepsilon(v_\varepsilon) \leq \liminf_n F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}) \leq \limsup_n F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}) \leq F_\varepsilon(v_\varepsilon),
\end{equation}
showing that $F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}) \to F_\varepsilon(v_\varepsilon)$ as $n \to \infty$. Consequently, and by (5.4), we deduce that
\begin{align*}
\limsup_n \frac{1}{2} \beta_n \int_0^\infty \int_\Omega \frac{e^{-t/\varepsilon}}{\varepsilon} \langle v_{\varepsilon, \beta_n}^2, A v_{\varepsilon, \beta_n}^2 \rangle \, dx \, dt &= \limsup_n \int_\Omega \left( F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}) - F_\varepsilon(v_{\varepsilon, \beta_n}) \right) \\
&\leq \lim_n F_{\varepsilon, \beta_n}(v_{\varepsilon, \beta_n}) - \liminf_n F_\varepsilon(v_{\varepsilon, \beta_n}) \leq F_\varepsilon(v_\varepsilon) - F_\varepsilon(v_\varepsilon) = 0
\end{align*}
and (5.2) is proved. Now the strong convergence is a direct consequence of (5.2) and (5.5).

\textbf{Remark 5.2.} If one assumes that the all the functions $F_i$ are concave, then one can prove that the functional $F_\varepsilon$ has a unique minimizer on $U_{\text{seg}}$. It suffices to repeat step by step the proof of Theorem 4.1 in [6] (the fact that [6] deals with an elliptic problem does not pose any difficulty, since the extra term $|\partial \xi v|^2$ in $F_\varepsilon$ behaves exactly like $|\nabla v|^2$ in all the computations, and the weight is just a coefficient). In particular this shows that, under the concavity assumption, there is no need to pass to subsequences in the preceding lemma.

\textbf{Lemma 5.3.} If $v_\varepsilon = (v_\varepsilon^1, \ldots, v_\varepsilon^k)$ is one of the functions provided by Lemma 5.1, then
\begin{equation}
\int_0^\infty \int_\Omega \left\{ \eta \partial_t v_\varepsilon^i + \varepsilon \partial_x v_\varepsilon^i \partial_x \eta + \nabla v_\varepsilon^i \cdot \nabla \eta - f_i(v_\varepsilon) \right\} \, dx \, dt \leq 0, \quad \forall \eta \in C_0^\infty(\Omega \times \mathbb{R}^+), \quad \eta \geq 0,
\end{equation}
for every $i = 1, \ldots, k$, and
\[
\int_0^\infty \int_\Omega \left\{ \eta \partial_t \hat{v}_e^i + \varepsilon \partial_t v_e^j \partial_t \eta + \nabla \hat{v}_e^i \cdot \nabla \eta - \hat{f}_i \eta \right\} \, dx \, dt \geq 0, \quad \forall \eta \in C_0^\infty(\Omega \times \mathbb{R}^+), \quad \eta \geq 0,
\]
for every \(i = 1, \ldots, k\), where \(\hat{v}_e^i = v_e^i - \sum_{j \neq i} v_e^j\) and \(\hat{f}_i = f_i(v_e^i) - \sum_{j \neq i} f_j(v_e^j)\).

**Proof.** Recall that \(v_e\) is obtained, as in (5.3), as limit of functions \(v_{e, \beta_n}\) that minimize the corresponding functionals \(F_{e, \beta_n}\) on \(U_0\). Let \(v_{e, \beta_n} = (w_{n_1}^1, \ldots, w_{n_k}^k)\) and focus, say, on the first component \(w_{n_1}^1\). Since \(v_{e, \beta_n}\) minimizes \(F_{e, \beta_n}\) on \(U_0\), the vanishing of the first variation of \(F_{e, \beta_n}\) entails, in particular, that
\[
\int_0^\infty \int_\Omega \frac{e^{-t/\varepsilon}}{\varepsilon} \left\{ \varepsilon \partial_t w_n^1 \partial_t \phi + \nabla w_n^1 \cdot \nabla \phi - f_1(w_n^1) \phi + \beta w_n^1 \phi \right\} \, dx \, dt = 0,
\]
for every test function \(\phi \in C_0^\infty(\Omega \times \mathbb{R}^+)\). If, in addition, \(\phi \geq 0\), neglecting the last term (which is positive) we obtain
\[
\int_0^\infty \int_\Omega \frac{e^{-t/\varepsilon}}{\varepsilon} \left\{ \varepsilon \partial_t w_n^1 \partial_t \phi + \nabla w_n^1 \cdot \nabla \phi - f_1(w_n^1) \phi \right\} \, dx \, dt \leq 0, \quad \forall \phi \in C_0^\infty(\Omega \times \mathbb{R}^+), \quad \phi \geq 0.
\]
This is best exploited if we choose \(\phi(x, t) = e^{t/\varepsilon} \eta(x, t)\), which gives
\[
\int_0^\infty \int_\Omega \left\{ \eta \partial_t w_n^1 + \varepsilon \partial_t w_n^1 \partial_t \eta + \nabla w_n^1 \cdot \nabla \eta - f_1(w_n^1) \eta \right\} \, dx \, dt \leq 0, \quad \forall \eta \in C_0^\infty(\Omega \times \mathbb{R}^+), \quad \eta \geq 0.
\]
On the other hand, according to (5.3), the first component \(w_n^1\) converges (weakly in \(H^1(\Omega \times (0, T))\) for every \(T > 0\)) to \(v_e^1\), the first component of the vector function \(v_e\). Thus, letting \(n \to \infty\) in the last inequality, one obtains (5.6) when \(i = 1\) (when \(i > 1\), the proof is the same).

The proof of (5.7) is longer but more direct: it relies only on the fact that \(v_e\) minimizes \(F_e\) over \(U_{seg}\), by constructing special competitors in the spirit of [6]. So, focusing for instance on the first component of \(v_e\), according to the statement of the lemma we define
\[
\hat{v}_e^1 = v_e^1 - \sum_{j=2}^k v_e^j,
\]
and we consider an arbitrary test function \(\psi \in C_0^\infty(\Omega \times \mathbb{R}^+)\) such that \(\psi \geq 0\). Then, for \(\delta \geq 0\), we construct a competitor \(v_\delta = (v_1^\delta, \ldots, v_k^\delta)\), by setting
\[
v_1^\delta = (\hat{v}_e^1 + \delta \psi)^+, \quad v_j^\delta = (v_e^j - \delta \psi)^+ \quad \forall j \in \{2, \ldots, k\}.
\]
It is easy to see that \(v_i^\delta \cdot v_j^\delta = 0\) a.e. in \(\Omega \times (0, \infty)\) for every \(i \neq j\), so that \(v_\delta \in U_{seg}\) and therefore
\[
F_e(v_\delta) \geq F_e(v_e) \quad \forall \delta \geq 0.
\]
Observing that for a.e. \((x, t)\),

we see that

\[ |\nabla \phi|^2 = |\nabla \phi_1|^2 + \sum_{j=2}^{k} |\nabla \phi_j|^2 = |\nabla (\hat{\phi}_1 + \delta \psi) +\nabla (\hat{\phi}_1 - \delta \psi)|^2 = |\nabla (\hat{\phi}_1 + \delta \psi)|^2 \]

and, since moreover \(|\nabla \phi_1|^2 = |\nabla \phi_e|^2\), we find

\[
\int_0^\infty \int_\Omega e^{-t/\varepsilon} |\nabla \phi|^2 \, dx \, dt = \int_0^\infty \int_\Omega e^{-t/\varepsilon} \left\{ |\nabla \phi_e|^2 + 2\delta |\nabla \phi_e| \cdot \nabla \psi + \delta^2 |\nabla \phi_e|^2 \right\} \, dx \, dt. \tag{5.9}
\]

In exactly the same way, for time derivatives we have

\[
\int_0^\infty \int_\Omega e^{-t/\varepsilon} |\partial_t \phi|^2 \, dx \, dt = \int_0^\infty \int_\Omega e^{-t/\varepsilon} \left\{ |\partial_t \phi_e|^2 + 2\delta |\partial_t \phi_e| \cdot \partial_t \psi + \delta^2 |\partial_t \phi_e|^2 \right\} \, dx \, dt. \tag{5.10}
\]

Finally we notice that, by straightforward computations,

\[
\frac{\partial}{\partial \delta} F_j(\phi_j) \bigg|_{\delta=0^+} = f_j(\phi_j), \quad \frac{\partial}{\partial \delta} F_j(\phi_j) \bigg|_{\delta=0^+} = -f_j(\phi_j), \quad j = 2, \ldots, k. \tag{5.11}
\]

By (5.9), (5.10) and (5.11), letting \(\hat{f}_1 = f_1(\phi_1) - \sum_{j\neq 1}^k f_j(\phi_j)\) and recalling (1.7), we can write

\[
F_\varepsilon(\phi) = F_\varepsilon(\phi_e) + 2\delta \int_0^\infty \int_\Omega e^{-t/\varepsilon} \left\{ \varepsilon |\partial_t \phi_e|^2 + \nabla \phi_e \cdot \nabla \phi - \hat{f}_1 \right\} \, dx \, dt + o(\delta)
\]

as \(\delta \to 0^+\) and therefore, due to (5.8), we must have

\[
\int_0^\infty \int_\Omega e^{-t/\varepsilon} \left\{ \varepsilon |\partial_t \phi_e|^2 + \nabla \phi_e \cdot \nabla \phi - \hat{f}_1 \right\} \, dx \, dt \geq 0.
\]

Finally, choosing as before \(\varphi(x,t) = e^{\varepsilon \eta}(x,t)\) where \(\eta \in C^\infty_0(\Omega \times \mathbb{R}^+)\) and \(\eta \geq 0\), one obtains (5.6) when \(i = 1\) (when \(i > 1\), the proof is the same). \(\square\)

**Proof of Theorem 2.3.** Let \(\{v_\varepsilon, \beta\}\) be the family of minimizers of \(F_\varepsilon, \beta\) found in Theorem 2.1. By Lemma 5.1, for every fixed \(\varepsilon \in (0,1)\) there exist a subsequence \(\beta_n \to +\infty\) and a function \(v_\varepsilon \in U_{\text{seg}} \cap L^\infty(\Omega \times (0,\infty))^k\) such that, as \(n \to \infty\),

\[ v_{\varepsilon, \beta_n} \to v_\varepsilon \text{ strongly in } U \text{, and pointwise a.e. in } \Omega \times \mathbb{R}^+. \]

Moreover, every such function \(v_\varepsilon\) is an absolute minimizer of the functional \(F_\varepsilon\), defined in (1.7), on \(U_{\text{seg}}\), and satisfies the same estimates as \(v\) in (2.12) (with \(\beta = 0\), (2.13) and (2.14). Therefore, there exist a sequence \(\varepsilon_n \to 0\) and a function \(w \in U_0\) such that, as \(n \to \infty\),

\[ v_{\varepsilon_n} \to w \text{ weakly in } U \text{, and pointwise a.e. in } \Omega \times \mathbb{R}^+. \]

The pointwise convergence also shows that \(w \in U_{\text{seg}} \cap L^\infty(\Omega \times \mathbb{R}^+)\). By Lemma 5.3, each \(v_\varepsilon\) satisfies (5.6) and (5.7). Hence, to show that \(w\) satisfies the inequalities (1.3), it
suffices to let $\varepsilon \to 0$ (along the sequence $\varepsilon_n$) in (5.6) and (5.7), for every fixed $i = 1, \ldots, k$. \hfill \Box

**Remark 5.4.** By [33, Theorem 1.2], under additional regularity assumptions on the boundary data $v_0$ and $g_0$, the system (1.2)–(1.3) has at most one weak solution. As a consequence, the weak limit of the family $\{v_\varepsilon\}_{\varepsilon > 0}$ exists and coincides with $w \in S$.

### 6. Comments and open problems

We end the paper with some comments and open problems.

#### 6.1. The elliptic setting

In this paragraph we briefly describe how the existence of segregated solutions in the elliptic case, treated in [4, 6] with variational techniques, can be recovered as a particular case of Theorem 2.3.

Consider the functional $E_\beta : H^1(\Omega)^k \to (-\infty, +\infty]$ defined by

$$E_\beta(v) := \int_\Omega \left\{ |\nabla v|^2 - 2F(v) + \frac{\beta}{2} \langle v^2, Av^2 \rangle \right\} dx.$$  

In the next Proposition we link the functional $E_\beta$ with the functional $F_{\varepsilon, \beta}$, while in Theorem 6.2, we show how our analysis allows one to recover the convergence results in the elliptic framework (see for instance [6, Section 5], [13, Section 8]).

**Proposition 6.1.** For $\varepsilon, \beta > 0$, let $v(t, x)$ be a minimizer of $F_{\varepsilon, \beta}$ over $U_{g_0}$. Then $v$ is time-independent, and the function $x \mapsto v(t, x)$ solves the problem

$$\min_{v \in H^1(\Omega)} \{ E_\beta(v) \mid v = g_0 \text{ on } \partial \Omega \}. \quad (6.1)$$

Conversely, if $u$ is a solution to this problem, then the time-independent function $(t, x) \mapsto u(x)$ is a minimizer of $F_{\varepsilon, \beta}$ over $U_{g_0}$.

**Proof.** The link between the two functionals is given by the identity

$$\varepsilon F_{\varepsilon, \beta}(v) = \varepsilon \int_0^\infty \int_\Omega e^{-t/\varepsilon} |\nabla v|^2 \, dx \, dt + \int_0^\infty e^{-t/\varepsilon} E_\beta(v(t, \cdot)) \, dt \quad \forall v \in U,$$

which follows immediately from (2.2). Now let $u$ be a solution to (6.1) and let $\tilde{u}(x, t) := u(x)$, so that $\tilde{u} \in U_{g_0}$ and $\partial_t \tilde{u} \equiv 0$. Then, for every $v \in U_{g_0}$, using the previous identity we obtain

$$\varepsilon F_{\varepsilon, \beta}(\tilde{u}) = \int_0^\infty e^{-t/\varepsilon} E_\beta(\tilde{u}(t, \cdot)) \, dt = \int_0^\infty e^{-t/\varepsilon} F_{\varepsilon, \beta}(u) \, dt \leq \int_0^\infty e^{-t/\varepsilon} E_\beta(v(t, \cdot)) \, dt \leq \varepsilon F_{\varepsilon, \beta}(v) \quad (6.2)$$

(we have used the fact that $v(t, \cdot) = g_0$ on $\partial \Omega$ for a.e. $t$, so that $E_\beta(u) \leq E_\beta(v(t, \cdot))$ by the minimality of $u$). If, moreover, $v$ minimizes $F_{\varepsilon, \beta}$ over $U_{g_0}$, then $F_{\varepsilon, \beta}(v) \leq F_{\varepsilon, \beta}(\tilde{u})$, so that the two inequalities in (6.2) are in fact equalities: the latter equality then entails
that $\partial_t v \equiv 0$, i.e. $v$ is time-independent, while the former, namely $E_\beta(u) = E_\beta(v(t, \cdot))$, means that also the function $x \mapsto v(t, x)$ solves (6.1).

Finally, (6.2) also shows that if $v$ minimizes $F_{e, \beta}$ over $U_{g_0}$, then so does $\hat{u}$.

In view of the equivalence of the minimization of $F_{e, \beta}$ over $U_{g_0}$ and the minimization of $E_\beta$ as in (6.1), we obtain, following step by step the proof of Theorem 2.3, the following stationary, or “elliptic” version of that result. Of course, to carry out this program, we assume that the function $g_0$ is the trace of a segregated function $v_0 \in H^1(\Omega)$.

**Theorem 6.2.** Let $v_\beta$ be a solution of (6.1). Then there exist a sequence $\beta_n \to +\infty$ and a function $w \in H^1(\Omega)^k \cap L^\infty(\Omega)^k$ such that, as $n \to \infty$,

$$v_{\beta_n} \to w \text{ weakly in } H^1(\Omega)^k, \text{ and pointwise a.e. in } \Omega.$$ 

The components $(w_1, \ldots, w_k)$ of $w$ satisfy $w_i \cdot w_j = 0$ a.e. in $\Omega$ for all $i \neq j$ and the system of differential inequalities

$$\begin{cases} -\Delta w_i \leq f_i(w_i), & i = 1, \ldots, k \\
-\Delta (w_i - \sum_{j \neq i} w_j) \geq f_i(w_i) - \sum_{j \neq i} f_j(w_j), & i = 1, \ldots, k. \end{cases}$$

### 6.2. Segregated solutions to more general reaction-diffusion systems

As we mentioned in the introduction, our minimization approach is quite flexible. We conjecture that similar techniques can be applied to show the existence of segregated solutions to a much wider class of reaction-diffusion systems with strong competition. In this direction, it seems natural to study the asymptotic limit ($\beta \to +\infty$, $\varepsilon \to 0^+$) of minimizers of the functional

$$F_{e, \beta}(v) := \int_0^\infty \int_\Omega \left\{ e^{-t/\varepsilon} \left| \varepsilon \partial_t v \right|^2 + \frac{\beta}{2} \langle \nabla^2 v^2 + \nabla v^2 \rangle \right\} \, dx dt + \int_0^\infty \frac{e^{-t/\varepsilon}}{\varepsilon} \mathcal{W}(v(\cdot, t)) \, dt,$$

where $\mathcal{W}$ is a functional defined on some Banach space of functions, in the spirit of [21] (see also [27, 30]).

### 6.3. Sharp regularity of solutions and study of the free boundary

A second interesting development is the study of the regularity of the family of minimizers $\{v_{e, \beta}\}$ of (1.5). In view of [1, 9, 14, 15, 17, 18] (see also [8, 10–13] for the elliptic framework), it is reasonable to conjecture that $v_{e, \beta}$ satisfies some uniform Hölder (or even Lipschitz) bounds and the free boundary of segregated solutions satisfies some regularity and stratification properties. However, the methods developed in [1, 15] do not apply directly since the Euler-Lagrange equations of $v_{e, \beta}$ are elliptic for any $\varepsilon > 0$, and parabolic in the limit $\varepsilon \to 0^+$. It is natural to expect that suitable modifications of the monotonicity formulas proved in [14, Theorem 2.1, Theorem 4.1] hold in this setting and allow one to prove the regularity estimates mentioned above. This will be the object of further research.
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