MUTATIONS OF SPLITTING MAXIMAL MODIFYING MODULES: 
THE CASE OF REFLEXIVE POLYGONS
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ABSTRACT. It is known that every three dimensional Gorenstein toric singularity has a crepant resolution. Although it is not unique, all crepant resolutions are connected by repeating the operation “flop”. On the other hand, this singularity also has a non-commutative crepant resolution (= NCCR) which is constructed from a consistent dimer model. Such an NCCR is given as the endomorphism ring of a certain module which we call splitting maximal modifying module. In this paper, we show that all splitting maximal modifying modules are connected by repeating the operation “mutation” of splitting maximal modifying modules for the case of toric singularities associated with reflexive polygons.
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1. Introduction

1.1. Backgrounds. Bondal and Orlov conjectured that any bounded derived categories of coherent sheaves over crepant resolutions of a certain singularity are derived equivalent [BO]. Bridgeland proved this conjecture for the three dimensional case [Bri]. Also, Van den Bergh proved it in more general settings containing the three dimensional case [VdB1]. The idea in [VdB1] is to consider a non-commutative ring $\Lambda$ derived equivalent to crepant resolutions. In [VdB2], Van den Bergh formulated such a ring $\Lambda$ as a non-commutative crepant resolution (= NCCR), which is obtained as the endomorphism ring of a reflexive module. (For the precise definition, see Definition 2.3.) Note that an NCCR does not necessarily exist, and even if it exists it is not unique (sometimes NCCRs are infinite families). On the other hand, it is known that the non-commutative version of Bondal-Orlov conjecture holds for some singularities [W1, IR], that is, if we assume that $\text{End}_R(M)$ and $\text{End}_R(N)$ are NCCRs of three dimensional Cohen-Macaulay normal domain $R$, then they are derived equivalent. In this situation, is there a relationship between $M$ and $N$?

The present paper is dedicated to investigate this question for the case of three dimensional Gorenstein toric singularities. In the rest of this paper, we call the ordinary crepant resolution commutative crepant resolution (= CCR) to emphasize the difference with an NCCR.

1.2. The case of toric singularities. Let $R$ be a three dimensional Gorenstein toric singularity associated with a cone $\sigma \subset \mathbb{R}^3$ generated by $v_1, \cdots, v_n \in \mathbb{Z}^3$. Since $R$ is Gorenstein, we can take a hyperplane so that any vectors $v_1, \cdots, v_n$ lie on this hyperplane. Thus, we obtain the lattice polygon $\Delta \subset \mathbb{R}^2$ on this hyperplane for a given $R$ (see subsection 2.3 and 3.1). It is known that CCRs of $R$ correspond to triangulations of the associated polygon $\Delta$. Thus, a CCR of $R$ exists but it is not unique in general. More precisely, if there is a quadrangle consisting of two elementary triangles in a given triangulation, we obtain another triangulation by switching the diagonal as in the figure below, and it induces another CCR. This operation is called flop and any CCRs are connected by repeating this operation.
On the other hand, every three dimensional Gorenstein toric singularity $R$ has an NCCR, and it is obtained from a dimer model. A dimer model is a polygonal cell decomposition of the real two-torus whose vertices and edges form a finite bipartite graph (see subsection 3.4). It is introduced in the field of statistical mechanics in 1960s. From 2000s, string theorists have been used it for studying quiver gauge theories. For more details, see e.g., [Kenn, Keny] and references therein. Subsequently, a dimer model has been investigated actively, and recently relations with many branches of mathematics (for example, the McKay correspondence, crepant resolutions, non-commutative crepant resolutions, Calabi-Yau algebras, mirror symmetry, etc) have been discovered. The important point is that we can construct a three dimensional Gorenstein toric singularity $R$ by using a dimer model (see subsection 3.1). On the other hand, we obtain a quiver with potential (= QP) as the dual of a dimer model (see subsection 3.2). Under a certain condition, we can construct an NCCR of $R$ by using a quiver with potential associated with a dimer model, and for every three dimensional Gorenstein toric singularity, there exists a dimer model which gives an NCCR of it (see subsection 3.3). Note that a module giving such an NCCR is called a splitting maximal modifying (= MM) module (see Definition 2.5). Thus, an NCCR of $R$ always exists, but a dimer model which gives an NCCR of $R$ is not unique in general, hence a splitting MM module is also not unique. Although it is not unique, the number of NCCRs arising from dimer models is finite (see Section 4). Therefore, it is natural to ask the question below. We will restate this question later in a detailed form (see Question 1.2 and 1.14).

**Question 1.1.** Let $R$ be a three dimensional Gorenstein toric singularity, and $\text{End}_R(M)$, $\text{End}_R(N)$ be NCCRs of $R$ arising from dimer models. Then, is there a relationship between $\text{End}_R(M)$ and $\text{End}_R(N)$? More precisely, is there a relationship between $M$ and $N$?

We recall that every CCR of $R$ is connected by repeating the operation flop. How about NCCRs? Namely, is there a good operation that connects all NCCRs? In this paper, we will consider the operation called “mutation”, and show that all splitting MM modules are connected by repeating a certain mutation for several cases.

In the theory of cluster algebras due to Fomin and Zelevinsky (e.g., [FZ1, FZ2]), the operation called the mutation of skew symmetric matrices (these are interpreted as quivers without loops and 2-cycles) plays the crucial role. In addition, cluster categories were introduced in [BMRRT, CCS] as a categorification of cluster algebras. They are defined as orbit categories of the derived category of quiver representations, and the mutation (it is also called “exchange”) of cluster tilting objects in such categories was also introduced. Note that this mutation corresponds to the mutation in the theory of cluster algebras, and the notion of cluster categories is generalized in [Am] (see also [Gin]). Also, Geiss, Leclerc and Schröer used such mutations to investigate rigid modules over preprojective algebras [CLS]. Subsequently, several mutations are introduced, for example the mutations of cluster tilting objects in Hom-finite triangulated 2-Calabi-Yau categories [LY], the mutations of tilting modules over 3-Calabi-Yau algebras [HR], the mutations of MM modules [IW2]. Also, Derksen-Weyman-Zelevinsky introduced the mutations of QPs [DWZ]. We can also define the mutation of dimer models as the dual of mutation of QPs under some restrictions (see Section 4). From a viewpoint of physics, dimer models and their mutations correspond to quiver gauge theories and Seiberg duality (see e.g., [Ea2, EF, HV, HS, Vi]).

In this paper, we mainly investigate the mutation of MM modules (see subsection 2.2), and especially apply it to splitting MM modules which give NCCRs arising from dimer models. By considering the mutation of an MM module, we have another MM module (see Proposition 2.7), although it might be isomorphic to the original one. We further note that even if a given MM module is splitting, the mutated one is not necessarily splitting in general. Thus, we need a further assumption for making the mutated one splitting (see Lemma 4.12), and we call the argued operation the mutation of splitting MM modules only when it makes a splitting one splitting again. Under these backgrounds, in this paper, we consider such mutations for the case of a three dimensional Gorenstein toric singularity whose associated lattice polygon $\Delta$ is a reflexive polygon (see Section 5) and show the theorem below. (For further details on terminologies, see later sections.) Note that reflexive polygons are also studied in the context of toric Fano varieties (see e.g., [CLS] Section 8.3)) and mirror symmetry (see e.g., [Bat]).

**Theorem 1.2.** (see Theorem 5.7 and Corollary 5.8) Let $R$ be a three dimensional complete local Gorenstein toric singularity associated with a reflexive polygon. Then, any two splitting MM $R$-modules are transformed into each other by repeating the mutation of splitting MM modules.
In this theorem, we emphasize that all connections between splitting MM modules are given by only mutations of splitting MM modules. That is, they do not factor through non-splitting ones.

In order to show this theorem, we discuss the relationship between the mutation of QPs associated with dimer models and that of splitting MM generators arising from dimer models in Section 4 along the idea as in [Boc2]. After that we will consider the mutation of splitting MM generators for toric singularities associated with reflexive polygons. Since dimer models giving NCCRs are classified for those cases, we hence compute all splitting MM generators arising from such dimer models in Section 5 and prove the theorem for the case of splitting MM generators by a case-by-case check. Finally, we extend our discussion to splitting MM modules in Section 6.

Conventions and Notations. In this paper, all modules are left modules. For a ring $R$, we denote by $\text{mod} R$ the category of finitely generated $R$-modules. We denote $\text{add}_R M$ to be the full subcategory consisting of direct summands of finite direct sums of some copies of $M \in \text{mod} R$. We call $\text{add}_R M$ the additive closure of $M$. We say that $M \in \text{mod} R$ is a generator if $R \in \text{add}_R M$. When we consider a composition of morphism, $fg$ means we first apply $f$ then $g$. With this convention, $\text{Hom}_R(M, X)$ is an $\text{End}_R(M)$-module and $\text{Hom}_R(X, M)$ is an $\text{End}_R(M)^{\text{op}}$-module. Similarly, in a quiver, a path $ab$ means $a$ then $b$.

Also, we denote by $\text{Cl}(R)$ the class group of $R$. When we consider a divisorial ideal (rank one reflexive $R$-module) $I$ as an element of $\text{Cl}(R)$, we denote it by $[I]$.

In this paper, we consider the real two torus $T \cong \mathbb{R}^2/\mathbb{Z}^2$ and its homology group $H_1(T) \cong \mathbb{Z}^2$. We fix the fundamental domain of $T$ and orientation of cycles as

$$T : \begin{array}{ccc}
\rightarrow & \downarrow & \rightarrow \\
\uparrow & \rightarrow & \downarrow \\
\rightarrow & \uparrow & \rightarrow
\end{array}$$

and the horizontal (resp. vertical) cycle corresponds to the first coordinate (resp. second) of $\mathbb{Z}^2$.

2. Preliminaries

2.1. Maximal modifying modules. Let $R$ be a commutative Noetherian ring. In this paper, we denote the $R$-dual functor by

$$(-)^* : = \text{Hom}_R(-, R) : \text{mod} R \to \text{mod} R.$$  

We say that $M \in \text{mod} R$ is reflexive if the natural morphism $M \to M^{**}$ is an isomorphism. We denote $\text{ref} R$ to be the category of reflexive $R$-modules. Let $(R, m)$ be a $d$-dimensional commutative Noetherian local ring. For $M \in \text{mod} R$, we define the depth of $M$ as

$$\text{depth}_R M := \inf \{ i \geq 0 \mid \text{Ext}^i_R(R/m, M) \neq 0 \}.$$  

We say that $M$ is a maximal Cohen-Macaulay module (= MCM module) if $\text{depth}_R M = d$. When $R$ is non-local, we say that $M$ is an MCM module if $M_p$ is an MCM module for all $p \in \text{Spec} R$. Furthermore, we say that $R$ is a Cohen-Macaulay ring (= CM ring) if $R$ is an MCM $R$-module. We denote CMR to be the category of MCM $R$-modules. We say that a ring $R$ is equi-dimensional if every maximal ideals have the same height. For example, all domains finitely generated over a field are equi-dimensional [Eis 13.4]. Also, we consider the notion of (singular) $d$-Calabi-Yau rings. Originally, these rings are defined by a functorial condition, but we adopt the characterization of these rings due to [IR, Proposition 3.10] as the definition in this paper.

Definition 2.1. Let $R$ be a commutative Noetherian ring. We say that $R$ is $d$-Calabi-Yau (= $d$-CY) if $R$ is regular and equi-dimensional with $\dim R = d$. Also, we say that $R$ is singular $d$-Calabi-Yau (= $d$-sCY) if $R$ is Gorenstein and equi-dimensional with $\dim R = d$.

For example, $d$-dimensional Gorenstein toric singularities are $d$-sCY rings (see subsection 2.3), and hence we will apply several results discussed in this subsection to these singularities.

Next, we recall the definition of non-commutative crepant resolutions due to Van den Bergh [VdB2].

Definition 2.2. Let $R$ be a CM ring and let $\Lambda$ be a module finite $R$-algebra (i.e., $\Lambda$ is finitely generated as an $R$-module). We say that

1. $\Lambda$ is an $R$-order if $\Lambda$ is an MCM $R$-module,
2. an $R$-order $\Lambda$ is non-singular if gl.dim $\Lambda_p = \dim R_p$ for all $p \in \text{Spec} R$.

Definition 2.3. Let $R$ be a CM ring, and $0 \neq M \in \text{ref} R$. We say that $\Lambda := \text{End}_R(M)$ is a non-commutative crepant resolution (= NCCR) of $R$ or $M$ gives an NCCR of $R$ if $\Lambda$ is a non-singular $R$-order.
An NCCR does not necessarily exist for a given singularity, thus we also introduce a weaker notion.

**Definition 2.4.** (see [IW2]) Let $R$ be a CM ring.

1. We say that $M \in \text{ref}R$ is a modifying module if $\text{End}_R(M) \in \text{CMR}$.
2. We say that $M \in \text{ref}R$ is a maximal modifying module (= MM module) if it is a modifying module and if $M \oplus X$ is modifying for $X \in \text{ref}R$ then $X \in \text{add}_R M$. In other words,

$$\text{add}_R M = \{ X \in \text{ref}R \mid \text{End}_R(M \oplus X) \in \text{CMR} \}.$$

For an MM module $M$, we call $\text{End}_R(M)$ a maximal modifying algebra (= MMA).

Also, we define the following nice class of modules. We will discuss these in Section 4.

**Definition 2.5.** (see [IN]) We say that a reflexive module $M$ is splitting if it is a finite direct sum of rank one reflexive modules. Also, we say that a (maximal) modifying module $M$ is a splitting (maximal) modifying module if $M$ is splitting. Similarly, we say that an NCCR (resp. MMA) $\text{End}_R(M)$ a splitting NCCR (resp. splitting MMA) if $M$ is splitting.

We then prepare some properties of MM modules used in later sections.

**Proposition 2.6.** (see [IW2], Proposition 4.5, 5.11 and Theorem 4.16]

1. Let $R$ be a $d$-dimensional normal CM local ring with the canonical module $\omega_R$. Then, all reflexive modules giving NCCRs are MM modules.
2. If $R$ is a 3-sCY normal domain admitting an NCCR, then MM modules are precisely reflexive modules giving NCCRs of $R$. Furthermore, suppose that $M$ and $N$ are MM $R$-modules, then $\text{End}_R(M)$ and $\text{End}_R(N)$ are derived equivalent.

2.2. Mutations of MM modules and tilting modules. Following [IW2] Section 6, we introduce the mutation of MM modules to consider Question 1.1. Let $R$ be a complete local normal $d$-sCY ring, and $M := \bigoplus_{i \in I} M_i$ be a modifying $R$-module. Here, we assume that $M$ is basic, that is, $M_i$’s are mutually non-isomorphic. For a subset $J$ of $I$, we define $M_J := \bigoplus_{j \in J} M_j$ and $J^c := I \setminus J$. In particular, we have that $M = M_J \oplus M_{J^c}$. We then consider a minimal right $(\text{add}_R M_{J^c})$-approximation of $M_J$. Namely, it is a morphism $\varphi : N \to M_J$ such that $N \in \text{add}_R M_{J^c}$ and

$$\text{Hom}_R(M_{J^c}, N) \xrightarrow{\varphi} \text{Hom}_R(M_{J^c}, M)$$

is surjective, and if $\phi \in \text{End}_R(N)$ satisfies $\phi \varphi = \varphi$, then $\phi$ is an automorphism. Since $R$ is complete, $\varphi$ exists and is unique up to isomorphism. Also, $\varphi$ is surjective if $N$ is a generator. Then, we consider the kernel

$$0 \to \mathcal{K} := \text{Ker} \varphi \to N \xrightarrow{\varphi} M_J$$

and we call this sequence the exchange sequence. We define the right mutation of $M$ at $J$ as $\mu_J^+(M) := M_J \oplus \mathcal{K}$, and define the left mutation of $M$ at $J$ as $\mu_J^-(M) := (\mu_J^+(M^*))^\ast$.

Here, we collect some properties of the mutations of MM modules.

**Proposition 2.7.** (see [IW2] Section 6) Let $R$ be a complete local normal $d$-sCY ring, $M = \bigoplus_{i \in I} M_i$ be a basic modifying $R$-module. Suppose that $J$ is a subset of $I$. Then, we have the following.

1. $\mu_J^+$ and $\mu_J^-$ are mutually inverse operations. That is,

$$\mu_J^-(\mu_J^+(M)) = M \quad \text{and} \quad \mu_J^+(\mu_J^-(M)) = M$$

up to additive closure.
2. $\mu_J^+(M)$ and $\mu_J^-(M)$ are modifying $R$-modules.
3. If $M$ gives an NCCR, then $\mu_J^+(M)$ and $\mu_J^-(M)$ also give NCCRs.
4. $\text{End}_R(M)$, $\text{End}_R(\mu_J^+(M))$ and $\text{End}_R(\mu_J^-(M))$ are derived equivalent.
5. Assume that $d = 3$, if $M$ is an MM module, then so are $\mu_J^+(M)$ and $\mu_J^-(M)$.
6. Assume that $d = 3$, if $M$ is an MM module and $J = \{k\}$, then $\mu_J^-(M) \cong \mu_k(M)$, hence we denote it by $\mu_k(M)$.

In the rest of this subsection, we keep the notations in Proposition 2.7 and assume $d = 3$. We denote the set of isomorphism classes of basic MM modules (resp. generators) by $\text{MM}(R)$ (resp. $\text{MMG}(R)$). In this paper, we only consider the mutation at $J = \{k\}$, and hence for $M = \bigoplus_{i \in I} M_i \in \text{MM}(R)$ we have the new element $\mu_k(M) \in \text{MM}(R)$ by Proposition 2.7(5)(6). Furthermore, since we are interested in splitting MM modules and their mutations, we restrict the above notation to splitting ones. Namely, we denote the set of isomorphism classes of basic splitting MM modules (resp. generators) by $\text{MM}_1(R)$.
the half space intersection of these half spaces:

Next, we recall the definition of a tilting module.

Definition 2.8. For a ring $\Lambda$, we say that $T \in \text{mod}\Lambda$ is a partial tilting module if $\text{proj.dim}_\Lambda T \leq 1$ and $\text{Ext}^1(T, T) = 0$. In addition, if there exists an exact sequence: $0 \to \Lambda \to T_0 \to T_1 \to 0$ such that $T_i \in \text{add}\Lambda T$ $(i = 0, 1)$, we say that $T$ is a tilting module.

For an $\text{MM}$-$R$-module $M$, we can obtain reflexive tilting $\text{End}_R(M)$-modules as follows. Here, for an $R$-algebra $\Lambda$, we say that $M \in \text{mod}\Lambda$ is a reflexive $\Lambda$-module if it is reflexive as an $R$-module.

Theorem 2.9. (see [LW2] Theorem 4.17) Let $R$ be a normal 3-$s$CY ring and $M$ be an $\text{MM}$ module. Then, we have the following bijection via the functor $\text{Hom}_R(M, -) : \text{mod}R \to \text{mod}\text{End}_R(M)$.

\[
\{\text{maximal modifying } R\text{-modules}\} \xrightarrow{1:1} \{\text{reflexive tilting } \text{End}_R(M)\text{-modules}\}.
\]

For a module-finite $R$-algebra $\Lambda$, we say that a basic partial tilting $\Lambda$-module $T$ is an almost complete tilting module if it has $r$ non-isomorphic indecomposable direct summands, where $(r + 1)$ is the number of non-isomorphic indecomposable projective $\Lambda$-modules. Then $X \in \text{mod}\Lambda$ is called a complement of $T$ if $T \oplus X$ is a basic tilting $\Lambda$-module. A complement of an almost complete tilting module $T$ always exists $\text{Hom}_T$, and there are at most two complements of $T$ [IR] Proposition 5.1.

Let $M$ be an MM-$R$-module, and let $\Lambda = \text{End}_R(M)$. For an $R$-$module $N = \bigoplus_{i \in I} N_i$, where $I = \{0, 1, \cdots, r\}$, $\text{Hom}_R(M, N)$ is a tilting $\Lambda$-module by Theorem 2.9. Therefore $\text{Hom}_R(M, \bigoplus_{i \in I} N_i)$ is an almost complete tilting $\Lambda$-module, and $\text{Hom}_R(M, N_k)$ is a complement. Considering a minimal right $(\text{add}_R \bigoplus_{i \in I \setminus \{k\}} N_i)$-approximation of $N_k$:

\[
0 \to K := \text{Ker}\varphi \to \tilde{N} \to N_k
\]

where $\tilde{N} \in \text{add}_R \bigoplus_{i \in I \setminus \{k\}} N_i$, we have that

\[
0 \to \text{Hom}_R(M, K) \to \text{Hom}_R(M, \tilde{N}) \to \text{Hom}_R(M, N_k) \to 0. \tag{2.1}
\]

Then $\text{Hom}_R(M, \mu_k(N)) = \text{Hom}_R(M, \bigoplus_{i \in I \setminus \{k\}} N_i) \oplus \text{Hom}_R(M, K)$ is a tilting $\Lambda$-module by Theorem 2.9 and hence $\text{Hom}_R(M, K)$ is a complement of $\text{Hom}_R(M, \bigoplus_{i \in I \setminus \{k\}} N_i)$. Since (2.1) is a minimal right $\text{add}_T$-approximation where $T = \text{Hom}_R(M, \bigoplus_{i \in I \setminus \{k\}} N_i)$, we see that $\text{Hom}_R(M, \mu_k(N))$ is just the mutation of tilting $\Lambda$-module $\text{Hom}_R(M, N)$ in the sense of [IR] Section 5. Thus, we define the mutation of tilting module $\text{Hom}_R(M, N)$ at $k$ in $I$ as

\[
\mu_k(\text{Hom}_R(M, N)) := \text{Hom}_R(M, \mu_k(N)).
\]

Now, for any such complements, we have shown that $\text{Hom}_R(M, N_k)$ and $\text{Hom}_R(M, K)$ are complements of $\text{Hom}_R(M, \bigoplus_{i \in I \setminus \{k\}} N_i)$. Since the number of such complements is at most two, they are exactly two complements if $N_k \neq K$.

Therefore, if $N = \bigoplus_{i \in I} N_i$ and $N' = N'_1 \bigoplus_{i \in I \setminus \{k\}} N_i$ are basic MM modules with $N_k \neq N'_k$ (that is, $N$ and $N'$ have the same direct summands except one component), then we have that $N' \cong \mu_k(N)$.

2.3. Preliminaries of toric singularities. In this subsection, we review about toric singularities and fix the notation used in later sections. For more about toric singularities, see e.g. [BG2] [CLS].

Let $N \cong \mathbb{Z}^d$ be a lattice of rank $d$ and let $M := \text{Hom}_\mathbb{Z}(N, \mathbb{Z})$ be the dual lattice of $N$. We set $\mathbb{N} := \mathbb{N} \otimes \mathbb{Z}$ and $\mathbb{M} := \mathbb{M} \otimes \mathbb{Z}$. We denote the natural inner product by $\langle \cdot, \cdot \rangle$.

\[
\sigma := \text{Cone}\{v_1, \cdots, v_n\} = \mathbb{R}_{\geq 0}v_1 + \cdots + \mathbb{R}_{\geq 0}v_n \subset \mathbb{N}
\]

be a strongly convex rational polyhedral cone of rank $d$ generated by $v_1, \cdots, v_n \in \mathbb{Z}^d$ and suppose that this system of generators is minimal. For each generator, we define the linear form $\lambda_i(-) := \langle -, v_i \rangle$ and the half space $H^+_i := \{x \in \mathbb{M} | \lambda_i(x) \geq 0\}$ for $i = 1, \cdots, n$. Then, the dual cone $\sigma^\vee$ is determined as the intersection of these half spaces:

\[
\sigma^\vee := \{x \in \mathbb{M} | \langle x, y \rangle \geq 0 \text{ for all } y \in \sigma \} = H^+_1 \cap \cdots \cap H^+_n \subset \mathbb{M}.
\]
Moreover \( \sigma^V \cap M \) is a positive affine normal semigroup. We define the toric singularity (or affine normal semigroup ring) associated with \( \sigma \) as follows:

\[
R := K[\sigma^V \cap M] = K[t_1^{\alpha_1} \cdots t_d^{\alpha_d} \mid (\alpha_1, \cdots, \alpha_d) \in \sigma^V \cap M]
\]

where \( K \) is a field. In the rest, we always assume that \( K \) is an algebraically closed field of characteristic zero. In this situation, \( R \) is a \( d \)-dimensional CM normal domain. Note that it is known that \( R \) is Gorenstein if and only if there is \( x \in \sigma^V \cap M \) such that \( \lambda_i(x) = 1 \) for all \( i = 1, \cdots, n \) (e.g., [BG2 Theorem 6.33]). In particular, \( d \)-dimensional Gorenstein toric singularities are \( d \)-sCY normal domains.

For each \( u = (u_1, \cdots, u_n) \in \mathbb{R}^n \), we set

\[
T(u) := \{ x \in M \cong \mathbb{Z}^d \mid (\lambda_1(x), \cdots, \lambda_n(x)) \geq (u_1, \cdots, u_n) \},
\]

and define the divisorial ideal \( T(u) \) generated by all monomials whose exponent vector is in \( T(u) \). From definition, we have that \( T(u) = T(\mathfrak{r} u^+ \mathfrak{r}) \) where \( \mathfrak{r} \subset \mathfrak{r} \) implies the round up and \( \mathfrak{r} u^+ = (\mathfrak{r} u_1^+, \cdots, \mathfrak{r} u_n^+) \). Thus, in the rest, we assume that \( u \in \mathbb{Z}^n \). Clearly, we have that \( T(0) = \sigma^V \cap M \) and \( T(0) = R \). Set \( I_i := T(\delta_{ij_1} \cdots, \delta_{ijn}) \) where \( \delta_{ij} \) is the Kronecker delta. Then, a divisorial ideal \( T(u_1, \cdots, u_n) \) corresponds to the element \( u_1[I_1] + \cdots + u_n[I_n] \) in \( \text{Cl}(R) \). In general, a divisorial ideal of \( R \) takes this form (see e.g., [BG2 Theorem 4.54]) and we have the following.

**Lemma 2.10.** (see e.g., [BG2 Corollary 4.56]) For \( u, u' \in \mathbb{Z}^n \), \( T(u) \cong T(u') \) as an \( R \)-module if and only if there exists \( y \in M \) such that \( u_i = u'_i + \lambda_i(y) \) for all \( i = 1, \cdots, n \). Especially, we have that \( \text{Cl}(R) \cong \mathbb{Z}^n / \langle \lambda(\mathbb{Z}^d) \rangle \).

3. **NCCRs arising from consistent dimer models**

In this section, we introduce the notion of dimer models and discuss related topics. Especially, we will show that we can obtain NCCRs of a three dimensional Gorenstein toric singularity from dimer models that satisfy the consistency condition. For more results concerning dimer models, we refer to a survey article [Bro3] and references quoted in this section.

3.1. **Dimer models and Perfect matchings.** A **dimer model** (or brane tiling) is a polygonal cell decomposition of the real two-torus \( T := \mathbb{R}^2 / \mathbb{Z}^2 \) whose vertices and edges form a finite bipartite graph. Therefore, each vertex is colored either black or white so that each edge connects a black vertex to a white vertex. For example, \( \Gamma_{4a} \) (see Figure 1) is a dimer model where the outer frame is the fundamental domain of the torus \( T \). Let \( \Gamma \) be a dimer model. We denote the set of vertices (resp. edges, faces) of \( \Gamma \) by \( \Gamma_0 \) (resp. \( \Gamma_1, \Gamma_2 \)). Since \( \Gamma \) is a bipartite graph, we can divide \( \Gamma_0 \) into the disjoint union of the set of black vertices and the set of white vertices.

In what follows, we construct a toric singularity from a dimer model \( \Gamma \) by paying attention to perfect matchings on \( \Gamma \).

**Definition 3.1.** A **perfect matching** (or dimer configuration) on a dimer model \( \Gamma \) is a subset \( P \) of \( \Gamma_1 \) such that each vertex is the end point of precisely one edge in \( P \).

For example, Figure 2 is a part of perfect matchings on \( \Gamma_{4a} \). (In addition, there are three perfect matchings.) Every dimer model does not necessarily have a perfect matching. A typical case is a dimer model whose number of black vertices is not equal to that of white ones. Also, there is a dimer model which has the same number of black and white vertices, but do not have a perfect matching (cf. [Bro (2.8)])]. In this paper, we will not treat such a pathological one. Then, we will impose the extra assumption so-called "non-degeneracy condition", that is, we say that a dimer model is **non-degenerate** if every edge is contained in some perfect matchings. For example, \( \Gamma_{4a} \) is non-degenerate (see Figure 1 and 2). In the rest of this paper, we assume that a dimer model is non-degenerate, and we also assume that a dimer model has no bivalent vertices (i.e., a vertex which connects only two distinct vertices). If there are
bivalent vertices, we can remove them (see e.g., [U1, Figure 5.1]) because this process does not affect our problems. To be specific, we mainly investigate the Jacobian algebra associated with a dimer model (see subsection 3.2) to consider our problems, and a removing bivalent vertices does not change the Jacobian algebra up to isomorphism.

For each perfect matching, we give the orientation from a white vertex to a black one. Then, the difference of two perfect matchings forms a 1-cycle. We will consider this 1-cycle as an element in the homology group $H_1(T) \cong \mathbb{Z}^2$. Precisely, for two perfect matchings $P_i, P_j$ we define $$h(P_i, P_j) := [P_i - P_j] \in H_1(T) \cong \mathbb{Z}^2.$$ We consider this homology class for any pair of perfect matchings, and have finitely many elements in $\mathbb{Z}_2$. Then, we define the lattice polygon as in Definition 3.2. Here, note that we have $$h(P_i, P_j) = h(P_i, P_k) - h(P_j, P_k).$$ Thus, we fix one perfect matching, and we may consider only the difference between each perfect matching and the fixed one.

**Definition 3.2.** For a dimer model $\Gamma$, we fix a perfect matching $P'$ of $\Gamma$. We define the lattice polygon $\Delta$ as the convex hull of $$\{h(P, P') \in \mathbb{Z}^2 \mid P \text{ is a perfect matching of } \Gamma\}$$ in $\mathbb{R}^2$. $\Delta$ is called the **perfect matching polygon** (or **characteristic polygon**) of $\Gamma$.

Although such a convex hull depends on a choice of a fixed perfect matching, it is determined up to isometric transformations, and the difference of transformation on $\Delta$ does not affect the toric geometry up to isomorphism. For example, for the dimer model $\Gamma_{4a}$, we fix the perfect matching $P_0$. Then, we have the perfect matching polygon $\Delta$ as in Figure 3.

**Figure 3.** Differences of perfect matchings and the perfect matching polygon of $\Gamma_{4a}$

**Definition 3.3.** Fix a perfect matching $P'$ for a given dimer model. We say that $\mathcal{P}$ is an *extremal* (or a *corner*) perfect matching if the corresponding point $h(\mathcal{P}, P')$ lies at a vertex of the perfect matching polygon $\Delta$.

We define the *multiplicity* of a lattice point $p \in \Delta$ as the number of perfect matching corresponding to a point $p$.

Let $v'_1, \ldots, v'_n \in \mathbb{Z}^2$ be all the lattice points lie at a vertex of $\Delta$. Since they form $\Delta$ as the convex hull of them, we give a cyclic order to these lattice points along $\Delta$. Also, we can take an extremal perfect matching $\mathcal{P}_i$ for each lattice point $v'_i$ ($i = 1, \ldots, n$). We remark that a corresponding perfect matching is not unique for now (see Proposition 3.6). Then, we put $\Delta$ on the hyperplane $z = 1$, and construct the cone $\sigma_{\Delta}$. Namely, we set vectors $v_i = (v'_i, 1) \in \mathbb{Z}^3$ for $i = 1, \ldots, n$, and construct the cone $\sigma_{\Delta} = \text{Cone}\{v_1, \ldots, v_n\}$. In the same way shown in Section 2.3, we define the toric singularity $R := K[\sigma_{\Delta}^\vee \cap \mathcal{M}]$ where $\mathcal{M} \cong \mathbb{Z}^3$. By the construction, $R$ is a three dimensional Gorenstein normal domain.
3.2. Quivers associated with dimer models. As the dual notion of a dimer model $\Gamma$, we define the quiver $Q_\Gamma$ associated with $\Gamma$. Namely, we assign a vertex dual to each face in $\Gamma_2$, an arrow dual to each edge in $\Gamma_1$. The orientation of arrows is determined so that the white vertex is on the right of the arrow (equivalently, the black vertex is on the left of the arrow). For example, Figure 4 is the quiver associated with $\Gamma_{4a}$ appearing in Figure 4. Sometimes we simply denote such a quiver $Q_\Gamma$ by $Q$ if a situation is clear from the context. We denote the sets of vertices and arrows of the quiver by $Q_0$ and $Q_1$ respectively. In addition, we consider the set of oriented faces $Q_F$ as the dual of vertices in a dimer model $\Gamma$. The orientation of faces is determined by its boundary, that is, faces dual to white (resp. black) vertices are oriented clockwise (resp. anti-clockwise). Therefore, we decompose the set of faces as $Q_F = Q_F^+ \sqcup Q_F^-$ where $Q_F^+$ (resp. $Q_F^-$) stands for the set of faces oriented clockwise (resp. anti-clockwise).

![Figure 4. Quiver associated with $\Gamma_{4a}$](image)

For each arrow, we define the maps $h, t : Q_1 \to Q_0$ sending an arrow to its head and tail respectively. A nontrivial path in $Q$ is a finite sequence of arrows $a = a_1 \cdots a_r$ satisfying $h(a_\ell) = t(a_{\ell+1})$ for $\ell = 1, \cdots, r-1$. In this situation, we define the length of path $a = a_1 \cdots a_r$ as $r (\geq 1)$, and denote by $Q_r$, the set of paths of length $r$ in $Q$. From this viewpoint, we extend the maps $h, t$ to the maps on paths, that is, we define $t(a) = t(a_1), h(a) = h(a_r)$. We say that a path $a$ is a cycle if it satisfies $h(a) = t(a)$. We consider each vertex $i \in Q_0$ as a trivial path $e_i$ where $h(e_i) = t(e_i) = i$. Also, we denote by $Q^+$ the opposite quiver of $Q$ which is obtained from $Q$ by reversing all arrows. By replacing white vertices on a dimer model by black vertices and vice versa, we obtain the opposite quiver associated with the original dimer model.

From this quiver $Q$, we define the path algebra as follows. The path algebra $KQ$ is a $K$-algebra whose $K$-basis consists of paths in $Q$ and the product is defined as $a \cdot b = ab$ (resp. $a \cdot b = 0$ if $h(a) = t(b)$ (resp. $h(a) \neq t(b)$) for paths $a$ and $b$, and we extend this product linearly. Next, we define a potential, and give relations on paths in $KQ$. We denote the $K$-vector space generated by all commutators in $KQ$ by $[KQ, KQ]$ and set $KQ_{\text{cyc}} := KQ/[KQ, KQ]$. Thus, $KQ_{\text{cyc}}$ has a basis consists of cycles in $Q$. Also, we denote $(KQ_{\text{cyc}})_r$, the subspace of $KQ_{\text{cyc}}$ spanned by cycles of length at least $r$.

**Definition 3.4.** An element $W \in (KQ_{\text{cyc}})_2$ is called a potential (or superpotential), and a pair $(Q, W)$ consisting of a quiver $Q$ and a potential $W$ is called a quiver with potential ($= PQ$).

For each face $f \in Q_F$, we associate the small cycle $\omega_f \in (KQ_{\text{cyc}})_3$ obtained by the product of all arrows around the boundary of $f$. (Since we assume that a dimer model has no bivalent vertices in this paper, the length of each small cycle is at least 3.) For the quiver $Q$ associated with a dimer model, we define the potential $W_Q$ as

$$W_Q := \sum_{f \in Q_F^+} \omega_f - \sum_{f \in Q_F^-} \omega_f.$$

In the rest of this paper, we consider the $\text{QP} (Q, W_Q)$ associated with a dimer model.

For every face $f \in Q_F$ and arrow $a \in \omega_f$, we choose $h(a)$ as the starting point of $\omega_f$ and set $e_{h(a)} \omega_f e_{h(a)} := a_1 \cdots a_r$ for some path $a_1 \cdots a_r$. Then, the partial derivative of $\omega_f$ with respect to $a$ is defined by the path $\partial \omega_f / \partial a := a_1 \cdots a_r$. We note that $\partial \omega_f / \partial a = 0$ if $\omega_f$ does not contain the arrow $a$. Extending this derivative linearly, we have $\partial W_Q / \partial a \in KQ$ for any $a \in Q_1$ and define the two-sided ideal $J(W_Q) := \langle \partial W_Q / \partial a \mid a \in Q_1 \rangle \subseteq KQ$. Then, we define the Jacobian algebra (or superpotential algebra) of a dimer model as

$$\mathcal{P}(Q, W_Q) := KQ / J(W_Q).$$

From the construction, $\partial W_Q / \partial a$ gives the relation on paths in $\mathcal{P}(Q, W_Q)$ for each arrow $a \in Q_1$. Namely, for each arrow $a \in Q_1$, there are precisely two oppositely oriented cycles which contain the arrow $a$ as a boundary. We denote them by $f^+_a, f^-_a \in Q_F$ respectively. Let $p^+_a, p^-_a$ be the path from $h(a)$ around the boundary of $f^+_a$ to $t(a)$ (see Figure 5). Then, we can describe $\partial W_Q / \partial a$ as a difference of $p^+_a$, that is, $\partial W_Q / \partial a = p^+_a - p^-_a$. Thus, we have $p^+_a = p^-_a$ in $\mathcal{P}(Q, W_Q)$ for each arrow $a \in Q_1$. 
We say that two paths $a$ and $b$ in $Q$ are equivalent (denoted by $a \sim b$) if they give the same element in the Jacobian algebra $\mathcal{P}(Q, W_Q)$. For any face $f \in Q_F$ whose boundary factor through a vertex $i \in Q_0$, we define a small cycle starting from $i$ as $\omega_{i,f} := e_i \omega_f e_i$. It is easy to see that small cycles starting from the same vertex are equivalent to each other.

3.3. Consistency conditions and NCCRs. In this subsection, we impose the extra condition called consistency condition. Under this assumption, a dimer model will give an NCCR of a three dimensional Gorenstein toric singularity associated with a dimer model (see Theorem 3.8). In the literature, there are several consistency conditions, for example,

(a) the consistency condition in the sense of [IU1, Definition 3.5],
(b) a properly-ordered dimer model in the sense of [Gul],
(c) the first consistency condition (or cancellation) in the sense of [MR] (see also [Dav]),
(d) an algebraically consistent dimer model in the sense of [Bro],
(e) the existence of a consistent $R$-charge in the sense of [Kenn],
(f) a toric order in the sense of [Boc3],
(g) an isoradial (or a geometrically consistent) dimer model (e.g., [KS, Bro]).

It is known that (a) and (b) are equivalent [IU1], (a) and (c) are equivalent under the non-degeneracy condition [IU1], (c), (d), (e) and (f) are equivalent [Boc3]. Since we assume that the non-degeneracy, the conditions (a)–(f) are equivalent. Furthermore, the condition (g) implies these equivalent conditions (see e.g., [IU1, Bro]). We remark that a consistent dimer model is always non-degenerate (see e.g., [IU2, Proposition 8.1]). Here, we note the condition (e).

Definition 3.5. Let $Q$ be a quiver associated with a dimer model $\Gamma$. A positively grading $R : Q_1 \to \mathbb{R}_{>0}$ that satisfies the following conditions is called a consistent $R$-charge (cf. [Kenn]):

1. $\sum_{a \in \partial f} R(a) = 2$ for any $f \in Q_F$,
2. $\sum_{h(a)=i} (1 - R(a)) + \sum_{t(a)=i} (1 - R(a)) = 2$ for any $i \in Q_0$.

We say that a dimer model $\Gamma$ is consistent if it admits a consistent $R$-charge.

As we showed in subsection 3.1, for a given dimer model $\Gamma$, we can construct the three dimensional Gorenstein toric singularity $R = K[\sigma^\Delta \cap M]$. In the rest of this article, we only consider such a toric singularity $R$ obtained from a consistent dimer model.

By the dual point of view, we can consider a perfect matching to be a function on $Q_1$. That is, for each arrow $a \in Q_1$, we define

$$P(a) = \begin{cases} 1 & \text{if the corresponding edge to } a \text{ is in } P \\ 0 & \text{otherwise}. \end{cases}$$

We note that by the definition of perfect matching, we have that $P(\omega) = 1$ for each small cycle $\omega$. Also, we extend this function on the double quiver of $Q$. The double quiver $\tilde{Q}$ is obtained from $Q$ by adding the oppositely directed arrow $a^*$ for every $a \in Q_1$. Then, we define $P(a^*) = -P(a)$.

Here, we note the important property of consistent dimer models.

Proposition 3.6. ([Bro, Corollary 4.27], [IU2, Proposition 9.2]) If a dimer model is consistent, then the multiplicity of a vertex of the perfect matching polygon $\Delta$ is equal to one. That is, for each vertex of $\Delta$, there is the extremal perfect matching which corresponds to it. Furthermore, every edge is contained in some extremal perfect matchings.

Let $P_1, \ldots, P_n$ be the extremal perfect matchings of a consistent dimer model corresponding to $v_1, \ldots, v_n$ respectively. For $i, j \in Q_0$, let $a_{ij}$ be a path from $i$ to $j$ (i.e., $h(a_{ij}) = j$ and $t(a_{ij}) = i$).
For a three dimensional Gorenstein toric singularity $R = K[\sigma_X \cap \mathbb{Z}^3]$ which is constructed from a dimer model (see subsection 3.1), we define the divisorial ideal of $R$ associated with $a_{ij}$ as 

$$T_{a_{ij}} := T(P_1(a_{ij}), \cdots, P_n(a_{ij})).$$

As the following lemma shows, this ideal only depends on the starting point $i$ and the ending point $j$, whereas a path from $i$ to $j$ is not unique. Thus, we simply denote it by $T_{ij}$. When we want to specify the considering path, we use the former notation.

**Lemma 3.7.** Let $Q$ be the quiver associated with a consistent dimer model.

1. If two paths $a, b \in Q$ are equivalent, we have that $T_a \cong T_b$.
2. Let $\omega$ be a small cycle. Then, we have that $T_{\omega^m} \cong R$ for any $m \in \mathbb{Z}_{\geq 0}$.
3. Let $a_{ij}, b_{ij}$ be paths from $i$ to $j$. Then, we have that $T_{a_{ij}} \cong T_{b_{ij}}$.

**Proof.** (1) We may assume that $a = p_i^+, b = p_{c}^-$ for some path $c \in Q_1$. For each perfect matching $P$, we have that

$$P(p_i^+) - P(p_{c}^-) = P(\omega) - P(\omega') = 1 - 1 = 0,$$

where $\omega, \omega'$ are small cycles starting from the vertex $t(c)$. Therefore, we have that $(P_1(a), \cdots, P_n(a)) = (P_1(b), \cdots, P_n(b))$, and hence $T_a \cong T_b$ by Lemma 2.10.

(2) We have that $(P_1(\omega^m), \cdots, P_n(\omega^m)) = (m, \cdots, m) = (\lambda_1(0, 0, m), \cdots, \lambda_n(0, 0, m))$. By Lemma 2.10 we have the conclusion.

(3) Since they have the same starting point and ending point, $a_{ij}^* b_{ij}$ is a cycle. Since $a_{ij}^* b_{ij}$ is equivalent to some power of a small cycles (see [MR] Lemma 4.6), we have that $\text{Hom}_R(T_{a_{ij}}, T_{b_{ij}}) \cong R$ by (2).

Using these divisorial ideals, we obtain an NCCR of $R$ as follows.

**Theorem 3.8.** ([Boc2] Theorem 6.6, see also [Br2] [UI2]). Suppose that $(Q, W_Q)$ is the QP associated with a consistent dimer model and $P(Q, W_Q)$ is the Jacobian algebra. Fix a vertex $i \in Q_0$, then we have that

$$P(Q, W_Q) \cong \text{End}_R(\bigoplus_{j \in Q_0} T_{ij}),$$

and the center of $P(Q, W_Q)$ is just a three dimensional Gorenstein toric singularity $R$ constructed from a given dimer model. Moreover, this endomorphism ring is a splitting NCCR of $R$.

Note that $T_i^* := \bigoplus_{j \in Q_0} T_{ij}$ is an MM module by Proposition 2.8. Since $T_i^*$ contains $R \cong T_{ii}$ as a direct summand for any fixed vertex $i \in Q_0$, $T_i^*$ is a generator and we have that $T_{ij} \in \text{CMR}$ for any $i, j \in Q_0$. Since $e_i$ is the idempotent corresponding to $i \in Q_0$, we have that $T_i^* \cong e_i P(Q, W_Q)$. Also, since $T_{ij} \cong T_{ji}^*$, we have that

$$P(Q, W_Q) \cong \text{End}_R(T_i^*) \cong \text{End}_R((T_i^*)^*) \cong P(Q^{op}, W_{Q^{op}}).$$

In this way, we obtain three dimensional Gorenstein toric singularities and their NCCRs from consistent dimer models. Conversely, for every lattice polygon $\Delta$ in $\mathbb{R}^2$ (equivalently, for every three dimensional Gorenstein toric singularity), there exists a consistent dimer model whose perfect matching polygon coincides with $\Delta$ [Gul] [UI2]. (Note that such a consistent dimer model is not unique in general.) Therefore, we have the following.

**Corollary 3.9.** Every three dimensional Gorenstein toric singularity has NCCRs arising from consistent dimer models.

4. MUTATIONS OF DIMER MODELS AND SPLITTING MM GENERATORS

In this section, we will apply the mutations of MM modules introduced in subsection 2.2 to modules giving NCCRs of three dimensional Gorenstein toric singularities. Although the basic idea is the same as [Boc2], we will discuss details for the sake of completeness, and for the convenience of the reader.

As we saw in subsection 3.3 there is a consistent dimer model such that $P(Q, W_Q) \cong \text{End}_R(\bigoplus_{j \in Q_0} T_{ij})$ is an NCCR of a given three dimensional Gorenstein toric singularity $R$. Especially, $\bigoplus_{j \in Q_0} T_{ij}$ is a splitting MM generator which gives a splitting NCCR. On the other hand, Bocklandt showed that every splitting NCCR is coming from a consistent dimer model [Boc3]. In this section, we consider such a splitting MM generator and a splitting NCCR (which is also called a toric NCCR in [Boc2]) arising from a consistent dimer model. Also, we remark that we always assume that a splitting MM generator is basic. Meanwhile, Bruns and Gubeladze proved that every toric singularity has only finitely many rank one MCM modules up to isomorphism [BGC] Corollary 5.2]. Collectively, we have the following corollary.
Corollary 4.1. For any three dimensional Gorenstein toric singularity, there are only finitely many splitting NCCRs, and they arise from consistent dimer models.

Therefore, it is possible to classify all splitting NCCRs of $R$. In fact, Bocklandt discussed an algorithm for finding all of them [Bo2]. The point is to find maximal pairs of rank one MCM modules $\{M_0, \ldots, M_r\}$ which satisfy $\text{End}_R(M_0 \oplus \cdots \oplus M_r) \in \text{CMR}$ because of the maximality of an NCCR (see Proposition 2.6). Then, we can reconstruct a consistent dimer model from such a pair $\{M_0, \ldots, M_r\}$ [CV] Theorem 5.9 (see also [Bo2 Section 6]). Precisely, suppose that $M := M_0 \oplus \cdots \oplus M_r$ gives a splitting NCCR, by using the methods as in [CV, Bo2], we obtain a consistent dimer model $\Gamma$ such that the associated Jacobian algebra $\mathcal{P}(Q_r, W_{G_r})$ is isomorphic to $\text{End}_R(M)$ as an $R$-algebra. We remark that different pairs of rank one MCM modules often give distinct consistent dimer models associated with $R$. Under these backgrounds, our first question is the following.

Question 4.2. Let $\{\Gamma_1, \ldots, \Gamma_s\}$ be the complete set of consistent dimer models giving splitting NCCRs of $R$. Is there a relationship between these dimer models?

In order to investigate this question, we will try to define the mutation of dimer models. As the first step, we consider the mutation of QPs introduced in [DWZ]. To define this mutation, we prepare some notations. In what follows, we consider the complete path algebra of $Q$. Namely, let $Q_r$ be the set of paths of length $r$ in $Q$. Then, the complete path algebra is defined as

$$\hat{KQ} := \prod_{r \geq 0} KQ_r$$

where $KQ_r$ is the vector space with a basis $Q_r$. Note that the multiplication is induced by the same way as $KQ$. Also, we set $m_Q := \prod_{r \geq 1} KQ_r$. For any subset $U \subseteq \hat{KQ}$, we define the $m_Q$-adic closure of $U$ by $\hat{U} := \bigcap_{n \geq 0} (U + m_Q^n)$. Then, we define the notion of right equivalence introduced in [DWZ].

Definition 4.3. We say that two potentials $W_1, W_2$ associated with a quiver $Q$ are cyclically equivalent if $W_1 - W_2 \in [\hat{KQ}, \hat{KQ}]$.

Let $(Q, W), (Q', W')$ be QPs. We say that $(Q, W)$ and $(Q', W')$ are right equivalent if $Q_0 = Q'_0$ and there exists an isomorphism $\varphi : \hat{KQ} \to \hat{KQ}'$ such that $\varphi|_{Q_0} = \text{id}$, and $\varphi(W)$ and $W'$ are cyclically equivalent.

In the rest of this paper, by the abuse of the notation, we denote the complete Jacobian algebra $\hat{KQ}/J(W)$ by $\mathcal{P}(Q, W)$. We remark that if QPs $(Q, W), (Q', W')$ are right equivalent, then we have that $\mathcal{P}(Q, W) \cong \mathcal{P}(Q', W')$ [DWZ] Proposition 3.3 and 3.7. Therefore, we may only consider right equivalence classes of QPs.

Definition 4.4. We say that a QP $(Q, W)$ is trivial if $W$ is consisting of cycles of length 2 and $\mathcal{P}(Q, W)$ is isomorphic to $\hat{KQ}_0$, and a QP $(Q, W)$ is reduced if $W$ is a linear combination of cycles of length 3 or more.

By the splitting theorem [DWZ] Theorem 4.6, every QP $(Q, W)$ is decomposed as a direct sum of a trivial QP $(Q_{\text{triv}}, W_{\text{triv}})$ and a reduced QP $(Q_{\text{red}}, W_{\text{red}})$:

$$(Q, W) \cong (Q_{\text{triv}}, W_{\text{triv}}) \oplus (Q_{\text{red}}, W_{\text{red}}),$$

up to right equivalence where $Q_0 = (Q_{\text{triv}})_0 = (Q_{\text{red}})_0, Q_1 = (Q_{\text{triv}})_1 \cup (Q_{\text{red}})_1$, and $W = W_{\text{triv}} + W_{\text{red}}$.

Now we start to introduce the mutation of QPs (see also [DWZ Section 5], [HRS] subsection 1.2 for more details). Let $(Q, W)$ be a QP. First, we define $(Q, W') = \mu_k(Q, W)$ by the procedure below for each vertex $k$ not lying on a 2-cycle.

Since a potential is defined as an element in $KQ_{\text{cyc}}$, we may assume that no cycles in $W$ start at $k$.

(A) $Q'$ is a quiver obtained from $Q$ as follows. Fix a vertex $k \in Q_0$ not lying on a 2-cycle.

(A-1) For each pair of arrows $a : i \to k$ and $b : k \to j$ in $Q_1$, we add a new arrow $ab : i \to j$.

(A-2) Replace each arrow $a : i \to k$ in $Q_1$ by a new arrow $a^* : k \to i$.

(A-3) Replace each arrow $b : k \to j$ in $Q_1$ by a new arrow $b^* : j \to k$.

(B) $W' = [W] + \Omega$ where $[W]$ and $\Omega$ are obtained by the following fashion.

(B-1) $[W]$ is obtained by substituting $[ab]$ for each part $ab$ in $W$ which satisfies $a : i \to k$ and $b : k \to j$.

(B-2) $\Omega = \sum_{a \in Q_1, k(a) = k \in \{6\}} a^*[ab]^*$. 



Definition 4.5. Let \( k \in Q_0 \) be a vertex not lying on a 2-cycle. We define the mutation \( \mu_k(Q,W) \) of a QP \((Q,W)\) at \( k \) as a reduced part of \((Q^\prime, W^\prime)\), that is, \( \mu_k(Q,W) := (Q^\prime_{\text{red}}, W^\prime_{\text{red}}) \).

In this situation, \( k \) is not lying on a 2-cycle in \( \mu_k(Q,W) \), and \( \mu_k(\mu_k(Q,W)) \) is right equivalent to \((Q,W)\) [DWZ]. If both \( Q \) and the quiver part of \( \mu_k(Q,W) \) do not contain loops and 2-cycles, then the above mutation coincides with Fomin-Zelevinsky’s mutation [FZI].

Until now, we introduced the mutation of a QP. Then, we apply these procedures to the QP associated with a dimer model. However, the mutated QP at some vertex is not dual of a dimer model in general. To make the mutated QP the dual of a dimer model, we have to impose some restrictions.

Lemma 4.6. Let \( \Gamma \) be a dimer model, and \((Q,W_Q)\) be the QP associated with \( \Gamma \). We assume that \( k \in Q_0 \) is not lying on 2-cycles, and has no loops. Then, the mutation of \((Q,W_Q)\) at \( k \in Q_0 \) is the dual of a dimer model if and only if the vertex \( k \) satisfies the following conditions:

\[ \blacklozenge \text{ a vertex } k \in Q_0 \text{ has exactly two incoming arrows, and exactly two outgoing arrows.} \]

Proof. First, we have the following by the definition of a dimer model.

- For each vertex, the number of incoming arrows coincides with that of outgoing arrows.
- For each vertex, there are at least two incoming arrows (thus, there are at least two outgoing arrows).
- Incoming arrows and outgoing arrows appear alternately around a vertex.

Therefore, if the number of incoming arrows (= that of outgoing arrows) around \( k \in Q_0 \) is greater than or equal to 3, then some arrows added in the process of the mutation intersect with other arrows. Thus, it is no longer the dual of a dimer model. Conversely, we suppose that \( k \in Q_0 \) satisfies \( \blacklozenge \). Then, we see that the mutated QP at \( k \) is tiling the two-torus \( \mathbb{T} \) by combining clockwise faces and anti-clockwise faces, so it is the dual of a dimer model. \( \square \)

We denote by \( Q_0^\mu \) the set of vertices in a quiver \( Q \) that are not lying on 2-cycles, have no loops, and satisfy the condition \( \blacklozenge \). We will consider the mutation at a vertex \( k \in Q_0^\mu \). Meanwhile, each cycle in the potential obtained from a dimer model has the sign corresponding to its orientation. Thus, we also have to modify the sign of the mutated QP. Since a vertex \( k \in Q_0^\mu \) has two incoming arrows and two outgoing arrows, we can divide them into two pairs consisting of an outgoing arrow and an incoming arrow. We denote them \( \{a,b\}, \{a',b'\} \) respectively where \( a, a' \) (resp. \( b, b' \)) are incoming (resp. outgoing) arrows. Notice that there are two possibilities of choice of such pairs. (They belong to clockwise cycles or anti-clockwise cycles.) In the rest, we assume that \( \{a,b\}, \{a',b'\} \) belong to anti-clockwise cycles. Then, we replace the procedure (B-2) by

\[ \text{(B-2')} \quad \Omega = a^+[ab]b^* - a^+[ab](b')^* + (a')^+[a'b'](b')^* - (a')^+[a'b]^*. \]

Note that the potential \( \Omega \) in (B-2') is obtained from the potential \( \Omega \) in (B-2) by sending \( \{a,b\}, \{a',b'\} \) to \( \{-a',-b'\} \), and it induces an automorphism on the Jacobian algebra. Therefore, we define the mutation of a dimer model as follows.

Definition 4.7. Let \( \Gamma \) be a dimer model, and \((Q,W_Q)\) be the QP associated with \( \Gamma \). For a vertex \( k \in Q_0^\mu \), we define the mutation of a dimer model \( \Gamma \) at \( k \) as the mutation of the associated QP \((Q,W_Q)\) at \( k \), that is, it consists of the procedures (A-1),(A-2),(A-3),(B-1) and (B-2').

Next, we show examples of the mutation of a dimer model.

Example 4.8. Let \( Q \) be the quiver as in the left hand side of the figure below, and

\[ W := d_2c_1a_2b_1 - d_1c_1a_1b_1 + d_1c_2a_1b_2 - d_2c_2a_2b_2 \]

be a potential of \( Q \). Note that this QP is the one associated with \( \Gamma_4a \) (see Figure 1 and 4), and all vertices are in \( Q_0^\mu \). For example, we consider the mutation of \((Q,W)\) at \( 0 \in Q_0^\mu \).
Then, we obtain the quiver $Q'$ as in the right hand side and the potential $W' = [W] + \Omega$ where

$$[W] = d_2c_1f - d_1c_1e + d_1c_2g - d_2c_2h,$$

$$\Omega = a_1^2e b_1^* - a_2^2f b_1^* + a_2^2 b_2^* - a_1^2 g b_2^*.$$

Since $\tilde{\mu}_0(Q, W) = (Q', W')$ is reduced, we have that $\tilde{\mu}_0(Q, W) = \mu_0(Q, W)$.

**Example 4.9.** Let $Q$ be the quiver as in the left hand side of the figure below, and

$$W := a_1b_1c_1 - a_1b_2f_1 + a_3f_3d_1 - a_3f_2c_1 + e_1e_2f_1 - e_1a_2b_1c_2d_1 + d_2a_2b_3f_2c_2 - d_2e_2f_3$$

be a potential (see subsection 5.7). We consider the mutation of $(Q, W)$ at $1 \in Q_0$.

![Diagram of quivers](image_url)

Then, we obtain the QP $\tilde{\mu}_1(Q, W) = (Q', W')$ where $Q'$ is a quiver as in the middle of the above figure and $W' = [W] + \Omega$:

$$[W] = gc_1 - hf_1 + a_3f_3d_1 - a_3f_2c_1 + e_1e_2f_1 - e_1i_2d_1 + d_2j_2f_2c_2 - d_2e_2f_3,$$

$$\Omega = a_1^* h b_1^* - a_2^* g b_1^* + a_2^* b_2^* - a_1^* j b_2^*.$$

Then, we remove arrows constructing 2-cycles in $W'$. Finally, we have the QP $\mu_1(Q, W) = (Q'_{\text{red}}, W'_{\text{red}})$ where $Q'_{\text{red}}$ is the quiver as in the right hand side, and

$$W'_{\text{red}} = a_3f_3d_1 - a_3f_2b_1^* a_1^* + e_1e_2 b_2^* a_1^* - e_1i_2d_1 + d_2j_2f_2c_2 - d_2e_2f_3 + a_2^* b_1^* - a_2^* j b_2^*.$$

Later, we will show that the mutated consistent dimer model is again consistent (see Corollary 4.14). Now we are ready to consider Question 4.2. For this question, Bocklandt pointed out the following.

**Theorem 4.10.** ([Boc2 Theorem 7.6]) Let $R$ be a three dimensional Gorenstein toric singularity associated with a reflexive polygon (see Section 3). Suppose that $\mathcal{D} = \{\Gamma_1, \ldots, \Gamma_m\}$ is the complete set of consistent dimer models giving splitting NCCRs of $R$. Then, any two dimer models in $\mathcal{D}$ are transformed into each other by repeating mutations of dimer models.

Note that a similar statement also holds for other special situations (see [Boc2 subsection 7.3, 7.4]).

In this way, we could have the answer to Question 4.2 for the case of reflexive polygons. However, a splitting MM generator giving an NCCR obtained from a consistent dimer model is not unique. More precisely, we fix a consistent dimer model $\Gamma$, then there exists a splitting MM generator $M$ such that $\text{End}_R(M) \cong \mathcal{P}(Q_{\Gamma}, W_{\Gamma})$, but such a module $M$ is not unique. Therefore, we should also ask the following.

**Question 4.11.** Let $\{\Gamma_1, \ldots, \Gamma_m\}$ be the complete set of consistent dimer models giving splitting NCCRs of $R$. We suppose that $\{M_{t_1}, \ldots, M_{t_n}\}$ is the set of non-isomorphic splitting MM generators such that $\text{End}_R(M_{t_0}) \cong \mathcal{P}(Q_{\Gamma_1}, W_{\Gamma_1})$ for any $t = 1, \ldots, n$ and $s = 1, \ldots, s_t$. Is there a relationship between these splitting MM generators $M_{t_0}$?

In the rest, we suppose that $R = K[[t_1^{\alpha_1} t_2^{\alpha_2} t_3^{\alpha_3} | (\alpha_1, \alpha_2, \alpha_3) \in \sigma^\vee \cap \mathbb{Z}^3]]$ is the $\mathfrak{m}$-adic completion of a three dimensional Gorenstein toric singularity where $\mathfrak{m}$ is the irrelevant maximal ideal. Note that we can obtain this singularity as the center of the complete Jacobian algebra of a certain dimer model. Let $M$ be a splitting MM generator. As we mentioned, we can construct a consistent dimer model $\Gamma$ and the associated QP $(Q, W_Q)$ that satisfies $\mathcal{P}(Q, W_Q) \cong \text{End}_R(M)$, and we may write $M = \bigoplus_{i \in Q_0^*} M_i$. Especially, we set $M_0 = R$. In order to consider Proposition 4.11, we also consider the mutation of a splitting MM generator $M$ at $0 \neq k \in Q_0^*$. By Proposition 2.7 (5), $\mu_k(M)$ is also an MM module, and it gives an NCCR. However, we again remark that even if $M$ is a splitting MM generator, $\mu_k(M)$ is not a splitting MM generator in general. Thus, we will consider the mutation of $M$ at $0 \neq k \in Q_0^*$ to achieve our purpose. First, for a vertex $0 \neq k \in Q_0^*$, we suppose that $a_1, a_2 \in Q_1$ (resp. $b_1, b_2 \in Q_1$) are
two incoming (resp. outgoing) arrows. Since an isomorphism $\mathcal{P}(Q, W_Q) \cong \text{End}_R(M)$ is established by sending a path $i \to j$ in $Q$ to an $R$-linear map $M_i \to M_j$ (see [Bro] Section 5), we have a morphism

$$\varphi := \varphi_{a_1} \oplus \varphi_{a_2} : M_{t(a_1)} \oplus M_{t(a_2)} \to M_k$$

(4.1)
corresponding to arrows $a_1, a_2$. Since $R$-linear maps corresponding to arrows in $Q$ generate $\text{End}_R(M)$, they contain generators of $\text{Hom}_R(\oplus_{i \in Q_0 \setminus \{k\}} M_i, M_k)$. Also, since arrows whose target is $k$ are only $a_1, a_2$, elements in $\text{Hom}_R(\oplus_{i \in Q_0 \setminus \{k\}} M_i, M_k)$ certainly factor through $\varphi_{a_1}$ or $\varphi_{a_2}$. Thus, we see that the morphism (4.1) is a right $(\text{add}_R \oplus_{i \in Q_0 \setminus \{k\}} M_i)$-approximation of $M_k$, and clearly this is minimal. Let $K_k := \text{Ker} \varphi$ be the kernel of this morphism. Then, we have that $\mu_k(M) = \oplus_{i \in Q_0 \setminus \{k\}} M_i \oplus K_k$. By counting the rank, we see that rank$_R K_k = 1$, and hence $\mu_k(M)$ is also a splitting MM generator. Conversely, if $\mu_k(M)$ is a splitting MM generator, then $k \in Q_0^u$ because $\mu_k(\mu_k(M)) = M$. Thus, we have the following lemma.

**Lemma 4.12.** Let the notation be the same as above. Then, $\mu_k(M)$ is a splitting MM generator if and only if a vertex $0 \neq k$ is in $Q_0^u$.

For each MM module $M'$, $T := \text{Hom}_R(M', M)$ is a tilting $\Lambda$-module where $\Lambda = \text{End}_R(M')$ (see Theorem 4.10), and we have that

$$\text{End}_\Lambda(T) \cong \text{End}_R(M) \cong \mathcal{P}(Q, W_Q).$$

Therefore, by [BIRS] Theorem 5.1 (see also [KY], [Vi]), we have the following.

**Theorem 4.13.** Let the notations be the same as above. For a vertex $k \in Q_0^u$, we have that

$$\text{End}_\Lambda(\mu_k(T)) \cong \text{End}_R(\mu_k(M)) \cong \mathcal{P}(\mu_k(Q, W_Q)),$$

where the above mutations stand for the mutation of tilting modules, that of splitting MM modules and that of dimer models (i.e., the mutation of QPs) respectively.

Since the mutation of a splitting MM generator at $0 \neq k \in Q_0^u$ is a splitting MM generator, we also have the following corollary.

**Corollary 4.14.** The mutation of a consistent dimer model is also a consistent dimer model.

Now, we consider Question 4.11. Especially, we observe the exchange graph $\text{EG}(\text{MMG}_1(R))$, that is, the vertices of this graph are elements in $\text{MMG}_1(R)$, and draw an edge between $M$ and $\mu_k(M)$ for each $M \in \text{MMG}_1(R)$ and $0 \neq k \in Q_0^u$. In the rest, we discuss whether $\text{EG}(\text{MMG}_1(R))$ is connected or not.

For the case of simplicial cones and the $A_1$-singularity (or conifold), we easily have the affirmative answer as in examples below. We note that the same statement as in Theorem 4.10 also holds for these cases, because they have a unique consistent dimer model.

**Example 4.15.** Let $\Delta$ be a triangle polygon. Then, the associated cone $\sigma_\Delta$ is simplicial, and $R$ is a quotient singularity by a finite abelian group $G$ (see e.g., [CLS] Example 1.3.20)). In this case, $R$ has the unique basic splitting MM generator (see [IN] Theorem 3.1). Especially, $\text{EG}(\text{MMG}_1(R))$ is the single point, and there is the unique consistent dimer model giving such a splitting MM generator. Note that the associated quiver is the McKay quiver of $G$. (For more details, see [UY], [IN] Corollary 1.7.)

**Example 4.16.** Let $R$ be the three dimensional $A_1$-singularity (i.e., $R \cong K[[x, y, z, w]]/(xy - zw)$). Remark that $R$ is of finite CM representation type, that is, it has only finitely many non-isomorphic indecomposable MCM modules, and finitely many MCM $R$-modules are $R$, $I = (x, z)$, $I^* = (x, w)$ (see e.g., [Yos]). Then, modules giving an NCCR are only $R \oplus I$ and $R \oplus I^*$ [VdB2], and they are splitting MM generators. By taking a minimal right $\text{add}_R$-approximation of $I$: $0 \to I^* \to R^2 \to I \to 0$, we can connect $R \oplus I$ to $R \oplus I^*$ in $\text{EG}(\text{MMG}_1(R))$, hence $\text{EG}(\text{MMG}_1(R))$ is connected.

Also, for these splitting MM generators, there is the unique consistent dimer model $\Gamma$ such that $\mathcal{P}(Q_\Gamma, W_{Q_\Gamma}) \cong \text{End}_\Gamma(R \oplus I) \cong \text{End}_R(R \oplus I^*)$. Here, $\Gamma$ takes the following form.
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5. Mutations of splitting MM generators associated with reflexive polygons

In this section, we consider Question 4.11 for the case of three dimensional Gorenstein toric singularities associated with reflexive polygons. We recall that $\Delta$ is called a reflexive polygon (or Fano polygon) if the origin is the unique interior point of $\Delta$. Reflexive polygons are classified in 16 types up to integral unimodular transformations as in Figure 6 (see e.g., [CLS, Theorem 8.3.7], [Boc2, Appendix]). Consistent dimer models giving a reflexive polygon as the perfect matching polygon are well-studied in several papers (see e.g., [Boc2, Boc3, HS]), and such dimer models are classified up to right equivalence of the associated QPs. Thus, we can obtain all splitting MM generators from those consistent dimer models. For further studies on rank one MCM modules appearing in subsections below, see [Nak].

![Figure 6. The classification of reflexive polygons](image)

In what follows, we show the following theorem.

**Theorem 5.1.** Let $\Delta$ be a reflexive polygon, and $R$ be a three dimensional complete local Gorenstein toric singularity associated with $\Delta$. Then $\text{EG}(\text{MMG}_1(R))$ is connected.

The proof is a case-by-case check for all classified dimer models, and the strategy is similar for each type. Therefore, we mainly explain the case of type 4a (see subsection 5.2). For other types, we only mention an outline. We remark that Theorem 4.10 is recovered from those arguments.

**Remark 5.2.** Any splitting MM generator takes the form $e_i P(Q, W_Q)$ for some QP $(Q, W_Q)$ associated with a consistent dimer model and $i \in Q_0$. When we check each splitting MM generator, we have to take care of the following points.

(a) Since there is an isomorphism

$$P(Q, W_Q) \cong \text{End}_R(e_i P(Q, W_Q)) \cong \text{End}_R((e_j P(Q, W_Q))^*) \cong P(Q^{op}, W_{Q^{op}})$$

for any $i, j \in Q_0$, the $R$-dual of a splitting MM generator also gives a splitting NCCR. Thus, we should also consider $(e_j P(Q, W_Q))^*$ if there is no vertex $j \in Q_0$ such that $(e_j P(Q, W_Q))^* \cong e_i P(Q, W_Q)$.

(b) Even if two Jacobian algebras are isomorphic as an $R$-algebra, they are not isomorphic as an $R$-module in general. More precisely, a different choice of generators of $\text{H}_1(T)$ induces an automorphism on $R$, and it sometimes gives another $R$-module structure. Thus, we need to take care about such automorphisms in discussions below.
5.1. Type 3a, 4c, 6d, 8c and 9a. For these types, we have the assertion by Example 4.15 because the associated cones are simplicial. For example, the following figure is the unique consistent dimer model associated with type 3a. For this case, the associated toric singularity is the quotient singularity by the cyclic group $G = \langle \text{diag}(\omega, \omega, \omega) \rangle$ where $\omega$ is a primitive cubic root of unity, and the associated quiver is the McKay quiver of $G$.

5.2. Type 4a. In this subsection, we consider the reflexive polygon of type 4a. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (1, 0, 1), v_2 = (0, 1, 1), v_3 = (-1, 0, 1), v_4 = (0, -1, 1)\}.$$  

Every divisorial ideal (i.e., rank one reflexive $R$-module) takes the form $T(u_1, u_2, u_3, u_4)$, and it corresponds to the element $u_1I_1 + \cdots + u_4I_4$ in $\text{Cl}(R)$ (see subsection 2.3). As an element in $\text{Cl}(R)$, we have that $[I_1] = [I_4]$, $[I_2] = [I_3]$, $2[I_1] + 2[I_2] = 0$ (see Lemma 2.10). Therefore, we have that $\text{Cl}(R) \cong \mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$, and each divisorial ideal is represented by $T(a, b, 0, 0)$ where $a \in \mathbb{Z}$, $b \in \mathbb{Z}/2\mathbb{Z}$. Also, there are two consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 4a as the perfect matching polygon.

5.2.1. Type 4a-1. First, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. This is just $\Gamma_{4a}$ used in Section 3 and Example 4.8. For simplicity, we denote by $A$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$. Then, we have that $A \cong \text{End}_R(\bigoplus_{i \in Q_0} T_{ij})$ and $e_iA \cong \bigoplus_{i \in Q_0} T_{ij}$ for any $i \in Q_0$ by Theorem 3.8. Here, $e_i$ is a primitive idempotent (i.e., it is a trivial path satisfying $h(e_i) = t(e_i) = i \in Q_0$). In what follows, we give the concrete description of these splitting MM generators $\bigoplus_{i \in Q_0} T_{ij}$.

Since this dimer model is consistent, there are extremal perfect matchings corresponding to $v_1, \cdots, v_4$ (see Proposition 3.6), and the following perfect matchings $P_1, \cdots, P_4$ are desired ones. Namely, we fix the perfect matching $P_0$, then we have that $v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3$. (Note that a choice of perfect matchings is not unique, but we may only check one of them by arguments in subsection 3.3)

Then, for any $i, j \in Q_0$, we consider the divisorial ideal $T_{ij} = T(P_1(a_{ij}), \cdots, P_4(a_{ij}))$ as in subsection 3.3. Note that $T_{ij}$ depends only on the starting point $i$ and the ending point $j$. For example, taking a path from $0 \in Q_0$ to each vertex:

$$0 \xrightarrow{b_2} 1, \quad 0 \xrightarrow{b_2d_2^2} 2, \quad 0 \xrightarrow{b_2d_2c_2} 3$$  

(see the notation in Example 4.8), we have the following divisorial ideals and the direct sum of these ideals is just $e_0A$.

$$T_{00} \cong T(P_1(c_0), \cdots, P_4(c_0)) = T(0, 0, 0, 0) \cong R,$$

$$T_{01} \cong T(P_1(b_2), \cdots, P_4(b_2)) = T(0, 1, 0, 0).$$
Similarly, we have the following table, and easy to see that \( e_0A \cong e_2A, e_1A \cong e_3A, (e_0A)^* \cong e_1A. \)

|   |   |   |   |
|---|---|---|---|
| \( T_{10} \cong R \) | \( T_{10} \cong T(2,1,0,0) \) | \( T_{20} \cong T(1,1,0,0) \) | \( T_{30} \cong T(1,0,0,0) \) |
| \( T_{01} \cong T(0,1,0,0) \) | \( T_{11} \cong R \) | \( T_{21} \cong T(-1,0,0,0) \) | \( T_{31} \cong T(1,1,0,0) \) |
| \( T_{02} \cong T(1,1,0,0) \) | \( T_{12} \cong T(1,0,0,0) \) | \( T_{22} \cong R \) | \( T_{32} \cong T(2,1,0,0) \) |
| \( T_{03} \cong T(-1,0,0,0) \) | \( T_{13} \cong T(1,1,0,0) \) | \( T_{23} \cong T(0,1,0,0) \) | \( T_{33} \cong R \) |

5.2.2. Type 4a-2. Next, we consider the following consistent model and the associated \( QP(Q,W_Q) \). As we showed in Example 4.8, we can obtain this dimer model by mutating \( \Gamma_{4a} \) at \( 0 \in Q_0 \). We denote the complete Jacobian algebra \( \mathcal{P}(Q,W_Q) \) by \( \mathcal{B} \). In the same way as the above case, we give the concrete description of splitting MM generators \( e_i\mathcal{B} \cong \bigoplus_{j \in Q_0} T_{ij} \).

We fix the perfect matching \( P_0 \), then the following \( P_1, \cdots, P_4 \) are extremal perfect matchings corresponding to \( v_1, \cdots, v_4 \). Namely, \( v_i \cong (h(P_1,P_0),1) \in \mathbb{Z}^3 \).

Then, we have the following table, and \( (e_0\mathcal{B})^* \cong e_2\mathcal{B}, (e_1\mathcal{B})^* \cong e_3\mathcal{B} \).

|   |   |   |   |
|---|---|---|---|
| \( T_{10} \cong R \) | \( T_{10} \cong T(0,1,0,0) \) | \( T_{20} \cong T(-1,0,0,0) \) | \( T_{30} \cong T(-1,0,0,0) \) |
| \( T_{01} \cong T(2,1,0,0) \) | \( T_{11} \cong R \) | \( T_{21} \cong T(-1,0,0,0) \) | \( T_{31} \cong T(1,1,0,0) \) |
| \( T_{02} \cong T(3,1,0,0) \) | \( T_{12} \cong T(1,0,0,0) \) | \( T_{22} \cong R \) | \( T_{32} \cong T(2,1,0,0) \) |
| \( T_{03} \cong T(-1,0,0,0) \) | \( T_{13} \cong T(1,1,0,0) \) | \( T_{23} \cong T(0,1,0,0) \) | \( T_{33} \cong R \) |

5.2.3. Exchange graph of type 4a. By combining the above results, we describe the exchange graph \( \text{EG} (\text{MMG}_1(R)) \) for the case of type 4a as follows, and it is actually connected. In the following picture, a double circle stands for the origin \((0,0) \in \mathbb{Z}^2 \) and each point \((a,b) \in \mathbb{Z}^2 \) corresponds to a divisorial ideal \( T(a,b,0,0) \). We note that if \( M, M' \in \text{MMG}_1(R) \) have the same direct summands except one component, then we connect \( M \) to \( M' \) in \( \text{EG} (\text{MMG}_1(R)) \) (see Section 2.2). Also, mutations are determined by a minimal right approximation given in (4.1), and we have that \( |K_\mathcal{L}| = |M_{t(a_1)}| + |M_{t(a_2)}| - |M_\mathcal{L}| \). Thus, we also compute the exchange graph using this observation. 

\[ e_1\mathcal{B} \]

\[ e_2\mathcal{B} \]

\[ e_0\mathcal{A} \]

\[ e_1\mathcal{A} \]

\[ e_3\mathcal{A} \]

\[ e_0\mathcal{B} \]
5.3. **Type 4b.** In this subsection, we consider the reflexive polygon of type 4b. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (0, 1, 1), v_2 = (-1, 0, 1), v_3 = (0, -1, 1), v_4 = (1, -1, 1)\}.$$ 

Then, we consider a divisorial ideal $T(u_1, \cdots, u_4)$. As an element in $\text{Cl}(R)$, we have that $[I_3] = 3[I_1]$, $2[I_1] + [I_2] = 0$, $[I_2] = [I_4]$. Therefore, we have that $\text{Cl}(R) \cong \mathbb{Z}$, and each divisorial ideal is represented by $T(a, 0, 0, 0)$ where $a \in \mathbb{Z}$. Also, there is the unique consistent dimer model (up to right equivalence) written below which give the reflexive polygon of type 4b as the perfect matching polygon.

5.3.1. **Type 4b-1.** We denote the complete Jacobian algebra associated with the following QP by $A$. In the same way as the above case, we give splitting MM generators $e_iA \cong \bigoplus_{j \in Q_0} T_{ij}$.

Then, we have the following table, and we see that $(e_0A)^* \cong e_1A$, $(e_2A)^* \cong e_3A$.

| $e_0A$ | $e_1A$ | $e_2A$ | $e_3A$ |
|--------|--------|--------|--------|
| $T_{00} \cong R$ | $T_{10} \cong T(-3, 0, 0, 0)$ | $T_{20} \cong T(-1, 0, 0, 0)$ | $T_{30} \cong T(-2, 0, 0, 0)$ |
| $T_{01} \cong T(3, 0, 0, 0)$ | $T_{11} \cong R$ | $T_{21} \cong T(2, 0, 0, 0)$ | $T_{31} \cong T(1, 0, 0, 0)$ |
| $T_{02} \cong T(1, 0, 0, 0)$ | $T_{12} \cong T(-2, 0, 0, 0)$ | $T_{22} \cong T(0, 0, 0, 0)$ | $T_{32} \cong T(-1, 0, 0, 0)$ |
| $T_{03} \cong T(2, 0, 0, 0)$ | $T_{13} \cong T(-1, 0, 0, 0)$ | $T_{23} \cong T(1, 0, 0, 0)$ | $T_{33} \cong R$ |

5.3.2. **Exchange graph of type 4b.** By the above results, we describe the exchange graph $\text{EG}(\text{MMG}_1(R))$ for the case of type 4b as follows, and it is connected.

5.4. **Type 5a.** In this subsection, we consider the reflexive polygon of type 5a. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (1, 0, 1), v_2 = (0, 1, 1), v_3 = (-1, 1, 1), v_4 = (-1, 0, 1), v_5 = (0, -1, 1)\}.$$ 

As an element in $\text{Cl}(R)$, we obtain $2[I_1] + 2[I_2] + [I_3] = 0$, $3[I_1] + 2[I_2] - [I_4] = 0$, $2[I_1] + [I_2] + [I_5] = 0$. Therefore, we have that $\text{Cl}(R) \cong \mathbb{Z}^2$, and each divisorial ideal is represented by $T(a, b, 0, 0)$ where $a, b \in \mathbb{Z}$. Also, there are two consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 5a as the perfect matching polygon.

5.4.1. **Type 5a-1.** First, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. For simplicity, we denote by $A$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$. Then, we have that $A \cong \text{End}_R(\bigoplus_{j \in Q_0} T_{ij})$ and $e_iA \cong \bigoplus_{j \in Q_0} T_{ij}$ for any $i \in Q_0$ by Theorem 3.8. We will give these splitting MM generators $\bigoplus_{j \in Q_0} T_{ij}$.
In the following figure, we fix the perfect matching $P_0$. Then, $P_1, \ldots, P_5$ are extremal perfect matchings corresponding to $v_1, \ldots, v_5$. Namely, $v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3$.

Then, we have the following table. For simplicity, we denote by $T(a, b)$ a divisorial ideal $T(a, b, 0, 0, 0)$.

| $e_0 A$ | $e_1 A$ | $e_2 A$ | $e_3 A$ | $e_4 A$ |
|---------|---------|---------|---------|---------|
| $T_{00} \cong R$ | $T_{10} \cong T(-2, -2)$ | $T_{16} \cong T(-2, -1)$ | $T_{30} \cong T(-1, -1)$ | $T_{40} \cong T(-3, -2)$ |
| $T_{01} \cong T(2, 2)$ | $T_{11} \cong R$ | $T_{21} \cong T(0, 1)$ | $T_{31} \cong T(1, 1)$ | $T_{41} \cong T(-1, 0)$ |
| $T_{02} \cong T(2, 1)$ | $T_{12} \cong T(0, -1)$ | $T_{22} \cong R$ | $T_{32} \cong T(1, 0)$ | $T_{42} \cong T(-1, -1)$ |
| $T_{03} \cong T(1, 1)$ | $T_{13} \cong T(-1, -1)$ | $T_{23} \cong T(-1, 0)$ | $T_{33} \cong R$ | $T_{43} \cong T(-2, -1)$ |
| $T_{04} \cong T(3, 2)$ | $T_{14} \cong T(1, 0)$ | $T_{24} \cong T(1, 1)$ | $T_{34} \cong T(2, 1)$ | $T_{44} \cong R$ |

5.4.2. Type 5a-2. Next, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $\mathcal{B}$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$. We will give splitting MM generators $e_i \mathcal{B}$.

In the following figure, we fix the perfect matching $P_0$. Then, $P_1, \ldots, P_5$ are extremal perfect matchings corresponding to $v_1, \ldots, v_5$. 

\[ \text{Diagram showing perfect matchings and divisors} \]
Then, we have the following tables. For simplicity, we denote by $T(a, b)$ a divisorial ideal $T(a, b, 0, 0, 0)$.

| $e_0B$ | $e_1B$ | $e_2B$ | $e_3B$ | $e_4B$ |
|--------|--------|--------|--------|--------|
| $T_{00} \cong R$ | $T_{10} \cong T(-2, -1)$ | $T_{20} \cong T(1, 1)$ | $T_{30} \cong T(1, 0)$ | $T_{40} \cong T(-1, -1)$ |
| $T_{01} \cong T(2, 1)$ | $T_{11} \cong R$ | $T_{21} \cong T(3, 2)$ | $T_{31} \cong T(3, 1)$ | $T_{41} \cong T(1, 0)$ |
| $T_{02} \cong T(-1, -1)$ | $T_{12} \cong T(-3, -2)$ | $T_{22} \cong R$ | $T_{32} \cong T(0, -1)$ | $T_{42} \cong T(-2, -2)$ |
| $T_{03} \cong T(-1, 0)$ | $T_{13} \cong T(-3, -1)$ | $T_{23} \cong T(0, 1)$ | $T_{33} \cong R$ | $T_{43} \cong T(-2, -1)$ |
| $T_{04} \cong T(1, 1)$ | $T_{14} \cong T(-1, 0)$ | $T_{24} \cong T(2, 2)$ | $T_{34} \cong T(2, 1)$ | $T_{44} \cong R$ |

5.4.3. *Exchange graph of type 5a*. By combining the above results, we describe the exchange graph $EG(MMG_1(R))$ for the case of type 5a as follows, and it is actually connected.
5.5. Type 5b. In this subsection, we consider the reflexive polygon of type 5b. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (0, 1, 1), v_2 = (-1, 0, 1), v_3 = (-1, -1, 1), v_4 = (1, -1, 1)\}.$$ 

As an element in $\text{Cl}(R)$, we obtain $[I_1] + 2[I_4] = 0$, $[I_2] - 4[I_4] = 0$, $[I_3] + 3[I_4] = 0$. Therefore, we have that $\text{Cl}(R) \cong \mathbb{Z}$, and each divisorial ideal is represented by $T(0,0,0,d)$ where $d \in \mathbb{Z}$. There is the unique consistent dimer model (up to right equivalence) written below which give the reflexive polygon of type 5b as the perfect matching polygon.

5.5.1. Type 5b-1. We consider the following consistent dimer model and the associated QP $(Q,W_Q)$, and denote by $\mathcal{P}$ the complete Jacobian algebra $\mathcal{P}(Q,W_Q)$. We consider splitting MM generators $e_iA$.

In the following figure, we fix the perfect matching $P_0$. Then, $P_1, \cdots, P_4$ are extremal perfect matchings corresponding to $v_1, \cdots, v_4$. Namely, $v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3$.

Then, we have the following table, and $(e_0A)^* \cong e_1A$, $(e_2A)^* \cong e_2A$, $(e_3A)^* \cong e_4A$.

| $e_0A$ | $e_1A$ | $e_2A$ | $e_3A$ | $e_4A$ |
|---|---|---|---|---|
| $T_{00} \cong R$ | $T_{10} \cong T(0,0,0,4)$ | $T_{20} \cong T(0,0,0,2)$ | $T_{30} \cong T(0,0,0,1)$ | $T_{40} \cong T(0,0,0,3)$ |
| $T_{01} \cong T(0,0,0,4)$ | $T_{11} \cong R$ | $T_{21} \cong T(0,0,0,2)$ | $T_{31} \cong T(0,0,0,1)$ | $T_{41} \cong T(0,0,0,3)$ |
| $T_{02} \cong T(0,0,0,2)$ | $T_{12} \cong T(0,0,0,0,0)$ | $T_{22} \cong R$ | $T_{32} \cong T(0,0,0,1)$ | $T_{42} \cong T(0,0,0,0,1)$ |
| $T_{03} \cong T(0,0,0,0,1)$ | $T_{13} \cong T(0,0,0,0,3)$ | $T_{23} \cong T(0,0,0,0,1)$ | $T_{33} \cong R$ | $T_{43} \cong T(0,0,0,0,3)$ |
| $T_{04} \cong T(0,0,0,0,3)$ | $T_{14} \cong T(0,0,0,0,0)$ | $T_{24} \cong T(0,0,0,0,1)$ | $T_{34} \cong T(0,0,0,0,1)$ | $T_{44} \cong R$ |

5.5.2. Exchange graph of type 5b. By the above results, we describe the exchange graph $\text{EG}(\text{MMG}_i(R))$ for the case of type 5b as follows, and it is connected.

5.6. Type 6a. In this subsection, we consider the reflexive polygon of type 6a. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (1, 0, 1), v_2 = (0, 1, 1), v_3 = (-1, 1, 1), v_4 = (-1, 0, 1), v_5 = (0, -1, 1), v_6 = (1, -1, 1)\}.$$ 

As an element in $\text{Cl}(R)$, we obtain $[I_1] + 2[I_2] + 2[I_3] + 2[I_4] = 0$, $2[I_1] + 3[I_2] + 2[I_3] + 2[I_4] - [I_5] = 0$, $2[I_1] + 2[I_2] + [I_3] + [I_6] = 0$. Therefore, we have that $\text{Cl}(R) \cong \mathbb{Z}^3$, and each divisorial ideal is represented by $T(a,b,c,0,0)$ where $a,b,c \in \mathbb{Z}$. Also, there are four consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 6a as the perfect matching polygon.
5.6.1. **Type 6a-1.** First, we consider the following consistent dimer model and the associated QP \((Q, W_Q)\). For simplicity, we denote by \(A\) the complete Jacobian algebra \(P(Q, W_Q)\). Then, we have that \(A \cong \End_R(\bigoplus_{j \in Q_0} T_{ij})\) and \(e_i A \cong \bigoplus_{j \in Q_0} T_{ij}\) for any \(i \in Q_0\) by Theorem 3.8. We will give these splitting MM generators \(e_i A \cong \bigoplus_{j \in Q_0} T_{ij}\).

In the following figure, we fix the perfect matching \(P_0\). Then \(P_1, \cdots, P_6\) are extremal perfect matchings corresponding to \(v_1, \cdots, v_6\). Namely, \(v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3\).

Then, we have the following table. We denote by \(T(a, b, c)\) a divisorial ideal \(T(a, b, c, 0, 0, 0)\).

| \(e_0 A\) | \(e_1 A\) | \(e_2 A\) |
|---|---|---|
| \(T_{00} \cong R\) | \(T_{10} \cong T(2, 2, 1)\) | \(T_{20} \cong T(1, 1, 1)\) |
| \(T_{01} \cong T(-2, -2, -1)\) | \(T_{11} \cong R\) | \(T_{21} \cong T(-1, -1, 0)\) |
| \(T_{02} \cong T(-1, -1, -1)\) | \(T_{12} \cong T(1, 1, 0)\) | \(T_{22} \cong R\) |
| \(T_{03} \cong T(-2, -3, -2)\) | \(T_{13} \cong T(0, -1, -1)\) | \(T_{23} \cong T(-1, -2, -1)\) |
| \(T_{04} \cong T(-1, -2, -1)\) | \(T_{14} \cong T(1, 0, 0)\) | \(T_{24} \cong T(0, -1, 0)\) |
| \(T_{05} \cong T(-1, -1, 0)\) | \(T_{15} \cong T(1, 1, 1)\) | \(T_{25} \cong T(0, 0, 1)\) |

5.6.2. **Type 6a-2.** Next, we consider the following consistent dimer model and the associated QP \((Q, W_Q)\). We denote by \(B\) the complete Jacobian algebra \(P(Q, W_Q)\), and consider splitting MM generators \(e_i B\).

In the following figure, we fix the perfect matching \(P_0\). Then, \(P_1, \cdots, P_6\) are extremal perfect matchings corresponding to \(v_1, \cdots, v_6\).
However, a change of cycles induces an automorphism on splitting MM generator (see Remark 5.2). Thus we give splitting MM generators. Since this dimer model is right equivalent to the previous one, we have that dimer model and the associated QP \((Q, W)\) \((Q, W)\). We denote by \(B'\) the complete Jacobian algebra \(B'\) the complete Jacobian algebra \(P(Q, W_Q)\). Since this dimer model is right equivalent to the previous one, we have that \(B \cong B'\) as an \(R\)-algebra. However, a change of cycles induces an automorphism on \(R\), and it gives another description of each splitting MM generator (see Remark 5.2). Thus we give splitting MM generators \(e_iB'\).

| \(e_0B\) | \(e_1B\) | \(e_2B\) |
|---|---|---|
| \(T_{10} \cong R\) | \(T_{10} \cong T(−1, −2, −1)\) | \(T_{20} \cong T(1, 1, 1)\) |
| \(T_{11} \cong T(2, 1, 2)\) | \(T_{11} \cong R\) | \(T_{21} \cong T(2, 3, 2)\) |
| \(T_{12} \cong T(3, 1, 1)\) | \(T_{12} \cong T(−2, −3, −2)\) | \(T_{22} \cong R\) |
| \(T_{13} \cong T(0, 1, 0)\) | \(T_{13} \cong T(−1, −2, −2)\) | \(T_{23} \cong T(1, 1, 0)\) |
| \(T_{14} \cong T(1, 1, 0)\) | \(T_{14} \cong T(0, −1, −1)\) | \(T_{24} \cong T(2, 2, 1)\) |
| \(T_{15} \cong T(0, −1, −1)\) | \(T_{15} \cong T(−1, −3, −2)\) | \(T_{25} \cong T(1, 0, 0)\) |

Let \(x\) (resp. \(y\)) be a 1-cycle on the two torus \(T\) which corresponds to \((1, 0) \in H_1(T)\) (resp. \((0, 1) \in H_1(T)\)) in the above case. By replacing these cycles by \(y, −(x + y)\) respectively, we have the following dimer model and the associated QP \((Q, W_Q)\). We denote by \(B'\) the complete Jacobian algebra \(B'\) the complete Jacobian algebra \(P(Q, W_Q)\). Since this dimer model is right equivalent to the previous one, we have that \(B \cong B'\) as an \(R\)-algebra. However, a change of cycles induces an automorphism on \(R\), and it gives another description of each splitting MM generator (see Remark 5.2). Thus we give splitting MM generators \(e_iB'\).

In the following figure, we fix the perfect matching \(P_0\). Then \(P_1, \cdots, P_6\) are extremal perfect matchings corresponding to \(v_1, \cdots, v_6\).
Then, we have the following table. We denote by $T(a, b, c)$ a divisorial ideal $T(a, b, c, 0, 0, 0)$.

| $\epsilon_0 B'$ | $\epsilon_1 B'$ | $\epsilon_2 B'$ |
|-----------------|-----------------|-----------------|
| $T_{10} \cong R$ | $T_{10} \cong (1, 1, 0)$ | $T_{20} \cong (1, 1, 1)$ |
| $T_{11} \cong T(-1, -1, 0)$ | $T_{21} \cong T(0, 0, 1)$ |
| $T_{12} \cong T(1, 1, 0)$ | $T_{22} \cong T(-1, -1, -1)$ |
| $T_{13} \cong T(0, 0, -1)$ | $T_{23} \cong T(0, 1, 1)$ |
| $T_{14} \cong T(0, 1, 0)$ | $T_{24} \cong T(0, 1, 1)$ |
| $T_{15} \cong T(0, 1, 1)$ | $T_{25} \cong T(0, 1, 1)$ |
| $T_{20} \cong T(2, 3, 1)$ | $T_{21} \cong T(2, 3, 2)$ |
| $T_{30} \cong T(2, 3, 1)$ | $T_{31} \cong T(2, 3, 2)$ |
| $T_{32} \cong T(1, 1, 1)$ | $T_{33} \cong T(2, 2, 1)$ |
| $T_{34} \cong T(2, 2, -1)$ | $T_{35} \cong T(2, 2, -1)$ |
| $T_{36} \cong T(2, 2, -1)$ | $T_{37} \cong T(2, 2, -1)$ |

Let $x$ (resp. $y$) be a 1-cycle on the two torus $T$ which corresponds to $(1, 0) \in H_1(T)$ (resp. $(0, 1) \in H_1(T)$) in the first case of Type 6a-2. By replacing these cycles by $x + y$, $-y$ respectively, we have the following dimer model and the associated QP $(Q, W_Q)$. We denote by $B''$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$. By the same reason as the above case, we also consider splitting MM generators $\epsilon_3 B''$.

In the following figure, we fix the perfect matching $P_0$. Then $P_1, \cdots, P_6$ are extremal perfect matchings corresponding to $v_1, \cdots, v_6$. 

![Diagram](image-url)
Then, we have the following table. We denote by $T(a, b, c)$ a divisorial ideal $T(a, b, c, 0, 0, 0)$.

| $e_0 B'$ | $e_1 B'$ | $e_2 B'$ |
|----------|----------|----------|
| $T_{00} \cong R$ | $T_{10} \cong T(-1, -1, 0)$ | $T_{20} \cong T(-1, -1, -1)$ |
| $T_{01} \cong T(1, 1, 0)$ | $T_{11} \cong R$ | $T_{21} \cong T(0, 0, -1)$ |
| $T_{02} \cong T(1, 1, 1)$ | $T_{12} \cong T(0, 0, 1)$ | $T_{22} \cong R$ |
| $T_{03} \cong T(2, 3, 2)$ | $T_{13} \cong T(1, 2, 2)$ | $T_{23} \cong T(1, 2, 1)$ |
| $T_{04} \cong T(1, 2, 1)$ | $T_{14} \cong T(0, 1, 1)$ | $T_{24} \cong T(0, 1, 0)$ |
| $T_{05} \cong T(0, 1, 1)$ | $T_{15} \cong T(-1, 0, 1)$ | $T_{25} \cong T(-1, 0, 0)$ |

5.6.3. Type 6a-3. Next, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $C$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$. We will give splitting MM generators $e_i C$.

![Diagram](image)

In the following figure, we fix the perfect matching $P_0$. Then $P_1, \cdots, P_6$ are extremal perfect matchings corresponding to $e_1, \cdots, e_6$.

![Diagrams](image)

Then we have the following table. We denote by $T(a, b, c)$ a divisorial ideal $T(a, b, c, 0, 0, 0)$.

| $e_0 C$ | $e_1 C$ | $e_2 C$ |
|----------|----------|----------|
| $T_{00} \cong R$ | $T_{10} \cong T(-1, -1, -1)$ | $T_{20} \cong T(-2, -2, -1)$ |
| $T_{01} \cong T(1, 2, 1)$ | $T_{11} \cong T(-1, -1, 0)$ | $T_{21} \cong T(-1, 0, -1)$ |
| $T_{02} \cong T(1, 2, 2)$ | $T_{12} \cong T(1, 0, 0)$ | $T_{22} \cong R$ |
| $T_{03} \cong T(0, 0, -1)$ | $T_{13} \cong T(-1, -2, -2)$ | $T_{23} \cong T(-2, -2, -2)$ |
| $T_{04} \cong T(1, 1, 0)$ | $T_{14} \cong T(0, -1, -1)$ | $T_{24} \cong T(-1, -1, -1)$ |
| $T_{05} \cong T(0, -1, -1)$ | $T_{15} \cong T(-1, -3, -2)$ | $T_{25} \cong T(-2, -3, -2)$ |

| $e_3 C$ | $e_4 C$ | $e_5 C$ |
|----------|----------|----------|
| $T_{00} \cong T(0, 0, 1)$ | $T_{10} \cong T(-1, -1, 0)$ | $T_{20} \cong T(0, 1, 1)$ |
| $T_{01} \cong T(1, 2, 2)$ | $T_{11} \cong T(0, 1, 1)$ | $T_{21} \cong T(1, 3, 2)$ |
| $T_{02} \cong T(2, 2, 2)$ | $T_{12} \cong T(1, 1, 1)$ | $T_{22} \cong T(2, 3, 2)$ |
| $T_{03} \cong R$ | $T_{13} \cong T(-1, -1, -1)$ | $T_{23} \cong T(0, 1, 0)$ |
| $T_{04} \cong T(1, 1, 1)$ | $T_{14} \cong R$ | $T_{24} \cong T(1, 2, 1)$ |
| $T_{05} \cong T(0, -1, 0)$ | $T_{15} \cong T(-1, -2, -1)$ | $T_{25} \cong R$ |
Let $x$ (resp. $y$) be a 1-cycle on the two torus $T$ which corresponds to $(1, 0) \in H_1(T)$ (resp. $(0, 1) \in H_1(T)$) in the above case. By replacing these cycles by $x, -(x + y)$ respectively, we have the following dimer model and the associated QP $(Q, W_Q)$. We denote by $C'$ the complete Jacobian algebra $P(Q, W_Q)$. Since this dimer model is right equivalent to the previous one, we have $C \cong C'$ as an $R$-algebra. However, a change of cycles induces an automorphism on $R$, and it gives another description of each splitting MM generator (see Remark 5.2). Thus we also give splitting MM generators $e_iC'$.

In the following figure, we fix the perfect matching $P_0$. Then $P_1, \ldots, P_6$ are extremal perfect matchings corresponding to $v_1, \ldots, v_6$.

Then we have the following table. We denote by $T(a, b, c)$ a divisorial ideal $T(a, b, c, 0, 0, 0)$.

| $e_0C'$  | $e_1C'$  | $e_2C'$  |
|----------|----------|----------|
| $T_{10} \cong R$ | $T_{10} \cong T(-1, -2, -1)$ | $T_{20} \cong T(1, 0, 0)$ |
| $T_{11} \cong T(1, 2, 1)$ | $T_{12} \cong T(-2, -2, -1)$ | $T_{21} \cong T(2, 2, 1)$ |
| $T_{13} \cong T(1, 2, 2)$ | $T_{14} \cong T(0, 0, 1)$ | $T_{22} \cong R$ |
| $T_{15} \cong T(0, 1, 1)$ | $T_{16} \cong T(-1, -1, 0)$ | $T_{23} \cong T(2, 2, 2)$ |
| $T_{17} \cong T(-1, -1, 0)$ | $T_{18} \cong T(-2, -3, -1)$ | $T_{24} \cong T(1, 1, 1)$ |
| $T_{19} \cong T(-1, -2, -2)$ | $T_{20} \cong T(1, -2, -1)$ | $T_{25} \cong T(0, -1, 0)$ |

Let $x$ (resp. $y$) be a 1-cycle on the two torus $T$ which corresponds to $(1, 0) \in H_1(T)$ (resp. $(0, 1) \in H_1(T)$) in the above case. By replacing these cycles by $y, x$ respectively, we have the following dimer model and the associated QP $(Q, W_Q)$. We denote by $C''$ the complete Jacobian algebra $P(Q, W_Q)$. Since this dimer model is right equivalent to the previous one, we have $C' \cong C''$ as an $R$-algebra. However, a change of cycles induces an automorphism on $R$, and it gives another description of each splitting MM generator (see Remark 5.2). Thus we also give splitting MM generators $e_iC''$. 
In the following figure, we fix the perfect matching $P_0$. Then $P_1, \ldots, P_6$ are extremal perfect matchings corresponding to $v_1, \ldots, v_6$.

Then we have the following table. We denote by $T(a, b, c)$ a divisorial ideal $T(a, b, c, 0, 0, 0)$.

| $e_0C'$ | $e_1C'$ | $e_2C'$ |
|---------|---------|---------|
| $T_{10} \cong R$ | $T_{20} \cong T(1, 1, 0)$ | $T_{30} \cong T(1, 1, 1)$ |
| $T_{11} \cong T(-1, -1, 0)$ | $T_{12} \cong T(0, 0, -1)$ | $T_{13} \cong T(0, 0, 1)$ |
| $T_{14} \cong T(1, 1, 1)$ | $T_{15} \cong T(1, 0, -1)$ | $T_{16} \cong T(1, 0, 0)$ |

5.6.4. Type 6a-4. Finally, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $D$ the complete Jacobian algebra $P(Q, W_Q)$, and give splitting MM generators $e_i D$.

In the following figure, we fix the perfect matching $P_0$. Then $P_1, \ldots, P_6$ are extremal perfect matchings corresponding to $v_1, \ldots, v_6$. 
Then we have the following table. We denote by $T(a, b, c)$ a divisorial ideal $T(a, b, c, 0, 0, 0)$.

| $e_0D$ | $e_1D$ | $e_2D$ |
|--------|--------|--------|
| $T_{00} \cong R$ | $T_{10} \cong T(0, 1, 1)$ | $T_{20} \cong T(-1, -1, -1)$ |
| $T_{01} \cong T(0, -1, -1)$ | $T_{11} \cong R$ | $T_{21} \cong T(-1, -2, -2)$ |
| $T_{02} \cong T(1, 1, 1)$ | $T_{12} \cong T(1, 2, 2)$ | $T_{22} \cong R$ |
| $T_{03} \cong T(-1, -1, -1)$ | $T_{13} \cong T(-1, 0, 0)$ | $T_{23} \cong T(-2, -2, -2)$ |
| $T_{04} \cong T(1, 2, 1)$ | $T_{14} \cong T(1, 3, 2)$ | $T_{24} \cong T(0, 1, 0)$ |
| $T_{05} \cong T(-1, -1, 0)$ | $T_{15} \cong T(-1, 0, 1)$ | $T_{25} \cong T(-2, -2, -1)$ |

| $e_3D$ | $e_4D$ | $e_5D$ |
|--------|--------|--------|
| $T_{30} \cong T(1, 1, 1)$ | $T_{40} \cong T(-1, -2, -1)$ | $T_{50} \cong T(1, 1, 0)$ |
| $T_{31} \cong T(1, 0, 0)$ | $T_{41} \cong T(-1, -3, -2)$ | $T_{51} \cong T(1, 0, -1)$ |
| $T_{32} \cong T(2, 2, 2)$ | $T_{42} \cong T(0, -1, 0)$ | $T_{52} \cong T(2, 2, 1)$ |
| $T_{33} \cong R$ | $T_{43} \cong T(-2, -3, -2)$ | $T_{53} \cong T(0, 0, -1)$ |
| $T_{34} \cong T(2, 3, 2)$ | $T_{44} \cong R$ | $T_{54} \cong T(2, 3, 1)$ |
| $T_{35} \cong T(0, 0, 1)$ | $T_{45} \cong T(-2, -3, -1)$ | $T_{55} \cong R$ |
5.6.5. Exchange graph of type 6a. By combining the above results, we describe the exchange graph $\text{EG}(\text{MMG}_1(R))$ for the case of type 6a. To make the graph clear, we divide it into two parts. Identifying common vertices surrounded by dashed squares in the following figures, we obtain $\text{EG}(\text{MMG}_1(R))$ and it is actually connected.
5.7. **Type 6b.** In this subsection, we consider the reflexive polygon of type 6b. Thus, let \( R \) be the three dimensional complete local Gorenstein toric singularity defined by the cone \( \sigma \):

\[
\sigma = \text{Cone}\{v_1 = (1, 0, 1), v_2 = (0, 1, 1), v_3 = (-1, 1, 1), v_4 = (-1, -1, 1), v_5 = (0, -1, 1)\}.
\]

As an element in \( \text{Cl}(R) \), we obtain \([I_1] + 2[I_4] + 2[I_5] = 0, [I_2] - 4[I_4] - 3[I_5] = 0, [I_3] + 3[I_4] + 2[I_5] = 0\). Therefore, we have that \( \text{Cl}(R) \cong \mathbb{Z}^2 \), and each divisorial ideal is represented by \( T(0, 0, 0, d, e) \) where \( d, e \in \mathbb{Z} \). Also, there are three consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 6b as the perfect matching polygon.

5.7.1. **Type 6b-1.** First, we consider the following consistent dimer model and the associated QP \((Q, W_Q)\). For simplicity, we denote by \( A \) the complete Jacobian algebra \( \mathcal{P}(Q, W_Q) \). Then, we have that \( A \cong \mathbb{Z} \mathcal{A} \cong \bigoplus_{j \in Q_0} T_{ij} \) for any \( i \in Q_0 \) by Theorem 3.8. We will give these splitting MM generators \( \bigoplus_{j \in Q_0} T_{ij} \).
We fix the perfect matching $P_0$, then the following $P_1, \ldots, P_5$ are extremal perfect matchings corresponding to $v_1, \ldots, v_5$. Namely, $v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3$.

Then, we have the following table. For simplicity, we denote by $T(d, e)$ a divisorial ideal $T(0, 0, 0, d, e)$. We remark that $(e_0A)^* \cong e_5A$, $(e_1A)^* \cong e_2A$ and $(e_2A)^* \cong e_3A$.

| $e_0A$  | $e_1A$  | $e_2A$  | $e_3A$  | $e_4A$  | $e_5A$  |
|--------|--------|--------|--------|--------|--------|
| $T_{00} \cong R$ | $T_{10} \cong T(-1, -1)$ | $T_{20} \cong T(1, 1)$ | $T_{30} \cong T(-3, -2)$ | $T_{40} \cong T(-1, 0)$ | $T_{50} \cong T(-2, -1)$ |
| $T_{01} \cong T(1, 1)$ | $T_{11} \cong R$ | $T_{21} \cong T(2, 2)$ | $T_{31} \cong T(-2, -1)$ | $T_{41} \cong T(0, 1)$ | $T_{51} \cong T(-1, 0)$ |
| $T_{02} \cong T(-1, -1)$ | $T_{12} \cong T(-2, -2)$ | $T_{22} \cong R$ | $T_{32} \cong T(-4, -3)$ | $T_{42} \cong T(-2, -1)$ | $T_{52} \cong T(-3, -2)$ |
| $T_{03} \cong T(3, 2)$ | $T_{13} \cong T(2, 1)$ | $T_{23} \cong T(4, 3)$ | $T_{33} \cong R$ | $T_{43} \cong T(2, 2)$ | $T_{53} \cong T(1, 1)$ |
| $T_{04} \cong T(1, 0)$ | $T_{14} \cong T(0, -1)$ | $T_{24} \cong T(2, 1)$ | $T_{34} \cong T(-2, -2)$ | $T_{44} \cong R$ | $T_{54} \cong T(-1, 1)$ |
| $T_{05} \cong T(2, 1)$ | $T_{15} \cong T(1, 0)$ | $T_{25} \cong T(3, 2)$ | $T_{35} \cong T(-1, -1)$ | $T_{45} \cong T(1, 1)$ | $T_{55} \cong R$ |

5.7.2. **Type 6b-2.** Next, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $\mathcal{B}$ the complete Jacobian algebra $P(Q, W_Q)$, and consider splitting MM generators $e_i\mathcal{B}$.
Then, we have the following tables. For simplicity, we denote by $T(d, e)$ a divisorial ideal $T(0, 0, 0, d, e)$.

| $e_0B$ | $e_1B$ | $e_2B$ | $e_3B$ | $e_4B$ | $e_5B$ |
|--------|--------|--------|--------|--------|--------|
| $T_{00} \cong R$ | $T_{10} \cong T(0, 1)$ | $T_{20} \cong T(1, 1)$ | $T_{30} \cong T(1, -2)$ | $T_{40} \cong T(1, 0)$ | $T_{50} \cong T(1, 1)$ |
| $T_{01} \cong T(0, -1)$ | $T_{11} \cong R$ | $T_{21} \cong T(1, 0)$ | $T_{31} \cong T(-3, -3)$ | $T_{41} \cong T(1, -1)$ | $T_{51} \cong T(-2, -2)$ |
| $T_{02} \cong T(-1, -1)$ | $T_{12} \cong T(-1, 0)$ | $T_{22} \cong R$ | $T_{32} \cong T(-4, -3)$ | $T_{42} \cong T(-2, -1)$ | $T_{52} \cong T(-5, -2)$ |
| $T_{03} \cong T(3, 2)$ | $T_{13} \cong T(3, 3)$ | $T_{23} \cong T(4, 3)$ | $T_{33} \cong R$ | $T_{43} \cong T(2, 2)$ | $T_{53} \cong T(1, 1)$ |
| $T_{04} \cong T(1, 0)$ | $T_{14} \cong T(1, 1)$ | $T_{24} \cong T(2, 1)$ | $T_{34} \cong T(-2, -2)$ | $T_{44} \cong R$ | $T_{54} \cong T(1, -1)$ |
| $T_{05} \cong T(2, 1)$ | $T_{15} \cong T(2, 2)$ | $T_{25} \cong T(3, 2)$ | $T_{35} \cong T(-1, -1)$ | $T_{45} \cong T(1, 1)$ | $T_{55} \cong R$ |

5.7.3. **Type 6b-3.** Next, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $C$ the complete Jacobian algebra $P(Q, W_Q)$, and consider splitting MM generators $e_iC$.

We fix the perfect matching $P_0$, then the following $P_1, \ldots, P_5$ are extremal perfect matchings corresponding to $v_1, \ldots, v_5$. Namely, $v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3$.

Then, we have the following tables. For simplicity, we denote by $T(d, e)$ a divisorial ideal $T(0, 0, 0, d, e)$.

| $e_0C$ | $e_1C$ | $e_2C$ | $e_3C$ | $e_4C$ | $e_5C$ |
|--------|--------|--------|--------|--------|--------|
| $T_{00} \cong R$ | $T_{10} \cong T(0, 1)$ | $T_{20} \cong T(-4, -2)$ | $T_{30} \cong T(-3, -2)$ | $T_{40} \cong T(-1, 0)$ | $T_{50} \cong T(-2, -1)$ |
| $T_{01} \cong T(0, -1)$ | $T_{11} \cong R$ | $T_{21} \cong T(-4, -3)$ | $T_{31} \cong T(-3, -3)$ | $T_{41} \cong T(-1, -1)$ | $T_{51} \cong T(-2, -2)$ |
| $T_{02} \cong T(4, 2)$ | $T_{12} \cong T(4, 3)$ | $T_{22} \cong R$ | $T_{32} \cong T(1, 0)$ | $T_{42} \cong T(3, 2)$ | $T_{52} \cong T(1, 1)$ |
| $T_{03} \cong T(3, 2)$ | $T_{13} \cong T(3, 3)$ | $T_{23} \cong T(-1, 0)$ | $T_{33} \cong R$ | $T_{43} \cong T(2, 2)$ | $T_{53} \cong T(1, 1)$ |
| $T_{04} \cong T(1, 0)$ | $T_{14} \cong T(1, 1)$ | $T_{24} \cong T(-3, -2)$ | $T_{34} \cong T(-2, -2)$ | $T_{44} \cong R$ | $T_{54} \cong T(-1, -1)$ |
| $T_{05} \cong T(2, 1)$ | $T_{15} \cong T(2, 2)$ | $T_{25} \cong T(-2, -1)$ | $T_{35} \cong T(-1, -1)$ | $T_{45} \cong T(1, 1)$ | $T_{55} \cong R$ |
5.7.4. Exchange graph of type 6b. By combining the above results, we describe the exchange graph $\text{EG}(\text{MMG}_1(R))$ for the case of type 6b as follows, and it is actually connected.

5.8. Type 6c. In this subsection, we consider the reflexive polygon of type 6c. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (1,0,1), v_2 = (0,1,1), v_3 = (-2,-1,1), v_4 = (0,-1,1)\}.$$ 

As an element in $\text{Cl}(R)$, we obtain $[I_1] = 2[I_3]$, $[I_2 - I_3 - I_4] = 0$, $4[I_3] + 2[I_4] = 0$. Therefore, we have $\text{Cl}(R) \cong \mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$, and each divisorial ideal is represented by $T(0,0,c,d)$ where $c \in \mathbb{Z}, d \in \mathbb{Z}/2\mathbb{Z}$.

Also, there are two consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 6c as the perfect matching polygon.

5.8.1. Type 6c-1. First, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. For simplicity, we denote by $A$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$, and we will give splitting MM generators $e_i A \cong \bigoplus_{j \in Q_0} T_{ij}$. 
We fix the perfect matching \( P_0 \), then the following \( P_1, \ldots, P_4 \) are extremal perfect matchings corresponding to \( e_1, \ldots, e_4 \). Namely, \( e_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3 \).

Then, we have the following table. For simplicity, we denote by \( T(c, d) \) a divisorial ideal \( T(0, 0, c, d) \).

We remark that \( e_0 \mathcal{A} \cong e_3 \mathcal{A}, e_1 \mathcal{A} \cong e_4 \mathcal{A}, e_2 \mathcal{A} \cong e_5 \mathcal{A}, (e_0 \mathcal{A})^* \cong e_1 \mathcal{A} \) and \( (e_2 \mathcal{A})^* \cong e_3 \mathcal{A} \).

| \( e_0 \mathcal{A} \) | \( e_1 \mathcal{A} \) | \( e_2 \mathcal{A} \) | \( e_3 \mathcal{A} \) | \( e_4 \mathcal{A} \) | \( e_5 \mathcal{A} \) |
|---|---|---|---|---|---|
| \( T_{00} \cong R \) | \( T_{10} \cong (-2,0) \) | \( T_{20} \cong (1,1) \) | \( T_{30} \cong (2,1) \) | \( T_{40} \cong (3,1) \) | \( T_{50} \cong (4,1) \) |
| \( T_{01} \cong (2,0) \) | \( T_{11} \cong R \) | \( T_{21} \cong (3,1) \) | \( T_{31} \cong (4,1) \) | \( T_{41} \cong (2,1) \) | \( T_{51} \cong T(1,0) \) |
| \( T_{02} \cong (3,1) \) | \( T_{12} \cong (1,1) \) | \( T_{22} \cong R \) | \( T_{32} \cong (1,0) \) | \( T_{42} \cong T(-1,0) \) | \( T_{52} \cong (2,1) \) |
| \( T_{03} \cong (2,1) \) | \( T_{13} \cong (0,1) \) | \( T_{23} \cong (-1,0) \) | \( T_{33} \cong R \) | \( T_{43} \cong T(-2,0) \) | \( T_{53} \cong T(1,1) \) |
| \( T_{04} \cong (4,1) \) | \( T_{14} \cong (2,1) \) | \( T_{24} \cong (1,0) \) | \( T_{34} \cong (2,0) \) | \( T_{44} \cong R \) | \( T_{54} \cong T(3,1) \) |
| \( T_{05} \cong (1,0) \) | \( T_{15} \cong (-1,0) \) | \( T_{25} \cong (2,1) \) | \( T_{35} \cong (3,1) \) | \( T_{45} \cong T(1,1) \) | \( T_{55} \cong R \) |

5.8.2. Type 6c-2. Next, we consider the following consistent dimer model and the associated QP \( (Q, W_Q) \). We denote by \( \mathcal{B} \) the complete Jacobian algebra \( \mathcal{P}(Q, W_Q) \), and consider splitting MM generators \( e_i \mathcal{B} \).

We fix the perfect matching \( P_0 \), then the following \( P_1, \ldots, P_4 \) are extremal perfect matchings corresponding to \( e_1, \ldots, e_4 \).

Then, we have the following table. For simplicity, we denote by \( T(c, d) \) a divisorial ideal \( T(0, 0, c, d) \).

We remark that \( (e_0 \mathcal{B})^* \cong e_3 \mathcal{B}, (e_1 \mathcal{B})^* \cong e_2 \mathcal{B} \) and \( (e_2 \mathcal{B})^* \cong e_1 \mathcal{B} \).

| \( e_0 \mathcal{B} \) | \( e_1 \mathcal{B} \) | \( e_2 \mathcal{B} \) | \( e_3 \mathcal{B} \) | \( e_4 \mathcal{B} \) | \( e_5 \mathcal{B} \) |
|---|---|---|---|---|---|
| \( T_{00} \cong R \) | \( T_{10} \cong (1,0) \) | \( T_{20} \cong T(4,1) \) | \( T_{30} \cong T(5,1) \) | \( T_{40} \cong T(3,1) \) | \( T_{50} \cong T(2,1) \) |
| \( T_{01} \cong (1,0) \) | \( T_{11} \cong R \) | \( T_{21} \cong (3,1) \) | \( T_{31} \cong (4,1) \) | \( T_{41} \cong (2,1) \) | \( T_{51} \cong T(1,0) \) |
| \( T_{02} \cong (0,1) \) | \( T_{12} \cong (1,1) \) | \( T_{22} \cong R \) | \( T_{32} \cong (1,0) \) | \( T_{42} \cong T(-1,0) \) | \( T_{52} \cong T(2,1) \) |
| \( T_{03} \cong (-1,1) \) | \( T_{13} \cong (0,1) \) | \( T_{23} \cong (-1,0) \) | \( T_{33} \cong R \) | \( T_{43} \cong T(-2,0) \) | \( T_{53} \cong T(1,1) \) |
| \( T_{04} \cong (1,1) \) | \( T_{14} \cong (2,1) \) | \( T_{24} \cong (1,0) \) | \( T_{34} \cong (2,0) \) | \( T_{44} \cong R \) | \( T_{54} \cong T(3,1) \) |
| \( T_{05} \cong (-2,0) \) | \( T_{15} \cong (-1,0) \) | \( T_{25} \cong (2,1) \) | \( T_{35} \cong (3,1) \) | \( T_{45} \cong T(1,1) \) | \( T_{55} \cong R \) |
5.8.3. **Exchange graph of type 6c.** By combining the above results, we describe the exchange graph $\text{EG}(\text{MMG}_1(R))$ for the case of type 6c as follows, and it is actually connected.

5.9. **Type 7a.** In this subsection, we consider the reflexive polygon of type 7a. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (1, 0, 1), v_2 = (0, 1, 1), v_3 = (-1, 1, 1), v_4 = (-1, -1, 1), v_5 = (1, -1, 1)\}.$$  

As an element in $\text{Cl}(R)$, we obtain $|I_1| + 2|I_4| + 2|I_5| = 0$, $|I_2| - 4|I_4| - 2|I_5| = 0$, $|I_3| + 3|I_4| + |I_5| = 0$. Therefore, we have that $\text{Cl}(R) \cong \mathbb{Z}^2$, and each divisorial ideal is represented by $T(0, 0, 0, d, e)$ where $d, e \in \mathbb{Z}$. Also, there are four consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 7a as the perfect matching polygon.

5.9.1. **Type 7a-1.** First, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $\mathcal{A}$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$, and give splitting MM generators $e_i\mathcal{A}$.

In the following figure, we fix the perfect matching $P_0$. Then $P_1, \cdots, P_5$ are extremal perfect matchings corresponding to $v_1, \cdots, v_5$. Namely, $v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3$.

Then, we have the following table. For simplicity, we denote by $T(d, e)$ a divisorial ideal $T(0, 0, 0, d, e)$. We remark that $(e_0\mathcal{A})^* \cong e_1\mathcal{A}$, $(e_2\mathcal{A})^* \cong e_2\mathcal{A}$, $(e_3\mathcal{A})^* \cong e_5\mathcal{A}$, and $(e_4\mathcal{A})^* \cong e_6\mathcal{A}$. 

---
We denote by $T_{00} \cong R$.

In the following figure, we fix the perfect matching $T_{01} \cong T(4,2)$, $T_{02} \cong T(2,1)$, $T_{03} \cong T(3,1)$, $T_{04} \cong T(3,2)$, $T_{05} \cong T(1,1)$, $T_{06} \cong T(1,0)$.

Then, we have the following tables. For simplicity, we denote by $T(d,e)$ a divisorial ideal $T(0,0,d,e)$. 

### 5.9.2. Type 7a-2

Next, we consider the following consistent dimer model and the associated QP $(Q,W_Q)$. We denote by $\mathcal{B}$ the complete Jacobian algebra $\mathcal{P}(Q,W_Q)$, and consider splitting MM generators $e_i \mathcal{B}$.

In the following figure, we fix the perfect matching $P_0$. Then $P_1, \ldots, P_5$ are extremal perfect matchings corresponding to $v_1, \ldots, v_5$. 

Then, we have the following tables. For simplicity, we denote by $T(d,e)$ a divisorial ideal $T(0,0,d,e)$. 

| $e_0 \mathcal{B}$ | $e_1 \mathcal{B}$ | $e_2 \mathcal{B}$ | $e_3 \mathcal{B}$ |
|------------------|------------------|------------------|------------------|
| $T_{00} \cong R$ | $T_{10} \cong T(-4,-2)$ | $T_{20} \cong T(-2,-1)$ | $T_{30} \cong T(-3,-1)$ |
| $T_{01} \cong T(4,2)$ | $T_{11} \cong R$ | $T_{21} \cong T(2,1)$ | $T_{31} \cong T(1,1)$ |
| $T_{02} \cong T(2,1)$ | $T_{12} \cong T(-2,-1)$ | $T_{22} \cong R$ | $T_{32} \cong T(-1,0)$ |
| $T_{03} \cong T(3,1)$ | $T_{13} \cong T(-1,-1)$ | $T_{23} \cong T(1,0)$ | $T_{33} \cong R$ |
| $T_{04} \cong T(3,2)$ | $T_{14} \cong T(-1,0)$ | $T_{24} \cong T(1,1)$ | $T_{34} \cong T(0,1)$ |
| $T_{05} \cong T(1,1)$ | $T_{15} \cong T(-3,-1)$ | $T_{25} \cong T(-1,0)$ | $T_{35} \cong T(-2,0)$ |
| $T_{06} \cong T(1,0)$ | $T_{16} \cong T(-3,-2)$ | $T_{26} \cong T(-1,-1)$ | $T_{36} \cong T(-2,-1)$ |

| $e_4 \mathcal{B}$ | $e_5 \mathcal{B}$ |
|------------------|------------------|
| $T_{40} \cong T(-3,-2)$ | $T_{50} \cong T(-1,-1)$ |
| $T_{41} \cong T(1,0)$ | $T_{51} \cong T(3,1)$ |
| $T_{42} \cong T(-1,-1)$ | $T_{52} \cong T(1,0)$ |
| $T_{43} \cong T(0,-1)$ | $T_{53} \cong T(2,0)$ |
| $T_{44} \cong R$ | $T_{54} \cong T(2,1)$ |
| $T_{45} \cong T(-2,-1)$ | $T_{55} \cong R$ |
| $T_{46} \cong T(-2,-2)$ | $T_{56} \cong T(0,-1)$ |

| $e_6 \mathcal{B}$ |
|------------------|
| $T_{60} \cong T(-1,-1)$ |
| $T_{61} \cong T(3,1)$ |
| $T_{62} \cong T(1,0)$ |
| $T_{63} \cong R$ |
| $T_{64} \cong T(0,-1)$ |
| $T_{65} \cong T(0,1)$ |
| $T_{66} \cong R$ |
Let $x$ (resp. $y$) be a 1-cycle on the two torus $T$ which corresponds to $(1,0) \in H_1(T)$ (resp. $(0,1) \in H_1(T)$) in the above case. By replacing these cycles by $y,x$ respectively, we have the following dimer model and the associated QP $(Q, W_Q)$. We denote by $B'$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$. Since this dimer model is right equivalent to the previous one, we have that $B \cong B'$ as an $R$-algebra. However, a change of cycles induces an automorphism on $R$, and it gives another description of each splitting MM generator (see Remark 5.2). Thus we also consider splitting MM generators $e_iB'$.

In the following figure, we fix the perfect matching $P_0$. Then $P_1, \cdots, P_5$ are extremal perfect matchings corresponding to $v_1, \cdots, v_5$.

Then, we have the following tables. For simplicity, we denote by $T(d, e)$ a divisorial ideal $T(0,0,0,d,e)$.

| $e_0B'$ | $e_1B'$ | $e_2B'$ | $e_3B'$ |
|---|---|---|---|
| $T_{00} \cong T$ | $T_{01} \cong T(-2,-2)$ | $T_{20} \cong T(1,1)$ | $T_{30} \cong T(0,1)$ |
| $T_{01} \cong T(-1,-1)$ | $T_{11} \cong T(2,1)$ | $T_{21} \cong T(-1,-1)$ | $T_{31} \cong T(-2,-1)$ |
| $T_{02} \cong T(0,1)$ | $T_{12} \cong T(1,1)$ | $T_{22} \cong R$ | $T_{32} \cong T(-1,0)$ |
| $T_{03} \cong T(1,0)$ | $T_{13} \cong T(2,1)$ | $T_{23} \cong T(1,0)$ | $T_{33} \cong R$ |
| $T_{04} \cong T(2,0)$ | $T_{14} \cong T(1,1)$ | $T_{24} \cong T(3,1)$ | $T_{34} \cong T(2,1)$ |
| $T_{05} \cong T(-2,-1)$ | $T_{15} \cong T(0,1)$ | $T_{25} \cong T(-1,0)$ | $T_{35} \cong T(-2,0)$ |
| $T_{06} \cong T(1,0)$ | $T_{16} \cong T(3,2)$ | $T_{26} \cong T(2,1)$ | $T_{36} \cong T(1,1)$ |

5.9.3. Type 7a-3. Next, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $C$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$, and consider splitting MM generators $e_iC$. 
In the following figure, we fix the perfect matching $P_0$. Then $P_1, \ldots, P_5$ are extremal perfect matchings corresponding to $v_1, \ldots, v_5$.

Then, we have the following tables. For simplicity, we denote by $T(d, e)$ a divisorial ideal $T(0, 0, 0, d, e)$.

| $e_0 \mathcal{C}$ | $e_1 \mathcal{C}$ | $T_{10} \cong T(-4, -2)$ | $T_{20} \cong T(-2, -1)$ | $T_{30} \cong T(0, -1)$ |
|-------------------|-------------------|-------------------------|-------------------------|-------------------------|
| $T_{10} \cong T(-4, -2)$ | $T_{10} \cong T(-4, -2)$ | $T_{20} \cong T(-2, -1)$ | $T_{30} \cong T(0, -1)$ |
| $T_{20} \cong T(-2, -1)$ | $T_{20} \cong T(-2, -1)$ | $T_{30} \cong T(0, -1)$ |
| $T_{30} \cong T(0, -1)$ |

5.9.4. Exchange graph of type 7a. By combining the above results, we describe the exchange graph $\text{EG}(\text{MMG}_1(R))$ for the case of type 7a as follows, and it is actually connected.
5.10. **Type 7b.** In this subsection, we consider the reflexive polygon of type 7b. Thus, let \( R \) be the three dimensional complete local Gorenstein toric singularity defined by the cone \( \sigma \):

\[
\sigma = \text{Cone}\{v_1 = (1, 0, 1), v_2 = (0, 1, 1), v_3 = (-2, -1, 1), v_4 = (1, -1, 1)\}.
\]
We denote by \( A \) for the case of type 7b as follows, and it is actually connected.

As an element in \( \text{Cl}(R) \), we obtain \( [I_1] - 6[I_3] = 0, [I_2] + 3[I_3] = 0, [I_4] + 4[I_3] = 0 \). Therefore, we have that \( \text{Cl}(R) \cong \mathbb{Z}, \) and each divisorial ideal is represented by \( T(0,0,c,0) \) where \( c \in \mathbb{Z} \). There is the unique consistent dimer model (up to right equivalence) written below which give the reflexive polygon of type 7b as the perfect matching polygon.

5.10.1. Type 7b-1. We consider the following consistent dimer model and the associated QP \((Q, W_Q)\). We denote by \( A \) the complete Jacobian algebra \( \mathcal{P}(Q, W_Q) \), and consider splitting MM generators \( e_i A \).

As an element in \( \text{Cl}(R) \), we remark that \( v_0 \) corresponds to \( \sigma \), \( \mathbb{Z} \), and each divisorial ideal is represented by \( T(0,0,c,0) \). Also, there are four consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 8a as the perfect matching polygon.

\[
\begin{align*}
\text{Type 8a.} & \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \\
\text{Type 7b-1} & \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \\
\text{Type 7b-2} & \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \\
\text{Type 7b-3} & \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \quad (1,1,1) \\
\end{align*}
\]

Then, we have the following table. For simplicity, we denote by \( T(c) \) a divisorial ideal \( T(0,0,c,0) \). We remark that \( e_0 A \cong (e_1 A)^*, e_2 A \cong (e_2 A)^*, e_3 A \cong (e_4 A)^*, \) and \( e_5 A \cong (e_6 A)^* \).

\[
\begin{array}{cccccccc}
& e_0 A & e_1 A & e_2 A & e_3 A & e_4 A & e_5 A & e_6 A \\
T_{00} & T_{10} & T_{20} & T_{30} & T_{40} & T_{50} & T_{60} & T_{70} \\
T_{01} & T_{11} & T_{21} & T_{31} & T_{41} & T_{51} & T_{61} & T_{71} \\
T_{02} & T_{12} & T_{22} & T_{32} & T_{42} & T_{52} & T_{62} & T_{72} \\
T_{03} & T_{13} & T_{23} & T_{33} & T_{43} & T_{53} & T_{63} & T_{73} \\
T_{04} & T_{14} & T_{24} & T_{34} & T_{44} & T_{54} & T_{64} & T_{74} \\
T_{05} & T_{15} & T_{25} & T_{35} & T_{45} & T_{55} & T_{65} & T_{75} \\
T_{06} & T_{16} & T_{26} & T_{36} & T_{46} & T_{56} & T_{66} & T_{76} \\
\end{array}
\]

5.10.2. Exchange graph of type 7b. By the above computation, we describe the exchange graph \( \text{EG}((\text{MMG}_1(R))) \) for the case of type 7b as follows, and it is actually connected.

\[
\begin{array}{cccccccc}
& e_1 A & e_0 A & e_2 A & e_3 A & e_4 A & e_5 A & e_6 A \\
\end{array}
\]

5.11. Type 8a. In this subsection, we consider the reflexive polygon of type 8a. Thus, let \( R \) be the three dimensional complete local Gorenstein toric singularity defined by the cone \( \sigma \):

\[
\sigma = \text{Cone}\{v_1 = (1,1,1), v_2 = (-1,1,1), v_3 = (-1,-1,1), v_4 = (1,-1,1)\}.
\]

As an element in \( \text{Cl}(R) \), we obtain \( 2[I_1] = -2[I_2] = 2[I_3] = -2[I_4], \) and \( [I_4] = [I_1] + [I_2] - [I_3] \). Therefore, we have that \( \text{Cl}(R) \cong \mathbb{Z} \times (\mathbb{Z}/2\mathbb{Z})^2 \), and each divisorial ideal is represented by \( T(a,b,c,0) \) where \( a \in \mathbb{Z}, b, c \in \mathbb{Z}/2\mathbb{Z} \). Also, there are four consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 8a as the perfect matching polygon.
5.11.1. *Type 8a-1.* We consider the following consistent dimer model and the associated QP \((Q, W_Q)\). We denote by \(A\) the complete Jacobian algebra \(\mathcal{P}(Q, W_Q)\), and consider splitting MM generators \(e_iA\).

We fix the perfect matching \(P_0\), then the following \(P_1, \cdots, P_4\) are extremal perfect matchings corresponding to \(v_1, \cdots, v_4\). Namely, \(v_1 = (h(P_1, P_0), 1) \in \mathbb{Z}^3\).

Then, we have the following, and \(e_0A \cong e_2A \cong e_4A \cong e_6A, \ e_1A \cong e_3A \cong e_5A \cong e_7A, \) and \((e_0A)^* \cong e_1A\).

| \(e_0A\) | \(e_1A\) | \(e_2A\) | \(e_3A\) |
|---|---|---|---|
| \(T_{00} \cong R\) | \(T_{10} \cong T(0, 1, 0, 0)\) | \(T_{20} \cong T(1, 1, 0, 0)\) | \(T_{30} \cong T(-2, 0, 1, 0)\) |
| \(T_{01} \cong T(2, 1, 0, 0)\) | \(T_{11} \cong R\) | \(T_{21} \cong T(1, 0, 0, 0)\) | \(T_{31} \cong T(0, 1, 1, 0)\) |
| \(T_{02} \cong T(1, 1, 0, 0)\) | \(T_{12} \cong T(-1, 0, 0, 0)\) | \(T_{22} \cong R\) | \(T_{32} \cong T(-1, 1, 0)\) |
| \(T_{03} \cong T(0, 0, 1, 0)\) | \(T_{13} \cong T(0, 1, 1, 0)\) | \(T_{23} \cong T(1, 1, 1, 0)\) | \(T_{33} \cong R\) |
| \(T_{04} \cong T(0, 1, 1, 0)\) | \(T_{14} \cong T(-2, 0, 1, 0)\) | \(T_{24} \cong T(-1, 0, 1, 0)\) | \(T_{34} \cong T(0, 1, 0)\) |
| \(T_{05} \cong T(1, 1, 1, 0)\) | \(T_{15} \cong T(-1, 0, 1, 0)\) | \(T_{25} \cong T(0, 0, 1, 0)\) | \(T_{35} \cong T(1, 1, 0)\) |
| \(T_{06} \cong T(-1, 0, 1, 0)\) | \(T_{16} \cong T(-1, 1, 0)\) | \(T_{26} \cong T(0, 1, 1, 0)\) | \(T_{36} \cong T(-1, 0, 0)\) |
| \(T_{07} \cong T(1, 0, 0, 0)\) | \(T_{17} \cong T(1, 1, 0, 0)\) | \(T_{27} \cong T(2, 1, 0, 0)\) | \(T_{37} \cong T(-1, 0, 1, 0)\) |

5.11.2. *Type 8a-2.* Next, we consider the following consistent dimer model and the associated QP \((Q, W_Q)\). We denote by \(B\) the complete Jacobian algebra \(\mathcal{P}(Q, W_Q)\), and consider splitting MM generators \(e_iB\).

We fix the perfect matching \(P_0\), then the following \(P_1, \cdots, P_4\) are extremal perfect matchings corresponding to \(v_1, \cdots, v_4\).
Then, we have the following table.

| $e_0\mathcal{B}$ | $e_1\mathcal{B}$ | $e_2\mathcal{B}$ | $e_3\mathcal{B}$ |
|------------------|------------------|------------------|------------------|
| $T_{20} \cong R$ | $T_{30} \cong T(0,0,1,0)$ | $T_{20} \cong T(2,1,1,0)$ | $T_{30} \cong T(2,1,0,0)$ |
| $T_{21} \cong T(-2,0,1,0)$ | $T_{12} \cong T(0,1,0,0)$ | $T_{22} \cong R$ | $T_{32} \cong T(-2,0,1,0)$ |
| $T_{23} \cong T(0,1,0,0)$ | $T_{13} \cong T(0,1,1,0)$ | $T_{23} \cong T(0,0,1,0)$ | $T_{33} \cong R$ |
| $T_{24} \cong T(-2,0,1,0)$ | $T_{14} \cong T(-2,0,1,0)$ | $T_{24} \cong T(0,1,1,0)$ | $T_{34} \cong T(0,1,0,0)$ |
| $T_{25} \cong T(-1,0,1,0)$ | $T_{15} \cong T(-1,0,1,0)$ | $T_{25} \cong T(1,1,0,0)$ | $T_{35} \cong T(1,0,0,0)$ |
| $T_{26} \cong T(-1,1,0,0)$ | $T_{16} \cong T(-1,1,1,0)$ | $T_{26} \cong T(-1,0,1,0)$ | $T_{36} \cong T(-1,0,0,0)$ |
| $T_{27} \cong T(-1,1,1,0)$ | $T_{17} \cong T(1,1,0,0)$ | $T_{27} \cong T(1,0,0,0)$ | $T_{37} \cong T(-1,0,0,0)$ |

5.11.3. Type 8a-3. Next, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $\mathcal{C}$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$, and consider splitting MM generators $e_i\mathcal{C}$.

We fix the perfect matching $\mathcal{P}_0$, then the following $\mathcal{P}_1, \cdots, \mathcal{P}_4$ are extremal perfect matchings corresponding to $e_1, \cdots, e_4$.

Then, we have the following table, and $e_6\mathcal{C} \cong e_4\mathcal{C}$, $e_1\mathcal{C} \cong e_5\mathcal{C}$, $e_2\mathcal{C} \cong e_6\mathcal{C}$, $e_3\mathcal{C} \cong e_7\mathcal{C}$, $(e_0\mathcal{C})^* \cong e_2\mathcal{C}$, and $(e_1\mathcal{C})^* \cong e_3\mathcal{C}$. 
We denote by \( \mathcal{E}_0 \) the \( \mathcal{E}_1 \), \( \mathcal{E}_2 \), \( \mathcal{E}_3 \), and \( \mathcal{E}_4 \) are extremal perfect matchings corresponding to \( \mathcal{E}_1 \), \( \mathcal{E}_2 \), \( \mathcal{E}_3 \), and \( \mathcal{E}_4 \).

Then, we have the following table, and \( \mathcal{E}_0 \mathcal{D} \cong \mathcal{E}_2 \mathcal{D} \), \( \mathcal{E}_1 \mathcal{D} \cong \mathcal{E}_3 \mathcal{D} \), \( \mathcal{E}_2 \mathcal{D} \cong \mathcal{E}_4 \mathcal{D} \), \( \mathcal{E}_0 \mathcal{D}^* \cong \mathcal{E}_1 \mathcal{D} \), and \( \mathcal{E}_3 \mathcal{D}^* \cong \mathcal{E}_4 \mathcal{D} \).

\[
\begin{array}{|c|c|c|c|}
\hline
\mathcal{E}_0 \mathcal{D} & \mathcal{E}_1 \mathcal{D} & \mathcal{E}_2 \mathcal{D} & \mathcal{E}_3 \mathcal{D} \\
\hline
T_{00} \cong R & T_{10} \cong T(1,1,1,0) & T_{20} \cong T(1,1,0,0) & T_{30} \cong T(1,0,0,0) \\
T_{01} \cong T(0,1,0,0) & T_{11} \cong R & T_{21} \cong T(0,1,1,0) & T_{31} \cong T(0,1,0,0) \\
T_{02} \cong T(0,1,1,0) & T_{12} \cong T(0,1,0,0) & T_{22} \cong R & T_{32} \cong T(0,0,1,0) \\
T_{03} \cong T(0,0,1,0) & T_{13} \cong T(0,1,1,0) & T_{23} \cong T(0,1,0,0) & T_{33} \cong R \\
T_{04} \cong T(0,0,0,1) & T_{14} \cong T(0,1,0,0) & T_{24} \cong R & T_{34} \cong T(0,0,1,0) \\
T_{05} \cong T(0,0,1,0) & T_{15} \cong T(0,0,1,1) & T_{25} \cong T(0,1,1,0) & T_{35} \cong T(0,1,0,0) \\
T_{06} \cong T(0,0,0,1) & T_{16} \cong T(0,1,1,0) & T_{26} \cong T(0,0,1,1) & T_{36} \cong T(0,0,1,0) \\
T_{07} \cong T(0,0,0,1) & T_{17} \cong T(0,1,1,0) & T_{27} \cong T(0,0,1,1) & T_{37} \cong T(0,0,1,0) \\
\hline
\end{array}
\]
Let \( x \) (resp. \( y \)) be a 1-cycle on the two torus \( T \) which corresponds to \((1, 0) \in H_1(T)\) (resp. \((0, 1) \in H_1(T)\)) in the above case. By replacing these cycles by \( y, -x \) respectively, we have the following dimer model and the associated QP \((Q, W_Q)\). We denote by \( D' \) the complete Jacobian algebra \( \mathcal{P}(Q, W_Q) \). Since this dimer model is right equivalent to the previous one, we have that \( D \cong D' \) as an \( R \)-algebra. However, a change of cycles induces an automorphism on \( R \), and it gives another description of each splitting MM generator (see Remark 5.2). Thus we consider splitting MM generators \( e_iD' \).

![Diagram](image)

We fix the perfect matching \( P_0 \). Then, extremal perfect matchings corresponding to \( v_1, \cdots, v_4 \) are following.

![Matchings](image)

Then, we have the following table, and \( e_0D' \cong e_2D', \ e_1D' \cong e_7D', \ e_3D' \cong e_5D', \ e_4D' \cong e_6D', \ (e_5D')^* \cong e_4D', \ (e_1D')^* \cong e_7D', \) and \((e_3D')^* \cong e_3D' \).

| \( e_0D' \) | \( e_1D' \) | \( e_2D' \) | \( e_3D' \) | \( e_4D' \) |
|----------------|----------------|----------------|----------------|----------------|
| \( T_{00} \cong T \) | \( T_{01} \cong T(0, 1, 0, 0) \) | \( T_{02} \cong T(0, 1, 1, 0) \) | \( T_{03} \cong T(1, 0, 0, 0) \) | \( T_{04} \cong T(1, 0, 1, 0) \) |
| \( T_{05} \cong T \) | \( T_{06} \cong T(0, 1, 0, 0) \) | \( T_{07} \cong T(0, 1, 1, 0) \) | \( T_{08} \cong T \) | \( T_{09} \cong T \) |
| \( T_{10} \cong T(0, 1, 0, 0) \) | \( T_{11} \cong T(0, 1, 1, 0) \) | \( T_{12} \cong T(1, 0, 0, 0) \) | \( T_{13} \cong T(1, 0, 1, 0) \) | \( T_{14} \cong T \) |
| \( T_{15} \cong T(1, 0, 0, 0) \) | \( T_{16} \cong T(1, 0, 1, 0) \) | \( T_{17} \cong T \) | \( T_{18} \cong T \) | \( T_{19} \cong T \) |
| \( T_{20} \cong T(0, 1, 0, 0) \) | \( T_{21} \cong T(0, 1, 1, 0) \) | \( T_{22} \cong T \) | \( T_{23} \cong T \) | \( T_{24} \cong T \) |
| \( T_{25} \cong T(1, 0, 0, 0) \) | \( T_{26} \cong T(1, 0, 1, 0) \) | \( T_{27} \cong T \) | \( T_{28} \cong T \) | \( T_{29} \cong T \) |

5.11.5. Exchange graph of type 8a. By combining the above results, we describe the exchange graph \( \text{EG}(	ext{MMG}_1(R)) \) for the case of type 8a as follows, and it is actually connected.
5.12. **Type 8b.** In this subsection, we consider the reflexive polygon of type 8b. Thus, let $R$ be the three dimensional complete local Gorenstein toric singularity defined by the cone $\sigma$:

$$\sigma = \text{Cone}\{v_1 = (0, 1, 1), v_2 = (-1, 1, 1), v_3 = (-1, -1, 1), v_4 = (2, -1, 1)\}.$$ 

As an element in $\text{Cl}(R)$, we obtain $[I_1] - 2[I_3] + [I_4] = 0$, $[I_2] + [I_3] - 2[I_4] = 0$, $2[I_3] + 2[I_4] = 0$. Therefore, we have that $\text{Cl}(R) \cong \mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$, and each divisorial ideal is represented by $T(0, 0, c, d)$ where $c \in \mathbb{Z}, d \in \mathbb{Z}/2\mathbb{Z}$. Also, there are two consistent dimer models (up to right equivalence) written below which give the reflexive polygon of type 8b as the perfect matching polygon.

5.12.1. **Type 8b-1.** We consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $A$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$, and consider splitting MM generators $e_iA$.

We fix the perfect matching $P_0$, then the following $P_1, \cdots, P_4$ are extremal perfect matchings corresponding to $v_1, \cdots, v_4$. Namely, $v_i = (h(P_i, P_0), 1) \in \mathbb{Z}^3$. 
Then, we have the following table. We remark that $e_0A \cong e_7A \cong (e_5A)^* \cong (e_6A)^*$ and $e_1A \cong e_3A \cong (e_2A)^* \cong (e_4A)^*$.

| $e_0A$ | $e_1A$ | $e_2A$ | $e_3A$ |
|--------|--------|--------|--------|
| $T_{00} \cong R$ | $T_{10} \cong T(0,0,0,0)$ | $T_{20} \cong T(0,0,0,0)$ | $T_{30} \cong T(0,0,0,0)$ |
| $T_{01} \cong T(0,0,1,0)$ | $T_{11} \cong R$ | $T_{21} \cong T(0,0,1,0)$ | $T_{31} \cong T(0,0,1,0)$ |
| $T_{02} \cong T(0,0,0,0)$ | $T_{12} \cong T(0,0,0,0)$ | $T_{22} \cong R$ | $T_{32} \cong T(0,0,0,0)$ |
| $T_{03} \cong T(0,1,0,0)$ | $T_{13} \cong T(0,1,0,0)$ | $T_{23} \cong T(0,1,0,0)$ | $T_{33} \cong T(0,1,0,0)$ |
| $T_{04} \cong T(0,0,0,0)$ | $T_{14} \cong T(0,0,0,0)$ | $T_{24} \cong T(0,0,0,0)$ | $T_{34} \cong T(0,0,0,0)$ |
| $T_{05} \cong T(0,0,0,0)$ | $T_{15} \cong T(0,0,0,0)$ | $T_{25} \cong T(0,0,0,0)$ | $T_{35} \cong T(0,0,0,0)$ |
| $T_{06} \cong T(0,0,0,0)$ | $T_{16} \cong T(0,0,0,0)$ | $T_{26} \cong T(0,0,0,0)$ | $T_{36} \cong T(0,0,0,0)$ |
| $T_{07} \cong T(0,0,0,0)$ | $T_{17} \cong T(0,0,0,0)$ | $T_{27} \cong T(0,0,0,0)$ | $T_{37} \cong T(0,0,0,0)$ |
| $T_{08} \cong T(0,0,0,0)$ | $T_{18} \cong T(0,0,0,0)$ | $T_{28} \cong T(0,0,0,0)$ | $T_{38} \cong T(0,0,0,0)$ |
| $T_{09} \cong T(0,0,0,0)$ | $T_{19} \cong T(0,0,0,0)$ | $T_{29} \cong T(0,0,0,0)$ | $T_{39} \cong T(0,0,0,0)$ |

5.12.2. Type $8b-2$. Next, we consider the following consistent dimer model and the associated QP $(Q, W_Q)$. We denote by $\mathcal{B}$ the complete Jacobian algebra $\mathcal{P}(Q, W_Q)$, and consider splitting MM generators $e_i\mathcal{B}$.

We fix the perfect matching $P_0$, then the following $P_1, \cdots, P_4$ are extremal perfect matchings corresponding to $e_1, \cdots, e_4$.

Then, we have the following table. We remark that $e_0\mathcal{B} \cong (e_0\mathcal{B})^*$, $e_1\mathcal{B} \cong (e_1\mathcal{B})^*$, $e_2\mathcal{B} \cong (e_2\mathcal{B})^*$, $e_3\mathcal{B} \cong (e_3\mathcal{B})^*$, and $e_7\mathcal{B} \cong (e_7\mathcal{B})^*$.
5.12.3. Exchange graph of type 8b. By combining the above results, we describe the exchange graph $\text{EG}(\text{MMG}_1(R))$ for the case of type 8b as follows, and it is actually connected.

6. Mutations of splitting MM modules

We end this paper by discussing mutations of splitting MM modules. Recall that we denote the set of isomorphism classes of basic splitting MM $R$-modules by $\text{MM}_1(R)$, and denote the exchange graph of $\text{MM}_1(R)$ by $\text{EG}(\text{MM}_1(R))$. We start our discussion in a slightly general situation.

Lemma 6.1. Let $R$ be a complete local 3-sCY normal domain, and $I$ is a rank one reflexive $R$-module.

1. For $M \in \text{MM}_1(R)$, we have that $(M \otimes_R I)^{**} \in \text{MM}_1(R)$.
2. Suppose that $M, N \in \text{MM}_1(R)$, and they are connected in $\text{EG}(\text{MM}_1(R))$. Then $(M \otimes_R I)^{**}$ and $(N \otimes_R I)^{**}$ are also connected in $\text{EG}(\text{MM}_1(R))$.
3. For $M \in \text{MM}_1(R)$, we have that $M \cong (N \otimes_R J)^{**}$ for some $N \in \text{MM}_1(R)$ and some rank one reflexive module $J$ with $J \in \text{add}_R M$.

Proof. (1) For $M' := (M \otimes_R I)^{**}$, we have that $\text{End}_R(M) \cong \text{End}_R(M')$. Indeed, localizing a natural morphism $\text{End}_R(M) \to \text{End}_R(M')$ between reflexive $R$-modules at any prime ideal $p$ with $\text{ht} \, p = 1$, we have a morphism between free $R_p$-modules with the same rank, and it is isomorphic in particular. This induces an isomorphism of the original one (see e.g., [LW] Lemma 5.11). Thus, we have the assertion.

(2) We may assume that $M$ and $N$ are connected by a single mutation of splitting MM modules. Then, $M$ and $N$ have the same direct summands except one component (see the last part of subsection 2.2), and this relationship holds for $(M \otimes_R I)^{**}$ and $(N \otimes_R I)^{**}$.

(3) See [LWS] Lemma 5.22.

By using these results, we have the next proposition.

Proposition 6.2. Let $R$ be a complete local 3-sCY normal domain. Assume that $\text{Cl}(R)$ is generated by $[I_1], \ldots, [I_t]$ and $\text{EG}(\text{MMG}_1(R))$ is connected. If there is a splitting MM generator $N_j$ such that $(N_j \otimes_R I_j)^{**}$ is connected to $\text{EG}(\text{MMG}_1(R))$ for every $j = 1, \ldots, t$, then $\text{EG}(\text{MM}_1(R))$ is connected.
Proof. In this proof, for $M, M' \in \text{MM}_1(R)$, we denote $M \sim M'$ if they are connected in $\text{EG}(\text{MM}_1(R))$.

Let $M$ be a basic splitting MM module. By Lemma 6.11, we can describe it as $M \cong (N \otimes_R I)^{**}$ where $N \in \text{MMG}_1(R)$ and $[I]$ in $\text{Cl}(R)$. Since $\text{Cl}(R)$ is generated by $[I_1], \ldots, [I_t]$, we have that $I \cong (I_{n_1}^m \otimes \cdots \otimes I_{n_t}^m)^{**}$ for some $n_1, \ldots, n_t \in \mathbb{Z}_{>0}$. Since $\text{EG}(\text{MMG}_1(R))$ is connected, we have that $N \sim N_j$ for any $j$. Thus, we have that $(N \otimes_R I_j)^{**} \sim (N_j \otimes_R I_j)^{**}$ for any $j$ by Lemma 6.11. By the assumption, we have that $N_j \sim (N_j \otimes_R I_j)^{**}$, and therefore we conclude $N \sim (N \otimes_R I_j)^{**}$ for any $j$. Therefore, if $N \sim (N \otimes_I I_j^m \otimes \cdots \otimes I_j^m)^{**}$, then we have that $N \sim (N \otimes_I I_j^m \otimes \cdots \otimes I_j^{m+1} \otimes \cdots \otimes I_{t}^{m})^{**}$. By an inductive argument, we have that $M \sim N$. Thus, we can connect $M$ to $\text{EG}(\text{MMG}_1(R))$.

Finally, we have the connectedness of the exchange graph of splitting MM modules for three dimensional Gorenstein toric singularities associated with reflexive polygons.

Corollary 6.3. Let $R$ be a three dimensional complete local Gorenstein toric singularity associated with a reflexive polygon. Then, the exchange graph $\text{EG}(\text{MM}_1(R))$ of splitting MM modules is connected.

Proof. We can see that the conditions in Proposition 6.2 hold for this toric singularity. Indeed, the connectedness of $\text{EG}(\text{MMG}_1(R))$ holds by Theorem 6.1. Also, by checking $\text{EG}(\text{MMG}_1(R))$ described in Section 6 for each case, we can easily see that the existence of a splitting MM generator in Proposition 6.2 holds for each generator of $\text{Cl}(R)$. For example, in the case of type $4a$ (see subsection 5.2), $\text{Cl}(R)$ is generated by $I_1 := T(1, 0, 0, 0)$ and $I_2 := T(0, 1, 0, 0)$, and we see that $(e_0 A \otimes_R I_j)^{**} \cong e_1 A$, $(e_0 B \otimes_R I_2)^{**} \cong e_1 B$. Thus, we have the assertion.

We finish this paper with the following natural question.

Question 6.4. Is the exchange graph $\text{EG}(\text{MM}_1(R))$ of splitting MM modules connected for any three dimensional Gorenstein toric singularity?
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