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Abstract

Keypoint detection is an essential component for the object registration and alignment. However, previous works mainly focused on how to register keypoints under arbitrary rigid transformations. Differently, in this work, we reckon keypoints under an information compression scheme to represent the whole object. Based on this, we propose UKPGAN, an unsupervised 3D keypoint detector where keypoints are detected so that they could reconstruct the original object shape. Two modules: GAN-based keypoint sparsity control and salient information distillation modules are proposed to locate those important keypoints. Extensive experiments show that our keypoints preserve the semantic information of objects and align well with human annotated part and keypoint labels. Furthermore, we show that UKPGAN can be applied to either rigid objects or non-rigid SMPL human bodies under arbitrary pose deformations. As a keypoint detector, our model is stable under both rigid and non-rigid transformations, with local reference frame estimation. Our code is available on github.

1. Introduction

Recently, 3D object analysis and scene understanding receive more and more attentions. Though plenty of methods [6, 17, 22, 12] on object analysis have been proposed, there is still a lack of capability of processing and understanding objects, especially under an unsupervised setting.

3D keypoints, unlike part annotations, provide a sparse but meaningful representations of an object. They are widely leveraged in many tasks such as object matching, object tracking, shape retrieval and registration [21, 4, 31]. Keypoint detections have its origin in 2D image processing [25, 20, 11]. In 3D domain, traditional methods like Harris-3D [26], HKS [27], Salient Points [5], Mesh Saliency [16], ISS [37], Sift-3D [20] and Scale Dependent Corners [23] propose to detect keypoints based on geometric variations. However, these hand-crafted detectors rely heavily on hard-coded parameters and do not capture semantic information.

Recently, some deep learning methods like USIP [18] and D3Feat [2] on unsupervised keypoint detection have been proposed. USIP regresses keypoint locations from pre-segmented local groups and then utilizes a probabilistic chamfer loss. However, their method requires hard-coded farthest point sampling and may output points that are not on the input. D3Feat instead gives saliency scores and descriptors densely for each point. Both USIP and D3Feat predict 3D keypoints unsupervised by solving the auxiliary task of correctly estimating rotations in a siamese architecture. They actually answer the question of what points are stable under arbitrary rotations for an object, while what is more interesting is that what is the minimum set of keypoints that qualify important information of the original object. Can we achieve both, having an informative keypoint detector that is stable under arbitrary rigid/non-rigid transformations?

To answer this question, we follow a totally different route to obtain 3D keypoints, which is named Unsupervised Key Point GANeration (UKPGAN). A keypoint saliency distribution is given through a detector network, with a novel adversarial GAN loss to control its sparsity. Then, to make these keypoints informative, we leverage a salient informa-
tion distillation process to reconstruct the original point cloud from these sparse keypoints, forming an encoder-decoder architecture. Our model can be seen as an information compression scheme, keeping most information of the object with the least keypoints. The rationale behind our method is simple but powerful: one should be able to fully recover an object’s structure from a small set of keypoints. This also coincides with that is mentioned in [32]: “much of human learning, perception, and cognition, may be understood as information compression”. Results show that our model could output stable informative keypoints from unseen objects, together with their high-dimensional embeddings without any supervision (Figure 1).

Compared to previous methods, UKPGAN has the following advantages: 1) our detector are proven to be rotational invariant without any data augmentations, by first estimating a Local Reference Frame (LRF), which also makes our local keypoint representation disentangled from rotations; 2) detected keypoints are intra-class consistent and stable on both rigid and non-rigid objects; 3) our method delivers rotational invariant feature embeddings in an unsupervised way, which are intra-class consistent.

We evaluate our method on ShapeNet models with both part labels and keypoint labels. Our model achieves remarkable results in keep consistent with human labeled part and keypoints. We further show that UKPGAN is rotational invariant by achieving high rotational repeatability. Finally, we demonstrate that our model cannot only be applied to rigid but non-rigid objects by evaluating consistency on SMPL human body deformable meshes.

2. Related Work

2.1. Hand-crafted Keypoint Detectors

Prior to the emerge of deep learning, researchers proposed numerous methods to detect stable interest points on objects, in both 2D and 3D domains. SIFT [20], ORB [25] and SURF [3] extract features by detecting local pattern variations on 2D images. They are robust to scale and rotation changes and give consistent keypoints on two identity objects. 3D Harris [26] extends Harris corner detector to 3D meshes. HKS [27] proposes a novel point signature based on the properties of the heat diffusion process on a shape. Salient Points [5] model interest points by a Hidden Markov Model (HMM), which is trained in an unsupervised way by using contextual 3D neighborhood information. Mesh Saliency [16] defines mesh saliency in a scale-dependent manner using a center-surround operator on Gaussian-weighted mean curvatures. CGF [14] learns to represent the local geometry around a point in an unstructured point cloud. 3D SIFT [20] is an analogue of the scale-invariant feature transform (SIFT) for three-dimensional images. ISS [37] introduces intrinsic shape signature, which uses a view-independent representation of the 3D shape to match shape patches from different views directly. However, these methods only consider the local geometric information without semantic knowledge, leading a discrepancy from human perceptions.

2.2. Learning-based Keypoint Detectors

Recently, some deep learning based detectors have been proposed to bypass hand-crafted keypoint detection rules, in both 2D and 3D domains. On 2D images, some unsupervised keypoint detection methods are proposed. Jakab et al. [13] extracts semantically meaningful keypoints by passing a target image through a tight bottleneck to distill the geometry of the object. Zhang et al. [36] uses an autoencoding module with channelwise softmax operation to discover landmarks. Suwajanakorn et al. [29] discover latent 3D keypoints from 2D images by enforcing multi-view consistency. Georgakis et al. [8] employ a Siamese architecture augmented by a sampling layer and a novel score loss function to detect keypoints on depth maps. In 3D domain, methods like SyncSpecCNN [34] and deep functional dictionaries [28] rely under ground-truth keypoint supervision. For unsupervised methods, USIP [18] regresses keypoint locations from pre-segmented local groups and then utilizes a probabilistic chamfer loss. D3Feat [2] instead gives saliency scores and descriptors densely for each point. It relies on an auxiliary task of correctly estimating rotations in a siamese architecture, ignoring semantic information. A similar work [7] tries to learn category-specific symmetric 3D keypoints but it still resort to farthest point sampling and groups keypoints in Euclidean space, making these keypoints agnostic to the global information of the entire object.

3. Approach

3.1. Overview

Given a point set $X = \{x_n | x_n \in \mathbb{R}^3, n = 1, 2, \ldots N\}$ with $x$ sampled from some manifold $M$, we seek a keypoint set $\hat{X} \subseteq X$, where $|\hat{X}|$ is the number of required keypoints.

Here, we propose an unsupervised encoder-decoder architecture. In the encoder, which is also the detector, a keypoint probability $s$ is predicted for each point. To keep the detected keypoints sparse, GAN-based keypoint sparsity control is leveraged. In the decoder, also a reconstruction network, we utilize salient information distillation to reconstruct the original point cloud, in an unsupervised way. The intuition is that, a set of good keypoints should contribute to the unique information of an object, making reconstruction possible. The overview of our method is shown in Figure 2.

3.2. Rotational Invariant Feature Extraction

In order to be robust under rigid transformations, we first generate a Local Reference Frame (LRF) by covariance
3.3. Dual Branches on Estimating Probabilities and Embeddings

After extracting rotational invariant point-wise features, we use dual Multi-Layer Perceptron (MLP) networks to estimate a keypoint salient probability \( \Phi(x) \in [0, 1] \) and a high-dimensional embedding \( h(x) \in \mathbb{R}^F \), which will be used for reconstruction. The two parameters \( \alpha \) and \( \beta \) controls the accumulation of positive (1) and negative (0) samples.

Sparsity on \( \Phi(x) \). In order to compress the entire point cloud with a minimum set of keypoints, \( \Phi(x) \) needs to be sparse. What is a good way to make \( \Phi(x) \) sparse? One would consider L1 normalization. However, it tends to output more probabilities around zero and does not have much control over non-zero probabilities. In order to output distinguishable keypoints, we would like \( \Phi(x) \) to accumulate around both 0’s and 1’s. Therefore, beta distribution (shown in Figure 2) is leveraged and we would like our keypoint distribution to match it.

GAN-based Keypoint Sparsity Control Since we are estimating keypoint distribution samples instead of distribution parameters, a closed form of KL divergence between beta prior and \( \Phi(x) \) does not exist. We resort to adversarial loss. GAN [10] is leveraged to force a prior beta distribution on the keypoint probability \( \Phi(x) \). The model assumes that an additional neural network - discriminator \( D \), which is responsible for distinguishing between fake and true samples, where the true samples are sampled from assumed prior beta distribution \( p(\cdot) \) and fake samples are generated via saliency estimation network \( \Phi(\cdot) \).

In our experiments, we employ WGAN-GP [1] instead of the naive GAN loss as it is more robust. The loss follows:

\[
L_{GAN} = \min_E \max_D V(E, D) = \mathbb{E}_{x \sim p}[D(x)] - \mathbb{E}_{x \sim M}[D(E(\Phi(x)))] + \lambda(||\nabla_x D||_2 - 1)^2, \tag{3}
\]

which penalizes the gradient of the discriminator.

3.4. Reconstruction Network

Given a keypoint distribution \( \Phi(x) \in \mathbb{R} \) and high-dimensional embeddings \( h(x) \in \mathbb{R}^F \), we now introduce an...
unsupervised reconstruction loss with the keypoint-expected feature. Denote the point cloud decoder as \( \Psi : \mathbb{R}^F \rightarrow \mathbb{R}^{N \times 3} \), the reconstruction loss can be expressed as follows:

\[
L_{recon} = \text{ChamferDistance}(\Psi(E_{\Phi(x)}[h(x)]), X),
\]

\[
E_{x \sim \Phi(x)}[h(x)] = \sum_{x \sim M} \frac{\Phi(x)}{Z(\Phi)} \cdot h(x), \tag{4}
\]

where \( Z(\Phi) = \sum_{x \sim M} \Phi(x) \).

In our implementation, the point cloud decoder \( \Psi \) has a similar structure with that in TopNet [30] and \( h(x) \) is L2-normalized to reach the same scale.

**Salient Information Distillation** In order to distill out salient keypoint information, we incorporate a heat temperature parameter \( \gamma \). Equation 4 becomes:

\[
E_{\Phi(x)}^{\gamma}[h(x)] = \sum_{x \sim M} \frac{\Phi(x)^\gamma}{Z(\Phi)^\gamma} \cdot h(x). \tag{5}
\]

When \( \gamma = 1 \), Equation 5 equals Equation 4; when \( \gamma = \infty \), the most salient keypoint information is distilled out and Equation 5 becomes,

\[
E_{\Phi(x)}^{\infty}[h(x)] = \max_{x \sim M} [\Phi(x) \cdot h(x)]. \tag{6}
\]

In addition, we care about the absolute value of \( h(x) \) (features with large negative magnitude should not be suppressed) and the final equation is

\[
E_{\Phi(x)}^{\infty}[h(x)] = \max_{x \sim M} [\Phi(x) \cdot \max(h(x), 0)] \tag{7}
\]

\[
\oplus \max_{x \sim M} [\Phi(x) \cdot \max(-h(x), 0)], \tag{8}
\]

where \( \oplus \) means concatenation.

Indistinguishable points are therefore discarded rather than summed over. These points are useless and should have little contribution to the final reconstruction. For example, a rectangle can be perfectly reconstructed given the four corners. Points between the corners provide little information about the overall shape. Detailed analysis on salient information distillation will be given in Section 4.4.

### 3.5. Symmetric Regularization

Although we first extract rotational invariant local descriptors from original point clouds, it is not symmetric invariant. For most common objects, we have a strong prior such that detected keypoints and features should be symmetric, leading to the following loss:

\[
L_{sym} = \frac{1}{|S|} \sum_{(x, x') \in S} (\|\Phi(x) - \Phi(x')\| + \|h(x) - h(x')\|_1), \tag{9}
\]

where \( S \) is the set of all symmetric point pairs. Note that symmetric regularization is only used for training; in testing, symmetric information about objects is not required.

The final loss is an empirical sum of four terms:

\[
L = \beta_1 \cdot L_{recon} + \beta_2 \cdot L_{GAN} + \beta_3 \cdot L_{sym}. \tag{10}
\]

#### 3.6. Implementation Details

**Network Architecture** Our model takes a point cloud \( X \in \mathbb{R}^{N \times 3} \) as input where \( N = 2048 \). Then a voxelized descriptor is extracted for each point with \( \{F(x_n)\}_{n=1}^N \in \mathbb{R}^{N \times W \times H \times D} \). Then these descriptors are fed into seven 3D convolutional layers with channels 32, 32, 64, 64, 128, 128, 128. To predict \( \Phi(x) \), three-layer MLP with channels 512, 256, 1 is employed; for \( h(x) \), three-layer MLP with channels 512, 256, 128 is employed and the embedding dimension is 128. These two branches share the first two layers.

For WGAN-GP network, we use five **conv1d** layers (with channels 512, 256, 128, 64, 1) and a **max-pooling** layer for the critic function \( D \). The gradient penalty coefficient \( \lambda = 1 \).

For the decoder, we leverage a similar structure with TopNet [30]. Specifically, the decoder has 6 levels and each MLP in the decoder tree generates a small node feature embedding of size 8. When generating \( N = 2048 \) points, the root node has 4 children and all other internal nodes in subsequent level generate 8 children. Each MLP in the decoder is a has 3 stages with 256, 64, and 8 channels respectively.

**Hyperparameters and Training** For ShapeNet models, we choose \( \beta_1 = 10., \beta_2 = 1, \beta_3 = 0.1 \) through the validation set; for SMPL human body dataset, we choose \( \beta_1 = 10., \beta_2 = 1, \beta_3 = 0 \). In all our experiments without specification, the beta prior distribution is fixed with \( \alpha = 0.01 \) and \( \beta = 0.05 \). The parameters of the network are optimized using ADAM [15], with learning rate 1e-4.

### 4. Experiments

In experiments, we evaluate our method on both rigid and non-rigid datasets to show its capability on detecting stable interest points on general objects. We first conduct experiments on ShapeNet part models to show the intra-class consistency between the keypoints. Then we compare these keypoints with human annotated ones. Next, keypoint repeatability under arbitrary rotations is evaluated. Ablation study follows to validate our proposed components. Finally, we show that UKPGAN can be used to track stable interest points on non-rigid human bodies under different poses from SMPL models [19].

#### 4.1. ShapeNet Part Correspondence

In this section, we measure the ability of the model to find keypoints that are consistent with model part definitions on different instances of a given category.
Dataset
ShapeNet part dataset [33] is leveraged. It creates detailed per-point labeling of 31963 models in 16 shape categories in ShapeNetCore. Official training and test and split is used. Here, we evaluate on three common classes: airplane, chair and table. More results on other classes can be found in supplementary.

Metric
For all detected keypoints on models, we cluster them into 8 classes with K-means. In each cluster, the ratio of keypoints that have the same part label is considered as the correspondence ratio. Mean correspondence ratio (%) is reported as the average correspondence ratio of all clusters.

Compared Algorithms
We evaluate the performance of our method and compare it with five interest point detection algorithms, named USIP [18], D3Feat [2], Harris-3D [26], ISS [37] and SIFT-3D [20]. The former two algorithms are data-driven while the latter three leverage hand-crafted 3D local geometric patterns. For all methods that need training, training is done independently for each category. UKPGAN, USIP and D3Feat output keypoint probabilities which are refined through Non-Maximum-Suppression (NMS) with radius 0.1. Of the generated keypoints, 8 most salient keypoints are chosen for evaluation. The hyper-parameters of Harris-3D, ISS and SIFT-3D are the same as those in [2].

Evaluation and Results
Quantitative results are given in Table 4. We see that our model achieves higher correspondence ratio with human annotated part labels.

K-means clustering results are given in Figure 3. Our model gives a more neat clustering result on interest points. For chairs, four legs are better clustered in our model, while other methods fail to find such correspondences.

|        | airplane | chair | table |
|--------|----------|-------|-------|
| USIP   | 77.0     | 70.2  | 81.5  |
| D3Feat | 79.9     | 84.0  | 79.1  |
| HARRIS-3D | 76.9     | 70.3  | 84.2  |
| ISS    | 72.2     | 68.1  | 83.3  |
| SIFT-3D| 73.5     | 70.9  | 84.1  |
| Ours   | 82.8     | 87.4  | 86.4  |

Table 1: Mean correspondence ratio (%) evaluated on ShapeNet part dataset.

4.2. Comparison with Human Annotated Keypoints
In this section, we compare detected keypoints with those human annotated ones, in order to see if there is any semantic correspondence among keypoints.

Dataset
Two datasets are utilized: ShapeNet-chair keypoint and KeypointNet [35] dataset. ShapeNet-chair keypoint set is proposed by SyncSpecCNN [34], which consists of thousands of keypoints annotated on ShapeNet chairs by experts. KeypointNet annotates millions of keypoints on models from 16 object categories of ShapeNet. We evaluate on airplanes, chairs and tables for KeypointNet and on chairs for ShapeNet-chair keypoint dataset. For both datasets, we randomly split them into 75%, 10% and 15% for train, val and test.

Metric
We evaluate the performance by mean Intersection over Union (mIoU). Intersection is counted if the geodesic distance of a detected keypoint to its closest ground-truth is less than some geodesic threshold. Union is simply the union of detected and ground-truth keypoints.

Compared Algorithms
We compare UKPGAN with USIP, D3Feat, Harris-3D, ISS and SIFT-3D. Training is done independently for each category. UKPGAN, USIP and D3Feat output keypoint probabilities which are refined through Non-Maximum-Suppression (NMS) with radius 0.1 and thresholding ($p = 0.5$).

Evaluation and Results
Quantitative results are given in Figure 5. We see that UKPGAN aligns better with human annotated keypoints. It achieves much higher IoU than other methods. Qualitative visualizations are shown in Figure 4. It can be seen that UKPGAN gives keypoints that are intra-class consistent and edge/corner salient. On the contrary, both USIP and D3Feat have a “grid” artifact, especially for chair seats and desktops. Their keypoints are uniformly distributed across the entire object. For traditional keypoint detectors like Harris, ISS and SIFT, their keypoints are quite unstable and are not consistent within the same class.

4.3. Repeatability under Arbitrary Rotations
A good keypoint detector should be invariant to rotations since orientations of point clouds are often unknown. Therefore, rotational repeatability is an important metric to measure the quality of a keypoint detector.

Dataset
We evaluate on the test split of KeypointNet dataset, averaged over airplane, chair and table categories.

Metric
We follow the relative repeatability metric proposed in USIP as the evaluation metric. Given two point clouds of the same object, a keypoint in the first point cloud is considered repeatable if its distance to the nearest keypoint in the second point cloud is less than 0.1, under ground-truth transformations. We report the percentage of repeatable keypoints when different number of keypoints are detected.
Compared Algorithms We compare UKPGAN with USIP, D3Feat, Harris-3D, ISS and SIFT-3D. Training settings follow Section 4.2. For each detector, we generate 4, 8, 16, 32, 64, 128, 256, 512 most salient keypoints by their scores and calculate the relative repeatability respectively.

Evaluation and Results The relative repeatability under arbitrary rotations for KeypointNet is shown in Figure 6. Thanks to the local reference frame (LRF) extracted in our method, we achieve much higher keypoint repeatability than all previous methods. Even when there are only four keypoints detected, we achieve nearly 100% repeatability, making UKPGAN extremely stable.

4.4. Ablation Study
In this section, we validate our design choices by conducting several ablation studies. Evaluation results are done on KeypointNet test split. Both IoU calculated with human annotations and rotational repeatability are evaluated. IoU is reported by NMS under threshold 0.1 and rotational repeatability is reported with 4 most salient keypoints under threshold 0.1. Quantitative results are listed in Table 2 and qualitative results are shown in Figure 7.

GAN-based Keypoint Sparsity Control. GAN-based Keypoint Sparsity Control is important to accumulate keypoint probabilities around both 0 and 1. We now replace it with L1 loss to form a baseline. From Figure 7, we can see that L1 loss simply output tons of probabilities around 0, without detecting any salient keypoints. Without GAN-based sparsity control, information carried by keypoints gets lost with lower IoUs. Notice since L1 baseline gives pretty low probabilities, we threshold the probabilities with half of the maximum, to make it comparable to our complete model.

Salient Information Distillation. Salient information Distillation is another important module for our model. We compare our complete model with a baseline that implements Equation 4. It is shown that with no salient information distillation, those salient parts of models are not detected and keypoints fail to align with human annotated ones.

Local Rotational Invariant Descriptors. Local rotational invariant descriptors play an important role in maintaining repeatability under arbitrary rotations. If we replace detector module with raw $XYZ$ features that are further processed by PointNet without rotational invariance guarantee, both keypoint IoU and rotational repeatability drop.

Symmetric Regularization. In Section 3.5, we integrate a symmetric invariance prior into our model, which is helpful since the extracted descriptors are only rotational invariant rather than symmetric invariant. If we remove symmetric regularization, we see that detected keypoints are not symmetric anymore in Figure 7, with a drop in both IoU and rotational repeatability.
4.5. Detecting Stable Keypoints with Semantics under Different Human Poses

Dataset  Skinned Multi-Person Linear model (SMPL) is a skinned vertex-based model that accurately represents a wide variety of body shapes in natural human poses. Human poses are controlled with three parameters, and we generate training data on the fly by changing these parameters. 2048 points are sampled uniformly from the original mesh.

We take pointwise SHOT descriptors as inputs, which are rotational-invariant and cheap to compute. Point-wise 3D convolution network is replaced with PointNet++ [24] set abstraction layers. For a fair comparison, USIP and D3Feat are evaluated with SHOT as inputs too.

Metric  SMPL provides point-to-point correspondence across different human models. Given a pair of models, we...
Figure 7: **Visualizations of ablation study on a ShapeNet table.** Colors indicate keypoint probabilities (red means high and blue means low). We see that without GAN sparsity control, our model fails to give meaningful keypoints.

Table 2: **Results of ablation studies.** Evaluated on ShapeNet models, with KeypointNet test split.

|               | Ours        | Ours w/o GAN Sparsity | Ours w/o Salient Info. Distill. | Ours w/o LRF Feat. | Ours w/o Symmetric Reg. |
|---------------|-------------|-----------------------|---------------------------------|--------------------|-------------------------|
| IoU (%)       | airplane    | chair                 | table                           | airplane           | chair                   | table                   |
|               | 68.8        | 36.2                  | 34.7                            | 98.3               | 88.3                    | 90.6                    |
| Rotation Rep. (%) | 36.3        | 27.2                  | 23.1                            | 99.8               | 95.5                    | 99.6                    |
|               | 51.8        | 33.3                  | 19.0                            | 94.1               | 87.5                    | 99.9                    |
|               | 22.4        | 16.0                  | 21.2                            | 15.4               | 4.9                     | 0.7                     |
|               | 54.9        | 20.0                  | 22.3                            | 85.1               | 77.0                    | 73.0                    |

Table 3: **IoU (%) of detected keypoints for SMPL dataset, for different downsample ratios.** Our keypoint detector is more stable under different deformations.

|       | 2048 Points | 1024 Points | 512 Points |
|-------|-------------|-------------|------------|
| USIP  | 17.5        | 14.4        | 7.8        |
| D3Feat| 20.3        | 18.6        | 11.2       |
| HARRIS-3D | 56.2 | 47.8        | 37.8       |
| ISS   | 36.8        | 31.1        | 23.0       |
| SIFT-3D | 75.3 | 64.3        | 52.9       |
| Ours  | 91.8        | 90.6        | 84.8       |

Compared Algorithms  We evaluate the performance of UKPGAN method and compare it with USIP, D3Feat, Harris-3D, ISS and SIFT-3D. Additionally, we adapt the number of predicted keypoints of baseline methods so that their results are directly comparable to ours.

Evaluation and Results  Quantitative results are given in Table 3. Our method achieves the best IoU under different sampling densities, suggesting it is robust and stable.

Qualitative results are shown in Figure 8. We see that UKPGAN is able to generate corresponding stable interest points under different human poses. In addition, it also outputs consist semantic embeddings in an unsupervised way. It is also pretty robust to downsampling and gives consistent predictions. Notice that our model is trained on models with 2048 points and tested directly on models with 1024 and 512 points, without any fine-tuning.

5. Conclusion  In this work, we proposed an adversarial keypoint detector with adversarial sparsity loss which could detect meaningful points in an unsupervised way. The key contributions of our method are GAN-base sparsity control and salient information distillation modules. Experiments show that our UKPGAN detector can produce more stable keypoints than previous methods in preserving intra-class consistency. Moreover, our method also guarantees the rotation invariance both theoretically and empirically. UKPGAN achieves nearly 100% rotational repeatability even when few points are detected. Last but not least, our UKPGAN detector gives stable and consistent keypoints on non-rigid meshes.
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Supplementary

1. More Results on ShapeNet Part Models

Table 4 gives results of more categories on ShapeNet part dataset, evaluated under mean correspondence ratio (%). Experiment settings are identical to that in Section 4.1. We see that our model achieves the highest average mean correspondence. Some qualitative results are demonstrated in Figure 9.

|        | Bag  | Cap  | Car  | Earphone | Guitar | Knife | Lamp | Laptop | Motorbike | Mug | Pistol | Rocket | Skateboard | Average |
|--------|------|------|------|----------|--------|-------|------|--------|-----------|-----|--------|--------|-------------|---------|
| USIP   | 83.4 | 81.8 | 71.8 | 82.2     | 92.3   | 86.8  | 61.6 | 91.6   | 70.6      | 94.4| 81.1   | 83.1   | 75.6        | 81.3    |
| D3Feat | 84.9 | 80.9 | 76.7 | 78.9     | 92.1   | 90.0  | 59.6 | 92.2   | 73.0      | 92.8| 88.0   | 79.6   | 81.8        | 82.3    |
| HARRIS-3D | 91.7 | 81.5 | 73.9 | 86.1     | 90.6   | 87.3  | 68.1 | 86.8   | 68.0      | 95.0| 90.3   | 80.5   | 83.7        | 83.3    |
| ISS    | 95.8 | 81.9 | 73.1 | 80.1     | 88.0   | 88.8  | 65.1 | 89.3   | 75.9      | 96.4| 91.1   | 80.1   | 79.9        | 83.5    |
| SIFT-3D| 88.9 | 78.3 | 71.5 | 77.4     | 89.4   | 88.0  | 67.5 | 85.4   | 71.9      | 94.6| 93.3   | 83.1   | 83.7        | 82.5    |
| Ours   | 89.2 | 76.0 | 78.9 | 82.3     | 90.7   | 90.4  | 64.0 | 99.3   | 85.7      | 99.5| 88.6   | 74.5   | 72.3        | 84.0    |

Table 4: Mean correspondence ratio (%) evaluated on ShapeNet part dataset. Our method gives the highest correspondence ratio compared with human annotations.

![Figure 9: Some qualitative visualizations of our keypoint detector on ShapeNet models.](image)

2. Extension on Unsupervised 2D Binary Image Analysis

Our method is not only restricted to 3D shape analysis but 2D binary images. In this experiment, we evaluate our method on MNIST, by viewing each pixel as a 2D point. The encoder is replaced with 2D convolution without local reference frame. Digits from all classes are trained jointly.

The results on unsupervised keypoint detection is shown in Figure 10. It can be shown that our algorithm captures important keypoint skeletons in MNIST digits and they are consistent within each class. In the meantime, unsupervised dense embeddings are also predicted for each pixel. Quite interestingly, the generated embeddings (Figure 11) are consistent within each class, without acquiring any class label at training time.
Figure 10: Keypoint probability heatmap on MNIST. Red indicates high probability.

Figure 11: Dense embeddings generated on MNIST, which are consistent across digits within the same class. Best viewed in color.