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Abstract

Existed pre-training methods either focus on single-modal tasks or multi-modal tasks, and cannot effectively adapt to each other. They can only utilize single-modal data (i.e. text or image) or limited multi-modal data (i.e. image-text pairs). In this work, we propose a unified-modal pre-training architecture, namely UNIMO, which can effectively adapt to both single-modal and multi-modal understanding and generation tasks. Large scale of free text corpus and image collections can be utilized to improve the capability of visual and textual understanding, and cross-modal contrastive learning (CMCL) is leveraged to align the textual and visual information into a unified semantic space over a corpus of image-text pairs. As the non-paired single-modal data is very rich, our model can utilize much larger scale of data to learn more generalizable representations. Moreover, the textual knowledge and visual knowledge can enhance each other in the unified semantic space. The experimental results show that UNIMO significantly improves the performance of several single-modal and multi-modal downstream tasks.

1 Introduction

Large-scale pre-training has draw much attention in both the community of Compute Vision (CV) and Natural Language Processing (NLP) due to its strong capability of generalization and efficient usage of large-scale data. Firstly in CV, a series of models were designed and pre-trained on the large-scale dataset ImageNet, such as AlexNet (Krizhevsky et al., 2017), VGG (Simonyan and Zisserman, 2014) and ResNet (He et al., 2016), which effectively improved the capability of image recognition for numerous tasks. Recent years have witnessed the burst of pre-training in NLP, such as BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019), XLNet (Yang et al., 2019) and BART (Lewis et al., 2019), which greatly improve the capability of language understanding and generation. However, the above researches towards the single-modal learning and can only be used in single-modal (i.e. only text or image) scenarios. In order to adapt to multi-modal scenarios, a series of multi-modal pre-training methods were proposed and pre-trained on the corpus of image-text pairs, such as ViLBERT (Lu et al., 2019), VisualBERT (Li et al., 2019b) and UNITER (Chen et al., 2020), which greatly improve the ability to process multi-modal information. However, these models can only utilize the limited corpus of image-text pairs and cannot be effectively adapted to single-modal scenarios (Lin et al., 2020).

A smarter AI system should be able to process different modalities of information effectively. There are large scale of data in different modalities on the Web, mainly textual and visual information. The textual knowledge and the visual knowledge usually can enhance and complement with each other. As the example shown in Figure 1, it’s difficult to answer the question correctly only with the visual information in the image. However, if we
Any baseball game involves one or more umpires, who make rulings on the outcome of each play. At a minimum, one umpire will stand behind the catcher to have a good view of the strike zone and call balls and strikes. Additional umpires may be stationed near the other bases...

Figure 2: Illustration of the unified-modal pre-training architecture. Both image collections and text corpus can be effectively utilized for representation learning. The visual and textual information are aligned and unified into the same semantic space via CMCL on a corpus of image-text pairs.

connect the visual information to the textual information which describes the background of a baseball game, it’s very easy to determine the correct answer. Also, the visual information can make it easier to understand the scene described by the text. The research in neuroscience by Van Ackeren et al. (2018) reveals that the parts of the human brain responsible for vision can learn to process other kinds of information, including touch and sound. Inspired by the research, we propose to design a unified-modal architecture UNIMO which can process multi-scene and multi-modal data input, including textual, visual and vision-and-language data, as shown in Figure 2.

The greatest challenge to unify different modalities is to align and unify them into the same semantic space which are generalizable to different modalities of data. Existed cross-modal pre-training methods try to learn cross-modal representations based on only limited image-text pairs by simple image-text matching and masked language modeling (Chen et al., 2020). They can only learn specific representations for image-text pairs, which are not generalizable for single-modal scenarios. So their performance will drop dramatically when applied to language tasks (Lin et al., 2020). In this work, UNIMO learns visual representations and textual representations in similar ways, and unify them into the same semantic space via cross-modal contrastive learning (CMCL) based on a large-scale corpus of image collections, text corpus and image-text pairs.

UNIMO effectively utilizes the large-scale of text corpus and image collections to learn general textual and visual representations. The CMCL aligns the visual representation and textual representation, and unifies them into the same semantic space based on image-text pairs. To facilitate different levels of semantic alignment between vision and language, we propose to utilize a series of text rewriting techniques to improve the diversity of cross-modal information. As shown in Figure 3, we utilize back-translation to generate several positive examples for an image-text pair. Also, to enhance the detail semantic alignment between text and image, we further parse the caption to scene graph (Wang et al., 2018) and randomly replace either the objects, attributes or relations in the caption to generate various negative samples. Sentence-level retrieval and replacement is also utilized to enhance the sentence-level alignment. In this way, our model can effectively unify different levels of visual and textual representations into the same semantic space.

The unified-modal architecture mainly has the following advantages compared with previous methods:

- We can utilize large scale of non-paired text corpus and image collections on the Web to...
learn more generalizable textual and visual representations, and improve the capability of vision and language understanding and generation.

• Our model can be effectively fine-tuned for both single-modal and multi-modal understanding and generation downstream tasks.

• The visual knowledge and textual knowledge can enhance each other to achieve better performance on several single-modal and multi-modal tasks than previous methods.

2 Related Work

Existing researches on pre-training can be mainly classified into two categories: single-modal pre-training and multi-modal pre-training. The single-modal pre-training methods only focus on single-modal tasks, while the multi-modal pre-training methods only focus on multi-modal tasks.

Single-Modal Pre-training The single-modal pre-training methods mainly consists of visual pre-training methods and language pre-training methods. Most visual pre-training methods are based on the multi-layer CNN architecture such as VGG (Simonyan and Zisserman, 2014) and ResNet (He et al., 2016), and trained on the ImageNet dataset. These pre-trained models only focus on visual tasks (e.g. image classification etc.), however, they cannot be used in textual or multi-modal (i.e. with both text and image) tasks. The language pre-training methods are also more and more popular in NLP models, which are based on the multi-layer Transformer architecture, such as GPT (Radford et al.), BERT (Devlin et al., 2018), XLNET (Yang et al., 2019) and BART (Lewis et al., 2019). All of them are trained on large-scale corpus by language modeling, which learn contextualized token representations by either predicting tokens based on their context for language understanding or predicting tokens auto-regressively for language generation. However, they cannot deal with multi-modal tasks with both image and text, such as Visual question answering (VQA), image-text retrieval and image captioning.

Multi-Modal Pre-training Recently, multi-modal pre-training methods have been more and more popular for solving the multi-modal tasks. All of them are trained on a corpus of image-text pairs, such as ViLBERT (Lu et al., 2019), VisualBERT (Li et al., 2019b), VL-BERT (Su et al., 2019), Unicoder-VL (Li et al., 2019a) and UNITER (Chen et al., 2020). Based on the multi-layer Transformer network, they all employ the BERT-like objectives to learn multi-modal representations from a concatenated-sequence of vision features and language embeddings. Their architectures can be mainly classified into two categories: single-stream and two-stream. The two-stream methods, such as ViLBERT, utilize two single-modal Transformer to process visual features and language embeddings respectively, and then learn their interactions based on a cross-modal Transformer. The single-stream methods directly utilize a single Transformer network to model both the visual features and the language embeddings. VisualBERT, VL-BERT, Unicoder-VL and UNITER all utilize the single-stream architecture, which validate that fusing cross-modal information early and freely by a single-stream network can achieve better performance. All existed multi-modal pre-training methods only focus on multi-modal tasks with both vision and language inputs. However, they cannot be effectively adapted to single-modal tasks. Their performance will drop dramatically when fine-tuned on language tasks (Lin et al., 2020). Moreover, they can only utilize the limited corpus of image-text pairs. By contrast, our unified-modal pre-training method UNIMO can employ large volumes of text corpus and image collections to enhance each other, and can be effectively adapted to both textual and multi-modal scenarios. UNIMO also achieves the best performance on multi-modal tasks including VQA, image caption and visual entailment.

3 UNIMO

Humans perceive the world through many modalities, such as sound, vision and language. Even though any individual modality might be incomplete or noisy, important information are still perceivable since they tend to be shared or enhance each other. With this motivation, we propose a unified-modal pre-training method UNIMO to learn representations that capture modality-invariant information at the semantic level. Different from previous methods, UNIMO can learn from different modalities of data, including images, texts and image-text pairs, thus achieving more robust and generalizable representations for both
textual and visual input.

As shown in Figure 2, UNIMO employs multi-layer self-attention Transformers to learn unified semantic representations for both textual and visual data. For a textual input $W$, it is first split into a sequence of subwords $W = \{[CLS], w_1, ..., w_n, [SEP]\}$ by Word-Pieces, and then the self-attention mechanism is leveraged to learn contextual token representations $\{h_{[CLS]}, h_{w_1}, ..., h_{w_n}, h_{[SEP]}\}$. The special tokens $[CLS]$ and $[SEP]$ denote the start and end of the textual sequence, respectively. Similarly, for an image $V$, it is first converted to a sequence of region features $V = \{[IMG], v_1, ..., v_l\}$ ($[IMG]$ denotes the representation of the entire image), and then the self-attention mechanism is leveraged to learn contextual region representations $\{h_{[IMG]}, h_{v_1}, ..., h_{v_l}\}$. Similar to previous work (Chen et al., 2020), we use Faster R-CNN (Ren et al., 2016) to detect the salient image regions and extract the visual features (pooled ROI features) for each region.

Based on large volumes of image collections $\{V\}$ and text corpus $\{W\}$, UNIMO learns generalizable visual and textual representations in similar ways by masked prediction. The visual and textual representations are unified into the same semantic space via CMCL based on image-text pairs $\{(V, W)\}$. To effectively unify different levels of visual and textual representations, a series of novel text rewriting techniques are utilized to enhance the CMCL process. Joint visual learning on image collections, language learning on text corpus and cross-modal learning on image-text pairs not only improve the capability of visual and language understanding and generation, but also enable the textual knowledge and language knowledge enhance each other in the unified semantic space.

3.1 Cross-Modal Contrastive Learning

The greatest challenge to unify different modalities is to align and unify their representations at different levels. For the example shown in Figure 2, the model not only needs to connect the scene shown in the whole image to an article describing a baseball game, but also needs to align the two men and their location relationship in the image with “baseball player”, “umpire” and “behind” in the text, respectively. Several existing cross-modal pre-training methods try to align visual and textual representations by simply image-text matching (Li et al., 2019a; Chen et al., 2020) based on a limited corpus of image-text pairs. They randomly sample a negative image or text from the same training batch for each image-text pair, and utilize a classifier to determine whether the image and text are matching. As the randomly sampled negative text or image are usually very different from the origin text or image, they can only learn very coarse alignment between textual and visual representations. In this work, we propose a novel CMCL method to align and unify their representations at different levels.

For an image-text pair $(V, W)$, its visual features and textual tokens are concatenated as a sequence $\{[IMG], v_1, ..., v_l, [CLS], w_1, ..., w_n, [SEP]\}$. 
Then the sequence is fed into the multi-layer Transformer network to learn cross-modal contextual representations for both the textual tokens and image regions. We extract the representation of $[IMG]$ and $[CLS]$ as the semantic representations of the whole image $V$ and text $W$, respectively. Then the representations of the image and text are transformed into the same embedding space by an FC layer and cosine similarity between them is calculated to measure their distance $d(V,W)$. The main idea is to let the representations of the paired image and text near in the representation space while the non-paired far away. To facilitate semantic alignment between vision and language at different levels, we design several novel text rewriting techniques to rewrite the origin caption of an image either from word, phrase or sentence level, as shown in Figure 3. In this way, we can create large volumes of positive and negative examples from existed image-text pairs. Based on these positive and negative image-text pairs, the following contrastive loss is utilized to learn detailed semantic alignments across vision and language:

$$
\mathcal{L}_{CMCL} = -\log \frac{\exp(d(V,W^+)/(1))}{\sum_{W'\in\{W+,W^-,W\}} \exp(d(V,W')/\tau)}
$$

where $W^+$ and $W^-$ denotes positive and negative examples for image $V$, respectively. $\tau$ denotes the temperature parameter.

**Text Rewriting.** To enhance multi-granularity of semantic alignment between image and text, we rewrite the caption of an image at different levels, including sentence-level, phrase-level and word-level. For sentence-level rewriting, we utilize the back-translation techniques (Edunov et al., 2018) to obtain several positive samples for each image-text pair. Specifically, each caption of an image is translated into another language and then translated back to the origin language. In this way, several similar captions can be obtained for an image. Furthermore, for each image-text pair, the most similar captions of other images are retrieved based on TF-IDF similarity. The retrieved results are very similar with the origin caption but doesn’t accurately describe the corresponding image, so they can be used as hard negative samples to enhance the sentence-level alignment between image and text.

For phrase-level and word-level rewriting, we first parse the image caption into scene graph (Wang et al., 2018), then randomly replacing the object, attribute or relation nodes of the scene graph with a different object, attribute or relation from the corresponding vocabularies. As shown in Figure 3, the image caption can be parsed into a scene graph, then the objects (“umpire”, “player”), attributes (“baseball”, “at the pitch”, “redies”) and relations (“behind”, “looks on”, “swing”) can be extracted from the scene graph and randomly replaced with other objects, attributes or relations. Instead of randomly sampling negative samples as previous methods, text rewriting can generate large volumes of hard negative samples. In this way, we can help the model to learn more detailed semantic alignment from different levels between image and text. To the best of our knowledge, this is the first work to explore CMCL to unify visual and textual semantic space.

Besides cross-modal learning on image-text pairs, UNIMO also learns from large scale corpus of image collections via visual learning and text corpora via language learning.

### 3.2 Visual Learning

In order to leverage the self-attention mechanism to learn contextual visual representations, UNIMO takes the visual regions of images as inputs. As the self-attention mechanism in Transformer is order-less, we also encode the location features of each region vis a 5-dimensional vector $(x_1,y_1,x_2,y_2, \frac{(y_2-y_1)}{w_H})$, where $(x_1,y_1)$ and $(x_2,y_2)$ denote the coordinates of the bottom-left and top-right corner of the region while $W$ and $H$ denote the width and height of the input image. Both the visual and location features are fused to obtain the final sequence of region embeddings $V = \{[IMG], v_1, \ldots, v_t\}$. Finally, the region sequence is fed into the multi-layer Transformer to learn contextualized visual representations $\{h_{[IMG]}, h_{v_1}, \ldots, h_{v_t}\}$.

Similar to the masked language modeling in BERT, we also sample image regions and mask their visual features with a probability of 15%. The visual features of the masked region are replaced by zeros. As the regions from an image usually are highly overlapped with each other, we choose to mask all regions that have a high proportion of mutual intersection to avoid information leakage. Similar to Lin et al. (2020), we randomly choose regions as masking anchors and mask the regions whose IoUs with the anchors are larger than 0.3.
The model is trained to reconstruct the masked regions $v_{m}$ given the remaining regions $v_{\setminus m}$:

$$
\mathcal{L}_V = \mathbb{E}_{v \in D} f_{\theta}(v_{m}|v_{\setminus m})
$$

(2)

As the visual features are high-dimensional and continuous, we utilize both feature regression and region classification objective to learn better visual representations. The feature regression learns to regress the contextualized visual representations $h_{v_{i}}$ to its visual features $v_{i}$, which can be formulated as: $f_{\theta}(v_{m}|v_{\setminus m}) = \sum_{i=1}^{M} \|r(h_{v_{i}}) - v_{i}\|^{2}$, where $r$ indicates an FC layer to convert $h_{v_{i}}$ into a vector of the same dimension as $v_{i}$. The region classification learns to recognize the object semantic class of each masked region based on its contextualized visual representation $h_{v_{i}}$. An FC layer is utilized to compute the scores for K object classes $s(h_{v_{i}})$, which further goes through a $\text{softmax}$ function to obtain the normalized distribution. The final objective minimizes the cross-entropy (CE) loss between the predicted distribution and the object detection output $c(v_{i})$ from Faster R-CNN: $f_{\theta}(v_{m}|v_{\setminus m}) = \sum_{i=1}^{M} CE(\text{softmax}(s(h_{v_{i}})), c(v_{i}))$.

3.3 Language Learning

To learn general language representations for both language understanding and generation tasks, our model is trained as a unified encoder-decoder model with two types of language modeling tasks: bidirectional prediction and sequence-to-sequence (Seq2Seq) generation. The unified modeling is achieved by utilizing specific self-attention masks to control what context the prediction conditions on, inspired by Dong et al. (2019). To improve the language learning process, we firstly detect semantic complete phrases from text, such as name entities by syntactic parsing, and then treat them as a whole in the following masking strategies. Different from previous work, we always sample a sequence of complete words or phrases instead of subword tokens, for both bidirectional prediction and Seq2Seq generation.

**Bidirectional prediction.** Given a sequence of tokens $W = \{[CLS], w_{1}, ..., w_{n}, [SEP]\}$, we iteratively sampling spans of text until totally 15% tokens have been selected. We sample the span length from a geometric distribution $l \sim Geo(p)$, where $p$ is set as 0.2, similar to SpanBERT (Joshi et al., 2020). All tokens in the selected spans are replaced with either a special $[MASK]$ token, a random token or the origin token with probability 80%, 10% and 10%, respectively. The goal is to predict these masked tokens $w_{m}$ based on their surrounding context $w_{\setminus m}$, by minimizing the negative log-likelihood:

$$
\mathcal{L}_{\text{Bidirectional}} = -\mathbb{E}_{w \in D} \log P_{\theta}(w_{m}|w_{\setminus m})
$$

(3)

**Seq2Seq generation.** For the Seq2Seq generation task, we iteratively sample fragments from the token sequence until the 25% budget has been spent. For each iterate, we first sample a fragment length from a uniform distribution $l \sim U(4,32)$, and then sample a fragment with the specified length. Every selected fragment $\{w_{i}, ..., w_{j}\}$ is further appended with two special tokens $[CLS]$ and $[SEP]$ (i.e. $\{[CLS], w_{i}, ..., w_{j}, [SEP]\}$), which denotes the begin and end of the fragment. All selected fragments are removed from the text and concatenated as the target sequence $T$ while the remaining parts are concatenated as the source sequence $S$. The model is trained to generate the target sequence auto-regressively condition on the source sequence:

$$
\mathcal{L}_{\text{Seq2Seq}} = -\mathbb{E}_{(S,T) \in D} \log P_{\theta}(T|S)
$$

(4)

where $P_{\theta}(T|S) = \prod_{j=1}^{T} P_{\theta}(T_{j}|T_{<j}, S)$. During pre-training, we alternate between the bidirectional prediction objective and the Seq2Seq generation objective uniformly.

4 Experimental Settings

In this section, we introduce the pre-training and evaluation details, including the pre-training dataset, pre-training and fine-tuning experimental settings.

4.1 Pre-training Dataset

Our pre-training datasets consist of three types: text corpus, image collections and image-text pairs. The statistics of them are shown in Table 1. The text corpus include two large-scale corpora: BookWiki and OpenWebText. BookWiki is composed of English Wikipedia and BookCorpus (Zhu et al., 2015), and OpenWebText is an open recreation of the Web-Text corpora. The image collections are crawled from the Web, which doesn’t contain textual descriptions. The image-text pairs are composed of four existing multi-modal datasets: COCO Captions, Visual Genome (VG), Conceptual Captions (CC) and SBU Captions.
| Type                  | Image-Text Pairs | Images | Text Corpus |
|----------------------|------------------|--------|-------------|
| Dataset              | COCO             | VG     | CC          | SBU          |
| Train                | 533K             | 5.06M  | 3.0M        | 990K         | 300K | 16G |
| Val                  | 25K              | 106K   | 14K         | 10K          |      | 38G |

Table 1: Statistics of the image-text pairs, image collections and text corpus for pre-training.

| Task                  | Image Src. | #Images (#Text)                  |
|-----------------------|------------|----------------------------------|
|                       |            | Train (Val)                      |
| VQA                   | COCO       | 83K(444K) (41K(214K))            |
| Image Caption         | COCO       | 113.2K (5K)                      |
| Visual Entailment     | Flickr30K  | 529.5K (17.9K)                   |

Table 2: Statistics of the datasets for multi-modal downstream tasks.

4.2 Implementation Detail

Our model has 12 layers of Transformer block, where each block has 768 hidden units and 12 self-attention heads. The maximum sequence length of text tokens and image region features are set as 512 and 36, respectively. We pre-train a base version of UNIMO, initialized with RoBERTa base. UNIMO is trained for at least 50W steps. An Adam optimizer with initial learning rate 5e-5 and a learning rate linear decay schedule is utilized.

For visual learning, we adopt Faster R-CNN (Ren et al., 2016) pre-trained on the VisualGenome dataset to select salient image regions and extract region features from images. The regions with class detection probability exceeds a confidence threshold of 0.2 are selected and 36 boxes are kept. For CMCL, we utilize back-translation to create two positive samples and apply rewriting to obtain 100 hard negative samples for each image-text pair.

4.3 Finetuning Tasks

We fine-tune our model on two categories of downstream tasks: (1) single-modal language understanding and generation tasks; (2) multi-modal vision-language understanding and generation tasks. The single-modal generation tasks include: abstractive summarization on the CNN/DailyMail (CNNDM) dataset (Hermann et al., 2015) and question generation on the SQuAD dataset (Rajpurkar et al., 2016). The single-modal understanding tasks include: sentiment classification on the SST-2 dataset (Socher et al., 2013) and natural language inference on the MNLI dataset (Williams et al., 2017). The multi-modal tasks include:

- **VQA** requires the model to answer natural language questions by selecting the correct answer from a multi-choice list based on an image. We conduct experiments on the widely-used VQA v2.0 dataset. Similar to previous work, both training and validation sets are used for training for the results on both the test-std and test-dev splits.

- **Image Caption** requires the model to generate a natural language description of an image. We report our results on the Microsoft COCO Captions dataset (Chen et al., 2015). Following Karpathy’s (Karpathy and Fei-Fei, 2015) split, the dataset contains 113.2k/5k/5k images for train/val/test splits respectively.

- **Visual Entailment (SNLI-VE)** is a task derived from Flickr30K images and Stanford Natural Language Inference (SNLI) dataset. The task is to determine the logical relationship (i.e. “Entailment”, “Neutral” and “Contradiction”) between a natural language statement and an image.

The statistics of the datasets for above multimodal-tasks are described in Table 2.

5 Results and Analysis

In this section, we first introduce the evaluation results on both the multi-modal tasks and single-modal tasks to show the adaptability of our model to different scenarios. Then, we further analyze and validate the effectiveness of the unified modeling of different modalities.
5.1 Multi-Modal tasks

The evaluate results on the multi-modal tasks are shown in Table 3. We compare with most of the existed multi-modal pre-training models, including ViLBERT (Lu et al., 2019), VL-BERT (Su et al., 2019), VLP (Zhou et al.), UNITER (Chen et al., 2020), Oscar (Li et al., 2020) and Villa (Gan et al., 2020).

The results show that our UNIMO achieves new state-of-the-art results across all the benchmarks (with base-size model). Specifically, on VQA task, UNIMO outperforms previous SOTA method Villa. On the image caption task, UNIMO outperforms the best performing model Oscar by 2.1 BLUE4 score. On the visual entailment, UNIMO also outperforms all previous models and achieves the best performance.

Existing pre-training methods for the vision-language tasks can only utilize the corpus of image-text pairs. Besides the corpus of image-text pairs, our UNIMO can learn from large scale of single-modal images and texts. The results demonstrate that our UNIMO achieves better performance than previous methods on both the multi-modal understanding and generation tasks.

5.2 Single-Modal tasks

The evaluate results on the single-modal tasks are shown in Table 4, which demonstrate that UNIMO achieves better or comparable performance than existed pre-trained language models on both the language understanding and language generation tasks. Specifically, UniLM (Dong et al., 2019) is a unified pre-trained language model for both natural language understanding and generation tasks. Our base version UNIMO-base outperforms the UniLM-large on several language understanding and generation tasks, including sentiment classification on the SST-2 dataset and question generation on the SQuAD dataset. After removing the single-modal learning on the text corpus and image collections (i.e. “w/o single-modal”), our model is just a multi-modal pre-training method which is similar to UNITER (Chen et al., 2020). As shown in 4, the performance of the model on all language understanding and generation tasks drop dramatically, which demonstrate that multi-modal pre-training method on image-text pairs cannot adapt to single-modal tasks effectively. However, UNIMO not only achieves better performance on multi-modal tasks, but also perform very well on the single-modal tasks for both language understanding and language generation. The results demonstrate the
| Model          | SST-2 | MNLI Acc | MNLI Acc-(m/mm) | CNNDM R-1 | CNNDM R-2 | CNNDM R-L |
|---------------|-------|----------|-----------------|-----------|-----------|-----------|
| UNIMO-base    | 95.4  | 86.8     | 86.1            | 42.42     | 20.12     | 39.61     |
| w/o pairs&images | 94.7  | 87.0     | 86.2            | 42.26     | 20.09     | 39.41     |

Table 5: Analyzing the effectiveness of visual knowledge to language tasks.

| Model          | CoCo Caption BLUE4 | SNLI-VE CIDEr Val |
|---------------|---------------------|-------------------|
| UNIMO-base    | 38.6                | 124.1             | 80.00         |
| w/o texts     | 38.3                | 123.2             | 79.52         |

Table 6: Analyzing the effectiveness of textual knowledge to multi-modal tasks.

adaptability of our unified-modal pre-training architecture to different scenarios.

5.3 Vision Enhance Text

The above experimental results have shown the effectiveness of our UNIMO method on both the multi-modal tasks and single-modal tasks. To further validate that the visual knowledge in the image collections and image-text pairs can enhance the language tasks, we remove the images and image-text pairs from the pre-training dataset (i.e. w/o pairs&images) and compare their performance on the single-modal language tasks. After removing the images and image-text pairs, our model is trained by only the language learning objectives, which are similar to previous pre-trained language models BERT and UniLM. Table 5 summarizes the comparison results, which demonstrate that after removing the visual data, the performance of our model drop obviously on several language tasks. The results reveal that the visual knowledge can enhance the language tasks by learning more robust and generalizable representations on the unified semantic space.

5.4 Text Enhance Vision

In this section, we further analyze the influence of textual knowledge to the multi-modal tasks by removing the language learning process on the text corpus (i.e. w/o texts), and comparing their performance on the multi-modal tasks. Table 6 summarizes the comparison results, which show that the model performance decline consistently on both the multi-modal understanding and generation tasks. The results demonstrate that the textual knowledge in the text corpus are useful for the vision-language tasks by enhance the process of cross-modal learning.

6 Conclusion

In this work, we propose a unified-modal pre-training architecture UNIMO, which can leverage large-scale of non-paired text corpus and image collections for cross-modal learning. Our model can effectively adapt to both single-modal and multi-modal understanding and generation tasks. Based on the unified-modal architecture, the textual knowledge and visual knowledge can enhance each other in the unified semantic space. Our UNIMO model outperforms previous methods on both the multi-modal and single-modal downstream tasks.

In the future, we will utilize larger scale of image collections and text corpus for unified-modal learning, and extend UNIMO to other modalities of data such as video, audio and so on.
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