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Abstract: Dam removal is a river restoration technique that has complex landscape-level ecological impacts. Unmanned aerial vehicles (UAVs) are emerging as tools that enable relatively affordable, repeatable, and objective ecological assessment approaches that provide a holistic perspective of restoration impacts and can inform future restoration efforts. In this work, we use a consumer-grade UAV, structure-from-motion (SfM) photogrammetry, and machine learning (ML) to evaluate geomorphic and vegetation changes pre-/post-dam removal, and discuss how the technology enhanced our monitoring of the restoration project. We compared UAV evaluation methods to conventional boots-on-ground methods throughout the Bellamy River Reservoir (Dover, NH, USA) pre-/post-dam removal. We used a UAV-based vegetation classification approach that used a support vector machine algorithm and a featureset composed of SfM-derived elevation and visible vegetation index values to map other, herbaceous, shrub, and tree cover throughout the reservoir (overall accuracies from 83% to 100%), mapping vegetation succession as well as colonization of exposed sediments that occurred post-dam removal. We used SfM-derived topography and the vegetation classifications to map erosion and deposition throughout the reservoir, despite its heavily vegetated condition, and estimate volume changes post-removal. Despite some limitations, such as influences of refraction and vegetation on the SfM topography models, UAV provided information on post-dam removal changes that would have gone unacknowledged by the conventional ecological assessment approaches, demonstrating how UAV technology can provide perspective in restoration evaluation even in less-than-ideal site conditions for SfM. For example, the UAV provided perspective of the magnitude and extent of channel shape changes throughout the reservoir while the boots-on-ground topographic transects were not as reliable for detecting change due to difficulties in navigating the terrain. In addition, UAV provided information on vegetation changes throughout the reservoir that would have been missed by conventional vegetation plots due to their limited spatial coverage. Lastly, the COVID-19 pandemic prevented us from meeting to collect post-dam removal vegetation plot data. UAV enabled data collection that we would have foregone if we relied solely on conventional methods, demonstrating the importance of flexible and adaptive methods for successful restoration monitoring such as those enabled via UAV.
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1. Introduction

1.1. Objectives of This Study

Dam removal is a type of river restoration activity that reconnects stream and riparian systems, restores instream habitat for fish species, restores natural flow regimes and stream processes, and improves water quality [1]. Few removal projects include sufficient post-removal ecological monitoring and relatively few results are published [2–5]. There is a
need to improve knowledge of ecosystem response to dam removal if it is to be effectively implemented as a river restoration tool [2,6]. However, administrative, technical, and financial barriers often prevent collection of data for restoration project evaluation [7–9]. Unmanned aerial vehicles (UAVs) are emerging as tools that enable affordable, repeatable, objective, and logistically feasible ecological evaluations, which can provide a more holistic perspective of restoration project impacts and inform future restoration efforts. In this work, we use UAV, structure-from-motion photogrammetry (SfM), and machine learning (ML) to evaluate changes in vegetation and channel shape throughout a reservoir pre-/post-dam removal and compare the UAV-based restoration monitoring results to those from conventional approaches such as topographic transects and vegetation plots. This work offers perspective on how UAV methods enhance restoration evaluation, even in a densely vegetated reservoir environment, and demonstrates how the spatial perspective provided by UAV methods is key for evaluating dam removal restoration impacts. Our study questions were:

1. How effective are the UAV-based SfM and ML evaluation methods for detecting ecologically relevant changes throughout the densely vegetated reservoir?
2. How does the information acquired via UAV compare to conventional evaluation approaches performed on the ground? Are there advantages and/or drawbacks for each approach?
3. How did the reservoir change after the restoration project? For example, did the vegetation structure and channel shape change throughout the reservoir post-dam removal despite its pre-removal vegetated state and existing seasonal channel? If so, how, and what were the spatial extent of these changes?

1.2. Dam Removal Impacts

Geomorphic changes are important for river restoration efforts, as geomorphic recovery is the precursor to the development of stream habitat [10]. Initial erosion into the impounded sediments upon dam removal can occur at multiple locations: the delta face, inflow source, dam site, or by general progressive degradation. Typically, dam removal can be expected to create a steep hydraulic gradient with high velocities near the downstream end of the impoundment at the dam site. Scouring can occur in this area, which can form a headcut that travels upstream. As the headcut migrates, it erodes sediments at the exposed face and sides of the scoured channel. The scouring process eventually steepens and heightens the channel banks to the point of collapsing [11]. Channel widening can export large amounts of sediment [12], and upstream erosion can supply sediments to the lower end of the reservoir to begin the construction of floodplains and ultimately a new equilibrium channel [13].

A biotic control on sediment mobilization is vegetation. Impounded sediment can become exposed upon dam removal, inviting colonization by pioneer species. It is common for fast-growing weedy plants to rapidly colonize exposed sediments, taking as little as one month for revegetation [10,14–16]. Plants’ above-ground biomass modifies flows during flooding and helps to retain sediment, and their below-ground biomass impacts the hydraulic and mechanical properties of substrate [17]. For example, plant roots stabilize sediments and increase their resistance to erosion [18]. Colonization of plants on a channel’s banks facilitates the transition from a braided state in its unvegetated condition to a meandering, potentially incised, state in its vegetated condition [19]. As the new floodplain matures, weedy plants can be expected to give way to successional species [4,10,16,20], and succession influences channel development [21,22].

Dam removal engineering design also impacts sediment mobilization. Engineers employ strategies to control fluxes of sediment from an impoundment when there are concerns that sediment loads could harm downriver ecosystems [23]. These strategies include partially breaching the dam before full removal to help stabilize sediments and prevent erosion as well as dredging impounded sediments [24]. Seeding sediments with fast-growing vegetation stabilizes sediments with plant roots and prevents the erosion of
historically deposited sediment. Staged removals reduce erosion volumes via reducing incising channel heights and increasing the exposure, consolidation, and vegetation colonization of the impounded material [12,13,25]. Sawaske and Freyberg (2012) compared dam removals involving active sediment management and found that none lost more than 15% of their impounded sediment volume [25].

Dam removals are site specific. Ecological responses vary depending on pre-removal conditions, and predictive factors and models have not been well established [2,4,6]. Conceptual models that synthesize current dam removal knowledge offer qualitative predictions and a basis for quantitative models [26]. Information needed on the magnitude, timing, and spatial extent of ecological outcomes from dam removals, and having both pre- and post-removal data improves evaluations [3,27]. The spatial coverage of conventional boots-on-ground quantitative field assessments is often restricted [28]. These snapshots of data offer limited perspectives of ecological elements that would ideally be measured at the landscape scale. For example, the spatial heterogeneity and extent of riparian zones are significant for the ecological condition of fluvial environments [29,30]. Conventional approaches alone are limited in identifying meaningful patterns, particularly spatially explicit patterns, in dam removal impacts.

1.3. Emerging UAV-Based River Restoration Monitoring Approaches

UAV technology offers methods to standardize and supplement river restoration evaluation. UAVs and aerial imagery provide landscape-scale perspective of ecological impacts, and the imagery can be processed to provide information for multiple ecological aspects (e.g., vegetation and geomorphology, as demonstrated herein). Therefore, UAV data have the potential to provide more complete information on the magnitude, spatial extent, and variety of dam removal impacts from a single set of imagery than the use of multiple boots-on-ground approaches. Such landscape-level observations would likely enhance dam removal models such as those of Bellmore et al. (2019) [26].

Consumer-grade UAVs are commonly sold with cameras that capture visible light (red, green, and blue; RGB). These cameras are versatile despite having limited spectral resolution. Overlapping photographs can be processed in SfM software to create products such as digital surface models (DSMs) and orthomosaics [31]. RGB cameras can “see” through water to model the topography of streambeds via SfM with high accuracy [32–37]. Case studies have demonstrated how SfM DSMs can map areas and quantify volumes of erosion and deposition in river environments following disturbance or restoration [37–42], including large dam removal [43–45].

UAV-based SfM with RGB imagery enhances wetland and riparian assessment [29,46]. However, vegetation classification is typically improved via the use of multispectral imagery [47]. UAVs have been used to classify and quantify riparian and wetland vegetation using a variety of pixel-based and object-based approaches with featuresets consisting of spectral data and derived values such as texture and vegetation indices, with previous studies tending to focus on species-specific mapping [48,49]. Elevation data from LiDAR and SfM combined with RGB and near-infrared (NIR) data have been used to map riparian and wetland vegetation species [50,51]. Adding SfM topography data to RGB object-based classification methods can improve vegetation mapping results [52]. Species-level vegetation community succession has been monitored using RGB imagery and elevation data from airborne LiDAR [53]. UAVs and a variety of onboard sensor types are being used in wetland environments and coastal vegetation research objectives such as examining vegetation spatial distribution, spectral reflectance, health and biomass, and structure, with the number of research articles published that are relevant to UAV coastal wetland vegetation increasing over the past several years—demonstrating interest in the technology for vegetation monitoring applications [54].

In this work, we use an affordable, consumer-grade UAV to pragmatically monitor a river restoration project by developing and testing RGB imagery-based methods that leverage SfM topographic data for vegetation and geomorphic evaluation. We opted to use
a pixel-based rather than an object-based approach to simplify the vegetation classification workflow by avoiding segmentation steps. One key limitation of using SFM in vegetated environments is that, unlike technologies such as LiDAR, the camera cannot penetrate vegetation to acquire elevation measurements of bare earth, thus the resulting DSMs represent the vegetated surface. We use this to our advantage in mapping vegetation structure by incorporating the DSM values as a predictor of vegetation type, and we show how the vegetation classification results can be applied to the SFM-based geomorphology assessments to help reduce vegetation’s influence. By using SFM-generated data to measure both vegetation and geomorphic responses across a reservoir, UAV methods provide insights into how these aspects have a combined response to dam removal. Despite some limitations, such as influences of refraction and vegetation on the SFM topography models, UAV provided information on post-restoration changes that would have gone unacknowledged by the conventional ecological assessment approaches, demonstrating how UAV technology can provide perspective in river monitoring despite less-than-ideal site conditions for SFM.

2. Materials and Methods

2.1. Study Setting Background: The Sawyer Mill Dam Removals

Two privately owned dams were located on the Bellamy River at the Sawyer Mill Apartments (Dover, NH, USA; Figure 1). We refer to them herein as the upper dam (20.4 m long, 3.6 m high), located furthest upstream, and the lower dam (19.5 m long, 3.3 m high), located downstream [55]. The New Hampshire Department of Environmental Services (NHDES) Dam Bureau issued a Letter of Deficiency in December 2009 requiring both dams to pass 250% of the 100-year flood. The goals of the dam removal project included both safety and restoration aspects: (1) to resolve NHDES dam safety deficiencies by dam removals sufficient to eliminate them from Dam Bureau jurisdiction, and (2) to remove the dams to restore river function, including sediment and nutrient transport, water quality, and aquatic organism passage [56]. Stop logs were removed from the gate house of the upper dam on 8 September 2012 to dewater the reservoir for topographic survey as well as begin the establishment of vegetation to help stabilize sediment. Post-stop log removal, the reservoir was periodically inundated when the capacity of the gate was exceeded, which was observed to be largely a seasonal occurrence.

![Figure 1. Bellamy River Reservoir Map. Map of the Bellamy River Reservoir study site in Dover, NH, USA with the locations of the Sawyer Mill dams. The Route 108 bridge is the road that crosses the reservoir upstream of the upper dam. This satellite imagery was taken during the lower dam removal construction (imagery date of 22 October 2018).](image-url)
Contractors used active sediment management strategies that included dredging for both dam removals. Levels of contaminants (metals, polycyclic aromatic hydrocarbons, polychlorinated biphenyls, and pesticides) that posed unacceptable ecological risk to downstream environments were found in the impounded sediment near the dams. Contaminant concentrations in sediment samples from the reservoir above the Route 108 bridge were significantly less than those from samples near the dams, so dredging was not implemented, and sediments were allowed to naturally erode from this area [57]. The lower dam removal was completed from 19 September 2018 to 31 December 2018. The upper dam removal was completed from 30 October 2019 to 31 March 2020 (Figure 2), and was the removal that triggered notable ecological changes in the reservoir. It was a relatively small dam removal that utilized active sediment management strategies, adding a relatively unique case study to the dam removal literature [2,24].

Figure 1. Bellamy River Reservoir Map. Map of the Bellamy River Reservoir study site in Dover, NH, USA with the locations of the Sawyer Mill dams. The Route 108 bridge is the road that crosses the reservoir upstream of the upper dam. This satellite imagery was taken during the lower dam removal construction (imagery date of 22 October 2018).  

Figure 2. Upper Dam Removal Photo Timeline. A UAV photo timeline of the upper dam removal.  

A small dam was located upstream of the Bellamy River Reservoir near Bellamy Park Disc Golf in Dover, NH. A larger drinking water reservoir dam, the Bellamy Reservoir dam, impounded the Bellamy Reservoir (impoundment area of 333 acres) in Madbury, NH further upstream of the disc golf course [58]. At the time of the Sawyer Mill dam removals, the lower dam was the first dam encountered moving upstream from the river’s mouth at Great Bay. The lower dam at Sawyer Mill had an impoundment area of approximately 0.4 acres and the upper dam had an impoundment area of approximately 22 acres.

2.2. Study Areas

We subset the Bellamy River Reservoir into five areas for river restoration monitoring (Figure 3). We treated the entire reservoir above the bridge as one area (“upper reservoir”; UR) and flew the UAV relatively higher to capture overall conditions of UR at a given sampling time (Figure 3B). We further divided UR into three smaller areas to conduct lower-flying-height, more detailed data collection. These three areas are described here in their pre-dam removal condition. The most upriver section of the reservoir (UR-3) contained beaver dams as well as relatively taller and shrubbier vegetation (woody and non-woody) than the other study areas (Figure 3C). A middle section of the reservoir (UR-2) was selected for its intersecting channel geomorphology and the presence of a large beaver dam and additional smaller beaver dams. The vegetation in UR-2 mainly consisted of large, fairly homogenous patches of herbaceous vegetation, non-woody shrubs, and little woody shrub vegetation (Figure 3D). The most downriver section of the reservoir just before the bridge (UR-1) consisted mainly of homogenous, short herbaceous vegetation and
exposed sediment (Figure 3E). The “lower reservoir” (LR) was the area between the Route 108 bridge and the upper dam (Figure 3F). LR was estimated to contain 2294 cubic meters (3000 cubic yards) of sediment [57]. Contractors dredged LR and removed an estimated 1743 cubic meters (2280 cubic yards) of sediment during the upper dam removal (Kevin Lucey from NHDES, personal communication, email, 22 December 2020).

Figure 3. Study Areas. Maps illustrating the different study areas throughout the upper and lower areas of the Bellamy River Reservoir, shown in their 2019 pre-upper dam removal conditions. (A) A basemap of satellite imagery showing the extents of the different study areas (the same basemap used in Figure 1). (B) The “upper reservoir” (UR) study area. Three study areas were sub-areas of UR where lower flying heights were used: (C) UR-3, (D) UR-2, and (E) UR-1. (F) The “lower reservoir” (LR), located upstream of the upper dam.

2.3. Fieldwork

2.3.1. UAV Flights

We photographed the study areas pre- and post-dam removal with a DJI Phantom 3 Professional (P3P) UAV equipped with its original RGB camera (Table 1; see P3P documentation from DJI for details on camera specifications) [59]. We equipped a polarizing filter to the camera to help reduce glare from the water’s surface. The sampling times herein were limited to summer to capture seasonal herbaceous cover and provide lower flow conditions to minimize known complications associated with SfM-derived bathymetry, such as effects of deeper water, water turbulence, and water turbidity [33,60,61]. All nadir imagery was collected using automated flight paths with a set flying height above ground level and sufficient image overlap for SfM (90% forward overlap and 80% side overlap).
Angled imagery (20 degrees off-nadir) was collected to supplement the nadir imagery to improve the accuracy of SfM models and prevent model deformation [62–64].

Table 1. Summary of Fieldwork. Imagery collection dates and accompanying boots-on-ground fieldwork. “Number of Images” column lists how many photos were uploaded into PhotoScan for the SfM process from the flight date. Vegetation plot centers were surveyed on 6 August 2019.

| Study Area | Flight Date | Flying Height (m above Ground Level) | Number of Images | Topographic Survey Data | Comparable Vegetation Plot Data? |
|------------|-------------|-------------------------------------|------------------|-------------------------|----------------------------------|
| UR         | 14 August 2019 | 76                                  | 495              | CPs, Transects surveyed on 1; 30 July 2019; 1 August 2019; 6 August 2019 GCPs surveyed on: 19 July 2019; 30 July 2019; 6 August 2019 CPs, Transects surveyed on 1; 16 July 2020; 24 July 2020 GCPs surveyed on: 29 April 2020; 3 May 2020; 8 May 2020 | Yes |
| UR         | 10 July 2020  | 496                                 |                 |                         | No                              |
| UR-3       | 22 August 2019 | 46                                  | 288              | CPs, Transects surveyed on: 22 August 2019 GCPs surveyed on: 6 August 2019 CPs, Transects surveyed on: 7 August 2020 GCPs surveyed on: 8 May 2020 | Yes |
|           | 6 August 2020 | 288                                 |                 |                         | No                              |
| UR-2       | 23 August 2019 | 46                                  | 364              | CPs, Transects surveyed on: 23 August 2019 GCPs surveyed on: 19 July 2019; 6 August 2019 CPs, Transects surveyed on: 24 July 2020 GCPs surveyed on: 3 May 2020 | Yes |
|           | 24 July 2020  | 365                                 |                 |                         | No                              |
| UR-1       | 30 July 2019  | 46                                  | 469              | CPs, VCPs, Transects surveyed on: 30 July 2019; 1 August 2019 GCPs surveyed on: 19 July 2019; 30 July 2019 CPs, VCPs, Transects surveyed on: 16 July 2020 GCPs surveyed on: 16 July 2020 | NA |
|           | 16 July 2020  | 460                                 |                 |                         | NA                              |
| LR         | 19 July 2019  | 61                                  | 289              | For both LR dates: Opportunistic GCPs and VCPs surveyed on 19 July 2019; 9 August 2019; 11 September 2019; 22 May 2020 | NA |
|           | 5 August 2020 | 289                                 |                 |                         | NA                              |

1 Survey measurements from lower-flying-height areas were applied to UR assessments if they were collected within approximately two weeks before or after the UR flight date. 2 Total station measurements rather than Hiper Lite +; 1 VCP used for LR was surveyed with a Topcon Total Station using two of the Hiper Lite + measured points due to poor satellite signal in the downriver area of that reach (11 September 2019 measurement set). These total station measurements were primarily collected for separate work not presented herein.

2.3.2. Topographic Measurements

Data collection that accompanied UAV flights frequently included field photographs taken from the ground and topographic measurements mainly completed with a GPS+ RTK Topcon Hiper Lite+ system (Table 1), with a rover and a base set over a known point [65]. See S1, S2, and the Data Availability section for information on topographic data and processing. It is important in UAV workflows to have visibly distinguishable features with measured locations in study areas for georeferencing and processing the UAV imagery as well as for evaluating the UAV products' topographic accuracy. We installed and surveyed ground control points (GCPs), with most markers created from rebar and orange rebar caps (Figure 4A), throughout UR with the goal of at least 15 GCPs per sub-area for use in SfM image processing following GCP layout design recommendations from Agüera-Vega et al. (2017) [66]. We did not install rebar at LR, but rather surveyed existing markings (e.g., painted parking lot lines) throughout the area to use as markers.
We surveyed additional markers throughout UR-1 (Figure 4B) and LR, the most easily navigable study areas on foot, during their sample times to serve as visual check points (VCPs). The Agisoft software uses GCP information to build the UAV products (DSM, orthomosaic, point cloud, etc.), therefore the GCP-based accuracy metrics reported by the software tend to provide an overly optimistic perspective of model topographic accuracy since those points were used to correct the model. VCPs, on the other hand, provide a topographic accuracy assessment separate from the GCPs within the Agisoft software, thereby providing a more realistic estimate of model accuracy (GCP and VCP implementation in Agisoft further discussed further in Section 2.4). The GCP configurations per area varied slightly across the sampling dates, but generally remained consistent by trying to distribute GCPs evenly across the site and not in lines [67–69]. Our VCP layout designs followed the same strategies recommended from previous literature for GCPs but with a smaller marker count [66–69].

![Example GCPs and VCPs](image)

**Figure 4.** Example GCPs and VCPs. Illustrative field photographs of an example (A) rebar ground control point (surveyed on the top center of the orange cap), (B) visual check point (a yellow tile with a black cross marking its surveyed center), and (C) a non-rebar, opportunistic ground control point found in a pavement marking corner at the survey rod’s tip.

In addition to GCPs and VCPs, we surveyed checkpoints (CPs) throughout the UR study areas across a variety of terrain types, and recorded terrain notes at each surveyed CP. CPs served as an additional topography accuracy assessment outside of the Agisoft software (discussed in Section 2.5) and provided reference data for training and evaluating vegetation classification algorithms (discussed in Section 2.6). CPs were unmarked surveyed points throughout the landscape, unlike the physical markers in the field used for GCPs and VCPs. Vegetation CPs included accompanying vegetation height measurements made at the surveyed points. To record vegetation height, we generally used a tape measure placed from the bottom of the survey rod extended to the height of the vegetation closest to the rod. Vegetation height measurements were collected for all herbaceous and shrub species encountered while collecting CPs. Tree heights were not measured in the field. The CPs were surveyed throughout the areas with some bias due to site navigability (e.g., CPs concentrated in and around the stream channel). However, we made efforts to try to capture the heterogeneity of the landscape by collecting CPs in these broad categories (if applicable) throughout the extent of the areas: vegetation (herbaceous and shrub cover), dry terrain (e.g., logs, exposed sand or gravel), and wet cover (e.g., points within the streambed). The number of CPs collected per study area sampling time varied (e.g., from 61 CPs collected for the UR-1 30 July 2019 sampling time to 274 CPs collected for the UR-1 16 July 2020 sampling time, see Data Availability section for details). CP collection was more opportunistic as we navigated the site for fieldwork tasks in 2019 and became more systematic in 2020 (e.g., walking 10 or 15 step intervals in the stream channel in UR-1 and UR-2 and collecting CPs across the different categories at each interval) to better ensure site coverage and to collect water’s edge points to enable refraction correction methods in potential future work.

We surveyed transects in conjunction with flight times by walking a set number of steps (5 or 10 step intervals) and surveying points between stakes driven at the far
ends of the reservoir (Figure 5). Smaller step intervals (3 steps) were sometimes used in
the stream channel to provide more surveyed points in wet cover for comparison to the
UAV DSMs or to capture features such as bars if present. The transects were primarily
collected for comparison to the UAV DSM results, but we intended for them to also serve
as geomorphic measures by collecting measurements along the same transect lines pre-
and post-dam removal to capture channel shape changes. We placed the transects one per
lower-flying-height area to cover the extent of UR and keep track of features that could
change post-dam removal (e.g., large beaver dam in UR-2). We noted terrain type and
vegetation height (if applicable to the point) at each surveyed transect point like we did
with the CP measurements.

2.4. Structure from Motion

We processed the UAV imagery in Agisoft PhotoScan Professional version 1.4.x to
create orthomosaics and DSMs for each study area flight date in Table 1 [31]. In general,
the SfM workflow consisted of: (1) adding raw photo files for a flight date to a Pho-
toScan project, (2) letting image EXIF data autofill camera calibration parameters, (3) es-
timating images’ quality and disabling photos with a quality index below 0.5, (4) align-
ing the images to create a sparse point cloud model (a 3D representation of the tie point
data, where tie points are matches between key points detected on two or more different
images), (5) georeferencing the model by marking GCPs (and VCPs, if applicable) in im-
ages and inputting their surveyed coordinates, (6) optimizing camera positions based on
GCPs, (7) building the dense point cloud (a 3D representation of dense point data, which
is produced by calculating depth information for each camera to be combined into a sin-
gle dense point cloud based on the estimated camera positions), (8) building the DSM (a
2D raster where the cell values represent surface elevations, in this case rasterized from
the dense point cloud data), (9) building the mesh (a 3D polygonal mesh model, in this
case constructed from the dense point cloud data), (10) performing color calibration
across the images based on the mesh, and (11) building the orthomosaics (a mosaic of or-
thorectified images, where orthorectified images are geometrically corrected aerial pho-
tographs such that the scale is uniform). We exported the orthomosaic and DSM for each
flight date along with a processing report, which included topographic accuracy metrics
based on the GCP and VCP (if applicable) markers. VCPs are marked in the aerial im-
agery in the same way as GCPs in the Agisoft software. However, VCPs are “un-
checked” during processing to reserve them for separate accuracy assessments while
GCPs are “checked” to indicate their use in georeferencing and other processing steps.
The general workflow, from adding photos to the project to exporting the products, is
outlined in the PhotoScan manual, and we refer readers to this document to familiarize

Figure 5. Map of Conventional Measurements. Locations of the conventional measurements (vegeta-
tion plots and survey transects) made throughout UR. Example measurements are shown over the
2019 UR orthomosaics.

2.3.3. Vegetation Plots

We placed vegetation plots haphazardly along the transects established within UR in
areas that received frequent inundation and were dominated with hydrophytic vegetation
adapted to the fluctuating hydrology. We anticipated the vegetation communities in these
areas would respond with the rapid changes in hydrology expected to occur following dam
removal. Given the periodical inundated conditions within UR prior to dam removal, we
were limited to establishing the vegetation plots in areas where most herbaceous vegetation
could be assessed in the western portion of UR (Figure 5). We sampled the vegetation plots
in August 2019 following methods outlined in the Stream Barrier Removal Monitoring
Guide (SBRMG) [1]. The COVID-19 pandemic prevented vegetation plot sampling in 2020.
We used an illustrative percent cover guide in the field to estimate percent cover for each
species. Species’ coverages were noted as cover classes (Appendix A). Our definitions
for vegetation structure were adapted from the SBRMG as follows: herbaceous cover was
vegetation less than 0.9 m (3 ft) in height, shrub cover was 0.9 m (3 ft) to 6.1 m (20 ft), and
tree cover was >6.1 m (20 ft). Herbaceous plants were evaluated within a 1.5 m (5 ft) radius
from a vegetation plot center, shrub plants within a 4.5 m (15 ft) radius, and tree cover
within a 9 m (30 ft) radius. To calculate total vegetation cover values for each vegetation
structure class, we summed the estimated cover for the species in each structure class according to their cover class ranges to provide the range of total vegetation cover for each structure class per plot. Then, we averaged the total high and low values for each structure layer per plot to provide a mean cover estimate.

2.4. Structure from Motion

We processed the UAV imagery in Agisoft PhotoScan Professional version 1.4.x to create orthomosaics and DSMs for each study area flight date in Table 1 [31]. In general, the SfM workflow consisted of: (1) adding raw photo files for a flight date to a PhotoScan project, (2) letting image EXIF data autofill camera calibration parameters, (3) estimating images’ quality and disabling photos with a quality index below 0.5, (4) aligning the images to create a sparse point cloud model (a 3D representation of the tie point data, where tie points are matches between key points detected on two or more different images), (5) georeferencing the model by marking GCPs (and VCPs, if applicable) in images and inputting their surveyed coordinates, (6) optimizing camera positions based on GCPs, (7) building the dense point cloud (a 3D representation of dense point data, which is produced by calculating depth information for each camera to be combined into a single dense point cloud based on the estimated camera positions), (8) building the DSM (a 2D raster where the cell values represent surface elevations, in this case rasterized from the dense point cloud data), (9) building the mesh (a 3D polygonal mesh model, in this case constructed from the dense point cloud data), (10) performing color calibration across the images based on the mesh, and (11) building the orthomosaics (a mosaic of orthorectified images, where orthorectified images are geometrically corrected aerial photographs such that the scale is uniform). We exported the orthomosaic and DSM for each flight date along with a processing report, which included topographic accuracy metrics based on the GCP and VCP (if applicable) markers. VCPs are marked in the aerial imagery in the same way as GCPs in the Agisoft software. However, VCPs are “unchecked” during processing to reserve them for separate accuracy assessments while GCPs are “checked” to indicate their use in georeferencing and other processing steps. The general workflow, from adding photos to the project to exporting the products, is outlined in the PhotoScan manual, and we refer readers to this document to familiarize themselves with SfM photogrammetric processing [31]. Details of the parameters used in each step of the SfM workflow in PhotoScan are in S3.

2.5. Evaluating the Z Accuracy of the DSMs by Terrain Type

In addition to the GCP- and VCP-based topographic accuracy metrics reported by PhotoScan, we examined the accuracy of the DSMs relative to the CP and transect data across a variety of terrain types. We extracted the DSM values at the XY locations of the surveyed CPs and transect points in GIS. Using the surveyed elevations and extracted DSM values across the available areas and flight dates (Table 1), we examined trends in the DSMs’ Z accuracy across different terrain categories: vegetation, dry terrain (e.g., exposed ground or wood), and submerged terrain (e.g., substrate). We overlaid the surveyed points on the corresponding orthomosaics to visually inspect and verify the terrain type of each point noted in the field against the conditions at the time of imagery capture.

2.6. Classifying Vegetation Structure

2.6.1. Classification Methodology and Thematic Accuracy

We used the SfM products and ML to classify and quantify vegetation structure cover throughout the reservoir and evaluate changes pre-/post-dam removal. The classification schema consisted of four classes: three vegetation structure classes that followed the same height definitions for herbaceous (“herb”), shrub, and tree cover based on the SBRMG, and an “other” class that represented non-vegetative cover.

We used the support vector machine (SVM) algorithm in ArcGIS Pro along with a 2-band raster featureset made from the SfM products for classifying vegetation structure
in study areas with ground reference data, where ground reference data were CPs and transect points with accompanying vegetation height measurements. One band of the raster featureset represented Green Leaf Index (GLI) values and one band represented DSM elevation values (hereafter referred to as “GE” featuresets, “G” for GLI and “E” for elevation). An advantage of the SVM algorithm is its insensitivity to the amount of training data, which can make it a good choice for classification tasks with limited training samples [70–72]. The algorithm has been successfully used in vegetation mapping applications [53]. We trained eight SVM classifiers, each specific to one sampling time’s ground reference data and GE featureset. We could not collect ground reference measurements in LR’s stream environment due to site access restrictions, and therefore did not classify vegetation structure at LR.

We reasoned that the GE featureset contained the basic information for the SVM to classify vegetation structure: a vegetation index to help separate vegetative cover from non-vegetative cover, and elevation information to help distinguish between vegetation structure types assuming the landscape was relatively flat [73]. We calculated GLI values across each orthomosaic using their red, green, and blue band digital values [74]:

\[
GLI = \frac{2 \times \text{Green} - \text{Red} - \text{Blue}}{2 \times \text{Green} + \text{Red} + \text{Blue}}. \tag{1}
\]

We chose to use this index over other visible vegetation indexes since there is evidence that it is better for highlighting vegetation compared to the visible atmospherically resistant index and the visible atmospherically resistant indices green [75]. GLI values range from −1 to 1. Negative GLI values tend to be soil/non-living cover while positive values are green leaves and stems [74]. We rescaled the values of each GLI and DSM raster band from 0 to 100 using linear min–max rescaling to make their magnitudes comparable. The rescaled GLI and elevation bands composited together formed each GE featureset.

We manually digitized sample polygons, based on the ground reference data and visual interpretation of the orthomosaics and DSMs, to train and evaluate the SVM classifiers. We did not measure tree heights in the field, but tree cover was visually discernible in the orthomosaics and DSMs for digitization. We digitized a total of seven training polygons per class and three test polygons per class per sampling time. We used GE featureset values within the training sample polygons to train each SVM classifier. A maximum of 500 samples (pixels) per class were drawn from across the training polygons for training. We used each GE featureset and its corresponding trained SVM classifier to classify the pixels across the entire featureset, providing a map of vegetation structure throughout an area at a given sampling time. We evaluated the SVM classifiers’ accuracies by drawing 500 test samples (pixels) per class from each set of test polygons and classified results to compute confusion matrices, Kappa statistics, and overall accuracy values. The Kappa statistic levels of agreement were interpreted following McHugh (2012) [76]. The tools in ArcGIS Pro used to complete this classification workflow included (1) the “Raster Calculator” tool, “Rescale by Function” tool, and “Composite Bands” tool to create the GE featuresets from the DSMs and orthomosaics, (2) the “Training Samples Manager” tool to digitize the train and test polygons, (3) the “Train Support Vector Machine” tool for training each SVM classifier, and (4) the “Create Accuracy Assessment Points”, “Update Accuracy Assessment Points”, and “Compute Confusion Matrix” tools for the thematic accuracy assessment. Comparable tools in other GIS software could also be used to complete the workflow.

2.6.2. Landscape-Level Results and Comparison to Boots-on-Ground Vegetation Plot Data

We used the classified vegetation maps in GIS to calculate percent cover of each class in manually digitized vegetation assessment areas that encompassed each UR study area, providing estimates of landscape-level changes. We also compared the results from the UAV approach to the conventional vegetation plot data. To do so, we replicated the vegetation plot radii used for in-field assessments in GIS by buffering the surveyed plot center locations following the SBRMG assessment radii for each vegetation structure type. We calculated percent cover of each vegetation structure class according to the classification
results for each plot’s corresponding assessment radii and compared them to the in-field mean structure cover estimates. The summer 2019 classification results were used for each study area to match when the in-field vegetation data were collected (Table 1). In addition, we compared the UR classification results to the UR-3 results relative to in-field vegetation plot data to gain perspective of how flying height and ML training sample distribution may have impacted the classification results.

2.7. Mapping and Quantifying Geomorphic Change

2.7.1. Creating DSMs of Difference and Vegetation Masks

We used SfM to map relative erosion and deposition and estimate sediment volume changes post-dam removal by creating DSMs of difference (DoDs), which are made by subtracting one DSM from another (we used the “Raster Calculator” tool available in ArcGIS Pro) and show elevation changes for each study area. Mapping vegetation was useful for removing its influence from geomorphic assessments, helping to minimize topography changes associated with vegetation rather than earth in the SIM DoDs. RGB vegetation indices can classify and remove vegetation in SIM point clouds to make digital elevation models representing bare earth from DSMs with vegetation cover [77]. However, using this approach at sites with dense vegetation cover throughout the area, such as the UR study areas, would result in many points being removed across the landscape. Instead, we created vegetation masks from the UAV classification results for each of the DoDs’ most recent sampling date that masked vegetation cover from each DoD. A visually estimated GLI threshold was used to create a vegetation mask for the LR DoD since no classification data were available. Creating the vegetation masks in GIS involved using the “Raster Calculator” tool to create binary rasters that distinguished vegetation cover (combined “herb”, “shrub”, and “tree” classes) from non-vegetation cover (other class), converting the binary raster to polygons using the “Raster to Polygon” tool, and deleting the polygons with values that were not to be included in the mask (polygons that represented the “other” class).

2.7.2. Adding Minimum Level of Detection Threshold Masks

The changes shown in DoDs can be a result of the DSMs’ spatial error and not true topographic change. Marteau et al. (2017) and Brasington et al. (2003) used the following equation to calculate minimum level of detection (minLoD) thresholds to detect significant, low magnitude geomorphic changes in DoDs [38,78]:

$$\text{minLoD} = t \sqrt{(\varepsilon_{DSM1})^2 + (\varepsilon_{DSM2})^2},$$

where $Z_2$ and $Z_1$ are the elevation in a given cell of the most recent and older DSM, respectively, $\varepsilon_{DSM2}$ and $\varepsilon_{DSM1}$ are their respective error terms, and $t$ is the critical $t$-value at the chosen confidence level. If the difference in elevation between two DSMs in a given cell ($Z_2 - Z_1$) was smaller than the minLoD threshold, then the change was considered uncertain at the chosen confidence interval following Marteau et al. (2017) [38]. Their approach was adapted for this study by using marker error metrics reported by PhotoScan; GCP error metrics were used when no VCP data were available for a sampling time. The standard deviation of each GCP or VCP marker set’s $Z$ error was calculated for each sampling time and used as the $\varepsilon_{DSM}$ variables. A critical value ($t$) of 1.96 was used in Equation (2) for a 95% confidence interval.

We made minLoD masks from binary rasters that represented absolute elevation differences from the DoDs that were either greater than or less than the minLoD values. Making the minLoD masks in GIS involved using the “Raster Calculator” tool to create the binary rasters, the “Raster to Polygon” tool, and then deleting the polygons not to be included in the mask (polygons that represented areas that had absolute elevation differences greater than the minLoD threshold). The vegetation and minLoD masks were merged using the “Merge” and “Dissolve” tools. The output was used in the “Symmetrical
Difference” tool in conjunction with a large manually digitized polygon that covered the DoD extent. Then, the output from the “Symmetrical Difference” tool along with manually digitized geomorphology assessment area polygons were used to clip the DoD rasters so that only non-vegetated, significantly changed areas of the DoDs within the assessment areas had raster values. These “fully masked” DoDs visualized the spatial distribution of erosion and deposition post-dam removal.

2.7.3. Calculating Volume Changes within Geomorphic Assessment Areas

We created rasters representing volumetric change per pixel rather than elevation change by multiplying the values of the fully masked, clipped DoDs by the surface area represented by each pixel when projected using NAD 1983 (2011) StatePlane New Hampshire FIPS 2800 (Meters), allowing us to estimate in GIS the volumes of erosion, deposition, and net change each geomorphology assessment area experienced post-dam removal. We ignored the influence of changing woody debris on the geomorphology assessments in this study, as mapping woody debris was outside the scope of this work and was treated as “other” cover in the classification schema. The assessment area polygons for the geomorphic assessments were drawn to avoid obvious large woody debris (e.g., fallen trees) and overhanging branches.

3. Results

3.1. UAV Model Topographic Accuracy

3.1.1. GCP- and VCP-Based Topographic Accuracy Metrics from PhotoScan

The orthomosaics, DSMs, and PhotoScan processing reports used herein are in the Data Availability section along with other items such as the UAV photos, and boots-on-ground topographic and vegetation plot data. Error in PhotoScan is the difference in the corresponding coordinate (X, Y, Z) between the surveyed marker location and the estimated marker location from SfM. According to these metrics included in the PhotoScan processing reports, the largest error most frequently came from the Z coordinate in the UAV models used for monitoring restoration impacts in the Bellamy River Reservoir (Table 2).

3.1.2. CP-Based Z Accuracy Evaluation by Terrain Type

The terrain-specific topographic assessments performed in GIS revealed that dry, unvegetated surfaces tended to be modeled the most accurately in the UAV DSMs relative to the boots-on-ground CP and transect point measurements while the elevations of vegetated surfaces tended to be underestimated (lower than actual) and elevations of wet (submerged) surfaces tended to be overestimated (higher than actual) (Figure 6; Table 3). We show the higher-flying-height results separately from the lower-flying-height results (Figure 6; Table 3) since the time difference between the ground reference data collection and flights increased the uncertainty associated with the higher-flying-height elevation differences (Table 1).
Table 2. GCP and VCP Error Metrics. GCP and VCP error metrics from the processing reports generated by PhotoScan, which are the root-mean-square error for all the GCP or VCP markers for each coordinate. “Total” implies averaging over all the GCP locations or VCPs [31].

| Study Area | Flight Date [dd/mm/yyyy] | Number of GCPs | X GCP Error (cm) | Y GCP Error (cm) | Z GCP Error (cm) | Total GCP Error (cm) | Number of VCPs | X VCP Error (cm) | Y VCP Error (cm) | Z VCP Error (cm) | Total VCP Error (cm) |
|------------|--------------------------|----------------|------------------|------------------|------------------|---------------------|----------------|----------------|------------------|------------------|---------------------|
| UR         | 14 August 2019           | 27             | 3.42             | 3.08             | 3.39             | 5.71                | NA             | NA             | NA                | NA                | NA                  |
|            | 10 July 2020             | 27             | 3.27             | 3.28             | 3.78             | 9.98                | NA             | NA             | NA                | NA                | NA                  |
| UR-3       | 22 August 2019           | 14             | 1.74             | 1.93             | 2.07             | 3.32                | NA             | NA             | NA                | NA                | NA                  |
|            | 6 August 2020            | 12             | 1.07             | 1.76             | 5.02             | 6.34                | NA             | NA             | NA                | NA                | NA                  |
| UR-2       | 23 August 2019           | 19             | 3.46             | 8.53             | 4.39             | 10.20               | NA             | NA             | NA                | NA                | NA                  |
|            | 24 July 2020             | 19             | 1.65             | 1.49             | 3.31             | 3.69                | NA             | NA             | NA                | NA                | NA                  |
| UR-1       | 30 July 2019             | 15             | 1.92             | 2.26             | 5.57             | 6.31                | 9              | 5.95           | 6.61             | 6.28             | 10.89               |
|            | 16 July 2020             | 12             | 1.56             | 2.37             | 4.72             | 5.51                | 9              | 1.39           | 1.66             | 3.28             | 3.92                |
| LR         | 19 July 2019             | 20             | 4.91             | 4.78             | 6.37             | 9.35                | 10             | 6.55           | 6.47             | 6.66             | 11.56               |
|            | 5 August 2020            | 20             | 5.36             | 5.02             | 5.68             | 9.28                | 9              | 6.42           | 5.16             | 6.88             | 10.73               |

Table 3. Surveyed vs. UAV Z Error Statistics by Terrain. Z error statistics for the DSMs across terrain categories using the transect point and checkpoint measurements as reference.

| Relative Flying Height | Terrain Type | Number of Points | Average Elevation from DSM (m) - (Surveyed Elevation + Vegetation Height Noted in Field (m)) | Median | Minimum | Maximum | St. Dev. | RMSE |
|------------------------|--------------|-----------------|-----------------------------------------------------------------------------------------------|--------|---------|---------|---------|------|
| Low 1                  | Dry          | 109             | 0.003                                                                  | 0.006  | −0.182  | 0.231  | 0.066  | 0.066 |
|                        | Wet          | 362             | 0.213                                                                  | 0.145  | −0.135  | 1.499  | 0.240  | 0.321 |
|                        | Vegetation   | 414             | −0.135                                                                | −0.072 | −1.899  | 0.608  | 0.277  | 0.308 |
| High 2                 | Dry          | 101             | −0.031                                                                | −0.042 | −0.243  | 0.152  | 0.067  | 0.074 |
|                        | Wet          | 225             | 0.225                                                                  | 0.131  | −0.124  | 1.257  | 0.252  | 0.338 |
|                        | Vegetation   | 232             | −0.204                                                                | −0.215 | −1.308  | 0.682  | 0.259  | 0.330 |

1 “Low” relative flying height refers to Z measurement comparisons made using the UR-1, UR-2, and UR-3 DSMs with the surveyed points for those flight dates; 2 “High” relative flying height refers to Z measurement comparisons made using the UR DSMs with surveyed measurements that were within approximately 2 weeks before or after the UR flight dates.
Figure 6. Surveyed vs. UAV Elevations by Terrain. Differences between the UAV-generated DSM elevations compared to the transect point and checkpoint topographic measurements corrected for vegetation height (if applicable to the point) noted in the field relative to a 1:1 line. Annotated field photographs are included to illustrate examples of the terrain types in the field.

3.2. Boots-on-Ground Vegetation Plot Data vs. UAV Classified Vegetation Cover

The UAV vegetation classification approach tended to underestimate herbaceous cover and overestimate shrub cover relative to the in-field vegetation plot data, while tree cover estimates were more comparable between the two methods (Figure 7). The lower-flying-height classification results with ML training samples more concentrated around the plot locations generally provided more comparable estimates of vegetation cover relative to the in-field plot data than the higher-flying-height results with ML training samples distributed throughout UR (Figure 8). The lower-flying-height UR-2 classification results were not compared to the higher-flying-height UR results (Figure 8) or included in the more general UAV vs. conventional plot results comparison (Figure 7) because the two plots in UR-2 were located towards the edge of the UAV products where the quality of the modeled surface was compromised due to lack of overlapping images (S4). Appendix A contains the in-field, structure-level vegetation plot results.

Figure 7. UAV vs. Vegetation Plot Cover. A comparison of the vegetation classification results across the structure types from the in-field and UAV approach. These data included classification results from UR for all eight vegetation plots, data from UR-3 for the corresponding six plots captured from the lower flying height (Up 3, Up 4, Up 5, Up 6, Up 7, and Up 8), but not data from UR-2’s classified results.
3.3. Landscape-Level UAV Vegetation Structure Cover Results

3.3.1. Landscape-Level Vegetation Maps Pre-/Post-Restoration and Complications

The lower-flying-height flight paths for UR-3, UR-2, and UR-1 resulted in some DSM local distortions in tree cover, explained by insufficient image overlap for SfM due to the UAV’s fixed flying height above ground level relative to the height of the tree canopy surface (Figure 9). Areas affected by local distortions were often misclassified. According to the UAV vegetation maps (Figure 10), UR experienced an increase in vegetation cover as a whole (decrease in “other” cover) and a decrease in herbaceous cover in most of the study areas, with the replacement of herbaceous cover with shrub cover noticeably observed in UR-3 and UR-1. These changes were supported by field observations. An increase in tree cover was observed in the UAV results for the most upriver area of UR (Figure 10). However, this new “tree” cover was likely a result of classification inaccuracy. It would take longer than a year for trees to grow in the floodplain following dam removal, but vegetation could have grown taller or other taller species could have established. The misclassified tree cover may have been due to elevation anomalies in the training samples provided to the 2020 UR SVM (Figure 11). There was an increase in overlap between the elevation values for the tree and other vegetation classes in the 2020 training samples compared to the clear separation in the 2019 training samples.

3.3.2. Thematic Accuracy of Vegetation Classification Results

The accuracy metrics calculated from the test samples indicated that the vegetation structure maps were acceptably accurate (Table 4), with overall accuracies ranging from 83% to 100%. According to the confusion matrices (Appendix B), most confusion generally occurred between the herbaceous and shrub classes.
According to the UAV vegetation maps (Figure 10), UR experienced an increase in vegetation cover as a whole (decrease in “other” cover) and a decrease in herbaceous cover in most of the study areas, with the replacement of herbaceous cover with shrub cover noticeably observed in UR-3 and UR-1. These changes were supported by field observations. An increase in tree cover was observed in the UAV results for the most upriver area of UR (Figure 10). However, this new “tree” cover was likely a result of classification inaccuracy. It would take longer than a year for trees to grow in the floodplain following dam removal, but vegetation could have grown taller or other taller species could have established. The misclassified tree cover may have been due to elevation anomalies in the training samples provided to the 2020 UR SVM (Figure 11). There was an increase in overlap between the elevation values for the tree and other vegetation classes in the 2020 training samples compared to the clear separation in the 2019 training samples.

Figure 9. DSM Local Distortions in Tree Cover. (A) Illustration of how insufficient overlap can occur when flying over taller vegetation from a set launch point on the ground. In this illustrated example, the UAV was set to fly at 30 m AGL. Graphics were from www.pixabay.com (accessed 4 March 2022). (B) A section of tree cover from UR-3’s 22 August 2019, orthomosaic; note the missing RGB data in the tree cover. (C) The same area’s corresponding DSM; note the local distortions in the trees due to insufficient image overlap. (D) The same area’s corresponding vegetation classification results; note how sections of tree cover were misclassified.
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Table 4. Accuracy Metrics of UAV Vegetation Classifications. Kappa statistics and overall accuracies for the vegetation classification results calculated from the test samples. Full confusion matrices are available in Appendix B.

| Study Area | Flight Date [dd/mm/yyyy] | Kappa Value | Kappa Interpretation (Following McHugh 2012) | Overall Accuracy |
|------------|--------------------------|-------------|---------------------------------------------|------------------|
| UR         | 14 August 2019, 10 July 2020 | 0.98, 0.90 | Almost perfect agreement, Strong agreement | 99%, 92%         |
| UR-3       | 22 August 2019, 6 August 2020 | 0.98, 0.77 | Almost perfect agreement, Moderate agreement | 98%, 83%         |
| UR-2       | 23 August 2019, 24 July 2020 | 0.89, 0.99 | Strong agreement, Almost perfect agreement   | 92%, 99%         |
| UR-1       | 30 July 2019, 16 July 2020 | 1.00, 0.85 | Almost perfect agreement, Strong agreement   | 100%, 89%        |

3.4. Boots-on-Ground Transects vs. UAV DSMs for Evaluating Post-Restoration Channel Changes

The surveyed transects provided elevation profiles showing differences pre-/post-dam removal (Figure 12). Due to insufficient overlap between the 2019 and 2020 surveyed paths for UR-3 and UR-2, it was inconclusive whether the changes shown were true
geomorphic changes or simply different areas being surveyed each sampling time. The paths for UR-2 and UR-3 were challenging to consistently navigate on the ground due to changes in channel shape between 2019 and 2020, the taller vegetation obscuring the view of the end locations of the paths, and the more complicated channel intersections at UR-2. The surveyed paths for the UR-1 transect were more consistent as it was easier to precisely walk the survey path across the relatively simpler terrain. Therefore, elevation differences captured in this transect more likely reflect true geomorphic change. Based on the reliable transect, UR-1 experienced erosion in the instream channel and deposition on its bank following dam removal. The conventional transects also provided data to illustrate elevation differences between the surveyed ground and the DSM elevations extracted from the same XY locations (Figure 12), such as where vegetation cover influenced the DSM elevations to be higher than the ground or where refraction influenced the DSM elevations to be higher than the streambed. These comparisons illustrate why it was necessary to try to minimize the influence of vegetated cover from the DoDs via the vegetation masks. Despite these influences, the same pattern of erosion and deposition in UR-1 observed in the surveyed transects was seen in the DSM transects (Figure 12).

Figure 12. Cross-sections. Cross-section plots of the conventional survey transects (“conventional”), and DSM values extracted at the same XY locations (“DSM”) showing changes pre-/post-dam removal. The “DSM” transects illustrate influences of vegetation and refraction in the DSM elevations relative to the “conventional” transects, examples of which are noted in the profiles. The yellow stars on the accompanying maps indicate the side of the transect where the 0 m point resides.
3.5. Landscape-Level UAV Geomorphic Change Results

3.5.1. Post-Restoration Erosion and Deposition Mapped from Masked DoDs

Through the fully masked DoDs (minLoD thresholds used in the masks are presented in Table 5), we observed that erosion occurred throughout the instream environments of UR and LR (Figure 13) with some deposition occurring on the banks of UR-1 (Figure 13D) and in the most-upriver instream area of UR (Figure 13A). The areas of erosion and deposition detected in the DoDs largely agreed with field observations (UR-2 erosion examples provided in Figure 14). For additional perspective, the upper dam was 12 feet (3.66 m) high. Elevation changes detected in the LR DoD in the area closest to the former upper dam site were approximately −3 to −3.8 m (Figure 13E). Visually inspecting the UR orthomosaics revealed that the upriver deposition was related to beaver activity outside of our lower-flying-height study areas (Figure 15).

Table 5. Standard Deviations of Z Errors and minLoDs. The standard deviation of each sampling time’s VCP or GCP marker set’s Z errors reported by PhotoScan. The standard deviations were used as the εDSM variables in Equation (2) to provide the minimum level of detection threshold for each DoD.

| Study Area | Sampling Date | VCPs or GCPs Used | Standard Deviation of Z Errors (cm) | Minimum Level of Detection Threshold (cm) |
|------------|---------------|-------------------|-------------------------------------|-------------------------------------------|
| UR         | 10 July 2020  | GCPs              | 3.78                                | 9.94                                      |
|            | 14 August 2019| GCPs              | 3.39                                |                                           |
| UR-3       | 6 August 2020 | GCPs              | 5.02                                | 10.65                                     |
|            | 22 August 2019| GCPs              | 2.07                                |                                           |
| UR-2       | 24 July 2020  | GCPs              | 3.31                                | 10.77                                     |
|            | 23 August 2019| GCPs              | 4.39                                |                                           |
| UR-1       | 16 July 2020  | VCPs              | 3.10                                | 11.16                                     |
|            | 30 July 2019  | VCPs              | 4.78                                |                                           |
| LR         | 5 August 2020 | VCPs              | 6.85                                | 18.72                                     |
|            | 19 July 2019  | VCPs              | 6.66                                |                                           |

3.5.2. Post-Restoration Volume Changes within Geomorphic Assessment Areas

All study areas experienced net erosion following dam removal, while UR-1 experienced the most deposition and UR-2 experienced the most erosion of the lower-flying-height areas (Table 6).

Table 6. Sediment Budgets. Sediment budgets for the assessment areas calculated from the masked DoDs. Figure 13 illustrates the assessment areas. “DoD Pixel Size” refers to the projected pixel sizes (in NAD 1983 (2011) StatePlane New Hampshire FIPS 2800 (Meters)) used for calculating volume change.

| Study Area | More Recent Sample Time | Older Sample Time | DoD X and Y Pixel Size (m) | Erosion (m³) | Deposition (m³) | Net Change (m³) |
|------------|-------------------------|-------------------|----------------------------|--------------|----------------|-----------------|
| UR         | 10 July 2020            | 14 August 2019    | 0.05382                    | 2715.9       | 346.8          | -2369.1         |
| UR-3       | 6 August 2020           | 22 August 2019    | 0.03368                    | 406.5        | 0.6            | -405.9          |
| UR-2       | 24 July 2020            | 23 August 2019    | 0.03426                    | 957.8        | 5.6            | -952.2          |
| UR-1       | 16 July 2020            | 30 July 2019      | 0.02290                    | 428.5        | 32.7           | -395.8          |
| Lower-Flying-Height Areas Together 1 | See Above | See Above | See Above | 1792.8 | 38.9 | -1753.9 |
| LR         | 5 August 2020           | 19 July 2019      | 0.04534                    | 1024.0       | 7.5            | -1016.5         |

1 “Lower-Flying-Height Areas Together” reflects the sums of erosion, deposition, and net change across UR-1, UR-2, and UR-3. This provides a more conservative estimate of change focused on sections of the stream environment rather than the entire UR.
Table 5. Standard Deviations of Z Errors and minLoDs. The standard deviation of each sampling time’s VCP or GCP marker set’s Z errors reported by PhotoScan. The standard deviations were used as the $\epsilon_{DSM}$ variables in Equation (2) to provide the minimum level of detection threshold for each DoD.

| Study Area | Sampling Date | VCPs or GCPs Used | Standard Deviation of Z Errors (cm) | Minimum Level of Detection Threshold (cm) |
|------------|---------------|-------------------|------------------------------------|----------------------------------------|
| UR         | 10 July 2020  | GCPs              | 3.78                               | 9.94                                   |
|            | 14 August 2019| GCPs              | 3.39                               |                                        |
| UR-3       | 6 August 2020 | GCPs              | 5.02                               | 10.65                                  |
|            | 22 August 2019| GCPs              | 2.07                               |                                        |
| UR-2       | 24 July 2020  | GCPs              | 3.31                               | 10.77                                  |
|            | 23 August 2019| GCPs              | 4.39                               |                                        |
| UR-1       | 16 July 2020  | VCPs              | 3.10                               | 11.16                                  |
|            | 30 July 2019  | VCPs              | 4.78                               |                                        |
| LR         | 5 August 2020 | VCPs              | 6.85                               | 18.72                                  |
|            | 19 July 2019  | VCPs              | 6.66                               |                                        |

Figure 13. UAV DoDs per Study Area. The fully masked (for vegetation and minLoD) DoDs made for each study area, which show erosion and deposition that occurred following dam removal. (A) UR. (B) UR-3. (C) UR-2. (D) UR-1. (E) LR. The orthomosaics are from the 2020 sampling times. The pink polygons represent the areas for which each corresponding sediment budget was calculated, and geomorphic changes were only visualized within these polygons. The legend in (A) applies to all panels in this figure.
Figure 14. DoD vs. Field Observations. Field photographs illustrate how field observations support the patterns of erosion and deposition detected in the DoDs. Erosion examples from UR-2 are shown here. (A) The UR-2 DoD annotated with the locations of the erosion features shown in (B) a field photograph from 3 June 2020 (post-dam removal). Additional field photos are available in the Supplementary Material.

Figure 15. Changing Beaver Activity. The new location of a beaver dam in UR post-dam removal. (A) A zoomed in view of the 2019 UR orthomosaic with the UR assessment polygon in pink, illustrating the older beaver dam location. (B) The 2020 orthomosaic and same assessment area, but with an arrow noting the newer beaver dam location. A field photograph of the newer beaver dam is included.

4. Discussion

4.1. Differences in UAV Model Topographic Accuracy across Terrain Types

We expected that wet (submerged) areas’ elevations may be overestimated (higher than actual) in the DSMs due to refraction, and we observed this in the terrain-based elevation comparisons (Figures 6 and 12, Table 3). However, we did not apply refraction correction methods to the DSMs due to limitations discussed later in Section 4.6. Leaf-off conditions can result in the underestimation (lower than actual) of vegetation height in SfM topography [30], but leaf-on conditions were captured herein. Instead, the underestimation of vegetated surfaces may be related to the “Aggressive” depth filtering option used when creating the dense point clouds. Points representing individual plants could have been removed in the SfM filtering process as outliers (information on filter options is in the PhotoScan manual [31]), resulting in a smoothing of the vegetation surface. Meneses et al. (2018) also noted that automatic removal of outliers during SfM processing could have eliminated points corresponding to Phragmites reeds and consequently caused deviations in the heights represented in their elevation models, suggesting that the underestimation we observed may be a limitation of using UAV SfM to model similar vegetation types (e.g., grasses and reeds) [79].
4.2. Landscape-Level UAV Vegetation Structure Assessment

4.2.1. Thematic Accuracy Metrics Indicated Reliable Results

The UAV vegetation classification results had acceptable Kappa statistics, with most sampling times having strong or almost perfect agreement between the classified result and test samples (Table 4) [76]. The overall accuracies of these results on average (94%; Table 4) were comparable to the overall accuracy (up to 95%) reported by Ahmed et al. (2017) for mapping forest, shrub, herbaceous, bare soil, and built-up cover using UAV multispectral data and an object-based ML classification approach [47]. Most confusion occurred between the herbaceous and shrub classes (Appendix B). This confusion is not unusual in remote sensing classifications, as shrub composition tends to resemble forest and herbaceous vegetation since many of the same species are included in multiple structure classes and transitional shrub stages often exist along a continuum from herbaceous to forest cover [47].

4.2.2. UAV Captured Post-Restoration Changes Such as Vegetation Colonization and Succession

The UAV vegetation cover maps showed signs of vegetation succession [4,10,16] in UR. Colonization of dewatered sediments by pioneer herbaceous vegetation was noticeably observed in UR-1 and UR-2. We expected colonization to occur, as colonization can take as little as one month following dam removal [10,14–16]. We also expected that herbaceous cover would give way to shrubs and taller vegetation as the floodplain matures, and signs of this succession were detected in a short amount of time (within approximately 1 year; Figure 10). Based on these observations, vegetation succession can be expected to continue as the channel in the former reservoir reaches an equilibrium state and natural flow regimes are restored [4,20–22]. However, we noted patches of invasive species in the field, such as Phragmites and Lythrum salicaria (e.g., Figures S17, S69 and S70; see vegetation plot data in Data Availability section), in UR that preceded dam removal. Mapping specific species was outside the scope of this work, but invasive species can influence succession processes [80–82] and can interrupt the development of vegetation communities at dam removal sites [16]. On the other hand, dam removal case studies have shown that coverage of invasive species may not expand as expected following removal [83], and that colonization by invasive species can be less than expected [84]. We are uncertain whether invasive species will arrest the vegetation community’s development at UR, as a longer study period and methods that mapped vegetation species would be required.

4.2.3. UAV Flight Date Differences Could Have Impacted Observed Changes

When considering the UR-3, UR-2, UR-1, and UR vegetation results together, the upper reservoir generally experienced an increase in shrub cover and a decrease in “other” cover (Figure 10), in line with what could be expected to happen at former reservoir post-restoration following vegetation succession patterns [4,10,16]. However, the difference in UAV flight dates across the study areas’ paired sampling times may have influenced the observed changes for specific study areas. For example, replacement of shrub with herbaceous cover was detected in UR-2’s classification results (Figure 10). UR-2 was flown 23 August 2019 and 24 July in 2020, which may have introduced some differences in vegetation heights throughout the season. Class confusion between herb and shrub cover could have also played a role in this unexpected replacement of shrub cover with herbaceous cover (Appendix B).

4.2.4. Considerations of Local Distortions in Canopy Cover

We observed some local distortions in tree cover in the DSMs related to image acquisition and SFM processing (Figure 9). Tree cover in the reservoir often existed on the edges of the areas that the UAV was programmed to capture, which increased the chance of DSM local distortions due to the fewer overlapping images of an area. These local distortions were often misclassified since the elevation values did not represent the actual tree canopy elevation (Figure 9D). This suggests that if tree cover is a priority for a restoration
project, the UAV should be programmed to fly high enough over the tree canopy to capture sufficient image overlap for SFM.

Anomalies in DSM tree canopy (local distortions, Figure 9C; “holes”, S5) may partially explain why there was an estimated increase in tree cover in the UR results that was not observed in the field or in the orthomosaics (Figure 10). The 2019 UR training samples provided a clear distinction between the tree and other classes for the elevation feature (Figure 11). The 2020 tree training samples contained influences from DSM anomalies, resulting in outliers in the tree training elevation data and increasing overlap between classes for the elevation feature (Figure 11). Differences in the distribution of the training polygons throughout UR could have also played a role. The 2020 UR training polygons were drawn near UR-2 and UR-1 due to timing of ground reference measurements (Table 1). The 2019 training polygons were drawn across all three sub-areas. There is a slight upward slope throughout UR as you move upstream (difference of 2.4 or 2.7 m in the longitudinal profile from the Route 108 bridge to approximately 914 m upstream) [85], which suggests that the more limited distribution of training samples concentrated in the middle and downriver areas of UR could have impacted the robustness of the sampled elevation data applied across UR.

4.3. Comparing the Boots-on-Ground and UAV-Based Approaches for Vegetation Cover Assessment

4.3.1. UAV Provided a More Complete Perspective Than Spatially Limited Plots

The UAV maps provided more complete information on vegetation change than what would have been captured from the plots if we had been able to collect plot data in 2020, as much change occurred outside the plot radii. For example, much vegetation structure change was observed in UR-1 (Figure 10), which contained no plots (Figure 5). This demonstrates the advantage of using a landscape-scale approach rather than relying on vegetation plots with limited spatial coverage. This point was also emphasized by UR-2, where dewatered sediments outside of the main channel were colonized by herbaceous vegetation (Figure 10). The plots would have missed this due to their placement relative to the spatial extent of the colonization observed via UAV (Figures 5 and 10).

The COVID-19 pandemic prevented us from collecting vegetation plot data in summer 2020. Our UAV enabled safe collection of post-removal vegetation data that would have been missed if relying solely on conventional vegetation plot data in this study. Completing fieldwork during the pandemic emphasized the importance of flexible and adaptive methods for successful restoration monitoring, such as those enabled via UAV.

4.3.2. Limitations of Using a Passive Sensor vs. Boots-on-Ground Investigation

In general, the UAV approach tended to underestimate herbaceous cover and overestimate shrub cover relative to the conventional plot data (Figure 7). The UAV camera was a passive sensor that could not penetrate the vegetation’s surface to detect herbaceous cover underlying taller vegetation classes, while botanists in the field could investigate for underlying herbaceous species. The UAV results’ overestimation of shrub cover was likely due to classification inaccuracies, particularly resulting from confusion between the shrub and herbaceous classes (Appendix B).

4.3.3. Classification Results from Lower-Flying-Height and Spatially Concentrated Training Samples Better Matched Plot Data

The classification results from the lower-flying-height imagery generally provided vegetation structure coverages more comparable to the boots-on-ground plot data than the higher-flying-height imagery (Figure 8). The training samples provided to the lower-flying-height UR-3 classifier were more concentrated around the plot locations and likely more reflective of the vegetation within the compared vegetation plots than the training samples provided to the UR classifier that were drawn throughout UR. These findings suggest that if there is a sub-area of a restoration project site where vegetation change is a primary concern, it may be worthwhile to conduct lower-flying-height assessments with
ground reference data more specific to the vegetation therein but be mindful of the flying height if tree cover is a priority (Figure 9).

4.4. Landscape-Level UAV Geomorphic Assessment
4.4.1. UAV Captured Post-Restoration Changes Such as Changes in Channel Shape and Reservoir-Level Patterns of Erosion and Deposition

The DoD-based sediment budgets estimated that a net 2369 cubic meters (3099 cubic yards) of sediment eroded from UR (Table 5). Erosion was not limited to the downriver area of the reservoir closest to the dam. Rather, erosion was observed throughout much of the channel throughout UR (Figure 13). A headcut that seemingly originated from closer to the Route 108 bridge was observed in UR-1 (Figure S59), but additional erosion features were observed upstream of where this most downriver headcut was still making its way upriver. The early succession vegetation cover throughout UR was insufficient to fully stabilize the channel’s banks, as the channel was in a quasi-equilibrium state [22]. We suspect that much of this erosion was likely due to flow being more constrained following dam removal to the previously seasonal channel throughout UR, which resulted in degradation and channel widening. This degradation and channel widening was in line with how the channel could be expected to respond to the removal according to early-mid stages of stream channel evolution models [12,13,21,22].

The erosion in UR-3 and UR-2 likely contributed to the deposition observed in UR-1 (Figure 13; Table 5) as upstream reservoir erosion can supply sediments to the lower end of the reservoir [13]. Our field observations suggested that similar deposits may have occurred in UR-2 (Figure S42). However, the summer vegetation in the UAV products herein obscured these deposits; therefore, they were largely undetected in the UR-2 DoD. Please see the field photos in S7 and additional orthomosaics and DSMs not used herein in the Data Availability section for additional context of the observed changes. The UAV determined that UR-2 experienced the most erosion of the lower-flying-height areas (Table 6), which was likely due to the eroding banks and changes in stream planform UR-2 experienced relative to other sub-areas (Figure 13).

Sawaske and Freyberg (2012) found that out of the dam removals they studied that included active sediment management, none lost more than 15% of their impounded sediment volume [25]. This was also true for the Sawyer Mill dam removal project, as UR was estimated to contain 77,220 cubic meters (101,000 cubic yards) of sediment [57] and an estimated 2369 cubic meters (3099 cubic yards) of sediment net eroded according to the UR volume change estimate (Table 5)—approximately 3% of the impounded sediment volume. Therefore, the change that we observed was within what could be expected based on other dam removals that used active sediment management methods.

4.4.2. Trade-Offs of Not Using a Refraction Correction

Supplementing the uncorrected DoDs with other observations, such as field photographs, proved important for their evaluation. The changes detected in the DoDs largely agreed with field observations, as demonstrated by the examples in Figure 14. However, a headcut in the instream environment of UR-1 was not as pronounced in the erosion patterns observed in the DoD (Figure 13) as it was observed in the field (Figure S59) and in the orthomosaics (Data Availability section) likely due to the lack of refraction correction in the DSMs. This suggests that changes in channel planform and higher-level perspectives of where either erosion or deposition occurred were more reliably captured in the DoDs than accurate quantifications of changes in the instream environment using the methods herein. Nevertheless, general patterns of erosion and deposition observed in the UR-1 transect (Figure 12) and in many field observations (e.g., Figure 14) were successfully detected in the DoDs. This brings up an important consideration for others looking to use similar UAV-based SfM methods in river restoration applications: consider what level of accuracy is needed for the project goals in terms of measuring erosion, deposition, and calculating sediment budgets. If high accuracy is needed, we recommend implementing a refraction
correction approach, such as that of Woodget et al. (2019) [32]. This may require additional topographic measurements in the field to obtain the location of the water surface’s edge to ensure that the water’s surface can be accurately digitized post-fieldwork. If the project only requires higher-level, relative (pre-/post-restoration) changes to be mapped and estimated or relative planform changes are a priority, then using uncorrected DSMs like we did herein may be a simpler, acceptable approach despite the likely overestimation of submerged topography from SfM and greater uncertainty in the results. Either way, we suggest that UAV-based evaluation approaches offer a way to standardize and supplement dam removal monitoring.

4.5. Comparing the Boots-on-Ground and UAV-Based Approaches for Geomorphic Assessment

4.5.1. UAV Provided More Reliable Results for Detecting Geomorphic Change in Hard-to-Navigate Terrain

The erosion throughout UR was largely undetected via conventional surveying due to only one of the transects providing reliable geomorphic change measurements (Figure 12). The DoDs (Figure 13) were more reliable for detecting where erosion and deposition occurred than the transect survey measurements since the transect surveyed points were not precisely measured at the same XY locations over time (Figure 12). This mismatch was mainly due to logistical challenges from the survey transects being challenging to navigate on foot, whereas the accuracy of the UAV DSMs (Table 2) was more favorable for making more precise measurements of change across the landscape. Even if all the transects were measured precisely over time, the magnitude and extent of geomorphic change that occurred throughout UR (Figure 13; Table 5) would have likely gone unrecognized due to the limited perspective transects provide, and ecological changes that were detected via the DoDs, such as the changing beaver activity in the far upriver section of UR (Figure 15), would have been unacknowledged.

4.5.2. UAV Estimate of Volume Change vs. Contractor’s Estimate

The sediment budgets were deemed reasonable based on comparing the estimated amount of sediment removed from LR by contractors and the amount of sediment estimated to have moved according to the LR DoD. Due to limits in the spatial coverage of the assessment area relative to LR as a whole (Figure 13), the sediment budget calculated for LR was expected to underestimate the amount of sediment relative to the amount removed by contractors. A total area of 1016 cubic meters of net erosion was estimated via UAV (Figure 13; Table 5) compared to 1743 cubic meters (2280 cubic yards) of sediment estimated to have been removed by contractors (Kevin Lucey from NHDES, personal communication, email, 22 December 2020). Site access restrictions prevented conventional instream measurements at LR, such as boots-on-ground transects; therefore, the UAV provided information where we were not otherwise able to collect data.

4.5.3. Vegetation Masks vs. Topographic Measurements of the Ground

By using the most recent sampling time’s vegetation mask rather than both vegetation masks from sampling times included in each DoD, we were able to detect changes in channel planform of vegetated banks that would have been masked by the earlier sampling time’s vegetation mask. However, the vegetation in the earlier DSM likely exaggerated the amount of erosion in areas that experienced channel widening since the DSMs represented the bank’s vegetated surface rather than ground elevation like boots-on-ground topographic measurements. Using both times’ vegetation masks would have given a more conservative estimate of geomorphic change in the DoDs and sediment budget values but would have foregone mapping many changes in channel planform throughout the vegetated UR environment.
4.6. Opportunities for Future Work

4.6.1. Obstacles to Implementing DSM Refraction Correction

Refraction of light at the air–water interface causes overestimation of submerged topography by SfM, resulting in shallower depths than actual site conditions [32]. There are ways to correct submerged areas of SfM DSMs that commonly require water depth estimates, which can be acquired via digitizing the water’s surface. Such estimates have been used in a variety of correction approaches [32,33,36,37,86]. We did not apply a refraction correction despite the DSMs showing effects of refraction (Figure 6; Table 3). It was not possible for us to accurately digitize the water’s surface for all the sampling times across all the study areas due to a lack of consistent water’s edge points surveyed in the field and site conditions such as vegetation or eroding banks obscuring the water’s edge in the orthomosaics. Therefore, the values of the DoDs and estimated sediment volumes are less certain than if refraction correction was applied. Despite this, SfM provided insight into relative trends and magnitudes of geomorphic change throughout the densely vegetated and dynamic UR environment, and future work could explore refraction correction methods.

4.6.2. Other ML Algorithm and Featureset Combinations for Classifying Vegetation

We expect that the SVM and GE vegetation classification approach may not work well at sites with increased terrain relief, as SfM DSMs represent the vegetation’s surface elevation and not vegetation height. While the SVM and GE algorithm and featureset combination provided adequate results for this study, we wanted to acknowledge that different algorithm and featureset combinations may be better suited for other sites in future work, such as a random forest algorithm and a featureset that includes GLI, elevation, and texture values [73]. The random forest algorithm can better handle noise in datasets and data that are not linearly separable [87].

4.6.3. Spatially Variable Error in DoDs

The minLoD approach adapted from Marteau et al. (2017) provided an efficient thresholding method for the multiple DoDs used in this study [38]. However, Marteau et al. (2017) applied the approach to a DoD that represented a dry streambed [38]. Such minLoD thresholding has limitations in the wet and vegetated areas of the Bellamy sites (Figure 6; Table 3). Woodget et al. (2019) described a spatial error variability method to propagate error and detect geomorphic change across DoDs [32], and Anderson et al. (2019) discussed error propagation methods for uncorrelated, correlated, and systematic errors in topographic change detection [88] that would benefit future work, particularly if refraction correction methods are explored.

4.6.4. “Doming” of DSMs

Upon examining the differences between “dry” CP and transect points vs. DSM elevations, the spatial distributions of the differences suggested that a slight doming effect influenced the DSMs (S6). “Doming” is a common issue in SfM that is “a broad-scale systematic deformation of the reconstructed surface which often appears as a rounded-vault-distortion of flat surface” that comes from acquisition conditions or unreliable modeling of radial distortion [89]. Doming can be prevented through GCP layout design or supplementation of nadir imagery with slightly off-nadir imagery [62–64,89–91]. All DSMs herein were generated using the same SfM procedure that included off-nadir imagery and steps such as camera alignment optimization using GCPs to help prevent model distortion [31]. Doming may have been caused by suboptimality in the SfM workflow (S3) or uneven GCP distribution due to site navigability issues. Impacts of doming on the results were likely minor, as the minLoD masks largely covered known unchanged surfaces in the DoDs (e.g., pavement; Figures S5 and S6). Future work could include quantifying uncertainty associated with doming and implementing corrections [89] as well as using more sophisticated SfM processing workflows that include point error reduction steps to create more reliable camera calibration models and take advantage of 4D processing for DSM differencing [92].
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Appendix A Conventional Vegetation Plot Cover Classes and Results

Scanned copies of the raw vegetation plot data sheets are available on figshare (see Data Availability section) along with a spreadsheet containing the calculations for the cover range values shown in Table A2. The T cover class range and mean as reported in the Stream Barrier Removal Monitoring Guide are <1% and “None”, respectively. For this study, a range of 0.1–0.9% and a mean of 0.5% were used to help better capture the range in vegetation cover for species noted as T coverage in the field. Other studies have used cover classes that split coverages below 1% [93]; and by doing so, it is possible to gain a better perspective of the range of possible total vegetation cover values. This was particularly true for when many species in a structure layer within a plot were categorized as T coverage. If climbing woody vines were noted, they were included in the sum value.
for the structure layer they were found in. The tree and canopy subsections were treated as one “tree” category.

Table A1. Cover Classes. Cover classes used for conventional vegetation plot assessment. The cover classes are largely from the Stream Barrier Removal Monitoring Guide [1], except for the range and mean values for class T.

| Cover Class | Range (%) | Mean (%) |
|-------------|-----------|----------|
| T           | 0.1–0.9 * | 0.5 *    |
| 1           | 1–5       | 3        |
| 2           | 6–15      | 10.5     |
| 3           | 16–25     | 20.5     |
| 4           | 26–50     | 38       |
| 5           | 51–75     | 63       |
| 6           | 76–95     | 85.5     |
| 7           | 96–100    | 98       |

* The T cover class range and mean as reported in the Stream Barrier Removal Monitoring Guide are <1% and “None”, respectively. For this study, a range of 0.1–0.9% and a mean of 0.5% were used to help better capture the range in vegetation cover for species noted as T coverage in the field.

Table A2. Conventional Vegetation Plot Results. Vegetation structure results from the 2019 vegetation plot assessments that followed the Stream Barrier Removal Monitoring Guide [1]. The estimated cover range for the species in each structure class were summed (high and low end) to provide the range of total vegetation cover for each structure class per plot. Herbaceous cover was defined as vegetation less than 3 ft in height, shrub cover was 3 to 20 feet in height, and trees were greater than 20 feet in height.

| Plot Name | Vegetation Structure Type | Vegetation Total Coverage Range (%) | Vegetation Total Coverage Mean (%) * |
|-----------|---------------------------|------------------------------------|-------------------------------------|
| Up 1      | Herbaceous                | 35.5–69.5                          | 52.5                                |
|           | Shrub                     | 2.1–10.9                           | 6.5                                 |
|           | Tree                      | 0.1–0.9                            | 0.5                                 |
| Up 2      | Herbaceous                | 14.4–43.6                          | 29                                  |
|           | Shrub                     | 1.4–8.6                            | 5                                   |
|           | Tree                      | 14–40                              | 27                                  |
| Up 3      | Herbaceous                | 11.4–43.6                          | 27.5                                |
|           | Shrub                     | 10.1–35.9                          | 23                                  |
|           | Tree                      | 0                                   | 0                                   |
| Up 4      | Herbaceous                | 13.6–40.4                          | 27                                  |
|           | Shrub                     | 34.2–61.8                          | 48                                  |
|           | Tree                      | 0                                   | 0                                   |
| Up 5      | Herbaceous                | 9.5–34.5                           | 22                                  |
|           | Shrub                     | 39.6–100.4                         | 70                                  |
|           | Tree                      | 0                                   | 0                                   |
| Up 6      | Herbaceous                | 11.4–43.6                          | 27.5                                |
|           | Shrub                     | 42–85                              | 63.5                                |
|           | Tree                      | 0                                   | 0                                   |
| Up 7      | Herbaceous                | 4.5–24.5                           | 14.5                                |
|           | Shrub                     | 19.3–52.7                          | 36                                  |
|           | Tree                      | 0                                   | 0                                   |
| Up 8      | Herbaceous                | 37.7–96.3                          | 67                                  |
|           | Shrub                     | 34.2–76.8                          | 55.5                                |
|           | Tree                      | 0.1–0.9                            | 0.5                                 |

* Vegetation Total Coverage Mean (%) was calculated by averaging the high and low values of the Vegetation Total Coverage Range (%).
Appendix B  Vegetation Classification Confusion Matrices

The following are confusion matrices created from the vegetation structure classification results and labeled test polygons using the ArcGIS “Compute Confusion Matrix” tool. User’s accuracy (“U Accuracy”) shows false positives, where pixels are incorrectly classified as a known class when they should have been classified as something else. The data to compute this error rate are read from the rows of the table. The total row shows the number of points that should have been identified as a given class, according to the reference data. Producer’s accuracy (“P Accuracy”) is a false negative, where pixels of a known class are classified as something other than that class. The data to compute this error rate are read in the columns of the table. The total column shows the number of points that were identified as a given class, according to the classified map. These accuracy rates range from 0 to 1, where 1 represents 100 percent accuracy. The Kappa statistic gives an overall assessment of the accuracy of the classification [94].

Table A3. UR 14 August 2019 Confusion Matrix. Confusion matrix for the UR 14 August 2019 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Shrub | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|-------|------|--------|------------|-------|
| Other       | 500   | 1    | 0     | 0    | 501    | 0.998      |       |
| Herb        | 0     | 499  | 0     | 27   | 526    | 0.948      |       |
| Shrub       | 0     | 0    | 500   | 0    | 500    | 1          |       |
| Tree        | 0     | 0    | 0     | 473  | 473    | 1          |       |
| Total       | 500   | 500  | 500   | 500  | 2000   |            |       |

Table A4. UR 10 July 2020 Confusion Matrix. Confusion matrix for the UR 10 July 2020 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Shrub | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|-------|------|--------|------------|-------|
| Other       | 500   | 0    | 0     | 0    | 500    | 1          |       |
| Herb        | 0     | 465  | 121   | 0    | 586    | 0.793      |       |
| Shrub       | 0     | 35   | 379   | 0    | 414    | 0.915      |       |
| Tree        | 0     | 0    | 500   | 0    | 500    | 1          |       |
| Total       | 500   | 500  | 500   | 500  | 2000   |            |       |

Table A5. UR-3 22 August 2019 Confusion Matrix. Confusion matrix for the UR-3 22 August 2019 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Shrub | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|-------|------|--------|------------|-------|
| Other       | 500   | 0    | 0     | 0    | 500    | 1          |       |
| Herb        | 0     | 500  | 31    | 2    | 533    | 0.938      |       |
| Shrub       | 0     | 0    | 469   | 0    | 469    | 1          |       |
| Tree        | 0     | 0    | 498   | 0    | 498    | 1          |       |
| Total       | 500   | 500  | 500   | 500  | 2000   |            |       |

Table A6. UR-3 6 August 2020 Confusion Matrix. Confusion matrix for the UR-3 6 August 2020 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Shrub | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|-------|------|--------|------------|-------|
| Other       | 499   | 1    | 0     | 0    | 500    | 0.998      |       |
| Herb        | 1     | 332  | 133   | 0    | 466    | 0.712      |       |
| Shrub       | 0     | 167  | 324   | 0    | 491    | 0.659      |       |
| Tree        | 0     | 0    | 43    | 500  | 543    | 0.920      |       |
| Total       | 500   | 500  | 500   | 500  | 2000   |            |       |

| P Accuracy  | 0.998 | 0.664 | 0.648 | 1    | 0.827  |       | 0.77  |
|-------------|-------|------|-------|------|--------|-------|------|
Table A7. UR-2 23 August 2019 Confusion Matrix. Confusion matrix for the UR-2 23 August 2019 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Shrub | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|-------|------|--------|------------|-------|
| Other       | 500   | 2    | 0     | 0    | 502    | 0.996      |       |
| Herb        | 0     | 334  | 0     | 0    | 334    | 1          |       |
| Shrub       | 0     | 164  | 500   | 0    | 664    | 0.753      |       |
| Tree        | 0     | 0    | 0     | 500  | 500    | 1          |       |
| Total       | 500   | 500  | 500   | 500  | 2000   |            |       |
| P Accuracy  | 1     | 0.668| 1     | 1    |        | 0.917      | 0.889 |

Table A8. UR-2 24 July 2020 Confusion Matrix. Confusion matrix for the UR-2 24 July 2020 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Shrub | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|-------|------|--------|------------|-------|
| Other       | 500   | 0    | 0     | 0    | 500    | 1          |       |
| Herb        | 0     | 489  | 0     | 0    | 489    | 1          |       |
| Shrub       | 0     | 11   | 500   | 8    | 519    | 0.963      |       |
| Tree        | 0     | 0    | 0     | 492  | 492    | 1          |       |
| Total       | 500   | 500  | 500   | 500  | 2000   |            |       |
| P Accuracy  | 1     | 0.978| 1     | 0.984|        | 0.99       | 0.987 |

Table A9. UR-1 30 July 2019 Confusion Matrix. Confusion matrix for the UR-1 30 July 2019 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|------|--------|------------|-------|
| Other       | 500   | 0    | 500  | 500    | 1          |       |
| Herb        | 0     | 500  | 0    | 500    | 1          |       |
| Tree        | 0     | 0    | 500  | 500    | 1          |       |
| Total       | 500   | 500  | 500  | 1500   |            | 1     |
| P Accuracy  | 1     | 1    | 1    |        | 1          | 1     |

Table A10. UR-1 16 July 2020 Confusion Matrix. Confusion matrix for the UR-1 16 July 2020 sampling time’s riparian vegetation structure classification results using the SVM and GE approach.

| Class Value | Other | Herb | Shrub | Tree | Total | U Accuracy | Kappa |
|-------------|-------|------|-------|------|--------|------------|-------|
| Other       | 499   | 0    | 127   | 0    | 499    | 1          | 0.803 |
| Herb        | 0     | 373  | 90    | 0    | 464    | 0.763      |       |
| Shrub       | 1     | 0    | 410   | 0    | 537    |            |       |
| Tree        | 0     | 0    | 500   | 0    | 500    | 1          |       |
| Total       | 500   | 500  | 500   | 500  | 2000   |            |       |
| P Accuracy  | 0.998 | 0.746| 0.82  | 1    |        | 0.891      | 0.854 |
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