Nested (inverse) binomial sums and new iterated integrals for massive Feynman diagrams
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Nested sums containing binomial coefficients occur in the computation of massive operator matrix elements. Their associated iterated integrals lead to alphabets including radicals, for which we determined a suitable basis. We discuss algorithms for converting between sum and integral representations, mainly relying on the Mellin transform. To aid the conversion we worked out dedicated rewrite rules, based on which also some general patterns emerging in the process can be obtained.
1. Introduction

In the computation of massive operator matrix elements at 3–loop order in QCD and for the corresponding heavy flavor Wilson coefficients in deep inelastic scattering the functional space spanning the Feynman-integrals is extended. While up to 2–loop order all terms can be expressed in nested harmonic sums [51, 14] in Mellin–N space and harmonic polylogarithms [37] in x-space, here also nested finite (inverse) binomial sums occur in a series of the Feynman diagrams [4, 10, 9]. Besides nested sums over the binomials $\binom{2k}{k} \pm 1$ also generalized harmonic sums [33, 5] occur as standalone objects or inside of the binomial sums. The corresponding diagrams are characterized carrying two massive fermion lines of equal mass or belong to the $V$-topology in case of a single heavy mass [9].

In the following we consider finite sums of the form

$$\sum_{i_1=1}^{N} a_1(i_1) \sum_{i_2=1}^{i_1} a_2(i_2) \ldots \sum_{i_k=1}^{i_{k-1}} a_k(i_k),$$  \hspace{1cm} (1.1)

where the summands are of the form

$$a_j(N) = a(N; b_j, c_j, m_j) = \left(\frac{2N}{N}\right)^{b_j} \frac{c_j^N}{N^{m_j}},$$  \hspace{1cm} (1.2)

with

$$b_j \in \{-1, 0, 1\}, \quad c_j \in \mathbb{R} \setminus \{0\}, \quad m_j \in \mathbb{N}.$$  \hspace{1cm} (1.3)

We also treat some examples with a slightly more general structure, e.g.

$$a_j(N) = \frac{c_j^N}{(2N + 1) \binom{2N}{N}}.$$  \hspace{1cm} (1.4)

In Ref. [11] we have recently presented an algorithmic treatment of these sums and, associated to them, explored iterated integrals over an alphabet containing also square root-valued letters. The representation of the finite (inverse) binomial sums in terms of Mellin transforms of their associated iterated integrals is instrumental for their asymptotic representation to be derived in analytic form. This is needed in solving the corresponding sums appearing in physical problems as well as in the intermediary summation steps and for the treatment of infinite sums in general, see also [16]. Moreover, these representations are of importance for the analytic continuation of these sums into the complex plane. In Ref. [11] we also developed algorithms to map iterated integrals over square root-valued alphabets back into the associated nested sums. In the present calculation we made extensive use of the packages Sigma [41, 46], based on advanced symbolic summation algorithms in the setting of difference fields [30, 34, 39, 40, 42, 43, 44, 45, 47], and the packages EvaluateMultiSums, SumProduction [1, 15, 48], and HarmonicSums [2, 3, 5, 7].

In this presentation we give a brief summary of our recent algorithmic results [11] treating these sums and new iterated integrals associated to them. In Section 2.1 we introduce the corresponding iterated integrals involving square roots in their integrands and define a basis of them. In
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1For surveys on the function-spaces describing zero- and single scale Feynman integrals, see Refs. [8, 14].
Section 2.2 we take a computational look at the Mellin transforms of iterated integrals and give a criterion on when they can be expressed in terms of nested (inverse) binomial sums. The reverse task of finding representations of nested (inverse) binomial sums in terms of Mellin transforms is considered in Section 3, where we outline a method, which heavily relies on computing convolution integrals. Particularly for this purpose we provide a set of rewrite rules and indicate general patterns based on them. In Section 4 we consider infinite nested (inverse) binomial sums and show one method how they can be expressed in terms of iterated integrals again by rewrite rules.

2. Iterated integrals and the Mellin transform

2.1 Iterated integrals

We consider iterated integrals on the interval $x \in [0, 1]$. They are indexed by symbols identifying the integrands used. These are called letters and form words over the corresponding alphabet. In analogy to harmonic polylogarithms \cite{37} we define

$$H_0^*(x) = 1 \quad (2.1)$$

$$H_{b,c}^*(x) = \int_x^1 dt b(t) H_c^*(t). \quad (2.2)$$

Note that integration is over the interval $[x, 1]$ in contrast to harmonic polylogarithms $H_a^*(x)$, where integration is over $[0, x]$. We use the star to make notation unambiguous.

In general all iterated integrals satisfy the shuffle relations, see Ref. \cite{36}, the ones we consider are no exception. It is convenient to consider alphabets such that all algebraic relations among the iterated integrals over the given alphabet are already induced by the shuffle relations and there are no additional algebraic relations. For integrands with root-singularities this property can be ensured by the choice of the alphabet stated below. This relies on a theorem proven in Ref. \cite{24}, which gives a criterion on the linear independence of iterated integrals over a given alphabet. Since any polynomial expression in terms of iterated integrals can be reduced to a linear combination of iterated integrals over the same alphabet by shuffling, establishing linear independence implies that all algebraic relations among the iterated integrals are due to shuffling. Using results from Refs. \cite{38, 50} the iterated integrals over the alphabet defined below can be proven to be linearly independent over the algebraic functions

$$f_a(x) := \frac{\text{sign}(1 - a - 0)}{x - a}, \quad (2.3)$$

$$f_{\{a_1, \ldots, a_k\}}(x) := f_{a_1}(x)^{1/2} \cdots f_{a_k}(x)^{1/2} \quad k \geq 2, \quad (2.4)$$

$$f_{\{a_0, \{a_1, \ldots, a_k\}\}}(x) := f_{a_0}(x) f_{a_1}(x)^{1/2} \cdots f_{a_k}(x)^{1/2} \quad k \geq 1, \quad (2.5)$$

$$f_{\{a_1, \ldots, a_k\}, j}(x) := x^j f_{\{a_1, \ldots, a_k\}}(x) \quad j \in \{1, \ldots, k - 2\}. \quad (2.6)$$

In our applications it is actually sufficient to allow at most two root-singularities, hence we can
restrict to the following cases:

\[ f_a(x) := \frac{\text{sign}(1 - a - 0)}{x - a}, \quad (2.7) \]
\[ f_{(a,b)}(x) := f_a(x)\sqrt{f_b(x)}, \quad (2.8) \]
\[ f_{(a,b)}(x) := \sqrt{f_a(x)\sqrt{f_b(x)}}, \quad (2.9) \]
\[ f_{(a,b,c)}(x) := f_a(x)\sqrt{f_b(x)\sqrt{f_c(x)}}. \quad (2.10) \]

Already in 2004 the following six letters with root-singularities were considered in the context of 2-loop integrals with massive propagators [12]:

\[ \sqrt{1 \pm \sqrt{x(4 \pm x)}} \quad \text{and} \quad \frac{1}{\sqrt{1 \pm \sqrt{x(4 \pm x)}}}. \quad (2.11) \]

### 2.2 Mellin transforms of iterated integrals

There are several general methods to compute Mellin transforms

\[ M[f(x)](N) = \int_0^1 dx\ x^N\ f(x) \quad (2.12) \]

for a large class of so-called D-finite functions, which are described in Ref. [11]. We do not discuss these methods here. Instead we put emphasis on more specialized results, which provide rewrite rules to directly compute the Mellin transform of certain generalized harmonic polylogarithms that involve square roots as introduced above. These iterated integrals are special cases of D-finite functions and the corresponding rewrite rules enable us to obtain the result in terms of nested (inverse) binomial sums. In order to do so we proceed recursively by applying the formulae given below. They mainly work by reducing the depth of the iterated integrals occurring inside the Mellin transform by reducing the Mellin transform involving \( f(x) \) to one involving \( f'(x) \).

It is well known that the Mellin transform satisfies the following identities.

\[ M[f(x)](N) = \frac{1}{N+1} \left( f(1) - M\left[ x f'(x) \right] (N) \right) \quad (2.13) \]
\[ M\left[ \frac{f(x)}{x-c} \right] (N) = c^N \left( \int_0^1 dx\ \frac{f(x)}{x-c} + \sum_{i=1}^N \frac{1}{c^i} M[f(x)](i-1) \right). \quad (2.14) \]

Furthermore, we were able to obtain identities for certain cases where the input involves square roots. Finding these identities involved Singular [23] and HolonomicFunctions [32]. Let
\( a \in \mathbb{C} \setminus [0, \infty[ \), then for all \( N \in \mathbb{N} \) and sufficiently regular \( f(x) \) we have

\[
M \left[ \frac{f(x)}{\sqrt{x-a}} \right] (N) = \frac{(4a)^N}{(2N+1)(2N)^N} \left( \int_0^1 dx \frac{f(x)}{\sqrt{x-a}} \right) + 2\sqrt{1-a}f(1) \sum_{i=1}^{N} \frac{(1/2)_i}{(4a)^i} - 2 \sum_{i=1}^{N} \frac{(1/2)_i}{(4a)^i} M \left[ \sqrt{x-a}f'(x) \right] (i) \]

\[
M \left[ \frac{f(x)}{\sqrt{x(x-a)}} \right] (N) = \left( \frac{a}{4} \right)^N \left( \frac{2N}{N} \right) \left( \int_0^1 dx \frac{f(x)}{\sqrt{x(x-a)}} \right) + \sqrt{1-a}f(1) \sum_{i=1}^{N} \frac{(4/a)_i}{i(1/2)_i} - \sum_{i=1}^{N} \frac{(4/a)_i}{i(1/2)_i} M \left[ \sqrt{x-a}f'(x) \right] (i) \]

\[
M \left[ \frac{\sqrt{x-x-a}f(x)}{\sqrt{x-a}} \right] (N) = \frac{1}{2} \left( \frac{a}{4} \right)^N \left( \frac{2(N+1)}{N+1} \right) \left( \int_0^1 dx \sqrt{x-x-a}f(x) + \sqrt{1-a}f(1) \sum_{i=1}^{N} \frac{(4/a)_i}{i(1/2)_i} \right) - \sum_{i=1}^{N} \frac{(4/a)_i}{i(1/2)_i} M \left[ \sqrt{x-x-a}f'(x) \right] (i) \right) \] .

Moreover, based on these formulae we can give some sufficient conditions on when the Mellin transform can be written in terms of nested (inverse) binomial sums, which is summarized in the theorem below. Note that analytic continuation can be used to relax some of the restrictions on the position of the singularities.

**Theorem 1.** Let \( r_0(x), \ldots, r_k(x) \in \mathbb{C}(x) \setminus \{0\} \) without a pole at \( x = 1 \), let \( p_0(x), \ldots, p_k(x) \in \mathbb{C}[x] \setminus \{0\} \) with all their roots in \([-\infty, 0]\), and set \( h_i(x) := \frac{r_i(x)}{\sqrt{p_i(x)}} \). Assume that each of the products \( h_0(x) \cdots h_i(x) \) is of one of the forms \( r(x), \frac{r(x)}{\sqrt{x-a}}, \frac{r(x)}{\sqrt{x-x-a}} \) or \( \frac{r(x)}{\sqrt{x-a}} \) for some \( r(x) \in \mathbb{C}(x) \setminus \{0\} \) (not necessarily all of the same form). If the integral \( \int_0^1 dx h_0(x)H_{h_1,\ldots,h_k}(x) \) exists, then the Mellin transform \( M \left[ h_0(x)H_{h_1,\ldots,h_k}(x) \right] (N) \) is expressible in terms of nested (inverse) binomial sums.

### 3. Mellin representations of finite binomial sums

Our aim is to represent nested (inverse) binomial sums in terms of a number of Mellin transforms each weighted by an exponential term. More precisely, we aim at representations of the form

\[
c_0 + \sum_{j=1}^{k} c_j^N M[f_j(x)] (N) ,
\]

where the constants \( c_j \) and functions \( f_j(x) \) do not depend on \( N \). Such representations can be computed merely by relying on the properties of the Mellin transform combined with additional tools for computing Mellin convolutions discussed below. Due to the use of the summation property Eq. (2.3) in \([\text{II}]\), often it is not necessary to specify the constant \( c_0 \) separately because often we have

\[
c_0 = -M \left[ \sum_{j=1}^{k} f_j(x) \right] (0)
\]

(3.2)
and then it is also possible to write (3.1) as
\[ k \sum_{j=1}^{k} \int_{0}^{1} dx \left( \frac{(c_j x)^N - 1}{x - c_j} \right) g_j(x). \] (3.3)

We base the calculations of Mellin representations on the following basic ones, which are all we need as a starting point:
\[ \frac{1}{N} = M \left[ \frac{1}{x} \right] (N) \] (3.4)
\[ \left( \frac{2N}{N} \right) = \frac{4^N}{\pi} M \left[ \frac{1}{\sqrt{x(1-x)}} \right] (N) \] (3.5)
\[ \frac{1}{N} \left( \frac{2N}{N} \right) = \frac{1}{4^N} M \left[ \frac{1}{x\sqrt{1-x}} \right] (N). \] (3.6)

From these we can obtain integral representations for sums and nested sums step by step. In general the computation proceeds as follows. Starting from the innermost sum we move outwards maintaining an integral representation of the subexpressions visited so far. For each intermediate sum
\[ \sum_{i_{j+1}=1}^{i_j} a_{j+1}(i_{j+1}) \ldots \sum_{i_k=1}^{i_{k-1}} a_k(i_k) \] (3.7)
this first involves setting up an integral representation for the summand \( a_j(N) \) of the form (3.1). This may require computation of Mellin convolutions, which we will describe in more detail below. Next we obtain an integral representation of the same form of
\[ a_j(N) \sum_{i_{j+1}=1}^{i_j} a_{j+1}(i_{j+1}) \ldots \sum_{i_k=1}^{i_{k-1}} a_k(i_k) \] (3.8)
by Mellin convolution with the result for the inner sums computed so far. Then by the summation property we obtain an integral representation for the sum (3.7). These steps are repeated until the outermost sum has been processed.

### 3.1 Convolution integrals

As mentioned above Mellin convolutions need to be computed at several points in our computation of Mellin representations. Convolution integrals are the most challenging part of the computation, so we take a closer look on how we can compute them. The convolution formula
\[ A(x) \otimes B(x) = \int_{0}^{1} dx_1 \int_{0}^{1} dx_2 \delta(x-x_1x_2)A(x_1)B(x_2) = \int_{x}^{1} dt \frac{A(t)B(\frac{x}{t})}{t} \] (3.9)
gives us a definite integral depending on a continuous parameter and hence can be written in the form
\[ F(x) = \int_{a(x)}^{b(x)} dt f(x,t). \] (3.10)
One general strategy to obtain a closed form for such integrals is to first set up a differential equation satisfied by \( F(x) \) and then obtain a solution of this equation satisfying appropriate initial conditions. In the first step we exploit the principle of differentiation under the integral. If we have a relation for the integrand \( f(x,t) \) of the form

\[
c_m(x) \frac{\partial^m f(x,t)}{\partial x^m} + \cdots + c_0(x)f(x,t) = \frac{\partial g}{\partial t}(x,t)
\]  

(3.11)

for some coefficients \( c_i(x) \) independent of \( t \) and some function \( g(x,t) \), then by applying \( \int_1^x dt \) this gives rise to a linear ordinary differential equation for the integral \( F(x) \)

\[
c_m(x)F^{(m)}(x) + \cdots + c_0(x)F(x) = g(x,b(x)) - g(x,a(x)) + \text{additional boundary terms}.
\]  

(3.12)

In the presence of singularities proper care has to be taken when evaluating the right hand side of this relation. There are several computer algebra algorithms for different types of integrands \( f(x,t) \) which, given \( f(x,t) \), compute relations of the form (3.11). They either utilize differential fields [38, 49, 18, 35] or holonomic systems and Ore algebras [13, 21, 31, 19]. After obtaining a differential equation for \( F(x) \) we need to solve it explicitly, preferably in terms of iterated integrals. If the differential equation factors completely into first-order factors with rational function coefficients, then this can be achieved. In practice all the specific sums from Ref. [9] we considered give rise to differential equations with this property. Even more is true, the first-order factors all have algebraic functions of degree at most two as their solutions, hence the solutions of the differential equations are of the form

\[
\frac{r_1(x)}{\sqrt{p_1(x)}} \int dx \frac{r_2(x)}{\sqrt{p_2(x)}} \int dx \ldots \int dx \frac{r_k(x)}{\sqrt{p_k(x)}},
\]  

(3.13)

where \( r_i(x) \) are rational functions and \( p_i(x) \) are square-free polynomials. Using a dedicated rewrite procedure based on integration by parts we can write a basis of the solution space in terms of the functions \( H^* \) over the alphabet defined earlier, which is then used to match initial conditions. Already Hermite considered a reduction procedure for simple integrals of the form \( \int dx \frac{r(x)}{\sqrt{p(x)}} \) similar to ours, see Ref. [27].

Instead of relying just on the form (3.10), alternatively one can also try to exploit the special structure present in the convolution integrals of iterated integrals. It turns out that for most convolutions needed in the context of finding Mellin representations for nested (inverse) binomial sums one of the factors is just an algebraic function and the other involves iterated integrals. Our approach was inspired by Refs. [26, 20, 17] where the respective authors proposed algorithms which, for certain types of integrands, compute the differential operators in (3.11) already in partially factored form. In analogy to the formulae used to compute Mellin transforms of iterated integrals, the general idea here is to recursively reduce the convolution of iterated integrals to convolution integrals where the depth of the iterated integrals has been reduced. In the process the original convolution integral is directly converted into iterated integrals without computing intermediate differential equations. Again this is done by specialized rewrite rules, of which we list only a few
here. A more general list of formulae that we found is included in Ref. [11].

\[
\int_{-1}^{1} dt \frac{f(t)}{(t-c)^{x}} = \int_{-1}^{1} \frac{f(t)}{(t-c)^{x}} dt = \int_{-1}^{1} \frac{f(t)}{(t-c)^{x}} dt \frac{1}{\sqrt{1-t}} - \int_{-1}^{1} \frac{1}{\sqrt{1-t}} dt \frac{f(t)}{(t-c)^{x}} - \int_{-1}^{1} \frac{1}{\sqrt{1-t}} dt \frac{f(t)}{(t-c)^{x}} (u-t) \quad (3.14)
\]

\[
\int_{-1}^{1} dt \frac{f(t)}{(t-c)^{x} (t-d)^{x}} = \int_{-1}^{1} \frac{1}{t-a} \left( \frac{1}{\sqrt{1-t}} - \int_{-1}^{1} \frac{1}{\sqrt{1-t}} dt \frac{f(t)}{(t-c)^{x}} - \int_{-1}^{1} \frac{1}{\sqrt{1-t}} dt \frac{f(t)}{(t-c)^{x}} (u-t) \right) + \frac{c}{\sqrt{x-c}} \int_{-1}^{1} \frac{1}{t^{x-c}} \left( \frac{f(t)}{\sqrt{1-t}} - \int_{-1}^{1} \frac{f(t)}{\sqrt{1-t}} (u-t) \right) \quad (3.15)
\]

\[
\int_{-1}^{1} dt \frac{\sqrt{3f(t)}}{(t-c)^{x} (t-d)^{x}} = \int_{-1}^{1} \frac{1}{t-a} \left( \frac{1}{\sqrt{1-t}} - \int_{-1}^{1} \frac{1}{\sqrt{1-t}} dt \frac{f(t)}{(t-c)^{x}} - \int_{-1}^{1} \frac{1}{\sqrt{1-t}} dt \frac{f(t)}{(t-c)^{x}} (u-t) \right) + \frac{c}{\sqrt{x-c}} \int_{-1}^{1} \frac{1}{t^{x-c}} \left( \frac{f(t)}{\sqrt{1-t}} - \int_{-1}^{1} \frac{f(t)}{\sqrt{1-t}} (u-t) \right) \quad (3.16)
\]

In the Mellin representations we computed, see Ref. [11], some patterns emerge. They can be proven based on the rewrite rules. These patterns show how absorbing simple pre-factors into the Mellin transform changes the iterated integrals occurring there. Here we list a few of them and refer to Ref. [11] for a more comprehensive list. Let \(a_0, \ldots, a_k, c < 0\) and to shorten notation we let \(b_i = \{a_i, a_{i+1}\} \) for \(i \in \{0, \ldots, k-1\}\) and \(b_k = \{1, a_k\}\).

\[
\binom{2N}{N} \mathcal{M} \left[ \frac{H_{a_1, \ldots, a_k}^e(x)}{x-a_0} \right] (N) = \frac{4N}{\pi} \mathcal{M} \left[ \frac{H_{b_1, \ldots, b_k}^e(x)}{x-a_0} \right] (N) \quad (3.17)
\]

\[
\frac{1}{(2N+1)(2N)!} \mathcal{M} \left[ \frac{x H_{a_1, \ldots, a_k}^e(x)}{(x-c)^{x}(x-a_0)} \right] (N) = \frac{\pi}{24N} \mathcal{M} \left[ \frac{H_{(a_0, \ldots, a_k)}^e(x)}{(x-c)^{x}} \right] (N) \quad (3.18)
\]

We finally give an example for the Mellin representation of a more involved sum, see [8].

\[
\sum_{i=1}^{N} \frac{1}{(i+1)} \left( \frac{2t}{i} \right) S_{i-2}(j) = \int_{0}^{1} dx \frac{(-x)^N}{x+1} \left( \frac{x}{\sqrt{x+1}} \right) H_{w_{1-4}, -1, 0}^e(x) \quad (3.19)
\]

This iterated integral is based on the square root-valued letters

\[
f_{w_1} = \frac{1}{\sqrt{x(1-x)}} \quad (3.20)
\]

\[
f_{w_2} = \frac{1}{\sqrt{x(1+x)}} \quad (3.21)
\]

\[
f_{w_3} = \frac{1}{x(1-x)} \quad (3.22)
\]

\[
f_{w_6} = \frac{1}{x(1-x)} \quad (3.23)
\]

\[
f_{w_{14}} = \frac{1}{x(1-x)} \quad (3.24)
\]
4. Representing infinite binomial sums in terms of iterated integrals

We also consider power series whose coefficients are given by nested (inverse) binomial sums. Infinite (inverse) binomial sums were considered in several contexts already, see Refs. [25, 28, 22, 52, 29] where related results were obtained. Previous results often obtain different integral representations, which are not explicitly expressed in terms of iterated integrals. We aim at a direct way of writing the infinite sums in terms of iterated integrals. In analogy to the formulae we developed in the previous sections for the computation of Mellin transforms and convolution integrals, we find rewrite rules which can be applied recursively in order to express infinite nested (inverse) binomial sums in terms of iterated integrals. First we summarize a few well known properties.

\[
\sum_{n=1}^{\infty} \frac{x^n}{n} f(n) = \int_0^x \frac{dt}{t} \sum_{n=1}^{\infty} t^n f(n) \quad (4.1)
\]

\[
\sum_{n=1}^{\infty} x^n \sum_{i=1}^{\infty} f(i) = \frac{1}{1-x} \sum_{n=1}^{\infty} x^n f(n) \quad (4.2)
\]

\[
\sum_{n=1}^{\infty} \frac{x^n}{n+1} f(n) = \frac{1}{x} \int_0^x dt \sum_{n=1}^{\infty} t^n f(n) = \sum_{n=1}^{\infty} \frac{x^n}{n} f(n) - \frac{1}{x} \int_0^x dt \sum_{n=1}^{\infty} \frac{t^n}{n} f(n) \quad (4.3)
\]

Next, we give some identities specifically designed for expressions involving binomial coefficients.

\[
\sum_{n=1}^{\infty} \binom{2n}{n} x^n \sum_{i=1}^{\infty} f(i) = \frac{1}{4} \int_0^x \frac{dt}{t \sqrt{4-t}} \sum_{n=1}^{\infty} t^n \binom{2n}{n} f(n) \quad (4.5)
\]

\[
\sum_{n=1}^{\infty} \frac{x^n}{n (\binom{2n}{n})} f(n) = \frac{\sqrt{x}}{\sqrt{4-x}} \int_0^x dt \frac{1}{\sqrt{4-t}} \sum_{n=0}^{\infty} \binom{2n}{n} f(n+1) \quad (4.6)
\]

\[
= \sum_{n=1}^{\infty} \frac{x^n}{n (\binom{2n}{n})} f(n) + \frac{\sqrt{x}}{\sqrt{4-x}} \int_0^x dt \frac{1}{\sqrt{4-t}} \sum_{n=1}^{\infty} \binom{2n}{n} f(n) \quad (4.7)
\]

\[
\sum_{n=1}^{\infty} \frac{x^n}{(2n+1) \binom{2n}{n}} f(n) = \frac{2}{\sqrt{x} \sqrt{4-x}} \int_0^x dt \frac{1}{\sqrt{4-t}} \sum_{n=1}^{\infty} \binom{2n}{n} f(n) \quad (4.8)
\]

Note that for \( f(n) := \delta_{n,1} \) we obtain the following identities as special cases from the formulae above

\[
\sum_{n=1}^{\infty} \binom{2n}{n} = \frac{1}{2 \sqrt{1 - x}} - 1 \quad (4.9)
\]

\[
\sum_{n=1}^{\infty} \frac{x^n}{n \binom{2n}{n}} = \frac{\sqrt{x}}{\sqrt{4-x}} \int_0^x dt \frac{1}{\sqrt{4-t}} \quad (4.10)
\]

\[
\sum_{n=1}^{\infty} \frac{x^n}{(2n+1) \binom{2n}{n}} = \frac{2}{\sqrt{x} \sqrt{4-x}} \int_0^x dt \frac{1}{\sqrt{4-t}} - 1. \quad (4.11)
\]

These rewrite rules have also been applied recently in Ref. [16]. Note, however, that their applicability is not limited to sums of low depth.
Example 1. For illustration of the use of the formulae above consider the simple infinite inverse binomial sum

\[
\sum_{n=1}^{\infty} \frac{x^n}{n(2n)} S_2(n).
\]  
(4.12)

Applying (4.7) and then (4.1) we obtain

\[
\sum_{n=1}^{\infty} \frac{x^n}{n(2n)} S_2(n) = \sum_{n=1}^{\infty} \frac{x^n}{n^3(2n)} + \frac{\sqrt{x}}{\sqrt[4]{x}} \int_0^x dt \frac{1}{\sqrt[4]{x} - t} \sum_{n=1}^{\infty} \frac{t^n}{n^2(2n)}
\]

\[
= \int_0^x dt \frac{1}{t} \int_0^t du \sum_{n=1}^{\infty} \frac{u^n}{n(2n)} + \frac{\sqrt{x}}{\sqrt[4]{x} - x} \int_0^x dt \frac{1}{\sqrt[4]{x} - t} \int_0^t du \frac{1}{n(2n)} \sum_{n=1}^{\infty} \frac{u^n}{n(2n)}.
\]

Now, by virtue of (4.10) we obtain the result

\[
\sum_{n=1}^{\infty} \frac{x^n}{n(2n)} S_2(n) = \int_0^x dt \frac{1}{t} \int_0^t du \frac{1}{\sqrt[4]{x} - u - u} \int_0^u dv \frac{1}{\sqrt[4]{x} - v}
\]

\[
+ \frac{\sqrt{x}}{\sqrt[4]{x} - x} \int_0^x dt \frac{1}{\sqrt[4]{x} - t} \int_0^t du \frac{1}{\sqrt[4]{x} - u} \int_0^u dv \frac{1}{\sqrt[4]{x} - v}.
\]

\[
= H_{0,0,\{0\},\{0\},\{0\}}(x) + \frac{\sqrt{x}}{\sqrt[4]{x} - x} H_{0,\{0\},\{0\},\{0\}}(x).
\]

(4.13)

Recall the notation (2.9) and \(H_d(x)\), which refers to integration over the interval \([0,x]\).

Finally, in the present case we may also apply the change of variable \(x = -\left(\frac{1-y}{y}\right)^2\), cf. [22], in the iterated integrals to remove the square roots in their integrands. The result can then be expressed in terms of polylogarithms:

\[
\sum_{n=1}^{\infty} \frac{x^n}{n(2n)} S_2(n) = 2\text{Li}_3(y) - 2\ln(y)\text{Li}_2(y) - \ln(y)^2 \ln(1-y) + \frac{\ln(y)^3}{3(1+y)} - 2\zeta(3).
\]

(4.14)

(4.15)

5. Conclusions

We studied finite nested (inverse) binomial sums and their associated iterated integrals which emerge in massive 3-loop calculations in QCD. The sums and the iterated integrals are related by the Mellin transform. The iterated integrals are built over alphabets containing the letters which form the harmonic polylogarithms and their generalization [5] and a large number of square root-valued letters. Algorithms were presented to transform a given nested (inverse) binomial sum into its associated iterated integral. In Ref. [10] we also developed methods for the reverse way, one of which was outlined here. The present algorithms are needed to express the corresponding physics results both in N- and in x-space and to obtain the asymptotic series of sums, being required in various summation problems. We briefly commented also on infinite (inverse) binomial sums, also emerging in many physical problems, e.g. as generating functions.

References

[1] J. Ablinger, J. Blümlein, S. Klein and C. Schneider, Modern Summation Methods and the Computation of 2- and 3-loop Feynman Diagrams, Nucl. Phys. Proc. Suppl. 205-206 (2010) 110–115 [arXiv:1006.4797 [math-ph]].
Nested binomial sums and new iterated integrals

Clemens G. Raab

[2] J. Ablinger, A Computer Algebra Toolbox for Harmonic Sums Related to Particle Physics, Diploma Thesis, Johannes Kepler Universität Linz, Austria (2009), arXiv:1011.1176 [math-ph].

[3] J. Ablinger, J. Blümlein and C. Schneider, Harmonic Sums and Polylogarithms Generated by Cyclotomic Polynomials, J. Math. Phys. 52 (2011) 102301 [arXiv:1105.6063 [math-ph]].

[4] J. Ablinger, J. Blümlein, A. De Freitas, A. Hasselhuhn, S. Klein, C. Schneider and F. Wißbrock, New Results on the 3-Loop Heavy Flavor Wilson Coefficients in Deep-Inelastic Scattering, PoS ICHEP 2012 (2013) 270, arXiv:1212.5950 [hep-ph].

[5] J. Ablinger, J. Blümlein and C. Schneider, Analytic and Algorithmic Aspects of Generalized Harmonic Sums and Polylogarithms, J. Math. Phys. 54 (2013) 082301 [arXiv:1302.0378 [math-ph]].

[6] J. Ablinger and J. Blümlein, Harmonic Sums, Polylogarithms, Special Numbers, and their Generalizations, arXiv:1304.7071 [math-ph] in: Computer Algebra in Quantum Field Theory: Integration, Summation and Special Functions, Texts & Monographs in Symbolic Computation, Eds. C. Schneider and J. Blümlein, (Springer, Wien, 2013), 1–32.

[7] J. Ablinger, Computer Algebra Algorithms for Special Functions in Particle Physics, PhD Thesis, Johannes Kepler Universität Linz, Austria (2012), arXiv:1305.0687 [math-ph].

[8] J. Ablinger, J. Blümlein and C. Schneider, Generalized Harmonic, Cyclotomic, and Binomial Sums, their Polylogarithms and Special Numbers, J. Phys. Conf. Ser. 523 (2014) 012060 [arXiv:1310.5645 [math-ph]].

[9] J. Ablinger, J. Blümlein, C. G. Raab, C. Schneider and F. Wißbrock, Calculating massive 3-loop graphs for operator matrix elements by the method of hyperlogarithms, Nucl. Phys. B 885 (2014) 409–447, arXiv:1403.1137 [hep-ph].

[10] J. Ablinger, J. Blümlein, A. De Freitas, A. Hasselhuhn, A. von Manteuffel, M. Round and C. Schneider, The $O(\alpha_s^3T_F^2)$ contributions to the gluonic operator matrix element, Nucl. Phys. B 885 (2014) 280–317, arXiv:1405.4259 [hep-ph].

[11] J. Ablinger, J. Blümlein, C. G. Raab and C. Schneider, Iterated Binomial Sums and their Associated Iterated Integrals, 2014, submitted, arXiv:1407.1822 [hep-th].

[12] U. Aglietti and R. Bonciani, Master integrals with 2 and 3 massive propagators for the 2-loop electroweak form factor—planar case, Nucl. Phys. B 698 (2004) 277–318, arXiv:hep-ph/0401193.

[13] G. Almkvist and D. Zeilberger, The method of differentiating under the integral sign, J. Symbolic Computation 10 (1990) 571–591.

[14] J. Blümlein and S. Kurth, Harmonic sums and Mellin transforms up to two loop order, Phys. Rev. D 60 (1999) 014018, arXiv:hep-ph/9810241.

[15] J. Blümlein, A. Hasselhuhn and C. Schneider, Evaluation of Multi-Sums for Large Scale Problems, PoS RADCOR 2011 (2011) 032 [arXiv:1202.4303 [math-ph]].

[16] J. Blümlein, I. Dubovyk, J. Gluza, M. Ochman, C. G. Raab, T. Riemann and C. Schneider, Non-planar Feynman integrals and Mellin-Barnes representations, Proc. of Loops and Legs in Quantum Field Theory, 12th DESY Workshop on Elementary Particle Physics, PoS(LL2014)052, 2014.

[17] A. Bostan, Sh. Chen, F. Chyzak, Z. Li and G. Xin, Hermite Reduction and Creative Telescoping for Hyperexponential Functions, Proc. of ISSAC 2013 (2013) 77–84.

[18] M. Bronstein, Symbolic Integration I – Transcendental Functions, 2nd ed., Springer, 2005.
Nested binomial sums and new iterated integrals

Clemens G. Raab

[19] Sh. Chen, M. Kauers and Ch. Koutschan, A Generalized Apagodu-Zeilberger Algorithm, Proc. of ISSAC 2014 (2014), to appear, arXiv:1402.2405.

[20] Sh. Chen, M. Kauers and M. F. Singer, Telescopers for Rational and Algebraic Functions via Residues, Proc. of ISSAC 2012 (2012) 130–137.

[21] F. Chyzak, An extension of Zeilberger’s fast algorithm to general holonomic functions, Discrete Mathematics 217 (2000) 115–134.

[22] A. I. Davydychev and M. Y. Kalmykov, Massive Feynman diagrams and inverse binomial sums, Nucl. Phys. B 699 (2004) 3–64, [arXiv:hep-th/0303162].

[23] W. Decker, G.-M. Greuel, G. Pfister and H. Schönenmann, SINGULAR 3-1-6 — A computer algebra system for polynomial computations, http://www.singular.uni-kl.de (2012).

[24] M. Deneufchâtel, G. H. E. Duchamp, H. N. Minh and A. I. Solomon, Independence of Hyperlogarithms over Function Fields via Algebraic Combinatorics, Proc. of CAI 2011 (2011) 127–139, [arXiv:1101.4497].

[25] J. Fleischer, A. V. Kotikov and O. L. Veretin, Analytic two-loop results for self-energy- and vertex-type diagrams with one non-zero mass, Nucl. Phys. B 547 (1999) 343–374, [arXiv:hep-ph/9808242].

[26] K. O. Geddes, Ha Q. Le, Z. Li, Differential Rational Normal Forms and a Reduction Algorithm for Hyperexponential Functions, Proc. of ISSAC 2004 (2004) 183–190.

[27] Ch. Hermite, Sur la réduction des intégrales hyperelliptiques aux fonctions de première, de seconde et de troisième espèce, Bulletin des sciences mathématiques et astronomiques (2e série) 7 (1883) 36–42.

[28] F. Jegerlehner, M. Y. Kalmykov and O. L. Veretin, \( \overline{\alpha} \) vs. pole masses of gauge bosons II: two-loop electroweak fermion corrections, Nucl. Phys. B 658 (2003) 49–112, [arXiv:hep-ph/0212313].

[29] M. Y. Kalmykov, B. F. L. Ward and S. A. Yost, Multiple (inverse) binomial sums of arbitrary weight and depth and the all-order \( \epsilon \)-expansion of generalized hypergeometric functions with one half-integer value of parameter, JHEP 0710 (2007) 048, [arXiv:0707.3654 [hep-th]].

[30] M. Karr, Summation in finite terms, J. ACM, 28 (1981) 305–350.

[31] Ch. Koutschan, A Fast Approach to Creative Telescoping, Math. Comput. Sci. 4 (2010) 259–266.

[32] Ch. Koutschan, HolonomicFunctions (User’s Guide), Tech. rep. 10-01 in RISC Report Series, Johannes Kepler Universität Linz, Austria, 2010. http://www.risc.jku.at/research/combinat/software/HolonomicFunctions/

[33] S.O. Moch, P. Uwer and S. Weinzierl, Nested sums, expansion of transcendental functions and multiscale multiloop integrals, J. Math. Phys. 43 (2002) 3363–3386, [arXiv:hep-ph/0110083].

[34] M. Petkovšek, Hypergeometric solutions of linear recurrences with polynomial coefficients, J. Symbolic Comput. 14 (1992) 243–264.

[35] C. G. Raab, Definite Integration in Differential Fields, PhD Thesis, Johannes Kepler Universität Linz, Austria (2012).

[36] R. Ree, Lie elements and an algebra associated with shuffles, Ann. Math. 68 (1958) 210–220.

[37] E. Remiddi and J. A. M. Vermaseren, Harmonic Polylogarithms, Int. J. Mod. Phys. A 15 (2000) 725–754, [arXiv:hep-ph/9905237].

[38] R. H. Risch, The problem of integration in finite terms, Trans. Amer. Math. Soc. 139 (1969) 167–189.
[39] C. Schneider, Symbolic Summation in Difference Fields, Ph.D. Thesis RISC, Johannes Kepler University, Linz technical report 01-17 (2001).

[40] C. Schneider, Solving parameterized linear difference equations in terms of indefinite nested sums and products, J. Differ. Equations Appl. 11 (2005) 799–821.

[41] C. Schneider, Symbolic summation assists combinatorics, Sém. Lothar. Combin. 56 (2007) 1–36 article B56b.

[42] C. Schneider, A refined difference field theory for symbolic summation, J. Symbolic Comput. 43 (2008) 611–644 [arXiv:0808.2543 [cs.SC]].

[43] C. Schneider, Structural Theorems for Symbolic Summation, Appl. Algebra Engrg. Comm. Comput. 21 (2010) 1–32.

[44] C. Schneider, A Symbolic Summation Approach to Find Optimal Nested Sum Representations, In A. Carey, D. Ellwood, S. Paycha, and S. Rosenberg, editors, Motives, Quantum Field Theory, and Pseudodifferential Operators, Vol. 12 Clay Mathematics Proceedings, Amer. Math. Soc., 285–308, (2010) [arXiv:0904.2323 [cs.SC]].

[45] C. Schneider, Parameterized Telescoping Proves Algebraic Independence of Sums, Ann. Comb. 14 (2010) 533–552 [arXiv:0808.2596 [cs.SC]].

[46] C. Schneider, Simplifying Multiple Sums in Difference Fields, in: Computer Algebra in Quantum Field Theory: Integration, Summation and Special Functions, Texts & Monographs in Symbolic Computation eds. C. Schneider and J. Blümlein (Springer, Wien, 2013) 325–360 [arXiv:1304.4134 [cs.SC]].

[47] C. Schneider, Fast Algorithms for Refined Parameterized Telescoping in Difference Fields, in: Lecture Notes in Computer Science (LNCS) eds. J. Guitierrez, J. Schicho, M. Weimann, in press (2014) [arXiv:1307.7887 [cs.SC]].

[48] C. Schneider, Modern Summation Methods for Loop Integrals in Quantum Field Theory: The Packages Sigma, EvaluateMultiSums and SumProduction, J. Phys.: Conf. Ser. 523 (2014) 012037, [arXiv:1310.0160 [cs.SC]].

[49] M. F. Singer, D. Saunders, B. F. Caviness, An Extension of Liouville’s Theorem on Integration in Finite Terms, SIAM J. Comput. 14 (1985) 966–990.

[50] B. M. Trager, Integration of simple radical extensions, Proc. of EUROSAM’79 (1979) 408–414.

[51] J.A.M. Vermaseren, Harmonic sums, Mellin transforms and integrals, Int. J. Mod. Phys. A 14 (1999) 2037–2076 [hep-ph/9806280].

[52] S. Weinzierl, Expansion around half-integer values, binomial sums, and inverse binomial sums, J. Math. Phys. 45 (2004) 2656-2673, [arXiv:hep-ph/0402131].