Spin-Orbit coupling in the Kagome lattice with flux and time-reversal symmetry
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We study the topological properties of a spin-orbit coupled tight-binding model with flux on the Kagome lattice. The model is time-reversal invariant and realizes a $\mathbb{Z}_2$ topological insulator as a result of artificial gauge fields. We develop topological arguments to describe this system showing three inequivalent sites in a unit cell and a flat band in its energy spectrum in addition to the topological dispersive energy bands. We show the stability of the topological phase towards spin-flip processes and different types of on-site potentials. In particular, we also address the situation where on-site energies may differ inside a unit cell. Moreover, a staggered potential on the lattice may realize topological phases for the half-filled situation. Another interesting result is the occurrence of a topological phase for large on-site energies. To describe topological properties of the system we use a numerical approach based on the twisted boundary conditions and we develop a mathematical approach, related to smooth fields.

I. INTRODUCTION

The discovery of topological insulators has revolutionized the field of condensed matter physics in recent decades.11,12 Topological insulators have been observed not only in solid-state materials,13,14 but also in the artificial systems created by ultracold atoms loaded in optical lattices15–21 and photonic systems.22–24 In particular, the Azbel-Harper-Hofstadter15,16 and the Haldane15,17 models were experimentally realized. Robust edge states, indicating topological insulators, were also observed with ultracold atoms in synthetic dimensions.20,21 A common approach to achieve topological phases in cold atomic gas experiments is to employ artificial gauge fields.10,22–24

Realization of artificial spin-orbit coupling (SOC) was discussed in Ref. 29. SOC has already been realized experimentally in ultracold atoms in the absence of optical lattice.30–33 and there are proposals how to realize it in the presence of the optical lattice.34–36

Topological insulators behave as insulators in the bulk, while they are conducting at their boundary. Despite that, their topological properties are classified according to the topological invariants which are determined based on their bulk properties. Time-reversal symmetric non-magnetic insulators are characterized by a $\mathbb{Z}_2$ invariant $\nu$, i.e., they are divided into two categories: a topological insulator with $\mathbb{Z}_2$ number $\nu = 1$ and a trivial band insulator with $\nu = 0$. The latter is adiabatically connected to the trivial state, while the former cannot be connected to the trivial state without closing a bulk gap.12

There are a number of works that have already investigated topological properties of the tight-binding model on the Kagome lattice,37–40 related to spin-orbit coupling41–44, staggered fluxes,45 Hofstadter butterflies,46,47 breathing Kagome lattice,48 flat band phase,49–51 chiral edge modes,52 higher order topological Mott insulators,53 quantum anomalous Hall,54,55 fractional quantum Hall,56 and spin Hall effects.57

Hereafter, we study topological properties of the spin-orbit coupled tight-binding model with flux on the Kagome lattice, which is non-Bravais lattice and contains three sites per unit cell. In addition to the SOC and the flux produced by the artificial gauge fields imprinted as spin-dependent Peierls phases, we also take into account the effect of site-dependent on-site energies, which can be realized in experiments with ultracold atoms. We consider the cases where on-site energies can be different within the lattice unit cell but are the same for all lat-

FIG. 1: The schematic representation of the Kagome lattice. The lattice contains three sites per unit cell, which we depict by red ($R$), blue ($B$), and green ($G$). $\mathbf{e}_1$ and $\mathbf{e}_2$ are the displacement vectors between the neighboring unit cells which form the triangular lattice. $\mathbf{b}_1$, $\mathbf{b}_2$, and $\mathbf{b}_3$ are the displacement vectors within the unit cell between $R$ and $B$, $R$ and $G$, and $B$ and $G$ sites, respectively.
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tice unit cells, and we also consider cases with staggered on-site energies between different lattice unit cells.

We show that fluxes and SOC, generated by artificial gauge fields, induce topological phases. We show that these phases are stable after applying on-site energies. Interestingly, a staggered potential may also induce a topological phase for the half-filled situation. A remarkable result we obtained is the existence of the topological phase for divergingly large on-site energies.

In this work, we also develop an analytical approach to describe the topological properties of the phases which allows us to understand the variations of the $Z_2$ number.

The paper is organized as follows. In the next section (Sec. I), we introduce the model Hamiltonian and rewrite it in momentum space. In Sec. III we first give an overview of the numerical method to compute the $Z_2$ number based on twisted boundary conditions (Sec. II A). Afterwards, in Sec. II B we present the analytical method which brings a different view on the topological property of the phases and allows us to understand the variations of the $Z_2$ number. We present our results in Secs. IV and V. In Sec. IV we consider on-site energies that may differ within the unit cell but are the same for all unit cells, while in Sec. V we consider a setup with the staggered potential on the lattice. In Sec. VI we elaborate conclusive remarks. The paper also contains three appendices. In Appendix A we review and compare two other methods introduced in Refs. [77] and [78] to compute the $Z_2$ number for our model. In Appendix B we derive expressions for conservation of the average current, and finally in Appendix C we derive an effective Hamiltonian for large on-site energies.

II. MODEL

A. Hamiltonian in real-space

We investigate the tight-binding model with flux on the Kagome lattice. Experimentally, this lattice has been realized using ultracold atoms by superimposing two triangular optical lattices with different wavelengths. The resulting structure has three sites per unit cell, which we denote by $R$, $B$, and $G$ (see Fig. 1). The unit cells are arranged on a triangular lattice. The displacement vectors between the neighboring unit cells are

$$e_1 = a (1, 0) \quad \text{and} \quad e_2 = a \left( \frac{1}{2}, \frac{\sqrt{3}}{2} \right). \quad (1)$$

Here $a$ is the lattice constant. Here we have defined the displacement vector $e_3 = e_2 - e_1$. We also introduce $b_1 = \frac{1}{3} e_1$, $b_2 = \frac{1}{3} e_2$, and $b_3 = \frac{1}{3} e_3$ within a unit cell between $R$ and $B$, $R$ and $G$, and $B$ and $G$, respectively.

The Hamiltonian in real-space representation reads

$$H = -t \sum_r \left[ c_{R,r}^\dagger \mathbb{1} c_{B,r} + c_{R,r+e_1}^\dagger \mathbb{1} c_{B,r} \\
+ c_{R,r} e^{-i2\pi \gamma \sigma^z} c_{G,r} + c_{G,r} e^{i2\pi \gamma \sigma^z} c_{R,r+e_2} \\
+ c_{B,r} e^{i\sigma^x} c_{G,r} + c_{B,r+e_3} e^{i\sigma^x} c_{G,r} + H.c. \right] \\
+ \sum_r \sum_{\alpha=R,B,G} V_{\alpha,r} n_{\alpha,r} \cdot \quad (2)$$

Here, $c_{\alpha,r} = \left( c_{\alpha,r,\uparrow}, c_{\alpha,r,\downarrow} \right)$ creates a fermion at site $r$ for $\alpha = R$, at site $r + b_1$ for $\alpha = B$, and at site $r + b_2$ for $\alpha = G$, respectively. $n_{\alpha,r,\sigma} = c_{\alpha,r,\sigma}^\dagger c_{\alpha,r,\sigma}$ is the fermion number operator for spin $\sigma$ on the corresponding site and $n_{\alpha,r} = n_{\alpha,r,\uparrow} + n_{\alpha,r,\downarrow}$. We define the filling number as $n = \frac{1}{2N_1N_2} \sum_{\alpha,r} \langle \alpha, r \rangle$. Here $N_1$ and $N_2$ are the numbers of unit cells along $e_1$ and $e_2$, respectively. $\sigma^x$ and $\sigma^z$ are the $x$ and $z$ Pauli matrices acting in spin space, while $\sigma$ is the on-site energy on the $\alpha$ sublattice.

Finally $V_{\alpha,r}$ is the on-site energy on the $\alpha$ sublattice and in general, it depends on the unit cell coordinate $r$. On the one hand, we consider cases where the on-site energies are independent of $r$ but can be different from each other inside the unit cell, i.e., $V_{\alpha,r} = \lambda_\alpha$. In particular, we consider four different setups:

(i) all on-site energies are zero ($\lambda_R = \lambda_B = \lambda_G = 0$),
(ii) $\lambda_B = -\lambda_R = \lambda$ and $\lambda_G = 0$,
(iii) $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$,
(iv) $\lambda_B = \lambda$ and $\lambda_R = \lambda_G = 0$.

Here we note that the case when $\lambda_G = \lambda$ and $\lambda_R = \lambda_B = 0$ is equivalent to the case where the on-site energies are non-zero for $R$ sublattice sites, i.e., case (ii) due to the symmetry discussed below (see Eq. (17)).

On the other hand, we also consider a staggered potential. For the latter, we have $V_{\alpha, r} = \lambda_{\alpha,1}$ for $r = 2n_1 e_1 + n_2 e_2$ and $V_{\alpha, r} = \lambda_{\alpha,2}$ for $r = (2n_1 + 1)e_1 + n_2 e_2$. Here $1 \leq n_1 \leq N_1$ and $1 \leq n_2 \leq N_2$ are integer numbers. Therefore, the size of the unit cell of the model is twice as large as the size of the unit cell of the lattice. Also in this case the unit cells are arranged on a triangular lattice,
but with the displacement vectors between the neighboring unit cells $\mathbf{e}_1 = 2\mathbf{e}_1$ and $\mathbf{e}_2 = \mathbf{e}_2$. We consider three cases

(a) $\lambda_{R,1} = \lambda_{B,1} = \lambda_{G,1} = -\lambda_{R,2} = -\lambda_{B,2} = -\lambda_{G,2} = \lambda$ for $n = 2/3$ filling,

(b) $\lambda_{R,1} = \lambda_{B,1} = \lambda_{G,1} = -\lambda_{R,2} = -\lambda_{B,2} = -\lambda_{G,2} = \lambda$ for half-filling $(n = 1)$,

(c) $\lambda_{R,1} = -\lambda_{R,2} = \lambda$ and $\lambda_{B,s=1,2} = \lambda_{G,s=1,2} = 0$ for $n = 2/3$ filling.

In contrast to our model, Harper and Hofstadter in their original works considered a Peierls phase $\phi$ that depends on the site coordinate. As it was shown in Ref. [61], such a Peierls phase produces a fractal spectrum known as the "Hofstadter butterfly".

### B. Hamiltonian in momentum space

1. **Without staggered potential: $V_{\alpha,r} = \lambda_{\alpha}$**

   First we consider the system without the staggered potential, i.e. for $V_{\alpha,r} = \lambda_{\alpha}$. We consider periodic boundary conditions along the $\mathbf{e}_1$ and the $\mathbf{e}_2$ directions, i.e. $\mathbf{r} + N_1 \mathbf{e}_1 = \mathbf{r}$ and $\mathbf{r} + N_2 \mathbf{e}_2 = \mathbf{r}$. We perform a Fourier transform

   \[
   \mathcal{H} = \sum_{\mathbf{k}} \psi_\mathbf{k}^\dagger \begin{pmatrix} \mathcal{H}_{\uparrow}(\mathbf{k}) & \mathcal{H}_{RSO}(\mathbf{k}) \\ \mathcal{H}_{RSO}(\mathbf{k}) & \mathcal{H}_{\downarrow}(\mathbf{k}) \end{pmatrix} \psi_\mathbf{k}
   \]

   with

   \[
   \mathcal{H}_{\sigma}(\mathbf{k}) = \begin{pmatrix} \lambda_R & \varepsilon_1(\mathbf{k}) & \cos(2\pi\gamma)\varepsilon_2(\mathbf{k}) \\ \varepsilon_1(\mathbf{k}) & \lambda_B & e^{i\pi/2}\varepsilon_3(\mathbf{k}) \\ \cos(2\pi\gamma)\varepsilon_2(\mathbf{k}) & e^{i\pi/2}\varepsilon_3(\mathbf{k}) & \lambda_G \end{pmatrix}
   \]

   \[
   \mathcal{H}_{RSO}(\mathbf{k}) = \begin{pmatrix} 0 & 0 & \sin(2\pi\gamma)\xi(\mathbf{k}) \\ 0 & 0 & 0 \\ \sin(2\pi\gamma)\xi(\mathbf{k}) & 0 & 0 \end{pmatrix}.
   \]

   Here we have defined

   \[
   \psi_\mathbf{k} = \left( c_{R,k,\uparrow}, c_{B,k,\uparrow}, c_{G,k,\uparrow}, c_{R,k,\downarrow}, c_{B,k,\downarrow}, c_{G,k,\downarrow}, c_{G,k,\uparrow} \right),
   \]

   as well as $\varepsilon_\sigma = -2t \cos(\mathbf{k} \cdot \mathbf{b}_\sigma)$ and $\xi(\mathbf{k}) = 2t \sin(\mathbf{k} \cdot \mathbf{b}_2)$. Note that $\sigma_\varepsilon = 1 (-1)$ for $\sigma = \uparrow (\downarrow)$. The reciprocal lattice of the triangular lattice has the following basis vectors:

   \[
   \mathbf{g}_1 = 2\pi \frac{\mathbf{Re}_2}{\mathbf{e}_1 \cdot \mathbf{Re}_2} = \frac{4\pi}{a\sqrt{3}} \begin{pmatrix} \sqrt{3} \alpha \frac{1}{2} \end{pmatrix}
   \]

   \[
   \mathbf{g}_2 = 2\pi \frac{\mathbf{Re}_1}{\mathbf{e}_2 \cdot \mathbf{Re}_1} = \frac{4\pi}{a\sqrt{3}} (0, 1).
   \]

   Here

   \[
   R = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
   \]

   represents a $\pi/2$ rotation matrix. Therefore

   \[
   \mathbf{k} = \frac{n_1}{N_1} \mathbf{g}_1 + \frac{n_2}{N_2} \mathbf{g}_2
   \]

   We obtain $\mathbf{k} \cdot \mathbf{b}_\alpha = \frac{n_\alpha}{N_\alpha} = k_\alpha$ for $\alpha = 1, 2$ and $\mathbf{k} \cdot \mathbf{b}_3 = \frac{n_3}{N_3} - \frac{n_3}{N_3} = k_3 - k_1$.

   The Hamiltonian has 6 eigenvalues for each value of $\mathbf{k}$. Due to time-reversal symmetry the spectrum possesses non-movable band crossings which are known as Kramers degeneracies. This leaves 3 bands potentially non-overlapping for any value of $\mathbf{k}$. Based on that, gaps may appear between the second and third bands, when two from six bands are filled, as well as between the fourth and fifth bands when four from six bands are filled. Therefore, a gap may appear for the fillings $n = 2/3$ and $n = 4/3$. Just remember when all bands are filled $n = 2$.

2. **Staggered potential**

   Now we consider the case when a staggered potential is applied, i.e. $V_{\alpha,r} = \lambda_{\alpha,1}$ for $r = 2n_1 \mathbf{e}_1 + n_2 \mathbf{e}_2$ and $V_{\alpha,r} = \lambda_{\alpha,2}$ for $r = (2n_1 + 1) \mathbf{e}_1 + n_2 \mathbf{e}_2$. In this case, as it was mentioned above, the displacement vectors between the neighboring unit cells are $\mathbf{e}_1 = 2\mathbf{e}_1$ and $\mathbf{e}_2 = \mathbf{e}_2$. We again consider periodic boundary conditions. Taking into account the size of the unit cell which is twice as large we have $\mathbf{r} + N_2 \mathbf{e}_1 = \mathbf{r}$ and $\mathbf{r} + N_2 \mathbf{e}_2 = \mathbf{r}$. In this case, the number of unit cells along the $\mathbf{e}_1$ direction is $N_1/2$. After the Fourier transform we obtain

   \[
   \mathcal{H} = \sum_{\mathbf{k}} \psi_\mathbf{k}^\dagger \begin{pmatrix} \mathcal{H}_{1,\uparrow}(\mathbf{k}) & \mathcal{H}_{1,\downarrow}(\mathbf{k}) & \mathcal{H}_{RSO}(\mathbf{k}) & 0 \\ \mathcal{H}_{RSO}(\mathbf{k}) & \mathcal{H}_{2,\uparrow}(\mathbf{k}) & \mathcal{H}_{2,\downarrow}(\mathbf{k}) & 0 \\ 0 & \mathcal{H}_{RSO}(\mathbf{k}) & \mathcal{H}_{1,\uparrow}(\mathbf{k}) & \mathcal{H}_{1,\downarrow}(\mathbf{k}) \\ 0 & 0 & \mathcal{H}_{2,\uparrow}(\mathbf{k}) & \mathcal{H}_{2,\downarrow}(\mathbf{k}) \end{pmatrix} \psi_\mathbf{k}
   \]

   with:

   \[
   \mathcal{H}_{1,\sigma}(\mathbf{k}) = \begin{pmatrix} \lambda_{R,1} & -te^{-i\phi}b_1 & \cos(2\pi\gamma)d_2 \xi(\mathbf{k}) \\ -te^{i\phi}b_1 & \lambda_{B,1} & -te^{i\phi}e^{-i\mathbf{k} \cdot \mathbf{b}_3} \\ \cos(2\pi\gamma)d_2 \xi(\mathbf{k}) & -te^{-i\phi}e^{i\mathbf{k} \cdot \mathbf{b}_3} & \lambda_{G,1} \end{pmatrix}
   \]

   \[
   \mathcal{H}_{1,\sigma}(\mathbf{k}) = \begin{pmatrix} -te^{-i\phi}b_1 & 0 & 0 \\ 0 & -te^{i\phi}e^{-i\mathbf{k} \cdot \mathbf{b}_3} & 0 \\ 0 & 0 & -te^{i\phi}e^{i\mathbf{k} \cdot \mathbf{b}_3} \end{pmatrix}.
   \]

   Here

   \[
   \psi_\mathbf{k} = \left( c_{R1,k,\uparrow}, c_{B1,k,\uparrow}, c_{G1,k,\uparrow}, c_{G1,k,\downarrow}, c_{R2,k,\downarrow}, c_{B2,k,\downarrow}, c_{G2,k,\uparrow}, c_{G2,k,\downarrow} \right)
   \]

   The reciprocal lattice of the triangular lattice with the extended unit cell has the following basis vectors:

   \[
   \mathbf{g}_1 = 2\pi \frac{\mathbf{Re}_2}{\mathbf{e}_1 \cdot \mathbf{Re}_2} = \frac{2\pi}{a\sqrt{3}} \begin{pmatrix} \sqrt{3} \alpha \frac{1}{2} \end{pmatrix}
   \]

   \[
   \mathbf{g}_2 = 2\pi \frac{\mathbf{Re}_1}{\mathbf{e}_2 \cdot \mathbf{Re}_1} = \frac{4\pi}{a\sqrt{3}} (0, 1).
   \]
and taking into account that the number of unit cells along $e_1$ is $N_1/2$ we have

$$\mathbf{k} = \frac{n_1}{N_1/2} \mathbf{g}_1 + \frac{n_2}{N_2} \mathbf{g}_2. \quad (16)$$

Here, $-\frac{N_1}{2} < n_1 \leq \frac{N_1}{2}$ and $-\frac{N_2}{2} < n_2\leq \frac{N_2}{2}$ are integer numbers. We obtain $\mathbf{k} \cdot \mathbf{b}_1 = \frac{\pi n_1}{N_1} = \frac{1}{2} \bar{k}_1$, $\mathbf{k} \cdot \mathbf{b}_2 = \frac{\pi n_2}{N_2} = \bar{k}_2$ and $\mathbf{k} \cdot \mathbf{b}_3 = \frac{\pi n_3}{N_3} - \frac{\pi n_1}{N_1} = \bar{k}_2 - \frac{1}{2} \bar{k}_1$.

The Hamiltonian $\mathcal{H}$ has $12$ eigenvalues for each value of $\mathbf{k}$. Due to the Kramers degeneracy, discussed above, there are $6$ bands potentially non-overlapping for any value of $\mathbf{k}$. They are between the $2m$-th and $(2m+1)$th bands ($m=1, \ldots, 6$). Therefore gaps may appear for the fillings $n=1/3$, $n=2/3$, $n=1$, $n=4/3$, and $n=5/3$.

C. Symmetries

In this subsection, we discuss the symmetries of the Hamiltonian $\mathcal{H}$, as introduced in Eq. (2). To detect them we consider different gauge transformations as well as the particle-hole symmetry.

We start with noting that there is no physical difference between $R$ and $G$ sites in the unit cell. Interchanging them is equivalent to the following gauge transformation:

$$c_{B,R} \leftrightarrow c_{B,G} e^{i \phi \sigma^z} \quad R \leftrightarrow G. \quad (17)$$

One can easily show that due to this gauge transformation

$$c_{\alpha,R} \leftrightarrow c_{\alpha,G} e^{i \phi \sigma^z} \quad \alpha = R, B, G, \quad (18)$$

the following relations hold

$$\mathcal{H}(\gamma, \phi, V_{\alpha}) \leftrightarrow \mathcal{H}(\gamma, 2 \pi - \phi, V_{\alpha}). \quad (19)$$

The gauge transformation

$$c_{\alpha,R} \leftrightarrow c_{\alpha,G} e^{i \phi \sigma^y} = i c_{\alpha,G} \sigma^y \quad \alpha = R, B, G, \quad (20)$$

gives us

$$\mathcal{H}(\gamma, \phi, V_{\alpha}) \leftrightarrow \mathcal{H}(1 - \gamma, \phi, V_{\alpha}). \quad (21)$$

While after the gauge transformation

$$c_{\alpha,R} \leftrightarrow c_{\alpha,G} e^{i \phi \sigma^z} = i c_{\alpha,G} \sigma^z \quad \alpha = R, B, G, \quad (22)$$

we obtain

$$\mathcal{H}(\gamma, \phi, V_{\alpha}) \leftrightarrow \mathcal{H}(1 - \gamma, \phi, V_{\alpha}). \quad (23)$$

Finally, the gauge transformation

$$c_{B,R} \leftrightarrow c_{B,G} e^{i \pi} = -c_{B,R}, \quad c_{B,G} \leftrightarrow c_{B,R} e^{i \pi} = -c_{B,G}, \quad (24)$$

gives us

$$\mathcal{H}(\gamma, \phi, V_{\alpha}) \leftrightarrow \mathcal{H}(\gamma - \frac{1}{2}, \phi, V_{\alpha}). \quad (25)$$

Due to the fact that $\gamma$ and $\phi$ are in the exponent and are periodic variables it is enough to consider only

$$0 \leq \gamma < 1 \quad \text{and} \quad 0 \leq \phi < 2 \pi. \quad (26)$$

Based on the Eqs. (19), (21), (23), and (25), we can focus on

$$0 \leq \gamma \leq 0.25 \quad \text{and} \quad 0 \leq \phi \leq \pi, \quad (27)$$

but alternatively one can also consider

$$0 \leq \gamma \leq 0.5 \quad \text{and} \quad 0 \leq \phi \leq \frac{\pi}{2}. \quad (28)$$

To check further symmetries of the model, we consider the particle-hole transformation. In general, the Hamiltonian under consideration (Eq. (2)) is not symmetric under the particle-hole symmetry, but it maps different parameter sets to each other.

We perform the following particle-hole transformation:

$$c_{\alpha,R}^\dagger \leftrightarrow \sigma^z c_{R,\alpha} \quad c_{\alpha,G}^\dagger \leftrightarrow -\sigma^z c_{B,\alpha} \quad c_{\alpha,G}^\dagger \leftrightarrow -\sigma^z c_{G,\alpha}. \quad (29)$$

After simple calculations, we obtain that the Hamiltonian under consideration has the following symmetry

$$\mathcal{H}(\gamma, \phi, V_{\alpha}) \quad \text{for} \quad n \leftrightarrow \mathcal{H}(\gamma, \pi - \phi, -V_{\alpha}) \quad \text{for} \quad 2 - n. \quad (30)$$

Here $n$ is the average filling.

Eventually, we consider the time-reversal symmetry. We write the time-reversal operator $\Theta = i \sigma^y K$ with $\sigma^y$ the Pauli matrix acting in spin space and $K$ denoting complex conjugation. The Hamiltonian $\mathcal{H}$ is invariant under time-reversal symmetry: $\Theta \mathcal{H}(\Theta^{-1}) = \mathcal{H}$. We can check it explicitly by rewriting $e^{-i 2 \pi \sigma^y} = 1 + 2 \pi \cos 2 \pi \gamma + i 2 \pi \sin 2 \pi \gamma$ and $e^{i \phi \sigma^y} = 1 + 2 \pi \cos \phi \sigma^y + i 2 \pi \sin \phi \sigma^y$.

The time-reversal operator

$$\mathcal{H}(\gamma, \phi, V_{\alpha}) \leftrightarrow \mathcal{H}(1 - \gamma, 2 \pi - \phi, V_{\alpha}). \quad (31)$$

for $n \leftrightarrow \mathcal{H}(n, \pi - \phi, -V_{\alpha}) \quad \text{for} \quad 2 - n. \quad (32)$

Here $n$ is the average filling.

Eventually, we consider the time-reversal symmetry. We write the time-reversal operator $\Theta = i \sigma^y K$ with $\sigma^y$ the Pauli matrix acting in spin space and $K$ denoting complex conjugation. The Hamiltonian $\mathcal{H}$ is invariant under time-reversal symmetry: $\Theta \mathcal{H}(\Theta^{-1}) = \mathcal{H}$. We can check it explicitly by rewriting $e^{-i 2 \pi \sigma^y} = 1 + 2 \pi \cos 2 \pi \gamma + i 2 \pi \sin 2 \pi \gamma$ and $e^{i \phi \sigma^y} = 1 + 2 \pi \cos \phi \sigma^y + i 2 \pi \sin \phi \sigma^y$.

The time-reversal operator

$$\mathcal{H}(\gamma, \phi, V_{\alpha}) \leftrightarrow \mathcal{H}(1 - \gamma, \pi - \phi, -V_{\alpha}). \quad (33)$$

for $n \leftrightarrow \mathcal{H}(1 - \gamma, \pi - \phi, -V_{\alpha}) \quad \text{for} \quad 2 - n. \quad (34)$

Here $n$ is the average filling.

III. METHODS

In this Section, we review the different methods which allow us to calculate the $\mathbb{Z}_2$ number and which are useful to characterize the topological phases. One of them is numerical and based on the twisted boundary conditions, while the other two are analytical and also introduce geometrical arguments specific to the Kagome lattice (see Appendix A). Another way to calculate the $\mathbb{Z}_2$ number is to use the Wilson loop.
A. Calculation of the $Z_2$ number using twisted boundary conditions

First, we review the approach employing twisted boundary conditions following closely the definitions of Ref. [69]. We consider spin-dependent twisted boundary conditions along the $e_1$ direction and spin-independent twisted boundary along the $e_2$ direction. So we have

$$c_{r+L_1e_1,\alpha} = e^{i\alpha_1\theta_1}c_{r,\alpha} \quad \text{and} \quad c_{r+L_2e_2,\alpha} = e^{i\alpha_2}c_{r,\alpha}. \quad (31)$$

Here, $L_1 \times L_2$ is the 2D sample area while $\theta = (\theta_1, \theta_2)$ is the vector of the two twist angles. Here, it is worth mentioning that the periodic boundary condition is the special case of the twisted boundary condition (31) with $\theta_1 = \theta_2 = 0$.

We perform calculations for a relatively small real-space sample $L_1 \times L_2$ for the different values of $\theta$. Therefore we introduce another grid of size $N_{\theta_1}$ and $N_{\theta_2}$, such that $\theta_{\alpha-1,2} = 2\pi n_{\alpha}/N_{\theta_{\alpha}}$, where $-N_{\theta_{\alpha}}/2 \leq n_{\alpha} < N_{\theta_{\alpha}}/2$.

Furthermore, we define the $U(1)$ link variables

$$U_{\alpha,1,2}(\theta) = \frac{\det g_{\alpha,1,2}(\theta)}{|\det g_{\alpha}|}, \quad (32)$$

which are functions of the twist angle $\theta$. Here

$$[g_{\alpha,1,2}(\theta)]_{\alpha\beta} = \langle \psi_{\alpha}(\theta) | \psi_{\beta}(\theta + \mu_\alpha) \rangle \quad (33)$$

are matrices with dimension equal to the number of occupied eigenstates of the Hamiltonian $|\psi_{\alpha}(\theta)\rangle$ for a given twist angle $\theta$. $\mu_1 = (2\pi/N_{\theta_1},0)$ and $\mu_2 = (0,2\pi/N_{\theta_2})$ are unit vectors in the respective directions.

Now we can define the Berry curvature

$$\Omega(\theta) = \log [U_{1}(\theta)U_{2}(\theta + \mu_1)U_{1}(\theta + \mu_2)^{-1}U_{2}(\theta)^{-1}] \quad (34)$$

For time-reversal invariant systems the $Z_2$ number can be calculated by summing over all $\theta$

$$\nu = \left[ \frac{1}{4\pi i} \sum_\theta \Omega(\theta) \right] \mod 2. \quad (35)$$

One can show that Eq. (35) always produces an integer for the gapped phase, where it is well-defined. This number quickly converges to the actual $Z_2$ number when increasing the numerical accuracy. The advantage of this method is that Eq. (34) is gauge invariant due to the fact that the phases of a $U(1)$ gauge transformation will always cancel out.

B. Analytical computation of the $Z_2$ number

Here we consider the case $V_{\sigma,\sigma} = \lambda_\sigma$. We describe an analytical computation for the $Z_2$ number at $n = 2/3$ filling. This computation is first performed at $\gamma = 0$ for all the values of the flux $\phi$ and for arbitrary on-site energy $\lambda$ and it is consistent with both approaches described in appendix [A]. Then the results are extended to the $\gamma \neq 0$ case, either by adiabatic evolution of the Hamiltonian or by considering the evolution of the current operator average value when turning on the $\gamma$ term. This analytical approach is complementary to the previous approach. It allows to understand (mathematically speaking) the variations of the $Z_2$ number.

1. The $\gamma = 0$ case

When $\gamma = 0$, the Hamiltonian (see expression in Eq. [3]) decouples into two independent parts for $\sigma = \uparrow$ and $\sigma = \downarrow$. It gives 3 energy bands associated to spin up states, which are degenerate with the 3 energy bands associated to the spin down states. Due to this decoupling, we have the following relation for the $Z_2$ topological number.

$$\nu = \frac{1}{2}(C_\uparrow - C_\downarrow) \mod 2 = C_\uparrow \mod 2, \quad (36)$$

where

$$C_\sigma = \frac{1}{2i\pi} \int d^2k [\nabla_k \times A_{\sigma,k}] \cdot e_z, \quad (37)$$

is the spin Chern number and $e_z$ is a unit vector perpendicular to the Kagome lattice and the so-called Berry gauge field $A_{\sigma,k} = \int d^2r u^*_\sigma(k)(r) \nabla_k u_{\sigma,k}(r) = \langle u_{\sigma,k}| \nabla_k |u_{\sigma,k}\rangle$, associated to the lowest energy band with spin $\sigma$. $u_{\sigma,k}(r) = u_{\sigma,k}(r + R)$, with $R$ the (magnetic) Bravais lattice vector, is the periodic (in real space) part of the Bloch eigenvector $\Psi_k(r) = e^{ik \cdot R} u_{\sigma,k}(r)$. The integration
is performed over the whole Brillouin zone (BZ). Because the BZ is a torus, if we can find a gauge choice such that \( A_{\sigma,k} \) is uniquely and smoothly defined over all the BZ, then using the Stokes’ theorem, we find that \( C_\sigma \) is vanishing. Therefore, a non-trivial topology comes from the impossibility of finding such a gauge choice that makes \( A_{\sigma,k} \) uniquely and smoothly defined. Under a gauge transformation \( u_{\sigma,k}(r) \to u_{\sigma,k}(r)e^{if_\sigma(k)} \), with \( f_\sigma \) a smooth function of \( k \) and independent of \( r \), we have \( A_{\sigma,k} \to A_{\sigma,k} + i \nabla_k f_\sigma(k) \), so \( C_\sigma \to C_\sigma \). Now, suppose that the BZ is divided into 2 domains denoted \( D_1 \) and \( D_{II} \), where the respective gauge choices \( |u_{\sigma,k,1} \rangle \) and \( |u_{\sigma,k,II} \rangle \) are unique and smooth (for illustration see Fig. 2). We define \( \varphi_\sigma(k) \) a smooth function of \( k \) such that \( |u_{\sigma,k,1} \rangle = e^{i\varphi_\sigma(k)} |u_{\sigma,k,II} \rangle \) and we define \( A_{\sigma,k,1} = (u_{\sigma,k,1} | \nabla_k | u_{\sigma,k,II} \rangle \) and \( A_{\sigma,k,II} = (u_{\sigma,k,II} | \nabla_k | u_{\sigma,k,II} \rangle \), which are both uniquely and smoothly defined fields respectively inside \( D_1 \) and \( D_{II} \). Then after using Stokes’ theorem we obtain

\[
C_\sigma = \frac{1}{2\pi i} \oint_{\Gamma} dk \cdot A_{\sigma,k,II} - \oint_{\Gamma} dk \cdot A_{\sigma,k,II} .
\] (38)

Here \( \Gamma \) is the boundary between \( D_1 \) and \( D_{II} \). Using \( A_{\sigma,k,II} = A_{\sigma,k,II} + i \nabla_k \varphi_\sigma(k) \), we find

\[
C_\sigma = \frac{1}{2\pi i} \oint_{\Gamma} dk \cdot \nabla_k \varphi_\sigma(k) .
\] (39)

In the results of Sec. [14] we detail this computation with convenient gauge choices depending on the value of the parameters. We should notice that the phase \( \oint_{\Gamma} dk \cdot \nabla_k \varphi_\sigma(k) \) accumulated here is different from a Berry phase accumulated by the wave packet \( |u_{\sigma,k} \rangle \) along the \( \Gamma \) path[29]. The latter can be written \( \oint_{\Gamma} dk \cdot A_{\sigma,k} \) and it is the contribution to the Chern number of the Berry curvature integrated over the domain delimited by \( \Gamma \). The former is the Berry curvature integrated over all the BZ and is then related to the difference of Berry phases in Eq. (38). When the Berry curvature takes non-negligible values only around \( L \) points that we denote \( K_l, l = 1, \ldots, L \), the Chern number is well approximated by \( \sum_l \oint_{\Gamma_{K_l}} dk \cdot A_{\sigma,k} \) where \( \Gamma_{K_l} \) is the boundary delimiting the domain around the \( K_l \) point where the Berry curvature takes non-negligible values. Usually, the contributions \( \oint_{\Gamma_{K_l}} dk \cdot A_{\sigma,k} \) are numerically evaluated. This is what is done in Ref.[10] and it provides a way to access the quantity in Eq. (38).

### 2. Extending the results to the \( \gamma \neq 0 \) case

We can generalize the results of the \( \gamma = 0 \) study by considering adiabatic deformations of the Hamiltonian. Because the \( \mathbb{Z}_2 \) number is an integer, it is unchanged under adiabatic deformations of the Hamiltonian, i.e. as long as there is no gap closing. Therefore, we expect that a \( \gamma \neq 0 \) point is characterized by the same \( \mathbb{Z}_2 \) number as a \( \gamma = 0 \) point which lies in the same phase (no gap closure between both points).

We can use another argument, maybe more intuitive, from the evolution of the conductivity for a two-dimensional open geometry, when we turn the \( \gamma \) term on. When \( \gamma = 0 \), we assume that the system at \( n = 2/3 \) is in a topological insulating phase. It means that we can observe chiral edge modes[20-23] each of which is associated to a finite chiral current average value, while the total current vanishes. If we can show that the chiral current associated to each edge mode is conserved when we turn \( \gamma \) on, as well as the insulating feature of the bulk, then we prove that the \( \mathbb{Z}_2 \) number is also conserved.

We introduce a (real-)time \( \tau \) dependence in the \( \gamma \) parameter, say a simple linear one \( 2\pi \gamma \tau = \pi \). We want to evaluate the electronic current operator \( J_{(\alpha,r),(\alpha',r')}(\tau) \) between 2 nearest neighbor points \( (\alpha,r) \) and \( (\alpha',r') \) of the lattice. First we combine the continuity equation for the charge density \( n_{\alpha,r} = c_\alpha^\dagger c_{\alpha,r} \) with the (Heisenberg picture) evolution equation for \( n_{\alpha,r} \) to get

\[
\nabla \cdot j_{\alpha,r}(\tau) = -i [\mathcal{H}(\tau), n_{\alpha,r}] ;
\] (40)

with \( \mathcal{H} \) corresponding to the form in Eq. (2) and with

\[
j_{\alpha,r}(\tau) = \sum_{\alpha',r'} j_{(\alpha,r),(\alpha',r')}(\tau)
\] (41)

the electronic current operator at the \( (\alpha,r) \) point of the lattice. In Eq. (41) the summation with \( (\alpha',r') \) runs over all neighboring sites of \( (\alpha,r) \).

Now, we show that when \( \gamma \) goes from 0 to a finite value, the chiral currents associated to the chiral edge modes are conserved as well as the insulating feature of the bulk. To this end, we write the time derivative of the average value of the current operator, at whatever time \( \tau \). We denote \( |\Psi(\tau)\rangle \) the state of the system described by the Hamiltonian \( \mathcal{H}(\tau) \). We have

\[
\frac{d}{d\tau} \langle \Psi(\tau) | j_{(\alpha,r),(\alpha',r')}(\tau) | \Psi(\tau) \rangle = \langle \Psi(\tau) | \left( \frac{i}{\hbar} [\mathcal{H}(\tau), j_{(\alpha,r),(\alpha',r')}(\tau)] + \frac{d}{d\tau} j_{(\alpha,r),(\alpha',r')}(\tau) \right) | \Psi(\tau) \rangle .
\] (42)
FIG. 3: The spectra $E_{k_1}$ for vanishing on-site energies ($\lambda_R = \lambda_B = \lambda_G = 0$) and for different values of $\gamma$ and $\phi$. Blue lines correspond to the edge states obtained by calculations where we consider periodic boundary conditions in the $e_1$ direction and open boundary conditions in the $e_2$ direction. Triangles right (left) indicate that the corresponding edge state is localized at the $x_2 = N_2$ ($x_2 = 1$) edge of the system. Brown (gold) triangles indicate a state which dominantly contains down (up) spin fermions.

system is conserved (for details see in Appendix B). What we call a directional line is one straight line of atoms in the system along one of the $e_1$, $e_2$ or $e_3$ directions.

In the Appendix B we give an example of this computation for one directional line, that we denote $\mathcal{E}_2$, along the $e_2$ direction. We consider an inversion symmetric lattice with line-shaped boundaries. For each unit cell at position $r \in \mathcal{E}_2$, we need to consider the currents along $\mathcal{E}_2$, which are $J_{(G,r),(R,r)}(\tau)$ and $J_{(R,r+e_2),(G,r)}(\tau)$. We show (see Appendix B) that

$$\sum_{r \in \mathcal{E}_2} \frac{d}{d\tau} \langle \Psi(\tau) | J_{(G,r),(R,r)}(\tau) + J_{(R,r+e_2),(G,r)}(\tau) | \Psi(\tau) \rangle = 0. \quad (43)$$

For one line along the $e_2$ direction, the currents, associated to an eigenstate, are conserved when we vary $\gamma$. The proof can also be done for the currents associated to the $e_1$ and $e_3$ directions, but is not shown here because it is similar to $e_2$ the proof.

The currents that flow in the system are those associated to the occupied eigenstates. At $n = 2/3$, as long as the gap between the second and the third band does not close, all the eigenstates associated to the first and the second band remain occupied. Therefore, when we turn on the $\gamma$ term, as long as the gap (between the second and the third band) does not close, the chiral currents associated to the chiral edge modes are conserved, as well as the insulating feature of the bulk, which shows that the $\mathbb{Z}_2$ number is conserved.
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Figure 3(b)), but with increasing eracy is partially removed, but bands are still pairwise degenerate corresponding to spin up fermions and triangles pointing down correspond to spin down fermions. Red (solid), blue (dashed), green (dashed-dotted) lines correspond to \( R \), \( B \) and \( G \) sites, respectively. \( l \) corresponds to the energy level. The number of unit cells along \( e_1 \) and \( e_2 \) directions are \( N_1 = 500 \) and \( N_2 = 100 \) respectively. Other parameters are \( \lambda_R = \lambda_B = \lambda_G = 0 \).

IV. RESULTS WITHOUT STAGGERED POTENTIAL: \( V_{\alpha,\mathbf{r}} = \lambda_{\alpha} \)

A. Without on-site energies: \( \lambda_R = \lambda_B = \lambda_G = 0 \)

We start to present our results for \( V_{\alpha,\mathbf{r}} = \lambda_{\alpha} \). First, we consider a setup for which all the on-site energies are zero, i.e., \( \lambda_R = \lambda_B = \lambda_G = 0 \). We present spectra \( E_k \) for different values of \( \gamma \) and \( \phi \) in the Fig. 3. For \( \gamma = 0 \), the spin up and spin down fermions are decoupled from each other and we obtain three bands, each of them are doubly degenerate corresponding to spin up and spin down fermions. We obtain flat bands for \( \phi = 0 \) (upper band), \( \phi = \pi/2 \) (middle band), and \( \phi = \pi \) (lower band). Spectra for \( \phi = \pi/2 \) is presented in Fig. 3(a). For finite \( \gamma \), the spin up and spin down fermions are mixed. Degeneracy is partially removed, but bands are still pairwise partially degenerate. For small values of \( \gamma \), the system is still gapped for both \( n = 2/3 \) and \( n = 4/3 \) fillings (see Fig. 3(b)), but with increasing \( \gamma \) the gaps are closing (see Figs. 3(c) and 3(d)).

As mentioned above, the gap may appear for \( n = 2/3 \) and \( n = 4/3 \) fillings and the results obtained for these fillings are related to each other by the mapping in Eq. (30). Therefore, we present our results for \( n = 2/3 \) and the results for \( n = 4/3 \) can be obtained by replacing \( \phi \) by \( \pi - \phi \). First, we consider the gap. Our results are presented in the upper panel of Fig. 4. The next step is to find out whether we have a trivial band insulator or a topological band insulator. For this purpose we calculate the \( \mathbb{Z}_2 \) number using twisted boundary conditions. Our calculations show that for all values of \( (\gamma, \phi) \) for which the gap is finite, the \( \mathbb{Z}_2 \) number is \( \nu = 1 \) (see lower panel of Fig. 4), i.e., the gapped phase is a topological insulator. To conclude, for large values of \( \gamma \), the system is in the metallic phase, while for small values of \( \gamma \), the system is a topological insulator.

As mentioned above, topological insulators behave as
insulators in the bulk, while they are conducting at their boundary. Indeed as one can see from Figs. 3(a) and 3(b) considering only the bulk bands the system is an insulator. With edge states, however, the system becomes gapless at the boundary (blue curves inside the gap).

To investigate the edge states in more detail we perform calculations where we consider periodic boundary conditions in the $e_1$ direction and open boundary conditions in the $e_2$ direction. We obtain four edge states. Two edge states are localized at the $x_2 = 1$ edge of the system (see left triangles in Figs. 3(a) and 3(b)) and also Figs. 4(c) and 4(d) and the other two are localized at the $x_2 = N_2$ edge of the system (see right triangles in Figs. 3(a) and 3(b)) and also Figs. 4(a) and 4(b) and 4(e) and 4(f). As one can see from Fig. 4 the penetration length of the edge states into the bulk is 2-3 unit cells.

For $\gamma = 0$ the spin up fermions and the spin down fermions are decoupled from each other. In that case we have for the spin up fermions one edge state localized at the $x_2 = 1$ edge of the system and one edge state localized at the $x_2 = N_2$ edge of the system. Similar for the spin down fermions. Each of these edge states can be presented by wave functions $\Psi_{\alpha, \sigma, k_z}(x_2)$ describing fermions in $R$, $B$, and $G$ sublattices with given spin $\sigma$. As one can see from Figs. 4(a) and 4(d) $|\Psi_{R, \sigma, k_z}(x_2)| = |\Psi_{B, \sigma, k_z}(x_2)| \neq |\Psi_{G, \sigma, k_z}(x_2)|$. The reason for this is a symmetry of the lattice. At one edge we have sites of $R$ and $B$ sublattice and at the other edge we have sites of the $G$-sublattice.

For finite $\gamma$ the spin up and spin down states are not decoupled anymore. Each of the edge state $\Psi_{\alpha, k_z}(x_2)$ describing fermions in $R$, $B$, and $G$ sublattice are superpositions of wave functions $\Psi_{\alpha, \sigma, k_z}(x_2)$ for both spin projections. This can be observed by comparing the upper panel Figs. 4(a) and 4(d) with the lower panel Figs. 4(e) and 4(h). For $\gamma = 0$, the edge states exhibit finite amplitude only in one of the spin states, while for $\gamma = 0.05$, both spin states have a finite amplitude in the edge state wavefunction, nevertheless contain dominantly either up spins or down spins.

One way of experimentally detecting the topological phase is measuring the spin Hall conductivity $\sigma^H$ but it is important to point out that the spin Hall conductivity $\sigma^H$ is only quantized if spin-orbit coupling $\gamma$ is vanishing. In this case for each spin component the Hall conductivity is proportional to the respective Chern number. The spin Hall conductivity is the difference of both Chern numbers, see discussion on Eq. (30). For finite $\gamma$ there is no simple relation between $Z_2$ number $\nu$ and $\sigma^H$ evaluated in the spin up and spin down spin basis. The spin Hall conductivity for zero temperature is given by the following expression

$$\sigma^H(\mu) = \frac{1}{4N_1N_2} \sum_{\varepsilon_{k,m}\leq\mu} \sum_{\varepsilon_{k,m}\geq\mu} (\Omega_{nk,mk} - \Omega_{mk,nk}) ,$$

where

$$\Omega_{nk,mk} = -\text{Im} \left( \frac{\langle k|J_1^z|kn\rangle \langle km|J_2|kn\rangle}{(E_{k,n} - E_{k,m})^2} \right) .$$

Here $J_1^z = 1/2 [J_1, \sigma_2 \otimes 1_3]$ is the spin current and $J_2 = dH(k)/dk_a$ is the charge current along direction $a = 1, 2$. $1_3$ is the $3 \times 3$ unit matrix and describes different unit cells, while the $\sigma_2$ Pauli matrix describes spin degrees of freedom. Here $H(k)$ is the $6 \times 6$ Hamiltonian matrix from Eq. (3) (we again use the periodic boundary conditions). $E_{k,n}$ and $|kn\rangle$ are the eigenvalues and the eigenvectors of Hamiltonian $H(k)$. Finally $\mu$ is the chemical potential.

In Fig. 5 we plot $\sigma^H(\mu)$ as a function of $\mu$. We obtain that when the chemical potential is inside the gap, the spin Hall conductivity has a plateau. As it was mentioned above, for $\gamma = 0$ spin Hall conductivity is quantized and proportional to $Z_2$ number $\nu$: $\pi \sigma^H \cdot \hbar/e^2 = \nu = 1$. For $\gamma = 0.05$ despite the fact that we have plateau spin Hall conductivity is not quantized and $\pi \sigma^H \cdot \hbar/e^2 \approx 1.013$ and deviates from $Z_2$ number $\nu$. A similar result was also obtained in Ref. [77].

B. Three different on-site energies: $\lambda_B = -\lambda_R = \lambda$ and $\lambda_G = 0$

1. The numerical approach

Now we consider the case where different on-site energies are applied at different sublattice sites. In particular $\lambda_B = -\lambda_R = \lambda$ and $\lambda_G = 0$. We consider again a filling $n = 2/3$ and a flux $\phi = \pi/2$. Note that for this flux, particularly for $\lambda = 0$ and $\gamma = 0$, the middle band is flat.
to trivial band insulator. In contrast, for the gapped phase and the gapped phase with the gap closes only at a single value of $\lambda$. We obtain that $\lambda < \sqrt{2t}$, except for $\lambda = \pm \sqrt{2t}$. It is valid for each spin species, to which associated middle band energy for both spin species is given by

$$E_m = -2 \sqrt{\frac{\lambda^2 + 4t^2 [1 + f(k)]}{3}} \cos \frac{\theta(k) - 2\pi}{3}$$

From this expression, we can show that the gap between the lowest band and the middle one only closes at $\lambda = \pm \sqrt{2t}$. We introduce the 3 nonequivalent high symmetry $M$ points, $M_1 = -\frac{1}{2} g_1$, $M_2 = \frac{1}{2} g_2$ and $M_3 = \frac{1}{2} (g_1 + g_2)$ (see Fig. 2). At $\lambda = \sqrt{2t}$ the energy bands touch in reciprocal space at the $M_3$ point, while at $\lambda = -\sqrt{2t}$ the energy bands touch at the $M_1$ point, and we have

- at $\lambda \leq -\sqrt{2t}$, we have $E \leq \lambda$, with the equality occurring at the $M_1$ point,
- at $-\sqrt{2t} < \lambda < \sqrt{2t}$, we have $E < -|\lambda|$, and
- at $\lambda \geq \sqrt{2t}$, we have $E \leq -\lambda$, with the equality occurring at the $M_3$ point.

In the following, we will only describe the computation of the lowest band Chern number for the case $\lambda < 0$ because the case $\lambda > 0$ can be studied following almost the same steps. We rewrite the state associated to the $\sigma$ spin species as

$$|u_{\sigma,k}\rangle = \left( r_{\sigma}(k)c_{R,k,\sigma}^\dagger + b_{\sigma}(k)c_{B,k,\sigma}^\dagger + g_{\sigma}(k)c_{G,k,\sigma}^\dagger \right) |0\rangle. \sqrt{|r_{\sigma}(k)|^2 + |b_{\sigma}(k)|^2 + |g_{\sigma}(k)|^2}$$

Here $|0\rangle$ is a vacuum state and by definition, we have $H_{\sigma}(k) |u_{\sigma,k}\rangle = E |u_{\sigma,k}\rangle$. From this relation, we get the $r_{\sigma}(k)$, the $b_{\sigma}(k)$ and the $g_{\sigma}(k)$ coefficients. We describe 3 gauge choices $G_1$, $G_{II}$ and $G_{III}$ for the eigenvectors that we respectively write $|u_{\sigma,k,I}\rangle$, $|u_{\sigma,k,II}\rangle$ and $|u_{\sigma,k,III}\rangle$. We will see later that these choices allow to correctly define the Bloch eigenvectors over the BZ.

- Gauge choice $G_1$: the coefficient $g_{\sigma}(k)$ is real. More precisely, we choose

$$g_{\sigma}(k) = \rho_{\sigma}(k),$$

with

$$\rho_{\sigma}(k)e^{i\varphi_{\sigma}(k)} = -\frac{(E - \lambda)\epsilon_2(k)}{2\epsilon_1(k)} - \frac{1}{2} e^{-i\varphi(k)} \epsilon_3(k).$$

We obtain a metallic phase and three gapped phases (see upper panel of Fig. 7). According to our results, there is always a metallic phase between the middle gapped phase ($|\lambda| \lesssim \sqrt{2t}$) and the gapped phase with $\lambda \lesssim \sqrt{2t}$, except for $\gamma = 0$. For $\gamma = 0$ the gap closes only at $\lambda = \pm \sqrt{2t}$. In contrast, we do not observe a finite metallic phase region between the middle gapped phase and the gapped phase with $\lambda \lesssim -\sqrt{2t}$. We obtain that the gap closes only at a single value of $\lambda$ for each given $\gamma$.

To find out whether one of these gapped phases is topologically non-trivial, we calculate the $Z_2$ number using twisted boundary conditions. Our results are shown in the lower part of Fig. 7. According to our results for the gapped phases $|\lambda| \lesssim \sqrt{2t}$ the $Z_2$ number is equal to 0. These two gapped phases thus correspond to the trivial band insulator. In contrast, for the gapped phase $|\lambda| \lesssim -\sqrt{2t}$ we obtain the $Z_2$ number $\nu = 1$. Thus, the middle gapped phase corresponds to the topological insulator.

2. The analytical approach

At $\gamma = 0$, from the analytical computation method, we reproduce the numerical results for the $Z_2$ number and we generalize it for all flux $\phi$ and arbitrary on-site energy $\lambda$. Both lowest spin species have the same energy, that we denote $E$. It is given by

$$E = -2\sqrt{\frac{\lambda^2 + 4t^2 [1 + f(k)]}{3}} \cos \frac{\theta(k)}{3},$$

with $f(k) = 2\prod_{n=1}^{3} \cos k \cdot b_n$, and $0 \leq \theta(k) \leq \pi$ defined by

$$\theta(k) = \arccos \frac{3^{3/2} \left( f(k) \cos \phi + \frac{\lambda (\epsilon_2(k) - \epsilon_3(k))}{8t^3} \right)}{2 \left( 1 + f(k) + \left( \frac{\lambda}{2t} \right)^2 \right)^{3/2}}. \quad (47)$$

We introduce the 3 nonequivalent high symmetry $M$ points, $M_1 = -\frac{1}{2} g_1$, $M_2 = \frac{1}{2} g_2$ and $M_3 = \frac{1}{2} (g_1 + g_2)$ (see Fig. 2). At $\lambda = \sqrt{2t}$ the energy bands touch in reciprocal space at the $M_3$ point, while at $\lambda = -\sqrt{2t}$ the energy bands touch at the $M_1$ point, and we have

- at $\lambda \leq -\sqrt{2t}$, we have $E \leq \lambda$, with the equality occurring at the $M_1$ point,
- at $-\sqrt{2t} < \lambda < \sqrt{2t}$, we have $E < -|\lambda|$, and
- at $\lambda \geq \sqrt{2t}$, we have $E \leq -\lambda$, with the equality occurring at the $M_3$ point.
where $\rho_\sigma(k)$ and $\varphi_\sigma(k)$ are both real numbers. Then we have
\[
r_\sigma(k) = -\frac{E(E - \lambda) - \varepsilon_1^2(k)}{2\varepsilon_1(k)} e^{-i\varphi_\sigma(k)},
\]
(52)
and
\[
b_\sigma(k) = \frac{E(E + \lambda) - \varepsilon_2^2(k)}{\rho_{1,\sigma}(k)} \rho_\sigma(k) e^{-i\varphi_{1,\sigma}(k)},
\]
(53)
with
\[
\rho_{1,\sigma}(k) e^{i\varphi_{1,\sigma}(k)} = (E + \lambda)\varepsilon_3(k) e^{-i\varphi_3(k)} + \varepsilon_1(k)\varepsilon_2(k),
\]
(54)
where $\rho_{1,\sigma}(k)$ and $\varphi_{1,\sigma}(k)$ are both real numbers.

- Gauge choice $G_{1I}$: the coefficient $r_\sigma(k)$ is real. We choose
\[
g_\sigma(k) = \rho_\sigma(k) e^{i\varphi_1(k)}.
\]
(55)
Then we have
\[
\rho_\sigma(k) = -\frac{E(E - \lambda) - \varepsilon_1^2(k)}{2\varepsilon_1(k)}
\]
(56)
and
\[
b_\sigma(k) = \frac{E(E + \lambda) - \varepsilon_2^2(k)}{\rho_{1,\sigma}(k)} \rho_\sigma(k) e^{i[\varphi_\sigma(k) - \varphi_{1,\sigma}(k)]}.
\]
(57)

- Gauge choice $G_{1II}$: the coefficient $b_\sigma(k)$ is real. We choose
\[
g_\sigma(k) = \rho_\sigma(k) e^{i\varphi_{1,\sigma}(k)}.
\]
(58)
Then we have
\[
r_\sigma(k) = -\frac{E(E - \lambda) - \varepsilon_1^2(k)}{2\varepsilon_1(k)} e^{-i[\varphi_\sigma(k) - \varphi_{1,\sigma}(k)]}
\]
(59)
and
\[
b_\sigma(k) = \frac{E(E + \lambda) - \varepsilon_2^2(k)}{\rho_{1,\sigma}(k)} \rho_\sigma(k).
\]
(60)

Notice that $\varphi_\sigma(k)$ is well-defined (modulo $2\pi$) for all $k$ except when $\rho_\sigma(k) = 0$ or when $\varepsilon_1(k) = -2t \cos k \cdot b_1 = 0$ and $\varphi_{1,\sigma}(k)$ is well-defined for all $k$ except when $\rho_{1,\sigma}(k) = 0$.

Now we have to distinguish two different cases $\lambda < -\sqrt{2t}$ and $-\sqrt{2t} < \lambda < 0$. For the case $\lambda < -\sqrt{2t}$, then $E \leq \lambda$. The points for which $\rho_\sigma(k) = 0$ are the same as those for which $\rho_{1,\sigma}(k) = 0$. These are the $M_2 = \frac{1}{2}g_2p$ point at which $\cos k \cdot b_2 = \cos k \cdot b_3 = 0$, and the $M_1$ point at which $\cos k \cdot b_1 = \cos k \cdot b_3 = 0$ and $E = \lambda$. In this case, we apply the gauge choice $G_{1II}$ for all the points of the BZ, and then we can show that the eigenvector $\langle u_{\sigma,k,1II} \rangle$ is uniquely and smoothly defined, as is the Berry gauge field $A_{\sigma,k,1II} = \langle u_{\sigma,k,1II} \rangle \nabla k |u_{\sigma,k,1II}\rangle$.

Because the BZ is a torus, we find that the lowest band Chern numbers $C_\sigma$ are both vanishing. A very similar proof can be done for the $\lambda > \sqrt{2t}$ case. Therefore, at $n = 2/3$ filling, for all flux $\phi \in [0, \pi]$, the phase associated to $\lambda_B = -\lambda_R = \lambda$ and $\lambda_G = 0$, $|\lambda| > \sqrt{2t}$ is a trivial insulator.

Now, let us study the $-\sqrt{2t} \leq \lambda \leq 0$ case. In this situation, $E < \lambda$. We have $\rho_\sigma(k) = 0$ at the $M_2$ point. We have $\rho_1(k) = 0$ at the $M_2$ and the $M_1$ points. Here, it is impossible to find a unique and smooth gauge everywhere in the BZ. For this purpose we split the BZ into two non-overlapping domains. One domain, which we call the $D_{II}$ domain, contains the point where $\rho_\sigma(k)$ vanishes. The other one, the $D_I$ domain, contains all the points where $E(E - \lambda) - \varepsilon_1^2(k)$ vanishes or $\varepsilon_1(k)$ vanishes. The boundary between $D_I$ and $D_{II}$ does not contain any of the $\rho_\sigma(k) = 0$, $E(E - \lambda) - \varepsilon_1^2(k) = 0$ and $\varepsilon_1(k) = 0$ points. We also define $\Gamma$ a closed path along this boundary, surrounding once the $M_2$ point. We refer the reader to Fig. 2 for the notations. Now, we apply the $G_I$ gauge choice for the points contained in $D_I$ and the $G_{II}$ gauge choice for the points contained in $D_{II}$. Then we can show that the associated eigenvector $\langle u_{\sigma,k,1II} \rangle$ and $\langle u_{\sigma,k,II} \rangle$ and the Berry gauge fields $A_{\sigma,k,1II} = \langle u_{\sigma,k,1II} \rangle \nabla_k |u_{\sigma,k,1II}\rangle$ and $A_{\sigma,k,II} = \langle u_{\sigma,k,II} \rangle \nabla_k |u_{\sigma,k,II}\rangle$ are uniquely and smoothly defined respectively on $D_I$ and $D_{II}$. Along $\Gamma$, we have $\langle u_{\sigma,k,1II} \rangle = e^{-i\varphi_\sigma(k)} |u_{\sigma,k,1II}\rangle$. We can define $\varphi_\sigma(k)$ so that it is smooth along the whole $\Gamma$ path. Therefore we have (see Eq. [39])

\[
C_\sigma = -\frac{1}{2\pi} \oint_{\Gamma} dk \cdot \nabla_k \varphi_\sigma(k).
\]
(61)

Now, $C_\sigma$ is found by studying how $\varphi_\sigma(k)$ evolves when moving along $\Gamma$. Generally speaking, when the $\Gamma$ path surrounds a $\varphi_\sigma(k)$’s divergence (here at the $M_2$ point), the accumulated phase increases or decreases by $\pm 2\pi z, z \in \mathbb{Z}$, which gives a quantized $C_\sigma$, as expected. We can check it explicitly, and we find within this analytical argument that

\[
C_\sigma = -s_z \text{sgn} (\sin \phi).
\]
(62)
A very similar proof can be done for the $0 < \lambda < \sqrt{2t}$ case. Therefore, at $n = 2/3$ filling, for all flux $\phi \in [0, \pi]$, the phase associated to $\lambda_B = -\lambda_R = \lambda$ and $\lambda_G = 0$, $|\lambda| > \sqrt{2t}$ is a topological insulator.

This computation allows to understand the discontinuous changes in the $\mathbb{Z}_2$ number. Let us denote $\text{max}(E_I)$ the highest energy eigenvalue associated to the lowest band. At $\gamma = 0$, when the $\lambda$ parameter is such that $|\lambda| < \sqrt{2t}$, we have $\text{max}(E_I) < -|\lambda|$. From the eigenvector’s coefficients (see Eqs. [50]-[60], we see that we can not define a continuous gauge choice in the whole BZ. When the $\lambda$ parameter is such that $|\lambda| > \sqrt{2t}$, $\text{max}(E_I) = -|\lambda|$. It is now possible to define a continuous gauge choice in the whole BZ. When varying the $\lambda$ parameter and crossing the $|\lambda| = \sqrt{2t}$ point, this discontinuity in the value of $\text{max}(E_I)$ (from $\text{max}(E_I) < -|\lambda|$ to $\text{max}(E_I) = -|\lambda|$)
Z point. In Appendix A1, the method for computing the high symmetry value of \( \max(\mathcal{E}_i) \) gives a discontinuity in the gap \( \Delta \), while the lower panel shows the \( \mathbb{Z}_2 \) number \( \nu \). White region in the lower panel corresponds to the parameter set when the gap is closed.
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FIG. 8: The phase diagram for \( n = 2/3 \) filling and \( \phi = \pi/2 \). \( \lambda_R = \lambda \) and \( \lambda_B = \lambda_G = 0 \). The upper panel shows the size of the gap \( \Delta \), while the lower panel shows the \( \mathbb{Z}_2 \) number \( \nu \). White region in the lower panel corresponds to the parameter set when the gap is closed.
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FIG. 9: Behavior of the gap \( \Delta \) as a function of \( \gamma \) for filling \( n = 2/3 \) and flux \( \phi = \pi/2 \), with \( \lambda_R = \lambda = 10^3 t \) and \( \lambda_B = \lambda_G = 0 \). The red curve with circles corresponds to our numerical calculations with the original Hamiltonian (see Eq. 2). Crosses correspond to numerical calculations obtained from the effective Hamiltonian Eq. (79) discussed in section IV.E and in the appendix C. Finally, the dashed curve is a fit function (see Eq. 65).

C. On-site energy applied in \( R \) sublattice sites:

\( \lambda_R = \lambda \) and \( \lambda_B = \lambda_G = 0 \)

1. The numerical approach

Now we consider the case where one of the sublattices has a finite on-site energy, while on the other two sublattices the on-site energy vanishes. We start with \( \lambda_R = \lambda \) and \( \lambda_B = \lambda_G = 0 \). We again consider \( n = 2/3 \) filling and we choose the flux \( \phi = \pi/2 \).

We observe two gapped phases for \( \lambda < -2t \) and for \( \lambda > -2t \) (see upper panel of Fig. 8). Except for \( \gamma = 0 \), there is always a finite metallic region between these two insulating phases. For \( \gamma = 0 \) the gap is closing only for \( \lambda = -2t \).

To determine if any of these gapped phases are topologically nontrivial we again calculate the \( \mathbb{Z}_2 \) number using twisted boundary conditions. We observe that the gapped phase with \( \lambda > -2t \) is a topological insulator with the \( \mathbb{Z}_2 \) number \( \nu = 1 \), while the gapped phase with \( \lambda < -2t \) is a trivial band insulator with \( \nu = 0 \) (see lower panel of Fig. 8). So we obtain three different phases: topological insulator, band insulator and metallic phase.

Our results presented in Fig. 8 suggest that the topological phase exists even in the limit \( \lambda \to \infty \). To check this claim, we perform calculations for divergingly large \( \lambda \) (see Fig. 9). We obtain that the gap \( \Delta \) is inversely proportional to the on-site energy \( \lambda \) and for large \( \lambda \) the gap is closing for \( \gamma = \gamma_c \approx 1/3\pi \) (see Fig. 9). Based on the fit the behavior of the gap for large \( \lambda \) is well described by

\[
\Delta(\lambda, \gamma) = \frac{4t^2(1 - (\gamma/\gamma_c)^{1.184})}{\lambda} \quad (63)
\]

We thus obtain that for \( \gamma < \gamma_c \) the gap is finite and never closed for \( \lambda \geq 0 \). So, since we know that the system is topological for \( \lambda = 0 \), it should also be topological for any \( \lambda > 0 \) for \( \gamma < \gamma_c \).

2. The analytical approach

At \( \gamma = 0 \), we compute the \( \mathbb{Z}_2 \) number for all flux \( \phi \) and arbitrary on-site energy \( \lambda \). The computation is similar to the one we have done for the \( \lambda_B = -\lambda_R = \lambda \) and \( \lambda_G = 0 \) case. Both lowest spin species have the same energy \( \mathcal{E}_i \). We denote \( \tilde{\lambda} = \lambda/3t \), and then we have

\[
E = 2t \sqrt{\tilde{\lambda}^2 + \frac{4}{3}[1 + f(\alpha)] \cos \frac{\theta(\alpha)}{3} + 2\pi} \quad (64)
\]

with \( f(\alpha) = 2 \prod_{\alpha=1}^3 \cos \alpha - \theta(\alpha) \leq \theta(\alpha) \leq \pi \) defined by

\[
\theta(\alpha) = \arccos \left[ \tilde{\lambda}^3 + 2\tilde{\lambda} \left( 1 + f(\alpha) - \frac{2}{3} \sum_{\beta} f(\beta) \cos \phi \right) \right]^{3/2} \quad (65)
\]

\[
\Delta(\lambda, \gamma) = \frac{4t^2(1 - (\gamma/\gamma_c)^{1.184})}{\lambda} \quad (63)
\]

We thus obtain that for \( \gamma < \gamma_c \) the gap is finite and never closed for \( \lambda \geq 0 \). So, since we know that the system is topological for \( \lambda = 0 \), it should also be topological for any \( \lambda > 0 \) for \( \gamma < \gamma_c \).
From this expression, we can show that the gap between the lowest band and the middle one only closes for the parameter value $\lambda = -2t$, at the reciprocal space $M_3$ point. It is valid for each spin species, to which associated middle band energy is given by

$$E_m = 2t\sqrt{\lambda^2 + \frac{4}{3}[1 + f(k)]} \cos \frac{\theta(k) - 2\pi}{3}. \quad (66)$$

We have

- for $\lambda \leq -2t$, $E \leq \lambda$, with the equality occurring at the $M_3$ point,
- for $\lambda > -2t$, $E < \lambda$.

Now we can proceed in the same way as in Sec. IVB2. We keep the same notations for the coefficients of the wave function and we introduce three new gauge choices.

- **Gauge choice $G_{IV}$**: the coefficient $g_\sigma(k)$ is real. More precisely, we choose
  
  $$g_\sigma(k) = \rho_{2,\sigma}(k), \quad (67)$$

  with

  $$\rho_{2,\sigma}(k)e^{i\phi_2,\sigma(k)} = \frac{-E + \lambda}{2\varepsilon_1(k)} e^{-i\varepsilon_1(k)} - \frac{1}{2} e^{i\varepsilon_2(k)}, \quad (68)$$

  where $\rho_{2,\sigma}(k)$ and $\phi_{2,\sigma}(k)$ are both real numbers.

  Then we have

  $$r_\sigma(k) = \frac{E^2 - \varepsilon_3^2(k)}{\rho_{3,\sigma}} \rho_{2,\sigma} e^{-i\phi_3,\sigma(k)}, \quad (69)$$

  and

  $$b_\sigma(k) = \frac{E\varepsilon_2(k)}{2\varepsilon_1(k)} e^{i\phi_2,\sigma(k)}, \quad (70)$$

  where $\rho_{3,\sigma}(k)$ and $\phi_{3,\sigma}(k)$ are both real numbers.

- **Gauge choice $G_{IV}$**: the coefficient $b_\sigma(k)$ is real. We choose

  $$g_\sigma(k) = \rho_{2,\sigma}(k)e^{i\phi_2,\sigma(k)}, \quad (72)$$

  Then we have

  $$r_\sigma(k) = \frac{E^2 - \varepsilon_3^2(k)}{\rho_{3,\sigma}} \rho_{2,\sigma} e^{i[\phi_2,\sigma(k)-\phi_3,\sigma(k)]}, \quad (73)$$

  and

  $$b_\sigma(k) = \frac{E(E - \lambda) - \varepsilon_2^2(k)}{2\varepsilon_1(k)} e^{-i[\phi_2,\sigma(k)-\phi_3,\sigma(k)]}. \quad (74)$$

When $\lambda < -2t$, we can show that the gauge choice $G_{IV}$ is applicable to the whole BZ. This indicates that at $n = 2/3$ filling, for all flux $\phi \in [0, \pi]$, our model with $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$, $\lambda < -2t$ is characterized by a trivial insulating phase.

When $\lambda > -2t$, we split the BZ into two non-overlapping domains referring here to $D_{IV}$ and $D_{V}$ domains. The $D_{IV}$ domain contains the point where $\rho_2(k)$ vanishes and the $D_{IV}$ domain contains all the points where $E(E - \lambda) - \varepsilon_2^2(k)$ vanishes or $\varepsilon_1(k)$ vanishes. The application of gauge choice $G_{IV}$ and $G_{V}$ in respectively $D_{IV}$ and $D_{V}$ indicates us that at $n = 2/3$ filling, for all flux $\phi \in [0, \pi]$, our model with $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$, $\lambda > -2t$ is characterized by a topological insulating phase.
D. On-site energy applied in $B$ sublattice sites: $\lambda_B = \lambda$ and $\lambda_R = \lambda_G = 0$

1. The numerical approach

Now we consider the setup where $\lambda_B = \lambda$ and $\lambda_R = \lambda_G = 0$. The filling is again $n = 2/3$ and we fix the flux $\phi = \pi/2$. Similar to the case $(\lambda_R, \lambda_B, \lambda_G) = (\lambda, 0, 0)$, we observe two gapped phases: for $\lambda < -2t$ and for $\lambda > -2t$, but in contrast to the case when the on-site energy was applied in $R$ sublattice sites, the critical value $\gamma_c$ where the gap is closing, is decreasing with increasing on-site energy $\lambda$ (see upper panel of Fig. 10). We analyze this decrease for large $\lambda$ and obtain from the fitting the critical value (see also Fig. 11)

$$\gamma_c = \frac{t^2}{2\pi \lambda} \quad (78)$$

Another difference between the cases when the on-site energy is applied in $R$ sublattice sites and in $B$ sublattice sites is that for the latter, we do not obtain a finite metallic region between two insulator phases in contrast to the former. We observe that when a finite on-site energy is applied in $B$ sublattice sites for fixed $\gamma < 1/4$ the gap is closing only at one value of $\lambda$.

We calculate the $\mathbb{Z}_2$ number using twisted boundary conditions. We obtain for the gapped phase with $\lambda < -2t \nu = 0$, which is topologically trivial, while for $\lambda > -2t$ we again obtain that the $\mathbb{Z}_2$ number $\nu = 1$ and the system is in the topological insulator phase (see lower panel of Fig. 10). So we again obtain three different phases: topological insulator, band insulator and metallic phase. According to our results, the topological phase exists for $\lambda \to \infty$, but in this configuration only for $\gamma \to 0$.

2. The analytical approach

At $\gamma = 0$, we compute the $\mathbb{Z}_2$ number for all flux $\phi$ and arbitrary on-site energy $\lambda$. The computation is very similar to the one done at $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$. We can show that, for all flux $\phi \in [0, \pi]$, the $\lambda < -2t$ parameter space is characterized by a trivial insulating phase while the $\lambda > -2t$ parameter space is characterized by a topological insulating phase.

E. Effective Hamiltonian

To understand the behavior of the system for large $\lambda$, when the finite on-site energy is applied in one of the sublattice sites, we derive the effective Hamiltonian (details of the derivation are given in Appendix C). We obtain that the effective model is defined on a rectangular lattice with alternating diagonal hoppings. The resulting structure has two sites in the unit cell ($a$ and $b$), while the unit cells are arranged in a triangular lattice (see Fig. 12). The effective Hamiltonian reads

$$H_{\text{eff}} = \sum_{n,m} \left[ a_{n,m}^\dagger \hat{h}_{n,1} b_{n,m} + a_{n,m}^\dagger \hat{h}^-_{1,n} b_{n-1,m} + a_{n,m}^\dagger \hat{h}_{0,n} b_{n,m-1} + a_{n,m}^\dagger \hat{h}^-_{0,n} b_{n-1,m-1} + h.c. \right] + \sum_{n,m} \left[ a_{n,m}^\dagger \hat{a}_{n,m} + b_{n,m}^\dagger \hat{b}_{n,m} \right]. \quad (79)$$
Here, $a_{n,m}^\dagger$ and $b_{n,m}^\dagger$ create fermions in the unit cell $(n, m)$ on the $a$ and $b$ sublattices. $\hat{t}_{n,m}^{\pm}$, $\hat{t}_{n,m}^v$, $\hat{d}_a$, $\hat{d}_b$ are hopping matrices and $\hat{\varepsilon}_a$ and $\hat{\varepsilon}_b$ describe matrices of on-site energies.

For $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$ we are left with $B$ and $G$ sites. We obtain

$$\hat{t}_{h,\pm} = -te^{i\phi} - \frac{t^2}{\lambda} e^{\mp i\gamma}\sigma^x$$  \hspace{1cm} (80)

$$\hat{t}_{v,\pm} = -\hat{t}_{v,-} = -\frac{t^2}{\lambda} e^{i\phi}\sigma^z$$  \hspace{1cm} (81)

$$\hat{d}_a = \hat{\varepsilon}_a = \hat{\varepsilon}_b = -\frac{t^2}{\lambda} \mathbb{1}$$  \hspace{1cm} (82)

$$\hat{t}_{d,b} = -\frac{t^2}{\lambda} e^{i\gamma}\sigma^x.$$  \hspace{1cm} (83)

For $\lambda_B = \lambda$ and $\lambda_R = \lambda_G = 0$ we are left with $G$ and $R$ sites. We obtain

$$\hat{t}_{h,\pm} = -te^{i\phi} - \frac{t^2}{\lambda} e^{\mp i\phi}\sigma^z$$  \hspace{1cm} (84)

$$\hat{t}_{v,\pm} = \hat{t}_{v,-} = -\frac{t^2}{\lambda} e^{i\phi}\sigma^x$$  \hspace{1cm} (85)

$$\hat{d}_a = \hat{d}_b = \hat{\varepsilon}_a = \hat{\varepsilon}_b = -\frac{2t^2}{\lambda} \mathbb{1}.$$  \hspace{1cm} (86)

Based on the effective Hamiltonian in Eq. (79), we calculate the size of the gap for large values of $\lambda_R = \lambda$ (and $\lambda_B = \lambda_G = 0$). We present our results for $\lambda = 1000t$ in Fig. 9. As one can expect we get perfect agreement with the results obtained by the “original” Hamiltonian.

We also analytically investigate the effective Hamiltonian for large values of $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$ (more details see Appendix C). For $\gamma = 0$ the up and spin down fermions are decoupled from each other. Therefore instead of finding eigenvalues of a $4 \times 4$ matrix (the unit cell contains 2 sites and a factor 2 arises due to the spin) one needs to perform calculations for two equivalent $2 \times 2$ matrices. We obtain

$$E_{\sigma,\mp} = -\frac{2t^2}{\lambda} \left(1 + \cos k_1 \cos (k_1 - 2k_2)\right) + \sqrt{4t^2 \cos^2 k_1 + \frac{4t^4}{\lambda^2} \left(1 + \cos k_1 \cos (k_1 - 2k_2)\right).}$$  \hspace{1cm} (87)

As a result, we obtain (more details see Appendix C)

$$\Delta = \min [E_{\sigma,+}] - \max [E_{\sigma,-}] \approx \frac{4t^2}{\lambda},$$  \hspace{1cm} (88)

in agreement with the result obtained from fitting the numerical data (see Eq. (63)).

V. RESULTS: STAGGERED POTENTIAL

In this Section, we consider the results for a finite staggered potential. As it was mentioned above $V_{\alpha,r} = \lambda_{\alpha,1}$ for $r = 2n_1e_1 + n_2e_2$ and $V_{\alpha,r} = \lambda_{\alpha,2}$ for $r = (2n_1 + 1)e_1 + n_2e_2$. We consider:

(i) $\lambda_{R,1} = \lambda_{B,1} = \lambda_{G,1} = -\lambda_{R,2} = -\lambda_{B,2} = -\lambda_{G,2} = \lambda$ and

(ii) $\lambda_{R,1} = -\lambda_{R,2} = \lambda$ and $\lambda_{B,s=1,2} = \lambda_{G,s=1,2} = 0.$
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the gapped phase which also exists for very large values of \( \lambda \) and we obtain three gapped phases. There is no finite metallic phase, which also exists for half filling, we recognize two distinct insulating phases for \( \phi \neq 0 \). For \( \phi \lesssim 0.2 \), we additionally observe a third insulating phase for small \( \gamma \) and \( \lambda \approx 1.5 \) (not shown). We do not observe a finite metallic region between these three insulating phases for \( \phi \neq 0 \), hence the gap is closing at a specific value of \( \lambda \) for each given \( \gamma \). For \( \gamma = 0 \), the closing of the gap takes place at \( \lambda = 2t \). Our results for the flux \( \phi = \pi/2 \) are presented in the upper panel of Fig. 14. For \( \phi = \pi/2 \) a gapped phase does exist for all \( \gamma \neq 0 \). Here, for \( \gamma \to 0 \), there exists a gapped phase for all values of \( \lambda \) except 0 and 2. If \( \phi \neq \pi/2 \), the gap closes for finite values of \( \lambda \), and remains open for \( \gamma = 0 \) (not shown).

To find out if one of these gapped phases are topologically non-trivial, we calculate the \( Z_2 \) number using twisted boundary conditions. Our results are presented in the lower panel of Fig. 14. We obtain that the gapped phase with \( \lambda < 2t \) corresponds to the topological insulator, while the gapped phase with \( \lambda > 2t \) and the third gapped phase with \( \lambda \approx 1.5 \) are trivial band insulators.

\( A. \text{ Uniform potential inside the unit cell of the Kagome lattice: } \lambda_{a,1} = -\lambda_{a,2} = \lambda \)

First, we consider \( n = 2/3 \) filling and \( \gamma = 0 \). We obtained three gapped phases. There is no finite metallic region between them (see Fig. 13(a)). We observe that the gapped phase which also exists for \( \lambda = 0 \) persists for arbitrarily large \( \lambda \), which has been numerically confirmed up to \( \lambda = 1000t \). However, the gap size shrinks with increasing \( \lambda \). Both boundaries of the topological phase can be conveniently fitted to an inverse proportionality

\[ \phi_c^b = \frac{a^b t}{\lambda - \lambda_c^b} + \frac{\pi}{3} \]  

(89)

for large \( \lambda \). The fit parameters \( a^b \) and \( \lambda_c^b \) for the upper \( (b = u) \) and the lower \( (b = l) \) boundaries are obtained using 10 points for each boundary. We obtain \( a^u = 0.4335 \pm 0.0001 \), \( \lambda^u/t = 1.12 \pm 0.09 \), \( d^l = 0.4325 \pm 0.0001 \), and \( \lambda^l/t = -0.79 \pm 0.08 \) (see also Fig. 13(b)).

Based on our results for the system without on-site energies (see Sec. IV A), we can predict that the gapped phase, which also exists for \( \lambda = 0 \) (no on-site energies), must be a topological insulator. We calculate the \( Z_2 \) number using twisted boundary conditions and for the gapped phase mentioned above we indeed obtain \( \nu = 1 \) in agreement with our prediction. Our calculations show that the other two gapped phases are topologically trivial band insulators. To conclude, we again obtain a topological phase in the limit \( \lambda \to \infty \) for \( \phi = \pi/3 \). We also perform calculations for the finite \( \gamma \) and we obtain a similar phase diagram (not shown).

For the half-filled case \((n = 1)\), in contrast to the case without staggered potential \((V_{a,t} = \lambda_a)\) which is always metallic for half filling, we recognize two distinct insulating phases for \( \phi \neq 0 \). For \( \phi \lesssim 0.2 \), we additionally observe a third insulating phase for small \( \gamma \) and \( \lambda \approx 1.5 \) (not shown).

B. On-site energies applied in R-sublattice sites:

\[ \lambda_{R,1} = -\lambda_{R,2} = \lambda \text{ and } \lambda_{B,s=1,2} = \lambda_{G,s=1,2} = 0 \]

Here, we study the behavior of the system when a finite on-site energy is applied in one of the sublattice sites only. We present our results for filling \( n = 2/3 \). We consider the flux \( \phi = \pi/2 \) and on-site energies \( \lambda_{R,1} = -\lambda_{R,2} = \lambda \) and \( \lambda_{B,s=1,2} = \lambda_{G,s=1,2} = 0 \). We observe only one gapped phase which also exists for very large values of \( \lambda \). We check this numerically up to \( \lambda = 100t \). Our re-
results are presented in Fig. 15. By calculating the $Z_2$ number we obtain that the gapped phase is a topological insulator. Again for this setup, we obtain a topological phase in the limit $\lambda \to \infty$.

We also perform calculations for other values of $\phi$ (not shown) and we obtain a similar phase diagram.

VI. CONCLUSIONS

In this work, we have studied topological properties of the spin-orbit coupled time-reversal tight-binding model with flux on the Kagome lattice. In addition to the spin-orbit coupling $\gamma$ and the flux $\phi$, we also considered the effect of the on-site energies $V_{\alpha,r}$. First, we considered the case where the on-site energies are independent of the spatial coordinate $r$ but differ within the unit cell, i.e., $V_{\alpha,r} = \lambda_{\alpha}$. In this case, we obtain that the system has three bands that are potentially non-overlapping for any value of $k$. It follows that for filling situations $n = 2/3$ and $n = 4/3$ a gapped phase can occur. Because of the symmetries of our model, the results for these two fillings are related by Eq. (30). Here we have presented results for the the filling $n = 2/3$. We also performed calculations for a staggered potential. For the latter we have $V_{\alpha,r} = \lambda_{\alpha,1}$ for $r = 2n_1e_1 + n_2e_2$ and $V_{\alpha,r} = \lambda_{\alpha,2}$ for $r = (2n_1 + 1)e_1 + n_2e_2$. In this case, we obtain that the system has six potentially non-overlapping bands for all values of $k$. It follows that a gapped phase can occur for fillings $n = 1/3$, $n = 2/3$, $n = 1$, $n = 4/3$, and $n = 5/3$. In this work we have presented results for $n = 2/3$ and for half-filling $n = 1$.

The model has time-reversal symmetry, and to determine its topological nature we calculated the $Z_2$ invariant. For this purpose, we used three methods. One of them is numerical and based on the twisted boundary condition\[30,33\], while the other two are analytical. One of them introduces different smooth fields for several domains in the reciprocal space and was developed by us. The phase accumulated at the boundary between the smooth fields’ domains is related to the topological properties. It is important to remind that such a smooth fields approach has recently been shown to be useful on the honeycomb lattice, e.g., to indicate that transport and light-matter properties can be revealed from the Dirac points only\[24,25\].

The other approach described in Appendix A1 is along the line of the method introduced on the honeycomb lattice for $Z_2$ topological insulator\[11,12,26\]. We also aimed at developing the "counting points" method in an energy band, as discussed previously in Ref. 10. Here, we observe gap closing effects when $\gamma \neq 0$ such that the results must be taken with care in that situation; see Appendix A2.

Depending on the model parameters, we obtain the topological insulator, the trivial band insulator, and the metallic phase. We show that the obtained topological phases are stable after applying on-site energies. Even more, if the flat band for half-filling is split due to the the staggered potential in combination with flux and spin-orbit coupling, stable topological phases appear for arbitrarily small gap sizes.

One of the most interesting results we obtain is the existence of the topological phase for infinitely large on-site energies. We show that for selected sets of parameters, in particular when on-site energies were applied only on one of the sublattice sides for $n = 2/3$, we obtain a topological insulator for infinitely large on-site energies.

The situations with finite on-site energies were studied previously related to topological insulators. In the original paper by Kane and Mele, the effect of a finite staggered potential was already considered\[12\]. Topological phases were obtained for finite on-site energies, while for large on-site energies, the system was shown to be topologically trivial. Recently, a topological phase for infinitely large on-site energies was observed for a mixture of three component fermions, on a triangular lattice at $1/3$ filling, in the presence of a gauge potential stabilizing a quantum Hall insulator\[59\].

Experimental progress in ultracold atomic gases allows to realize and study such systems. Topological phases have already been realized by loading ultracold atoms in optical lattice\[15,21\]. For this purpose, artificial gauge fields\[10,24,29\] were used. In particular, ultracold atomic gases also allow the realization of SOC\[10,33\]. As mentioned above, the Kagome lattice can be realized experimentally by superimposing two optical triangular lattices with different wavelengths\[58\]. The experimental realization of periodically oscillating on-site energies, i.e. superlattices, is also well established\[24,25,57\]. The physics obtained in this paper can be observed for systems cooled down to temperatures $T < \Delta/k_B$, as the gap $\Delta$ is of the order of $t$ and the typical hopping amplitude for ultracold atomic gases is of the order $0.1k_B$\[58\]. The system must reach temperatures of the order of $1nK$. In real materials $\phi \leq \pi/4$ and spin-orbit coupling is always smaller compared to the hopping amplitude between corresponding nearest neighbors, which in our notations means that $\gamma \leq 1/4$\[59,61\]. Ultracold atomic gases allow to consider larger intervals of Peierls phase $\phi$. The maximal value of the Peierls phase which can be obtained is $\phi = \pi/2$ while $\gamma \leq 1/4$\[59,61\]. We conclude that the results obtained in our work may be very relevant for upcoming experiments.
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Appendix A: Two other ways of computing the $\mathbb{Z}_2$ number at $\gamma = 0$.

1. Using inversion symmetry.

When our system is inversion symmetric (i.e. $\gamma = 0$), the $\mathbb{Z}_2$ topological invariant $\nu$ (defined for time-reversal invariant Hamiltonian, i.e. $B = 0$) is given by \[ \lambda(b) = \prod \delta_{(n_1, n_2)} \] (A1)

with $\delta_{(n_1, n_2)} = \prod_{m=1}^N p_{2m} (\Gamma_{(n_1, n_2)})$ is the product of the parity eigenvalues $p_{2m}$, at $\Gamma_{(n_1, n_2)}$, associated to each occupied Kramers’ degenerate pair ($p_{2m}$ and $p_{2m-1}$ are identical). The $\Gamma_{(n_1, n_2)}$ points are the time-reversal invariant points, i.e. the points such that $H(\Gamma_{(n_1, n_2)}) = \Theta H(\Gamma_{(n_1, n_2)}) \Theta^{-1}$. These points can be written

\[ \Gamma_{(n_1, n_2)} = \frac{1}{2} (n_1 g_1 + n_2 g_2) , \] (A2)

with $g_1$ and $g_2$ both reciprocal lattice basis vectors. These points correspond to the so-called $\Gamma$ point and to the three $M$ points.

We find the parity eigenvalues $p_{2m}$ associated to each of the four $\Gamma_{(n_1, n_2)}$ points. We need to express the Hamiltonian and the momentum space parity operator at these points. When $\gamma = 0$, the Hamiltonian decouples into two independent parts, and it gives 3 energy bands associated to the spin up states, which are degenerated with the 3 energy bands associated to the spin down states. At $n = 2/3$ filling, a Kramers’ degenerate pair is occupied. This pair contains the lowest energy band associated to each spin species. Formula (A1) only implies the parity eigenvalues associated to one band, because the ones associated to the other band are identical. Therefore, in the following, we consider separately each of both diagonal parts of the Hamiltonian\(^3\).

The parity operator can be defined in real space by

\[ P(c_{R,r}, c_{B,r}, c_{G,r}) = (c_{R,-r}, c_{B,-r}, c_{G,-r}) \] (A3)

A Fourier transformation of the fermionic operators enables to see that, in momentum space, the parity operator reads

\[ P_k = \text{diag}(1, e^{-i \mathbf{k} \cdot \mathbf{e}_1}, e^{-i \mathbf{k} \cdot \mathbf{e}_2}) \] (A4)

Therefore, at the $\Gamma_{(0,0)}$ point, $P_{\Gamma_{(0,0)}}$ is diagonal so $\delta_{(0,0)} = 1$ and at the other points we have $P_{\Gamma_{(1,0)}} = \text{diag}(1, -1, 1)$, $P_{\Gamma_{(0,1)}} = \text{diag}(1, 1, -1)$, and $P_{\Gamma_{(1,1)}} = \text{diag}(1, -1, -1)$.

Now we need to evaluate the lowest energy associated eigenvectors of $H(k)$ at $\Gamma_{(1,0)}$, $\Gamma_{(0,1)}$, and $\Gamma_{(1,1)}$. We consider two different setups $\lambda_B = -\lambda_R = \lambda$ and $\lambda_G = 0$ or $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$. We start with $\lambda_B = -\lambda_R = \lambda$ and $\lambda_G = 0$. We denote the lowest energy eigenvalue $E_l(k)$ and we write $|u_{\sigma,k}\rangle$ the $\sigma$ spin species associated eigenvector

\[ |u_{\sigma,k}\rangle = \frac{\left(r_{\sigma}(k)c_{R,k,\sigma}^\dagger + b_{\sigma}(k)c_{B,k,\sigma}^\dagger + g_{\sigma}(k)c_{G,k,\sigma}^\dagger\right)|0\rangle}{\sqrt{|r_{\sigma}(k)|^2 + |b_{\sigma}(k)|^2 + |g_{\sigma}(k)|^2}} \] (A5)

We notice that

- at the $\Gamma_{(1,0)}$ point, for $\lambda < -\sqrt{2}t$, the smallest eigenvalue is $E_l = \lambda$ and the associated eigenvector is proportional to $(0, 1, 0)$, while for $\lambda > \sqrt{2}t$, the smallest eigenvalue is $E_l = -\left(\lambda + \sqrt{16t^2 + \lambda^2}\right)/2$, with associated eigenvector proportional to $(-2t/\lambda, E_l, 1)$.

- at the $\Gamma_{(0,1)}$ point, the smallest eigenvalue is $E_l = -\sqrt{4t^2 + \lambda^2}$ and the eigenvector associated to it is proportional to $(-2t/\lambda, E_l, 1)$.

- at the $\Gamma_{(1,1)}$ point, if $\lambda > \sqrt{2}t$, then $E_l = -\lambda$ is the smallest eigenvalue and the associated eigenvector is proportional to $(1, 0, 0)$, while if $\lambda < -\sqrt{2}t$, then the smallest eigenvalue is $E_l = \left(\lambda - \sqrt{16t^2 + \lambda^2}\right)/2$, with associated eigenvector proportional to $(0, 2t e^{i\gamma\sigma^z}/(\lambda - E_l), 1)$.

Applying the parity operator and the eigenvectors, we find that the phases $\lambda > \sqrt{2}t$ and $\lambda < -\sqrt{2}t$ are trivial insulators while the phase $-\sqrt{2}t < \lambda < \sqrt{2}t$ is a topological insulator. These results are sum up in Table I.

Now we consider $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$. We notice that

- at the $\Gamma_{(1,0)}$ point, the smallest eigenvalue is $E_l = \left(\lambda - \sqrt{16t^2 + \lambda^2}\right)/2$, with associated eigenvector proportional to $(-E_l/2t, 0, 1)$.

- at the $\Gamma_{(0,1)}$ point, the smallest eigenvalue is $E_l = \left(\lambda - \sqrt{16t^2 + \lambda^2}\right)/2$, with associated eigenvector proportional to $(-E_l/2t, 1, 0)$.

- at the $\Gamma_{(1,1)}$ point, if $\lambda < -2t$, then $E_l = \lambda$ is the smallest eigenvalue and the associated eigenvector is proportional to $(1, 0, 0)$, while if $\lambda > -2t$, then the smallest eigenvalue is $E_l = -2t$, with associated eigenvector proportional to $(0, -e^{i\gamma\sigma^z}/\lambda, 1)$.

Applying the parity operator on the eigenvectors, we find that the phase $\lambda < -2t$ is a trivial insulator while the phase $\lambda > -2t$ is a topological insulator. These results are sum up in Table II.

2. Counting the subband number under a weak magnetic field.

Here we consider the case $V_{\alpha,r} = \lambda_{\alpha}$, $\gamma = 0$. We review another method to determine the Chern number associated to the energy bands of our model. It is based
on the numerical determination of the energy spectrum when we add a weak magnetic field \( \mathbf{B} = B \hat{z} \) orthogonal to the Kagome lattice plane. That is we add the term

\[
- \mathbf{B} \sum_{r} \sum_{\alpha = R,B,G} (n_{\alpha,r,\uparrow} - n_{\alpha,r,\downarrow})
\]

in the Hamiltonian and also an extra coordinate dependent flux \( \phi_r(\mathbf{r}) \) for the hopping between nearest neighbor sites.

As we argue before, the Hamiltonian decouples into two spin independent parts. Spin up and spin down part are associated to opposite energy bands' Chern number. Here for simplicity, we only consider the spin up part of the Hamiltonian. We call the energy bands when \( \mathbf{B} = 0 \) the "parents bands". Under a weak magnetic field, each parent band \( i \) is spitted into a certain number of subband that we denote \( D_i \). We can link this number to the amplitude of the magnetic field and to the Chern number \( \nu_i \) of the \( i^{th} \) parent band\(^{[9,24]} \). We introduce \( f = q \nu_{\phi} \) where \( n_{\phi} = \frac{B a^2}{\hbar c} \) is the number of flux quanta in the system and \( q \) is the area of the first magnetic Brillouin zone. In the following, we choose \( \mathbf{B} \) such that \( 1/f \) is an integer. Then we have:

\[
\nu_i = \frac{1}{f} - D_i.
\]

First we show that this method is useful at \( \lambda_\alpha = 0, \alpha = R, B, G \), or \( \lambda_\alpha \ll t \). We implement the effect of the \( \mathbf{B} \) field in the Hamiltonian. We compute the energy spectrum and the energy density of states (DoS) so that we can count the number of subbands arising from each parent band. We consider for instance \( 1/f = 5 \). Figure 16 show the density of states (DoS) at different values \( \lambda_\alpha \). At \( \lambda_\alpha = 0, \alpha = R, B, G \), we see that we have \( D_1 = 4 \) subbands, \( D_2 = 5 \) subbands and \( D_3 = 6 \) subbands, which gives \( \nu_1 = -\nu_3 = 1, \) and \( \nu_2 = 0 \). We see that when \( |\lambda_\alpha| \) start increasing, counting the subbands is becoming more and more difficult; when \( \lambda_\alpha \) reaches a value of the order \( t \) or greater, the determination of the Chern number relying on this method becomes impracticable.

When \( \gamma \neq 0 \), several issues prevent us from extending this method to compute the energy bands’ Chern number. First, the Hamiltonian does not decouple into two spin independent parts. Formula \(^{[A7]} \) relies on a semiclassical dynamics description of the Bloch electrons in a magnetic field with no interband tunneling. At \( \gamma \neq 0 \), this description is much more tricky to draw because the bands are crossing. Moreover, we can not identify the subbands arising from each parent band, so counting the former is impracticable.
Appendix B: Conservation of the average current along $E_2$ direction

Here we compute the time derivative of the average value of the current operator for one directional line, that we denote $E_2$, along the $e_2$ direction. We remind that we consider an inversion symmetric lattice with line-shape boundaries. The $E_2$ line crosses a certain number of unit cells and may have 2 extremities if the system is open in the $e_2$ direction. Both atoms at the extremity of the line have the same color that we denote $\alpha_e$, $\alpha_e = R$ or $G$. For each unit cell at position $r$, we need to consider the currents along $E_2$, which are $j(G,r),(R,r) (\tau)$ and $\dot{j}(R,r+e_2),(G,r) (\tau)$. We have

$$\left[ H(\tau), j(G,r),(R,r) (\tau) \right] = -e_2 \left[ it^2 \left( \sin^2 \tau - \cos^2 \tau \right) \sum_{\sigma=\{\uparrow, \downarrow\}} \left( c_{G,r,\sigma}^\dagger c_{R,r,\sigma} - c_{G,r-e_2,\sigma}^\dagger c_{G,r,\sigma} \right) + H.c. \right]$$

$$+ it^2 \cos \tau \sum_{\sigma=\{\uparrow, \downarrow\}} \left( c_{G,r,\sigma}^\dagger c_{B,r,\sigma} + c_{G,r,\sigma}^\dagger c_{B,r-e_1,\sigma} \right) + H.c. \right]$$

$$- it^2 \cos \tau \sum_{\sigma=\{\uparrow, \downarrow\}} \left( e^{i\sigma \phi} c_{G,r,\sigma}^\dagger c_{B,r,\sigma} - c_{G,r,\sigma}^\dagger c_{B,r,\sigma} \right) + H.c.$$
\[
\frac{d}{d\tau} j_{(G,r),(R,r)}(\tau) = e_2 t \sum_{\sigma = \{\uparrow, \downarrow\}} \left( i \sin \tau c_{G,r,\sigma}^\dagger c_{R,r,\sigma} + \cos \tau c_{G,r,\sigma}^\dagger c_{R,r,\sigma} \right) + H.c.,
\]
(B2)

\[
[H(\tau), j_{(R,r+e_2),(G,r)}(\tau)] = -e_2 \left[ i t^2 \cos^2 \tau - \sin^2 \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( c_{G,r,\sigma}^\dagger c_{B,r+e_2,\sigma} + c_{G,r,\sigma} c_{B,r+e_2,\sigma} \right) + H.c. \right]
- i t^2 \cos \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( c_{G,r,\sigma}^\dagger c_{B,r+e_2,\sigma} + c_{G,r,\sigma} c_{B,r+e_2,\sigma} \right) + H.c.
+ i t^2 \cos \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( e^{i \phi_{B,r}^\dagger} c_{B,r,\sigma}^\dagger c_{R,r+e_2,\sigma} + e^{i \phi_{B,r}} c_{B,r+e_2,\sigma} c_{R,r,\sigma} \right) + H.c.
+ 2i t^2 \cos^2 \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( c_{G,r,\sigma}^\dagger c_{B,r,\sigma} + c_{G,r,\sigma} c_{B,r,\sigma} \right) - H.c.
- 2t^2 \cos \tau \sin \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( c_{G,r,\sigma}^\dagger c_{B,r+e_2,\sigma} - c_{G,r,\sigma} c_{B,r+e_2,\sigma} \right) - H.c.
+ t^2 \sin \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( e^{i \phi_{B,r}} c_{B,r,\sigma}^\dagger c_{R,r+e_2,\sigma} + e^{i \phi_{B,r}^\dagger} c_{B,r+e_2,\sigma} c_{R,r,\sigma} \right) - H.c.
\]
(B3)

and

\[
\frac{d}{d\tau} j_{(R,r+e_2),(G,r)}(\tau) = e_2 t \sum_{\sigma = \{\uparrow, \downarrow\}} \left( i \sin \tau c_{G,r,\sigma}^\dagger c_{R,r+e_2,\sigma} + \cos \tau c_{G,r,\sigma}^\dagger c_{R,r+e_2,\sigma} \right) + H.c.,
\]
(B4)

We can notice that, integrated along the whole line $E_2$, the 1st and the 5th terms of the commutator $[B1]$ are canceled by the ones of the commutator $[B3]$ and the 4th term of both commutators give a resulting contribution $2it^2 \cos^2 \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( c_{a_{a,1},\sigma}^\dagger c_{a_{a,1},\sigma} - c_{a_{a,2},\sigma}^\dagger c_{a_{a,2},\sigma} \right)$, with $r_1$ and $r_2$ both positions at the extremity of $E_2$. Moreover, we notice that the Hamiltonian is invariant under inversion symmetry added to the transformation $\gamma \rightarrow -\gamma$. This transforms the 2nd, 3rd, 6th and 7th terms in the commutator $[B1]$ (taken at some position $r$) respectively into the opposite of the same terms in the commutator $[B3]$ (taken at the inversion symmetric position $r_R$) and the term $2it^2 \cos^2 \tau \sum_{\sigma = \{\uparrow, \downarrow\}} \left( c_{a_{a,1},\sigma}^\dagger c_{a_{a,1},\sigma} - c_{a_{a,2},\sigma}^\dagger c_{a_{a,2},\sigma} \right)$ into its opposite, while it leaves the terms $[B2]$ and $[B4]$ unchanged. It means that we have

\[
\sum_{r \in E_2} \langle \Psi(\tau) | \left( \frac{i}{\hbar} [H(\tau), j_{(G,r),(R,r)}(\tau)] + \frac{i}{\hbar} [H(\tau), j_{(R,r+e_2),(G,r)}(\tau)] \right) | \Psi(\tau) \rangle
= \sum_{r \in E_2} \langle \Psi(\tau) | \left( -\frac{i}{\hbar} [H(\tau), j_{(R,r+e_2),(G,r)}(\tau)] - \frac{i}{\hbar} [H(\tau), j_{(G,r),(R,r)}(\tau)] \right) | \Psi(\tau) \rangle,
\]
(B5)

where $E_2$ is the ensemble containing the positions of all the unit cells belonging to the $E_2$ line. From this we deduce that the term

\[
\sum_{r \in E_2} \langle \Psi(\tau) | \left( \frac{i}{\hbar} [H(\tau), j_{(G,r),(R,r)}(\tau)] + \frac{i}{\hbar} [H(\tau), j_{(R,r+e_2),(G,r)}(\tau)] \right) | \Psi(\tau) \rangle
\]
amounts to a vanishing contribution.

The Hamiltonian is also invariant under
\[ c_{a,r}^\dagger = c_{\alpha \sigma, r}^\dagger, \quad c_{a,r} = -c_{\alpha \sigma, r}^\dagger, \]
\[ \alpha = R, B, G, \]
and added to the transformation
\[ \gamma \rightarrow -\gamma. \]
From this we deduce that each of the operators
\[ \langle \Psi(\tau) | \frac{d}{d\tau} \hat{J}(G,r,\gamma,\delta,\rho)(\tau) | \Psi(\tau) \rangle \]
and
\[ \langle \Psi(\tau) | \frac{d}{d\tau} \hat{J}(R,r+\delta,\gamma,\rho)(\tau) | \Psi(\tau) \rangle \]
gives a vanishing contribution. Eventually we conclude that we have
\[ \sum_{r \in \Omega_2} \frac{d}{d\tau} \langle \Psi(\tau) | \hat{J}(G,r,\gamma,\delta,\rho)(\tau) \rangle = 0. \]  \tag{B6}

**Appendix C: Effective Hamiltonian**

1. **Real space**

Here, we derive the effective Hamiltonian for the case for which the large on-site energy (either positive or negative) is applied only on one site per unit cell, while for the other two sites, the on-site energies are equal to zero or smaller than the hopping amplitude \( t \).

To derive the effective Hamiltonian, we split our original Hamiltonian in three parts
\[ H = H_o + H_\lambda + H_\Delta. \]  \tag{C1}

Here, \( H_\lambda \) denotes the on-site potential for the sites with large on-site energies, while \( H_o \) denotes the Hamiltonian describing the reduced lattice, without these sites. \( H_\Delta \) represents the coupling of the two subsystems.

In matrix form we have
\[ H = \begin{pmatrix} H_o & H'_\Lambda \\ H'_\Lambda & H_\Delta \end{pmatrix}. \]  \tag{C2}

Here \( H_\Delta = H'_\Lambda + H'_\Lambda \). The dimension of the matrix \( H \) is \( 6N_1N_2 \times 6N_1N_2 \) since the system contains \( 3N_1N_2 \) sites and therefore there are \( 6N_1N_2 \) single particle energy levels (additional factor 2 comes from the spin degrees of freedom). The dimension of the matrix \( H_o \) is \( 4N_1N_2 \times 4N_1N_2 \), because it contains \( 2N_1N_2 \) sites. The dimension of the matrix \( H_\lambda \) is \( 2N_1N_2 \times 2N_1N_2 \), as the latter contains only \( N_1N_2 \) sites. Finally the dimension of the matrix \( H'_\Lambda \) is \( 4N_1N_2 \times 2N_1N_2 \) \( (2N_1N_2 \times 4N_1N_2) \).

So we have
\[ H |\psi\rangle = E |\psi\rangle \quad \implies \quad \det [H - \mathbb{I}E] = 0 \]
\[ \begin{vmatrix} H_o - \mathbb{I}E & H'_\Lambda \\ H'_\Lambda & H_\Delta - \mathbb{I}E \end{vmatrix} = \det [H_\lambda - \mathbb{I}E] \times \det [H_o - \mathbb{I}E - H'_\Lambda (H_\lambda - \mathbb{I}E)^{-1} H'_\Lambda] = 0. \]

Here, \( E \) corresponds to the eigenvalues of Hamiltonian \( \mathbb{C} \). For further evaluation, we will restrict ourselves to the case that \( \det [H_\lambda - \mathbb{I}E] \neq 0 \). So we have \( \det [H_{\text{eff}}(E) - \mathbb{I}E] = 0 \). Here
\[ H_{\text{eff}}(E) = H_o - H'_\Lambda (H_\lambda - \mathbb{I}E)^{-1} H'_\Lambda. \]  \tag{C3}

Here, \( H_{\text{eff}}(E) \) is a \( 4N_1N_2 \times 4N_1N_2 \) matrix. Assuming that the sites with large on-site energies are decoupled from one another, we get \( H_\lambda = \text{diag} \{ \lambda_{\alpha} \} \). Thus we have
\[ H_{\text{eff}}(E) = H_o - \sum_{r_1,r_2 \in \Omega_2, \alpha, \Omega_1} \frac{|r_1\rangle \langle r_1| H'_\Lambda |r_\alpha\rangle \langle r_\alpha| H'_\Lambda |r_2\rangle \langle r_2|}{\lambda_{\alpha_2} - E}. \]  \tag{C4}

where
\[ |r\rangle = \begin{pmatrix} |r, \uparrow\rangle \\ |r, \downarrow\rangle \end{pmatrix}, \]

with \( r_1 \) and \( r_2 \) running over all lattice sites except those with large on-site energies (\( \Omega_2 \)), while \( \lambda_\alpha \) runs over all lattice sites with large on-site energies (\( \Omega_1 \)).

We note that up to this point no approximation was made and Eqs. \( C3 \) and \( C4 \) are exact expressions, but they are nonlinear equations.

We are interested in the low energy sector, i.e., \( |E| \ll |\lambda_{\alpha}| \). So we can neglect \( E \) compared to \( \lambda_{\alpha} \) and obtain the following effective Hamiltonian:
\[ H_{\text{eff}} = H_o - \sum_{r_1,r_2 \in \Omega_2, \alpha, \Omega_1} \frac{|r_1\rangle \langle r_1| H'_\Lambda |r_\alpha\rangle \langle r_\alpha| H'_\Lambda |r_2\rangle \langle r_2|}{\lambda_{\alpha_2}}. \]  \tag{C5}

Now we calculate \( \langle r_\beta | H_\Delta | r_\alpha \rangle \):

| Matrix elements | Same unit cell | Different unit cell |
|-----------------|---------------|---------------------|
| \( \langle r_R | H_\Delta | r_B \rangle \) | \( -t \) | \( -t \) |
| \( \langle r_R | H_\Delta | r_R \rangle \) | \( -t e^{-i2\pi\gamma\sigma^z} \) | \( -t e^{-i2\pi\gamma\sigma^z} \) |
| \( \langle r_G | H_\Delta | r_R \rangle \) | \( -t e^{-i\phi\sigma^x} \) | \( -t e^{-i\phi\sigma^x} \) |
| \( \langle r_B | H_\Delta | r_R \rangle \) | \( -t e^{i\phi\sigma^x} \) | \( -t e^{i\phi\sigma^x} \) |
| \( \langle r_G | H_\Delta | r_B \rangle \) | \( -t e^{-i\phi\sigma^x} \) | \( -t e^{-i\phi\sigma^x} \) |

For the case where we apply a large on-site energy \( \lambda \) to either \( R, B \) or \( G \) for each unit cell, we obtain
\[ H_{\text{eff}} = \sum_{n,m} \left[ a_{n,m,\hat{h},+}^\dagger a_{n,m,\hat{h},+} + a_{n,m,\hat{v},-}^\dagger a_{n,m,\hat{v},-} \right. \]
\[ + a_{n,m,\hat{d},a}^\dagger a_{n,m,\hat{d},a} + a_{n,m,\hat{d},b}^\dagger a_{n,m,\hat{d},b} + h.c. \]
\[ + \sum_{n,m} \left[ a_{n,m,\hat{e},a}^\dagger a_{n,m,\hat{e},a} + b_{n,m,\hat{e},b}^\dagger b_{n,m,\hat{e},b} \right]. \]  \tag{C6}
where, $a_{n,m}^\dagger$ and $b_{n,m}^\dagger$ create fermions in the unit cell $(n,n)$ on $a$ and $b$ sublattices. $\hat{t}_\pm$, $\hat{t}_{v,\pm}$, $\hat{t}_{d,a}$, $\hat{t}_{d,b}$ are hopping matrices and $\hat{\varepsilon}_a$ and $\hat{\varepsilon}_b$ describe on-site energies.

For $\lambda_R = \lambda$ and $\lambda_B = \lambda_G = 0$, we are left with $B$ and $G$ sites. We obtain

$$\hat{t}_{h,\pm} = -te^{i\phi}\sigma^x - \frac{t^2}{\lambda} e^{\pm 2i\gamma \sigma^z} (C7)$$
$$\hat{t}_{v,+} = \hat{t}_{v,-} = -\frac{t^2}{\lambda} e^{\pm 2i\gamma \sigma^z} (C8)$$
$$\hat{t}_{d,a} = \hat{\varepsilon}_a = \hat{\varepsilon}_b = -\frac{t^2}{\lambda} \mathbb{1} (C9)$$
$$\hat{t}_{d,b} = -\frac{t^2}{\lambda} e^{i4\gamma \sigma^z} (C10).$$

For $\lambda_B = \lambda$ and $\lambda_R = \lambda_G = 0$, we are left with $G$ and $R$ sites. We obtain

$$\hat{t}_{h,\pm} = -t_2 e^{\pm 2i\gamma \sigma^z} - \frac{t_3}{\lambda} e^{i\phi}\sigma^x (C11)$$
$$\hat{t}_{v,+} = \hat{t}_{v,-} = -\frac{t_3}{\lambda} e^{-i\phi}\sigma^z (C12)$$
$$\hat{t}_{d,a} = \hat{t}_{d,b} = \hat{\varepsilon}_a = \hat{\varepsilon}_b = -\frac{2t^2}{\lambda} \mathbb{1}. (C13)$$

2. Momentum space

In this Section, we rewrite the effective Hamiltonian Eq. (C6) in momentum space. Similar to the original lattice, also for the effective system, unit cells are arranged on a triangular lattice (see Fig. 12).

We perform a Fourier transformation

$$a_{n,m} = \frac{1}{\sqrt{N_1 N_2}} \sum_k e^{i\mathbf{k} \cdot \mathbf{r}} a_k$$
$$b_{n,m} = \frac{1}{\sqrt{N_1 N_2}} \sum_k e^{i\mathbf{k} \cdot (\mathbf{r} + \mathbf{b}_1)} b_k.$$  

Here

$$\mathbf{r} = n\mathbf{e}_1 + m\mathbf{e}_2.$$  

We obtain

$$\mathcal{H}_{\text{eff}} = \sum_k \left[ a_k^\dagger e^{i\mathbf{k} \cdot \mathbf{b}_1} \hat{t}_{h,\pm} + e^{-i\mathbf{k} \cdot \mathbf{b}_1} \hat{t}_{h,-} + e^{i\mathbf{k} \cdot (\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{v,+} + e^{-i\mathbf{k} \cdot (\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{v,-} \right] b_k$$
$$+ \sum_k \left[ a_k^\dagger \hat{\varepsilon}_a a_k + b_k^\dagger \hat{\varepsilon}_b b_k \right].$$  

So we have

$$\mathcal{H}_{\text{eff}} = \sum_k \begin{bmatrix} a_k^\dagger e^{i\mathbf{k} \cdot \mathbf{b}_1} \hat{t}_{h,\pm} + e^{-i\mathbf{k} \cdot \mathbf{b}_1} \hat{t}_{h,-} + e^{i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{v,+} + e^{-i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{v,-} \end{bmatrix} b_k$$
$$+ b_k^\dagger \left( e^{-i\mathbf{k} \cdot \mathbf{b}_1} \hat{t}_{h,\pm} + e^{i\mathbf{k} \cdot \mathbf{b}_1} \hat{t}_{h,-} + e^{i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{v,+} + e^{-i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{v,-} \right) a_k$$
$$+ a_k^\dagger \left( e^{i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{d,a} + e^{-i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{d,b} + \hat{\varepsilon}_a \right) a_k$$
$$+ b_k^\dagger \left( e^{i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{d,a} + e^{-i\mathbf{k} \cdot (2\mathbf{e}_2 - \mathbf{b}_1)} \hat{t}_{d,b} + \hat{\varepsilon}_b \right) b_k.$$

In the matrix form, the Hamiltonian can be written as follows

$$\mathcal{H}_{\text{eff}} = \sum_k \phi_k^\dagger \mathcal{H}_{\text{eff}}(k) \phi_k$$
$$\mathcal{H}_{\text{eff}}(k) = \begin{pmatrix} \mathcal{H}_{11} & \mathcal{H}_{12} & \mathcal{H}_{13} & \mathcal{H}_{14} \\ \mathcal{H}_{21} & \mathcal{H}_{22} & \mathcal{H}_{23} & \mathcal{H}_{24} \\ \mathcal{H}_{31} & \mathcal{H}_{32} & \mathcal{H}_{33} & \mathcal{H}_{34} \\ \mathcal{H}_{41} & \mathcal{H}_{42} & \mathcal{H}_{43} & \mathcal{H}_{44} \end{pmatrix}$$
$$\phi_k = \begin{pmatrix} a_{k,\uparrow} \, a_{k,\downarrow} \, b_{k,\uparrow} \, b_{k,\downarrow} \end{pmatrix}. \quad \text{(C19)}$$

For $\lambda_R = \lambda$ and $\lambda_G = \lambda_B = 0$ we have

$$\mathcal{H}_{11} = \mathcal{H}_{22} = -\frac{2t^2}{\lambda} \cos(2\mathbf{k}_2) - \frac{2t^2}{\lambda} \cos(2\mathbf{k}_2 - \mathbf{k}_1)$$
$$\mathcal{H}_{33} = \mathcal{H}_{44} = -\frac{2t^2}{\lambda} \cos(4\mathbf{\gamma}) \cos(2(\mathbf{k}_2 - \mathbf{k}_1)) - \frac{2t^2}{\lambda}$$
$$\mathcal{H}_{12} = \mathcal{H}_{21} = 0$$
$$\mathcal{H}_{34} = \mathcal{H}_{43} = \frac{2t^2 \sin(4\mathbf{\gamma})}{\lambda} \sin(2(\mathbf{k}_2 - \mathbf{k}_1))$$
$$\mathcal{H}_{13} = \mathcal{H}_{31} = -2t \cos \mathbf{k}_1 e^{i\phi}$$
$$- \frac{2t^2 \cos(2\mathbf{\gamma})}{\lambda} (\cos(2\mathbf{k}_2 - \mathbf{k}_1) + \cos \mathbf{k}_1)$$
$$\mathcal{H}_{24} = \mathcal{H}_{42} = -2t \cos \mathbf{k}_1 e^{-i\phi}$$
$$- \frac{2t^2 \cos(2\mathbf{\gamma})}{\lambda} (\cos(2\mathbf{k}_2 - \mathbf{k}_1) + \cos \mathbf{k}_1)$$
$$\mathcal{H}_{14} = \mathcal{H}_{41} = \frac{2t^2 \sin(2\mathbf{\gamma})}{\lambda} (\sin(2\mathbf{k}_2 - \mathbf{k}_1) + \sin \mathbf{k}_1)$$
$$\mathcal{H}_{23} = \mathcal{H}_{32} = \frac{2t^2 \sin(2\mathbf{\gamma})}{\lambda} (\sin(2\mathbf{k}_2 - \mathbf{k}_1) + \sin \mathbf{k}_1).$$
While for $\lambda_B = \lambda$ and $\lambda_R = \lambda_B = 0$ we have
\[
H_{11} = H_{22} = -\frac{2t^2}{\lambda} \cos(2k_2) - \frac{2t^2}{\lambda} \\
H_{33} = H_{44} = -\frac{2t^2}{\lambda} \cos(2(k_2 - k_1)) - \frac{2t^2}{\lambda} \\
H_{12} = H_{21} = 0 \\
H_{34} = H_{43} = 0 \\
H_{13} = H_{31} = -2t \cos(2\pi\gamma) \cos k_1 \\
- \frac{2t^2}{\lambda} \left( \cos(2(k_2 - k_1)) + \cos k_1 \right) e^{-i\phi} \\
H_{24} = H_{42} = -2t \cos(2\pi\gamma) \cos k_1 \\
- \frac{2t^2}{\lambda} \left( \cos(2(k_2 - k_1)) + \cos k_1 \right) e^{i\phi} \\
H_{14} = H_{41} = 2t \sin(2\pi\gamma) \sin k_1 \\
H_{23} = H_{32} = 2t \sin(2\pi\gamma) \sin k_1.
\]

3. Analytical solution for $\lambda_R = \lambda$, $\lambda_B = \lambda_G = 0$ and $\gamma = 0$

We now calculate eigenvalues of the effective Hamiltonian for $\lambda_R = \lambda$, $\lambda_B = \lambda_G = 0$. For $\gamma = 0$, spin up and spin down fermions are decoupled from each other. Therefore instead of finding eigenvalues of a $4 \times 4$ matrix (the unit cell contains 2 sites and a factor 2 comes due to the spin) one needs to perform calculations for two equivalent $2 \times 2$ matrices. We obtain
\[
E_{\sigma,-} = -\frac{2t^2}{\lambda} \left( 1 + \cos k_1 \cos(k_1 - 2k_2) \right) \\
- \sqrt{4t^2 \cos^2 k_1 + \frac{4t^4}{\lambda^2} \left( 1 + \cos k_1 \cos(k_1 - 2k_2) \right)^2} \\
E_{\sigma,+} = -\frac{2t^2}{\lambda} \left( 1 + \cos k_1 \cos(k_1 - 2k_2) \right) \\
+ \sqrt{4t^2 \cos^2 k_1 + \frac{4t^4}{\lambda^2} \left( 1 + \cos k_1 \cos(k_1 - 2k_2) \right)^2}.
\]

The size of the gap is the energy difference between the lowest energy of the higher band and the highest energy of the lower band. So we have to find the minimal value of $E_{\sigma,+}$ and maximal value of $E_{\sigma,-}$. One can easily notice that $E_{\sigma,+} \geq 0$. From here directly follows that $\min[E_{\sigma,+}] = 0$. This minimum occurs for $k_1 = \pm \pi / 2$. What concerns $E_{\sigma,-}$, it is maximal when $k_1 - 2k_2 = \pi$. So we have to find the maximum for
\[
f = -\frac{4t^2}{\lambda} \sin^2 k_1 - \sqrt{4t^2 \cos^2 k_1 + \frac{16t^4}{\lambda^2} \sin^4 \frac{k_1}{2}}. \quad (C22)
\]
We have to solve $\frac{df}{dk_1} = 0$, leading to
\[
-\frac{2t^2}{\lambda} \sin k_1 - \frac{8t^2 \cos k_1 \sin k_1 + \frac{16t^4}{\lambda^2} \sin^2 \frac{k_1}{2} \sin k_1}{2 \sqrt{4t^2 \cos^2 k_1 + \frac{16t^4}{\lambda^2} \sin^4 \frac{k_1}{2}}} = 0.
\]
The solution $k_1 = 0$ corresponds to the local minimum, therefore the maximum is given by
\[
\cos k_1 - \frac{2t^2}{\lambda^2} \sin^2 \frac{k_1}{2} = \frac{t}{\lambda} \sqrt{\cos^2 k_1 + \frac{4t^4}{\lambda^2} \sin^4 \frac{k_1}{2}}. \quad (C24)
\]
We take the square of both sides of the equation and obtain
\[
\cos^2 k_1 - \frac{4t^2}{\lambda^2} \cos k_1 \sin^2 \frac{k_1}{2} = \frac{t^2}{\lambda^2} \cos^2 k_1. \quad (C25)
\]
Here the solution $\cos k_1 = 0$ also corresponds to a local minimum. So we have for the maximum
\[
\cos k_1 = \frac{t^2}{t^2 + \lambda^2}. \quad (C26)
\]
Based on that we obtain
\[
k_1 = \frac{\pi}{2} - \arcsin \frac{t^2}{t^2 + \lambda^2} \approx \frac{\pi}{2} - \frac{t^2}{\lambda^2}, \quad (C27)
\]
and therefore
\[
\max[E_{\sigma,-}] \approx -\frac{4t^2}{\lambda} + \frac{3t^4}{\lambda^3} \approx -\frac{4t^2}{\lambda}. \quad (C28)
\]
So we get
\[
\Delta = \min[E_{\sigma,+}] - \max[E_{\sigma,-}] \approx \frac{4t^2}{\lambda}. \quad (C29)
\]
