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Abstract

In this paper, we study the problem of shock reflection by a wedge, with the potential flow equation, which is a simplification of the Euler System.

In [5] and [6], the existence theory of shock reflection problems with the potential flow equation was established, when the wedge is symmetric w.r.t. the direction of the upstream flow. As a natural extension of [5] and [6], we study non-symmetric cases, i.e. when the direction of the upstream flow forms a nonzero angle with the symmetry axis of the wedge.

The main idea of investigating the regularity of solutions to non-symmetric problems is to study the symmetry of the solution. Then difficulties arise such as free boundaries and degenerate ellipticity, especially when ellipticity degenerates on the free boundary. We developed an integral method to overcome these difficulties.

Some estimates near the corner of wedge is also established, as an extension of G.Lieberman’s work.

We proved that in non-symmetric cases, the ideal Lipschitz solution to the potential flow equation, which we call regular solution, does not exist. This suggests that the potential flow solutions to the non-symmetric shock reflection problem, should have some singularity which is not encountered in symmetric case.

1 Introduction

In [5], it was shown that with some simplifications we can reduce the shock reflection problem to a boundary value problem for a quasi-linear second order degenerate elliptic equation. And in [5] the problem is rigorously solved when the shock is reflected by a symmetric convex wedge (the symmetric axis of the wedge is perpendicular to the shock). It’s natural to ask if the existence result holds in the non-symmetric case, i.e. when the symmetric axis of the wedge is not perpendicular to the shock. To answer this question, we define regular solutions to the problem, which are characterized by reasonable physical and mathematical properties. Then we derive a contradiction from the existence of such kinds of regular solutions (Theorem 1). So this implies solutions to the non-symmetric problem should have some type or types of singularity, which is not encountered in the symmetric case.

In this section, we first derive the potential flow equation from conservation laws, then we reduce the problem to a boundary value problem in a domain with a free boundary. Then after stating the existence results and introducing some notations, we define regular solutions to the problem.
1.1 The Potential Flow Equation

In this paper we study the phenomena of plane shock reflection by a wedge. Precisely, when a plane shock, with upstream state \((u_1, 0; \rho_1)\) and downstream state \((0, 0; \rho_0)\), hits a wedge \(W\),

\[
W = \left\{ (x_1, x_2) \mid -x_1 \cot(\sigma - \delta) < x_2 < x_1 \cot(\sigma + \delta), x_1 > 0 \right\}
\]

it experiences a reflection-diffraction process. Here we denote the state with density \(\rho\) and velocity \((u, v)\) by \((u, v; \rho)\).

Some mathematical models have been used in the past to study this problem, including Euler System \cite{20} and its simplification potential flow equation \cite{5} and \cite{6}.

In this paper we consider isentropic \((p = \kappa \rho^\gamma, \gamma > 0)\) and non-vortex \((\nabla \times (u, v) = 0)\) fluids. So the state of the fluid is governed by the density \(\rho\) and a potential function \(\Phi(\nabla \Phi = (u, v))\).

Our equations in \((\vec{x}, t)\) coordinates are

\[
\frac{\partial_t \rho + \nabla_x \cdot [\rho \nabla_x \Phi]}{\rho} = 0 \quad \text{(mass conservation)},
\]

\[
\frac{\partial_t \Phi + \frac{1}{2} |\nabla_x \Phi|^2 + \rho^{\gamma-1}}{\rho} = B_0 \quad \text{(Bernoulli law)}.
\]

In the equations above, \(\nabla_x = (\partial_{x_1}, \partial_{x_2})\). And equation (2) comes from combining the following momentum conservation equation (3) with mass conservation equation (1).

The equation of momentum conservation is

\[
\partial_t (\rho \nabla_x \Phi) + \partial_j (\rho \partial_j \Phi \partial_i \Phi) \partial_i + \nabla p = 0.
\]

Combine it with mass conservation (1), we get:

\[
\partial_t \nabla_x \Phi + \nabla_x \left( \frac{|\nabla_x \Phi|^2}{2} + \frac{\nabla p}{\rho} \right) = 0.
\]

Plugging in \(p = \kappa \rho^\gamma\), it becomes:

\[
\nabla_x \left( \frac{\partial_t \Phi + \frac{|\nabla_x \Phi|^2}{2}}{\gamma - 1} \rho^{\gamma-1} \right) = 0.
\]
If the potential function $\Phi$ satisfies the equation above weakly on $\mathbb{R}^2 \setminus W$, we can remove $\nabla_x$ and get
\[
\partial_t \Phi + \frac{1}{2} |\nabla_x \Phi|^2 + \frac{\gamma \kappa}{\gamma - 1} \rho^{\gamma - 1} = B_0, \tag{4}
\]
where $B_0$ is a constant independent of $x, t$. Previously, for fixed $t$, $\Phi$ is only defined up to a constant, so, if $B_0$ depends on $t$, we can extract a function of $t$ from $B_0$.

Finally, we can make $\kappa = \frac{\gamma - 1}{\gamma}$ by the scaling,
\[
(\vec{x}, t, B_0) \to (\alpha \vec{x}, \alpha^2 t, \alpha^{-2} B_0), \alpha^2 = \frac{\kappa \gamma}{\gamma - 1},
\]
and get
\[
\partial_t \Phi + \frac{1}{2} |\nabla_x \Phi|^2 + \rho^{\gamma - 1} = B_0. \tag{5}
\]

And in front of the incident shock $(u, v; \rho) = (0; \rho_0)$, so $B_0$ should be $\rho_0^{\gamma - 1}$. Now we have reduced our reflection-diffraction problem to the following:

**Problem 1. Initial-boundary value problem**

Find a solution of system (1) (2), in $(\mathbb{R}^2 \setminus W) \times \mathbb{R}^2$, with $B_0 = \rho_0^{\gamma - 1}$, which satisfies the initial condition
\[
(\rho, \Phi) \big|_{t=0} = \begin{cases} 
(\rho_0, 0), & \text{for } x_2 > x_1 \cot(\sigma + \delta) \text{ or } x_2 < -x_1 \cot(\sigma - \delta), x_1 > 0, \\
(\rho_1, u_1 x_1), & \text{for } x_1 < 0, 
\end{cases}
\]
and the slip boundary condition along the boundary of the wedge $\partial W$:
\[
\nabla_x \Phi \cdot n \big|_{\partial W} = 0.
\]

This initial-boundary value problem is invariant under the self-similar scaling:
\[
(\vec{x}, t) \to (\alpha \vec{x}, \alpha t), \ (\rho, \Phi) \to (\rho, \Phi/\alpha) \text{ for } \alpha > 0,
\]
so we look for self-similar solutions which satisfy
\[
\rho(\vec{x}, t) = \rho(\xi, \eta), \ \Phi(\vec{x}, t) = t \phi(\xi, \eta) \text{ for } (\xi, \eta) = \vec{x}/t.
\]

For self-similar solution mass conservation becomes:
\[
\nabla \cdot (\rho \nabla \phi) - \nabla \rho \cdot (\xi, \eta) = 0, \tag{6}
\]
and by Bernoulli Law[4] $c, \rho$ can be represented by:
\[
c^2 = (\gamma - 1) \rho^{\gamma - 1} = (\gamma - 1)(\rho_0^{\gamma - 1} - \phi + \phi \xi \xi + \phi \eta \eta - \frac{\phi_x^2 + \phi_y^2}{2}). \tag{7}
\]

If we define $\varphi = \phi - \frac{c^2 + \rho^2}{2}$, which is named as pseudo-potential function in [5], then relations above can be written as
\[
\nabla \cdot (\rho \nabla \varphi) + 2\rho = 0, \tag{8}
\]
\[ c^2 = (\gamma - 1)\rho \gamma^{-1} = (\gamma - 1) \left( \rho_0 \gamma^{-1} - \frac{1}{2} |\nabla \varphi|^2 - \varphi \right) \tag{9} \]

where \( c \) stands for the sonic speed. By plugging (7) into (6), the equation for \( \phi \) can also be written as

\[ c^2 - (\phi_\xi - \xi)^2 \phi_\xi - 2(\phi_\xi - \xi)(\phi_\eta - \eta)\phi_\eta + \left[ c^2 - (\phi_\eta - \eta)^2 \right] \phi_{\eta\eta} = 0. \]

So the equation for \( \phi \) or \( \varphi \) is elliptic if and only if

\[ |\nabla \varphi| < c. \]

So now we can reduce the initial-boundary value problem in \((\vec{x}, t)\)-space to the following boundary value problem in self-similar \((\xi, \eta)\)-space.

**Problem 2. Boundary Value Problem**

Find a weak solution \( \varphi \) of (8), in \( \mathbb{R}^2 \setminus W \), which satisfies Neumann boundary condition

\[ \nabla \varphi \cdot \mathbf{n} = 0, \quad \text{on } \partial W, \]

and asymptotic boundary condition at infinity: when \( \xi^2 + \eta^2 \to \infty \)

\[ \varphi \to \begin{cases} \varphi_0 = -\frac{1}{2}(\xi^2 + \eta^2), & \text{for } \xi > X, \eta > \xi \cot(\sigma + \delta) \text{ or } \eta < -\xi \cot(\sigma - \delta) \\ \varphi_1 = -\frac{1}{2}(\xi^2 + \eta^2) + u_1(\xi - X), & \text{for } \xi < X, \eta > 0 \end{cases}, \]

where \( X \) is the speed of the incident shock, and is also the \( \xi \)-coordinate of the incident shock in \((\xi, \eta)\)-plane.

### 1.2 Boundary Condition, Shock and Sonic Circle

We try to find a weak solution to the equation (8) (9), however because of the existence of shocks and sonic circles, directly solving (8) (9) is not convenient. So, based on some physical observations, we divide \( \mathbb{R}^2 \setminus W \) into several regions, and solve equations in different regions separately.

Physical observations suggest that, on \((\xi, \eta)\)-plane, \( \mathbb{R}^2 \setminus W \) should be divided into six regions, as illustrated by Figure 2. The fluid in each region has properties which are different from those of its neighbors. Fluids in front of the incident shock are static, they are in State(0). Fluids in State(I) are the fluids behind the incident shock, its velocity and density are given as conditions. Fluids in State(II \pm) have uniform velocities and densities, their velocities can be found by algebraic computations. The essential problem is to describe the behavior of the fluid in the region \( \Omega \). We solve this problem by finding a \( \varphi \) solving (8) and (9) in \( \Omega \) and satisfying some boundary conditions on \( \partial \Omega \).

In the following, we explain what are the conditions that should be satisfied on \( \partial \Omega \). Actually these conditions are the physical conditions that should be satisfied along shocks and sonic circles.

We first consider the boundary conditions on the shock. Let \( \Gamma \) be a shock on \((\xi, \eta)\)-plane, separating regions \( \Omega_+ \) and \( \Omega_- \). The potential function, velocity and density of the gas in \( \Omega_\pm \) are denoted by \( \phi_\pm \), \( (u_\pm, v_\pm) \) and \( \rho_\pm \) respectively.

And since this is self-similar coordinate, point \((\xi, \eta)\) on \( \Gamma_{\text{shock}} \), will be moving with velocity \((\xi, \eta)\). So the relative velocity of point represented by \((\xi, \eta)\) and gas in \( \Omega_\pm \), is \( (u_\pm - \xi, v_\pm - \eta) \), which is \( \nabla \phi_\pm - (\xi, \eta) \) or \( \nabla \varphi_\pm \), with pseudo-potential function \( \varphi_\pm = \phi_\pm - \frac{\xi^2 + \eta^2}{2} \).

So Mass Conservation across shock should be

\[ [\rho_+ (\nabla \phi_+ - (\xi, \eta)) - \rho_- (\nabla \phi_- - (\xi, \eta))] \cdot \mathbf{n} = 0, \tag{10} \]
or, with pseudo-potential function

\[(\rho_+ \nabla \varphi_+ - \rho_- \nabla \varphi_-) \cdot \mathbf{n} = 0.\]  
\[(11)\]

And note that, in generic case, the normal direction of \(\Gamma\) is \((u_+ - u_-, v_+ - v_-)\). So \(10\) and \(11\) can also be written as

\[[(\rho_+ \nabla \varphi_+ - \rho_- (\nabla \varphi_- - (\xi, \eta))) \cdot (u_+ - u_-, v_+ - v_-) = 0,\]
\[12\]

\[(\rho_+ \nabla \varphi_+ - \rho_- \nabla \varphi_-) \cdot (u_+ - u_-, v_+ - v_-) = 0.\]  
\[(13)\]

In this paper, most of time, \(10\) \(11\) \(12\) \(13\) will all be referred to as RH condition.

And we also require vorticity vanish, so on \(\Gamma\), the tangential velocity of gas in \(\Omega_+\) and \(\Omega_-\) should be equal. This leads to the continuity assumption of potential function

\[\varphi_+ = \varphi_- \quad \text{(or equivalently, } \varphi_+ = \varphi_-).\]  
\[(14)\]

\((14)\) and any one of \(10\) \(11\) \(12\) \(13\) constitute free boundary condition on shock.

Then for convenience, we define weak solutions to the potential flow equation. Notice that free boundary condition is singular form of equation \(6\), which is mass conservation. So it implies that two solutions to equation \(6\) in two domains separated by a shock, should be considered as a global weak solution, if they satisfy equation weakly, separately in two different domains, and satisfy free boundary condition.

Assume \(g\) is a smooth function with compact support in \(\Omega = \Omega_+ \cup \Omega_-\), here \(\Omega_+, \Omega_-\) are separated by an arc, which is a free boundary \(\Gamma\). \(\varphi_+, \varphi_-\) are defined in \(\Omega_+, \Omega_-\) respectively, satisfying \(6\) weakly and separately. And they satisfy free boundary condition along \(\Gamma\).

\[
\int_{\Omega} \rho(\nabla \varphi, \varphi) \nabla \varphi \cdot \nabla g - 2\rho(\nabla \varphi, \varphi) g \quad (\rho \text{ is defined by } [22], \varphi = \varphi_\pm \text{ in } \Omega_\pm) \\
= \int_{\Omega_+} \rho(\nabla \varphi_+, \varphi_+) \nabla \varphi_+ \cdot \nabla g - 2\rho(\nabla \varphi_+, \varphi_+) g + \int_{\Omega_-} \rho(\nabla \varphi_-, \varphi_-) \nabla \varphi_- \cdot \nabla g - 2\rho(\nabla \varphi_-, \varphi_-) g \\
= \int_{\Gamma} (\rho(\nabla \varphi_+, \varphi_+) \nabla \varphi_+ - \rho(\nabla \varphi_-, \varphi_-) \nabla \varphi_-) \cdot \mathbf{n}g \quad (\mathbf{n} \text{ is outer normal of } \Omega_+) \\
= 0 \quad \text{(by free boundary condition)}
\]
In this paper, speed of incident shock will be denoted as $X$, so $X$ is also the $\xi$-coordinate of incident shock on $(\xi, \eta)$-plane. As stated in previous subsection, speed and density of the gas behind incident shock are denoted as $u_1$ and $\rho_1$. They satisfy:

\[
(X - u_1)\rho_1 = X\rho_0 \quad \text{(Mass Conservation)} \quad (15)
\]

\[
\rho_1^{-1} + \frac{1}{2}u_1^2 - u_1 X = \rho_0^{-1} \quad \text{(Bernoulli Law)} \quad (16)
\]

(16) comes from plugging $\phi = 0$, $\phi_{\xi} = u_1$, $\xi = X$ and $\phi_{\eta} = \eta = 0$ into (7).

When shock hits a parallel wall ($\sigma = 0$, $\delta = 0$ with our notation), the shock will be reflected back, leaving gas static in its wake. This is called normal reflection. We denote the static gas state behind normally reflected shock as State(II). Density and sonic speed of State(II) are denoted as $\rho_2$ and $c_2$ respectively. They satisfy

\[
c_2^2 = (\gamma - 1)\rho_2^{\gamma - 1}. \quad (17)
\]

The speed of reflected shock is denoted as $Z$. $Z$ and $\rho_2$ are determined by

\[
\rho_1(Z + u_1) = p_2Z, \quad \text{(Mass Conservation)} \quad (18)
\]

\[
\rho_0^{-1} + u_1(Z + X) = p_2^{\gamma - 1}. \quad \text{(Bernoulli Law)} \quad (19)
\]

There will be one and only one physically admissible solution to (18) and (19), which satisfies

\[
\rho_2 > \rho_1, \text{ or } Z > 0.
\]

And by argument in section 3.1 of [5], we know

\[
\sqrt{\rho_2^{\gamma - 1} - Z^2} = Y, \text{ so } (-Z, Y) \text{ is the coordinate of point, where reflected shock intersects sonic circle.}
\]

When incident shock is not parallel to the wall ($\sigma = 0$, $\delta \neq 0$, with our notation), a two-shock structure will form. And this is called the regular reflection, contrary to the Mach reflection, which is more complicated.

Two regular reflections occur in our case, one is above $\xi$-axis, another is below $\xi$-axis. They are denoted as State($\Pi_+$) and State($\Pi_-$). The density and velocity of State($\Pi_\pm$) are denoted as $\rho_2^\pm$ and $(u_2^\pm, v_2^\pm)$ respectively. When $\sigma$ is small enough, the $\rho_2^\pm$ and $(u_2^\pm, v_2^\pm)$, satisfying $\rho_2^\pm > \rho$ are uniquely determined, as shown in section 3.1 of [5]. And analysis in [5] also shows or implies

- $u_2^+ > 0$, $v_2^+ > 0$; $u_2^- > 0$, $v_2^- < 0$;
- $|u_2^+| + |v_2^+| + |u_2^-| + |v_2^-| \leq C_p\sigma$;
- $|\rho_2^+ - p_2^+| + |\rho_2^- - p_2^-| \leq C_p\sigma$.

1.3 Symmetric Case

In [5], when the wedge is symmetric ($\delta = 0$) and $\sigma$ is very small, solutions to boundary value problem was rigorously constructed. Later, more general existence results, without requiring $\sigma$ being small, was proved in [6]. In the remaining part of this subsection for the convenience of notation, we denote the region surrounded by arc $A_1A_2$, $A_2A_3...A_{i+1}...A_kA_1$ by region $A_1A_2...A_k$. And arc $A_1A_2...A_k$ means arc $A_1A_2 \cup A_2A_3 \cup ...A_{k-1}A_k$. 
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When solving the problem in the symmetric case, many difficulties arise, including free boundary problems and ellipticity degeneration, especially when ellipticity degenerates on free boundary. To overcome these difficulties, many new techniques were developed in \[5\] and \[6\]. In \[5\], they first showed the existence of State(II), based on implicit function theorem, when the wedge is close to a half-plane ($\sigma$ close to zero). Then in region $P_1P_2P_3P_4$ they constructed $\varphi$ as a solution to equation (8) with the following boundary condition:

$$
\begin{align*}
\varphi_n &= 0, & &\text{on arc } P_2P_3P_4, \\
\varphi &= \varphi_2, & &\text{on arc } P_1P_4, \\
\varphi &= \varphi_1, & &\text{on arc } P_1P_2, \\
(\rho \nabla \varphi - \rho_1 \nabla \varphi_1) \cdot \mathbf{n} &= 0, & &\text{on arc } P_1P_2.
\end{align*}
$$

Notice that, in above, arc $P_1P_2$ is a free boundary so we can pose two boundary conditions on it. And arc $P_1P_4$ is a part of the sonic circle of State(II)

$$
P_1P_4 \subset \{(\xi, \eta) \mid |\xi - u_2|^2 + |\eta - v_2|^2 = c_0^2\}.
$$

Along it, equation degenerates. And for the solution they constructed, $\nabla \varphi = \nabla \varphi_2$ on arc $P_1P_4$.

If we extend the definition of $\varphi$ to the whole $\mathbb{R}^2 \setminus W$, by defining

$$
\varphi = \begin{cases} 
\varphi_0, & \text{in } \{\xi > \xi_0\} \setminus W \\
\varphi_1, & \text{in } \{\xi \leq \xi_0\} \setminus (W \cup \text{region } P_0P_1P_2P_3) \\
\varphi_2, & \text{in region } P_0P_1P_4
\end{cases}
$$

then $\varphi$ is a weak solution to Problem 2.

So a natural question is can we solve the boundary value problem for non-symmetric case? And if so, can the solution be as regular as the solution constructed in \[5\]?  

1.4 Notations

Before presenting the result of this paper, we introduce some notations and conventions. Notations introduced here will be universally used throughout the paper, except Appendix. Some other notations, which will only be used in a specific section (or subsection), will be introduced later, in the corresponding sections.
In \((\xi, \eta)\)-plane, we still use \(W\) to denote the wedge. State(I) is the state left to shock (behind incident shock and in front of reflected shock), and State(II) denotes the state behind normal reflected shock. Since now we have two regular shock reflections, we use State(II\(_+\)) denotes the state above \(\xi\)-axis, and use State(II\(_-\)) denotes the state below \(\xi\)-axis. And State(0) is the state in front of (or right to) incident shock.

\(\Gamma_{\text{sonic}}\)\(\pm\) denotes the sonic circle of State(II\(_\pm\)), and \(\Gamma_{\text{sonic}}\) denotes their union. \(\Gamma_{\text{shock}}\) denotes the part of reflected shock between \(\Gamma_{\text{sonic}}^+\) and \(\Gamma_{\text{sonic}}^-\). And \(\Gamma_{\text{shock}}^\pm\) is used to denote the part of reflected shock below \(\Gamma_{\text{sonic}}^-\). \(\Gamma_{\text{wedge}}^\pm\) denotes upper(lower) part of boundary of wedge, while \(\Gamma_{\text{wedge}}\) denotes the union of these two rays.

\(C\) denotes corner of wedge. \(\Omega\) denotes the region surrounded by \(\Gamma_{\text{shock}}\), \(\Gamma_{\text{sonic}}\) and \(\Gamma_{\text{wedge}}\). \(C_p\) is a constant depends only on physical constants, \(\rho_1, u_1, \rho_0, \gamma\).

And, for convenience, we may choose different directions for wedge and flow in different parts of this paper, like illustrated in the following pictures. But the angle between symmetry axis of wedge and direction of flow will always be denoted as \(\delta\). So in every section we declare either direction of flow or direction of wedge.

1.5 Regular Solutions and the Conclusion of the Paper

In this subsection the direction of the wedge and the flow is shown in Figure 4, s.t. the symmetry axis of the wedge is \(\xi\)-axis.

**Definition 1. Regular Solution for Shock Reflection**

We define that a regular solution of self-similar shock reflection problem is a function \(\phi \in C^3(\Omega \setminus (\Gamma_{\text{sonic}} \cup C)) \cap C^1(\Omega \setminus C) \cap \text{Lip}(\Omega)\) which satisfies the following conditions:

**Equation**

\[
[c^2 - (\phi_\xi - \xi)^2] \phi_{\xi\xi} - 2(\phi_\xi - \xi)(\phi_\eta - \eta)\phi_{\xi\eta} + [c^2 - (\phi_\eta - \eta)^2] \phi_{\eta\eta} = 0, \text{ in } \Omega, \quad (21)
\]

where,

\[
c^2 = (\gamma - 1)\rho^{\gamma - 1} = (\gamma - 1) \left( \rho_0^{\gamma - 1} - \phi + \phi_\xi \xi + \phi_\eta \eta - \frac{||\nabla \phi||_2^2}{2} \right), \quad (22)
\]
and equivalently if we define \( \varphi = \phi - \frac{\xi^2 + \eta^2}{2} \), relations above can be written as

\[
\nabla \cdot [\rho \nabla \varphi] + 2\rho = 0, \text{ in } \Omega,
\]

where,

\[
c^2 = (\gamma - 1)\rho^{\gamma-1} = (\gamma - 1) \left( \rho_0^{\gamma-1} - \frac{1}{2} |\nabla \varphi|^2 - \varphi \right);
\]

Subsonic Condition

\[
|\nabla \varphi|^2 < c^2, \text{ in } \Omega \setminus \Gamma_{sonic}; \quad (23)
\]

Continuity Conditions on Sonic Circles

\[
\phi = \phi_2^\pm, \quad \text{on } \Gamma_{sonic}^\pm; \quad (24)
\]

Free Boundary Conditions on the Shock (Non-Vorticity and RH Condition)

\[
\varphi = \varphi_1, \quad [\rho_1 \nabla \varphi_1 - \rho \nabla \varphi] \cdot n = 0, \quad \text{on } \Gamma_{shock}; \quad (26)
\]

or equivalently,

\[
\phi = \phi_1; \quad [\rho_1 (u_1 \cos \delta - \xi, u_1 \sin \delta - \eta) - \rho (u - \xi, v - \eta)] \cdot n = 0, \quad \text{on } \Gamma_{shock}; \quad (27)
\]

Slip (or Neumann) Boundary Condition on the Boundary of Wedge

\[
\phi_n = 0, \quad \text{on } \Gamma_{wedge}; \quad (28)
\]

Regularity Assumption of Shock

\( \Gamma_{shock} \) is not tangential to the direction of the upcoming flow at any point, and it’s a \( C^1 \) curve up to its ends;

\( \quad \) (29)

Admissible Condition

\[
\rho_1 < \rho, \quad \text{in } \overline{\Omega}. \quad (30)
\]

If we can find such a regular solution \( \phi \), then we can combine it with potential functions of State(I), State(II\(_\pm\)) and State(0) to form a function from \( \mathbb{R}^2 \setminus W \) to \( \mathbb{R} \), which will be a weak solution to Problem 2.

In this paper we prove

Theorem 1 (Main Theorem). For isentropic gases (with \( c^2 = (\gamma - 1)\rho^{\gamma-1} \)), given a vertical shock with the upstream state \((u_1, 0; \rho_1)\) and the downstream state \((0, 0; \rho_0)\), we can find \( \epsilon_\Gamma > 0 \) small enough, which depends on \( \rho_0, \rho_1, u_1 \) and \( \gamma \), s.t. when the shock hits a convex wedge, with vertex angle \( \pi - 2\sigma (0 < \sigma < \epsilon_\Gamma) \) and if the symmetry axis of the wedge forms an angle \( \delta (0 < \delta \leq \sigma) \) with the direction of the upstream flow, the shock reflection problem does not have a regular solution as defined in Definition 7.
1.6 Structure of the Paper

Section 2 provides some relatively rough estimates. Some of these estimates are used to show more regularities of regular solution, some of them imply that when \( \sigma \) tends to zero, our corresponding regular solution tends to potential function of normal reflection which is a constant.

With these estimates, we can have a good control on regular solution in later sections.

In section 3, with computation we show precisely how geometric structure differs from symmetric shock reflection. And so we can tell the relative position of \( \Gamma^+_{\text{sonic}} \) and \( \tilde{\Gamma}^-_{\text{sonic}} \), here \( \tilde{\Gamma}^-_{\text{sonic}} \) is the reflection of \( \Gamma^-_{\text{sonic}} \) across symmetry axis of wedge. And the geometric structure will be useful when doing integral by parts in section 4. The technique in this section depends on comparison of derivatives, at \( \delta \) or \( \sigma = 0 \), so it’s only available for \( \sigma \) and \( \delta \) small.

In section 4, we proved “symmetric estimate”. It says, if we take the symmetry axis of wedge as \( \xi \)-axis, regular solution is almost symmetric w.r.t. \( \eta \), precisely, near symmetry axis of wedge,

\[
|\phi(\xi, \eta) - \phi(\xi, -\eta)| \leq C_p \delta.
\]

To prove above, we first get an integral type symmetric estimate. With method of [7] we are able to control \( \int_{\Omega \cap \tilde{\Omega}} |\phi - \tilde{\phi}|^3 \) by a divergence integral, so we can reduce it to integral on boundary of \( \Omega \cap \tilde{\Omega} \), then making use of RH condition and \( \nabla \phi = \nabla \phi^+ \) on \( \Gamma^+_{\text{sonic}} \), we can further transform boundary integral into integral in \( \Omega \Delta \tilde{\Omega} \) and on \( \partial(\Omega \cup \tilde{\Omega}) \). These integrals can either be estimated with the properties of RH function derived in section 2, or by explicit computation and boundary condition.

Then we get \( L^\infty \) symmetric estimate near corner of wedge, with Moser iteration; and around where shock intersects symmetry axis, with a generalized Krylov-Safonov estimate (Lemma B.1). From this \( L^\infty \) estimate, we get on symmetry axis of wedge, \( |\phi| \leq C_p \delta \) near shock and \( |\phi| \leq C_p \delta^2 \) near corner of wedge.

Above gradient estimates will be used in section 5, to control boundary integral.

In section 5, we provided a lower bound for \( \phi - \tilde{\phi} \), precisely:

\[
\phi(\xi, \eta) - \phi(\xi, -\eta) \geq \delta \left( \frac{\eta}{C_p} - C_p \sigma \right) \tag{31}
\]

So contrary to section 4, we call this estimate as “antisymmetric estimate”. To prove above, roughly speaking, we minus a linear function \( \eta \sin \delta \) from \( \phi \), and denote the new function as \( \psi \), then estimate \( \psi(\xi, -\eta) - \psi(\xi, \eta) \) from above. We first do the integral estimate as in last section, then with Moser Iteration we get an \( L^\infty \) estimate on \( \partial B_{r_0} \), \( r_0 \) is smaller then some physical constants, decided in Lemma A.1 and A.3.

With (31), we can use Lemma A.3 to get a contradiction.

In appendix are some lemmas about linear partial differential equations.

Lemma A.1, A.2 and A.3 are all about the solution of linear elliptic partial differential equation with singular coefficients near a corner. Lemma A.1 is a maximum principle, Lemma A.2 is an estimate based on conformal mapping, it gives a singular bound on \( |\phi| \) and Lemma A.3 implies that out of a convex wedge, a \( C^1 \) solution to our linear partial differential equation, should not be \( C^{1,\alpha} \), if solution is bigger on one side of the symmetry axis of wedge.

Lemma B.1 is a generalized Krylov-Safonov estimate, which is used to get \( L^\infty \)-symmetric estimate near free boundary.

2 Fundamental Estimates for Regular Solutions

In this section, we provide some fundamental estimates for regular solutions defined in Definition 1. Roughly speaking, with estimates in this section we have a better control on regular solution.
• We show the shock reflection corresponds to our regular solution is close to normal shock reflection (subsection 2.3).

• we provide some regularity estimate of potential function (subsection 2.1, 2.9, 2.10, 2.11)

• we provide a “coercive” estimate of the RH function, in subsection 2.5, which will be used in section 4 and section 5 to estimate boundary integral.

2.1 Continuity of Velocity at the Corner of the Wedge

Based on Estimate in [4], a regular solution to potential flow equation, which is only assumed to be Lipschitz at corner of wedge should actually be $C^1$. And so at corner of wedge,

$$\phi_\xi = u = \phi_\eta = v = 0.$$ (32)

We cannot immediately get $|\nabla \phi(\xi,\eta)| \leq C_p(\xi + |\eta|)^\alpha$, which is contained in Proposition 3, because now we don’t have any control on $|\nabla \phi|_0$ in $\Omega$. We will more precisely estimate $\nabla \phi$ until section 2.9.

2.2 Comparison of $\phi$ and $\phi_1$

In this subsection, position of wedge and flow is as shown in Figure 5, so velocity of upstream flow is $(u_1,0)$. And we want to show $\phi < \phi_1$ in $\Omega$.

First, in $\Omega$, $\phi$ satisfies (21). In this paper, except Appendix, when we only use linear property of (21), we denote this linear equation by

$$a_{ij}\phi_{ij} = 0$$ (33)

$a_{ij}$'s are polynomials of $\xi, \eta, u, v$, so $a_{ij} \in C^1(\Omega \setminus (\Gamma_{\text{sonic}} \cup C))$.

So,

$$a_{ij}(\phi - \phi_1)_{ij} = a_{ij}\phi_{ij} = 0,$$ (34)

since $\phi_1$ is a linear function. So

$$\phi - \phi_1$$ cannot achieve maximum in $\Omega$. (35)

Then, on $\Gamma_{\text{sonic}}^\pm$,

$$\phi - \phi_1 = \phi_2^\pm - \phi_1.$$ (36)

Since in section 1.2, we have shown that $\phi_1 = \phi_2^\pm$ on $\Gamma_{\text{shock}}^\pm$, and when $\sigma$ small enough $|\nabla \phi_2^\pm| \leq C_p\sigma$, so on right-hand side of $\Gamma_{\text{shock}}^\pm$

$$\phi_2^\pm_\xi < \phi_1_\xi = u_1,$$ (providing $\sigma$ small enough)

and so

$$\phi = \phi_2^\pm < \phi_1$$ on $\Gamma_{\text{sonic}}^\pm$. (37)

For $n_{\pm} = (\cos(\sigma \pm \delta), \mp \sin(\sigma \pm \delta))$, which are outer unit normal vectors of $\Omega$ on $\Gamma_{\text{wedge}}^\pm$

$$(\phi - \phi_1)n_{\pm} = \phi n_{\pm} - \phi_1 n_{\pm} = -u_1 \cos(\sigma \pm \delta) < 0, \text{ on } \Gamma_{\text{wedge}}^\pm$$ (providing $\sigma$ small enough)

So,

$$\phi - \phi_1$$ cannot achieve maximum on $\Gamma_{\text{wedge}}^\pm$. (38)
2.3 Gradient Estimates

In this subsection the direction of upcoming flow is \((u_1, 0)\), as shown in Figure 5.

Take \(\xi\)-derivative of linear equation of \(\phi\), \(\xi\), we get:

\[
a_{11}u_{\xi\xi} + 2a_{12}u_{\xi\eta} + a_{22}u_{\eta\eta} + a_{22}\left(\frac{a_{11}}{a_{22}}\right)u_{\xi} + a_{22}\left(\frac{2a_{12}}{a_{22}}\right)u_{\eta} = 0. \tag{39}
\]

So \(u\) can't achieve maximum(or minimum) in \(\Omega^o\). \(\tag{40}\)

If at some interior point of \(\Gamma_{\text{wedge}}^+\), \(u\) achieves a local maximum (or minimum), then at this point,

\[
u_t = 0, \quad D_t(\phi_n) = 0, \quad a_{ij}\phi_{ij} = 0. \tag{40}
\]

In above \(t = (\sin(\sigma + \delta), \cos(\sigma + \delta))\), \(n = (\cos(\sigma + \delta), -\sin(\sigma + \delta))\), write above equations in matrix form:

\[
\begin{pmatrix}
\sin(\sigma + \delta) & \cos(\sigma + \delta) \\
\sin(\sigma + \delta)\cos(\sigma + \delta) & \cos^2(\sigma + \delta) - \sin^2(\sigma + \delta)
\end{pmatrix}
\begin{pmatrix}
\frac{a_{11}}{a_{12}} \\
\frac{2a_{12}}{a_{22}}
\end{pmatrix}
\begin{pmatrix}
u_{\xi} \\
u_{\eta}
\end{pmatrix}
= 0.
\]

Determinant of this \(3 \times 3\) matrix equals

\[-\sin(\sigma + \delta)[a_{11}\cos^2(\sigma + \delta) - 2a_{12}\sin(\sigma + \delta)\cos(\sigma + \delta) + a_{22}\sin^2(\sigma + \delta)] \neq 0.\]

This implies at this maximum point \(\nabla u = 0\), which is a contradiction to Hopf lemma.

So \(u\) can’t achieve maximum(or minimum) value at any interior point of \(\Gamma_{\text{wedge}}^+\). \(\tag{41}\)

Similarly, when \(\sigma \neq \delta\), \(u\) can’t achieve any maximum(or minimum) value on \(\Gamma_{\text{wedge}}^-\), \(\tag{42}\)

and when \(\sigma = \delta\), \(u = 0\) on \(\Gamma_{\text{wedge}}^-\). \(\tag{43}\)

On \(\Gamma_{\text{shock}}\), \(\phi - \phi_1 = 0\) \(\tag{26}\); in \(\Omega\), \(\phi - \phi_1 < 0\) \(\tag{38}\),

\[a_{ij}(\phi - \phi_1)_{ij} = 0 \text{ (because } \phi_1 \text{ is a linear function)},\]

and since we know now \(\Gamma_{\text{shock}}\) is the graph of a \(C^1\) function of \(\eta\) \(\tag{29}\), so we can apply Hopf maximum principle, to \(\phi - \phi_1\), and get

\[u = \phi \leq \phi_1, \text{ on } \Gamma_{\text{shock}} - \Gamma_{\text{sonic}}^+. \tag{44}\]

Put \(\bigl(32\bigr)\ \bigl(40\bigr)\ \bigl(41\bigr)\ \bigl(42\bigr)\ \bigl(43\bigr)\ \bigl(44\bigr)\) together, and use the assumption, that regular solution is \(C^1\) on sonic circle, we have : when \(\sigma, \delta\) small enough s.t. \(u_2^2 < u_1\),

\[u < u_1, \text{ in } \Omega. \tag{45}\]

Now with \(\bigl(45\bigr)\) we can define \(S = \frac{u}{u_1 - u}\) in \(\Omega\), and since \(\phi \in C^1(\Omega) \cap C^2(\Omega \setminus (\Gamma_{\text{sonic}} \cup C))\) and \(|u| = |u_2^2| < u_1\) on \(\Gamma_{\text{sonic}}^+\), \(S \in C^2(\Omega) \cap C^2(\Omega \setminus (\Gamma_{\text{sonic}} \cup C))\).

In \((\Omega \setminus (\Gamma_{\text{sonic}} \cup C))\), we have

\[
\begin{align*}
S_{\xi} &= S_uu_{\xi} + S_vv_{\xi} \\
S_{\eta} &= S_uu_{\eta} + S_vv_{\eta} \\
a_{11}\phi_{\xi\xi} + 2a_{12}\phi_{\xi\eta} + a_{22}\phi_{\eta\eta} &= 0
\end{align*}
\]
Solve above equation of $u_\xi, v_\xi, v_\eta$, we get (we know $S_v = \frac{1}{a_1-a}$ is also well defined and $S_v \neq 0$)

$$
\begin{pmatrix}
  u_\xi \\
  v_\xi \\
  v_\eta
\end{pmatrix} = \frac{1}{a_{11} S_v^2 - 2a_{12} S_u S_v + a_{22} S_u^2} \begin{pmatrix}
  S_u a_{22} - 2S_v a_{12} & -S_v a_{22} & S_u a_{22} \\
  a_{11} S_v & -a_{11} S_u & -2S_v a_{12} + S_u a_{11}
\end{pmatrix} \begin{pmatrix}
  S_\xi \\
  S_\eta
\end{pmatrix}.
\tag{46}
$$

Plug

$$
a_{11} u_{\xi\xi} + 2a_{12} u_\xi u_\eta + a_{22} u_\eta^2 + a_{22} (\frac{a_{11}}{a_{22}}) u_\xi + a_{22} (\frac{2a_{12}}{a_{22}}) u_\eta = 0,
$$

$$
a_{11} v_{\xi\xi} + 2a_{12} v_\xi v_\eta + a_{22} v_\eta^2 + a_{22} (\frac{a_{11}}{a_{22}}) v_\xi + a_{22} (\frac{2a_{12}}{a_{22}}) v_\eta = 0,
$$

into:

$$
a_{11} S_\xi S_\xi + 2a_{12} S_\xi S_\eta + a_{22} S_\eta S_\eta
$$

$$
= a_{11} (S_u u_{\xi\xi} + S_v v_{\xi\xi} + S_{uu} u_\xi^2 + 2S_{uv} u_\xi v_\xi + S_{vv} v_\xi^2)
$$

$$
+ 2a_{12} (S_u u_{\xi\eta} + S_v v_{\xi\eta} + S_{uu} u_\xi u_\eta + S_{uv} u_\xi v_\eta + S_{vv} v_\xi v_\eta)
$$

$$
+ a_{22} (S_u u_{\eta\eta} + S_v v_{\eta\eta} + S_{uu} u_\eta^2 + 2S_{uv} u_\eta v_\eta + S_{vv} v_\eta^2)
$$

and replace $u_\xi, v_\xi = u_\eta, v_\eta$ by linear combination of $S_\xi, S_\eta$, using \(46\). We get there exists $b'_i$s, which are $C^0$ functions in $\Omega \setminus (\Gamma_{\text{sonic}} \cup C)$, s.t.

$$
a_{ij} S_{ij} + b_i S_i = 0.
\tag{47}
$$

So $S$ can't achieve maximum or minimum at interior point of $\Omega$.

To show that $S$ can not achieve maximum or minimum on $\Gamma_{\text{shock}}$ either, we define

$$
RH = [\rho(u - \xi, v - \eta) - \rho_1(u_1 - \xi, -\eta)](u - u_1, v), \text{ in } \Omega
\tag{49}
$$

in the expression above,

$$
\rho = \left[\rho_0^{(-1)} - \phi + \phi_\xi \xi + \phi_\eta \eta - \frac{\phi_{\xi\xi} + \phi_{\eta\eta}}{2}\right]^{\frac{1}{\gamma-1}}
$$

$RH$ can be considered either as a function of $\xi, \eta$ or a function of five variables, $\phi, u, v, \xi, \eta$, as expressed in \(49\) and \(50\). To avoid confusion, when $RH$ is considered as a function of five variables, $\xi(\eta)$ and $T$ derivative of $RH$ will be denoted as $RH_{(\xi)}(RH_{(u)}$ and $RH_{(T)}$) respectively. Taking tangential derivative of $RH$ on $\Gamma_{\text{shock}}$ gives:

$$
RH_T = RH_u u_T + RH_v v_T + RH_\phi \phi_T + RH_{(T)} \quad \text{(here } T = (v, u_1 - u)),
\tag{51}
$$

- on left-hand side of \(51\), RH is considered as a pure function of $\xi, \eta$,
- on right-hand side of \(51\), RH is considered as a function of $\phi, u, v, \xi, \eta$.

Then algebraic computation gives, when RH is considered as a function of $\phi, u, v, \xi, \eta$:

$$
RH_\phi = -[(u - \xi)(u - u_1) + (v - \eta)v] \rho^{2-\gamma} \gamma - 1,
$$
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\[ \text{RH}_\xi = (\rho_1 - \rho)(u - u_1) + [(u - \xi)(u - u_1) + (v - \eta)v] \rho^2 - \gamma \frac{\rho^2 - \gamma}{\gamma - 1} u, \]
\[ \text{RH}_\eta = v(\rho_1 - \rho) + [(u - \xi)(u - u_1) + (v - \eta)v] \rho^2 - \gamma \frac{\rho^2 - \gamma}{\gamma - 1} v. \]

Combine these with
\[ \phi_T = uv + (u_1 - u)v = u_1 v, \]
and RH condition, we know on right-hand side of (51)
\[ \text{RH}_\phi \phi_T + \text{RH}_{\phi(T)} = 0. \]

So along \( \Gamma_{\text{shock}} \)
\[ 0 = \text{RH}_T = \text{RH}_u u_T + \text{RH}_v v_T. \quad (52) \]

If \( S \) achieves maximum or minimum at some interior point of \( \Gamma_{\text{shock}} \), at this point:
\[ D_T S = S_u u_T + S_v v_T = 0, \quad (53) \]

We put (53), (52) and linear equation of \( \phi \) (33) together in matrix form:
\[
\begin{pmatrix}
\text{RH}_u u \\
\text{RH}_u v + \text{RH}_u(u_1 - u) \\
S_u v
\end{pmatrix}
+ \begin{pmatrix}
\text{RH}_v(u_1 - u) \\
S_v(u_1 - u) \\
2a_{12}
\end{pmatrix}
\begin{pmatrix}
u_g \\
v_\xi \\
v_\eta
\end{pmatrix}
= 0.
\]

Plug \( S_u = \frac{u}{(u_1 - u)^2} \), \( S_v = \frac{1}{u_1 - u} \) into the 3 x 3 matrix above, with computation we get its determinant is
\[
- (\text{RH}_u(u - u_1) + \text{RH}_v v) (a_{11} - 2a_{12} \frac{v}{u_1 - u} + a_{22} \frac{v^2}{(u_1 - u)^2})
\leq - \rho[(u - u_1)^2 + v^2] (1 - \frac{(u - \xi)^2 + (v - \eta)^2}{c^2}) (a_{11} - 2a_{12} \frac{v}{u_1 - u} + a_{22} \frac{v^2}{(u_1 - u)^2}) < 0
\]

So at such minimum or maximum point, \( D^2 \phi = 0 \), \( S_u = 0 \), which contradicts with Hopf lemma, since \( S \) satisfies (47) in \( \Omega \).

So \( S \) can not achieve a minimum or maximum at any interior point of \( \Gamma_{\text{shock}} \). \( \quad (54) \)

Then if \( S \) achieves maximum or minimum at some interior point of \( \Gamma_{\text{wedge}}^+ \), at this point we have:
\[ D_t \phi_T = 0, \ \ \ D_t S = 0, \ \ \ a_{11} \phi_{\xi\xi} + 2a_{12} \phi_{\xi\eta} + a_{22} \phi_{\eta\eta} = 0, \]
in above \( t = (\sin(\sigma + \delta), \cos(\sigma + \delta)) \), again we write them in matrix form:
\[
\begin{pmatrix}
\sin(\sigma + \delta) \cos(\sigma + \delta) \\
\cos^2(\sigma + \delta) - \sin^2(\sigma + \delta) \\
S_u \sin(\sigma + \delta)
\end{pmatrix}
+ \begin{pmatrix}
S_u \cos(\sigma + \delta) \\
S_v \cos(\sigma + \delta) \\
2a_{12}
\end{pmatrix}
\begin{pmatrix}
u_g \\
v_\xi \\
v_\eta
\end{pmatrix}
= 0,
\]
with computation we get the determinant of the 3 x 3 matrix above is:
\[
(a_{11} \cos^2(\sigma + \delta) - 2a_{12} \sin(\sigma + \delta) \cos(\sigma + \delta) + a_{22} \sin^2(\sigma + \delta))(S_u \cos(\sigma + \delta) + S_v \sin(\sigma + \delta))
= (a_{11} \cos^2(\sigma + \delta) - 2a_{12} \sin(\sigma + \delta) \cos(\sigma + \delta) + a_{22} \sin^2(\sigma + \delta)) \frac{u_1 \cos(\sigma + \delta)}{(u_1 - u)^2} > 0.
\]
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In above we used $D_n\phi = v\sin(\sigma + \delta) - u\cos(\sigma + \delta) = 0$. Again we get at such a maximum (or minimum) point $D^2\phi = 0$, so $D_nS = 0$, which is a contradiction to Hopf lemma. With same method we can show $S$ cannot achieve maximum or minimum on $(\Gamma_{\text{wedge}})^\circ$.

Combine with (54), we know $S$ can only achieve maximum or minimum on $\Gamma_{\text{sonic}} \cup C$, so

$$-C_p\sigma \leq \frac{v^-}{u_1 - u_2} < S = \frac{v}{u_1 - u} < \frac{v^+}{u_1 - u_2} \leq C_p\sigma, \text{ in } \Omega. \tag{55}$$

implies, providing $\sigma$ small enough, if $n = (n_1, n_2)$ is the unit normal direction of $\Gamma_{\text{shock}}$, pointing rightward, then

$$n_1 > \frac{1}{2}, |n_2| \leq C_p\sigma. \tag{56}$$

This implies,

$$\frac{1}{|\text{slope of } \Gamma_{\text{shock}}|} \leq C_p\sigma, \tag{57}$$

so,

$\Gamma_{\text{shock}}$ stays in a $C_p\sigma$ neighborhood of normal reflected shock. \tag{58}

And (57) (29) also implies

$\Gamma_{\text{shock}}$ is a $C^1$ function of $\eta$, \tag{59}

in any of 4 positions shown in Figure 4 [5] [6] and 7. Plug (56) into RH condition:

$$[\rho(u - \xi, v - \eta) - \rho_1(u_1 - \xi, -\eta)](n_1, n_2) = 0,$$

we get,

$$|\rho(u - \xi) - \rho_1(u_1 - \xi)| \leq C_p\sigma\rho|v - \eta| + C_p \leq C_p\sigma\rho(u_1 - u) + C_p\sigma\rho + C_p,$$

so,

$$(1 - C_p\sigma)\rho u \geq \rho(\xi - C_p) - C_p,$$

which implies:

$$u \geq -C_p, \text{ on } \Gamma_{\text{shock}}, \tag{60}$$

since $\rho \geq \rho_1$. Combining (60) with $|\frac{v}{u_1 - u}| < C_p\sigma$ (55), and $u < u_1$ (45), gives

$$|v| < C_p\sigma. \tag{61}$$

Now with estimate of $v$ in hand we want to get a same level estimate of $u$, to do so, we define:

$$R(u) = \bar{\rho}Z - (\bar{\rho}^{\gamma-1} - uZ - \frac{u^2}{2})^{\frac{1}{\gamma-1}}(u + Z), \tag{62}$$

here, $-Z$ is the $\xi$-coordinate of normal reflected shock, $\bar{\rho})$ is the density of normal shock reflection.

$$\bar{\rho}Z = \rho_1(u_1 + Z) \tag{63}$$

is the RH condition for normal shock reflection.

$$\rho_0^{\gamma-1} = \bar{\phi}_2 = \bar{\rho}_2^{\gamma-1} \tag{64}$$
is Bernoulli law for normal reflection.

Now in (50), replacing $\rho_0$ by $\rho_2$ with (64) gives on $\Gamma_{\text{shock}}$

$$\left(\frac{\rho_2^{\gamma - 1} + \phi - \phi_1 + u\xi + v\eta - \frac{u^2 + v^2}{2}}{\gamma - 1}\right) = \rho$$  \hspace{1cm} (65)$$

Since we know, $|u| \leq C_p (45)$, $|v| \leq C_p \sigma$ (61), $\phi = \phi_1$ on $\Gamma_{\text{shock}}$ (66) and $\Gamma_{\text{shock}}$ is close to normal reflected shock (58), we can estimate

$$\rho_2^{\gamma - 1} - uZ - \frac{u^2}{2} = \rho^{\gamma - 1} + O(\sigma).$$  \hspace{1cm} (66)$$

(66) implies: first, that

$$\rho_2^{\gamma - 1} - uZ - \frac{u^2}{2} > \rho_1^{\gamma - 1} - C_p \sigma > \frac{\rho_1^{\gamma - 1}}{2}$$ (providing $\sigma$ small enough)  \hspace{1cm} (67)$$

so $R(u)$ is well defined; second, $\rho \leq C_p$, on $\Gamma_{\text{shock}}$.  \hspace{1cm} (68)$$

With (56) and (61), we can reduce RH condition on $\Gamma_{\text{shock}}$

$$\left[\rho(u - \xi, v - \eta) - \rho_1(u_1 - \xi, -\eta)\right] (n_1, n_2) = 0,$$

to

$$|\rho(u - \xi) - \rho_1(u_1 - \xi)| \leq C_p \sigma.$$

Plug in (58), (66) and (63), and use (68), RH condition can be further reduced to

$$|R(u)| = \left|\left(\rho_2^{\gamma - 1} - uZ - \frac{u^2}{2}\right)^{\frac{1}{\gamma - 1}} (u + Z) - \rho_2 Z\right| \leq C_p \sigma$$  \hspace{1cm} (69)$$

When $u < -Z$, $R(u) \geq \rho_2 Z$. So with estimate (66), we know on $\Gamma_{\text{shock}}$, $u > -Z$. And we also know $u < u_1$ (45), so on $\Gamma_{\text{shock}}$,  \hspace{1cm} (70)$$

Then for convenience, define

$$m(u) = \rho_2^{\gamma - 1} - uZ - \frac{u^2}{2}.$$
And denote the range of $u$ on $\Gamma_{\text{shock}}$ by $\mathcal{R}$, precisely let $\mathcal{R}$ be the minimal subset of $\mathbb{R}$ s.t. for every point $p \in \Gamma_{\text{shock}}$, $u(p) \in \mathcal{R}$. Since $u$ is continuous on $\Gamma_{\text{shock}}$, $\mathcal{R}$ is a connected interval. And (70) equals $\mathcal{R} \subset [-Z, u_1]$. 

$$\frac{dR}{du} = \frac{m^\frac{2-\gamma}{\gamma-1}(u + Z)^2 - m^\frac{1}{\gamma-1}}{\gamma - 1}.$$ 

so

$$(\gamma - 1)\frac{dR}{du}m^\frac{\gamma-2}{\gamma-1} = \frac{\gamma + 1}{2}(u + Z)^2 - \frac{(\gamma - 1)Z^2}{2} - (\gamma - 1)\rho_2^{\gamma-1}$$

is a monotone function of $u$ on $\mathcal{R}$, and

$$\frac{dR}{du}(0) = \frac{\rho_2^{\gamma-1}}{\gamma - 1}(Z^2 - \rho_2^{\gamma-1}(\gamma - 1)) \leq -\frac{1}{C_p}.$$ 

So on $[-Z, 0]$, $R' < -\frac{1}{C_p}$. Since $R$ is a smooth function of $u$ and $m(u) > \frac{1}{C_p}$ [67],

$$\left|\frac{d^2R}{du^2}\right| \leq C_p,$$

so there exists $\delta_0 \geq \frac{1}{C_p}$, s.t.

$$R' < -\frac{1}{C_p} \text{ on } [0, \delta_0] \Rightarrow R(\delta_0) < -\frac{1}{C_p}.$$ 

And by [20] and [66]:

$$(\gamma - 1)m(u) - (u + Z)^2 - (\eta - v)^2 \geq -C_p\sigma$$

$$\Rightarrow \frac{dR}{du} = \left[(u + Z)^2 - (\gamma - 1)m\right] \frac{m^\frac{2-\gamma}{\gamma-1}}{\gamma - 1} \leq C_p\sigma.$$ 

This means if we choose $\sigma$ small enough, then $R < -\frac{1}{C_p}$ on $(\delta_0, u_1)$. And so $u \in [-Z, \delta_0]$, and in this interval, $R_u \leq \frac{1}{C_p}$. Since $|R| \leq C_p\sigma$ [69] and $R(0) = 0$,

$$|u| < C_p\sigma, \text{ in } \Omega.$$ (71)

Then plug (71) into (66) we get

$$|\rho - \rho_2| \leq C_p\sigma, \text{ in } \Omega.$$ (72)

So, we have reached conclusion of this subsection:

**Proposition 1.** If there is a regular solution $\phi$, as defined in Definition [7], then the physical state of gas, described by this potential function, is close to that of normal shock reflection, precisely

$$|u| + |v| + |\rho - \rho_2| \leq C_p\sigma, \text{ in } \Omega,$$

and $\Gamma_{\text{shock}}$ stays in a $C_p\sigma$ neighborhood of normal reflected shock.
2.4 Monotonicity of the Potential Function along Some Direction

In this subsection we first rotate wedge together with flow, such that upper part of $\Gamma_{\text{wedge}}$ is $+\eta$-axis, as illustrated in Figure 6. Later we need to change direction of wedge and flow.

First, we rotate wedge together with flow, such that upper part of $\Gamma_{\text{wedge}}$ is $+\eta$-axis, as illustrated in Figure 6. Later we need to change direction of wedge and flow.

Let us denote:

$$\hat{u}_1 = u_1 \cos(\sigma + \delta), \quad \hat{v}_1 = u_1 \sin(\sigma + \delta)$$

So the direction of upstream flow is $(\hat{u}_1, \hat{v}_1)$.

First we want to show $u$ cannot achieve minimum at any interior point of $\Gamma_{\text{shock}}$. If $u$ achieves minimum at some interior point on $\Gamma_{\text{shock}}$, then at this point (denoted by $M$),

$$u_\xi > 0. \quad (73)$$

This is because $u$ satisfies a linear elliptic equation (39), $\Gamma_{\text{shock}}$ is a $C^1$ curve (Assumption (29)), and $1 / \text{slope of shock} \leq C_T \rho^0 \sigma$ (57), so we can apply Hopf maximum principle to $u$ at $M$.

At this minimum point of $u$ we should also have

$$u_T = 0, \quad \text{here } T = (v - \hat{v}_1, \hat{u}_1 - u), \quad (74)$$

We put $u_\xi, v_\eta$ together in matrix form:

$$
\begin{pmatrix}
1 & 0 & 0 \\
v - \hat{v}_1 & \hat{u}_1 - u & 0 \\
a_{11} & 2a_{12} & a_{22}
\end{pmatrix}
\begin{pmatrix}
u_\xi \\
u_\eta \\
v_\eta
\end{pmatrix}
= 
\begin{pmatrix}
u_\xi \\
u_\eta \\
v_\eta
\end{pmatrix}
$$

Solve above linear equation of $(u_\xi, u_\eta, v_\eta)$, we get

$$(u_\xi, u_\eta, v_\eta) = u_\xi \left(1, \frac{v - \hat{v}_1}{u - \hat{u}_1} - \frac{a_{11}}{a_{22}}, 2 \frac{a_{12}}{a_{22}} \frac{v - \hat{v}_1}{u - \hat{u}_1} \right) \quad (75)$$

Then we can compute the sign of

$$D_T \hat{S} = D_T \left(\frac{v - \hat{v}_1}{u - \hat{u}_1}, \frac{u_\xi}{\hat{u}_1 - u} \right), \quad \text{here we define } \hat{S} = \frac{v - \hat{v}_1}{u - \hat{u}_1}$$

Plug (75) and

$$\hat{S}_u = \frac{v - \hat{v}_1}{(u_1 - u)^2}, \quad \hat{S}_v = \frac{1}{u_1 - u},$$

into:

$$D_T \hat{S} = \hat{S}_u v_\xi (v - \hat{v}_1) + \hat{S}_v v_\eta (v - \hat{v}_1) + \hat{S}_u u_\eta (\hat{u}_1 - u) + \hat{S}_v u_\eta (\hat{u}_1 - u)$$

we get

$$D_T \hat{S} = u_\xi \left(-\hat{S}^2 + 2 \frac{a_{12}}{a_{22}} \hat{S} - \frac{a_{11}}{a_{22}} \right) < 0$$

This means at this minimum point of $u$, shock bends against upstream flow direction, as shown in Figure 9. So the tangent line $l_T$ of $\Gamma_{\text{shock}}$ at $M$, must separate domain $\Omega$ into three parts, and when we slide this line leftwards it must contact domain $\Omega$ at some interior point of $\Gamma_{\text{shock}}$ (denote this point by $N$).

Then we compare these two points $M$ and $N$. For convenience, denote $\partial_\xi \phi = u, \partial_\eta \phi = v$ and $\rho, \xi, \eta$ at $M, N$ will be denoted as $u_M, v_M, \rho_M, \xi_M, \eta_M$ and $u_N, v_N, \rho_N, \xi_N, \eta_N$ respectively.

We define

$$k \triangleq \frac{\hat{v}_1 - v_M}{\hat{u}_1 - u_M} = \frac{\hat{v}_1 - v_N}{\hat{u}_1 - u_N}.$$
And direct computation shows

\[ u_M + k v_M \]
\[ = u_M + k(-k \hat{u}_1 + ku_M + \hat{v}_1) \]
\[ \leq u_N + k(-k \hat{u}_1 + ku_N + \hat{v}_1) \]
\[ = u_N + kv_N. \]

**Now we rotate wedge and flow s.t. \( l_T \) parallels to \( \eta \)-axis.**

For simplicity, after this rotation we still use notation in previous part of this subsection. So we still have

\[ \partial \xi \phi(M) = u_M \leq \partial \xi \phi(N) = u_N. \] (76)

Since, now, the tangent lines at \( M, N \) are vertical, RH condition becomes

\[ \rho_1(\hat{u}_1 - \xi_M) = \rho_M(u_M - \xi_M); \quad \rho_1(\hat{u}_1 - \xi_N) = \rho_N(u_N - \xi_N). \] (77)

Plugging state parameters of State(I) into (22), gives at \( M \) and \( N \)

\[ \rho_0^{-1} = \rho_1^{-1} + \phi_1 - \hat{u}_1 \xi - \hat{v}_1 \eta + \frac{\hat{u}_1^2 + \hat{v}_1^2}{2} = \rho^{-1} + \phi - u \xi - v \eta + \frac{u^2 + v^2}{2}. \] (78)

Since at \( M, N, \hat{v}_1 = v \) and \( \phi_1 = \phi \), (78) can be reduced to

\[ \rho^{-1} = \rho_1^{-1} + \frac{\hat{u}_1^2}{2} - (\hat{u}_1 - u) \xi - \frac{u^2}{2}. \] (79)

Then plug (79) into (77), we get at \( M, N \)

\[-(\rho_1^{-1} + \frac{\hat{u}_1^2}{2} - \hat{u}_1 \xi + u \xi - \frac{u^2}{2}) \gamma^{-1}(u - \xi) + \rho_1(\hat{u}_1 - \xi) = 0. \]

Define:

\[ R(u, \xi) = -(\rho_1^{-1} + \frac{\hat{u}_1^2}{2} - \hat{u}_1 \xi + u \xi - \frac{u^2}{2}) \gamma^{-1}(u - \xi) + \rho_1(\hat{u}_1 - \xi), \]
then \( R(u_M, \xi_M) = R(u_N, \xi_N) = 0 \).

\[
R_u = -\rho \left[ 1 - \frac{(\xi - u)^2}{(\gamma - 1)\rho^2 - 1} \right] = -\rho \left[ 1 - \frac{(\xi - u)^2}{c^2} \right] < 0,
\]

Inequality above follows from (20). Note that the rotation we did in later part of this section didn’t move shock much, since we have estimated \(|u|, |v| \leq C_p \sigma \) \((71) \) \((61)\), so \( \Gamma_{\text{shock}} \) still stays in a \( C_p \sigma \) neighborhood of \( \Gamma_{\text{shock}} \), after the rotation.

So when \( u \) closes to 0 and \( \xi \) closes to \( -Z \) we can consider \( u \) as a function of \( \xi \), s.t. \( R(u(\xi), \xi) = 0 \). And since

\[
R_\xi = -\frac{\rho^2 - \gamma}{\gamma - 1} (\hat{u} + u)(u - \xi) + \rho - \rho_1 > 0,
\]

we get \( \partial_\xi u > 0 \), which implies \( u_M > u_N \), and contradicts with \( u_M \leq u_N \) \((76)\).

This means the minimum of \( u \) cannot be achieved at any interior point of \( \Gamma_{\text{shock}} \).

Now we rotate back to the position used at the beginning of this subsection. Argument in section 2.3 shows \( u \) cannot achieve its minimum in \( \Omega \) and at interior point of \( \Gamma_{\text{wedge}}^- \). So

\[
u \geq \min_{\Gamma_{\text{onic}} \cup \Gamma_{\text{monic}} \cup \Gamma_{\text{wedge}}} u = \min \{ u_+^+ = 0, u_-^-, 0 \} = 0 \quad (80)
\]

Similar argument works when we rotate wedge, s.t. \( \Gamma_{\text{wedge}}^- \) coincides with \( \eta \) axis, so we get

**Proposition 2.** Let \( T_{\pm} \) denote the tangent vector of \( \Gamma_{\text{wedge}}^\pm \) respectively, with \( T_+ \) pointing upwards and \( T_- \) pointing downwards. If a vector \( \gamma \) satisfies

\[
\gamma \cdot T_{\pm} \geq 0,
\]

then,

\[
\phi_{\eta} \geq 0, \quad \text{in} \ \overline{\Omega},
\]

for any regular solution \( \phi \).

### 2.5 Estimates of the RH function

In this subsection, at first, the direction is chosen s.t. the upstream flow is \( (u_1, 0) \), as illustrated in Figure 4, later for convenience we will need to change the direction of wedge and flow. Consider

\[
G = RH - (\rho - \rho_1)(\phi_1 - \phi) \quad (81)
\]

In subsection 2.3 RH is defined \((49) \) \((50)\). And we stated there, that RH can be considered either as a function of \( \xi, \eta \) or a function of five variables \( u, v, \phi, \xi, \eta \), and when considered as a 5-variable- function, \( \xi(\eta) \)-derivative of RH is denoted as \( RH(\xi)(RH_{(\eta)}) \) respectively. Here we adopt the idea and notation.

Pure algebraic computation gives:

\[
G_{\phi} = RH_{\phi} + (\rho - \rho_1) + (\phi_1 - \phi) \frac{\rho^{2-\gamma}}{\gamma - 1} \quad (82)
\]

\[
G(\xi) = RH_{(\xi)} - (\rho - \rho_1)u_1 - (\phi_1 - \phi) \frac{\rho^{2-\gamma}}{\gamma - 1} u \quad (83)
\]
Plug (82) and (83) into
\[ G_\xi = G_u u_\xi + G_v v_\xi + G_\phi u + G_\xi, \]  \hspace{1cm} (84)
we find, on right-hand side of (84), \( G_\phi u + G_\xi \) disappeared. So (84) can be reduced to
\[ G_\xi = G_u u_\xi + G_v v_\xi, \]  \hspace{1cm} (85)
And replace \( \xi \) by \( \eta \), we get
\[ G_\eta = G_u u_\eta + G_v v_\eta. \]  \hspace{1cm} (86)
Given \( \sigma \) small enough
\[ G_u = RH_u - (\phi_1 - \phi)\rho_u \]
\[ < \rho u_1 \left( \frac{\xi - u}{c^2} - 1 \right) + (\rho_1 - \rho)(\xi + Z) - u_1(\xi + Z) \frac{\partial}{\partial \xi} (\xi - u) + C_p \sigma \]
\[ = \rho u_1 \left( \frac{-Z - u}{c^2} \right) + (\rho_1 - \rho)(\xi + Z) + C_p \sigma \]
\[ \leq \rho u_1 \left( \frac{Z^2}{c^2} - 1 \right) + C_p \sigma \]
\[ < -C_p. \]  \hspace{1cm} (87)
Now, to \( G \), we can copy what we did to \( S \), in subsection 2.3 (from (46) to (47)), simply replace \( S \) by \( G \), and get there exist \( \hat{b}_i \)'s (\( \hat{b}_i \in C_0(\Omega \setminus (\Sigma_{\text{sonic}} \cup \mathcal{C})) \)), s.t.
\[ a_{ij} G_{ij} + \hat{b}_i G_i = 0, \]  \hspace{1cm} (88)
so \( G \) cannot achieve its minimum in \( \Omega \).  \hspace{1cm} (89)
We want to show \( G \) can not achieve its minimum on \( \Gamma_{\text{wedge}} \). To do so, we compute \( G_n \) on \( \Gamma_{\text{wedge}} \), here \( \mathbf{n} \) is the outer normal direction of \( \Omega \) on \( \Gamma_{\text{wedge}} \).
If we do the computation directly, it will be time consuming, and the idea is not clear. So, we rotate wedge and flow s.t. \( \Gamma_{\text{wedge}} \) is \(+\eta\) axis. Now \( G_n \), in original coordinate, becomes \( G_\xi \). And in new coordinate,
\[ G = [\rho(u - \xi, v - \eta) - \rho_1(u_1 \cos(\sigma + \delta) - \xi, u_1 \sin(\sigma + \delta) - \eta)] \]
\[ \cdot (u - u_1 \cos(\sigma + \delta), v - u_1 \sin(\sigma + \delta)) - (\rho - \rho_1)(\phi_1 - \phi), \]  \hspace{1cm} (90)
on \( \Gamma_{\text{wedge}}^+ \), \( u = v = 0 \) (Neumann Condition), \( \xi = 0 \) (\( \Gamma_{\text{wedge}}^+ \) is \(+\eta\) axis).  \hspace{1cm} (91)
Plug (91) into \( \xi \) derivative of (90), we get on \( \Gamma_{\text{wedge}}^+ \)
\[ G_\xi = -(\rho + \rho_1)u_1 \cos(\sigma + \delta) u_\xi. \]
In equality above, we know \( u_\xi < 0 \), since in last subsection 2.4 we found \( u > 0 \) in \( \Omega \), and \( u = 0 \) on \( \Gamma_{\text{wedge}}^- \). So \( G \) cannot achieve its minimum on \( \Gamma_{\text{wedge}}^+ \), with similar method we can show \( G \) cannot achieve minimum on \( \Gamma_{\text{wedge}}^- \). And by definition \( G = 0 \) on \( \Gamma_{\text{shock}} \), by computation \( G = 0 \) on \( \Gamma_{\text{sonic}} \). Combine these with (89), we get
\[ G > 0, \text{ in } \Omega. \]
So
\[ RH > (\phi_1 - \phi)(\rho - \rho_1), \text{ in } \Omega. \]  \hspace{1cm} (92)
We consider (92) as a “coercive” estimate of RH boundary condition, and it will play an essential role in Section 4 and 5.
2.6 Convexity of the Shock

In this section, direction of upstream flow is \((u_1, 0)\).

Now we know

\[ G > 0, \text{ in } \Omega, \]
\[ G = 0, \text{ on } \Gamma_{\text{shock}}, \]

\(G\) satisfies a second order elliptic PDE \((88)\) and \(\Gamma_{\text{shock}}\) is the graph of a \(C^1\) function of \(\eta\) \([59]\), so by Hopf Lemma \(G_\xi > 0\) on \(\Gamma_{\text{shock}}\). So along \(\Gamma_{\text{shock}}\), we have the following:

\[ G_\xi > 0, \ G_T = 0, \ a_{11} \phi_\xi + 2a_{12} \phi_\eta + a_{22} \phi_{\eta\eta} = 0. \]

Again we can write them in matrix form:

\[
\begin{pmatrix}
G_u & G_v & 0 \\
G_{uv} & G_v(u_1 - u) & G_v(u_1 - u) \\
a_{11} & 2a_{12} & a_{22}
\end{pmatrix}
\begin{pmatrix}
u_\xi \\
u_\eta \\
v_\eta
\end{pmatrix}
= \begin{pmatrix}G_\xi \\
0 \\
0
\end{pmatrix}
\]

Note, that the first line is \((85)\). The determinant of this \(3 \times 3\) matrix is

\[ D \triangleq (u_1 - u)(a_{11}G_v^2 - 2a_{12}G_uG_v + a_{22}G_u^2). \]

Solve above linear equation of \(u_\xi, u_\eta, v_\eta\), we get

\[
\begin{pmatrix}
u_\xi \\
u_\eta \\
v_\eta
\end{pmatrix}
= G_\xi
\begin{pmatrix}
G_u(u_1 - u)a_{22} - 2a_{12}G_v(u_1 - u) & -G_va_{22} & a_{22}G_u \\
G_v(u_1 - u)a_{11} & a_{22}G_u & G_va_{11} - 2G_u a_{12}
\end{pmatrix}
\begin{pmatrix}
1 \\
v
\end{pmatrix}
\]

With this result we can compute the sign of \(D_T S\), here \(S = \frac{1}{u_1 - u}, T = (v, u_1 - u)\).

\[ D_T S = S_u u_\xi v + S_v v_\xi v + S_u u_\eta (u_1 - u) + S_v v_\eta (u_1 - u) = S^2 u_\xi + 2S u_\eta + v_\eta = \frac{G_\xi}{D}[G_v v + G_u(u - u_1)](a_{11} - 2a_{12}S + a_{22}S^2) \]

Earlier results show \(|v| \leq C_p \sigma \([61]\), \(|u| \leq C_p \sigma \([71]\) and \(G_u < -C_p \([57]\). So when \(\sigma\) is small enough \(D_T S > 0\), shock is convex.

2.7 Comparison of \(\phi\) and \(\phi_2^+\)

In this subsection, we prove \(\phi \geq \phi_2^+\) in \(\Omega\). To do so, we compare

- value of \(\phi\) and \(\phi_2^+\), on \(\Gamma_{\text{shock}} \cup \Gamma_{\text{sonic}}^+\)
- derivative of \(\phi\) and \(\phi_2^+\), in \(\Omega\).

And we only prove \(\phi \geq \phi_2^+\), since \(\phi \geq \phi_2^-\) follows symmetrically.

In this subsection, direction of wedge and flow is as illustrated in Figure 10, s.t. \(\Gamma_{\text{wedge}}^+\) coincides with \(+\eta-\)axis. We denote velocity of State(I) as \((\bar{u}_1, \bar{v}_1) = (u_1 \cos(\sigma + \delta), u_1 \sin(\sigma + \delta))\), and velocity of State(II) as \((u_2^+, v_2^+)\).

First we compare \(\phi\) and \(\phi_2^+\) on \(\Gamma_{\text{shock}} \cup \Gamma_{\text{sonic}}^+\).
Assumption (25) implies, $\Gamma_{\text{shock}}$ is tangent to $\Gamma^+_{\text{shock}}$ at $J$ (here, $J \triangleq \Gamma_{\text{shock}} \cap \Gamma^+_{\text{sonic}}$). Here, recall that, $\Gamma^+_{\text{shock}}$ is the regular reflected shock above $\xi$-axis. And in section 2.6, we proved that shock is convex. So if we denote that $\Gamma^+_{\text{shock}}$ lay on a straight line $l_+$, then $l_+$ should be tangent to $\Gamma_{\text{shock}}$ at $J$, and $\Gamma_{\text{shock}}$ should stay right to $l_+$, as illustrated in Figure 10.

Since on $\Gamma^+_{\text{shock}}$, $\phi^+_1 = \phi^+_2$ and $\phi^+_1,\phi^+_2$ are both linear functions, we have $\phi^+_1 = \phi^+_2$ on $l_+$. And since $\phi^+_1,\xi = u^+_1 \cos(\sigma + \delta) > 0 = u^+_2 = \phi^+_2$, $\phi^+_1 \geq \phi^+_2$ on $\Gamma_{\text{shock}}$. Free boundary condition requires $\phi = \phi^+_1$ on $\Gamma_{\text{shock}}$ (26), so $\phi \geq \phi^+_2$ on $\Gamma_{\text{shock}}$.

Then, we compare velocity.

We know $u^+_2 = 0$, and analysis in section 2.4 shows $u \geq 0$ in $\Omega$, so $u \geq u^+_2$.

To $v$, we can apply analysis in section 2.3 (from (33) to (41)), only replacing $\xi$-derivative of $\eta$-derivative of (33), to assert that $v$ cannot achieve minimum or maximum in $\Omega$ or at interior point of $\Gamma^+_{\text{wedge}}$ and $\Gamma^-_{\text{wedge}}$. Then, if $v$ achieves minimum or maximum at some interior point of $\Gamma_{\text{shock}}$, at this point,

$$v_T = 0, \text{(here, } T = (\hat{v}_1 - v, u - \hat{u}_1))$$

Put this, (52) and (33) together:

$$
\begin{pmatrix}
0 & \hat{v}_1 - v \\
RH_u(\hat{v}_1 - v) & RH_v(\hat{v}_1 - v) + RH_u(u - \hat{u}_1) \\
2a_{12} & a_{22}
\end{pmatrix}
\begin{pmatrix}
u_x \\
u_y
\end{pmatrix} = 0
$$

Determinant of this $3 \times 3$ matrix equals

$$-RH_u(a_{11}(u - \tilde{u}_1)^2 - 2a_{12}(\hat{v}_1 - v)(u - \tilde{u}_1) + a_{22}(\hat{v}_1 - v)^2)$$

In this subsection

$$RH = [\rho(u - \xi, v - \eta) - \rho_1(\hat{u}_1 - \xi, \hat{v}_1 - \eta)](u - \hat{u}_1, v - \hat{v}_1), \text{ on } \Gamma_{\text{shock}}, \quad (94)$$
while $\rho$ is still expressed as (50). Computation shows

$$RH_u = \rho^2 - 1 \frac{\gamma - 1}{\gamma - 1} (\xi - u)(u - \xi) + (v - \eta)(v - \hat{v}_1) + \rho(2u - \hat{u}_1 - \xi) - \rho_1(\hat{u}_1 - \xi)$$  \( (95) \)

$$\leq C_p + u_1 |\mathcal{P}_2| \left( \frac{Z^2}{c_2^2} - 1 \right) + \mathcal{P}_2 Z - \rho_1 (u_1 + Z) \leq 0, \text{RH condition for normal shock reflection}$$  \( (96) \)

So when $\sigma$ small enough, if the minimum or maximum of $v$ is achieved at some point on $\Gamma_{\text{shock}}$, then at this point, $D^2 \phi = 0$, $v_n = 0$. This contradicts with Hopf Lemma, since $v$ would satisfy a linear elliptic equation without zero order term, similar to (39).

So $v$ can only achieve its minimum on $\Gamma_{\text{sonic}}^+$ and $\Gamma_{\text{sonic}}^-$. In section 1.2, we have shown, in current position, $v_2^-$ should be $\leq 0$, while $v_2^+$ should be $\geq 0$. So $v \leq v_2^+$ in $\Omega$.

Now, we have proved,

- $\phi_\xi = u \geq 0 = u_2^+$, $\phi_\eta = v \leq v_2^+$ in $\Omega$
- $\phi = \phi_2^+$ on $\Gamma_{\text{shock}} \cup \Gamma_{\text{sonic}}^+$.

With above estimates, we can tell $\phi \geq \phi_2^+$ along $\Gamma_{\text{wedge}}$. And computation gives

$$\phi_2^+ < \phi_2^- \text{ on } \Gamma_{\text{sonic}}^-,$$

so $\phi_2^+ < \phi$, on $\Gamma_{\text{sonic}}^-$. So $\phi \geq \phi_2^+$, on $\partial \Omega$.

Since $\phi_2^+ - \phi$ satisfies a second order elliptic equation in $\Omega$, we can conclude

$$\phi \geq \phi_2^+, \text{ in } \Omega.$$  \( (97) \)

### 2.8 Elliptic Estimates away from the Sonic Circle

In $\{|\eta| \leq \frac{1}{2} \sqrt{c_2^2 - Z^2}\}$ when $\sigma$ small enough,

$$\frac{|\nabla \phi|^2}{c^2} \leq \frac{1}{2} (c_2^2 - Z^2) + C_p \sigma + \frac{1}{2} (c_2^2 + Z^2) + C_p \sigma \leq 1 - \frac{1}{C_p}.$$  \( (98) \)

### 2.9 Derivative Estimate at Corner of Wedge

Now with Proposition 1, we can control $|\nabla \phi|$ by $C_p$, so according to Lemma A.1 of [4], there exists $0 < \alpha < 1$, which does not depend on angle of wedge s.t. we can take

$$\omega(r) = C_p r^\alpha,$$

in Lemma 4.3 in [4], and get:

**Proposition 3.** Let $\phi$ be a regular solution in the sense of Definition 7, we can find $C_p$ and $\alpha$ ($0 < \alpha < 1$), which do not depend on $\sigma$, s.t.

$$|\nabla \phi|_{C^0} \leq C_p r^\alpha, \text{ in } B_r(\mathcal{C}) \cap \Omega;$$  \( (98) \)

$$|D^2 \phi|_{C^0} \leq C_p r^{\alpha - 1}, \text{ in } B_r(\mathcal{C}) \cap \Omega.$$  \( (99) \)

for $r < \min \{\frac{Z}{2}, \frac{Y}{2}\}$. 24
2.10 Hölder Gradient Estimates away from the Sonic Circle and the Corner of the Wedge

In this section we estimate Hölder norm of $\nabla \phi$ through quasiconformal mapping. Our method is a modification of the method in [15] and Chap 12 of [10].

For $q \in \Omega \cap \{ |\eta| < \frac{Y}{4} \} \cap \{ \xi + Z < \frac{Z}{4} \}$, consider

$$\mathcal{D}(r; q) \triangleq \int_{B_r(q)\cap \Omega} \frac{u_x^2 + u_y^2 + v_x^2 + v_y^2}{G_u} \quad \left( 0 < r < r_0 \triangleq \min \left\{ \frac{Y}{4}, \frac{Z}{4} \right\} \right).$$

$$\mathcal{D}(r; q) \leq 2K \int_{B_r(q)\cap \Omega} (v_x^2 - v_y u_x) \quad (K = \frac{A}{\lambda} \leq C_p)$$

$$= 2K \int_{B_r(q)\cap \Omega} \frac{v_x G_u - v_y G_x}{G_u} \quad \text{(in denominator we consider $G$ as a function of $u, v, \xi, \eta$, while in numerator we consider $G$ as a function of $\xi, \eta$)}$$

$$\leq 2C_p \int_{B_r(q)\cap \Omega} \nabla \cdot (v_x G_u - v_y G_x) \quad \text{(because $v_x^2 - v_y u_x > 0$, and $G_u \leq -\frac{1}{C_p}$)}$$

$$= 2C_p \int_{\partial B_r(q)\cap \Omega} G v_t \quad \left( (v_{\eta}, -v_{\xi}) \cdot n \triangleq v_t \right)$$

$$= 2C_p \int_{\partial B_r(q)\cap \Omega} G v_t \quad \text{(because $G |_{\Gamma_{\text{shock}}} = 0$)}$$

$$\leq C_p \left( 2\pi r \int_{\partial B_r(q)\cap \Omega} |\nabla v|^2 \right)^{\frac{1}{2}}.$$

Above means

$$\mathcal{D}(r; q)^2 \leq C_p r \frac{d\mathcal{D}(r; q)}{dr} \quad \Rightarrow \quad \frac{d}{dr} \left[ \frac{1}{\mathcal{D}(r; q)} + \frac{\log r}{C_p} \right] \leq 0,$$

and after integral we get

$$\mathcal{D}(r; q) \leq \frac{C_p}{\log \frac{r}{r_0}}.$$

Then we estimate growth of $\mathcal{D}(r; q)$ more precisely with

$$\mathcal{D}(r; q) \leq 2C_p \int_{\partial B_r(q)\cap \Omega} G v_t.$$

1) if $(\partial B_r) \cap \Gamma_{\text{shock}} \neq \emptyset$

$$\mathcal{D}(r; q) \leq C_p \left( \frac{1}{\mu} \int_{(\partial B_r)\cap \Omega} |\nabla v|^2 + \mu \int_{(\partial B_r)\cap \Omega} G^2 \right)$$

$$\leq C_p \left( \frac{1}{\mu} \int_{(\partial B_r)\cap \Omega} |\nabla v|^2 + \mu \int_{(\partial B_r)\cap \Omega} |\nabla G|^2 4\pi^2 r^2 \right) \quad (G |_{\Gamma_{\text{shock}}} = 0)$$

$$= C_p r \int_{(\partial B_r)\cap \Omega} |\nabla u|^2 + |\nabla v|^2 \quad \text{(take $\mu = \frac{1}{2\pi r}$)}$$

$$= C_p r \frac{d\mathcal{D}(r; q)}{dr};$$
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2) if \((\partial B_r) \cap \Gamma_{\text{shock}} = \emptyset\)

\[
D(r; q) \leq 2C_p \int_{(\partial B_r) \cap \Omega} (G - \mathcal{G}) v_t,
\]

again with method above we get

\[
D(r; q) \leq C_p r \frac{dD(r; q)}{dr}.
\]

Above result implies

\[
D(r; q) \leq D\left(r_0/2, q\right) \leq C_p r_0/2 D\left(r; q\right) dr.
\]

Above result implies

\[
D(r; q) \leq D\left(r_0/2, q\right) \left(\frac{r}{r_0/2}\right)^{\frac{1}{\chi}} \leq C_p r^{\frac{1}{\chi}}, \text{ for } r < r_0/2.
\]

Then with Lemma 7.16, Lemma 7.18 of [10] and the property that \(\Gamma_{\text{shock}}\) is convex we get:

**Proposition 4.** For \(\phi\), a regular solution in the sense of Definition 3, there exists \(0 < \chi < 1\) and \(C_p\), both do not depend on angle of wedge, s.t.

\[
|\nabla \phi|_{1, \chi, \mathcal{F}} \leq C_p,
\]

(100)

where we define

\[
\mathcal{F} \triangleq \left\{ \Gamma \cap \left\{ |\eta| < \frac{\sqrt{Y}}{4}\right\} \cap \left\{ \xi + Z < \frac{Z}{4}\right\} \right\}.
\]

### 2.11 \(C^{2,\chi}\) Estimate away from Sonic Circle and Corner of Wedge

Now we consider divergence form equation of \(G\).

Since \(a_{ij} \phi_{ij} = 0\), given any \(h \in C^\infty_0(\Omega)\), we have

\[
0 = \int_\Omega \left( \frac{a_{11} \phi_{\xi\xi}}{a_{22}} + \frac{2a_{12} \phi_{\xi\eta} + \phi_{\eta\eta}}{a_{22}} \right) h_\xi
\]

\[
= \int_\Omega \frac{a_{11}}{a_{22}} u_\xi h_\xi + \frac{2a_{12}}{a_{22}} v_\xi h_\xi + u_\eta h_\eta.
\]

Then make use of first two lines of

\[
\begin{pmatrix}
u_\xi \\
u_\eta \\
_\nu_\eta
\end{pmatrix} = \frac{1}{D} \begin{pmatrix} a_{22} G_u - 2a_{12} G_v & -a_{22} G_v \\
a_{11} G_u & a_{22} G_u \\
-a_{11} G_u & a_{11} G_v - 2a_{12} G_u
\end{pmatrix} \begin{pmatrix} G_\xi \\
G_\eta
\end{pmatrix},
\]

(101)

where \(D = a_{11} G_u^2 - 2a_{12} G_u G_v + a_{22} G_v^2\), we get

\[
\int_\Omega \frac{a_{11}}{D} G_\xi h_\xi + \frac{a_{11} G_u}{D} G_\xi h_\eta + \frac{-a_{11} G_v + 2a_{12} G_u}{D} G_\eta h_\xi + \frac{a_{22} G_u}{D} G_\eta h_\eta = 0.
\]

With computation we can tell above equation is elliptic in \(\Omega\), when \(\sigma \text{ small}(G_u \neq 0)\). And we know \(G \mid_{\Gamma_{\text{shock}}} = 0\) and \(|\Gamma_{\text{shock}}|_{1, \chi} \leq C_p\) [10], with Theorem 8.33 of [10], we get

\[
|G|_{1, \chi, \mathcal{F}} \leq C_p,
\]

where \(\mathcal{F}\) is defined in last subsection.

Since with (101) we can represent \(D^2 \phi\) by derivatives of \(G\), derivatives of \(\phi\) and \(\phi\), we can conclude:

**Proposition 5.** For \(\phi\), a regular solution in the sense of Definition 3 and for \(0 < \chi < 1\), whose existence is argued in last subsection, there exists \(C_p\), s.t.

\[
|\phi|_{2, \chi, \mathcal{F}} \leq C_p.
\]

(102)
In this section we show that some parameters of State$(II)$ are analytic functions of $\sigma$, and compute the derivative of these parameters w.r.t. $\sigma$ and $\delta$.

### 3.1 Symmetric: Derivatives w.r.t. $\sigma$

In this subsection the position of flow and wedge is as in Figure 3. And we compute derivative of parameters of State$(II)$ w.r.t. $\sigma$. If we change $\sigma$ to $\sigma + \delta$, results here apply to State$(II_+)$; and if we change $\sigma$ to $\sigma - \delta$, then results here apply to State$(II_-)$, after a reflection.

#### 3.1.1 Parameters of State$(II)$

We denote velocity and density of gas in State$(II)$ as $(u_2, v_2)$ and $\rho_2$; the point where regular reflected shock intersects with sonic circle as $J$; the angle between regular reflected shock and $\Gamma$ wedge as $\theta$; the point where extension line of regular reflected shock intersects with symmetry axis of wedge as $(-b, 0)$, as illustrated in Figure 11.

We have the following relations for $(v_2, \rho_2, b, \theta)$ and $\sigma$.

\[
\begin{align*}
\rho_2 \gamma^{-1} + \frac{\tan^2 \sigma + 1}{2} v_2^2 + v_2 b \tan \sigma &= \rho_1 \gamma^{-1} + \frac{u_1^2}{2} + u_1 b \\
v_2 \frac{\cos \theta}{\cos \sigma} &= u_1 \sin(\sigma + \theta) \\
(\rho_1 (u_1 + b) - \rho_2 (v_2 \tan \sigma + b))(u_1 - v_2 \tan \sigma) + \rho_2 v_2^2 &= 0 \\
X \tan(\theta + \sigma) &= \tan \sigma(b + X)
\end{align*}
\]

(103) is Bernoulli Law computed at $(-b, 0)$, (104) means gas in State(I) and State(II) have same tangential velocity along regularly reflected shock. (105) is Mass Conservation computed at
\((-b, 0)\), with \((u_1 - u_2, -v_2)\) taken as normal direction of shock. \((106)\) is a fundamental geometric condition.

Computation shows for \(\sigma\) small enough, system \((103)-(104)-(105)-(106)\) has a unique solution, which satisfies

\[
|b - Z| \leq C_p\sigma, |u_2| \leq C_p\sigma, |\rho_2 - \rho_1| \leq C_p\sigma, |\theta| \leq C_p\sigma,
\]

so \(b, \theta, v_2, \rho_2\) are analytic functions of \(\sigma\). And at \(\sigma = 0\)

\[
\frac{d\theta}{d\sigma} = \frac{Z}{X}, \frac{db}{d\sigma} = \frac{d\rho}{d\sigma} = 0, \quad \frac{dv_2}{d\sigma} = u_1\left(\frac{Z}{X} + 1\right).
\]

3.1.2 Coordinates of the Intersection Point

Then we compute the coordinate of \(J\) where shock intersects with sonic circle, we have:

\[
(\xi_J - u_2)^2 + (\eta_J - v_2)^2 = c_s^2 = (\gamma - 1)\rho_2^{-1},
\]

\[
(-u_1 + u_2)\xi_J + v_2\eta_J + \frac{u_1^2}{2} - \frac{u_2^2 + v_2^2}{2} + \frac{\gamma - 1}{\rho_1^{-1} - \rho_2^{-1}} = 0.
\]

From \((107)-(108)\), we get, at \(\sigma = 0\),

\[
\frac{d\xi_J}{d\sigma} = \left(\frac{Z}{X} + 1\right)\sqrt{v_2^2 - Z^2},
\]

\[
\frac{d\eta_J}{d\sigma} = \left(\frac{Z}{X} + 1\right)(u_1 + Z).
\]

3.2 Non-symmetric: Derivatives w.r.t. \(\delta\)

In this subsection we fix the angle between wedge and \(\eta\)-axis as \(\sigma_0\), consider the derivatives of \((u_2^+, v_2^+, \rho_2^+)\) w.r.t. \(\delta\) for \(0 \leq \delta \leq \sigma_0\) (here consider \(u_2^+, v_2^+, \rho_2^+\) as functions of \(\delta\)).

With result of last subsection, we get (as illustrated in Figure 12):

\[
(u_2^+, v_2^+) = (u_2(\sigma_0 + \delta), v_2(\sigma_0 + \delta))\begin{pmatrix} \cos \delta & \sin \delta \\ -\sin \delta & \cos \delta \end{pmatrix}
\]

\[
\Rightarrow \frac{du_2^+}{d\delta} = O(\sigma_0), \quad \frac{dv_2^+}{d\delta} = u_1\left(\frac{Z}{X} + 1\right) + O(\sigma_0)
\]
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Figure 13: Relative Positions of $\Gamma_{\text{sonic}}^+$, $\Gamma_{\text{shock}}$, $\Gamma_{\text{sonic}}$

\[ (\xi^+, \eta^+) = (\xi_f(\sigma_0 + \delta), \eta_f(\sigma_0 + \delta)) \begin{pmatrix} \cos \delta & \sin \delta \\ -\sin \delta & \cos \delta \end{pmatrix} \]

\[ \Rightarrow \frac{dc^+}{d\delta} = \frac{Z}{X} \sqrt{c_2^2 - Z^2} + O(\sigma_0), \quad \frac{d\eta^+}{d\delta} = u_1 \left( \frac{Z}{X} + 1 \right) + \frac{Z^2}{X} + O(\sigma_0) \]

Then we analyze motion of Sonic Circle.

Any point $p$ on $\Gamma_{\text{sonic}}^+$ takes the following form:

\[ p = c^+_2 (\cos \alpha, \sin \alpha) + (u^+_2, v^+_2) \left( \frac{\pi}{2} - \sigma_0 < \alpha < \frac{\pi}{2} - \sigma_0 + \alpha_0, \quad \alpha_0 = \frac{\pi}{2} - \frac{1}{2} \arccos \frac{Z}{c_2^2} \right) \]

and

\[ \frac{dp}{d\delta} = (O(\sigma_0), u_1 \left( \frac{Z}{X} + 1 \right) + O(\sigma_0)). \]

So if we rotate upstream flow counterclockwise($\delta > 0$), and $\sigma_0$ small enough s.t.

\[ \frac{O(\sigma_0)}{u_1 \left( \frac{Z}{X} + 1 \right) + O(\sigma_0)} \leq \frac{\sqrt{c_2^2 - Z^2}}{2Z}, \]

then every point on $\Gamma_{\text{sonic}}^+$ moves up. If we rotate upstream flow clockwise(corresponds to $\delta < 0$), then sonic circle moves down.

### 3.3 Comparison of State(II$_+$) and State(II$_-$)

Now with computation above we compare physical quantity and geometric structure of State(II$_+$) and State(II$_-$).

#### 3.3.1 Comparison of Geometric Structures

We compare State(II$_+$) and State(II$_-$), by reflecting State(II$_-$) across symmetry axis of wedge. And for any point $p$ (or set $A$), $\tilde{p}$ (and $\tilde{A}$) denotes the reflection of $p$ (and $A$) into symmetry axis of wedge. So $\tilde{J}^-$, $\tilde{\Gamma}_{\text{sonic}}^-$, $\tilde{\Gamma}_{\text{shock}}$ are the reflection of $J^-$, $\Gamma_{\text{sonic}}^-$, $\Gamma_{\text{shock}}$, and if we consider them as set valued function of $\delta$, then

\[ \tilde{J}^-(\delta) = J^+(-\delta), \quad \tilde{\Gamma}_{\text{sonic}}^-(\delta) = \Gamma_{\text{sonic}}^+(-\delta). \]

With computation result we have, we know when $\sigma_0$ small enough and $\delta > 0$, $\Gamma_{\text{sonic}}^+$ should stay above $\Gamma_{\text{sonic}}^-$, and $\tilde{\Gamma}_{\text{shock}}$ should not intersect with $\Gamma_{\text{sonic}}^+$ and $\Gamma_{\text{shock}}$. So relative position of $\Gamma_{\text{sonic}}^+$, $\Gamma_{\text{shock}}$, $\Gamma_{\text{sonic}}^-$, $\Gamma_{\text{shock}}$ should be as illustrated in Figure 13.
3.3.2 Comparison of $\phi^+_2$ and $\phi^-_2$

With (22),
\[
\phi^+_2 = -\rho_2^{\gamma-1} + \rho_0^{\gamma-1} + u_2^+ \xi + v_2^+ \eta - \frac{u_2^+ + v_2^+}{2},
\]
\[
\phi^-_2 = -\rho_2^{\gamma-1} + \rho_0^{\gamma-1} + u_2^- \xi + v_2^- \eta - \frac{u_2^- + v_2^-}{2},
\]
so on \(\{\eta = 0\}\), which is the symmetry axis of wedge,
\[
|\phi^+_2 - \phi^-_2| \leq C_p \sigma_0 \delta.
\]
And \(v^+_2 - v^-_2 > \frac{1}{v_p} \delta\), so when \(\sigma_0\) small enough
\[
\phi^+_2 > \phi^-_2 + \frac{\delta}{C_p}, \quad \text{on } \{\eta > \frac{\sqrt{c^2 - Z^2}}{2}\}, \quad (111)
\]
where, \(\tilde{\phi}^-_2\) is the reflection of \(\phi^-_2\),
\[
\tilde{\phi}^-_2(\xi, \eta) = \phi^-_2(\xi, -\eta).
\]

3.4 Stronger Comparison

In section 5 we need a more precise estimate, we need to shift \(J^\pm, \Gamma^\pm\) by \((\pm u_1 \sin \delta \tan \sigma_0, -u_1 \sin \delta)\).

We denote
\[
\hat{J}^\pm = J^\pm - (\pm u_1 \sin \delta \tan \sigma_0, u_1 \sin \delta),
\]
\[
\hat{\Gamma}^\pm = \Gamma^\pm - (\pm u_1 \sin \delta \tan \sigma_0, u_1 \sin \delta).
\]

With previous results, in section 3.2 we get
\[
d\hat{J}^+ / d\delta = Z / X (\sqrt{c_2^2 - Z^2} + O(\sigma_0), u_1 + Z + O(\sigma_0)).
\]

And points \(q\) on \(\hat{\Gamma}^\pm\) can be parametrized by
\[
q = c_2^\pm (\cos \alpha, \sin \alpha) + (u_2^\pm, v_2^\pm) - (u_1 \sin \delta \tan \sigma_0, u_1 \sin \delta),
\]
for
\[
\frac{\pi}{2} - \sigma_0 < \alpha < \frac{\pi}{2} - \sigma_0 + \alpha_0, \quad \alpha_0 = \frac{\pi}{2} - \frac{1}{2} \arccos \frac{Z}{c_2},
\]
then,
\[
dq / d\delta = (O(\sigma_0), u_1 Z / X + O(\sigma_0)).
\]

And this shift does not change tangential direction of shock, so after this shift, relative position of \(\Gamma^\pm\), \(\Gamma_{\text{shock}}\), \(\tilde{\Gamma}^\pm\) remains, as illustrated in Figure 13.
4 Symmetric Estimates

In this part we show that, given a regular solution to the potential flow equation, with velocity of upstream flow being \((u_1 \cos \delta, u_1 \sin \delta)\), the solution should be \(\delta\)-symmetric w.r.t. \(\eta\). Before more precisely present the result of this section, we introduce the following notations:

**Notation.** In this section we define:

- \(\Gamma_{SA}\) = Symmetry Axis of wedge.
- For any function \(f\), \(\tilde{f}(\xi, \eta) = f(\xi, -\eta)\). And for any set \(S\), \(\tilde{S}\) is the reflection of \(S\) along \(\Gamma_{SA}\).
- \(\Omega_c = \Omega \cap \tilde{\Omega}\) (means “common domain”).
- And when \(\sigma\) is small, based on estimate of section 2.3, \(\nabla \phi\) is small, so it’s clear that we can divide \(\partial \Omega\) into “free boundary part”, “sonic circle part” and “upper(or lower) sonic circle part”. We denote them by \(\partial_F \Omega\), \(\partial_S \Omega\) and \(\partial_S^+ \Omega\) (or \(\partial_S^- \Omega\)) respectively. Similarly \(\partial_F \Omega_c\) means the free boundary part of the boundary of “common domain”.
- And the part of \(\Omega \setminus \tilde{\Omega}\) above \(\partial_S^+ \Omega\) is denoted by \(H^+\), similarly the part of \(\tilde{\Omega} \setminus \Omega\) below \(\partial_S^- \Omega\) is denoted by \(H^-\).

On \(\partial \Omega\) and \(\partial \tilde{\Omega}\), \(n\) is unit outer normal direction of \(\Omega\) and \(\tilde{\Omega}\).

And in \(\Omega \cup \tilde{\Omega}\) define:

\[
h = \begin{cases} 
\phi - \phi_c, & \text{in } \Omega_c \\
\phi_1 - \phi, & \text{in } (\tilde{\Omega} \setminus \Omega) \setminus H^- \\
\phi - \phi_1, & \text{in } (\tilde{\Omega} \setminus \Omega) \setminus H^+ \\
\phi - \phi_2, & \text{in } H^+ \\
\phi_2 - \phi, & \text{in } H^- 
\end{cases}
\]

\(h^+ = \max\{h, 0\}\), \(w = (h^+)^2\).
In this section we prove:

Section 4.1  \[ \int_{\Omega_c} |\phi - \tilde{\phi}|^3 \leq C_p \cdot \delta^3 \]

Section 4.2.1  \[ |\phi - \tilde{\phi}| \leq C_p \delta, \quad \text{in } B_{\frac{\delta}{2}}(C) \]

Section 4.2.2  \[ |\phi| \leq C_p \delta r^{-\frac{3}{2}}, \quad \text{along } \Gamma_{SA} \text{ near corner of wedge} \]

Section 4.3.1  \[ |\phi - \tilde{\phi}| \leq C_p \delta, \quad \text{in a neighborhood of } \Gamma_{\text{shock}} \cap \Gamma_{SA} \]

Section 4.3.2  \[ |\phi| \leq C_p \delta, \quad \text{along } \Gamma_{SA} \text{ near } \Gamma_{\text{shock}} \]

4.1 Integral Symmetric Estimates

Now we consider the following integral:

\[
I = \int_{\Omega_c} \rho \nabla \cdot \varphi \nabla w - \tilde{\rho} \nabla \tilde{\varphi} \cdot \nabla w - 2\rho w + 2\tilde{\rho}w \\
= \int_{\Omega_c} \nabla \cdot [\rho \nabla \varphi w - \tilde{\rho} \nabla \tilde{\varphi} w] \quad \text{(we used equation } \nabla \cdot [\rho \nabla \varphi] + 2\rho = 0).}
\]

Since we know \( \Gamma_{\text{shock}} \) is the graph of a \( C^1 \) function of \( \eta \) \((59)\), \( \partial \Omega_c \) should be Lipschitz, so \( n \) is defined a.e.. With Green formula generalized to domain with Lipschitz boundary (Lemma 14.4 of \( [21] \)), we can reduce \( I \) to boundary integral,

\[
I = \int_{\partial \Omega_c} \rho D_n \varphi w - \tilde{\rho} D_n \tilde{\varphi} w \\
= \int_{\partial^+ \Omega_c} \rho D_n \varphi w - \tilde{\rho} D_n \tilde{\varphi} w + \int_{\partial^0 \Omega_c} \rho D_n \varphi w - \tilde{\rho} D_n \tilde{\varphi} w \triangleq I_S + I_F.
\]

Here we don’t need to consider boundary integral on boundary of wedge, because on boundary of wedge \( D_n \varphi = 0 \).

Then we estimate integral on \( \partial S \Omega_c \) and \( \partial F \Omega_c \) separately, first we estimate integral on sonic circle.

\[
I_S = \int_{\partial S \Omega_c} \rho D_n \varphi w - \tilde{\rho} D_n \tilde{\varphi} w \\
= \int_{\partial^+ S \Omega_c} \rho D_n \varphi w - \tilde{\rho} D_n \tilde{\varphi} w + \int_{\partial^0 S \Omega_c} \rho D_n \varphi w - \tilde{\rho} D_n \tilde{\varphi} w \\
= 0(w=0, \text{[111],[97]}).
\]

By symmetry, \([111]\) of section \( 3.3.2 \) implies, on \( \partial^- \Omega_c \), \( \phi^- < \tilde{\phi}^+ \); and \( \phi^+ \leq \tilde{\phi} \text{[97]}, \) so \( \phi = \phi^- < \)
\( \overline{\phi}_2 \leq \phi, w = 0. \) And similar argument shows \( h > 0 \) in \( H^+ \), so

\[
I_S = \int_{\partial \Omega} \rho D_n \phi w - \rho \overline{\phi}_n D_n \overline{\phi}_2 w \quad \text{(because } \phi = \overline{\phi}_2, \nabla \phi = \nabla \overline{\phi}_2 \text{ on } \Gamma_{\text{sonic}}) \\
= \int_{H^+} -\nabla \cdot [(\rho \nabla \phi - \rho \overline{\phi}_n \nabla \overline{\phi}_2) h^2] \\
\quad + \int_{\partial \Omega} (\rho D_n \phi - \rho \overline{\phi}_n D_n \overline{\phi}_2) h^2 + \int_{\partial \Omega \cap H^+} (\rho D_n \phi - \rho \overline{\phi}_n D_n \overline{\phi}_2) h^2 \\
\leq \int_{H^+} -2h[(\rho \nabla \phi - \rho \overline{\phi}_n \nabla \overline{\phi}_2) \cdot \nabla h - (\rho - \rho \overline{\phi}_n) h] + C_\rho \delta^3 \quad \text{(here } g \triangleq \phi - \overline{\phi}_2 \).
\]

Last inequality follows from

- width of \( H^+ \leq C_\rho \delta, \ h \leq C_\rho \sigma; \)
- \( |\phi_2 - \overline{\phi}_2| \leq C_\rho \delta, |\nabla \phi_2 - \nabla \overline{\phi}_2| \leq C_\rho \delta, |\rho_2 - \rho \overline{\phi}_2| \leq C_\rho \delta. \)

Then as in \([7]\), define

\[
f(t) = \phi_2^+ + tg, \quad r(t) = \left( \rho_0^{-1} - f(t) - \frac{\nabla f(t)^2}{2} \right)^{\frac{1}{\gamma - 1}}.
\]

\[
(\rho \nabla \phi - \rho \overline{\phi}_n^+ \nabla \overline{\phi}_2^+) \cdot \nabla g - (\rho - \rho_0^+) g \\
= \int_0^1 \frac{d}{dt} |r(t)\nabla f(t)| \cdot \nabla g - \int_0^1 \frac{d}{dt} r(t)g \\
= \int_0^1 r(t) |\nabla g|^2 + \frac{r(t)^{2-\gamma}}{\gamma - 1} (-g - \nabla f(t) \cdot \nabla g) \nabla f(t) \cdot \nabla g + \int_0^1 \frac{r(t)^{2-\gamma}}{\gamma - 1} (g + \nabla f(t) \cdot \nabla g) g \\
= \int_0^1 [r(t) \delta_{ij} - \frac{r(t)^{2-\gamma}}{\gamma - 1} f(t)_i f(t)_j] g g + \int_0^1 \frac{r(t)^{2-\gamma}}{\gamma - 1} g^2 \geq 0.
\]

In inequality above,

\[
\left( r(t) \delta_{ij} - \frac{r(t)^{2-\gamma}}{\gamma - 1} f(t)_i f(t)_j \right) > 0, \quad \text{(as matrix)}.
\]

This follows from the fact that,

\[
\left( \delta_{ij} - \frac{r(t)^{1-\gamma}}{\gamma - 1} f(0)_i f(0)_j \right) = \left( \delta_{ij} - \frac{\varphi_2^+ \varphi_2^+}{(\gamma - 1) \rho_2^{\gamma - 1}} \right) > 0,
\]

\[
\left( \delta_{ij} - \frac{r(t)^{1-\gamma}}{\gamma - 1} f(t)_i f(t)_j \right) = \left( \delta_{ij} - \frac{\varphi_2^+ \varphi_2^+}{(\gamma - 1) \rho^{\gamma - 1}} \right) > 0,
\]
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because $H^+$ is the subsonic region for both $\varphi$ and $\varphi_1^+$, and

$$-(\gamma - 1)\rho^{(t)} t^{-1} + |\nabla f(t)|^2$$

is a convex function of $t$.

More detail and explanation of this method is contained in [7]. So

$$\int_{\partial_{\Omega}^c} \rho D_n \varphi w - \tilde{\rho} D_n \tilde{\varphi} w \leq C_p \delta^3.$$ 

Then we estimate integral on free boundary

$$I_F = \int_{\partial_{\Omega}^c} (\rho \nabla \varphi w - \tilde{\rho} \nabla \tilde{\varphi} w) \cdot n$$

$$= \int_{(\partial_{\varphi}^c \cap (\varphi_1^+ w - \tilde{\rho} \nabla \tilde{\varphi} w \cdot n) + \int_{(\partial_{\varphi}^c \cap \Omega) (\partial_{\varphi}^c \cap \Omega)} (\rho \nabla \varphi w - \tilde{\rho} \nabla \tilde{\varphi} w) \cdot n$$

$$+ \int_{(\partial_{\varphi}^c \cap \Omega)} (\rho \nabla \varphi w - \tilde{\rho} \nabla \tilde{\varphi} w) \cdot n. \quad (112)$$

In (112), the third term can be a little complex, since $(\partial_{\varphi}^c \cap (\varphi_1^+ \cap \tilde{\rho} \nabla \tilde{\varphi} w \cdot n)$ may be a set of isolated points, but with positive 1-dim Hausdorff measure. And on $(\partial_{\varphi}^c \cap (\partial_{\varphi}^c \Omega)$, $n$ is not trivially related to normal of $\Omega$ and $\tilde{\Omega}$.

Since we know $\Gamma_{\text{shock}}$ is the graph of a $C^1$ function of $\eta$ [59], so let $\Gamma_{\text{shock}}$ be the graph of $f_1$, and $\Gamma_{\text{shock}} = \partial_{\varphi}^c \Omega$ be the graph of $f_2$, with $f_1$ and $f_2$ both being $C^1$ functions of $\eta$. And let $\text{Proj}$ be the projection from $\mathbb{R}^2$ to $\mathbb{R} = \{\eta\}$. So on $F \triangleq \text{Proj}(\partial_{\varphi}^c \Omega)$, $f_1$ and $f_2$ are both defined, and actually, in the following, we only need to consider $f_1$ and $f_2$ as functions defined on $F$, since $\Gamma_{\text{shock}} \cap \Gamma_{\text{shock}}^c \subset \partial_{\varphi}^c \Omega$.

So $\text{Proj}(\Gamma_{\text{shock}} \cap \Gamma_{\text{shock}}^c) = \{f_1 = f_2\}$ is a measurable set in $\mathbb{R}$. And since we have an estimate of $f_1$ and $f_2$ ($|u| \leq C_p \sigma [71], |v| \leq C_p \sigma [61]$), the 1-dim Hausdorff measure on $\Gamma_{\text{shock}} \cap \Gamma_{\text{shock}}^c$ is equivalent to 1-dim Lebesgue measure on $f_1 = f_2$.

On $\{f_1 = f_2\}$, except a set of measure zero, any point is a Lebesgue point. For a Lebesgue point of $\{f_1 = f_2\}$, say $a$, we can find a sequence $\{a_i\}_{i=0}^\infty$, s.t.

$$\lim_{i \to \infty} a_i = a \ (a_i \neq a), \quad \text{and} \quad f_1(a_i) = f_2(a_i). \quad (113)$$

Since we assumed $f_1$ and $f_2$ are $C^1$ functions of $\eta$,

$$f_1'(a) = \lim_{i \to \infty} f_1(a_i) - f_1(a) \quad \text{a.e. on} \ \{f_1 = f_2\}. \quad (114)$$

And on $\Gamma_{\text{shock}} \cap \Gamma_{\text{shock}}^c$, $w \leq |h|^2 = |\varphi_1 - \varphi_1^+|^2 \leq C_p \delta^2$. Combining this with (114) gives

$$\int_{(\partial_{\varphi}^c \cap (\partial_{\varphi}^c \Omega)} (\rho \nabla \varphi w - \tilde{\rho} \nabla \tilde{\varphi} w) \cdot n \leq C_p \delta^3.$$
By plugging this into (112), we can reduce $I_F$ to
\[
I_F \leq \int_{(\partial \Omega) \cap \Omega} (p_1 \nabla \varphi_1 - \bar{\rho} \nabla \bar{\varphi}) \cdot n + \int_{(\partial \Omega) \cap \Omega} (\rho \nabla \varphi w - p_1 \nabla \varphi_1 w) \cdot n + C_p \delta^3.
\]
Then, we transfer first two terms into integrals out of $\Omega_c$.
\[
I_F = \int_{(\tilde{\Omega} \setminus \Omega) \setminus H^-} \nabla \cdot [-p_1 \nabla \varphi_1 + \bar{\rho} \nabla \bar{\varphi}] + \int_{(\tilde{\Omega} \setminus \Omega) \setminus H^+} \nabla \cdot [-\rho \nabla \varphi w + p_1 \nabla \varphi_1 w] + \int_{(\partial \Omega) \setminus (\tilde{\Omega} \setminus H^-)} (p_1 \nabla \varphi_1 - \bar{\rho} \nabla \bar{\varphi}) \cdot n w + \int_{(\partial \Omega) \setminus (\tilde{\Omega} \setminus H^+)} (\rho \nabla \varphi - p_1 \nabla \varphi_1) \cdot n w + C_p \delta^3
\]
\[
\leq C_p \delta^3,
\]
because $w \leq C_p \delta^2$, and length of integral curve $\leq C_p \delta$.

In the following we discuss integrals in $(\tilde{\Omega} \setminus \Omega) \setminus H^-$ and $(\tilde{\Omega} \setminus \Omega) \setminus H^+$ separately.

For convenience, we define:
\[
RH(r_1, f_1, r_2, f_2) = (r_1 \nabla f_1 - r_2 \nabla f_2) \cdot (\nabla f_1 - \nabla f_2).
\]
(116)

With this notation, on $\Gamma_{\text{shock}}$, $RH(\rho, \varphi, \rho_1, \varphi_1) = 0$ is RH condition; and in $\Omega$, $RH(\rho, \varphi, \rho_1, \varphi_1)$ is the function RH defined and discussed in section 2.3 and 2.5.

1) In $(\tilde{\Omega} \setminus \Omega) \setminus H^-$, by estimate of section 2.5
\[
(-p_1 \nabla \varphi_1 + \bar{\rho} \nabla \bar{\varphi}) \cdot \nabla h = -RH(p_1, \varphi_1, \bar{\rho}, \bar{\varphi}) \leq C_p \delta - RH(p_1, \varphi_1, \bar{\rho}, \bar{\varphi}) \leq C_p \delta \leq (\rho - \rho_1)(\bar{\varphi}_1 - \bar{\varphi})
\]
so $-RH(p_1, \varphi_1, \bar{\rho}, \bar{\varphi}) > 0$ only in a $C_p \delta$ neighborhood of $\partial \Omega$, and in this neighborhood $-RH(p_1, \varphi_1, \bar{\rho}, \bar{\varphi}) \leq C_p \delta$ then
\[
\int_{(\tilde{\Omega} \setminus \Omega) \setminus H^-} 2h^+\{[-p_1 \nabla \varphi_1 + \bar{\rho} \nabla \bar{\varphi}] \cdot \nabla h\} \leq C_p \delta^3.
\]
And note that $\bar{\rho} > \rho_1$, in $\Omega$ so
\[
\int_{(\tilde{\Omega} \setminus \Omega) \setminus H^-} (\rho_1 - \bar{\rho})(h^+)^2 \leq 0.
\]
2) In \((Ω\setminus\tilde{Ω})\) \(H^+\), \(h = \phi - \tilde{φ}\), so \(h_φ \leq \frac{\|\phi\|}{2}\) (providing \(σ\) small enough, s.t. \(|\nabla φ| \leq \frac{\|φ\|}{2}\)) and on \(\partial F(Ω \cup \tilde{Ω})\) \(|h| \leq C_φ\), \(σ\) so only in a \(C_φ\) neighborhood of \(\partial F(Ω \cup \tilde{Ω})\) \(h^+ \neq 0\), and in this neighborhood \(h^+ \leq C_φ\), so we have:

\[
\int_{(Ω\setminus\tilde{Ω})\setminus H^+} 2(ρ - ρ_1)(h^+)² \leq C_φδ³
\]

and in \(\{h \neq 0\} \cap (Ω\setminus\tilde{Ω})\setminus H^+\), which is contained in a strip with width \(\leq C_φδ\):

\[
(-ρ∇φ + ρ_1∇φ_1) \cdot (∇φ - ∇φ_1) = (−ρ∇φ + ρ_1∇φ_1) \cdot (∇φ - ∇φ_1) + (−ρ∇φ + ρ_1∇φ_1) \cdot (−∇φ_1 + ∇φ_1)
\]

\[
= R(\partial H \leq 0) [(-ρ∇φ + ρ_1∇φ_1) \cdot ∇h + (ρ - ρ_1)h^+] \leq C_φδ³.
\]

Put estimates above together, we get \(I \leq C_φδ³\).

Then we define:

\[
φ(t) = \tilde{φ} + t(φ - \tilde{φ}), \quad ρ(t) = \left(\rho_0^{-1} - φ(t) - \frac{|∇φ(t)|^2}{2}\right)^{\frac{1}{2γ}}.
\]

Again with computation in [7],

\[
I \geq \int_{Ω_ε} \int_0^1 \frac{d}{dt}[ρ(t)∇φ(t)∇w - 2ρ(t)w] = \int_{Ω_ε} 2\left[\int_0^1 \frac{ρ(t)^{2-γ}}{γ - 1}(h^+)³ + 2(\int_0^1 a_{ij}(t)h_ih_jh^+ \left(\frac{a_{ij}(t)}{ρ(t)}\delta_{ij} - \frac{φ(t)\partial φ(t)}{γ - 1}\right)\right]
\]

\[
\geq \frac{ρ_φ^{2-γ}}{γ - 1} \int_{Ω_ε} (h^+)³ \left(\text{if} \ \text{σ} \ \text{small enough s.t.} \ \rho^{2-γ} > \frac{ρ_φ^{2-γ}}{2}\right).
\]

So analysis in this section shows

\[
\int_{Ω_ε} (h^+)³ \leq C_φI \leq C_φδ³.
\]

Then, because \(φ - \tilde{φ}\) is an odd function of \(η\), we know:

\[
\int_{Ω_ε} |φ - \tilde{φ}|³ \leq C_φδ³.
\]

### 4.2 Symmetric Estimates near the Corner of the Wedge

In this section, from the integral estimate of last section we get:

- near the corner of the wedge, \(|φ - \tilde{φ}| \leq C_φδ\), (Section 4.2.1);
- on \(Γ_{SA}\) near corner of wedge, \(|φ_0| \leq C_φδd_ε^{2-1}\), (Section 4.2.2).

In above \(d_ε\) means distance to corner of wedge.
4.2.1 $L^\infty$ Estimate near Corner of Wedge

Take $g \in C^\infty_0(B_R(C))$, $g = 1$ in $B_r(C)$ ($r < R \leq \frac{2}{4}$) and $|\nabla g| \leq \frac{2}{\pi r}$. In this section $B$ denotes $B_R(C) \setminus W$, and define $k = (\phi - \hat{\phi})^+$. Consider ($s \geq 2$)

$$I = \int_B \rho \nabla \varphi \cdot \nabla (k^s g^2) - 2\rho k^s g^2 - \rho \nabla \tilde{\varphi} \cdot \nabla (k^s g^2) + 2\rho k^s g^2$$  \hspace{1cm} (119)

$$= \int_B \nabla \cdot [\rho \nabla \varphi k^s g^2 - \rho \nabla \tilde{\varphi} k^s g^2]$$  \hspace{1cm} (120)

$$= \int_{\partial B} \rho \varphi_n k^s g^2 - \rho \tilde{\varphi}_n k^s g^2 = 0.$$  \hspace{1cm} (121)

On the other hand

$$I = \int_B \int_0^1 \frac{d}{dt} [\rho(t) \nabla \varphi(t) \cdot \nabla (k^s g^2) - 2\rho(t) k^s g^2]$$

$$= \int_B \int_0^1 \frac{\rho(t)^{2-\gamma}}{\gamma - 1} (-k - \nabla \varphi(t) \cdot \nabla k) \nabla \varphi(t) \cdot \nabla (k^s g^2) + \rho(t) \nabla k \cdot \nabla (k^s g^2)$$

$$+ \frac{2 \rho(t)^{2-\gamma}}{\gamma - 1} k^{s+1} g^2 + \frac{2 \rho(t)^{2-\gamma}}{\gamma - 1} \nabla \varphi(t) \cdot \nabla k k^s g^2$$

$$= \int_B \mu_1 k^{s+1} g^2 + sk^{s-1} A_{ij} k_i k_j g^2 + 2 \mu_2 k^s \nabla k \cdot \nabla g g + (2 - s) \tilde{B} \cdot \nabla k k^s g^2$$

$$- 2\tilde{B} \cdot \nabla g k^{s+1} g - 2 C_{ij} k_i g^j g^k,$$

where, in above, $\rho(t)$ and $\varphi(t)$ are defined as in (117), and

$$\mu_1 = \int_0^1 \frac{\rho(t)^{2-\gamma}}{\gamma - 1} \hspace{1cm} A_{ij} = \int_0^1 \frac{\rho(t)}{\gamma - 1} \left( \delta_{ij} - \frac{\rho(t)^{1-\gamma}}{\gamma - 1} \varphi(t) \varphi(t)_j \right)$$

$$\mu_2 = \int_0^1 \frac{\rho(t)}{\gamma - 1} \hspace{1cm} \tilde{B} = \int_0^1 \frac{\rho(t)^{2-\gamma}}{\gamma - 1} \nabla \varphi(t) \hspace{1cm} C_{ij} = \int_0^1 \frac{\rho(t)^{2-\gamma}}{\gamma - 1} \varphi(t) \varphi(t)_j .$$

When $\sigma$ small enough, we have in $B$

$$\mu_1 \geq 0, \hspace{0.5cm} 0 < \mu_2 \leq 2 \bar{p}_2, \hspace{0.5cm} |\tilde{B}| \leq \frac{2 \bar{p}_2}{\bar{C}_2}, \hspace{0.5cm} 0 \leq (C_{ij}) \leq 2 \bar{p}_2, \hspace{0.5cm} \bar{C}_2 \leq (A_{ij}) \leq C_{p} \bar{p}_2 .$$

So:

$$\int_B \frac{s k^{s-1} \bar{C}_p}{C_p} |\nabla k|^2 g^2 \leq \int_B \frac{4 \bar{p}_2}{\bar{C}_2} k^{s+1} |\nabla g| g + (s - 2) \frac{2 \bar{p}_2}{\bar{C}_2} |\nabla k| k^s g^2 + 8 \bar{p}_2 |\nabla k| |\nabla g| k^s g$$

$$\int_B s k^{s-1} |\nabla k|^2 g^2 \leq C_p \int_B k^{s+1} \left( \frac{32}{\bar{C}_2} |\nabla g| g + \frac{64 \bar{p}_2}{\bar{C}_2} g^2 + 256 |\nabla g|^2 \right)$$

$$\|k^{s+1} g\|_{4, B}^2 \leq C_p s^2 \int_B k^{s+1} (|\nabla g|^2 + 1) .$$

This implies, for $\frac{2}{4} \leq r < R \leq \frac{2}{4}$,

$$\|k^{s+1}\|_{4, B_r} \leq \frac{C_p s}{R - r} \|k^{s+1}\|_{2, B_r} .$$
Then with Moser Iteration we get:

$$|k|_{\infty,B_{z} \setminus W} \leq C_p \left( \int_{B_{z} \setminus W} k^3 \right)^{\frac{1}{3}} \leq C_p \delta.$$ 

So

$$|\phi - \tilde{\phi}| \leq C_p \delta, \text{ in } B_{z} \setminus W.$$ (122)

### 4.2.2 Gradient Estimate near Corner of Wedge

Here, consider the difference of equations of $\phi$ and $\tilde{\phi}$:

\[
\begin{align*}
\left[ c^2 - (\phi_\xi - \xi)^2 \right] \phi_{\xi\xi} - 2(\phi_\xi - \xi)(\phi_\eta - \eta)\phi_{\xi\eta} + \left[ c^2 - (\phi_\eta - \eta)^2 \right] \phi_{\eta\eta} &= 0 \quad(123) \\
\left[ c^2 - (\tilde{\phi}_\xi - \xi)^2 \right] \tilde{\phi}_{\xi\xi} - 2(\tilde{\phi}_\xi - \xi)(\tilde{\phi}_\eta - \eta)\tilde{\phi}_{\xi\eta} + \left[ c^2 - (\tilde{\phi}_\eta - \eta)^2 \right] \tilde{\phi}_{\eta\eta} &= 0. \quad(124)
\end{align*}
\]

we get:

$$a_{ij} h_{ij} + b_1 h_\xi + b_2 h_\eta + b_3 h = 0, \quad(125)$$

where,

$$(a_{ij}) = \begin{bmatrix} c^2 - (\phi_\xi - \xi)^2 & -(\phi_\xi - \xi)(\phi_\eta - \eta) \\ -(\phi_\xi - \xi)(\phi_\eta - \eta) & c^2 - (\phi_\eta - \eta)^2 \end{bmatrix}$$

$$b_1 = -\frac{\gamma + 1}{2} (\tilde{\phi}_\xi + \varphi_\xi) \tilde{\phi}_{\xi\xi} - 2\tilde{\phi}_\eta \tilde{\phi}_{\xi\eta} - \frac{\gamma - 1}{2} (\tilde{\phi}_\eta + \varphi_\xi) \tilde{\phi}_{\eta\eta}$$

$$b_2 = -\frac{\gamma + 1}{2} (\tilde{\phi}_\eta + \varphi_\eta) \tilde{\phi}_{\eta\eta} - 2\tilde{\phi}_\xi \tilde{\phi}_{\xi\eta} - \frac{\gamma - 1}{2} (\tilde{\phi}_\eta + \varphi_\eta) \tilde{\phi}_{\xi\xi}$$

$$b_3 = -(\gamma - 1) \Delta \tilde{\phi}.$$

By apriori estimate in section 2.9, there exists $\alpha$ does not depend on $\sigma$ s.t. $|\tilde{\phi}| \leq C_p r^{\alpha - 1}$, and $|a_{ij} - \delta_{ij}| \leq C_p r^\alpha$, then by Lemma A.2 we have in a small neighborhood of corner, along $\Gamma_{SA}$:

$$|h_\eta| \leq C_p r^{\frac{3}{2} - 1} \delta \Rightarrow |\phi_\eta| \leq C_p r^{\frac{3}{2} - 1} \delta.$$ (126)

### 4.3 Symmetric Estimates near the Free Boundary

In this part from integral estimate:

$$\int_{\Omega_n} |\phi - \tilde{\phi}|^3 \leq C_p \delta^3,$$

we will get:

- near $\Gamma_{shock} \cap \Gamma_{SA}$, $|\phi - \tilde{\phi}| \leq C_p \delta$ (Section 4.3.1);
- near $\Gamma_{shock}$ on $\Gamma_{SA}$, $|\phi_\eta| \leq C_p \delta$ (Section 4.3.2).
4.3.1 $L^\infty$ Estimate near Free Boundary

In this subsection denote $P = \Gamma_{\text{shock}} \cap \Gamma_{SA}$ and $Q = Q_{\text{min}}(\frac{\gamma}{\sqrt{2}}, \chi)(P)$, as illustrated in Figure 15.

We want to estimate $|h|$ in $\Omega_c \cap Q$, and we will use equation of $h$:

$$a_{ij}h_{ij} + b_1h_{\xi} + b_2h_{\eta} + b_3h = 0,$$

where $a_{ij}, b_1, b_2, b_3$ have same expressions as those in Section 4.2.2, but here, when it’s away from corner of wedge, we have better regularity, $\phi \in C^2(Q \cap \Omega_c)$ (Proposition 5, Section 2.11), so:

$$\lambda \leq (a_{ij}) \leq \Lambda, \quad |b_i| \leq C_p.$$

On $\partial_F(\Omega \cup \tilde{\Omega})|h| = |\phi_1 - \tilde{\phi}_1| \leq 2u_1\delta$, and in $(\Omega \setminus \tilde{\Omega}) \cap Q$, $\partial_\xi h \leq \frac{-u_1}{\gamma} < 0$(if $\sigma$ small enough), so

$$h \leq C_p\delta, \text{ on } (\partial_F \tilde{\Omega}) \cap \overline{\Omega}.$$  \hspace{1cm} (127)

On $(\partial_F \Omega) \setminus \tilde{\Omega}, RH(p_1, \varphi_1, \rho, \varphi) = 0$, which is the RH condition. A reflection of this gives

$$RH(p_1, \varphi_1, \tilde{\rho}, \tilde{\varphi}) = 0,$$

so with (92), we get

$$RH(p_1, \varphi_1, \tilde{\rho}, \tilde{\varphi}) \geq 0.$$

Then we change $\varphi_1$ to $\tilde{\varphi}_1$, and get

$$RH(p_1, \tilde{\varphi}_1, \tilde{\rho}, \tilde{\varphi}) > -C_p\delta.$$  \hspace{1cm} (128)

Taking difference of (128) and RH condition gives:

$$C_p\delta \geq RH(p_1, \varphi_1, \rho, \varphi) - RH(p_1, \varphi_1, \tilde{\rho}, \tilde{\varphi})$$

$$= \int_0^1 \frac{d}{dt} RH(p_1, \varphi_1, \rho(t), \varphi(t)) dt$$

$$\triangleq \lambda h + D_\beta h,$$  \hspace{1cm} (129)

where,

$$\lambda \geq \frac{\rho_2^{2-\gamma}Zu_1}{\gamma - 1} - C_p(\sigma + \delta),$$  \hspace{1cm} (130)

and $\beta = (\beta_1, \beta_2)$, with

$$\beta_1 \leq \frac{1}{2}\rho_2u_1(\frac{Z^2}{c^2} - 1) - C_p(\sigma + \delta) \leq \frac{-1}{C_p},$$  \hspace{1cm} (131)

$$|\beta_2| \leq C_p.$$  \hspace{1cm} (132)

Then with Lemma [B.1], there exists $r_1, C_p$, s.t. $h \leq C_p\delta$ in $B_{r_1}(P)$, which implies,

$$|h| \leq C_p\delta,$$  \hspace{1cm} (133)

since $h$ is symmetric function of $\eta$.  \hspace{1cm} 39
4.3.2 Gradient Estimate near Free Boundary on $\Gamma_{SA}$

In this section, with result of last section,

$$|\phi - \tilde{\phi}| \leq C_p \delta, \text{ in } B_{r_1}(P),$$

we can prove on $B_{r_3}(P) \cap \Gamma_{SA} |\phi_\eta| \leq C_p \delta$, where $r_3$ is some constant depends on physical quantities only.

We define $\Gamma_d$ as the line parallels to the direction of upcoming flow, and passes zero. And denote $\Gamma_d \cap \Gamma_{\text{shock}} = Q$. For any point $p$, reflection of $p$ across $\Gamma_d$ is denoted by $\tilde{p}$, and define $\phi(p) = \phi(\tilde{p})$.

Since angle between $\Gamma_d$ and $\Gamma_{\text{shock}}$ is $\delta$, we know when $Z \delta < \frac{r_1}{8}$, $|\phi - \tilde{\phi}| \leq C_p \delta$ in $B_{r_1}(Q)$.

Now we rotate coordinate (with $C$ as center) s.t. $\Gamma_d$ is $\xi$-axis, in new coordinate the form of quasi-linear potential flow equation does not change and direction of up-stream flow becomes $(u_1, 0)$.

Then we map $B_{r_2}(Q) \cap \Omega$ to part of half plane with :

$${\mathcal H}(\xi, \eta) = (x, y) = (\phi_1 - \phi_\eta) = (u_1 \xi + C_Q - \phi, \eta)$$ (here we choose $C_Q = \phi_1(Q) - u_1 \xi_Q$, so $\mathcal{H}(Q) = (0, 0)$),

when $\sigma$ small enough, i.e. $\nabla \phi$ small enough, map above is well defined and is a $C^2$ map. Then we can choose $r_2$ s.t. half of $B_{r_2}(0)$ is contained in $\mathcal{H}(B_{r_2}(Q) \cap \Omega)$.

Denote $\mathcal{H}_s(\phi)$ by $g$, so $g(\mathcal{H}(\xi, \eta)) = \phi(\xi, \eta)$, and $g(x, y) = g(x, -y)$, $(x, y) = (x, -y)$, for $(x, y) \in B_{r_2} \cap \{x > 0\}$, $\exists \xi_1, \xi_2$

$$|g(x, y) - g(x, -y)| = |g(\mathcal{H}(\xi_1, y)) - g(\mathcal{H}(\xi_2, -y))|$$

$$= |\phi(\xi_1, y) - \phi(\xi_2, y) + |\phi(\xi_2, y) - \phi(\xi_2, -y))|$$

$$= |\phi(\xi_1, y) - \phi(\xi_2, y)| + C_p \delta,$$

we have $u_1 \xi_1 + C_Q - \phi(\xi_1, y) = u_1 \xi_2 + C_Q - \phi(\xi_2, y)$ so:

$$|u_1(\xi_1 - \xi_2)| = |\phi(\xi_1, y) - \phi(\xi_2, y)| \leq |\nabla \phi||\xi_1 - \xi_2| + C_p \delta$$
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\[ |\xi_1 - \xi_2| \leq C_p\delta \] (given \( |\nabla \phi| \leq \frac{u_1}{2} \))

then

\[ |g - \overline{g}| \leq C_p\delta. \] (134)

By computation we get:

\[
\begin{align*}
    g_x &= \frac{\phi_x}{u_1 - \phi_\eta}, \\
    g_y &= \frac{\phi_y}{u_1 - \phi_\eta}, \\
    g_{xx} &= \frac{u_1^2}{(u_1 - \phi_\eta)^2} \phi_{\xi\xi} + \frac{u_1}{u_1 - \phi_\eta} \phi_{\xi\eta}, \\
    g_{xy} &= \phi_{\xi\eta}, \\
    g_{yy} &= \frac{u_1^2}{(u_1 - \phi_\eta)^2} \phi_{\eta\eta} + \frac{u_1}{u_1 - \phi_\eta} \phi_{\xi\xi} + \phi_{\xi\eta},
\end{align*}
\]

and,

\[
\begin{align*}
    \phi_\xi &= \frac{u_1 g_x}{1 + g_x}, \\
    \phi_\eta &= \frac{g_y}{1 + g_x}, \\
    \phi_{\xi\xi} &= \frac{u_1^2 g_x}{(1 + g_x)^2} g_{xx} + \frac{u_1}{1 + g_x} g_{xy}, \\
    \phi_{\xi\eta} &= \frac{u_1^2}{(1 + g_x)^2} g_{xx} - \frac{2u_1 g_x}{(1 + g_x)^2} g_{xy} + \frac{1 + g_x}{1 + g_x} g_{yy}, \\
    \phi_{\eta\eta} &= \frac{u_1^2}{(1 + g_x)^2} g_{xx} + \frac{2u_1 g_x}{(1 + g_x)^2} g_{xy} + \frac{1 + g_x}{1 + g_x} g_{yy}.
\end{align*}
\]

so, with Proposition 5, \( g \) is still a \( C^{2,\chi} \) function on \( (x,y) \)-plane.

Plug \( \phi_\xi, \phi_\eta, \phi_{\xi\xi}, \phi_{\xi\eta}, \phi_{\eta\eta} \) into quasi-linear equation of \( \phi \) and RH condition we get, in \( B_{r_2} \cap \{ x > 0 \} \) \( g \) satisfies a quasi-linear equation which is elliptic (when equation for \( \phi \) is elliptic), and on \( B_{r_2} \cap \{ x = 0 \} \) \( g \) satisfies a nonlinear boundary condition.

Then we consider \( k = g - \overline{g} \) as in section 4.2.2 \( k \) satisfies a linear equation, with coefficients depend on \( D^2g, \nabla g, g \).

So, equation of \( k \):

\[ a_{ij}k_{ij} + b_ik_i + ck = 0 \]

has \( C^\chi \) coefficients, and on \( B_{r_2} \cap \{ x = 0 \} \), there exists \( \beta \), s.t. \( k \) satisfies :

\[ k - D_\beta k = 0, \]

where, \( \beta \) is oblique (giver \( \sigma \) small enough) and \( \beta \) a \( C^{1,\chi} \) function of \( y \). Then by Schauder boundary estimate and (134)

\[ |\nabla k| \leq \sup_{B_{r_2}} |k| \leq C_p\delta \] in \( B_{r_2}^{(0)} \).
Transform back to $(\xi, \eta)$-plane, with expression of gradient $\phi$, we have:

$$|\phi_\eta| \leq C_p \delta,$$
onumber
on $H^{-1}([y = 0] \cap B_{r_2}(Q)).$

When $\delta$ small enough there exists $r_3$, s.t. $H^{-1}(B_{\frac{r}{2}}) \supset B_{r_3}(Q)$. And because $|D^2\phi| \leq C$, when rotate coordinate back, we get:

$$|\phi_\eta| \leq C_p \delta \text{ in } B_{\frac{r}{2}}(P).$$

### 4.4 Summary

From (118), we have derived $L^\infty$ and $\eta-$derivative estimate near conner of wedge and where symmetry axis intersects shock. Actually, when it’s away from corner of wedge and shock, the estimate is easier. And as a summary, we will have the following estimate:

**Proposition 6.** For $\phi$, a regular solution in the sense of Definition 7, there exists $\epsilon_S$ and $C_p$, which only depend on physical quantities, i.e. does not depend on $\sigma, \delta$, s.t. for $(\xi, \eta) \in \Omega \cap \tilde{\Omega}$ and $|\eta| < \epsilon_S$,

$$|\phi(\xi, \eta) - \phi(\xi, -\eta)| \leq C_p \delta.$$

And for any point $p$ on symmetry axis of wedge, there exists, $0 < \alpha < 1$ and $C_p$ also do not depend on $\sigma, \delta$, s.t.

$$|\partial_\eta \phi|(p) \leq C_p d_p^{-\alpha}(p, C),$$

where, $d(p, C)$ denotes distance of $p$ to corner of wedge.

### 5 Anti-Symmetric Estimates

#### 5.1 Symmetrization of Upcoming Flow

In this section we symmetrize upcoming flow (and so free boundary condition), w.r.t. $\eta$. With this symmetrization, we will be able to do more delicate estimate.
5.1.1 Above Symmetry Axis of Wedge

In this section denote \( \mathcal{U} = \Omega \cap \{ \eta > 0 \} \), in \( \mathcal{U} \) define:

\[
\begin{align*}
\psi &= \phi - (u_1 \sin \delta \tan \sigma) \xi - (u_1 \sin \delta) \eta, \\
\psi_1 &= \phi_1 - (u_1 \sin \delta \tan \sigma) \xi - (u_1 \sin \delta) \eta, \\
\psi_2 &= \phi_2 - (u_1 \sin \delta \tan \sigma) \xi - (u_1 \sin \delta) \eta.
\end{align*}
\]

Note that now \( \nabla \psi_1 = (u_1 \cos \delta - u_1 \sin \delta \tan \sigma, 0) \), so it’s parallel to symmetry axis of wedge, and \( \psi, \psi_2 \) still satisfy Neumann boundary condition on \( \Gamma_{\text{wedge}} \).

We consider a new coordinate:

\[
\begin{align*}
x &= \xi - u_1 \sin \delta \tan \sigma, \\
y &= \eta - u_1 \sin \delta.
\end{align*}
\]

The physics meaning of this transformation is that, now we observe flow in a reference system moving with velocity \((u_1 \sin \delta \tan \sigma, u_1 \sin \delta)\), comparing to original coordinate system.

In new coordinate:

\[
\begin{align*}
\rho_1^{-1} &= \rho_0^{-1} - \psi - u_1 \sin \delta \tan \sigma (x + u_1 \sin \delta \tan \sigma) - u_1 \sin \delta (y + u_1 \sin \delta) \\
&
+ (\psi_x + u_1 \sin \delta \tan \sigma) (x + u_1 \sin \delta \tan \sigma) + (\psi_y + u_1 \sin \delta) (y + u_1 \sin \delta) \\
&- \frac{1}{2} (\psi_x + u_1 \sin \delta \tan \sigma)^2 - \frac{1}{2} (\psi_y + u_1 \sin \delta)^2 \\
&= \rho_0^{-1} - \frac{u_1^2 \sin^2 \delta}{2 \cos^2 \sigma} - \psi + \psi_x x + \psi_y y - \frac{1}{2} (\nabla \psi)^2 \\
&= K - \psi + \psi_x x + \psi_y y - \frac{1}{2} (\nabla \psi)^2 \left( K \triangleq \rho_0^{-1} - \frac{u_1^2 \sin^2 \delta}{2 \cos^2 \sigma} \right),
\end{align*}
\]

\[
\begin{align*}
\psi_1 &= K - \rho_0^{-1} + u_1 (\cos \delta - \sin \delta \tan \sigma) x - \frac{u_1^2 (\cos \delta - \sin \delta \tan \sigma)^2}{2}, \\
\psi_2 &= K - \rho_0^{-1} + (u_1^{-1} - u_1 \sin \delta \tan \sigma) x + (u_1^{-1} - u_1 \sin \delta) y \\
&- \frac{(u_1^{-1} - u_1 \sin \delta \tan \sigma)^2 + (u_1^{-1} - u_1 \sin \delta)^2}{2}.
\end{align*}
\]

5.1.2 Below Symmetry Axis of Wedge

Then we consider the area below \( \Gamma_{SA} \), we denote \( \Omega \cap \{ \eta < 0 \} \) by \( \mathcal{D} \), denote its reflection into \( \Gamma_{SA} \) by \( \hat{\mathcal{D}} \) as in section 4. And also as in section 4 we define \( \phi(\xi, \eta) = \phi(\xi, -\eta) \). In \( \hat{\mathcal{D}} \), define:

\[
\begin{align*}
\hat{\psi} &= \hat{\phi} + u_1 \sin \delta \tan \sigma \xi + u_1 \sin \delta \eta, \\
\hat{\psi}_1 &= \hat{\phi}_1 + u_1 \sin \delta \tan \sigma \xi + u_1 \sin \delta \eta, \\
\hat{\psi}_2 &= \hat{\phi}_2 + u_1 \sin \delta \tan \sigma \xi + u_1 \sin \delta \eta.
\end{align*}
\]

As in section 5.1.1 now \( \nabla \hat{\psi}_1 = (u_1 \cos \delta + u_1 \sin \delta \tan \sigma, 0) \), i.e. it’s parallel to symmetry axis of wedge. We consider a new coordinate:

\[
\begin{align*}
x &= \xi + u_1 \sin \delta \tan \sigma, \\
y &= \eta + u_1 \sin \delta.
\end{align*}
\]
The physics meaning of this transformation is that, now we observe flow in a reference system moving with velocity \((-u_1 \sin \delta \tan \sigma, -u_1 \sin \delta)\), comparing to original coordinate system.

Also under new coordinate:

\[
\hat{\psi}_1 = \hat{K} - \rho_1^{-1} - u_1^2 \sin^2 \delta / 2 \cos^2 \sigma
\]

\[
\hat{\psi}_2 = \hat{K} - \rho_2^{-1} + u_1 \sin \delta \tan \sigma \cdot x - (u_2^2 - u_1 \sin \delta) \cdot y
\]

\[
\hat{\psi}_1 = \hat{K} - \rho_1^{-1} + u_1 (\cos \delta + \sin \delta \tan \sigma) \cdot x - \frac{u_1^2 (\cos \delta + \sin \delta \tan \sigma)^2}{2}
\]

\[
\hat{\psi}_2 = \hat{K} - \rho_2^{-1} + (u_2^2 + u_1 \sin \delta \tan \sigma) \cdot x + (v_2^2 - u_1 \sin \delta) \cdot y
\]

\[
\frac{(u_2^2 + u_1 \sin \delta \tan \sigma)^2 + (v_2^2 - u_1 \sin \delta)^2}{2}
\]

5.1.3 Uniform Coordinate

Then we let \((x, y)\) coordinate of section 5.1.1 and that of section 5.1.2 coincide. The position of \(U, \tilde{D}\) will be as illustrated in Figure 18, according to the computation in section 3.4.

And we compare \(\hat{\psi}_1\) with \(\psi_1\) and \(\hat{\psi}_2\) with \(\psi_2\):

\[
|\hat{\psi}_1 - \psi_1| = \left| -2u_1 \sin \delta \tan \sigma x + 2u_1^2 \cos \delta \sin \delta \tan \sigma \right| \leq C_1 \sigma \delta
\]

\[
|\nabla \hat{\psi}_1 - \nabla \psi_1| \leq C_1 \sigma \delta
\]

\[
\hat{\psi}_2 - \psi_2 \geq \frac{u_1 Z}{2X} \sigma \delta - C_1 \sigma \delta > 0,
\]

in \(\left\{ y > \sqrt{\frac{v_2^2 - Z^2}{2}} \right\}\), providing \(\sigma\) small enough.

5.2 Integral Comparison

Define:

\[
\mathcal{R} = U \cap \tilde{D}.
\]
As in section 4.1, we can separate $\partial R(\partial U, \partial D)$ into free boundary part, sonic circle part and symmetry axis part and denote them as $\partial FR(\partial U, \partial F), \partial SR(\partial S U, \partial S D)$ and $\partial AR(\partial A U, \partial A D)$ respectively. We will use $\mathcal{H}$ to denote the part of $U \setminus D$ above $\partial S D$.

In new coordinate, pseudo-potential function and densities are

$$f = \psi - \frac{x^2 + y^2}{2}, \quad \hat{f} = \hat{\psi} - \frac{x^2 + y^2}{2},$$

$$\rho = (K - f - \frac{|\nabla f|^2}{2})^{\frac{1}{1-r}}, \quad \hat{\rho} = (K - \hat{f} - \frac{|\nabla \hat{f}|^2}{2})^{\frac{1}{1-r}}.$$

Define:

$$k = \left\{ \begin{array}{ll} \hat{f} - f = \hat{\psi} - \psi & \text{in } \mathcal{R} \\ \psi_1 - \hat{\psi} & \text{in } ((U \setminus R) \setminus \mathcal{H}) \cap \{ y > u_1 \sin \delta \} \\ \hat{\psi} - \psi_1 & \text{in } D \setminus R \end{array} \right.$$  

$$k = \max\{k, 0\}, \quad w = (k^+)^2.$$

Now consider the following integral:

$$\int_R \hat{\rho} \nabla \hat{f} \cdot \nabla w - \rho \nabla f \cdot \nabla w - 2\hat{\rho} w + 2\rho w$$

$$= \int_R \nabla \cdot [\rho \nabla \hat{f} w - \rho \nabla f w]$$

$$= \int_{\partial R} [\rho \nabla \hat{f} w - \rho \nabla f w] \cdot n$$

$$\Delta \int_{\partial FR} + \int_{\partial SR} + \int_{\partial AR}.$$

Here, we don’t need to consider integral on $\Gamma_{\text{wedge}}$, since $f_n = 0$ on $\Gamma_{\text{wedge}}$. And $\int_{\partial SR} = 0$, because on $\partial SR \psi \geq \hat{\psi}_2, k = 0$.

So we only need to consider integration on $\partial FR$ and $\partial AR$.

### 5.2.1 Integral on Free Boundary

In this subsubsection, all analysis is in area between $\partial S D$ and $\{ y = u_1 \sin \delta \}$, so for convenience of notation, any set $A$ should be understood as $(A \cap \{ y \geq u_1 \sin \delta \}) \setminus \mathcal{H}$.

$$\int_{\partial FR} = \int_{(\partial FR) \cap D} n \cdot \left[ \rho \nabla \hat{f} w - \rho \nabla f w \right] + \int_{(\partial FR) \cap U} n \cdot \left[ \rho \nabla \hat{f} w - \rho \nabla f w \right]$$

$$+ \int_{(\partial FR) \cap (\partial FR) \cap U} \left[ n \cdot \rho \nabla \hat{f} w - \rho \nabla f w \right] \cdot n.$$  

With the same argument in section 4.1 from (112) to (115), we know

$$\int_{(\partial FR) \cap (\partial FR) \cap U} \left[ n \cdot \rho \nabla \hat{f} w - \rho \nabla f w \right] \cdot n \leq C_p \delta^3 \sigma.$$

**Remark 1.** Note, here, we can control integral by $C_p \delta^3 \sigma$, while in section 4.1, our control can only be as small as $C_p \delta^3$. The reason is that, in this section, we symmetrized upcoming flow, s.t.

$$|f_1 - \hat{f}_1| + |\nabla f_1 - \nabla \hat{f}_1| \leq C_p \sigma \delta.$$
So,

\[
\int_{\partial \mathcal{R}} = \int_{(\partial \mathcal{R} \setminus \tilde{D}) \setminus \tilde{U}} \mathbf{n} \cdot [\hat{\rho} \nabla f \mathbf{w} - \rho_1 \nabla f_1 \mathbf{w}] + \int_{(\partial \mathcal{R} \setminus \tilde{D}) \setminus \tilde{U}} \mathbf{n} \cdot [\rho_1 \nabla f_1 \mathbf{w} - \rho \nabla f \mathbf{w}] + C_p \delta^3 \sigma
\]

\[
= \int_{(\partial \mathcal{R} \setminus \tilde{D}) \setminus \tilde{U}} -\nabla \cdot [\hat{\rho} \nabla f \mathbf{w} - \rho_1 \nabla f_1 \mathbf{w}] - \int_{U \setminus \tilde{D}} \nabla \cdot [\rho_1 \nabla f_1 \mathbf{w} - \rho \nabla f \mathbf{w}]
\]

\[
+ \int_{(\partial \mathcal{R} \setminus \tilde{D}) \setminus \tilde{U}} \mathbf{n} \cdot [\hat{\rho} \nabla f - \rho_1 \nabla f_1] w + \int_{(\partial \mathcal{R} \setminus \tilde{D}) \setminus \tilde{U}} \mathbf{n} \cdot [\rho_1 \nabla f_1 \mathbf{w} - \rho \nabla f \mathbf{w}]
\]

\[
\leq C_p \sigma \delta^3 (k^+ \leq C_p \sigma \delta, \quad (\partial \mathcal{R} \setminus \tilde{D}) \setminus \tilde{U} \leq C_p \delta)
\]

In above \(I_{\Delta}\) is an interval (may degenerate to be empty set),

\[I_{\Delta} = \begin{cases} \{ (y = u_1 \sin \delta) \cap \tilde{U} \setminus \partial \tilde{D} \} & \text{if } ((y = u_1 \sin \delta) \cap \tilde{U}) \supset \partial \tilde{D} \\ \partial \tilde{D} \setminus \{ (y = u_1 \sin \delta) \cap \tilde{U} \} & \text{if } ((y = u_1 \sin \delta) \cap \tilde{U}) \subset \partial \tilde{D} \end{cases} \]

In each case length of \(I_{\Delta}\) \(\leq C_p \sigma \delta\), since \(|\text{slope of } \Gamma_{\text{shock}}| \leq C_p \sigma \delta\). So,

\[
\int_{\partial \mathcal{R}} \leq \int_{D \setminus \tilde{U}} 2k^+ (\hat{\rho} - \rho)_k - (\hat{\rho} \nabla \hat{f} - \rho_1 \nabla f_1) \cdot \nabla \mathbf{k}
\]

\[
+ \int_{U \setminus \tilde{D}} 2k^+ (\rho_1 - \rho)_k - (\rho_1 \nabla f_1 \mathbf{w} - \rho \nabla f \mathbf{w}) \cdot \nabla \mathbf{k} + C_p \sigma \delta^3
\]

Then we consider integrals in \(D \setminus U\) and \(U \setminus D\) separately.

1) In \(D \setminus U\),

\[k = \hat{\psi} - \psi_1, \quad k_\eta < -\frac{u_1}{2} < 0 \quad \text{(providing } \sigma \text{ small enough)},\]

and on \(\partial(D \cup U) \quad |k| \leq C_p \sigma \delta\), so \(k^+ \neq 0\) only in a \(C_p \sigma \delta\) neighborhood of \(\partial(D \cup U)\), and in this neighborhood \(k^+ \leq C_p \sigma \delta\), which implies

\[
\int_{D \setminus U} 2(k^+)^2 (\hat{\rho} - \rho_1) \leq C_p \sigma^3 \delta^3.
\]

And

\[-(\hat{\rho} \nabla \hat{f} - \rho_1 \nabla f_1) \cdot \nabla \mathbf{k} \leq -(\hat{\rho} \nabla \hat{f} - \rho_1 \nabla f_1) \cdot (\nabla \hat{f} - \nabla f_1) + C_p \sigma \delta \leq C_p \sigma \delta\]

so integral on \(D \setminus U\) is controlled by \(C_p \sigma^3 \delta^3\).

2) In \(U \setminus D\)

\[-(\rho_1 \nabla f_1 - \rho \nabla f) \cdot (\nabla \hat{f}_1 - \nabla f)
\]

\[
\leq -(\rho_1 \nabla f_1 - \rho \nabla f) \cdot (\nabla f_1 - \nabla f) + C_p \sigma \delta
\]

\[
\leq C_p \sigma \delta - (f_1 - f)(\rho - \rho_1)
\]

so \(-(\rho_1 \nabla f_1 - \rho \nabla f) \cdot (\nabla \hat{f}_1 - \nabla f) > 0\) only in a \(C_p \sigma \delta\) neighborhood of \((\partial U \setminus D)\), and in this neighborhood it’s controlled by \(C_p \sigma \delta\), also \(k \leq C_p \sigma \delta\), which implies

\[
\int_{U \setminus D} -2k^+ (\rho_1 \nabla f_1 - \rho \nabla f) \cdot \nabla \mathbf{k} \leq C_p \sigma^3 \delta^3.
\]
So we get
\[ \int_{\partial \mathcal{R}} \leq C_p \sigma \delta^3. \]

### 5.2.2 Integral on Symmetry axis

To estimate \( \int_{\partial A} \) we need to estimate \( |\nabla(\psi - \hat{\psi})| \) along \( \partial A \cap \Gamma = \{ y = \sin \delta u_1 \} \cap \partial \mathcal{R} \).

First, denote length of \( \Omega \cap \Gamma \) by \( T \), so:
\[
\{ (x, y) = (t - u_1 \sin \delta \tan \sigma, -u_1 \sin \delta) \mid t \in (-T, 0) \} = \partial \mathcal{U},
\]
and
\[
\{ (x, y) = (t + u_1 \sin \delta \tan \sigma, +u_1 \sin \delta) \mid t \in (-T, 0) \} = \partial \tilde{D}.
\]

By definition of \( \hat{\psi} \), for \( t \in (-T, 0) \)
\[
\hat{\psi}_x(t + u_1 \sin \delta \tan \sigma, u_1 \sin \delta) = \psi_x(t - u_1 \sin \delta \tan \sigma, -u_1 \sin \delta)
\]
So,
\[
|\hat{\psi}_x(t + u_1 \sin \delta \tan \sigma, u_1 \sin \delta) - \psi_x(t + u_1 \sin \delta \tan \sigma, u_1 \sin \delta)| \leq C_p \delta |t|^\alpha - 1,
\]
because \( |D^2 \psi| \leq C_p d_C^2 \), where, \( d_C \) is distance to corner of wedge. And also by definition,
\[
\psi_y(t - u_1 \sin \delta \tan \sigma, -u_1 \sin \delta) = -\hat{\psi}_y(t + u_1 \sin \delta \tan \sigma, u_1 \sin \delta),
\]
by estimate in section 4.2.2 and 4.3.2, we have:
\[
|\psi_y(t - u_1 \sin \delta \tan \sigma, -u_1 \sin \delta)| \leq C_p \delta |t|^\alpha - 1 (-T < t < 0)
\]
so,
\[
|\psi_y(t + u_1 \sin \delta \tan \sigma, u_1 \sin \delta)| \leq C_p \delta |t|^\alpha - 1 + C_p \delta |t|^\alpha - 1.
\]

Now, on \( \partial A \mathcal{R} \) we have
- \( |\nabla \psi - \nabla \hat{\psi}| \leq C_p \delta |t|^\frac{\alpha}{2} - 1 \)
- \( |\rho - \hat{\rho}| \leq C_p \delta |t|^\frac{\alpha}{2} - 1 \)
- \( |\psi - \hat{\psi}| \leq C_p \delta \sigma \).

Plug above into \( \int_{\partial A \mathcal{R}} \), we get
\[
\int_{\partial A \mathcal{R}} [\hat{\rho} \nabla \hat{f} \cdot \nabla w - \rho \nabla f \cdot \nabla w] \cdot \mathbf{n} \leq C_p(\sigma \delta)^2 \int_0^T \delta |t|^\frac{\alpha}{2} - 1 dt \leq C_p \sigma^2 \delta^3. \tag{136}
\]
Combine this with estimate of section 5.2.1 we get
\[
\int_{\mathcal{R}} (\hat{\rho} \nabla \hat{f} - \rho \nabla f) \cdot \nabla w - 2(\hat{\rho} - \rho)w \leq C_p \sigma \delta^3.
\]
Repeat what we did in section 4.1 from 4.17 to 4.18, we get
\[
\int_{\mathcal{R}} (k^+)^3 \leq C_p \int_{\mathcal{R}} \hat{\rho} \nabla \hat{f} \cdot \nabla w - \rho \nabla f \cdot \nabla w - 2 \hat{\rho} w + 2 \rho w.
\]
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5.3 Contradiction

Take \( r_M = \min \{ \epsilon_S, \epsilon_{A1} \} \) (where, \( \epsilon_S \) is the small constant in Proposition 6 and \( \epsilon_{A1} \) is based on Lemma A.3 and equation of \( k \)), with Moser iteration, we have:

\[
k^+ \leq C_p \sigma^{\frac{3}{2}} \delta \text{ on } B_{r_M} \cap \{ y \geq u_1 \sin \delta \}
\]

Now we go back to original \( (\xi, \eta) \)-coordinate, above implies on \( (B_{r_M^2}) \cap U \):

\[
\psi(\xi, -\eta) - \psi(\xi + 2u_1 \sin \delta \tan \sigma, \eta + 2u_1 \sin \delta) \leq C_p \sigma^{\frac{3}{2}} \delta,
\]

so

\[
\psi(\xi, -\eta) - \psi(\xi, \eta) \leq C_p \sigma^{\frac{3}{2}} \delta, \text{ on } \partial B_{r_M^2}.
\]

Then by definition of \( \psi \),

\[
h = \phi(\xi, \eta) - \phi(\xi, -\eta) \geq 2u_1 (\sin \delta) \eta - C_p \sigma^{\frac{3}{2}} \delta \geq \delta (\frac{\eta}{C_p} - C_p \sigma^{\frac{3}{2}}).
\]

So \( C_p h/\delta \) satisfies the condition of Lemma A.3, then when \( \sigma \) small enough, such that \( C_p^2 \sigma^{\frac{3}{2}} < \epsilon_{A3} \), we find \( \phi \notin C^{1,\alpha}(\Omega \cup C) \), which contradicts with estimate in Proposition 3. So we proved our main theorem.

A Estimates for Linear Equations with Singular Coefficients

Lemma A.1, A.2, A.3 are estimates around the corner of a cone \( K \) (with angle \( \sigma + \frac{\pi}{2} \), \( 0 < \sigma < \frac{\pi}{2} \)), in the cone \( K \) we use coordinate \( (x, y) = r(\cos a, \sin a) \), so \( K = \{ 0 \leq a \leq \frac{\pi}{2} + \sigma \} \).

In this appendix we define region \( \Omega = (K \cap B_{r_0})^c \). And \( (a_{ij}), \ b_k \) \( (1 \leq i, j \leq 2, 1 \leq k \leq 3) \) will be coefficients of some equations in \( \Omega \), satisfying:

\[
\lambda \leq (a_{ij}) \leq \Lambda, \tag{137}
\]

\[
|a_{ij} - \delta_{ij}| \leq C_E r^\alpha, \tag{138}
\]

\[
|b_k| \leq C_E r^{\alpha-1}. \tag{139}
\]

We denote \( \Gamma_h = \{ y = 0 \} \cap \partial K \cap B_{r_0}, \ \Gamma_v = \{ a = \sigma + \pi/2 \} \cap \partial K \cap B_{r_0}, \) and \( A = \frac{\pi}{2} + \sigma \). \( n \) is outer normal direction of \( \Omega \) on \( \Gamma_v \).

48
A.1 Maximum Principle with Singular Coefficients

Lemma A.1. Given \( w \in C^0(\overline{\Omega}) \cap C^1(\Omega \cup \Gamma_v \setminus (0,0)) \cap C^2(\Omega) \),

\[
a_{ij}w_{ij} + b_1w_x + b_2w_y + b_3w \geq 0 \quad \text{in } \Omega, \tag{140}
w \leq 0 \quad \text{on } \Gamma_h \cup (\partial B_{r_0} \cap K), \tag{141}\\D_n w \leq 0 \quad \text{on } \Gamma_v. \tag{142}
\]

There exists \( \epsilon_{A1} \) depends on \( C_E, \alpha, \lambda \), if \( r_0 < \epsilon_{A1}(C_E,\alpha,\lambda) \), then in \( \Omega \), \( w \leq 0 \).

Proof. Like in section 9.1 of [10], we define upper contact set \( \Gamma^+ \) and normal map \( \chi \), with more restriction:

\[
\Gamma^+ = \{(x,y) \in B_1(0,H) \mid \exists L : \text{linear function, graph of } L \text{ upper contacts with graph of } w^+ \text{ at } (x,y), \nabla L \cdot (\cos \sigma, \sin \sigma) \leq 0 \}
\]

\[
\chi(x,y) = \{ \nabla L \mid \text{graph of } L \text{ upper contacts with graph of } w^+ \text{ at } (x,y), \nabla L \cdot (\cos \sigma, \sin \sigma) < 0 \}
\]

It means \( \Gamma^+ \cap \Gamma_v = \emptyset \). We have:

\[
\sup w^+ \leq 2r_0 k \left( \exp \frac{\frac{4}{\kappa r_0^2} \cdot c^2(w^+)^2}{k^2} - 1 \right)^{\frac{1}{2}}, \tag{143}
\]

in above we denote:

\[
k = (2 \int \Omega c^2(w^+)^2)^{\frac{1}{2}}.
\]

Then if

\[
2r_0 \left( \exp \frac{\frac{4}{\kappa r_0^2} \cdot c^2(w^+)^2}{k^2} - 1 \right)^{\frac{1}{2}} (2 \int \Omega c^2)^{\frac{1}{2}} < \frac{1}{2},
\]

we have \( w \leq 0 \).

So we can choose:

\[
\epsilon_{A1} = \min \left\{ \frac{\sqrt{\alpha}}{8C_E \sqrt{\pi}} \left( \exp \frac{4}{\kappa r_0^2} (1 + \frac{\pi}{2}C_E^2) - 1 \right)^{-\frac{1}{2}}, \frac{1}{c^2} \right\}.
\]

A.2 Gradient Estimates near the Corner

Lemma A.2. There exists \( \epsilon_{A2} \) depends on \( C_E, \Lambda, \lambda, \alpha \). Given \( r_0 < \min \{ \epsilon_{A1}, \epsilon_{A2} \} \), and \( h \) satisfies:

\[
h \in C^0(\overline{\Omega}) \cap C^1(\Omega \cup \Gamma_v \setminus (0,0)) \cap C^2(\Omega), \tag{144}\\a_{ij}h_{ij} + b_1h_x + b_2h_y + b_3h = 0, \quad \text{in } \Omega, \tag{145}\\h = 0, \quad \text{on } \Gamma_h, \tag{146}\\h_n = 0, \quad \text{on } \Gamma_v. \tag{147}
\]

Then there exists an \( r_{A2} < r_0 \), which depends on \( C_E, \Lambda, \lambda, r_0, \alpha \), s.t. on \( \{ \eta = 0 \} \cap B_{r_{A2}} \)

\[
|h_y| \leq C(C_E, \alpha, \Lambda, r_0) \cdot r_{A2}^{\frac{1}{2} - 1} |h|_{0;B_{r_0}} \tag{148}
\]
Proof. Conformally map original wedge to a narrow wedge with top angle $\Theta$ (to be determined), in new cone, we use coordinate $(\xi, \eta) = \rho(a\cos \theta, a\sin \theta)$.

Remark 2. It’s convenient to consider $a, r, \theta, \rho, a_{ij}, b_k$ as functions on both sides, it means, for example on right-hand side $r(\xi, \eta) \triangleq r(\Phi^{-1}(\xi, \eta))$, and on left-hand side $\theta(x, y) \triangleq \theta(\Phi(x, y))$. So on right-hand side we can still say $|b_i| \leq C_E r^{\alpha - 1}$ and we have $r(\xi, \eta) = \rho(\Theta - 1)$.

Under new coordinate, on right-hand side (we still denote $\Phi^* h$ by $h$) $h$ satisfies:

\[ \tilde{a}_{ij} h_{ij} + \tilde{b}_1 h_\xi + \tilde{b}_2 h_\eta + \tilde{b}_3 h = 0, \quad \text{in} \quad \Phi^* (\Omega), \tag{149} \]

\[ h_n = 0, \quad \text{on} \quad \{\theta = \Theta\} \cap \Phi^* (\Omega), \tag{150} \]

\[ h = 0, \quad \text{on} \quad \{\eta = 0\} \cap \Phi^* (\Omega). \tag{151} \]

To describe $\tilde{a}_{ij}, \tilde{b}_k$ we define:

\[ P = \begin{pmatrix} \cos[a(\frac{\Theta}{A} - 1)] & \sin[a(\frac{\Theta}{A} - 1)] \\ -\sin[a(\frac{\Theta}{A} - 1)] & \cos[a(\frac{\Theta}{A} - 1)] \end{pmatrix} \]

then:

\[ (\tilde{a}_{ij}) = (\frac{\Theta}{A})^2 P^T (a_{ij}) P \tag{152} \]

\[ \tilde{b}_1 = \frac{\Theta}{A}(\frac{\Theta}{A} - 1)\{\cos[a(\frac{\Theta}{A} - 2)]a_{11} - 2\sin[a(\frac{\Theta}{A} - 2)]a_{12} - \cos[a(\frac{\Theta}{A} - 2)]a_{22}\}r^{-\frac{\Theta}{A}} + \frac{\Theta}{A}r^{1-\frac{\Theta}{A}}(b_1 \cos[a(\frac{\Theta}{A} - 1)] - b_2 \sin[a(\frac{\Theta}{A} - 1)]) \tag{153} \]

\[ \tilde{b}_2 = \frac{\Theta}{A}(\frac{\Theta}{A} - 1)\{\sin[a(\frac{\Theta}{A} - 2)]a_{11} + 2\cos[a(\frac{\Theta}{A} - 2)]a_{12} - \sin[a(\frac{\Theta}{A} - 2)]a_{22}\}r^{-\frac{\Theta}{A}} + \frac{\Theta}{A}r^{1-\frac{\Theta}{A}}(b_1 \sin[a(\frac{\Theta}{A} - 1)] + b_2 \cos[a(\frac{\Theta}{A} - 1)]) \tag{154} \]

\[ \tilde{b}_3 = b_3 \cdot r^{2-\frac{\Theta}{A}}. \tag{155} \]

So if we choose $\Theta = \frac{\alpha}{2} A$, then $\tilde{b}_k$ are bounded, specifically:

\[ \frac{\lambda \alpha^2}{4} \leq (\tilde{a}_{ij}) \leq \frac{\lambda \alpha^2}{4}, \tag{156} \]

\[ |\tilde{b}_i| \leq C(C_E, \alpha). \tag{157} \]
For any $0 < t < \frac{\rho_0}{2}$, construct:

$$w^t = M[1 - e^{-\gamma((\ell-t)^2+(\eta+1)^2)-1}] \cdot \sup|h|$$

In $\Phi(\Omega)$:

$$\tilde{a}_{ij} w^t_{ij} + \tilde{b}_1 w^t_x + \tilde{b}_2 w^t_y + \tilde{b}_3 w^t \leq M \sup|h|e^{-\gamma((\ell-t)^2+(\eta+1)^2)-1}[-4\gamma^2 \lambda + 4\gamma C(E, \alpha) + 12\gamma C(E, \alpha) e^{\alpha r_0}]$$

$$\leq 0,$$

if we choose $r_0 \leq \frac{-e^{-\alpha}}{\text{C}(E, \alpha, \rho)} \leq \epsilon A_2$, and $\lambda$ large enough s.t. $-4\gamma^2 \lambda + 4\gamma C(E, \alpha) \gamma + 1 < 0$.

So if $M, \gamma$ big enough (depending on $C_E$, $\Lambda$, $\lambda$, $\rho_0$ and $\alpha$):

$$\tilde{a}_{ij} w^t_{ij} + \tilde{b}_1 w^t_x + \tilde{b}_2 w^t_y + \tilde{b}_3 w^t \leq 0 \text{ in } \Phi(\Omega),$$

$$\partial_n w^t \geq 0, \text{ on } \{\theta = \Theta\}$$

$$w^t \geq h, \text{ on } \partial B_{r_0} \cup \{n = 0\}.$$  

And,

$$|\nabla w^t|(t, 0) \leq C(C_E, \lambda, \Lambda, \alpha, \rho_0)|h|_{0, \Phi(\Omega)}, \text{ for } 0 < t < \frac{\rho_0}{2}.$$  

Transforming above back to original domain $\Omega$, gives

$$|\partial_\nu \Phi^*(w^t)|(t, 0) \leq t^{\frac{\alpha}{2} - 1}C(C_E, \lambda, \Lambda, \alpha, r_0)|h|_{0, \Omega}, \text{ for } 0 < t < 2^{-\frac{\alpha}{2}r_0}.$$  

Then by Lemma A.1 $h \leq \Phi^*(w^t)$ for any $t(0 < t < 2^{-\frac{\alpha}{2}r_0})$, on $\{0 < x < 2^{-\frac{\alpha}{2}r_0}, y = 0\}$:

$$h_y(t, 0) \leq t^{\frac{\alpha}{2} - 1}C(C_E, \lambda, \Lambda, \alpha, r_0)|h|_{0, \Omega}.$$  

(161)

Apply process above to $-h$, we get Lemma A.2.

### A.3 Singularity Estimates

**Lemma A.3.** Suppose $r_0 \leq \epsilon A_1(\lambda, C_E, \alpha)$, and given $h \in C^1(\overline{\Omega}) \cap C^2(\Omega \cup \Gamma_v \setminus (0, 0))$,

$$a_{ij}h_{ij} + b_1 h_x + b_2 h_y + b_3 h = 0, \text{ in } \Omega,$$

(162)

$$h = 0, \text{ on } \Gamma_h,$$

(163)

$$h_m = 0, \text{ on } \Gamma_v,$$

(164)

$$h \geq y - \varepsilon, \text{ on } \partial B_{r_0} \cap K,$$

(165)

then exists $\epsilon A_3(r_0, \lambda, C_E, \alpha)$, if $\varepsilon \leq \epsilon A_3$, $h$ cannot be in $C^{1, \alpha}(\Omega \cup (0, 0))$.

**Proof.** In the following, we construct a subsolution, $w$, to system [162] [163] [164] and [165], which has growth rate $\frac{r}{-\log r^\alpha}$ along some direction near corner of wedge.

Since $h$ satisfies $h = \nabla h = 0$ at corner of wedge, so if $h \in C^{1, \alpha}(\Omega \cup (0, 0))$, we have in $\Omega$,

$$|\nabla h| \leq |h|_{1, \alpha} r^\alpha, |h| \leq \frac{1}{\alpha} |h|_{1, \alpha} r^{\alpha+1},$$

which contradicts with $h \geq w$.  
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We define 
\[ w \triangleq \frac{y}{(- \log y)\gamma} - \mu x^2. \]

In \( \Omega \),
\[
\begin{align*}
   a_{ij}w_{ij} + b_1 w_x + b_2 w_y + b_3 w & \geq \lambda \left( \frac{y}{(- \log y)\gamma} \right)_{yy} 
   - 2\Lambda \mu - 2C_E r_0^{\alpha-1}\mu |x| - C_E r_0^{\alpha-1} \left( \frac{y}{(- \log y)\gamma} \right)_{y} 
   - C_E r_0^{\alpha-1} \left( \frac{y}{(- \log y)\gamma} + \mu x^2 \right).
\end{align*}
\]

Plug in the following
\[
\frac{y}{(- \log y)\gamma} \leq 1 \quad \text{and} \quad \frac{y}{(- \log y)\gamma+1} \geq 1,
\]
we get
\[
\begin{align*}
   a_{ij}w_{ij} + b_1 w_x + b_2 w_y + b_3 w & \geq \lambda \frac{\gamma}{y(- \log y)^{\gamma+1}} - 2\Lambda \mu - 2C_E r_0^{\alpha-1}\mu - C_E \mu r_0^{\alpha-1} 
   \quad + \frac{1}{y(- \log y)^{\gamma+1}} \left( \lambda \gamma (\gamma + 1) - C_E y^\alpha (- \log y)^2 - C_E \gamma y^\alpha (- \log y) - C_E y^{\alpha+1} (- \log y)^2 \right).
\end{align*}
\]

Define
\[
C_1 = \frac{1}{\lambda} \sup \{2C_E y^\alpha (- \log y) | 0 < y < r_0\},
\]
\[
C_2 = \frac{1}{\lambda} \sup \{C_E (y^\alpha (- \log y)^2 + y^{\alpha+1} (- \log y)^2) | 0 < y < r_0\}.
\]

And let
\[
\gamma = \max \{C_1, C_2\} + 1,
\]
\[
\mu = \frac{1}{2\lambda + 3C_E} \inf \left\{ \frac{\lambda \gamma}{y(- \log y)^{\gamma+1}} | 0 < y < r_0 \right\}.
\]

Then
\[
a_{ij}w_{ij} + b_1 w_x + b_2 w_y + b_3 w \geq 0.
\]

Recall that \( r_0 \leq \varepsilon \frac{3}{4} \), and note that \( \gamma > 1 \), so
\[
\frac{1}{(- \log r_0)\gamma} \leq \frac{1}{4}.
\]

On \( \{ \xi \geq \frac{r_0^2}{4} \} \),
\[
w \leq y - \mu \xi^2 \leq y - \frac{r_0^2}{4} \mu.
\]

if \( \varepsilon \leq \frac{r_0^2}{4} \mu \), then \( w \leq y - \varepsilon \).

On \( \{ \xi \leq \frac{r_0^2}{4} \} \),
\[
w \leq \frac{y}{2} - \mu \xi^2 \leq \frac{y}{2} = y - \frac{y}{2} \leq y - \frac{r_0}{4}.
\]
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if $\varepsilon \leq \frac{r_0}{4}$, then $w \leq y - \varepsilon$.

And since $\frac{y}{(-\log y)}$ is an increasing function of $y$ and note that $n$ is outer normal direction of $\Omega$, we have

$$w_n \leq 0, \text{ on } \Gamma_v.$$ 

So, we define $\varepsilon_3 = \min \{\frac{r_0^2}{4}, \frac{r_0}{2}\}$. When $\varepsilon \leq \varepsilon_3$, $w < h$, which gives a contradiction. 

\[\square\]

**B Boundary Krylov-Safonov Estimates**

In this section we prove the following generalization of Krylov-Safonov estimates:

**Lemma B.1.** Consider part of a ball $\Omega = B_2((0,0)) \cap \{y > f(x)\}$, where $f$ is a Lipschitz function of $x$, and $|f|_{\text{Lip}} \leq \varepsilon$ (we denote $\Omega \cap \{f(x) = y\}$ as $L$). Given $h \in C^1(\Omega \cup L) \cap C^2(\Omega)$, satisfying

1. $a_{ij}h_{ij} + b_1h_x + b_2h_y + b_3h = 0$, in $\Omega$, where, $\lambda \leq (a_{ij}) \leq \Lambda, |b_i| \leq C_E$;
2. $\int_\Omega h^{+2} \leq \delta^2$;
3. and $\exists C_\beta \geq 1$, at every point of $L$, one of the following two things happens:
   1) $h \leq \delta$;
   2) $\exists \beta = (\beta_1, \beta_2), |\beta_1| \leq C_\beta, \beta_2 \geq \frac{1}{C_\beta}, -D_\beta h + h \leq \delta$.

Then we have, there exist $\epsilon_K(C_\beta)$ and $r_K(C_\beta)$, if $\varepsilon \leq \epsilon_K$:

$$h \leq C(\lambda, \Lambda, C_E, C_\beta)\delta \text{ in } B_{r_K}.$$ 

\[\text{Figure 21: Local Maximum Principle}\]

**Proof.** Consider $g = 1 - x^2 - (y - H)^2, w = (h - \delta)^+ g^\gamma, H, \gamma$ to be determined later. Then, on
\( L, \)

\[
D_{\beta g} = D_{\beta}(-x^2 - (y - H)^2) \\
= -2x\beta_1 + 2(H - y)\beta_2 \\
\geq -2|x|C_\beta + 2(H - y)\frac{1}{C_\beta} \\
\geq \frac{1}{2C_\beta} - 2|x|C_\beta \quad \text{(here we need } H > \frac{1}{2}, \epsilon < \frac{1}{4}) \\
\geq 0 \quad \text{(choose } H = 1 - \frac{1}{64C_\beta^2}, \epsilon_K = \frac{1}{64C_\beta^2})
\]

So on \( \{h > \delta\} \cap L, \)

\[
w - D_{\beta w} = (h - \delta)g^\gamma - D_{\beta}g^\gamma - \gamma g^{\gamma - 1}D_{\beta g}(h - \delta) \\
= (h - D_{\beta}h - \delta)g^\gamma - \gamma g^{\gamma - 1}D_{\beta g}(h - \delta) \\
= -\gamma g^{\gamma - 1}D_{\beta g}(h - \delta) \\
\leq 0
\]

Like section 9.1 of [10] we define upper contact set \( \Gamma^+ \) and normal map \( \chi, \) with more restriction:

\( \Gamma^+ = \{(x, y) \in B_1(0, H) | \exists L : \text{linear function, graph of } L \text{ upper contacts with graph of } w^+ \text{ at } (x, y), \)

\[ \nabla L \cdot (C_\beta, \frac{1}{C_\beta}) \leq 0, \nabla L \cdot (-C_\beta, \frac{1}{C_\beta}) \leq 0 \}, \]

\( \chi(x, y) = \{\nabla L | \text{graph of } L \text{ upper contacts with graph of } w^+ \text{ at } (x, y), \)

\[ \nabla L \cdot (C_\beta, \frac{1}{C_\beta}) \leq 0, \nabla L \cdot (-C_\beta, \frac{1}{C_\beta}) \leq 0 \} \]

So at \( p \in \Gamma^+ \cap L \) if \( w(p) > 0 \) by computation above, \( D_{\beta w} > 0, \) \( p \notin \Gamma^+. \) It means if \( w \) does not identically equal to zero, \( \Gamma^+ \cap L = \emptyset. \) Then we have:

\[
\left( \arctan \frac{1}{C_\beta^2} \right) \left( \frac{\sup w^+}{2} \right) \leq |\chi w^+(\Gamma^+)| \leq \int_{\Gamma^+} \det D^2 w \leq \int_{\Gamma^+} (a_{ij}w_{ij})^2 \frac{1}{\lambda^2}. \quad (166)
\]

On \( \Gamma^+, \)

\[
a_{ij}w_{ij} = a_{ij}h_{ij}g^\gamma + a_{ij}(g^\gamma)_{ij}(h - \delta) + a_{ij}h_j(g^\gamma)_j + a_{ij}h_j(g^\gamma)_i \\
+ \sum_{k=1,2} (b_kh_kg^\gamma + b_k(g^\gamma)_k(h - \delta) - b_kw_k) \\
\geq -C(E, \Lambda, \gamma)(h^+ + \delta) - \Lambda_\gamma|\nabla h|^2g^{\gamma - 1}|\nabla g| - C_E|\nabla w|
\]

and

\[
|\nabla w| \leq \frac{w}{1 - \sqrt{|x|^2 + (y - H)^2}} \leq \frac{2w}{1 - x^2 - (y - H)^2} \leq 2h \gamma^{-1},
\]

which implies:

\[
|\nabla h| \leq \frac{2h \gamma^{-1} + (h - \delta) \gamma \gamma^{-1}|\nabla g|}{g^\gamma},
\]
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so,
\[ |\nabla h| |\nabla g| g^{-1} \leq 2h|\nabla g| g^{-2} + (h - \delta)g^{-2}|\nabla g|^2. \]

Take \( \gamma = 2 \) we get:
\[ a_{ij} w_{ij} \geq -C(C_E, \Lambda)(h^+ + \delta), \text{ on } \Gamma^+. \]

Plug above into (166) we get:
\[
\left( \sup_{\Omega} w^+ \right)^2 \leq C(\lambda, \Lambda, C_E, C_\beta) \left( \int_{\Omega} h^2 + \delta^2 \right),
\]
so,
\[ \sup_{B_{r_K}} h \leq C(\lambda, \Lambda, C_E, C_\beta) \delta, \]
where we can take \( r_K = \frac{1}{4C_\beta^2} \).
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