Fermions with long and finite range interactions on a quantum ring
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I. INTRODUCTION

The complexity of the nuclear many-body problem often requires the use of simplified models for idealised systems. Examples include infinite nuclear matter (see, e.g., [1, 2]), nuclear slabs [3–5], neutron droplets in harmonic potentials [6–13], as well as exactly solvable models such as the Lipkin model [14] (see, e.g., [15]). For instance, the equation of state of infinite nuclear matter is a key ingredient to fitting protocols of energy density functional [16] used in nuclear density functional theory [17]. Similar strategies are used in condensed matter physics, where the uniform electron gas (or jellium) is used in the local-density approximation within density-functional theory (see, e.g., [18]).

Many properties, however, are not captured by homogeneous systems due to their translational invariance. Neutron drops, for instance, contain additional information on shell closures [11], spin-orbit splitting [9, 13] and surface properties [10, 19] of nuclear systems. Neutron drops thus provide interesting platforms to compare results from “ab initio” approaches and density functional theories. These idealised finite systems are then complementary to homogeneous infinite matter.

Quantum rings [20] and their generalisation to spheriums [21] are another example of idealised systems which can provide valuable insights into the physics of complex interacting many-body systems. A continuum quantum ring is a system of particle wave-functions constrained to be on a ring of radius \( R \). Experimentally, such systems interacting via the Coulomb interaction can be realised, e.g., in circular storage rings with heavy ion beams [22, 23], and can be studied with Coulomb string models [24]. One attractive aspect of quantum rings is that they can often be solved exactly, providing a benchmark to test various approximations to the quantum many-body problem. Although many theoretical investigations of continuum quantum rings involve electron systems [20, 21, 25–35], applications to atomic systems where interactions are typically short-range have also been considered, in particular to describe bosons in annular traps [36–39]. To our knowledge, applications of quantum rings to nuclear systems have not been considered so far.

In this work we investigate the behaviour of quantum many-fermion systems exhibiting qualitative features of nucleons, such as finite range attraction with a repulsive core. Our goal is to demonstrate that basic features of nuclear systems, such as saturation and self binding, can be reproduced, paving the way for future applications of quantum rings to systems of nucleons with realistic nuclear interactions. As a first application, exact (numerical) and mean-field (analytical) solutions with Yukawa type potentials are found and compared with \( 1/r \) Coulomb interaction.

The paper is organised as follows. Quantum Monte-Carlo techniques are described in section II. The quantum ring model and its analytical mean-field solutions are presented in section III. Results obtained by varying the number of particles and the ring radius \( R \) are discussed in section IV. Conclusions from this study are drawn in section V.
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II. QUANTUM MONTE-CARLO TECHNIQUES

Quantum Monte Carlo (QMC) approaches exploit the advances of modern parallel computing in the treatment of many body quantum systems. A weighted random exploration of the full configuration space is conducted, as opposed to the entire space, where the independence of each configuration from the last allows for high parallelism. The result being that computational tractability is maintained far beyond the particle number limitations of other techniques which explicitly account for correlation. A primary drawback however, is that the method is highly dependent on the form of trial wavefunction used, and as such requires significant knowledge of this form before any sensible optimisation can be conducted.

QMC methods fall into two major categories: variational Monte Carlo (VMC) and diffusion Monte Carlo (DMC). In VMC the multivariate integration is performed by a weighted sum over random configurations with probability distribution $|\Psi|^2$ known as the Metropolis algorithm [40]. Should the wavefunction be exact then any configuration within this form will be of the same local energy. This principle allows VMC computation of said energy to be repeatedly preformed with differing parameters in the trial wavefunction, seeking to minimise the variance or even energy directly.

In contrast, DMC takes a set of entire configurations and propagates them in imaginary time. The initial set of configurations is generated by a VMC computation. Past a sufficient period for equilibration, a statistical average is taken across all included configurations that is guaranteed as an upper bound on the true result given the nodal surface of the trial wavefunction is exact. Using a wrong nodal structure would lead to a “fixed-node” systematic error. However, the nodal structure of the HF solution is exact for a Coulomb potential in 1D, making DMC calculations particularly suited as they are free of fixed-node error in such systems [41]. For finite range interactions such as Yukawa potentials, the nodal structure of 1D systems is expected to be the same as in the case of the Coulomb interaction.

While in theory, imaginary time propagation will grant the desired result regardless of the initial input, in practise, a well optimised trial wavefunction is needed for reasonable efficiency. Under such circumstances DMC has proven to be as accurate or better than correlated wavefunction techniques while remaining applicable to very large systems. Here, both VMC and DMC calculations in the quasi-1D ring configuration are performed with the CASINO code [42, 43]. Similar calculations for a linear 1D system of electrons were performed by Lee and Drummond [41].

III. QUANTUM RING MODEL

A. Hamiltonian

We consider the problem of $n$ particles of alike spin on a ring of radius $R$ with the interaction $V(r_{ij})$. For the particle $i$, its position on the ring is $x_i \in [0, 2\pi R)$, and its signed ‘through-the-ring’ distance to particle $j$ is

$$r_{ij} = 2R \sin \left( \frac{x_i - x_j}{2R} \right).$$

The Seitz radius is given by

$$r_s = \frac{\pi R}{n} = \frac{1}{2\rho},$$

where $\rho = \frac{\pi R}{2n}$ is the average linear density $\rho(x)$. Each particle occupies, in average, a section $2r_s$ of the ring.

The Hamiltonian is defined by

$$H = -\frac{1}{2} \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2} + \sum_{i<j} V(r_{ij}).$$

B. Variational space

To describe the correlations induced by the interaction, we follow a method introduced by Jastrow [44]. We seek a solution of the form

$$\Psi^n = \exp(J) \Psi_0^n,$$

where $\Psi_0^n$ is the Slater determinant

$$\Psi_0^n = \det[\exp(im_ix_i/R)],$$

for

$$m_i \in \left\{ -\frac{n-1}{2}, -\frac{n-3}{2}, \ldots, -\frac{n-3}{2}, \frac{n-1}{2} \right\},$$

$$i \in \{1, \ldots, n\}.$$

The Jastrow function $J$ is expressed as [45]

$$J = \sum_{i<j} \left[ (|r_{ij}| - L_c)^3 \Theta(L_c - |r_{ij}|) \sum_{k=0}^{5} \alpha_k |r_{ij}|^k \right],$$

where $\Theta$ is the Heaviside step function and $L_c$ is a cutoff length. In 1-dimensional systems, the Kato cusp condition at $r_{ij} = 0$ [46] is satisfied with

$$\alpha_1 = 3\alpha_0 - \frac{\gamma}{L_c},$$

and $\gamma = 1/2$ [33]. The remaining $\alpha_k$ we seek to determine via VMC energy minimisation with the CASINO code [43]. This form of Jastrow is a complete power series up to order 8 in $r_{ij}$ with continuous first and second derivatives at $r_{ij} = L_c$. We choose $L_c = \pi R$ which is greater than the ring diameter and thus allows for long-range correlations through the entire ring.

Using the wavefunction (4) we evaluate its corresponding energy per particle

$$\epsilon(n) = \frac{1}{n} \int \frac{\langle \Psi^n \rangle^+ H \Psi^n}{\langle \Psi^n \rangle^2} d^n x_i,$$

via VMC, or for the highest precision, DMC methods.
C. Hartree-Fock solution

Restricting the variational space to a single Slater determinant corresponds to the Hartree-Fock mean-field approximation. Interestingly, it can be shown [34, 47] that the form (5) of the Slater determinant is equivalent to the Vandermonde determinant

$$\Psi_0^n \propto \prod_{i<j} r_{ij}.$$  \hspace{1cm} (10)

1. Kinetic energy

Using this form we can evaluate analytically the kinetic energy (KE) component of (9) as

$$\varepsilon_{HF}^{KE}(n) = \frac{n^2 - 1}{24R^2}. $$ \hspace{1cm} (11)

2. Coulomb interaction

Similarly for the potential energy (PE) and \( V(r_{ij}) = 1/|r_{ij}| \) we have [34]

$$\varepsilon_{HF}^{PE}(n) = \frac{2}{n\pi R} \sum_{i=0}^{n} \frac{1}{2i+1} \left( \frac{n-i}{2} \right), $$ \hspace{1cm} (12)

where \( \binom{n}{r} \) is the binomial coefficient. For \( r_s = 1 \) and \( n > 20 \), Eq. (12) is well approximated by

$$\varepsilon_{HF}^{PE}(n) \approx \frac{1}{2} \psi(n+3/2) - \frac{1}{2} \psi(1/2) - \frac{3}{4}, $$ \hspace{1cm} (13)

where \( \psi \) is the digamma function. In the limit \( n \to \infty \)

$$\varepsilon_{HF}^{PE}(n) \to \frac{1}{2} \sum_{k=1}^{\infty} \frac{1}{k}. $$ \hspace{1cm} (14)

as both functions \( \to \frac{1}{2} \sum_{k=1}^{\infty} \frac{1}{k}. \)

3. Yukawa interaction

The remaining interactions we consider are sums of attractive and repulsive Yukawa potentials to mimic the interaction between nucleons. Two different parameterisations are considered:

$$V_1^{\text{acc}}(r_{ij}) = \frac{1}{|r_{ij}|} \left[ 100e^{-200|r_{ij}|} - 64e^{-1.5|r_{ij}|} \right], $$ \hspace{1cm} (15)

$$V_2^{\text{acc}}(r_{ij}) = \frac{1}{|r_{ij}|} \left[ 12e^{-200|r_{ij}|} - 8e^{-10|r_{ij}|} \right]. $$ \hspace{1cm} (16)

These two potentials are contrasted against \(-1/|r_{ij}|\) in Fig. 1.

FIG. 1. Comparison between an attractive Coulomb potential (solid), and the two model nuclear potentials, Eq. (15) (short dashed) and Eq. (16) (dashed).

For a Yukawa interaction of screening parameter \( a \) we find the Hartree-Fock potential energy to be given by

$$\varepsilon_{HF,Y}^{PE}(n) = \frac{1}{2n\pi R} \sum_{i=0}^{n} g(i,aR) \left( \frac{n-i}{2} \right), $$ \hspace{1cm} (17)

where

$$g(i,aR) = 2\sqrt{\pi} \sum_{j=0}^{i} (-1)^j \left( \frac{2j+1}{2j+1} \right) \Gamma(i-j+1/2)$$

$$\times \left[ \Gamma(j+1) \right]_1 F_2 \left( j+1;1/2,i+3/2;a^2R^2 \right) - aR \Gamma(j+3/2) \left[ \frac{1}{2} F_2 \left( j+3/2;3/2,i+2;a^2R^2 \right) \right], $$ \hspace{1cm} (18)

\( \Gamma \) is the gamma function, and \( \gamma \) is the regularised generalised hypergeometric function. Indeed Eq. (18) reduces to \( 4/(2i+1) \) for \( a = 0 \), consistent with Eq. (12), and goes to 0 as \( a \to \infty \).

IV. RESULTS

A. Constant density

We begin our investigation taking the Seitz radius \( r_s = 1 \) for attractive (\( Z = -1 \)), zero (\( Z = 0 \)), and repulsive (\( Z = +1 \)) Coulomb potentials \( V(r_{ij}) = Z/|r_{ij}| \). Figure 2 shows the resulting energy per particle from QMC calculations (symbols) and from the Hartree-Fock approximations (lines). Due to the infinite range nature of the interaction the potential energy contribution continues to increase/decrease as the system expands at constant density. The zero case, which is comprised of purely the kinetic component, instead asymptotes to the value \( \pi^2/24 \). This case is found to match exactly the analytic expression Eq. (11) as no optimisation of the wavefunction occurs. In the interacting cases, the optimisation yields a lower energy than analytic expression \( \varepsilon_{HF}^{KE}(n) + Z\varepsilon_{HF}^{PE}(n) \) from
Eqs (11) and (12) by a few percentage points, as was similarly found for the repulsive case [34].

![Constant density $r_n = 1$](image)

**FIG. 2.** QMC (symbols) and HF (lines) energy per particle $\varepsilon$ for $n$ alike spin particles on a $r_n = 1$ ring with an interaction potential $Z/r$ for $Z \in \{-1, 0, +1\}$.

In Fig. 3 we instead consider Yukawa potentials $V(r_{ij}) = \exp(-a|r_{ij}|)/|r_{ij}|$ with various screening parameters $a$. Introducing a finite range to the interaction causes the energy per particle to approach a constant value with increasing system size for a fixed density. Here the HF analytic expressions are again found to overestimate the energy by several percent after Jastrow optimisation, but these differences approach zero as $a \to \infty$. This result is unsurprising as the potential component similarly goes to zero.

![Constant density $r_n = 1$](image)

**FIG. 3.** QMC (symbols) and HF (lines) energy per particle $\varepsilon$ for $n$ alike spin particles on a $r_n = 1$ ring with a repulsive Yukawa interaction potential $\exp(-ar)/r$ for $a \in \{0.0, 0.1, 0.5, 1.0, \infty\}$.

### B. Constant particle number

Having established the accuracy of the HF expressions for the individual Coulomb and Yukawa interactions we additionally consider the model nuclear interactions $V_{1/2}^{\text{nuc}}$ in Eqs. (15) and (16). As can be seen in Fig. 1, the primary difference between these potentials is the distance at which the minima occurs, which is larger for $V_{1/2}^{\text{nuc}}$ (short dashed line in Fig. 1) due to a higher repulsion term simulating the hard-core part of the nuclear interaction.

We contrast each interaction potential for a system of $n = 5$ particles and varying ring radius $R$ in Fig. 4. For small radii the kinetic energy diverges as $1/R^2$ and, as such, we find the energy to become strongly positive in this region for all interactions. However, with increasing $R$, each interaction begins to exhibit their own distinctive dependencies. The Coulomb ($Z = 1$) repulsion is still present for large $R$ due to its long-range $1/r$ dependency. In this case, the HF and exact results are in excellent agreement, indicating no or little beyond HF correlations. However, in the case of the potentials with an attractive component ($Z = -1$ and $V_{1/2}^{\text{nuc}}$), the QMC results significantly deviate from the HF analytical results at large radii. As illustrated by the inset of Fig. 4, these systems are bound by a negative energy per particle which becomes constant at large $R$. In this regime, a lower energy state is accessible from the particles preferentially bunching together compared to the base uniform case. An equilibrium distance between each particle is reached and further increases to the ring size no longer affect the energy. This behaviour is similar to the density saturation mechanism in nuclei. The inability of the HF analytical expressions to reproduce this behaviour is due to the space invariance of the mean-field Hamiltonian. As is well known in nuclear physics, however, such correlations can be incorporated at the mean-field level simply by breaking the symmetry under space translation [48].

The difference between the HF predictions for the two nuclear-like potentials for $R < 5$ a.u. deserves further discussions. QMC predictions with $V_{1/2}^{\text{nuc}}$ behave almost identically to the HF analytic expression. For $V_{1/2}^{\text{nuc}}$, however, the QMC result is signficantly below the HF case. In fact, this latter analytic expression suggests there is no radius at which the system will be bound, whereas in contrast, the Jastrow optimised values behave similarly to $V_{1/2}^{\text{nuc}}$ with negative energy above $R \sim 1$. The reason behind this is the very strong repulsive nature of $V_{1/2}^{\text{nuc}}$ for comparatively large $|r|$. In the HF state $\Psi_0$, the wavefunction is distributed irrespective of the interparticle interaction, which for $V_{1/2}^{\text{nuc}}$, begins to significantly occupy regions of strong repulsion. Instead, for the correlated state $\Psi^n$, the Jastrow optimisation allows the wavefunction to redistribute spatially, producing fluctuations that lead to significantly more localised wave-functions minimising the repulsion between the particles.

### C. Constant radius

We now investigate two regimes: small radii, where there is strong dependence on the ring size; and large radii, where
the system becomes size independent for attractive interactions. The energies for various particle numbers $n$ on a $R = 2$ a.u. ring are given in Fig. 5. In the $Z = \pm 1$ cases, the QMC results are again slightly below the analytic HF expressions, indicating small correlations. As shown by the $Z = 0$ case, the energy of non-interacting particles increases with $n$ due to the Pauli exclusion principle. For $V_{1,2}^{\text{nuc}}$, the systems first gain energy with increasing $n$ due to the attractive nature of the interaction. At large $n$, however, they become less bound (and eventually unbound) due to the Pauli induced increase of the kinetic energy and, in particular for $V_{1,2}^{\text{nuc}}$, the strong short-range repulsion. However, as was observed in Fig. 4, there is significant deviation between HF and QMC predictions for $V_{1,2}^{\text{nuc}}$. The Jastrow optimisation in QMC leads to far lower energies than available for the $\Psi_n^{0}$ (HF) form of the wavefunction. Again, this is due to the redistribution of the $\Psi_n$ correlated wavefunction to minimize the strong repulsion.

Figure 6 presents the energy per particle as a function of particle number $n$ for $R = 5$ a.u.. With a long range attraction ($Z = -1$), the energy keeps decreasing with the number of particles as each additional particle is able to interact with all the other particles of the localised system. With nuclear like short range interactions, however, a saturation of the binding energy per particle is observed as each additional particle is only able to interact with its closest neighbours. This saturation behaviour is typical of short range interactions as observed in nuclear systems.

V. CONCLUSIONS

The quantum ring model has been applied to systems of fermions interacting with different types of potentials, both attractive and repulsive, and with various ranges. In particular, interactions sharing qualitative features of the nuclear interaction between nucleons, i.e., a short-range repulsion and a finite range attraction, have been considered.
Thanks to the ring geometry, exact numerical solutions were obtained with the Quantum Monte-Carlo technique. Analytical solutions of the Hartree-Fock self-consistent mean-field equations were also found. Comparisons between HF and QMC predictions give an insight into the role of spatial correlations in the many-body systems. In many cases, the HF method agrees well with the QMC results. However, a strong short-range repulsion induces correlations to minimise the repulsion at high density. Similarly, spatial correlations are found in large rings, allowing for the formation of localised self-bound systems which, in the case of nuclear-like interactions, have constant binding energy per particle as in nuclei. Such correlations could be introduced at the mean-field level using the standard technique of breaking symmetries of the HF Hamiltonian.

These shared features with nuclear systems encourage the application of quantum rings and their generalisations to higher dimensions (hypersphere) [21] with realistic interactions between nucleons to test approximations to the nuclear many-body problem, as well as in the construction of energy density functionals.

The study of the behaviour of correlations with the system’s dimensionality is interesting in its own right. For repulsive electrons, the magnitude of correlation (i.e. beyond HF) effects is profoundly dependent on the number of dimensions. Specifically, correlation effects are moderate in 1D (e.g., in linear [49, 50] or ringium [35] configurations), much stronger in 2D (e.g., spherium), moderate in 3D (e.g., glomium) [21], and then monotonically weaker in higher dimensions. For attractive potentials, however, we would expect strong correlations (responsible for the formation of self-bound systems) to persist with increasing number of dimensions as long as the particles have the possibility to remain “near” to one-another. Nevertheless, the quantitative evolution of the magnitude of these correlations in attractive systems with dimensionality remains to be studied.

Quantum hyperspheres could play a complementary role as other idealised systems in nuclear physics such as neutron drops and infinite nuclear matter. It is also possible that such simplified geometries could find applications to describe semi-realistic systems, such as neutron skins and haloes in exotic nuclei.
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