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Abstract

We present rest-frame optical spectroscopic observations of 24 Hot Dust-Obscured Galaxies (Hot DOGs) at redshifts 1.7–4.6 with Keck/NIREST. Our targets are selected, based on their extreme red colors, to be the highest-luminosity sources from the WISE infrared survey. In 20 sources with well-detected emission, we fit the key [O III], Hβ, Hα, [N II], and [S II] diagnostic lines to constrain physical conditions. Of the 17 targets with a clear detection of the [O III]λ5007 Å emission line, 15 display broad blueshifted and asymmetric line profiles, with widths ranging from 1000 to 8000 km s⁻¹ and blueshifts up to 3000 km s⁻¹. These kinematics provide strong evidence for the presence of massive ionized outflows of up to 8000 M_⊙ yr⁻¹, with a median of 150 M_⊙ yr⁻¹. As many as eight sources show optical emission line ratios consistent with vigorous star formation. Balmer-line star formation rates, uncorrected for reddening, range from 30 to 1300 M_☉ yr⁻¹, with a median of 50 M_☉ yr⁻¹. Estimates of the SFR from Spectral Energy Distribution fitting of mid- and far-infrared photometry suggest significantly higher values. We estimate the central black hole masses to be of order 10⁸–10¹¹ M_☉, assuming the present-day Mstellar–Mgas relation. The bolometric luminosities and the estimated masses of the central black holes of these galaxies suggest that many of the active galactic nucleus-dominated Hot DOGs are accreting at or above their Eddington limit. The combination of ongoing star formation, massive outflows, and high Eddington ratios suggest Hot DOGs are a transitional phase in galaxy evolution.

Unified Astronomy Thesaurus concepts: Infrared galaxies (790); High-redshift galaxies (734); Active galaxies (17)

1. Introduction

Hot Dust-Obscured Galaxies (Hot DOGs; Eisenhardt et al. 2012; Wu et al. 2012) are a population selected through the “W1W2-dropout” criteria from WISE mission photometry (Wright et al. 2010). These objects are detected well in the WISE 12 and 22 μm bands (W3 and W4), but are detected poorly or not at all in the 3.4 and 4.6 μm bands (W1 and W2) (Eisenhardt et al. 2012), indicating an extremely red Spectral Energy Distribution (SED). Specifically, the selection criteria require (in Vega magnitude units) W1 > 17.4 and [W2 – W4] > 8.2. Hot DOGs usually have redshifts in the range of 2–3. They are relatively rare, with approximately 1000 detected in the WISE All-Sky data release (Cutri et al. 2012), although it has been suggested that they may be as common as equally luminous unobscured quasars (Assef et al. 2015). This suggests these objects may be an important, short-lived phase of galaxy evolution near the peak of both star formation and supermassive black hole growth (Wu et al. 2012; Bridge et al. 2013; Madau & Dickinson 2014).

Subsequent follow-up observations have emphasized the extreme nature of Hot DOGs. Hot DOGs have luminosities above 10¹² L_☉, making them among the most luminous galaxies in the universe (Wu et al. 2012; Assef et al. 2015; Tsai et al. 2015). As the name suggests, Hot DOGs have warmer dust than normal Dust-Obscured Galaxies (DOGs), on the order of 100 K, leading to significant differences in the SEDs of Hot DOGs compared with submillimeter galaxies or normal DOGs (Melbourne et al. 2012; Wu et al. 2012). The combination of warm dust and active galactic nucleus (AGN) activity observed in Hot DOGs led to the suggestion that Hot DOGs are obscured AGN with significant ongoing star formation in the host galaxy (Eisenhardt et al. 2012).

Previous observations of Hot DOGs have been focused on rest-frame infrared wavelengths, probing the hot dust emission that dominates the SED (e.g., Eisenhardt et al. 2012; Tsai et al. 2015). Additional work by Assef et al. (2015) extended the SEDs to rest-frame optical/near-infrared (≲2 μm). Subsequent observations of the Hα emission in five Hot DOGs detected broad emission in all targets, with Eddington ratios close to unity (Wu et al. 2018). Full rest-frame optical spectroscopy of 12 targets was first published in Jun et al. (2020); those authors found ionized outflows in optical emission lines showing extreme kinematics, with typical [O III]λ5007 Å blueshifts of approximately 1100 km s⁻¹ and full widths at half maximum (FWHMs) of approximately 2600 km s⁻¹.

Here, we present the results of Keck/NIREST observations covering the 0.95–2.4 μm spectral range of 24 Hot DOGs (rest-frame optical/UV), 20 of which have not been previously reported. This work brings the total number of Hot DOGs with
published rest-frame optical/UV spectra to 32. Section 2 summarizes the observations obtained, data reduction procedures, and the total infrared luminosity estimates. Our spectral analysis procedures, including redshift determination and line profile fitting, are described in Section 3. Section 4 discusses the origin of the radiation source in Hot DOGs and the kinematics of the profile fits, followed by a discussion of the implied outflow, star formation, and black hole properties in Section 5. We summarize our results in Section 6. For all calculations, we assume a flat ΛCDM cosmology with \( \Omega_m = 0.3, \Omega_{\Lambda} = 0.7, \) and \( H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}. \)

2. Observation and Data Reduction

Among other targets, a total of 24 Hot DOGs were observed over 12 nights using Keck/NIRES. NIRES is a cross-dispersed echelle spectrograph offering full simultaneous coverage of the Y, J, H, and K bands over five echelle spectral orders at an average spectral resolution of 2700 with a \( 0''55 \times 18'' \) slit on the 10 m Keck II telescope (D. S. Moon et al. 2020, in preparation; see also Wilson et al. 2004). The broad wavelength coverage makes NIRES ideal for targets with unknown or poorly constrained redshifts, as was the case for several of the Hot DOGs. Table 1 contains target and observation parameters for the observed objects. Full 1D extracted spectra for each target are presented in Figure 1, with prominent emission lines marked and regions of high telluric absorption shaded.

Observations were taken with five-minute individual exposures in ABAB or ABACA dither patterns. ABAB alternated between locations toward the top and bottom of the slit, while ABACA alternates between center, top, and bottom positions. The average total integration time was 65 minutes. Integration times varied as a result of weather conditions and scheduling considerations for other objects in the observing program. Observations of W0010+3236 and W2235+1605 were cut short when no features were apparent in the raw NIRES spectra, in order to maximize time spent on other targets. For some sources (e.g., W2246−0526 and W0410−0913 in Figure 1), the long individual exposures resulted in relatively poor sky subtraction, particularly in the H band. Flat fields were obtained using the dome flat-fielding lamps.

Spectra were reduced using SpeXTool (Cushing et al. 2004), updated for NIRES. After flat-fielding, SpeXTool performs a 2D wavelength calibration using approximately 200 sky lines computed following Lord (1992). The total error in the wavelength calibration, including effects from instrument flexure, was on the order of 0.5 pixels. The calibration errors are significantly smaller than the 2.7 pixel resolution element of NIRES, and correspond to a velocity of 20 km s\(^{-1}\) at the average instrument resolution. For most line profile fits, the reported error is significantly larger than the calibration uncertainty, indicating the wavelength calibration is not the dominant source of error. Sky and dark subtraction used the exposure dithering. Seeing was typically greater than the \( 0''55 \) NIRES slit (in the range of approximately \( 0''4−1''\)), averaging \( 0''6−0''7\), and all targets were effectively point-like in the NIRES trace. Center traces were identified manually and extracted with the optimal extraction algorithm as described in Cushing et al. (2004). For telluric correction, observations of an A0 standard star at similar airmass were taken immediately before or after each science observation and divided from the stacked 1D target spectrum. While this usually provides a high-quality telluric correction and relative flux calibration, detector persistence issues affecting observations on 2019 September 8 and 9 led to significant artifacts in the \( y\) and \( J\)-band continua for observations from those nights (blueward of 1.35 \( \mu \text{m} \) in the NIRES spectrum). This is most clearly seen in W2235+1605, and to a lesser extent in W1838+3429. In all targets, poor corrections are obtained in the strong telluric absorption bands near 1.4 and 1.85 \( \mu \text{m} \) (see shaded regions in Figure 1). In W2235+1605, these telluric features prevent clear identification and fitting of emission features, and the quality of the [O\( \text{III} \)] fit in W0255+3345 is impacted by telluric features. Other lines are well-separated from poorly corrected absorption features, and fitting does not appear to be significantly impacted by tellurics. In cases of poor sky subtraction, residual sky features are manually clipped during the emission line fitting process and do not significantly impact the final fit.

Absolute flux calibration was performed using the \( K'\)-band photometry from Assef et al. (2015) when available. Targets without such photometry were flux-calibrated by comparison with 2MASS (Skrutskie et al. 2006) sources in the NIRES \( K'\)-band slit-viewing camera, with a 1′/8 × 1′/8 field of view. By comparing different 2MASS calibration sources for the same objects, we estimate the uncertainty in the absolute flux calibration to be 20%−30%. No prior photometry or suitable 2MASS sources were available for W0010+3236, W0831+0140, W0216−0041, W2238+2653, and W2305−0039, all of which were observed under nonphotometric conditions. We therefore omit these sources from portions of the analysis that depend on the absolute flux, and we note that the flux calibrations in Figure 1 are approximate for these objects.

For targets with both H\( \alpha \) and H\( \beta \) detections, we report the Balmer decrements and implied \( A_V \) values in Table 2. This provides an estimate for the global impact of reddening and extinction in those objects, which appears to be substantial. We use these extinction estimates to correct H\( \alpha \) luminosities in Section 5.2. Because it is not clear whether the average extinction, which may be dominated by dust in the main body of the galaxy, should be applied to outflowing gas, Table 5 presents the derived outflow properties (outflow mass, mass outflow rate, energy/momentum fluxes) based on the uncorrected [O\( \text{III} \)] luminosity. The true values may be substantially larger, depending on the extinction of the outflow.

The total luminosity \( L_{\text{bol}} \) in Table 1 is estimated by adopting the technique outlined by Tsai et al. (2015), making a power-law interpolation between the mid/far-infrared photometry from Wu et al. (2012), Tsai et al. (2015), Fan et al. (2016), Farrah et al. (2017), and C.-W. Tsai et al. (2020, in preparation) for all targets and integrating with bounds extended 20% beyond the photometry. This power-law-based interpolation provides conservative estimates of the bolometric and total infrared luminosity compared with the torus+dust SEDs fit from Fan et al. (2016) (Tsai et al. 2015). This approach is preferred over the use of a scaling relation based on an AGN model as described in Assef et al. (2015) because it does not require a reddening correction based on other AGN templates. The underestimation of the bolometric luminosities in Table 1 implies that the estimates of the Eddington ratio in Table 7 are lower limits. We also calculate the luminosity based on observed-frame 3.4−160 \( \mu \text{m} \) photometry, \( L_{3.4−160} \), for all targets to enable a more clear comparison of the luminosities, as some targets lack FIR photometry. We also estimate the total 8−1000 \( \mu \text{m} \) infrared luminosity, \( L_{\text{IR}} \), based on the Chary & Elbaz (2001) SED grid, with a linear scale factor applied to the SED in order to better match the extreme Hot DOG luminosities. The quality of SED fits to the Hot DOG photometry
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Table 1
Observation and Target Properties

| R.A.         | Decl.       | z  | $I_{bol}$ | $I_{bol}$ | $L_{bol}$ | $W_2$ | $W_4$ | 160 µm | Obs. Date | $t_{int}$ |
|--------------|-------------|----|-----------|-----------|-----------|-------|-------|--------|-----------|-----------|
| W0010+3236   | +00:10:14.08| 0.5| ...       | ...       | ...       | ...   | ...   | ...    | ...       | ...       |
| W0116−0505   | −01:00:41.41| 0.7| 3.191     | 12.3      | 11.7      | 18.8  | 91.1  | 12    | 93 ± 6    | 33/10/18  |
| W0255+3435   | +02:55:34.89| 0.3| 2.668     | 10.5      | 9.9       | 11.4  | 36.1  | 17    | 73 ± 7    | 24/10/18  |
| W0220+0137   | +02:20:52.13| 0.3| 3.138     | 7.5       | 6.4       | 21.6  | 40.9  | 12    | 120 ± 6   | 30/08/20  |
| W0338+1941   | +03:38:51.33| 0.4| 2.131     | 3.0       | 3.0       | 6.4   | 37.3  | 11    | 48 ± 9    | 31/08/20  |
| W0410−0913   | +04:10:06.61| 0.6| 3.610     | 17.6      | 13.8      | 36.7  | 35.1  | 14    | 108 ± 13  | 23/10/18  |
| W0514−1217   | +05:14:42.63| 0.8| 2.235     | 11.4      | 10.6      | 14.7  | 127   | 32    | 165 ± 20  | 22/10/18  |
| W0831+0140   | +08:31:53.25| 0.3| 3.915     | 18.9      | 13.6      | 33.6  | 63    | 11    | <60µ     | 17/03/19  |
| W0859+4823   | +08:59:29.93| 0.2| 3.256     | 10.7      | 9.2       | 15.1  | 42    | 13    | 34 ± 11   | 11/10/19  |
| W0912+7741   | +09:12:47.16| 0.1| 1.995     | 2.0       | 1.9       | 1.8   | 26    | 9     | 17 ± 12   | 16/03/19  |
| W1322-0328   | +13:22:32.57| 0.4| 3.045     | 10.3      | 9.2       | 13.8  | 65    | 12    | 64 ± 7    | 17/03/19  |
| W1719+0446   | +17:19:46.63| 0.2| 2.551     | 2.8       | 2.0       | 7.7   | 110   | 15    | 43 ± 8    | 30/08/20  |
| W1724+3455   | +17:24:01.35| 0.6| 2.366     | 4.6       | 4.1       | 6.1   | 16    | 13    | 56 ± 6    | 26/06/18  |
| W1801+1543   | +18:01:25.67| 0.2| 2.329     | 8.9       | 8.0       | 10.5  | 140   | 25    | 98 ± 7    | 31/08/20  |
| W1835+4355   | +18:35:33.71| 0.6| 2.302     | 8.9       | 7.8       | 9.7   | 143   | 29    | 101 ± 13  | 24/06/18  |
| W1838+3429   | +18:38:09.15| 0.2| 3.295     | 10.7      | 9.2       | 15.1  | 42    | 13    | 34 ± 11   | 08/09/19  |
| W1905+5802   | +19:05:00.07| 0.5| 5.820     | 50.6      | 82.0      | 66.5  | 91    | 16    | 120 ± 6   | 17/03/19  |
| W2216+0723   | +22:16:19.09| 0.3| 1.685     | 1.3       | 0.8       | 5.6   | 100   | 15    | 131 ± 9   | 22/10/18  |
| W2245−0352   | +22:45:20.49| 0.1| 2.397     | 9.1       | 7.8       | 15.3  | 64    | 18    | 142 ± 12  | 24/06/18  |
| W2346−0256   | +23:46:07.56| 0.3| 4.602     | 32.7      | 28.8      | 65.9  | 38    | 16    | 125 ± 12  | 23/10/18  |
| W2305−0039   | +23:05:25.88| 0.2| 3.108     | 18.1      | 16.5      | 21.2  | 67    | 25    | 128 ± 13  | 10/11/19  |
| W2313−2417   | +23:13:01.56| 0.2| 2.042     | 3.8       | 3.4       | 6.0   | 60    | 14    | 91 ± 6    | 31/08/20  |

Note. Coordinates and fluxes in W2 and W4 are taken from the AllWISE source catalog (Cutri et al. 2012), values marked (a) are from Tsai et al. (2018), (b) are from Tsai et al. (2015), (c) are from Fan et al. (2016), (d) are from Farrah et al. (2017), and (e) are from C.-W. Tsai et al. (2020, in preparation). Redshifts are from cross-correlating the NIRES spectra with an SDSS line list unless noted. Asterisks are used to indicate redshifts determined from a single line in the NIRES spectrum. Bolometric luminosities are estimated using the approach from Tsai et al. (2015) to fit MIR and FIR photometry from Wu et al. (2012), Tsai et al. (2015), Fan et al. (2016), Farrah et al. (2017), and C.-W. Tsai et al. (2020, in preparation) to obtain a conservative lower limit. $L_{bol}$ uses the same approach but only the photometry from 3.4 to 160 µm. $L_{bol}$ estimates the total infrared luminosity by fitting the SEDs from Chary & Elbaz (2001) to the available photometry with a linear scale factor. W2 and W4 fluxes are from the AllWISE source catalog (Cutri et al. 2012) at 4.6 µm and 22 µm respectively, and were converted from WISE magnitude units using the zero points from Jarrett et al. (2011). The 160 µm photometry is from Herschel. Note that W0010+3236, W0116−0505, and W0514−1217 do not satisfy the W1W2-dropout criteria, but are included due to the WISE colors and similar rest-frame optical spectra.
was poor due to the lack of a hot dust component in the model SEDs, and we therefore prefer the lower-limit $L_{bol}$ and $L_{3.4-160}$ estimates using the Tsai et al. (2015) technique in subsequent analysis. The luminosities from the SED fits should be seen as a first-order comparison to the luminosities of local ULIRGS. We also note that the use of a power-law interpolation to estimate luminosity may be inaccurate if the emission is significantly anisotropic (e.g., Richards et al. 2006), but recent work has found emission redward of 15 µm to be highly isotropic (Ramos Almeida & Ricci 2017).

Figure 1. Full flux-calibrated NIRES spectra (in µJy), with significant emission lines marked at their expected location based on the target redshift. Targets are sorted by systemic redshift. Regions of high telluric absorption are shaded gray. Spectrum has been convolved with a two-pixel Gaussian kernel for clarity. Figure continues on the next page. Objects marked with asterisks may have unreliable absolute flux calibration due to a lack of prior photometry or reference objects in the NIRES slit image.
W0514−1217 is not a Hot DOG according to the W1W2 dropout criterion, due to its bright W1 flux, and was instead selected based on the [W2−W3] color criteria of Bridge et al. (2013). We include W0514−1217 in subsequent analysis, based on the similarity of the rest-frame optical spectrum to the targets that do satisfy the W1W2-dropout conditions. W0010+3236 and W0116−0505 also fail the W1 criteria, but by a much smaller margins than W0514−1217.
3. Spectral Analysis

3.1. Redshift Determinations

Redshifts were determined by cross-correlating the full spectra with a template based on an SDSS emission line list (Ahumada et al. 2020) and are listed in Table 1. The detection of multiple strong lines enables robust constraints for all targets except W0010−3236, W1905+5802, W1838+3429, and W2016−0041, with typical errors of $\sim 10^{-3}$ in $z$. The redshift of 2.235 listed for W0514−1217 in Table 1 differs significantly from the spectroscopic value of 2.5 reported in Farrah et al. (2017). Other redshifts are in good agreement with previously published values. In addition to the redshift from cross-correlation, redshifts are also fit for individual lines, which
Note. An asterisk indicates that the H\(\beta\) detection used in estimating the line ratios is an upper limit. The [O III]/H\(\beta\) and \(A_V\) values for these targets are thus lower limits. Optical extinction \(A_V\) calculated from Domínguez et al. (2013), assuming an intrinsic Balmer decrement of 3.1. Poor detection of H\(\beta\) leads to large errors in some line ratios.

Although the broad [O III] feature in W1322-0328 prefers a redshift \(z = 3.025\), the [O II]\(\lambda\)3727 Å feature indicates \(z = 3.043\), which is consistent with the value published in Tsai et al. (2015). We therefore adopt \(z = 3.043\) for W1322-0328, and constrain the [O III] fitting to this value.

The NIREs spectrum for W2246–0526 is consistent with the strong detection of [O II]\(\lambda\)3727 Å and weak detection of [Mg II]\(\lambda\)2799 Å at a redshift of 4.602, in good agreement with the values reported by Tsai et al. (2018) from C IV and [Mg II] detections and by Díaz-Santos et al. (2018) from Ly\(\alpha\).

3.2. Line Profile Fitting Routine

All line profile parameters were fit using a custom-built Markov Chain Monte Carlo (MCMC) fitting routine. Prior to fitting each line, the flux was normalized by dividing a fourth-degree polynomial fit to the surrounding continuum. Each line or set of lines was fit with one or more Gaussian profiles in wavelength space. A single walker was initialized near the result of a \(\chi^2\) minimization of the model line profile and run for 10\(^5\) steps, trimming the first five thousand in order to eliminate any remaining burn-in. An additional parameter was added to all models in order to account for the error in the observed spectrum, which was not well-determined from the reduction pipeline. This additional parameter does not affect the values of the best-fit line profile parameters, but is necessary to obtain accurate estimates for the fit errors. The median values of each parameter's MCMC chain are considered the best-fit line profile parameters, and 1\(\sigma\) errors are determined by the upper and lower bounds, which enclose 34% of the chain from the median.

3.3. H\(\alpha\) and [N II] Profiles

Figure 2 shows significant blending between the H\(\alpha\) and [N II] in all targets with detected H\(\alpha\) emission. We therefore constrain the [N II] and H\(\alpha\) features to a single redshift. The H\(\alpha\) emission is fit with two Gaussians to fit both narrow and broad emission. The [N II]\(\lambda\)6548, \(\lambda\) 6584 Å doublet ratio is fixed to...
0.338, and the [N II] width is fixed to the narrow Hα width. This assumes the [N II] and narrow Hα emission arise from similar physical environments with similar kinematics. No targets show evidence of emission from the nearby [Fe II] line complex, which is therefore not included in the fitting. Figure 2 plots the Hα profile fits in the right column, with [O III] plotted
on the left. The final $H\alpha$ template consists of six free parameters for redshift of the line complex, $H\alpha$ broad amplitude, $H\alpha$ broad width, $[\text{N II}]$ amplitude, $H\alpha$ narrow amplitude, and narrow $H\alpha$/[$\text{N II}$] width. Line profile parameters are listed in Table 4. The use of a single redshift for both broad and narrow $H\alpha$ emission, with no outflow component, is discussed in more detail in Section 4.2.

The blending of the $[\text{N II}]$ and $H\alpha$ lines complicates the fitting and error estimation for some targets. This effect is most notable for W1835+4355, W2216+0723, and W2313−2417, and is present to a lesser extent in W1801+1543 and W2238+2653. The blending of the line profile results in strong covariances between the redshift and line parameters, as shown in the top of Figure 3 for the case of W2216+0723. These covariances can result in degenerate fitting. Estimates of both the $[\text{N II}]/H\alpha$ ratio and its error are also less reliable in the presence of covariances. In cases where $[\text{N II}]$ is resolved separately, the degeneracies between parameters are broken.
Figure 3. Corner plot from the H$\beta$ fit to W2216+0723 in the top panel and W0514−1217 at bottom. Degeneracies between parameters are clearly present in W2216+0723, particularly for the redshift and the broad H$\beta$ component. This may allow significantly different kinematics to still offer a reasonable goodness of fit, beyond what is expected from our reported errors. In contrast, the clearly resolved [N II] emission in W0514−1217 breaks the degeneracies between [N II] and broad H$\beta$, resulting in minimal covariance between fitting parameters and more reliable error estimation.

and more fit results are obtained. This can be seen in the case of W0514−1217, plotted at the bottom of Figure 3.

W0338+1941 displays a unique H$\alpha$ line profile among the observed targets. The clear asymmetry in the line profile was best fit by allowing the line center of the broad H$\alpha$ emission component to vary freely. While the kinematics differ substantially from the observed [O III] profile, which shows no broad/blueshifted emission, it is consistent with the published spectrum of Wu et al. (2018) for W0338+1941. We discuss the origin of the broad H$\alpha$ emission in Section 4.2.

3.4. [O III] and H$\beta$ Profiles

Due to blending in some targets, we fit the [O III] and H$\beta$ lines simultaneously. For targets with detected H$\alpha$ emission, we fix the H$\beta$ width to the narrow H$\alpha$ width, as no sources show a clear broad H$\beta$ component, presumably due to signal-to-noise limitations. For targets without detected H$\alpha$ emission, the H$\beta$ width is fixed to the width of the narrow [O III] emission. The [O III]λ4959, λ5007 Å intensity ratio is fixed to 0.335. Fitting a single narrow component to the [O III] doublet resulted in a poor fit to most of the spectra, and therefore a second, blueshifted [O III] doublet was included with a free redshift. The resulting template consisted of seven free parameters for [O III]/H$\beta$ redshift, H$\beta$ amplitude, [O III] amplitude, [O III] width, blueshifted [O III] redshift, blueshifted [O III] amplitude, and blueshifted [O III] width. Line profiles’ parameters are listed in Table 3.

There is no statistically compelling evidence for a blue-shifted [O III] component in W0338+1941 or W1724+3455, so a fit with only a single [O III] doublet and H$\beta$ was used. Similarly, W1322-0328 is best fit without a narrow/systemic component, due to the width of the broad component and poor signal-to-noise, and is therefore fit with H$\beta$ and an outflowing [O III] doublet. The poor quality of the spectrum of W1322-0328 required significant additional constraints on the fitting to avoid fitting continuum features or telluric residuals, and the resulting H$\beta$ measurement should be considered an upper limit.

All targets except W2313−2417 prefer a significant blueshift to the broad [O III] emission. As was the case in the H$\alpha$ fitting, no targets show evidence of the [Fe II] line complex, which was therefore not included.

No clear [O III] detection is made in seven targets. A tentative detection is made in W2235+1605, but suffers from significant telluric contamination which prevents a clear identification. The redshift of W2246−0526 is too high to detect [O III]λ5007 Å. W0010+3236 W1905+5802, and W2016−0041 have featureless NRES spectra. W1719+0446 appears to have a small feature near the expected location of the [O III] doublet, but the quality of the spectrum is insufficient to obtain a fit. In W1838+3429, no [O III] detection is made despite a redshift from Tsai et al. (2015) that would place the [O III] feature in the K band.

3.5. Other Lines

In addition to H$\beta$, [O III]λλ5007 Å, H$\alpha$, and [N II]λλ6548 Å, detections of [O II]λλ3727 Å (13 targets), [O II]λλ3630 Å (four targets), [O I]λλ6363 Å (W1801+1543), [Mg II]λλ2799 Å (two targets), H$\alpha$ (W0514−1217), [He I]λλ3889 Å (W0514−1217), and [Ne vi]λλ3427 Å (W0514−1217) are listed in the Appendix, along with [S II] doublet detections (nine targets). For all but [S II], a Gaussian template with three free parameters was used to fit redshift, line width $\sigma$, and line intensity to the spectrum. For the [S II] doublet, the redshift was assumed to match H$\alpha$ and a three-parameter template consisting of two Gaussians with a fixed wavelength offset was attempted in order to fit line width, intensity of the 6732 Å line, and the [S II]λλ6732/6718 ratio. Significant blending of the doublet components results in poor constraints on the line ratio in all targets except W0514−1217, limiting our ability to use the [S II] feature to estimate electron densities, and most targets were better fit with a single Gaussian. We therefore report the total equivalent width for the doublet in Table 8.

3.6. Extinction Estimates

For the seven targets with both H$\alpha$ and H$\beta$ detections, we estimate the optical extinction in Table 2 by comparison with the intrinsic Balmer decrement. The $A_{V,\text{narrow}}$ estimates...
compare the Hβ flux with the narrow component of the Hα emission, while the $A_{{\text{V}}_{\text{narrow}}}$ estimates use the total Hα emission including the broad component. The validity of these estimates is dependent on the origin of the broad component to the Hα emission. If a significant portion of the broad Balmer emission originates from a high-density AGN broad-line region (BLR), the use of the total emission in estimating extinction will result in inaccuracies due to differences in the intrinsic Balmer decrement between the BLR and lower-density emitting regions (Osterbrock 1989). In this case, $A_{{\text{V}}_{\text{narrow}}}$ will provide a better estimate of the average extinction. In contrast, an outflow origin for the broad Hα emission would have the same intrinsic Balmer decrement as the narrow component, resulting in $A_{{\text{V}}_{\text{tot}}}$ providing a good upper limit for the average extinction in the narrow-line gas, as the Hβ feature is fit with a single component due to the signal-to-noise of the spectra.

All targets except W1835+4355 and W2238+2653 have narrow Balmer decrements substantially above the extinction-free value of 3.1 (Kim et al. 2006), indicative of significant extinction at optical wavelengths. Large optical extinctions in Hot DOGs were also reported in Assef et al. (2015) and Jun et al. (2020). Applying the Balmer decrement/extinction relation from Domínguez et al. (2013) with an intrinsic decrement of 3.1 to the measured Hα/Hβ flux ratios gives a mean $A_{{\text{V}}_{\text{narrow}}}$ of 2.4 mag and median of 3 mag, disregarding W1835+4355. These estimates are likely to be lower limits, as the dust obscuration will result in a bias in the observed emission toward less-obscured regions. As expected, the $A_{{\text{V}}_{\text{tot}}}$ estimates are significantly larger, with a mean of 6.4 mag and median of 6 mag. While these estimates suffer from the same bias toward less-obscured regions, the ambiguity in the origin of the broad component will cause $A_{{\text{V}}_{\text{tot}}}$ to overestimate the true extinction if the broad component arises from an outflow that is not detected in the Hβ line profile. The unphysical $A_{{\text{V}}_{\text{narrow}}}$ value obtained for W1835+4355 and large errors on other targets are a result of the poor quality of the Hβ detections in many targets.

Due to the possibility of differential extinction between emission components and the uncertainty in the origin of the observed broad Hα emission, correcting line luminosities based on either of the $A_{{\text{V}}}$ estimates in Table 2 is unreliable. The large measured Balmer decrements suggest that significant extinction is present at optical wavelengths, but assessing the precise impact of extinction of particular emission components would require spatially resolved spectroscopy to clarify the origin of the broad Hα emission and address the possibility of differential extinction between the narrow/systemic and broad/blueshifted components to the [O III] emission.

4. Results

The results of the line extractions for the Hβ/[O III] complex and Hα/[N II] complex are presented in Tables 2–4. Table 2 presents the ratios of line fluxes and optical extinction estimates, while Table 3 presents the measured line profile parameters for [O III] and Hβ. Table 4 presents the line profile parameters for [N II] and Hα. Figure 4 plots the line ratios from Table 2 on a Baldwin–Phillips–Terlevich (BPT) diagram (Baldwin et al. 1981). Fits to additional lines detected but not otherwise discussed are listed and plotted in the Appendix.

4.1. Star Formation versus AGN Activity

All targets with measured [O III] emission listed in Table 2 are plotted on a BPT diagram (Baldwin et al. 1981), allowing us to explore the relative importance of star formation and AGN activity in the observed Hot DOGs. Diagrams were made using both the total [O III] flux (Figure 4, right panel) and only the the flux from the narrow/systemic component (Figure 4, left panel). The [N II]/Hα ratios plotted in Figure 4 use the narrow component of the Hα fit. The width of the Hβ emission is fixed to match the value obtained from narrow Hα where available, or to match the narrow [O III] when no Hα detection is made. The use of the narrow Hα emission and fitting Hβ with the same width should prevent ambiguity in the origin of
the broad component from significantly impacting placements on the BPT diagram.

Tsai et al. (2015) found the bolometric luminosity of Hot DOGs to be AGN-dominated. However, the $10^{14} L_\odot$ luminosities of Hot DOGs are large enough that even a significant star formation component would be difficult to distinguish based on the infrared SED. In the case of the Hot DOG W1814+3412, Eisenhardt et al. (2012) estimates an extinction-corrected star formation rate of 300 $M_\odot$ yr$^{-1}$, despite star formation accounting for <10% of the bolometric luminosity.

Of the 17 targets presented here with detected [O III] emission, at least four—and possibly as many as eight—appear to have a significant starburst component based on the BPT diagram placement, in addition to broad H$\alpha$ emission indicative of AGN activity. W0338+1941 and W1724+3455 lack broad [O III] emission and are unambiguously in the region dominated by star formation, while W2238+2653 and W1835+4355 are near the starburst/AGN transition, with the classification depending on the inclusion of the broad/blueshifted [O III] emission in the [O III]/H$\beta$ ratio. W2305−0039 and W0859+4823 may also be dominated by star formation, based on the narrow/systemic [O III]/H$\beta$ ratio, though the high redshifts placing H$\alpha$ beyond the reach of NIRES prevents a precise placement on the BPT. The remaining targets are placed in the AGN-dominated region, though W0410−0913 and W0116−0505 are ambiguous due to the lack of an H$\alpha$ detection.

The increase in [O III]/H$\beta$ from the inclusion of the broad/blueshifted [O III] component is consistent with either an AGN-driven or a shock-driven origin for the broad/blueshifted [O III]

---

**Figure 4.** BPT diagram for all targets with measured [O III]. In the left panel, the narrow [O III] is used for the [O III]/H$\beta$ ratio. In the right panel, the total [O III] is used for the [O III]/H$\beta$ ratio. In both cases, only the narrow H$\alpha$ is used for the [N II]/H$\alpha$ flux ratio, due to uncertainty in the origin of the broad component. Targets above log [O III]/H$\beta$ = 0.5 are likely to be AGN. The cross in the upper right of each panel indicates the typical measurement errors. H$\alpha$ is out of the wavelength range accessible to NIRES for $z$ > 2.7, so targets with $z$ > 2.7 are plotted as horizontal lines for the [O III]/H$\beta$ measurement. Star formation/AGN dividing contours are plotted for $z = 0$ (Kewley et al. 2001, in black) as well as $z = 2$ and $z = 3$ (Kewley et al. 2013, shaded by redshift), and points are shaded by the target redshift.

---

**Table 4**

| [N II] and H$\alpha$ Line Profile Parameters |
|---------------------------------------------|
| FWHM$_{N II}$ (km s$^{-1}$) | EW$_{N II}$ (Å) | FWHM$_{N II}$ (km s$^{-1}$) | EW$_{H\alpha}$ (Å) | FWHM$_{H\alpha}$ (km s$^{-1}$) | EW$_{H\alpha}$ (Å) |
| W0255+3345 | 690 ± 50 | 250 ± 40 | 690 ± 50 | 730 ± 60 | 6000 ± 1000 | 1200 ± 300 |
| W0338+1941** | 610 ± 10 | 230 ± 30 | 610 ± 30 | 750 ± 40 | 4300 ± 400 | 1100 ± 100 |
| W0514+1217 | 440 ± 10 | 51 ± 6 | 440 ± 10 | 520 ± 10 | 3050 ± 50 | 1560 ± 40 |
| W0912+7741 | 520 ± 20 | 220 ± 30 | 520 ± 20 | 860 ± 50 | 4300 ± 400 | 1300 ± 200 |
| W1724+3455 | 670 ± 30 | 220 ± 80 | 670 ± 30 | 1800 ± 100 | 4200 ± 600 | 2100 ± 500 |
| W1801+1543* | 850 ± 30 | 270 ± 20 | 860 ± 30 | 330 ± 20 | 3100 ± 100 | 730 ± 80 |
| W1835+4355* | 1030 ± 40 | 240 ± 30 | 1030 ± 40 | 310 ± 30 | 2800 ± 100 | 590 ± 90 |
| W2216+0723* | 960 ± 80 | 800 ± 90 | 960 ± 80 | 660 ± 80 | 3200 ± 100 | 2600 ± 300 |
| W2238+2653* | 610 ± 40 | 160 ± 20 | 610 ± 40 | 340 ± 30 | 2550 ± 80 | 1600 ± 100 |
| W2313−2417 | 990 ± 50 | 230 ± 30 | 990 ± 50 | 220 ± 20 | 5800 ± 900 | 400 ± 100 |

Note. Equivalent widths and FWHM for [N II] and H$\alpha$ detections. Propagated errors do not account for covariance between fit parameters, which is substantial in targets with more blended line profiles, particularly W1835+4355 and W2216+0723. An asterisk indicates that multiple parameters were strongly degenerate in the MCMC corner plots. The ** symbol indicates that the broad H$\alpha$ emission in W0338+1941 is blueshifted by 1800 ± 200 km s$^{-1}$ with respect to the narrow component, while in all other cases the broad H$\alpha$ is at the same redshift as narrow H$\alpha$ and [N II].
emission. The two scenarios could be distinguished if a broad component to the [N II] emission analogous to the [O III] broad/blueshifted component could be identified. However, the blending of the [N II] and Hα profiles makes such a distinction impossible in the available Hot DOG spectra, and an acceptable fit is obtained in all targets with only a single [N II] component. Furthermore, the extreme (>10) [O III]/Hβ ratios in some Hot DOGs are inconsistent with shock models (Rich et al. 2010), and the high ionization suggests the presence of an AGN.

While the selection criteria and presence of large ionized outflows suggest all targets host luminous AGN, several sources appear to be starburst-dominated in the narrow-component BPT diagram (left panel, Figure 4). However, outflow properties do not seem to correlate with location on the BPT diagram, and both the [O III] and Hα line profiles are broadly similar across all targets. The large A_V values in Table 2 and the similarity in the observed spectra suggests the differences in location on the BPT diagram may be a result of dust obscuration. In highly obscured objects the rest-frame optical spectra may not readily detect a buried AGN, and may instead be dominated by star formation in the host galaxy. In such cases, an AGN may still be detectable at longer wavelengths, and previous rest-frame infrared observations of Hot DOGs are consistent with dust heating by AGN (Wu et al. 2012). Due to the high obscuration toward the AGN component, the fraction of AGN-dominated sources among the Hot DOGs as revealed by their rest-frame optical spectra should therefore be considered a lower limit on the true AGN-dominated fraction. The underestimate of the [O III]/Hβ ratios due to the inclusion of some broad Hβ emission by the single-component fit further biases the BPT placements toward the region dominated by star formation.

4.2. Line Profiles and Gas Kinematics

Nearly all (15/17) targets with detected [O III] emission show evidence of significant broad and blueshifted [O III] emission in addition to narrower emission at the systemic redshift determined from other lines. Ratios of line fluxes are presented in Table 2, and kinematic properties of lines are reported in Tables 3 and 4. Typical blueshift velocities of the centroid of the broad/blueshifted component compared with the narrow/systemic component are listed in Table 3 and are on the order of 2000 km s^{-1}. The FWHM of this broad component tends to be substantially larger, on the order of 4000–5000 km s^{-1}. The relative contribution of the blueshifted component to the overall [O III] emission varies dramatically. W0859+4823 provides a clear example of the blueshifted emission dominating the total [O III] luminosity, contributing more than 80% of the total line flux. However, in W0220 +0137, W0255+3345, W0912+7741, and W2216+0723, the majority of the [O III] luminosity is in the narrow component, and W0338+1941 and W1724+3455 entirely lack a broad/blueshifted component, suggesting significant variation in the properties of the broad component between objects. Broadened asymmetric blueshifted line profiles are indicative of ionized outflows in nearby Seyferts (e.g., Osterbrock 1989; Schmidt et al. 2018), though the blueshifted components in those objects do not dominate the total emission as is the case in the Hot DOGs.

The [N II] and Hα lines do not show kinematics similar to those of the broad/blueshifted [O III] emission. Attempts to match the Hα emission profile with the kinematics of the broad/blueshifted [O III] emission resulted in a statistically worse fit (ΔBIC > 10). For all targets except W0338+1941, the broad Hα component is consistent with the redshift of the narrow Hα component and [N II]. This suggests that a significant fraction of the broad Hα emission may come from a high-density BLR, and we therefore exclude this component from the [N II]/Hα ratio used in Figure 4.

However, the strong blending of Hα and [N II] lines in many targets means we cannot rule out a lower-velocity outflow in those lines, similar to the results from other Hot DOGs in Wu et al. (2018). AGN-driven Hα outflows with lower velocities than seen in [O III] are common in nearby Type 2 quasars (Kang et al. 2017), and they may be present in W2216+0723, W1724+3455, and W2238+2653 (see Figure 2, right column). High-velocity [O III] emission with no corresponding Hα has also been seen in other luminous, red galaxies at z ≈ 2–3 (Zakamska et al. 2016). Despite the possibility of weak outflows in Hα, fixing the broad Hα to the redshift of the narrow component resulted in good fits for all sources except W0338+1941. The use of a single component to fit the broad Hα emission despite the possible existence of outflows means we cannot be certain of the physical origin of the broad emission, nor of the relative contributions of the BLR and outflows to the total Hα emission.

W0338+1941 is the only Hot DOG in the sample to show clear evidence of a fast outflow in the Hα profile. While the [O III] profile does not show any broad/blueshifted component, the width and blueshift of the broad Hα component are 4300 km s^{-1} and 1800 km s^{-1}, respectively, comparable to the broad [O III] kinematics seen in other Hot DOGs. The lack of an observed outflow in [O III] suggests the broad/blueshifted emission is due to Hα rather than the [N II] doublet, which has a comparable critical density to the [O III] doublet. This suggests that W0338+1941 hosts an outflow similar to those seen in other Hot DOGs, but at a higher density and/or lower ionization, which results in the outflow being visible in the Hα profile and not [O III], in contrast with other Hot DOGs. Future spatially resolved spectroscopy may offer insight into how the outflow in W0338+1941 differs from other Hot DOGs.

5. Discussion

5.1. Outflow Energies

Interpreting the broad/blueshifted [O III] emission as an ionized outflow, we estimate the energetic properties of the outflow. The [S II] doublet ratio is well-constrained only for W0514−1217, with a best-fit value of 1.05 ± 0.15. In the remaining targets, the lines of the [S II] doublet are too broad to obtain a reliable estimate for the intensity ratio, and the doublet is fit with a single Gaussian. The ratio from W0514−1217 corresponds to an electron density n_e ≈ 300 cm^{-3} (Draine 2011). While we adopt this value for subsequent calculations, the variation in the centroids for targets with blended [S II] doublets suggests a range of densities among Hot DOGs. Spatially resolved observations of outflows find electron densities in nearby AGN outflows ranging from 10^2–10^3 cm^{-3} (e.g., Greene et al. 2011; Harrison et al. 2014; Karouzos et al. 2016a), broadly consistent with our assumed value of 300 cm^{-3}. To calculate the mass of outflowing gas, we adopt the relations from Nesvadba et al. (2011)
and Carniani et al. (2015):

\[ M_{\text{gas}} = 4 \times 10^7 M_\odot \times \left( \frac{L_{[\text{O III}],\text{outflow}}}{10^{44} \text{ erg s}^{-1}} \right) \left( \frac{\langle n_e \rangle}{10^3 \text{ cm}^{-3}} \right)^{-1}, \]  

(1)

where \( L_{[\text{O III}],\text{outflow}} \) is the luminosity of the broad/blueshifted component to the [O III] emission and we have assumed \( \langle n_e \rangle^2 / \langle n_e^2 \rangle \times 10^{-10} \approx 1 \), such that the Nesvadba et al. (2011) and Carniani et al. (2015) relations are equivalent; see Jun et al. (2020) for details. We next calculate the effective outflow velocity, correcting for projection and dust extinction effects for a spherical geometry (Bae & Woo 2016; Bae et al. 2017):

\[ v_{\text{out}} = 2 \sqrt{\sigma_{[\text{O III}],\text{broad}}^2 + \Delta v_{[\text{O III}],\text{broad}}^2}, \]

(2)

where \( \sigma_{[\text{O III}],\text{broad}} \) is the standard deviation of the Gaussian fit to the broad/blueshifted [O III] component and \( \Delta v_{[\text{O III}],\text{broad}} \) is the shift of the broad/blueshifted [O III] component relative to the narrow/systemic component. From the mass and velocity of the outflow, we can then define the mass ejection rate, energy injection rate, and momentum flux as follows, assuming a filled spherical geometry (e.g., Maiolino et al. 2012):

\[ M_{\text{out}} = \frac{3M_{\text{gas}}v_{\text{out}}}{R_{\text{out}}}, \]

\[ E_{\text{out}} = \frac{3M_{\text{gas}}v_{\text{out}}^3}{2R_{\text{out}}}, \]

\[ P_{\text{out}} = \frac{3M_{\text{gas}}v_{\text{out}}^3}{R_{\text{out}}}. \]  

(3)

The resulting estimates for outflow properties are listed in Table 5. As the NIRES spectra are not spatially resolved, the outflow size must be assumed. We use \( R_{\text{out}} \approx 3 \text{ kpc} \), as in Jun et al. (2020). This choice is motivated by spatially resolved observations of nearby outflows, which are typically \( \sim 1-10 \text{ kpc} \) (e.g., Harrison et al. 2014; Karouzos et al. 2016; Kang & Woo 2018). As no reddening/extinction corrections have been applied and only the ionized component of the outflow is considered, the values in Table 5 may be lower limits to the true outflow properties. Outflow mass, mass outflow rate, kinetic energy, kinetic energy injection rate, and momentum flux are linearly proportional to the broad/blue [O III] luminosity. If the extinctions estimated from the Balmer ratio are applicable to the outflow seen in [O III], the derived outflow masses may be underestimated by a factor of \( \sim 2 \). While assumptions were required for both the size and density of the outflow, the derived outflow properties depend linearly on these assumptions, and the density and size are likely to be inversely correlated, partially mitigating these assumptions on the final derived quantities. To reflect the additional of these assumptions, the error estimates in Table 5 include an additional factor-of-two uncertainty added in quadrature to the uncertainty in the luminosity arising from the flux calibration.

We measure mass outflow rates up to \( \sim 8000 M_\odot \text{ yr}^{-1} \) (median \( 150 M_\odot \text{ yr}^{-1} \), mean \( 950 M_\odot \text{ yr}^{-1} \)), and typical energy injection rates on the order of \( 10^{45} \text{ erg s}^{-1} \). These estimates are similar to those reported in Jun et al. (2020), which range from \( \sim 60 \) to \( \sim 4300 M_\odot \text{ yr}^{-1} \), median \( 970 M_\odot \text{ yr}^{-1} \), with typical energy injection rates on the order of \( 10^{45} \text{ erg s}^{-1} \). W2216+0723 was also observed in Jun et al. (2020), allowing a direct comparison of the analyses. Despite similar outflow velocities, we report a dramatically smaller mass outflow rate. The difference appears to be a result of differences in the flux calibration. We use the broadband photometry from Assef et al. (2015) to perform flux calibration, which underestimates the flux compared with the spectrum presented in Jun et al. (2020). We caution that flux calibration in faint targets can be highly uncertain, and further note the presence of strong telluric features near the [O III] line in W2216+0723 that may interfere in flux calibration for this target specifically.

The mass outflow rate for W0116–0505 is larger than that of any other observed Hot DOG, while the velocities of the outflows in W0410–0913 and W0220+0137 are the largest.
5.2. Star Formation Rate Estimates

Figure 4 indicates at least four, and possibly as many as eight, of the Hot DOGs have optical emission line ratios consistent with heating by young stars. Due to the extreme bolometric luminosities of Hot DOGs, these sources could have very high star formation rates, even if star formation accounts for only a small proportion of the total luminosity. For targets with a Balmer-line detection and where the narrow component indicates significant star formation from the BPT diagram, we can estimate the star formation rate assuming case B recombination (Osterbrock & Ferland 2006; Murphy et al. 2011):

\[
\frac{\text{SFR}_{\text{Balmer}}}{M_\odot \text{ yr}^{-1}} = 5.37 \times 10^{-42} \left( \frac{L_{\text{H}\alpha}}{\text{erg s}^{-1}} \right),
\]

where \(L_{\text{H}\alpha}\) is the luminosity of the narrow \(\text{H}\alpha\) component, which we used to identify the star-forming Hot DOGs in the BPT diagram. For targets without observations of \(\text{H}\alpha\), we estimate \(L_{\text{H}\beta}\), assuming case B recombination. We use both the uncorrected value of \(L_{\text{H}\alpha}\) and the value after applying the \(A_{V,\text{narrow}}\) estimates from Table 2. We exclude W0255+3345, W0514+1217, W0912+07741, W1801+1543, W2216+0713, and W2313–2417 from the \(\text{SFR}_{\text{Balmer}}\) calculation, based on the BPT placement in the left panel of Figure 4. W2238+2653 did not have an accurate absolute flux calibration and the \(\text{SFR}_{\text{Balmer}}\) could not be calculated, despite falling in the star-forming region of the BPT. The uncorrected Balmer-line SFRs have a mean of 250 and median of 50 \(M_\odot \text{ yr}^{-1}\). The uncertainties are expected to be on the order of 20%–30%, dominated by the continuum flux rather than the line equivalent width. The errors on the extinction correction add an additional factor of \(\sim 2\) uncertainty to the corrected Balmer SFR for W1835+4355 and a factor of \(\sim 6\) for W1724+3455. Values are listed in Table 6.

Since Hot DOGs are inherently dusty galaxies and the star formation rates derived from the rest-frame optical emission lines may be lower limits, even when corrected for extinction, we also calculate an SFR from the cold dust emission for comparison. For each Hot DOG in Table 6, we fit the available MIR/FIR photometry with the composite SED library from Kirkpatrick et al. (2015) to derive the fraction of the total 8–1000 \(\mu m\) luminosity contributed by star formation. Since the templates do not contain galaxies with the hot dust excess characteristic of Hot DOGs, we add a blackbody dust emission component with a temperature similar to the 450 K emission identified in Tsi et al. (2015). We assume that this hot dust emission is entirely powered by a central AGN. For all objects, the AGN contribution to the FIR flux is at least 90%, and is typically 60%–70% for the total 8–1000 \(\mu m\) emission. After deriving the total fractional IR emission contributed by star formation, we use the relation in Murphy et al. (2011) to estimate the corresponding star formation rates:

\[
\frac{\text{SFR}_{\text{IR}}}{M_\odot \text{ yr}^{-1}} = 3.88 \times 10^{-44} \left( \frac{L_{\text{IR}}}{\text{erg s}^{-1}} \right).
\]

The resulting values for each object are listed in the last column of Table 6 rounded to the nearest 100 \(M_\odot \text{ yr}^{-1}\), and have a mean and median of 2600 \(M_\odot \text{ yr}^{-1}\). The spacing of the model grid suggests that these values are accurate to within about ten percent. However, because the SED fitting procedure consistently prefers the template with one of the largest 8–1000 \(\mu m\) values in the model grid, the star formation rate values should be seen as upper limits. We note that, while applying the narrow extinction correction to the \(\text{SFR}_{\text{Balmer}}\) estimate for W1724+3455 gives a corrected Balmer value much larger than \(\text{SFR}_{\text{IR}}\), the uncertainty in the optical extinction correction for this source is large.

The Balmer-derived SFRs in our Hot DOG sample are comparable to main-sequence galaxies with stellar masses \(M_*$ \approx 10^{10}$–$10^{11}$\(M_\odot\) at \(z \sim 2$–$3\) (Daddi et al. 2007; Elbaz et al. 2011; Speagle et al. 2014). Without a careful estimate of the stellar masses, best made by modeling the rest-frame near-infrared continuum, it is difficult to determine the location of our star-forming Hot DOGs relative to the main sequence at \(z \sim 2$. Low stellar masses would suggest that these galaxies are experiencing a large burst of star formation, together with enhanced accretion onto the supermassive black hole. Large stellar masses, as have been reported for some Hot DOGs (e.g., Assef et al. 2015), would place these galaxies on or below the main sequence, suggesting they may be in the act of quenching star formation.
AGN, allowing the less-extincted star formation luminosity to dominate at rest-frame optical wavelengths, while the AGN continues to dominate in the infrared. We will therefore estimate black hole masses and Eddington ratios for all observed Hot DOGs, regardless of optical classification, under the assumption that Hot DOGs are AGN with varying levels of obscuration at optical wavelengths. Upper limits on the black hole mass are estimated \( M_{\text{BH}} - \sigma_g \) relation from Kormendy & Ho (2013), using the narrow-line emission width as an upper limit on \( \sigma_g \):

\[
\log \frac{M_{\text{BH}}}{10^9 M_\odot} < -(0.510 \pm 0.049) + (4.377 \pm 0.290) \log \frac{\sigma_g}{200 \text{ km s}^{-1}},
\]

where \( \sigma_g \) is the stellar velocity dispersion, which we replace with the \( \sigma \) value determined from the narrowest detected emission feature. Narrow-line regions of AGN have been known to introduce significant line broadening beyond the Keplerian motion (e.g., AGN shocks or outflows), with emission lines overestimating \( \sigma_g \) by up to 50\%—100\%, resulting in an overestimate of the black hole mass \( M_{\text{BH},o} \) (Bennert et al. 2018). We minimize the effect of this broadening by using the narrowest observed emission feature, which should be least impacted by nongravitational motion and therefore provide a better estimate for \( \sigma_g \). It is possible some of the larger \( M_{\text{BH}} \) estimates (those well above \( 10^9 M_\odot \), as in W1322-0328) are overestimates due to nongravitational gas motions, particularly in cases where \( \sigma_{\text{gas}} > 400 \text{ km s}^{-1} \), the largest \( \sigma_g \) seen in inactive galaxies, but we report them here in an effort to calculate the masses consistently across the sample. Using the resulting upper limits on \( M_{\text{BH}} \), we then calculate lower limits on the Eddington ratios, using the conservative power-law bolometric luminosity estimates from Table 1:

\[
L_{\text{Edd}} = 3.2 \times 10^{48} \left( \frac{M_{\text{BH}}}{M_\odot} \right) L_\odot
\]

\[
f_{\text{Edd}} = \frac{L_{\text{bol}}}{L_{\text{Edd}}}
\]

We note that upper limits for the black hole masses should result in lower limits on the Eddington ratio, as the power-law method used to estimate the bolometric luminosity from MIR/FIR photometry in Table 1 from Tsai et al. (2015) provides a lower limit. Despite this, nine out of the seventeen Hot DOGs for which we make estimates have \( f_{\text{Edd}} \gtrsim 1 \), and three more have \( f_{\text{Edd}} \gtrsim 0.3 \), indicating that super-Eddington accretion is common in Hot DOGs. Similar findings for Hot DOG Eddington ratios are presented in Wu et al. (2018), Tsai et al. (2018), and Jun et al. (2020). While the radiation pressure from super-Eddington accretion provides a possible mechanism for driving the observed outflows, the lack of observed outflows in W1724+3455 despite \( f_{\text{Edd}} \sim 1 \) and the presence of such outflows in W0255+3345 and W2216+0723 despite a low value of \( f_{\text{Edd}} \) suggests [O III] outflows may not be uniquely linked to the accretion rate.

The calculation for \( f_{\text{Edd}} \) assumed \( L_{\text{bol}} \approx L_{\text{AGN}} \), which assumes the star-forming component does not contribute significantly to the overall luminosity. We believe this is a reasonable assumption, as the \( f_{\text{AGN}} \) estimates made earlier do not account for the emission from AGN-heated dust, which dominates the Hot DOG SEDs in the MIR (Tsai et al. 2015). Furthermore, as the \( L_{\text{bol}} \) values underestimate the true luminosity, the presence of a \( \sim 10\%\) star formation contribution to the total luminosity would not necessarily cause a significant difference between the values listed in Table 7 and the true \( f_{\text{Edd}} \).

We also note that the 0.3 dex intrinsic scatter of the \( M_{\text{BH}} - \sigma_g \) relation introduces significant uncertainty in the Eddington ratio estimates due to the uncertainty in \( M_{\text{BH}} \), though on average the \( M_{\text{BH},o} \) listed in Table 7 should overestimate the true \( M_{\text{BH}} \) due to the use of gas dispersion as an upper-limit estimate for \( \sigma_g \).

### 5.4. Feedback on Host Galaxy

The extreme mass outflow rates and outflow velocities in Table 5 suggest that the central AGN is producing significant feedback on the host galaxy in Hot DOGs. The momentum fluxes listed in Table 5 are generally on the order of \( 10 L_{\text{bol}}/c \). Simulations of AGN-driven winds in galaxy mergers indicate that the observed outflow velocities and momentum fluxes in Hot DOGs are sufficient to quench star formation over a few hundred Myr and may also be capable of unbinding a substantial portion of the host galaxy’s initial gas (DeBuhr et al. 2012). Despite this, we observe star formation in Hot DOGs comparable to massive main-sequence galaxies at similar redshift, even without correcting H\(\alpha\) luminosities for extinction. The significant ongoing star formation suggests a more complicated interaction between the outflows and the ISM of the host galaxy, e.g., that the radial or angular extent of ionized outflows may not quench the entire host galaxy, or that the outflows are in the process of quenching star formation (e.g., Hopkins 2012; Woo et al. 2017).
Extreme feedback is consistent with previous published observations of Hot DOGs. Díaz-Santos et al. (2016) obtained spatially resolved observations of the [C II] line in W2246−0526 that indicated a turbulent ISM and significant isotropic mass ejection. Radiation pressure from super-Eddington accretion may expel significant amounts of material from the central AGN region, and possibly the host galaxy as well (Assaf et al. 2015), quenching star formation in the process. This would be consistent with the observation of extended Lyα emission near hot, dusty WISE sources at similar redshift (Bridge et al. 2013). The broad-component kinematics in Table 3 and the energetics in Table 5 are consistent with the explanation of Hot DOGs as a short-lived phase of intense accretion onto the central AGN coexisting with the expulsion of material due to strong feedback (see Díaz-Santos et al. 2018).

Massive outflows have also been observed in nearby ($z < 1$) spatially resolved ULIRGS. Observations of nearby ULIRGS have reported molecular outflows from CO and OH observations with typical speeds of several hundred km s$^{-1}$ and mass outflow rates of several hundred $M_\odot$ yr$^{-1}$, ranging up to $\sim$1700 km s$^{-1}$ and $\sim$1500 $M_\odot$ yr$^{-1}$ (González-Alfonso et al. 2017; Gowardhan et al. 2018). Observations of ionized lines in local ULIRGS have found similar outflow speeds but smaller mass outflow rates, on the order of 10 $M_\odot$ yr$^{-1}$ (Soto et al. 2012), indicating that most of the mass is in the molecular component of the outflow. At somewhat higher redshift ($z = 1.4$), ionized outflows with speeds up to 1700 km s$^{-1}$ and mass outflow rates of 500–1500 $M_\odot$ yr$^{-1}$ have been reported for the quasar 3C 298 (Vayner et al. 2017). These mass outflow rates are similar to the values for Hot DOGs listed in Table 5. With limited spatial resolution, it is not possible to conclusively link the observed fast outflow in our sample Hot DOGs with the central AGN. However, all galaxies in this sample are AGN-dominated, based on MIR photometry, which should be less impacted by dust obscuration compared with optical indicators, and the outflow speeds are well above any seen in starburst galaxies in the local universe (Heckman et al. 1990). The Hot DOG outflows are comparable to those seen in AGN-dominated ULIRGs, where the speed correlates with AGN power (Spoon & Holt 2009; Veilleux et al. 2013), and in some high-$z$ quasars as described above. We therefore believe the link between the observed fast outflows and AGN in the Hot DOGs is supported by the available observational evidence.

The dusty nature of Hot DOGs may imply that much of the outflow, at least in the central regions, remains hidden from view. Despite this, we find median outflow speeds and mass rates in excess of the most extreme ionized outflows in local ULIRGs, and comparable to high-redshift quasars. The mass outflow rates in the ionized gas are comparable to or greater than the derived uncorrected star formation rates, suggesting significant mass loading in the winds. When reddening and extinction effects are considered, ionized outflows in Hot DOGs may be substantially stronger than analogous features in other objects, and are likely to have significant feedback on the host galaxy.

6. Summary and Conclusions

We obtained Keck II/NIRES spectra covering 0.95–2.42 $\mu$m for a total of 21 Hot DOGs and three additional objects with a similar 4.6–22 $\mu$m SED. From the spectra and fits to the observed emission lines, we find:

1. We obtain emission line redshifts for 20 objects ranging from $z = 1.7$–4.6. No clear features were present in the spectra of four objects, preventing a redshift determination of the NIRES spectrum. Nine targets have $z > 3$, significantly expanding the number of high-redshift Hot DOGs with optical spectroscopy.

2. The [O III]$\lambda$5007 line was detected in 17 objects. Of these, 15 required the presence of a broad, blueshifted component. In nine targets, the broad blueshifted component comprised the majority of the total [O III] luminosity. These line profiles are indicative of massive, ionized outflows, with a median outflow rate of 150 $M_\odot$ yr$^{-1}$, and a maximum of 8000 $M_\odot$ yr$^{-1}$. These mass loss rates are significantly larger than those seen in ULIRGS in the local universe, but comparable to those seen in some $z \sim 2$ QSOs.

3. Fits to the mid- and far-infrared SEDs of Hot DOGs suggest they are all AGN-dominated. The presence of AGN is further supported by the detection of a broad component to the Hα emission in all ten targets where Hα is detected (FWHM of 2550–6200 km s$^{-1}$) at the systemic redshift. The broad Hα kinematics are distinct from the broad/blueshifted [O III] emission. Estimates of the Eddington ratios suggest accretion at or above the Eddington limit is common in Hot DOGs.

4. Based on the rest-frame optical emission line flux ratios, we find evidence for vigorous, ongoing star formation in four and possibly as many as eight Hot DOGs, corresponding to 20%–50% of the sample, despite the AGN dominating the total luminosity. The median star formation rates estimated from Balmer lines, uncorrected for reddening, is $50 M_\odot$ yr$^{-1}$, with a range of 30–1300 $M_\odot$ yr$^{-1}$, comparable to that found in massive galaxies at $z \sim 2$–3. The presence of powerful AGN, fast, massive outflows, and ongoing star formation may indicate that Hot DOGs are in a transition phase of rapid stellar mass and central black hole growth before feedback clears the nuclei of gas and dust and star formation is fully quenched.
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Appendix
[S II] and Other Line Measurements

W0514−1217 is the only target for which observations allow a good constraint on the electron density through the [S II] doublet ratio. The $[\text{S II}]\lambda 6718/\lambda 6733$ ratio is $1.05 \pm 0.15$, corresponding to an electron density $n_e \approx 300 \text{ cm}^{-3}$ (Osterbrock 1989). This is slightly lower than the values reported for the two other Hot DOGs with a well-measured [S II] ratio (Jun et al. 2020), but is still typical of observed AGN (Osterbrock 1989). In other targets, the line profile is too blended to clearly measure the ratio of the doublet components, though changes in the combined line center (e.g., W2238+2653 versus W2216+0723) suggest the densities may range below and above the regime for which [S II] is a useful estimator. Line profile parameters are listed in Table 8, and fits are plotted in Figure 5.

For several targets, profile fits were obtained for additional lines, mostly [O II] or [O I]. All of these lines were fit with a single Gaussian profile after continuum normalization, and they generally suffer from poor signal-to-noise. As a result, no attempt was made to fit outflows to any of these lines, though outflows have been previously claimed on [O II] lines in Jun et al. (2020). Residual tellurics are particularly problematic here, as many of these lines were detected in the $J$ and $H$ bands where sky subtraction was poor, and telluric residuals or poor sky subtraction can leave fluctuations comparable in amplitude to the line itself. This is evident in the possible detection of H$\beta$ in W0514−1217. Table 8 presents equivalent widths and FWHMs, and Figure 5 shows the fit profiles.

| Other Line Parameters | FWHM (km s$^{-1}$) | EW (Å) |
|-----------------------|------------------|-------|
| W0116−0505            | [O III]$\lambda 3727$ | 800 ± 200 | 90 ± 30 |
| W0220+0137            | [Mg II]$\lambda 2799$ | 6200 ± 600 | 430 ± 50 |
|                      | [O II]$\lambda 3727$ | 1400 ± 400 | 100 ± 30 |
| W0338+1941            | [O III]$\lambda 3727$ | 730 ± 30 | 430 ± 30 |
|                      | [S II]            | ... | 600 ± 60 |
| W0514−1217            | [Ne VI]$\lambda 3427$ | 630 ± 50 | 80 ± 10 |
|                      | [O III]$\lambda 3727$ | 740 ± 30 | 240 ± 10 |
|                      | He$\beta$        | 400 ± 40 | 34 ± 3  |
|                      | [S II]            | 1394 ± 177 | 70 ± 10 |
|                      | ...              | ... | 120 ± 30 |
| W0831+0140            | Mg II$\lambda 2799$ | 1600 ± 800 | 110 ± 70 |
|                      | [O II]$\lambda 3727$ | 1000 ± 100 | 450 ± 80 |
| W0859+4823            | Mg II$\lambda 2799$ | 600 ± 200 | 50 ± 20  |
| W0912+7741            | [O III]$\lambda 3727$ | 650 ± 80 | 50 ± 10  |
| W1724+3355            | [O III]$\lambda 3727$ | 1400 ± 300 | 800 ± 200 |
|                      | [S II]            | ... | 700 ± 100 |
| W1801+1543            | [O III]$\lambda 3727$ | 1400 ± 131 | 300 ± 40 |
|                      | [O III]$\lambda 6302$ | 2200 ± 300 | 320 ± 50 |
|                      | [O II]$\lambda 6363$ | 2200 ± 300 | 110 ± 20 |
|                      | [S II]            | ... | 200 ± 50 |
| W1835+4355            | [O III]$\lambda 3727$ | 1500 ± 100 | 420 ± 40 |
|                      | [O II]$\lambda 6302$ | 2500 ± 300 | 240 ± 30 |
|                      | [S II]            | ... | 290 ± 20 |
| W2216+0723            | [O III]$\lambda 3727$ | 900 ± 100 | 60 ± 10  |
|                      | [O II]$\lambda 6302$ | 1000 ± 10 | 110 ± 20 |
|                      | [S II]            | ... | 890 ± 70 |
| W2238+2653            | [O III]$\lambda 3727$ | 1000 ± 100 | 140 ± 20 |
|                      | [O II]$\lambda 6302$ | 1100 ± 100 | 180 ± 30 |
|                      | [S II]            | ... | 590 ± 50 |
| W2246−0526            | [O III]$\lambda 3727$ | 1500 ± 100 | 410 ± 40 |
| W2313−2417            | [O III]$\lambda 3727$ | 1100 ± 100 | 130 ± 10 |
|                      | [S II]            | ... | 300 ± 50 |

Note. [O III]$\lambda 3727/\lambda 3730$ doublet is not well-resolved and is treated as a single Gaussian. [S II] is the total equivalent width of the $\lambda 6718,6732$ doublet.
Figure 5. Other lines detected and fit. All lines except [S II] used a single Gaussian to fit redshift, intensity, and width. [S II] used the redshift determined from Hα and fit intensity, width, and the ratio of the doublet. Blending of the [S II] doublet limits its use as a density diagnostic, except in W0514−1217.
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