Abstract

This paper addresses the problem of learning to estimate the depth of detected objects given some measurement of camera motion (e.g., from robot kinematics or vehicle odometry). We achieve this by 1) designing a recurrent neural network (DBox) that estimates the depth of objects using a generalized representation of bounding boxes and uncalibrated camera movement and 2) introducing the Object Depth via Motion and Detection Dataset (ODMD). ODMD training data are extensible and configurable, and the ODMD benchmark includes 21,600 examples across four validation and test sets. These sets include mobile robot experiments using an end-effector camera to locate objects from the YCB dataset and examples with perturbations added to camera motion or bounding box data. In addition to the ODMD benchmark, we evaluate DBox in other monocular application domains, achieving state-of-the-art results on existing driving and robotics benchmarks and estimating the depth of objects using a camera phone.

1. Introduction

With the progression of high-quality datasets and subsequent methods, our community has seen remarkable advances in image segmentation [27, 54], video object segmentation [35, 38], and object detection [4, 16, 32], sometimes with a focus on a specific application like driving [5, 11, 43]. However, applications like autonomous vehicles and robotics require a three-dimensional (3D) understanding of the environment, so they frequently rely on 3D sensors (e.g., LiDAR [10] or RGBD cameras [8]). Although 3D sensors are great for identifying free space and motion planning, classifying and understanding raw 3D data is a challenging and ongoing area of research [25, 28, 33, 39]. On the other hand, RGB cameras are inexpensive, ubiquitous, and interpretable by countless vision methods.

To bridge the gap between 3D applications and progress in video object segmentation, in recent work [14], we developed a method of video object segmentation-based visual servo control, object depth estimation, and mobile robot grasping using a single RGB camera. For object depth estimation, specifically, we used the optical expansion [22, 46] of segmentation masks with z-axis camera motion to analytically solve for depth [14, VOS-DE (20)]. In subsequent work [15], we introduced the first learning-based method (ODN) and benchmark dataset for estimating Object Depth via Motion and Segmentation (ODMS), which includes test sets in robotics and driving. From the ODMS benchmark, ODN improves accuracy over VOS-DE in multiple domains, especially those with segmentation errors.

Motivated by these developments [14, 15], this paper ad-
addresses the problem of estimating the depth of objects using uncalibrated camera motion and bounding boxes from object detection (see Figure 1), which has many advantages. First, a bounding box has only four parameters, can be processed quickly with few resources, and has less domain-specific features than an RGB image or segmentation mask. Second, movement is already measured on most autonomous hardware platforms and, even if not measured, structure from motion is plausible to recover camera motion [23, 34, 45]. Third, as we show with a pinhole camera and box-based model (see Figure 2) and in experiments, we can use $x$-, $y$-, or $z$-axis camera motion to estimate depth using optical expansion, motion parallax [9, 42], or both. Finally, our detection-based methods can support more applications by using boxes or segmentation masks, which we demonstrate in multiple domains with state-of-the-art results on the segmentation-based ODMS benchmark [15].

The first contribution of our paper is deriving an analytical model and corresponding solution (Box$_{LS}$) for uncalibrated motion and detection-based depth estimation in Section 3.1. To the best of our knowledge, this is the first model or solution in this new problem space. Furthermore, Box$_{LS}$ achieves the best analytical result on the ODMS benchmark.

A second contribution is developing a recurrent neural network (RNN) to predict depth from motion and bounding Boxes (DBox) in Section 3.2. DBox sequentially processes observations and uses our normalized and dimensionless input-loss formulation, which improves performance across domains with different movement distances and camera parameters. Thus, using a single DBox network, we achieve the best Robot, Driving, and overall result on the ODMS benchmark and estimate depth from a camera phone.

Inspired by ODMS [15], a final contribution of our paper is the Object Depth via Motion and Detection (ODMD) dataset in Section 3.3. ODMD is the first dataset for motion and detection-based depth estimation, which enables learning-based methods in this new problem space. ODMD data consist of a series of bounding boxes, $x$, $y$, $z$ camera movement distances, and ground truth object depth.

For ODMD training, we continuously generate synthetic examples with random movements, depths, object sizes, and three types of perturbations typical of camera motion and object detection errors. As we will show, training with perturbations improves end performance in real applications. Furthermore, ODMD’s distance- and box-based inputs are 1) simple, so we can generate over 300,000 training examples per second, and 2) general, so we can transfer from synthetic training data to many application domains.

Finally, for an ODMD evaluation benchmark, we create four validation and test sets with 21,600 examples, including mobile robot experiments locating YCB objects.

1. Supplementary video: https://youtu.be/GruhbdJ217k
2. Dataset website: https://github.com/griffbr/ODMD

2. Related Work

Object Detection predicts a set of bounding boxes and category labels for objects of interest. Many object detectors operate using regression and classification over a set of region proposals [2, 41], anchors [31], or window centers [47]. Other detectors treat detection as a single regression problem [40] or, more recently, use a transformer architecture [48] to directly predict all detections in parallel [4]. Given the utility of locating objects in RGB images, detection supports many downstream vision tasks such as segmentation [17], 3D shape prediction [13], object pose estimation [36], and even single-view metrology [55], to name but a few.

In this work, we provide depth for “free” as an extension of object detection in mobile applications. We detect objects on a per-frame basis, then use sequences of bounding boxes with uncalibrated camera motion to find the depth of each object. One benefit of our approach is that depth accuracy will improve with future detection methods. For experiments, we use Faster R-CNN [41], which has had many improvements since its original publication, runs in real time, and is particularly accurate for small objects [4]. Specifically, we use the same Faster R-CNN configuration as Detectron2 [50] with ResNet 50 [18] pre-trained on ImageNet [6] and a FPN [30] backbone trained on COCO [32], which we then fine-tune for our validation and test set objects.

Object Pose Estimation, to its fullest extent, predicts the 3D position and 3D rotation of an object in camera-centered coordinates, which is useful for autonomous driving, augmented reality, and robot grasping [44]. Pose estimation methods for household objects typically use a single RGB image [24, 36], RGBD image [49], or separate setting for each [1, 51]. Alternatively, recent work [29] uses multiple views to jointly predict multiple object poses, which achieves the best result on the YCB-Video dataset [51], TLESS dataset [20], and BOP Challenge 2020 [21].

To predict object depth without scale ambiguity, many RGB-based pose estimation methods learn a prior on specific 3D object models [3]. However, innovations in robotics are easing this requirement. Recent work [37] uses a robot to collect data in cluttered scenes to add texture to simplified pose training models. Other work [7] uses a robot to interact with objects and generate new training data to improve its pose estimation. In our previous work [14, 15], we use robot motion with segmentation to predict depth and grasp objects, which removes 3D models entirely.

In this work, we build off of these developments to improve RGB-based object depth estimation without any 3D model requirements. Instead, we use depth cues based on uncalibrated camera movement and general object detection or segmentation. A primary benefit of our approach is its generalization across domains, which we demonstrate in robotics, driving, and camera phone experiments.
3. Depth from Camera Motion and Object Detection

We design an RNN to predict depth from camera motion and bounding boxes (DBox). DBox sequentially processes each observation and uses optical expansion and motion parallax cues to make its final object depth prediction. To train and evaluate DBox, we introduce the Object Depth via Motion and Detection Dataset (ODMD). First, in Section 3.1, we derive our motion and detection model with analytical solutions, which is the theoretical foundation for this work and informs our design decisions in the remaining paper. Next, in Section 3.2, we detail DBox’s input-loss formulation and architecture. Finally, in Section 3.3, we explain ODMD’s extensible training data, validation and test sets for evaluation, and DBox training configurations.

3.1. Depth from Motion and Detection Model

**Motion and Detection Inputs.** To find a detected object’s depth, assume we are given a set of \( n \geq 2 \) observations \( \mathbf{X} := \{ \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \} \), where each observation \( \mathbf{x}_i \) consists of a bounding box for the detected object and a corresponding camera position. Specifically,

\[
\mathbf{x}_i := [x_i, y_i, w_i, h_i, \mathbf{p}_i^T]^T, \tag{1}
\]

where \( x_i, y_i, w_i, h_i \) denote the two image coordinates of the bounding box center, width, and height and

\[
\mathbf{p}_i := [C_{X_i}, C_{Y_i}, C_{Z_i}]^T \tag{2}
\]

is the relative camera position for each observation \( \mathbf{x}_i \in \mathbb{R}^7 \). Notably, we align the axes of \( \mathbf{p}_i \) with the camera coordinate frame and the model is most accurate without camera rotation, but the absolute position of \( \mathbf{p}_i \) is inconsequential. Observations can be collected as a set of images or by video.

**Camera Model.** To infer 3D information from 2D detection, we relate an object’s bounding box image points to 3D camera-frame coordinates using the pinhole camera model

\[
\begin{bmatrix}
x \\
y
\end{bmatrix} =
\begin{bmatrix}
f_x & 0 & c_x \\
0 & f_y & c_y \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
X \\
Y \\
Z \vphantom{X}
\end{bmatrix}, \tag{3}
\]

where \( f_x, f_y \) and \( c_x, c_y \) are the camera’s focal lengths and principal points and \( X, Y \) correspond to image coordinates \( x, y \) in the 3D camera frame at depth \( Z \). Notably, \( Z \) is the distance along the optical axis (or depth) between the camera and the visible perimeter of the detected object. To specify individual \( x, y \) image coordinates we simplify (3) to

\[
x = f_x \frac{X}{Z_i} + c_x, \quad y = f_y \frac{Y}{Z_i} + c_y. \tag{4}
\]

Notably, although we include pinhole camera parameters in the model, we do not use them to solve depth at inference.

**Depth from Optical Expansion & Detection.** In an ideal model, we can find object depth using \( z \)-axis motion between observations and corresponding changes in bounding box scale (e.g., Box1 to Box2 in Figure 2). First, we use (4) to relate bounding box width \( w_i \) to 3D object width \( W \) as

\[
w_i = x_{R_i} - x_{L_i} = \frac{f_x X_{R_i}}{Z_i} + c_x - \frac{f_x X_{L_i}}{Z_i} - c_x = f_x \frac{W}{Z_i}, \tag{5}
\]

where \( x_{R_i}, x_{L_i} \) are the right and left box image coordinates with 3D coordinates \( X_{R_i}, X_{L_i} \) respectively. Object width \( W \) is constant, so we use (5) to relate two observations as

\[
w_i Z_i = w_j Z_j = f_x W. \tag{6}
\]

Notably, (5)-(6) also apply to object height \( H \). Specifically, \( h_i = \frac{f_y H}{Z_i} \) from (5) and \( h_i Z_i = h_j Z_j = f_y H \) from (6).

To use the camera motion \( \mathbf{p}_i \), we note that changes in depth \( Z \) between observations of a static object are only caused by changes in camera position \( C_{Z_i} \) (2). Thus,

\[
Z_i + C_{Z_i} = Z_j + C_{Z_j} \implies Z_j = Z_i + C_{Z_i} - C_{Z_j}. \tag{7}
\]

Finally, we use (7) in (6) and solve for object depth \( Z_i \) as

\[
w_i Z_i = w_j (Z_i + C_{Z_i} - C_{Z_j}) = f_x W
\implies Z_i = C_{Z_j} - C_{Z_i} \frac{w_i}{w_j}. \tag{8}
\]

In (8), we find \( Z_i \) from two observations \( i, j \) using optical expansion, i.e., the change in bounding box scale \( \frac{w_i}{w_j} \) relative to \( z \)-axis camera motion \( C_{Z_j} - C_{Z_i} \). To measure the change in box scale using height, we replace \( \frac{w_i}{w_j} \) with \( \frac{h_i}{h_j} \).
Depth from Motion Parallax & Detection. If there is \( x \)- or \( y \)-axis camera motion, we can solve for object depth using corresponding changes in bounding box location (e.g., Box\(_3\) to Box\(_3\) in Figure 2). For brevity, we provide this derivation and comparative results in the supplementary material.

Using all Observations to Improve Depth. In real applications, camera motion measurements and object detection will have errors. Thus, we make detection-based depth estimation more robust by incorporating all \( n \) observations.

For the \( n \)-observation solution, we reformulate (8) for each observation as \( w_j Z_i - f_j W = w_j (C_{Zj} - C_{Zi}) \) for width and \( h_j Z_i - f_j H = h_j (C_{Zj} - C_{Zi}) \) for height. Now we can estimate \( Z_i \) over \( n \) observations in \( A \mathbf{x} = \mathbf{b} \) form as

\[
\begin{bmatrix}
  w_1 & 1 & 0 \\
  h_1 & 0 & 1 \\
  w_2 & 0 & 1 \\
  \vdots & \vdots & \vdots \\
  h_n & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
  \hat{Z}_i \\
  -f_j \hat{W} \\
  -f_j \hat{H} \\
  \vdots \\
  h_n (C_{Zn} - C_{Zi})
\end{bmatrix}
= 
\begin{bmatrix}
  w_1 (C_{Z1} - C_{Zi}) \\
  h_1 (C_{Z1} - C_{Zi}) \\
  w_2 (C_{Z2} - C_{Zi}) \\
  \vdots \\
  h_n (C_{Zn} - C_{Zi})
\end{bmatrix}.
\tag{9}
\]

In this work, we solve for \( \hat{Z}_i \) as a least-squares approximation of \( Z_i \). In Section 4, we refer to this solution as Box\(_S\).

3.2. Depth from Motion and Detection Network

Considering the motion and detection model and Box\(_S\) solution in Section 3.1, we design DBox to use all \( n \) observations for robustness and full \( x, y, z \) camera motion to utilize both optical expansion and motion parallax cues. Additionally, to improve performance across domains, we derive a normalized and dimensionless input-loss formulation.

Normalized Network Input. As in Section 3.1, assume we have a set of \( n \geq 2 \) observations \( \mathbf{X} \) to predict depth. We normalize the bounding box coordinates of each \( \mathbf{x}_i \) (1) as

\[
\bar{\mathbf{b}}_i := \left[ \frac{x_i}{W_i T}, \frac{y_i}{H_i T}, \frac{w_i}{W_i T}, \frac{h_i}{H_i T} \right]^T,
\tag{10}
\]

where \( W_i \) and \( H_i \) are the box image’s width and height. We normalize the camera position \( \mathbf{p}_i \) (2) of each \( \mathbf{x}_i \) as

\[
\bar{\mathbf{p}}_i := \frac{\mathbf{p}_i - \mathbf{p}_{i-1}}{||\mathbf{p}_n - \mathbf{p}_1||},
\tag{11}
\]

where \( ||\mathbf{p}_n - \mathbf{p}_1|| \) is the overall Euclidean camera movement range, \( \mathbf{p}_i - \mathbf{p}_{i-1} \) is the incremental camera movement, and we set initial condition \( \mathbf{p}_0 = \mathbf{p}_1 \implies \bar{\mathbf{p}}_1 = [0, 0, 0]^T \).

From (10) and (11), we form the normalized network input \( \bar{\mathbf{X}} := \{ \bar{x}_1, \bar{x}_2, \ldots, \bar{x}_n \} \), where each \( \bar{x}_i \in \mathbb{R}^7 \) is defined

\[
\bar{x}_i := [\bar{\mathbf{b}}_i^T, \bar{\mathbf{p}}_i^T]^T.
\tag{12}
\]

Normalized Network Loss. A straightforward loss for learning to estimate object depth is direct prediction, i.e.,

\[
L_{Abs}(\mathbf{W}) := Z_n - f_{Abs}(\mathbf{X}, \mathbf{W}),
\tag{13}
\]

where \( \mathbf{W} \) are the trainable network parameters, \( Z_n \) is the ground truth object depth at \( \mathbf{p}_n \), and \( f_{Abs} \in \mathbb{R} \) is the predicted absolute object depth. For the input \( \mathbf{X} \) in (13), we use the \( \bar{\mathbf{b}} \) bounding box format (10) and make each camera position relative to final prediction position \( \mathbf{p}_n = [0, 0, 0]^T \).

To use dimensionless input \( \bar{\mathbf{X}} \) (12), we modify (13) as

\[
L_{Rel}(\mathbf{W}) := \frac{Z_n}{||\mathbf{p}_n - \mathbf{p}_1||} - f_{Rel}(\bar{\mathbf{X}}, \mathbf{W}),
\tag{14}
\]

where \( \frac{Z_n}{||\mathbf{p}_n - \mathbf{p}_1||} \) is the ground truth object depth at \( \mathbf{p}_n \) made dimensionless by its relation to the overall camera movement range and \( f_{Rel} \in \mathbb{R} \) is the corresponding relative depth prediction. To use this dimensionless relative output at inference, we simply multiply \( f_{Rel} \) by \( ||\mathbf{p}_n - \mathbf{p}_1|| \) to find \( Z_n \).

As we will show in Section 4, by using a normalized and dimensionless input-loss formulation (14), DBox can predict object depth across domains with vastly different image resolutions and camera movement ranges.

Network Architecture. The DBox architecture is shown in Figure 3. DBox is a modified Long Short-Term Memory (LSTM) RNN [19] with peephole connections for each \( \sigma \)-gate [12] and fully-connected (FC) layers that use each LSTM output (\( \bar{\mathbf{h}} \)) within the context of all \( n \) observations (\( \bar{\mathbf{X}} \)) to predict object depth (\( f_i \)). Using initial conditions \( c_0, \mathbf{h}_0 = 0 \), each intermediate input (\( c_{i-1}, \mathbf{h}_{i-1}, \bar{x}_i \)) and output (\( c_i, \mathbf{h}_i, f_i \)) is unique. DBox operates sequentially across all \( n \) observations to predict final object depth \( f_n \).

We design the network to maximize depth prediction performance with low GPU requirements. The LSTM hidden state capacity is 128 (i.e., \( c_i, \mathbf{h}_i \in \mathbb{R}^{128} \)). Outside the LSTM, \( \mathbf{h}_i \) is fed into the first of six FC layers, each with 256 neurons, ReLU activation, and \( \bar{\mathbf{X}} \in \mathbb{R}^{7n} \) concatenated to their input. The output of the sixth FC layer is fed to a fully-connected neuron, \( f_i \in \mathbb{R} \), the depth output. Using a modern workstation and GPU (GTX 1080 Ti), a full DBox forward pass of \( 1 \times 10^7 \) 10-observation examples uses 677 MiB of GPU memory and takes \( 4.3 \times 10^{-2} \) seconds.
3.3. Depth from Motion and Detection Dataset

To train and evaluate our DBox design from Section 3.2, we introduce the ODMD dataset. ODMD enables DBox to learn detection-based depth estimation from any combination of \( x, y, z \) camera motion. Furthermore, although the current ODMD benchmark focuses on robotics, our general ODMD framework can be configured for new applications.

Generating Motion and Detection Training Data. To generate ODMD training data, we start with the \( n \) random camera movements \((\mathbf{p}_1, 2)\) in each training example \( \mathbf{X} \). Given a minimum and maximum movement range as configurable parameters, \( \Delta \mathbf{p}_{\text{min}} \) and \( \Delta \mathbf{p}_{\text{max}} \), we define a uniform random variable for the overall camera movement as

\[
\Delta \mathbf{p} := \mathbf{p}_n - \mathbf{p}_1 \sim \mathcal{U}[\Delta \mathbf{p}_{\text{min}}, \Delta \mathbf{p}_{\text{max}}] \circ \mathbf{k},
\]

where \( \Delta \mathbf{p} \in \mathbb{R}^3 \) is the camera movement from \( \mathbf{p}_1 \) to \( \mathbf{p}_n \) and \( \mathbf{k} \in \{-1, 1\}^3 \) uses a Rademacher distribution to randomly assign the movement direction of each axis. As in (13), we choose \( \mathbf{p}_n = [0, 0, 0]^T \Rightarrow \mathbf{p}_1 = -\Delta \mathbf{p} \) in (15). For the \( 1 < i < n \) intermediate camera positions, we use \( \mathbf{p}_i \sim \mathcal{U}[\mathbf{p}_1, \mathbf{p}_n] \) then sort the collective \( \mathbf{p}_i \) values along each axis so that movement from \( \mathbf{p}_1 \) to \( \mathbf{p}_n \) is monotonic.

After finding the camera movement, we generate a random object with a random initial 3D position. To make each object unique, we randomize its physical width and height each as \( W, H \sim \mathcal{U}[s_{\text{min}}, s_{\text{max}}] \), where \( s_{\text{min}}, s_{\text{max}} \) are configurable. Using parameters \( Z_{1\text{min}}, Z_{1\text{max}} \), we similarly randomize the object’s initial depth as \( Z_1 \sim \mathcal{U}[Z_{1\text{min}}, Z_{1\text{max}}] \). To ensure the object is within view, we use \( Z_1 \) to adjust the bounds of the object’s random center position \( X_1, Y_1 \). Thus,

\[
\begin{align*}
X_1 & \sim \mathcal{U}[X_{1\text{min}}(Z_1), X_{1\text{max}}(Z_1)] \\
Y_1 & \sim \mathcal{U}[Y_{1\text{min}}(Z_1), Y_{1\text{max}}(Z_1)],
\end{align*}
\]

and \([X_1, Y_1, Z_1]^T\) are the object’s 3D camera-frame coordinates at camera position \( \mathbf{p}_1 \). For completeness, we provide a detailed derivation of (16) in the supplementary material.

After finding size and position, we project the object’s bounding box onto the camera’s image plane at all \( n \) camera positions. As in (7), assuming a static object, all motion is from the camera. Thus, the object’s position at each \( \mathbf{p}_i \) is

\[
[X_i, Y_i, Z_i]^T = [X_1, Y_1, Z_1]^T - (\mathbf{p}_i - \mathbf{p}_1).
\]

In other words, object motion in the camera frame is equal and opposite to the camera motion itself. Using \( X_i, Y_i, Z_i, W, H \) in (4) and (5), we find bounding box image coordinates \( x_i, y_i, w_i, h_i \) (1) at all \( n \) camera positions, which completes the random training example \( \mathbf{X} \).

As a final adjustment for greater variability, because the range of final object position \([X_n, Y_n, Z_n]^T\) is greater than that of the initial position \([X_1, Y_1, Z_1]^T\), we randomly reverse the order of all observations in \( \mathbf{X} \) with probability 0.5 (i.e., \( \{x_1, x_2, \cdots, x_n\} \) changes to \( \{x_n, x_{n-1}, \cdots, x_1\} \)).

Learning which Observations to Trust. We add perturbations to ODMD-generated data as an added challenge. As we will show in Section 4, this decision improves the performance of ODMD-trained networks in real applications with object detection and camera movement errors.

For perturbations that cause camera movement errors, we modify (2) by adding noise to each \( \mathbf{p}_i \) for \( 1 < i \leq n \) as

\[
\mathbf{p}_{pi} := \mathbf{p}_i + [p_{X_i}, p_{Y_i}, p_{Z_i}]^T, \quad p_{X_i}, p_{Y_i}, p_{Z_i} \sim \mathcal{N}(0, \sigma^2),
\]

where \( \mathbf{p}_{pi} \) is the perturbed version of the camera position \( \mathbf{p}_i \) and \( \mathcal{N}(0, \sigma^2) \) is a Gaussian distribution with \( \mu = 0, \sigma = 1 \times 10^{-2} \) that is uniquely sampled for each \( p_{X_i}, p_{Y_i}, p_{Z_i} \). Note that \( \sigma \) can be configured to reflect the anticipated magnitude of errors for a specific application domain.

We use two types of perturbations for object detection errors. First, similar to (18), we modify (10) by adding noise \((\sigma = 1 \times 10^{-3})\) to each bounding box \( \mathbf{b}_i \), for \( 1 \leq i \leq n \) as

\[
\mathbf{b}_{pi} := \mathbf{b}_i + [p_{xi}, p_{yi}, p_{wi}, p_{hi}]^T, \quad p_{xi}, p_{yi}, p_{wi}, p_{hi} \sim \mathcal{N}(0, \sigma^2).
\]

For the second perturbation, we randomly replace one \( \mathbf{b}_i \) with a completely different bounding box with probability \( 0.1 \). This random replacement synthesizes intermittent detections of the wrong object, and the probability of replacement can be configured for a specific application. Ground truth labels remain the same when we use perturbations.

ODMD Validation and Test Sets. We introduce four ODMD validation and test sets using robot experiments and simulated data with various levels of perturbations. This establishes a repeatable benchmark for ablative studies and future methods. All examples include \( n = 10 \) observations.

The robot experiment data evaluates object depth estimation on a physical platform using object detection on real-world objects. We collect data with camera movement using a Toyota Human Support Robot (HSR). HSR has an end effector-mounted wide-angle grasp camera, a 4-DOF arm on a torso with prismatic and revolute joints, and a differential drive base [52, 53]. Using HSR’s full kinematics, we collect sets of 480×640 grasp-camera images across randomly sampled camera movements (\( \Delta \mathbf{p} \) (15)) with target objects in view (see example in Figure 1).

For the robot experiment objects, we use 30 custom household object for the Validation Set and 30 YCB objects [3] for the Test Set (see Figure 4) across six different scenes. We detect objects using Faster R-CNN [41], which we fine-tune on each set of objects using custom annotation images outside of the validation and test sets. The camera movement range (\( \Delta \mathbf{p} \)) varies between \([-0.34, -0.33, -0.43]^T\) to \([0.33, 0.36, 0.37]^T\) m, and the final object depth (\( Z_n \)), which we measure manually, varies between 0.11-1.64 m.
 learns to predict absolute object depth using $\mathcal{L}_{\text{Abs}}$ (13). DBox_{Abs} uses the same training perturbations as DBox$_p$.

We train each network using a batch size of 512 randomly-generated training examples with $n = 10$ observations per prediction. We train each network for $1 \times 10^7$ iterations using the Adam Optimizer [26] with a $1 \times 10^{-3}$ learning rate, which takes approximately 2.8 days using a single GPU (GTX 1080 Ti). We also train alternate versions of DBox$_p$ for $1 \times 10^6$ (DBox$_p^{10^6}$) and $1 \times 10^5$ iterations (DBox$_p^{10^5}$), which takes 6.7 and 0.7 hours respectively.

For compatibility with the ODMS benchmark [15], we train three final configurations with only $z$-axis camera motion and more general camera parameters. The first configuration (DBox$_z$) is the same as DBox$_p$ but with $\Delta p_{\text{max}} = [0, 0, 0.4625]^T$ m and $f_x, f_y = 240.5$. The other configurations are the same as DBox$_z$ but either remove perturbations (DBox$_z^{\text{NS}}$) or use loss $\mathcal{L}_{\text{Abs}}$ (DBox$_z^{\text{Abs}}$). Because single-axis camera movement is simple, we train each configuration for only $1 \times 10^4$ iterations, which takes less than four minutes.

4. Experimental Results

4.1. Setup

For the first set of experiments, we evaluate DBox on the new ODMD benchmark in Section 4.2. We find the number of training iterations for the results using the best overall validation performance, which we check at every hundredth of the total training iterations. Like the ODMS benchmark [15], we evaluate each method using the mean percent error for each test set, which we calculate for each example as

$$\text{Percent Error} = \frac{|Z_n - \hat{Z}_n|}{Z_n} \times 100\%, \quad (20)$$

where $Z_n$ and $\hat{Z}_n$ are ground truth and predicted object depth at final camera position $p_n$. Finally, for all of our results, if an object is not detected at position $p_n$, we use the bounding box from the nearest position with a detection.

We compare DBox to state-of-the-art methods on the object segmentation-based ODMS benchmark in Section 4.3. Because ODMS provides only $z$-axis camera motion and segmentation, we preprocess inputs for DBox. First, we set all $x$- and $y$-axis camera inputs to zero. Second, we create bounding boxes around the object segmentation masks using the minimum and maximum $x, y$ pixel locations. For instances where a mask consists of multiple disconnected fragments (e.g., from segmentation errors), we use the segment minimizing center offset (offset of pixel), which generally keeps the bounding box to the intended target rather than including peripheral errors. Finally, as with ODN [15], we find the number of training iterations for each test set using the best corresponding validation performance, which we check at every hundredth of the total training iterations.
We test a new application using DBox with a camera phone in Section 4.4. We take sets of ten pictures with target objects in view, and we estimate the camera movement between images using markings on the ground (e.g., sections of sidewalk). Like the ODMD Robot Set in Section 3.3, the ground truth object depth is manually measured, and we detect objects using Faster R-CNN fine-tuned on separate training images. Overall, we generate 46 camera phone object depth estimation examples across a variety of settings.

### 4.2. ODMD Dataset

We provide ablative ODMD Test Set results in Table 1. We evaluate the five full-motion DBox configurations, z-axis only $DBox_p^z$, and analytical solution $Box_{LS}$ (9). All results use $n = 10$ observations (same in Sections 4.3-4.4), and “All Sets” is an aggregate score across all test sets.

$DBox_p$ has the best result for the Robot Set and overall. $DBox_{Abs}$ comes in second overall and has the best result for the Perturb Camera Motion and Object Detection sets. However, $DBox_{Abs}$ is the least accurate of any full-motion DBox configuration on the Robot Set. Essentially, $DBox_{Abs}$ gets a performance boost from a camera movement range-and-depth-based prior (i.e., $p_z(X$ and $f_{Abs}$ in (13)) at the cost of generalization to other domains with different movement and depth profiles. In Section 4.3, this trend becomes most apparent for $DBox_{Abs}$ in the driving domain.

Analytical solution $Box_{LS}$ is perfect on the error-free Normal Set but performs worse relative to other methods on sets with input errors, especially object detection errors. Similarly, $DBox_{NS}$ has a great result on the Normal Set but is the least accurate overall of the full-motion DBox configurations. Intuitively, $DBox_{NS}$ trains without perturbations, so it is more susceptible to input errors. In Section 4.3, this trend becomes most apparent for $DBox_{NS}$ in the robot domain, which has many object segmentation errors [15].

$DBox_p^z$ uses only z-axis camera motion and is the least accurate overall. Thus, for applications with full $x$, $y$, $z$ motion, this result shows the importance of training on examples with motion parallax and using all three camera motion inputs to determine depth. We provide more results comparing depth estimation cues in the supplementary material.

### 4.3. ODMS Dataset

We provide comparative results for the ODMS benchmark [15] in Table 2. We evaluate the three z-axis DBox configurations, $Box_{LS}$, and current state-of-the-art methods.

$DBox_p^z$ achieves the best Robot, Driving, and overall result on the segmentation-based ODMS benchmark despite training only on detection-based data. Furthermore, while the second best method, $ODN_p$, takes 2.6 days to train on segmentation masks [15], $DBox_p^z$ trains in under four minutes by using a simpler bounding box-based input (12).

For analytical methods, $Box_{LS}$ achieves the best Robot, Driving, and overall result. $Box_{LS}$ improves robustness by using width- and height-based changes in scale (9), generating twice as many solvable equations as VOS-DE [14], but performs worse on Simulated sets due to mask conversion.

State-of-the-art $DBox_p^z$ is significantly more reliable across applications than other DBox configurations. $DBox_{NS}$ is the least accurate Robot Set method, and $DBox_{Abs}$ is the least accurate Driving Set method, while $DBox_p^z$ is the best method for both. Considering the DBox configuration differences, we attribute $DBox_p^z$’s success to using three types of perturbations during training (18)-(19) and a dimensionless loss ($L_{ReL}$ (14)).

![Figure 5. Absolute Error vs. Object Depth for the Driving Set.](image-url)
from previous work are less effective (ODNℓp, ODNℓ [15]).

To compare DBoxzp and DBoxzAbs on the Driving Set, we plot the absolute error (\(|Z_n - \hat{Z}_n|\)) vs. ground truth object depth (\(Z_n\)) in Figure 5. Because DBoxzAbs predictions are biased toward short distances within its learned prior (\(f_{\text{Abs}}(13)\)), DBoxzAbs errors offset directly with object depth. Alternatively, DBoxzAbs predictions are dimensionless (\(f_{\text{Rel}}(14)\)) and less affected by long distances. We show four Driving results for DBoxzp in Figure 6, which have an error of 0.95 m (truck), 1.5 m (car), and 1.0 m and -0.59 m (pedestrians).

4.4. Depth using a Camera Phone

We check the performance of DBoxzAbs on all camera phone examples at every hundredth of the total training iterations, which achieves a mean percent error (20) of 6.7 in under four minutes of training. Overall, DBoxzAbs’s robustness to imprecise camera movement and generalization to a camera with vastly different parameters than the training model is highly encouraging. We show six results in Figure 7, which have an error of 0.30 m (garden light), 0.31 m (bird house), 0.16 m (lamppost), and 0.10 m, 0.85 m, and 7.3 m (goal yellow, goal white, and goal orange).

4.5. Final Considerations for Implementation

For applications with full \(x, y, z\) camera motion, DBoxz is state-of-the-art. Alternatively, for applications with only \(z\)-axis motion, DBoxzp is state-of-the-art. Thus, although each network is broadly applicable, we suggest configuring ODMD training to match an application’s camera movement profile for best performance. Finally, because DBox’s prediction speed is negligible for many applications, we suggest combining predictions over many permutations of collected data to improve accuracy [15, Section 6.2].

5. Conclusions

We develop an analytical model and multiple approaches to estimate object depth using uncalibrated camera motion and bounding boxes from object detection. To train and evaluate methods in this new problem space, we introduce the Object Depth via Motion and Detection (ODMD) benchmark dataset, which includes mobile robot experiments using a single RGB camera to locate objects. ODMD training data are extensible, configurable, and include three types of perturbations typical of camera motion and object detection. Furthermore, we show that training with perturbations improves performance in real-world applications.

Using the ODMD dataset, we train the first network to estimate object depth from motion and detection. Additionally, we develop a generalized representation of bounding boxes, camera movement, and relative depth prediction, which we show to improve general applicability across vastly different domains. Using a single ODMD-trained network with object detection or segmentation, we achieve state-of-the-art results on existing driving and robotics benchmarks and accurately estimate the depth of objects using a camera phone. Given the network’s reliability across domains and real-time operation, we find our approach to be a viable tool to estimate object depth in mobile applications.

Acknowledgements. Toyota Research Institute provided funds to support this work.
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Supplementary Material: Depth from Camera Motion and Object Detection

Depth from Motion Parallax & Detection

Building off of the model from Section 3.1, if there is x- or y-axis camera motion between observations, we can solve for object depth using corresponding changes in bounding box location (e.g., Box₁ to Box₃, Figure 2).

To start, we account for any incidental depth-based changes in scale by reformulating (6) as

\[ Z_j = Z_i \left( \frac{w_i}{w_j} \right). \] (21)

Next, we use (21) in (4) to relate bounding box center coordinate \( x_j \) to corresponding 3D object coordinate \( X_j \) as

\[ x_j = f_x X_j \left( \frac{Z_j}{Z_i} \right) + c_x = \frac{f_x X_j}{Z_i} \left( \frac{w_i}{w_j} \right) + c_x \]

\[ \Rightarrow (x_j - c_x) \left( \frac{w_i}{w_j} \right) = \frac{f_x X_j}{Z_i}. \] (22)

Given a static object, changes in lateral object position \( X_i \) occur only from changes in camera position \( C_{X_i} \) (2). Thus,

\[ X_j - X_i = -(C_{X_j} - C_{X_i}). \] (23)

Finally, using (22) and (23), we can solve for \( Z_i \) by comparing two observations \( i, j \) with motion parallax as

\[ (x_j - c_x) \left( \frac{w_i}{w_j} \right) - (x_i - c_x) = \frac{f_x (X_j - X_i)}{Z_i} \]

\[ \Rightarrow Z_i \left( x_j - x_i \right) \left( \frac{w_i}{w_j} \right) = \left( x_j - x_i \right) \left( \frac{w_i}{w_j} \right) - \left( x_i - c_x \right). \] (24)

Notably, (24) can also be derived using vertical motion as

\[ Z_i = \frac{f_y (C_{Y_i} - C_{Y_j})}{(y_j - c_y) \left( \frac{w_i}{w_j} \right) - (y_i - c_y)}, \] (25)

and scale measure \( h_j \) can replace \( \frac{w_i}{w_j} \) in (24) or (25). Also, if there is no z-axis camera motion (i.e., \( Z_i = Z_j \)), then \( \frac{w_i}{w_j} = \frac{h_i}{h_j} = 1 \) and we can simplify (24) and (25) as

\[ Z_i = \frac{f_x (C_{X_i} - C_{X_j})}{x_j - x_i} = \frac{f_y (C_{Y_i} - C_{Y_j})}{y_j - y_i}. \] (26)

Comparison of Depth Estimation Cues

We provide ODMD Test Set results in Table 3 to compare solutions using different depth estimation cues. We evaluate three different analytical solutions that use single cues and DBoxNS, which uses full \( x, y, z \) motion.

For the motion parallax solution, we use the average of the lateral (24) and vertical (25) motion parallax solutions, using scale measure \( \frac{w_i}{w_j} \) in (24) and \( \frac{h_i}{h_j} \) for (25). Notably, this is a two-observation solution, so we use the end point observations of each example, i.e., \( i = n \) and \( j = 1 \). For comparison, we similarly evaluate a two-observation, optical expansion-based solution, which uses the average of (8) when using \( \frac{w_i}{w_j} \) and \( \frac{h_i}{h_j} \) for the end point observations.

Motion parallax performs the best overall for the two-observation solutions in Table 3. The optical expansion solution performs surprisingly well with camera motion perturbations but much worse on the test sets with object detection errors (i.e., Perturb Object Detection and Robot). Both solutions are perfect on the error-free Normal Set.

The BoxLS solution, which uses optical expansion over all \( n \) observations, significantly outperforms both two-observation solutions, especially on test sets with object detection errors. Thus, for applications with real-world detection (e.g., the Robot Set), we find that incorporating many observations is more beneficial than choosing between optical expansion or motion parallax with fewer observations.

DBoxNS, using all \( n \) observations and full \( x, y, z \) motion, performs the best overall and on all test sets with any kind of input errors. Admittedly, some error mitigation likely results from DBoxNS using a probabilistic learning-based method. Still, DBoxNS trains on ideal data without any input errors, so DBoxNS predictions are based on an ideal model, just like the analytical methods. Accordingly, we postulate that DBoxNS’s improvement over BoxLS is primarily the result of learning full \( x, y, z \) motion features, which are more reliable than a single depth cue (e.g., DBox_* in Table 1).

Although our analytical model in Section 3.1 and current methods focus on \( x, y, z \) camera motion, adding rotation as an additional depth estimation cue is an area of future work. Nonetheless, our state-of-the-art results on the ODMDS Driving Set in Table 2 do include examples with camera rotation from vehicle turning [15, Section 5.2] (Figure 6, center). Finally, as a practical consideration for robotics applications, motion planners using our current approach can simply incorporate rotation after estimating depth.

| Analytical Depth Estimation Cue | Object Depth Method | Mean Percent Error (20) |
|-------------------------------|---------------------|-------------------------|
|                               | Perturb Norm. Camera Detection Robot All Sets |
| Full \( x, y, z \) Motion     | BoxNS (14)          | 0.5 3.9 6.4 12.5 5.8    |
| Analytical Methods            |                      |                         |
| Optical Expansion             | BoxLS (9)           | 0.0 4.5 21.6 21.2 11.8  |
| Motion Parallax               | Z_n (24)-(25)       | 0.0 33.9 51.6 65.6 37.8 |
| Optical Expansion             | Z_n (8)             | 0.0 5.2 80.9 124.1 52.5 |
Camera-based Constraints on Generated Data

When generating new ODOM training data in Section 3.3, we consider the full camera model to ensure that generated 3D objects and their bounding boxes are within the camera’s field of view. To derive this constraint, we first note that the center of a bounding box (1) is within view if \( x_i \in [0, W_i], y_i \in [0, H_i] \), where \( W_i, H_i \) are the image width and height. Using (4), we represent these constraints for 3D camera-frame coordinates \( X_i, Y_i \) as

\[
0 \leq x_i = \frac{f_x X_i}{Z_i} + c_x \leq W_i, \quad 0 \leq y_i = \frac{f_y Y_i}{Z_i} + c_y \leq H_i
\]

\[
\implies -\frac{c_x Z_i}{f_x} \leq X_i \leq \frac{(W_i - c_x) Z_i}{f_x}, \quad (27)
\]

\[
\implies -\frac{c_y Z_i}{f_y} \leq Y_i \leq \frac{(H_i - c_y) Z_i}{f_y}, \quad (28)
\]

We also consider constraints based on the maximum object size \( s_{\text{max}} \) and camera movement range \( \Delta p_{\text{max}} \) (15). We use \( \Delta p_{\text{max}} \) by defining it in terms of its components parts as

\[
\Delta p_{\text{max}} := [\Delta C_{X_{\text{max}}}, \Delta C_{Y_{\text{max}}}, \Delta C_{Z_{\text{max}}}]^T. \quad (29)
\]

Then, using \( s_{\text{max}} \), \( \Delta p_{\text{max}} \), and the initial object position \([X_1, Y_1, Z_1]^T \) (16), we update the constraints in (27) as

\[
-\frac{c_x (Z_1 - \Delta C_{Z_{\text{max}}})}{f_x} \leq X_1 - \Delta C_{X_{\text{max}}} - \frac{s_{\text{max}}}{2} \leq \frac{(W_1 - c_x)(Z_1 - \Delta C_{Z_{\text{max}}})}{f_x}, \quad (30)
\]

and, equivalently for height, update constraints in (28) as

\[
-\frac{c_y (Z_1 - \Delta C_{Z_{\text{max}}})}{f_y} \leq Y_1 - \Delta C_{Y_{\text{max}}} - \frac{s_{\text{max}}}{2} \leq \frac{(H_1 - c_y)(Z_1 - \Delta C_{Z_{\text{max}}})}{f_y}, \quad (31)
\]

where \( Z_1 - \Delta C_{Z_{\text{max}}} \) accounts for camera approach to the object, \( \Delta C_{X_{\text{max}}} \) and \( \Delta C_{Y_{\text{max}}} \) account for lateral and vertical camera movement, and \( \frac{s_{\text{max}}}{2} \) accounts for object width and height. Because (30)-(31) use the maximum camera movement range and object size, they guarantee, first, (27)-(28) are satisfied for all \( n \) object positions \([X_i, Y_i, Z_i]^T \) and, second, all corresponding bounding boxes are in view.

Given \( X_1, Y_1 \), we can find the lower bound for the initial object depth \( Z_{1\text{min}} \) by replacing \( Z_1 \) with \( Z_{1\text{min}} \) in (30) and (31) to find

\[
Z_{1\text{min}} \geq \Delta C_{Z_{\text{max}}} + \frac{1}{2} \left( \left( \frac{f_x}{c_x} \right) \left( \frac{s_{\text{max}}}{2} + \Delta C_{X_{\text{max}}} - X_1 \right), \right.
\]

\[
\left. \left( \frac{f_y}{c_y} \right) \left( \frac{s_{\text{max}}}{2} + \Delta C_{Y_{\text{max}}} - Y_1 \right), \right) \left( \frac{f_x}{W_1 - c_x} \right) \left( \frac{s_{\text{max}}}{2} + \Delta C_{X_{\text{max}}} + X_1 \right), \right.
\]

\[
\left. \left( \frac{f_y}{H_1 - c_y} \right) \left( \frac{s_{\text{max}}}{2} + \Delta C_{Y_{\text{max}}} + Y_1 \right) \right). \quad (32)
\]

In other words, given an object’s center position and maximum size, the minimum viewable depth is constrained by the closest image boundary after camera movement. Note that there is no equivalent upper bound for \( Z_{1\text{max}} \).

Given \( Z_1 \), similar to (32), we can find the lower and upper bounds for \( X_1, Y_1 \) in (16) using (30) and (31) to find

\[
X_{1\text{min}} \geq \left( \frac{c_x}{f_x} \right) (\Delta C_{Z_{\text{max}}} - Z_1) + \Delta C_{X_{\text{max}}} - \frac{s_{\text{max}}}{2}
\]

\[
Y_{1\text{min}} \geq \left( \frac{c_y}{f_y} \right) (\Delta C_{Z_{\text{max}}} - Z_1) + \Delta C_{Y_{\text{max}}} - \frac{s_{\text{max}}}{2}
\]

\[
X_{1\text{max}} \leq \left( \frac{W_1 - c_x}{f_x} \right) (Z_1 - \Delta C_{Z_{\text{max}}}) - \Delta C_{X_{\text{max}}} - \frac{s_{\text{max}}}{2}
\]

\[
Y_{1\text{max}} \leq \left( \frac{H_1 - c_y}{f_y} \right) (Z_1 - \Delta C_{Z_{\text{max}}}) - \Delta C_{Y_{\text{max}}} - \frac{s_{\text{max}}}{2}. \quad (33)
\]

When generating ODOM training data in Section 3.3, we cannot select the \( Z_{1\text{min}} \) constraint simultaneously with the \( X_{1\text{min}}, Y_{1\text{min}}, X_{1\text{max}}, Y_{1\text{max}} \) constraints in (33). Alternatively, we choose a \( Z_{1\text{min}} \) value greater than the lower bound for \( X_1, Y_1 = 0 \) in (32), then randomly select \( Z_1 \sim U[Z_{1\text{min}}, Z_{1\text{max}}] \) for each training example. Once \( Z_1 \) is randomly determined, we use (33) to find

\[
X_{1\text{min}}(Z_1) = \left( \frac{c_x}{f_x} \right) (\Delta C_{Z_{\text{max}}} - Z_1) + \Delta C_{X_{\text{max}}} - \frac{s_{\text{max}}}{2}
\]

\[
Y_{1\text{min}}(Z_1) = \left( \frac{c_y}{f_y} \right) (\Delta C_{Z_{\text{max}}} - Z_1) + \Delta C_{Y_{\text{max}}} - \frac{s_{\text{max}}}{2}
\]

\[
X_{1\text{max}}(Z_1) = \left( \frac{W_1 - c_x}{f_x} \right) (Z_1 - \Delta C_{Z_{\text{max}}}) - \Delta C_{X_{\text{max}}} - \frac{s_{\text{max}}}{2}
\]

\[
Y_{1\text{max}}(Z_1) = \left( \frac{H_1 - c_y}{f_y} \right) (Z_1 - \Delta C_{Z_{\text{max}}}) - \Delta C_{Y_{\text{max}}} - \frac{s_{\text{max}}}{2}, \quad (34)
\]

which is the exact solution we use in (16). Notably, in absence of making adjustments for the specific object size or camera movement range of each example, (34) provides the
greatest range of initial positions that also guarantees the object is in view for all \( n \) observations. Finally, (34) is linear, so we vectorize it for large batches of training examples.

### Detailed ODMD and ODMS Results

We provide more comprehensive and detailed ODMD and ODMS results in Tables 4 and 5. Specifically, we provide a more precise mean percent error (20) and include the median, range, and standard deviation for each test set.

We also provide ODMD and ODMS results for the absolute error in Tables 6 and 7, which we calculate for each example as

\[
\text{Absolute Error} = \left| Z_n - \hat{Z}_n \right|, \tag{35}
\]

where \( Z_n \) and \( \hat{Z}_n \) are ground truth and predicted object depth at final camera position \( p_n \). Notably, we use percent
error (20) in the paper to provide a consistent comparison across domains (and examples) with markedly different object depth distances. For example, the 0.10 m absolute error from Figure 7 is a much better result for a camera phone application than it would be for robot grasping.

**Object Motion Considerations**

The ODMS Driving Set includes moving objects ([15], Section 5.2). On the other hand, our analytical model in Section 3.1 assumes static objects. Nonetheless, DBox$_z$ achieves the current state-of-the-art result on the ODMS Driving Set in Table 2. We attribute DBox$_z$'s success to training with camera movement perturbations (18). Note that training with these perturbations improves robustness to input errors for the relative distance changes between the camera and object, whether caused by camera motion errors or unintended motion of the object itself. In general, objects that move much less than the camera are not an issue.

**ODMD Robot Test Set Examples**

For the ODMD Robot Test Set, we intentionally select challenging objects and settings that make object detection and depth estimation difficult. To illustrate this point, we show a few example challenges in Figure 8.