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ABSTRACT

Studying distributed computing through the lens of algebraic topology has been the source of many significant breakthroughs during the last two decades, especially in the design of lower bounds or impossibility results for deterministic algorithms. In a nutshell, this approach consists of capturing all the possible states of a distributed system at a certain time as a simplicial complex called protocol complex, and viewing computation as a simplicial map from that complex to the so-called output complex, that captures all possible legal output states of the system.

This paper aims at studying randomized synchronous distributed computing through the lens of algebraic topology. We do so by studying the wide class of (input-free) symmetry-breaking tasks, e.g., leader election, in synchronous fault-free anonymous systems. We show that it is possible to redefine solvability of a task “locally”, i.e., for each simplex of the protocol complex individually, without requiring any global consistency. However, this approach has a drawback: it eliminates the topological aspect of the computation, since a single facet has a trivial topological structure. To overcome this issue, we introduce a “projection” $\pi$ of both protocol and output complexes, where every simplex $\sigma$ is mapped to a complex $\pi(\sigma)$; the later has a rich structure that replaces the structure we lost by considering one single facet at a time.

To show the significance and applicability of our topological approach, we derive necessary and sufficient conditions for solving leader election in synchronous fault-free anonymous shared-memory and message-passing models. In both models, we consider scenarios in which there might be correlations between the random values provided to the nodes. In particular, different parties might have access to the same randomness source so their randomness is not independent but equal. Interestingly, we find that solvability of leader election relates to the number of parties that possess correlated randomness, either directly or via their greatest common divisor, depending on the specific communication model.

CCS CONCEPTS

- Theory of computation → Distributed computing models;
- Mathematics of computing → Probabilistic algorithms; Algebraic topology.

KEYWORDS

distributed computing, lower bounds, algebraic topology, correlated randomness, leader election

ACM Reference Format:
Pierre Fraigniaud, Ran Gelles, and Zvi Lotker. 2021. The Topology of Randomized Symmetry-Breaking Distributed Computing. In Proceedings of the 2021 ACM Symposium on Principles of Distributed Computing (PODC ’21), July 26–30, 2021, Virtual Event, Italy. ACM, New York, NY, USA, 11 pages.
https://doi.org/10.1145/3465084.3467936

The full version of this paper is available at arXiv:2105.11713.

1 INTRODUCTION

There are two main categories of distributed algorithms: deterministic and randomized. The difference between them is stark as some tasks are solvable when randomness is present but cannot be solved deterministically. Further, randomness often yields faster and more efficient algorithms for tasks solvable deterministically. A main example is the task of electing a leader in anonymous systems [13, 19], where $n > 1$ identical computing nodes need to designate a single node as their leader. For any deterministic algorithm running in symmetric systems where all nodes are identical, all nodes return exactly the same output. This is known as the impossibility of deterministic algorithms to break symmetry [3]. On the other hand, if each node has access to an independent source of randomness, then symmetry can be broken, allowing electing a leader [4].

It is widely agreed that the major breakthrough of computer science is the invention of the Turing machine [25], which abstracts all possible realistic computing machines into a single universal model. With this abstraction, researchers can ignore the system’s specific properties and focus on the computational aspect of the problem rather than on its manifestation in a specific environment. In the distributed world, while each node is still a Turing machine, the environment plays a large role in setting the relevant model: nodes and communication links may be reliable or subject to various forms of failures. The system may be synchronous or experience arbitrary large communication delays. Also, all nodes might be connected as a single hop or connected in an arbitrary manner. This large variety of models required focusing on each model and analyzing each task and algorithm separately. In the early 1990s, a unifying framework was developed that captures all the above distributed models: distributed computing via algebraic topology [6, 15, 23]. Similar to the
Turing model, this framework enables analyzing the complexity of distributed tasks under a unique umbrella in which the same tools and methodologies apply, independently from the details of the actual distributed model of distributed computing. However, these pioneering works and the numerous subsequent work that followed them (see [14], and the references therein) mostly treated deterministic algorithms, and randomized algorithms remain so far excluded.

The usual topology-analysis of deterministic distributed algorithms [14] involves a simplicial complex $\mathcal{P}(t)$, called protocol complex, that captures all the possible global states of the distributed system at time $t \geq 0$, where each global state is modeled as a simplex of that complex. Initially $\mathcal{P}(0) = I$, the so-called input complex that captures all initial global states of the system. The evolution of the system with time translates to the evolution of the complex $\mathcal{P}(t)$, $t \geq 0$. An algorithm solving a task in time $t$ is then modeled as a simplicial map $\delta : \mathcal{P}(t) \to \mathcal{O}$ from the protocol complex to the output complex $\mathcal{O}$, where the latter captures all legal final global states of the system. This mapping may need to satisfy some additional requirements in the case of input-output tasks (e.g., consensus) where the legality of the output depends on the input. It turns out that, for many distributed models, certain properties of a topological space, such as connectivity or homotopy type, are preserved during the evolution of the protocol complex with time. Comparing the topological properties of the protocol complex with those of the output complex is a fruitful approach for establishing impossibility results, that is, proving that the mapping $\delta$ cannot exist. A typical example is the task of consensus in the crash-prone asynchronous shared-memory model in which the protocol complex remains connected throughout time while the output complex is disconnected, preventing the simplicial map $\delta$ from existing.

Extending this approach to the analysis of randomized algorithms requires overcoming several difficulties. In particular, for a large class of tasks that are not solvable deterministically in anonymous systems, including symmetry breaking tasks such as leader election, the solvability of these tasks using a randomized algorithm is only eventual. That is, there is no fixed $t \geq 0$ for which there exists a simplicial map $\delta : \mathcal{P}(t) \to \mathcal{O}$, even if we allow $t$ to be as large as we wish. Nevertheless, the task is eventually solvable, meaning that when $t$ goes to infinity, the probability for solving the task approaches 1. One may argue that, for a fixed $t \geq 0$, one can still compute the probability of solving the task at time $t$ by considering a mapping $\delta_t : V(\mathcal{P}(t)) \to V(\mathcal{O})$ (not necessarily simplicial), then considering only the facets of $\sigma \in \mathcal{P}(t)$ such that $\delta_t(\sigma) \in \mathcal{O}$, and finally computing the sum of the probability of each of these facets to occur as a function of the outcomes of the random bits used in the protocol. This argument is valid. However, it may not be of practical use. Indeed, one is losing the whole point of using topology, as it might be difficult to analyze what topological properties (e.g., homotopy type) are preserved by such an arbitrary map $\delta_t$. Additionally, it might be difficult to relate the topological properties of the “best” map $\delta_t$ (i.e., the one that maximizes the probability of solving the task at time $t$) with the properties of the best map $\delta_{t+1}$ at time $t + 1$.

In this paper, we give the first stab at developing a topological framework that captures synchronous randomized algorithms of certain types, which we now describe.

### 1.1 A Topological Approach for Randomized Algorithms

We consider input-free symmetry-breaking tasks: tasks solely defined by their output complex $\mathcal{O}$, which we require to be symmetric (i.e., stable to permutation of the processing nodes names). For instance, this is the case of leader election in which there are no constraints on which node may be the leader. In this context, a crucial observation is that the solvability of a task at a time $t$ can be analyzed for each facet $\sigma \in \mathcal{P}(t)$ separately. For each facet $\sigma \in \mathcal{P}(t)$, we can say that $\sigma$ solves the task $\mathcal{O}$ whenever there exists a simplicial map $\delta : \sigma \to \mathcal{O}$ which maps the state of each node to its output, such that the output value is independent of the actual name of the node. The interest of that observation is that it decouples the map $\delta : \sigma \to \mathcal{O}$ from the map $\delta' : \sigma' \to \mathcal{O}$ that may exist for another facet $\sigma'$ of $\mathcal{P}(t)$. The significant drawback of this approach is that, as the aforementioned general approach consisting of considering arbitrary maps $\delta_t : V(\mathcal{P}(t)) \to V(\mathcal{O})$, one is losing connection with topology. Indeed, the facet $\sigma$ has a trivial topological structure, as it is just a simplex of $\mathcal{P}(t)$. Our approach, on the other hand, provides a structure to each simplex of $\mathcal{P}(t)$; this allows us to keep analyzing the system using topological tools.

To provide the simplices of $\mathcal{P}(t)$ with a structure, we “project” each simplex $\sigma \in \mathcal{P}(t)$ to a sub-complex $\pi(\sigma)$ of $\sigma$, the latter being viewed as a complex. Roughly, a set of nodes forms a simplex in $\pi(\sigma)$ if they have an identical individual state in $\sigma$, where the individual state of a node results from the outcomes of its source of randomness and from its knowledge about the outcomes of the other nodes (acquired during the communications up to time $t$). In a sense, a simplex in $\pi(\sigma)$ bears the meaning that the algorithm up to time $t$ did not break symmetry for the nodes associated with this simplex vertices. The sub-complex $\pi(\sigma)$ captures the internal state of each one of the parties in a specific execution and portrays similarity in the knowledge of the parties. The projection $\pi$ is called consistency projection. Thanks to the consistency projection, we have regained structure, which we can now utilize to determine the ability of a facet $\sigma \in \mathcal{P}(t)$ to solve a task $\mathcal{O}$. A facet $\sigma$ solves the task $\mathcal{O}$ whenever there exists a (name-preserving) simplicial map $\delta : \pi(\sigma) \to \pi(\tau)$ for some facet $\tau \in \mathcal{O}$, where $\pi(\tau)$ is the projection of $\tau$, that is, the sub-complex of $\tau$ in which a set of vertices of $\tau$ forms a simplex in $\pi(\tau)$ if they have identical individual output value in $\tau$.

Granted with the notion of solvability for each facet of the protocol complex at time $t$, we show how to define the eventual solvability of the task. Specifically, let us define the probability $p(t)$ that $\mathcal{P}(t)$ solves $\mathcal{O}$ as the sum, taken over all facets of $\mathcal{P}(t)$ that solve $\mathcal{O}$, of the probability of each of these facets. Eventual solvability is then based on Borel-Cantelli’s Lemma and on Kolmogorov’s zero-one law stating that any tail event occurs with probability zero or one. As a consequence, we can show that $\lim_{t \to \infty} p(t) \in \{0, 1\}$. 

---

1See [14], or the full version of this paper for a summary of the topological notions used in this paper.

2To be precise, this complex is the induced subcomplex of $\mathcal{P}(t)$ on $V(\sigma)$. 

---
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and to forbid mixed answers where tasks are “solvable” with some probability \( p \in (0, 1) \). Therefore, this provides us with a complete (deterministic) characterization of eventual solvability, namely, an input-free symmetry-breaking task \( O \) is eventually solvable if \( \lim_{t \to \infty} p(t) = 1 \).

To sum up this part, given an input-free symmetry-breaking task, i.e., a task represented by a symmetric output complex \( O \), we say that a global state \( \sigma \in \mathcal{P}(t) \) solves \( O \) if there exists a name-preserving simplicial map \( \delta : \pi(\sigma) \to \pi(\tau) \) for some \( \tau \in O \), where \( \pi \) is the consistency projection. For any \( t \geq 1 \), let \( S(t) \) be the set of all the global states \( \sigma \in \mathcal{P}(t) \) that solves the task \( O \), and let us define \( \Pr[S(t)] = \sum_{\sigma \in S(t)} \Pr[\sigma] \). We say that \( O \) is eventually solvable if and only if \( \lim_{t \to \infty} \Pr[S(t)] = 1 \).

1.2 Application to Leader Election in Anonymous Models

To demonstrate the interest and usability of the topological approach of randomized algorithms sketched in the previous section, we study the arguably most prominent symmetry-breaking task, namely leader election, in two important models for anonymous computing, that is, the blackboard model and the message-passing model with port-numbers. While in this paper we focus on leader election, we note that the vast majority of other symmetry-breaking tasks in anonymous message-passing networks are trivially solvable once a leader can be elected; see [9], for instance. Moreover, we consider an exhaustive range of randomness source assignments to the nodes, from private randomness (each node has its own independent source of randomness) to shared randomness (all nodes get their random bits from the same source). Indeed, in many real-life situations, we observe dependencies and correlations between the different randomness sources, and this is in particular noticeable in distributed systems as the parties are all deterministic machines that obtain their randomness via pseudo-random generators, which might cause the randomness of some (or all) parties to be correlated or even identical. This is not just a theoretical whim: recent work showed that the same random SSH keys were generated by more than 250,000 “independent” devices [20] and that 1 out of 172 RSA-based certificates found online (i.e., about 450,000 certificates) have a random RSA key that shares a factor with the key of another “independent” certificate, allowing the complete factorization of these RSA keys and breaking the security of these certificates [18].

Specifically, we model our setting as follows. The system is composed of \( n \) parties, where all parties are connected to each other via an anonymous broadcast channel (blackboard model) or via private point-to-point channels (message-passing model). In the latter model, each private channel of a party is locally identified by an index in \( \{1, \ldots, n - 1\} \), called port-number [17]. Other than that, the \( n \) parties are identical and anonymous (they have no IDs). There are \( k, 1 \leq k \leq n \), independent sources of randomness \( R_1, \ldots, R_k \), where each randomness source generates an infinite sequence of i.i.d random bits, each bit being picked uniformly at random. Each party is connected to a single randomness source. However, different parties may be connected to the same source, hence, their randomness is completely dependent (i.e., identical). This modeling is simple, but it allows us to capture both the case where all parties have independent randomness as well as the case where all parties share the same randomness source, or any situation in between—where some parties are correlated and others are not.

One can easily verify that the correlations between parties bring up interesting questions. In particular, under which assumption on the correlations between the parties is leader election possible? There are trivial answers under specific scenarios. For instance, if each party is connected to a private source of randomness, then leader election is eventually solvable, even in the weak blackboard model (e.g., whenever one party gets a bit 1 while all the other parties get bits 0). Instead, if all parties are connected to the same randomness source, then symmetry cannot be broken in the blackboard model, and leader election is impossible. But what about intermediate cases? And what about the message-passing model in which the port-numbers may assist in breaking symmetry?

We show that, in the blackboard model, leader election is eventually solvable if and only if there exists a randomness source \( R_i, i \in \{1, \ldots, k\} \), that is connected to a single party (Theorem 4.1). In the message-passing model, we show that whenever \( n_1 \geq 1 \) parties are connected to the randomness source \( R_1, i \in \{1, \ldots, k\} \), leader election is eventually solvable if and only if \( \gcd(n_1, n_2, \ldots, n_k) = 1 \) (Theorem 4.2). The latter result must be read as follows. When \( \gcd(n_1, n_2, \ldots, n_k) = 1 \), leader election is eventually solvable for every assignment of the port-numbers to the channels and when \( \gcd(n_1, n_2, \ldots, n_k) > 1 \), there exists an assignment of the port-numbers to the channels such that leader election is not eventually solvable. The intuition behind these two theorems is somewhat immediate. In the blackboard model, if two processes (or more) possess the same randomness source, then their states will be identical throughout the computation, hence none of them can be elected a leader. On the other hand, if there is a single process with a unique source of randomness, then with probability 1 this process eventually arrives at a state distinct from all other processes. In the next round, every process will see that this has happened and elect the distinct process as a leader. In the message-passing model, the GCD condition guarantees that processes with the same randomness source \( R \) can “match” themselves with processes that have a different randomness source \( R_i \). At the end of this step, any process in the smaller set will have a match from the other set. The key observation is that if we deactivate all the matched-processes that belong to the larger set, then the GCD condition still holds. Thus, we can repeat this matching process recursively, similar to Euclid’s GCD algorithm [10], until we reach a set with a size of 1. That process will be the leader. One can verify that this idea cannot work when the GCD is not 1, since eventually one of the sets will have a size of 0, while the size of the other set will be a multiple of the GCD. Indeed, if the GCD is \( g \), we show that every process belongs to a set (of size \( c \cdot g \) for some \( c \in \mathbb{N} \)) such that all processes within the same set share the exact same state.

While the above intuition could lead to a direct proof for leader election solvability, it is almost straightforward to derive some of the above insights by applying our topological framework. The above intuition might seem trivial in hindsight, but such insights might not be simple to come up with a priori. As an example, consider the conditions for the solvability of 2-leader election, i.e., obtaining exactly two leaders. The topological framework immediately leads to the correct characterization of this problem and many others.
We encourage the reader to find a direct characterization in both the blackboard and message-passing models, and then compare it with the characterization obtained via the topological framework.

In order to establish the above characterization, we apply the topological approach described in the previous sub-section. Leader election is represented by the output complex \( O_{LE} \) defined as follows. A set \( \{(i,x_i) : i \in \{1, \ldots , n\}\} \) is a facet of \( O_{LE} \) if \( x_1 \ldots x_n \) = \{0,1\}, and there is a unique \( i \in \{1, \ldots , n\} \) such that \( x_i = 1 \). See Figure 2 for an illustration of \( O_{LE} \) and its consistency projection.

First, we characterize the global states \( \sigma \in \mathcal{P}(t) \) that solve \( O_{LE} \), that is, the states for which there exists a name-preserving simplicial map \( \delta : \pi(\sigma) \rightarrow \pi(\tau) \) for some \( \tau \in O_{LE} \), where \( \pi \) is the consistency projection. Then, given the set \( S(t) \) of the global states \( \sigma \in \mathcal{P}(t) \) that solves leader election, we compute \( \Pr[S(t) \mid \alpha] = \sum_{\sigma \in S(t)} \Pr[\sigma \mid \alpha] \) for every configuration \( \alpha \) of the connections between the parties and the randomness sources. Finally, we compute \( \lim_{t \rightarrow \infty} \Pr[S(t) \mid \alpha] \) for figuring out under which condition this limit is 1, which establishes eventual solvability.

Computing the probability of a global state \( \sigma \in \mathcal{P}(t) \) to occur (i.e., computing \( \Pr[\sigma \mid \alpha] \)) is, however, non-trivial. So, we introduce another complex, called the realization complex at time \( t \), denoted by \( \mathcal{R}(t) \). The vertices of \( \mathcal{R}(t) \) are pairs \( (i,x_i) \) where \( i \in \{1, \ldots , n\} \), and \( x_i \in \{0,1\}^t \). Each set of vertices \( \{(i,x_i) : i \in I\} \) is a simplex of \( \mathcal{R}(t) \), for every non-empty set \( I \subseteq \{1, \ldots , n\} \). The interest of \( \mathcal{R}(t) \) is that given an assignment \( \alpha \) of the randomness sources to the nodes and given a facet \( \rho \) of \( \mathcal{R}(t) \), it is easy to compute \( \Pr[\rho \mid \alpha] \).

Interestingly, it turns out that the facets of \( \mathcal{R}(t) \) are isomorphic to the facets of \( \mathcal{P}(t) \). That is, we show that a specific realization at time \( t \) of the randomness sources fully and uniquely defines the states of the parties at time \( t \) in the protocol complex \( \mathcal{P}(t) \). This makes the computation of \( \Pr[\sigma \mid \alpha] \) easier for each facet \( \sigma \) of \( \mathcal{P}(t) \), by computing the probability \( \Pr[\rho \mid \alpha] \) of the corresponding facet \( \rho \) of \( \mathcal{R}(t) \).

Thanks to the isomorphism between the facets of \( \mathcal{P}(t) \) and \( \mathcal{R}(t) \), we can focus on determining whether a given facet \( \rho \) of \( \mathcal{R}(t) \) solves leader election. For this purpose, we introduce a variant of the consistency projection, denoted by \( \tilde{\pi} \), that applies to facets of \( \mathcal{R}(t) \).

Then we study the existence of a name-preserving simplicial map \( \delta : \tilde{\pi}(\rho) \rightarrow \pi(\tau) \) for some facet \( \tau \in O_{LE} \) for determining whether the facet \( \rho \) of \( \mathcal{R}(t) \) solves leader election or not. Since for any facet \( \tau \in O_{LE} \), \( \pi(\tau) \) contains an isolated vertex, for any realization \( \rho \) that potentially solves leader election, \( \tilde{\pi}(\rho) \) must contain an isolated vertex as well. In the blackboard model, the dimension of the smallest facet in \( \tilde{\pi}(\rho) \) is \( \min(n_1,n_2,\ldots,n_k) - 1 \), and thus the presence of an isolated node in \( \tilde{\pi}(\rho) \) requires that \( \min(n_1,n_2,\ldots,n_k) = 1 \). In the message-passing model, we assume that there exists some way to assign port-numbers to the channels such that, for any facet \( \gamma \in \tilde{\pi}(\rho) \) with dimension \( d \), it holds that \( \gcd(n_1,n_2,\ldots,n_k) = d + 1 \). Therefore, if \( \gcd(n_1,n_2,\ldots,n_k) > 1 \), then there are no isolated nodes in \( \tilde{\pi}(\rho) \), and the task cannot be solved. In order to prove the other direction, i.e., that if \( \gcd(n_1,n_2,\ldots,n_k) = 1 \) then leader election is eventually solvable, we describe an algorithm that imitates Euclid’s algorithm [10] for computing the greatest common divisor of the dimensions of the facets in \( \tilde{\pi}(\rho) \), until reaching an isolated vertex.

1.3 Related Work

As mentioned above, the pioneering work [6, 15, 23] formulated distributed computations in the language of algebraic topology in order to show impossibility results in the presence of failures. A tremendous amount of subsequent work is described in the book of Herlihy, Kozlov, and Rajsbaum [14] (see also dozens of citations therein). We mention that the language of algebraic topology was found useful to analyze systems both in the message-passing model as well in the shared-memory model, and it can even be extended to capture non-benign faults, like Byzantine failures [21].

Leader election has been extensively studied as an interesting special case of symmetry-breaking between nodes, usually in anonymous systems, see e.g., [1–4, 16, 22, 24]. Mostly related to this paper is the work of Yamashita and Kameda [26], which fully characterizes the solvability of deterministic leader election over general graphs in the message-passing model; their characterization follows from considering various types of symmetries in the graph. Other characterization appeared in [5, 7, 8].

To the best of our knowledge, no prior work considered the interesting case of symmetry-breaking in correlated randomness settings.

2 THE MODEL

2.1 Communication and Randomness

Communication model. We consider \( n \geq 1 \) identical fault-free processing nodes with no identifiers (i.e., they are anonymous) running the same algorithm. The nodes perform computation and communication in lockstep, that is, we assume synchronous rounds. For \( r \geq 1 \), the \( r \)-th round occurs between time \( t - 1 \) and time \( t \). During each round every node can send a message to each other node, and can receive messages from the other nodes. The size of the messages is finite but unbounded. Without loss of generality, we can assume that each node sends its entire history to the other nodes at every round, which is a complete description of all the information accumulated by the node during the previous rounds, including its inputs, the content of the messages that were sent and received, when these messages were sent and received, etc. We consider two sub-models regarding the way each node communicates with the other nodes in the system.

- The blackboard model: There is a shared memory called blackboard, and each node can send information to the other nodes by appending a message to the blackboard. Every message written on the blackboard by a node at the beginning of a round can be seen by all the other nodes at the end of the round. However, there are no indications about which node is the origin of a message written on the board. Furthermore, the order in which the messages appear on the blackboard during a single round is arbitrary; without loss of generality we will assume all the messages written to the board in a single round appear on it in a lexicographic order.
- The message-passing model: The nodes are connected as a clique \( K_n \), and they communicate by passing messages through the edges of \( K_n \). A message sent by a node \( u \) through its incident edge \( e \) at the beginning of a round is received by the other extremity of \( e \) at the end of the round. The \( n - 1 \) edges incident to every
node \( u \) are labeled by \( n - 1 \) distinct integers in \( \{1, \ldots, n - 1\} \). The label given to an edge \( e \) incident to node \( u \) is called the port number of \( e \) at \( u \). The port numbers are arbitrary, and there are no correlations between the two port numbers of an edge at its two extremities. Our results hold for the worst case assignment of port numbers, that is, they can be assumed to be assigned by an adversary.

In both cases, there are no restrictions on the amount of information that can be transmitted during a round, that is, there are no restrictions on the size of the messages to be written on the blackboard or to be sent through the links of the network. In other words, we assume full information protocols.

Randomness. Given a positive natural number \( m \) we denote by \([m]\) the set \([1, \ldots, m]\). We assume that the system has access to \( k \) independent sources of randomness, denoted by \( R_1, \ldots, R_k \), for \( k \in [n] \). During every round, each source \( R_i \), \( i \in [k] \), generates a single bit whose value is chosen uniformly at random in \([0,1] \). The random variable equal to the infinite binary string generated by \( R_i \) is denoted by \( R_i \). Each node is connected to one of the \( k \) sources \( R_i \), \( i \in [k] \), and it may be the case that several nodes are connected to the same source of randomness (this necessarily happens whenever \( k < n \)). The random variable equal to the infinite binary string received by node \( i \in [n] \), is denoted by \( X_i \). At time \( t \), node \( i \) has received a prefix of length \( t \) of \( X_i \), i.e., a \( t \)-bit string \( x_i(t) \in \{0,1\}^t \).

Throughout the paper, random variables are denoted by uppercase letters (e.g., \( R_i, X_i \)), and their realizations are denoted by lowercase letters (e.g., \( r_i, x_i \)). A random variable \( Z \) at round \( t \) is denoted by \( Z(t) \), and for a string \( S \) we let \( S(t,...,t') \) denote the sub-string \( S(t) S(t+1) \ldots S(t') \); the same holds for realizations of random variables, etc.

### 2.2 Knowledge

For \( t \geq 0 \), let \( K_i(t) \) be the knowledge of node \( i \in [n] \) at time \( t \), defined recursively as follows. For every \( i \in [n] \), \( K_i(0) = \emptyset_i \), where \( \emptyset_i \) is the input value given to node \( i \). If there are no inputs, then \( K_i(0) = \bot \). In the blackboard model, for \( t \geq 1 \), we set

\[
K_i(t) = \left( K_i(t-1), X_i(t), \{ K_j(t-1) : j \in [n] \setminus \{i\} \} \right), \tag{1}
\]

where the knowledge \( \{ K_j(t-1) : j \in [n] \setminus \{i\} \} \) received from the other nodes is a multi-set; this multiset corresponds to the entire content of the blackboard, up to the order which is lexicographic by assumption. In the message-passing model, we set

\[
K_i(t) = \left( K_i(t-1), X_i(t), \{ K_{\pi_j}(t-1) : j = 1, \ldots, n \} \right), \tag{2}
\]

where \( \pi_j(i) \in [n] \) denotes the node connected to node \( i \) by the edge with port-number \( j \) at \( i \). Note that node \( i \) does not know \( i \), nor does it know \( \pi_j(i) \) for \( j = 1, \ldots, n - 1 \). Note also that, at time \( t \), a node knows the \( t \) random bits it received from its source of randomness during the first \( t \) rounds, but only the \( t - 1 \) bits received by every other node from its source of randomness during the first \( t - 1 \) rounds.

### 3 Topological Description of Randomized Symmetry-Breaking Distributed Algorithms

In this section, we describe the topological framework that enables the analysis of distributed algorithms, and extends it to capture the analysis of randomized algorithms. In Section 4 we will later show how to actually use this framework for analyzing the solvability of leader election as a function of the randomness given to each node, for both blackboard and message-passing models.

#### 3.1 Topological Setting

We recall the notion of tasks, and of solvability of tasks in fixed time, within the topological framework.

**Tasks.** A task is described by a triple \( \Pi = (I, O, \Delta) \), where \( I \) is the input complex, \( O \) is the output complex, and \( \Delta : I \to 2^O \) is the input-output specification of the task (see, e.g., [14]). All the complexes are "colored", in the sense that their vertices have the form \((i, x)\) with color \( i \in [n] \), for some value \( x \), and their simplices include vertices with different colors. We rather refer to the color \( i \) of a vertex \((i, x)\) as its name, i.e., the node named \( i \) holds value \( x \); we denote \( name((i, x)) = i \), which can be extended to a set of nodes in a straightforward manner.

In this paper, we focus on input-free symmetry breaking tasks, so \( I \) is the trivial complex with a single facet \( \{(i, \bot) : i \in [n]\} \). For input-free tasks, the input-output specification is trivial, that is, given any input simplex \( \sigma \in I \), this simplex is mapped to all simplices of \( O \) with same set of names as \( \sigma \). A symmetry-breaking task is thus simply defined by its output complex \( O \). We only require that the output complex must be stable by permutation of the colors of the processes. That is, if \( \{(i, \emptyset) : i \in I\} \) is a simplex of \( O \), with \( \emptyset \neq I \subseteq [n] \), then, for every permutation \( \pi : I \to I \), it must be the case that \( \{(i, \emptyset_{\pi(i)}) : i \in I\} \in O \). For instance, the output complex \( O_{LE} \) for leader election (LE) has \( n \) facets

\[
\tau_i = \{(1,0), \ldots, (i-1,0), (i,1), (i+1,0), \ldots, (n,0)\}, \tag{3}
\]

for \( i = 1, \ldots, n \). That is, \( \tau_i \) is the legal output state in which node \( i \) is elected, and the \( n - 1 \) other nodes are defeated. Note that \( O_{LE} \) is symmetric.

**Communication and randomness configuration.** The exchanges of information between the nodes occurring throughout the execution is captured by the protocol complexes. The vertices of the protocol complex at time \( t \), denoted by \( \mathcal{P}(t) \), are pairs \((i, K_i(t))\), \( i \in [n] \), where \( K_i(t) \) denotes the knowledge acquired by node \( i \) at time \( t \). The knowledge acquired by the nodes however depends the randomness they obtain and on the way the \( k \) randomness sources are assigned to the \( n \) nodes. We also use a complex to formalize all possible assignments. This complex, denoted by \( \mathcal{A} \) (for "assignment") is the pure \((n - 1)\)-dimensional simplex whose facets are of the form

\[
\alpha = \{(1, j_1), \ldots, (n, j_n)\}, \tag{4}
\]

where \( \bigcup_{j=1}^n \{i_j\} = [k] \) for some \( k \in [n] \); that is, without loss of generality we rename the \( k \) different sources to be contiguous in \( \{1, \ldots, k\} \). For every \( i \in [n] \), a pair \((i, j)\) means that node \( i \) is connected to the randomness source \( R_j \). Every facet \( \alpha \) of \( \mathcal{A} \) is called a randomness-configuration, that is, a configuration determines
which node is connected to which randomness source, for all the nodes. For a given configuration $\sigma$ we denote by $k = k(\sigma)$ the number of different sources actually connected to the system. Note that our restriction on $\mathcal{A}$’s facets means that the $k$ sources actually connected to the system are exactly $R_1, \ldots, R_k$. A set

$$\{(i, K_i(t)) : i \in [n]\}$$

forms a facet of $\mathcal{P}(t)$ whenever there exists a configuration $\sigma \in \mathcal{A}$ such that, with non-zero probability, each node $i$ acquires knowledge $K_i(t), i = 1, \ldots, n,$ after $t$ rounds of communication.

**Solvability in fixed time.** Recall that a map $\delta$ between the vertex sets of two complexes is **simplex if** it preserves simplices. A simplicial map between two chromatic complexes is **name-preserving** if it preserves the names of the vertices (i.e., for every vertex $(i, x), \delta(i, x) = (i, y)$ for some $y$ that may depend on $i$ and $x$), and it is **name-independent** if it is oblivious to the names (i.e., if $\delta(i, x) = (i, y)$, then $\delta(j, x) = (j, y)$ for every $j$, that is, $y$ depends solely on $x$). In this work all our complexes are chromatic and all the maps are name-preserving.

In the standard topological setting, a task $(I, O, \Lambda)$ is solvable in $t$ rounds if there exists a name-preserving and name-independent simplicial map

$$\delta : \mathcal{P}(t) \rightarrow O.$$  

This notion of solvability is not appropriate to our randomized setting, for two reasons. First, we want to discuss solvability as a function of the randomness-configuration $\sigma \in \mathcal{A}$ of the randomness sources. Second, and more importantly, there might be no $t$, even arbitrarily large, enabling such a simplicial map $\delta : \mathcal{P}(t) \rightarrow O$ to exist. This holds even when the task is eventually solvable under the configuration $\sigma$. To better illustrate this point, assume two processes, each with its private and independent source of randomness. There is no $t$ for which one can guarantee that the two processes have received two different bits at some round $r \in \{1, \ldots, t\}$. Yet, leader election is almost surely solvable in this context as, eventually, the two processes will receive two different bits at some round.

### 3.2 Eventual Solvability

A global state of the system at time $t$ is a facet $\sigma$ of $\mathcal{P}(t)$.

**Definition 3.1.** A global state $\sigma \in \mathcal{P}(t)$ solves a symmetry-breaking task $O$ if there exists $\tau \in O$ and a name-preserving and name-independent simplicial map $\delta : \sigma \rightarrow \tau$.

This definition of solvability for a facet of $\mathcal{P}(t)$ is motivated by the following observation. Let us assume that, for a facet $\sigma = \{(i, K_i(t)) : i \in [n]\}$ of $\mathcal{P}(t)$, there is a name-preserving and name-independent simplicial map $\delta : \sigma \rightarrow \tau$. This map can be written as $\delta(i, K_i(t)) = (i, f(K_i(t))), i = 1, \ldots, n$, for some function $f$ of the knowledge. Since the output complex $O$ is symmetric, the map $\delta$ yields the existence of a simplicial map $\delta' : \sigma' \rightarrow \tau'$ for every simplex $\sigma' = \{(i, K_{i}(\pi(t))) : i \in [n]\}$ of $\mathcal{P}(t)$ where $\pi : [n] \rightarrow [n]$ is a permutation, letting $\tau' = \{(i, f_{\pi}(t)) : (i, u) \in \tau\}$ and defining $\delta'(i, K_{i}(\pi(t))) = (i, f(K_{i}(\pi(t))))$. From this observation, we derive an algorithm solving $O$ whenever the global state of the system is of the form $\sigma' = \{(i, K_{i}(\pi(t))) : i \in [n]\}$ for some permutation $\pi : [n] \rightarrow [n]$. Indeed, at time $t$, the knowledge accumulated by nodes during the first $t$ rounds results in some global state $\sigma' \in \mathcal{P}(t)$ of the system. Each node may not be aware of $\sigma'$ as its individual knowledge may also be compatible with other global states. Nevertheless, after one more round, the nodes receives the knowledge of the other nodes in $\sigma'$. This enables each node to reconstruct $\sigma'$ up to a permutation of the names of the other nodes. By applying $f$ on its knowledge, every node can then compute its output such that the collection of all outputs truly solves the task at time $t + 1$ whenever the processes were in global state $\sigma'$ at time $t$.

Given an assignment $\sigma \in \mathcal{A}$ of the randomness sources to the nodes, every global state $\sigma \in \mathcal{P}(t)$ has some probability to occur at a given time. One can thus compute the probability of solving the task at time $t$ given $\sigma$ as

$$\Pr[\mathcal{P}(t) \text{ solves } O | \sigma] = \sum_{\sigma \text{ solves } O} \Pr[\sigma | \sigma].$$  

Observe that whenever $\sigma \in \mathcal{P}(t) \text{ solves } O$ via some $\delta_{\sigma} : \sigma \rightarrow \tau$, every global state $\sigma' \in \mathcal{P}(t')$ for $t' \geq t$ that results from $\sigma$ after $t' - t$ additional rounds also solves $O$. This is simply because the knowledge is cumulative, and one can discard all the additional information obtained by the nodes during the $t' - t$ additional rounds for defining $\delta_{\sigma'} : \sigma' \rightarrow \tau$ using $\delta_{\sigma}$. More importantly, the following holds.

**Lemma 3.2.** For every input-free symmetry-breaking task $O$, and every randomness-configuration $\sigma \in \mathcal{A}$,

$$\lim_{t \rightarrow \infty} \Pr[\mathcal{P}(t) \text{ solves } O | \sigma] \in \{0, 1\}.$$  

**Proof.** Let us assume that $\Pr[\mathcal{P}(t) \text{ solves } O | \sigma] > 0$. Therefore, there exists a global state $\sigma \in \mathcal{P}(t)$ that solves $O$, where $\Pr[\sigma | \sigma] > 0$. This means that there exists a set of nodes’ knowledge $K = \{K_i(t)\}_{i \in [n]}$ that yields a solution to the task. Note that in an input-free task, knowledge (at time $t$) stems only from the randomness and messages sent by time $t$. That is, there exists $k$ realizations of randomness, each of length $t$, that induce the set $K$, and these realizations have non-zero probability to occur, given $\sigma$. Denote these realizations by $R_k$. For every $s \geq 0$, let $E_s$ be the event “$R$ occurred during rounds $s + 1$ to $s + t$”. Since knowledge is cumulative, the occurrence of $E_s$ implies that, at time $s + t$, the nodes hold a knowledge $\{K_i(t)\}_{i \in [n]}$ where, for every $i \in [n], K_i(t)$ is included in $K_i(s + t)$. Thus, for any $s \geq 0$, if $E_s$ holds, the system reaches a global state that solves the task. Furthermore, note that two events $E_s$ and $E_s'$ are independent whenever $|s - s'| > t$, since our sources are i.i.d across time.

Recall that, given an infinite sequence $(X_i)_{i \geq 1}$ of independent random variables, a **tail event** for $(X_i)_{i \geq 1}$ is an event based on the realization of the $X_i$’s, $i \geq 1$, which is probabilistically independent of any finite subset of $(X_i)_{i \geq 1}$. Kolmogorov’s zero–one law [12] states that, for any tail event $E$ over $(X_i)_{i \geq 1}$, either

$$\Pr[E] = 0, \text{ or } \Pr[E] = 1.$$  

Let $E = \bigcup_{s=0}^{\infty} E_s$. We have $\Pr[E | \sigma] \leq \lim_{t \rightarrow \infty} \Pr[\mathcal{P}(t) \text{ solves } O | \sigma]$. Moreover, $E$ is a tail event, and therefore its probability is either 0 or 1. Since $\Pr[E | \sigma] > 0$, it follows that $\Pr[E | \sigma] = 1$. We conclude that if $\Pr[\mathcal{P}(t) \text{ solves } O | \sigma] > 0$, then we get $\lim_{t \rightarrow \infty} \Pr[\mathcal{P}(t) \text{ solves } O | \sigma] = 1$, as claimed. \hfill \Box

This result motivates the following definition.
\textbf{Definition 3.3.} A task $O$ is eventually solvable given the randomness-configuration $\alpha \in \mathcal{A}$ if and only if
\[ \lim_{t \to \infty} \Pr[\mathcal{P}(t) \text{ solves } O \mid \alpha] = 1. \] (10)

3.3 Realization and Consistency Complexes

We now introduce new complexes, which are essentially reformulations of the protocol and output complexes $\mathcal{P}(t)$ and $O$, more suitable for the analysis of input-free symmetry-breaking tasks.

\textit{Realization complex.} In the setting of this paper, namely the anonymous blackboard and message-passing models, the protocol complex is entirely determined by the values of the random bits produced by the $k$ sources of randomness. The realization complex at time $t$ is denoted by $\mathcal{R}(t)$, for any $t \geq 1$. The vertices of $\mathcal{R}(t)$ are pairs $(i, x_i)$ where $x_i \in \{0, 1\}^t$ is a binary string of length $t$ (the random bits received by node $i$ during the first $t$ rounds). Specifically, $\mathcal{R}(t)$ has vertex-set \[ V(\mathcal{R}(t)) = \{(i, x_i) : i \in [n], x_i \in \{0, 1\}^t\}. \] (11)

For $I \subseteq [n]$, a set $\rho = \{(i, x_i) : i \in I\} \subseteq V(\mathcal{R}(t))$ is a simplex of $\mathcal{R}(t)$ if there exists a randomness-configuration $\alpha \in \mathcal{A}$ such that, with non-zero probability, each node $i \in I$ may receive the random bit-string $x_i$. See Figure 1 for an illustration with three parties.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure1.png}
\caption{The complexes $\mathcal{R}(0)$ and $\mathcal{R}(1)$ in a system with 3 processes. A facet $(w, h, r)$ represents a possible state of the system describing the randomness received by the (white, black, and red) parties up to that time.}
\end{figure}

We observe relations between $\mathcal{P}(t)$ and $\mathcal{R}(t)$ that allow us to analyze the algorithm via the more intuitive $\mathcal{R}(t)$. For any time $t \geq 0$ there exists a simplicial map $h : \mathcal{P}(t) \to \mathcal{R}(t)$ that takes each vertex $(i, K_i) \in \mathcal{P}(t)$ to $(i, x_i) \in \mathcal{R}(t)$, where $x_i \in \{0, 1\}^t$ is the randomness received by party $i$ according to $K_i(t)$; recall that $K_i(t)$ indeed contains $x_i(t)$ by its definition (Eqs. (1) and (2) for the blackboard and message-passing models, respectively). Note that $K_i(t)$ contains also randomness received by all the other parties up to round $t - 1$, hence, $h$ maps multiple vertices to $(i, x_i)$. Note that $h$ is name-preserving by construction.

We observe that the simplicial map $h$ induces an isomorphism between facets of $\mathcal{P}(t)$ and facets of $\mathcal{R}(t)$. Indeed, a facet $\{(i, K_i(t)) : i \in [n]\} \in \mathcal{P}(t)$ uniquely determines the randomness $(x_1, \ldots, x_n)$ received by all parties up to round $t$, and is mapped to the facet $\{(i, x_i) : i \in [n]\}$ of $\mathcal{R}(t)$. Similarly, if one determines the randomness by time $t$, $(x_1, \ldots, x_n)$, this uniquely defines the knowledge every party holds up to time $t$, since each $K_i(t)$ consists of $x_i$ and $K_j(t - 1)$ for $j \in [n]$, and these, by induction, are deterministic function of $(x_1, \ldots, x_n)$. With a slight abuse of notation we will commonly refer to $h$ as an isomorphism, implicitly restricting it to act on facets.

\textit{Consistency complexes.} We now consider two general “consistency-projections” $\pi$ and $\tilde{\pi}$ that apply on chromatic complexes. Let $\mathcal{K}$ be a pure chromatic complex of dimension $n - 1$, that is, a complex whose vertices are pairs of the form $(i, v)$, with $i \in [n]$, and $v$ a value. Let $\sigma = \{(i, v_i) : i \in [n]\}$ be a facet of $\mathcal{K}$. We define the complex $\pi(\sigma)$ (as the complex on vertex-set $\{(i, v_i) : i \in [n]\}$) such that, for every non-empty $I \subseteq [n]$,
\[ \{(i, v_i) : i \in I\} \in \pi(\sigma) \iff \forall (i, j) \in I \times I, v_i = v_j. \] (12)

The projection $\pi$ applied simultaneously to all the facets of $\mathcal{K}$ results in the complex \[ \pi(\mathcal{K}) = \bigcup_{\sigma \in \mathcal{K}} \pi(\sigma), \] (13)
where the union is taken on the facets of $\mathcal{K}$. We note that $\pi(\mathcal{K})$ is a subcomplex of $\mathcal{K}$.

As a simple illustrative example, in the case of leader election (LE), the complex $\pi(O_{\text{LE}})$ has facets
\[ \{(i, 1)\} \text{ and } \{(j, 0) : j \in [n] \setminus \{i\}\} \] (14)
for every $i \in [n]$. See also Figure 2.

The second consistency-projection, $\tilde{\pi}$, is more specific and applies only to the realization complexes $\mathcal{R}(t)$, for $t \geq 1$. It is not using equality between values, but an equivalence relation between the vertices of $\mathcal{R}(t)$, defined as follows. Given specific realizations $x_i \in \{0, 1\}^t$ for the randomness of party $i \in [n]$ at time $t$, we say that nodes $i$ and $j$ are consistent at time $t$, denoted by
\[ i \sim_j \] (15)
if $K_i(t) = K_j(t)$. Note that once the randomness obtained by the parties up to round $t$, $x_1, \ldots, x_n \in \{0, 1\}^t$, are fixed, the event $K_i(t) = K_j(t)$ is deterministic (it has probability either 0 or 1). In the blackboard model, this equality depends solely on the random bits received by nodes $i$ and $j$ during the first $t$ rounds. However, in the message-passing model, this equality also depends on the actual assignment of parties’ port numbers. Also, it is worth observing that once $K_i(t) \neq K_j(t)$ in a specific instance of randomness, the two nodes $i$ and $j$ become inconsistent for the rest of the execution. However, they become aware of this fact only at the next round, where knowledge is exchanged (in both the blackboard and the message-passing model)[11].

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure2.png}
\caption{$O_{\text{LE}}$ and $\pi(O_{\text{LE}})$. The facet $r_1 \in O_{\text{LE}}$ is mapped to the subcomplex $\pi(r_1) \subseteq \pi(O_{\text{LE}})$ that contains the edge $\{(2, 0), (3, 0)\}$ and the isolated node $\{(1, 1)\}$.}
\end{figure}
Let $\rho = \{(i, x_i) : i \in [n]\}$ be a facet of $\mathcal{R}(t)$. We define the complex $\tilde{\pi}(\rho)$ as the complex on vertex-set $V(\rho) = \{(i, x_i) : i \in [n]\}$ such that, for every non-empty $I \subseteq [n]$,
\[
\{(i, x_i) : i \in I\} \in \tilde{\pi}(\rho) \iff \forall (i, j) \in I \times I, i \not\sim j.
\]
(16)
The consistency complex captures all the possible relations of consistency for all possible generations of random strings. The consistency-projection $\tilde{\pi}$ applied simultaneously to all the facets of $\mathcal{R}(t)$ results in the complex
\[
\tilde{\pi}(\mathcal{R}(t)) = \bigcup_{\rho \in \mathcal{R}(t)} \tilde{\pi}(\rho),
\]
(17)
where the union is taken on the facets of $\mathcal{R}(t)$. Note that $\tilde{\pi}(\mathcal{R}(t))$ is a subcomplex of $\mathcal{R}(t)$; its topological structure will be vital for our analysis.

### 3.4 Randomized Solvability of Tasks, Revisited

A facet of $\mathcal{R}(t)$ is called a realization of the system at time $t$. By definition, there are $2^n$ different realizations at time $t$. Also, since each source of randomness generates a single bit uniformly at random at each round, we have
\[
Pr[R_i(1, \ldots , t) = x] = 2^{-t}
\]
(18)
for every $x \in \{0, 1\}^t$. It directly follows that the probability that a node $i \in [n]$ receives random string $x \in \{0, 1\}^t$ during the first $t$ rounds is $2^{-t}$, regardless to which randomness source node $i$ is connected. However, there might be correlations between different nodes, whenever they are connected to the same randomness source (an information that is not given to the nodes a priori). Let $\rho = \{(i, x_i), (n, x_n)\} \in \mathcal{R}(t)$ be a realization of the system at time $t$, and let $\alpha \in \mathcal{A}$ be a randomness-configuration of the system. We have
\[
Pr[\alpha | A] = Pr\left[\bigcap_{(i,j) \in A} R_j(1, \ldots , t) = x_i\right].
\]
(19)

We introduce a novel definition for solvability. This definition will be shown to be equivalent to the definition using facets of $\mathcal{P}(t)$.

**Definition 3.4.** A realization $\rho \in \mathcal{R}(t)$ solves a symmetry-breaking task $O$ if there exists $\tau \in \Omega$ and a name-preserving simplicial map $\delta : \tilde{\pi}(\rho) \rightarrow \pi(\tau)$.

Note that, in this definition, the map $\delta$ is not asked to be name-independent, since this property will be provided by the structure the projections impose. Since every realization $\rho \in \mathcal{R}(t)$ has some probability to occur at a given time, one can compute the probability of solving the task at time $t$ by summing up the probabilities of the realizations that solve the task at time $t$. For any $t \geq 1$, let $S(t)$ be the set of all the realizations of the system after $t$ rounds that solves the task $O$, and let us define the probability of $\mathcal{S}(t)$ given some randomness-configuration $\alpha \in \mathcal{A}$ as the sum of the probability of its facets, that is,
\[
Pr[S(t) | \alpha] = \sum_{\sigma \in S(t)} Pr[\sigma | \alpha].
\]
(20)
Again, by Kolmogorov’s zero–one law, the limit when $t$ goes to infinity of the probability of $\mathcal{S}(t)$ is equal to 0 or 1. Moreover, this new notion of solvability is equivalent to the (algorithmic) notion of solvability of Definition 3.3.

**Lemma 3.5.** An input-free symmetry-breaking task $O$ is eventually solvable given a randomness-configuration $\alpha \in \mathcal{A}$ if and only if
\[
\lim_{t \rightarrow \infty} Pr[S(t) | \alpha] = 1,
\]
(21)
where $S(t)$ is the set of all the realization $\sigma \in \mathcal{R}(t)$ that solve $O$ at time $t$.

**Proof.** First, assume $\sigma \in \mathcal{P}(t)$ solves $O$. We show that $h(\sigma) \in \mathcal{R}(t)$ solves $O$ for $h : \mathcal{P}(t) \rightarrow \mathcal{R}(t)$ the name-preserving simplicial map defined in Section 3.3. Fix $t$ and $\sigma \in \mathcal{P}(t)$ that solves the task, and set $\rho = h(\sigma)$. According to Definition 3.1, there is a name-preserving name-independent simplicial map $\delta : \sigma \rightarrow \tau$. where $\tau = \delta(\sigma)$ is a facet of $O$.

Given $\sigma$ and $\rho$, we can define a name-preserving simplicial map (in fact, an isomorphism) $h : \rho \rightarrow \sigma$ (being viewed as complexes) that for any $i \in [n]$ takes $(i, x_i) \in \rho$ to $(i, K_i) \in \sigma$; note that $h$ is the unique name-preserving simplicial map between $\rho$ and $\sigma$.

We claim that $\lambda \circ h = \delta(h)$. We show that $\tilde{\pi}(\mathcal{R}(k))$ is a name-preserving simplicial map $\lambda : \tilde{\pi}(\rho) \rightarrow \pi(\tau)$. Indeed, (1, $\lambda(\sigma)$) is name preserving; this follows immediately since $h, \delta$ are both name-preserving. (2) $\lambda$ preserves simplices: fix a realization $\rho = \{(i, x_i) : i \in [n]\} \in \mathcal{R}(t)$ and let $K_i(t)$ be the knowledge of party $i$ at time $t$ given the realization $\rho$. Then $\sigma = h(\rho) = \{(i, K_i(t)) : i \in [n]\}$; in particular, $h((i, x_i)) = (i, K_i(t))$, since $h$ preserves names. Let $\rho'$ be a facet in $\tilde{\pi}(\rho)$. By the definition of $\tilde{\pi}$, for any two vertices $(i, x_i), (j, x_j) \in \rho'$ it holds that $i \not\sim j$. Thus, by the definition of the ~ relation, $K_i(t) = K_j(t)$ and thus $\{(i, K_i(t)), (j, K_i(t))\} \in \pi(\sigma)$. Since the consistency relation ~ is transitive, the same argument holds for any subset of vertices in $\rho'$. Hence, $\lambda(\rho')$ is a simplex in $\pi(\sigma)$. We conclude that, if $Pr[\sigma | \alpha] > 0$, and $\sigma$ solves $O$ by Definition 3.1 via the map $\delta$, then for $\rho = h(\sigma)$ and $\tau = \delta(\sigma)$ we have $Pr[\rho | \alpha] > 0$, and $\rho$ solves $O$ by Definition 3.4 via the map $\lambda : \tilde{\pi}(\rho) \rightarrow \pi(\tau)$.

Conversely, assume that $\rho \in \mathcal{R}(t)$ solves $O$. We show that the facet $h^{-1}(\rho) \in \mathcal{P}(t)$ solves $O$ for $h : \mathcal{P}(t) \rightarrow \mathcal{R}(t)$ the name-preserving simplicial map from Section 3.3 (recall that $h$ induces an isomorphism on facets, thus it has a unique inverse for $\rho$). Let $\tau \in \Omega$ and $\delta : \tilde{\pi}(\rho) \rightarrow \pi(\tau)$ be given for $\rho$ by Definition 3.4. Let $\sigma = h^{-1}(\rho)$ be given by the isomorphism. We claim that $\sigma$ solves $O$ via the map $\lambda = \delta \circ h$. First, note that $\lambda = \sigma \rightarrow \tau$ is a name-preserving simplicial map, which follows since $h$ and $\delta$ are both name-preserving simplicial maps. This also implies that $\lambda(\sigma) = \delta(h(\sigma)) = \tau$ is a facet of $O$. Next, we argue that $\lambda$ is name-independent, namely, that any two parties with the same knowledge give the same output. Let $(i, K_i(t)), (j, K_j(t))$ be two vertices in $\sigma$, such that $K_i(t) = K_j(t)$. By definition, $i \not\sim j$. If so, then $\{(i, x_i), (j, x_j)\}$ is a simplex in $\tilde{\pi}(\rho)$, where $(i, x_i) = h((i, K_i(t)))$ and $(j, x_j) = h((j, K_j(t)))$. This simplex must be mapped by the simplicial map $\delta$ to some simplex $\{(i, v), (j, v)\} \in \pi(\tau)$ (recall that simplices in $\pi(\tau)$ consist of nodes with similar outputs, Eq. (12)). Since the argument holds for arbitrary two nodes, it easily extends to any subset of nodes in $\sigma$ that have identical knowledge, which proves that $\lambda$ is a name-independent.

\[ \square \]

In Figure 3 we illustrate the relations between the different complexes of this work.
4 SOLVABILITY OF LEADER ELECTION VIA TOPOLOGY

In the remainder of this paper we will consider the task of leader election, \( O_{LE} \). In this section we will discuss the conditions on randomness-configurations \( \alpha \in \mathcal{A} \) that make \( O_{LE} \) eventually solvable. We begin in Section 4.1 with the blackboard model. In Section 4.2 we will consider the message-passing model. Recall that the leader election task is defined by \( LE = (I, O_{LE}, \Delta) \) with \( I = \{(i, \perp) : i \in [n]\} \) and \( \Delta : I \to 2^{O_{LE}} \) that maps the single facet of \( I \) to the entire complex \( 2^{O_{LE}} \). Further recall that \( O_{LE} \) has facets

\[
\tau_i = \{(1, 0), \ldots, (i - 1, 0), (i, 1), (i + 1, 0), \ldots, (n, 0)\},
\]

for any \( i \in [n] \), and thus \( \pi(O_{LE}) = \bigcup_{\tau \in O} \pi(\tau) \) has facets

\[
\{(i, 1)\} \quad \text{and} \quad \{(j, 0) : j \in [n] \setminus \{i\}\}
\]

for any \( i \in [n] \). To ease readability, we will denote \( O_{LE} \) simply by \( O \) from this point and on, as the task is clear from context.

Intuitively, leader election is eventually solvable, in either model, if the algorithm can break symmetry, which in our topological view amounts to reaching some \( \rho \in \mathcal{R}(t) \) with positive probability, such that \( \tilde{\pi}(\rho) \) has an isolated vertex—that process will be the leader. Impossibility is obtained when for any time \( t \), for any \( \rho \in \mathcal{R}(t) \) with positive probability \( \tilde{\pi}(\rho) \) does not contain an isolated vertex and thus cannot be mapped to any \( \pi(\tau) \) for \( \tau \in O \).

4.1 The Blackboard Model

With the above formulation we can determine the solvability of leader election in the blackboard model as a function of the specific configuration \( \alpha \in \mathcal{A} \) of the system:

\[ \text{Theorem 4.1. Assume } k \leq n \text{ distinct randomness sources are available to } n \text{ parties, where for any } i \in [k], \text{ there are exactly } n_i \text{ parties connected to } R_i. \text{ Then, leader election in the blackboard model is eventually solvable if and only if there exists a source } i \in [k] \text{ such that } n_i = 1. \]

\[ \text{Proof. We prove the theorem separately for } k = 1 \text{ and for } k > 1. \]

The base case (\( k = 1 \)): Let the randomness-configuration be such that \( k = 1 \), that is, all the parties are connected to \( R_1 \) and see exactly the same stream of randomness. In particular, any realization that gives two different parties different randomness strings, has zero probability.

The 'if' direction: Since there is only a single source in the system (\( R_1 \)), if \( n_1 = 1 \) then the entire network contains a single party, \( n = 1 \).

In this case leader election is trivial: for any time \( t > 0 \), the complex \( \mathcal{R}(t) \) has only 0-dimension facets: \( \{(1, x_1)\} \) for any \( x_1 \in \{0, 1\}^t \). For any \( \rho \in \mathcal{R}(t) \) it holds that \( \tilde{\pi}(\rho) = \rho \). Further, \( O \) reduces to a single isolated node \( \tau = \{(1, 1)\} \), and thus \( \pi(O) = \pi(\tau) = \{(1, 1)\} \). It then follows that, for any \( \rho = \{(1, x_1)\} \in \mathcal{R}(t) \) there exists a name-preserving simplicial map \( \delta : \tilde{\pi}(\rho) \to \pi(\tau) \), i.e., the map that takes \( (1, x_1) \) to \( (1, 1) \).

Thus, for every \( t \), it holds that \( \mathcal{S}(t) \) contains all the facets of \( \mathcal{R}(t) \), because any such realization solves the task LE. For any \( t \), as well as in the limit \( t \to \infty \), \( \Pr\{\mathcal{S}(t) \mid \alpha\} = 1 \).

The 'only if' direction: For the other direction, let \( \alpha' \in \mathcal{A} \) be a randomness-configuration in which there is no source \( i \) with \( n_i = 1 \). Since there is only a single source \( k(\alpha') = 1 \) we have \( n_i > n > 1 \) and we need to show that leader election is not eventually solvable.

Towards contradiction, assume that \( \rho \in \mathcal{R}(t) \) is a realization that solves LE, say, via a map \( \delta : \tilde{\pi}(\rho) \rightarrow \pi(\tau_j) \) for some \( j \in [n] \). \( \tau_j \in O \).

By definition, any simplicial map \( \delta \) must preserve simplices. Let \( (i, x_i) \in \tilde{\pi}(\rho) \) be the vertex that is mapped to \( (j, 1) \in \pi(\tau_j) \). Since \( \{(i, 1)\} \) is a facet in \( \pi(\tau_j) \), the vertex \( (i, x_i) \) must be isolated in \( \tilde{\pi}(\rho) \).

However, this implies that \( \Pr\{\rho \mid \alpha'\} = 0 \), since \( \alpha' \) dictates that all parties share the same randomness source and their views (randomness and blackboard content) are identical. Therefore, for any realization \( \rho' \) that has a non-zero probability (given \( \alpha' \)), the projection \( \tilde{\pi}(\rho') \) must be a single facet of dimension exactly \( n - 1 \), that is, \( \{(i, x) : i \in [n]\} \), for some value \( x \in \{0, 1\}^t \). On the other hand, \( \tilde{\pi}(\rho) \) has a 0-dimension facet, and since \( n > 1 \) its probability is zero given \( \alpha' \). It follows that for any \( t \), as well as in the limit, we have \( \lim_{t \to \infty} \Pr\{\mathcal{S}(t) \mid \alpha'\} = 0 \).

The general case (\( k > 1 \)): Assume we are given a randomness-configuration \( \alpha \in \mathcal{A} \) with \( k = k(\alpha) > 1 \) distinct randomness sources. Without loss of generality assume \( 0 < n_1 \leq n_2 \leq \cdots \leq n_k \).

The 'if' direction: Assume \( \alpha \in \mathcal{A} \) satisfies \( n_1 = 1 \). At any time \( t \) there are exactly \( 2^k \) unique realizations \( \rho \in \mathcal{R}(t) \) with positive probability conditioned on \( \alpha \). It is not too difficult to see that all such realizations are equiprobable. Let us define

\[
\mathcal{S}_1(t) \overset{\text{def}}{=} \left\{ \rho = \{(1, x_1), \ldots, (n, x_n)\} \in \mathcal{R}(t) \right\} \forall i > 1, x_i \neq x_1
\]

(24)

to be the set of all the realizations \( \rho \in \mathcal{R}(t) \) in which the randomness obtained by the first party is unique, \( x_1 \neq x_i \) for all \( i > 1 \). There are \( 2^t \cdot (2^t - 1)^{k-1} \) such realizations with positive probability given \( \alpha \).

Note that each such realization solves the task LE via the (unique) name-preserving map \( \delta : \tilde{\pi}(\rho) \rightarrow \pi(\tau_1) \), thus \( \mathcal{S}_1(t) \subseteq \mathcal{S}(t) \).

Since all the positive-probable realizations are equiprobable we have

\[
\Pr\{\mathcal{S}(t) \mid \alpha\} \geq \Pr\left( \bigcup_{\rho \in \mathcal{S}_1(t)} \rho \mid \alpha \right) = 2^t \cdot (2^t - 1)^{k-1} \cdot 2^{-kt}
\]

\[
\geq 1 - \frac{(k - 1)2^t(k-2)}{2^{t(k-1)}} = 1 - \frac{k - 1}{2^t}.
\]

(25)

From the above, \( \lim_{t \to \infty} \Pr\{\mathcal{S}(t) \mid \alpha\} = 1 \) as required.

The 'only if' direction: Assume a randomness-configuration \( \alpha' \) (with \( k(\alpha') > 1 \)) in which \( n_1 > 1 \) (hence, there exists no \( i \) with \( n_i = 1 \)). Let us fix a time \( t \), and let \( \rho \in \mathcal{R}(t) \) be a realization that solves the task LE via \( \delta_j : \tilde{\pi}(\rho) \rightarrow \pi(\tau_j) \). In order for \( \delta_j \) to be
4.2 The Message-Passing Model

We now turn to the message-passing model where nodes are indistinguishable and where each node (privately) labels its $n-1$ neighbors with unique labels from \{1,\ldots,n-1\} in an arbitrary way. Unlike the blackboard model, where similar randomness means similar knowledge, here parties may have different knowledge while observing the same randomness, due to the difference in their port-numbering.

We recall that the numbering of the ports is arbitrary. In the following we ask which configurations lead to solving leader-election regardless of the specific port numbers. Alternatively, we ask which configurations prevent any protocol from solving leader-election for at least one port-numbers labeling. That is, given a randomness-configuration, we look at the worst case for setting the port numbers and ask whether or not leader-election is eventually solvable. We term this question worst-case leader election.

The following Theorem 4.2, which is this section’s main theorem, shows that worst-case eventual solvability of leader election depends on the greatest common divisor (GCD) of the number of parties connected to each randomness source.

**Theorem 4.2.** Assume $k \leq n$ distinct randomness sources are available to $n$ parties, where for any $i \in [k]$, exactly $n_i \geq 1$ parties are connected to $R_i$. Worst-case leader election is eventually solvable if and only if $\gcd(n_1, n_2, \ldots, n_k) = 1$.

The proof of the theorem is based on the following technical lemma that explains how the consistency-projected complex $\tilde{\pi}(R(t))$ changes with time.

**Lemma 4.3.** For any $\alpha \in \mathcal{A}$ such that $\gcd(n_1, \ldots, n_k) = g$ there exists a way to number ports so that for any realization $\rho \in \mathcal{R}(t)$ that has positive probability $\Pr[\rho | \alpha] > 0$, the dimension $\dim(\gamma)$ of any facet $\gamma \in \tilde{\pi}(\rho)$ satisfies $g \mid \dim(\gamma) + 1$.

Note that the above suggests that worst-case leader election is not eventually solvable when the GCD is larger then one, proving the "only if" direction of Theorem 4.2.

**Corollary 4.4.** Assume $\alpha' \in \mathcal{A}$ such that $\gcd(n_1, \ldots, n_k) = g$ and $g > 1$, then there exists a way to assign port-numbers to channels so that leader election is impossible.

**Proof.** From Lemma 4.3 we know that there exists a way to number ports such that any realization $\rho \in \mathcal{R}(t)$ for which $\Pr[\rho | \alpha'] > 0$, has facets of dimension at least $g-1 > 0$. In particular, there is no isolated vertex in $\tilde{\pi}(\rho)$, as this will imply a facet $\gamma$ with $\dim(\gamma) = 0$, but $g \nmid \dim(\gamma) + 1$, which is a contradiction. Since there is no isolated vertex in $\tilde{\pi}(\rho)$, there exists no simplicial map from $\tilde{\pi}(\rho)$ to $\pi(\tau_j)$ for any facet $\tau_j \in \mathcal{O}$ and thus $\rho$ does not solve leader election. We get that for any $t$, no realization that solves leader election has positive probability, $\Pr[S(t) | \alpha'] = 0$. □

The proof of Lemma 4.3 and the remaining direction of the proof of Theorem 4.2 are deferred to the full version of this paper.

5 CONCLUSION

This paper focuses on input-free symmetry-breaking tasks, and presents a topological framework for studying the solvability of such tasks by randomized algorithms. The applicability of this framework was demonstrated by studying the solvability of leader election in environments where correlations may exist between the randomness sources assigned to the processing nodes. Thus, the paper is expected to help move the study of randomized algorithms under the umbrella of algebraic topology.

Our analysis resulted in a complete characterization of the solvability of leader election by randomized algorithms. A simple corollary shows that the same conditions required for solving leader election also suffice for solving any name-independent task (but they are not necessary).

**Theorem 5.1.** If Leader election is solvable by an anonymous network in the blackboard or message-passing model, then any distributed name-independent input-output task can be solved over the same model.

Extending this work to any task $(I, O, \Delta)$ is an appealing research direction. A first step may consist of extending this paper’s framework to input-free tasks for which the output complex $O$ is not symmetric. An intriguing example is electing a leader and a deputy leader (where the latter is to be used as an immediate backup in case the leader fails), under the constraint that some nodes may only be leaders, some nodes may only be deputy leaders, some nodes may be either of the two, and some nodes may be neither. Another compelling direction is extending the communication model to networks with arbitrary structure.
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