Abstract—This work makes the preliminary contribution of studying the asymptotic performance of a multi-user intelligent reflecting surface (IRS) assisted-multiple-input single-output (MISO) downlink system under imperfect CSI. We first extend the existing least squares (LS) ON/OFF channel estimation protocol to a multi-user system, where we derive minimum mean squared error (MMSE) estimates of all IRS-assisted channels over multiple sub-phases. We also consider a low-complexity direct estimation (DE) scheme, where the BS obtains the MMSE estimate of the overall channel in a single sub-phase. Under both protocols, the BS implements maximum ratio transmission (MRT) precoding while the IRS design is studied in the large system limit, where we derive deterministic equivalents of the signal-to-interference-plus-noise ratio (SINR) and the sum-rate. The derived asymptotic expressions, which depend only on channel statistics, reveal that under Rayleigh fading IRS-to-users channels, the IRS phase-shift values do not play a significant role in improving the sum-rate but the IRS still provides an array gain. Simulation results confirm the accuracy of the derived deterministic equivalents and show that under Rayleigh fading, the IRS gains are more significant in noise-limited scenarios. We also conclude that the DE of the overall channel yields better performance when considering large systems.

I. INTRODUCTION

Fifth Generation (5G) technologies like massive multiple-input multiple-output (MIMO), small cells and millimeter wave communication not only consume a lot of energy but their performance is highly prone to losses in harsh propagation environments [1]. To address these limitations, the concept of deploying intelligent reflecting surfaces (IRSs) in the environment has emerged in recent works, where the IRS is envisioned as a planar array of passive reflecting elements that can independently induce phase shifts onto the incident electromagnetic waves for performance enhancement [2], [3].

Several recent works jointly optimize the precoding at the base station (BS) and the phase-shifts applied by IRS elements, under different performance criteria of interest, for example: sum-rate maximization in [4], energy efficiency maximization subject to users’ signal-to-interference-plus-noise ratio (SINR) constraints in [5], transmit power minimization in [6], [7] and maximization of minimum SINR in [8]. The majority of these and other related works study the IRS performance under perfect channel state information (CSI) assumption.

CSI acquisition is a critical issue in IRS-assisted systems due to the passive nature of the IRS elements [9]–[11]. Moreover, the number of channels estimates needed to design IRS parameters is generally large, rendering the training overhead to be high. For a single-user system, the ON/OFF channel estimation scheme from [9] to a multi-user system and derive the minimum mean square error (MMSE) estimates of all IRS-assisted channels over multiple sub-phases. Recognizing the large overhead imposed by this protocol, we also propose a direct estimation (DE) scheme in which the BS estimates the overall channel to each user in one sub-phase, instead of estimating the individual links over multiple sub-phases. This protocol, while not very practical in the non-asymptotic regime where we need estimates of all individual IRS-assisted channels to design the IRS [9], can be a viable scheme for large systems, where the SINR and sum-rate performance approaches deterministic quantities that do not depend on instantaneous channels.

The derived estimates are used to implement maximum ratio transmission (MRT) precoding at the BS. To design the IRS parameters, we resort to the asymptotic analysis of the sum-rate motivated by the large system sizes envisioned for future networks. Specifically, we develop deterministic equivalents of the SINR and sum-rate under both estimation protocols, which become tight in the large system limit [1], [2]. The deterministic equivalents under MMSE-ON/OFF protocol show some dependence on the values of IRS phase-shifts, which are optimized using projected gradient ascent requiring knowledge of only the channel statistics. The deterministic equivalents under DE and perfect CSI do not show a notable dependence on IRS phase-shifts under Rayleigh fading. To explicitly study the asymptotic impact of IRS on the SINR, we apply the results to a special case from [13] and find that (i) IRS yields an array gain but no significant reflect beamforming gain under Rayleigh fading and (ii) the performance gain is high in noise-limited systems. Simulation results verify these insights and illustrate the excellent match yielded by deterministic equivalents. Moreover, we observe that if the IRS is designed...
using the sum-rate deterministic equivalent, the DE scheme becomes desirable due to the reduction in training time.

The rest of the paper is organized as follows. In Sec. II the IRS-assisted system model and channel estimation protocols are outlined. Sec. III presents the asymptotic analysis. Sec. IV provides simulation results and Sec. V concludes the paper.

II. SYSTEM MODEL

In this section, we present the transmission model and outline the MMSE-ON/OFF as well as the DE protocol.

A. Signal Model

As shown in Fig. 1 a BS equipped with \( M \) antennas communicates with \( K \) single antenna users. This communication is assisted by an IRS composed of \( N \) passive reflecting elements installed in the line-of-sight (LoS) of the BS. The IRS is equipped with a smart controller, which can communicate with the BS over a backhaul link for configuration. The received baseband signal \( y_k \) at user \( k \) is given as

\[
y_k = h_{k,v}^H x + n_k, \tag{1}
\]

where the overall channel \( h_{k,v} \in \mathbb{C}^{M \times 1} \) between BS and user \( k \) is represented as

\[
h_{k,v} = h_{d,k} + H_1 \Theta h_{2,k} \tag{2}
\]

where \( H_1 \in \mathbb{C}^{M \times N} \) is the LoS deterministic channel between the IRS and the BS represented as \( H_1 = [\sqrt{\beta_1}h_{1,1}, \ldots, \sqrt{\beta_N}h_{1,N}] \), where \( \beta_1 \) is the path loss factor and \( h_{1,n} \) is the channel between the BS and the \( n \)th IRS element. Also \( h_{d,k} \sim \mathcal{CN}(\mathbf{0}, \beta_{d,k} I_N) \in \mathbb{C}^{N \times 1} \) and \( h_{d,k} \sim \mathcal{CN}(\mathbf{0}, \beta_{d,k} I_M) \in \mathbb{C}^{M \times 1} \) are the Rayleigh fading channel vectors between user \( k \) and the IRS, and user \( k \) and the BS respectively, where \( \beta_{2,k} \) and \( \beta_{d,k} \) are the channel attenuation coefficients. Finally \( \Theta = \text{diag}(\mathbf{v}) \in \mathbb{C}^{N \times N} \) captures the response of the IRS, where \( \mathbf{v} = [\alpha_1 \exp(j\theta_1), \alpha_2 \exp(j\theta_2), \ldots, \alpha_N \exp(j\theta_N)]^T \in \mathbb{C}^{N \times 1} \) is the IRS reflect beamforming vector, with \( \theta_n \in [0, 2\pi] \) being the induced phase-shift and \( \alpha_n \in [0, 1] \) being the given amplitude reflection coefficient of element \( n \). We denote \( v_n = \alpha_n \exp(j\theta_n) \) in the remainder of this work.

Moreover, \( x = \sum_{k=1}^M \sqrt{p_k} g_k s_k \) is the transmit (Tx) signal vector, where \( g_k \in \mathbb{C}^{M \times 1}, p_k \) and \( s_k \sim \mathcal{CN}(0, 1) \) are the precoding vector, signal power and data symbol for user \( k \) respectively. The Tx vector satisfies the average constraint

\[
E[|x|^2] = \text{tr}(PGHG) \leq P_{\text{max}}, \tag{3}
\]

where \( P_{\text{max}} \) is the Tx power budget, \( P = \text{diag}(p_1, \ldots, p_K) \) and \( G = [g_1, g_2, \ldots, g_K] \). The BS utilizes the estimates of \( h_{k,v} \), denoted as \( \hat{h}_{k,v} \), to implement MRT precoding. MRT is a popular precoding scheme for massive MIMO settings, since it reduces the computational complexity greatly as compared to zero-forcing and regularized zero-forcing precoding, which involve the inversion of the Gram matrix of joint users’ channel matrix. With MRT, the precoding vector is given as

\[
g_k = \zeta h_{k,v}, \quad \zeta = \frac{P_{\text{max}}}{\Psi} \tag{4}
\]

where \( \Psi = \mathbb{E}[|\text{tr}(PH_k H_k^H)|] \) and \( H_k^H = [h_{1,v}, h_{2,v}, \ldots, h_{K,v}] \in \mathbb{C}^{M \times K} \). Under MRT precoding, the SINR of user \( k \) is defined as

\[
\gamma_k = \frac{p_k |h_{k,v}^H \hat{h}_{k,v}|^2}{\sum_{l \neq k} p_l |h_{k,v}^H h_{l,v}|^2 + \frac{\sigma^2}{p_k}}, \tag{5}
\]

where \( \rho = \frac{P_{\text{max}}}{\sigma^2} \). The individual users’ rates \( R_k \)s are given as \( R_k = \log_2(1 + \gamma_k) \) and the sum-rate \( R_{\text{sum}} \) is defined as

\[
R_{\text{sum}} = \sum_{k=1}^K R_k. \tag{6}
\]

B. Channel Estimation Protocols

In this section, we propose two channel estimation protocols under the time-division duplexing (TDD) strategy, where the BS exploits channel reciprocity to estimate the downlink channels. The channel coherence period of \( \tau_c \) sec is divided into an uplink training phase of \( \tau_c \) sec and a downlink transmission phase of \( \tau_d \) sec. Throughout the training phase, the users transmit mutually orthogonal pilot sequences. After correlating the received training signal with user \( k \)’s pilot sequence, the BS estimates \( h_{k,v} \) using the observation vector \[\{13\}

\[
y_{k,v}^t = h_{k,v} + n_k^U, \quad k = 1, \ldots, K, \tag{7}
\]

where \( n_k^U \sim \mathcal{CN}(0, \frac{1}{\tau_d} I_M) \) is the received noise in the uplink and \( \rho_{tr} > 0 \) is the effective training SNR.

1) MMSE-ON/OFF Protocol: Optimizing IRS parameters using the sum-rate expression in \( \{9\} \), where the SINR is given by \( \{5\} \), requires estimates of \( h_{d,k} \) as well as \( H_1 \) and \( h_{2,k} \). This is very challenging since the IRS has no radio resources to transmit or receive pilot symbols for estimating \( H_1 \) and \( h_{2,k} \). Therefore, the BS has to estimate all the channels and share the required IRS configuration with the IRS controller. One way to obtain all this CSI is the LS-ON/OFF protocol proposed in \[\{9\}\] for a single-user system. We extend this to the multi-user system under MMSE estimation, which is well-known to achieve a lower mean squared error (MSE).

To this end, note that \( H_1 \Theta h_{2,k} = H_{0,k,v} \), where \( H_{0,k} = H_1 \text{diag}(h_{0,k}^H) \). Each vector \( h_{0,k} \in \mathbb{C}^{M \times 1} \) in \( H_{0,k} = [h_{0,1,k}, \ldots, h_{0,N,k}] \) (shown in red arrows in Fig. 1) can be interpreted as the channel from user \( k \) to the BS through the IRS when only element \( i \) of the IRS is ON i.e. \( \alpha_i = 1, \theta_i = 0 \) and \( \alpha_n = 0, \forall n \neq i \). Therefore we can represent \( \{7\} \) as

\[
y_{k,v}^t = (h_{d,k} + \sum_{i=1}^N h_{0,i,k} v_i) + n_k^U. \tag{8}
\]

To obtain MMSE estimates of \( h_{0,i,k} \) and \( h_{d,k} \), the channel estimation interval is divided into \( N + 1 \) sub-phases of length \( \tau_s = \frac{\tau_d}{N+1} \) sec. During the first sub-phase, all IRS elements
are turned OFF, i.e. \( \alpha_n = 0, \forall n \) and the BS obtains \( \hat{h}_{d,k} \) using the observation vector \( y^{tr}_{i,k} = h_{d,k} + n^{tr}_{i,k} \). In the following \((i+1)^{th}\) sub-phase, where \( i = 1, \ldots, N \), only the \( i^{th} \) IRS element is turned ON in the full reflection mode (i.e. \( \alpha_i = 1, \theta_i = 0 \)) and BS estimates \( \hat{h}_{0,i,k} \) using the observation vector \( \tilde{y}^{tr}_{i,k} = h_{d,k} + h_{0,i,k} + n^{tr}_{i,k} \), obtained after subtracting the contribution of \( h_{d,k} \) from \( y^{tr}_{i,k} \), where \( \hat{h}_{d,k} = h_{d,k} - \hat{h}_{d,k} \). The channels estimates are expressed in the following lemma.

**Lemma 1:** The MMSE estimate of \( h_{k,v} \) is given as

\[
\hat{h}_{k,v} = \hat{h}_{d,k} + \sum_{i=1}^{N} \alpha_i \hat{h}_{0,i,k} v_i,
\]

where the MMSE estimates of \( \hat{h}_{d,k} \) and \( \hat{h}_{0,i,k} \) are

\[
\hat{h}_{d,k} = R_{d,k} Q_{d,k} y^{tr}_{1,k},
\]

\[
\hat{h}_{0,i,k} = R_{0,i,k} Q_{i,k} y^{tr}_{i,k}, \quad i = 1, \ldots, N,
\]

where \( R_{d,k} = \beta_{d,k} I_M \), \( Q_{i,k} = \frac{I_M}{\beta_{i,k} + \rho v_i} \), \( R_{0,i,k} = \beta_{2,k} h_{i,i} \frac{1}{\beta_{2,k}} \frac{1}{\rho v_i} I_M \), and \( C_{d,k} \frac{1}{\beta_{2,k}} \frac{1}{\rho v_i} I_M = R_{0,i,k} - R_{d,k} Q_{i,k} R_{d,k} \).

**Proof:** The proof is provided in Appendix A.

Using these results, we can show that \( h_{k,v} \) behaves as a correlated Rayleigh channel as described below.

**Lemma 2:** The channel estimate \( \hat{h}_{k,v} \) is distributed as

\[
\hat{h}_{k,v} \sim \mathcal{CN}(0_M, C_{k,v}),
\]

where

\[
C_{k,v} = R_{d,k} Q_{d,k} R_{d,k} + \sum_{i=1}^{N} \alpha_i^2 R_{0,i,k} Q_{i,k} \left( R_{0,i,k} + \frac{I_M}{\rho v_i} \right)
\]

\[
Q_{i,k} R_{0,i,k} + \sum_{i=1}^{N} \sum_{j=1}^{N} v_i R_{0,i,k} Q_{i,k} C_{d,k} \frac{1}{\beta_{2,k}} \frac{1}{\rho v_i} Q_{i,k} R_{0,i,k} v_j.
\]

**Proof:** The proof follows noting that \( \hat{h}_{k,v} \) is a sum of Gaussian vectors and is omitted due to limited space.

2) **MMSE-Direct Estimation:** In the DE scheme, instead of estimating the individual channels \( h_{d,k} \) and \( h_{0,i,k} \), the BS directly estimates the overall channel \( h_{k,v} \) for each user for a given \( v \). This is done in a single sub-phase of length \( \tau_{v} \) sec, using the training signal in (7). The impact of the choice of \( v \) during channel estimation on the sum-rate performance will be studied in Sec. III in the large system limit. The MMSE estimate of \( h_{k,v} \), for any given \( v \), is now stated.

**Lemma 3:** The channel estimate \( \hat{h}_{k,v} \) under DE is

\[
\hat{h}^{DE}_{k,v} = R_{d,k} Q_{d,k} y^{tr}_{1,k}, \quad \gamma_{k,v} = \frac{\beta_{d,k} M + \beta_{2,k} |H| \text{diag}(\alpha)\gamma^H}{\beta_{d,k} M + \beta_{2,k} |H| \text{diag}(\alpha)\gamma^H + \frac{1}{\rho v_i} I_M},
\]

where \( R_{d,k} \),

\[
R_{d,k} = \beta_{d,k} I_M + \frac{\beta_{2,k} |H| \text{diag}(\alpha)\gamma^H}{\beta_{d,k} I_M + \beta_{2,k} |H| \text{diag}(\alpha)\gamma^H + \frac{1}{\rho v_i} I_M}.
\]

**Proof:** The proof uses the fact that \( \Theta\gamma^H = \text{diag}(\alpha)\gamma^2 \),

since \( |\gamma| \gamma = |\alpha| \) and \( \gamma^H = |\alpha| \).

**Remark 1:** Denoting the estimation error as \( \hat{h}^{DE}_{k,v} - \hat{h}^{*}_{k,v} \), the normalized MSE, \( \text{NMSE}(\hat{h}^{DE}_{k,v}) \), is given as

\[
\frac{\text{tr}(E[|\hat{h}^{DE}_{k,v} - \hat{h}^{*}_{k,v}|^2])}{\text{tr}(E[|\hat{h}^{*}_{k,v}|^2])} = \frac{\text{tr}(R_{d,k} - R_{d,k} Q_{k,v} R_{k,v}^H)}{\text{tr}(R_{k,v})}.
\]

Interestingly, the NMSE in the estimated channel is independent of the phase shifts \( \theta_n \)’s and only depends on \( \alpha_n \)’s.

The DE scheme reduces the channel estimation time \( \tau_v \) from \((N+1)\tau_s \) sec to \( \tau_s \) sec, and will therefore significantly reduce the rate loss due to channel training. The downside to this protocol is that although the estimate in (14) can be used to implement the precoding at the BS, it cannot be used to design the IRS phases based on the exact sum-rate expression in (9), which will require the estimates \( h_{d,k} \) and \( h_{0,i,k} \). However, if the IRS can be designed using knowledge of only the channel statistics as will be the case in the next section which focuses on large systems, then DE is a very desirable scheme. This is because CSI will only be needed for implementing MRT precoding, for which the BS can use (14) instead of (2).

III. ASYMPTOTIC ANALYSIS

In this section we derive the deterministic approximations of users’ SINRs and rates.

A. Main Results

With the deployment of large-dimension systems in 5G, performance analysis under the asymptotic regime has become an area of interest. In the large \( M,N,K \), limit, the users’ SINRs and ergodic rates tend to approach deterministic equivalents, which are almost surely (a.s.) tight and depend only on the slowly-varying statistics of the channel. They have been useful in solving important optimization problems in [1], [12], [14], motivated by the fact that the optimized solution will only require knowledge of channel statistics instead of instantaneous CSI. In this section, we derive the deterministic approximations of the users’ SINR in (5) and sum-rate in (6), which will later yield important insights into the impact of IRS. The analysis requires following assumptions.

**Assumption 1:** \( M, N, K \) grow large with a bounded ratio as \( 0 < \lim \inf_{M,K \to \infty} \frac{K}{M} \leq \lim \sup_{M,K \to \infty} \frac{K}{M} < \infty \) and \( 0 < \lim \inf_{M,N \to \infty} \frac{M}{N} \leq \lim \sup_{M,N \to \infty} \frac{M}{N} < \infty \).

**Assumption 2:** \( H \) satisfies \( \lim \sup_{\rho \to \infty} |H| = 0 \).

**Assumption 3:** The powers \( p_1, \ldots, p_K \) are of order \( O(1/K) \).

We present the deterministic equivalent of the SINR under MMSE-ON/OFF protocol in the theorem below.

**Theorem 1:** Under Assumptions 1, 2 and 3, the SINR of user \( k \) defined in (5) under MMSE ON/OFF channel estimate in (9) converges as

\[
\gamma^{\text{ON/OFF}}_k \xrightarrow{a.s.} \gamma^{\text{ON/OFF}}_k \quad M, N, K \to \infty
\]

where \( \gamma^{\text{ON/OFF}}_k \) is defined in (17) and \( \gamma^{\text{ON/OFF}}_k \) is defined in (13) and \( R_{d,k}Q_{d,k}R_{0,i,k}Q_{i,k}, \gamma^{\text{DE}}_k \) are defined in Lemma 1.

**Proof:** The proof is provided in Appendix B.

Two important insights can be drawn from the expression in (17). First, the phase shifts applied by the IRS elements, i.e. \( \theta_n \)’s, do not appear anywhere except for the terms involving the error covariance matrix \( C_{d,k}, \hat{h}_{k,v} \), which are multiplied by \( \nu_n \)’s in (13) and (17). The error in the estimation of \( h_{d,k} \) propagates to the estimation of the subsequent \( h_{0,i,k} \) under the ON/OFF protocol as shown in (11) making \( h_{d,k} \) and \( h_{0,i,k} \) independent due to the presence of \( h_{d,k} \) in (5). If the direct channel is estimated accurately, the values of phase shifts will not matter much asymptotically resulting in a...
small reflect beamforming gain. This phenomenon is caused by the spatial isotropy that holds upon the IRS-assisted channel, which is insensitive to the beamforming between $H_2$ and $B_2,k$ under Rayleigh fading $b_{2,k}$. Second, the IRS still yields an array gain due to the sum over $N$ in the numerator. We will get insight into the extent of this gain later in this section.

The deterministic equivalent under DE is now presented.

**Theorem 2:** Under Assumptions 1, 2 and 3, the SINR of user $k$ defined in (9) under DE protocol in (14) converges as $\gamma_k^{DE} - \gamma_k^{DE}o \xrightarrow{M,N,K \to \infty} 0$, where $\gamma_k^{DE}o$ is given as $\gamma_k^{DE} = \sum_{\lambda \neq k} \frac{p_{\lambda}}{R} tr(R_{\lambda,\alpha}R_{\lambda,\alpha}Q_{\lambda,\alpha})^2 + \sum_{k=1}^K \frac{2}{R} \sum_{l \neq k} tr(R_{l,\alpha}R_{l,\alpha}Q_{l,\alpha})^2$, where $R_{\lambda,\alpha}$ and $Q_{\lambda,\alpha}$ are defined in Lemma 3.

**Proof:** The proof is similar to the one in Appendix B. \hfill $\blacksquare$

Under DE and Rayleigh fading IRS-to-user channels, we see that the phase shifts $\theta_n$'s do not affect the SINR asymptotically, which is only affected by $\alpha_n$'s. Therefore for large systems under the DE protocol, the IRS can adopt any values for the phase shifts during channel estimation as well as during downlink transmission without affecting the sum-rate. However, the IRS will still yield an array gain, which will be explicitly studied later in this section. Next we express the deterministic equivalents of user rates in the following corollary.

**Corollary 1:** Under Assumptions 1, 2 and 3, it follows from the continuous mapping theorem that the individual downlink rates $R_k$ of the users converge as $R_k - R_k^o \xrightarrow{a.s.} 0$, where $R_k^o = \log(1 + \gamma_k^o)$ and $\gamma_k^o$ is given by (17) or (18) depending on the estimation protocol. An approximation for the average sum rate can be obtained as $R_{sum}^o = \sum_{k=1}^K \log(1 + \gamma_k^o)$.

Finally, we simplify Theorem 1 and 2 for perfect CSI case.

**Corollary 2:** Under perfect CSI for both protocols, we have

$$\gamma_k^o = \frac{p_k}{R} \sum_{l \neq k} tr(R_{l,\alpha}R_{l,\alpha})^2 + \frac{1}{R} \sum_{k=1}^K \frac{2}{R} tr(R_{l,\alpha}R_{l,\alpha})^2$$

**B. Optimization of $v$ in Theorem 2**

Under the MMSE-ON/OFF protocol, the phase shifts appear in some terms of the deterministic equivalent in Theorem 1. Denoting $v_n = \alpha_n \bar{e}_n$, where $\bar{e}_n = \exp(i \beta_n)$, we formulate the following optimization problem (P1).

$$\max_{v_1,\ldots,v_N} R_{sum}^o = \sum_{k=1}^K \log_2(1 + \gamma_k^{ON/OFF}), \text{ s.t. } |v_n| = 1, \forall n.$$  

(P1) is a constrained maximization problem that can be solved using projected gradient ascent. In each step we project the solution to the closest feasible point that satisfies the constraint. The method is explained in Algorithm 1 and the derivative of $R_{sum}^o$ with respect to $v_n$ is

$$\frac{\partial R_{sum}^o}{\partial v_n} = \sum_{k=1}^K \frac{2 \alpha_n \beta_n}{R} tr(C_{o,i,k}R_{o,i,k}Q_{o,i,k}^H) - q_k d_k,$$

where $q_k$ and $d_k$ are numerator and denominator of (17) respectively.

**Algorithm 1 Projected Gradient Ascent Algorithm**

1: Initialize: $s = 1$, $v^*$, $R_{sum}^o = f(v^*)$ in (19) and $\epsilon > 0$;
2: Repeat
3: $[p^*]_n = \frac{\partial R_{sum}^o}{\partial v_n} |_{v^*} , n = 1, \ldots, N$;
4: Find step size $\mu$ using backtracking line search;
5: $v^{s+1} = v^* + \mu p^*$; $v^{s+1} = \alpha c \exp(j \text{arg}(v^{s+1}))$;
6: $R_{sum}^o = f(v^{s+1})$;
7: $s = s + 1$;
8: Until $||R_{sum}^o - R_{sum}^{s-1}||^2 < \epsilon$;
9: Obtain $v^* = v^{s}$.

C. How Useful is the IRS?

To gain explicit insights into the impact of IRS, we consider a special case which assumes $H_1 = \sqrt{3}NU$, where $U \in \mathbb{C}^{M \times N}$ is composed of $M < N$ leading rows of an arbitrary $N \times N$ unitary matrix $[13]$. Since in practice each diagonal entry of $H_1H_1^H$ is the sum of $N$ exponential terms of unit norm, so we have normalized $U$ by $\sqrt{N}$. Moreover $N$ is assumed to be large but fixed to ensure a bounded spectral norm. The model implies that $H_1$ has orthogonal rows. Such a LoS scenario can be realized in practice through proper placement of the IRS array with respect to the BS array as discussed in [15]. In any case, this special case will act as an upper-bound on the IRS performance under arbitrary $H_1$.

Moreover, we let $\beta_1, \beta_2,k = c(\beta_{d,k}, \forall k)$, which is justified in scenarios where IRS is located very close to the BS. For this special case, the performance of the IRS-assisted system under perfect CSI is given in a compact closed-form as follows.

**Corollary 3:** For this special case, $\gamma_k^o$ in Corollary 2 under $p_k = \frac{1}{R}, \forall k$ is given as

$$\gamma_k^o = \frac{1}{M} \sum_{l \neq k} \frac{\beta_{d,l}}{\beta_{d,k} | \beta_{d,k} | p(N + 1)}$$

The solution is the closest feasible point that satisfies the constraint. The method is explained in Algorithm 1 and the derivative of $R_{sum}^o$ with respect to $v_n$, $n = 1, \ldots, N$ is
This corollary yields two important insights. First it verifies the “massive MIMO effect” observed in [13], that as $M$ increases for fixed $N$ and $K$, the user rates grow logarithmically. Second, the use of an IRS under Rayleigh fading $h_{2,k}$ is only useful in large systems when the average received SNR is low, i.e. either $\rho$ is low or the path loss is high which results in small $\beta_{d,k}$. This is often the case for cell-edge users. In such a noise-limited scenario the second term in the denominator of (22) will dominate the first and increasing $N$ will produce a noticeable increase in the SINR values. In an interference-limited scenario, the use of an IRS yields no substantial benefit. This can be intuitively explained by noting that under Rayleigh fading IRS-to-user channels, the IRS only yields an array gain of $N$ asymptotically. This gain appears in both the energy of desired and interfering signals and the net effect becomes negligible if the interference is dominant.

It will be interesting to extend the asymptotic analysis to Rician fading in the future, where the IRS phase-shifts will play a significant role, resulting in a reflect beamforming gain.

IV. SIMULATION RESULTS

We consider $K$ cell-edge users placed uniformly (with constant angular gap) along an arc of radius 150m that spans angles from $-30^\circ$ to $30^\circ$ with respect to the x-axis. Using ($x$, $y$, $z$) coordinates (in meters), the BS and IRS are deployed at $(0, 0, 25)$ and $(\bar{x}, 0, 40)$ respectively where $\bar{x}$ is the mean of $x$ coordinates of all users. We assume a full rank BS-to-IRS LoS channel $H_1$ from [8], and define $p_k = 1/K$, $\forall k$. The considered path loss model is $\beta = \frac{C_0}{d^{\eta}}$, where $C_0 = 30$dB and the path loss exponent $\eta$ is set as 2 for $H_1$, 2.8 for $H_{2,k}$ and 3.5 for $h_{d,k}$ [9]. We set $\alpha_n = 1$ $\forall n$, similar to almost all existing works on IRS-assisted systems [4]–[6], [8], [9].

First, we plot against $\rho$ in Fig. 2: 1) the Monte-Carlo simulated average SINR in (5) under exhaustive (Ex.) search over combinations of phase-shifts implementable using 2-bit IRS phase shifters [7] that maximize the average SINR, 2) the Monte-Carlo simulated average SINR under random (Rand.) phase-shifts from the discrete set, and 3) the deterministic equivalent of average SINR. All three quantities are plotted for perfect CSI, as well as imperfect CSI under MMSE-ON/OFF protocol and DE protocol, for $M = K = N = 48$ and $\rho_{tr} = 8$dB. The deterministic equivalents under DE scheme and perfect CSI do not depend on phase-shift values as seen in Theorem 2 and Corollary 2. The phase-shifts in the deterministic equivalent under MMSE-ON/OFF protocol in [17] are computed using Algorithm 1. The deterministic equivalents provide a very good approximation to the Monte-Carlo simulated average SINR for moderate system size. Moreover, we see that utilizing IRS phase shifts (i.e. exhaustive search) under Rayleigh fading $H_{2,k}$ provides a very small performance gain for large systems. This is in accordance with our observation in Sec. III that asymptotically the values of phase-shifts do not matter much and the IRS only yields an array gain. The DE scheme performs better than the ON/OFF protocol since the estimation of the overall $H_{k,x}$ in the latter protocol suffers from errors in the estimation of $N = 1$ channel vectors. DE is therefore desirable, provided CSI of individual links is not needed to design the IRS, which is the case for large systems.

Next we introduce the model for $\rho_{tr}$ as $\rho_{tr} = \frac{p_c \tau_c}{\sigma^2}$, which depends on the noise variance, $\sigma^2$, set as $10^{-19}$ Joules, the pilot Tx power $p_c$, set as 1W and the training period defined as $\tau_c = 0.01 \tau$, where $\tau = 20$ms. The net achievable rate of user $k$ is $R_k = (1 - \frac{\tau_c}{\tau}) \log_2(1 + \gamma_k)$ and $R_{sum} = \sum_{k=1}^{K} R_k$.

In Fig. 3 we study the sum-rate achieved by 8 users for varying number of BS antennas and IRS elements and compare the performance with that of a conventional MISO system with 40 BS antennas. The IRS phase shifts are drawn randomly, given our observation from Fig. 2 that even for moderate system sizes optimizing phase-shifts (using exhaustive search) provides a negligible gain. Although the IRS does not yield any notable reflect beamforming gain asymptotically under Rayleigh fading $H_{2,k}$, it does yield a significant array gain because of which the IRS-assisted system with 32 BS antennas and around 320 IRS reflecting elements can achieve the same performance as the conventional large MISO system, making it an energy-efficient alternative. The gap between perfect and imperfect CSI curves increases significantly with $N$ under
We start by dividing the numerator and denominator of (5) by $\frac{1}{\rho}$, resulting in three terms: (i) $\frac{1}{\rho} \mathbb{E}[\hat{h}_{d,k}^H \hat{h}_{d,k} \bar{y}_r^H]$, (ii) $\sum_{l \neq k} \frac{1}{\rho} \mathbb{E}[\hat{h}_{d,k}^H \hat{h}_{l,k} \bar{y}_r^H]$, (iii) $\frac{1}{\rho} \mathbb{E}[\hat{h}_{d,k}^H \bar{y}_r^H]$. We show the derivation for (i).

Write $\sum_{l \neq k} \frac{1}{\rho} \mathbb{E}[\hat{h}_{d,k}^H \hat{h}_{l,k} \bar{y}_r^H] = \frac{1}{\rho} \mathbb{E}[\hat{h}_{d,k}^H \bar{y}_r^H] P_k^L P_k^H \hat{h}_{d,k}^H \bar{y}_r^H$, where $\hat{h}_{d,k}^H \bar{y}_r^H$ is $\bar{h}_{d,k}^H$ with $l^{th}$ column removed. Note that $\mathbb{E}[\hat{h}_{d,k}^H \bar{y}_r^H] = \beta_d k M + (\beta_d, k) H_1 = \beta_d k M + \beta_2 k H_1 \text{diag}(\alpha^2) H_1$. We apply trace lemma [12] Lemma 4 to obtain $\frac{1}{\rho} \mathbb{E}[\hat{h}_{d,k}^H \bar{y}_r^H] = \frac{1}{\rho} \text{tr}(C_i,v) \beta_d k M + \beta_2 k H_1 \text{diag}(\alpha^2) H_1$, which is the deterministic equivalents of $\bar{y}_r^H$ and $\bar{y}_r^H$ and applying trace lemma yields $\sum_{l \neq k} \frac{1}{\rho} \mathbb{E}[\hat{h}_{d,k}^H \bar{y}_r^H] = \frac{1}{\rho} \text{tr}(C_i,v) \beta_d k M + \beta_2 k H_1 \text{diag}(\alpha^2) H_1$. The latter was studied under this special case in [13].
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