MDPs with Setwise Continuous Transition Probabilities

Eugene A. Feinberg\textsuperscript{a,1,,*}, Pavlo O. Kasyanov\textsuperscript{b}

\textsuperscript{a}Department of Applied Mathematics and Statistics, Stony Brook University, Stony Brook, NY 11794-3600, USA.
\textsuperscript{b}Institute for Applied System Analysis, National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic Institute”, Peremogy ave., 37a, 03056, Kyiv, Ukraine.

Abstract

This paper describes the structure of optimal policies for infinite-state Markov Decision Processes with setwise continuous transition probabilities. The action sets may be noncompact. The objective criteria are either the expected total discounted and undiscounted costs or average costs per unit time. The analysis of optimality equations and inequalities is based on the optimal selection theorem for inf-compact functions introduced in this paper.

Keywords: Markov decision process, total discounted cost, average cost per unit time, optimal selection theorem

1. Introduction

This paper studies infinite-state Markov Decision Processes (MDPs) with setwise continuous transition probabilities. In order to ensure the existence of optimal policies and relevant properties for MDPs, such as validity of optimality equations and inequalities and convergence of value iterations, some continuity assumptions on transition probabilities and costs are required. The two classic assumptions on transition probabilities, weak and setwise continuity of transition probabilities, were introduced for MDPs with compact action sets in \cite{24} for problems with expected discounted costs and used in \cite{25} for problems with average costs per unit time, where the additional Assumption B on the finiteness of relevant values functions was introduced. The results from \cite{25} on average costs with setwise continuous transition probabilities were extended in \cite{19} to problems with noncompact action sets. More general Assumption B was introduced in \cite{12}, where the theory for average-costs criteria was developed for MDPs with weakly continuous transition probabilities and possibly noncompact action sets. This paper provides results on average-cost MDPs with
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noncompact action sets and with setwise continuous transition probabilities satisfying Assumption B. MDPs with noncompact action sets are important for several applications including inventory control [10] and linear quadratic stochastic control [12, 19].

Weak continuity of probabilities is a more general property than setwise continuity, and in some applications, including inventory control [15, Section 4] and problems with incomplete information [14], weak continuity of transition probabilities leads to results that cannot be achieved by applying models with setwise continuous transition probabilities. However, models with weakly continuous probabilities require joint continuity properties of transition probabilities and costs in state-action pairs, while models with setwise continuous transition probabilities require continuity properties of transition probabilities and cost function only in the action parameter. Because of this, models with weakly continuous transition probabilities deal only with problems with semi-continuous value functions, while models with setwise continuous transition probabilities can deal with problems with arbitrary measurable value functions. For example, if action sets are finite, then models with setwise continuous transition probabilities are more general, and they were used in [17] to study MDPs with arbitrary measurable transition probabilities.

Optimality operators and equations play the central role for MDPs, and the analysis of MDPs with weakly continuous transition probabilities and possibly noncompact action sets became possible after a classic fact in optimization, the Berge maximum theorem, was extended in [12, 13] to noncompact action sets by introducing the notion of K-inf-compact functions. Berge’s maximum theorem states continuity properties of optimality operators and equations. For problems with setwise continuous transition probabilities, optimal selection theorems, that imply measurability properties of values, play the similar role; see [20, p. 183].

In this paper we introduce an optimal selection theorem for an inf-compact function (Theorem 2.2), describe the theory for expected total discounted and undiscounted costs in Theorem 3.1, establish in Theorem 3.3 the validity of optimality inequalities for average-cost MDPs satisfying Assumption B, and show in Section 4 that Assumption B is more general than Assumption B.

2. Optimal Selection Theorem

Selection and optimal selection theorems play important roles in dynamic programming and in the theory of Markov Decision Processes (MDPs); see e.g., [1, 5, 6, 20, 21]. Selection theorems provide sufficient conditions for a graph of a set-valued function to contain a measurable function, called a selector, defined on the domain of the graph of the set-valued function. Optimal selection theorems provide sufficient conditions for the selector to be an optimal solution for a parametric optimization problem. In this section we provide an optimal selection theorem useful for the analysis of MDPs with setwise-continuous transition probabilities.

Let \( \mathbb{X} \) and \( \mathbb{A} \) be Borel spaces, that is, they are measurable subsets of Polish (complete, separable, metric) spaces, and let \( \mathcal{B}(\mathbb{X}) \) and \( \mathcal{B}(\mathbb{A}) \) be their Borel \( \sigma \)-algebras. A set-valued map \( A : \mathbb{X} \rightarrow 2^\mathbb{A} \) is called strict if \( A(x) \neq \emptyset \) for each \( x \in \mathbb{X} \). For a strict set-valued map
A : X → 2^A, we define its graph Gr_x(A) := \{(x, a) ∈ X × A : a ∈ A(x)\} restricted to X ⊂ X. When X = R we write Gr(A) instead of Gr_x(A). A Borel mapping φ : X → A is called a measurable selector for A if φ(x) ∈ A(x) for all x ∈ X.

Let R denote the set of real numbers, R_+ := [0, +∞), and R = R ∪ {+∞}. We recall that a function f : E → R is called inf-compact on E, where E is a subset of a metric space, if the set D(λ, f) := \{e ∈ E : f(x) ≤ λ\} is compact for every λ ∈ R. A function f : E → R is called lower semi-continuous (l.s.c.) at e ∈ E, if f(e) ≤ \lim inf_{n→∞} f(e_n) for all e_n → e with e_n ∈ E for all n ≥ 1. A function f is l.s.c. on E if it is l.s.c. at all e ∈ E. If a function f is inf-compact on E, then it is l.s.c. on E. The function f is upper semi-continuous (u.s.c.) at e ∈ E (on E) if −f is l.s.c. at e ∈ E (on E). We denote by dom(f) := \{e ∈ E : f(e) < +∞\} the domain of f.

With a strict set-valued mapping A : X → 2^A and a function u : Gr(A) → R, we associate the value function v : X → R,

\[ v(x) := \inf_{a ∈ A(x)} u(x, a), \quad \text{for all } x ∈ X. \]  

(1)

The following theorems are useful for the analysis of MDPs with setwise continuous transition probabilities. We recall that a subset of a metric space is called σ-compact if it is a countable union of compact sets.

**Theorem 2.1.** Let X and A be Borel spaces, let A : X → 2^A be a strict set-valued map such that Gr(A) is Borel, and let u : Gr(A) → R be a Borel measurable function such that u(x, ·) is l.s.c. on A(x) for each x ∈ X. If each set A^f(x) = \{a ∈ A(x) : u(x, a) < +∞\} is σ-compact, x ∈ X, then the value function v : X → R defined in (1) is Borel measurable.

**Proof.** For any set Z ⊂ X × A, let proj_X(Z) := \{x ∈ X : (x, y) ∈ Z for some y ∈ Y\} be the projection of Z on X. Then proj_X(Gr(A^f)) = dom(v). Since the function u is measurable, the set Gr(A^f) = dom(u) is a measurable subset of X × A. Since each set A^f(x) is σ-compact, the Arsenin-Kunugui theorem [22, Theorem 18.18] or [4, Theorem 1] implies that the set dom(v) is measurable. According to [4, Corollary 1], which follows from the Arsenin-Kunugui theorem, for every n ≥ 1 there exists a measurable selector φ_n : dom(v) → A for A^f such that u(x, φ_n(x)) ≤ v(x) + \frac{1}{n}, \quad \text{if } −∞ < v(x) < +∞, \quad \text{and } u(x, φ_n(x)) ≤ −n \quad \text{if } v(x) = −∞. \quad \text{Therefore,} \quad v(x) = \lim_{n→∞} u(x, φ_n(x)) \quad \text{is a measurable function on dom(v).} \quad \text{In addition,} \quad v(x) = +∞ \quad \text{if } x ∈ X \setminus \text{dom(v).} \quad \text{Thus, the function v : X → R is Borel measurable.} \quad \square

**Theorem 2.2.** (Optimal selection). Let X and A be Borel spaces, let A : X → 2^A be a strict set-valued map such that Gr(A) is Borel, and let u : Gr(A) → R be a Borel measurable function such that u(x, ·) is inf-compact on A(x) for each x ∈ X. Then dom(v) ∈ B(X), and there exists a Borel measurable selector φ : dom(v) → A for A such that u(x, φ(x)) = v(x) for all x ∈ dom(v). Moreover, the value function v is Borel measurable.

**Proof.** The inf-compactness property of u implies that v(x) > −∞ for all x ∈ X, and A^v(x) := \{a ∈ A(x) : u(x, a) = v(x)\} is a compact set for each x ∈ dom(v). In view of Theorem 2.1, the function v is Borel measurable and dom(v) ∈ B(X). Therefore, Gr(A^v) =
\((x, a) \in \text{dom}(v) \times A : u(x, a) = v(x)\) \in B(X \times A). In view of the Arsenin-Kunugui theorem, there is a measurable selector \(\varphi : \text{dom}(v) \mapsto A^*\). That is, \(u(x, \varphi(x)) = v(x)\) for all \(x \in \text{dom}(v)\).

Theorem 2.2 implies the following corollary.

**Corollary 2.3.** (Optimal selection). Let assumptions of Theorem 2.2 hold. If, additionally, one of the following conditions holds:

1. there exists a Borel measurable selector \(\varphi : X \setminus \text{dom}(v) \mapsto A\) for \(A^*\);
2. \(\text{X} \setminus \text{dom}(v)\) is finite or countable;
3. \(v(x) < +\infty\) for all \(x \in X\), that is, for each \(x \in X\) there exists \(a \in A(x)\) with \(c(x, a) \in \mathbb{R}\);
4. the function \(u\) is real-valued;

then there exists a Borel measurable selector \(\phi : X \mapsto A\) for \(A\) such that \(u(x, \phi(x)) = v(x)\) for all \(x \in X\).

**Proof.** (i) According to Theorem 2.1, \(\text{dom}(v) \in B(X)\), and the measurable selector \(\varphi\) is defined at \(x \in \text{dom}(v)\). Set \(\phi(x) = \varphi(x)\) for \(x \in X \setminus \text{dom}(v)\). (ii) follows from (i) since every selector \(\varphi : X \setminus \text{dom}(v) \mapsto A\) for \(A\) is measurable since the set \(X \setminus \text{dom}(v)\) is finite or countable. (iii) and (iv) follow from (ii) since \(X \setminus \text{dom}(v) = \emptyset\).

An l.s.c. function defined on a compact set is inf-compact. Therefore, Corollary 2.3(iv) implies [20, Proposition D.5(a)], which was originally proved in [21, Theorem 2], where the inf-compactness of \(u(x, \cdot)\) on \(A(x)\) is replaced with the assumptions that \(u(x, \cdot)\) is l.s.c. on \(A(x)\), and \(A(x)\) are compact, \(x \in X\). Corollary 2.3(iv) also implies [20, Proposition D.6(a)], where the additional assumption that the function \(u\) is l.s.c. is imposed; this proposition is derived in [20] from the results in [23].

3. MDPs with Setwise Continuous Transition Probabilities

Consider a discrete-time MDP specified by a tuple \((X, A, \{A(x) : x \in X\}, c, q)\) with a Borel state space \(X\), a Borel action space \(A\), nonempty Borel sets of feasible actions \(A(x)\) of \(A\) at \(x \in X\), one-step costs \(c\), and transition probabilities \(q\); see e.g., [12, 19, 20, 25]. The MDP satisfies the following standard assumptions:

(a) the graph of \(A\) is measurable, that is, \(\text{Gr}(A) \in B(X \times A)\);
(b) there exists a measurable selector for \(A : X \mapsto 2^A\);
(c) the cost function \(c : \text{Gr}(A) \mapsto \mathbb{R}\) is Borel-measurable and bounded from below;
(d) the transition probability \(q\) is regular, that is, \(q(\cdot | x, a)\) is a probability measure on \((X, B(X))\) for each \((x, a) \in \text{Gr}(A)\), and the function \(q(B|x, a)\) is Borel-measurable in \((x, a) \in \text{Gr}(A)\) for each \(B \in B(X)\).
The decision process proceeds as follows: at each time epoch \( t = 0, 1, \ldots \), the current state of the system, \( x_t \), is observed. A decision-maker chooses an action \( a_t \in A(x_t) \), the cost \( c(x_t, a_t) \) is accrued, and the system moves to the next state \( x_{t+1} \) according to \( q(\cdot | x_t, a_t) \).

For \( t = 0, 1, \ldots \) let \( \mathbb{H}_t = (X \times A)^t \times X \) be the set of histories up to epoch \( t \) and \( \mathcal{B}(\mathbb{H}_t) = (\mathcal{B}(X) \otimes \mathcal{B}(A))^t \otimes \mathcal{B}(X) \). A randomized decision rule at epoch \( t \) is a regular transition probability \( \pi_t : H_t \mapsto A \) concentrated on \( A(x_t) \). A policy is a sequence \( \pi = \{ \pi_t \}_{t=0,1,\ldots} \) of decision rules. Moreover, \( \pi \) is called nonrandomized, if each probability measure \( \pi_t(\cdot | h_t) \) is concentrated at one point. A nonrandomized policy is called Markov, if all of the decisions depend on the current state and time only. A Markov policy is called stationary, if all the decisions depend on the current state only. Note that a stationary policy is a measurable selector \( \varphi : X \mapsto A \) for \( A \).

The Ionescu Tulcea theorem ([1, pp. 140-141] or [20, p. 178]) implies that an initial state \( x_0 = x \) and a policy \( \pi \) define a unique probability \( \mathbb{P}^x_\pi \) on the set of all trajectories \( \mathbb{H}_\infty = (X \times A)^\infty \) endowed with the product of \( \sigma \)-field defined by Borel \( \sigma \)-field of \( X \) and \( A \). Let \( \mathbb{E}^x_\pi \) be an expectation with respect to \( \mathbb{P}^x_\pi \). Let \( \alpha \in [0, 1] \) and \( v^\alpha_{0,0}(x) = 0 \). For a finite horizon \( T = 1, 2, \ldots \), the expected total discounted costs is defined as \( v^\alpha_T,0(x) := \mathbb{E}^x_\pi \sum_{t=0}^{T-1} \alpha^t c(x_t, a_t) \), \( x \in X \). We usually write \( v^\alpha_T(x) \) instead of \( v^\alpha_{0,0}(x) \). If \( \alpha \in [0, 1) \), then \( v^\alpha_T(x) \) is an infinite-horizon expected total discounted cost. For \( T = +\infty \) and \( \alpha = 1 \) we assume that the cost function \( c \) takes nonnegative values. Then \( v^1_T(x) \) is an infinite-horizon expected total undiscounted cost. The average cost per unit time is defined as \( w^\pi(x) := \limsup_{T \to +\infty} \frac{1}{T} v^\pi_T,1(x) \), \( x \in X \). For any function \( g^\pi(x) \), including \( g^\pi(x) = v^\pi_T,0(x), g^\pi(x) = v^\pi_0(x), \) and \( g^\pi(x) = w^\pi(x) \), define the optimal cost \( g(x) := \inf_{\pi \in \Pi} g^\pi(x), x \in X \), where \( \Pi \) is the set of all policies. A policy \( \pi \) is called optimal for the respective criterion, if \( g^\pi(x) = g(x) \) for all \( x \in X \).

The main result of this paper for the expected total costs, Theorem 3.1, covers expected total discounted and undiscounted costs. These two criteria are broadly used in applications for finite-horizon problems. Expected total discounted costs and average-costs per unit time are broadly used for infinite-horizon problems. Classic applications include inventory control and control of queueing systems. For these two classes of applications and many other problems, expected total undiscounted costs are typically infinite for all policies, and therefore the objective criterion \( v^\pi_T(x) \) is not natural. However, there are several important applications, including optimal stopping and search problems, in which the value function \( v_1(x) \) takes finite values, and the criterion of total expected undiscounted costs is natural for such problems. MDPs with expected total undiscounted costs have been studied in the literature for positive and negative costs since pioneering fundamental contributions [3, 27].

The main result of this paper on expected total rewards includes the case \( \alpha = 1 \), and it covers negative dynamic programming, that is, MDPs with nonnegative costs. It is well-known that discounted MDPs with bounded below costs can be reduced to undiscounted MDPs with nonnegative costs. For countable state problems there are general results for undiscounted MDPs with expected total rewards [7, 8, 18], and they imply the theory for MDPs with expected total nonnegative, nonpositive, and discounted one-step costs. For uncountable problems such theory is not available at the present time, and some particular
Assumption $S^*$.

(i) the function $a \mapsto c(x, a)$ is inf-compact on $A(x)$ for each $x \in X$;

(ii) for each $x \in X$ the transition probability $q(\cdot | x, a)$ is setwise continuous in $a \in A(x)$, that is, for every bounded measurable function $f : X \to \mathbb{R}$, the function $\int_X f(z)q(dz|x, a)$ is continuous in $a \in A(x)$ for each $x \in X$.

Corollary 2.3 provides sufficient conditions for the existence of a measurable selector stated in assumption (b). For example, according to Corollary 2.2, the set of $x \in X$, for which $c(x, a) < +\infty$ for some $x \in X$, is measurable. Therefore, from a modeling point of view, it is possible to merge all the states $x \in X$, for which $c(x, a) = +\infty$ for all $a \in A(x)$, into a single state $x^*$, for which the action set $A(x^*)$ is a singleton $\{a^*\}$ such that $c(x^*, a^*) = +\infty$ and $p(x^*)|a^*) = 1$. In view of Corollary 2.3(ii), Assumption $S^*(i)$ holds for this MDP if it holds for the original MDP.

Without loss of generality, we assume that the function $c \geq 0$. This is true for finite-horizon problems, for infinite-horizon discounted costs with discount factors less than 1, and for infinite-horizon problems with average costs per unit time; see [12] for details. For infinite-horizon problems with expected total undiscounted costs, it is already assumed in the definition of the objective function that $c \geq 0$. For a Borel space $S$, let $\mathcal{M}(S)$ be the set of all Borel nonnegative measurable functions $f : S \to \mathbb{R}$. For any $\alpha \geq 0$ and $w \in \mathcal{M}(X)$, we define

$$
\eta_w^\alpha(x, a) = c(x, a) + \alpha \int_X w(z)q(dz|x, a), \quad (x, a) \in \text{Gr}(A). \tag{2}
$$

3.1. Expected Total Costs

The following theorem states basic properties of MDPs with the expected total costs: the validity of optimality equations, existence of stationary and Markov optimal policies, description of sets of stationary and Markov optimal policies, and convergence of value iterations. [12, Theorem 2] is the similar result for discounted MDPs with weakly continuous transition probabilities. Convergence of value iterations without continuity conditions on probabilities and costs is studied in [28].

**Theorem 3.1.** Let Assumption $S^*$ hold. Then

(i) the functions $v_a(x)$ and $v_{t,\alpha}(x)$, $t = 0, 1, \ldots$, belong to the set $\mathcal{M}(X \times [0, 1])$, and $v_{t,\alpha}(x) \uparrow v_a(x)$ as $t \to \infty$ for all $(x, \alpha) \in X \times [0, 1]$;

(ii) for each $x \in X$ the functions $\alpha \mapsto v_a(x)$ and $\alpha \mapsto v_{t,\alpha}(x)$, $t = 0, 1, \ldots$, where $\alpha \in [0, 1]$, are nondecreasing, and they are continuous on the interiors of their domains;
(iii) if \( t = 0, 1, \ldots, \alpha \in [0, 1] \), and \( x \in X \), then \( v_{t+1, \alpha}(x) = \min_{a \in A(x)} \eta_{v_{t, \alpha}}^\alpha(x, a) \), and the nonempty sets \( A_{t, \alpha}(x) := \{ a \in A(x) : v_{t+1, \alpha}(x) = \eta_{v_{t, \alpha}}^\alpha(x, a) \} \) satisfy the properties:

(a) \( \text{Gr}(A_{t, \alpha}) \in \mathcal{B}(X \times [0, 1] \times A) \), and (b) \( A_{t, \alpha}(x) = A(x) \), if \( v_{t+1, \alpha}(x) = +\infty \), and \( A_{t, \alpha}(x) \) is compact if \( v_{t+1, \alpha}(x) < +\infty \);

(iv) for \( T = 1, 2, \ldots \) and \( \alpha \in [0, 1] \), if for a \( T \)-horizon Markov policy \( (\phi_0, \ldots, \phi_{T-1}) \) the inclusions \( \phi_{T-1-t}(x) \in A_{t, \alpha}(x) \) hold for all \( x \in X \) and for all \( t = 0, \ldots, T-1 \), then this policy is \( T \)-horizon optimal for the discount factor \( \alpha \), and, in addition, there exist Markov optimal \( T \)-horizon policies \( (\phi_0^\alpha, \ldots, \phi_{T-1}^\alpha) \) for the discount factor \( \alpha \) such that

\[
\phi^\alpha(x) : X \times [0, 1] \mapsto A \text{ is Borel measurable for each } t = 0, \ldots, T-1;
\]

(v) if \( \alpha \in [0, 1] \) and \( x \in X \), then \( v_\alpha(x) = \min_{a \in A(x)} \eta_{v_\alpha}^\alpha(x, a) \), and the nonempty sets \( A_\alpha(x) := \{ a \in A(x) : v_\alpha(x) = \eta_{v_\alpha}^\alpha(x, a) \} \) satisfy the properties: (a) \( \text{Gr}(A_\alpha) \in \mathcal{B}(X \times [0, 1] \times A) \), and (b) \( A_\alpha(x) = A(x) \), if \( v_\alpha(x) = +\infty \), and \( A_\alpha(x) \) is compact if \( v_\alpha(x) < +\infty \);

(vi) for a discount factor \( \alpha \in [0, 1] \), a stationary policy \( \phi \) is optimal for an infinite-horizon problem with this discount factor if and only if \( \phi(x) \in A_\alpha(x) \) for all \( x \in X \), and for each \( \alpha \in [0, 1] \) there exists a stationary policy \( \phi^\alpha \), which is optimal for an infinite-horizon problem with the discount factor \( \alpha \), and \( \phi_\alpha(x) : X \times [0, 1] \mapsto A \) is a Borel measurable mapping.

Before the proof of Theorem 3.1, we provide Lemma 3.2, which is useful for establishing continuity properties of the value functions \( v_{t, \alpha} \) and \( v_\alpha(x) \). The proof of this lemma uses Theorem 2.2. For each \( (x, \alpha) \mapsto w_\alpha(x) \) from \( M(X \times \mathbb{R}_+) \) we consider the function \( (x, \alpha) \mapsto w_\alpha^\ast(x) := \inf_{a \in A(x)} \eta_{w_\alpha}^\alpha(x, a) \) on \( X \times \mathbb{R}_+ \). We observe that, if for some \( x \in X \) the function \( \alpha \mapsto w_\alpha(x) \) is nondecreasing, then the interior of its domain is the open interval \( (0, \alpha(x)) \). We recall that, according to [13, Definition 1.1], for \( x \in X \) a function \( (\alpha, a) \mapsto J_\alpha(x, a) \), mapping \( \mathbb{R}_+ \times A(x) \) to \( \mathbb{R} \), is \( \mathcal{K} \)-inf-compact on \( \mathbb{R}_+ \times A(x) \), if for each compact set \( K \subset \mathbb{R}_+ \) this function is inf-compact on \( K \times A(x) \).

**Lemma 3.2.** Let Assumption \( \text{S}^\ast \) holds, and let \( (x, \alpha) \mapsto w_\alpha(x) \) be a function from \( M(X \times \mathbb{R}_+) \) such that for each \( x \in X \) the function \( \alpha \mapsto w_\alpha(x) \) is nondecreasing, and it is continuous on the interior of its domain. Then:

(i) the function \( (x, a, \alpha) \mapsto \eta_{w_\alpha}^\alpha(x, a) \) belongs to \( M(\text{Gr}(A) \times \mathbb{R}_+) \), it is inf-compact in \( a \) on \( A(x) \) for each \( x \in X \) and \( \alpha \geq 0 \), and for each \( x \in X \) the function \( (\alpha, a) \mapsto \eta_{w_\alpha}^\alpha(x, a) \) is \( \mathcal{K} \)-inf-compact on \( \mathbb{R}_+ \times A(x) \);

(ii) for each \( (x, a) \in \text{Gr}(A) \) the function \( \alpha \mapsto \eta_{w_\alpha}^\alpha(x, a) \) is nondecreasing and continuous in \( \alpha \) on the interior of its domain;

(iii) the function \( (x, \alpha) \mapsto w_\alpha^\ast(x) \) belongs to \( M(\mathbb{X} \times \mathbb{R}_+) \);

(iv) for each \( x \in X \) the function \( \alpha \mapsto w_\alpha^\ast(x) \) is nondecreasing and continuous on the interior of its domain;
(v) there exists a Borel mapping $(x, \alpha) \mapsto f_\alpha(x)$ of $\mathbb{X} \times \mathbb{R}_+$ into $\mathbb{A}$ such that $f_\alpha(x) \in A(x)$ and $w^*_\alpha(x) = \eta^\alpha_{w_\alpha}(x, f_\alpha(x))$ for all $x \in \mathbb{X}$ and $\alpha \geq 0$;

(vi) the nonempty sets $A^\alpha_*(x) = \{a \in A(x) : w^*_\alpha(x) = \eta^\alpha_{w_\alpha}(x, a)\}$, $(x, \alpha) \in \mathbb{X} \times \mathbb{R}_+$, satisfy the following properties: (a) $\text{Gr}(A^\alpha_*) \in \mathcal{B}(\mathbb{X} \times \mathbb{R}_+) \times \mathbb{A}$; (b) $A^\alpha_*(x) = A(x)$, if $w^*_\alpha(x) = +\infty$, and $A^\alpha_*(x)$ is compact if $w^*_\alpha(x) < +\infty$.

Proof. Let us prove statements (i). The function $(x, a, \alpha) \mapsto \eta^\alpha_{w_\alpha}(x, a)$ is nonnegative and nondecreasing in $\alpha$ because $(x, a) \mapsto c(x, a)$ and $(x, \alpha) \mapsto w_\alpha(x)$ are nonnegative and nondecreasing in $\alpha$. Borel-measurability and continuity properties of $(x, \alpha) \mapsto w_\alpha(x)$ and Assumptions (a) and (d) imply that the function $(x, a, \alpha) \mapsto \int_X w_\alpha(z)q(dz|x, a)$ is Borel measurable on $\text{Gr}(A) \times \mathbb{R}_+$, which implies that the function $(x, a, \alpha) \mapsto \eta^\alpha_{w_\alpha}(x, a)$ is Borel measurable on $\text{Gr}(A) \times \mathbb{R}_+$. The function $a \mapsto \alpha \int_X w_\alpha(z)q(dz|x, a)$ is l.s.c. on $A(x)$ for each $x \in \mathbb{X}$ and $\alpha \geq 0$. This follows from Assumption $\mathcal{S}^*$ and [11, Theorem 4.2]. For each $(x, \alpha) \in \mathbb{X} \times \mathbb{R}_+$ the function $a \mapsto \eta^\alpha_{w_\alpha}(x, a)$ is inf-compact on $A(x)$ as the sum of an inf-compact function and a nonnegative l.s.c. functions. Let us fix an arbitrary $x \in \mathbb{X}$. The function $c(x, \cdot)$ is inf-compact in view of Assumption $\mathcal{S}^*(i)$ and does not depend on $\alpha$. Therefore, the function $(\alpha, a) \mapsto c(x, a)$ is $\mathbb{K}$-inf-compact on $\mathbb{R}_+ \times A(x)$. As follows from [11, Theorem 4.2], the function $(\alpha, a) \mapsto \alpha \int_X w_\alpha(z)q(dz|x, a)$ is l.s.c. on $\mathbb{R}_+ \times A(x)$. Moreover, this function is nonnegative. The function $(\alpha, a) \mapsto \eta^\alpha_{w_\alpha}(x, a)$ is $\mathbb{K}$-inf-compact on $\mathbb{R}_+ \times A(x)$ because it is a sum of a $\mathbb{K}$-inf-compact function and a nonnegative l.s.c. function.

Let us prove statements (iii),(v,vi). Statement (i), Theorem 2.2, and Corollary 2.3(i) directly imply statements (iii) and (v). Property (vi)(a) follows from Borel measurability of $(x, a, \alpha) \mapsto \eta^\alpha_{w_\alpha}(x, a)$ on $\text{Gr}(A) \times \mathbb{R}_+$ and $(x, \alpha) \mapsto w^*_\alpha(x)$ on $\mathbb{X} \times \mathbb{R}_+$; and property (vi)(b) follows from inf-compactness of $a \mapsto \eta^\alpha_{w_\alpha}(x, a)$ on $A(x)$ for each $(x, \alpha) \in \mathbb{X} \times \mathbb{R}_+$.

Let us prove statement (ii). The function $\alpha \mapsto \alpha \int_X w_\alpha(z)q(dz|x, a)$ is continuous on the interior of its domain for each $(x, a) \in \text{Gr}(A)$. This follows from Assumption $\mathcal{S}^*$ (ii) and [11, Corollary 6.2]. So, the function $\alpha \mapsto \eta^\alpha_{w_\alpha}(x, a)$ is continuous in $\alpha$ on the interior of its domain.

Let us prove statement (iv). Fix an arbitrary $x \in \mathbb{X}$. Statement (ii) implies that the function $\alpha \mapsto w^*_\alpha(x)$ is nondecreasing. The continuity statement is nontrivial only if the interior of the domain of this function is not empty. Let $(0, \alpha(x))$ be the interior domain of $\alpha \mapsto w^*_\alpha(x)$. We shall prove that the function $w^*_\alpha(x)$ is continuous on $(0, \alpha(x))$. Let us fix an arbitrary $\alpha' \in (0, \alpha(x))$. We choose an arbitrary $\beta \in (\alpha', \alpha(x))$. Then $w^*_\beta(x) < +\infty$, and therefore $\eta^\alpha_{w_\alpha}(x, a_\beta) < +\infty$ for some $a_\beta \in A(x).$ Then $\eta^\alpha_{w_\alpha}(x, a_\beta) < \eta^\alpha_{w_\alpha}(x, a_\beta) < +\infty$ for all $\alpha \in (0, \beta)$.

Since the infimum of u.s.c. functions is an u.s.c. function, the function $\alpha \mapsto w^*_\alpha(x)$ is u.s.c. on $(0, \beta)$, and therefore it is u.s.c. on $(0, \alpha(x))$. According to statement (i), the function $(\alpha, a) \mapsto \eta^\alpha_{w_\alpha}(x, a)$ is $\mathbb{K}$-inf-compact on $\mathbb{R}_+ \times A(x)$. Therefore, in view of Berge’s theorem for noncompact action sets [13, Theorem 1.2], the function $\alpha \mapsto w^*_\alpha(x)$ is l.s.c. on $\mathbb{R}_+$.

Proof of Theorem 3.1. According to [1, Proposition 8.2], the functions $v_{t,\alpha}(x)$, $t = 0, 1, \ldots$, recursively satisfy the optimality equations with $v_{0,\alpha}(x) = 0$ and $v_{t+1,\alpha}(x) = \inf_{a \in A(x)} \eta^\alpha_{v_{t,\alpha}}(x, a)$, respectively.
for all \((x, \alpha) \in \mathbb{X} \times [0, 1]\). So, Lemma 3.2(i,ii) sequentially applied to the functions \(v_{\alpha,0}(x), v_{1,0}(x), \ldots\), imply statements (i,ii) for them. In particular, statement (ii) implies that these functions are l.s.c. in \(\alpha\) on the interiors of their domains. According to [1, Proposition 9.17], \(u_{t,\alpha}(x) \uparrow v_{\alpha}(x)\) as \(t \to +\infty\) for each \((x, \alpha) \in \mathbb{X} \times [0, 1]\). Therefore, \(v_{\alpha}(x) \in \mathbb{M}(\mathbb{X} \times [0, 1])\), and \(v_{\alpha}(x)\) is nondecreasing and l.s.c. in \(\alpha\) on the interior of its domain. Thus, statement (i) is proved.

In addition, [1, Lemma 8.7] imply that a Markov policy defined at the first \(T\) steps by the mappings \(\phi_{0}^{\alpha}, \ldots, \phi_{T-1}^{\alpha}\), that satisfy for all \(t = 1, \ldots, T\) the equations \(v_{t,\alpha}(x) = \eta_{v_{t-1,\alpha},\phi_{t-1}^{\alpha}}(x, \phi_{t-1}^{\alpha}(x))\), for each \((x, \alpha) \in \mathbb{X} \times [0, 1]\), is optimal for the horizon \(T\). According to [1, Propositions 9.8 and 9.12], \(v_{\alpha}(x)\) satisfies the discounted cost optimality equation \(v_{\alpha}(x) = \inf_{a \in \mathbb{A}(x)} \eta_{v_{\alpha}(x),\phi_{0}^{\alpha}(x)}(x, a)\) for each \((x, \alpha) \in \mathbb{X} \times [0, 1]\); and a stationary policy \(\phi_{\alpha}(x)\) is discount-optimal if and only if \(v_{\alpha}(x) = \eta_{v_{\alpha}(x),\phi_{\alpha}(x)}(x)\) for each \(x \in \mathbb{X}\). Statements (iii-vi) follow from these facts and Lemma 3.2(v,vi).

To complete the proof of statement (iii), we need to show that for each fixed \(x \in \mathbb{X}\) the function \(\alpha \mapsto v_{\alpha}(x)\) is u.s.c. in the interior of its domain. Since \(v_{\alpha}(x)\) is nondecreasing and l.s.c. in \(\alpha\) on the interior of its domain, this means that we need to show that \(v_{\alpha}(x)\) is right-continuous in \(\alpha \in (0, 1)\) if \(v_{\alpha}(x) < +\infty\). Indeed, if \(v_{\alpha}(x) < +\infty\), let us consider a stationary optimal stationary policy \(\phi^{\alpha}\) whose existence is claimed in statement (vi). Then the function \(v_{\alpha+\Delta}(x)\) is continuous in \(\Delta\) as a value of a converging power series. Therefore,

\[
0 \leq v_{\alpha+\Delta}(x) - v_{\alpha}(x) = v_{\alpha+\Delta}(x) - v_{\alpha}^{\phi_{\alpha}}(x) \leq v_{\alpha}^{\phi_{\alpha}}(x) - v_{\alpha}(x) \downarrow 0 \quad \text{as} \; \Delta \downarrow 0.
\]

\[\square\]

3.2. Average Costs Per Unit Time

Following [25], we assume that \(w^{*} := \inf_{x \in \mathbb{X}} w(x) < +\infty\), that is, there exist \(x \in \mathbb{X}\) and \(\pi \in \Pi\) with \(w^{\pi}(x) < +\infty\). Otherwise, if this assumption does not hold, then the problem is trivial, because \(w(x) = +\infty\) for all \(x \in \mathbb{X}\) and any policy \(\pi\) is average-cost optimal.

Define the following quantities for \(\alpha \in (0, 1)\):

\[
m_{\alpha} = \sup_{x \in \mathbb{X}} v_{\alpha}(x), \quad u_{\alpha}(x) = v_{\alpha}(x) - m_{\alpha},
\]

\[
w = \liminf_{\alpha \uparrow 1}(1 - \alpha)m_{\alpha}, \quad \overline{w} = \limsup_{\alpha \uparrow 1}(1 - \alpha)m_{\alpha}.
\]

According to [25, Lemma 1.2],

\[
0 \leq w \leq \overline{w} \leq w^{*} < +\infty.
\]

(3)

In this section we show that Assumption S* and boundedness assumption Assumption B on the function \(u_{\alpha}\) introduced in [12], which is weaker than boundedness Assumption B introduced in [25], lead to the validity of stationary average-cost optimal inequalities and the existence of stationary policies. Stronger results hold under stronger Assumption B; see
[19] and the conclusions of [12, Theorem 4]. Example 4.1 in Section 4 describes an MDP satisfying Assumption B and is not satisfying Assumption B.

**Assumption B.** $u(x) := \liminf_{\alpha \uparrow 1} u_\alpha(x) < +\infty$ for all $x \in \mathbb{X}$.

**Assumption B.** $\sup_{\alpha \in [0,1)} u_\alpha(x) < +\infty$ for all $x \in \mathbb{X}$.

In the rest of this paper we assume that Assumption B holds. In view of Theorem 3.1(i), if $v_\alpha(x) = +\infty$ for some $(x, \alpha) \in \mathbb{X} \times [0,1)$, then $u_\beta(x) = v_\beta(x) = +\infty$ for all $\beta \in [\alpha, 1)$, and $u(x) = +\infty$, where $m_\beta$ is finite in view of (3). Thus Assumption B implies that $v_\alpha(x) < +\infty$, and therefore $u_\alpha(x) < +\infty$ for all $(x, \alpha) \in \mathbb{X} \times [0,1)$. Under Assumption S*, in view of (3) and Theorem 3.1(iii), $m_\alpha : [0,1) \mapsto \mathbb{R}_+$ is a nondecreasing u.s.c. function as an infimum of the family of the continuous functions, and therefore $u_\alpha(x) = v_\alpha(x) - m_\alpha \in \mathcal{M}(\mathbb{X} \times [0,1))$, and this function is l.s.c. in $\alpha \in [0,1)$ for each $x \in \mathbb{X}$.

Let us define the following nonnegative functions on $\mathbb{X}$:

$$U_\beta(x) := \inf_{\alpha \in [\beta,1)} u_\alpha(x), \quad \beta \in [0,1), \quad x \in \mathbb{X}. \tag{4}$$

Under Assumption S*, for each $\beta \in [0,1)$ the function $U_\beta : \mathbb{X} \mapsto \mathbb{R}_+$ is Borel measurable. This follows from (4) and Theorem 2.1 applied to the Borel spaces $\mathbb{X}$ and $[0,1)$, set-valued map $B(x) = [\beta, 1)$ for all $x \in \mathbb{X}$, and the function $u(x, \alpha) := u_\alpha(x) \in \mathcal{M}(\mathbb{X} \times [0,1))$.

In view of the definition of $u$ in Assumption B,

$$u(x) = \lim_{\alpha \uparrow 1} U_\alpha(x), \quad x \in \mathbb{X}, \tag{5}$$

this equality implies that the function $u$ is Borel measurable, if Assumptions S* holds, and under this assumption the following sets can be defined for $u$ introduced in Assumption B:

$$A^u(x) := \left\{ a \in A(x) : w + u(x) \geq \eta_1^u(x, a) \right\},$$

$$A_u(x) := \left\{ a \in A(x) : \min_{a^* \in A(x)} \eta_1^u(x, a^*) = \eta_1^u(x, a) \right\}, \quad x \in \mathbb{X}.$$

In view of Lemma 3.2, the sets $A_u(x)$ are nonempty and compact for all $x \in \mathbb{X}$. In the following theorem we show that Assumption S* and boundedness assumption Assumption B on the functions $\{u_\alpha\}_{\alpha \in (0,1)}$, which is weaker than the boundedness Assumption B introduced in [25], lead to the validity of stationary average-cost optimal inequalities and the existence of stationary policies. Stronger facts under Assumption B are established in [19]. [12, Theorems 3 and 4] are respectively counterparts to Theorem 3.3 and the main result in [19] for MDPs with weakly continuous transition probabilities. Assumption B and some additional conditions lead to the validity of optimality equations for average-costs MDPs. In [16] such sufficient conditions are provided for MDPs with weakly continuous transition probabilities and applied to inventory control. More general sufficient conditions for validity of optimality equations are provided in [11, Section 7] for MDPs with weakly and setwise continuous transition probabilities.
Theorem 3.3. Let Assumptions S* and B hold. Then for infinite-horizon average costs per unit time there exists a stationary optimal policy \( \phi \) satisfying

\[
\overline{w} + u(x) \geq \eta^1_{\alpha}(x, \phi(x)), \quad x \in X,
\]

with \( u \) defined in Assumption B, and for this policy

\[
w(x) = w^\phi(x) = \limsup_{\alpha \uparrow 1} (1 - \alpha)v_{\alpha}(x) = \overline{w} = w^*, \quad x \in X.
\]

Moreover, the following statements hold:

(a) the function \( u : X \rightarrow \mathbb{R}_+ \) defined Assumption B is Borel measurable;

(b) the nonempty sets \( A^u(x) \), \( x \in X \), satisfy the following properties: (b_1) \( \text{Gr}(A^u) \in \mathcal{B}(X \times A) \); (b_2) for each \( x \in X \) the set \( A^u(x) \) is compact;

(c) if \( \varphi(x) \in A^u(x) \) for all \( x \in X \) for a stationary policy \( \varphi \), then \( \varphi \) satisfies (6) and (7), with \( u \) defined in Assumption B and with \( \phi = \varphi \), and \( \varphi \) is optimal for average costs per unit time;

(d) the sets \( A_u(x) \) are compact and \( A_u(x) \subset A^v(x) \) for all \( x \in X \), and there exists a stationary policy \( \varphi \) with \( \varphi(x) \in A_u(x) \subset A^v(x) \) for all \( x \in X \).

The proof of Theorem 3.3 uses the following statement.

Lemma 3.4. Under Assumptions B and S*,

\[
\overline{w} + u(x) \geq \min_{a \in A(x)} \eta^1_{\alpha}(x, a), \quad x \in X.
\]

Proof. Fix an arbitrary \( \varepsilon^* > 0 \). Due to the definition of \( \overline{w} \), there exists \( \alpha_0 \in (0, 1) \) such that

\[
\overline{w} + \varepsilon^* > (1 - \alpha)m_\alpha, \quad \alpha \in [\alpha_0, 1).
\]

The \( \mathbb{R}_+ \)-valued function \( U_\alpha \) is Borel measurable for all \( \alpha \in (0, 1) \). Therefore, the function \( \eta^\alpha_{U_\alpha}(x, a) \) is well-defined. Let us prove that

\[
\overline{w} + \varepsilon^* + u(x) \geq \min_{a \in A(x)} \eta^\alpha_{U_\alpha}(x, a), \quad x \in X, \alpha \in [\alpha_0, 1).
\]

Indeed, Theorem 3.1(v) and (9) imply that

\[
\overline{w} + \varepsilon^* + u_\beta(x) > (1 - \beta)m_\beta + u_\beta(x) = v_\beta(x) - \beta m_\beta
\]

\[
= \min_{a \in A(x)} \eta^\beta_{u_\beta}(x, a) \geq \min_{a \in A(x)} \eta^\alpha_{U_\alpha}(x, a),
\]

for each \( x \in X \) and \( \alpha, \beta \in [\alpha_0, 1) \) such that \( \beta \geq \alpha \). Since the right-hand side of the above inequality does not depend on \( \beta \in [\alpha, 1) \), by taking the infimum in \( \beta \in [\alpha, 1) \), we obtain that

\[
\overline{w} + \varepsilon^* + U_\alpha(x) \geq \min_{a \in A(x)} \eta^\alpha_{U_\alpha}(x, a),
\]
for all \( x \in \mathbb{X} \) and \( \alpha \in [\alpha_0,1) \). Therefore, since the function \( U_\alpha(x) \) is nonincreasing in \( \alpha \in (0,1) \), inequalities (10) hold in view of (5).

Let us fix an arbitrary \( x \in \mathbb{X} \). By Lemma 3.2(vi), for every \( \alpha \in [0,1) \) there exists \( a_\alpha \in A(x) \) such that \( \min_{a \in A(x)} \eta^{\alpha}_{U_\alpha}(x,a) = \eta^{\alpha}_{U_\alpha}(x,a_\alpha) \). Since \( U_\alpha \geq 0 \), for \( \alpha \in [\alpha_0,1) \), inequality (10) can be continued as

\[
\overline{w} + \varepsilon^* + u(x) \geq \eta^{\alpha}_{U_\alpha}(x,a_\alpha) \geq c(x,a_\alpha).
\]

Thus, for all \( \alpha \in [\alpha_0,1) \)

\[
a_\alpha \in D(\eta^{\alpha}_{U_\alpha}(x,\cdot))(\overline{w} + \varepsilon^* + u(x)) \subset D(c(x,\cdot))(\overline{w} + \varepsilon^* + u(x)) \subset A(x).
\]

Since the function \( c(x,\cdot) \) is inf-compact, the nonempty set \( D(c(x,\cdot))(\overline{w} + \varepsilon^* + u(x)) \) is compact. Therefore, for every sequence \( \beta_n \uparrow 1 \) of numbers from \([\alpha_0,1)\) there is a subsequence \( \{\alpha_n\}_{n \geq 1} \) such that the sequence \( \{a_{\alpha_n}\}_{n \geq 1} \) converges and \( a_* := \lim_{n \to \infty} a_{\alpha_n} \in A(x) \). Consider a sequence \( \alpha_n \uparrow 1 \) such that \( a_{\alpha_n} \to a_* \) for some \( a_* \in A(x) \). Due to [11, Corollary 4.2] and (5),

\[
\liminf_{n \to \infty} \alpha_n \int_{\mathbb{X}} U_{\alpha_n}(z)q(dz|x,a_n) \geq \int_{\mathbb{X}} u(z)q(dz|x,a_*).
\]

Therefore, since the function \( c(x,\cdot) \) is lower semi-continuous in \( a \), we have that (11) imply

\[
\overline{w} + \varepsilon^* + u(x) \geq \limsup_{n \to \infty} \eta^{\alpha_n}_{U_{\alpha_n}}(x,a_{\alpha_n}) \\
\geq c(x,a_*) + \int_{\mathbb{X}} u(z)q(dz|x,a_*) \geq \min_{a \in A(x)} \eta^1_a(x,a^*),
\]

which implies (8) because \( \varepsilon^* > 0 \) is arbitrary. \( \square \)

**Proof of Theorem 3.3.** For statement (a) see (5) and the following sentence. Since \( \text{Gr}(A^u) = \{(x,a) \in \text{Gr}(A) : g(x,a) \geq 0\} \), where \( g(x,a) = \overline{w} + u(x) - c(x,a) - \int_{\mathbb{X}} u(y)q(dy|x,a) \) is a Borel function, the set \( \text{Gr}(A^u) \) is Borel. The sets \( A^u(x), \ x \in \mathbb{X} \), are compact because for each \( x \in \mathbb{X} \) the function \( a \mapsto \eta^1_a(x,a) \) is inf-compact on \( A(x) \) as a sum of inf-compact and nonnegative l.s.c. functions. Thus, statement (b) is proved. The Arsenin-Kunugui theorem implies the existence of a stationary policy \( \phi \) such that \( \phi(x) \in A^u(x) \) for all \( x \in \mathbb{X} \). Statement (d) follows from and Lemma 3.2(v) because each \( a_* \in A_u(x) \) satisfies \( \eta^1_{a_*}(x,a_*) = \min_{a \in A(x)} \eta^1_a(x,a^*) \leq \overline{w} + u(x) \), where the inequality holds since \( A^u(x) \neq \emptyset \). The remaining conclusions of Theorem 3.3 follow from Lemma 3.4 and [12, Theorem 1] stating that inequalities (6) imply optimality of the policy \( \phi \) and (7). \( \square \)

**4. An Example Showing that Assumption B is Stronger than Assumption B**

This section presents an example of an MDP satisfying Assumption B and is not satisfying Assumption B. This MDP has a countable state space \( \mathbb{X} \) and a decision space \( \mathbb{A} \) consisting of a single point. Since \( \mathbb{A} \) is a singleton, this MDP is defined by a countable state
set of states $\mathcal{X}$, transition probabilities $q(y|x)$, and one-step costs $c(x) \geq 0$, where $x, y \in \mathcal{X}$. Any such MDP satisfies Assumption $^*$. If the discrete topology is considered on $\mathcal{X}$, any such MDP also satisfies the analogous continuity condition $W^*$ for MDPs with weakly continuous transition probabilities studied in [12]. The question whether Assumption $\text{B}$ is indeed stronger than Assumption $\text{B}$ remained open since Assumption $\text{B}$ was introduced in [12]. An earlier attempt to answer this question lead to constructing in [2] some nontrivial sequences related to the Tauberian and Hardy-Littlewood theorems.

For two numbers $\beta \in (0, 1)$ and $M > 0$, let

$$
\varepsilon_\beta := 1 - \beta > 0,
$$

$$
\gamma_{\beta,M} := \max\left\{ \frac{1+\beta}{2}, 1 - \frac{\varepsilon_\beta}{3M} \right\} \in (\beta, 1),
$$

$$
n^*_\beta,M := \lfloor \log_{\gamma_{\beta,M}} (\min\left\{ \frac{1}{2}, \frac{M(1-\gamma_{\beta,M})}{\varepsilon_\beta} \right\}) \rfloor + 1 \geq 1,
$$

$$
\delta_{\beta,M} := \max\left\{ \frac{\gamma_{\beta,M} + 1}{2} \right\} (1 - \frac{1}{\varepsilon_\beta n^*_\beta,M} )^{\gamma_{\beta,M}} \in (\gamma_{\beta,M}, 1),
$$

where $[\cdot]$ is the integer part of a number, and $c^+ := \max\{c,0\}$ for a number $c$, and for $\alpha \in (0, 1)$ let

$$
g_{\beta,M}(\alpha) := \frac{\varepsilon_\beta (1 - \alpha n^*_\beta,M)^2}{1 - \alpha}.
$$

Parameters of the example are generated by the following procedure:

- choose an arbitrary $\alpha^{(1)} \in \left[\frac{1}{2}, 1\right]$;
- for $n = 1, 2, \ldots$ set $\varepsilon^{(n)} := \varepsilon_{\alpha^{(n)}}$, $\gamma^{(n)} := \gamma_{\alpha^{(n)},n}$, $N^{(n)} := n^*_{\alpha^{(n)},n}$, and $\alpha^{(n+1)} := \delta_{\alpha^{(n)},n+1}$.

Note that $1 - \frac{1}{2^n} \leq \alpha^{(n)} < \gamma^{(n)} < \alpha^{(n+1)} < 1$ for each $n = 1, 2, \ldots$, where the first inequality follows from $\alpha^{(n+1)} \geq \frac{1+\alpha^{(n)}}{2}$ and $\alpha^{(1)} \geq \frac{1}{2}$. Thus, $\alpha^{(n)} \uparrow 1$ and $\gamma^{(n)} \uparrow 1$ as $n \to +\infty$.

**Example 4.1.** Consider an MDP defined by the state space $\mathcal{X} := \{0\} \cup \{(n,k) : n = 1, 2, \ldots, k = 1, 2, \ldots, 2N(n)\}$, by the transition probabilities $q(0|0) := 1$, $q(0|n,2N(n)) := 1$, and $q(n,k+1|n,k) := 1$, where $n = 1, 2, \ldots$, and $k = 1, 2, \ldots, 2N(n) - 1$, and by one-step costs $c(0) := 1$, $c(n,k) := 1 - \varepsilon^{(n)}$ if $k = 1, 2, \ldots, N(n)$, and $c(n,k) := 1 + \varepsilon^{(n)}$ if $k = N(n) + 1, N(n) + 2, \ldots, 2N(n)$, $n = 1, 2, \ldots$. This MDP has a single policy because there is only one possible action, whose notation we omit.

**Proposition 4.2.** The MDP defined in Example 4.1 satisfies Assumption $\text{B}$, but it does not satisfy Assumption $\text{B}$

The proof of Proposition 4.2 uses the following lemma.

**Lemma 4.3.** If $\beta \in (0, 1)$ and $M > 0$, then $g_{\beta,M}(\alpha) \leq 1$ for each $\alpha \in (0, \beta] \cup [\delta_{\beta,M}, 1)$, and $g_{\beta,M}(\gamma_{\beta,M}) \geq M$. 
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Proof. The inequality \( g_{\beta,M}(\alpha) \leq 1 \) holds for \( \alpha \in (0, \beta] \) because \( \varepsilon_{\beta} \frac{(1-\alpha^{n_{\beta,M}})}{1-\alpha} \leq \frac{1-\beta}{1-\alpha} \leq 1 \). The inequality \( g_{\beta,M}(\alpha) \leq 1 \) holds for each \( \alpha \in [\delta_{\beta,M}, 1) \) because \( \alpha \geq (1 - \frac{1}{\varepsilon_{\beta} n_{\beta,M}^{\gamma}}) \alpha^{n_{\beta,M}} \) for each \( \alpha \in [\delta_{\beta,M}, 1) \), according to the definition of \( \delta_{\beta,M} \), and, therefore,

\[
1 \geq \varepsilon_{\beta}(1 - \alpha^{n_{\beta,M}}) n_{\beta,M} \geq \varepsilon_{\beta}(1 - \alpha^{n_{\beta,M}})(1 + \alpha + \ldots + \alpha^{n_{\beta,M}-1}) = \varepsilon_{\beta} \frac{(1-\alpha^{n_{\beta,M}})^2}{1-\alpha} = g_{\beta,M}(\alpha),
\]

where the second inequality holds since \( \alpha \in (0, 1) \).

To prove \( g_{\beta,M}(\gamma_{\beta,M}) \geq M \), we observe that

\[
\varepsilon_{\beta}(1 + \gamma_{\beta,M} + \ldots + (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma} - 1}) = \frac{\varepsilon_{\beta}}{1 - \gamma_{\beta,M}} - \frac{\varepsilon_{\beta} (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma}}}{1 - \gamma_{\beta,M}} \geq 3M - M = 2M,
\]

(12)

where the inequality \( \frac{\varepsilon_{\beta}}{1 - \gamma_{\beta,M}} \geq 3M \) follows from the definition of \( \gamma_{\beta,M} \), which implies that \( \gamma_{\beta,M} \geq 1 - \frac{\varepsilon_{\beta}}{3M} \), and the inequality \( \frac{\varepsilon_{\beta} (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma}}}{1 - \gamma_{\beta,M}} \leq M \) holds because \( n_{\beta,M} \geq \log_{\varepsilon_{\beta}} (\frac{M(1-\gamma_{\beta,M})}{\varepsilon_{\beta}}) \) according to the definition of \( n_{\beta,M} \), and hence, since \( \gamma_{\beta,M} \in (0, 1) \), we have \((\gamma_{\beta,M})^{n_{\beta,M}^{\gamma}} \leq M(1-\gamma_{\beta,M}) \). Moreover, the definition of \( n_{\beta,M} \) implies that \( n_{\beta,M} \geq \log_{\varepsilon_{\beta}} \frac{1}{2} \), which is equivalent to \((\gamma_{\beta,M})^{n_{\beta,M}^{\gamma}} \leq \frac{1}{2} \) because \( \gamma_{\beta,M} \in (0, 1) \). So, \(1 - (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma}} \geq \frac{1}{2} \). Thus, due to (12),

\[
g_{\beta,M}(\gamma_{\beta,M}) = \varepsilon_{\beta}(1 + \gamma_{\beta,M} + \ldots + (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma} - 1})(1 - (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma}}) \geq M,
\]

where the equality holds because \( \frac{(1 - (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma}})}{1 - \gamma_{\beta,M}} = 1 + \gamma_{\beta,M} + \ldots + (\gamma_{\beta,M})^{n_{\beta,M}^{\gamma} - 1} \).

\[
\frac{1}{\alpha} - \frac{1}{\alpha^{n}} \leq 1 \text{ for each } \alpha \in (0, \alpha^{(n+1)}] \cup [\alpha^{(n+1)}, 1), \text{ and } \varepsilon_{\alpha} \frac{(1 - (\gamma_{\alpha}^{(n+1)})^{n})^{2}}{1 - \gamma_{\alpha}^{(n+1)}} \geq n. \tag{13}
\]

Fix \( \alpha \in (0, 1) \) and \( n = 1, 2, \ldots \) Note that

\[
v_{\alpha}(n, k) = \begin{cases} 
\frac{1}{1-\alpha} + \varepsilon_{\alpha} \left(1 - \alpha^{N(n)+k-1}ight), & k = 1, 2, \ldots, N(n), \\
\frac{1}{1-\alpha} + \varepsilon_{\alpha} \left(\alpha^{n} - \alpha^{N(n)+k}ight), & k = N(n) + 1, N(n) + 2, \ldots, 2N(n),
\end{cases}
\]

(14)

and \( v_{\alpha}(0) = \frac{1}{1-\alpha} \). Therefore, \( v_{\alpha}(n, 1) < v_{\alpha}(n) < v_{\alpha}(n, N(n) + k), k = 1, 2, \ldots, N(n) \). In addition, \( v_{\alpha}(n, 1) \leq v_{\alpha}(n, k) \) for \( k = 1, 2, \ldots, N(n) \) since \( v_{\alpha}(n, k) = \frac{1}{1-\alpha} + \varepsilon_{\alpha} \left(\alpha^{n} - \alpha^{N(n)+k}ight)\alpha^{-k} \) for these values of \( k \). Therefore,

\[
m_{\alpha} = \inf_{n=1,2,\ldots} v_{\alpha}(n, 1) = \frac{1}{1-\alpha} - \sup_{n=1,2,\ldots} \varepsilon_{\alpha} \frac{(1 - \alpha^{N(n)})^{2}}{1 - \alpha}. \tag{15}
\]

According to (13)–(15), \( v_{\alpha}(n) - m_{\alpha}(n) \geq n \to +\infty \text{ as } n \to +\infty \). That is, Assumption B does not hold. On the other hand, (13)–(15) imply that \( v_{\alpha}(n) - m_{\alpha}(n) \leq 1 \), and \( v_{\alpha}(\hat{n}, \hat{k}) - v_{\alpha}(0) \leq N(\hat{n}) \) for all \( \alpha \in [0, 1) \), \( \hat{n} = 1, 2, \ldots, \hat{k} = 1, 2, \ldots, 2N(\hat{n}) \), and \( n = 1, 2, \ldots \). Thus, \( \lim_{\alpha \to 1} u_{\alpha}(x) < +\infty \) for each \( x \in \mathbb{X} \). Assumption B holds. \( \Box \)
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