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Abstract

When statistically related to child sexual abuse (CSA), background information can assist decision-making in investigations of CSA allegations. Here, we studied the use of such background information among Finnish police officers. We analyzed their ability to identify and interpret CSA-related and CSA-unrelated background information both when placed in mock scenarios and when presented as separate, individual variables. We also measured the ability to correctly estimate the probability of CSA based on such background information. In the context of mock scenarios, officers were better in discarding CSA-unrelated variables than in identifying CSA-related ones. Within-subject performance across different scenarios was, however, not consistent. When information was presented as separate variables, officers tended to incorrectly consider many CSA-unrelated variables as CSA-related. Officers performed better in recognizing whether actual CSA-related variables increase or decrease the probability of CSA. Finally, officers were inaccurate in identifying variables that are CSA-related only for boys or only for girls. When asked to estimate the CSA probability of mock scenarios, participants were accurate only in assessing low-probability cases, and this was not associated with the ability to identify CSA-related and CSA-unrelated variables. We conclude that police officers would benefit from more training in using background information and from using available decision-making support tools in the context of investigating CSA allegations.
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Introduction

The decision to press charges in child sexual abuse (CSA) cases depends on the quality and quantity of the available evidence. Herman (2010) divided evidence in forensic CSA evaluations into two groups: psychosocial and non-psychosocial. Non-psychosocial evidence, also referred to as strong evidence, includes medical findings, confessions, or videos and photographs. Psychosocial evidence, often considered soft evidence, can, for example, be children’s reports and behaviors, or situations that affect the likelihood of the allegation being true (e.g., parental alienation syndrome; Gardner 1998; see also O’Donohue et al. 2016). The presence of non-psychosocial evidence is usually enough to press charges, while psychosocial evidence tends to be considered less persuasive (Herman 2010; Myers 2005). For example, Walsh et al. (2010) have identified four types of evidence that, if present, increase the probability that CSA allegations are prosecuted: a disclosure by the victim, a corroborating witness, a confession by the suspect, or a second report against the suspect. In the absence of stronger evidence, the presence of a corroborating witness was the type of evidence that most
increased the probability that charges would be filed. Herman (2010) demonstrated that only 36% of 894 CSA cases included corroborative non-psychosocial evidence. In cases considered true by mental health and medical professionals, this rose to 54%, suggesting that CSA allegations are often prosecuted based on non-corroborative evidence. It is therefore important that professionals involved in investigations and trials are able to identify and correctly assess the role and importance of psychosocial pieces of evidence in CSA cases.

**Statistical Use of Background Information**

Traditionally, for psychosocial and non-psychosocial evidence to be considered as important during investigations and trial, they both have to be directly related to the CSA allegations. Videos and medical symptoms, as well as children’s statements and non-verbal behaviors, need to be robustly linked to the CSA event to be admitted as evidence in court. There is a third type of information that we here call background information, which can potentially play an important role during an investigation, even if it is not directly linked to the CSA allegation and is not admissible as evidence. Examples of such background information include previous experiences of the alleged victim with other crimes, personal relations with relatives and peers that are not involved in the CSA allegation, or the alleged victim’s life style, such as smoking or drinking.

In statistical terms, whether an alleged case of CSA is likely to be true or not can be considered a classification problem. In other words, the allegation needs to be assigned to the right class, that is, a likely true or a likely false allegation. A number of classification techniques are available (e.g., logistic regression, discriminant analysis, K-nearest neighbors, naïve Bayes, classification trees, and others; James et al. 2013), and they have been made accessible to non-statisticians through easy-to-use statistical packages (see, for example, Koul et al. 2017). Seen from a decision-making point of view, background information can be used to provide evidence that can justify prosecution, by estimating the probability of an allegation being true. Using a naïve Bayes classifier, Tadei et al. (2017) identified 42 pieces of background information that predicted the CSA probability with a high level of accuracy for both female and male alleged victims ($AUC = 0.88$ for girls and 0.97 for boys, based on an equal folds cross validation procedure, repeated 100 times). This classifier, called FICSa (Finnish Investigative Instrument of Child Sexual Abuse), was trained on data from more than 11,000 children, either

1 As in Herman (2010), we will use the term corroborative evidence to indicate non-psychosocial corroborative evidence only, instead that any type of evidence that might support the allegation.

There is a lack of research on the use police make of background information about alleged CSA victims. The few
studies that have considered also background information have generally limited this to include only gender, ethnicity, and/or age of the child (Stroud et al. 2000; Walsh et al. 2010). Interestingly, Stroud et al. (2000) observed how all these three pieces of information, even if not evidence, were statistically related to the probability of a case being referred for criminal prosecution. However, the authors did not specify if it is correct to assume that a particular age range, gender, or ethnicity increases the probability of the alleged abuse being true. In the case this assumption was wrong, the connections between these three variables and CSA could be considered CSA myths. Cromer and Goldsmith (2010) defined CSA myths as false beliefs that may “reflect circumscribed features of perpetrators and victims [and] cause harm through diminishing awareness for CSA and the allocation of resources to prevent CSA and help victims, and/or dissuade victims from disclosing abuse” (p. 619). To our best knowledge, research on CSA myths have not explored if these are common, for example, among police officers. The lack of representativeness of background information is visible in CSA myths research as well. Cromer and Goldsmith (2010) gathered and categorized 119 CSA myths, but, when discussing the beliefs about victim characteristics, they only commented on gender. As far as concerns police officers, they are also subject to cognitive biases and myths as everyone else (Aamodt 2008; Saunders 2012). Thus, we can expect that, because of the absence of research on CSA background information, they can hold false beliefs about the relation between these variables and CSA risk.

**The Present Study**

In the present study, we examined how police use background, non-corroborative, information in evaluations of CSA cases. We also tested if the use of such information was affected by it being contextualized in a scenario, as compared to when considered as individual pieces of information. Finally, we tested if being able to correctly consider all available pieces of valid background information, and correctly exclude information that is not valid, led to more accurate conclusions about the CSA risk probability.

Because of the lack of research about the connection between CSA and background information, we expected police officers not to be able to distinguish a CSA-related piece of information from an unrelated one, both when inserted in scenarios and when presented as individual pieces of information. We expected instead police officers to be able to interpret CSA-related information in the correct direction, that is, either increasing or decreasing the probability of CSA. Based on previous results (Tadei et al. 2018), indicating a low accuracy of experts in estimating CSA probability without the help of decision-support tools (e.g., FICSA; Tadei et al. 2017), we expected a low performance from the participants when assessing the probability of CSA in the scenarios we presented them, independently of the performance in the CSA-related information selection and interpretation task.

**Method**

**Participants**

A total of 135 Finnish police officers participated in the present study. They were recruited through the Police College of Finland. Of the participants, 57% (n = 77) completed the online questionnaire in its entirety. We excluded participants only from analyses that required the missing information. Of the entire sample, 75% (n = 101) were detectives, the other 25% (n = 34) were non-detective officers. On average, participants had worked as police officers for 15 years (SD = 8). Of the participants, 62% (n = 84) had investigated at least one CSA case, whereas 38% (n = 51) had never dealt with a CSA case. Finally, 29% (n = 39) of the participants had attended a 1-year training in child interviewing.

**Ethical Permission**

The Institutional Review Board of the Faculty of Arts, Psychology and Theology of Åbo Akademi University considered the ethical implications of the present study and gave permission to the authors to carry it out. Before starting the questionnaire, participants signed an online consent form where policy about anonymity, possibility to withdraw from the study, and the aims of the research were described.

**Measures and Procedures**

The study consisted of two separate sections: section one (S1) and section two (S2). In S1, participants were presented with four scenarios (see ESM 1), each of them shortly describing the life situation and habits of four different children: Minna (14-year-old girl), Salla (8-year-old girl), Petri (14-year-old boy), and Mikko (8-year-old boy). The four scenarios included all possible combinations of gender (girl/boy) and probability of abuse (high/low). Each scenario contained exactly ten pieces of information (variables). Of these, five pieces were statistically unrelated to CSA and five pieces of information were statistically related to CSA, either increasing or decreasing the CSA risk probability. ESM 1 also reports the Bayes Factors for all the variables related to CSA. All variables were selected from a pool of approximately 1000 variables used to study the life of over 11,000 Finnish children and their experience with crime conducted in 2013 (Ellonen et al. 2013). This same pool of variables was used to train FICSA. We defined a variable as CSA-unrelated when the chi-squared test between the variable and the presence or absence of CSA.
experiences was statistically non-significant and the chi-squared test value was close to zero. We considered a variable CSA-related when the chi-squared test between the variable and CSA was statistically significant and the variable was used as a feature in FICSA (Tadei et al. 2017).

After each scenario, participants had to report their perceived probability (0–100%) that the child described had been victim of CSA. CSA was defined as the occurrence of one or more experiences ranging from Receiving a proposal to do anything sexual to Sexual penetration involving a person before age 17, along with at least a 5-year age difference between the victim and the offender (Duodecim 2013). Furthermore, out of the ten variables in each scenario, they had to list the variables they used to estimate the CSA probability and specify, for each of them, if it increased or decreased the CSA risk.

In S2, participants were presented with a list of 44 variables (see ESM 2 for the list of variables and the Bayes Factors of the ones related to CSA). These variables belonged to one of the following categories: CSA-related for both boys and girls (n = 1), related only for boys (n = 5), related only for girls (n = 16), or unrelated to CSA both for boys and girls (n = 22). To define a variable as CSA-related or CSA-unrelated, we used the same approach as in S1. None of the 44 variables overlapped with the ones used in the four scenarios in S1. In S2, the variables were distributed unevenly across the four categories. This is because the number of features used by FICSA is not equal for these categories. FICSA uses 25 variables that are related to CSA only for girls, 14 only for boys, and 3 variables that are related to CSA for both girls and boys. For each variable, participants were asked to specify which of the four categories it belonged to, being informed that a variable could belong to only one of the four categories.

**Statistical Analyses**

Section 1. To evaluate how accurate participants were in estimating the CSA probability in the four scenarios, we compared the mean of their answers with the probability calculated by FICSA. For more informative descriptive statistics, since the four means were associated with large standard deviations, we decided to use a bootstrapping procedure with 1000 re-samples and a 95% confidence interval. A one-way ANOVA was used to investigate possible differences in the CSA probability estimates both between the scenarios and when compared with the probabilities calculated by FICSA. Descriptive statistics were used to report how well participants performed in excluding CSA-unrelated variables and in retaining CSA-related variables. We also checked whether the CSA-related variables were interpreted in the correct direction (i.e., increasing or decreasing the CSA probability). Pearson correlation was used to test if a good or bad performance in recognizing CSA-related or CSA-unrelated variables was consistent across all scenarios. Finally, we used Pearson correlation to test if a more correct identification of the CSA-related and CSA-unrelated variables was associated with a more correct estimation of the CSA probability.

Section 2. Descriptive statistics were used to measure how good participants were in choosing the right category for each of the 44 variables listed among CSA-related for both boys and girls, related only for boys, related only for girls, or unrelated to CSA both for boys and girls.

**Results**

**Accuracy of CSA Probability Estimates**

Table 1 shows the average probability estimated by the participants for each scenario, together with standard deviations, 95% confidence intervals, and probability estimated by FICSA.

The descriptive analysis in Table 1 shows how the estimates in all the scenarios are below 50%, indicating a tendency to consider the CSA allegation as unlikely when not supported by corroborative evidence. A one-way ANOVA analysis on the estimates, using the scenarios as factor, showed significant differences between the scenarios (F(3, 368) = 18.72, p < .001). However, a Gabriel’s pairwise post hoc test, chosen because of the small differences in the size of the compared groups (Field 2013), did not indicate differences between scenarios 1 and 2 and between scenarios 3 and 4 as statistically significant (p = 1.000), while all the other contrasts were statistically significant (p < .001). These results indicate a gender effect, with the scenarios about girls
receiving higher risk estimates than the scenarios about boys. However, the officers do not seem to be sensitive to the differences between scenarios with low and high probabilities of abuse. The comparison between our participants’ estimates and the ones from FICSA shows that police officers have been accurate, even if at the limits of the confidence intervals, only in two scenarios out of four. In scenarios 2 and 3, the difference between the two estimates is about 35 points, indicating important misjudgments. We then investigated if the difference between police and FICSA estimates is statistically larger in scenarios 2 and 3 than in scenarios 1 and 4. A one-way ANOVA on the differences between the estimates from our participants and the probabilities calculated by FICSA, using the scenarios as factor, showed significant differences between the scenarios \( F(3, 368) = 58.80, p < .001 \). A Gabriel’s pairwise post hoc test, however, did not identify any statistical difference between scenarios 1 (girl: low) and 4 (boy: low, \( p = .13 \)) and between scenarios 2 (girl: high) and 3 (boy: high, \( p = .33 \)). These results could indicate a tendency among police officers to give low estimates overall when only background information is available, making them accurate for cases with low probability.

**Selection and Interpretation of CSA-Related and CSA-Unrelated Variables**

We next investigated police officers’ performance in distinguishing between pieces of background information that have an influence on the CSA probability and the ones that are irrelevant. Table 2 shows, per scenario, the average number of irrelevant variables correctly excluded from the CSA evaluation, the average number of CSA-related variables used to estimate the CSA probability, and the average number of CSA-related variables that were used in the correct direction (i.e., increasing or decreasing the CSA probability). For each of these values, the optimal performance would be 5, as five unrelated and five related CSA variables were included in each scenario.

These results show a better performance in discarding irrelevant variables than in retaining relevant ones. These numbers partially confirm our hypothesis about the difficulties to distinguish relevant information from irrelevant ones. The tendency not to consider background information as relevant for an accurate CSA evaluation can explain both discarding irrelevant variables and failing to retain relevant variables. The third column indicates that, when a CSA-related variable was included, it was done in the correct direction most of the times (91.7%), hence in line with our hypothesis about the capacity of police officers in understanding if a variable would either increase or decrease the CSA probability.

We studied the correlation between the performances in selecting or excluding the correct variables in the four scenarios. None of the correlations were statistically significant. Moreover, we did not find any statistically significant correlation between the performances in the CSA probability estimation task and the relevant/irrelevant information selection task. The results of the correlations are shown in Table 3.

With “Methods” of the present study, we investigated if police officers were able to separate CSA-related variables from unrelated variables when presented outside the context of a mock scenario. Table 4 shows a crosstab with the categorization done by police in the rows and the correct categorization on the columns.

Police officers correctly identified 49.8% of the unrelated variables (i.e., in more than 50% of the cases they thought an unrelated variable was related to CSA. As participants used almost only two categories, that is, unrelated and related for both, the percentage of correct identification for the unrelated variables would raise to 51.7%, only slightly better than chance level), 74% of the variables related to CSA for both genders, but only 0.8% of the ones related only for girls, and 0.5% of the ones related only for boys. As shown in Table 4, the variables related to CSA only for boys and only for girls have been interpreted, most of the times, as valid for both genders.

**Discussion**

In the current study, we aimed to investigate how police officers select and interpret background information in CSA mock evaluations, both when part of scenarios and when observed individually. We also investigated if the correct use of background information leads to better estimation of the CSA risk probability.

| Scenario | Unrelated discarded | Related chosen | Related correctly used |
|----------|---------------------|----------------|-----------------------|
|          | \( M \) | \( SD \) | \( M \) | \( SD \) | \( M \) | \( SD \) |
| 1        | 3.50  | 1.12  | 2.08 | 1.21 | 1.95 | 1.25 |
| 2        | 3.24  | 1.07  | 1.83 | 1.29 | 1.83 | 1.29 |
| 3        | 3.19  | 1.19  | 1.45 | 1.29 | 1.20 | 1.07 |
| 4        | 4.68  | 0.78  | 1.47 | 1.37 | 1.26 | 1.13 |

The maximum performance in each column is 5.
Selection and Interpretation of Background Information

When the background variables were contextualized in a scenario, police officers performed better in discarding the CSA-unrelated variables that in taking in consideration the related ones. This can be explained by the fact that participants overall tended to use a small number of variables (on average, 3 out of 10 per scenario) to estimate the CSA probability. On the other hand, police officers performed very well in understanding if a variable, when correctly identified as CSA-related, would have increased or decreased the CSA probability. When evaluating the police officers’ performance in understanding the correct direction of the chosen CSA-related variables (91.7% overall), we must keep in mind the different baselines of variables that increase and decrease the CSA probability in each scenario. In the four scenarios, the distribution of the CSA-related variables was uneven. In scenarios 1 and 2, four variables increased the CSA probability and only one decreased it. In scenarios 3 and 4, three variables increased and two decreased it the CSA probability. However, considering that if officers had defined all CSA-related variables as increasing the CSA probability, this would have led to 80 and 60% accuracy, the 91.7% accuracy still shows that participants performed well.

When the variables were not contextualized in scenarios, police officers performed well in identifying variables related to CSA for both genders, but worst when the variable was unrelated to CSA, or related only for boys or only for girls. In particular, in more than 50% of the times, they considered CSA-unrelated variables as related. This result goes in the opposite direction compared to when the variables were inside scenarios. This might be due to the fact that, as demonstrated by the low CSA estimates, participants did not consider the CSA risk in the scenarios very likely and so tended to disregard a higher number of variables. When the variables were not part of a scenario, instead, police officers were not influenced by their own opinions about the CSA having occurred or not. Another possible explanation is that the single CSA-related variable presented individually, compared to the ones in the scenarios, simply was more well known to the police officers. The reversed could be the case for CSA-unrelated variables, with more well-known variables being presented in the scenarios and less known presented separately. Finally, participants almost never considered the possibility that a variable could be related to CSA only for a specific gender. This result indicates the need for a much better training about gender-specific CSA risk and protective factors (i.e., variables that respectively increase or decrease CSA risk).

Estimation of CSA Probability

The results show that police officers, when asked to evaluate the CSA probability in scenarios containing only background information, tend to provide low values overall. On one hand, this conservativeness is understandable because of the short length of the scenarios and the complete absence of corroborative evidence. On the other hand, if the conservativeness translates to real allegations, high probability cases risk not to be identified as such. In all the scenarios, on average, they estimated a probability lower than 50%, meaning that they considered it was unlikely that the abuse had actually taken place. As a consequence of consistently estimating low probabilities, police officers were more accurate in evaluating low-probability scenarios. Furthermore, participants consistently estimated the CSA risk for a boy to be 15% less probable than when a comparable scenario was about a girl. The difference between the CSA prevalence for boys and girls (in Finland 0.7 and 3%, respectively; Tadei et al. 2017) might explain the difference between genders in the police officers’ estimates. An alternative explanation could be the presence of a gender bias making police officers consider girls at a higher risk than boys in a comparable situation. Unfortunately, there is a lack of scientific literature about the perception of CSA risk for boys and girls and its accuracy. However, we might hypothesize that, since it is commonly known that most people who commit CSA are males (Faller 1996; McLeod 2015), over-simplistic reasoning could lead to the assumption that male...
sex offenders would abuse girls in almost the totality of cases. Another reason why girls are perceived as at much higher risk than boys could be because the distribution of sexual assaults among adults indicates that women are more likely to be victimized (Breiding et al. 2015; Tjaden and Thoennes 2000). People, therefore, could tend to transpose the same prevalence to the children. These are possible explanations of the gender bias we identified in the present study, but they should be scientifically investigated to even be considered as plausible.

Correlation coefficients close to zero and absence of statistical significance for the association between ability of estimating the CSA probability and selection and interpretation of the CSA-related variables indicate a difficulty from police officers to evaluate the correct impact of each risk and protective factor on the CSA probability and to compute an overall probability for each scenario. This result is in line with what has been observed in a recent study by Tadei et al. (2018), which showed that expert psychologists from the Finnish CSA investigative units might benefit from using decision-making support tools when estimating CSA probability in cases that present also background information.

Limitations

To measure how correct participants were in estimating CSA probability, we compared their values with the ones we obtained by running FICSA on the four scenarios and that we considered correct. Even if it has been demonstrated that FICSA has excellent diagnostic validity \((AUC = 0.88\) for girls and 0.97 for boys; Tadei et al. 2017), there is still the possibility for a scenario to be among the false positives or false negatives. In this case, the police officers’ estimations might be right and the FICSA’s ones, that here we considered correct, might be wrong. However, we limited this risk basing our analyses on four scenarios rather than only one. Furthermore, the risk of wrong estimates by FICSA is also reduced by our results being in line with previous studies.

Earlier, we illustrated the possibility that the complete absence of information about a possible CSA event might have driven the participants towards lower estimates. This is supported by the fact that a CSA allegation where only background information is present would rarely be considered worthy of an investigation. However, a previous study (Tadei et al. 2018) demonstrated that the presence of information related to the alleged CSA event does not always influence the probability estimated using background information only. In any case, we could not add this type of evidence to our scenarios since FICSA would not take it in consideration, i.e., the probability provided by FICSA would be wrong, hence, we could not evaluate the police officers’ performance.

Conclusions

With this study, we demonstrated that police officers partially use the available background information when evaluating CSA allegations. However, the relevance given to these pieces of information seems to be dependent on the police officers’ own opinion about the CSA probability. Hence, we highlight the importance of better research and training on the nature and use of background information in CSA cases, with a special focus on the gender-specific risk and protective factors. We also suggest a consistent use, during the entire investigation process, of decision-making support tools based on actuarial data to help understand correctly the probabilistic value of each piece of evidence. Finally, we identified the presence of a possible gender bias that would make the officers estimate a much higher CSA risk in the scenarios involving girls. This bias, and the reasons behind it, necessitate a deeper exploration.
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