ZERO DIELECTRIC CONSTANT LIMIT TO THE NON-ISENTRIC COMPRESSIBLE EULER-MAXWELL SYSTEM

SONG JIANG AND FUCAI LI*

Abstract. In this paper we investigate the zero dielectric constant limit to the non-isentropic compressible Euler-Maxwell system. We justify this singular limit rigorously in the framework of smooth solutions and obtain the non-isentropic compressible magnetohydrodynamic equations as the dielectric constant tends to zero.

1. Introduction and Main Results

The electromagnetic dynamics is governed by a coupled PDE system describing the behavior of an electrically conducting fluid and the electromagnetic fields. In the absence of viscosity, Hall effect, and heat conductivity, the system of electromagnetic dynamics can be written as ([5, 8])

\begin{align}
\partial_t \rho + \text{div} (\rho \mathbf{u}) &= 0, \\
\rho(\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) + \nabla p &= \rho_e \mathbf{E} + \mu_0 \mathbf{J} \times \mathbf{H}, \\
\rho \theta(\partial_t S + \mathbf{u} \cdot \nabla S) &= (\mathbf{J} - \rho_e \mathbf{u}) \cdot (\mathbf{E} + \mu_0 \mathbf{u} \times \mathbf{H}), \\
\epsilon \partial_t \mathbf{E} - \text{curl} \mathbf{H} + \mathbf{J} &= 0, \\
\partial_t \mathbf{H} + \frac{1}{\mu_0} \text{curl} \mathbf{E} &= 0, \\
\epsilon \partial_t (\rho_e) + \text{div} \mathbf{J} &= 0, \\
\epsilon \text{div} \mathbf{E} &= \rho_e, \quad \text{div} \mathbf{H} = 0.
\end{align}
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Here the unknowns $\rho, \mathbf{u} = (u_1, u_2, u_3) \in \mathbb{R}^3, S, \mathbf{E} = (E_1, E_2, E_3) \in \mathbb{R}^3, \mathbf{H} = (H_1, H_2, H_3) \in \mathbb{R}^3$, and $\rho_e$ denote the density, velocity, entropy, electric field, magnetic field, and electric charge density, respectively. The current density $\mathbf{J}$ is expressed by Ohm’s law, i.e.,

$$\mathbf{J} - \rho_e \mathbf{u} = \sigma (\mathbf{E} + \mu_0 \mathbf{u} \times \mathbf{H}).$$

(1.8)

The pressure $p$ and the entropy $S$ satisfy the Gibbs relation

$$\theta dS = d\epsilon + p \frac{d}{\rho},$$

(1.9)

where $\theta$ and $\epsilon$ denote the temperature and the internal energy of the fluid.

To the authors’ best knowledge, the only mathematical result on the system (1.1)–(1.7) was obtained by Kawashima [14] who established the global existence of smooth solutions in whole space $\mathbb{R}^2$ when the initial data are a small perturbation of some given constant state. On the other hand, as it was pointed out in [8], the assumption that the electric charge density $\rho_e \approx 0$ is physically very reasonable for the study of plasmas. In this situation, we can eliminate the terms involving $\rho_e$ in (1.1)–(1.7) and then obtain the following non-isentropic compressible Euler-Maxwell system:

$$\partial_t \rho + \text{div} (\rho \mathbf{u}) = 0,$$

(1.10)

$$\rho (\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) + \nabla P = \mu_0 \mathbf{J} \times \mathbf{H},$$

(1.11)

$$\rho \theta (\partial_t S + \mathbf{u} \cdot \nabla S) = \mathbf{J} \cdot (\mathbf{E} + \mu_0 \mathbf{u} \times \mathbf{H}),$$

(1.12)

$$\epsilon \partial_t \mathbf{E} - \text{curl} \mathbf{H} + \mathbf{J} = 0,$$

(1.13)

$$\partial_t \mathbf{H} + \frac{1}{\mu_0} \text{curl} \mathbf{E} = 0, \quad \text{div} \mathbf{H} = 0$$

(1.14)

with

$$\mathbf{J} = \sigma (\mathbf{E} + \mu_0 \mathbf{u} \times \mathbf{H}).$$

(1.15)

Formally, if we take the dielectric constant $\epsilon = 0$ in (1.13), i.e., the displacement current is negligible, then we obtain $\mathbf{J} = \text{curl} \mathbf{H}$. Thanks to (1.15), we can eliminate the electric field $\mathbf{E}$ in (1.11), (1.12) and (1.14), and finally obtain that

$$\partial_t \rho + \text{div} (\rho \mathbf{u}) = 0,$$

(1.16)

$$\rho (\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) + \nabla P = \mu_0 \text{curl} \mathbf{H} \times \mathbf{H},$$

(1.17)
The equations (1.16)--(1.19) is called non-isentropic compressible magnetohydrodynamic equations with infinite Reynolds number which is used in describing some local processes in the cosmic system [6].

The above formal derivation is usually referred as magnetohydrodynamic approximation [5, 8]. In [15, 16], Kawashima and Shizuta justified this limit process rigorously to the complete magnetohydrodynamic fluid system in \( \mathbb{R}^2 \) for local and global smooth solutions (small perturbations of some give constant state), respectively. In [12], we studied the magnetohydrodynamic approximation for the isentropic electromagnetic fluid system in three-dimensional period domain and obtained the isentropic compressible magnetohydrodynamic equations with explicit convergence rates. Recently, we extended the results in [12] to the complete magnetohydrodynamic fluid system and obtained the full compressible magnetohydrodynamic equations [13]. We remark that the viscosities (including the shear and buck viscosities and heat conductivity coefficient) play a crucial role in the proof process of [13] and the inviscid case is left as an open problem there.

The purpose of this paper is to solve this problem and give a rigorous derivation of the compressible magnetohydrodynamic equations (1.16)--(1.19) from the non-isentropic compressible Euler-Maxwell system (1.10)--(1.15) as the dielectric constant \( \epsilon \) tends to zero. As in [13], we consider the system (1.10)--(1.15) in a periodic domain of \( \mathbb{R}^3 \), i.e., the torus \( \mathbb{T}^3 = (\mathbb{R} / (2\pi \mathbb{Z}))^3 \).

Below we take the harmless physical constants \( \sigma \) and \( \mu_0 \) to be one for simplicity of presentation. For the system (1.10)--(1.15), it is more convenient to using the pressure \( p \) instead of the density \( \rho \) as an unknown. Thus we reconsider the equations of state as functions of \( S \) and \( p \), i.e., \( \rho = r(S, p) \) and \( \theta = \Theta(S, p) \) for some positive smooth functions \( r \) and \( \Theta \) defined for all \( S \) and \( p > 0 \), and satisfying \( \frac{\partial r(S, p)}{\partial p} > 0 \). Moreover, in order to emphasize the unknowns depending on the small parameter \( \epsilon \), we add the superscripts \( \epsilon \) to the unknowns \( p, u, S, E, H \) and rewrite the Euler-Maxwell system (1.10)--(1.15) as

\[
\begin{align*}
\rho \theta (\partial_t S + u \cdot \nabla S) &= \frac{1}{\sigma} |\text{curl } H|^2, \\
\partial_t H - \text{curl} (u \times H) &= -\frac{1}{\sigma \mu_0} \text{curl} (\text{curl } H), \quad \text{div } H = 0.
\end{align*}
\]
where \( a(S^r, p^r) \) and \( b(S^r, p^r) \) are defined as
\[
a(S^r, p^r) = \frac{1}{r(S^r, p^r)} \frac{\partial r(S^r, p^r)}{\partial p^r}, \quad b(S^r, p^r) = r(S^r, p^r) \Theta(S^r, p^r). \tag{1.25}
\]

The system (1.20)–(1.24) are supplemented with initial data
\[
(p^r, u^r, S^r, E^r, H^r)|_{t=0} = (p_0^r(x), u_0^r(x), S_0^r(x), E_0^r(x), H_0^r(x)), \quad x \in \mathbb{T}^3. \tag{1.26}
\]

We also rewrite the target equations (1.16)–(1.19) (recall that \( \mu_0 \equiv \sigma \equiv 1 \)) as
\[
a(S^0, p^0)(\partial_t p^0 + u^0 \cdot \nabla p^0) + \text{div} \, u^0 = 0, \tag{1.27}
\]
\[
r(S^0, p^0)(\partial_t u^0 + u^0 \cdot \nabla u^0) + \nabla p^0 = \text{curl} \, H^0 \times H^0, \tag{1.28}
\]
\[
b(S^0, p^0)(\partial_t S^0 + u^0 \cdot \nabla S^0) = |\text{curl} \, H^0|^2, \tag{1.29}
\]
\[
\partial_t H^0 - \text{curl} \, (u^0 \times H^0) = -\text{curl} \, \text{curl} \, H^0, \quad \text{div} \, H^0 = 0. \tag{1.30}
\]

where \( a(S^0, p^0) \) and \( b(S^0, p^0) \) are defined through (1.25) with \( (S^r, p^r) \) replaced by \( (S^0, p^0) \). The system (1.27)–(1.30) are equipped with initial data
\[
(p^0, u^0, S^0, H^0)|_{t=0} = (p_0^0(x), u_0^0(x), S_0^0(x), H_0^0(x)), \quad x \in \mathbb{T}^3. \tag{1.31}
\]

We remark that although the electric field \( E^0 \) does not appear in the system (1.27)–(1.30), it can be induced according to the relation
\[
E^0 = \text{curl} \, H^0 - u^0 \times H^0. \tag{1.32}
\]

by the moving conductive flow in the magnetic field.

Before stating our main results, we recall the local existence of smooth solutions to the problem (1.27–1.31). Since the system (1.27)–(1.30) can be written as a symmetric hyperbolic-parabolic system, the results in [26] imply that

**Proposition 1.1.** Let \( s > 7/2 \) be an integer and assume that the initial data \((p_0^0, u_0^0, S_0^0, H_0^0)\) satisfy
\[
p_0^0, u_0^0, S_0^0, H_0^0 \in H^{s+1}(\mathbb{T}^3), \quad \text{div} \, H_0^0 = 0,
\]
for some positive constants $\bar{p}$, $\bar{p}$, $\bar{S}$, and $\bar{S}$. Then there exist positive constants $T_*$ (the maximal time interval, $0 < T_* < +\infty$) and $\bar{p}, \bar{p}, \bar{S}, \bar{S}$, such that the problem \((1.27) - (1.31)\) has a unique classical solution $(p^0, u^0, S^0, H^0)$ satisfying $\text{div} \, H^0 = 0$ and

\[
p^0, u^0, S^0 \in C^l([0, T_*), H^{s+1-l}(\mathbb{T}^3)), \quad H^0 \in C^l([0, T_*), H^{s+1-2l}(\mathbb{T}^3)), \quad l = 0, 1;
\]

\[
0 < \bar{p} = \inf_{(x, t) \in \mathbb{T}^3 \times [0, T_*)} p^0(x, t) \leq \sup_{(x, t) \in \mathbb{T}^3 \times [0, T_*)} p^0(x, t) < +\infty, \quad 0 < \bar{S} = \inf_{(x, t) \in \mathbb{T}^3 \times [0, T_*)} S^0(x, t) \leq \sup_{(x, t) \in \mathbb{T}^3 \times [0, T_*)} S^0(x, t) < +\infty.
\]

The main result of this paper can be stated as follows.

\section*{Theorem 1.2} Let $s > 7/2$ be an integer and $(p^0, u^0, S^0, H^0)$ the unique classical solution to the problem $(1.27) - (1.31)$ given in Proposition 1.2. Suppose that the initial data $(p_0^0, u_0^0, S_0^0, E_0^0, H_0^0)$ satisfy

\[
p_0^0, u_0^0, S_0^0, E_0^0, H_0^0 \in H^s(\mathbb{T}^3), \quad \inf_{x \in \mathbb{T}^3} p_0^0(x) > 0, \quad \inf_{x \in \mathbb{T}^3} S_0^0(x) > 0, \quad \text{div} \, H_0^0 = 0,
\]

and

\[
\| (p_0^e - p_0^0, u_0^e - u_0^0, S_0^e - S_0^0, E_0^e - H_0^0) \|_{H^s(\mathbb{T}^3)} + \sqrt{\epsilon} \| E_0^e - (\text{curl} \, H_0^0 - u_0^0 \times H_0^0) \|_{H^s(\mathbb{T}^3)} \leq L_0 \epsilon \quad (1.33)
\]

for some constant $L_0 > 0$. Then, for any $T_0 \in (0, T_*)$, there exist a constant $L > 0$, and a sufficient small constant $\epsilon_0 > 0$ such that, for any $\epsilon \in (0, \epsilon_0]$, the problem $(1.20) - (1.26)$ has a unique smooth solution $(p^e, u^e, S^e, E^e, H^e)$ on $[0, T_0]$ enjoying

\[
\| (p^e - p_0^e, u^e - u_0^e, S^e - S_0^e, E^e - H^e)(t) \|_{H^s(\mathbb{T}^3)} + \sqrt{\epsilon} \| \{ E^e - (\text{curl} \, H^e - u_0^0 \times H^e) \}(t) \|_{H^s(\mathbb{T}^3)} \leq L \epsilon, \quad t \in [0, T_0]. \quad (1.34)
\]

We shall prove Theorems 1.2 by adapting the elaborate nonlinear energy method inspired by [12][13]. The key point of the proof is to derive the error system (see $(2.11) - (2.5)$ below) and obtain the uniform estimates in a fixed time interval independent of $\epsilon$. As mentioned before, the zero dielectric constant limit to the complete magnetohydrodynamic fluid system were studied in [13] where the viscosity and
heat conductivity terms in the complete electromagnetic fluid system play a crucial role in the derivation of the uniform estimates. In our case, all diffusion terms disappear and we shall make full use of the special structural of the system (1.20)–(1.23) to obtain the desired uniformly estimates. A direct but crucial observation is that there is a damping term $E_\epsilon - E_0$ in the electric field equations which control the terms involving $E_\epsilon - E_0$ in the momentum equations, entropy equation, and electric filed equations. In order to obtain the desired higher order estimates to the error system, we shall also modify some ideas developed in [10, 20] which is quite different to the isentropic case [12] and the viscous non-isentropic case [13].

Remark 1.1. The inequality (1.34) implies that the sequences $(p_\epsilon, u_\epsilon, S_\epsilon, H_\epsilon)$ converge strongly to $(p_0, u_0, S_0, H_0)$ in $L^\infty(0,T;H^s(\mathbb{T}^3))$ and $E_\epsilon$ converges strongly to $E_0$ in $L^\infty(0,T;H^s(\mathbb{T}^3))$ but with different convergence rates, where $E_0$ is defined by (1.32).

Remark 1.2. For the local existence of solutions $(\rho_0, u_0, S_0, H_0)$ to the problem (1.27)–(1.31), the assumption on the regularity of initial data $(\rho_0, u_0, S_0, H_0)$ belongs to $H^s(\mathbb{T}^3)$, $s > 7/2$, is enough. Here we have added more regularity assumption in Proposition 1.1 to obtain more regular solutions which are needed in the proof of Theorem 1.2. The higher regularity assumption on the target equations can provide a simpler arguments in this paper. To investigate the singular limit, another way is to obtain higher order uniform estimates directly, see, for example, [20] on zero Mach number limit to non-isentropic Euler equations.

Remark 1.3. In this paper we just consider the periodic domain case, it is more interesting to study the same problem in a spatial domain with boundary which will be our future study. We remark that in this case the boundary must be analyzed very carefully, the interested reader can refer [1–4, 23, 25], and among others on the zero Mach number limit of the compressible Euler equations, and [22] on singular limits of zero Alfvén number for the equations of magneto-fluid dynamics. In [2, 3], some new pioneering ideas are introduced, which can be applied to the convergence study of the singular limit in the data space, see [3, 4, 22] for the details.

Remark 1.4. We have assumed that the initial entropy and pressure of the target system (1.27)–(1.31), as well as the initial entropy of the error system (2.7) are
taken larger than a strictly positive constant to ensure that the systems are strict hyperbolic.

**Remark 1.5.** We point out that the zero dielectric constant limit is a singular limit and similar to the zero Mach number limit in some sense, see [1, 9, 11, 17, 20, 23, 25] and the references cited therein.

**Remark 1.6.** It is obvious that if we let $\sigma \to \infty$ in (1.16)–(1.19), we will obtain formally the well-known ideal non-isentropic magnetohydrodynamic equations. It is interesting to establish this limit rigorously.

Before ending this introduction, we give some notations and recall some basic facts which will be frequently used throughout this paper.

(1) We denote by $\langle \cdot, \cdot \rangle$ the standard inner product in $L^2(T^3)$ with $\langle f, f \rangle = \| f \|^2$, by $H^k$ the standard Sobolev space $W^{k,2}$ with $\| \cdot \|_k$ being the corresponding norm ($\| \cdot \|_0 \equiv \| \cdot \|$). The notation $\|(A_1, A_2, \ldots, A_k)\|$ means the summation of $\|A_i\|$, $i = 1, \ldots, k$, and it also applies to other norms. For the multi-index $\alpha = (\alpha_1, \alpha_2, \alpha_3)$, we denote $\partial_x^\alpha = \partial_{x_1}^{\alpha_1} \partial_{x_2}^{\alpha_2} \partial_{x_3}^{\alpha_3}$ and $|\alpha| = |\alpha_1| + |\alpha_2| + |\alpha_3|$. For the integer $l$, the symbol $D^l_x$ denotes the summation of all terms $\partial_x^\alpha$ with the multi-index $\alpha$ satisfying $|\alpha| = l$. We use $C_1, \delta_i, K_i$, and $K$ to denote the constants which are independent of $\epsilon$ and may change from line to line. We also omit the spatial domain $T^3$ in integrals for convenience.

(2) We shall frequently use the following Moser-type calculus inequalities (see [17]):

(i) For $f, g \in H^s(T^3) \cap L^\infty(T^3)$ and $|\alpha| \leq s$, it holds that

$$\| \partial_x^\alpha (fg) \| \leq C_s(\| f \|_{L^\infty} \| D_x^s g \| + \| g \|_{L^\infty} \| D_x^s f \|).$$  \hspace{1cm} (1.35)

(ii) For $f \in H^s(T^3), D^1_x f \in L^\infty(T^3), g \in H^{s-1}(T^3) \cap L^\infty(T^3)$ and $|\alpha| \leq s$, it holds that

$$\| \partial_x^\alpha (fg) \| \leq C_s(\| D^1_x f \|_{L^\infty} \| D_x^{s-1} g \| + \| g \|_{L^\infty} \| D_x^s f \|).$$  \hspace{1cm} (1.36)

(3) Let $s > 3/2$, $f \in C^s(T^3)$, and $u \in H^s(T^3)$, then for each multi-index $\alpha$, $1 \leq |\alpha| \leq s$, we have ( [17][18]):

$$\| \partial_x^\alpha (f(u)) \| \leq C(1 + \| u \|_{L^\infty}^{|\alpha|-1}) \| u \|_{|\alpha|};$$  \hspace{1cm} (1.37)
moreover, if \( f(0) = 0 \), then (3.7)  

\[
\|\partial_x^2(f(u))\| \leq C(\|u\|_s)\|u\|_s. \tag{1.38}
\]

This paper is organized as follows. In Section 2, we utilize the primitive system \((1.20) - (1.24)\) and the target system \((1.27) - (1.30)\) to derive an error system and state the local existence of solutions to the error system. In Section 3, we give \textit{a priori} energy estimates to the error system and present the proof of Theorem 1.2.

2. Derivation of an error system and local existence

In this section, we first derive the error system from the original system \((1.20) - (1.24)\) and the target equations \((1.27) - (1.30)\). Then we state the local existence of smooth solutions to this error system.

Setting \( P^\epsilon = p^\epsilon - p^0, U^\epsilon = u^\epsilon - u^0, \Phi^\epsilon = S^\epsilon - S^0, F^\epsilon = E^\epsilon - E^0, G^\epsilon = H^\epsilon - H^0 \) and utilizing the system \((1.20) - (1.24)\) and the system \((1.27) - (1.30)\) with (1.32), we obtain that

\[
a(\Phi^\epsilon + S^0, P^\epsilon + p^0)\{\partial_t \Phi^\epsilon + (U^\epsilon + u^0) \cdot \nabla P^\epsilon\} + \text{div} \ U^\epsilon = f_1^\epsilon, \tag{2.1}
\]

\[
r(\Phi^\epsilon + S^0, P^\epsilon + p^0)\{\partial_t \Phi^\epsilon + (U^\epsilon + u^0) \cdot \nabla U^\epsilon\} + \nabla \Phi^\epsilon = f_2^\epsilon, \tag{2.2}
\]

\[
b(\Phi^\epsilon + S^0, P^\epsilon + p^0)\{\partial_t \Phi^\epsilon + (U^\epsilon + u^0) \cdot \nabla S^\epsilon\} = f_3^\epsilon, \tag{2.3}
\]

\[
\varepsilon \partial_t F^\epsilon - \text{curl} \ G^\epsilon = f_4^\epsilon, \tag{2.4}
\]

\[
\partial_t G^\epsilon + \text{curl} \ F^\epsilon = 0, \quad \text{div} \ G^\epsilon = 0, \tag{2.5}
\]

where \( f_1^\epsilon, f_2^\epsilon, f_3^\epsilon, \) and \( f_4^\epsilon \) are defined as follows:

\[
f_1^\epsilon = - [a(\Phi^\epsilon + S^0, P^\epsilon + p^0) - a(S^0, p^0)]\{\partial_t p^0 + u^0 \cdot \nabla p^0\}
\]

\[
- a(\Phi^\epsilon + S^0, P^\epsilon + p^0)(U^\epsilon \cdot \nabla p^0),
\]

\[
f_2^\epsilon = - [r(\Phi^\epsilon + S^0, P^\epsilon + p^0) - r(S^0, p^0)]\{\partial_t u^0 + u^0 \cdot \nabla u^0\}
\]

\[
- r(\Phi^\epsilon + S^0, P^\epsilon + p^0)(U^\epsilon \cdot \nabla u^0)
\]

\[
- \text{curl} \ H^0 \times H^\epsilon + [F^\epsilon + u^0 \times G^\epsilon + U^\epsilon \times H^0] \times H^\epsilon
\]

\[
+ [F^\epsilon + u^0 \times G^\epsilon + U^\epsilon \times H^0] \times G^\epsilon + (U^\epsilon \times G^\epsilon) \times (G^\epsilon + H^0),
\]

\[
f_3^\epsilon = - [b(\Phi^\epsilon + S^0, P^\epsilon + p^0) - b(S^0, p^0)]\{\partial_t S^0 + u^0 \cdot \nabla S^0\}
\]

\[
- b(\Phi^\epsilon + S^0, P^\epsilon + p^0)(U^\epsilon \cdot \nabla S^0)
\]
The system (2.1)–(2.5) are supplemented with the initial data

\[ f_4^\varepsilon = - [F^\varepsilon + U^\varepsilon \times H^0 + u^0 \times G^\varepsilon] - U^\varepsilon \times G^\varepsilon \]
\[ - \varepsilon \tilde{c}_i \text{curl} H^0 + \varepsilon \tilde{c}_i (u^0 \times H^0). \]

The system (2.1)-(2.5) are supplemented with the initial data

\[ (P^\varepsilon, U^\varepsilon, \Phi^\varepsilon, F^\varepsilon, G^\varepsilon) |_{t=0} = (P_0^\varepsilon, U_0^\varepsilon, \Phi_0^\varepsilon, F_0^\varepsilon, G_0^\varepsilon) \]
\[ := (p_0^\varepsilon - p_0, u_0^\varepsilon - u_0^0, S_0^\varepsilon - S_0^0, F_0^\varepsilon - (\text{curl} H_0^0 - u_0^0 \times H_0^0), H_0^\varepsilon - H_0^0). \quad (2.6) \]

Denote

\[
W^\varepsilon = \begin{pmatrix} P^\varepsilon \\ U^\varepsilon \\ \Phi^\varepsilon \\ F^\varepsilon \\ G^\varepsilon \end{pmatrix}, \quad W_0^\varepsilon = \begin{pmatrix} P_0^\varepsilon \\ U_0^\varepsilon \\ \Phi_0^\varepsilon \\ F_0^\varepsilon \\ G_0^\varepsilon \end{pmatrix}, \quad S^\varepsilon(W^\varepsilon) = \begin{pmatrix} f_1^\varepsilon \\ f_2^\varepsilon \\ f_3^\varepsilon \\ f_4^\varepsilon \\ 0 \end{pmatrix},
\]

\[
D_1^\varepsilon = \begin{pmatrix} D_1 \\ 0 \\ 0 \end{pmatrix},
\]

\[
D_1 = \begin{pmatrix} a(\Phi^\varepsilon + S^0, P^\varepsilon + p_0^0) & 0 & 0 \\ 0 & r(\Phi^\varepsilon + S^0, P^\varepsilon + p_0^0) & 0 \\ 0 & 0 & b(\Phi^\varepsilon + S^0, P^\varepsilon + p_0^0) \end{pmatrix},
\]

\[
A^\varepsilon_i = \begin{pmatrix} (U^\varepsilon + u_0^0)_i & c_i & 0 \\ c_i^T & (U^\varepsilon + u_0^0)_i & 0 \\ 0 & 0 & (U^\varepsilon + u_0^0)_i \end{pmatrix},
\]

\[
0 \\ 0 \\ 0 \\ 0 \end{pmatrix}.
\]

\[
B_i = \begin{pmatrix} 0 \\ B_i \\ 0 \end{pmatrix}.
\]
where \((e_1, e_2, e_3)\) is the canonical basis of \(\mathbb{R}^3\), \(I_d\) \((d = 3, 5)\) is the \(d \times d\) unit matrix, and
\[
y_i = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & -1 & 0 \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0 & 0 & -1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad B_3 = \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

Using these notations we can rewrite the problem (2.1)–(2.6) as
\[
\begin{aligned}
\mathbf{D} \cdot \partial_t \mathbf{W}^\epsilon + \sum_{i=1}^{3} \mathbf{A}^i \partial_{x_i} \mathbf{W}^\epsilon_{x_i} &= \mathbf{S}^\epsilon(\mathbf{W}^\epsilon), \\
\mathbf{W}^\epsilon_{|t=0} &= \mathbf{W}^\epsilon_0.
\end{aligned}
\] (2.7)

Obviously, the system in (2.7) is a quasilinear symmetric hyperbolic one. Thus, we can apply the result of Majda [19] to obtain the following local existence of smooth solutions to the problem (2.7).

**Proposition 2.1.** Let \(s > 7/2\) be an integer and \((\rho_0^\epsilon, \mathbf{u}_0^\epsilon, S_0^\epsilon, H_0^\epsilon)\) satisfy the conditions in Proposition [17]. Assume that the initial data \((P_0^\epsilon, U_0^\epsilon, \Phi_0^\epsilon, F_0^\epsilon, G_0^\epsilon)\) satisfy
\[
\inf_{x \in \mathbb{T}^3} P_0^\epsilon(x) > 0, \quad \inf_{x \in \mathbb{T}^3} \Phi_0^\epsilon(x) > 0, \quad \|\Phi_0^\epsilon\|_s \leq \delta, \quad \|P_0^\epsilon\|_s \leq \delta
\]
for some small constant \(\delta > 0\). Then there exist positive constants \(T^\epsilon (0 < T^\epsilon \leq +\infty), \hat{P}, \hat{\Phi}, \hat{\Phi}, \text{ and } K\), such that the problem (2.7) has a unique classical solution \((P^\epsilon, U^\epsilon, \Phi^\epsilon, F^\epsilon, G^\epsilon)\) satisfying
\[
\begin{aligned}
P^\epsilon, U^\epsilon, \Phi^\epsilon, F^\epsilon, G^\epsilon &\in C^l([0, T^\epsilon), H^{s-1}(\mathbb{T}^3)), \quad l = 0, 1; \quad \text{div } G^\epsilon = 0; \\
0 < \hat{P} &= \inf_{(x,t) \in \mathbb{T}^3 \times [0,T^\epsilon)} P^\epsilon(x,t) \leq \hat{P} = \sup_{(x,t) \in \mathbb{T}^3 \times [0,T^\epsilon)} P^\epsilon(x,t) < \infty, \\
0 < \hat{\Phi} &= \inf_{(x,t) \in \mathbb{T}^3 \times [0,T^\epsilon)} \Phi^\epsilon(x,t) \leq \hat{\Phi} = \sup_{(x,t) \in \mathbb{T}^3 \times [0,T^\epsilon)} \Phi^\epsilon(x,t) < \infty, \\
\|P^\epsilon(t)\|_s &\leq K\delta, \quad \|\Phi^\epsilon(t)\|_s \leq K\delta, \quad t \in [0, T^\epsilon).
\end{aligned}
\]

Notice that if \(\|P^\epsilon\|_{L^\infty_t L^\infty_x} \leq \hat{P}/2\) and \(\|\Phi^\epsilon\|_{L^\infty_t L^\infty_x} \leq \hat{\Phi}/2\), then for smooth solutions, the non-isentropic Euler-Maxwell system (1.20–1.24) with initial data (1.26) is equivalent to (2.1)–(2.6) or (2.7) on [0, T]. Therefore, in order to obtain the convergence of the Euler-Maxwell system (1.20–1.24) to the compressible magnetohydrodynamic equations (1.27–1.30), we need to establish the uniform
decay estimates in some time interval $[0, T]$ with respect to the parameter $\epsilon$ of the solution to the error system (2.1)–(2.6). We shall present these estimates in the next section.

3. Uniform energy estimates and proof of Theorem 1.2

In this section we shall derive the uniform decay estimates with respect to the parameter $\epsilon$ of the solution to the problem (2.1)–(2.6) and justify rigorously the convergence of the non-isentropic Euler-Maxwell system (1.20)–(1.24) to the compressible magnetohydrodynamic equations (1.27)–(1.30). Here we shall make full use of the structure of the system (2.1)–(2.5), Proposition 2.1, and adapt some techniques developed in [10, 12, 13, 20].

We first establish the convergence rate of the error system (2.1)–(2.4) by obtaining the $a$ priori estimates uniformly in $\epsilon$. For simplicity of presentation, we define

$$
\left\| \mathcal{E}^\epsilon(t) \right\|_s = \left\| (P^\epsilon, U^\epsilon, \Phi^\epsilon, G^\epsilon)(t) \right\|_s,
$$

$$
\left\| \mathcal{E}^\epsilon(t) \right\|_s^2 = \left\| \mathcal{E}^\epsilon(t) \right\|_s^2 + \epsilon \left\| F^\epsilon \right\|_s^2,
$$

$$
\left\| \mathcal{E}^\epsilon \right\|_{s,T} = \sup_{0 < t < T} \left\| \mathcal{E}^\epsilon(t) \right\|_s.
$$

The crucial estimate of our paper is the following uniform-in-$\epsilon$ result on the error system (2.1)–(2.5).

**Proposition 3.1.** Let $s > 5/2$ be an integer and assume that the initial data $(P_0^\epsilon, U_0^\epsilon, \Phi_0^\epsilon, F_0^\epsilon, G_0^\epsilon)$ satisfy

$$
\left\| (P_0^\epsilon, U_0^\epsilon, \Phi_0^\epsilon, G_0^\epsilon) \right\|_s^2 + \epsilon \left\| F_0^\epsilon \right\|_s^2 = \left\| \mathcal{E}^\epsilon(t = 0) \right\|_s^2 \leq M_0 \epsilon^2
$$

(3.1)

for sufficiently small $\epsilon$ and some constant $M_0 > 0$ independent of $\epsilon$. Then, for any $T_0 \in (0, T_s)$, there are two constants $M_1 > 0$ and $\epsilon_1 > 0$ depending only on $T_0$, such that for all $\epsilon \in (0, \epsilon_1]$, it holds that $T^\epsilon \geq T_0$ and the solution $(P^\epsilon, U^\epsilon, \Phi^\epsilon, F^\epsilon, G^\epsilon)$ of the problem (2.1)–(2.6), well-defined in $[0, T_0]$, enjoys

$$
\left\| \mathcal{E}^\epsilon \right\|_{s,T_0} \leq M_1 \epsilon.
$$

(3.2)

In order to prove Proposition 3.1 we first derive the following a priori estimates on $[0, T]$ with $T = T_\epsilon = \min\{T_1, \bar{T}^\epsilon\}$ for some given $\bar{T} < 1$ and any $T_1 < \bar{T}$ independent of $\epsilon$. 

3.1. $L^2$ estimates.

**Lemma 3.2.** Under the assumptions in Proposition 3.1, it holds that for all $0 < t < T$ and sufficiently small $\epsilon$, 
\[
\|\langle P^\epsilon, \Phi^\epsilon, G^\epsilon \rangle(t)\|^2 + \epsilon \|\Phi^\epsilon(t)\|^2 + \frac{3}{2} \int_0^t \|\Phi^\epsilon(\tau)\|^2 d\tau 
\leq C \left\{ \|\langle P^\epsilon, \Phi^\epsilon, G^\epsilon \rangle(t)\|^2 + \epsilon \|\Phi^\epsilon(t)\|^2 \right\} (t = 0) + C_T \epsilon^2 
+ \int_0^t \left\{ \eta_2 \|\Phi^\epsilon(\tau)\|^2 + \eta_3 \|\Phi^\epsilon(\tau)\|^4 + \left[ \eta_1 \|\Phi^\epsilon(\tau)\|_2^2 + C(1 + \|\Phi^\epsilon(\tau)\|_s^2) \right] 
+ \|\Phi^\epsilon(\tau)\|_s^2 + \|\Phi^\epsilon(\tau)\|_s^4 \right\} \|\langle P^\epsilon, \Phi^\epsilon, G^\epsilon \rangle(\tau)\|^2 d\tau, \tag{3.3}\]

where $\eta_1$, $\eta_2$, and $\eta_3$ are sufficiently small positive constants.

**Proof.** Multiplying (2.1) by $P^\epsilon$, (2.2) by $U^\epsilon$, (2.3) by $\Phi^\epsilon$, and integrating them over $\mathbb{T}^3$ respectively, we obtain that 
\[
\langle a(\Phi^\epsilon + S^0, P^\epsilon + p^0) \partial_t P^\epsilon, P^\epsilon \rangle + \langle r(\Phi^\epsilon + S^0, P^\epsilon + p^0) \partial_t U^\epsilon, U^\epsilon \rangle 
+ \langle b(\Phi^\epsilon + S^0, P^\epsilon + p^0) \partial_t \Phi^\epsilon, \Phi^\epsilon \rangle 
= - \langle a(\Phi^\epsilon + S^0, P^\epsilon + p^0)(U^\epsilon + u^0) \cdot \nabla P^\epsilon, P^\epsilon \rangle 
- \langle r(\Phi^\epsilon + S^0, P^\epsilon + p^0)(U^\epsilon + u^0) \cdot \nabla U^\epsilon, U^\epsilon \rangle 
- \langle b(\Phi^\epsilon + S^0, P^\epsilon + p^0)(U^\epsilon + u^0) \cdot \nabla \Phi^\epsilon, \Phi^\epsilon \rangle 
+ \langle f^1, P^\epsilon \rangle + \langle f^2, U^\epsilon \rangle + \langle f^3, \Phi^\epsilon \rangle. \tag{3.4}\]

Thanks to the positivity and smoothness of $a(\Phi^\epsilon + S^0, P^\epsilon + p^0)$, $r(\Phi^\epsilon + S^0, P^\epsilon + p^0)$, and $b(\Phi^\epsilon + S^0, P^\epsilon + p^0)$, Proposition 2.1 the regularity of $(p^0, u^0, S^0, H^0)$, Cauchy-Schwarz’s inequality, Sobolev’s imbedding, and (1.37), we get directly from (2.1), (2.2), and (2.3) that
\[
\|\partial_t a(\Phi^\epsilon + S^0, P^\epsilon + p^0), \partial_t r(\Phi^\epsilon + S^0, P^\epsilon + p^0), \partial_t b(\Phi^\epsilon + S^0, P^\epsilon + p^0)\|_{L^\infty} 
\leq \|\partial_t a(\Phi^\epsilon + S^0, P^\epsilon + p^0), \partial_t r(\Phi^\epsilon + S^0, P^\epsilon + p^0), \partial_t b(\Phi^\epsilon + S^0, P^\epsilon + p^0)\|_2 
\leq \eta_1 \|\Phi^\epsilon\|_2^2 + C(\|\Phi^\epsilon(\tau)\|_s^4 + \|\Phi^\epsilon(\tau)\|_s^2 + 1) \tag{3.5}\]

for any $\eta_1 > 0$ and
\[
\|\nabla a(\Phi^\epsilon + S^0, P^\epsilon + p^0), \nabla r(\Phi^\epsilon + S^0, P^\epsilon + p^0), \nabla b(\Phi^\epsilon + S^0, P^\epsilon + p^0)\|_{L^\infty} 
\leq C(1 + \|\Phi^\epsilon(\tau)\|_s + \|\Phi^\epsilon(\tau)\|_s^2). \tag{3.6}\]
Thus, the first three terms on the right-hand side of (3.4) can be estimated as follows:

\[
\begin{align*}
|\langle a(\Phi^\prime + S^0, P^\prime + p^0)(U^\prime + u^0) \cdot \nabla P^\prime, P^\prime \rangle | \\
+ |\langle r(\Phi^\prime + S^0, P^\prime + p^0)(U^\prime + u^0) \cdot \nabla U^\prime, U^\prime \rangle | \\
+ |\langle b(\Phi^\prime + S^0, P^\prime + p^0)(U^\prime + u^0) \cdot \nabla \Phi^\prime, \Phi^\prime \rangle | \\
\leq C(1 + \|\mathcal{E}^\prime(t)\|_s^2 + \|\mathcal{E}^\prime(t)\|_s^4 + \|\mathcal{E}^\prime(t)\|_s^8)(\|P^\prime\|^2 + \|U^\prime\|^2 + \|\Phi^\prime\|^2). 
\end{align*}
\]  
(3.7)

By the definition of \(f_1^\prime, f_2^\prime\) and \(f_3^\prime\), the regularity of \((\rho^0, u^0, S^0, H^0)\), and Cauchy-Schwarz’s inequality, we have

\[
\begin{align*}
\langle f_1^\prime, P^\prime \rangle + \langle f_2^\prime, U^\prime \rangle + \langle f_3^\prime, \Phi^\prime \rangle \\
\leq C\tau^2 + \eta_2\|F^\prime\|^2 + \eta_3\|F^\prime\|^4 \\
+ C(1 + \|\mathcal{E}^\prime(t)\|_s^2 + \|\mathcal{E}^\prime(t)\|_s^4 + \|\mathcal{E}^\prime(t)\|_s^8)(\|P^\prime\|^2 + \|U^\prime\|^2 + \|\Phi^\prime\|^2)
\end{align*}
\]  
(3.8)

for any \(\eta_2 > 0\) and \(\eta_3 > 0\).

Putting (3.7) and (3.8) into (3.4) and noticing (3.5), we arrive at

\[
\begin{align*}
\langle a(\Phi^\prime + S^0, P^\prime + p^0)P^\prime, P^\prime \rangle + \langle r(\Phi^\prime + S^0, P^\prime + p^0)U^\prime, U^\prime \rangle \\
+ \langle b(\Phi^\prime + S^0, P^\prime + p^0)\Phi^\prime, \Phi^\prime \rangle \\
\leq \{\langle a(\Phi^\prime + S^0, P^\prime + p^0)P^\prime, P^\prime \rangle + \langle r(\Phi^\prime + S^0, P^\prime + p^0)U^\prime, U^\prime \rangle \\
+ \langle b(\Phi^\prime + S^0, P^\prime + p^0)\Phi^\prime, \Phi^\prime \rangle\}_{t=0}^{t} + \int_{0}^{t} \left\{ C\tau^2 + \eta_2\|F^\prime\|^2 + \eta_3\|F^\prime\|^4 \\
+ \left[ \eta_2\|F^\prime\|^2 + C(1 + \|\mathcal{E}^\prime\|_s^2 + \|\mathcal{E}^\prime\|_s^4 + \|\mathcal{E}^\prime\|_s^8)\right](\|P^\prime\|^2 + \|U^\prime\|^2 + \|\Phi^\prime\|^2) \right\} (\tau) \text{d}\tau.
\end{align*}
\]  
(3.9)

Moreover, we have

\[
\begin{align*}
\|P^\prime\|^2 + \|U^\prime\|^2 + \|\Phi^\prime\|^2 \\
\leq \|a(\Phi^\prime + S^0, P^\prime + p^0)\|_{L_x}^{-1} \langle a(\Phi^\prime + S^0, P^\prime + p^0)P^\prime, P^\prime \rangle \\
+ \|r(\Phi^\prime + S^0, P^\prime + p^0)\|_{L_x}^{-1} \langle r(\Phi^\prime + S^0, P^\prime + p^0)U^\prime, U^\prime \rangle \\
+ \|b(\Phi^\prime + S^0, P^\prime + p^0)\|_{L_x}^{-1} \langle b(\Phi^\prime + S^0, P^\prime + p^0)\Phi^\prime, \Phi^\prime \rangle \\
\leq C_0 \{ \langle a(\Phi^\prime + S^0, P^\prime + p^0)P^\prime, P^\prime \rangle + \langle r(\Phi^\prime + S^0, P^\prime + p^0)U^\prime, U^\prime \rangle \\
+ \langle b(\Phi^\prime + S^0, P^\prime + p^0)\Phi^\prime, \Phi^\prime \rangle \},
\end{align*}
\]  
(3.10)
since \(a(\Phi^\epsilon + S^0, P^\epsilon + p^0)\) and \(r(\Phi^\epsilon + S^0, P^\epsilon + p^0)\) are uniformly bounded away from zero.

Multiplying (2.4) by \(F^\epsilon\) and (2.5) by \(G^\epsilon\) respectively, and integrating them over \(T^3\), we find that

\[
\frac{1}{2} \frac{d}{dt} (\|\sqrt{\tau} F^\epsilon\|^2 + \|G^\epsilon\|^2) + \int (\text{curl } F^\epsilon \cdot G^\epsilon - \text{curl } G^\epsilon \cdot F^\epsilon) dx + \|F^\epsilon\|^2 = \langle f^\epsilon_1, F^\epsilon \rangle. \tag{3.11}
\]

By the regularity of \((u^0, H^0)\), Cauchy-Schwarz’s inequality, and Sobolev’s imbedding, the terms on the right-hand side of (3.11) can be bounded by

\[
\frac{1}{4} \|F^\epsilon\|^2 + \frac{3}{4} \|F^\epsilon\|^2 \leq C(\|E^\epsilon(t)\|^2 + 1)\|\langle U^\epsilon, G^\epsilon\rangle\|^2 + C\epsilon^2. \tag{3.12}
\]

From the fact that

\[
\int (\text{curl } F^\epsilon \cdot G^\epsilon - \text{curl } G^\epsilon \cdot F^\epsilon) dx = \int \text{div} (F^\epsilon \times G^\epsilon) dx = 0,
\]

we get

\[
\frac{1}{2} \frac{d}{dt} (\|\sqrt{\tau} F^\epsilon\|^2 + \|G^\epsilon\|^2) + \frac{3}{4} \|F^\epsilon\|^2 \\
\leq C(\|E^\epsilon(t)\|^2 + 1)\|\langle U^\epsilon, G^\epsilon\rangle\|^2 + C\epsilon^2. \tag{3.13}
\]

Note that here we have used the special structure of (2.4) and (2.5).

Thus, we can easily obtain (3.3) by integrating (3.11) and (3.12) over \([0, T]\) and then combining the result with (3.9) and (3.10). \(\square\)

### 3.2. Higher order estimates on \(\Phi^\epsilon, F^\epsilon,\) and \(G^\epsilon\)

In order to close the estimate (3.3), we need to derive the higher order estimates of the system (2.1)–(2.5). We first consider the estimates on \(\Phi^\epsilon, F^\epsilon,\) and \(G^\epsilon\).

**Lemma 3.3.** Let the assumptions in Proposition 3.1 hold and the multi-index \(\alpha\) satisfy \(1 \leq |\alpha| \leq s\). Then, for all \(0 < t < T\) and sufficiently small \(\epsilon\), we have

\[
\|(\partial^\alpha_x \Phi^\epsilon, \partial^\alpha_x G^\epsilon)\|^2 + \|\partial^\alpha_x F^\epsilon\|^2 + \frac{3}{2} \int_0^t \|\partial^\alpha_x F^\epsilon(\tau)\|^2 d\tau \\
\leq \{\|(\partial^\alpha_x \Phi^\epsilon, \partial^\alpha_x G^\epsilon)\|^2 + \|\partial^\alpha_x F^\epsilon\|^2\} (t = 0) + C_T \epsilon^2 \\
+ C \int_0^t \{\gamma_1 \|F^\epsilon\|^4 + (\gamma_2 + \gamma_3) \|F^\epsilon\|^2_{s-1} \\
+ C(1 + \|E\|^2(s+1))\|(\partial^\alpha_x \Phi^\epsilon, \partial^\alpha_x P^\epsilon, \partial^\alpha_x U^\epsilon, \partial^\alpha_x G^\epsilon)\|^2\} (\tau) d\tau, \tag{3.13}
\]

where \( \gamma_1, \gamma_2, \) and \( \gamma_3 \) are sufficiently small positive constants.

Proof. Dividing (2.3) by \( b(\Phi^e + S^0, P^e + p^0) \), applying operator \( \partial^\alpha_x \) (\( 1 \leq |\alpha| \leq s \)) to the resulting equation, multiplying by \( \partial^\alpha_x \Phi^e \), and integrating over \( T^3 \), we obtain that

\[
\frac{1}{2} \frac{d}{dt} \langle \partial^\alpha_x \Phi^e, \partial^\alpha_x \Phi^e \rangle = -\langle \partial^\alpha_x ((U^e + u^0) \cdot \nabla \Phi^e), \partial^\alpha_x \Phi^e \rangle + \langle \partial^\alpha_x \left\{ \frac{f^1_f}{b(\Phi^e + S^0, P^e + p^0)} \right\}, \partial^\alpha_x \Phi^e \rangle.
\]

(3.14)

Now we bound the terms on the right-hand side of (3.14). By the regularity of \( u^0 \), Cauchy-Schwarz’s inequality, and Sobolev’s imbedding, we see that

\[
\langle \partial^\alpha_x ((U^e + u^0) \cdot \nabla \Phi^e), \partial^\alpha_x \Phi^e \rangle
= \langle ((U^e + u^0) \cdot \nabla) \partial^\alpha_x \Phi^e, \partial^\alpha_x \Phi^e \rangle + \langle H^{(1)}, \partial^\alpha_x \Phi^e \rangle
= -\frac{1}{2} \langle \text{div} (U^e + u^0) \partial^\alpha_x \Phi^e, \partial^\alpha_x \Phi^e \rangle + \langle H^{(1)}, \partial^\alpha_x \Phi^e \rangle
\leq C (\| \mathcal{E}^e(t) \| + 1) \| \partial^\alpha_x \Phi^e \|^2 + \| H^{(1)} \|^2,
\]

(3.15)

where the commutator

\[
H^{(1)} := \partial^\alpha_x \left\{ \[(U^e + u^0) \cdot \nabla] \Phi^e \right\} - \[(U^e + u^0) \cdot \nabla] \partial^\alpha_x \Phi^e.
\]

We use the Moser-type and Cauchy-Schwarz’s inequalities, the regularity of \( u^0 \), and Sobolev’s imbedding to infer that

\[
\| H^{(1)} \| \leq C (\| D^1_x (U^e + u^0) \|_{L^\infty} \| D^s_x \Phi^e \| + \| D^1_x \Phi^e \|_{L^\infty} \| D^{s-1}_x (U^e + u^0) \|)
\leq C \| \mathcal{E}^e(t) \|^2 + C \epsilon^2.
\]

(3.16)

By the definiton of \( f^1_f \), the last term in (3.14) can be rewritten as

\[
\langle \partial^\alpha_x \left\{ \frac{f^1_f}{b(\Phi^e + S^0, P^e + p^0)} \right\}, \partial^\alpha_x \Phi^e \rangle
= -\langle \partial^\alpha_x \left\{ \frac{[b(\Phi^e + S^0, P^e + p^0) - b(S^0, p^0)] [\partial^\alpha_x (S^0 + u^0 \cdot \nabla S^0)]}{b(\Phi^e + S^0, P^e + p^0)} \right\}, \partial^\alpha_x \Phi^e \rangle
- \langle \partial^\alpha_x (U^e \cdot \nabla S^0), \partial^\alpha_x \Phi^e \rangle + \langle \partial^\alpha_x \left\{ \frac{|\text{curl} \Phi^e + U^e \times H^0|^2}{b(\Phi^e + S^0, P^e + p^0)} \right\}, \partial^\alpha_x \Phi^e \rangle
+ \langle \partial^\alpha_x \left\{ \frac{u^0 \times G^e + U^e \times H^0}{b(\Phi^e + S^0, P^e + p^0)} \right\}, \partial^\alpha_x \Phi^e \rangle
+ \langle \partial^\alpha_x \left\{ \frac{2 F^e}{b(\Phi^e + S^0, P^e + p^0)} \right\}, \partial^\alpha_x \Phi^e \rangle.
\]
Sobolev's imbedding, we have

\[
\frac{2(U^e \times G^e)}{b(\Phi^e + S^0, P^e + p^0)} \cdot [\text{curl} H^0 + u^0 \times G^e + U^e \times H^0], \partial_x^\alpha \Phi^e
\]

\[
+ \left< \partial_x^\alpha \left\{ \frac{2}{b(\Phi^e + S^0, P^e + p^0) \text{curl} H^0, (U^e \times G^e)} \right\} , \partial_x^\alpha \Phi^e \right>
\]

\[:= \sum_{i=1}^{7} \mathcal{I}^{(i)}. \]  

(3.17)

We have to bound the terms on the right-hand side of (3.17). By the regularity of \((S^0, p^0, u^0)\), the positivity of \(b(\Phi^e + S^0, P^e + p^0)\), (3.38), and Cauchy-Schwarz's inequality, the term \(\mathcal{I}^{(1)}\) can be bounded as follows

\[
\mathcal{I}^{(1)} \leq C(\|\mathcal{E}(t)\|_{s}^3 + 1)(\|\partial_x^\alpha \Phi^e\|^2 + \|\partial_x^\alpha P^e\|^2).
\]

Similarly, the term \(\mathcal{I}^{(2)}\) can be controlled by

\[
\mathcal{I}^{(2)} \leq C(\|U^e(t)\|_{s}^3 + \|\partial_x^\alpha \Phi^e\|^2).
\]

(3.19)

For the term \(\mathcal{I}^{(3)}\), we rewrite it as

\[
\mathcal{I}^{(3)} = \left< \partial_x^\alpha \left\{ \frac{1}{b(\Phi^e + S^0, P^e + p^0)} |F^e + U^e \times G^e|^2 \right\} , \partial_x^\alpha \Phi^e \right>
\]

\[= \left< \partial_x^\alpha \left\{ \frac{1}{b(\Phi^e + S^0, P^e + p^0)} |F^e|^2 \right\} , \partial_x^\alpha \Phi^e \right>
\]

\[+ \left< \partial_x^\alpha \left\{ \frac{2}{b(\Phi^e + S^0, P^e + p^0)} F^e \cdot (U^e \times G^e) \right\} , \partial_x^\alpha \Phi^e \right>
\]

\[+ \left< \partial_x^\alpha \left\{ \frac{1}{b(\Phi^e + S^0, P^e + p^0)} |U^e \times G^e|^2 \right\} , \partial_x^\alpha \Phi^e \right>
\]

\[:= \mathcal{I}^{(31)} + \mathcal{I}^{(32)} + \mathcal{I}^{(33)}. \]

By Cauchy-Schwarz's inequality and Sobolev's embedding, the term \(\mathcal{I}^{(31)}\) can be bounded by

\[
\mathcal{I}^{(31)} = \left< \partial_x^\alpha \left\{ \frac{1}{b(\Phi^e + S^0, P^e + p^0)} \partial_x^\beta (|F^e|^2) \right\} , \partial_x^\alpha \Phi^e \right>
\]

\[+ \sum_{\beta < \alpha, |\beta| < |\alpha|} \left< \partial_x^{\alpha-\beta} \left\{ \frac{1}{b(\Phi^e + S^0, P^e + p^0)} \right\} \partial_x^\beta (|F^e|^2) , \partial_x^\alpha \Phi^e \right>
\]

\[\leq \gamma_1 \|F^e\|_{s}^4 + C_{\gamma_1} \|\partial_x^\alpha \Phi^e\|^2 (1 + \|\mathcal{E}(t)\|_{s}^{2(s+1)})
\]

(3.20)

for any \(\gamma_1 > 0\). For the term \(\mathcal{I}^{(32)}\), by the positivity of \(b(\Phi^e + S^0, P^e + p^0)\) and Sobolev’s imbedding, we have

\[
\mathcal{I}^{(32)} = 2 \left< \partial_x^\alpha F^e \cdot \frac{U^e \times G^e}{b(\Phi^e + S^0, P^e + p^0)}, \partial_x^\alpha \Phi^e \right> + 2 \left< \mathcal{I}^{(2)}, \partial_x^\alpha \Phi^e \right>
\]
for any γ. The term
\[
\mathcal{H}^{(2)} := \tilde{c}_x^d \left\{ F_x \cdot \frac{U_x \times G_x}{b(\Phi^e + S^0, P^e + p^0)} - \tilde{c}_x^d F_x \cdot \frac{U_x \times G_x}{b(\Phi^e + S^0, P^e + p^0)} \right\}.
\]
By the Cauchy-Schwarz's and Moser-type inequalities, we obtain that
\[
2|\langle \mathcal{H}^{(2)}, \tilde{c}_x^a \Phi^e \rangle| \leq 2\|\mathcal{H}^{(2)}\| \cdot \|\tilde{c}_x^a \Phi^e\|
\leq C \left[ \|D_x^1 \left( \frac{U_x \times G_x}{b(\Phi^e + S^0, P^e + p^0)} \right) \|_{L^\infty} \|\Phi^e\|_{s-1} \right.
+ \left| \|F^e\|_{L^\infty} \left| \frac{U_x \times G_x}{b(\Phi^e + S^0, P^e + p^0)} \right|_{s} \|\tilde{c}_x^a \Phi^e\| \right]
\leq \gamma_2 \|\Phi^e\|_{s-1}^2 + C_{\gamma_2} (\|\Phi^e\|_{s}^2 + 1) \|\tilde{c}_x^a \Phi^e\|^2.
\]
for any γ > 0. For the term \(\mathcal{I}^{(3)}\), by Cauchy-Schwarz’s and the Moser-type inequalities, it can be bounded by
\[
\mathcal{I}^{(3)} \leq C (1 + \|\Phi(t)\|_{s}^{2(s+1)}) (\|\tilde{c}_x^a \Phi^e, \tilde{c}_x^a P^e, \tilde{c}_x^a U^e, \tilde{c}_x^a G^e\|^2.
\]
By the regularity of \((S^0, u^0, H^0)\), the positivity of \(b(\Phi^e + S^0, P^e + p^0)\), and Cauchy-Schwarz's inequality, the terms \(\mathcal{I}^{(4)}\) and \(\mathcal{I}^{(7)}\) can be bounded as follows:
\[
\mathcal{I}^{(4)} + \mathcal{I}^{(7)} \leq C (\|\Phi(t)\|_{s}^{2s} + 1) (\|\tilde{c}_x^a \Phi^e, \tilde{c}_x^a P^e, \tilde{c}_x^a U^e, \tilde{c}_x^a G^e\|^2.
\]
The term \(\mathcal{I}^{(5)}\) can be bounded, similarly to \(\mathcal{I}^{(3)}\), by
\[
\mathcal{I}^{(5)} \leq \gamma_5 \|\Phi^e\|_{s-1}^2 + C_{\gamma_5} (\|\Phi(t)\|_{s}^{2s} + 1) (\|\tilde{c}_x^a \Phi^e, \tilde{c}_x^a P^e, \tilde{c}_x^a U^e, \tilde{c}_x^a G^e\|^2
\]
for any γ > 0. Finally, similar to \(\mathcal{I}^{(3)}\), the term \(\mathcal{I}^{(6)}\) can be controlled by
\[
\mathcal{I}^{(6)} \leq C (1 + \|\Phi(t)\|_{s}^{2(s+1)}) (\|\tilde{c}_x^a \Phi^e, \tilde{c}_x^a P^e, \tilde{c}_x^a U^e, \tilde{c}_x^a G^e\|^2.
\]
Substituting (3.14)–(3.20) into (3.11), we conclude that
\[
\frac{1}{2} \frac{d}{dt} \langle \tilde{c}_x^a \Phi^e, \tilde{c}_x^a \Phi^e \rangle \leq C_{\gamma} (1 + \|\Phi(t)\|_{s}^{2(s+1)}) (\|\tilde{c}_x^a \Phi^e, \tilde{c}_x^a P^e, \tilde{c}_x^a U^e, \tilde{c}_x^a G^e\|^2
\]
\[
+ \gamma_1 \|\Phi^e\|_{s-1}^4 + (\gamma_2 + \gamma_3) \|\Phi^e\|_{s-1}^2 + C \epsilon^2.
\]
for some constant \(C_{\gamma} > 0\) depending on \(\gamma_j\) \((j = 1, 2, 3)\).
Applying operator $\partial_x^\alpha$ ($1 \leq |\alpha| \leq s$) to (2.4) and (2.5), multiplying the resulting equations by $\partial_x^\alpha F^\epsilon$ and $\partial_x^\alpha G^\epsilon$ respectively, and then integrating over $T^3$, we obtain that
\[
\frac{1}{2} \frac{d}{dt} (\epsilon \|\partial_x^\alpha F^\epsilon\|^2 + \|\partial_x^\alpha G^\epsilon\|^2) + \|\partial_x^\alpha F^\epsilon\|^2 \\
+ \int (\text{curl } \partial_x^\alpha F^\epsilon \cdot \partial_x^\alpha G^\epsilon - \text{curl } \partial_x^\alpha G^\epsilon \cdot \partial_x^\alpha F^\epsilon) dx \\
= \langle [\partial_x^\alpha (U^\epsilon \times H^0) + \partial_x^\alpha (u^0 \times G^\epsilon)] - \partial_x^\alpha (U^\epsilon \times G^\epsilon), \partial_x^\alpha F^\epsilon \rangle \\
- \langle \partial_x^\alpha \partial_t \text{curl } H^0 + \epsilon \partial_x^\alpha \partial_t (u^0 \times H^0), \partial_x^\alpha F^\epsilon \rangle.
\]
(3.28)

In view of the regularity of $(u^0, H^0)$, Cauchy-Schwarz’s and the Moser-type inequalities, and Sobolev’s imbedding, the terms on the right-hand side of (3.28) can be controlled by
\[
\frac{1}{4} \|\partial_x^\alpha F^\epsilon\|^2 + C(\|\partial_x^\alpha E^\epsilon(t)\|^2 + 1)(\|\partial_x^\alpha U^\epsilon\|^2 + C \epsilon^2).
\]
(3.29)

Noticing the fact that
\[
\int (\text{curl } \partial_x^\alpha F^\epsilon \cdot \partial_x^\alpha G^\epsilon - \text{curl } \partial_x^\alpha G^\epsilon \cdot \partial_x^\alpha F^\epsilon) dx = \int \text{div} (\partial_x^\alpha F^\epsilon \times \partial_x^\alpha G^\epsilon) dx = 0,
\]
we find that
\[
\frac{1}{2} \frac{d}{dt} (\epsilon \|\partial_x^\alpha F^\epsilon\|^2 + \|\partial_x^\alpha G^\epsilon\|^2) + \frac{3}{4} \|\partial_x^\alpha F^\epsilon\|^2 \\
\leq C(\|E^\epsilon(t)\|^2 + 1)(\|\partial_x^\alpha U^\epsilon\|^2 + C \epsilon^2).
\]
(3.30)

We should point out that here we have used the special structure of (2.4) and (2.5).

Combining (3.27) with (3.30), one obtains the estimate (3.13). □

3.3. Higher order estimates on $P^\epsilon$ and $U^\epsilon$. In order to close the estimates (3.3) and (3.13), now we study the higher order derivatives of $P^\epsilon$ and $U^\epsilon$. We shall adapt the techniques developed in [10,20]. Set
\[
\mathcal{A}(\Phi^\epsilon, P^\epsilon) = \begin{pmatrix} a(\Phi^\epsilon + S^0, P^\epsilon + p^0) & 0 \\ 0 & r(\Phi^\epsilon + S^0, P^\epsilon + p^0)I_3 \end{pmatrix},
\]
\[
\mathcal{L}(\partial_x^\alpha) = \begin{pmatrix} 0 & \text{div} \\ \nabla & 0 \end{pmatrix}, \quad \mathcal{U}^\epsilon = \begin{pmatrix} P^\epsilon \\ U^\epsilon \end{pmatrix}.
\]

Let $\mathcal{L}_A(\partial_x^\alpha) := \{\mathcal{A}(\Phi^\epsilon, P^\epsilon)\}^{-1} \mathcal{L}(\partial_x^\alpha)$. We have
Lemma 3.4. There are constants $K > 0$ and $C_1 > 0$ such that for all $\sigma \in \{1, \ldots, s\}$, $\epsilon \in (0, 1]$ and $t \in [0, T]$, 
\[
\| U' \|_\sigma \leq K \left\{ \| \mathcal{L}(\partial_x) U' \|_{\sigma-1} + \| \text{curl} \ U' \|_{\sigma-1} + \| U' \|_{\sigma-1} \right\}. 
\] (3.31)
\[
\| U' \|_\sigma \leq C_1 \left\{ \| \mathcal{L}_A(\partial_x) U' \|_0 + \| \text{curl} \ U' \|_{\sigma-1} + \| U' \|_{\sigma-1} \right\}. 
\] (3.32)

Proof. (3.31) is obvious. Recalling the fact that $a(\Phi^\epsilon + S^0, P^\epsilon + p^0)$ and $r(\Phi^\epsilon + S^0, P^\epsilon + p^0)$ are smooth, positive, and bounded away from zero with respect to each $\epsilon$, applying the inequality
\[
\| \mathcal{L}(\partial_x) U' \| \leq \| A \|_{L^\infty} \| \mathcal{L}_A(\partial_x) U' \|, 
\]
we see that (3.32) can be shown easily by induction on $\sigma$. \hfill \square

Next, we bound $\| \mathcal{L}_A(\partial_x) U'$ and $\| \text{curl} \ U' \|_{\sigma-1}$ by induction. We first show the following estimate.

Lemma 3.5. There exist constants $\bar{s} > 0$ and $\kappa_1 > 0$, such that for all $1 \leq \sigma \leq s$, all $\epsilon \in (0, 1]$ and $t \in [0, T]$, it holds that
\[
\int (A(\phi^\epsilon, P^\epsilon)) \| \mathcal{L}_A(\partial_x) U' \|^2 (t) \, dx \leq \int (A(\phi^\epsilon, P^\epsilon)) \| \mathcal{L}_A(\partial_x) U' \|^2 (0) \, dx 
C t^2 + \int_0^t \| F(\tau) \|^2 \, d\tau + C_2 \int_0^t (1 + \| E(\tau) \|_{2\delta}) \| \mathcal{L}_A(\partial_x) U' \|^2 \, d\tau. 
\] (3.33)

Proof. We follow the arguments in [10, 20] with modifications. For simplicity, we set $A := A(\phi^\epsilon, P^\epsilon)$. Let $U_\sigma^\epsilon := \{ \mathcal{L}_A(\partial_x) \}^\sigma U'$, $\sigma \in \{1, \ldots, s\}$. It is easy to verify that the operator $\mathcal{L}_A(\partial_x)$ is bounded from $H^\sigma$ to $H^{\sigma-1}$ for $\sigma \in \{1, \ldots, s\}$. Note that the equations (2.1) and (2.2) can be written as
\[
(\partial_t + (U^\epsilon + u^0) \cdot \nabla) U' + \frac{1}{\epsilon} A^{-1} \mathcal{L}(\partial_x) U' = A^{-1} J^\epsilon, \quad J^\epsilon = \begin{pmatrix} f_1^\epsilon \\ f_2^\epsilon \end{pmatrix}. 
\] (3.34)

For $\sigma \geq 1$, we commute the operator $\{ \mathcal{L}_A \}^\sigma$ with (3.34) and multiply the resulting system by $A$ to infer that
\[
A(\partial_t + (U^\epsilon + u^0) \cdot \nabla) U_\sigma^\epsilon + \frac{1}{\epsilon} \mathcal{L}(\partial_x) U_\sigma^\epsilon = A(g^\epsilon_\sigma + h^\epsilon_\sigma), 
\] (3.35)

where
\[
g^\epsilon_\sigma := (\partial_t + (U^\epsilon + u^0) \cdot \nabla, \{ \mathcal{L}_A \}^\sigma) U', \quad h^\epsilon_\sigma := \{ \mathcal{L}_A \}^\sigma (A^{-1} J^\epsilon). 
\]
Multiplying (3.35) by \( U^\epsilon_p \) and integrating over \((0, t) \times T^3\) with \( t \leq T\), noticing that the singular terms cancel out since \( \mathcal{L}(\dot{e}_\epsilon) \) is skew-adjoint, we use the inequality (3.34) and Cauchy-Schwarz’s inequality to deduce that

\[
\frac{1}{2}\langle A(t)U^\epsilon_p(t), U^\epsilon_p(t) \rangle \leq \frac{1}{2}\langle A(0)U^\epsilon_p(0), U^\epsilon_p(0) \rangle + C \int_0^t (1 + \|\mathcal{E}(\tau)\|_s^2) \|U^\epsilon_p(\tau)\|_s^2 d\tau
\]

\[
+ C\epsilon^2 + \int_0^t (\|g^\epsilon_p(\tau)\|_s^2 + \|\mathbf{h}^\epsilon_p(\tau)\|_s^2 + \|\mathbf{f}^\epsilon_p(\tau)\|_s^2) \|U^\epsilon_p(\tau)\|_s^2 d\tau. \tag{3.36}
\]

Following the proof process of Lemma 2.4 in [20] and applying (3.6), we obtain that

\[
\|g^\epsilon_p(t)\| \leq C(1 + \|\mathcal{E}(t)\|_s^{2s_1}) \tag{3.37}
\]

for some constant \( s_1 > 0 \).

Now we estimate the term \( \mathbf{h}^\epsilon_p \). Noticing that there is no spatial derivatives of \((P^\epsilon, V^\epsilon, \Phi^\epsilon, \mathbf{F}^\epsilon, \mathbf{G}^\epsilon)\) in the definitions of \( f^\epsilon_1 \) and \( f^\epsilon_2 \), thus we can apply the regularity of \((p^0, u^0, S^0, H^0)\), (1.35) and (3.6) to obtain that

\[
\|\mathbf{h}^\epsilon_p(t)\| \leq \kappa_1 \|\mathbf{F}^\epsilon(t)\|_s^2 + C\kappa_1 (1 + \|\mathcal{E}(t)\|_s^{2s_1}) \tag{3.38}
\]

for some constant \( s_2 > 0 \) and sufficient small \( \kappa_1 > 0 \).

Putting (3.37) and (3.38) into (3.36) and choosing \( \bar{s} = \max\{2, s_1, s_2\} \), we get (3.36).

Finally, we derive an estimate for \( \|\text{curl} U^\epsilon\|_{\sigma-1} \). Dividing (2.2) by \( r(\Phi^\epsilon + S^0, P^\epsilon + p^0) \) and applying the operator \( \text{curl} \) to the resulting equations, we obtain that

\[
[\mathbf{e}_t + ((U^\epsilon + u^0) \cdot \nabla)](\text{curl} U^\epsilon) = [((U^\epsilon + u^0) \cdot \nabla, \text{curl} ]U^\epsilon
\]

\[
- \text{curl} \left( \frac{\nabla \Phi^\epsilon}{r(\Phi^\epsilon + S^0, P^\epsilon + p^0)} \right) - \text{curl} \left( \frac{f^\epsilon_2}{r(\Phi^\epsilon + S^0, P^\epsilon + p^0)} \right). \tag{3.39}
\]

**Lemma 3.6.** There exist constants \( \bar{s} > 0 \) and \( \kappa_2 > 0 \), such that the following inequality holds:

\[
\|\text{curl} U^\epsilon(t)\|_{\bar{s}-1}^2 \leq \|\text{curl} U^\epsilon(0)\|_{\bar{s}-1}^2 + C\epsilon^2 + \int_0^t \kappa_2 \|\mathcal{F}^\epsilon(\tau)\|_s^4 d\tau
\]

\[
+ C\kappa_2 \int_0^t (1 + \|\mathcal{E}(\tau)\|_s^{2\bar{s}}) \|\text{curl} U^\epsilon(\tau)\|_{\bar{s}-1}^2 d\tau. \tag{3.40}
\]

**Proof.** Set \( \Omega^\epsilon := \text{curl} U^\epsilon \). Taking \( \mathbf{e}_t^\alpha \) \((0 \leq |\alpha| \leq \bar{s} - 1)\) to (3.39), multiplying the resulting equations by \( \Omega^\epsilon \), and integrating over \((0, t) \times T^3\) with \( t \leq T\), we infer that

\[
\frac{1}{2}\langle \mathbf{e}_t^\alpha \Omega^\epsilon(t), \mathbf{e}_t^\alpha \Omega^\epsilon(t) \rangle \leq \frac{1}{2}\langle \mathbf{e}_t^\alpha \Omega^\epsilon(0), \mathbf{e}_t^\alpha \Omega^\epsilon(0) \rangle + C \int_0^t (1 + \|\mathcal{E}(\tau)\|_s^4) \|\mathbf{e}_t^\alpha \Omega^\epsilon(\tau)\|^2 d\tau
\]
\[
+ \int_0^t \langle \left( (U^e + u^0) \cdot \nabla, \hat{\partial}_x^\alpha \Omega^e \right), \hat{\partial}_x^\alpha \Omega^e \rangle \, d\tau \\
- \int_0^t \left\langle \partial_x^\alpha \text{curl} \left( \frac{\nabla \Phi^e}{r(\Phi^e + S^0, P^e + p^0)} \right), \hat{\partial}_x^\alpha \Omega^e \right\rangle \, d\tau \\
+ \int_0^t \left\langle \partial_x^\alpha \text{curl} \left( \frac{f_2^e}{r(\Phi^e + S^0, P^e + p^0)} \right), \hat{\partial}_x^\alpha \Omega^e \right\rangle \, d\tau \\
:= \frac{1}{2} \langle \hat{\partial}_x^\alpha \Omega^e(0), \hat{\partial}_x^\alpha \Omega^e(0) \rangle + C \int_0^t (1 + \|\mathcal{E}(\tau)\|^s_4) \|\hat{\partial}_x^\alpha \Omega^e(\tau)\|^2 \, d\tau \\
+ \int_0^t \sum_{i=1}^3 N_i(\tau) \, d\tau. \tag{3.41}
\]

Next, we estimate the terms \(N_i(\tau) \ (i = 1, 2, 3)\) on the right-hand side of (3.41).

From Cauchy-Schwarz’s inequality we get that
\[
|N_1(\tau)| \leq C\|\partial_x^\alpha \Omega^e(\tau)\| \|\hat{\mathbf{h}}_\alpha(\tau)\|, \quad \hat{\mathbf{h}}_\alpha(\tau) := [(U^e + u^0) \cdot \nabla, \hat{\partial}_x^\alpha] \Omega^e.
\]

The commutator \(\hat{\mathbf{h}}_\alpha\) is a sum of terms \(\hat{\partial}_x^\beta(U^e + u^0) \cdot \hat{\partial}_x^\zeta \Omega^e\) with multi-indices \(\beta\) and \(\zeta\) satisfying \(|\beta| + |\zeta| \leq s\), \(|\beta| > 0\), and \(|\zeta| > 0\). Thus,
\[
\|\hat{\mathbf{h}}_\alpha(\tau)\| \leq C(1 + \|\mathcal{E}(\tau)\|^s_4),
\]

where the following nonlinear Sobolev inequality has been used (see [7]): For all \(\alpha = (\alpha_1, \alpha_2, \alpha_3)\), \(\sigma \geq 0\), and \(f, g \in H^{k+\sigma}(\mathbb{T}^3)\), \(|\alpha| = k\), it holds that
\[
\|[f, \partial_x^\alpha]g\|_\sigma \leq C_0(\|f\|_{W^{1,\infty}} \|g\|_{\sigma+k-1} + \|f\|_{\sigma+k} \|g\|_{L^\infty}).
\]

Hence, we have
\[
|N_1(\tau)| \leq C\varepsilon^2 + C(1 + \|\mathcal{E}(\tau)\|^s_4) \|\partial_x^\alpha \Omega^e(\tau)\|^2. \tag{3.42}
\]

Noting that basic vector formulas \(\text{curl}(\psi u) = \psi \text{curl} u + \nabla \psi \times u\) and \(\text{curl} \nabla \psi = 0\), the term \(N_2(\tau)\) can be estimated by
\[
|N_2(\tau)| \leq \left\| \partial_x^\alpha \left\{ \nabla \left( \frac{1}{r(\Phi^e + S^0, P^e + p^0)} \right) \times \nabla \Phi^e \right\} \right\| \|\partial_x^\alpha \Omega^e(\tau)\| \\
\leq C(1 + \|\mathcal{E}(\tau)\|^s_4)\|\partial_x^\alpha \Omega^e(\tau)\| \tag{3.43}
\]
for some \(s_3 > 0\), where the properties \(r(\cdot, \cdot)\), Proposition 2.1, Sobolev’s imbedding, (1.37), and (3.6) have been used.
By the definition of $\mathbf{f}_s^\epsilon$, the regularity of $(p^0, u^0, S^0, \mathbf{H}^0)$, Cauchy-Schwarz’s inequality, (1.35), (3.6), and (1.37), we have
\[
\left\| \partial_s \nabla \text{curl} \left( \frac{f_s^\epsilon}{r(\Phi^s + S^0, P^s + p^0)} \right) (t) \right\| \leq \tilde{\kappa}_2 \left\| \mathbf{F}^s(t) \right\|^2_s + C\kappa_2 (1 + \left\| \mathcal{E}(t) \right\|^s_\alpha)
\]
for some constant $s_4 > 0$ and sufficient small $\tilde{\kappa}_2 > 0$. Thus the term $\mathcal{N}_3(\tau)$ can be bounded by
\[
\left| \mathcal{N}_3(\tau) \right| \leq (\tilde{\kappa}_2 \left\| \mathbf{F}^s(t) \right\|^2_s + C\kappa_2 (1 + \left\| \mathcal{E}(t) \right\|^s_\alpha)) \left\| \partial^\alpha \Omega^s(\tau) \right\|.
\] (3.44)

Putting (3.41)–(3.44) together, summing up $\alpha$ with $0 \leq |\alpha| \leq s - 1$, applying Cauchy-Schwarz’s inequality, and choosing $\bar{s} = \max\{s_3,s_4\}$ and some sufficient small $\kappa_2 > 0$, we obtain (3.40). \[\square\]

With the estimates in Lemmas 3.2–3.6 in hand, we are in a position to prove Proposition 3.1.

**Proof of Proposition 3.1.** As in [12,13,21], we introduce an $\epsilon$-weighted energy functional
\[
\Gamma^\epsilon(t) = \left\| \mathcal{E}^\epsilon(t) \right\|^2_s.
\]
Summing up (3.13) with $1 \leq |\alpha| \leq s$ and (3.30) with $1 \leq |\sigma| \leq s - 1$, combining (3.3) with (3.30), using (3.32) and the fact that $a(\Phi^s + S^0, P^s + p^0)$ and $r(\Phi^s + S^0, P^s + p^0)$ are smooth, positive, and bounded away from zero with respect to each $\epsilon$, $\mathbf{F}^\epsilon \in C^l([0,T], H^{s-2l})$ ($l = 0, 1$), and
\[
\left\| \left\{ \mathcal{L}_{A}(\partial_s) \right\}^\alpha \mathcal{E}^\epsilon \right\|_0 \leq C(1 + \left\| \mathcal{E}(\tau) \right\|^s_\alpha) \left\| \mathcal{U}^\epsilon(\tau) \right\|_s
\]
for some $s_5 > 0$, we can choose $\eta_i (i = 1,2,3)$, $\gamma_i (i = 1,2,3)$, and $\kappa_1, \kappa_2$ to be sufficiently small to deduce that there are a sufficient large constant $s_0 > 0$ and a small $\epsilon_0 > 0$ depending only on $T$, such that for any $\epsilon \in (0,\epsilon_0)$ and $t \in [0,T]$,
\[
\Gamma^\epsilon(t) \leq C\Gamma^\epsilon(t = 0) + C\epsilon^2 + C \int_0^t \left( (1 + (\Gamma^\epsilon)^{s_0}) \Gamma^\epsilon \right) (s)ds.
\] (3.45)

Thus, applying Gronwall’s lemma to (3.45) with the assumption $\Gamma^\epsilon(t = 0) \leq C\epsilon^2$ and Proposition 3.1, we obtain that there are $0 < T_1 < 1$ and an $\epsilon > 0$, such that $T^\epsilon \geq T_1$ for all $\epsilon \in (0,\epsilon]$ and $\Gamma^\epsilon(t) \leq C\epsilon^2$ for all $t \in [0,T_1]$. Therefore, the desired a priori estimate (3.2) holds. Moreover, by the standard continuous induction method, we can extend $T^\epsilon \geq T_0$ for any $T_0 < T_\star$. \[\square\]
Now we prove Theorem 1.2 by applying Proposition 3.1.

Proof of Theorem 1.2. By virtue of the definition of the error functions \( (P^e, U^e, \Phi^e, F^e, G^e) \), the regularity of \( (p^0, u^0, S^0, H^0) \), the error system (2.1)–(2.5) and the primitive system (1.20)–(1.24) are equivalent on \([0, T]\) for some \( T > 0 \). Therefore the assumption (1.33) in Theorem 1.2 implies the assumption (3.1) in Proposition 3.1 and hence (3.2) gives (1.34).
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