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ABSTRACT
We perform 3D hydrodynamical simulations of new-born neutron stars (NSs) colliding with main-sequence binary companions after supernova explosions. Based on those hydrodynamical models, we construct a semi-analytical formula that describes the drag force inside stars with steep density gradients. We then compute the outcome of NS–companion collisions over a wide range of parameters using the semi-analytical formula. Depending on the direction and magnitude of the natal kick, we find that the collision may lead to various outcomes. For relatively fast kicks and high impact parameters, the NS may penetrate the companion star envelope without merging. By allowing the NS to plunge through companions, the companion can be accelerated to have runaway velocities up to ~ 10 per cent above the theoretical upper limit considered in classical binary disruption scenarios. The NS can capture and carry away up to a few per cent of the companion envelope as it escapes, which may form pulsar planets or cause outflows through accretion to heat the ejecta from inside and power the supernova light curve. For lower impact parameters, the neutron star will directly merge with the companion and form a Thorne-Żytkow object. In intermediate cases, the NS penetrates the companion envelope several times before merging, possibly causing multiple bumps in the supernova light curve like in SN2015bn and SN2019stc.
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1 INTRODUCTION
Neutron stars (NSs) are the compact remnants of massive stars that die with an energetic core-collapse supernova (ccSN) explosion. It is known observationally that they are usually given a strong natal kick at birth (Lyne & Lorimer 1994), induced by the asymmetric ejection of matter or neutrinos (see Lai 2001, and references therein). Typical velocities of natal kicks are a few 100 km s−1 (Lyne & Lorimer 1994; Hobbs et al. 2005; Bray & Eldridge 2016; Verbunt et al. 2017; Katsuda et al. 2018; Igoshev et al. 2021), while some NSs can reach velocities in excess of ≥ 1,000 km s−1. For example, the projected kick velocity of the central compact object in the supernova (SN) remnant Puppis A is ~ 760 km s−1, implying an even higher physical velocity (Mayer et al. 2020).

The majority of massive stars are known to be born in binary or multiple systems (Sana et al. 2012, 2014). When one of the stars in the binary explodes, the orbital parameters can be significantly altered due to the sudden mass loss and the natal kick. Depending on the magnitude and direction of the kick, the binary can survive with wider or tighter orbits, or be disrupted to become two separate stars. If it survives, the binary can sometimes be observed as an X-ray binary, depending on whether the post-SN orbit is tight enough to cause Roche lobe overflow (Tauris & van den Heuvel 2006) or sufficient wind accretion (Hirai & Mandel 2021). A small fraction of those systems may experience a second SN and go on to form double NS systems that can be observed as binary pulsars (Hulse & Taylor 1975) or gravitational wave sources (Abbott et al. 2017).

In cases where the binary is disrupted by the first SN, the companion star can be hurled out and be observed as runaway stars (“Blaauw mechanism”; Blaauw 1961). Most runaway stars are expected to have relatively low velocities (≤ 30 km s−1; Renzo et al. 2019), but observations show that some stars are moving with proper motions exceeding ≥ 400 km s−1 (Brown et al. 2005, 2014; Irrgang et al. 2018a,b). While at least some of these “hypervelocity” stars are consistent with originating from the Galactic centre accelerated via the so-called “Hills mechanism” (Hills 1988), more than a handful of them firmly originate from the Galactic disk, which means that they were likely ejected via binary disruption (Irrgang et al. 2010, 2018b, 2019). However, some of the disk hypervelocity stars reach ejection velocities exceeding the theoretical limit for the Blaauw mechanism (~ 540 km s−1; Tauris 2015), posing a serious problem on how these hypervelocity stars were formed.

In some rare situations, the NS kick may be directed in a way such that it skims the surface of the binary companion or even collide with it. It is typically expected that as the NS collides with the envelope, it will rapidly dissipate its orbital energy and spiral in
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towards the centre. This has been proposed to be one of the ways to form Thorne–Żytkow objects (TZOs), which are hypothetical objects of NSs embedded in diffuse hydrogen-rich envelopes (Thorne & Żytkow 1975, 1977).

It is not trivial whether the NS will immediately fall to the centre, even if it collides with the star. The mass distribution in main-sequence stars are quite centrally concentrated, especially when the envelope is radiative. When NSs plunge into such envelopes, the drag force may not be strong enough to sufficiently reduce the relative velocity and instead it may penetrate through. By considering envelope penetration, it not only reduces the probability of forming TZOs, but it can also relax the upper limit for the runaway velocities achieved by the Blaauw mechanism. Whether this is possible depends on how much the NS is decelerated by the stellar material. In Hirai et al. (2021) (Appendix C), we explored a similar situation where a compact helium star plunges through a massive main-sequence star. We applied a simple drag formula that ignores the effects of the steep density gradient and stellar response to estimate the amount of deceleration. Our simple models showed that the envelope can be easily penetrated, but it is not clear how appropriate our simplifications are. 3D hydrodynamical simulations are required to evaluate these effects.

There are several other byproducts that could occur in envelope penetrating cases. As the NS penetrates the envelope, it will carry away part of the envelope material with some angular momentum. Part of the captured material can accrete onto the NS by transporting out the angular momentum through an accretion disk. The SN ejecta are expected to be still dense and optically thick, so any X-ray emission or kinetic outflows could be reprocessed to power the SN light curve. The outer parts of the disk may then go on to form protoplanetary disks, eventually creating pulsar planets (Wolszczan & Frail 1992).

While there are detailed studies of collisions of main-sequence stars with white dwarfs (Ruffert & Müller 1990; Ruffert 1992, 1993) and recently with black holes (Kremer et al. 2022; Rose et al. 2022), there is surprisingly little literature on collisions with NSs. In this paper, we investigate the various outcomes of NSs colliding with binary companions after SN, with particular emphasis on envelope penetrations. We perform 3D hydrodynamical simulations to see how the NS interacts with the companion star. This paper is structured as follows. We first outline the method and setup of our 3D hydrodynamical simulations in Section 2. Simulation results are presented in Section 3. We then discuss extensions to the broader parameter space in Section 4 by constructing a semi-analytic model that accurately describes the simulation results. We speculate on applications to various observations in Section 5. Summary and conclusions are provided in Section 6.

2 METHODS

2.1 3D hydrodynamical simulation

We carry out 3D hydrodynamical simulations using the hydrodynamics code Hormone (Hirai et al. 2016). It is an Eulerian hydrodynamics code that solves the Euler equations based on a Godunov scheme with the HLCC approximate Riemann solver for the numerical flux. Self-gravity is treated by solving the Poisson equation for the gravitational field as the initial condition and then evolving the field with a wave equation (hyperbolic self-gravity solver; Hirai et al. 2016). It is known to have negligible errors as long as the gravity propagation speed is set to a value larger than the maximum characteristic speed in the computational domain. We assume an ideal gas equation of state with an adiabatic index γ = 5/3 for all of our simulations.

For the initial condition, we place a stellar model at the origin of a spherical coordinate grid. The computational domain in Hormone is covered with a non-uniform grid with 600 grid points in the radial direction, in which the grid spacing is set so that it is at least 5 times smaller than the local pressure scale height in the initial star (Δr ≲ H_P/5). We impose a limit on the variation between neighbouring grid sizes to be less than 2 per cent ((Δr_i/Δr_{i+1}) – 1) < 0.02). Outside the star, the spacing is increased as a geometrical series. As a result, the grid size is smallest around the surface of the star where the scale height is shortest and increases both inwards and outwards. The outer boundary is set at ~40 times the stellar radius and an outgoing boundary condition is applied. For the angular grid, we divide the polar direction uniformly in cos θ and uniformly in the azimuthal direction. This ensures that the solid angle of every cell is equal, and has higher resolution around the equatorial plane. We assume equatorial symmetry to further reduce the computational cost by a factor 2.

To avoid severe Courant conditions, we effectively reduce the angular resolution around the coordinate origin. We first set the innermost 2 radial cells to be spherical. The following 2 radial cells are divided with an effective angular resolution of (N_θ, N_ϕ) = (2, 8), and then we sequentially double the effective angular resolution every 3 radial cells outwards. The highest resolution is (N_θ, N_ϕ) = (64, 256). This nested grid structure is treated by computing the hydrodynamics with the highest resolution grid and then averaging conserved quantities over the cells within the effective cells after every time step. Vector quantities are averaged so that the linear momentum is conserved. With this grid, we confirmed that the star is stable and does not expand or contract as a single star for at least 50 ks, much longer than the duration of all our simulations.

Assuming that the primary star exploded as a SN and immediately created a NS with some natal kick, we place a point mass at a distance a from the centre of the grid. For a given kick direction (θ_kick, ϕ_kick) and magnitude v_{kick}, we calculate the velocity vector in the frame of the companion star and apply that to the NS in addition to the pre-SN orbital velocity. We then rotate the frame so that the NS velocity points in the equatorial plane. This justifies our assumption of equatorial symmetry, as long as the star is spherically symmetric and non-rotating.

The new-born NS is treated as a point mass with a softened gravitational potential. We use a cubic-spline kernel for the softened potential in the form introduced in Price & Monaghan (2007). This gravity interacts with the gas only gravitationally, treated as an external force in the Euler equations. We adaptively adjust the softening length so that it is always resolved by ~3 grid points, to ensure energy and momentum conservation. This generally leads to softening lengths much larger than the physical size of the NS, and therefore may underestimate the feedback from the accretion onto the NS. However, the true effect of accretion feedback is highly uncertain anyway, so we believe this methodology is sufficient for our current purpose. With this procedure, the total energy, linear momentum and angular momentum are all conserved within ~1 per cent for our M_2 = 1, 5 M_⊙ models. The angular momentum conservation in our M_2 = 10 M_⊙ model is worse (~5 per cent), but the energy conservation is still within ~1 per cent.

In our methodology, we ignore two effects which may have non-negligible impact on our results: stellar rotation and ejecta-companion interaction. If the pre-SN stellar rotation is significant, it would be distorted from the spherical shape we assume here. Also, the interaction with the NS could be quite different, because the relative velocity between the NS and stellar envelope material will be changed. The impact of SN ejecta on the companion has been suggested to inflate the star significantly due to heat injection (Hirai...
& Yamada 2015; Hirai et al. 2018; Ogata et al. 2021). However, the inflation only occurs for the surface material, so the bulk of the star remains relatively unaffected. Taking these effects into account will unnecessarily increase the number of model parameters. In this paper, we focus only on variations depending on the companion star mass and NS kick, and leave any further parameter studies for future work.

2.2 Stellar model and kick parameters

We generate the companion star models using the stellar evolution code MESA (Paxton et al. 2011, 2013, 2015, 2018, 2019). For simplicity, we use a zero-age main-sequence star model with a metallicity Z = 0.014. In reality, the companion should have a slightly different structure from the zero-age as it has an age equivalent to the lifetime of the primary star. It also may have experienced mass accretion from the primary star in the prior evolution. Both of these effects make only moderate differences to the stellar structure, and shall not significantly influence our results.

The primary star (SN progenitor) is fixed to $M_1 = 6 M_\odot$, representing a stripped-envelope SN progenitor. We assume that the SN always produces a $M_{NS} = 1.4 M_\odot$ NS, meaning that the ejecta mass is roughly $M_{ej} \sim 4.5 M_\odot$, which is consistent with the observed ejecta mass for stripped-envelope SNe (Cano 2013; Taddia et al. 2015; Lyman et al. 2016; Taddia et al. 2018). We choose 3 different companion masses: $M_2 = 1, 5, 10 M_\odot$. For each companion model, we assume it was orbiting the pre-SN primary star on a circular orbit. We choose an appropriate orbital separation $a$ which is as small as possible without allowing the companion star to overflow its own Roche lobe. We then select several kick angles ($\theta, \phi$) per binary model. The binary and kick parameters for our 3D simulations are summarised in Table 1. Kick angles are defined in the same way as in Tauris & Takens (1998): the polar axis ($\theta = 0$) is pointed in the direction of the orbital motion of the primary and $\phi = 0$ sweeps the orbital plane in the direction of the secondary. We fix the kick magnitude to $v_{kick} = 1,000 \text{ \text{km \text{s}^{-1}}}$ This is close to the upper edge but within the range of observationally inferred$^2$ (Hobbs et al. 2005; Verbunt et al. 2017; Igoshov et al. 2021) and theoretically achievable kick velocities (Janka 2017). We also list the periastron distance (normalised by the stellar radius) and eccentricity of the post-SN orbit. The periastron distance is calculated assuming a two-body problem of two point particles without any drag.

### 2.3 Definition of bound and ejected mass

For the analysis of our results, we define the remaining star, ejected mass and accreted mass in the following way. At each time step, we calculate the centre of mass of the gas (excluding the NS) to define the centre of the star. Then for each cell, we mark that it is bound to the star if $v + \sqrt{v_{com}^2 - 2h + \phi_{gas} < 0}$, where $e$ is the specific internal energy, $v_{com}$ are the velocity of the cell and gas centre of mass respectively, and $\phi_{gas}$ is the gravitational potential of the gas. Similarly, we mark a cell as bound to the NS when $e + \sqrt{v_{NS}^2 - 2h + \phi_{NS} < 0}$, where $v_{NS}$ and $\phi_{NS}$ are the velocity and gravitational potential of the NS respectively. When a cell is marked bound to both the NS and the star, we choose to associate it with the closer component. After flagging every cell to be bound to the NS, star or neither, we integrate the mass over each category to obtain the captured mass by the NS, remaining stellar mass and ejecta mass respectively.

### 3 RESULTS

We display some snapshots of the hydrodynamical simulations with $M_2 = 5 M_\odot$ companions in Figure 1.

The top panels are for model M5-0, where the periastron distance is larger than the companion radius. Although it does not touch the star, the gravity of the NS creates a tidal bulge that then falls back onto the star, driving shocks. MacLeod et al. (2022) described this as “tidal wave-breaking”, which could be an efficient mechanism in heating and torquing the stellar atmosphere. In eccentric binaries, the repeated tidal heating could lead to enhanced mass loss. In our case, the NS is on an unbound orbit, so the heating and torquing effect is minimal.

The bottom row in Figure 1 show results for model M5-2 where the periastron distance is relatively small. A bow shock is formed ahead of the NS as soon as it touches the companion star envelope. The shape of the bow shock is slightly distorted from being axisymmetric due to the density gradient within the star. The gravitational drag rapidly decelerates the NS and it quickly falls to the centre. The dissipated orbital energy is transferred to the envelope through shocks, making it rapidly expand. Such objects are expected to turn into TZO.

The middle row shows model M5-1, which is an intermediate case between M5-0 and M5-2 in terms of periapsis. Similar to M5-2, the NS creates a bow shock as it interacts with the envelope. The shock is more distorted with respect to the orbital motion, as the density gradient is steeper in the outer parts of the star. In this model the gravitational drag is not strong enough to capture the NS, so it plumes out of the envelope. The outer parts of the star are heated and torqued by the bow shock and self-interaction shocks from the tidal wave-breaking. Part of the envelope material is captured in the gravitational potential of the NS, forming a torus supported by pressure and centrifugal force.

For all other models with the $M_2 = 5 M_\odot$ and $10 M_\odot$ companion, the overall dynamics can be classified into one of the above: (1) tidal distortion + wave-breaking, (2) envelope penetration, and (3) immediate merger. The behaviour of the models with $M_2 = 1 M_\odot$ are

---

1. There is a $O(0.1 M_\odot)$ difference between the baryonic and gravitational mass of a NS.
2. It should be noted that there is an observational bias against faster kick velocities, due to the shorter dwell time in the Galaxy.
also qualitatively similar. We show snapshots of the M1-2 model in Figure 2. The NS penetrates the companion in a similar way to M5-1, but the star is much more tidally distorted straight after the interaction (third panel). Because the mass of the companion is smaller than the NS, this can be interpreted as a weak form of a partial tidal disruption event (Guillochon & Ramirez-Ruiz 2013; Ryu et al. 2020; Kremer et al. 2022). We find no full tidal disruptions within our models due to the relatively low mass ratio ($M_{\text{NS}}/M_2 \leq 1.4$).

We find that the envelope penetration cases can be further classified into two sub-categories depending on whether the post-penetration orbit is bound or unbound. This can be seen in Figure 3 where we plot the relative velocity between the star and NS as a function of the distance between the two stars. Each curve starts from a distance $a = 8 R_\odot$ and shoots inwards. Note that the starting velocities are slightly different depending on the kick angle because of the orbital velocity being added on. In a pure two-body problem without energy dissipation, the NS should reach periastron and then turn around tracing the exact same curve. For most models shown here, the NS enters the stellar interior, where orbital energy is dissipated via gravitational drag. This causes the outgoing curve to have a lower velocity than the incoming curve. In model M5-2, the deceleration is so large that the NS can never get out of the star. Model M5-0 barely touches the star, so the velocity reduction is minimal. However, it is interesting that there is any reduction at all, given that the NS was not supposed to enter the companion envelope (see Table 1). This highlights the importance of tidal energy dissipation in eccentric encounters. Models M5-1, M5-3 and M5-4 all plunge relatively deep into the star and out again, showing moderate velocity reduction on the way out. For models M5-3 and M5-4, the post-penetration velocities exceed the escape velocity, meaning that the binary is unbound and will become runaway stars. On the other hand, model M5-1 comes out on a bound orbit, meaning that there will be more encounters in the future. The orbital energy will be dissipated upon each encounter and should ultimately lead to a merger, forming a TZO.

Figure 4 compares final ejecta masses and captured masses as a function of periastron distance. The dynamical ejecta (circles) seem
to be a fairly monotonic function despite the different models having different approach velocities. This implies that the ejecta depend more strongly on the location of the energy deposition than the amount. At most, we find ~10 per cent mass ejection in the most extreme cases. The ejecta masses are negligible ($M_{ej} < 10^{-2} M_2$) when the periastron distance is >0.6 $R_2$, meaning that envelope penetrations typically do not lead to large mass ejection.

The masses captured by the NS are less monotonic than the ejecta masses. There is an overall trend that the NS can carry away more material when it dives deeper into the star, but for example the captured mass for the second deepest model with $M_2 = 5 M_⊙$ (model M5-3) seems to be off this trend. This is likely because that model has a higher penetration velocity than the other models (see Figure 3). The captured mass is more sensitive to the velocity at which the NS leaves the stellar surface than the depth of the penetration.

**4 DISCUSSION**

**4.1 Drag force inside the star**

The amount of deceleration of the NS through the envelope is critical in determining the final outcome. In Hirai et al. (2021) we estimated the drag force during a penetration using the simple model by Hoyle & Lyttleton (1939)

$$f_{\text{drag,HL}} = \frac{4\pi G^2 M_{NS} \rho}{v_{\text{rel}}^2}, \quad (1)$$

where $G$ is the gravitational constant, $v_{\text{rel}}$ is the relative velocity and $\rho$ is the local density at the location of the NS. However, it is known that the drag force can be quite different when there are density gradients in the upstream material of the flow around the NS (MacLeod & Ramirez-Ruiz 2015; MacLeod et al. 2017; De et al. 2020). Density gradients in main-sequence stars can be very steep, and therefore we do not expect that the drag on the NS during envelope penetration matches the classical Hoyle-Lyttleton picture.

In our simulations, we define the drag acting on the NS by subtracting the radial gravitational acceleration from the total acceleration of the NS. The magnitude of the radial gravitational acceleration is computed by $G m(r)/a^2$, where $m(r)$ is the mass enclosed within a sphere of radius $r$ centred on the companion and $a$ is the distance between the NS and centre of mass of the gas. Here we assume that the companion is undisturbed and use the initial $m(r)$ profile at all times. In Figure 5 we plot the drag as a function of time. For the models shown, we see that the Hoyle-Lyttleton model (dotted curves)
underestimates the actual drag force by a factor of a few to orders of magnitude. This is likely due to the inhomogeneity in the flow around the NS which makes the Hoyle-Lyttleton model inapplicable.

Another deviation from the Hoyle-Lyttleton model is the direction of the drag. When the object travels through uniform medium, the drag only acts in the direction anti-parallel to the motion due to axisymmetry. However, upstream density gradients break this symmetry, meaning that there could be transverse components to the drag.

We illustrate this in Figure 6 where we plot the direction of the drag with respect to the motion of the NS (solid curves). In the classical Hoyle-Lyttleton model, the drag should only point downwards in this figure. However, we see that the drag vector has a transverse component pointing towards the higher density material which amounts to ~40 per cent of the parallel component.

In order to explain the discrepancy between the Hoyle-Lyttleton model and our simulations, we construct a new analytical model for the drag. In our model, we assume that the object is travelling supersonically with a velocity $v_f$, through gas which has a linear density gradient perpendicular to the motion (Figure 7). Each mass element of the gas that approaches the NS is deflected by the gravity of the NS and approaches a new velocity $v_i$. From energy conservation, the speed is unchanged $|v_i| = |v_f|$, but the direction is deflected. The difference between the incoming and outgoing velocities of the mass element is compensated by a momentum change of the NS. We obtain the full drag by integrating this momentum change over all relevant streamlines.

Assuming that the mass element is on a hyperbolic trajectory, the deflection angle can be computed as

$$\Theta \equiv \cos^{-1}\left(\frac{v_i \cdot v_f}{|v_i||v_f|}\right) = 2 \tan^{-1}\left(\frac{GM_{NS}}{r v_i^2}\right),$$

where $r$ is the impact parameter (see Figure 7). Let us first focus on the parallel component of the drag. The parallel component of the difference between $v_f$ and $v_i$ is

$$(v_f - v_i)_\parallel = v_\infty (1 - \cos \Theta) = 2v_\infty \sin^2 \frac{\Theta}{2},$$

where $v_\infty \equiv |v_f| = |v_i|$. We consider all streamlines that flow through a disk with a radius $R$ centred on the NS. We will discuss the appropriate choice of the integration range $R$ later on. The total parallel component of the drag force on the NS due to the deflection of all streamlines can be calculated by

$$f_{d,\parallel} = \int_0^R r dr \int_0^{2\pi} d\varphi \rho v_\infty \cdot 2v_\infty \sin^2 \frac{\Theta}{2},$$

where $\rho$ is the density of the upstream material. We assume that the density has a linear gradient

$$\rho(r) = \rho_0 \left(1 + \frac{\rho_{\text{max}} - \rho_{\text{min}}}{2R} r \sin \varphi\right),$$

where $\rho_0 \equiv (\rho_{\text{max}} + \rho_{\text{min}})/2$ is the average density within the integration range. By plugging in Eq. (2) and Eq. (5) into Eq. (4) and doing the integration, we obtain

$$f_{d,\parallel} = \pi \rho_0 v_\infty^2 R_b^2 \left(1 + \frac{2}{R_b^2} \ln \left(\frac{2R}{R_b}\right)^2 + 1\right),$$

where we have defined $R_b \equiv 2GM_{NS}/v_\infty^2$ as the gravitational influence radius. This expression is independent of whether the upstream
density has a gradient or not, and is very similar to the Hoyle-Lyttleton model (Hoyle & Lyttleton 1939; Ostriker 1999) when the integration range is set to $R = R_0$.

The difference between $v_f$ and $v_i$ projected on the direction of the density gradient is

$$ (v_f - v_i)_\perp = v_\infty \sin \Theta \sin \varphi. \quad (7) $$

Again we can calculate the total transverse force as

$$ f_{d,\perp} = \int_0^R r \, dr \, \int_0^{2\pi} d\varphi \, \rho v_\infty \cdot \nabla v_\infty \sin \Theta \sin \varphi, \quad (8) $$

and by integrating this along with Eqs. (2) and (5) gives

$$ f_{d,\perp} = \pi (\rho_{\text{max}} - \rho_{\text{min}}) v_\infty^2 R_0^2 \left( \frac{1}{16} \frac{2R}{R_0} - \frac{R_0}{2R} \ln \left( 1 + \left( \frac{2R}{R_0} \right)^2 \right) \right). \quad (9) $$

Note that this vanishes in the absence of a density gradient ($\rho_{\text{max}} = \rho_{\text{min}}$).

 Appropriately choosing the integration radius is very important given that the transverse drag has a linear dependence on $R$ at large $R$. Some of our assumptions break down as we extend the integration range. For example, we have assumed that the upstream density distribution is planar. In reality the star is spherical, and therefore the upstream density distribution is curved, with less volume in the higher-density regions. By taking an inadequately large $R$, we will overestimate the contribution of drag from the higher-density regions. We have also ignored self-gravity of the gas, whereas the star is actually self-gravitating. In sufficiently deep parts of the star, the gravitational pull from the stellar interior dominates over the gravity from the NS. We choose the integration radius as $R = \min (R_g, R_c)$, where $R_g$ is the radius at which the inwards gravity from the stellar interior equals the outwards force from the NS, and $R_c$ is the radius up to which the density distribution can be regarded as planar. $R_c$ must be set smaller than at least half the separation between the NS and stellar centre. In our model, we set it as $R_c = a/4$.

To apply our model to dynamical integrations, we need a scheme to choose the relevant density and density gradients that the NS encounters. For simplicity, we have assumed in our model that the density gradient is linear over our integration region. However, this may be a bad approximation especially when the integration range is large, since the density gradient in stars are usually more well approximated by power laws. If we simply take the density and density gradient within the star at the location of the NS, we will greatly underestimate the density at the edge of the integration region. This is problematic, as the highest density region within the integration range has the strongest influence on the drag. To capture the relevant scales, we choose to pick out the maximum and minimum densities within the integration range and assume a linear gradient between those two values.

With our new model, we can estimate what the drag vector would be, given the relative position and velocity between the star and NS. We plot the evolution of the drag vectors as dashed curves in Figure 6. Although not perfect, the overall direction and magnitudes are in rough agreement with the simulations. It is especially good for the higher companion mass models (left panel) where the companion star is less distorted by the interaction. The time evolution of the drag strengths are also in good agreement as shown in Figure 5 (dashed curves). They only start to deviate at later times when the star is significantly distorted due to the interaction, which we do not take into account in our model. We caution that our semi-analytical model is not applicable for cases where the companion mass is small ($M_{\text{NS}} \approx M_2$). This is due to the significant tidal deformation and energy dissipation before collision.

![Figure 8](https://example.com/figure8.png)

**Figure 8.** Rest frame velocities of the companion star as a function of time. Solid curves show results from the hydrodynamical simulations whereas the dashed curves show results from our semi-analytical integration. Dotted curves show the result of a ballistic trajectory without drag forces.

### 4.2 Branching ratios of different outcomes

With the model for the drag force provided in the previous section, we can now predict the outcome of post-SN collisions with simple dynamical integrations. We use the few-body dynamical integrator described in Hirai et al. (2021), and implement the drag force model as described in the previous section. We assume the pre-SN binary was on a circular orbit, and the coordinate origin is set at the centre of mass. We then instantaneously change the mass of the primary star from its initial value $M_1$ to $M_{\text{NS}}$, assuming that the difference is lost in the ejecta and neutrino emission. At the same time, the primary star (now NS) is given a kick in its own frame and the companion star is given an impact velocity induced by ejecta-companion interaction.

We estimate the impact velocity as

$$ v_{\text{im}} = C_{\text{eci}} \sqrt{\frac{2E_{\text{exp}} (M_1 - M_{\text{NS}})}{M_2}} \cdot \frac{1 - \sqrt{1 - (R_2/a)^2}}{2}, \quad (10) $$

where $E_{\text{exp}}$ is the explosion energy, which we set to a canonical value $10^{51}$ erg. The momentum transfer efficiency $C_{\text{eci}}$ is set to 1/3, based on results from hydrodynamical simulations of ejecta-companion interaction (Hirai et al. 2018). The impact velocity is applied impulsively, directed away from the primary star. With these initial conditions, we integrate the orbit of the two stars with a drag force whenever the two stars get closer than $R_2$.

In Figure 8 we show some examples of the semi-analytical integration. Here we set $v_{\text{im}} = 0$ to be consistent with the hydrodynamic simulations. For models M10-1, M10-2 and M10-3, we see that the hydrodynamical simulations (solid curves) and semi-analytical models (dashed curves) agree fairly well. These models reach moderate depths within the star at periastron (see Table 1) and therefore have a moderate deviation from ballistic trajectories (dotted curves). Even for model M10-4, which leads to an immediate merger, the semi-analytic model predicts the deceleration upon the first encounter remarkably well (first peak in the grey curve). After the second periastron, the star is already significantly distorted so many of our assumptions break down and thus the semi-analytic model starts to largely deviate from the hydrodynamic simulations.

These results demonstrate that the semi-analytic models can predict the trajectories at least upon the first encounter quite accurately. We now perform the same dynamical integration for all kick angles.
We classify the results into 5 different cases: (i) binary is disrupted without any collision, (ii) binary survives but the two stars do not collide, (iii) the NS penetrates through the companion envelope on an unbound orbit, (iv) the NS penetrates through the companion envelope on a bound orbit, (v) the NS never emerges out of the companion after collision and immediately merges.

In Figure 9 we show a diagram that depicts the outcomes as a function of kick angle for a given system with \( M_1 = 6 \, M_\odot \), \( M_2 = 5 \, M_\odot \), \( M_{\text{NS}} = 1.4 \, M_\odot \), \( a = 8 \, R_\odot \) and the kick magnitudes are labelled in each panel. The black dots in panel (c) mark the models chosen for our hydrodynamical simulations. The numbers correspond to the model number as defined in Table 1.

In Figure 10, we show the branching ratios of each outcome as a function of the kick magnitude. Here we assume that the kick is isotropically distributed over all angles. The collisions occur in the yellow/orange/red regions. We can see that the collision probability can reach as high as \( \sim 16 \) per cent at optimal kick velocities \((v_{\text{kick}} = v_{\text{orb}}, \text{where } v_{\text{orb}} \text{ is the pre-SN orbital velocity})\). This maximum fraction strongly depends on the pre-SN orbital separation and can reach up to \( \sim 25 \) per cent in optimal situations. Among the colliding cases, roughly less than half lead to immediate mergers and the rest cause envelope penetrations. Unbound penetrations start to appear when the kick velocity exceeds the pre-SN orbital velocity.

5 APPLICATIONS

5.1 Hypervelocity stars

Hypervelocity stars are a particular class of runaway stars that have velocities exceeding that of the local escape velocity of the Galaxy (see Brown 2015 for a review on hypervelocity stars). There are two main formation mechanisms that are usually discussed in the literature that both involve disruption of a binary, either by the tidal field of a supermassive black hole (“Hills mechanism”; Hills 1988) or through a SN explosion (“Blaauw mechanism”; Blaauw 1961)\(^3\). Other channels involve ejection via dynamical interactions in clusters (Poveda et al. 1967; Leonard 1991). The Hills mechanism generally predicts higher velocities than the Blaauw mechanism or dynamical ejection channels, and therefore are considered to dominate the number of hypervelocity stars (Bromley et al. 2009; Perets & Šubr 2012). However, there is growing evidence of a number of hypervelocity stars originating from the Galactic disk instead of the centre, which cannot be produced by the Hills mechanism (Heber et al. 2008; Irrgang et al. 2010, 2018b, 2019).

The ejection velocity of stars after disruption of binaries is determined by a combination of the pre-SN orbital velocity and the

\(^3\) In some studies, the stars ejected through the Hills mechanisms are called hypervelocity stars while the stars ejected through the Blaauw mechanism are called runaway stars. In this paper, we use the term more generally and call all escaping stars as hypervelocity stars.
NS natal kick magnitude and direction. For the majority of cases, the companion star will travel at its pre-SN orbital velocity, which typically does not exceed ~ 200–300 km s\(^{-1}\) for B-type stars. Only in very rare cases where the NS kick velocity is high and directed close to the companion star surface, the companion experiences a swing-by effect and can be accelerated to higher velocities. However, even in the most favourable conditions, the ejection velocity for B-type stars cannot exceed a threshold of about 540 km s\(^{-1}\) (Tauris 2015). The observed ejection velocities of some disk-origin B-type hypervelocity stars reach up to ≥ 600 km s\(^{-1}\), seemingly exceeding this hard upper limit (Irigang et al. 2018b, 2019). We shall call these stars as the “impossible” hypervelocity stars in this section.

The main reason why there is a hard upper limit to the ejection velocity in the Blaauw mechanism is the assumption that the stars will merge if the NS is kicked into the companion. Due to this assumption, the maximum achievable velocity is restricted roughly by the surface escape velocity of the companion. We can see this in Figure 11. The left side of the panel shows the asymptotic runaway velocity of the companion using the analytical formulae derived in Tauris & Takens (1998). The thin black region at the bottom shows where the binary survives the SN without getting disrupted. The circular black region in the middle shows where the NS collides with the companion and is therefore assumed to merge. The highest runaway velocities are achieved just outside the blacked-out region when the NS skims the surface of the companion. The right side shows results taken directly from our semi-analytical simulations. Here, envelope penetration can occur and thus the central blacked-out region is smaller compared to the left side. Consequently, the system has a slightly higher chance of creating runaway stars. Also, the maximum achievable runaway velocity is slightly higher because the stars can be scattered on a closer orbit, applying a stronger swing-by effect.

Based on these calculations, we can derive the probability distributions of runaway velocities given a NS kick velocity. We show cumulative probability distributions over a range of NS kick velocities in Figure 12. The white curve shows the maximum achievable runaway velocity in classical studies where envelope penetrations are not taken into account (Tauris 2015). There is an optimal NS kick velocity around \(v_{\text{kick}} \sim 1000\) km s\(^{-1}\) where the upper limit reaches a maximum. In our calculations, the maximum achievable velocity perfectly agrees with the classical limit up to a certain point. However, at extremely high NS kick velocities (\(v_{\text{kick}} \gtrsim 1000\) km s\(^{-1}\)), the maximum achievable velocity exceeds the classical limit due to unbound envelope penetrations. As a result, we achieve a new theoretical upper limit that is higher than the classical limit by ~ 10 per cent. Tauris (2015) derived that in the most optimal situations (\(M_1 = 5 M_\odot, M_2 = 3.5 M_\odot, a = 6 R_\odot, E_{\text{exp}} = 1.23 \times 10^{51}\) erg), the runaway velocity can reach up to ~ 540 km s\(^{-1}\). With our envelope penetration, we can now reach up to ~ 600 km s\(^{-1}\) with the Blaauw mechanism, reaching the territory of the impossible hypervelocity stars.

The probability of exceeding the classical limit is only ~ 0.5 per cent, given that the binary orbit is very tight and the NS kick is fast enough. To derive the rate of impossible hypervelocity star formation, this needs to be multiplied by the probability of having a binary satisfying the necessary conditions. Binary population synthesis studies predict that ~ 70 per cent of stripped-envelope SNe should have a main-sequence companion at the point of SN (Zapartas et al. 2017). Most of these systems are expected to have relatively large orbital separations unless they had experienced common-envelope evolution, which remains one of the most uncertain aspects of binary evolution (see Ivanova et al. 2020 and references therein). Although very uncertain, Renzo et al. (2019) find that ~ 1 per cent of systems could have pre-SN orbital separations close enough to create runaway stars. We take ~ 1 per cent as a rough estimate of the fraction of systems that have tight enough orbits where envelope penetration is possible. Alternatively, we can provide a very optimistic estimate assuming that most stripped-envelope NS progenitors are formed through some form of binary interaction, therefore having tight enough orbits. The number of stripped-envelope SNe is roughly ~ 1/3 of the entire population of ccSNe (Li et al. 2011; Smith et al. 2011). As for the kicks, the fraction of NSs born with velocities \(v_{\text{kick}} > 1000\) km s\(^{-1}\) is a few per cent assuming a kick velocity distribution similar to Verbunt et al. (2017). Combining these numbers, we roughly obtain a formation rate for impossible hypervelocity stars as ~ \(10^{-6}–10^{-5}\) ccSNe rate. Taking a typical ccSN rate (~ 0.02 yr\(^{-1}\)) and main-sequence lifetime of B-stars (~ \(10^8\) yr), there should be roughly ~ 1–10 impossible hypervelocity stars in our Galaxy.

In summary, our new binary disruption model with envelope penetrations can in principle exceed the classical theoretical upper limit.
for runaway stars, but only by \( \sim 10 \) per cent. In the most optimal situations, the maximum achievable runaway velocity for B-stars can reach \( \sim 600 \, \text{km s}^{-1} \), which is enough to explain the origin of some impossible B-type hypervelocity stars (Irrgang et al. 2018b, 2019). However, further investigation is required involving rigorous binary population synthesis to provide a more accurate formation rate.

5.2 Pulsar planet formation

Pulsar planets are planets orbiting pulsars, which was actually the first exoplanets to be discovered (Wolszczan & Frail 1992). So far, there have been only about half a dozen firm detections of pulsars hosting planets (Nitu et al. 2022). The origin of these planets remain elusive, with several scenarios being proposed, such as dynamical capture from other stars, forming proto-planetary disks through fall-back, stellar mergers or tidal disruption, and evaporating stellar companions into planets (Podsiadlowski 1993; Phinney & Hansen 1993). The properties of pulsar planets have a wide diversity, with different masses, orbital periods and eccentricities so it is likely that there are multiple contributing formation channels.

Of particular importance is PSR B1257+12, which hosts three planets with masses 0.02, 4.3, 3.9 \( M_\oplus \) at orbital separations 0.19, 0.36, 0.46 AU (Konacki & Wolszczan 2003). The eccentricity of each orbit is extremely small (\( e < 0.025 \)), meaning it was more likely produced through a proto-planetary disk rather than a dynamical capture scenario. Some NSs are now being discovered with debris disks around it, providing strong support for the channels involving proto-planetary disk formation (Wang et al. 2006).

In our scenario, the NS captures and carries away part of the companion’s mass as it penetrates the envelope. This captured mass naturally has some angular momentum so it eventually forms a partially rotationally supported torus towards the end of our simulation. It may be possible that this material eventually cools to form a proto-planetary disk and start forming planets. Our simulations show that up to \( \lesssim 3 \times 10^{-2} \, M_\odot \approx 30 \, M_J \) of mass can be carried away by the NS (Figure 4), which exceeds the mass of the most massive pulsar planets observed. If we assume a metallicity of \( Z = 0.014 \), the captured matter contains up to \( \lesssim 0.4 \, M_J \approx 130 \, M_\oplus \) of heavy elements, enough to form several rocky super-Earth planets.

The angular momentum in the captured material (\( J_{\text{cap}} \)) are shown in Figure 13. We can see that the total captured angular momentum decreases with periastron distance (top panel). It is roughly proportional to the amount of captured mass, and thus the average specific angular momentum lie in a relatively narrow range (bottom panel). If all of the captured matter condense into a single planet, the circularization radius would be around \( \sim 0.1–1 \, R_\odot \), which is much tighter than most observed pulsar planets. However, for most of our models, the total amount of captured angular momentum is sufficiently higher than the total angular momentum in PSR B1257+12. Depending on how the angular momentum is re-distributed as the captured material cools and forms into a disk, it may be possible to form planetary systems similar to PSR B1257+12.

One of the benefits of our scenario is that the accreted material naturally has a large angular momentum reservoir compared to some other accretion scenarios such as SN ejecta fallback (Bailes et al. 1991). With lower mass companions, our scenario is equivalent to the tidal disruption scenario, but our scenario generally works better at the high-mass limits where there can be a larger amount of mass captured.

The favourable conditions for our scenario to work is to have more massive companions, larger NS kicks and relatively low impact parameters (=small periastron distances). In particular, the kick velocity has to be at least greater than the pre-SN orbital velocity in order to have a chance of experiencing unbound penetrations (yellow regions in Figures 9 and 10). The required conditions overlap with the conditions to create hypervelocity stars. In such cases, the NS actually ends up with a rather small rest frame velocity despite being given a large kick because most of the momentum is passed onto the companion through the swing-by effect. This implies that most of the planet-forming pulsars will be retained in the Galaxy without being ejected. The favourable parameter space may be further expanded if we take into account the inflation/ablation of the envelope through the SN impact (Nakamura & Piran 1991; Ogata et al. 2021).

The expected occurrence rate of this scenario is larger than the hypervelocity star rate as we do not require the kick velocity to be extremely fast. Following the same arguments as the previous section, we take \( \sim 1–30 \) per cent as a rough estimate of the fraction of systems that have orbits tight enough for NS–companion collisions to occur. Next, the NS needs to be given a kick velocity above that of the pre-SN orbital velocity. Again assuming a simple kick velocity distribution similar to that of Verbunt et al. (2017), roughly \( \sim 50 \) per cent of NSs will be given kicks greater than 400 km s\(^{-1}\). From Figure 10, the probability of having unbound penetrations is a few per cent as long as the kick velocity is greater than the orbital velocity. Combining all the above, we roughly predict that \( \sim 10^{-5}–10^{-3} \) of NSs should have planetary systems similar to PSR B1257+12. Recent surveys place an upper limit on planet-hosting NSs to be no more than 0.5 per cent (Nitu et al. 2022). Our estimated rate does not conflict with the observed upper limit, but is considerably lower. Future surveys with a larger sample of pulsars may be able to test our scenario.
5.3 Peculiar supernovae

The primary target for collisions to occur are very tight binaries that cause stripped-envelope SNe. In particular, we expect it to occur in hydrogen-deficient SNe classified as type Ib or Ic. The collision and penetration both occur on a few hour timescale, so given that typical type Ib/c SNe are bright for weeks to months, the whole interaction process will be well embedded inside the SN photosphere. This makes it improbable to observe the collision itself.

Our simulations show that upon collision, up to $\lesssim 0.1 \, M_\odot$ of matter can be ejected from the system and if the NS can penetrate the companion, it carries away up to $\lesssim 0.01 \, M_\odot$ (Figure 4). As the captured matter settles around the NS, the inner parts could cause direct accretion onto the NS. It is not possible to obtain a mass accretion rate from our simulations as we do not resolve the dynamics in the vicinity of the NS, but it is likely to be highly super-Eddington. If so, the accretion will be radiatively inefficient and could cause outflows or even jets (e.g. Narayan & Yi 1994). The outflow can then interact with the inner parts of the SN ejecta, serving as an extra energy source to power the light curve, analogous to fallback (e.g. Dexter & Kasen 2013), magnetar spin-down (e.g. Ostriker & Gunn 1971), and jet-powered scenarios (e.g. Soker 2016). This could be a viable channel for producing hydrogen-deficient superluminous SNe (Quimby et al. 2011). Even if only $\sim 10$ per cent of the 0.01 $M_\odot$ of captured matter is accreted ($M_{\text{acc}} \sim 10^{-5} \, M_\odot$), there would be roughly $E_{\text{acc}} \sim M_{\text{acc}} c^2 \sim 10^{51}$ erg of accretion energy available, which is sufficient to produce superluminous SNe.

According to our modelling, the majority of envelope penetrations would be bound penetrations (Figure 10), meaning that the NS would eventually come back to interact with the companion again and possibly penetrate multiple times. Each time, the NS could carry away extra envelope matter, refueling itself to power more outflows. This could lead to multiple powering events to the SN, causing bumps in the light curve. The interval between the first and second penetrations strongly depends on the kick magnitude and direction, and can take any value up to a few months. The subsequent intervals will rapidly decrease, as the interaction velocity goes down and is more efficiently decelerated each time. If the accretion onto the NS can be sufficiently prolonged, or if the second interaction occurs late enough when the SN ejecta have become optically thin, the accretion itself may become observable at late times in X-rays or radio.

Late-time bumps have actually been discovered in recent superluminous SN light curves such as in SN2015bn (Nicholl et al. 2016) and SN2019stc (Gomez et al. 2021). In fact, it appears to be a ubiquitous property of hydrogen-deficient superluminous SNe (Hosseinzadeh et al. 2022). Common explanations for these bumps are interaction with inhomogeneous circumstellar medium (e.g. Sorokina et al. 2016), variable spin-down of magnetars (Chugai & Utrobin 2022; Moriya et al. 2022), or jets powered by accretion from (inflated) companion stars (Soker 2022; Hobert et al. 2022). Our new scenario is similar to the magnetar and jet-powered scenarios as it is heating the ejecta from inside, whereas circumstellar matter interaction occurs on the outer parts of the ejecta. Unlike the magnetar scenario, our scenario is tapping on accretion energy rather than rotational energy, so it does not require rapidly rotating NSs. In that sense our scenario is similar to the jet-powered scenario except that the accretion is caused by direct penetration rather than gentle capture from envelopes inflated by the SN ejecta (Hirai et al. 2018; Ogata et al. 2021). Also, the system should end up as a TZO while the jets scenario would predict a survived binary.

5.4 Thorne-Żytkow objects

There are several competing ideas as to how to form TZO. The classical scenario is the merger between donors and NSs in massive X-ray binaries (Taam et al. 1978), which is considered to dominate the formation rate (Podsiadlowski et al. 1995). Another major scenario is the one we focus on in this paper, which is the direct collision of NSs and companions following SNe (Leonard et al. 1994). Other likely subdominant scenarios are direct collisions between NSs and stars in dense clusters (Ray et al. 1987) and merger-induced collapse of oxygen-neon-magnesium white dwarfs inside common envelopes (Ablimit et al. 2022).

Out of the five different outcomes we have identified, the immediate mergers and bound penetrations will inevitably lead to the formation of TZO. Additionally, the non-colliding cases could also later form TZO if it is on a bound orbit with a sufficiently short periapsis. The tidal interactions at periastron could efficiently dissipate the orbital energy and cause a delayed merger. Roughly $\sim 1/4$ of all bound systems with massive star companions are expected to form TZO in this way (Brandt & Podsiadlowski 1995).

Our simulations show that unbound penetrations are rather rare, and can only occur when the NS kick is high enough. All other collisions will either immediately merge or merge after a few envelope penetrations. Therefore, accounting for envelope penetrations should not have a large influence on the predicted formation rate of TZO through this channel, which is about $\sim 10^{-4}$ yr$^{-1}$ (Podsiadlowski et al. 1995).

TZO are expected to be virtually indistinguishable from red supergiants. The only characteristics are peculiar chemical abundances (Biehle 1991, 1994; Cannon et al. 1992; Podsiadlowski et al. 1995) or they could emit detectable gravitational waves (DeMarchi et al. 2021). Later on, they could cause bright explosions once they run out of fuel (Moriya 2018; Moriya & Blinnikov 2021). While there are several candidate objects (Levesque et al. 2014; Beasor et al. 2018), there are no conclusive detections of TZO yet so it remains to be seen whether the theoretical rate predictions are correct.

In our hydrodynamical models with $M_2 = 1 \, M_\odot$, we eject up to $\sim 0.1 \, M_\odot$ from the system while only $\sim 0.03 \, M_\odot$ is bound to the NS (Figure 4). That is with a relatively extreme NS kick velocity $v_{\text{kick}} = 1000 \, \text{km s}^{-1}$. When we compare models M1-1 with M1-3, M1-1 has an order of magnitude higher captured mass despite the impact parameter being larger. This is because in M1-1, the kick is cancelled more by the orbit, leading to a lower approach velocity. Hence it suggests that with lower more typical kick velocities, the captured mass can substantially increase, forming TZO. Such low-mass TZO are expected to be supported by accretion rather than nuclear burning (Cannon et al. 1992), so the surface abundance may be less peculiar.

6 SUMMARY AND CONCLUSION

We performed 3D hydrodynamical simulations of new-born NSs colliding with binary companions after SN explosions. We focused on cases when the NS kick velocity is large ($v_{\text{NS}} = 1000 \, \text{km s}^{-1}$) and explored two parameter variations: companion mass and kick direction. Our results can be summarized as follows.

(i) When the companion mass is smaller than the NS ($M_2 < M_{\text{NS}}$), the collision shows dynamics similar to partial tidal disruption events, causing some mass ejection as well as accretion onto the NS.

(ii) When the companion mass is greater than the NS ($M_2 > M_{\text{NS}}$),...
\( M_{\text{NS}} \), the collision can lead to three different outcomes: immediate merger, bound penetrations and unbound penetrations.

(iii) When the NS penetrates the companion’s envelope, it can carry away up to a few per cent of the envelope mass.

We constructed a semi-analytical formula to describe the drag force inside stars with steep density gradients. After checking that our formula agrees well without hydrodynamical simulations, we used that to integrate the orbits of NS–star collisions over a much wider parameter space. We find that envelope penetrations are not a rare phenomenon and can occur with even moderate kick velocities. Most cases are bound penetrations, where it is expected that there will be multiple penetration events before finally merging. Unbound penetrations can only occur when the kick velocity is greater than the pre-SN orbital velocity.

We speculate on four different kinds of objects and phenomena that could be associated with NS–star collisions.

**Hypervelocity stars** The unbound penetration cases can sometimes accelerate the companion star to very high velocities. In the most optimal situations the runaway velocity can exceed the classical theoretical upper limit by ~ 10 per cent, up to ~ 600 km s\(^{-1}\). This small extra gain may be sufficient to explain the origin of some observed B-type hypervelocity stars that exceed the classical theoretical upper limit. We roughly expect about ~ 1–10 such stars to exist in our Galaxy.

**Pulsar planets** The matter carried away by the NS after unbound penetrations contain a large amount of angular momentum. Both the mass and angular momentum is sufficient to create protoplanetary disks that may eventually form planetary systems around pulsars, similar to PSR B1257+12. The expected occurrence rate is rather small (\( \sim 4 \times 10^{-5} \) of all pulsars), which is consistent with the upper limits from recent surveys (Nițu et al. 2022).

**Peculiar supernovae** The carried away matter can cause radiatively inefficient accretion onto the NS, possibly forming outflows and jets. This will interact with the inner parts of the SN ejecta and could provide an extra energy source to power the light curve. If \( \sim 10 \) per cent of the captured matter can accrete onto the NS, there will be \( \lesssim 10^{51} \) erg of available accretion energy, which is sufficient to power the light curve up to levels of superluminous SNe. If there are multiple envelope penetrations, the heating can occur episodically, creating bumps in the light curve similar to those in SN2015bn and SN2019stn.

**Thorne-Żytkow objects** The majority of the collisions are either bound penetrations or immediate mergers, which means that it will form TZO. We find that unbound penetrations are rare enough that it will not influence previous estimates of TZO formation rates.

There are many possible directions for future investigation. More simulations over a wider grid of parameters over longer time-scales should be carried out to quantify the effects we have ignored in this study, such as envelope inflation by the impact of the SN, initial rotation of the companion and subsequent collisions in bound penetration cases. We have only speculated on the possibility of powering SN light curves with accretion onto the NS. Radiation hydrodynamics simulations are required to model the light curves expected from our scenario. Our estimated rates for each of our outcomes are based on rough optimistic assumptions. The rates could be refined with more rigorous binary population synthesis study.
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