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Abstract This paper proposes using a WiFi-based identification system, Wi-ID, to identify users from their unique hand gestures. Hand gestures from the popular game rock-paper-scissors are utilized for the system’s user authentication commands. The whole feature of three hand gestures is extracted instead of the single gesture feature extracted by the existing methods. Dynamic time warping (DTW) is utilized to analyze the amplitude information in the time domain based on linear discriminant analysis (LDA), while extract amplitude kurtosis (AP-KU) and shape skewness (SP-SK) are utilized to analyze the Wi-Fi signals energy distribution in the frequency domain. Based on the contributions of the extracted features, the random forests algorithm is utilized for weight inputs in the LSTM model. The experiment is conducted on a computer installed with an Intel 5300 wireless networking card to evaluate
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the effectiveness and robustness of the Wi-ID system. The experiment results showed the accuracy of the proposed Wi-ID system has a personal differentiation accuracy rate over 92%, and with an average accuracy of 96%. Authorized persons who performed incomplete hand gestures are identified with an accuracy of 92% and hostile intruders can be identified with a probability of 90%. Such performance demonstrates that the Wi-ID system achieved the aim of user authentication.
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1 Introduction

The development of the Internet of Things (IoT) in recent years has resulted in the rapidly growing usage of mobile devices that has led to rising demands for reliable and convenient user authentication processes more and more important. IoT devices include, but are not limited to, smartphones, smartwatches, and wearable devices. User authentication is becoming one of the most common application scenarios on the Internet of Things, attracting a large number of researchers [1–3,16,36–39]. WiFi signals have several advantages [4] over cameras[5] and wearable devices[6], such as it is unaffected by lighting conditions, provides better identification range, as WiFi signal can penetrate physical barriers [7–10]. It’s possible to use wifi signals to identify and authorize employees’s access to smart office buildings, as shown in Fig. 1. When a person makes a hand gesture in the appropriate position of the entrance, the WiFi

![Fig. 1 Wi-ID system scenarios](image-url)
device can identify the user based on their actions. Existing smart office applications utilize cameras to verify users’ identity, however, vision-based methods are often limited by lighting conditions. In addition, these systems can easily invade or reveal the personal information of users. In contrast, WiFi signals are hardly affected by the environment such as light and not invasive to the users’ privacy, which makes it possible to be utilized for user authentication.

There are a few works on WiFi-based identification systems. Lu et al. [4] proposed a continuous user authentication system to capture the unique physiological characteristics of human respiratory movements by WiFi signal. However, the range of breathing movement is very limited, which is relatively easy to be disturbed. Thus, the action with a large range of motion can be designed to reduce the interference caused by other objects in the environment.

In this paper, we propose the creation of a Wi-ID system, a WiFi-based identification system using gesture actions and utilizes Commercial-Off-The-Shelf (COTS) WiFi devices to verify user identity. The advantages of the proposed Wi-ID system over existing user authentication methods primarily include easily performing specific gestures and a secure identification process. However, there are two major challenges: how to design simple gestures to identify individuals easily? And how to extract features with high accuracy to isolate individuals from tiny WiFi signal variations? To solve the first challenge, the three gestures from the traditional rock-paper-scissors game are utilized for user authentication. This simple children’s game, which originated from Han Dynasty in China, has been widely known in the world. In addition, these gestures reflect dynamic changes of structure and space when the hand performs a series of movements. These changes affect the transmission of WiFi signals to varying degrees, and these changes can be used to realize user authentication.

We then extract the whole feature of three hand gestures from both the time and frequency domains instead of the single gesture feature extracted. And we utilize LDA to convert coordinates in the time domain and extract DTW features to analyze the amplitude information. In the frequency domain, features AP-KU and SP-SK are extracted to analyze the Wi-Fi signal energy distribution information. The identification model is based on the extracted DTW, AP-KU, SP-SK, and other features. Random forest (RF) is utilized for applying weight to the model, and identify users through the LSTM cyclic neural network to realize user authentication.

The main contributions of this paper are summarized in the following:

- Hand gestures from the traditional rock-paper-scissors game are selected to verify the users’ identity. These gestures include an open hand, a clenched fist, and a partially opened fist with two fingers extended. These gestures reflect the structural and spatial changes of these hand movements. Three other gestures are selected for comparison effective authenticators.
- The whole of features of three hand gestures instead of the single gesture feature extracted by the existing methods. We select DTW time-domain features based on linear discriminant analysis to analyze the amplitude in-
formation of gestures. Energy distribution information is analyzed by using frequency domain characteristics of WiFi signals, including AP-KU and SP-SK. In addition, radio frequency is applied to the data to distinguish the contribution of extracted features to the whole user authentication system.

– The effectiveness and robustness of the Wi-ID system are evaluated on a computer installed with an Intel Link 5300 wireless networking card. The experiment results show the accuracy of individual Wi-ID system differentiation is over 92% with an average accuracy rate of 96%. The Wi-ID system could also authenticate users based on incomplete hand gestures and identify hostile intruders from imitating hand gestures.

The rest of this paper is organized as follows: Section 2 of this paper illustrates related research, the CSI signals are reviewed in detail in Section 3, and the system design is described in Section 4. Section 5 describes the results and comprehensive evaluation of the user authentication experiment, and the paper is summarized in Section 6.

2 Related Work

Gesture recognition is the foundation of user authentication, which can be categorized into sensor-based, vision-based, and radio frequency-based human motion recognition systems.

2.1 Sensor-Based Motion Recognition

Sensor-based gesture recognition methods utilize wearable sensors to acquire features of individual activities that can be utilized to identify human motion [1–3,6,14,15]. Duan et al. [14] proposed a new gesture recognition system under the premise of limiting the number of EMG signal sensors. The three signal channels in the system can classify nine different gestures. He et al. [6] compared the performance of a single-channel ultrasound system using surface EMG signals, indicating the possibility of combining two signal patterns to perform gesture recognition. Mantyjarvi et al. [15] studied the utilization of gait signals acquired by the three-dimensional accelerometer carried by the user to identify the action. Correlation, frequency domain, and data distribution statistics are all utilized in this system. Using this new gait recognition method proves that it is feasible to identify motion. However, these methods require the sensor to be worn in a specific manner to ensure accurate operation. It is also important to note that not everyone is willing to wear the sensor.
2.2 Vision-Based Motion Recognition

The vision-based motion recognition methods utilize images and videos to recognize human activities [40]. Zimmermann et al. [5] proposed a method for estimating the three-dimensional position of a hand using conventional RGB images. These methods utilize a deep network-implicit three-dimensional connection combined with the key points detected in the image to estimate a clear three-dimensional profile. Chen [17] proposed a fusion approach for improving human action recognition based on two differing modality sensors consisting of a depth camera and an inertial body sensor. In [18], the researchers utilized body language to study automatic emotion recognition and define a complete framework for automatic emotional body gesture recognition. Shotton et al. [19] proposed a new method for quickly and accurately predicting the 3D position of humans using a single depth image, and designed an intermediate model of the human body to transform the difficult statistical problem of analyzing human postures into a simplified pixel classification. Moddrop [20] is based on multi-scale and multi-modal deep learning for gesture detection and localization. Photo Sleuth [48] is a web-based platform for user authentication, which can help users successfully identify unknown portraits. Song [49] utilized a single stereo camera to track the body and hands and adopt model-based methods and particle filters to reconstruct body posture in 3D space to achieve human-computer interaction. Each visual form captures spatial information at a specific spatial scale (such as half-length or at the hand movement level), and the entire system operates on three-time scales. Although the above vision-based methods have strong identification accuracy to a certain extent, from a privacy perspective, these methods are invasive in both office and smart home applications.

2.3 Radio Frequency-Based Motion Recognition

RF-based sensor technology has received widespread attention from many researchers due to the increasing popularity of wireless devices [21–35]. In [41], a dedicated hardware sensor that utilizes human body features to sense body movements serves as an antenna to sense the posture of the entire body. WiTrack [42] utilizes FMCW (Frequency Modulated Continuous Wave) technology to calculate the Time of Flight (TOF) to track the target as well as the user’s three-dimensional motion. Li et al. [33] proposed an efficient method based on the seam carving algorithm, which can extract features of different gestures and users effectively to realize gesture recognition. Pu et al. [43] proposed the WiSee system, based on the USRP-N210 experimental platform, which utilized the Doppler effect of radio waves to realize gesture recognition. Kellogg et al. [44] designed a special low-overhead system, called AllSee, extracting gesture information from the TV and RFID signal with minimal power drain. Widar [11] is a Wi-Fi-based zero-effort cross-domain gesture recognition system. Widar is a one-fits-all model that requires only one-time training
but can adapt to different data domains. Gu et al. [12] proposed a device-
free real-time behavior analysis system based on WiFi signals, which utilized
signal distortions caused by gestures to interpret different gesture combina-
tions. Chen et al. [13] extracted human gestures from Channel State Informa-
tion (CSI) signals and trained features using an attention-based bidirectional
Long Short-Term Memory (LSTM) network, to recognize the movements. In
the above wireless radio-based systems, the high costs of hardware and reg-
ulations limit their practicality. Therefore, researchers have been focused on
designing human motion tracing systems based on CSI signals that have been
collected by low-cost and popular WiFi chipset. WiGest [45] utilized WiFi
signal strength changes to recognize a series of gestures. Wang et al.[46] ana-
lyzed the radio propagation model and proposed a fall detection system called
WiFiFall. CARM [47] is a CSI-based human activity recognition system that
establishes the correlation between CSI value dynamics, then CARM matches
the given activities to the most suitable profile to recognize human activities.
All the above studies focus on recognizing human motion and action based
on CSI signals using commercial network cards, but none of these studies can
identify people, since this requires a high degree of user authentication ac-
curacy. Liu et al. [4] proposed a continuous user authentication system that
extracts unique human respiratory biometrics from existing WiFi signals. This
study takes advantage of WiFi-based signals the rock-paper-scissors hand ges-
tures from traditional Chinese games to user authentication, which is robust
to the interference caused by other objects for the gestures with a larger range
of motion.

3 Channel State Information

CSI is a kind of data format for indicating the channel frequency response
(CFR) of a sub-carrier granularity obtained by commercial IEEE 802.11a/g/n
wireless network cards based on OFDM technology. Even with the same ges-
tures, different users may exhibit subtle differences on their wireless channel
due to their unique physiological characteristics (such as hand size and thick-
ness) and behavioral characteristics (such as hand movements). Specifically,
each group of CSI signals represents the amplitude and phase of an orthogonal
frequency division multiplexing subcarrier, as follows

\[ H(k) = ||H(k)|| e^{j\angle H(k)}, \]  

where \( H(k) \) is the CSI measurement of subcarrier \( k \), \( ||H(k)|| \) and \( \angle H(k) \) is the
amplitude and phase of CSI measurement in subcarrier \( k \), respectively.

Let \( N_t \) and \( N_r \) be the number of transmitting and receiving antennas. And,
the MIMO system consists of \( N_t \times N_r \) antenna pairs. The received signal can
be expressed as

\[ Y_p = H_p^k \times X_k^p + Nk \in [1, C], p \in [1, N_t \times N_r], \]  

where \( H_p^k \) is the CSI measurement of subcarrier \( k \), \( X_k^p \) is the signal transmitted
by antenna \( p \) at subcarrier \( k \), and \( Nk \) is the additive white Gaussian noise.

where $H^p_k$ represents channel frequency response (CFR) of antenna pair $k$ on subcarrier $p$ at any time. In this paper, we only focus on the amplitude of CSI measurement due to the imperfect phase of CSI measurement. The time stream of CSI measurement $H^p_k$ is called the CSI stream. $X^p_k$ denotes a signal vector of subcarrier $p$ of antenna pair $k$. $N$ is a noise vector, Gaussian White Noise. There are thirty 802.11n OFDM subcarrier settings in our experiment, therefore, we can obtain $C = 30$, and the total dimension of the CSI time series is $30 \times N_t \times N_r$.

4 System Design

The Wi-ID system consists of three modules: a data preprocessing module, feature extraction and selection module, and a human identity authentication module as shown in Fig. 2. Detailed descriptions about each module as follows:
4.1 System Overview

The proposed Wi-ID system is a WiFi-based identification system using gesture actions, shown in Figure 2. The basic system concept is to identify individuals by using WiFi signals to capture individuals’ unique signatures in a specified set of physical gestures. The data preprocessing module is illustrated in Fig. 2. Due to changes in the environment and ambient radio interference, the CSI measurement values collected from the environment are often noisy. To reduce environmental noise and interference, Principal Component Analysis (PCA) is utilized to process raw CSI measurements. In the feature extraction and selection module as shown in Fig. 2, we set the threshold of CSI measurement variance to determine the starting and ending point of the rock-paper-scissors gestures. In each feature extraction window, we extract gesture features in the time and frequency domains respectively. In the time domain, DTW is proposed to analyze amplitude information based on the LDA method. In the frequency domain, AP-KU and SP-SK are utilized to analyze energy distribution. In the human identity authentication module shown in Fig. 2, RF is utilized for applying weights to the feature extraction data. Different weights are assigned to corresponding features extracted from the feature extraction and selection module to train the LSTM model. The Wi-ID system identifies the user based on the training model.

4.2 Data Preprocessing

CSI measurement will be interfered with by non-testers behaviors and hardware errors. Thus, the Butterworth filter is utilized to denoise the original CSI stream. Given that the background noise frequency is much higher than any given gesture frequency, we utilize a Butterworth low-pass filter to remove the high-frequency environmental noise from the collected signals [14]. The frequency response of the Butterworth filter is the flattest filter in the passband and becomes zero in the stopband. Normalized Butterworth filters are defined in the frequency domain as follows:

\[ |H_n(jw)| = \frac{1}{\sqrt{1+w^{2n}}} \quad (3) \]

where \( n \) denotes the order of Butterworth filter, \( j \) represents an imaginary unit, and \( w \) is the angular frequency of signals in radians per second. \( w_c \) is utilized to denote the cut-off frequency of the Butterworth filter. The sampling rate \( F_s \) in the experiment is set at 1000 samples per second. Normally, the frequency of human gesture movement ranges from 0 to 15 Hz, with a median frequency of 5.125 GHz. Therefore, the cut-off frequency of the Butterworth low-pass filter is calculated as follows:

\[ w_c = \frac{2\pi f}{F_s} = \frac{2\pi \times 15}{1000} = 9.42. \quad (4) \]
After applying the Butterworth filter, the high-frequency environmental noise is removed from the received signals. However, the simple low-pass Butterworth filter could not effectively filter interference from other actions, hence PCA is applied to further process the filtered data to obtain fine-granularity gesture information. CSI streams have multiple subcarriers, including 30 subcarriers in IEEE 802.11n, and there is a correlative relationship between the background noise among multiple subcarriers. From the research, it can be observed that human gestures are continuous, and different changes take place on different subcarriers with the increase of time. PCA is a dimension reduction technique, which transforms linearly related variables into almost linearly independent variables by orthogonal transformation and generates new features based on the original features to realize feature extraction. Based on these facts, PCA is utilized to filter Gauss white noise and interference from other actions to reduce the dimension of the CSI stream. Therefore, the available part of the signals is obtained and used as the main dimension and showed a relatively large energy level. And the white noise and interference signals are considered as other dimensions. Then, redundant signal dimensions are removed and only leave the signal’s most usable portion. After performing data processing, background noise and interference from other actions are removed, and the fine-granularity CSI information is obtained to reflect changes in the users’ rock-paper-scissors gestures.

Fig. 3 is the CSI signal of the 30th subcarriers before data preprocessing. Fig. 4 is the post-data preprocessing result of the CSI signal of the eighth volunteer’s rock-paper-scissors gestures over for three seconds. Following data preprocessing shown in Fig. 4, gesture changes more clearly, and the fluctuation in noise and interference on the CSI stream is minimized.

Fig. 5 and Fig. 6 show variations in CSI amplitude extracted over time for the 30th subcarriers when two users make rock-paper-scissors gestures on an 802.11n WiFi device. The CSI amplitude showed different trends between two users, which proved that CSI can capture individuals’ unique physiological and behavioral characteristics.

Fig. 7 and Fig. 8 show the results of PCA dimensionality reduction of data on the 30th subcarrier of user 7 and user 8 respectively, where the X-axis represents the time point of spectrum diagram calculation, the Y-axis
represents the signal frequency, and the Z-axis represents the PSD of this point. It can be observed the individuals’ features are distributed across different locations after PCA dimension reduction.

4.3 Feature Extraction

In this section, we extract the features of the whole of gestures from the time domain and the frequency domains to realize user authentication. To provide finer granularity features for each activity, the CSI stream is first segmented to containing gesture movements into windows. Since there is a significant difference between the moving part and the stationary part of the CSI stream, the variance of CSI streams is utilized to segment continuous CSI signals. The characteristics of CSI signals in time domain and frequency domain are
studied, and the amplitude information and energy distribution information of the CSI signals are analyzed respectively.

4.3.1 Feature Extraction at Time Domain

The Wi-ID system extracts the features of the whole three gestures in two steps in the time domain. In the first step, we utilized LDA to acquire new
coordinates for the CSI stream. In the second step, DTW features are extracted based on the new coordinate system which is described in detail in the following.

**Linear Discrimination Analysis (LDA) Technology:** LDA is initially a dimensionality reduction technique for supervised learning to select the best projection for performance classification. In the proposed Wi-ID system, the CSI stream has a sequence of \( \{(x_i, y_i)\}_{i=1}^{m} \), where \( m \) represents the CSI sequence length of CSI sequence. The LDA conversion process for the CSI sequence is described as follows. The CSI sequence is first projected into the line \( y = \omega^T x \), where \( x = [(x_i)_{i=1}^{m}]^T \) denotes a signal sequence’s abscissa vector, and \( \omega \) is a feature vector (column vector). Secondly, the covariance matrix of the same sample corresponding to the CSI signal sequence of a volunteer’s gestures after projection is as follows:

\[
\Sigma(\omega^T x - \omega^T u_i)^2 = \omega^T \Sigma[(x - u_i)(x - u_i)^T]w, \tag{5}
\]

where \( u_i \) represents the mean of the CSI sequence, and \( \Sigma[(x - u_i)(x - u_i)^T] \) denotes the covariance matrix before the projection of CSI sequence of the same volunteer. Let \( \Sigma_0 \) and \( \Sigma_1 \) represent the covariance matrix before the projection of a pair of volunteer CSI sequences. The covariance matrices are obtained and projected to the above straight lines as \( \omega^T \Sigma_0 \omega \) and \( \omega^T \Sigma_1 \omega \), respectively. Finally, we minimize the covariance matrix of CSI sequences to make projection points fit more closely with the same volunteer. This is formulated as follows:

\[
\min(\omega^T \Sigma_0 + \omega^T \Sigma_1 \omega). \tag{6}
\]

Additionally, to differentiate volunteer projection points, the distance between different volunteer data centers must be as large as possible. This is formulated
as follows:

$$\max ||\omega^T u_0 - \omega^T u_1||.$$  \hspace{1cm} (7)

By combining Equation (6) and Equation (7), the following optimization objectives are obtained:

$$\max J = \frac{||\omega^T u_0 - \omega^T u_1||}{\omega^T \Sigma_0 + \omega^T \Sigma_1 \omega} = \frac{\omega^T (u_0 - u_1)(u_0 - u_1)^T \omega}{\omega^T (\Sigma_0 + \Sigma_1) \omega}.$$  \hspace{1cm} (8)

**Dynamic Time Warping (DTW) Technology**: The Wi-ID system obtained DTW features in the view of a new coordinate. The DTW feature method consists of two steps. Some notion for further analysis is first defined. Let the CSI sequences on channel $k$ of two volunteers be $A_k$ and $B_k$, respectively. Let the two volunteers CSI lengths be $m$ and $n$, respectively. The specific expression is as follows:

$$A_k = a_{k1}, \cdots, a_{ki}, \cdots, a_{km},$$  \hspace{1cm} (9)

$$B_k = b_{k1}, \cdots, b_{kj}, \cdots, a_{kn},$$  \hspace{1cm} (10)

where $a_{ki} = (x_{ki}, y_{ki})$ represent the coordinates. The new coordinates for $A_k$ and $B_k$ using LDA can be represented as:

$$A_k' = a_{k1}', \cdots, a_{ki}', \cdots, a_{km}',$$  \hspace{1cm} (11)

$$B_k' = b_{k1}', \cdots, b_{kj}', \cdots, a_{kn}'.$$  \hspace{1cm} (12)

Secondly, by letting $DTW_k$ denote the DTW value of channel $k$ between $a_{ki}'$ and $b_{kj}'$, the obtained results as follows:

$$DTW_k(i,j) = d(a_{ki}', b_{kj}') + \min\{DTW_k(i-1,j-1), DTW_k(i-1,j), DTW_k(i,j-1)\},$$  \hspace{1cm} (13)

where $d(a_{ki}', b_{kj}')$ is the distance between $a_{ki}'$ and $b_{kj}'$ in the new coordinate system. In this paper, 30 channels are utilized. Therefore, the obtained DTW eigenvalue is $DTW = \frac{1}{30} \sum_{i=1}^{30} DTW_k$.

### 4.3.2 Feature Extraction at Frequency Domain

Considering the noise may disturb the features at the time domain, the features at the frequency domain for the whole of three gestures can be adopted for a better analysis. Therefore, the Wi-ID system also extracts features at the frequency domain. The Wi-ID system extracts two features at the frequency domain, that is, the PSD’s AP-KU and SP-SK according to the different intensity of each user’s gestures. AP-KU is calculated as follows:

$$AP - KU = \frac{1}{N} \sum_{i=1}^{N} \frac{C(i) - \mu_{amp}}{\sigma_{amp}}^4 - 3,$$  \hspace{1cm} (14)
where
\[ \mu_{\text{amp}} = \frac{1}{N} \sum_{i=1}^{N} C(i), \]  
(15)
and
\[ \sigma_{\text{amp}} = \sqrt{ \frac{1}{N} \sum_{i=1}^{N} (C(i) - \mu_{\text{amp}})^2 }, \]  
(16)
where \( C(i) \) is the frequency amplitude value of the window \( n \), and \( N \) denotes the total number of windows. Considering the different positions and amplitude of each user’s hand gesture motions, the SP-SK of the shape statistics is chosen as the primary feature. SP-SK can be formulated as follows:
\[ \text{SP} - \text{SK} = \frac{1}{S} \sum_{i=1}^{N} \frac{i - \mu_{\text{amp}}}{\sigma_{\text{shape}}} C(i), \]  
(17)
where
\[ \mu_{\text{shape}} = \frac{1}{S} \sum_{i=1}^{N} i C(i), \]  
(18)
and
\[ \sigma_{\text{amp}} = \sqrt{ \frac{1}{S} \sum_{i=1}^{N} (i - \mu_{\text{shape}})^2 C(i) }. \]  
(19)

4.4 Classification and Identification

User authentication is fundamentally related to user security issues. Thus, Wi-ID system must have high recognition accuracy. We design an LSTM-based network to identify individuals. The DTW feature is extracted from the time domain, and features are also extracted from the maximum, minimum, and mean values of the second component after PCA. Thus, AP-KU and SP-SK values at the frequency domain are obtained. The Wi-ID system utilizes RF to assign different weights to different features to improve user authentication accuracy. Let \( x_1, \ldots, x_6 \) denote the six features extracted from the Wi-ID system. In each tree of the RF system, a tree is built to randomly extract autonomous training samples and calculated the out-of-bag (OOB) error rate. A very important feature would have a change that greatly impacts the test error, while an insignificant feature would have little impact on the test error. We utilize OOB samples to obtain error \( e_1 \), and randomly changed column \( j \) in OOB, but kept everything else the same. To realize the error, random vertical permutations are performed on column \( j \) to obtain error \( e_2 \). We characterize the importance of feature \( j \) as \( e_1 - e_2 \), normalized it, and averaged it to obtain the permutation importance index \( V I M_{OOB}^{i,j} \) of \( x_j \). We can then obtain
\[ V I M_{OOB}^{i,j} = \sum_{\pi=1}^{n_0} \frac{1}{n_0^i} I(Y_p = Y^i) - \sum_{\pi=1}^{n_0^i} \frac{1}{n_0} I(Y_p = Y^i_{\pi,n}), \]  
(20)
where $n_0^i$ is the observation number outside the tree bag $i$, $I(.)$ is the indicator function, $Y_p \in \{0, 1\}$ is the observation result before the random permutations, changing column $j$ data in OOB is denoted as $\pi_j$, and $Y_{i,p, \pi}$ is prediction result of the $i$-th tree on the $p$-th observation of OOB data after random permutations. $VIM_{j}^{OOB}$ of $x_j$ ($1 \leq j \leq 6$) is obtained by taking the average value

$$VIM_{j}^{OOB} = \frac{\sum_{j=1}^{n} VIM_{i,j}^{OOB}}{n}. \quad (21)$$

Fig. 9 shows the feature weights of a data set from volunteers. The x-axis represents the selected feature class, and the y-axis represents the weight. It can be observed that the feature of the selected DTW has a higher weight than other features. In addition, the weight of the time domain features is often higher than frequency-domain features. The training design is based on the LSTM neural network. Specifically, the input vector of the LSTM is features extracted in the time domain and frequency domain of CSI data with 30 subcarriers and weighted by random forests, such as features obtained by LDA algorithm, AP-KU, SP-SK, and maximum and minimum of each CSI subcarrier.

5 Implementation and Evaluation

In this section, we conduct experiments to evaluate the performance of our proposed Wi-ID system.
5.1 Experimental Setup

Existing commercial hardware devices are utilized for implementing the Wi-ID system. Two PCs are utilized as transceivers, and the network card is an Intel 5300 wireless network card. Using Ubuntu version 14.04, the two computers are equipped with an Intel Core i9 processor and 8 GB RAM. They are equipped with one transmitting antenna and three receiving antennas. These antennas are placed horizontally above the ground. The distance between the transmitting antenna and the receiving antenna is 1.5 meters. The volunteer making gestures stands in the line between the transmitting antenna and the receiving antenna and is 0.2 meters from the transmitting antenna, which is shown as location 1 in Fig. 13. The transmission frequency of the transmission equipment is 1000 Hz. The experiment data sets were collected from 30 volunteers (also referred to as users in this paper), including 15 males and 15 females. The volunteers are in the age range of 20 to 36 years old. To ensure the effectiveness and robustness of data acquisition, we collect the rock-paper-scissors gestures in the morning, noon, and night of a week. During one data collection session, the volunteers made a continuous rock-paper-scissors gesture for 5 seconds and repeated it for 10 minutes. We obtained a total of 37800 (30 × 7 × 3 × 60) gesture data samples from 30 volunteers, which were labeled according to user names. Among them, 80% of the samples were selected as the training set for model training, and the rest of them were selected as the validation set for model parameter adjustment.

5.2 Wi-ID system Accuracy

The system design aimed to identify volunteers from their rock-paper-scissors gestures. And to verify the validity of our model, we conducted the following experiments.

5.2.1 User Identification Accuracy

To verify our model on a test data set that is coming from the same setup of the training data set, we selected 20 volunteers randomly and asked them to do rock-paper-scissors gestures in 10 minutes as the test data set in turn under the same configuration environment. Fig. 10 shows the confusion matrix identified by these volunteers. The experimental results show that the identification accuracy is over 92% for these 20 volunteers, with an average accuracy of 96.86%. For user 6, user 11, and user 20, the identification accuracy is 100% because of their highly consistent gestures. Several volunteers’ identification accuracy is reduced because of the errors they made while making gestures. Fig. 11 shows the accuracy rate, recall rate, and F1-score value of the Wi-ID

---

1 Z. Zheng, J. Zhang, and Q. S. Wang, “Three gesture signals in WiFi environment,” 2020, [Online] https://ieeexplore.org/document/three-gesture-signals-wifi-environment.
system for selected 20 volunteers. Here, we can see that our proposed system can effectively identify volunteers in the general environment.
5.2.2 Accuracy in Different Experimental Setups

We conducted experiments on test data sets collected from different experimental setups with the training data sets to test the performance of the Wi-ID system.

**Different Distances between Router and PC.** To verify the impact of different distances between router and PC on the performance of the Wi-ID system, 5 volunteers are selected randomly to perform tests (three men and two women). In the experiment, the distance between the router and the PC was set at 1.5 m, 2 m, and 3 m, respectively. The identification effect at these distances is shown in Fig. 12, and these 5 volunteers all performed highly in all types of discriminant scenarios.

**Different locations of volunteers** To verify the impact of the different locations of volunteers on the Wi-ID system’s performance, we changed the locations of volunteers on the experiment. We randomly selected 10 volunteers to perform the gestures on location 1 and location 2 in Fig. 13. As Fig. 13 shown, the distance between location 1 and location 2 is 1 m. Table 1 shows the Wi-ID system’s average precision for location 1 and location 2 with these 10 volunteers, which proves that the Wi-ID system has a good performance for the test data sets collected from different locations.

| Experimental Setting | Average Precision |
|----------------------|-------------------|
| Position 1           | 94.98%            |
| Position 2           | 92.53%            |

Fig. 12 Influence of distance between router and PC on identification effect

Table 1 Results of different distribution of people and transceivers
Fig. 13 The locations of volunteers

|          | Classified people | Desired people |
|----------|-------------------|---------------|
|          |                   |               |
|          |                   | 93.26%        |
|          |                   | 9.74%         |
|          |                   | 7.48%         |
|          |                   | 92.52%        |

Fig. 14 Recognition result of rock-paper-scissors gestures

|          | Classified people | Desired people |
|----------|-------------------|---------------|
|          |                   |               |
|          |                   | 85.73%        |
|          |                   | 14.27%        |
|          |                   | 16.45%        |
|          |                   | 83.55%        |

Fig. 15 Recognition result of “OK”-“number eight”-“pointing” gestures
Table 2 Incomplete gesture experimental results of user 2

| User No. | Precision | User No. | Precision |
|----------|-----------|----------|-----------|
| User 1   | 0.00%     | User 11  | 0.56%     |
| User 2   | 92.08%    | User 12  | 0.00%     |
| User 3   | 0.08%     | User 13  | 0.25%     |
| User 4   | 2.25%     | User 14  | 0.00%     |
| User 5   | 1.04%     | User 15  | 0.00%     |
| User 6   | 0.00%     | User 16  | 0.12%     |
| User 7   | 1.46%     | User 17  | 0.00%     |
| User 8   | 0.00%     | User 18  | 0.00%     |
| User 9   | 0.00%     | User 19  | 0.24%     |
| User 10  | 1.92%     | User 20  | 0.00%     |

5.2.3 Accuracy for Different Gesture Sets

To verify the gesture set impact on the performance of the Wi-ID, we experimented on two different gesture sets for the Wi-ID. One is the chosen gesture set of rock, paper, and scissors by this paper. The other gesture set consists of the hand gestures for "OK", "number eight", and "pointing" gestures that are randomly selected from the nine gestures that are stated as classifiable in [14] through the three channels of the surface EMG signal. Two volunteers are selected to perform these two sets of gestures for 10 minutes, and the data is processed and sent to the Wi-ID system. Fig. 14 and Fig. 15 show the experimental results. It can be observed that the individual discrimination of the rock-paper-scissors gestures is greater than the other gesture set. Therefore, the rock-paper-scissors gestures can uniquely identify individuals to realize the goal of accurate user authentication.

5.2.4 Accuracy of Incomplete Gestures

Considering that users might only make partial gestures due to habits or other reasons, we also carried out an incomplete gesture recognition experiment where the user deliberately completes only two-thirds of the entire rock-paper- and scissors gestures instead of the complete gesture. One out of the 20 volunteers is randomly chosen to perform incomplete rock-paper-scissors gestures for 3 minutes to obtain a test data set, that then ran in the proposed Wi-ID system. Table 2 shows the experimental results of the proposed Wi-ID system. The randomly chosen person in the experiment is user 2, and Table 2 clearly shows that our Wi-ID system could still identify user 2 based on the person’s incomplete gestures. Thus our system can still verify user identity in case of incomplete gestures.
Table 3 | Results of robustness for preventing intruders

| User No. | Precision | User No. | Precision |
|----------|-----------|----------|-----------|
| User 1   | 0.00%     | User 11  | 0.00%     |
| User 2   | 90.05%    | User 12  | 0.32%     |
| User 3   | 0.00%     | User 13  | 0.28%     |
| User 4   | 0.45%     | User 14  | 0.00%     |
| User 5   | 7.95%     | User 15  | 0.00%     |
| User 6   | 0.00%     | User 16  | 0.12%     |
| User 7   | 0.08%     | User 17  | 0.00%     |
| User 8   | 0.00%     | User 18  | 0.22%     |
| User 9   | 0.00%     | User 19  | 0.08%     |
| User 10  | 0.45%     | User 20  | 0.00%     |

Table 4 | Experimental results of robustness for multiple interference sources

| Experimental Setting                  | Average Precision |
|--------------------------------------|-------------------|
| Without Multiple Interference Sources| 94.98%            |
| Multiple Interference Sources        | 83.21%            |

5.3 Robustness of Wi-ID

5.3.1 Robustness in preventing Intruders

The proposed WI-ID system must take into account the possibility of malicious intruders trying to force their way into environments, such as smart homes or smart offices by imitating hand gestures. Therefore, a simulated intrusion experiment is conducted to verify whether the system can accurately identify simulated intrusion attempts by non-authorized users. Out of the 20 volunteers, two volunteers with the most similar physical characteristics (such as hand size and thickness) are selected. User 2 and User 5 are selected. User 5 is chosen as the main subject while user 2 simulated an intrusion attempt. The collected signals are run through the Wi-ID system, and the identification results are obtained. Table 3 shows the results of the simulated intrusion experiment. From Table 3 it can be seen that the frequency where the Wi-ID system misidentified user 2 as user 5 is low, which proves that the Wi-ID system can still accurately identify individuals for user authentication purposes under hostile intrusion conditions.

5.3.2 Robustness against Multiple Interference Sources

To verify the Wi-ID system identification effect from other people’s interference, we added a few bystanders to pace back and forth a meter away from a user undergoing the user authentication process. Table 4 shows the identification result of this experiment. From the results it can be observed even with the presence of human interference, the Wi-ID system is still reliable and still has high identification accuracy.
6 Conclusion

In this paper, we have proposed the creation of a Wi-ID system, a WiFi-based device-free personal identification system. Rock-paper-scissors gestures are selected as input commands for the Wi-ID system for this study, as the gestures involve individualized spatial changes between fingers, palms, and the backs of the hands. For data processing, Butterworth low-pass filtering and PCA are applied to reduce noise in the CSI data. For feature extraction, the whole feature of three gestures is extracted from the time domain and the frequency domain respectively. In particular, a new feature DTW is utilized in the time domain after coordinate transformation is performed with LDA, and AP-KU and SP-SK features are extracted from the frequency domain. Based on the contribution of the extracted features to the whole model, this paper utilizes random forests to assign different weights to the feature value, and the LSTM model is designed to identify individuals. Experimental results show that the identification accuracy of the Wi-ID system is more than 92% for different users. In terms of robustness, the Wi-ID system can accurately identify malicious imitation behaviors of illegal users and achieve high identification accuracy at different distances between the router and PC human interference conditions.
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