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ABSTRACT As cyber-attacks grow fast and complicated, the cybersecurity industry faces challenges to utilize state-of-the-art technology and strategies to battle the consistently present malicious threats. Phishing is a sort of social engineering attack produced technically and classified as identity theft and complicated attack vectors to steal information of internet users. In this perspective, our main objective of this study is to propose a unique, robust ensemble machine learning model architecture that provides the highest prediction accuracy with a low error rate while proposing few other robust machine learning models. Both supervised and unsupervised techniques were used for the detection process. For our experiments, seven classification algorithms, one clustering algorithm, two ensemble techniques, and two large standard legitimate datasets with 73,575 URLs and 100,000 URLs were used. Two test modes (percentage split, K-Fold cross-validation) were utilized for conducting experiments and final predictions. Mechanisms were developed to (I) identify the best N, which is the optimal heuristic-based threshold value for splitting words into subwords for each classifier, (II) tune hyperparameters for each classifier to specify the best parameter combination, (III) select prominent features using various feature selection techniques, (IV) propose a robust ensemble model (classifier) called the Expandable Random Gradient Stacked Voting Classifier (ERG-SVC) utilizing a voting classifier along with a model architecture, (V) analyze possible clusters of the dataset using k-means clustering, (VI) thoroughly analyze the gradient boost classifier (GB) with respect to utilizing the “criterion” parameter with the Mean Absolute Error (MAE), Mean Squared Error (MSE), and Friedman_MSE, and (VII) propose a lightweight preprocessor to reduce computational cost and preprocessing time. Initial experiments were carried out with 46 features; the number of features was reduced to 22 after the experiments. The results show that the GB classifier outperformed with the least number of NLP based features by achieving a 98.118% prediction accuracy. Furthermore, our stacking ensemble model and proposed voting ensemble model (ERG-SVC) outperformed other tested approaches and yielded reliable prediction accuracy results in detecting malicious URLs at rates of 98.23% and 98.27%, respectively.

INDEX TERMS Phishing URLs, cybersecurity, machine learning, NLP, supervised, unsupervised.

I. INTRODUCTION Since about a decade, internet usage has increased exponentially, and internet users have used it to find and accomplish their various demands like communication, shopping, payment transactions, and more by utilizing the web instead of using time-squandering conventional techniques [1]. The internet is empowering for many activities and makes life easy. Even so, it has its own shortcomings and weaknesses. Cybercriminals abuse the weaknesses of the internet and exploit them to defraud innocent users [2]. An adaptive time-based algorithm was proposed in a recent study [3] identifying the likelihood of malicious attacks with high accuracy. Phishing is the most popular tool amongst hackers for executing attacks in an endeavor to obtain sensitive information such as our account credentials, bank account information and sometimes social media information by deceiving and misleading the user to pay into the hacker’s account, and
more. This is achieved by; (I) posing as a legitimate institution, (II) using human emotions like fear, generosity and greed to lure the user into clicking on a link on a web page that appears genuine, (III) making user download and install malware. The attacker’s advanced phishing procedures and semantics-based attack structure make it difficult for users to distinguish genuine web content and phishing attacks [4]. Hence, it is challenging for the network administrators and cyber security experts to impede these attacks, efficiently using human and computer weaknesses. Therefore, advanced algorithms are needed to shield users from such attacks.

Phishing attacks have become a global threat due to their expanded extremely fast expansion in the most recent couple of years [5]–[8]. It is absurd to expect a 100% phishing attack detection approach, as attackers routinely change their attacking methods. As such, various solutions have been suggested by experts over the previous years to detect and mitigate phishing attacks. However, the burden of phishing attacks still exists, and developing an efficient anti-phishing approach has become challenging. Moreover, most anti-phishing solutions produce high false positives and are not capable of dealing with zero-hour attack. Email is the mainstream which attackers use to deploy phishing attacks. In addition, messaging has now bought into the mainstream in delivering phishing attacks. Phishing approaches are usually separated into two groups: user awareness and a systematic approach.

For various reasons, the user awareness approach is not adequate to prevent phishing attacks [9]. Some of these reasons include (I) user having lack of knowledge about URLs, (II) user’s uncertain of websites to trust, (III) the existence of malicious URLs that are usually hidden from the users, and (IV) malicious websites that look identical to original websites. Hence, most previous works have focused on systematic approaches to detect and extenuate. The traditional systematic approach is to use a list-based (black list, white list) method to detect phishing attacks. A very-high-security environment is generated by detecting systems based on whitelists, where filtering the incoming URL in the list, allows only genuine emails to reach the end-user. However, the problem with this type of detection system is that it considers benign, newly created, and unlisted legitimate URLs to be malicious.

Hence, companies are currently using various software-based solutions such as image processing, natural language processing, ML or AI to detect malicious URLs [10]. Phishing attacks can be detected effectively by AI and machine language (ML) methodologies instead of static techniques. To help alleviate the phishing detection problem, this paper introduces a solution with a robust ML model that provides high phishing-attack detection accuracy by evaluating and verifying results using various datasets, thus leading to a globally acceptable solution.

A. RELATED WORKS
This section addresses the various ways that have been proposed to deal with phishing attacks by using ML techniques and different ensemble techniques, which were enhanced in order to obtain better results. Most studies have trained the classification algorithms by extracting features from phishing websites. Those characteristics can be divided into several classes, a few of which are shown in Figure 1. Therefore, it is easy to enable predicting the credibility of unseen URLs and the detection of phishing attacks by training ML algorithms with a rich collection of extracted features. Table 1 demonstrates the literary analysis of the research carried out in the same context.

On the other hand, an enhanced bagging technique was developed in the study [11], utilizing the misclassified predictions by the previous ML algorithm of the proposed ensemble architecture. The recent study [12] did a comparative analysis on gradient boosting algorithms, XGBoost, LightGBM, and CatBoost, regarding both accuracy and speed. A successful novel ensemble approach was proposed by Rojarath and Songpan [13] using the voting classifier. It uses probability-weight, which leverages the training data to generate its own probability calculations for each model. An effective prediction strategy based on stacking ensemble learning was proposed in study [14] to achieve reliable prediction results.

FIGURE 1. Few key categories of URL based features.

B. MOTIVATIONS AND CONTRIBUTIONS
An antiphishing solution with high accuracy, low false positives, and low false negatives could protect users from online threats. A limited dataset could be used to develop a solution using ML; however, a better product could be developed at an actual production level by using multiple datasets with large sample sizes for better outcome accuracy. For certain ML models, a small sample size typically provides a higher accuracy rate than that of a very large dataset and provides a biased performance while executing k-fold cross-validation and parameter-tuning-related experiments [25]. A very large feature set would dramatically increase the complexity of ML models and increase model computation time. Therefore, a well-organized feature-engineering process would lead to a simpler, more accurate ML model. To improve accuracy scores, building ensemble models is essential. Even so, computation time must be the biggest concern in such approaches. Additionally, a preprocessor is one of the vital components focused on ML-based examinations because it provides valuable information to train and test a model from raw data. Hence, having a robust preprocessor leads to highly accurate results. Preprocessor designers must determine specific heuristic-based threshold values for decision-making; however, those values may not provide optimal results for each classifier. A dynamic preprocessor is likely to provide more accurate results for those types of problem statements.
The main contributions of this paper include the following.

1) Identifies the best heuristic threshold values \( N \) to split words into subwords and obtain the best results from ML models.
2) Introduces a novel lightweight preprocessor that used the minimum number of features to obtain the highest accuracy scores.
3) Identifies the optimal number of features using a well-defined feature selection process with six different techniques such as constant and quasi constant removal.
4) Design of a rich ensemble model architecture using the voting classifier (ERG-SVC).
5) Comparison of the results of our method to those of others described in the literature.

D. STRUCTURE OF THE PAPER

The rest of this paper is structured in the following manner. Section (II) illustrates the methods and methodologies used for building ML models. The results are highlighted in section (III). Section (IV) discusses the findings of the study and sections (V) and (VI) elaborate on future directions and the conclusion.

II. MATERIALS AND METHODS

Figure 2 shows the step-by-step methodology that was followed throughout entire study. It shows how ML was used to distinguish between legitimate URLs and those devised for phishing by using classification, clustering, and ensemble ML techniques. The entire process included some major subprocesses: a feature extraction module, a best \( N \) selection module, and a feature selection module. All subprocesses and ML model building methodologies are discussed in detail in later sections.

A. DATA COLLECTION AND PREPARATION

A reliable and acceptable dataset is required as a key input for an ML-based detection approach for URL validity predictions. Therefore, three separate datasets were collected as shown in Table 2. The best ML model was determined by analyzing and comparing the proposed methodologies’ outcomes using various performance evaluation metrics on all datasets.

B. URL FEATURE EXTRACTION MODULE (PRE-PROCESSING)

Pre-processing data is vital before feeding it into the model. A study by Sahingoz et al. [10] proposed 40 different URL-based features to extract using natural language processing and third-party services. Our experiment,
FIGURE 2. Methodology proposed for building various machine learning models.
(I) omitted two third-party-based features (Alexa check and Alexa trie), out of 40 features from [10] study, (II) added 8 extra features from previous studies [28], [29], and (III) modified and retuned extra features for best results.

Figure 3 shows the key parts of the URLs that were used as inputs for feature extraction. Natural language processing was used to extract most of the features using URLs, and two features (F2 and F8) were extracted from third-party services. Newly added features (F1, F2, …, F8) are explained in detail after Figure 3.

1) F1 - HavingIP
Using an IP address instead of a URL domain is an alarming indication of malicious intent. Example: “http://125.98.3.123/fake.html”

\[ f(\text{domain}) = \begin{cases} 
\text{Phishing} & \text{If the domain part has an IP} \\
\text{Legitimate} & \text{Otherwise.} 
\end{cases} \]  \hspace{1cm} (1)

2) F2 - PageRank
The PageRank (PR) is a probabilistic algorithm utilized by Google in its search engine to evaluate the quality of the website and rank those web pages accordingly with their search results. PageRank works by checking the number and nature of associations with a page to roughly estimate how critical the site is. The basic assumption is that more significant sites will more likely get more links from other sites. It plays a role in detecting a phishing site by ranking a website from 0 to 1. A website is important or considered the best quality when it has a greater PageRank value

\[ f(\text{url}) = \begin{cases} 
\text{Phishing} & \text{If PageRank} < 0 \\
\text{Legitimate} & \text{Otherwise.} 
\end{cases} \]  \hspace{1cm} (2)

3) F3 - DoubleSlashRedirecting
Having “//” inside the URL implicates that the user will be redirected to another page or web site. For instance, a URL is: “http://www.legitimate.com/http://www.phishing.com.” We inspect the position of the “//” within the URL. It is legit to have a “//” in the 6th position of the URL

\[ f(\text{url}) = \begin{cases} 
\text{Phishing} & \text{If position(//) > 7} \\
\text{Legitimate} & \text{Otherwise.} 
\end{cases} \]  \hspace{1cm} (3)

4) F4 - PORT
Ports help us to detect if a particular service (e.g. HTTP) is running or down on a server. A non-standard port in a URL could also be an indicator of a bad URL. The Network Address Translation (NAT), Firewall, and proxy will, by default, block the majority of the open ports which are non-standard or that are not required to be open

\[ f(\text{url}) = \begin{cases} 
\text{Phishing} & \text{If port no is non-standard} \\
\text{Legitimate} & \text{Otherwise.} 
\end{cases} \]  \hspace{1cm} (4)

5) F5 - SHORTENING SERVICE
URL shortening services shorten a long URL into a much shorter length and redirect to the original target website link. For example: the URL “http://portal.hud.ac.uk/” is shortened to “bit.ly/19DXSk4”. The shortened bit.ly link will redirect to the original URL “http://portal.hud.ac.uk/”. These shortening links are legitimately used for analytics. Even if every shortening URL is not a phishing URL, most of them has a potential to be phishing [30]. Attackers use these services to disguise the mala fide URL’s

\[ f(\text{url}) = \begin{cases} 
\text{Phishing} & \text{If using “HTTPS” token in domain} \\
\text{Legitimate} & \text{Otherwise.} 
\end{cases} \]  \hspace{1cm} (5)

6) F6 - HTTPS TOKEN
The threat actor would add the HTTPS token as a part of the domain to trick the target user into thinking that the site is secure and legitimate. Example: http://https-www-paypal-it-webapps-mpp-home.soft-hair.com/

\[ f(\text{url}) = \begin{cases} 
\text{Phishing} & \text{If URL is short} \\
\text{Legitimate} & \text{Otherwise.} 
\end{cases} \]  \hspace{1cm} (6)

7) F7 - URL LENGTH
A lengthy URL is used by phishers to hide the insure part in the address bar. Following threshold values are determined after analyzing the average URL length of our Dataset 1

\[ f(\text{url}) = \begin{cases} 
\text{Phishing} & \text{If URL length > 75} \\
\text{Suspicious} & \text{If 54 > URLLength > 75} \\
\text{Legitimate} & \text{Otherwise.} 
\end{cases} \]  \hspace{1cm} (7)

8) F8 - DOMAIN AGE
Most phishing URLs are either short-lived or recently created. The URL’s age can be verified from the WHOIS domain database, which publishes information about the domain and its age. The best threshold value for distinguishing phishing from legitimate URLs was determined based on the domain age by analyzing the distribution plot (distplot), shown in Figure 4, and the box plot, shown in Figure 5, derived from the Python Seaborn library. If any domain age was shown as 0 by WHOIS lookup, that domain was ignored for this experiment.

According to the distplot in Figure 4, phishing URLs are likely to have a shorter life than of legitimate ones. Even
so, it was difficult to determine the best threshold value for distinguishing phishing and legitimate URLs based on the domain ages in the distplot. After the box plot was evaluated, the most suitable threshold value for the separation process was determined to be 10. It was evident that the median value of the domain age for phishing URLs was close to 0, and that of valid URLs was close to 20. It was also possible to identify certain anomalies; however, they were ignored at that stage.

\[
f(\text{url}) = \begin{cases} 
\text{Phishing} & \text{If domain age} \leq 10 \text{ (months)} \\
\text{Legitimate} & \text{Otherwise.}
\end{cases}
\]  

\[ (8) \]

C. PAIR PLOT VISUALIZATION

Pair plot visualization included in the Python Seaborn library is used to gain an interpretation of the nature of a dataset. A pair plot calculates by a variant combination between every feature combination and plots the results in a 2D diagram. Significant overlapping was observed after the output shown in Figure 6 was analyzed. The theoretical background of logistic regression (LR) shows that it creates a straight line to divide data points. Since the analysis showed significant overlapping, it was challenging to create a proper straight line through the data points using algorithms like LR. Thus, linear algorithms are not recommended to use for this kind of problem statement.

D. CLASSIFIER SELECTION

As our dataset contained more overlaps, a decision was made to go through a list of nonlinear classification algorithms beneficial for building different ML models. Decision trees (DTs), random forests (RFs), k-nearest neighbours (KNN), and other nonlinear classification algorithms could quickly solve this problem. (Note: In Section III, it is justified why LR, a linear classification algorithm, was not suitable for this problem statement). Thus, in this study DT, RF, XgBoost (XGB), AdaBoost (ADB), KNN, GB, and LR classifiers were considered for the experiments.

E. BEST N MODULE

A study by Sahingo et al. [10] tried to split meaningless lengthy words into meaningful subwords and extract features by splitting words. Those split words might have produced potential connectivity with phishing URLs. Their study used a fixed heuristic-based threshold value \(N\), \(N = 7\) for all classifiers, which meant that only the words longer than seven characters were split into subwords. Our study determined the best heuristic-based threshold value for each classifier used and compared the accuracy score for each classifier using the newly obtained values with the initial accuracy using the \(N = 7\) threshold value. For this experiment, two different URL datasets (DataSet1, DataSet2) and two different experiment test modes (percentage split and k-fold cross-validation) were used.

As a first step, for executing the best \(N\) module, sub-datasets were constructed using DataSet1 and DataSet2 by changing the threshold value \(7 > N > 3\) for each dataset using a preprocessor. At the end of this, five different sub-datasets were created for each DataSet.
TABLE 3. Example of splitting words into subwords with different $N$ values.

This word will split into two words only if the threshold value set as 3. "In" and "to" are stop words which can be useful in extracting feature values and stop words count might be an important feature.

\[
\begin{align*}
N = 3 & \rightarrow \text{algorithm is splitting all the remain words which has length greater than 3 and others are left} \\
N = 4 & \rightarrow \text{algorithm is splitting all the remain words which has length greater than 4 and others are left} \\
N = 10 & \rightarrow \text{algorithm is splitting all the remain words which has length greater than 10 and others are left}
\end{align*}
\]

TABLE 4. Two test modes used for best $N$ module.

| No | Method            | Explanation                                                                 |
|----|-------------------|-----------------------------------------------------------------------------|
| 1  | Percentage split  | Each sub dataset in both main datasets is executed and one sub dataset is executed 3 times and get the average accuracy with reshuffling the dataset in each time. |
| 2  | K-Fold cross validation | Each sub dataset in both main datasets is executed and calculated the accuracy rate using K-Fold cross validation when $K = 10$. |

F. HYPERPARAMETER TUNING FOR CLASSIFIERS

While creating a ML model, generally, we do not promptly have an idea of what the ideal model architecture should be for a given model, and, thus, we might need to investigate a range of possibilities. In real ML style, we preferably request that the machine carry out this investigation and select the ideal model design consequently. Parameters which characterize the model design are referred to as hyperparameters and the searching the optimal model architecture is called as hyperparameter tuning.

After obtaining model accuracies for each classifier using each best $N$ value, hyperparameter tuning was performed prior to running the feature selection module. After the feature selection procedure was completed, two library functions GridSearchCV and RandomizedCV were used to re-execute hyperparameter tuning for the optimal features.

G. FEATURE SELECTION MODULE

Machine learning algorithms build models by learning from data with various features. Dataset features affect the training time and effectiveness of ML algorithms because they are entirely dependent on those features. Preferably, in the dataset, only the features that help the ML framework to learn information are retained. Excessive and repetitive characteristics increase an algorithm’s training time and reduce its efficiency. Therefore, to minimize features and dimensionality, six different feature selection strategies were used to choose optimal features from the initial feature set. The step-by-step process for the complete selection of features is briefly outlined in Table 5, and the techniques for selecting features are listed in Steps 3 to 8. For the optimal feature selection process, Algorithm 1 demonstrates the proposed algorithm. It is observed that the proposed algorithm has a complexity of $O(n)$. This is crucial as many devices have limited processing capabilities.

In accordance with the algorithm, the model accuracy was calculated at the end of each feature reduction technique and compared with the initial accuracy. If the current accuracy score was more than 0.5% lower than the original accuracy, the last feature reduction method was ignored, and the techniques up to the ignored one were considered. That procedure was executed separately for all classifiers because they had different subsets from different $N$ values.

H. SELECTING THE BEST MACHINE LEARNING MODEL

Features were reduced sequentially by using six feature engineering techniques. Each ML model’s prediction accuracy and computation time were calculated at the end of each technique. After the feature selection process, the top four
TABLE 5. Feature selection process with required python libraries and functions in brief.

| Steps                                                                 | Libraries                  | Functions                      |
|-----------------------------------------------------------------------|-----------------------------|--------------------------------|
| Step 1: Collect the URL dataset                                       | Manual                      |                                |
| Step 2: Divided the collected dataset into 3 parts (train, test, evaluate) | Automated/sklearn.model_selection | train_test_split                |
| Step 3: Remove constant features which are features having same values as outputs. | Automated/sklearn.feature_selection | VarianceThreshold,              |
| Step 4: Remove quasi constants which are similar to constants with large sub set of same output. | Automated/sklearn.feature_selection | constant_filter                |
| Step 5: Remove duplicate features which are having similar values for each feature. | Automated/sklearn.feature_selection | VarianceThreshold,              |
| Step 6: Remove correlated features.                                   | Automated                   | quasi_constant_filter           |
| Step 7: Remove using ANOVA test.                                       | Automated/sklearn.feature_selection | transform(T)                   |
| Step 8: Remove using CHI squared test. The feature selection is performed according to the score under fisher criterion. | Automated/sklearn.feature_selection | corr(1)                        |
| Step 9: Check the feature importance of the remain features for each algorithm. | Automated                   | f_classif()                    |
| Step 10: Remove least important features one by one for all machine learning models. | Manual/automated            | chi2(chi-square test)          |
| Step 11: After every removal of least important feature, compare the current accuracy with the accuracy after step 8. | Manual/automated            | chi2(), pd.Series               |
| Step 12: Remove features until the final accuracy percentage goes down not less than 0.5% for each model. | Manual/automated            | drop()                         |

Algorithm 1 Adaption of Best Features

Data: \( \theta \)

Notations:
- \( \theta = \text{dataset} \)
- \( \theta_{\text{train}} = \text{training dataset} \)
- \( \text{model}(\theta_{\text{train}}) = \text{model trained with training dataset} \)
- \( \text{Accuracy}(\text{model}(\theta_{\text{train}})) = \text{Accuracy of the model trained with the training dataset} \)

Result: Model with the highest accuracy model(\( \theta_{\text{train}} \))

1. \( K \leftarrow \text{Accuracy}(\text{model}(\theta_{\text{train}})) \)
2. \( \text{preprocessingSteps} \leftarrow [\text{removeConstants}, \text{removeQuasiConstants}, \text{removeDuplicates}, \text{removeCorrelatedFeatures}, \text{removeFeaturesUsingAnovaTest}, \text{removeFeaturesUsingChi2Test}] \)
3. \( \text{previousModel} \leftarrow \text{currentModel} \leftarrow \text{model}(\theta_{\text{train}}) \)
4. Load raw URL dataset
5. Split Data into \( \rightarrow \) Training: Test
6. Function \text{GenFnRecursive}(\theta_{\text{train}})
7. for \( i \leftarrow 1 \ldots 6 \) do
8. \( \theta_{\text{train}} \leftarrow \text{preprocessingSteps}[i] \)
9. \( \text{currentModel} \leftarrow \text{model}(\theta_{\text{train}}) \)
10. if \( (\text{Accuracy}(\text{model}(\theta_{\text{train}})) - K) < 0.5 \) then
11. \( \text{return previousModel} \)
12. else
13. \( \text{previousModel} \leftarrow \text{currentModel} \)
14. end
15. end
16. return \( \text{currentModel} \)

classifiers that provided the highest accuracy scores were chosen. Then, more features were eliminated one by one by considering the feature importance of each classifier until the accuracy of each model was reduced by a maximum of 0.2% from the current accuracy. This experiment was also done using \text{DataSet}1 and \text{DataSet}2. The classifier that provided the highest accuracy from both datasets with the least number of features and minimum computing time was chosen as the best initial individual model. The optimal feature count for both datasets was determined. After the best model was selected, other significant performance evaluation metrics were measured, such as \text{precision}, \text{recall}, \text{ROC-AUC} (Area Under the Receiver Operating Characteristic Curve), and other required metrics for all classification models. Hyper-parameter tuning was done again with the minimized feature set. The final best individual ML model was chosen, and a lightweight URL preprocessor was proposed after the outcomes of all performed experiments were considered.

I. BUILDING ENSEMBLE MODEL

Multiple classifiers are combined to form ensemble methods to obtain better efficiency. Ensemble strategies benefit from the advantage of achieving improved results with two or more classifiers. It may also be argued that Ensemble models include multiple single models and form a high-capacity system with higher versatility relative to single models. Ensemble approaches are becoming more widely known because of their high capacity potential, flexibility, reliability, and competence. In this paper, two ensemble models using two ensemble techniques (\text{stacking} and \text{voting}) are proposed.

1) STACKING

“Stacking” is a machine learning algorithm which includes multiple predictions from several ML models by integrating each other.

2) VOTING

This is generally uses of classification problem statements. Multiple predictions from several ML models are deemed as a “vote” and the final prediction is based on the highest probability.

Model 1: Model 1 used the stacking classifier with two layers using the seven classifiers used for this study. It also
used the best individual classifier that was found by previous experiments as the meta classifier. Finally, the best combination of base classifiers was determined by using all base classifier combinations to obtain the best prediction accuracy. Figure 8 demonstrate the Model 1 architecture.

Model 2 (Expandable Random Gradient Stacked Voting Classifier- ERG-SVC): Model 2 used the voting classifier that was used to build the model architecture like a stack to make an accurate prediction. The Model 2 architecture is shown in Figure 9. It was completely dynamic, expandable, and based on the number of base classifiers. This meant that the number of base classifiers (\(BC\)) could be increased, however, must be \(2^k\) where \(k = \{1, 2, 3, 4, \ldots, n\}\) where \(k\) defines the depth of the model. In order to achieve the accuracy of the prediction, the number of classifiers in an ensemble model has a significant impact \([31]\). In our proposed ERG-SVC model, two key classifiers have been utilized for building the architecture. However, four pairs of the two standard classifiers (\(BC_1, BC_2\)) were employed, and seven voting classifier objects with standard classifier, pairs were amalgamated. Although the same classification was used numerous times, a total of 15 classifiers (ensemble size) were utilized in the proposed model. The, base classifier is given by

\[
BC_l = BC_1, BC_2, BC_3, BC_4, \ldots, BC_{2^l-1}, VC_{(2^l/2)}-1. \quad (9)
\]

3) LEVEL 0 (BASE LAYER)
Level 0 is the layer used to combine base classifier pairs. The combination of classifiers at the base layer is given by

\[
\sum_{k=1}^{l} (BC_{2^k-1}, BC_{2^k}) * k \quad (10)
\]

where \(k\) is the number of pairs. It is possible to utilize the pairs using patterns where: (I) the classifiers used in the first pair of BCs can be used for all the other BC pairs in the architecture, such as ((\(BC_1, BC_2\)), (\(BC_1, BC_2\))), (II) all BC pairs could have different classifiers, such as ((\(BC_1, BC_2\)), (\(BC_3, BC_4\))), (III) a classifier of a particular BC pair could be repeated for other BC pairs in the architecture, such as ((\(BC_1, BC_2\)), (\(BC_1, BC_3\))).

4) (LEVEL 1, 2, \ldots, n) (MIDDLE LAYERS AND FINAL LAYER)
The middle and final layers were responsible for selecting the best prediction class using base layer classification pairs. Each pair of the BCs was combined using soft voting criteria where the class label relied on the argmax of the sum of the predicted probabilities. A particular problem statement can have any number of target classes. In the case of our study, it was either phishing or legitimate. Soft voting always selects the target class that provides the highest probability as the final prediction. For the purpose of explanation, assume that a particular problem statement has a \(q\) number of \((1, 2, \ldots, q)\) target classes as shown in Figure 10.

\[
P_1 = \text{Average probability of Class 1} \\
P_2 = \text{Average probability of Class 2} \\
P_q = \text{Average probability of Class } q. \\
\]

Voting Classifier (VC) selects its prediction using the highest average probability of target classes

\[
VC = \text{argmax}\{P_1, P_2, \ldots, P_q\} \quad (11)
\]

where \(P_1\) was the average probability by \(BC_1\) and \(BC_2\) for Class 1, \(P_2\) was the average probability by \(BC_1\) and \(BC_2\) for Class 2, \(P_q\) was the average probability by \(BC_1\) and \(BC_2\) for Class \(q\), and \(VC\) was the combined prediction by \(BC_1\) and \(BC_2\) using the soft voting criteria. This process was repeated in every BC pair, and if more than one middle layer was used, the same process was repeated in each middle layer pair as well. We computed the proposed model architecture

\[
\text{ERG-SVC} = \sum_{i=1}^{l} \left\{ \text{argmax} \left( \sum_{j=1}^{2^k/2} (BC_1, BC_2) \right) \right\} \quad (12)
\]

where \(l\) was the number of layers and ERG-SVC was the final prediction by the proposed model. A detailed explanation of the proposed model is elaborated using an example as shown in Figure 11.

In this study, \(DataSet 1\) predicted that its class belonged to either the phishing class or the legitimate class. Figure 11 shows that there were two pairs of BCs \(BC_1, BC_2, BC_3\) and \(BC_4\). \(BC_1\) predicted the probability for the legitimate class (\(\alpha_1\)) and the phishing class (\(\beta_1\)) for data in \(DataSet 1\). Similarly, \(BC_2\) predicted the probability for the legitimate class (\(\alpha_2\)) and the phishing class (\(\beta_2\))

\[
\alpha_1 = \text{probability of } BC_1 \text{ for predicted legitimate class} \\
\beta_1 = \text{probability of } BC_1 \text{ for predicted phishing class} \\
\alpha_2 = \text{probability of } BC_2 \text{ for predicted legitimate class} \\
\beta_2 = \text{probability of } BC_2 \text{ for predicted phishing class}.
\]

The soft voting criterion used the average probabilities of each class. Accordingly, it computed Pair 1 average
probabilities of each target class

Probability of legitimate class (Pair 1) = \( p_{\alpha,1} = \frac{\alpha_1 + \alpha_2}{2} \)  

(13)

Probability of phishing class (Pair 1) = \( p_{\beta,1} = \frac{\beta_1 + \beta_2}{2} \).  

(14)

Hence, as highlighted in Figure 11, the combination of \( BC_1 \) and \( BC_2 \) provided its voting classifier prediction for Pair 1 (\( VC_1 \)) as

\[ VC_1 = \text{argmax}\{p_{\alpha,1}, p_{\beta,1}\}. \]  

(15)

The class with the highest probability was selected as the predictive class. If \( p_{\alpha,1} \) had the highest probability score, then

\[ VC_1 = p_{\alpha,1}. \]  

(16)

The same flow was then carried out for \( BC_3 \) and \( BC_4 \) to find the highest probability class from \( BC_3 \) and \( BC_4 \) for the second pair (Pair 2)

\[ \alpha_3 = \text{probability of } BC_3 \text{ for predicted legitimate class} \]

\[ \beta_3 = \text{probability of } BC_3 \text{ for predicted phishing class} \]

\[ \alpha_4 = \text{probability of } BC_4 \text{ for predicted legitimate class} \]

\[ \beta_4 = \text{probability of } BC_4 \text{ for predicted phishing class}. \]
Again, the soft voting criterion used the average probabilities of each class. Accordingly, it computed Pair 2 average probabilities of each target class

Probability of legitimate class (Pair 2) = \( p_{\alpha_2} = \frac{\alpha_3 + \alpha_4}{2} \)

(17)

Probability of phishing class (Pair 2) = \( p_{\beta_2} = \frac{\beta_3 + \beta_4}{2} \).

(18)

Hence, as highlighted in Figure 11, the combination of BC3 and BC4 provide it’s voting classifier prediction for Pair 2 (VC2) as

\[ VC_2 = \text{argmax}\{p_{\alpha_2}, p_{\beta_2}\}. \]

(19)

Assuming that the probability of the phishing class was higher than that of the legitimate class, the final prediction by VC2 for the phishing class was given by

\[ VC_2 = p_{\beta_2}. \]

(20)

Then, the final prediction using the voting classifier (VC_f) was made using the probability score for each target class by VC1 and VC2 where the probability of VC1 for the predicted legitimate class was equal to X1, and the probability of VC1 for the predicted phishing class was equal to Y1.

probability of VC1 for predicted legitimate class = \( X_1 \)

probability of VC1 for predicted phishing class = \( Y_1 \).

Once again, soft voting criteria used average probabilities for compute \( X_1 \) and \( Y_1 \)

\[ X_1 = (p_{\alpha_1} + p_{\beta_1})/2 \]

(21)

\[ Y_1 = (p_{\alpha_2} + p_{\beta_2})/2. \]

(22)

Similarly for VC2

probability of VC2 for predicted legitimate class = \( X_2 \)

probability of VC2 for predicted phishing class = \( Y_2 \).

\( VC_f \) makes final prediction using average of \( VC_1 \) and \( VC_2 \) probabilities as

probability of legitimate class = \( P_X = \frac{X_1 + X_2}{2} \)

(23)

probability of phishing class = \( P_Y = \frac{Y_1 + Y_2}{2}. \)

(24)

Final predicted class (\( VC_f \)) was selected using the considering the highest probability

\[ VC_f = \text{argmax}\{P_X, P_Y\}. \]

(25)

Assuming \( P_X \) provides the highest probability and then this model (\( \text{ERG-SVC} \)) selected the final predicted class as legitimate

\[ VC_f = P_X. \]

(26)

We used the weighted voting mechanism for the final prediction of the proposed model. Weighted average ensembles provide better capability and contribute to predictions. The final prediction was accomplished with the use of weight voting techniques in our \( \text{ERG-SVC} \) model. After improving the weights of the Layer 2 base classifiers, the proposed technique uses the weighted voting combination rule to aggregate the final output from Layer 2 classifiers. Hence, the final prediction by the four base classifier combinations with our proposed model is in a legitimate class according to the example elaborated.

J. CLUSTERING

This study used a clustering algorithm to distinguish the data points and assign data points to their groups. This was done for all sets of data points. Theoretically, data points are a set of data that belong to different categories or groups with somewhat different properties or features or both. The set of data that belongs to the same category or group has identical properties and characteristics. To find these similarities, a k-means algorithm was used. The easiest clustering algorithm is k-means and, therefore used for visualizing the clusters. Only \( \text{DataSet1} \) was used to compare the results before and after the feature reduction process.

K. DATA ANALYSIS

In this study, we utilize the malicious URL detection accuracy using three different methods (single base machine learning model, ensemble model, cluster analysis), and evaluate and compare the final outputs once all the experiments are completed in order to make decisions. We use a Windows 10 computer with Processor Intel(R) Core(TM) i7-6500U CPU @ 2.50 GHz, 2601 MHz, 2 Core(s), 4 Logical Processor(s), 8 GB DDR3 RAM and Jupyter NoteBook and Pycharm, which are third-party applications.

III. RESULTS

This section summarizes the outcomes and the aim of this study, which was to build up a robust ML model to detect phishing URLs. Various classification, ensemble, and clustering algorithms were used to measure the rate of detecting malicious URLs. Two test modes, six performance evaluation methods of classification algorithms, and two evaluation metrics of clustering and model computation time were used by composing three different datasets for our evaluation process.

A. BEST N MODULE

The best \( N \) module was executed using two test modes (\( k\)-fold cross-validation and percentage split) while composing both \( \text{DataSet1} \) and \( \text{DataSet2} \) to obtain the optimal \( N \) value for each classifier. As per the results shown in Table 6, it was observed that the same \( N \) value was not provided for each classification algorithm, and the results of the two datasets were likely similar for each tested classifier using both test modes. Some algorithms obtained the same \( N \) value for all datasets, whereas others obtained more than one \( N \) value (\( RF \) and \( AdaBoost \)). Hence, the best \( N \) value was selected after the \( N \) values from both methods were analyzed using both datasets for each classifier.

Table 7 compares the prediction accuracies using \( N \) values found by our experiments and using \( N = 7 \). It was noticed
that the accuracy values were somewhat higher (approximately 0.3%) when experimented $N$ values were used instead of $N = 7$. For places like banks or any financial organization, an increase in accuracy of even 0.1% is significant because cyber-attack can have severe consequences. Hence, a 0.3% increase was considered to be remarkable.

**B. HYPER PARAMETER TUNING**

Hyperparameter tuning was performed next to the best $N$ module. Figure 12 compares prediction accuracies before and after parameter tuning. The analysis determined that the accuracy rates of some algorithms (AdaBoost, GB, KNN) increased by a considerable percentage, whereas the rest of the algorithms showed only a tiny percentage increase.

**C. FEATURE SELECTION PROCESS**

Certain undesirable features that had only a minor effect on final accuracy scores were removed by the sequential feature selection process, as shown in Table 5. No constant features were found for the subdatasets with $N$ values ($N = 3, 4, 5, 6, 7$), and for all sub datasets, quasiconstants and duplicated feature counts were same. However, it was found that the correlated feature counts (correlation $>0.8$) were different for some sub datasets (datasets with $N = 3, 4, 7$). Even so, the counts were identical for other sub datasets. The Analysis of Variance (ANOVA) test and CHI-squared test also eliminated almost the same features from all sub datasets after the experiments.

Table 7 shows the shift in accuracy score from the initial state (before the best $N$ module was executed) to the end of the feature selection process. A marked increase in accuracy scores was noticed after hyperparameter tuning and the addition of eight new features. After the feature reduction process was completed, it was found that even after eliminating more than 20 features for all classifiers, prediction accuracies were not severely reduced. Table 7 shows the accuracy values after each feature reduction technique for every classifier. The initial 46 features were reduced by up to 27 for some subdatasets ($N = 3, 7$) and by 26 for other subdatasets ($N = 4, 5, 6$). By contrast, after diminishing features it was noticed that the KNN accuracy improved by approximately 1%, and the GB classifier also raised its accuracy, while the accuracy of the other five algorithms was reduced by a small proportion. The highest accuracy reduction percentage was 0.2% in LR.

**D. SELECT BEST INDIVIDUAL ML MODEL**

Table 8 lists the top four classifiers that had the highest prediction performance after the feature selection process; these were more than 97% accurate and had less fluctuation compared with other classification algorithms. Further investigation and attempts were made to optimize the training of ML models with optimal features by eliminating more features using the feature importance of each classification algorithm. The goal was to preserve the prediction accuracy with a reduction percentage maximum of 0.5%. This was crucial to recognize highly significant primary parameters. Before this process was done, the accuracy of the predictions was compared using Dataset 1 and Dataset 2 with the final feature counts of each algorithm after the initial feature selection process. Table 8 shows the results of the experiments. Based on the performance, it was found that the GB classifier provided a higher prediction accuracy with the least number of features (22 features) for both datasets relative to other algorithms. The GB model was therefore chosen as the best individual ML model. This introduced a simpler preprocessor to acquire the most accurate predictions by extracting the least number of features from the dataset. It took approximately 109 s to run the model with 46 features; however, that was reduced to 57 sec after the optimal feature reduction process had been completed. This equates to a computation time reduction of approximately 48%, which is a remarkable result. In this case, even after reducing the time by 57 sec, the computational time is slightly high because of the very large dataset used.

**E. LIGHTWEIGHT PRE-PROCESSOR**

Preprocessing time is one of the key variables in obtaining real-time results. In accordance with our trials, a lightweight preprocessor was proposed after the optimal feature selection process. Calculations showed that the preprocessing time was reduced by 7% when the lightweight preprocessor included 22 features, in contrast to the initial preprocessing time that included 46 features. The time taken to extract domain age was not considered because it depended on the internet speed at that moment. Figure 13 shows the final simplified preprocessor with features extracted (shown in orange boxes) at each stage, and Table 9 briefly shows, the
TABLE 7. Classification results (Accuracy %) in each experimental level and feature selection process for each classifier and highest value in each level is highlighted.

| Analysis                        | Decision tree | Random forest | XgBoost | AdaBoost | GradientBoost | KNN | Logistic Regression |
|--------------------------------|---------------|---------------|---------|----------|---------------|-----|-------------------|
| Before best N                  | 94.360        | 96.362        | 94.991  | 90.068   | 91.537        | 91.166 | 87.751            |
| After best N                   | 94.488        | 96.362        | 95.076  | 90.177   | 91.533        | 91.185 | 87.798            |
| After new features             | 96.481        | 97.769        | 97.385  | 93.76    | 95.047        | 93.284 | 93.27             |
| After hyper parameter          | 96.818        | 97.779        | 98.086  | 97.87    | 98.091        | 95.282 | 93.34             |

Feature reduction methods

| Step 1: After removing constants | Decision tree | Random forest | XgBoost | AdaBoost | GradientBoost | KNN | Logistic Regression |
|----------------------------------|---------------|---------------|---------|----------|---------------|-----|-------------------|
| 96.818                           | 97.779        | 98.086        | 97.87   | 98.012   | 95.257        | 93.376 |
| Step 2: After removing quasi constants | 96.739   | 97.822        | 97.802  | 98.007   | 95.255        | 93.389 |
| Step 3: After removing constants | 96.725        | 97.807        | 97.865  | 98.065   | 95.306        | 93.391 |
| Step 4: After removing correlated | 96.695       | 97.795        | 97.616  | 98.094   | 96.008        | 93.333 |
| Step 5: After ANOVA test         | 96.68         | 97.815        | 97.605  | 98.102   | 96.188        | 93.246 |
| Step 6: After CHI square test    | 96.691        | 97.761        | 97.643  | 97.783   | 98.130        | 96.189 | 93.103 |

TABLE 8. Top four ML models with an accuracy of greater than 97% after removing unwanted features with final feature counts for DataSet1 and DataSet2.

| Algorithm            | Feature After Techniques | Count six | Accuracy of Dataset 1 | Accuracy of Dataset 2 | Feature of Reducing More Features | Accuracy of Dataset 1 | Accuracy of Dataset 2 |
|----------------------|--------------------------|-----------|----------------------|----------------------|----------------------------------|----------------------|----------------------|
| XgBoost              | 97.761                   | 94.255    | 25                   | 97.757               | 94.10                            |
| AdaBoost             | 97.643                   | 93.93     | 24                   | 97.413               | 93.812                           |
| Gradient Boost       | 97.783                   | 93.385    | 24                   | 97.49                | 93.284                           |

preprocessing steps and Python libraries and functions used for the proposed lightweight preprocessor.

F. PERFORMANCE EVALUATION

Previous experiments concluded that the GB classifier granted the best individual ML model by analyzing prediction accuracies using Dataset1 and Dataset2. Even so, for assessing the final version model, different extra measures might have been helpful. One method used to pick the most suitable prediction model is known as Receiver Operating Characteristics (ROC) curves. Therefore, this analysis used precision, recall, recall (true positive rate), precision, accuracy, and the region under the ROC curve.

As described in sections III-A and III-B, the prediction accuracies of all classification algorithms were analyzed after selecting the best N, adding new features, hyperparameter tuning, and executing the feature selection module. The k-fold cross-validation (when k = 10) was used for each classifier for previous evaluations. In terms of prediction accuracy, in accordance with the previous analysis, the GB classifier outperformed the accuracy by 98.118%. Table 10 shows the accuracy value change over various k-fold values, and Table 11 shows the Area Under the Receiver Operating Characteristic Curve (ROC-AUC) value change over various k-fold values. It was observed that accuracy values and the ROC-AUC did not change by a large percentage when the k-fold values increased. Hence, the k-fold value was set at 10 for further experiments for each algorithm.

The results in Table 7 show that six algorithms (RF, DT, XgBoost, GB, AdaBoost, KNN) performed better with respect to the model accuracy. On the other hand, compared to other algorithms, the LR algorithm was the least worth testing because its final accuracy score was 93%; very low relative to that of the other algorithms. According to our assumption at the initial stage of this analysis, LR might not be useful for achieving a higher accuracy rate due to the several overlaps found within this test. This shows that our assumption functioned as expected. Table 12 shows that the GB classifier outperformed the others in all important evaluation metrics (precision, recall, F1 score). The computation time of GB was slightly high, however, was negligible considering the size of the large dataset. Hence, the GB classifier was confirmed as the best individual ML model.

G. GRADIENT BOOSTING ANALYSIS

When considering the theoretical background of Gradient Boosting also known as GBDT (Gradient Boost Decision tree), it is capable of using both classification and regression problem statements and is built with three primary components (loss function, weak learner, additive model). One of
the other important parameters used to calculate the quality of a split is “criterion”. Three options have been suggested as values for this parameter and the default value for criterion is Friedman_MSE. Other options are MSE and MAE where MSE represents “mean squared error” and MAE represents “mean absolute error”. We try to verify how the accuracy and ROC-AUC scores differ by replacing three criterion parameter options with two options (deviance, exponential) for the loss function. We follow the same procedure with DataSet2, DataSet3 and compare the results.

Figures 14 and 15 show that the lowest accuracy was achieved when using the mean absolute error (MAE) as a criterion in comparison to those using MSE and Friedman MSE as criteria for all three datasets with “davience” as the loss function. Furthermore, that difference was very similar when using the option “exponential” as a loss function. Moreover, the same kind of output occurred when the ROC-AUC score was measured by replacing MAE, MSE, and Friedman MSE as the criterion parameter. Figures 16 and 17 show the results of ROC-AUC after changing loss function and criterion parameter.

By analyzing Figures 14, 15, 16, 17, it might be said that MAE is not a good option for a GB classifier for use as the criterion to obtain the best results. When considering the theoretical background of gradient boosting, it provides a prediction score using minimum squares, and if the accuracy must be increased, deviance or an exponential can be used as a loss function and MSE or Friedman MSE as a criterion.

**H. ENSEMBLE MODEL**

Table 13 shows the accuracy scores of the top six ensemble models using stacking model (model 1), whose accuracy is: 96.2%.
scores were higher than 98% using a stacking classifier out of 122 different ensemble models. For each stacked ensemble model, a GB algorithm was used as the meta classifier. According to the results obtained, the combination of LR and GB as base classifiers with the meta classifier (GB), offer a 98.23% accuracy score, outperforming all other ensemble models that use stacking.

At the same time, the proposed ensemble model architecture using voting classifier with GB and RF had a 98.27% prediction score, and GB with LR, XgBoost, and AdaBoost...
classifiers also having high accuracy scores of greater than 98%. Even so, GB with KNN and DT had the lowest accuracy in this experiment. Table 14 shows all the prediction accuracy scores using tested pairs with ensemble Model 2.

### I. CLUSTERING

K-means clustering was used as the unsupervised ML algorithm, in which all the visualization diagrams were created using it. The silhouette and elbow method analyses were used to determine the optimal number of clusters for the dataset. This study’s analysis had the best outputs when \( K = 4 \) using the elbow analysis with 46 features as shown in Figure 18. The same number of cluster \( K \) value was provided using the same dataset with 22 features as well, shown in Figure 19.

```
FIGURE 18. Elbow analysis using 46 features.

TABLE 14. Accuracy scores of all possible classifier pairs with gradient boost using ensemble Model 2.

| Group | GBC | RF | DT | KNN | XGB | LGR | ABC | Accuracy |
|-------|-----|----|----|-----|-----|-----|-----|----------|
| 1     | yes | -  | -  | -   | -   | yes | yes | 98.27    |
| 2     | yes | -  | yes| -   | -   | -   | -   | 96.74    |
| 3     | yes | -  | yes| -   | -   | -   | -   | 96.65    |
| 4     | yes | -  | yes| -   | -   | -   | -   | 98.18    |
| 5     | yes | -  | yes| -   | -   | -   | yes | 98.11    |
| 6     | yes | -  | yes| -   | -   | -   | yes | 98.13    |
```

Silhouette analysis also shows the best number of clusters as four as shown in Figures 20 and 21. It is observed that, a 22 feature set provides the optimal division into four clusters. In Figure 21, we observe four clusters and conclude them be phishing, legitimate, suspicious emails and certain anomalies. Furthermore, it is noticeable that two of the clusters are large and roughly the same in size. From these characteristics, it is concluded that these two clusters are phishing and legitimate. This is because the Dataset

### J. PERFORMANCE COMPARISON

Table 15 shows the performance comparison of our model with other models in considered papers.

### K. STATISTICAL SIGNIFICANCE TEST

The statistical t-test was used to evaluate the significance of our proposed model. It determines whether the difference in
TABLE 15. Performance comparison of our method with other approaches in literature.

| N  | Method              | Technique | System details | Programming language | No of data sets | Data size | Initial feature count | Final feature count | Third party features | Results | Data preprocessing time (Sec) | Computation time (Sec) |
|----|---------------------|-----------|----------------|----------------------|----------------|-----------|-----------------------|---------------------|----------------------|---------|----------------------------|-----------------------|
| 1  | Feng et al. (2018) [19] | ML        | Core i3 processor, 8 GB RAM, 64-bit Windows 7 | Python              | 1             | 11.055    | 30                    | 30                  | ≥2                   | 97.71%  | -                          | -                     |
| 2  | Yang et al. (2019) [32] | DL        | 64 GB RAM, a ES-3683 x3 CPU, and GTX 1080ti GPU | -                   | 2             | 44,835    | 48                    | 48                  | ≥2                   | 98.99%  | 4000                       | 298                   |
| 3  | Babagoli et al. (2019) [18] | ML        | -               | -                   | 1             | 11.055    | 30                    | 20                  | ≥2                   | 96.32%  | -                          | -                     |
| 4  | Sindhu et al. (2020) [15] | ML        | Core i7, 8th Gen, 8 GB RAM | -               | 1             | 11.055    | 32                    | 32                  | ≥2                   | 97.4%   | 105.32                     | -                     |
| 5  | Zanir et al. (2020) [16] | ML        | Core i7, 8th Gen, 8 GB RAM | -               | 1             | 2,456     | 30                    | 30                  | ≥2                   | 95.47%  | -                          | -                     |
| 6  | Wang et al. (2020) [33] | DL        | Core i7-6500U, 4th Gen, 2.5 GHz, 8 GB DDR3 | Python             | 3             | 75,000    | 46                    | 22                  | 2                    | 98.27%  | 57                        | 170                   |

The performance of the proposed ERG-SVC model is statistically significant. There are two hypotheses to legitimize the test: (I) Null hypothesis (Ho), where: the mean difference between paired observations is zero between the proposed models and other models; and (II) Alternative Hypotheses (Ha), where: the mean difference between paired observations is not zero.

The null hypothesis is rejected with respect to the obtained p-values shown in Table 16 in each time (p < 0.05) in favour of the alternative hypothesis based on the multiple t-tests between the proposed ERG-SVC model and other best five models (stacking classifier model, RF, XgBoost, AdaBoost, GB) using the same dataset (Confidence level: 5%). Moreover, internal consistency was measured using Cronbach’s α, which demonstrated that the ERG-SVC model has a higher α value than other models that were tested using different classifiers. Significance values shown in Table 16 for each paired t-tests verify that our proposed model (ERG-SVC) performs better than other models.

IV. DISCUSSION

Our proposed study, GB, outperformed other algorithms as an individual model with a prediction accuracy of 98.118%. In addition, GB demonstrates the best results for all other performance metrics. The model accuracy was improved in three levels (best N module, hyperparameter tuning, adding new features) and the final model was optimized by reducing undesirable features while maintaining the highest accuracy level.

The significance of the proposed model is that the use of only a few features for the final predictions can attain higher prediction accuracy than the model proposed by [10].

TABLE 16. Statistical t-test p-values (significance) with a single dataset.

| Proposed Model | Paired Model | p-value (significance) |
|----------------|--------------|------------------------|
| ERG-SVC        | stacking     | 0.044                  |
| ERG-SVC        | GB           | 0.033                  |
| ERG-SVC        | RF           | 0.000                  |
| ERG-SVC        | XgBoost      | 0.000                  |
| ERG-SVC        | AdaBoost     | 0.000                  |
that uses 40 features. Also, the ERG-SVC ensemble technique achieved the best outcome using 22 features. The proposed ensemble model using a stacking classifier achieved a 98.23% prediction accuracy rate, while the ERG-SVC model with the voting classifier achieved a 98.27% accuracy score using 22 features. The proposed model has few additional advantages. This is an entirely dynamic and expandable model which allows the addition or removal of voting classifier objects with respect to the user requirement. In terms of results, this has high precision, recall and F1-score and a significantly higher rate of success in detecting a new phishing URL, which was tested and validated using two datasets. Surprisingly the described ensemble architecture could be applied for any classification problem statement from any domain without fail since the soft voting classifier uses the maximum probability as the voting mechanism and its inbuilt dynamic nature. Nonetheless, a few trials should be conducted to determine the optimum classification algorithm for a specific application. Two third-party service-based features (domain age and page rank) were used along with other features, however, [10] also used two third-party-based features. Random forest outperformed their methodologies, and our experiment found that the RF was computationally less time consuming than GB.

Another study [34] achieved a 96.5% accuracy score using an RF with 12 features; however, used third-party services-based features and a very small sample size with 9,000 URLs. Our study achieved a higher success rate than that of [15], [16], [18], [19], [33], and [34] using a large dataset. It is difficult to conclude that the least feature count always provides a high accuracy score using a single dataset. The resultant accuracy may vary drastically for different datasets with the same set of features. In our analysis, experiments were done using two datasets and the best feature count that suited both datasets to obtain high accuracy was selected. An accuracy of 97.5% was achieved by using 13 features from Dataset1; however, the accuracy was reduced drastically when the same feature set was used with Dataset2. Nonetheless, a feature count of 22 produced the best results for both datasets. Although deep learning model in [32] outperformed ours in terms of accuracy, it suffers from a few drawbacks. In comparison to our methodology, their data pre-processing and model training times were significantly longer, and used a smaller dataset to quantify training time. At the time the same time they employed a very high-powered computer for their research, (as seen in the Table 15), compared to our computer specifics.

With regard to the ensemble models, although they delivered the best output, they were computationally expensive relative to the individual model. The accuracy difference between the individual model and the ensemble models was only approximately 0.15%. However, in the cybersecurity field even a 0.1% percentage could lead to severe consequences. Recent research [16] using a stacking ensemble technique achieved 97.3% as the highest accuracy with 28 features along with third-party-based features. Both the proposed ensemble models in this study achieved an approximately 98.25% accuracy rate with 22 features. The model proposed by [16] took 105.2 seconds to run a model with 11,000 URLs, while our model took 75.375 sec for 75,375 sets of URLs.

One of the foremost additional findings observed from Dataset1 and Dataset2 on the GB classifier was the effect of the criterion parameter on the final outcome. Dataset3 was used to further verify that finding, and it was noticed that both accuracy and ROC-AUC values markedly declined with MAE as the criterion, while MSE and Friedman MSE achieved the best results for all three datasets. That said, more datasets must be tested to confirm the finding for MAE. Furthermore, it is worth testing this finding with regression problem statements.

V. LIMITATIONS AND DRAWBACKS OF THE PROPOSED MODEL (ERG-SVC)

This model, like all others, has some limitations and drawbacks. This information would facilitate the creation of a better model by overcoming the current model’s constraints.

1) Limitations of the feature extraction process - Since our model involves two third-party-based attributes (domain age and PageRank), extracting outlined features may take longer due to the necessity to connect with distant services maintained by third parties. If the web service cannot access such services or they are unreachable, the model may produce slightly different predictions.

2) Complexity of the architecture - In nature, ensemble models require slightly longer times to perform compared to simple models.

3) Cloud deployment cost - Additional costs would be consumed if the model needs to be deployed on a cloud platform concerning the model retraining conditions.

VI. FUTURE DIRECTIONS

More research on this topic must be undertaken to build solutions without third-party services such as Whols lookup-based features. This would have a marked effect on the
computation time. In this research, two third-party features were also used, and it is frequently advised that third-party dependencies should be ignored for ML models. Currently, intruders are hosting phishing campaigns on publicly accessible websites by leveraging their weaknesses and using various phishing tools. Deployment of a phishing page on a compromised domain provides various favourable circumstances to cybercriminals. A hacker does not require a web hosting server to install a phishing website. Hence, more research must extract certain valid text-based features from URLs to identify phishing URL patterns. It is better to conduct a more comprehensive analysis using the whole phishing message (URL, HTML, content, images, attachments and others) and introduce a robust hybrid solution. In future research, attention must be paid to the security of the application after deployment, whether it is on the web or standalone. In those domains, a specific challenge is that intruders are continually using fresh tactics against security measures. Algorithms and methods that continuously adjust to changes, for instance, phishing URL attributes must overcome those scenarios. Furthermore, more experimentation must be done using the proposed ERG-SVC model to determine whether it can provides accurate detection results for other cyber-security related incidents such as malware, network anomalies, and IoT attacks.

**VII. CONCLUSION**

The main focus of this study was to propose a robust ensemble ML model with a high prediction accuracy rate. To improve the accuracy, various experiments were carried out using datasets to determine the optimal heuristic-based threshold values for each algorithm. A well-organized feature selection technique was used to eliminate unwanted features and finally develop a lightweight preprocessor including 22 features. The experimental results showed that GB outperformed other models, with a 98.118% accuracy rate and a low error rate as an individual model. An ensemble model was developed that used a voting classifier (ERG-SVC) and outperformed all other models, with a 98.27% prediction accuracy rate. Hence, the proposed individual and ensemble models provided higher accuracy than other existing approaches. Most of the features used for this study were URL-based, although two third-party features were also used. Those third-party features risked complicating the model, whereas client-side features could simplify it. Furthermore, compromised websites might provide inaccurate data as third-party services-based features. Therefore, the goal of detecting phishing websites using only client-side features is a motivation for further research and development.
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