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Ensemble simulations are performed to quantify the internal variability of both regional atmospheric models and wave-atmosphere coupled model systems. Studies have shown that the internal variability in atmospheric models (e.g., wind or pressure fields) is increased during extreme events, such as storms. Comparing the magnitude of the internal variability of the atmospheric model with the internal variability of the coupled model system reveals that the internal variability can be reduced by coupling a wave model to the atmospheric model. While this effect is most evident during extreme events, it is still present in a general assessment of the mean internal variability during the whole study period. Furthermore, the role of this wave-atmosphere coupling can be distinguished from that of the internal variability of the atmospheric model since the impact of the wave-atmosphere interaction is larger than the internal variability. This is shown to be robust to different boundary conditions. One method to reduce the internal variability of the atmospheric model is to apply spectral nudging, the role of which in both the stand-alone atmospheric model and the coupled wave-atmosphere system is evaluated. Our analyses show that spectral nudging in both coupled and stand-alone ensemble simulations keeps the internal variability low while the impact of the wave-atmosphere interaction remains approximately the same as in simulations without spectral nudging, especially for the wind speed and significant wave height. This study shows that in operational and climate research systems, the internal variability of the atmospheric model is reduced when the ocean waves and atmosphere are coupled. Clear influences of the wave-atmosphere interaction on both of these earth system components can be detected and differentiated from the internal model variability. Furthermore, the wave-atmosphere coupling has a positive effect on the agreement of the model results with both satellite and in situ observations.
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1. INTRODUCTION

Air-sea interaction processes and the feedbacks of their interdependence must be better understood to further improve both the operational and the climate research capabilities of model systems. On the one hand, improving operational forecasts is particularly important for all human activities at sea, such as maintaining and installing offshore wind farms, ship routing, and recreational activities (Gautier and Caires, 2015; Thomas and Dwarakish, 2015). On the other hand, precise and low-uncertainty climate projections are crucial for coastal protection and offshore activities, which are highly vulnerable to extreme weather events and waves (Quante and Colijn, 2016). One approach for reducing these model uncertainties is the coupling of different earth system elements. In this context, the exchange processes near the ocean surface are described more realistically by considering two-way fully coupled sea surface waves and atmospheric components. Using stand-alone models of the atmosphere, the roughness length of the water surface is usually parameterized as a function of wind speed (e.g., Lionello et al., 1998; Doms et al., 2013; Wu et al., 2017). When waves interact with the atmosphere, wave models estimate the sea surface roughness using wave parameters, which can account for influencing factors, such as swells and wave age (e.g., Janssen et al., 2002; Wu et al., 2017; ECMWF, 2019). The linkage between waves and atmospheric components can lead to increased roughness lengths over the ocean surface (e.g., Lionello et al., 1998; Cavaleri et al., 2012a; Katsafados et al., 2016; Wu et al., 2017). This increase in roughness then affects the overlying atmosphere, resulting in diminished wind speeds and significant wave heights. For extratropical lows, an increased roughness length weakens low-pressure systems, which Doyle (1995) and Lionello et al. (1998) have shown for idealized cases. Doyle (1995) employed an idealized cyclone to study the responses of the boundary-layer, mesoscale and synoptic-scale environment associated with marine cyclogenesis to the sea state. They found that the boundary-layer structure is influenced by ocean waves in the vicinity of a marine cyclone, reducing the wind speed by as much as 12% in coupled simulations as a result of high surface roughness due to young waves along the warm front and behind the cyclone. Furthermore, in coupled simulations, they detected an increase in pressure at the center of the low. Lionello et al. (1998) found similar effects of the two-way coupling between waves and atmosphere and tested the sensitivity of the wave-atmosphere interaction to the cyclone intensity and horizontal model resolution. They stated that the impact of waves on cyclogenesis depends on the storm intensity and is proportionally larger for extreme storms since intense and continuously changing winds maintain young waves. Furthermore, the influence on the increase in the minimum pressure is enhanced with increasing model resolution, which the authors lead back to a more detailed description of the cyclone center.

In addition to studies on idealized cyclones, researchers have previously studied realistic cases in the North Atlantic (Perrie and Zhang, 2001; Janssen et al., 2002; Wu et al., 2017), the North Sea (Wahle et al., 2017; Wu et al., 2017, 2019; Wiese et al., 2019) and the Mediterranean Sea (Cavaleri et al., 2012b; Varlas et al., 2018, 2020). In all these areas, the general consequence of wave-atmosphere coupling on cyclones is very similar to that depicted for the idealized cases described above. While Cavaleri et al. (2012b) and Varlas et al. (2018) concentrated on the effects of the interaction between waves and atmosphere during intense cyclone events, Varlas et al. (2020) assessed the impacts of this coupling over the Mediterranean and Black Seas during a whole year and discovered significantly improved forecast skills for the 1-year time period due to this interaction. However, they detected the largest improvements due to the wave-atmosphere linkage under intense wind and sea state conditions. In the North Sea, a decline in storm intensity due to the wave-atmosphere interaction was found to be caused by the enhanced surface roughness due to young waves (Wu et al., 2017; Wiese et al., 2019). Since the roughness length is often underestimated by atmospheric models, Wu et al. (2017) sought to improve the Charnock parameterization by increasing the Charnock parameter and adding variance to the roughness emulating the variance in the surface roughness presented by wave models. However, both attempts to tune the Charnock parameterization in the atmospheric model failed to replace the wave-atmosphere linkage under storm conditions. Having shown the importance of waves for atmospheric responses, Wu et al. (2019) assessed the impacts of waves in a fully coupled system considering atmospheric, waves and oceanic components on the transfer of momentum and heat between the ocean and atmosphere and showed significant effects on coastal areas. As coupled systems consisting of waves and atmospheric components have superior forecast skills over stand-alone models, such a system have been used at the European Centre for Medium-Range Weather Forecasts (ECMWF) for operational wind and wave forecasting since 1998 (Janssen et al., 2002; Janssen, 2004). Recently, the interactions among waves and oceanic and atmospheric components have been shown to have important impacts on predicting the power generated by offshore wind farms (Larsén et al., 2019; Wu et al., 2020). In addition to studies on synoptic time scales, the influences of coupling on the atmospheric and wave climates have also been investigated. Significant impacts on the atmosphere by the wave-atmosphere linkage have been shown on both the global scale (Janssen and Viterbo, 1996) and the regional scale (Perrie and Zhang, 2001; Rutgersson et al., 2010). Furthermore, coupled systems showed superior forecast skills over stand-alone models for the estimation of the wind climate for the choice of offshore wind turbines (Larsén et al., 2019).

The increased roughness length calculated by wave models compared to atmospheric models also leads to enhanced heat flux, which is important for hurricane studies, as enhanced heat fluxes lead to an intensification of hurricanes (Bao et al., 2000). When simulating hurricanes, a decrease in or saturation of the roughness length at very high wind speeds is particularly important, as this allows the hurricane to intensify further (Chen et al., 2013; Donelan, 2018). Accordingly, Chen et al. (2007) showed the importance of waves in a coupled atmosphere-wave-ocean model for the prediction of hurricane winds.
In the context of both operational and climate research capabilities, it is important to examine and quantify the variability and levels of uncertainties. One source of uncertainty in atmospheric model simulations stems from ambiguous initial conditions since the dynamic evolution varies among different model simulations when the models are initialized with slightly different initial conditions. This uncertainty is usually referred to as internal model variability, hereafter called internal variability. (Laprise et al., 2012; Sieck, 2013; Rummukainen, 2016; Sanchez-Gomez and Somot, 2018; Ho-Hagemann et al., 2020). This is not to be confused with the internal climate variability, which is the natural variability of the climate system (Ho-Hagemann et al., 2020). Internal variability can be estimated from the spread of ensemble simulations using slightly varying initial conditions (e.g., Sieck, 2013; Ho-Hagemann et al., 2020) and is often larger on a regional scale than on the global scale (Rummukainen, 2016). Internal variability was shown to be reduced by the coupling between oceanic and atmospheric models, resulting in a stabilizing influence on the atmospheric model (Schrum et al., 2003; Ho-Hagemann et al., 2020). Therefore, incorporating the effects of waves on the atmosphere might have a similar consequence of stabilizing the atmospheric model, which has not yet been investigated to the best of our knowledge.

In addition, the internal variability of a regional atmospheric model can be reduced by applying spectral nudging to the model (von Storch et al., 2000; Weisse and Feser, 2003; Schaaf et al., 2017). This method is widely used to keep the large-scale atmospheric state close to the forcing data, while the regional scale can develop (Feser et al., 2001; Alexandru et al., 2009; Weisse et al., 2009; Geyer, 2014). This technique is beneficial for studies reconstructing past climates or specific events with the maximum possible precision since reanalysis data can be used for spectral nudging under these circumstances (von Storch et al., 2000; Weisse and Feser, 2003). However, the performance of regional climate models using spectral nudging strongly depends on the accuracy of the global data. Moreover, in research on the future climate, this technique might not be advantageous since the global data contain uncertainties (Ho-Hagemann et al., 2020). This source of uncertainty, called the forcing uncertainty, is introduced into a regional model through the boundary forcing driven by global simulations (Sieck, 2013; Ho-Hagemann et al., 2020). Consequently, the choice of global climate model simulations as the boundary forcing for a regional climate model has been shown to greatly influence the regional model solution (Déqué et al., 2007; Kjellström et al., 2011; Keuler et al., 2016). Moreover, previous studies have shown that the use of both different global climate models and differing reanalysis data as the boundary forcing can have large impacts on regional model simulations (Meißner, 2008).

Furthermore, models contain inherent uncertainty called structural model uncertainty, hereafter called model uncertainty, which can be explained by the parameterizations, dynamical core and spatial resolution of the model (Murphy et al., 2004). Since numerical models cannot resolve processes smaller than twice their resolution, these processes have to be parameterized as a function of resolved large-scale features. These parameterizations lead to uncertainties in numerical models (Rummukainen, 2016). Furthermore, processes occurring in the real atmosphere-wave system are neglected in the model system or only insufficiently understood and for that reason not incorporated. At the interface between atmosphere and ocean, energy and momentum are exchanged through the waves (Cavaleri et al., 2012b). These exchanges are one example of processes that are not fully incorporated in uncoupled models, since they have to be parameterized in the absence of models for the other components of the earth’s system. Hence, when coupling the two models the model uncertainty might be reducible. By replacing the wind dependent parameterization in the atmospheric model with the wave-atmosphere coupling a step toward a better depiction of the real atmosphere-wave system is made.

Previous studies on assessing the impacts of atmosphere-wave interaction relative to the internal variability of atmospheric models, have discussed the significance of the coupling in comparison with the extents of uncertainties with differing conclusions. For instance, Weisse et al. (2000) and Weisse and Schneggenburger (2002) stated that the regional-scale effects of linking the wave model to the atmospheric model on the mean sea level pressure (MSLP) in the North Atlantic are not significant, indicating that the internal variability is similarly large during events with large influences due to this coupling, and thus, the impacts cannot be differentiated from the internal variability. In contrast, Janssen and Viterbo (1996) reported a significant impact of the sea state-dependent momentum exchange on their ensemble mean of a global model and suggested that the spatial resolution is crucial for studying the significant consequences of waves on the atmosphere. Similarly, Wu et al. (2017) showed that the impacts of coupling increase with increasing model resolution. Rutgersson et al. (2010) demonstrated significant effects of the wave-atmosphere interaction on the regional climate but did not use an ensemble approach. Rather, they employed longer time scales to assess the significance of this coupling. Since the studies of Weisse et al. (2000) and Weisse and Schneggenburger (2002), the formulation and resolution of regional models have been improved and refined, enabling us to re-evaluate the sensitivity of extremes to the influences of waves and atmosphere in regional models. Therefore, in this study, a state-of-the-art high-resolution regional wave-atmosphere coupled model system for the North and Baltic Sea in the framework of the Geesthacht COAsTal model SysTem (GCOAST) is used to investigate the effects of the wave-atmosphere coupling relative to the internal variability of atmospheric models, especially during extreme events, by conducting ensemble simulations. Furthermore, the influence of the coupling on the model uncertainty is assessed, as is the sensitivity of the impacts of coupling to the application of spectral nudging in atmospheric models, and the choice of boundary conditions.

The structure of this paper is as follows. The numerical models, measurement data and design of the numerical experiments are described in section 2. Then, the ensemble simulations are analysed with regard to the differences between coupled and reference simulations, and the internal variability
is compared between them, as is the impact of the coupling on the internal variability (section 3). This is followed by an analysis of the sensitivity of the effects of coupling to the use of spectral nudging and different boundary conditions (section 4). Furthermore, one extreme event in January 2017 is investigated in more detail (section 5). Finally, a summary and conclusions along with a discussion of the results are given (section 6).

2. NUMERICAL MODELS, EXPERIMENTAL DESIGN, AND MEASUREMENT DATA

2.1. Numerical Models

The atmospheric model used herein is the Consortium for Small-Scale Modeling (COSMO)-Climate Mode (CLM) (CCLM) regional climate model (Rockel et al., 2008; Doms and Baldauf, 2013). CCLM is the community model of the German regional climate research community and has already been utilized in several studies employing coupled systems with waves (e.g., Cavaleri et al., 2012b; Wahle et al., 2017; Li et al., 2020) or oceanic and other earth system components (e.g., Ho-Hagemann et al., 2013, 2015, 2017, 2020; Van Pham et al., 2014; Will et al., 2017; Kellemen et al., 2019). CCLM is based on the primitive thermo-hydrodynamical equations describing a compressible flow in a moist atmosphere. The equations are solved on a rotated geographical Arakawa-C grid and generalized terrain-following height coordinates. The domain of the atmospheric model extends north to Iceland and Norway and south to Spain and Italy. The domain is just large enough to cover the area of the wave model (Figure 1A), and the horizontal grid spacing is 0.0625°. A high horizontal resolution is desirable since the impacts of the coupling increase at higher resolutions, where the structure of cyclones is better resolved (Janssen and Viterbo, 1996; Lionello et al., 1998; Wu et al., 2017).

The wave model utilized in this study is the third-generation WAVE Model WAM (WAMDI Group, 1988; ECMWF, 2019). WAM has also been used successfully in several studies that assessed the wave-atmosphere coupling together with CCLM (e.g., Cavaleri et al., 2012b; Wahle et al., 2017; Li et al., 2020). However, WAM has also been employed with other atmospheric models, such as the ECMWF model (e.g., Janssen and Viterbo, 1996; Janssen et al., 2002) or the Weather Research and Forecasting (WRF) model (e.g., Wu et al., 2017). WAM is a spectral wave model (WAMDI Group, 1988; ECMWF, 2019) that includes parameterizations for shallow water, depth refraction and wave breaking, making it applicable for the area studied herein. The 2-D wave spectra are calculated on a polar grid with 24 directional 15° sectors and 30 frequencies logarithmically spaced from 0.042 to 0.66 Hz. For the spatial dimensions, a spherical grid is used with a 0.06° longitudinal and 0.03° latitudinal resolution. The domain of the wave model covers the Baltic and North Seas and the Northeast Atlantic Ocean. The model domain and bathymetry are shown in Figure 1A. At the open boundaries of the model domain, the forcing values come from simulations with a coarser model covering the whole North Atlantic driven by ECMWF Reanalysis Version 5 (ERA5) winds (Copernicus Climate Change Service, 2017). The coarser model has a spatial resolution of 0.25° in both directions and the same spectral resolution as the finer model described above.

These two models are coupled through the OASIS3-Model Coupling Toolkit (MCT) version 2.0 with a coupling time step of 300 s. In the reference simulation, CCLM sends the 10 m wind components to WAM and applies its own parameterization to calculate the roughness length over the ocean using the Charnock formula (Doms et al., 2013), and therefore, the roughness length is dependent only on wind:

\[ z_0 = \frac{\alpha_c}{g} \max(u^2_w, w^2) \] (1)
In Equation 1, the Charnock constant $\alpha_c$ is set to 0.0123, $g$ denotes the acceleration due to gravity, $u_s$ is the friction velocity, and $w_s$ is the scaling velocity for free convection. The roughness length over ice is set to a constant value of 0.001 m.

In the coupled simulation, WAM still receives the wind components but also sends the roughness length calculated through the wave parameters to the atmospheric model. Hence, over the ocean surface, waves are taken into account when estimating the roughness length by using the wave-induced stress ($\tau_w$) for the calculation of $z_0$.

$$z_0 = \frac{\hat{\alpha} \tau}{g \sqrt{1 - \frac{\tau}{u_*}}} \quad (2)$$

The total stress ($\tau = u_s^2$), the acceleration due to gravity ($g$) and the modified Charnock constant ($\hat{\alpha} = 0.01$) are also taken to calculate the roughness length over the ocean.

### 2.2. Experimental Design

To analyse the internal variability of the atmospheric model in comparison with the internal variability of the coupled model system and the effects of the wave-atmosphere coupling on the atmospheric model, six different ensemble simulations are carried out and described in Table 1. The ensembles are designed such that there is always a corresponding reference and coupled simulation. The basic set of ensembles is conducted using ERA5 boundary conditions (Copernicus Climate Change Service, 2017), and no spectral nudging is applied in CCLM to allow the atmospheric model to freely develop and to estimate the impacts of coupling on the freely evolving atmosphere. Furthermore, two sensitivity experiments are carried out: one set of ensembles is conducted with spectral nudging, and another set of ensembles is performed using different boundary conditions. Spectral nudging is used to ensure that the large-scale circulation and positions of low-pressure systems are approximately correct using coarser global data, such as reanalyses (von Storch et al., 2000; Weisse and Feser, 2003). For the simulations with spectral nudging, boundary values for the open lateral boundaries as well as for spectral nudging are taken from ERA5 (Copernicus Climate Change Service, 2017) similar to simulations without spectral nudging. To estimate the sensitivity of coupling to the choice of boundary conditions and to assess the impacts of the boundary conditions of the atmospheric model on the effects of the coupling, one set of ensembles is performed using ERA-Interim as boundary conditions (Berrisford et al., 2009; Dee et al., 2011).

In the atmospheric model, the soil moisture content needs time to adapt (Geyer, 2014). This adaptation occurs faster closer to the surface than for deeper soil layers and depends both on the accuracy of the initial conditions and on the regional conditions. Considering the model domain and that the evaluation of the results is performed mainly for ocean areas, 1 year of spin up is performed starting on 1 January 2016. This spin-up simulation is conducted with the reference set-up involving spectral nudging, which is initialized with ERA5 data. The ensemble initialization is accomplished following Ho-Hagemann et al. (2020) using different dates. Other studies have adopted a similar approach to assess the internal variability of atmospheric models (Alexandru et al., 2007; Lucas-Picher et al., 2008; Sieck, 2013). Lucas-Picher et al. (2008) further assessed other ways to disturb the initial ensemble conditions and found that neither the source nor the magnitude of the perturbations of initial conditions has an impact on the internal variability 15 days past the initialization. Like in Sieck (2013), each experiment consists of 10 ensemble members using restart fields from 1 to 10 December 2016 from the spin-up simulation, as Alexandru et al. (2009) showed 10 members are required for a robust estimate of the internal variability. All restart fields are then used to initiate the ensemble on 1 December 2016, which spans one winter season until 1 April 2017. For the study period the month of December is then discarded as a spin up for the ensemble. This period is chosen to account for the effects of coupling, especially during extreme events that occur during this time of the year (Janssen et al., 2002; Wahle et al., 2017; Wu et al., 2017; Wiese et al., 2019).

### 2.3. Observations

#### 2.3.1. In situ Measurements

Observations from the Global Telecommunication System (GTS) of the significant wave height and wind speed are used to estimate the agreement between the model simulations and observations. The data are obtained from and archived at ECMWF (Bidlot and Holt, 2006). Moreover, data are gathered by ECMWF as part of the Joint Technical Commission for Oceanography and Marine Meteorology (JCOMM) wave forecast verification project (Bidlot et al., 2002). The data are recorded either by moored wave buoys anchored at fixed locations to serve national forecasting needs or by instruments mounted on platforms or rigs managed by the oil and gas industry. As in Wiese et al. (2018), the wave height measurements are collocated with the model data using the closest grid point to the location of the in situ observations. The wind speed measurements are interpolated to a height of 10 m above the surface and then collocated with the model using the closest grid point to the location of the observation. The locations of in situ observations are presented in Figure 1B.

#### 2.3.2. Satellite Data

The significant wave height and wind speed observations from the Sentinel-3A satellite are used to assess the realism of the simulated wave characteristics. Sentinel-3A, which was launched in February 2016, is the first altimeter to operate entirely in synthetic aperture radar (SAR) mode (ESA, 2015). The revisit

| Name | Coupling | Spectral nudging | Boundary conditions | Time period |
|------|----------|------------------|---------------------|-------------|
| ref.nsn | No | No | ERA5 | 01.12.2016-01.04.2017 |
| cpl.nsn | Yes | No | ERA5 | 01.12.2016-01.04.2017 |
| ref.sn | No | Yes | ERA5 | 01.12.2016-01.04.2017 |
| cpl.sn | Yes | Yes | ERA5 | 01.12.2016-01.04.2017 |
| ref.bc | No | No | ERA-Interim | 01.12.2016-01.04.2017 |
| cpl.bc | Yes | No | ERA-Interim | 01.12.2016-01.04.2017 |
The mean MSLP conditions are characterized by lower pressures west of Iceland and higher pressures over southern Europe. However, due to the wave-atmosphere coupling, this pressure gradient is slightly reduced (Figure 2A). This reduction can be traced directly to the enhancement of the roughness length (Figure 2E) since the surface roughness determines the ageostrophic wind component, responsible for cross-isobar mass transport. This corresponds to the results found by Lionello et al. (1998), Janssen et al. (2002), and Wu et al. (2017). Additionally, the wind speed at 10 m is reduced over the coupled ocean surface (Figure 2C), which can also be attributed directly to the enhanced surface roughness (Figure 2E). This similarly corresponds to several previous studies (e.g., Doyle, 1995; Lionello et al., 1998; Wahle et al., 2017). While the MSLP changes spread over the whole model area, the effect of the reduced wind speed is mostly limited to the coupled model area. The significant wave height is accordingly reduced with the wind speed (Figure 2G). The largest reduction is observed between Norway, Great Britain and Iceland. In this area, the significant wave height, wind speed and roughness length in the reference simulation are the largest, and consequently, the roughness length is considerably enhanced, which results in the largest wind speed and the greatest significant wave height reduction. Smaller reductions in wind speed occur in the Bay of Biscay, the southeastern North Sea and the Baltic Sea, especially in the northern and southern Baltic Sea. The largest part of these small wind speed reductions can be traced to the weaker winds and smaller significant wave heights in those areas, leading to smaller roughness lengths and therefore smaller reductions in wind speed. This leads to a pattern featuring the whole southern North Sea having a relatively small reduction in wind speed, but along the British coast, the reduction in wind speed is larger than in the rest of the North Sea. Moreover, the impacts of the coupling extend further upwards. At 850 hPa, the change in geopotential displays a similar pattern as the change in MSLP with a reduction over the European continent and an increase between Iceland and Scotland (Supplementary Figure 1A). This pattern leads to a reduced geopotential gradient since the geopotential is higher over the southeastern part of the model domain and lower over the northwestern part. At a height of 500 hPa, this pattern is still visible, but the increase in the geopotential between Iceland and Scotland is larger than the decrease over the continent (Supplementary Figure 1C), which is contrary to the changes in the 850 hPa geopotential and MSLP. Nevertheless, this pattern can be interpreted as a reduction in the geopotential gradient at 500 hPa.

Ensemble simulations are conducted with the aim of making conclusions about the significance of differences between the coupled and reference simulations in comparison with the internal variability of the models. This is carried out in order to distinguish whether the coupling has a significant effect on the atmosphere or the impacts are within the range of internal variability of the atmospheric model. To ascertain the significance of these changes, for each grid cell and time step, it is determined whether cpl.nsn and ref.nsn differ significantly from each other using a t-test with a significance interval of 95% (Janssen and Viterbo, 1996; Weisse et al., 2000). With the results...
FIGURE 2 | Mean values over 3 months of the MSLP (A), wind speed (C), roughness length (E), and significant wave height (G). The contours reflect the values of the reference simulation, while the colors represent the difference between the coupled (cpl.nsn) and reference (ref.nsn) ensembles for the ensembles without spectral nudging. The percentage of time with significant differences between the coupled and reference ensembles in the MSLP (B), wind speed (D), roughness length (F), and significant wave height (H) are also shown [Note the different color bar range for (H)].
of the $t$-test for each grid cell and time step, the percentage of time in each grid cell where cpl.nsn and ref.nsn differ significantly from one another is calculated, and the results are shown in Figures 2B,D,F,H. For the results presented in Table 2, the mean values over the different areas are calculated. This analysis reveals that cpl.nsn and ref.nsn differ significantly during the majority of the study period not only for parameters close to the surface but also for parameters in higher parts of the atmosphere.

The enhancement of the roughness length is significant 89% of the time within the whole coupled area (Figure 2F and Table 2). This is also the case for the Baltic Sea, whereas in the North Sea, the Norwegian Sea and the North Atlantic Shelf, the changes are significant more than 90% of the time. Regarding the wind speed, the differences between ref.nsn and cpl.nsn are significant 71% of the time within the whole coupled area (Figure 2D). Again, the Baltic Sea has the lowest value with just under 70%, while the other three areas have significant changes in wind speed due to the coupling for ~72% of the study period. For the roughness length and wind speed, the significance of changes decline outside the coupled area, while for the MSLP, significant changes are observed over the entire model area (Figure 2F and Table 2). In the case of the MSLP, the changes due to coupling are significant 75% of the time within the whole coupled area. As before, the Baltic Sea has the smallest value with 74.86% out of the four areas analysed, while the North Sea has the largest value with significant changes 80.17% of the time due to the coupling. The percentages of time in the Norwegian Sea and the North Atlantic west of the British Isles range between the values in the Baltic and North Sea.

The changes in significant wave height are significant 93% of the time within the whole model area (Figure 2H). In the Baltic Sea, this percentage is reduced to 80.22%, and in contrast to the other parameters, the North Sea has lower values than those elsewhere with significant changes almost 90% of the time. For the Norwegian Sea and the North Atlantic Shelf, which are more exposed to higher significant wave heights and larger changes, the changes are significant for ~93% of the study period.

The coupling also has significant impacts higher in the atmosphere. At 850 hPa, the changes are significant 73% of the time (Supplementary Figure 1B). The changes are significant for the most time within the North Sea region and for the least amount of time in the Baltic Sea, whereas the other two areas have values between those in the North and Baltic Seas. The time with significant differences between cpl.nsn and ref.nsn reduces with increasing height. At 500 hPa, the time characterized by significant differences averaged over the whole coupled area is 70.76% (Supplementary Figure 1D). The longest percentage of time with significant changes is detected in the Norwegian Sea at 76.1%, while the percentages in the North Sea and the North Atlantic Shelf are 73.39 and 73.49%, respectively. The shortest amount of time with significant changes is again found in the Baltic Sea at 68.25%. Hence, it can be concluded changes in roughness length still lead to significant changes higher in the atmosphere.

### 3.1.1. Probability of Ensemble Differences

Figure 3 shows histograms of the probability of differences between ref.nsn and the cpl.nsn for the four study areas over the whole study period. In general, the wind speed is reduced in cpl.nsn compared to ref.nsn since energy is needed for wave growth. These strengthened waves subsequently enhance the surface roughness, which leads to a reduction in wind speed. However, the magnitude of this reduction varies among the four areas.

The mean reductions in the wind speed within the Norwegian Sea and the North Atlantic Ocean west of the British Isles are very similar with values of $-0.64$ m/s (Figure 3C) and $-0.63$ m/s (Figure 3D), respectively. In the North Sea, the mean reduction is $-0.58$ m/s (Figure 3A), while the Baltic Sea has the smallest mean reduction of $-0.42$ m/s (Figure 3B). These differences can be explained by the significant wave heights in these areas (Figure 4). The Baltic Sea is a very sheltered area surrounded by coastline on all sides. Therefore, the fetch is very limited, and only swells travelling north-south can become larger. Due to mostly short fetches, the wave field cannot develop fully at higher wind speeds, as the distance to the coast is too short. For a fully developed sea state at a wind speed of 20 m/s, a fetch well exceeding 1,000 km is needed (Komen, 2002), which is far greater than the Baltic Sea can provide in most directions. Therefore, winds provide less energy and momentum to waves, and thus, the waves cannot reach their full height, which results in smaller wind speed reductions. Another aspect of wave growth important for fully developing the sea state is the wind speed and the duration of wind speeds. Full development takes more time for high wind speeds, than low wind speeds. The mean wind speed within the Baltic Sea being smaller than those in the other areas (Figure 2C), contributes further to smaller significant wave heights and hence smaller reductions in the roughness length and wind speeds in the Baltic Sea. The distribution of the significant wave height in the Baltic Sea shows a peak at 0.4 m with 99% of all significant wave heights below 4.2 m (Figure 4B).
Since the significant wave heights are small, the roughness length is short. Hence, the wind speed changes are small when small significant wave heights occur. In the North Sea, the significant wave heights are larger than those in the Baltic Sea (Figure 4A). The North Sea is open to the Atlantic Ocean in the north and accesses the Atlantic in the west through the English Channel. Through these openings, especially that in the north, large swells can enter the North Sea. Furthermore, the fetch in the North Sea is larger than that in the Baltic Sea. Since large significant wave heights occur, the impacts of the coupling are larger in the North Sea than in the Baltic Sea. The largest impacts, however, occur in the areas that are truly exposed to the open ocean, such as the Norwegian Sea and the North Atlantic Ocean west of the British Isles. Significant wave heights up to 17.87 m in the reference ensemble and 13.53 m in the coupled ensemble occur. Furthermore, the mean significant wave heights in these areas are much larger at ~4 m compared with values of ~2 and 1 m in the North and Baltic Seas, respectively. Since the Norwegian Sea and the North Atlantic Ocean are subject to the largest significant wave heights (Figure 4), the impact of the coupling is the largest (Figure 3). Due to the corresponding reductions in wind speed, the significant wave heights are reduced in the coupled ensemble in all four areas (Figure 4).

The spreads of the distributions of the changes due to the coupling vary among the different areas. The Norwegian Sea and the North Atlantic Ocean west of the British Isles have the largest spreads with values of 1.11 and 1.01 m/s, respectively, since the significant wave heights in these areas similarly show the largest spreads. Small significant wave heights occur during phases with low wind speeds, but very large significant wave heights can be present during stormy periods, when waves are given sufficient time and long fetches to develop. In the North Sea, the spread of the distribution is 0.86 m/s, while that in the Baltic Sea is 0.71 m/s. These small spreads are due to the limited wave growth.
in these areas due to the fetch and water depth conditions. Thus, the largest significant wave heights in the Norwegian Sea and the North Atlantic Shelf cannot develop in the North and Baltic Seas. Therefore, the spreads of the significant wave height are smaller in the North and Baltic Seas, resulting in smaller distributions of changes in the wind speed. Therefore, the coupling has the largest impacts on the Norwegian Sea and the North Atlantic Ocean west of the British Isles, followed by the North Sea, while the smallest impact is found on the Baltic Sea.

The mean MSLP difference between cpl.nsn and ref.nsn tends toward lower pressures in the coupled ensemble than in the reference ensemble (Figure 5). This trend is the largest in the North Sea and might be related to the geography of the North Sea, which is generally positioned between a low-pressure system moving through the area to the north and a high-pressure system moving over the continent but is more influenced by the reduction in the pressure over the continent (Figure 2A). Since the general change in MSLP constitutes a reduction in the pressure gradient, both reduced and enhanced MSLPs can be found due to the coupling between the wave and atmospheric models in all four areas. In particular, the Norwegian Sea and the North Atlantic Ocean are situated along the border between increasing and decreasing pressure (Figure 2A). This is further reflected in the distribution of the MSLP differences in, where the mean is very close to zero and the distributions are spread similarly in positive and negative sectors (Figures 5C,D). The Baltic Sea is again the least influenced by the coupling (Figure 5B) since the waves are smaller in this area (Figure 4B), influencing the winds less (Figure 3B).

3.1.2. Ensemble Spread
The standard deviation (Equation 3) between the ensemble members is regarded as the spread of the ensemble, which is a measure for the internal variability of the system (Ho-Hagemann...
FIGURE 5 | Histogram of the MSLP difference between the coupled (cpl.nsn) and reference (ref.nsn) ensembles within the North Sea (A), the Baltic Sea (B), the southern Norwegian Sea (C), and the North Atlantic Ocean west of the British Isles (D). The blue line indicates the mean of the distribution, and the black indicates the zero line.

The mean of the standard deviation of wind speed in ref.nsn is 0.37 m/s, and that in cpl.nsn is 0.35 m/s, which constitutes a reduction of 7.46% (Table 3). The reduction in the 99th percentile is 10.53%, but the largest reduction is found in the maximum of the ensemble spread with 23.48%. This shows that the spread in cpl.nsn is generally smaller than that in ref.nsn. Hence, due to the reduction in internal variability, the uncertainty in the coupled system is reduced compared to the reference model.

The MSLP spread in the ensembles is generally quite low (Figure 6B) with a mean of ~0.14 hPa (Table 3). The maximum spread is reduced by 9.14% due to the wave-atmosphere coupling. Therefore, although the internal MSLP variability of the ensembles is already very low, the maximum internal variability can still be reduced due to the coupling.

The variability of the significant wave height due to the wind speed variability is generally quite low at 5 cm in the reference
ensemble and 3 cm in the coupled ensemble (Figure 6C and Table 3). The maximum spread, however, can be quite large (up to 2.68 m in the reference simulation). This spread is considerably reduced by 36.35% to 1.71 m due to the coupling and the related reduction in the wind speed uncertainty within the atmospheric model (Figure 6A and Table 3).

In summary, coupling the wave model to the atmospheric model reduces the ensemble spread and therefore also the internal variability of the atmospheric model. In addition, the wave model profits from the reduction in wind speed variability with less variability of the significant wave height.

### 3.2. Temporal Evolution

After generally assessing the impacts of the wave-atmosphere coupling in comparison with the internal variability of the atmospheric model, a temporal analysis is performed. Figure 7 presents the average wind speed, MSLP and significant wave height in the reference ensemble within the North Sea, which is the area the main analysis is conducted for. Furthermore, the absolute value of the mean differences between the coupled and reference ensembles are depicted along with the spread of the ensembles. This analysis is conducted in order to estimate under...

### Table 3 | Evaluation of ensemble spread.

|                | Mean | 99th percentile | Maximum |
|----------------|------|-----------------|---------|
| ref.nsn (m/s)  | 0.37 | 1.88            | 8.70    |
| cpl.nsn (m/s)  | 0.35 | 1.68            | 6.66    |
| Relative change (%) | -7.46 | -10.53 | -23.48 |
| ref.nsn (hPa)  | 0.14 | 0.80            | 4.63    |
| cpl.nsn (hPa)  | 0.14 | 0.71            | 4.21    |
| Relative change (%) | -0.58 | -11.75 | -9.14  |
| ref.nsn (m)    | 0.05 | 0.34            | 2.68    |
| cpl.nsn (m)    | 0.03 | 0.21            | 1.71    |
| Relative change (%) | -25.56 | -39.14 | -36.35 |

### FIGURE 6 | Histogram of the standard deviation of the reference (ref.nsn) and coupled (cpl.nsn) ensembles within the North Sea for the wind speed (A), MSLP (B), and significant wave height (C).
FIGURE 7 | Time series of the absolute differences in the ensemble means (black), standard deviations of the ensembles (red and blue) and values in the reference ensemble (ref.nsn, dark blue, right y-axis) in the North Sea for the wind speed (A), MSLP (B), and significant wave height (C).
which conditions the spread of the ensembles and, therefore, the internal variability, as well as the effects of the coupling become large. Furthermore, this shows whether the ensemble spread or the effects of the coupling are larger and whether during events with high impacts by the coupling, the influence of the waves on the atmosphere is still larger than the internal variability of the atmospheric model. The analysis generally shows that the differences between cpl.nsn and ref.nsn are larger than the internal variability. Thus, the effects of the coupling can be clearly differentiated from the internal variability of the model. Furthermore, the internal variability is reduced in cpl.nsn compared to ref.nsn, especially when the internal variability is large.

A peak in difference between cpl.nsn and ref.nsn can be detected simultaneously with the peak wind speed in ref.nsn (Figure 7A). This indicates that at higher wind speeds, the impact of the coupling between the two models is larger than that at lower wind speeds. At high wind speeds, the sea state needs more time to reach a fully developed state, and before that, the transfer of momentum and energy from the atmosphere to the waves is larger than when the sea state is already fully developed. Moreover, the roughness length is larger for young, developing waves than for old, mature waves, and thus, when the sea state is fully developed, the roughness length becomes smaller, and less energy is transferred from the atmosphere to the waves (Wu et al., 2017). The largest impacts of the coupling on the wind speed and significant wave height appear on 11 January, and the largest internal variability is identified 2 days later. This event is analysed in more detail in section 5.

During the majority of the simulation period, the difference between cpl.nsn and ref.nsn is larger than the internal variability (Figure 7A), which corresponds to significant changes by the coupling ~70% of the time (Figure 2D). This is especially the case when the wind speed is high and when the differences between the coupled and reference ensembles are larger. Therefore, when the coupling has large impacts on the atmosphere by reducing the wind speed, the internal variability is still small, and the differences between the ensemble means can be differentiated from the internal variability of the atmospheric model and traced back as impacts of the coupling. Furthermore, events can occur during which the internal variability becomes larger than the differences between the ensemble means, and as a result, the ensembles cannot be differentiated from one another. Nevertheless, only sporadic events occurred during our study period, whereas the times when the differences between the ensemble means are larger than the ensemble spread are dominant. Furthermore, during events with large internal variability, the uncertainty is reduced in cpl.nsn compared to ref.nsn, which is in accordance with the results of Figure 6.

Since the initial and boundary conditions and the wave model set-up are identical for all simulations, the variability of the wave model is attributable to the different winds in the atmospheric model initiated with different initial conditions. The variability in the wave model, however, is very small most of the time (Figure 7C). Only in very few events is the variability of the significant wave height increased, which is due to an increase in the wind speed variability within the atmospheric model. Therefore, when the internal variability for wind speed is reduced due to the coupling, the variability of the significant wave height is reduced as well. The differences in the significant wave height between cpl.nsn and ref.nsn follow the curve of the significant wave height in ref.nsn in the area. This indicates that the coupling impacts are larger for situations with large significant wave heights and smaller for situations with small significant wave heights. The impacts of the coupling in this case can be very clearly differentiated from the variability of the significant wave height, which is in accordance with the differences between ref.nsn and cpl.nsn being significant 93% of the time (Figure 2H).

Examining the MSLP time series reveals a similar scenario (Figure 7B). Here, like for the wind speed and significant wave height, the differences between cpl.nsn and ref.nsn are larger than the internal variability of the ensembles most of the time and can be differentiated from one another, especially when large differences between the two ensembles are present, even though events can occur during which the internal variability and the ensemble difference have the same magnitude or the internal variability is larger than the differences. In addition, although events sometimes occur where the internal variability is increased in cpl.nsn compared to ref.nsn, during events with large internal variability of the MSLP, the uncertainty is smaller in cpl.nsn than in ref.nsn. Furthermore, the peaks of differences between cpl.nsn and ref.nsn are not always correlated with significant wave height peaks and hence changes in the roughness length (e.g., on 25 January 2017 and 30 March 2017). Therefore, the wave-atmosphere coupling can have impacts on the MSLP that are not directly linked to the change in the roughness length at that location and time, but are due to lasting effects of the coupling on the atmosphere. The findings for the North Sea exist in the other three study areas in a similar way (Supplementary Figures 3–5).

While the main effects of the coupling on the wind speed and the significant wave height are reductions, for the MSLP, increases are also common. The method used here takes the absolute value of the mean of the difference among the areas of interest. Therefore, increases and decreases cancel each other out, which constitutes a conservative approach to assessing the magnitudes of the differences between the ensembles. Another approach was tested in which the mean of the absolute differences among the areas was found to differ only marginally from the approach used herein.

### 3.3. Comparison With Measurements

To investigate whether the wave-atmosphere coupling improves the realism of the observations, the results of the ensemble simulations are compared with wind speed and significant wave height measurements. In this study, Sentinel-3A satellite measurements are used in conjunction with in situ GTS station measurements. The combination of satellite and in situ data is highly complementary since the satellite data have good spatial coverage and the in situ data possess good temporal coverage. The general agreement between the measurements and the ensemble means is good but can still be improved with the wave-atmosphere coupling (Figure 8).

Especially for wind speeds below 7 m/s, the results of both ensembles are very similar to the observations (Figures 8A,B).
Beyond that, however, differences begin to show. As in the times series, the most obvious differences between cpl.nsn and ref.nsn can be detected in high wind speed areas. The wind speed in cpl.nsn is reduced compared to that in ref.nsn, which leads to better agreement with the observations. By taking the wave effects on the roughness length into account, the realism of the model simulations is enhanced. The parameterization of the roughness length in the atmospheric model accounting for only the wind speed neglects the variety of wave states and development phases of the sea state at similar wind speeds, which the wave model can depict (Wu et al., 2017). This weakness of the atmospheric model becomes more apparent at higher wind speeds. Thus, the coupling leads to an improved realism of the atmospheric model. This weakness can likewise be detected in comparisons between the measurements and ensemble means of the significant wave height (Figures 8C,D).

These differences begin to appear for significant wave heights above 2 m and are especially large for extreme significant wave heights. Although cpl.nsn tends to slightly underestimate large significant wave heights, the agreement between the measurements and cpl.nsn is better than the agreement between the observations and ref.nsn. Mainly the scatter index (Supplementary Equation 5) in significant wave height can be reduced in the coupled ensemble compared to the reference ensemble by 6.4%, hence, increasing the correlation (CORR, Supplementary Equation 7) by 2.8% indicating, that the scatter in the comparison between observed and modelled significant wave height is decreased. Furthermore, the root-mean-square error (RMSE, Supplementary Equation 4) is reduced in the coupled ensemble by 18 cm compared to the reference ensemble. This is to some degree also visible in the wind speed with a reduction of the SI of 1.7% and RMSE of 0.12 m/s.
4. SENSITIVITY OF COUPLING TO THE APPLICATION OF SPECTRAL NUDGING AND DIFFERENT BOUNDARY CONDITIONS IN CCLM

4.1. Sensitivity to Spectral Nudging

In the atmospheric model, spectral nudging can be enabled to keep the large-scale atmospheric state close to the forcing data, while regional-scale details are permitted to develop conditioned by the large scales. This method is used for regional and local reconstructions or impact studies, where the representation of the exact weather situation is vital. Furthermore, this method suppresses the internal variability of regional models (von Storch et al., 2000; Weisse and Feser, 2003; Schaaf et al., 2017). Therefore, simulations with spectral nudging are usually closer to observations than those without spectral nudging. On the other hand, this approach might suppress the effects of the coupling (Ho-Hagemann et al., 2020). As shown in the previous section 3, the wave-atmosphere coupling has a positive effect on freely evolving regional models forced only at the lateral boundaries. In this section, it is investigated whether these effects can also be detected in simulations using spectral nudging in the atmospheric model. Hence, we perform a comparison between the effects of the coupling with and without spectral nudging enabled in the atmospheric model. This comparison is conducted mainly for the North Sea. The results show that the coupling has significant impacts on the atmosphere, resulting in better agreement with observations in simulations where spectral nudging is used, with similar impacts of the coupling on the atmosphere as in simulations without spectral nudging.

The wind speed differences in the ensembles with and without spectral nudging are very similar (Figure 9A). The spread of the distribution is smaller for the ensemble with spectral nudging (0.73 m/s) than for the ensemble without spectral nudging (0.86 m/s). This demonstrates that the most extreme coupling effects are smaller in the simulation with spectral nudging, but the general effect is very similar to the effects in the simulation without spectral nudging. For the MSLP, however, this influence is more pronounced than for the other parameters (Figure 9B). Since spectral nudging keeps the larger scales in position, the variability of the MSLP is kept low. Therefore, the coupling tends to reduce the MSLP rather than shift the pressure systems or reduce the pressure gradient.

The internal variability is reduced due to spectral nudging (Figures 9C,D) compared to the internal variability of the ensemble without spectral nudging (Figures 6A,B). This has been shown before in several studies (e.g., Weisse and Feser, 2003). The reduction in internal variability due to the coupling, which has been demonstrated in the previous section for simulations without spectral nudging (section 3.1.2), can still be detected in the simulations with spectral nudging (Figures 9C,D and Supplementary Table 1). Therefore, the wave-atmosphere coupling reduces the internal variability even further, which supports the supposition that introducing the wave model reduces the model uncertainty of the atmospheric model.

Weisse and Feser (2003) found that the internal variability appears to be small in ensembles both with and without spectral nudging most of the time and is increased during some periods only in the ensemble without spectral nudging. We detect a similar effect upon examining the time series (Supplementary Figures 2A,C,E). Nevertheless, we discover that the coupling effects on the wind speed (Supplementary Figure 2A) and significant wave height (Supplementary Figure 2E) are almost identical most of the time in simulations with and without spectral nudging. Therefore, although the large scales of the forcing data are kept in the regional model, the coupling of the wave model still influences the wind and wave fields similar to the situation without spectral nudging. Furthermore, as in the simulations without spectral nudging, this coupling leads to better agreement with observations and especially reduces the overestimation of high wind speeds and significant wave heights (Supplementary Figure 6). Hence, coupling the wave model to the atmospheric model enhances the realism of the model simulations also with spectral nudging enabled.

With regard to the impacts of the coupling on the MSLP, the application of spectral nudging in the atmospheric model has a larger impact (Figure 9B; Supplementary Figure 2C). Here, the differences between the coupled and reference ensembles can be differentiated from each other. Most of the time, the impacts of the coupling are very similar, but during events with large differences between cpl.nsn and ref.nsn, these differences become smaller in the simulations with spectral nudging than in those without spectral nudging. Due to spectral nudging, the large-scale atmospheric state is kept close to the forcing data. Hence, the atmosphere has less freedom to develop, and therefore, the coupling impacts on the MSLP are smaller in the simulations with spectral nudging than in those without spectral nudging. Hence, spectral nudging has only a small impact on the effects of the wave-atmosphere coupling on the wind speed and significant wave height, while the effects of the coupling on the MSLP can be suppressed at times.

Furthermore, since the internal variability is reduced due to the inclusion of spectral nudging but the effects of the coupling remain almost identical, the percentage of time with significant changes due to the coupling is increased. The percentage of time that the MSLP is significantly changed is increased from 75.49% in the ensemble without spectral nudging to 87.47% in the ensemble with spectral nudging within the whole coupled model area. The increase in the percentage for the wind speed is ∼4–74.89%, and that for the roughness length is ∼2.5–91.65%. Additionally, in the higher parts of the atmosphere, the percentages of time with significant changes are similarly increased. The percentage of time with significant changes in the 850 hPa geopotential height increases by more than 10–84.58%, while that in the 500 hPa geopotential height increases by ∼9–79.03% within the whole coupled area. Thus, in the ensemble simulations, where spectral nudging is used, the coupling has significant impacts on the atmosphere, resulting in better agreement with observations.
4.2. Sensitivity to Boundary Conditions

The boundary conditions for regional models are usually taken from global models to give realistic values at the lateral boundaries. Here, two different sets of reanalysis data are used as the boundary forcing for the regional model. The boundary conditions can have large impacts on the results of regional model simulations (Déqué et al., 2007; Meißner, 2008; Kjellström et al., 2011; Keuler et al., 2016). Thus, in this study, the impacts of two different boundary conditions, namely, ERA5 and ERA-Interim, in the atmospheric model on the effects of the wave-atmosphere coupling are tested to assess whether the findings in section 3 are robust to different boundary conditions, which is found to be the case.

The general impact of the coupling between the atmospheric model and the wave model is very similar with both boundary conditions, as the distributions of the differences in the wind speed and MSLP are very similar for the ensembles with ERA5 and ERA-Interim boundary conditions (Figures 10A,B). Also the reduction in internal variability is still present with different boundary conditions (Figures 10BC,D). Hence, the effects of the coupling are robust to different reanalysis data used as the boundary forcing (a more detailed analysis can be found in the Supplementary Material).

5. CASE STUDY OF AN EXTREME EVENT

The largest difference in the wind speed and significant wave height between cpl.nsn and ref.nsn is observed on 11 January 2017 (Figure 7A), and the largest internal variability appears 2 days later. Therefore, this event is studied in more detail with an analysis of the storm tracks of this low-pressure system.

The low-pressure system that passed over the North Sea during mid-January of 2017 formed as a secondary low in the Norwegian Sea. The secondary low was cut off from the main low-pressure system and made its way south across the North Sea, while the core of the main
low-pressure system was filled and slowly moved eastwards (Supplementary Figure 8; Figures 11, 12).

5.1. Differences in and Variability of the MSLP, Wind Speed, and Significant Wave Height

The largest difference in the wind speed between cpl.nsn and ref.nsn is observed on 11 January 2017 (Figure 7A). At that time, the wind speed is ~20 m/s within the North and Baltic Seas. Since this wind speed is quite high, the reduction in the wind speed is also quite large, transferring energy from the atmosphere to the developing waves. The reduction in wind speed is fairly uniform. The internal variability is very small at that time and only slightly larger in ref.nsn than in cpl.nsn. This is very similar in the ensembles with spectral nudging and the changed boundary conditions (Supplementary Figure 7).

Due to the wave-atmosphere coupling, the pressure gradient is reduced at that time in all three ensembles. This reduction in the gradient is due to the enhanced surface roughness, which results in a larger ageostrophic wind component and leads to cross-isobar mass transport from higher to lower pressures. This results in faster filling of the pressure system and hence a reduction in the pressure gradient. This finding is in accordance with previous studies (Lionello et al., 1998; Janssen et al., 2002; Wu et al., 2017). The reduction in the pressure gradient further adds to the reduction in the wind speed. The internal variability of the MSLP is very low in all ensembles, with slightly larger values in the reference ensembles than in the coupled ensembles (Supplementary Figure 8). The reduction in wind speed ultimately leads to a reduced significant wave height. Although the amount of the wind speed reduction is fairly similar within the North and Baltic Seas and in the region between Iceland and Scotland, the decrease in the significant wave height is not uniform. The main attenuation of the significant wave height appears in the areas where the significant wave

FIGURE 10 | Histogram of the differences between the coupled and reference ensembles in the wind speed (A) and MSLP (B) within the North Sea, as well as the standard deviation of the reference and coupled ensembles within the North Sea area for the wind speed (C) and MSLP (D).
height peaks in the North Sea and the region between Iceland and Scotland. Since waves have the freedom to develop and are not limited by the fetch or water depth, the energy and momentum from the atmosphere can be converted into wave growth. Furthermore, the reduction in the significant wave height in the Baltic Sea is much smaller than the reductions in the other areas due to fetch limitations. The internal variability of the significant wave height is very low. This scenario is present in all three ensembles, with very slight variations in the magnitude of the difference between the coupled and reference ensembles (Supplementary Figure 9).

The event with the largest internal variability during the study period is observed 2 days later (Figure 7). At that time, the center of the low-pressure system is located directly over the North Sea (Figure 11) with a convergence zone extending from the center of the low-pressure system to the British coast and a wind speed front embedded in that extending north-south over the North Sea (Supplementary Figure 10). The overall changes in the MSLP in both ensembles without spectral nudging again reflect a reduction in the pressure gradient (Figures 11A,C), although other variations can also be detected. One of them is, that the location of this convergence zone differs among the ensembles. The internal variability is quite high in ref.nsn but is reduced in cpl.nsn (Supplementary Figures 11D,G).

Nevertheless, this large internal variability is concentrated in the center of the secondary low in the North Sea, while the difference between ref.nsn and cpl.nsn spreads out considerably over the whole area. In the ensemble with the ERA-Interim boundary conditions, the internal variability is substantially diminished (Supplementary Figures 11F,I). In the ensemble with spectral nudging, the internal variability of the MSLP is very low (Supplementary Figures 11E,H), but the differences between cpl.sn and ref.sn are slightly different from those between the ensembles without spectral nudging. However, a shift in the location of the convergence zone can still be detected in the ensemble with spectral nudging (Figure 11B), but instead of a reduction in the pressure gradient, the pressure is reduced in the majority of the area. The differences when spectral nudging is enabled are smaller than those when spectral nudging is not enabled. This shows, that the changes in the MSLP are more sensitive toward the pressure field that is present, which differs due to the varying boundary conditions, and the spectral nudging.

In wind speed a similar picture as in MSLP occurs, although the changes due to the coupling are more similar among the three ensembles (Supplementary Figure 10). In all cases, the differences between the coupled and reference ensembles is a slight varying in the position of the front, and a wind speed
reduction, especially behind the front. Since in all ensembles the coupling-induced differences are very similar, these differences can be attributed to the wave-atmosphere coupling. Especially in the simulations with spectral nudging, the differences are much larger than the internal variability, which implies that the differences are the effect of the coupling between the two models. As in MSLP the internal variability can be reduced in the coupled simulations. The effect of the reduction in the wind speed is directly evident in the significant wave height (Supplementary Figure 12). In the North Sea west of the front, the significant wave height is reduced according to the reduction in wind speed. This effect is very similar in all three ensembles. The weaker reduction in the significant wave height can be explained by the water depth on the Dogger Bank (Figure 1). Since the waves can reach only a certain height before breaking, the reduction in the significant wave height is lower in that area than elsewhere. Furthermore, the internal variability of the wind speed is transferred straight into the wave model. Therefore, the uncertainty in the wave model is very similar to the uncertainty in the wind speed, although the changes in the significant wave height are always larger than the internal variability.

5.2. Variability of Storm Tracks
Additionally, the tracks of the secondary low across the North Sea are analysed (Figure 12). A track is defined as the path of the minimum MSLP (for example, in Schrum et al., 2003; Wu et al., 2015; Rizza et al., 2018; Ho-Hagemann et al., 2020). The analysis in the present study shows that the variability of storm tracks can be reduced when the wave-atmosphere coupling is enabled. The low forms as a secondary low of the low-pressure system situated off the Norwegian coast. In most ensemble members, the low circles around the center of the main low before cutting off and making its way south across the North Sea (Figure 12A). The uncertainty in the exact position of the center of the low is most pronounced during the formation of the secondary low until it starts to move southwards. Furthermore, the distances
from the tracks of individual ensemble members to the track of the ensemble mean are the largest during the formation stage (Figure 12C). On 12 January at approximately noon, the low starts to make its way south across the North Sea. In the area of the Norwegian Sea, the spread of cpl.nsn is reduced compared to ref.nsn, with the tracks becoming more confined farther to the west. The distances from the tracks to the ensemble track drop in cpl.nsn as soon as the low is formed and starts moving south on 12 January at noon. The distances remain small for the remainder of the time the low travels across the North Sea. In ref.nsn, however, the tracks spread over the whole North Sea, with larger distances to the mean track. This further illustrates that the coupling reduces the spread in the simulations.

For the simulations where spectral nudging is enabled, the tracks of one ensemble are very close together, which is eventually the goal of using spectral nudging. Nevertheless, variations between ref.sn and cpl.sn can be detected (Figure 12B). One difference is the path of the low is during the formation stage, when the secondary low circles around the center of the main, low-pressure system. This is also the area with the largest uncertainty, as the distances from individual ensemble tracks to the track of the ensemble mean are the largest (Figure 12D) since one ensemble member in each ensemble takes a different track during the formation stage. Another difference in the tracks can be detected along the southern tip of Norway. In cpl.sn, the tracks are shifted farther eastwards compared to the tracks of ref.sn. This shift is present in most ensemble members, not only in the ensemble mean. In the Norwegian Sea, where ref.nsn shows large variations, ref.sn also exhibits some variations, albeit much smaller. During that time, the reduction in the variability of the storm track is also visible in the distances from the individual tracks to the ensemble mean. In general, though, the tracks are much closer together in the simulations with spectral nudging, as the distances from individual ensemble members to the mean track are much smaller than in the simulations without spectral nudging. This spread of the storm tracks observed in ref.sn is reduced in cpl.sn, where the path of the low is very similar among all ensemble members.

The above analysis shows that the variability of storm tracks is reduced due to the wave-atmosphere coupling, and spectral nudging reduces the variations in possible storm tracks more than the coupling. However, in simulations with spectral nudging, small changes in storm tracks generated by the coupling are still possible.

### 6. SUMMARY, CONCLUSIONS, AND DISCUSSION

From this study on assessing the uncertainties in ensemble simulations with a wave-atmosphere coupled model relative to the impacts of the coupling, it can be concluded that the ensembles of the coupled system and the reference model differ significantly from one another during the majority of the study period but especially during extreme events. Furthermore, the model uncertainty and hence the internal variability can be reduced when using the coupled system compared with a stand-alone atmospheric model. These findings are still valid when using different boundary conditions or spectral nudging in the atmospheric model.

For most of the study period, the reference ensemble differs significantly from the coupled ensemble with regard to surface parameters such as the roughness length, 10 m wind speed, significant wave height and MSLP but also the geopotential heights at 850 and 500 hPa, showing that the signals of waves are transported high into the atmosphere. These differences are especially large during extreme events, while the internal variability usually remains smaller than the impacts of the coupling, particularly in the wind speed and significant wave height. Hence, we can conclude that the effects of the coupling and the internal variability of the atmospheric model in particular can be differentiated when large differences between the coupled and reference ensembles occur. Therefore, we can verify the significant impacts of the wave-atmosphere coupling on the atmosphere for the global ocean found by Janssen and Viterbo (1996) for our regional model set-up.

Moreover, the internal variability of the atmospheric model can be reduced by its coupling to the wave model. This effect can be detected particularly during events where the internal variability increases but is likewise present in the mean over the whole period. These findings are proven robust to the application of different sets of reanalysis data at the lateral boundaries of the atmospheric model.

In addition, one set of ensemble simulations is performed where spectral nudging is enabled in the atmospheric model to test the sensitivity of the coupled system to the implementation of spectral nudging in the atmospheric model. Spectral nudging seems to have almost no influence on the effects of the coupling on the wind speed and significant wave height during the analysed period. The differences in the MSLP, though, can deviate between the simulations without and with spectral nudging for short time periods and are in general smaller for simulations with spectral nudging than for simulations without spectral nudging. In addition, the internal variability is reduced even further due to the coupling.

From this study, it can be concluded that the wave-atmosphere coupling can be advantageous to the operational and climate modelling of waves and atmospheric components. This is especially important for all human activities on the ocean and close to the coast. For marine traffic and the installation and maintenance of offshore energy, precise forecasts are essential. By having significant impacts of the coupling approaching observational data, operational models can clearly benefit from the coupling of wave and atmospheric models, especially during events with high wind speeds. Furthermore, this coupling is also advantageous for regional climate studies. For coastal protection, harbor and offshore energy planning, projections with low uncertainties are needed. The analysis of this winter season showed that the coupling of wave and atmospheric models reduces their uncertainties, and therefore, regional climate studies can profit from this coupling. Since the impacts of the coupling are significant in simulations using spectral nudging in the atmospheric model, in order to keep
the large scales closer to the forcing data, for a better local or regional reconstruction, the coupling is recommended to use, especially for the reconstruction of extreme events, where realistic simulation results are desired. With the coupling of the wave model to the atmospheric model, the realism in the atmospheric model is increased and the model uncertainty decreased since the roughness of ocean surfaces depends on the sea state and the development phase of the waves and cannot be sufficiently represented by functions of wind speed only (Wu et al., 2017). This enhanced realism leads to better agreement with observations in the simulations using spectral nudging, as well as in simulations where no spectral nudging is used.

This study highlights the importance of the wave-atmosphere coupling, especially during extreme events, which are greatly important for guaranteeing safety at sea, and thereby emphasizes the importance of utilizing coupled atmosphere-wave models for weather prediction. Another topic to assess in future research is how the impact of this coupling behaves during other seasons of the year. The focus of this study is on the winter months, when the largest impacts of the coupling can be expected due to high storm activity (Janssen et al., 2002; Wahlle et al., 2017; Wu et al., 2017; Wiese et al., 2019; Varlas et al., 2020). Furthermore, assessing the model uncertainty stemming from the structure of the model, like grid resolution and altering the model parameters within their range of uncertainty would add to the understanding of uncertainties in the atmospheric model. In the last couple of years, regional climate models have transitioned from stand-alone oceanic or ocean models to coupled ocean-atmosphere models, thereby adding value to regional climate projections (Schrum, 2017). However, these coupled models rarely incorporate wave models (Schrum, 2017). Therefore, a logical next step for future research would be to integrate a wave model into a coupled ocean-atmosphere model. The benefits of coupling waves with oceanic components have already been shown (Breivik et al., 2015; Staneva et al., 2016a,b). Furthermore, the exchange of heat and mass between the ocean and atmosphere are controlled by the waves (Cavaleri et al., 2012b). Hence, the effects of the waves on these fluxes needs to be investigated in fully coupled atmosphere-waves-ocean systems, since they are highly dependent on all three components of the system. Moreover, Ho-Hagemann et al. (2020) have shown the stabilizing effect of the ocean on the atmosphere. Hence, the effects of coupling all three together on the uncertainty of the system is a point worth to investigate, when using fully coupled models including atmosphere, waves, and ocean. With each component added to the coupled system, the depicted processes come closer to the ones occurring in the real earth system, since this interacts on all scales transporting and exchanging energy and momentum. Still, there are approximations in the description of the coupling and other processes within the models, which need further analysis. Therefore, future research on the added value of coupling all three components would be beneficial, as indicated by research on hurricanes (Chen et al., 2007; Warner et al., 2010; Olabarrieta et al., 2012; Zambon et al., 2014; Pant and Prakash, 2020) and offshore energy (Wu et al., 2020). However, further research is needed to assess the interactions among all three components during extratropical storms. The study by Wu et al. (2019) makes for a good starting point for research in this field.
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