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ABSTRACT. Brake orbits and homoclinics of autonomous dynamical systems correspond, via Maupertuis principle, to geodesics in Riemannian manifolds endowed with a metric which is singular on the boundary (Jacobi metric). Motivated by the classical, yet still intriguing in many aspects, problem of establishing multiplicity results for brake orbits and homoclinics, as done in [6, 7, 10], and by the development of a Morse theory in [8] for geodesics in such kind of metric, in this paper we study the related normal exponential map from a global perspective.

1. INTRODUCTION

The purpose of this paper is to prove global regularity results for the distance-to-the-boundary function in Riemannian manifolds with singular metrics on the boundary. This kind of study is motivated by the use of the degenerate Jacobi metric (via Maupertuis’ principle) for the problem of brake orbits and homoclinics in the autonomous case, as done in [6, 7, 9, 10]. This approach was suggested for the first time by Seifert in [19], where a famous conjecture concerning a multiplicity results for brake orbits was formulated. The metric singularity on the boundary is of a very special type, being produced by the first order vanishing of a conformal factor which multiplies a fixed background metric. Following the local theory developed in [8], in this paper we will introduce a suitable notion of normal exponential map adapted to this type of degenerate boundaries, and we will determine its regularity properties.

There exists a huge amount of literature concerning the study of brake orbits – see e.g., [12, 15, 21, 22] – and more generally on the study of periodic solutions of autonomous Hamiltonian systems with prescribed energy [13, 14, 16, 17, 18]. We also observe here that manifolds with singular boundary of the type investigated in the present paper arise naturally in the study of certain compactifications of incomplete Riemannian manifolds. They constitute an important class of the so-called singular manifolds, see [1] and the references therein, where the singularity is described by the vanishing (or the diverging) of some conformal factor, called the singularity function.

In order to describe the results of the present paper, let us consider a Riemannian manifold $(M, g)$ of class $C^3$, representing the configuration space of some conservative dynamical system, and let $V : M \to \mathbb{R}$ be a map of class $C^2$ on $M$, which represents the potential function of the system. Fix an energy level $E \in \mathbb{R}$,
$E > \inf_M V$, and consider the Jacobi metric:

$$g_\ast = \frac{1}{2}(E - V)g,$$

defined in the open sublevel $V^{-1}([-\infty, E[)$, the so called potential well. Note that $g_\ast$ is singular on the boundary $V^{-1}(E)$.

For any $Q \in V^{-1}([-\infty, E[)$, denote by $d_V(Q)$ the distance of $Q$ from $V^{-1}(E)$ with respect to the Jacobi metric (1.1). In the recent work [8], the following assumptions:

- $V$ is of class $C^2$ in a neighborhood of $V^{-1}([-\infty, E[)$;
- $E$ is a regular value for $V$;
- the sublevel $V^{-1}([-\infty, E[)$ is compact;

were used to prove that if the minimizer that realizes $d_V(Q)$ is unique, then $d_V$ is differentiable at $Q$, and its gradient with respect to the Riemann metric $g$ is given by

$$\nabla^g d_V(Q) = \frac{E - V(Q)}{2d_V(Q)} \dot{\gamma}_Q(1),$$

where $\gamma_Q$ is the minimizer (affinely parametrized in the interval $[0,1]$) joining $V^{-1}(E)$ with $Q$. Uniqueness of the minimizer is guaranteed for all points $Q$ sufficiently close to the boundary $V^{-1}(E)$. Moreover, in [8, Section 4] a definition of Jacobi fields along Jacobi geodesic starting from $V^{-1}(E)$ is given and a Morse Index Theorem was proved.

Following along this path, in this paper we introduce e normal exponential map $\exp^\perp$, defined in terms of $g_\ast$-geodesics $\gamma : [0,a] \to V^{-1}([-\infty, E[)$ satisfying

$$\lim_{s \downarrow 0} \gamma = P \in V^{-1}(E),$$

see Section 2. Such geodesic is necessarily “orthogonal” to $V^{-1}(E)$, in the sense that a suitable normalization of $\dot{\gamma}(s)$, when $s$ goes to 0, admits as limit a vector $v \in T_P(V^{-1}(E))$ which is $g$-orthogonal to $V^{-1}(E)$ at $P$.

We prove the regularity of $\exp^\perp$, and we establish the equivalence between conjugate points to $V^{-1}(E)$ and critical values of the exponential map (Proposition 2.3 and Theorem 2.9).

In section 3 we apply the above result to prove that if the minimizer between $V^{-1}(E)$ and $Q_0$ is unique and if $Q_0$ is not conjugate to $V^{-1}(E)$, then $d_V(Q)$ is of class $C^2$ in a neighborhood of $Q_0$ (cf. Theorem 3.1). This extends the result proved in [6], where the $C^2$-regularity is proved only for points $Q_0$ sufficiently close to $V^{-1}(E)$.

## 2. Exponential map and focal points

A geodesic $x : I \subset \mathbb{R} \to V^{-1}([-\infty, E[)$ will be called a Jacobi geodesic; such a curve satisfies the second order differential equation:

$$(E - V(x(s))) \frac{d}{ds} \ddot{x}(s) = -g(\nabla V(x(s)), \dot{x}(s)) \dot{x}(s) + \frac{1}{2} g(\dot{x}(s), \dot{x}(s)) \nabla V(x(s)) = 0.$$

Moreover, a non constant Jacobi geodesic $\gamma$ satisfies the conservation law

$$\frac{1}{2}(E - V(\gamma)) g(\dot{\gamma}, \dot{\gamma}) \equiv \lambda_\gamma \in \mathbb{R}^+ \setminus \{0\}.$$
Given a Jacobi geodesic \( \gamma : [0, a] \to V^{-1}(]-\infty, E[) \) satisfying \( \lim_{s \downarrow 0} \gamma(s) = P \in V^{-1}(E) \), then the \( g \)-normalized tangent vector \( v_s := \dot{\gamma}(s)/g(\dot{\gamma}(s), \dot{\gamma}(s))^{\perp} \) admits limit \( \lim_{s \downarrow 0} v_s = v_0 \in T_P(V^{-1}(E))^{\perp} \). Indeed, using \([8, \text{Lemma 2.2}]\), it can be seen that \( v_s + \nabla V(\gamma(s))/g(\nabla V(\gamma(s)), \nabla V(\gamma(s)))^{1/2} \) is bounded in norm by an function that is infinitesimal for \( s \to 0 \). In this situation, we will say that \( \gamma \) is a Jacobi geodesic starting orthogonally to \( V^{-1}(E) \). These geodesics will be used later in the definition of the normal exponential map of \( V^{-1}(E) \) using these geodesics.

**Remark 2.1.** Let us now recall a basic result that will be repeatedly used throughout the paper. We refer the reader to \([8, \text{eq (3.16)} \text{and following discussion}]\) for the details of this construction, that we will now briefly sketch. For any \( P \in V^{-1}(E) \) consider the trajectories \( t \mapsto q(t, P) \) that are solutions of the Cauchy problem:

\[
\begin{align*}
\frac{D}{dt}q + \text{grad} \; V(q) &= 0 \\
q(0) &= P \\
\dot{q}(0) &= 0,
\end{align*}
\]

(2.3)

where \( \frac{D}{dt} \) is the covariant derivative of vector fields along \( q \), and \( \text{grad} \; V \) is the gradient of \( V \) with respect to the Riemannian metric \( g \).

Moreover, called \( \gamma(P, \lambda) \) the unique Jacobi geodesic starting from \( P \in V\text{−1}(E) \) and satisfying \( \lambda_\gamma = \lambda \) (note that the uniqueness of \( \gamma(P, \lambda) \) follows again from the Maupertuis Principle), we have that

\[
q(t, P) = \gamma(P, \lambda)(s), \quad \text{where } t = t(s) = \int_0^s \frac{\sqrt{\lambda} \, dr}{E - V(\gamma(P, \lambda)(r))^{1/2}},
\]

and then \( t \mapsto q(t, P) \) is a reparameterization of \( s \mapsto \gamma(P, \lambda)(s) \).

Using Maupertuis–Jacobi principle \([8, \text{Proposition 2.1}]\), one can show that, setting \( \tau = \sqrt{t} \), the map \( q(\tau, P) \), defined in \([0, \tau_0[ \times V^{-1}(E) \), for a suitable \( \tau_0 \) sufficiently small, is a \( C^1 \)-diffeomorphism. Moreover, \( q(\tau, P) \) is a coordinate system in a neighborhood of \( V^{-1}(E) \) and \( \frac{\partial q}{\partial \tau}(0, P) = -\frac{1}{2} \text{grad} \; V(P) \), while \( \frac{\partial q}{\partial r}(0, P) \) is the identity map. In particular, it is worth remarking that a \( C^1 \)-diffeomorphism, say \( \Phi \), between \( V^{-1}(E) \) and \( \text{d}_{\gamma^{-1}}(\delta) \) is obtained by setting \( \Phi(P) = q(\delta, P) \).

**Definition 2.2.** For any \( s > 0, \lambda > 0 \) and \( P \in V^{-1}(E) \) we denote by exponential map (starting from \( V^{-1}(E) \)) the map:

\[
\exp^\perp(P, \lambda)(s) = \gamma(P, \lambda)(s),
\]

(2.4)

First of all, let us prove the following

**Proposition 2.3.** Fix any \( \delta > 0 \) such that \( \text{d}_{\gamma^{-1}}(\delta) \) is a \( C^2 \)-hypersurface (cf \([6, 8])\). Let \( \Phi \) be the \( C^1 \)-diffeomorphism between \( V^{-1}(E) \) and \( \text{d}_{\gamma^{-1}}(\delta) \) (see Remark \([7, \text{Remark 2.4}]\)). Let \( \gamma_\delta \) be the solutions of the Cauchy problem for Jacobi geodesics with initial position, \( \gamma\left(\frac{\delta}{\sqrt{\lambda}}\right) \) and initial speed \( \dot{\gamma}\left(\frac{\delta}{\sqrt{\lambda}}\right) \). Then for any \( s > 0 \)

\[
\gamma(P, \lambda)(s) = \gamma_\delta(P, \lambda)(s - \frac{\delta}{\sqrt{\lambda}}),
\]

(2.5)

and \( \exp^\perp(\cdot, \cdot)(s) \) is of class \( C^1 \).
Remark with velocity orthogonal to the hypersurface and smooth real map, and the corresponding action integral small such that the map.

Now, since $q(t, P) = q(t(0), P)$ for any $s > 0$. Now recall that $\gamma$ is the Jacobi geodesic satisfying the initial conditions

\begin{equation}
\begin{aligned}
\gamma_d(P, \lambda)(0) &= q(t_d(P, \lambda), P), \\
\dot{\gamma}_d(P, \lambda)(0) &= \frac{\sqrt{\lambda}}{E - V(q(t_d(P, \lambda)), P)} \ddot{q}(t_d(P, \lambda), P),
\end{aligned}
\end{equation}

Since $(t, P) \mapsto q(t, P)$ and $(t, P) \mapsto \ddot{q}(t, P)$ are of class $C^1$ (Remark 2.1), standard regularity properties of ODE’s give the $C^1$–regularity of the map $(P, \lambda) \mapsto \dot{\gamma}_d(P, \lambda)(s - \frac{\delta}{\sqrt{\lambda}})$ concluding the proof.

Remark 2.4. Note that classical regularization methods show that the map $(P, \lambda) \mapsto \dot{\gamma}_d(P, \lambda)(s - \frac{\delta}{\sqrt{\lambda}})$ is also of class $C^1$.

Remark 2.5. It is important to note that $\gamma_d$ starts from the point:

$$P_d := q(t_d(P), P) \in dV^{-1}(\delta) =: N_\delta,$$

with velocity orthogonal to the hypersurface $N_\delta$.

Remark 2.6. Consider a Riemannian metric conformal to $g$, say $\phi g$ with $\phi$ positive and smooth real map, and the corresponding action integral

$$h(x) = \frac{1}{2} \int_0^1 \int_0^1 \phi(x)g(\dot{x}, \dot{x}) \, ds$$

on the space $X$ of the $H^{1,2}$-curves from $[0, 1]$ to $M$ such that $x(0) \in N$, $x(1) = Q$, where $N$ is a smooth hypersurface of $M$, and $Q$ is a fixed point in $M$. We recall that the critical points $\gamma$ on $h|_X$ satisfy the ordinary differential equation:

$$\frac{D}{ds} [\varphi(\gamma(s)) \dot{\gamma}(s)] = \frac{1}{2} g(\dot{\gamma}(s), \dot{\gamma}(s)) \nabla \varphi(\gamma(s)),$$

and the boundary conditions

$$\gamma(0) \in N_\delta, \quad \gamma(1) = Q.$$  
(Here $\nabla \varphi$ denotes the gradient of $\varphi$ with respect to the metric $g$). Moreover, the tangent space of $X$ at $\gamma$ is given by the $H^{1,2}$ vector fields $\xi$ along $\gamma$ such that $\xi(0) \in T_{\gamma(0)}N$, the tangent space of $N$ at $\gamma(0)$ and $\xi(1) = 0$, while the Hessian of $h$ at a critical point $\gamma$ is given by

$$H^h(\gamma) = \int_0^1 \left[ \frac{1}{2} g(\dot{\gamma}, \dot{\gamma})g(H^2(\gamma)[\xi], \xi) + 2\varphi(\gamma) \left[ g(R(\xi, \dot{\gamma}), \dot{\gamma}) + g(\frac{D}{ds} \xi, \frac{D}{ds} \xi) \right] \right] ds.$$
(where \(\nabla\) is the covariant derivative with respect to the metric \(g\)). By polarization, we obtain the related bilinear form:

\[
I(\xi, \eta) = \int_0^1 \left[ \frac{1}{2} g(\dot{\gamma}, \dot{\gamma}) g(H^\varphi(\gamma)[\xi], \eta) + g(\nabla \varphi(\gamma), \xi) g(\frac{D}{ds} \eta, \dot{\gamma}) + g(\nabla \varphi(\gamma), \eta) g(\frac{D}{ds} \xi, \dot{\gamma}) + \varphi(\gamma) \left[ g(R(\dot{\gamma}, \dot{\gamma})\xi, \eta) + g(\frac{D}{ds} \xi, \frac{D}{ds} \eta) \right] \right] ds + \left. \frac{1}{2} \varphi(\gamma) [g(\nabla \xi \eta, \dot{\gamma}) + g(\nabla \eta \xi, \dot{\gamma})] \right|_{s=0}.
\]

The Jacobi field equation is:

\[
\frac{1}{2} g(\dot{\gamma}, \dot{\gamma}) H^\varphi(\gamma)[\xi] - \frac{D}{ds} \left[ g(\nabla \varphi(\gamma), \xi) \dot{\gamma} + \varphi(\gamma) \frac{D}{ds} \xi \right] + g(\frac{D}{ds} \xi, \dot{\gamma}) \nabla \varphi(\gamma) + \varphi(\gamma) R(\dot{\gamma}, \dot{\gamma}) \dot{\gamma} = 0,
\]

while the vector fields in the kernel of \(I\) are Jacobi fields \(\xi\) such that \(\xi(1) = 0\) and \(\dot{\xi}(0) = 0\).

As pointed out in [8, Definition 4.6], for the Jacobi metric the Jacobi fields \(\xi\) is orthogonal to \(T_{\gamma(0)} N\) at the instant \(s = 0\).

We recall now the definition (given in [8]) of point which is conjugate to \(V^{-1}(E)\).

**Definition 2.7.** A point \(\gamma(s_0)\), on a Jacobi geodesic \(\gamma\) starting from \(V^{-1}(E)\) is said to be **conjugate** to \(V^{-1}(E)\) if there exists a non identically zero vector field \(\xi\) along \(\gamma\) defined in \([0, a]\), with \(\xi(a) = 0\), such that

(a) \(\xi \in C^0([0, s_0]) \cap C^2([0, a])\);
(b) \(\int_0^a (E - V(\gamma)) g(\frac{D}{ds} \xi, \frac{D}{ds} \xi) ds < +\infty\);
(c) \(\xi\) satisfies equation \((2.9)\) in \([0, a]\);
(d) \(\xi(0) \in T_{\gamma(0)} V^{-1}(E)\);
(e) the continuous extension at \(s = 0\) of the vector field:

\[
(2.10) \quad (E - V(\gamma)) \frac{D}{ds} \xi - g(\nabla V(\gamma), \xi) \dot{\gamma}
\]

is a multiple of \(\nabla V(\gamma(0))\).

Recall that \(\nabla V(\gamma(0))\) is parallel to the limit unit vector of \(\dot{\gamma}\). A vector field \(\xi\) along \(\gamma\) satisfying (a)—(e) above will be called an **E-Jacobi field**.

Let \(\gamma : [0, a] \to M\) be a Jacobi geodesic starting orthogonally to \(V^{-1}(E)\). For \(s > 0\) small enough, let \(N_s\) denote the set of points having distance from \(V^{-1}(E)\) equal to \(s\), so that \(p_s = \gamma(\sigma_s) \in N_s\), where \(\sigma_s = s/\sqrt{\lambda_\gamma}\). Observe that, if \(s > 0\) is sufficiently small, \(N_s\) is a \(C^2\) embedded hypersurface of \(M\), as shown in
(2.11) \[ \nabla_X Y = \nabla_X Y - \frac{1}{2(E-V)} [g(\nabla V, X)Y + g(\nabla V, Y)X - g(X, Y)\nabla V] \]

the following expression for the covariant differentiation \( \frac{D^*}{ds} \) along \( \gamma \) relative to the Levi–Civita connection of \( g \), holds:

(2.12) \[ \frac{D^*}{ds} \eta = \frac{D}{ds} \eta - \frac{1}{2(E-V(\gamma))} [g(\nabla V(\gamma), \gamma)\eta + g(\nabla V(\gamma), \eta)\gamma - g(\gamma, \eta)\nabla V(\gamma)]. \]

Using (2.11) again, given \( \eta, \xi \in T_{p_s}N_s \), the shape operator with respect to the conformal metric \( \Sigma^*_s \) satisfies the identity

(2.13) \[ g_*(\Sigma^*_s(\xi), \eta) = \frac{1}{2}(E-V(\gamma))g(\Sigma(s)(\xi), \eta) + \frac{1}{4}g(\xi, \eta)g(\nabla V(\gamma), \gamma), \]

where we have exploited the fact that \( \gamma \in (T_{p_s}N_s)^\perp \).

Moreover, introduced the Riemann curvature tensor of \( g_*, \) i.e.

\[ R^*(X, Y) = [\nabla_X, \nabla_Y] - \nabla[^{\Sigma^*}_{X,Y}], \]

then it can be seen that (2.9) is equivalent to the equation

(2.14) \[ \left( \frac{D^*}{ds} \right)^2 \xi(s) = R^*(\dot{\gamma}(s), \xi(s))\dot{\gamma}(s). \]

This equation and the skew–symmetry of the Riemann tensor \( R^* \) also imply that, for every \( E-Jacobi \) field along \( \gamma \), the quantity \( \lambda_\xi = 2\ g_*(\frac{D^*}{ds} \xi(s), \dot{\gamma}(s)) \) is constant on \([0, a]\). Also observe that (2.12) implies that:

(2.15) \[ \dot{\lambda}_\xi = 2\ g_*(\frac{D^*}{ds} \xi(s), \dot{\gamma}(s)) = \frac{1}{4}g(\nabla V(\gamma), \xi)\ g(\dot{\gamma}, \dot{\gamma}) + [E-V(\gamma)] g(\frac{D^*}{ds} \xi(s), \dot{\gamma}). \]

Remark 2.8. Observe that, if \( \xi \) is an \( E-Jacobi \) field along \( \gamma \) with \( \xi(a) = 0 \), then \( g_*(\xi, \gamma) \) identically vanishes on \([0, a]\). Indeed, we have just proved that the map \( g_*(\frac{D^*}{ds} \xi(s), \dot{\gamma}(s)) \) is constant, from which it follows that \( g_*(\xi, \gamma) \) is an affine function. Moreover, \( \xi(a) = 0 \) implies that \( g_*(\xi, \gamma) \) vanishes at \( s = a \). Let us now prove that \( g_*(\xi, \gamma) \) can be extended continuously by setting it equal to \( 0 \) at \( s = 0 \).

First, observe that \( \xi \) is continuous at \( s = 0 \) (by condition (ii) of Definition 2.7), and it can be seen that \( (E - V(\gamma)) \) behaves like \( s^{2/3} \) near \( s = 0 \), see Remark 2.4. The conservation law (2.2) then implies that \( \gamma \) behaves like \( s^{-1/3} \) near \( s = 0 \), and therefore \( g_*(\xi, \gamma) \) vanishes at \( s = 0 \). Thus, \( g_*(\xi, \gamma) \) vanishes identically on \([0, a]\) and, in particular, \( \xi(\sigma_s) \in T_{\gamma(\sigma_s)}N_s \).

Finally, we can give the main result of this section:

**Theorem 2.9.** The point \( \gamma(a) \) is conjugate to \( V^{-1}(E) \) if and only if \( \gamma(a) \) is a critical value of \( \exp^+(\cdot, \cdot)(a) \).

The proof is divided into two Propositions.

**Proposition 2.10.** Let \( \gamma(a) \) be conjugate to \( V^{-1}(E) \). Then it is a critical value of \( \exp^+(\cdot, \cdot)(a) \).

**Proof.** Let \( \xi \) be an \( E-Jacobi \) field in the sense of Definition 2.7 such that \( \xi(a) = 0 \). Fix \( \delta > 0 \) sufficiently small and consider \( N_{\frac{\delta}{\sqrt{a}}} \) and \( \xi(\frac{\delta}{\sqrt{a}}) \). By Remarks 2.5 and
we have that \( \xi(\frac{\delta}{\sqrt{\lambda}}) \in T_{\gamma(\frac{\delta}{\sqrt{\lambda}})} \mathcal{N}_{\frac{\delta}{\sqrt{\lambda}}}. \) Now fix \( Q(r) \) a smooth curve in \( \mathcal{N}_{\frac{\delta}{\sqrt{\lambda}}} \) such that \( Q'(0) = \xi(\frac{\delta}{\sqrt{\lambda}}). \) If we fix \( \delta \) and \( \lambda \), the map
\[
P \in V^{-1}(E) \to q(P, t_\delta(P, \lambda))
\]
is a diffeomorphism \( \Phi(P) \) of class \( C^1 \). Choose \( P(r) = \Phi^{-1}(Q(r)) \) and keep \( \lambda \) fixed. Note that by \( (2.4) \) with \( s = a \)
\[
d \exp^P (P, \lambda)(a)[P'(0)] = d \gamma(P, \lambda)(a)[P'(0)] = \lim_{r \to 0} \frac{d}{dr} \gamma(P(r), \lambda).
\]
Then, by \( (2.5) \) and standard argument in the classical theory of ODE’s, the values of \( d \gamma(P, \lambda)(a)[P'(0)] \) is given by the solution \( z \) of the linearized equation of geodesics, evaluated at \( s = a \) with initial position \( \xi(\frac{\delta}{\sqrt{\lambda}}) \) and initial velocity \( \frac{d}{ds} \xi(\frac{\delta}{\sqrt{\lambda}}) \). Then by the uniqueness of the solutions of the Cauchy problem we have \( z(s) = \xi(s) \) for any \( s \), so
\[
d \exp^P (P, \lambda)(a)[P'(0)] = \xi(a) = 0,
\]
concluding the proof. \( \square \)

Before proving the converse, we need the following:

**Lemma 2.11.** Let \( \xi \) be an \( \mathcal{N}_\delta \)-Jacobi field along \( \gamma \). Then for all \( s \in ]0, \delta[ \) we have \( \xi(\sigma_s) \in T_{\gamma(s)} \mathcal{N}_s \), and the vector
\[
(2.16) \quad \frac{D}{d\sigma} \big|_{\sigma = \sigma_s} \xi(\sigma_s) + \Sigma_s^*(\xi(\sigma_s))
\]
is parallel to \( \dot{\gamma}(\sigma_s) \), where \( \sigma_s = s/\sqrt{\lambda_\gamma}. \)

**Proof.** Let us fix \( s_0 \in ]0, \delta[ \) such that \( \gamma(s_0) \in \mathcal{N}_{s_0} \), and prove that \( (2.16) \) evaluated when \( s = s_0 \) is parallel to \( \dot{\gamma}(\sigma_{s_0}) \). To this aim, choose an arbitrary \( \bar{s} \in ]0, s_0[ \) and let \( r \mapsto \gamma_r \) be a 1-parameter family of \( g_s \)-geodesics \( \gamma_r : [\bar{s}, \sigma_{s_0}] \to M \), \( r \in ]-\varepsilon, \varepsilon[ \), such that for all \( s \in ]\bar{s}, s_0[ \),
- \( \frac{d}{dr} \big|_{r = 0} \gamma_r(\sigma_s) = \xi(\sigma_s) \),
- \( \gamma_0(\sigma_s) \in \mathcal{N}_{s_0} \).

Now let us fix \( v \in \dot{\gamma}(\sigma_{s_0}) \perp \), consider the two-parameter map \( z(r, \sigma) = \gamma_r(\sigma) \), and let \( \nu(r, \sigma) \) be a smooth vector field along \( z \) such that \( \nu(0, \sigma_{s_0}) = v \) and
\[
(2.17) \quad \frac{D}{d\sigma} \nu(r, \sigma) = 0
\]
for all \( r \). Then using the properties of the family \( \gamma_r \) we get
\[
(2.18) \quad g_*(\Sigma_{s_0}^*\xi(\sigma_{s_0})), v) = g_*(\Sigma_{s_0}^*\xi(\sigma_{s_0})), \nu(0, \sigma_{s_0}) = g_*(\frac{D}{d\sigma} \nu(r, \sigma_{s_0}), \dot{\gamma}(\sigma_{s_0})),
\]
where last equality is obtained easily using the properties of the shape operator \( \Sigma_s^* \).

Now let us prove that the function \( \sigma \mapsto g_*(\frac{D}{d\sigma} \xi(\sigma) + \Sigma_s^*\xi(\sigma)), \nu(0, \sigma)) \) is constant (we drop the subscript \( s \) from \( \sigma \) and recall that \( s \) depends on \( \sigma \), i.e. \( s = \sigma/\sqrt{\lambda_\gamma} \)). From \( (2.14) \) and \( (2.17) \) we obtain:
\[
(2.19) \quad \frac{d}{d\sigma} g_*(\frac{D}{d\sigma} \xi(\sigma)), \nu(0, \sigma)) = g_*(\frac{D^2}{d\sigma^2} \xi(\sigma)), \nu(0, \sigma)) = g_* (R^* \dot{\gamma}(\sigma), \xi(\sigma)), \dot{\gamma}(\sigma), \nu(0, \sigma)).
\]
Using (2.17) and (2.18), we get:

\[
(2.20) \quad \frac{d}{d\sigma} g_* (\Sigma^s_\nu (\xi (\sigma)), \nu (0, \sigma)) = g_* \left( \frac{\partial^*}{\partial \sigma} \frac{\partial^*}{\partial r} \big|_{r=0} \nu (r, \sigma), \dot{\gamma} (\sigma) \right) \\
= g_* \left( \frac{\partial^*}{\partial \sigma} \nu (r, \sigma), \dot{\gamma} (\sigma) \right) + g_* \left( R^* (\dot{\gamma} (\sigma), \xi (\sigma)) \nu (0, \sigma), \dot{\gamma} (\sigma) \right) \\
= -g_* \left( R^* (\dot{\gamma} (\sigma), \xi (\sigma)) \dot{\gamma} (\sigma), \nu (0, \sigma) \right).
\]

Finally, using (2.19) and (2.20) we obtain:

\[
\frac{d}{d\sigma} g_* (\Sigma^s_\nu (\xi (\sigma)) + \Sigma^s (\xi (\sigma)), \nu (0, \sigma)) = 0,
\]

i.e., \( g_* (\Sigma^s_\nu (\xi (\sigma)) + \Sigma^s (\xi (\sigma)), \nu (0, \sigma)) \) is constant for \( \sigma \in [\sigma_s, \sigma_{s_0}] \). But if we consider \( \sigma_0 = \delta \), by assumptions of \( \xi \) we have

\[
g_* (\Sigma^s_\nu (\xi (\sigma)) + \Sigma^s (\xi (\sigma)), \nu (0, \sigma))|_{\sigma=\sigma_{s_0}} = 0
\]

and the proof is complete. \( \square \)

**Proposition 2.12.** Suppose that \( \gamma (a) \) is a critical value of the exponential map \( \exp (\cdot, \cdot) (a) \). Then \( \gamma (a) \) is conjugate to \( V^{-1} (E) \).

**Proof.** Let \( \gamma (a) \) be a critical value for the exponential map. Then by (2.5) it is a critical value for the exponential map defined by geodesics starting orthogonally from \( N_\delta \).

Then by classical results (cf [5], Proposition 4.4, cap.10), there exists a \( C^2 \) Jacobi field along \( \gamma \) defined in the interval \( [\sigma_\delta \equiv \frac{\sqrt{N}}{\sqrt{\lambda}} a] \) such that

\[
(2.21) \quad \xi (\sigma_\delta) \in T_{\gamma (\sigma_\delta)} N_\delta, \quad \xi (a) = 0
\]

and

\[
(2.22) \quad \frac{\partial}{\partial s} \xi (\sigma_\delta) + \Sigma_\delta (\xi (\sigma_\delta)) \text{ is parallel to } \dot{\gamma} (\sigma_\delta).
\]

Note that \( \xi \) can be extended as Jacobi field along \( \gamma \) to the whole interval \( [0, a] \). Moreover, since \( g_* (\xi (s), \dot{\gamma} (s)) \) has second derivative identically zero, and it is null at \( \sigma_\delta \) and \( a \), we deduce that

\[
(2.23) \quad g_* (\xi (s), \dot{\gamma} (s)) = 0 \text{ for any } s \in [0, a].
\]

Moreover, by Lemma 2.11

\[
(2.24) \quad \frac{\partial}{\partial s} \xi (\sigma) + \Sigma_\delta (\xi (\sigma)) \text{ is parallel to } \dot{\gamma} (\sigma) \text{ for any } \sigma \in [0, \sigma_\delta].
\]

Now denote by \( I^s_\nu (\xi, \eta) \) the index form (2.7) with the interval \([0, 1]\) replaced by the interval \([s, a]\) \((s > 0)\) and \( \phi \) replaced by \( E - V \). By (2.23) and (2.24) we deduce that

\[
(2.25) \quad I^s_\nu (\xi, \eta) = 0 \text{ for any smooth vector field } \eta \text{ along } \gamma \text{ satisfying }
\]

\[
\eta (s) \in T_{\gamma (s)} N_{\sqrt{\lambda}}, \text{ and } \eta (a) = 0.
\]

Now, arguing as in the proof of [8] Propositions 4.15, we show that there exists \( s_{ss} < s_s \in [0, \sigma_\delta] \) such that for any \( s \in ]0, s_{ss}[ \) the quadratic form \( I^s_\nu (\eta, \eta) \) has a minimizer in the affine space \( V_{s_{ss}}^{s_s} \) of the absolutely continuous vector fields \( \eta \) along \( \gamma \) such that \( \eta (s) \in T_{\gamma (s)} N_{\sqrt{\lambda}} \) and \( \eta (s_s) = \xi (s_s) \). Such a minimizer is a Jacobi field. Moreover, as the proof of [8] Proposition 4.16, we see also that \( I^s_\nu \) is strictly positive definite and there is only one unique Jacobi field along \( \gamma \) in \( V_{s_{ss}}^{s_s} \). Therefore it coincides with the Jacobi field \( \xi \).
The same estimate in the proof of [8, Proposition 4.15] gives also the existence of a constant $C$ independent on $s$ such that
\[
\int_s^{s^*} ((E - V(\gamma)) g(\frac{D}{\partial s} \xi, \frac{D}{\partial s} \xi)) \, ds \leq C,
\]
from which we deduce (d) of Definition 2.7. Note that property (b) implies the continuity of $\xi$ in $s = 0$, and taking the limit as $s \to 0$ in (2.23) (using the unit vector of $\dot{\gamma}$) gives also property (d).

Finally, integrating by parts in (2.25) (with $s = 0$) and using standard regularization methods as in [8] we obtain the continuity at $s = 0$ of the map
\[
(E - V(\gamma)) \frac{D}{\partial s} \xi - g(\nabla V(\gamma), \xi) \dot{\gamma}
\]
and taking the limit as $s \to 0$ in (2.24) allows to obtain also property (e).

□

3. ON THE $C^2$–REGULARITY OF THE DISTANCE FROM THE BOUNDARY OF THE POTENTIAL WELL

In this last section we prove the $C^2$–regularity for the Jacobi distance from the boundary of the potential well in a neighborhood of a point $Q_0$ with a unique minimizer and such that $Q_0$ is not conjugate to $V^{-1}(E)$. Indeed we prove the following

**Theorem 3.1.** Let $d_V$ be the Jacobi distance from $V^{-1}(E)$. Assume that $Q_0 \in V^{-1}(]-\infty, E[)$ is such that there is a unique minimizer that realizes $d_V(Q_0)$. Assume also that $Q_0$ is not conjugate to $V^{-1}(E)$. Then $d_V$ is of class $C^2$ in a neighborhood of $Q_0$.

**Proof.** By Theorem 2.9, it follows that $Q_0$ is a regular value of the exponential map. Since it is of class $C^2$ we see that any $Q$ sufficiently close to $Q_0$ is a regular value of the exponential map. Then, always by Theorem 2.9 we have that $Q$ is not conjugate to $V^{-1}(E)$.

Then, for any $Q$ sufficiently close to $Q_0$ there is a unique minimizer. Indeed suppose by contradiction there exists a sequence $Q_n$ of points with at least two minimizers $\gamma^1_n$ and $\gamma^2_n$. By Lemma 3.4 in [8], they converge (with respect to the $H^1$–norm to the unique minimizer that realizes $d_V(Q_0)$. But this would be in contradiction with the fact that $Q_0$ is a regular value of the exponential map.

Finally, by Proposition 3.5 of [8], for any $Q$ nearby $Q_0$ the gradient of $d_V$ at $Q$ is given by
\[
\nabla d_V(Q) = \frac{(E - V(Q))}{2d_V(Q)} \dot{\gamma}_Q(1),
\]
where $\gamma_Q$ is the unique minimizer between $V^{-1}(E)$ and $Q$, parameterized in the interval $[0, 1]$. Then to prove the $C^2$ regularity of $d_V$ it suffices to prove the $C^1$–regularity of $\dot{\gamma}_Q(1)$. Since $\gamma_Q(1) = Q$, thanks to the invertibility of $\exp^\perp$ and its $C^1$–regularity, formula (2.5) and Remark 2.4 allows to obtain the conclusion of the proof.

□
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