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Abstract—Gaussian processes (GPs) are a well-known non-parametric Bayesian inference technique, but they suffer from scalability problems for large sample sizes, and their performance can degrade for non-stationary or spatially heterogeneous data. In this work, we seek to overcome these issues through (i) employing variational free energy approximations of GPs in tandem with online expectation propagation steps; and (ii) introducing a local splitting step which instantiates a new GP whenever the posterior distribution changes significantly as quantified by the Wasserstein metric over posterior distributions. Over time, this yields an ensemble of sparse GPs which may be updated incrementally, and adapts to locality, heterogeneity, and non-stationarity in training data. We provide a 1-dimensional example to illustrate the motivation behind our approach, and compare the performance of our approach to other Gaussian process methods across various data sets, which often achieves competitive, if not superior predictive performance, relative to other locality-based GP regression methods in which hyperparameters are learned in an online manner.

I. INTRODUCTION

Gaussian Processes (GPs) are a non-parametric Bayesian inference technique that has been widely used across science and engineering to provide nonlinear interpolation and uncertainty estimates [1], as in terrain elevation [2], temperature [3], the inverse mapping of sensor outputs to joint inputs for the control of a robotic arm [4], [5], systems identification [6], [7] and in uncertainty-aware mapping [8], [9]. In its most essential form, a posterior distribution of an unknown nonlinear map \( f: \mathcal{X} \rightarrow \mathbb{R} \) is computed using a basis of feature vectors \( x_k \in \mathcal{X} \subseteq \mathbb{R}^d \), \( 1 \leq k \leq N \), and noisy observations \( y_k = f(x_k) + \epsilon_k \) where \( \epsilon_k \) observation noise, typically Gaussian. The descriptive power of this framework is hamstrung by two important attributes of the GP posterior: (i) computing the conditional mean and covariance require computational effort cubic \( O(N^3) \) in the sample size \( N \) due to the presence of a kernel matrix inversion; and (ii) consistency guarantees require data to be independent and identically distributed (i.i.d) [10]. In robotics, data is typically arriving incrementally and exhibits locality or drift [11]. Augmenting GPs to address these issues is the goal of this work.
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The aforementioned approaches to ensemble GPs have two key limitations [4], [12], [40]: (a) they form aggregate estimates by weighted voting, and (b) use distance in feature space to quantify whether a new constituent model is needed. Weighted voting, as inspired by local regression, hinges upon the validity of an i.i.d. hypothesis [37], [38]. Moreover, using distance in feature space may falsely ascribe novelty to far away samples that are similar in distribution to a current local model. To address these issues, we propose Wasserstein-splitting Gaussian Process Regression (WGPR), whose main merits are as follows:

- the notion of similarity is specified as the Wasserstein distance, a rigorous metric over distributions which is available in closed-form for Gaussian Processes. This distance is used to quantify the change in the posterior distribution of each model, quantified in terms of the Wasserstein distance, and prediction is based on the model nearest to the query point in an effort to preserve local features, which can be filtered out when using a weighted prediction of models.

We compare characteristics of WGPR, LGPR [4], and SOLAR GP [12] in Table I. Note that LGPR requires the hyperparameters of all models to be fixed to the same set of global hyperparameters, which are learned a priori offline. WGPR, on the other hand, does not require the hyperparameters of a model to be updated recursively as more data is collected. In contrast to both LGPR and SOLAR GP, WGPR decides whether to update an existing model or instantiate a new one based on the effect the new data has on the posterior distribution of each model, quantified in terms of the Wasserstein distance, and prediction is based on the model nearest to the query point in an effort to preserve local features.

TABLE I

| Method   | Model representation | Model hyperparameters | Hyperparameters learned | Splitting criterion | Prediction     |
|----------|----------------------|-----------------------|-------------------------|-------------------|---------------|
| LGPR [4] | Exact                | Globally fixed        | Offline                 | Feature space distance | Weighted average |
| SOLAR GP [12] | Sparse            | Locally adaptive      | Online                  | Feature space distance | Weighted average |
| WGPR     | Sparse               | Locally adaptive      | Online                  | Wasserstein distance | Nearest model  |

In WGPR, we employ a sparse approximation of the posterior predictive distribution for each model. In this section, we introduce notation and provide the background material on sparse Gaussian processes required to implement WGPR.

A. Gaussian Process Regression

A Gaussian process is a collection of random variables, any finite number of which have a joint Gaussian distribution [41]. We use a Gaussian process to model the spatial field of interest $f : \mathcal{X} \to \mathbb{R}$, which we write as $f(\cdot) \sim GP(m(\cdot), k(\cdot, \cdot))$, where $m : \mathcal{X} \to \mathbb{R}$ and $k : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ denote the mean and covariance functions, respectively. Practical application involves evaluating a Gaussian process at a finite set of inputs $X = \{x_1, \ldots, x_M\} \subset \mathcal{X}$, and with a slight abuse of notation we write $f(X) \sim \mathcal{N}(m(X), k(X,X))$ where the mean vector $m(X) \in \mathbb{R}^N$ and covariance matrix $k(X,X) \in \mathbb{R}^{N \times N}$ are defined element-wise via $m(X)_i = m(x_i)$ and $k(X,X)_{i,j} = k(x_i, x_j)$. More generally, for $Z = \{z_1, \ldots, z_M\} \subset \mathcal{X}$, the matrix $k(X,Z) \in \mathbb{R}^{N \times M}$ is defined by $k(X,Z)_{i,j} = k(x_i, z_j)$ for all $i = 1 : N$, and all $j = 1 : M$.

Gaussian process regression follows a Bayesian approach which begins with specifying a prior distribution $f(\cdot) \sim GP_0(m_0(\cdot), k_0(\cdot, \cdot))$. As is customarily done for the sake notational simplicity [41, Ch. 2.2], we select the zero-mean function as the prior mean function $m_0(\cdot)$. The covariance kernel $k_0(\cdot, \cdot)$ is user-specified and encodes prior assumptions, such as smoothness, about the underlying function.
f. Throughout this paper, we employ the commonly-used squared exponential covariance kernel given by

\[ k_0(\mathbf{x}, \mathbf{x}') = \sigma_f^2 \exp\left\{-\frac{1}{2}(\mathbf{x} - \mathbf{x}')^\top \Lambda^{-1}(\mathbf{x} - \mathbf{x}')\right\}, \]

where \( \sigma_f^2 \) denotes the signal variance, and \( \Lambda = \text{diag}(\lambda_1^2, \ldots, \lambda_d^2) \) contains the length-scale parameter \( \lambda_i \) of each input dimension \( i = 1, \ldots, d \). The entire conceptual development proceeds analogously for other covariance kernels. The assumption that each measurement is corrupted by independent identically distributed Gaussian noise \( \epsilon \sim N(0, \sigma_e^2) \) gives rise to a Gaussian likelihood, and given a collection of training data \( \{(\mathbf{x}_i, y_i)\}_{i=1}^N \) the posterior process is

\[ f(\mathbf{x}) \sim GP(m_{\text{post}}(\mathbf{x}), k_{\text{post}}(\mathbf{x}, \mathbf{x}')), \]

where

\[ m_{\text{post}}(\mathbf{x}) = k_0(\mathbf{x}, \mathbf{X})(k_0(\mathbf{X}, \mathbf{X}) + \sigma_e^2 \mathbf{I})^{-1} \mathbf{y}, \]
\[ k_{\text{post}}(\mathbf{x}, \mathbf{x}') = k_0(\mathbf{x}, \mathbf{x}') + k_0(\mathbf{x}, \mathbf{X})(k_0(\mathbf{X}, \mathbf{X}) + \sigma_e^2 \mathbf{I})^{-1} k_0(\mathbf{X}, \mathbf{x}'), \]

for all \( \mathbf{x}, \mathbf{x}' \in \mathcal{X} \). Performing inference with the exact form of the posterior \( \mathcal{G} \), is only feasible for small to moderate data sets, e.g. sample size \( N < 10,000 \), as the necessary matrix inversion in the preceding expression for the posterior mean and covariance functions incurs a computational cost that scales \( \mathcal{O}(N^3) \). To mitigate the complexity bottleneck in the sample size, we employ a sparse approximation of the posterior distribution for each Gaussian process parameterization henceforth considered. Next we define the specific sparse approximation scheme we consider.

### B. Variational Free Energy Approximation

We reduce computational and memory costs using the posterior approximation developed by Titsias [13]. The key idea underpinning the approximation is to express the posterior in terms of \( M \ll N \) pseudo (inducing) points, which serve to summarize the exact posterior associated with \( N \) training points. With \( M \) fixed (by the user), the pseudo points \( \mathbf{Z} = \{\mathbf{z}_1, \ldots, \mathbf{z}_M\} \subset \mathcal{X} \), specified as variational parameters, are selected so as to maximize a lower bound on the true log marginal likelihood. This bound is referred to as the variational free energy and is given by

\[ F_{\text{VFE}} = \log p(\mathbf{y} | \mathbf{0}, \sigma_f^2 \mathbf{I} + \mathbf{Q}_{NN}) - \frac{1}{2\sigma_f^2} \text{tr}(k_0(\mathbf{X}, \mathbf{X}) - \mathbf{Q}_{NN}), \]

where \( \mathbf{Q}_{NN} = k_0(\mathbf{X}, \mathbf{Z})k_0(\mathbf{Z}, \mathbf{Z})^{-1} k_0(\mathbf{Z}, \mathbf{X}) \). Equivalently, by maximizing the variational free energy, the Kullback-Leibler divergence between the variational distribution and exact posterior distribution over \( f(\mathbf{Z}) \) is minimized. Given the pseudo inputs \( \mathbf{Z} \), the optimal variational distribution over \( f(\mathbf{Z}) \) is

\[ \mu_Z = \sigma_f^{-2} k_0(\mathbf{Z}, \mathbf{Z}) \Sigma k_0(\mathbf{Z}, \mathbf{X}) \]
\[ S_Z = k_0(\mathbf{Z}, \mathbf{Z}) - \sigma_f^{-2} k_0(\mathbf{Z}, \mathbf{Z}) k_0(\mathbf{Z}, \mathbf{X}) \Sigma k_0(\mathbf{Z}, \mathbf{Z})^{-1} k_0(\mathbf{Z}, \mathbf{Z}). \]

Given the optimal pseudo-inputs \( \mathbf{Z} \subset \mathcal{X} \), the approximate posterior is given by \( f(\cdot) \sim GP(m_{\text{VFE}}(\cdot), k_{\text{VFE}}(\cdot, \cdot)) \), where

\[ m_{\text{VFE}}(\mathbf{x}) = k_0(\mathbf{x}, \mathbf{Z}) k_0(\mathbf{Z}, \mathbf{Z})^{-1} \mu_Z, \]
\[ k_{\text{VFE}}(\mathbf{x}, \mathbf{x}') = k_0(\mathbf{x}, \mathbf{x}') - k_0(\mathbf{x}, \mathbf{Z}) k_0(\mathbf{Z}, \mathbf{Z})^{-1} k_0(\mathbf{Z}, \mathbf{x}') \]
\[ + k_0(\mathbf{x}, \mathbf{Z}) k_0(\mathbf{Z}, \mathbf{Z})^{-1} \Sigma k_0(\mathbf{Z}, \mathbf{Z})^{-1} k_0(\mathbf{Z}, \mathbf{x}'). \]

In practice, we first obtain the pseudo-inputs \( \mathbf{Z} \subset \mathcal{X} \) and hyperparameters \( \theta = \{\sigma_f, \Lambda, \sigma_e\} \) via gradient-based minimization of the negative variational free energy (3). With the (locally optimal) hyperparameters and pseudo-inputs in hand, we then form the posterior predictive distribution (4).

As new training data is collected, we use the principle of expectation propagation framework of Bui et al. [23] to recursively update the existing sparse approximation, along with the hyperparameters and pseudo points. For the recursive update, it is assumed that previous measurements are inaccessible so knowledge about previously collected measurements is inferred through existing pseudo points. More precisely, let \( GP_{\text{old}} \) denote the current sparse posterior approximation with associated pseudo inputs \( \mathbf{Z}_a \subset \mathcal{X} \) and hyperparameters \( \theta_{\text{old}} \). The updated posterior approximation follows from an optimization problem, where given the new data \( \mathcal{D}_{\text{new}} = \{(\mathbf{x}_i, y_i)\}_{i=1}^{N_{\text{new}}} \) and \( \mathbf{Z}_a \subset \mathcal{X} \) we maximize the online log marginal likelihood \( F_{\text{OV FE}} \). The optimization gives rise to the updated posterior predictive distribution

\[ GP_{\text{upd}}(m_{\text{upd}}(\cdot), k_{\text{upd}}(\cdot, \cdot)), \]

which depends on the new pseudo inputs \( \mathbf{Z}_b \) and hyperparameters \( \theta_{\text{new}} \) that jointly optimize \( F_{\text{OV FE}} \). We omit the exact expressions for \( F_{\text{OV FE}} \) and the posterior mean and covariance as they are prohibitively long, but they can be readily accessed from the supplementary appendix of [23]. In summary, the recursive update is performed by first obtaining the pseudo-inputs \( \mathbf{Z}_b \) and hyperparameters \( \theta_{\text{new}} \) that optimize \( F_{\text{OV FE}} \), and then using them to form the posterior (5).

### III. WASSERSTEIN-SPLITTING GAUSSIAN PROCESSES

In this section, we present Wasserstein-Splitting Gaussian Process Regression (WGPR). The high-level structure of WGPR mirrors that of LGPR [4] and SOLAR GP [12], however our method deviates from the existing methods in two notable ways: (i) we instantiate new models on the basis of the their posterior predictive distribution, rather than their locality in the input space, and (ii) we propose an alternative approach for making predictions.

#### A. Training

**Initialization:** Training the overall prediction model begins with an empty collection of models, and given the initial batch of training data \( \mathcal{D}_{\text{new}} = \{(\mathbf{x}_i, y_i)\}_{i=1}^{N_{\text{new}}} \) of \( N_{\text{new}} \) samples, we instantiate the first local model using the VFE approximation as detailed in Section II-B yielding \( GP_1 \).
Updating the Current Ensemble: Now, suppose we have a collection \( \{GP_j\}_{j=1}^J \) of \( J \) Gaussian Process models. Upon obtaining a new batch of training data \( \mathcal{D}_{\text{new}} \), the key question is how to decide which model is most similar, and thus is a suitable candidate for executing an update. Previous approaches [4], [12], [39] define similarity in terms of the covariance kernel [cf. (1)]. With this definition of similarity, two distant regions of the spatial field, characterized by the same set of underlying hyperparameters, gives rise to two different models. There are indeed apparent structural similarities to local kernel regression estimates of conditional expectations such as the Nadaraya-Watson estimator [37], [38] or ensemble techniques [36] inspired by majority voting [34], [35]. However, the former approach hinges upon i.i.d. training examples from a stationary distribution, and the latter collapses distributional inference to point estimates in feature space, which belies the fact that we are in the Bayesian setting.

We, instead, base similarity on the intuition that if \( \mathcal{D}_{\text{new}} \) is similar to an existing model, then the new data should minimally change the posterior predictive distribution according to some metric over probability distributions. In other words, predictions of the updated individual model (i) remain (approximately) unchanged across previously seen data, and (ii) agree with the predictions of a newly instantiated model across the new measurements. To formalize this intuition and assess how the new data would affect each posterior distribution in the collection \( \{GP_j(m(\cdot), k(\cdot, \cdot))\}_{j=1}^J \), we update each model using the recursive VFE framework [23] using the new mini-batch \( \mathcal{D}_{\text{new}} \), as outlined in Section [I] which yields the updated collection \( \{GP_{j}^{\text{upd}}\}_{j=1}^J \) where

\[
GP_{j}^{\text{upd}}(m_{j}^{\text{upd}}(\cdot), k_{j}^{\text{upd}}(\cdot, \cdot)), \quad j = 1, \ldots, J.
\]

Let \( \mathbf{Z}_j \subset \mathcal{X} \) denote the pseudo-inputs of model \( j \), prior to performing the update with \( \mathcal{D}_{\text{new}} \). We then measure the change in predictions over previous data by computing the squared Wasserstein distance [42] between the original and updated posterior evaluated at \( \mathbf{Z}_j \), i.e.

\[
w_{j}^{\text{old}} = \| \mathbf{m}_j - \mathbf{m}_j^{\text{upd}} \|^2 + \text{tr} \left( \mathbf{S}_j + \mathbf{S}_j^{\text{upd}} - 2 \left( \mathbf{S}_j^{1/2} \mathbf{S}_j^{\text{upd}} \mathbf{S}_j^{1/2} \right) \right),
\]

where \( \| \cdot \| \) denotes the Euclidean norm, and

\[
\begin{align*}
\mathbf{m}_j &\triangleq m_j(\mathbf{Z}_j), & \mathbf{S}_j &\triangleq k_j(\mathbf{Z}_j, \mathbf{Z}_j) \\
m_{j}^{\text{upd}}(\cdot) &\triangleq m_j^{\text{upd}}(\cdot)(\mathbf{Z}_j), & S_{j}^{\text{upd}}(\cdot, \cdot) &\triangleq k_{j}^{\text{upd}}(\mathbf{Z}_j, \mathbf{Z}_j).
\end{align*}
\]

Note that the Wasserstein distance is a valid metric over probability measures, and its salient feature is that it is computable in closed-form for Gaussians, as well as it avoids some of the computational issues of comparable choices such as the Total Variation or Hellinger metrics – see [43].

Now, with \( \{GP_{j}^{\text{upd}}\}_{j=1}^J \) in hand, we quantify how well each updated model agrees with the new data. To do so, we take \( \mathcal{D}_{\text{new}} \) and instantiate a new approximate GP via the batch variational free energy sparse approximation [4] - [4]:

\[
GP_{j+1}(m_{j+1}(\cdot), k_{j+1}(\cdot, \cdot))
\]

**Algorithm 1:** Wasserstein-Splitting GP Regression (WGPR): train online approximate GP ensemble.

that is free from bias of any previous data. Ideally, if model \( j \) is similar to the new data, then the distributions \( GP_{j}^{\text{old}} \) and \( GP_{j+1} \) should agree well over the new data. Let \( X_{\text{new}} \subset \mathcal{X} \) denote the locations of the new measurements. We measure the agreement by computing the squared Wasserstein distance between the newly instantiated and updated posterior evaluated at \( X_{\text{new}} \), given by

\[
w_{j}^{\text{new}} = \| \mathbf{m}_j - \mathbf{m}_j^{\text{upd}} \|^2 + \text{tr} \left( \mathbf{S}_j + \mathbf{S}_j^{\text{upd}} - 2 \left( \mathbf{S}_j^{1/2} \mathbf{S}_j^{\text{upd}} \mathbf{S}_j^{1/2} \right) \right),
\]

where

\[
\begin{align*}
m_{j+1} &\triangleq m_{j+1}(X_{\text{new}}), & S_{j+1} &\triangleq k_{j+1}(X_{\text{new}}, X_{\text{new}}) \\
m_{j}^{\text{upd}}(X_{\text{new}}) &\triangleq m_{j}^{\text{upd}}(X_{\text{new}}), & S_{j}^{\text{upd}}(X_{\text{new}}, X_{\text{new}}) &\triangleq k_{j}^{\text{upd}}(X_{\text{new}}, X_{\text{new}}).
\end{align*}
\]

Thus, the net measure of similarity \( w_{j} \) is the aggregation of the squared-Wasserstein distance between the previous model \( GP_{j} \) and its updated variant \( GP_{j}^{\text{old}} \) evaluated at the old pseudo-inputs \( \mathbf{Z}_j \), which serve as a proxy for previously seen data, and the squared distance between \( GP_{j}^{\text{old}} \) and the new model \( GP_{j+1} \) evaluated at the new measurement locations \( X_{\text{new}} \):

\[
w_{j} = w_{j}^{\text{new}} + w_{j}^{\text{old}}, \quad j = 1, \ldots, J.
\]

Once we compute \( w_{j} \) for all \( j \), we define the most similar model \( GP_{j^*} \) as the one that minimizes \( w_{j^*} \), i.e., \( j^* = \arg \min_{j=1, \ldots, J} w_{j} \) and provided it is sufficiently similar, meaning \( w_{j^*} \) is less than a user-defined threshold \( \epsilon \), we retain the updated model \( GP_{j^*}^{\text{old}} \). All other models revert back to their previous state, prior to the update, and the newly instantiated model \( GP_{j+1} \) is discarded. However, if \( GP_{j} \) is not sufficiently similar, then we retain \( GP_{j+1} \) and revert all local models back to their state prior to the update.
To be more precise, denote $J_k$ as the number of ensemble models at time $k$. Upon observing mini-batch $\mathcal{D}_{new}^k$, we update model $GP_j^k$ if (6) is less than a threshold $\varepsilon$, otherwise we add $GP_j^k$ to the collection; succinctly stated as

$$
\{GP_j^k\}_{j=1}^{k+1} \leftarrow \{GP_j^k\}_{j=1}^{k} \cup \{GP_j^{ped}\} \quad \text{if } w_j^k \leq \varepsilon
$$

$$
\{GP_j^k\}_{j=1}^{k+1} \leftarrow \{GP_j^k\}_{j=1}^{k} \cup \{GP_j^{ped}\} \quad \text{if } w_j^k > \varepsilon
$$

(7)

We summarize the process of iteratively developing the collection of models $\{GP_j^k\}_{j=1}^{k}$ in Algorithm 1.

B. Model Evaluation and Prediction

The previous approaches [4], [12], [39] propose combining predictions from various models to form a single weighted prediction, as mentioned in the preceding section, mostly inspired by ensemble [36] and local kernel smoothing techniques [37], [38]. However, the validity of doing so hinges upon an i.i.d. stationarity hypothesis for the unknown data distribution. This makes these approaches well-suited to capture global patterns (long-term spatial correlations) in data at the expense of filtering out local patterns [25]. In an effort to preserve the non-stationary features of a heterogeneous spatial field, we predict the spatial field at a location of interest $x_r$ by considering the model with the pseudo-input closest to $x_r$ evaluated as $GP_* = \arg\min_{j \in J} \{ \min_{s \in Z_j} \| z_s - x_r \|^2 \}$, and using $GP_* (\cdot, k_s (\cdot, \cdot))$ to predict $f (x_r) \sim \mathcal{N} (\mu_*, \sigma_*^2)$ where $\mu_* = m_s (x_r)$ and $\sigma_*^2 = k_s (x_r, x_r)$, with the posterior given by the VFE approximation (4) for models that have not undergone a recursive update. Models that have been recursively updated have the posterior mean and covariance functions given by (5). This better encompasses non-stationarity and heterogeneous nonlinearities, although it may be susceptible to sub-sampling bias or discontinuities as a respective function of the the number of pseudo-inputs in a local model or the kernel hyperparameters.

IV. EMPIRICAL ASSESSMENT

In this section, we explore the performance of WGPR across various numerical experiments. We start with a 1-dimensional toy example that motivates defining model similarity in terms of the Wasserstein metric over posterior distributions rather than simply distance in feature space (or a positive definite map thereof). Next, the performance of WGPR is compared to SOLAR-GP [12], which has the same algorithmic structure and Gaussian process model representation, but defines similarity in terms of Euclidean distance. The purpose of this comparison is to highlight the difference in performance due to the new similarity metric and using the prediction of the nearest model. Lastly, we compare the performance of several methods, that learn hyperparameters online, with LGPR, which is optimal in the sense that hyperparameters are learned offline on a training set characteristic of the entire domain. In all comparisons, we evaluate the methods on a real-world bathymetry dataset collected at Claytor Lake in Southwest Virginia, as well as four other publicly accessible datasets2. Our MATLAB-based implementation uses the gradient optimizer and covariance kernel functionality provided by the GPML toolbox [44].

A. Toy-example

To illustrate the motivation behind our definition of similarity, consider the non-stationary dataset depicted in Figure 1(a). This dataset was constructed from two different Gaussian process models with known hyperparameters. Ideally, this data set could be concisely described with two models. The dataset is processed in mini-batches of size $N_{new} = 100$ in spatial order from $x = 0$ to $x = 300$ and each local model employs $M = 50$ pseudo points. Provided the instantiation threshold $\varepsilon$ is set appropriately, WGPR is able to identify the two underlying models as seen in 1(b). Regardless of how the instantiation threshold is set, SOLAR GP is incapable of succinctly identifying the two underlying models in 1(a) because a new model is instantiated provided new data is sufficiently far from all other existing models. This phenomenon is demonstrated by the 16 models in 1(c). WGPR, with 2 models, achieves a root mean squared error (RMSE) of 0.26. SOLAR GP, with 16 models, achieves an RMSE of 0.39.

B. Comparison of Online Local GPs on Real Data

To examine how our new definition of similarity and making predictions based on the nearest model impact performance, we conducted experiments to examine the difference in performance between WGPR and SOLAR GP [12]. In theory, the model instantiation threshold can be set to achieve anywhere from a single model to the maximum allowable number of models (as dictated by the number of batches of training data). So ideally, the comparison

2Kin40k: https://www.cs.toronto.edu/~delve/data/kin/desc.html
Abalone: https://archive.ics.uci.edu/ml/datasets/abalone
Sarcos Joint 1: http://www.gaussianprocess.org/gpml/data/
Pumadyn(8nm): https://www.cs.toronto.edu/~delve/data/pumadyn/desc.html
should highlight the performance difference between the two methods as a function of the number of models used. Thus, the instantiation thresholds are set separately for WGPR and SOLAR to yield approximately the same number of models. Training data was processed in batches of size $N_{\text{new}} = 100$ and we employed $M = 50$ pseudo points for each individual Gaussian process model.

Additionally, we note that for WGPR, computing the similarity metric $w_j$ for each $j = 1 : J$ can be computationally prohibitive. In practice, we can reduce computational complexity by computing the similarity metric over the $J \leq J$ models closest in terms of Euclidean distance in input space given by $\|c_j - c_{\text{new}}\|^2$ for $j = 1, \ldots, J$, where $c_j \in \mathcal{X}$ is the arithmetic center of the pseudo-inputs of model $j$ and $c_{\text{new}} \in \mathcal{X}$ is the arithmetic center of the new batch of data. For the experiments in this subsection and the following, we fix $J = 5$. Although the $J$ nearest models are selected on the basis of proximity, similar to [4], [12], the decision to instantiate a new model or update an existing one is ultimately dictated by the similarity measure (6). This distinction is particularly important for cases in which two regions, that are close in proximity, are characterized by different spatial fields. Provided the regions are sufficiently close, a distance-based similarity metric will incorporate these two different spatial fields into one. In contrast, we can use the similarity measure (6), based on predictive distributions, to identify that these two regions are best-characterized by two models and thereby employ two models to avoid the pathology.

For the comparison of SOLAR GP and WGPR, we began by setting the instantiation thresholds to yield the maximum number of allowable models and progressively adjusted the thresholds to yield fewer models. For SOLAR GP, despite meticulous tuning of the number of pseudo points and minibatch size, we regularly observed divergence in the Claytor Lake, Abalone, and Sarcos data sets. By divergence, we mean that the posterior mean evaluated at the pseudo-inputs, i.e $m(Z_0)$, tended to infinity for some local models. This is due to the online update of the VFE posterior approximation [23], which only guarantees we recover the batch posterior and marginal likelihood approximation [13] when the hyperparameters and pseudo-inputs are fixed in advance. When operating with online updates, however, it is possible that pseudo-inputs become very concentrated in a small region of the feature space, causing kernel matrices to become near-singular.

With our definition of similarity (6), on the other hand, we can identify when a stable update can be performed, as the effect of the posterior update is reflected in our similarity metric. In other words, if an EP update with the new data $D_{\text{new}}$ causes numerical instability for model $j$, then clearly model $j$ is not a suitable candidate to be updated. For our numerical experiments with WGPR, we observed this had the effect of preserving convergence, and overall requiring significantly fewer models on a consistent basis than SOLAR GP. For example, given the batch size of $N_{\text{new}} = 100$, the maximum number of models that can be instantiated with the Claytor Lake dataset is 127. We were consistently able to achieve as few as 14.6 models, which is the average across 5 trials, with standardized MSE of 0.097, whereas SOLAR GP only achieves sensible predictive performance when there are more than 108.8 models, on average, with standardized MSE of 0.183. Thus, for the Claytor Lake, Sarcos, and Abalone data sets, we can only non-trivially compare predictive performance between SOLAR GP and WGPR in the setting where a new model is instantiated with each new batch of data. We observed that WGPR outperformed SOLAR on the Claytor Lake and Sarcos data sets, and both methods achieved approximately the same predictive performance on the Abalone data set.

For the Kin40k dataset, however, we were able to achieve stable performance for SOLAR GP across various numbers of models employed. We illustrate the overall performance difference between WGPR and SOLAR GP in Figure 2 We report the root MSE, along with the training frequency achieved by both methods. Training frequency refers to how many samples are processed per second. Observe that for a given number of models, WGPR outperforms SOLAR GP in terms of predictive performance. This is at the expense of additional computational complexity, as reflected by the lower training frequency. Additionally, we note that the predictive performance of approximately 10 models with WGPR is superior to SOLAR GP’s best-case predictive performance which occurs with approximately 100 models. For applications in which the size of the map representation is critical, as in communication-limited applications, this is a significant advantage for WGPR.

We conclude by stating that we were also able to achieve stable performance for SOLAR GP on the Pumadyn dataset and observed that SOLAR GP (RMSE = 1.088) outperformed WGPR (RMSE = 1.142). However, performance was approximately constant across the number of models used, and thus we omit the performance plots for the sake of space limitations.
C. Offline Benchmark

In various practical applications, there is no a priori access to a dataset, characteristic of the entire state space, to learn the hyperparameters of the predictive model. To cope with these situations, we require that our method have the ability to iteratively update the hyperparameters of the predictive model as new training data is received. As local Gaussian process regression (LGPR) [4] learns the hyperparameters on a characteristic subset of all training data prior to building the prediction model, we consider this an appropriate offline benchmark to assess the predictive performance of WGPR and SOLAR GP. Given that there are parameters unique to each method and LGPR employs the exact posterior (2) for each model, we manually tune the parameters to achieve the best possible predictive performance (averaged across 5 trials) for all algorithms and compare them.

We depict the results for Claytor Lake and the Sarcos dataset in Figure 3 (a) and (b), respectively. Here, we see that as more training data is collected, the predictive performance of WGPR tends to LGPR and in both cases WGPR outperforms SOLAR GP. Moreover, for the Claytor Lake dataset, WGPR outperforms LGPR. This is consistent with the intuition that given the dataset is known to be non-stationary, we expect WGPR to outperform LGPR, as LGPR requires all models to have the same set of hyperparameters whereas WGPR does not. For all datasets, we collect the training time (seconds) and RMSE after processing the entire dataset in Tables II and III respectively. We delineate LGPR from all other methods that iteratively learn hyperparameters using a dashed lined. We also included the online VFE method of Bui et al. [23], which we denote by OVFE. Note that entries in the table containing a “-” indicate the algorithm failed to converge. By and large, we see that at the expense of additional computational time WGPR either outperforms or attains comparable performance with all other methods that iteratively learn the hyperparameters, and we achieve comparable performance with the offline benchmark. Note that LGPR exhibits the least computational time as all hyperparameter learning is only done once, prior to allocating samples to their respective models. The methods that learn hyperparameters online require more computation time, and as WGPR computes the Wasserstein metric over various candidate posterior distributions it incurs the greatest computational time.

![Fig. 3. Evolution of the RMSE as more training batches are processed for Claytor Lake (a) and the Sarcos (b) datasets for SOLAR GP [12], WGPR, and the offline benchmark LGPR [4]. Observe that as more training examples are processed, we approach the performance of the offline method.](image)

| Method          | Claytor Lake | Sarcos | kin40k | Abalone | Pumadyn |
|-----------------|--------------|--------|--------|---------|---------|
| LGPR [4]        | 39.484       | 347.857| 31.221 | 13.221  | 38.138  |
| WGPR            | 210.053      | 870.358| 202.184| 62.912  | 720.836 |
| SOLAR [12]      | 151.417      | 477.143| 119.403| 40.126  | 76.353  |
| OVFE [23]       | -            | 115.902| -      | 45.267  | -       |

**TABLE II**

**TRAINING TIME (S) OF ONLINE METHODS AND THE OFFLINE BENCHMARK LGPR**

| Method          | Claytor Lake | Sarcos | kin40k | Abalone | Pumadyn |
|-----------------|--------------|--------|--------|---------|---------|
| LGPR [4]        | 1.381        | 3.195  | 0.231  | 2.07    | 1.079   |
| WGPR            | 1.362        | 3.475  | 0.797  | 2.487   | 1.377   |
| SOLAR [12]      | 3.524        | 12.686 | 0.910  | 2.887   | 1.085   |
| OVFE [23]       | -            | 0.996  | -      | 2.482   | -       |

**TABLE III**

**RMSE OF ONLINE METHODS AND THE OFFLINE BENCHMARK LGPR**

**V. CONCLUSION**

Our empirical results demonstrate that WGPR achieves comparable, if not superior, predictive performance to other methods that iteratively learn hyperparameters. Our new measure of similarity not only allows us to succinctly characterize a non-stationary spatial field, but more importantly offers the ability to prevent the pathology that can arise when using proximity-based similarity metrics: measurements from two regions of the spatial field, best characterized by different hyperparameters, are merged to form a single model because the regions were sufficiently close in proximity.

For WGPR, there are two user-specified parameters: the instantiation threshold ε, and the number of inducing inputs M in each Gaussian process model. In practice, ε can be made “large” to yield a map representation with fewer models if memory or transmitting data is a concern, as it is in communication-limited environments like the sub-sea domain [45]. However, this is at the potential cost of a loss in accuracy, as two models that may be best characterized by two distinct models may effectively be averaged into a single model. In contrast, if the size of the map representation is not a concern, ε can be made “small” in an effort to give rise to more models that may be more accurate. However it remains an open question of how to precisely define “large” and “small” as the similarity metric (4) is not generalizable across data sets.

An interesting avenue of further research is to conduct isolation studies to understand the individual implications of each element: (i) Wasserstein-splitting, (ii) prediction of the nearest model, and (iii) the expectation propagation steps. Additionally, studies to better understand how computing the similarity metric over the J ≤ J nearest models impacts performance are of interest. Lastly, we seek principled methods to determine the number of pseudo-points in each local model to ensure a certain quality of approximation.
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