The effect of hydrogen enrichment on the forced response of CH$_4$/H$_2$/Air laminar flames
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Abstract

Hydrogen-enrichment of conventional natural gas mixtures is an actively-explored strategy for reducing pollutant emissions from combustion. This study investigates the effect of hydrogen enrichment on the unsteady flame response to perturbations, with a view to understanding the implications for thermoacoustic stability. The Level Set Approach for kinematically tracking the flame front was applied to a laminar conical premixed methane / hydrogen / air flame subjected to 2D incompressible velocity perturbations. For hydrogen enrichment levels ranging from 0% to 80% by volume, the resulting unsteady heat release rate of the flame was used to generate the Flame Describing Functions (FDFs). This was performed across a range of perturbation frequencies and levels at ambient pressure. The mean heat release rate of the flame was fixed at $\bar{Q} = 2.69$ kW and the equivalence ratio was set to $\varphi = 1.08$ for all hydrogen enrichment levels. Hydrogen-enrichment was found to shift the FDF gain drop-off to higher frequencies, which will increase propensity to thermoacoustic instability. It also reduced the effective flame time delay. Sensitivity analyses at $\varphi = 0.8$ revealed that the changes in FDF were driven predominantly by the flame burning speed, and were insensitive to changes in Markstein length.
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1. Introduction

The combustion of hydrogen-enriched fuel forms an area of increasingly active research interest as gas turbine technology progresses toward fuel decarbonisation \[1-4\]. The enrichment of conventional hydrocarbon fuels with hydrogen causes significant changes to their base properties, such as diffusivity, heating value and laminar flame burning speed \[5, 6\], which lead to alterations in the more complex behaviour associated with the combustion of the fuel \[5\ 7\ 9\]. These include the susceptibility to thermoacoustic instabilities and the conditions under which they occur. Thermoacoustic instabilities, also known as combustion instabilities, have been found to be specifically sensitive to the presence of hydrogen, which burns faster and hotter than conventional natural gas fuel \[9\ 11\].

Thermoacoustic instabilities comprise a major challenge faced by modern gas turbines as they produce unwanted effects ranging from reduced performance to component damage \[12\ 13\]. The instabilities are an especially apparent side effect for lean premixed combustion \[12\], which is becoming the preferred route over non-premixed combustion due to tighter regulation of NO\(_x\) emissions, which are more easily controlled via the former route \[15\ 17\]. Thermoacoustic instabilities arise due to the coupling between an unsteady heat source and acoustic waves propagating within a geometry. They occur when the rate of acoustic energy added to the system from the heat source exceeds the rate of acoustic energy lost via transfer across the system boundaries \[18\ 19\].

Multi-scale modelling of thermoacoustic instability is often performed for both efficient computational prediction and to offer insights into instability and how to mitigate it. It comprises two main parts: modelling the flame’s response to velocity perturbations \[20\ 21\], and modelling the acoustic wave propagation within the specified combustor geometry \[22\]. In the context of understanding thermoacoustic stability changes due to hydrogen enrichment, the multi-scale modelling part more susceptible to changes associated with hydrogen enrichment will be the flame’s response. Furthermore, understanding the dynamics of laminar premixed flames is an important precursor to understanding the dynamics of the turbulent premixed flames that are typically of practical interest \[23\].

The present work performs a systematic study of the response of a laminar CH\(_4\)/H\(_2\)/Air flame to velocity perturbations, under different levels of hydrogen enrichment. It achieves this by combining a kinematic flame model
with an incompressible flow field model. This facilitates computations which are extremely fast compared to turbulent flame studies which employ Large Eddy Simulation (LES) \cite{24-33}. It further facilitates fundamental insights into the parameters governing changes to the flame response, such as laminar flame speed, Markstein length (which directly influences flame burning speed) and bulk velocity, the latter varying in order to maintain constant flame thermal power under varying fuel density and heating value.

2. Background Theory

The definition used for equivalence ratio, $\varphi$, is,

$$\varphi \equiv \frac{\text{FAR}}{\text{FAR}_{\text{st}}} = \frac{X_{\text{fuel}}/X_{\text{air}}}{(X_{\text{fuel}}/X_{\text{air}})_{\text{st}}}$$

(1)

where FAR = $X_{\text{fuel}}/X_{\text{air}}$ is fuel-to-air ratio ($X$ represents mole fraction), and the subscript ‘st’ denotes stoichiometric conditions. Note that the ‘fuel’ here is regarded as the combined CH$_4$/H$_2$ mixture, such that $X_{\text{fuel}} = X_{\text{CH}_4} + X_{\text{H}_2}$. The hydrogen enrichment level, $\eta_H$, is defined as,

$$\eta_H \equiv \frac{X_{\text{H}_2}}{X_{\text{CH}_4} + X_{\text{H}_2}}$$

(2)

The flame response may be characterised by a ‘Flame Describing Function’ (FDF), also known as a nonlinear Flame Transfer Function (FTF). This takes the normalised velocity perturbation upstream of the flame, characterised by both its frequency and its amplitude, as the input, and the resulting heat release rate fluctuation as the output. The FDF approach assumes that the dominant frequency of the flame response matches that of the upstream velocity forcing, and that the steady-state response is equivalent to the input forcing modified by a gain and phase lag. This may be expressed mathematically as \cite{21,34},

$$\mathcal{F}(\omega, \beta) \equiv \frac{\hat{Q}'(\omega, \beta)/\bar{Q}}{\hat{u}'_1(\omega)/\bar{u}_1} , \ \beta \equiv |\hat{u}'_1/\bar{u}_1|$$

(3)

where $\hat{u}'_1(s)$ and $\hat{Q}'(s, \beta)$ are the upstream velocity perturbation and heat release rate fluctuation at the forcing frequency $\omega$ respectively, both of which have been transformed into the frequency domain from their time domain
variables \( u'_1(t) \) and \( \dot{Q}'(t) \). The overbar notation denotes time-averaged quantities. \( F(s, \beta) \) itself is generally complex-valued and contains information regarding the gain and phase lag imparted by the process.

In the case of laminar flames, turbulence modelling is not required. Several approaches have been devised to solve for the flame kinematics, with one commonly used kinematic model being the ‘G-Equation’ \[35–38\]. This assumes that the flame is an extremely thin interface, such that a scalar variable, \( G \), can be used to track the flame surface location. The isocontour \( G = 0 \) defines the flame front, which separates fresh reacting flow (denoted by \( G < 0 \)) from the burned gases (\( G > 0 \)):

\[
\frac{\partial G}{\partial t} + \vec{u} \cdot \nabla G = s_L |\nabla G| \quad (4)
\]

where \( s_L \) is the flame burning speed. The resulting flame surface may be integrated to obtain the heat release rate \( \dot{Q} \), which is assumed to scale proportionately with surface area \( A \), such that \( \dot{Q}(t)/\bar{Q} = A(t)/\bar{A} \). Recently, when combined with an appropriate model for the incompressible velocity field, this was shown to predict the FDF of a laminar conical methane/air flame \[39\], in strong agreement with experimental results \[40\].

The flame burning speed \( s_L \) may be treated as the base laminar flame speed, modified by the Markstein parameter which accounts for local flame curvature \[41, 42\],

\[
s_L = s_{L0}(1 - \mathcal{L}\kappa) \quad (5)
\]

where \( s_{L0}(T, P, \varphi, \eta_H) \) is the plane laminar flame speed, \( \kappa = \nabla \cdot \nabla G/|\nabla G| \) is the local flame curvature and \( \mathcal{L}(T, P, \varphi, \eta_H) \) is the ‘Markstein length’, which is a length scale describing the thermal thickness of the flame. Both \( s_{L0} \) and \( \mathcal{L} \) are functions of both the thermal conditions and fuel composition.

3. Methodology

3.1. Principal Test Case

We consider a conical flame with its base rooted to a cylindrical burner of diameter \( D \). Premixed CH\(_4\)/H\(_2\)/Air is fed into the burner of composition defined by \((\varphi, \eta_H)\) at an upstream velocity of \( u_1(t) = \bar{u}_1 + u'_1(t) \), where \( \bar{u}_1 \) and \( u'_1(t) \) are the mean and fluctuating components respectively. This is illustrated in Figure [1]
The kinematic response of the flamefront to the upstream velocity fluctuations is simulated using the G-Equation (equation (4)), solved using the Level Set Approach (LSA) [41].

Downstream of the burner exit, a two-dimensional flow field is considered, such that \( \vec{u} (z, r, t) = [u_z, u_r] \), where \( u_z \) is the major axial component and \( u_r \) is the minor radial component. It has been established that an incompressible flow field assumption is reasonable for modelling the flame response [20, 37]. In addition to this, the coupling between the flame kinematics and the flow field itself may be neglected, such that independent forcing functions for \( \vec{u} \) may be applied [39, 43],

\[
\begin{align*}
    u_z (z, t) &= \overline{u}_1 + u'_1 = \overline{u}_1 + \hat{u}_1 \cos (kz - \omega t) \\
    u_r (z, r, t) &= u'_r = k \frac{r}{2} \hat{u}_1 \sin (kz - \omega t)
\end{align*}
\]

where \( \hat{u}_1 \) is the perturbation amplitude, which is varied as a parameter once normalised into \( \beta = \hat{u}_1 / \overline{u}_1 \). \( \omega \) is the perturbation angular frequency and \( k = \omega / \overline{u}_1 \) is the wavenumber. The model has been validated by Direct Numerical Simulation [44].

### 3.2. Selection of Variables and Constraints

The burner diameter was set at \( D = 22 \text{ mm} \) for all simulations. As the main focus of this work is the effect of \( \eta_H \) on \( F \), the equivalence ratio was fixed \( \varphi = 1.08 \), and the hydrogen enrichment level was tested across five hydrogen enrichment levels, \( \eta_H = [0 : 0.2 : 0.8] \), for a total of 5 FDFs. The mean upstream velocity \( \overline{u}_1 \) was varied based on fuel composition to satisfy the constraint of a constant mean heat release rate of \( \overline{Q} = 2.69 \text{ kW} \). Inlet thermal conditions were fixed at a temperature and pressure of \( T_{in} = 300 \text{ K} \) and \( P_{in} = 1 \text{ atm} \). We note that the chosen test burner geometry, equivalence ratio and flame power, along with the incompressible velocity model...
of Equations (6) and (7), correspond to those for which the G-equation recently yielded excellent agreement with the experimentally measured FDF for a methane/air flame [39]. This provides confidence in the main assumptions underpinning the approach.

For identification of the FDF, harmonically forced simulations were performed by implementing Equations (6) and (7) over 16 forcing frequencies, $f_p = \omega/2\pi = [10 : 10 : 160]$ Hz and four amplitude perturbation levels, $\beta = [0.036, 0.071, 0.143, 0.214]$. This implies a total of $4 \times 16 = 64$ data points per FDF.

At this point, we make some comments on hydrogen’s exceptionally low density. While the effect of hydrogen’s density is fully accounted for in terms of the reactant density, velocity and flow rate and hence on the burner power, the G-equation neglects density effects on the kinematic response of the flame. This means that in terms of the flame’s forced response, the density is assumed constant throughout space and equal to that of the reactant mixture. This assumption has been shown sufficiently accurate for methane/air flames ($\eta_H = 0$) [39, 40]. For the hydrogen-enriched compositions tested in this study, the reactant mixture density remains within 10% of the $\eta_H = 0$ case up to $\eta_H = 0.6$, with the $\eta_H = 0.8$ case showing a 16% deviation. This was assumed sufficiently small for the assumption to remain reasonable. We note that the G-equation is not able to account for Darrius-Landau or thermodiffusive instabilities [45, 46] which, although often of relevance to hydrogen-rich flames, are beyond the scope of the current work.

The Markstein length was fixed at $\mathcal{L} = 1$ mm for the main study. Although $\mathcal{L}$ is known to vary according to the mixture state, it is shown in Section 4.2 that its variations do not significantly affect the overall results.

Table 1 summarises the simulation parameters examined in the main study. Note that $\bar{u}_I$ and $s_{LO}$ are not independent variables here but are computed based on $(\varphi, \eta_H)$ and the heat release rate constraint set for this study.
Table 1: Summary of simulation parameters for the main study.

| ϕ  | η_H | β   | \( f_p \) [Hz] | \( \bar{u}_1 \) [m s\(^{-1}\)] | \( s_{L0}^{[*2]} \) [m s\(^{-1}\)] | \( L \) [mm] |
|-----|-----|-----|----------------|----------------|----------------|-------|
| 1.08| 0.0 | [+] | 10:10:160      | 2.12            | 0.3859         | 1.00  |
| 1.08| 0.2 | 0.036| 10:10:160      | 2.13            | 0.4494         | 1.00  |
| 1.08| 0.4 | 0.071| 10:10:160      | 2.15            | 0.5538         | 1.00  |
| 1.08| 0.6 | 0.143| 10:10:160      | 2.18            | 0.7523         | 1.00  |
| 1.08| 0.8 | 0.214| 10:10:160      | 2.22            | 1.2175         | 1.00  |

[+1] Note that all four β values listed were tested for each η_H value.

[+2] Evaluated by Cantera, see Section 3.3 for details.

3.3. Numerical Solution Method

The plane laminar flame speed \( s_{L0} \) was evaluated for each unique fuel state using the open-source chemical kinetics code ‘Cantera’ [47], coupled with the GRI-Mech 3.0 mechanism, utilised predominantly for natural gas combustion [48]. Figure 2 shows the computed \( s_{L0} \) values produced by Cantera for the domain \( \eta_H = [0, 1] \), both at the main test case equivalence ratio of \( \varphi = 1.08 \), and at the equivalence ratio considered in Section 4.2 of \( \varphi = 0.8 \). The results are corroborated by those of Dong et al. [49], whose experimental data best-fit curves are shown alongside the predictions by Cantera. Noting that a significant margin of error was expected in the experimental data, this study used the predictions by Cantera, which were deemed sufficiently accurate for the test cases under consideration.

![Figure 2: Comparison of laminar flame speeds determined by Cantera and experimentally.](image)
The G-Equation model (Equation 4) was solved with a global spatial step of \( \Delta x = 0.5 \) mm and temporal step of \( \Delta t = \Delta x/40 = 1.25 \times 10^{-5} \) s to ensure stability for the range of convective velocities considered. \( G \) was solved spatially using a “fifth-order Weighted Essentially Non-Oscillatory (WENO)” scheme [50] and temporally using a “third-order Total Variation Diminishing (TVD) Runge-Kutta” scheme [51].

The unforced flames were first generated by setting \( \beta = 0 \) across \( \eta_H = [0 : 0.2 : 0.8] \). These plots are shown in Figure 3 and show that the axial flame length decreases as \( \eta_H \) is increased, supporting numerous experimental observations [52].

Subsequently, forcing was introduced. Each simulation was time-marched until the flame response was observed to settle from its initial transients into periodic oscillatory behaviour. Figure 4 shows an example of the flame response function produced from an arbitrarily chosen simulation. Note that the normalised heat release rate as shown in Figure 4 is computed as the ratio of the instantaneous heat release rate \( \dot{Q}(t) \) to that of the unforced case \( \dot{Q}_0 \), the latter of which is assumed approximately equal to the mean heat release rate, such that \( \overline{Q} \approx \dot{Q}_0 \). Figure 5 shows examples of the flame front evolution corresponding to the periodic heat release rate in Figure 4.
Figure 4: Example of a flame response function for \((\varphi, \eta_H, \beta, f_p) = (1.08, 0, 0.036, 100)\) with data points corresponding to flame front instances as shown in Figure 5.

Figure 5: Example of flame front evolution per forcing cycle for \((\varphi, \eta_H, \beta, f_p) = (1.08, 0, 0.036, 100)\), corresponding to heat release rate points as shown in Figure 4. Plots in solid red and black dotted lines correspond to the instantaneous and time-mean flame fronts respectively.
The FDF gain $|\mathcal{F}|$ was determined as the ratio of the steady-state amplitude of $\dot{Q}(t)/\bar{Q}$ to the perturbation level $\beta$. The phase shift $\angle \mathcal{F}$ relative to the major axial perturbation was determined by cross-correlation of the two functions.

4. Results and Discussion

4.1. FDF Results

The FDF gain and phase are shown in Figure 6 with each row of plots corresponding to a given value of $\eta_H$, with $\eta_H$ increasing in increments of 0.2; $\eta_H = [0 : 0.2 : 0.8]$. Each of the curves on the FDF plot corresponds to one of the four $\beta$ values tested. The FDF for $\eta_H = 0$ corroborates that found by Li & Morgans [39].

Three main observations regarding the effect of hydrogen enrichment on the flame response can be drawn from the results. An increase in hydrogen enrichment causes: (i) an increase in cut-off frequency, (ii) a decrease in phase lag and, (iii) a reduction in non-linearity.

(a),(b) – 0% Hydrogen Enrichment
(c),(d) – 20% Hydrogen Enrichment

(e),(f) – 40% Hydrogen Enrichment

(g),(h) – 60% Hydrogen Enrichment
From the gain plots, hydrogen enrichment is seen to increase the threshold frequency at which gain drop-off occurs. The consequence of this is that systems involving hydrogen-enriched fuel are likely to exhibit increased propensity to thermoacoustic instability – a finding that is corroborated by other numerical studies on hydrogen-enriched fuels [53–56].

From the phase plots, hydrogen enrichment is seen to decrease the phase lag between the perturbation and the response. This is consistent with the fact that increased hydrogen content produces shorter flames (Figure 3), leading to lower convection times associated with the response, in corroboration with the findings of [57]. The thermoacoustic stability of a combustor depends on strongly the phase of the FDF, but in a more complicated manner, with the Rayleigh criterion source term depending on the phase between the heat release rate and acoustic pressure perturbation at the flame [18]. The latter depends on the acoustic modeshape of the relevant mode within the combustor, and so cannot be predicted from the flame response alone. Thus while it can be said that the reduced phase will affect the thermoacoustic stability, the direction of this effect will depend on the geometry of the combustor within which the flame is placed.

Finally, both plots show that hydrogen enrichment suppresses the dependence of $F$ on the perturbation level $\beta$, as the four curves on each plot converge toward a single curve as hydrogen content increases. However, it was noted that all plots show that the curves begin converging at low perturbation frequencies, and diverge upon crossing a threshold frequency, this
threshold increasing with hydrogen enrichment. Hence, it is very likely that non-linearity is not wholly suppressed but instead shifted to higher frequencies.

The increase in the gain drop-off frequency for hydrogen-enriched flames was determined a trait of interest to analyse further. Hence, flame front evolution tracking was performed for the two test cases $\eta_H = 0$ and $\eta_H = 0.6$, both held at $(\varphi, \beta, f_p) = (1.08, 0.071, 40)$. The 40 Hz frequency was chosen because the gain of the $\eta_H = 0$ case was relatively low at that frequency, being beyond the drop-off frequency, while the gain of the $\eta_H = 0.6$ case remained relatively high. The resulting flame front snapshots are shown in Figure 7 with the $\eta_H = 0$ case plotted in solid red and the $\eta_H = 0.6$ case plotted in solid blue. Note that the snapshots $t/T = 1/2$ and $t/T = 1$ correspond to the minimum and maximum normalised heat release rate states respectively.

First, the similarities between the two cases were noted. Namely, the
flame surface area (and consequently the heat release rate) depends on two features of the flame front: 1. the overall tip length, and 2. the concavity of the region leading up to the flame tip. A greater flame tip length allows more area to be covered over the axial span. Additionally, a flame shape that maintains a relatively large radius along its axial length has a larger surface area since \( \delta A \propto 2\pi r \delta z \). The result is that the final flame surface area is governed by the combination of these two factors.

The \( t/T = 1/4 \) and \( t/T = 3/4 \) snapshots represent times when the gain is at its mean value, and it was noted that the two mechanisms mentioned are competing at these times. At, \( t/T = 1/4 \), the flame tip length is at its highest, but this is undermined by the concavity of the flame which decays to lower radii relatively quickly. The opposite is true at \( t/T = 3/4 \). In contrast, the maximum and minimum gains occur when both mechanisms act constructively.

As for the differences, it was noted that the \( \eta_H = 0 \) flame exhibited a greater distortion of curvature from the mean shape at all times, while the \( \eta_H = 0.6 \) flame retained a profile more closely resembling its unforced shape. It is shown in Section 4.3 that the higher laminar flame speed of hydrogen-enriched fuel is by far the dominant driver behind such differences. Hence, it can be postulated that the higher flame burning speed of the \( \eta_H = 0.6 \) case acts to stabilise the flame against distortion by a given perturbation.

It may appear counter-intuitive that the \( \eta_H = 0.6 \) case is the one with higher gain when comparing the cases on an absolute scale. A fairer comparison was achieved by creating dimensionless plots of the flame fronts, with \( z/z_0 \) against \( r/D \), where \( z_0 \) is the axial distance from the base to the unforced flame tip. This is shown in Figure 8.
Figure 8: Dimensionless plots of $\eta_H = 0$ (red) and $\eta_H = 0.6$ (blue) flame fronts for one forcing cycle at $(\phi, \beta, f_p) = (1.08, 0.071, 40)$. Plots in solid and dotted lines correspond to the instantaneous and time-mean flame fronts respectively.

Within the dimensionless plots, the flame tip lengths were observed to approximately match across both cases at all times. While greater curvature does lead to a greater surface area in absolute terms, it is important to note that the gain is effectively determined by the difference between the maximum and minimum areas obtained in a cycle. Although the $\eta_H = 0$ flame displays significantly more curvature distortion than the $\eta_H = 0.6$ case, this distortion increases both its maximum and minimum areas in absolute terms, but may not necessarily translate to a greater difference between the two. It was observed in this case that the curvature-distortion of the flame actually dampened the driving mechanisms of area fluctuation, resulting in a lower gain.

Figure 9 shows the dimensionless plots of $\Delta A/A_0$ against $z/z_0$ for both flames at various points in the forcing cycle, where $A_0$ is the unforced flame surface area. The dimensionless quantity $\Delta A/A_0$ denotes the relative contribution of a flame section (at a given axial location) to the total flame
surface area. Since the total area $A$ of the flame is calculated by numerically integrating across the grid points of spatial step $\Delta x$, the area contribution between any two such points is calculated as $\Delta A$. This means that a higher value of $\Delta A/A_0$ at a given $z/z_0$ signifies a greater contribution to the normalised flame surface area at that location. Note that $A_0 = 210$ mm$^2$ and 110 mm$^2$ for the $\eta_H = 0$ and 0.6 flames respectively. The plots in Figure 9 are consistent with the suggestion that the greatest contribution to the flame surface area occurs at the base.

![Figure 9: Dimensionless plots of surface area contribution as a function of the axial coordinate, $z$, for $\eta_H = 0$ (red) and $\eta_H = 0.6$ (blue) during a forcing cycle. Dotted lines represent the mean values.](image)

The absolute and dimensionless area fluctuations, $A'(t)$ and $A'(t)/A_0$, are shown over one forcing period in Figure 10. It can be seen that both the absolute and dimensionless fluctuations for the $\eta_H = 0.6$ case exceed those of the $\eta_H = 0$ case, supporting the idea that the higher local curvature of the latter (as observed in Figures 7 and 8) does not necessarily imply greater deviations in the total flame surface area.
4.2. Sensitivity of Results to Markstein Length

The FDF results obtained in Figure 6 were based on the assumption of a constant Markstein length of $L_{ct} = 1$ mm. This assumption is now investigated by conducting a separate analysis at an equivalence ratio of 0.8, this corresponding to one where the actual Markstein lengths $L_{act}$ are known [58]. A low forcing amplitude level of $\beta = 0.071$ is used, enabling the flame transfer function (FTF) rather than the more complicated FDF to be compared. The FTFs were calculated across the same frequency range, $f_p = 10 : 10 : 160$ Hz, using both the actual and assumed Markstein lengths, with the hydrogen content varying from $\eta_H = [0 : 0.2 : 0.6]$, as summarised in Table 2.

Table 2: Summary of simulation parameters for the Markstein length sensitivity analysis.

| $\varphi$ | $\eta_H$ | $\beta$ | $f_p$ [Hz] | $L_{act}$ [mm] | $L_{ct}$ [mm] |
|-----------|-----------|---------|-------------|----------------|---------------|
| 0.8       | 0.0       | 0.071   | 10:10:160   | 0.56           | 1.00          |
| 0.8       | 0.2       | 0.071   | 10:10:160   | 0.34           | 1.00          |
| 0.8       | 0.4       | 0.071   | 10:10:160   | 0.12           | 1.00          |
| 0.8       | 0.6       | 0.071   | 10:10:160   | -0.11          | 1.00          |

The resulting FTFs are shown in Figure 11. Note that solid line plots
represent the FTFs produced with $\mathcal{L}_{\text{act}}$, while dashed line plots represent the FTFs produced with $\mathcal{L}_{\text{ct}}$. The forcing frequency is expressed in its dimensionless form, the flame Strouhal number, $St \equiv f_p D/s_{L0}$.

![Graph](image.png)

Figure 11: Comparison of Flame Transfer Functions with actual (solid lines) against assumed (dashed lines) Markstein lengths, across varying hydrogen enrichment levels.

The results show that the flame response exhibited very little sensitivity to $\mathcal{L}$, considering the range of $\mathcal{L}$ achievable in practical combustion systems. We note that this present study is restricted to laminar flames; $\mathcal{L}$ variations may play a larger role in the response of turbulent flames, where flame wrinkling is substantial.

4.3. General Sensitivity Analysis

Insights into the effect of hydrogen enrichment on the flame response can be obtained by performing an analysis of the sensitivity of $F$ to the properties $s_{L0}$, $\mathcal{L}$ and $\bar{u}_1$. The analysis was conducted at $(\varphi, \beta) = (0.8, 0.071)$ for two cases: $\eta_H = 0$ and $\eta_H = 0.6$, in order to obtain two FTFs upon which comparisons may be made. The Markstein lengths used were the actual values in literature [58].

To attempt to isolate the effects of different parameters, the $\eta_H = 0$ case was then artificially modified in order to perform three separate simulations, where the variables $s_{L0}$, $\mathcal{L}$ and $\bar{u}_1$ were changed in turn to match those of the $\eta_H = 0.6$ case. The other variables were left unchanged. This was done in order to observe the extent to which the artificially modified FTFs shifted...
from the $\eta_H = 0$ reference case toward the $\eta_H = 0.6$ reference case, and hence
determine the relative importance of each variable in governing the flame
response.

Table 3 summarises the simulations performed for the sensitivity analysis.
Results from $16 \times 5 = 80$ simulations were used for this. $\overline{Q}$ was found to vary
as a result of artificially modifying the base parameters, but this variation
was not significant.

Table 3: Summary of simulation parameters for the sensitivity analysis.

| $\varphi$ | $\eta_H$ | $\beta$ | $f_p$ [Hz] | $\overline{u}_1$ [m s$^{-1}$] | $s_{L0}$[\textsuperscript{[\textasteriskcentered 2]}] [m s$^{-1}$] | $\mathcal{L}$ [mm] | $\overline{Q}$ [kW] |
|----------|----------|---------|------------|-----------------|-----------------|----------------|----------------|
| 0.8      | 0.0      | 0.071   | 10:10:160  | 2.7878          | 0.2742          | 0.56           | 2.69           |
| 0.8      | 0.6      | 0.071   | 10:10:160  | 2.8069          | 0.4922          | -0.11          | 2.69           |
| 0.8[\textsuperscript{[\textasteriskcentered 1]}] | 0.0      | 0.071   | 10:10:160  | 2.8069          | 0.2742          | 0.56           | 2.71           |
| 0.8[\textsuperscript{[\textasteriskcentered 1]}] | 0.071   | 10:10:160 | 2.7878      | 0.4922          | 0.56            | 2.67           |
| 0.8[\textsuperscript{[\textasteriskcentered 1]}] | 0.071   | 10:10:160 | 2.7878      | 0.2742          | -0.11           | 2.69           |

[\textsuperscript{[\textasteriskcentered 1]}] Simulations with artificially modified parameters.
[\textsuperscript{[\textasteriskcentered 2]}] Evaluated by Cantera, see Section 3.3 for details.

Figure 12 shows the results of the sensitivity analysis. It is clear that
the laminar flame speed, $s_{L0}$, is the dominant cause of the FTF/FDF shift
at elevated hydrogen enrichment, while the effects of $\overline{u}_1$ and $\mathcal{L}$ are minimal.
Note that the $\eta_H = 0$ reference curve overlaps the modified $\overline{u}_1$ and $\mathcal{L}$ curves
to the point where the three curves are indistinguishable across the majority
of the frequency range. The same is true for the $\eta_H = 0$ reference and the
modified $s_{L0}$ curves.

These insensitivity of $\mathcal{F}$ to $\overline{u}_1$ is an expected result for these test cases,
since both of these base variables do not change significantly in absolute terms
across the $\eta_H = 0$ and $\eta_H = 0.6$ cases. While $\overline{u}_1$ is calculated based on the
fuel mixture density and heating value in order to satisfy a constant power
constraint, it changes negligibly with $\eta_H$ since the dominant mass component
in the fuel mixture is air. This implies that $\mathcal{F}$ may change significantly with
$\overline{u}_1$ if differences in their absolute values become significantly large, but for
lean premixed gaseous fuels, this is unlikely to be the case.

The insensitivity of $\mathcal{F}$ to $\mathcal{L}$ is supported by the study conducted in Section 4.2, which suggested that flame wrinkling in laminar flames was not
substantial enough for variations in $\mathcal{L}$ to drive significant changes in the flame response.
Figure 12: Flame speed is the dominant driver of hydrogen-enriched flame response.
5. Conclusion

The enrichment of conventional methane fuel with hydrogen causes significant changes to several of its base properties, the most significant being laminar flame speed which increases from 0.386 m s\(^{-1}\) at zero hydrogen enrichment to 1.218 m s\(^{-1}\) at 80% hydrogen enrichment (at equivalence ratio 1.08). This study has investigated the effect of hydrogen enrichment on the forced response of the flame in the context of thermoacoustic stability. Across hydrogen enrichment levels ranging from 0% to 80% and with the flame’s thermal power maintained constant, it was found that with increasing hydrogen enrichment, the frequency fall off of the flame’s gain was pushed to higher frequencies, as was the frequency at which nonlinear effects became important. The phase lag in the flame’s response reduced with hydrogen enrichment level, in accordance with the shortening of the mean flame shape, since the convection time between the flame base and the flame front is reduced.

Further investigations showed that changes to the base laminar flame speed \(s_{L0}\) were by far the dominant factor underpinning the changes in the forced flame response. Variations in Markstein length \(\mathcal{L}\) were found to have no practical effect on the results. This is important because the Markstein lengths of mixtures containing multiple fuel components of different molecular diffusivities are difficult to predict with theory, and few studies have attempted to do this specifically for CH\(_4\)/H\(_2\)/Air blends. This work shows that a precise prediction of the Markstein length may not be critical within the scope of practical engineering application.

Analysis of the flame dynamics suggested that the higher frequency fall off of the flame’s gain with hydrogen enrichment was linked to a higher resistance to distortion due to the higher flame speed. The increased resistance to flame distortion suggests that the turbulent flames may behave in a similar manner, provided the hydrogen-enrichment level is high enough.

The higher gain fall-off frequency of hydrogen-enriched flames suggests a generally higher propensity to thermoacoustic instability. In practice, changes in the phase response of the flame will also play a role, and these will depend on the geometry of the combustor within which the flame is placed; this is consistent with the observation that hydrogen enrichment can inhibit thermoacoustic oscillations in some combustors [11, 52].
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