ON (GLOBAL) UNIQUE CONTINUATION PROPERTIES OF THE FRACTIONAL DISCRETE LAPLACIAN
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Abstract. We study various qualitative and quantitative (global) unique continuation properties for the fractional discrete Laplacian. We show that while the fractional Laplacian enjoys striking rigidity properties in the form of (global) unique continuation properties, the fractional discrete Laplacian does not enjoy these in general. While discretization thus counteracts the strong rigidity properties of the continuum fractional Laplacian, by discussing quantitative forms of unique continuation, we illustrate that these properties can be recovered if exponentially small (in the lattice size) correction terms are added. This in particular allows us to deduce uniform stability properties for a discrete, linear inverse problem for the fractional Laplacian. We complement these observations with a transference principle and the discussion of these properties on the discrete torus.

1. Introduction

The fractional Laplacian is a nonlocal elliptic operator which enjoys striking unique continuation properties (UCP). These are substantially stronger than for local elliptic operators: The fractional Laplacian is an “antilocal operator” [Lie82, Ver93, SVW02, GFR20] and thus satisfies global unique continuation properties [GSU20]. Fractional Schrödinger equations satisfy the weak and strong unique continuation properties as well as the UCP from measurable sets [FF14, Rü15, Seo15, Yu17, GRSU20, GFR19]. Moreover, the associated Caffarelli–Silvestre extension [CS07] enjoys quantitative boundary-bulk doubling properties [Rü21, RS20a]. These properties have played a major role in the study of nonlocal inverse problems such as the fractional Calderón problem [GSU20] (see also [Sal17, Rü18] for surveys on these). It is well-known that discrete counterparts of local elliptic operators often exhibit different, and in terms of local properties often weaker, unique continuation properties [BHLR10b, BHLR10a, FB19, FBM21, FV17, GM13, GM14, LM15, LM17, FBRRS21]. It is hence the main objective of this article to investigate this phenomenon for the fractional discrete Laplacian. In particular, we study discrete counterparts for various types of qualitative and quantitative unique continuation properties for the fractional Laplacian on the lattice \((h\mathbb{Z})^d\) and the discrete torus \((h\mathbb{T})^d\).

1.1. Global unique continuation. For the fractional Laplacian a remarkable global unique continuation property holds which is not available for local elliptic operators such as the Laplacian:

**Theorem 1** (Global UCP, [GSU20]). Let \(s \in (0, 1)\) and let \(\Omega \subset \mathbb{R}^d\) with \(d \geq 1\) be open. Let \(u \in H^r(\mathbb{R}^d)\) for some \(r \in \mathbb{R}\) and assume that

\[
u = 0 = (-\Delta)^s u \text{ in } \Omega.
\]

Then \(u \equiv 0\) in \(\mathbb{R}^d\).
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A robust proof of this can, for instance, be obtained by using the unique continuation and Carleman estimates from [Rüll15] (cf. also [FF14] and [Yu17]), but also potential theoretic approaches [Rie38] are possible. In the physics community this property is known as the antilocality of the fractional Laplacian [VeR93, Lie82, GFR20, CGFR21].

As a first observation, we illustrate that for discrete versions of the fractional Laplacian, the global unique continuation property fails on the discrete lattice \((h\mathbb{Z})^d\) with \(h \in \mathbb{R}_+\). Given a function \(u : (h\mathbb{Z})^d \to \mathbb{R}\), we define the discrete Laplacian as

\[
(-\Delta_d)u(h) := \frac{1}{h^2} \sum_{i=1}^d \left( u(h(j + e_i)) - 2u(hj) + u(h(j - e_i)) \right), \quad hj \in (h\mathbb{Z})^d.
\]

Based on this definition of the Laplacian on the lattice \((h\mathbb{Z})^d\), it is possible to define the fractional discrete Laplacian by means of its heat semigroup representation or the associated semi-discrete Caffarelli–Silvestre extension (see Section 2). We denote the corresponding operator by \((-\Delta_d)^s\).

Let us further write \(u_j := u(hj)\) to denote the value of \(u\) at the mesh point \(hj \in (h\mathbb{Z})^d\). With this notation fixed, we observe that on the lattice, the direct counterpart of Theorem 1 fails:

**Theorem 2.** Let \(h \in \mathbb{R}_+\) and let \(X \subset (h\mathbb{Z})^d\) be a finite set of cardinality \(M \in \mathbb{N}\). Then there exists a non-zero function \(u \in \ell_s\) such that \(u_j = 0 = (-\Delta_d)^s u_j = 0\) for \(j \in X\).

We refer to Section 2 for a definition of the space \(\ell_s\). The result of Theorem 2 essentially reduces to the solvability of an underdetermined homogeneous linear system which is a consequence of the fact that the function \(u\) can be chosen arbitrarily outside of \(X\).

While the strongest version of the global unique continuation property of Theorem 1 fails for discrete operators, we highlight that a weaker (still qualitative) counterpart of it persists in the form of global unique continuation properties from the exterior:

**Theorem 3.** Let \(d \geq 1\), \(h \in \mathbb{R}_+\) and \(u \in H^r((h\mathbb{Z})^d)\) for some \(r \in \mathbb{R}\). Let \(s \in (0, 1)\) and assume that for some \(R \in \mathbb{R}_+, R \geq h\),

\[
\begin{align*}
  u &= 0 = (-\Delta_d)^s u \text{ in } (h\mathbb{Z})^d \setminus B_R.
\end{align*}
\]

Then, \(u \equiv 0\) in \((h\mathbb{Z})^d\).

Here for \(R > 0\), we have set \(B_R = B_R(0) \cap (h\mathbb{Z})^d\), with \(h > 0\); we refer to Section 2 for a definition of the function space \(H^r((h\mathbb{Z})^d)\).

**Remark 1.1.** We remark that while in Theorem 3 we have required the condition \(R \geq h\), this is strictly speaking not necessary. In this case however the statement would be true by definition.

Let us comment on the result of Theorem 3. It is an example of a result showing that while in the discrete setting the local, qualitative variants of unique continuation can in many cases be easily violated due to the introduction of the discretization length scale, the more global qualitative vanishing behavior is substantially more rigid. In our specific setting of the fractional discrete Laplacian the vanishing result from the exterior follows along similar lines as in the continuum and is a consequence of the fact that the analytic extension of the function \(\xi \mapsto |\xi|^s\) for \(s \in \mathbb{R} \setminus \mathbb{Z}\) must have a branch cut. Similar arguments had earlier been used in [Isa90, Lie82, RS20b, RSV19]. Exploiting this idea further, it is also possible to prove unique continuation for the fractional discrete Laplacian from the upper half-plane as a consequence of a similar Paley–Wiener type argument:

**Proposition 1.2.** Let \(d \geq 1\) and \(u \in H^r((h\mathbb{Z})^d)\) for some \(r \in \mathbb{R}\). Let \(s \in (0, 1)\) and assume that

\[
\begin{align*}
  u &= 0 = (-\Delta_d)^s u \text{ in } \{ x \in (h\mathbb{Z})^d : \ x_d \geq 0 \}.
\end{align*}
\]

Then, \(u \equiv 0\) in \((h\mathbb{Z})^d\).
**Remark 1.3.** We emphasize that here we consider the special case of weak unique continuation from a fixed half-plane. In the local case, \( s = 1 \), it is known that if the half-plane is tilted by 45°, it is possible to construct harmonic functions in \((h\mathbb{Z})^2\) vanishing in this tilted half-plane, [BLMS21].

### 1.2. Weak unique continuation for fractional discrete Schrödinger equations in slab domains.

While the main focus of our article is the investigation of the degree of the failure of the global unique continuation property for the fractional discrete Laplacian, we also briefly consider the weak unique continuation property for fractional discrete Schrödinger equations in slab domains. Although this is an in one direction global property and although we require the global validity of an equation, we show that for the fractional discrete Laplacian the weak unique continuation property from (thin) slab domains fails.

For simplicity, we only formulate and discuss the failure of weak unique continuation for slab domains in two dimensions and refer to Remark 4.2 for comments on extensions to the higher dimensional setting. More precisely, in the two-dimensional setting we record the following example:

**Proposition 1.4** (Failure of weak unique continuation from slab domains). Let \( s \in (0, 1) \). Then there exist non-trivial sequences \( \{u_j\}_{j \in \mathbb{Z}^2} \in \ell^s_4 \) and \( \{V_j\}_{j \in \mathbb{Z}^2} \in \ell^\infty((h\mathbb{Z})^2) \) such that

\[
(-\Delta^s) u_j = V_j u_j \quad \text{for all } j = (j_1, j_2) \in \mathbb{Z}^2 \quad \text{and} \quad u_j = 0 \quad \text{for all } j_1 \in \{-1, 0, 1\}.
\]

**Remark 1.5.** A few remarks are in order.

(i) Comparison with the discrete Laplacian in two dimensions. For the discrete (five-point) Laplacian in two dimensions, examples of the above type are not possible since the vanishing of \( u \) in the slab would be propagated to the full domain. The existence of such an example thus is a consequence of the stronger nonlocality of the fractional discrete Laplacian. However, as we pointed out above, if the slab domain is tilted by 45° degrees, then the discrete Laplacian does not satisfy weak unique continuation from that domain.

(ii) Arbitrarily thick slab domains. It would be desirable to extend the above example to an example in which the slab is arbitrarily thick (and not only of a thickness of three points \( j_1 \in \{0, \pm 1\} \)). While for a finite thickness such examples can be constructed (for relatively large values this is still possible with the aid of e.g. symbolic Mathematica computations), for an arbitrarily large thickness this in general reduces to an invertibility condition for a matrix with entries given by the kernel \( K_h^s \) (see Section 2 for its definition) evaluated at suitable points. If it is possible to ensure the invertibility of this matrix and the non-vanishing of the components of the solution to an associated inhomogeneous equation, one would obtain a general example of the failure of the UCP in discrete slab domains.

We will prove Proposition 1.4 in Section 4, where we will reduce the result to a corresponding one-dimensional example.

### 1.3. Quantitative (global and boundary-bulk) unique continuation.

A class of results which is strongly related to the unique continuation properties of the fractional Laplacian consists of boundary-bulk inequalities for (weighted) elliptic equations [JL99, BL15, RS20a, Rü21]. Indeed, the relation between boundary-bulk unique continuation properties and unique continuation estimates for the fractional Laplacian follows from the characterization of the fractional Laplacian by means of the Caffarelli–Silvestre extension [CS07]: In the continuum setting, for \( s \in (0, 1) \), the fractional Laplacian can be characterized as a (weighted, weakly defined) Dirichlet-to-Neumann map:

\[
(-\Delta)^s u(x) = c_s \lim_{t \to 0} t^{1-2s} \partial_t \tilde{u}(x, t),
\]
where $c_s \neq 0$ is a real-valued explicit constant and $\tilde{u}(x,t)$ is a solution to
\begin{equation}
\nabla \cdot t^{1-2s} \nabla \tilde{u} = 0 \text{ in } \mathbb{R}^{d+1},
\end{equation}
\begin{equation}
\tilde{u} = u \text{ on } \mathbb{R}^d \times \{0\}.
\end{equation}

Here $\nabla := (\nabla_x, \partial_t)^T$. This representation in particular allows one to formulate (weak, strong and global) unique continuation properties for the fractional Laplacian by means of boundary unique continuation for the solutions to the (degenerate) elliptic equation (1) (see for instance [FF14, FF15, GFR19, Rü15, Rü19, Ya17]). In the sequel, in order to avoid additional technical difficulties, we focus on the case $s = \frac{1}{2}$ for which (1) turns into the harmonic extension of the function $u$. In this setting, it is well-known [JL99] that the following boundary-bulk inequality holds:

**Theorem 4** (Quantitative boundary-bulk unique continuation in the continuum, [JL99]). Let $u \in H^1(\mathbb{R}^d)$ and let $\tilde{u}$ be a weak solution to
\begin{equation}
(\Delta + \partial_t^2)\tilde{u} = V\tilde{u} \text{ in } \mathbb{R}^{d+1},
\end{equation}
\begin{equation}
\tilde{u} = u \text{ on } \mathbb{R}^d \times \{0\},
\end{equation}
for $V \in L^\infty(\mathbb{R}^{d+1})$. Then, there exist constants $C > 0$ (depending only on $d$, $\|V\|_{L^\infty(\mathbb{R}^{d+1})}$) and $\alpha \in (0,1)$ (depending only on $d$) such that
\begin{equation}
\|\tilde{u}\|_{L^2(B_t^+)} \leq C \|\tilde{u}\|_{L^2(B_t^+)}^{1-\alpha} \left(\|u\|_{H^1(B_t')} + \|\partial_t \tilde{u}\|_{L^2(B_t')}\right)^\alpha.
\end{equation}

Here and in the following sections, for $x_0 \in \mathbb{R}^d \times \{0\}$, we use the notation $B_t^+(x_0) := \{(x,t) \in \mathbb{R}^{d+1} : |(x,t) - x_0| < r\}$ and $B_t'(x_0) := \{(x,0) \in \mathbb{R}^d \times \{0\} : |x - x_0| < r\}$ and with an abuse of notation, we will also denote $B_t^+(x_0) = B_t^+(x_0) \cap (h\mathbb{Z})^d \times \mathbb{R}_+$ and $B_t'(x_0) = B_t'(x_0) \cap (h\mathbb{Z})^d$ for $x_0 \in (h\mathbb{Z})^d \times \{0\}$. In the sequel, in order to avoid additional technicalities and global assumptions on the function $u$, a quantitative estimate as in (2) can be transferred into a boundary doubling inequality for the fractional Laplacian with $s = \frac{1}{2}$, and into the global unique continuation property [BL15, GSU20, Rü21, RS20a]. Equation (2) thus provides a central quantitative unique continuation estimate for the half-Laplacian.

Seeking to study the discrete fractional Laplacian and its rigidity and flexibility properties, we here investigate the analogous question on the lattice: Consider a function $\tilde{u}$ solving the equation
\begin{equation}
(\partial_t^2 + \Delta_d)\tilde{u} = V\tilde{u} \text{ in } (h\mathbb{Z})^d \times \mathbb{R}_+,
\end{equation}
\begin{equation}
\tilde{u} = u \text{ on } (h\mathbb{Z})^d \times \{0\},
\end{equation}
where $V : (h\mathbb{Z})^d \times \mathbb{R}_+ \to \mathbb{R}$ is a bounded potential.

The observations from Theorem 2 imply that the estimate (2) fails in general in the discrete setting. However, building on the results in [BHLR10a, BHLR10b, GM13, GM14, LM15, LM17, FBRRS21], we expect that it only fails up to exponentially small correction terms in the lattice spacing $h > 0$ and that in the limit $h \to 0$ the result of the continuum is recovered. We prove that this is indeed the case:

**Theorem 5.** Let $u \in H^1((h\mathbb{Z})^d)$ and $\tilde{u} : (h\mathbb{Z})^d \times \mathbb{R}_+ \to \mathbb{R}$ be a solution to (3). Then, there exist $h_0 > 0$, $C > 1$ (depending on $\|V\|_{L^\infty((h\mathbb{Z})^d \times \mathbb{R}_+)}$ and $d$) and $r_0 \in (0,1)$, $\alpha \in (0,1)$ (depending only on $d$) such that for all $h \in (0, h_0)$ it holds that
\begin{equation}
\|\tilde{u}\|_{L^2(B_t^+)} \leq C \max \left\{\|\tilde{u}\|_{L^2(B_t^+)}, \|u\|_{H^1(B_t')}, \|\partial_t \tilde{u}\|_{L^2(B_t')}, \|\partial_t^2 \tilde{u}\|_{L^2(B_t')}\right\} \frac{1-\alpha}{\alpha} \left(\|u\|_{H^1(B_t')} + \|\partial_t u\|_{L^2(B_t')}\right)^\alpha
+ C e^{-Ch^{-1}} \|\tilde{u}\|_{L^2(B_t^+)},
\end{equation}
Theorem 5 illustrates that the boundary-bulk unique continuation estimates only “barely” fail with correction terms that decay exponentially in the lattice size. This is analogous to the bulk doubling estimates from [FBRRS21] (to which this could be reduced if additional vanishing assumptions for $u$ or $\partial_t u$ were assumed). As in [FBRRS21] a key ingredient towards obtaining this result is given by a robust Carleman inequality (see Theorem 10) which, in particular, allows us to treat equations with potentials. In studying unique continuation properties for (semi-)discrete elliptic equations, as in the continuum, alike in [FBRRS21] and contrary to many earlier works on control theory for (semi-)discrete elliptic equations, a technical challenge arises in that we are forced to consider Carleman weight functions which are not convex but only pseudoconvex.

As an application of the boundary-bulk doubling inequality from above, we prove that the global unique continuation property from Theorem 1 persists in a certain sense if one is “sufficiently close” to the continuum setting and if global information on the data is present. To this end, we consider the inverse problem of recovering a function $f \in C_c^\infty(W)$ from partial measurements of its half-Laplacian $(-\Delta_\mathbb{Z})^{\frac{1}{2}} f|_\Omega$ on the open domain $\Omega$ which we assume to be disjoint from the open set $W$ (see Figure 3). Although the global UCP fails in the discrete setting, we can use the observations from Theorem 5 to still infer a stability estimate for this inverse problem:

**Theorem 6.** Let $d \geq 1$ and let $W, \Omega \subset (h\mathbb{Z})^d$ be non-empty, open sets with $\overline{W} \cap \overline{\Omega} = \emptyset$. Let $h_0 > 0$ be as in Theorem 5 and assume that $h \in (0, h_0)$. Let $f \in C_c^\infty(W)$. Then there exists $\nu \in (0, 1)$ (depending only on the dimension $d$ and the domains $W, \Omega$) such that if

$$0 < h_0 \leq 10^{-1} \log \left( \frac{\|(-\Delta_\mathbb{Z})^{\frac{1}{2}} f\|_{L^2(\Omega)}}{\|f\|_{H^1(W)}} \right)^{-1+\nu} \log \left( -C \log \left( \frac{\|(-\Delta_\mathbb{Z})^{\frac{1}{2}} f\|_{L^2(\Omega)}}{\|f\|_{H^1(W)}} \right) \right)^{-1},$$

the following estimate holds:

$$\|f\|_{L^2(W)} \leq C \|f\|_{H^1(W)} \log \left( \frac{\|(-\Delta_\mathbb{Z})^{\frac{1}{2}} f\|_{L^2(\Omega)}}{\|f\|_{H^1(W)}} \right)^{-\nu} + C \exp \left( -\left( Ch \right)^{-1} \log \left( \frac{\|(-\Delta_\mathbb{Z})^{\frac{1}{2}} f\|_{L^2(\Omega)}}{\|f\|_{H^1(W)}} \right)^{-1+\nu} \right) \|f\|_{H^1(W)}.$$
As the lattice size decreases, it approaches the continuum estimate exponentially in the lattice spacing.

We remark that in particular, for \( h_0 \in (0,1) \) sufficiently small (depending on the size of the measurement data \( \|(-\Delta_d)^{\frac{s}{2}}f\|_{L^2(\Omega)} \) and the oscillation of \( f \) measured in terms of \( \|f\|_{H^s(W)} \)), we obtain a stability estimate for the discrete inverse problem of recovering \( f \in C_0^\infty(W) \) from the data \( \|(-\Delta_d)^{\frac{s}{2}}f\|_{L^2(\Omega)} \) under a priori oscillation control for \( f \). In the limit \( h_0 \to 0 \) this matches the analogous continuous estimates (see, for instance, [GFR20,RS20a]). We hope that this eventually also allows one to obtain similar stability estimates for nonlinear discrete inverse problems such as the discrete fractional Calderón problem [RS20a]. We refer to [EDG11] for such estimates for the discrete classical Calderón problem. It is also interesting to notice Lipschitz and logarithmic stability results for the inverse problem of recovering a potential in a semi-discrete wave equation [BEO15].

1.4. Fractional Laplacian on the discrete torus: transference and global unique continuation. We also explore the problem of global unique continuation for powers of the Laplacian on the discrete torus. The discrete torus on a mesh of size \( h \) on the discrete torus is defined as the set of points

\[
A_{h,d}^N := (h\mathbb{Z}_{2N+1})^d := (h\{-N, \ldots, N\})^d
\]

and the Laplacian on the discrete torus is given by

\[
(-\Delta_A^{h,d})^{s} v_j := \sum_{m \in \{-N, \ldots, N\}^d \atop m \neq j} (v_j - v_m) K_{s}^{h,d}(j-m), \quad j \in \{-N, \ldots, N\}^d.
\]

We will use the notation \( A_{h}^N \) for \( A_{h,1}^N \).

In Subsection 6.1 we will show a transference formula which allows us to obtain the pointwise formula for the fractional Laplacian on the discrete torus from the fractional Laplacian on \( (h\mathbb{Z})^d \) and to relate the corresponding extension problems. Such an identity and the consequences are very much in the spirit of [RS14].

**Theorem 7** (Pointwise formula for the discrete torus). Let \( v \in \ell_s(A_{h,d}^N) \) and \( h = \frac{2\pi}{2N+1} \). Then

\[
(-\Delta_A^{h,d})^{s} v_j = \sum_{m \in \{-N, \ldots, N\}^d \atop m \neq j} (v_j - v_m) K_{s}^{h,d}(j-m), \quad j \in \{-N, \ldots, N\}^d,
\]

where, for \( j \in \{-N, \ldots, N\}^d \), \( j \neq (0, \ldots, 0) \),

\[
K_{s}^{h,d}(j) = \sum_{k \in \mathbb{Z}^d} K_{s}^{h,j+k(2N+1)}.
\]

In particular, for the case \( d = 1 \), we have

\[
(-\Delta_A^{h})^{s} v_j = \sum_{m \in \{-N, \ldots, N\} \atop m \neq j} (v_j - v_m) K_{s}^{h}(j-m), \quad j \in \{-N, \ldots, N\},
\]

where, for \( j \in \{-N, \ldots, N\}, \ j \neq 0 \),

\[
K_{s}^{h}(j) = \frac{4\Gamma(1/2 + s)}{h^{2s}\sqrt{\pi}\Gamma(-s)} \sum_{k=-\infty}^{\infty} \frac{\Gamma(|j + k(2N+1)| - s)}{\Gamma(|j + k(2N+1)| + 1 + s)}.
\]

As a further application we deduce the validity of the Caffarelli–Silvestre extension property on the torus:
Theorem 8 (Extension problem for the discrete torus). Let \( v \in \text{Dom}((-\Delta_{A_{h,d}})^s)) \) and \( h = \frac{2\pi}{2N+1} \). Let \( V = V(hj,t) \) be the solution to the boundary problem
\[
\begin{align*}
\Delta_{A_{h,d}} V + \frac{1-2s}{2} V_t + V_{tt} &= 0, & \text{in } A_{h,d}^N \times (0,\infty), \\
V(hj,0) &= v(hj), & \text{on } A_{h,d}^N.
\end{align*}
\]
Then, for \( c_s = \frac{4^{-s}(1/2+s)}{\Gamma(1/2+s)} > 0 \), we have that
\[
\lim_{t \to 0^+} t^{1-2s} V(hj,t) = c_s (-\Delta_{A_{h,d}})^s v(hj), \quad j \in \{-N, \ldots, N\}.
\]

The pointwise formula in Theorem 7 allows us to obtain, for \( d = 1 \), the following result concerning the failure of global unique continuation, which can be seen as an analogous result to Theorem 2, illustrating a similar failure of the global unique continuation property in the discrete setting.

Theorem 9. Let \( h \in \mathbb{R}_+ \) and \( N \in \mathbb{N} \). Let \( X \subset A_{h}^N \) be a finite set of cardinality \( M \leq 2N+1 \). If \( M \leq N \), there exists a non-zero bounded function \( u = \{u_j\}_{j=-N}^N \) such that \( u_j = 0 = (-\Delta_{A_{h,d}})^s u_j \) for \( j \in X \).

1.5. Outline of the article. The following sections are organized as follows: After briefly recalling the definition and some of the main properties of the fractional Laplacian in Section 2, in Section 3 we first give examples of the failure of the global UCP for the fractional discrete Laplacian. Here we also discuss how the stronger a priori information from Theorem 3 allows us to recover the global UCP. In Section 4 we extend these examples to examples in slab domains for which the weak UCP for the fractional Schrödinger equation fails. After these illustrations of the effects of discretization, in Section 5 we show that quantitative unique continuation estimates only fail up to exponentially small (in the lattice size) corrections. It is in this section that we also discuss the linear inverse problem from Theorem 6 and the claimed stability estimate. Finally, in Section 6 we discuss transference principles and the above results on the torus.
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2. Preliminaries

Before turning to the unique continuation results from the introduction, we recall the precise definition and some of the properties of the fractional discrete Laplacian.

2.1. Definition by means of the heat kernel and an explicit representation formula. We begin by relating the fractional heat kernel and the semidiscrete heat equation: A formal solution \( w_j(t) \) to the semidiscrete heat equation
\[
\partial_t w_j = \Delta_d w_j, \quad \text{in } (h\mathbb{Z})^d \times (0,\infty), \quad w_j(0) = u_j, \quad \text{on } (h\mathbb{Z})^d,
\]
is given by
\[
e^{t\Delta_d}u_j = \sum_{m \in \mathbb{Z}^d} G\left(j - m, \frac{t}{h^2}\right)u_m, \quad t > 0, \quad h_j \in (h\mathbb{Z})^d
\]
with
\[
G(m, t) = e^{-2dt} \prod_{i=1}^d I_{m_i}(2t), \quad m = (m_1, \ldots, m_d) \in \mathbb{Z}^d.
\]

Here, \( I_k \) is the modified Bessel function of the first kind and order \( m_i \), defined as
\[
I_k(t) = \sum_{\ell=0}^{\infty} \frac{1}{\ell!\Gamma(\ell + k + 1)} \left(\frac{t}{2}\right)^{2\ell+k}.
\]

From the very definition of \( I_k \) we deduce that \( I_k(t) \geq 0 \), for every \( k \in \mathbb{Z} \) and \( t \geq 0 \). We refer to [Leb72, Chapter 5] and [OM10] for the properties of \( I_k \). Observe that \( G(-m, t) = G(m, t) \), since \( I_{-m_i} = I_{m_i} \) (and even \( G(m_1, \ldots, -m_i, \ldots, m_d, t) = G(m_1, \ldots, m_i, \ldots, m_d, t) \), componentwise). Moreover, \( \sum_{m \in \mathbb{Z}^d} G(m, t) = 1 \). The above facts follow from a generalization of the one dimensional case in [CGR+17].

With this, we can define the positive fractional powers of the discrete Laplacian, namely, for \( 0 < s < 1 \),
\[
(-\Delta_d)^s u_j = \frac{1}{\Gamma(-s)} \int_0^\infty \left( e^{t\Delta_d}u_j - u_j \right) \frac{dt}{t^{1+s}}
\]
\[
= \frac{1}{\Gamma(-s)} \int_0^\infty \sum_{m \in \mathbb{Z}^d, m \neq j} G\left(j - m, \frac{t}{h^2}\right) \left(u_m - u_j\right) \frac{dt}{t^{1+s}}
\]
\[
= \sum_{m \in \mathbb{Z}^d, m \neq j} \left(u_j - u_m\right) K_s^h(j - m),
\]
where the discrete kernel \( K_s^h \) is given by
\[
K_s^h(m) = \frac{1}{h^{2d}} \frac{1}{\Gamma(-s)} \int_0^\infty G(m, t) \frac{dt}{t^{1+s}} = \frac{1}{h^{2d}} \frac{1}{\Gamma(-s)} \int_0^\infty e^{-2dt} \prod_{i=1}^d I_{m_i}(2t) \frac{dt}{t^{1+s}},
\]
for \( m \neq (0, \ldots, 0) \) and \( K_s^h(0, \ldots, 0) = 0 \). In particular, the kernel has an even symmetry, in the sense that \( K_s^h(m_1, \ldots, m_i, \ldots, m_d) = K_s^h(m_1, \ldots, -m_i, \ldots, m_d) \), for \( i = 1, \ldots, d \). Note also that \( K_s^h(m) > 0 \) for \( m \neq (0, \ldots, 0) \).

In constructing examples for the failure of the global and weak unique continuation properties, we will rely on this representation formula.

When \( d = 1 \), it was shown in [CRS+18, Theorem 1.1] that the kernel \( K_s^h \) has an explicit expression, namely
\[
K_s^h(m) = \frac{4s\Gamma(1/2 + s)}{\sqrt{\pi}\Gamma(-s)} \frac{\Gamma(|m| - s)}{h^{2s}\Gamma(|m| + 1 + s)} \quad \text{for} \quad m \in \mathbb{Z} \setminus \{0\} \quad \text{and} \quad K_s^h(0, \ldots, 0) = 0.
\]

Bear in mind the well-known asymptotics for the ratio of two Gamma functions (see for instance [Olv97, Chapter 4, (5.05)]): for \( z \in \mathbb{R}, z \to \infty, \frac{\Gamma(z + a)}{\Gamma(z + b)} \sim z^{a-b} \), so for \( m \in \mathbb{Z} \),
\[
K_s^h(m) \sim C_s h^{-2s}|m|^{-2s-1}, \quad |m| \to \infty.
\]
2.2. Function spaces. In the sequel, we will consider solutions to the fractional Laplacian in different function spaces.

Mimicking the corresponding continuum setting, we introduce the following spaces: For $0 \leq s \leq 1$ we let

$$\ell_{\pm s} := \left\{ u : (h\mathbb{Z})^d \to \mathbb{R} : \|u\|_{\ell_{\pm s}} := \sum_{m \in \mathbb{Z}^d} \frac{|u_m|}{(1 + |m|)^{d+2s}} < \infty \right\}.$$ 

As in the continuum, these are function spaces which allow us to define the fractional Laplacian under minimal decay conditions.

We use $\mathcal{S}((h\mathbb{Z})^d)$ to denote the Schwartz functions on the discrete lattice $(h\mathbb{Z})^d$. The fractional discrete Laplacian on $(h\mathbb{Z})^d$ does not preserve the Schwartz class, but instead, $(-\Delta_d)^s : \mathcal{S} \to \mathcal{S}$, where

$$\mathcal{S} := \{ \varphi \in C^\infty((h\mathbb{Z})^d) : (1 + |l|)^{-(d+2s)}\nabla^2_d \varphi \mid \ell_{(h\mathbb{Z})^d}, k \in \mathbb{N}_0 \}$$

where $\nabla_d$ denotes the symmetric discrete gradient and $\ell_{(h\mathbb{Z})^d}$ is the $L^\infty$ norm on the lattice $(h\mathbb{Z})^d$. This can be proven analogously as in [Sil07, pp. 72–73]. The symmetry of the fractional discrete Laplacian allows us to define $(-\Delta_d)^s$ for $u$ in the dual space $\mathcal{S}'$. For summable functions $u \in \mathcal{S}'$, where

$$\left((-\Delta_d)^s u, \varphi\right)_{\mathcal{S}'} := \sum_{k \in \mathbb{Z}^d} u_k (-\Delta_d)^s \varphi_k, \quad \varphi \in \mathcal{S}((h\mathbb{Z})^d).$$

The sum above is absolutely convergent when $u \in \ell_s$.

In addition to these function spaces, we also use standard Sobolev spaces. We define these through the Fourier transform: Given $u : (h\mathbb{Z})^d \to \mathbb{R}$, its Fourier transform is a function defined on $(h^{-1}\mathbb{T})^d := [-\pi/h, \pi/h)^d$ whose Fourier coefficients are given by the sequence $\{u_k\}_{k \in \mathbb{Z}^d}$. In other words, if $u \in \ell^1((h\mathbb{Z})^d)$ then we define

$$\mathcal{F}((h\mathbb{Z})^d)u(\xi) = \sum_{k \in \mathbb{Z}^d} u_k e^{-i\xi \cdot k}, \quad \xi \in [-\pi/h, \pi/h)^d.$$ 

Now, building on this, for $(h\mathbb{Z})^d \to \mathbb{R}$ and $r \in \mathbb{R}$ we define

$$\|u\|_{H^r((h\mathbb{Z})^d)} := \|(1 + |\nabla_d|^2)^r u\|_{L^2((h\mathbb{Z})^d)} = \|\mathcal{F}((h\mathbb{Z})^d)^r(1 + h^{-2} \sum_{k=1}^d |\sin(h\xi_k)|^2)^{\frac{r}{2}} \mathcal{F}((h\mathbb{Z})^d)u\|_{L^2((h\mathbb{Z})^d)},$$

where $\nabla_d$ denotes the symmetric discrete gradient and

$$H^r((h\mathbb{Z})^d) := \left\{ C^\infty((h\mathbb{Z})^d) \right\} \|H^r\).$$

2.3. The discrete Caffarelli–Silvestre extension. Similarly as in the continuum setting, the fractional discrete Laplacian can also be shown to be related to a Caffarelli–Silvestre type extension. This observation is just an application of the general extension problem of [ST10], see also [CRS18]. Given $u \in \text{Dom}((-\Delta_d)^s), s \in (0,1)$, the semidiscrete function $\tilde{u}$ defined as

$$\tilde{u}_j(t) = \frac{t^{2s}}{4s \Gamma(s)} \int_0^\infty e^{-t/(4s)} e^{-\Delta t} u_j \frac{dz}{z^{1+s}}$$

is the unique solution (weakly vanishing as $t \to \infty$) to the Dirichlet problem

$$\begin{equation}
\begin{aligned}
(\partial_t t^{1-2s} \partial_t + t^{1-2s} \Delta_d) \tilde{u} &= 0 \quad \text{in } (h\mathbb{Z})^d \times \mathbb{R}^+, \\
\tilde{u} &= u \quad \text{on } (h\mathbb{Z})^d \times \{0\}.
\end{aligned}
\end{equation}$$

\begin{equation}
\begin{aligned}
(\partial_t t^{1-2s} \partial_t + t^{1-2s} \Delta_d) \tilde{u} &= 0 \quad \text{in } (h\mathbb{Z})^d \times \mathbb{R}^+, \\
\tilde{u} &= u \quad \text{on } (h\mathbb{Z})^d \times \{0\}.
\end{aligned}
\end{equation}
Moreover,
\[- \lim_{t \to 0^+} t^{1-2s} \partial_t \tilde{u}_j(t) = -2s \lim_{t \to 0^+} t^{2s} \frac{\tilde{u}_j(y) - \tilde{u}_j(0)}{t^{2s}} = \frac{\Gamma(1-s)\Gamma(s)}{4s-1} (-\Delta)^s u_j.\]

In Section 5 we will use quantitative estimates for the Caffarelli–Silvestre extension for the special case $s = \frac{1}{2}$ (in which case the Caffarelli–Silvestre extension turns into the harmonic extension). To this end, we mainly rely on energy estimates and thus use the following notation: For a set $E \subset \mathbb{R}_+^{d+1}$ we consider
\[
(15) \quad \|\tilde{u}\|_{H^1(E)} := \|\nabla_{\mathbf{d}} \tilde{u}\|_{L^2(E)} + \|\partial_r \tilde{u}\|_{L^2(E)} + \|\tilde{u}\|_{L^2(E)}.
\]

Further, we will use a number of auxiliary results for the discrete Caffarelli–Silvestre extension, which we thus briefly collect here. Most of these are proved analogously as their continuous counterparts, hence we only present the basic ideas of their proofs.

**Lemma 2.1.** Let $\tilde{u}$ be a solution to (14) with $s = \frac{1}{2}$ and $u \in C_0^\infty((h\mathbb{Z})^d)$ with $K := \text{supp}(u) \subset (h\mathbb{Z})^d$. Then, for any compact set $E : E_d \times [0,c_{d+1}]$ where $E_d \subset (h\mathbb{Z})^d$ and $c_{d+1} > 0$ there exists a constant $C = C(d,K,E_d,c_{d+1}) > 1$ such that
\[
\|\tilde{u}\|_{L^2(E)} \leq C\|u\|_{H^1(K)}.
\]

Here the Sobolev spaces in the upper half-space are defined similarly as in (15), containing a mixture of standard Sobolev spaces in the normal direction and the ones from the lattice in the tangential direction, see (13).

**Proof.** By mollification arguments, we may assume that $u$ and $\tilde{u}$ are arbitrarily regular. From energy estimates we obtain that there exists $C > 1$ such that
\[
(16) \quad \|\nabla_{\mathbf{d}} \tilde{u}\|_{L^2(E)} + \|\partial_r \tilde{u}\|_{L^2(E)} \leq C\|u\|_{H^1((h\mathbb{Z})^d)}.
\]

Next, by the fundamental theorem of calculus in the normal directions, we obtain that
\[
(17) \quad \|\tilde{u}\|_{L^2(E)} \leq C\|\nabla_{\mathbf{d}} \tilde{u}\|_{L^2(E_d \times [0,2c_{d+1}])} + C\|\tilde{u}\|_{L^2(E_d \times [c_{d+1},2c_{d+1}])}.
\]

By the fundamental theorem in tangential directions, we further obtain that
\[
(18) \quad \|\tilde{u}\|_{L^2(E_d \times [c_{d+1},2c_{d+1}])} \leq C\|\nabla_{\mathbf{d}} \tilde{u}\|_{L^2(E_d \times [c_{d+1},2c_{d+1}])} + C\|\tilde{u}\|_{L^2(K \times ([c_{d+1},2c_{d+1}])}.
\]

Finally, applying the fundamental theorem in normal directions again, we obtain that
\[
(19) \quad \|\tilde{u}\|_{L^2(K \times ([c_{d+1},2c_{d+1}])} \leq C\|\nabla_{\mathbf{d}} \tilde{u}\|_{L^2(K \times [0,c_{d+1}])} + C\|\tilde{u}\|_{L^2(K)}.
\]

Inserting (18)-(19) into (17), using (16) and the support assumption for $u$ the claim follows. □

Next, we recall a trace estimate (see for instance, [CR21, Lemma 2.5] for an argument in the continuum).

**Lemma 2.2.** Let $\tilde{u} \in \dot{H}^1((h\mathbb{Z})^d \times \mathbb{R}_+)$ and $u := \tilde{u}|_{(h\mathbb{Z})^d \times \{0\}}$. Let $u \in L^2(\mathbb{R}^d)$ and $\tilde{u}$ a solution to (14) with $s = \frac{1}{2}$. Let $W \subset (h\mathbb{Z})^d$ be an open, bounded set and let $\mu \in (0,1)$. Then,
\[
\|u\|_{L^2(W)} \leq C\mu^{\frac{2}{2s}} \|\partial_r \tilde{u}\|_{L^2(W \times [0,2\mu])} + C\mu^{-\frac{2}{2s}} \|\tilde{u}\|_{L^2(W \times [\mu,2\mu])}.
\]

**Proof.** Without loss of generality, we assume that $u$ is arbitrarily regular. The argument then follows from the fundamental theorem of calculus. Indeed, for $x \in (h\mathbb{Z})^d$,
\[
\int_0^x \partial_r \tilde{u}(x,r)dr + u(x,0).
\]

Integrating in $s \in [0,2\mu]$ we obtain
\[
\mu|u(x,0)| \leq C\mu \int_0^{2\mu} |\partial_r \tilde{u}(x,r)|dr + \|u(x,\cdot)\|_{L^1([\mu,2\mu])}.
\]
With the Cauchy-Schwarz inequality and after dividing by \( \mu > 0 \) we obtain
\[
|u(x, 0)| \leq C \mu^{\frac{1}{2}} \| \partial_t \tilde{u}(x, \cdot) \|_{L^2([0, 2\mu])} + C \mu^{-\frac{1}{2}} \| u(x, \cdot) \|_{L^2([\mu, 2\mu])}.
\]
Squaring this expression and integrating in \( x \in W \) we conclude the desired result. \( \square \)

2.4. Notation. Finally, we collect some further notational conventions which will be used throughout the article.

We will use the following set notation:

- For some \( r > 0 \) and \( x_0 \in \mathbb{R}^d \), the set \( B_r(x_0) \) we will refer to the set \( \{ x \in \mathbb{R}^d : |x - x_0| < r \} \cap (h\mathbb{Z})^d \).
- In the case that we are working in the upper half-plane, for some \( r > 0 \) and \( x_0 \in \mathbb{R}^{d+1}_+ \), the set \( B_r^+(x_0) \) we will refer to the set \( \{ x \in \mathbb{R}^{d+1}_+ : |x - x_0| < r \} \cap ((h\mathbb{Z})^d \times \mathbb{R}_+) \).
- In the case that we are working in the upper half-plane, for some \( r > 0 \) and \( x_0 \in \mathbb{R}^d_+ \), the set \( B_r^+(x_0) \) we will refer to the set \( \{ x \in \mathbb{R}^d_+ : |x - x_0| < r \} \cap ((h\mathbb{Z})^d \times \{0\}) \).
- For a point \( (x, t) \in (h\mathbb{Z})^d \times \mathbb{R}_+ \) we use the notation \(|(x, t)| := (|x|^2 + t^2)^{\frac{1}{2}}\) and \(|x| = \sqrt{\sum_{j=1}^{d} x_j^2}\) to refer to its Euclidean norm.
- We denote by \( \ell^p((h\mathbb{Z})^d) \) the \( L^p \) norms on the lattice \((h\mathbb{Z})^d\), for \( 1 \leq p \leq \infty \).

In all these notations, we will also omit the center point if \( x_0 = 0 \) for convenience of notation.

3. Failure of Global Unique Continuation and Global UCP from the Exterior

We begin by discussing the global unique continuation property of the fractional discrete Laplacian. On the one hand, using the nonlocal summation formula for the fractional Laplacian, we show that, in contrast to the continuous operator, the fractional discrete Laplacian does not enjoy the global unique continuation property. On the other hand, we prove that with a “global unique continuation property from the exterior” a remnant of the global unique continuation properties of the fractional Laplacian persists on the level of the discrete operator.

3.1. Failure of global unique continuation. We first discuss the failure of the global unique continuation property for the discrete fractional Laplacian.

Proof of Theorem 2. If \( j \in X \), the requirement \( u_j = 0 \) implies
\[
(-\Delta_d)^s u_j = \sum_{m \in \mathbb{Z}^d, m \neq j} u_m K_h^s(j - m).
\]
On the one hand, we compute \((-\Delta_d)^s u_j\) for all \( j \in X \), which yields \( M \) equations. On the other hand, we set \( u_j = 0 \) for all \( j \in \mathbb{Z}^d \setminus N \), where \( N \) is a set of cardinality \( M + 1 \) such that \( N \cap X = \emptyset \). The requirement that \((-\Delta_d)^s u_j = 0\) for all \( j \in X \) gives a homogeneous system of \( M \) equations and for the \( M + 1 \) unknown values of \( u_j \) for \( j \in Y \). Since there are more unknowns than equations, there are infinitely many nontrivial solutions. \( \square \)

3.2. Global behaviour for exterior domains. In [RS20b, Corollary 5.2], building on the idea from [Isa90, Lemma 3.5.4], it was shown that a large class of nonlocal operators are antilocal from the exterior. This was based on using the singularity (in the complex plane) of the symbol of the operator. For instance, the symbol \(|\xi|^s\) of the fractional Laplacian \((-\Delta)^s\) has a branch cut singularity in the complex plane. A similar argument is given in [RSV19] in the context of the qualitative fractional Landis conjecture. We also refer to [Lie82, GFR20].

In this section we prove that, in contrast to the failure of the global UCP with local assumptions, this behaviour persists for the fractional discrete Laplacian as stated in Theorem 3. Notice
that a similar conclusion holds under suitable decay conditions for \( u \) and \( (-\Delta_d)^s u \): If we assume that \( |u(x)| + |(-\Delta_d)^s u(x)| \leq Ce^{-C|x|^1^+} \) for \( |x| \geq R \), then the conclusion of Theorem 3 remains true. We refer to [RSV19] and the argument below.

**Proof of Theorem 3.** The proof follows the same ideas as in [RS20b] and [RSV19], reducing the claim to the Paley–Wiener theorem and the presence of a branch cut in the symbol for \((-\Delta_d)^s\).

To this end, we note that the symbol of \((-\Delta_d)^s\) is given by

\[
h^{-2s} \left( \sum_{j=1}^{d} \left( 2 - e^{i\xi_j h} - e^{-i\xi_j h} \right)^s \right) = h^{-2s} \left( \sum_{j=1}^{d} 4 \sin^2(h\xi_j/2) \right)^s.
\]

Further, for contradiction, assume that \( u \neq 0 \) in \((h\mathbb{Z})^d\).

By the compact support assumptions in the theorem, the functions

\[ F_{(h\mathbb{Z})^d} u, \quad F_{(h\mathbb{Z})^d} (-\Delta_d)^s u : (h^{-1}\mathbb{T})^d \to \mathbb{R} \]

are analytic (and non-trivial since \( u \neq 0 \) by assumption). They have analytic extensions to \((-\pi/h, \pi/h) \times \mathbb{R}^d \subset \mathbb{C}^d \) (where we have identified \( \mathbb{T} \) with \([-\pi, \pi]\) and \( \mathbb{R}^2 \) with \( \mathbb{C} \)).

By assumption, we know that \( u \neq 0 \); thus in particular, there exists \( \xi' \in \mathbb{R}^{d-1} \) such that \( F_{(h\mathbb{Z})^d} u(\xi', \cdot) \neq 0 \) as an analytic function of \( \xi \in \mathbb{R} \). For fixed \( \xi' \in \mathbb{R}^{d-1} \) as above, we consider the symbol

\[ p_{h, \xi'}(\xi_d) := h^{-2s} \left( C(\xi') + 4 \sin^2(h\xi_d/2) \right)^s, \]

where \( C(\xi') := \sum_{j=1}^{d-1} 4 \sin^2(h\xi_j/2) \in \mathbb{R} \). We next observe that the function \( x \mapsto \sin^2(hx) \) map \([-\pi/h, \pi/h] \times \mathbb{R} \subset \mathbb{C} \) surjectively into \( \mathbb{C} \). Consequently, any realization of the extension of \( p_{h, \xi'}(\xi_d) \) into \([-\pi/h, \pi/h] \times \mathbb{R} \subset \mathbb{C} \) must have a branch cut. However, by the analyticity of \( F_{(h\mathbb{Z})^d} u(\xi', \cdot) \) and \( F_{(h\mathbb{Z})^d} (-\Delta_d)^s u(\xi', \cdot) \) as functions of \([-\pi/h, \pi/h] \times \mathbb{R} \subset \mathbb{C} \) we hence infer that

\[ p_{h, \xi'}(\xi_d) F_{(h\mathbb{Z})^d} u(\xi', \xi_n) = g(\xi', \xi_d) \]

on \((-\pi/h, \pi/h] \times \mathbb{R}\) for some analytic function \( g : [-\pi/h, \pi/h] \times \mathbb{R} \subset \mathbb{C} \to \mathbb{C} \). Equivalently, we obtain that

\[ p_{h, \xi'}(\xi_d) = \frac{g(\xi', \xi_d)}{F_{(h\mathbb{Z})^d} u(\xi', \xi_n)} \]

While the right hand side of this equation is a meromorphic function (recall that by our contradiction assumption \( F_{(h\mathbb{Z})^d} u(\xi', \cdot) \neq 0 \)), the left hand side of this equation has a branch cut, and, in particular, cannot be meromorphic. This yields a contradiction and implies that \( u \equiv 0 \). \( \square \)

With a similar argument, we also obtain that the unique continuation property holds from half-spaces as formulated in Proposition 1.2.

**Proof of Proposition 1.2.** We first note that we may assume that \( u \in H^d((h\mathbb{Z})^d) \). Indeed, this follows by convolution with a smooth convolution kernel and by the linearity of the assumed vanishing condition (possibly after a shift in the \( x_d \) direction). Since \( u = 0 = (-\Delta_d)^s u \) in \( \{ x \in (h\mathbb{Z})^d : x_d \geq 0 \} \), the functions \( F_{(h\mathbb{Z})^d} u \) and \( F_{(h\mathbb{Z})^d} ((-\Delta_d)^s u) \) extend as holomorphic functions in the negative complex half-plane. Moreover, by the explicit Fourier representation of the solution and the regularity and integrability of \( u, (-\Delta_d)^s u \), we obtain that the analytic continuations of \( F_{(h\mathbb{Z})^d} u \) and \( F_{(h\mathbb{Z})^d} ((-\Delta_d)^s u) \) into the negative complex half-plane are continuous up to the boundary \((h^{-1}\mathbb{T})^d \times \{ 0 \} \). Again, if one does not already have that \( u \equiv 0 \), this yields a contradiction, since the analytic continuation of the function \( |\xi|^s \) necessarily has a branch cut in the lower complex half-plane. \( \square \)
4. Counterexamples for the weak UCP for discrete Schrödinger equations with bounded potentials

In this section, we present the proof of Proposition 1.4 the failure of the weak unique continuation property for the fractional discrete Laplacian in a (thin) slab domain. We emphasize that, contrary to the previous construction, we here additionally require the validity of an equation in the whole lattice. The result of Proposition 1.4, in particular, shows that a “naive” version of the results from [Rü15] does not longer hold in the discrete set-up.

In what follows, we reduce the result of Proposition 1.4 to the following one-dimensional auxiliary result:

**Lemma 4.1.** Let $s \in (0, 1)$. Then there exist non-trivial sequences $\{u_j\}_{j \in \mathbb{Z}} \in \ell_s$ and $\{V_j\}_{j \in \mathbb{Z}} \in \ell_{\infty}$ (the latter size depending on $h$) such that

$$(-\Delta_d)^s u_j = V_j u_j \text{ for all } j \in \mathbb{Z} \text{ and } u_j = 0 \text{ for all } j \in \{-1, 0, 1\}.$$  

Analogously as in Remark 1.5 it would also be desirable to extend the example from Lemma 4.1 to arbitrarily thick sets of vanishing of $u$. Here similar issues as the ones outlined in Remark 1.5(ii) would have to be dealt with.

4.1. **Proof of Lemma 4.1.** Before turning to the proof of Proposition 1.4, we discuss the auxiliary result from Lemma 4.1.

**Proof of Lemma 4.1.** We start by considering the following auxiliary sequence

$$\tilde{u}_j := \begin{cases} 
1 & \text{if } j \ge 2, \\
-1 & \text{if } j \le -2, \\
0 & \text{if } j \in \{-1, 0, 1\}. 
\end{cases}$$

Then by symmetry we have that $(-\Delta_d)^s \tilde{u}_0 = 0$. For $j \ge 2$ (and by symmetry similarly for $j \le -2$) we have

$$(-\Delta_d)^s \tilde{u}_j = \sum_{m \in \mathbb{Z}, m \le -2} 2K^h_s(j - m) + \sum_{m = -1}^{1} K^h_s(j - m),$$

where the kernel $K^h_s$ is as in (11). Due to the summability of $K^h_s$ (see, for instance, [CRS+18, Remark 1.2]), this is finite with a uniform bound independent of $j$ (but depending on $h$). In particular, for these values of $j$ we infer a bound on the quotient

$$\left| \frac{(-\Delta_d)^s \tilde{u}_j}{\tilde{u}_j} \right| \le C_h < \infty,$$

with an $h \in \mathbb{R}$ dependence of the form $C_h \sim h^{-2s}$. For $j = 1$ (the case $j = -1$ is analogous by symmetry) we obtain

$$(-\Delta_d)^s \tilde{u}_1 = \sum_{m \in \mathbb{Z}, m \le -2} K^h_s(1 - m) - \sum_{m \in \mathbb{Z}, m \ge 2} K^h_s(1 - m) = -K^h_s(-1) - K^h_s(-2).$$

We seek to “correct” this. To this end, for some $a \in \mathbb{R}$ we consider the sequence

$$v_j := \begin{cases} 
0 & \text{for } j \in \mathbb{Z} \setminus \{\pm 2\}, \\
a & \text{for } j = 2, \\
-a & \text{for } j = -2. 
\end{cases}$$

Again the integrability of the kernel $K^h_s$ implies that $|(-\Delta_d)^s v_j|$ is bounded with a bound which only depends on the choice of $a \in \mathbb{R}$ and $h > 0$. For $j = 1$ (and by symmetry similarly for...
\( j = -1 \) we have

\[
(-\Delta_d)^s v_1 = -aK^h_s(1) + aK^h_s(1 + 2) = a(K^h_s(3) - K^h_s(-1)).
\]

Combining (20), (21) and choosing \( a \in \mathbb{R} \) such that

\[
a = \frac{K^h_s(-1) + K^h_s(-2)}{K^h_s(3) - K^h_s(-1)} = \frac{K^h_s(1) + K^h_s(2)}{K^h_s(3) - K^h_s(1)}
\]

then implies that the function \( u_j = \tilde{u}_j + v_j \) satisfies the following identities and estimates

\[
u_j \in \ell_s, \quad (-\Delta_d)^s u_j = V_j u_j \text{ for all } j \in \mathbb{Z},
\]

\[
u_j = 0 \text{ for } j \in \{0, \pm 1\} \quad \text{and} \quad (-\Delta_d)^s v_j = 0 \text{ for } j \in \{0, \pm 1\}.
\]

Moreover, \( a \neq -1 \), which ensures that \( V_j := (\frac{(-\Delta_d)^s \tilde{u}_j + (-\Delta_d)^s v_j}{\Delta_d + \Delta_d}) \) is well-defined (this quotient is set to be equal to zero if both the numerator and the denominator vanish). Since \( |(\frac{(-\Delta_d)^s \tilde{u}_j + (-\Delta_d)^s v_j}{\Delta_d + \Delta_d})| \) is bounded with a bound \( C_{a,h} \) only depending on \( h, a \) as \( C_{a,h} \sim C_{a,h}^{1-h} \), this yields the desired result.

4.2. Proof of Proposition 1.4. With Lemma 4.1 in hand, we next turn to the proof of Proposition 1.4.

**Proof of Proposition 1.4.** We use the notation \( j = (j_1, j_2), j_i \in \mathbb{Z}, i = 1, 2 \). Consider the sequence

\[
\tilde{u}_j := \begin{cases} 
1 & \text{if } j_1 \geq 2, \\
-1 & \text{if } j_1 \leq -2, \\
0 & \text{otherwise},
\end{cases}
\]

see Figure 1.

From (8) and (9) we have that

\[
K^h_s(m) = \frac{1}{h^{2s}} \frac{1}{|\Gamma(-s)|} \int_0^\infty e^{-4t} \prod_{i=1}^2 \int_{\mathbb{R}}^2 I_{m_i}(2t) \frac{dt}{t^{1+s}}.
\]
The following asymptotics are well known: there exist constants $C$, $c > 0$ such that
\begin{equation}
ct^k \leq I_k(t) \leq Ct^k \quad \text{for } t \to 0^+.
\end{equation}
Actually,
\begin{equation}
I_k(t) \sim \left(\frac{t}{2}\right)^k \frac{1}{\Gamma(k+1)}, \quad \text{for a fixed } k \neq -1, -2, -3, \ldots \text{ and } t \to 0^+,\end{equation}
see [OM10]. Moreover (see [Leb72])
\begin{equation}
I_k(t) = Cce^{t^{-1/2}} + R_k(t),
\end{equation}
where
\begin{equation}
|R_k(t)| \leq Cce^{t^{-3/2}}, \quad \text{for } t \to \infty.
\end{equation}
The asymptotics (24) and (26) ensures the integrability in (23). If $j_1 = 0$, then
\begin{equation}
(-\Delta_d)^s \tilde{u}_{(0,j_2)} = - \sum_{m \in \mathbb{Z}^2} \sum_{m \neq (0,j_2)} \tilde{u}_{(m_1,m_2)} K_s^h(-m_1,j_2 - m_2)
\end{equation}
\begin{equation}
= - \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} K_s^h(-m_1,j_2 - m_2) - \sum_{m_1 = 2}^{\infty} \sum_{m_2 = -\infty}^{\infty} K_s^h(-m_1,j_2 - m_2)
\end{equation}
\begin{equation}
= \sum_{m_1 = 2}^{\infty} \sum_{m_2 = -\infty}^{\infty} K_s^h(m_1,j_2 - m_2) - \sum_{m_1 = 2}^{\infty} \sum_{m_2 = -\infty}^{\infty} K_s^h(m_1,j_2 - m_2) = 0,
\end{equation}
where we used the symmetry of the kernel.

For $j = (j_1,j_2)$ with $j_1 \geq 2$ (it works similarly for $j_1 \leq -2$) we get
\begin{equation}
(-\Delta_d)^s \tilde{u}_j = - \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} 2K_s^h(j - m) + \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} K_s^h(j - m).
\end{equation}
The kernel $K_s^h(m)$ can be suitably estimated by Lemma A.4 (see also Remark A.5) and the sum in (27) is finite with a uniform bound independent of $j$ (but depending on $h$).

In particular, for these values of $j$ we again infer a bound on the quotient
\begin{equation}
\left| \frac{(-\Delta_d)^s \tilde{u}_j}{\tilde{u}_j} \right| \leq C_h < \infty,
\end{equation}
which only depends on $h \in \mathbb{R}$ as $C_h \sim h^{-2s}$.

For $j = (1,j_2)$ (it works similarly for $j = (-1,j_2)$) we get
\begin{equation}
(-\Delta_d)^s \tilde{u}_{(1,j_2)} = - \sum_{m_1 = -\infty}^{\infty} \sum_{m_2 = -\infty}^{\infty} K_s^h(1 - m_1,j_2 - m_2) - \sum_{m_1 = 2}^{\infty} \sum_{m_2 = -\infty}^{\infty} K_s^h(1 - m_1,j_2 - m_2)
\end{equation}
\begin{equation}
= \sum_{m_1 = 2}^{\infty} \sum_{m_2 = -\infty}^{\infty} \left[ K_s^h(1 + m_1,j_2 - m_2) - K_s^h(1 - m_1,j_2 - m_2) \right].
\end{equation}
It is known that
\begin{equation}
\sum_{m \in \mathbb{Z}} e^{-2t}I_m(2t) = 1.
\end{equation}
The above identity follows from taking $u = 1$ and $z = 2t$ in the generating function below, which is valid for $z \in \mathbb{C}$ and $u \in \mathbb{C} \setminus \{0\}$,
\begin{equation}
e^{\frac{1}{2}(u+u^{-1})} = \sum_{m \in \mathbb{Z}} u^m I_m(z)
\end{equation}
Figure 2. In the blue points, $v_j = a$; in the red points, $v_j = -a$; in the remaining points of the lattice, $v_j = 0$.

see, for instance, [OM10, formula 10.35.1]. Hence, (28) can be spelled out as

$$(-\Delta_d)^s \tilde{u}_{(1,j_2)} = \sum_{m_1=2}^{\infty} \sum_{m_2=-\infty}^{\infty} \frac{1}{h^{2s}} \frac{1}{|\Gamma(-s)|} \int_0^\infty e^{-2t} \sum_{m_2=-\infty}^{\infty} e^{-2t I_{j_2-m_2}(2t)} \sum_{m_1=2}^{\infty} (I_{1+m_1}(2t) - I_{1-m_1}(2t)) \frac{dt}{t^{1+s}}$$

$$= \frac{1}{h^{2s}} \frac{1}{|\Gamma(-s)|} \int_0^\infty e^{-2t} \sum_{m_2=-\infty}^{\infty} e^{-2t I_{j_2-m_2}(2t)} \sum_{m_1=2}^{\infty} (I_{1+m_1}(2t) - I_{1-m_1}(2t)) \frac{dt}{t^{1+s}}$$

$$= \frac{1}{h^{2s}} \frac{1}{|\Gamma(-s)|} \int_0^\infty e^{-2t} \sum_{m_2=-\infty}^{\infty} e^{-2t I_{j_2-m_2}(2t)} \sum_{m_1=2}^{\infty} (I_{1+m_1}(2t) - I_{1-m_1}(2t)) \frac{dt}{t^{1+s}}$$

$$= \frac{1}{h^{2s}} \frac{1}{|\Gamma(-s)|} \int_0^\infty e^{-2t} (-I_{1}(2t) - I_{2}(2t)) \frac{dt}{t^{1+s}} = -K_s^h(-1) - K_s^h(-2),$$

where the last expression corresponds to the one with one-dimensional kernels. Above, the interchange of sum and integral is justified in view of the fact that $I_k$ are nonnegative functions and (29), so that the sums involving $e^{-2t I_{m_2}(2t)}$ are absolutely convergent. Moreover, from the second to third equality we used the cancellation due to the symmetry property of Bessel functions $I_{-m_2} = I_{m_2}$, see Subsection 2.1, which turns the sum in $m_1$ into a telescoping series.

In order to correct the term above, we consider

$$v_j := \begin{cases} 
  a & \text{for } j_1 = 2, \\
  -a & \text{for } j_1 = -2, \\
  0 & \text{otherwise},
\end{cases}$$

see Figure 2. Once again, the integrability of the kernel $K_s^h$ implies that $|(-\Delta_d)^s v_j|$ is bounded, with a bound which only depends on the choice of $a \in \mathbb{R}$ and $h > 0$. Moreover, for $j_1 = 1$ (and
by symmetry it works similarly for $j_1 = -1$, we have

$$(-\Delta_d)^s u_{(1,j_2)} = -\sum_{m_2 \in \mathbb{Z}} [v_{(2,m_2)} K^h_s(-1,j_2 - m_2) + v_{(-2,m_2)} K^h_s(3,j_2 - m_2)]$$

$$= a \sum_{m_2 \in \mathbb{Z}} [K^h_s(3,j_2 - m_2) - K^h_s(-1,j_2 - m_2)]$$

$$= a \frac{1}{h^{2s}} \frac{1}{|I(-s)|} \int_0^\infty \sum_{m_2 \in \mathbb{Z}} e^{-2t} I_{j_2-m_2} e^{-2t} (I_3(2t) - I_1(2t)) \frac{dt}{t^{1+s}}$$

$$= a(K^h_s(3) - K^h_s(-1)),$$

where again the last expression corresponds to the one with one-dimensional kernels. Thus, we have reduced the construction to the one-dimensional case, and by choosing $a$ as in (22) we can define the function $u_j = \tilde{u}_j + v_j$ so that

$$u_j \in \ell_s, (-\Delta_d)^s u_j = V_j u_j \text{ for all } j \in \mathbb{Z}^2,$$

$$u_j = 0 \text{ if and only if } j_1 \in \{0, \pm 1\} \text{ and } (-\Delta_d)^s u_j = 0 \text{ for } j_1 \in \{0, \pm 1\},$$

and $V_j := \frac{(-\Delta_d)^s \tilde{u}_j + (-\Delta_d)^s v_j}{u_j + v_j}$ (where this quotient is set to be equal to zero if both the numerator and the denominator vanish). We obtain the desired result. \hfill \Box

**Remark 4.2.** The argument above can be easily extended to higher dimensions, just considering the same kind of sequences and taking into account the fact that the semidiscrete heat kernel separates the components of this type are a key ingredient in the quantitative derivation of global unique continuation properties for the discrete half-Laplacian by the boundary-bulk unique continuation property for the semidiscrete equation

$$(-\Delta_d + \Delta_d) \tilde{u} = 0 \text{ in } (h\mathbb{Z})^d \times \mathbb{R}_+,$$

$$\tilde{u} = u \text{ in } (h\mathbb{Z})^d \times \{0\}.$$
be
\[ \phi(jh, t) := -|jh|^2 + c_0 \left( \frac{1}{2}t^2 - t \right). \]

Then, there exist \( h_0 \in (0, 1/4) \), \( \delta_0 > 0 \) with \( h_0 < \delta_0 \) and \( \tau_0 > 1 \) such that for all \( h \in (0, h_0) \) and \( \tau \in (\tau_0, \delta_0 h_0^{-1}) \) it holds
\begin{equation}
\begin{split}
&\tau^{3/2} \| e^{\tau \phi} \tilde{u} \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} + \tau^{1/2} \| e^{\tau \phi} \nabla_d \tilde{u} \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} + \tau^{3/2} \| e^{\tau \phi} \partial_t \tilde{u} \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} \\
&\leq C(\| e^{\tau \phi} (\Delta_d + \partial^2_t) \tilde{u} \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} + \tau^{3/2} \| e^{\tau \phi} (|u| + |\nabla_d u| + |\partial_t \tilde{u}|) \|_{L^2((h\mathbb{Z})^d \times \{0\})}).
\end{split}
\end{equation}

The constant \( C > 0 \) only depends on \( d, c_0 \).

Let us comment on this estimate: The Carleman estimate and the Carleman weight function from Theorem 10 are in parallel to the continuous counterpart which can be used to prove the continuous boundary-bulk doubling inequality (2) (see, for instance, [JL99]). Following the continuous case, our Carleman weight has the property that it is convex only in the normal direction while it is concave in the tangential directions. The Carleman weight thus only enjoys pseudoconvexity and not full convexity properties. In spite of this difficulty, contrary to our arguments from [FBRSS21], the polynomial structure of the weight allows us to carry out the conjugation arguments directly also in the discrete setting. In particular, we do not have to resort to freezing arguments as in [FBRSS21] in order to transfer the continuum estimates to the discrete setting. We refer to Remark 5.1 for a comment on the restriction on the size of the admissible choices of \( \tau > 1 \) in Theorem 10.

5.1. Proof of Theorem 10. In this section, we present the proof of our main auxiliary tool, the Carleman estimate from Theorem 10. The argument follows the continuum strategy with a “direct” conjugation argument (instead of a freezing argument as in [FBRSS21]). Only in estimating the contributions in the size of the semi-classical parameter \( \tau \geq 1 \) and in the bounds for the error contributions, linearization arguments are invoked.

Proof of Theorem 10. The proof of Theorem 10 mimics the argument of the continuous setting. In particular, the positivity of the commutator originates from the convexity of the normal contribution of the Carleman weight.

Step 1: Conjugation. We begin by considering the conjugated operator:
\[ L_\phi = e^{\tau \phi} (\Delta_d + \partial^2_t) e^{-\tau \phi}. \]

Hence, seeking to deduce the desired Carleman estimate, and, setting \( v = e^{\tau \phi} \tilde{u} \), we expand as follows
\begin{equation}
\begin{split}
\| e^{\tau \phi} (\Delta_d + \partial^2_t) \tilde{u} \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)}^2 &= \| L_\phi v \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)}^2 \\
&= \| S_\phi v \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)}^2 + \| A_\phi v \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)}^2 + (S_\phi, A_\phi)[v, v]_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} + (BC),
\end{split}
\end{equation}

where (BC) denotes the boundary contributions. Here \( S_\phi, A_\phi \) denote the symmetric and antisymmetric bulk contributions of \( L_\phi \) in the full space setting, ignoring the boundary contributions. By virtue of the fact that the weight \( \phi \) is given as the sum of functions of each variable individually and since thus the bulk contributions in the tangential and normal directions commute, we may consider the conjugation and splitting in the symmetric and antisymmetric parts in the tangential and normal variables separately.

In the sequel, we will use different scalar products \( (\cdot, \cdot)_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} \), \( (\cdot, \cdot)_{L^2((h\mathbb{Z})^d)} \), \( (\cdot, \cdot)_{L^2(\mathbb{R}_+)} \) and \( (\cdot, \cdot)_0 \). While it is clear on which space are taken the first three scalar products, the last one refers to the scalar product on \((h\mathbb{Z})^d \times \{0\}\).

Step 1a: Bulk commutator in the tangential directions. We observe that
\[ e^{\tau \phi} \Delta_d e^{-\tau \phi} = S_{\phi, d} + A_{\phi, d}. \]
Thus, with $\tau$ we have that
\[ h^2 S_{\phi,d} v_j := \sum_{k=1}^{d} (\cosh(\tau(\phi_j - \phi_{j+e_k})) v_{j+e_k} + \cosh(\tau(\phi_j - \phi_{j-e_k})) v_{j-e_k} - 2v_j), \]
\[ h^2 A_{\phi,d} v_j := \sum_{k=1}^{d} (\sinh(\tau(\phi_j - \phi_{j+e_k})) v_{j+e_k} + \sinh(\tau(\phi_j - \phi_{j-e_k})) v_{j-e_k}). \]

Thus, a short computation shows that the tangential commutator (see, for instance, [FBV17]) turns into
\[
([S_{\phi,d}, A_{\phi,d}] v, v)_{L^2((h\mathbb{Z})^d)} = -4h^{-4} \sinh(2\tau h^2) \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^{d} \sinh^2(2\tau j_k h^2) |v_j|^2 - 4h^{-2} \sinh(2\tau h^2) \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^{d} \left| \frac{v_{j+e_k} - v_{j-e_k}}{2h} \right|^2.
\]

Now, due to the upper bound on $\tau$, we obtain that $\tau h \leq \delta_0$, which allows to linearize the hyperbolic functions. This yields that
\[
([S_{\phi,d}, A_{\phi,d}] v, v)_{L^2((h\mathbb{Z})^d)} = -32\tau^3 \sum_{j \in \mathbb{Z}^d} |h j|^2 |v_j|^2 - 8\tau \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^{d} \left| \frac{v_{j+e_k} - v_{j-e_k}}{2h} \right|^2 + E_1 + E_2,
\]
where $E_1$ and $E_2$ are error terms satisfying the bounds from (32) and (33) below.

Indeed, using that $|\tau| \leq \delta_0$, and that in the support of $u$ we have $|j h| \leq 1$, we first note that
\[
\sinh(2\tau h^2) = 2\tau h^2 + O(\tau^3 h^6), \quad \sinh^2(2\tau j_k h^2) = (2\tau j_k h^2)^2 + O(\tau^4 j_k^4 h^8).
\]

Thus,
\[
h^{-4} \sinh(2\tau h^2) \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^{d} \sinh^2(2\tau j_k h^2) |v_j|^2 = C\tau^3 \sum_{j \in \mathbb{Z}^d} |h j|^2 |v_j|^2 + E_1,
\]
with
\[
(E_1) \leq C\tau^3 \delta_0^2 \sum_{j \in \mathbb{Z}^d} |v_j|^2.
\]

Similarly, we have that
\[
4h^{-2} \sinh(2\tau h^2) \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^{d} \left| \frac{v_{j+e_k} - v_{j-e_k}}{2h} \right|^2 = C\tau \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^{d} \left| \frac{v_{j+e_k} - v_{j-e_k}}{2h} \right|^2 + E_2,
\]
where
\[
(E_2) \leq C\tau \delta_0^2 \sum_{j \in \mathbb{Z}^d} |v_j|^2.
\]

**Step 1b: Bulk commutator in normal directions.** We next consider the corresponding contributions in the normal directions. For this we have
\[
e^{\tau \phi} \partial_t^2 e^{-\tau \phi} = \partial_t^2 + \tau^2 |\partial_t \phi|^2 - 2\tau \partial_t - \tau \partial_t^2 \phi = S_{\phi,t} + A_{\phi,t},
\]
where
\[
S_{\phi,t} := \partial_t^2 + \tau^2 |\partial_t \phi|^2, \quad A_{\phi,t} := -2\tau \partial_t \phi \partial_t - \tau \partial_t^2 \phi.
\]
We argue similarly for the contribution involving $k_u$ where, besides the support condition of $\phi$ by parts which then result in the bulk commutator. Since $v$ does not vanish on $(h\mathbb{Z})^d \times \{0\}$ in general, we obtain the following contributions:

$$(\tau \phi_d, A\tau \phi_d)_{L^2(\mathbb{R}^+)} = 4\tau^3((\partial_\phi)^2 \phi^3 \phi_v, v)_{L^2(\mathbb{R}^+)} + 4\tau(\partial_\phi \phi_v, \partial_\phi^2 \phi \partial_\phi v)_{L^2(\mathbb{R}^+)} - \tau(\partial^2_\phi \phi_v, v)_{L^2(\mathbb{R}^+)} \geq 4\tau^3 c_0^2 |(1 - t)^2 v, v)_{L^2(\mathbb{R}^+)} + 4\tau c_0(\partial_\phi v, \partial_\phi v)_{L^2(\mathbb{R}^+)}.$$

Step 1c: Boundary contributions. Returning to (31), we next seek to identify the corresponding boundary contributions. These arise when integrating the bulk terms $2(S_{\phi d}, A\phi v)_{L^2((h\mathbb{Z})^d \times \mathbb{R}^+)}$ by parts which then result in the bulk commutator. Since $v$ does not vanish on $(h\mathbb{Z})^d \times \{0\}$ in general, we obtain the following contributions:

$$(BC) = 2\tau((\partial_\phi \phi)\partial_\phi v, \partial_\phi v)_{\partial 3} + 2\tau(\phi_v, \partial_\phi \phi)_{\partial 3} - 2(\partial_\phi v, A\phi_d v)_{\partial 3}.$$ 

We next seek to bound these contributions. Using the support assumption for $v$, we can estimate all the terms which do not involve the tangential operators $A\phi_d$ and $S_{\phi d}$:

$$(34) \quad 2\tau((\partial_\phi \phi)_\partial_\phi v, \partial_\phi v)_{\partial 3} + 2\tau(\phi_v, \partial_\phi \phi)_{\partial 3} - 2(\partial_\phi v, A\phi_d v)_{\partial 3} \leq C(1 + c_0^2)(\|\partial_\phi v\|_0^2 + \tau^3\|v\|_0^2).$$

It hence remains to bound the boundary contributions involving the tangential operators $A\phi_d$ and $S_{\phi d}$. We first consider the term involving $A\phi_d$. To this end, we note that

$$\|\partial_\phi v\|_0 \lesssim \|\partial_\phi v\|_0 \|A\phi_d v\|_0 \lesssim \|\partial_\phi v\|_0 \left( \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^d h^{-4}(\sinh(\tau(\phi_j - \phi_{j+k})))(v_{j+k} - v_j)^2 + |\sinh(\tau(\phi_j - \phi_{j+k})) + \sinh(\tau(\phi_j - \phi_{j-k}))v_j)^2 + \sinh(\tau(\phi_j - \phi_{j-k}))(v_{j-k} - v_j)^2 \right)^{1/2}.$$ 

Expanding the trigonometric functions, using the imposed smallness assumption, we can further bound these contributions

$$\left( \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^d h^{-4}(\sinh(\tau(\phi_j - \phi_{j+k}))(v_{j+k} - v_j)^2 + \sinh(\tau(\phi_j - \phi_{j+k})) + \sinh(\tau(\phi_j - \phi_{j-k}))v_j)^2 + \sinh(\tau(\phi_j - \phi_{j-k}))(v_{j-k} - v_j)^2 \right)^{1/2} \leq C\tau^4 \|

where, besides the support condition of $v$, we have, for instance, used that

$$\sinh(\tau(\phi_j - \phi_{j+k})) + \sinh(\tau(\phi_j - \phi_{j-k})) = -\tau h^2 \Delta_d k \phi_j + O(\tau^3(\phi_j - \phi_{j+k})^3 + \tau^3(\phi_j - \phi_{j-k})^3),$$

(we have denoted the discrete Laplacian in direction $k$ by $\Delta_d k$) and that

$$\sum_{j \in \mathbb{Z}^d} h^{-4}\phi_j - \phi_{j+k}^6 |v_j|^2 \leq C\tau^4 \|

We argue similarly for the contribution involving $S_{\phi_d} v_j$: We first rewrite the symmetric tangential operator as

$$(35) \quad S_{\phi_d} v_j = \sum_{k=1}^d \left( h^{-2}(\cosh(\tau(\phi_j - \phi_{j+k}))) - 1)v_{j+k} + h^{-2}(\cosh(\tau(\phi_j - \phi_{j-k}))) - 1)v_{j-k} + \Delta_d k v_j \right).$$
Hence, we infer

\[ \cosh(\tau(\phi_j - \phi_{j+c_k})) - 1 = C\tau^2(\phi_j - \phi_{j+c_k})^2 + O(\tau^4(\phi_j - \phi_{j+c_k})^4) . \]

Inserting the explicit expression for \( (36) \), we can further bound this by

\[ \cosh(\tau(\phi_j - \phi_{j+c_k})) - 1 \leq C\tau^2(jh)^2h^2 + O(\tau^4(jh)^4h^4) . \]

Hence, we infer

\[ 2\tau \| (\partial_t \phi)v, S_{\phi,v} \|_0 \leq C\tau^3 \| \partial_t \phi \| (jh)v \|_0^2 + C\tau^3 \delta_0^2 \| \partial_t \phi \| (jh)^2v \|_0^2 + C\tau^3 \| \partial_t \phi \| \nabla_d v \|_0^2 \]

\[ \leq C\tau^3 \| v \|_0^2 + C\tau^3 \delta_0^2 \| v \|_0^2 + C\tau \| \nabla_d v \|_0^2 . \]

\textit{Step 1d: Combination of the lower bounds from conjugation.} Combining the above arguments (and in particular also using the support assumption for \( u \) and hence \( v \)), we obtain that

\[ \| S_{\phi,v} \|_0^2 + \| A_{\phi,v} \|_0^2 + 4\tau^3 c_0^2 ((1-t)^2v, v) + 4\tau c_0 (\partial_t v, \partial_t v) \]

\[ \leq \| L_{\phi,v} \|_0^2 + 32\tau^3 \sum_{j \in \mathbb{Z}^d} | h| |j| |v_j| \| v \|_2 dt + 8\tau \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^d \left| \frac{v_{j+k} - v_{j-k}}{2h} \right|^2 dt \]

\[ + C\tau (\| \nabla_d v \|_0^2 + \tau^2 \| v \|_0^2 + \| \partial_t v \|_0^2) . \]

Here the notation \( (\cdot, \cdot) \) refers to the full \( L^2((h\mathbb{Z})^d \times \mathbb{R}^+) \) scalar product.

Recalling the bounds for \( E_1, E_2 \) from (32), (33), choosing \( c_0 > 0 \) sufficiently large and recalling the support assumption \( \text{supp}(v) \subset B_4^+ \), we infer that these error contributions can be absorbed into the left hand side of the inequality. As a consequence,

\[ \| S_{\phi,v} \|_0^2 + \| A_{\phi,v} \|_0^2 + 4\tau^3 c_0^2 ((1-t)^2v, v) + 4\tau c_0 (\partial_t v, \partial_t v) \]

\[ \leq \| L_{\phi,v} \|_0^2 + 32\tau^3 \sum_{j \in \mathbb{Z}^d} | h| |j| |v_j| \| v \|_2 dt + 8\tau \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^d \left| \frac{v_{j+k} - v_{j-k}}{2h} \right|^2 dt \]

\[ + C\tau (\| \nabla_d v \|_0^2 + \tau^2 \| v \|_0^2 + \| \partial_t v \|_0^2) . \]

We next seek to remove the two remaining bulk contributions on the right hand side of (36) by absorbing them into the left hand side of (36). To this end, we first observe that by choosing \( c_0 > 1 \) sufficiently large and recalling that \( \text{supp}(u) \subset B_1^+ \), it is possible to absorb the \( L^2 \) bulk contribution from the right hand side into the left hand side \( L^2 \) contribution of (36). Hence, if \( c_0 > 1 \) is sufficiently large, we arrive at

\[ \| S_{\phi,v} \|_0^2 + \| A_{\phi,v} \|_0^2 + 2\tau^3 c_0^2 (1-t)^2v, v) + 4\tau c_0 (\partial_t v, \partial_t v) \]

\[ \leq \| L_{\phi,v} \|_0^2 + 8\tau \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^d \left| \frac{v_{j+k} - v_{j-k}}{2h} \right|^2 dt + C\tau (\| \nabla_d v \|_0^2 + \tau^2 \| v \|_0^2 + \| \partial_t v \|_0^2) . \]

In the next step, we discuss how the remaining bulk contribution can be removed from the right hand side.

\textit{Step 2: Compensation of the negative tangential contributions.} We discuss how to bound the contribution

\[ 8\tau \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} \sum_{k=1}^d \left| \frac{v_{j+k} - v_{j-k}}{2h} \right|^2 dt \]
on the right hand side of (37). To this end, we again recall the representation (35). From this we obtain that

\begin{equation}
-(S_{\phi}v, v) = \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} d \sum_{k=1}^{d} \left| v_{j+e_k} - v_{j-e_k} \right|^2 dt - \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} d \sum_{k=1}^{d} \left[ h^{-2}((\cosh(\tau(\phi_j - \phi_{j+e_k})) - 1)v_{j+e_k}, v_j) + h^{-2}((\cosh(\tau(\phi_j - \phi_{j-e_k})) - 1)v_{j-e_k}, v_j) \right] dt + (\partial_t v, \partial_t v) - \tau^2(\partial_v^2)v, v.
\end{equation}

Again using the smallness condition \( \tau \leq \delta_0 h_0^{-1} \) and the support condition for \( v \), we hence deduce that

\begin{equation}
-8\tau(S_{\phi}v, v) = 8\tau \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} d \sum_{k=1}^{d} \left| v_{j+e_k} - v_{j-e_k} \right|^2 dt + 8\tau(\partial_t v, \partial_t v) + E_3.
\end{equation}

with \( |E_3| \leq C\tau^3 c_0^2(v, v) \) for some sufficiently large constant \( C > 1 \) (independent of \( c_0, \tau \)). Indeed, in order to infer this error bound, it suffices to expand the contributions in (38) involving the \( \cosh \) contributions. To this end, we observe that

\[
cosh(\tau(\phi_j - \phi_{j+e_k})) - 1 = C\tau^2(\phi_j - \phi_{j+e_k})^2 + O(\tau^4(\phi_j - \phi_{j+e_k})^4).
\]

Inserting the definition of \( \phi_j \), using the smallness condition \( \tau h_0 \leq \delta_0 \) and the support condition for \( v \), this implies that

\[
\tau \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} d \sum_{k=1}^{d} \left[ h^{-2}((\cosh(\tau(\phi_j - \phi_{j+e_k})) - 1)v_{j+e_k}, v_j) + h^{-2}((\cosh(\tau(\phi_j - \phi_{j-e_k})) - 1)v_{j-e_k}, v_j) \right] dt \leq C\tau^3 \|v\|_{L^2}^2.
\]

Thus, for \( c_0 > 1 \) sufficiently large, the bound from (39) yields

\begin{equation}
8\tau \int_{\mathbb{R}^+} \sum_{j \in \mathbb{Z}^d} d \sum_{k=1}^{d} \left| v_{j+e_k} - v_{j-e_k} \right|^2 \frac{2h}{\tau} dt + 8\tau \|\partial_t v\|_{L^2}^2 \leq 8\|S_{\phi}v\|_{L^2} \|v\|_{L^2} + C\tau^3 c_0^2 \|v\|_{L^2}^2
\end{equation}

\[
\leq \frac{1}{2} \|S_{\phi}v\|_{L^2}^2 + 32\|v\|_{L^2}^2 + C\tau^3 c_0^2 \|v\|_{L^2}^2.
\]

Returning to the Carleman estimate from (37) and inserting the bound (40) for the gradient contribution, we hence deduce that

\begin{equation}
\|S_{\phi}v\|_{L^2}^2 + \|A_{\phi}v\|_{L^2}^2 + 2\tau^3 c_0^2(1 - t)^2v, v \right) + 4\tau c_0(\partial_t v, \partial_t v) + \tau \|\nabla_v v\|_{L^2}^2 \leq \|S_{\phi}v\|_{L^2}^2 + 64\|v\|_{L^2}^2 + C\tau^3 c_0^2 \|v\|_{L^2}^2 + C\tau((\|\nabla_v v\|_{L^2}^2 + \tau^2\|v\|_{L^2}^2 + \|\partial_v v\|_{L^2}^2).
\end{equation}

Now, using that for \( c_0 > 1 \), \( \tau \geq \tau_0 > 1 \) sufficiently large the new bulk terms on the right hand side of (41) can be absorbed into the left hand side, we obtain that for \( c_0 > 1 \), \( \tau \geq \tau_0 > 1 \) and some \( C > 1 \) (independent of \( \tau, h \))

\begin{equation}
\|S_{\phi}v\|_{L^2}^2 + \|A_{\phi}v\|_{L^2}^2 + 2\tau^3 c_0^2(1 - t)^2v, v \right) + 4\tau \|\partial_t v\|_{L^2}^2 + \tau \|\nabla_v v\|_{L^2}^2 \leq C\|L_{\phi}v\|_{L^2}^2 + C\tau((\|\nabla_v v\|_{L^2}^2 + \tau^2\|v\|_{L^2}^2 + \|\partial_v v\|_{L^2}^2).
\end{equation}

In order to conclude the argument, we finally return from the function \( v \) to the original function \( u = e^{-\tau \phi}v \). To this end, we observe that

\[
\|\partial_t v\|_{L^2}^2 \geq \|e^{\tau \phi}\partial_t \bar{u}\|_{L^2}^2 - 2\tau^2\|\partial_t \phi \|_{L^2}^2 \|\bar{u}\|_{L^2}^2 \geq \|e^{\tau \phi}\partial_t \bar{u}\|_{L^2}^2 - 2\tau^2\|\bar{u}\|_{L^2}^2, \|\nabla_v v\|_{L^2}^2 \geq \|e^{\tau \phi}\nabla_v \bar{u}\|_{L^2}^2 - 2\|\nabla_v e^{\tau \phi} \bar{u}\|_{L^2}^2 \geq \|e^{\tau \phi}\nabla_v \bar{u}\|_{L^2}^2 - C\tau^2\|e^{\tau \phi}\nabla_v \bar{u}\|_{L^2}^2.
\]
For $c_0 > 1$ sufficiently large, all of these contributions can be absorbed into the bulk $L^2$ term on the left hand side of (42). Arguing similarly for the boundary contributions, we obtain the desired result

$$\tau^3 c_0^3 \| e^{r \phi} \tilde{u} \|^2_{L^2} + \tau \| e^{r \phi} \partial_t \tilde{u} \|^2 + \tau \| e^{r \phi} \nabla_d \tilde{u} \|^2_{L^2} \leq C \| e^{r \phi} \Delta_d \tilde{u} \|^2_{L^2} + C \tau (\| e^{r \phi} \nabla_d u \|^2_{L^2} + \| e^{r \phi} \tilde{u} \|^2_{L^2} + \| e^{r \phi} \partial_t \tilde{u} \|^3_{L^2}),$$

which concludes the argument for the Carleman inequality from Theorem 10.

\[\square\]

**Remark 5.1.** Considering the conjugated operator and its symbol explains the restriction $\tau h \leq \delta_0$: Indeed, this exactly corresponds to the regime in which (by linearization) the conjugated operator is a linear perturbation of the continuum one (in a precise sense) which allows for the application of the explained methods. We also refer to [BHLR10a] for similar constraints in the context of control theory of (semi-)discrete equations.

5.2. Proof of Theorem 5. Using the Carleman estimate from Theorem 10, we next present the proof of our main boundary-bulk doubling inequality from Theorem 5:

**Proof of Theorem 5.** The proof of Theorem 5 follows from Theorem 10 by standard cut-off arguments using that the Carleman weight is largest at $t = 0$. The error term arises from the fact that we can only consider semi-classical parameters $\tau \leq \delta_0 h_0^{-1}$.

We discuss the details of this.

**Step 1: A cut-off argument.** We begin by noting that for $t \in (0, 1)$ the function $\phi$ as a function of $x \in (h\mathbb{Z})^d$ and $t$ is monotone decreasing with level sets of finite length in the upper half-plane. We next define $\tilde{r}_1 := \max \{r \in (0, 2/3) : 2\varphi_-(\tilde{r}_1) \geq \varphi_+(2/3) \geq 0\}$. Here $\varphi_-(r) = \min \{\phi(x, t) : \|(x, t)\| = r, (x, t) \in (h\mathbb{Z})^d \times \mathbb{R}_+\}$ and $\varphi_+(r) = \max \{\phi(x, t) : \|(x, t)\| = r, (x, t) \in (h\mathbb{Z})^d \times \mathbb{R}_+\}$. Such a number exists due to the fact that $\phi(0, 0) = 0$, the monotonic decay of the weight function for $\|(x, t)\| \leq 1$, and the structure of its level sets.

Next we consider $w := \eta \tilde{u}$, where $\eta$ is a cut-off function supported in $B_{3/4}^{\pm}$ which is equal to one on $B_{1/10}^{\pm}$, and satisfies uniform bounds for its gradient and second derivatives. Moreover, we may assume that $\partial_t \eta|_{(h\mathbb{Z})^d \times \{0\}} = 0$. Using the equation for $\tilde{u}$, we obtain that $w$ satisfies a similar equation but now involves a bulk inhomogeneity $f$. More precisely, we have that

$$(-\partial_t^2 - \Delta_d)w = Vw + f \quad \text{in} \quad (h\mathbb{Z})^d \times \mathbb{R}_+,$$

where

$$f(jh, t) = -2 \partial_t \eta \partial_t \tilde{u} - \partial_t^2 \eta \tilde{u} - 2 \nabla_d \eta \cdot \nabla_d \tilde{u} - h^2 \sum_{k=1}^d (\frac{u_{j+e_k} + u_{j-e_k}}{2} (\eta_{j+e_k} + \eta_{j-e_k} - 2\eta_j)).$$

We observe that all contributions of this error term may be assumed to be supported in $B_{4/5}^{\pm} \setminus B_{2/3}^{\pm}$ by choosing the support of $\eta$ appropriately. Inserting this into (30), we obtain

$$\tau^{3/2} \| e^{r \phi} w \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} + \tau^2 \| e^{r \phi} \nabla_d w \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} \leq C \tau^{3/2} (\| e^{r \phi} Vw \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} + \| e^{r \phi} f \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} + \tau^2 \| e^{r \phi} (|w| + |\nabla_d w| + |\partial_t w|) \|_{L^2((h\mathbb{Z})^d \times \{0\})}).$$

Next, we observe that $\| e^{r \phi} Vw \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)} \leq C \| V \|_{L^\infty} \| e^{r \phi} w \|_{L^2((h\mathbb{Z})^d \times \mathbb{R}_+)}$. For $\tau^{3/2} \geq 2C \| V \|_{L^\infty}$, we may hence absorb this term involving the bulk potential into the left hand side of the estimate (43).
Due to the support assumption for $\eta$ and the monotonicity of the weight (it decays with $|(x, t)|$ in a neighbourhood of zero), we may thus further bound this as follows
\[
\tau^{3/2} e^{-\tau \varphi^0(r_0)} \|u\|_{L^2(B_{r_0}^t)} + \tau^{3/2} e^{-\tau \varphi^0(r_0)} \|\nabla u\|_{L^2(B_{r_0}^t)} \\
\leq C \tau^{3/2} \left( e^{-\varphi^0(2/3)} \|f\|_{L^2((hZ^d) \times \mathbb{R}^+)} + \|u\| + |\nabla u| + |\partial_t u| \right)_{L^2((hZ^d) \times \{0\})},
\]
where $\varphi^0(r)$ and $\varphi^0(r)$ are as above. By virtue of the structure of the weight, for $c_0 > 1$ sufficiently large, we have that, by definition, $0 > \varphi^0(r_0) > \varphi^0(2/3)$. Using the support conditions in the cut-off function $\eta$ together with Caccioppoli’s inequality (see for instance [FBRRS21, Lemma 4.1]) and the definition of $f$, we then further deduce that
\[
\|\tilde{u}\|_{L^2(B_{r_0}^t)} \leq C \left( e^{\tau (\varphi^0(2/3) - \varphi^0(r_0))} \|\tilde{u}\|_{L^2(B^t_1)} + e^{-\tau \varphi^0(r_0)} \|u\| + |\nabla u| + |\partial_t \tilde{u}| \right)_{L^2(B^t_1)}.
\]
We recall that by construction
\[
\varphi^0(2/3) - \varphi^0(r_0) \leq 0 \quad \text{and} \quad -\varphi^0(r_0) > 0.
\]
Based on this and the restrictions on the size of $\tau$, we consider two cases:

- If $\max\{\|\tilde{u}\|_{L^2(B^t_1)}, \|u\| + |\nabla u| + |\partial_t \tilde{u}| \}_{L^2(B^t_1)} = \|\tilde{u}\|_{L^2(B^t_1)}$, then we choose
  \[
  \tau = \min \left\{ \delta_0 h^{-1}, \frac{1}{\varphi^0(2/3)} \log \left( \frac{\|\tilde{u}\|_{L^2(B^t_1)}}{\|u\| + |\nabla u| + |\partial_t \tilde{u}|} \right) \right\}.
  \]

  We then obtain that
  \[
  \|\tilde{u}\|_{L^2(B_{r_0}^t)} \leq C e^{-\delta_0 h^{-1} \varphi^0(2/3) - \varphi^0(r_0)} \|\tilde{u}\|_{L^2(B^t_1)} \\
  + C \|\tilde{u}\|_{L^2(B^t_1)}^{\alpha} \left( \|u\| + |\nabla u| + |\partial_t \tilde{u}| \right)^{1-\alpha},
  \]
  where $\alpha = \frac{-\varphi^0(r_0)}{\varphi^0(2/3)} \in (0, 1)$.

- If $\max\{\|\tilde{u}\|_{L^2(B^t_1)}, \|u\| + |\nabla u| + |\partial_t \tilde{u}| \}_{L^2(B^t_1)} > \|\tilde{u}\|_{L^2(B^t_1)}$, we then directly choose
  \[
  \tau = \tau_0 = \max\{1, \|V\|_{L^2(B_1^t)}^{2/3} \} \quad \text{and} \quad \text{bound the expression by}
  \]
  \[
  \|\tilde{u}\|_{L^2(B_{r_0}^t)} \leq C \|u\| + |\nabla u| + |\partial_t \tilde{u}| \|_{L^2(B^t_1)},
  \]
  where $C > 1$ is a constant depending on $\|V\|_{L^2}$. 

This completes the proof of Theorem 5. \(\square\)

5.3. A stability estimate for a linear inverse problem. We deduce the estimate of Theorem 6 as a consequence of a propagation of a smallness argument. This in turn relies on the doubling inequality from [FBRRS21], the result of Theorem 4 together with Caccioppoli’s inequality and trace estimates.

Proof of Theorem 6. We denote by $\tilde{u}$ the semi-discrete Caffarelli-Silvestre extension of $f$. With this, for $E = \Omega \times [0, C]$ and some large constant $C > 1$ to be chosen below but fixed, we first invoke Lemma 2.1 in order to obtain the following estimate: $\|\tilde{u}\|_{L^2(E)} \leq C \|f\|_{H^1(W)}$.

Next, we argue similarly as in [Rü12] and propagate information through the upper half plane. To this end, we consider a chain of balls in the upper half-plane connecting $W$ and $\Omega$. More precisely, let $x_0 \in \Omega \subset (hZ^d) \times \{0\}$, $r_0 = \bar{r}_0$ and let $x_j \in \{1, \ldots, N\}$ and $(r_j) \in \{1, \ldots, N\}$ denote points and radii such that

- $x_j \in B_{r_{j-1}}(x_{j-1})$ and $B_{r_{j-1}/2}(x_j) \subset B_{r_{j-1}}(x_{j-1})$, where this denotes balls which are fully contained in the upper half plane if $j > 1$,
- for $j \in \{1, \ldots, N\}$ the balls $B_{r_j}(x_j)$ are all contained in the upper half plane and only finitely many of them have overlap,
- the balls cover $W \times [\mu, 1]$ for $\mu \in (0, 1)$ to be determined.
Without loss of generality, by scaling we assume that $B'_1(x_0) \subset \Omega$.

Now, using that $\text{supp}(f) \subset W$, the estimate from Theorem 5, we have that
\[
\|\tilde{u}\|_{L^2(B'_{0}(x_0))}/\|f\|_{H^1(W)} \leq C (\|\partial_t \tilde{u}\|_{L^2(B'_{1}(x_0))}/\|f\|_{H^1(W)})^\alpha + Ce^{-Ch^{-1}},
\]
where we have used that $\|\tilde{u}\|_{L^2(B'_{1}(x_0))} \leq C \|f\|_{H^1(W)}$ by Lemma 2.1 and the fact that $\tilde{u}|_{B'_1(x_0)} = 0$ since $\text{supp}(f) \subset W$ and $B'_1(x_0) \subset \Omega$ by assumption. We combine this with the interior three balls inequality in its scaled form (see [FBRRS21, Corollary 5.2]) and by using second condition in the chain of balls, to next obtain
\[
\|\tilde{u}\|_{L^2(B'_{1}(x_1))}/\|f\|_{H^1(W)} \leq C (\|\tilde{u}\|_{L^2(B'_{1/2}(x_1))}/\|f\|_{H^1(W)})^\alpha + Ce^{-Ch^{-1}}
\]
\[
\leq C (\|\tilde{u}\|_{L^2(B'_{1/4}(x_0))}/\|f\|_{H^1(W)})^\alpha + Ce^{-Ch^{-1}}
\]
\[
\leq C (\|\partial_t \tilde{u}\|_{L^2(B'_{1}(x_0))}/\|f\|_{H^1(W)})^\alpha + 2Ce^{-Ch^{-1}}.
\]
Here, invoking Lemma 2.1, we estimated that $\|\tilde{u}\|_{L^2(B'_{1/2}(x_0))}/\|f\|_{H^1(W)} \leq C$ and have used that $\text{supp}_R\hat{\tilde{u}} = \text{supp}(f) \subset W$. We now iterate this estimate, use that the balls in the chain cover $W \times [\mu, 1]$ and obtain that for $N \sim C(d, \Omega, W)(\log(\mu)| + 1)$

\[
(\text{44}) \quad \|\tilde{u}\|_{L^2(W \times [\mu, 1])}/\|f\|_{H^1(W)} \leq CN C (\|\partial_t \tilde{u}\|_{L^2(B'_{1}(x_0))}/\|f\|_{H^1(W)})^{\alpha N} + NCNe^{-cN^{\alpha - 1}h^{-1}}.
\]

We remark that this leads to the requirement that $\mu \geq C_0 h$ for $C > 1$ sufficiently large, in order to still be able to apply the scaled three balls inequality from [FBRRS21, Corollary 5.2]. Further, by Poincaré’s inequality, trace estimates (see Lemma 2.2), we deduce that
\[
\|f\|_{L^2(W)} \leq C\mu^{1/2}\|\partial_t \tilde{u}\|_{L^2(W \times [0, 1])} + C\mu^{-\alpha}\|\tilde{u}\|_{L^2(W \times [\mu, 1])}
\]
\[
\leq C\mu^{1/2}\|f\|_{H^1(W)} + C\mu^{-\alpha}\|\tilde{u}\|_{L^2(W \times [\mu, 1])}.
\]

Here, in the second line, we have used that by the properties of the Caffarelli–Silvestre extension we have that $\|\partial_t \tilde{u}\|_{L^2((h\mathbb{Z})^d \times \mathbb{R})} \leq C\|f\|_{H^1((h\mathbb{Z})^d)}$. Combining this with the above bound (44),

\[
\|f\|_{L^2(W)} \leq C\mu^{1/2}\|f\|_{H^1(W)} + C\mu^{-\alpha}\|\tilde{u}\|_{L^2(W \times [\mu, 1])}.
\]
implies that for $N \sim C(d, \Omega, W)(|\log(\mu)| + 1)$
\[
\|f\|_{L^2(W)} \leq C \mu^{1/2} \|f\|_{H^1(W)} + \mu^{-\frac{1}{2}} C N (\|\partial_\alpha \tilde{u}\|_{L^2(\Omega \times \{0\})} / \|f\|_{H^1(W)}) N^N \|f\|_{H^1(W)} + NC e^{-cN^{-1}h^{-1}} \|f\|_{H^1(W)}.
\]
Possibly enlarging the constants $C > 1$ we may estimate this as follows:
\[
\|f\|_{L^2(W)} \leq C \mu^{1/2} \|f\|_{H^1(W)} + C N C (\|\partial_\alpha \tilde{u}\|_{L^2(\Omega \times \{0\})} / \|f\|_{H^1(W)}) N^N \|f\|_{H^1(W)} + NC e^{-cN^{-1}h^{-1}} \|f\|_{H^1(W)}.
\]
(45)

We next recall that $\|\partial_\alpha \tilde{u}\|_{L^2(\Omega \times \{0\})} = \|(-\Delta)^{\frac{1}{2}} f\|_{L^2(\Omega)}$ and choose
\[
\mu \sim \max \left\{ C h_0, \log \left( \frac{\|(-\Delta)^{\frac{1}{2}} f\|_{L^2(\Omega)}}{\|f\|_{H^1(W)}} \right)^{-2} \right\}
\]
for some constant $\nu \in (0, \frac{1}{2})$ to be determined below. We set $\epsilon := \left( \frac{\|(-\Delta)^{\frac{1}{2}} f\|_{L^2(\Omega)}}{\|f\|_{H^1(W)}} \right) \in (0, 1)$ and observe, that after this choice of $\nu$, the smallness hypothesis on $h_0$ (5), which reads
\[
C h_0 \leq |\log(\epsilon)|^{-1} |\log(-C \log(\epsilon))|^{-1},
\]
implies that in fact $\mu = C |\log(\epsilon)|^{-2 \nu}$ for some large constant $C > 1$. Inserting this into estimate (45), due to the dependence of $N$ on $\mu$ we thus obtain
\[
\|f\|_{L^2(W)} \leq C |\log(\epsilon)|^{-\nu} \|f\|_{H^1(W)} + C \exp \left( - C |\log(\epsilon)|^{-2 \nu} C_1 |\log(\alpha)| \nu \right) \|f\|_{H^1(W)} + C \exp \left( C |\log(-C \log(\epsilon))| - Ch^{-1} \|\log(\epsilon)|^{-2 \nu} C_1 |\log(\alpha)| \nu \right) \|f\|_{H^1(W)},
\]
where $C_1 > 0$ is a constant depending on $d, \Omega, W$. Indeed, with $\epsilon \in (0, 1)$ as above, using the relation between $N$ and $\mu$, we have rewritten the second contribution on the right hand side of (45) as
\[
\exp \left( C |\log(\mu)| + C \log(\epsilon) \mu^C |\log(\alpha)| \right) = \exp \left( 2 C \nu |\log(-C \log(\epsilon))| + C \log(\epsilon) |\log(\epsilon)|^{-2 \nu} C_1 |\log(\alpha)| \right)
\]
and using that as $\epsilon \to 0$ the second right hand side term in (46) is dominated by the first right hand side term, then implies
\[
\|f\|_{L^2(W)} \leq C |\log(\epsilon)|^{-\nu} \|f\|_{H^1(W)} + C \exp \left( C |\log(-C \log(\epsilon))| - Ch^{-1} \|\log(\epsilon)|^{-1+\nu} \right) \|f\|_{H^1(W)}
\]
\[
\leq C |\log(\epsilon)|^{-\nu} \|f\|_{H^1(W)} + C \exp \left( - C h^{-1} \|\log(\epsilon)|^{-1+\nu} \right) \|f\|_{H^1(W)}
\]
with $\nu = \frac{1}{2 C_1 |\log(\alpha)| + 1} > 0$ and a possibly enlarged constant $C > 1$ and a new constant $\tilde{C} > 0$. In the last line, we have used the smallness condition for $h_0 > 0$.

6. Fractional Powers of the Laplacian in the Discrete Torus

Let $M = \mathbb{N}$ and define $\mathbb{T}_{2\pi}$ to be the circle of circumference $2\pi/M$, which we identify with the interval $[-\pi/M, \pi/M]$. The Pontryagin dual is $\mathbb{Z}M$. Thus, the Pontryagin dual of $\mathbb{T}_{2\pi}$ is $\mathbb{Z}$. If we discretise $\mathbb{T}_{2\pi}$ by taking $M$ equispaced points, we have that the Pontryagin dual of $\mathbb{Z}_{2\pi}/\mathbb{Z}2\pi = \mathbb{Z}_{2\pi}/\mathbb{Z}M$ is $\mathbb{Z}_M$. The following dictionary might help:
Let us take \( M = 2N + 1, \ N \in \mathbb{N} \). So if in particular we discretise \( \mathbb{T}_{2\pi} \) by taking \( 2N + 1 \) equispaced mesh points with distance \( h = \frac{2\pi}{2N + 1} \), we can define the discrete torus as the set of points
\[
A^N_h := h\mathbb{Z}_{2N+1} := h\{-N, \ldots, N\}.
\]
The Pontryagin dual of \( h\mathbb{Z}_{2N+1} \) is \( \mathbb{Z}_{2N+1} \). The \( d \)-dimensional discrete torus is \( A^{N}_{h,d} = (h\{-N, \ldots, N\})^d \).

The discrete Fourier transform of a finite bounded sequence \( \{u_j\}_{j \in \{-N, \ldots, N\}^d} \) is given by
\[
\hat{u}_m = \frac{1}{(2N + 1)^d} \sum_{j \in \{-N, \ldots, N\}^d} u_j e^{-2\pi i m \cdot \frac{j}{h}}, \ m \in \{-N, \ldots, N\}^d.
\]
Recall that the notation is \( u_j := u(jh) \).

The fractional Laplacian on \( A^{N}_{h,d} \) is initially defined as
\[
(-\Delta^s_{A^{N}_{h,d}}) \varphi := \sum_{k \in \{-N, \ldots, N\}^d} \left( \sum_{i = 1}^{d} \frac{4}{\pi^2} \sin^2 \left( k_i \frac{\pi}{2N + 1} \right) \right) s_k \varphi_k e^{i k \cdot \frac{2\pi}{h} j}
\]
where \( c_k(\varphi) = \varphi_k^D \) is the Fourier coefficient of \( \varphi : A^{N}_{h,d} \to \mathbb{R} \) given in (48). Observe that, alike the situation with the fractional Laplacian on the continuous torus, see [RS14], \( (-\Delta^s_{A^{N}_{h,d}}) \varphi \) preserves the class of smooth functions on \( A^{N}_{h,d} \). By symmetry, we can define this operator for any function \( v \) which is a periodic distribution on \( A^{N}_{h,d} \), namely
\[
\langle (-\Delta^s_{A^{N}_{h,d}}) v, \phi \rangle_{C^\infty(A^{N}_{h,d})} := \sum_{j \in \{-N, \ldots, N\}^d} u_j (-\Delta^s_{A^{N}_{h,d}}) \varphi_j, \ \phi \in C^\infty(A^{N}_{h,d}).
\]

6.1. A transference formula for fractional discrete Laplacians. Our main objective in this section is the derivation of a transference formula for the fractional Laplacian on the torus. To this end, we rely on a suitable Poisson summation formula on the dual of the discrete torus. While this is known, we briefly recall it with our normalization conventions and in our set-up:

Let \( f : (h\mathbb{Z})^d \to \mathbb{R}, \ f \in \mathcal{S}(h\mathbb{Z})^d \). For \( x \in \{-N, \ldots, N\}^d \), we compute the Fourier coefficients of \( \sum_{m \in \mathbb{Z}^d} f(h(x + m(2N + 1))) \) namely, for \( j \in \{-N, \ldots, N\}^d \),
\[
\sum_{x \in \{-N, \ldots, N\}^d} \left[ \sum_{m \in \mathbb{Z}^d} f(h(x + m(2N + 1))) \right] e^{-ix \cdot \frac{2\pi j}{2N+1}} = \sum_{m \in \mathbb{Z}^d} \sum_{x \in \{-N, \ldots, N\}^d} f(h(x + m(2N + 1))) e^{-ix \cdot \frac{2\pi j}{2N+1}} = \sum_{m \in \mathbb{Z}^d} f_m e^{-ij \cdot \frac{2\pi j}{2N+1}} = \sum_{y \in \mathbb{Z}^d} f_y e^{-ij \cdot \frac{2\pi j}{2N+1}} = \frac{1}{(2N + 1)^d} \mathcal{F}(h\mathbb{Z})^d(f)(\frac{2\pi j}{2N + 1}).
\]
Proof. Let us check that
\begin{equation}
\sum_{m \in \mathbb{Z}^d} f(h(x + m(2N + 1))) = \frac{1}{(2N + 1)^d} \sum_{j \in \{-N, \ldots, N\}^d} \mathcal{F}_{(h\mathbb{Z})^d}(f) \left( \frac{2\pi j}{2N + 1} \right) e^{ix \frac{2\pi j}{2N + 1}}.
\end{equation}

Now for a function $u : (h\mathbb{Z})^d \to \mathbb{R}$ we define its periodisation as the function $p_{\Sigma}u : A_{h,d}^N \to \mathbb{R}$ given formally by
\begin{equation}
p_{\Sigma}u_j := \sum_{l \in \mathbb{Z}^d} u(h(l(2N + 1) + j)), \quad j \in \{-N, \ldots, N\}^d.
\end{equation}

For a function $v : A_{h,d}^N \to \mathbb{R}$ we define its repetition $Rv : (h\mathbb{Z})^d \to \mathbb{R}$ by
\begin{equation}
Rvm := \sum_{l \in \mathbb{Z}^d} v(h(m - l(2N + 1)))\chi_{A_{h,d}^N}(h(m - l(2N + 1))).
\end{equation}

This is nothing but the $A_{h,d}^N$-periodic function on $(h\mathbb{Z})^d$ that coincides with $v$ on $A_{h,d}^N$. The periodicity is easy to check: let $m \in \{-N, \ldots, N\}^d$, $j \in (2N + 1)\mathbb{Z}^d$. We have
\begin{align*}
Rvm+j &= \sum_{l \in \mathbb{Z}^d} v(h(m + j - l(2N + 1)))\chi_{A_{h,d}^N}(h(m + j - l(2N + 1))) \\
&= \sum_{l \in \mathbb{Z}^d} v(h(m - l(2N + 1)))\chi_{A_{h,d}^N}(h(m - l(2N + 1))) = Rvm.
\end{align*}

Recall that, for $u : A_{h,d}^N \to \mathbb{R}$ with $h = \frac{2\pi}{2N + 1}$ we are considering the Laplacian on the dual of the discrete torus
\begin{equation}
\Delta_{A_{h,d}^N}u_j := \frac{1}{h^2} \sum_{i = 1}^d \left( u(h(j + e_i)) - 2u(hj) + u(h(j - e_i)) \right), \quad j \in \{-N, \ldots, N\}^d.
\end{equation}

We aim to prove the following.

**Theorem 11.** Let $v$ be a bounded function on $A_{h,d}^N$ and $h = \frac{2\pi}{2N + 1}$. Then its repetition $Rv$ is a function in $\ell_s$ which defines a distribution in $\mathcal{S}'_c$ and such that
\begin{equation}
\sum_{l \in \mathbb{Z}^d} Rv(-\Delta)^s \varphi = \sum_{j \in \{-N, \ldots, N\}^d} v_j(-\Delta_{A_{h,d}^N})^s(p_{\Sigma}\varphi)_j, \quad \varphi \in \mathcal{S}((h\mathbb{Z})^d).
\end{equation}

**Proof.** Let us check that $Rv \in \ell_s$. We compute
\begin{align*}
\sum_{l \in \mathbb{Z}^d} |Rv|(1 + |l|)^{-(d+2s)} &= \sum_{l \in \mathbb{Z}^d} \left[ \sum_{k \in \mathbb{Z}^d} |v(h(l - k(2N + 1)))\chi_{A_{h,d}^N}(h(l - k(2N + 1)))|(1 + |l|)^{-(d+2s)} \right] \\
&= \sum_{k \in \mathbb{Z}^d} \sum_{l \in \{-N, \ldots, N\}^d+4k(2N+1)} |v(h(l - k(2N + 1)))|(1 + |l|)^{-(d+2s)} \\
&= \sum_{k \in \mathbb{Z}^d} \sum_{j \in \{-N, \ldots, N\}^d} |v_j|(1 + |j + k(2N + 1)|)^{-(d+2s)} \\
&= \sum_{j \in \{-N, \ldots, N\}^d} |v_j| p_{\Sigma}[(1 + |\cdot|)^{-(d+2s)}]_j.
\end{align*}

The function $(1 + |\cdot|)^{-(d+2s)}$ is summable, and so is $|p_{\Sigma}[(1 + |\cdot|)^{-(d+2s)}]|$, (see [SW, Chapter VII], where this is shown for functions in $\mathbb{R}^d$ and their periodisation), so the last expression above
is finite whenever $v$ is bounded. Hence, $Rv \in \ell_s$ and the left hand side of (51) is absolutely convergent.

Let, for $f \in \mathcal{S}((h\mathbb{Z})^d)$,
\[ f_j = \sum_{k \in \{-N,\ldots,N\}^d} c_k(f) e^{ik \cdot \frac{2\pi j}{N+1}}, \quad j \in \{-N,\ldots,N\}^d \]
where
\[ c_k(f) = \frac{1}{(2N+1)^d} \sum_{j \in \{-N,\ldots,N\}^d} f_j e^{-ik \cdot \frac{2\pi j}{N+1}}, \quad k \in \{-N,\ldots,N\}^d. \]

For $\varphi \in \mathcal{S}((h\mathbb{Z})^d)$, we have that $p_{\Sigma} \varphi$ is summable on $A_{h,d}^N$ and
\[ c_k(p_{\Sigma} \varphi) = \frac{1}{(2N+1)^d} \sum_{j \in \{-N,\ldots,N\}^d} (p_{\Sigma} \varphi)_j e^{-ik \cdot \frac{2\pi j}{N+1}} \]
\[ = \frac{1}{(2N+1)^d} \sum_{j \in \{-N,\ldots,N\}^d} \sum_{l \in \mathbb{Z}^d} \varphi(h(j + l(2N + 1))) e^{-ik \cdot \frac{2\pi j}{N+1}} \]
\[ = \frac{1}{(2N+1)^d} \sum_{l \in \mathbb{Z}^d} \sum_{n \in \{-N,\ldots,N\}^d + l(2N+1)} \varphi_n e^{-in \cdot \frac{2\pi \pi_k}{N+1}} \]
\[ = \frac{1}{(2N+1)^d} \sum_{n \in \mathbb{Z}^d} \varphi_n e^{-in \cdot \frac{2\pi \pi_k}{N+1}} = \frac{1}{(2N+1)^d} F_{(h\mathbb{Z})^d}(\varphi)\left(\frac{2\pi}{2N+1}\right), \quad k \in \{-N,\ldots,N\}^d. \]

Then we have proven (52)
\[ c_k(p_{\Sigma} \varphi) = \frac{1}{(2N+1)^d} F_{(h\mathbb{Z})^d}(\varphi)\left(\frac{2\pi}{2N+1}\right) = \frac{1}{(2N+1)^d} F_{(h\mathbb{Z})^d}(\varphi)(kh), \quad k \in \{-N,\ldots,N\}^d. \]

Further, since $\varphi, F_{(h\mathbb{Z})^d}(\varphi) \in \mathcal{S}((h\mathbb{Z})^d)$, we have
\[ (p_{\Sigma} \varphi)_j := \frac{1}{(2N+1)^d} \sum_{k \in \mathbb{Z}^d} F_{(h\mathbb{Z})^d}(\varphi)\left(\frac{2\pi}{2N+1}\right) e^{ik \cdot \frac{2\pi j}{N+1}}, \]
and this series converges absolutely, see [SW, Chapter VII]. It follows that $p_{\Sigma} \varphi$ is a smooth function on $A_{h,d}^N$ and hence $(-\Delta_{A_{h,d}^N})^s(p_{\Sigma} \varphi)$ is also smooth, thus the right hand side of (51) is absolutely convergent.

Moreover, for $j \in \{-N,\ldots,N\}^d$, by using (52) in the first equality below and (49) in the third one,
\[ (-\Delta_{A_{h,d}^N})^s(p_{\Sigma} \varphi)_j := \sum_{k \in \{-N,\ldots,N\}^d} \left( \sum_{i=1}^{d} \frac{4}{h^2} \sin^2 \left( k_i \frac{\pi}{2N+1} \right) \right)^s c_k(p_{\Sigma} \varphi) e^{ik \cdot \frac{2\pi j}{N+1}} \]
\[ = \frac{1}{(2N+1)^d} \sum_{k \in \{-N,\ldots,N\}^d} \left( \sum_{i=1}^{d} \frac{4}{h^2} \sin^2 \left( k_i \frac{\pi}{2N+1} \right) \right)^s F_{(h\mathbb{Z})^d}(\varphi)(kh) e^{ik \cdot \frac{2\pi j}{N+1}} \]
\[ = \frac{1}{(2N+1)^d} \sum_{k \in \{-N,\ldots,N\}^d} F_{(h\mathbb{Z})^d}((-\Delta_{A_{h,d}^N})^s \varphi)(kh) e^{ik \cdot \frac{2\pi j}{N+1}} \]
\[ = \sum_{m \in \mathbb{Z}^d} \left((-\Delta_{A_{h,d}^N})^s \varphi\right)(h(m(2N + 1) + j)) \]
\[ = p_{\Sigma}((-\Delta_{A_{h,d}^N})^s \varphi)_j, \]
thus

\[(−\Delta_{A_{N}^{h,d}})^s(p_{\Sigma}\varphi)_j = p_{\Sigma}((−\Delta)^s\varphi)_j, \quad j \in \{-N, \ldots, N\}^d.\]

We use the above to prove the desired transference formula. Indeed,

\[
\sum_{l \in \mathbb{Z}^d} Rv((-\Delta)^s\varphi_l)
= \sum_{l \in \mathbb{Z}^d} \left[ \sum_{k \in \mathbb{Z}^d} v(h(l - k(2N + 1))) \chi_{A_{N}^{h,d}}(h(l - k(2N + 1))) \right] (-\Delta)^s\varphi_l
= \sum_{k \in \mathbb{Z}^d} \sum_{l \in \{-N, \ldots, N\}^d + k(2N+1)} v(h(l - k(2N + 1)))(−\Delta)^s\varphi_l
= \sum_{j \in \{-N, \ldots, N\}^d} v_j(-\Delta)^s\varphi(h(j + k(2N + 1)))
= \sum_{j \in \{-N, \ldots, N\}^d} v_j p_{\Sigma}((−\Delta)^s\varphi)_j
= \sum_{j \in \{-N, \ldots, N\}^d} v_j(-\Delta_{A_{N}^{h,d}})^s(p_{\Sigma}\varphi)_j,
\]

where we used (53) in the last equality.

\[\square\]

6.2. First application: Proof of Theorem 7. Via transference from the pointwise formula for the fractional discrete Laplacian we will deduce the pointwise formula for fractional powers of the Laplacian on the discrete torus. Recall the notations for $A_{N}^{h}$ and $A_{N}^{h,d}$ at the beginning of this section.

We are going to prove that, for any $\phi \in C^\infty(A_{N}^{h,d})$, the following identity holds

\[(54) \quad \langle (-\Delta_{A_{N}^{h,d}})^s v, \phi \rangle_{C^\infty(A_{N}^{h,d})} = \sum_{j \in \{-N, \ldots, N\}^d} q_j \phi_j,
\]

where the function $q$ is given by

\[
q(j) = \sum_{k \in \{-N, \ldots, N\}^d \setminus \{j\} } (v(j) - v(k)) K^h_{A_{N}^{h,d}}(j - k), \quad j \in \{-N, \ldots, N\}^d.
\]

First observe that $Rv \in \ell_1((h\mathbb{Z})^d)$. We have, for $j \in \{-N, \ldots, N\}^d$,

\[(55) \quad (-\Delta)^s(Rv)_j = \sum_{k \in \mathbb{Z}^d \setminus \{j\} } (Rv_j - Rv_k) K^h_j(j - k)\]

\[
= \sum_{l \in \mathbb{Z}^d} \sum_{m \in \{-N, \ldots, N\}^d \setminus \{j\} } (Rv_j - Rv(h(m - l(2N + 1)))) K^h_j(j - m + l(2N + 1))
= \sum_{l \in \mathbb{Z}^d} \sum_{m \in \{-N, \ldots, N\}^d \setminus \{j\} } (v_j - v_m) K^h_j(j - m + l(2N + 1))
= \sum_{m \in \{-N, \ldots, N\}^d \setminus \{j\} } (v_j - v_m) \sum_{l \in \mathbb{Z}^d} K^h_j(j - m + l(2N + 1))
\]
It is easy to check that \((-\Delta_d)^s(Rv)\) is a \((h(2N + 1))^d\)-periodic function. Indeed, let \(j \in \{-N, \ldots, N\}^d, l \in \mathbb{Z}^d\). By the periodicity of \(Rv\) then

\[
(-\Delta_d)^s(Rv(h(j + l(2N + 1)))) = \sum_{k \in \mathbb{Z}^d} (Rv_j - Rv_k) K^h_s(j + l(2N + 1) - k)
\]

Let \(\phi \in C^\infty(A^N_{h,d})\). Moreover, it can be proved analogously as in [RS14, Lemma 2.3] that there exists \(\varphi \in \mathcal{S}((h\mathbb{Z})^d)\) such that

\[
(56) \quad \phi_j = p_{\Sigma} \varphi_j, \quad j \in \{-N, \ldots, N\}^d.
\]

Then, by Theorem 11 and (55),

\[
\langle (-\Delta_d)^s v, \phi \rangle_{C^\infty(A^N_{h,d})} = \langle (-\Delta_d)^s v, p_{\Sigma} \varphi \rangle_{C^\infty(A^N_{h,d})}
\]

\[
= \langle (-\Delta_d)^s (Rv), \varphi \rangle_{\mathcal{S}((h\mathbb{Z})^d)'}
\]

\[
= \sum_{j \in \mathbb{Z}^d} (-\Delta_d)^s(Rv)_j \varphi_j
\]

\[
= \sum_{k \in \mathbb{Z}^d} \sum_{j \in \{-N, \ldots, N\}^d} (-\Delta_d)^s(Rv)_j \varphi_j
\]

\[
= \sum_{j \in \{-N, \ldots, N\}^d} (-\Delta_d)^s(Rv)_j \varphi(h(j + k(2N + 1)))
\]

\[
= \sum_{j \in \{-N, \ldots, N\}^d} (-\Delta_d)^s(Rv)_j p_{\Sigma} \varphi_j
\]

\[
= \sum_{j \in \{-N, \ldots, N\}^d} q_j \phi_j,
\]

as desired.

The explicit expression for the case \(d = 1\) easily follows from the expression for the kernel in (11).
6.3. Second application: extension problem. The Caffarelli-Silvestre extension problem characterisation is valid also for the fractional discrete Laplacian, see [CRS+18]. By the general theory [ST10], it is also valid for the fractional discrete torus. We can derive the latter from the result of \((h\mathbb{Z})^d\) in [CRS+18].

Proof of Theorem 8. Consider \(u = Ru \in \ell_s\). Let \(U\) be the solution to the extension problem for \(u\)

\[
\begin{cases}
\Delta_d U + \frac{1-2s}{t} U_t + U_{tt} = 0, & \text{in } (h\mathbb{Z})^d \times (0,\infty), \\
U(hm,0) = u(hm), & \text{on } (h\mathbb{Z})^d. 
\end{cases}
\]

From [ST10] it is known that \(U(hm,t) = P_t^s * u(hm)\) for a suitable Poisson kernel \(P_t^s(hm)\). Observe that, for \(j \in \{-N, \ldots, N\}^d\),

\[
U(hj,t) = \sum_{k \in \mathbb{Z}^d} P_t^s(h(j-k))u_k
\]

\[
= \sum_{k \in \mathbb{Z}^d} \sum_{m \in \{-N, \ldots, N\}^d} P_t^s(h(j-m+k(2N+1)))u(h(m+k(2N+1)))
\]

\[
= \sum_{k \in \mathbb{Z}^d} \sum_{m \in \{-N, \ldots, N\}^d} P_t^s(h(j-m+k(2N+1)))Rv(h(m+k(2N+1)))
\]

\[
= \sum_{k \in \mathbb{Z}^d} \sum_{m \in \{-N, \ldots, N\}^d} P_t^s(h(j-m+k(2N+1)))v(hm)
\]

\[
= \sum_{m \in \{-N, \ldots, N\}^d} (p\Sigma P_t^s)_{j-m} v_m = v * a_{\Lambda, d} (p_2 P_t^s)\).
\]

By uniqueness, it follows that \(V(\cdot, t) = v * a_{\Lambda, d} (p_2 P_t^s)\), for each \(t > 0\). Moreover, by Theorem 11 and the extension problem for the fractional discrete Laplacian,

\[
c_{s} \sum_{j \in \{-N, \ldots, N\}^d} v_j (\Delta_{\Lambda, d})^s(p_\Sigma \varphi)_{j} = c_{s} \sum_{l \in \mathbb{Z}^d} u_l (\Delta_d)^s \varphi_{l}
\]

\[
= \lim_{t \to 0^+} \sum_{l \in \mathbb{Z}^d} t^{1-2s} U_l(hl,t) \varphi_{l}
\]

\[
= \lim_{t \to 0^+} \sum_{k \in \mathbb{Z}^d} \sum_{j \in \{-N, \ldots, N\}^d} t^{1-2s} U_l(h(j+k(2N+1)),t) \varphi(h(j+k(2N+1)))
\]

\[
= \lim_{t \to 0^+} \sum_{j \in \{-N, \ldots, N\}^d} t^{1-2s} U_l(hj,t)(p_\Sigma \varphi)_{j}
\]

\[
= \lim_{t \to 0^+} \sum_{j \in \{-N, \ldots, N\}^d} t^{1-2s} V_l(hj,t)(p_\Sigma \varphi)_{j}.
\]

Taking (56) into account, (7) follows. \(\square\)

6.4. Failure of global unique continuation: proof of Theorem 9. We are going to prove Theorem 9. If \(j \in X\), the requirement \(u_j = 0\) implies

\[
(\Delta_{\Lambda, d})^s u_j = - \sum_{m=-N \atop m \neq j}^N u_m K_{s, \Lambda, d} (j-m).
\]

We compute \((\Delta_{\Lambda, d})^s u_j\) for all \(j \in X\), which yields \(M\) equations. On the other hand, set \(u_j = 0\) for all \(j \in \{-N, \ldots, N\} \setminus Y\), where \(Y\) is a set of cardinality \(M + 1\) such that \(Y \cap X = \emptyset\). This is only possible if \(M + (M+1) \leq 2N+1\) or, equivalently, \(M \leq N\). We have that setting \((\Delta_{\Lambda, d})^s u_j = 0\)
for all \( j \in X \) gives then a homogeneous system of \( M \) equations and \( M + 1 \) unknowns. Since there are more unknowns than equations, there are infinitely many nontrivial solutions.

**Remark 6.1.** If we have a function \( u \) such that \( u_j = 0 = (-\Delta_A^m)^j u_j \) for \( j \in X, X \) being a set of cardinality \( m > N \), by the same reasoning as above, we have \( m \) equations coming from the fact that the fractional Laplacian vanishes in \( X \), and, since \( u_j = 0 \) in \( X \), there are \( 2N + 1 - m \) values of \( u \) where we do not have a priori information. The assumption that \( m > N \) implies that we have a homogeneous system with more equations than unknowns. Hence, we can no longer argue as above, in order to conclude the failure of the global UCP. It would be interesting to study the unique continuation properties in this situation further, and to know whether/ in which situation the global UCP holds.

**Appendix A. An Estimate for the \( d \)-Dimensional Kernel**

In this subsection we aim to prove an upper estimate for the kernel \( K_h(m) \), \( m \in \mathbb{Z}^d \), which will be useful for the counterexamples in higher dimensions. First we need some technical lemmas.

**Lemma A.1.** Let \( \alpha \geq 0, \beta > \alpha + 1, A, B > 0 \). Then

\[
\int_0^1 \frac{A^\alpha (1-A)^\alpha}{(A+B)^3} dA \leq \frac{\Gamma(\alpha + 1)\Gamma(\beta - \alpha - 1)}{\Gamma(\beta)} \frac{1}{B^{\beta - \alpha - 1}}.
\]

**Proof.** Observe that

\[
\int_0^1 \frac{A^\alpha (1-A)^\alpha}{(A+B)^3} dA \leq \int_0^1 \frac{A^\alpha}{(A+B)^3} dA = \frac{1}{B^3} \int_0^1 \frac{A^\alpha}{(1 + \frac{A}{B})^3} dA
\]

\[
= \frac{1}{B^3} \int_0^{1/B} \frac{(Bz)^\alpha B}{(1 + z)^3} dz
\]

\[
\leq \frac{1}{B^3} \int_0^{\infty} \frac{(Bz)^\alpha B}{(1 + z)^3} dz
\]

\[
\leq \frac{\Gamma(\alpha + 1)\Gamma(\beta - \alpha - 1)}{\Gamma(\beta)} \frac{1}{B^{\beta - \alpha - 1}},
\]

where we used the definition of the Beta function

\[
B(x, y) := \int_0^{\infty} \frac{t^{x-1}}{(1+t)^{x+y}} dt = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)},
\]

whenever \( \text{Re } x, \text{Re } y > 0 \). \( \square \)

Let us use the notation \( \|m\|_1 := \sum_{i=1}^d |m_i| \).

**Lemma A.2.** Let \( m = (m_1, \ldots, m_d) \in \mathbb{N}^d \). Define, for \( i = 1, \ldots, d \),

\[
U_i := \frac{u_i^{m_i-1/2}(1-u_i)^{m_i-1/2}}{\Gamma(m_i + 1/2)}.
\]

Let \( 1 \leq r \leq d \) be fixed and \( b > \frac{d}{2} \). Then, for \( C > 0 \),

\[
\int_{[0,1]^{d-r+1}} \prod_{i=r}^d U_i \, du_i \leq \frac{\Gamma(\sum_{i=1}^d m_i + b - \frac{(d-r)\cdot(d-r-1)}{2})}{\Gamma(\sum_{i=1}^d m_i + b)} \Gamma(\|m\|_1 + b).
\]

**Proof.** Without loss of generality, we begin with the integral in the variable \( u_r \). We use Lemma A.1, with \( A = u_r, B = (C + u_{r+1} + \cdots + u_d), \alpha = m_r - 1/2 \) and \( \beta = \|m\|_1 + b \). Let us denote by \( I \) the integral in the statement of the lemma. Then,

\[
I \leq \frac{\Gamma((m_r + 1/2)\|m\|_1 + b - (m_r + 1/2))}{\Gamma(\|m\|_1 + b)} \frac{1}{\Gamma(m_r + 1/2)}
\]
We apply again Lemma A.1 in the integral with the variable \(u_{r+1}\), with \(A = u_{r+1}\), \(B = C + u_{r+2} + \cdots + u_d\), \(\alpha = m_{r+1} - 1/2\) and \(\beta = \|m\|_1 + b - (m_r + 1/2)\). Observe that \(\beta - \alpha = \|m\|_1 - m_r + b + 1/2 > 1\). Hence,

\[
I \leq \frac{\Gamma(\|m\|_1 + b - (m_r + 1/2)) \Gamma(\|m\|_1 + b - (m_r + 1/2)) - (m_{r+1} + 1/2))}{\Gamma(\|m\|_1 + b)} \frac{1}{\Gamma(m_{r+1} + 1/2)} \times \int_{[0,1]^{d-r-1}} \frac{\prod_{i=r+2}^d U_i du_i}{(C + u_{r+2} + \cdots + u_d)^{\|m\|_1 + b - (m_r + 1/2) - (m_{r+1} + 1/2)}}. 
\]

Then, by following the same procedure \(d - r\) times, we finally obtain that the integral in the statement is bounded by

\[
\frac{\Gamma(\|m\|_1 + b - \sum_{i=r}^d (m_i + 1/2))}{\Gamma(\|m\|_1 + b)} \frac{1}{\|m\|_1 + b - \sum_{i=r}^d (m_i + 1/2)}. 
\]

The conclusion follows easily. 

\[\square\]

**Lemma A.3.** Let \(m = (m_1, \ldots, m_d) \in \mathbb{N}^d\). Let \(U_i\) be as in (57), for \(i = 2, \ldots, d\). Let \(a > 0\), \(b > \frac{d}{2}\). Then,

\[
\int_{[0,1]^d} u_1^{m_1 - b + a} (1 - u_1)^{m_1 - \frac{d}{2}} \prod_{i=2}^d U_i du_1 \leq \Gamma(\|m\|_1 + b - \sum_{i=2}^d (m_i + \frac{1}{2})) \frac{1}{\Gamma(\|m\|_1 + b - \sum_{i=2}^d (m_i + \frac{1}{2})).}
\]

**Proof.** First, by Lemma A.2 with \(r = 2\) and \(C = u_1\) we obtain that

\[
\int_{[0,1]^{n-1}} \frac{\prod_{i=2}^d U_i du_i}{(u_1 + \cdots + u_d)^{\|m\|_1 + b}} \leq \frac{\Gamma(\|m\|_1 + b - \sum_{i=2}^d (m_i + \frac{1}{2}))}{\Gamma(\|m\|_1 + b)} \frac{1}{u_1^{\|m\|_1 + b - \sum_{i=2}^d (m_i + \frac{1}{2})}.}
\]

Thus, for the remaining integral in the variable \(u_1\), we have

\[
\int_0^1 u_1^{a - b + \frac{d}{2} - 1} (1 - u_1)^{m_1 - \frac{d}{2}} du_1 = \frac{\Gamma(a - b + \frac{d}{2}) \Gamma(m_1 + \frac{1}{2})}{\Gamma(a - b + m_1 + \frac{d}{2})}.
\]

This, together with the estimate above, yields the desired result. 

\[\square\]

The next identity is known as Schlöfl's integral representation of Poisson type for modified Bessel functions (see [Leh72, (5.10.22)]), and it is valid for a real number \(\nu > -\frac{1}{2}\);

\[
I_\nu(z) = \frac{z^\nu}{\sqrt{\pi} 2^\nu \Gamma(\nu + 1/2)} \int_{-1}^1 e^{-zs}(1 - s^2)^{\nu - 1/2} ds, \quad |\arg z| < \pi, \quad \nu > -\frac{1}{2}.
\]

Now we are ready to prove the upper estimate for the kernel.

**Lemma A.4.** The discrete kernel \(K_b^b(m)\) defined in (10) is bounded from above as follows

\[
K_b^b(m) \leq \frac{1}{h^{2s}} \frac{2^{d(d+2s-1)-1} \Gamma(d/2 + s) \Gamma(\|m\|_1 - s)}{\pi^{d/2} \Gamma(-s) \Gamma(\|m\|_1 + d + s)}, 
\]

for \(m \in \mathbb{Z}^d\), \(m \neq (0, \ldots, 0)\).

**Proof.** Let \(m \in \mathbb{N}^d\). We use Schlöfl's integral (58) to obtain

\[
\int_0^\infty G(m, t) \frac{dt}{t^{1+s}} = \pi^{-d/2} \int_0^\infty e^{-2at} \prod_{i=1}^d \frac{(2t)^{m_i}}{2^{m_i} \Gamma(m_i + 1/2)} e^{-2tw_i} (1 - w_i^2)^{m_i - 1/2} dw_i \frac{dt}{t^{1+s}}.
\]
We make the change of variables \((1 + w_i) = 2u_i, i = 1, \ldots, d\), then the last integral equals

\[
\pi^{-d/2} \int_{[0,1]^d} \prod_{i=1}^{d} \int_0^\infty 4^{|m_1|} e^{-4t(u_1 + \cdots + u_d)} \Gamma(|m_1| - 1 - s) \Gamma(m_i + 1/2)} dt \frac{(1 - u_i^2)^{m_i - 1/2}}{\Gamma(m_i + 1/2) u_i^{m_1 - 1/2}} du_i.
\]

(60)

where \(U_i\) is that in (57) (observe that the integral in \(t\) converges when \(s < \|m\|_1\), with \(\|m\|_1 \geq 1\).

If we multiply and divide by \((u_1 + \cdots + u_d)^{d+2s}\) in the integral above, then

\[
\int_{[0,1]^d} \prod_{i=1}^{d} \frac{u_i^{m_k - 1/2}(1 - u_k^{m_k - 1/2})}{(u_1 + \cdots + u_d)^{|m|_1 + d + s}} U_i du_i d_u_k
\]

\[
\leq \frac{2^{d(d+2s)}}{\Gamma(m_k + 1/2)} \prod_{i=1}^{d} \frac{u_i^{m_k - 1/2 + d + 2s}(1 - u_k^{m_k - 1/2} + u_k^{d + 2s} + \cdots + u_d^{d + 2s})}{(u_1 + \cdots + u_d)^{|m|_1 + d + s}} U_i du_i d_u_k,
\]

where we used the convexity of the function \(|x|^p, p > 1,\) repeatedly, so that \((u_1 + (u_2 + \cdots + u_d))^{d+2s} \leq 2^{d+2s-1}(u_1^{d+2s} + (u_2 + \cdots + u_d)^{d+2s}).\) Thus, \(K_h^k(m) \leq \frac{2^{d(d+2s-1)} \Gamma(|m|_1 - s)}{\pi^{d/2} \Gamma(-s) \Gamma(|m|_1 + d + s)} \sum_{k=1}^{d} T_k,
\]

where

\[
T_k = \frac{1}{\Gamma(m_k + \frac{1}{2})} \int_{[0,1]^d} \frac{u_i^{m_k - 1/2 + d + 2s}(1 - u_k^{m_k - 1/2} + u_k^{d + 2s} + \cdots + u_d^{d + 2s})}{(u_1 + \cdots + u_d)^{|m|_1 + d + s}} \prod_{i=1}^{d} \frac{U_i du_i d_u_k}
\]

If \(k = 1,\) by using Lemma A.3 with \(a = d + 2s\) and \(b = d + s,\) we obtain

\[
T_1 \leq \frac{\Gamma(m_1 + \frac{d+1}{2} + s)}{\Gamma(m_1 + \frac{1}{2}) \Gamma(m_1 + d + s)} \frac{\Gamma(d + s) \Gamma(m_1 + \frac{1}{2})}{\Gamma(m_1 + \frac{d+1}{2} + s)}
\]

For the rest of \(T_k,\) we obtain analogous estimates. With this, we conclude that

\[
K_h^k(m) \leq \frac{1}{h^{2s}} \frac{2^{d(d+2s-1)} \Gamma(|m|_1 - s)}{\pi^{d/2} \Gamma(-s) \Gamma(|m|_1 + d + s)},
\]

and we are done. \(\square\)

**Remark A.5.** In view of the asymptotics (12), one deduces that

\[
K_h^k(m) \lesssim_{d,s} \frac{1}{h^{2s}} \|m\|_1^{-d-2s} \quad \text{as} \quad \|m\|_1 \to \infty.
\]
Appendix B. Fractional Laplacian on the discrete torus via the heat semigroup

We will discuss how the pointwise formula for the fractional powers of the Laplacian on the discrete torus shown in Theorem 7 can be also obtained via the semigroup language with the corresponding heat kernel.

First, we are interested in solving

\[ \begin{aligned} \partial_t w_j &= \Delta_{A^N_{h,d}} w_j, \quad \text{in} \ A^N_{h,d} \times (0, \infty), \\ w_j(0) &= u_j, \quad \text{on} \ A^N_{h,d}, \end{aligned} \]

where \( \Delta_{A^N_{h,d}} \) is defined in (6). Let us compute the fundamental solution, i.e., the heat kernel. We can rewrite (48) as

\[ \hat{u}_m^D = \frac{h^d}{(2\pi)^d} \sum_{j \in \{-N, \ldots, N\}^d} u_j e^{-im \cdot jh}, \quad m \in \{-N, \ldots, N\}^d \]

and the latter solves

\[ \partial_t \hat{u}_m^D = \frac{1}{h^2} \left( \sum_{j=1}^d (2 \cos(m_j h) - 2) \right) \hat{u}_m^D. \]

The fundamental solution \( u_j := G(jh, t) \) satisfies \( \hat{u}_m^D = 1 \) for all \( m \), so

\[ G(jh, t) = \frac{1}{(2N+1)^d} \sum_{m \in \{-N, \ldots, N\}^d} e^{ij \cdot mh} \left( \prod_{j=1}^d e^{\frac{2\pi}{h} \cos(m_j h) - 1} \right), \]

for \( j \in \{-N, \ldots, N\}^d \). Now, for \( \rho \in \{-N, \ldots, N\}^d \), we use the Poisson summation formula

\[ \frac{1}{(2N+1)^d} \sum_{x \in A^N_{h,d}} e^{i\rho \cdot x} f(x) = \sum_{k \in \mathbb{Z}^d} \hat{f}(\rho + k(2N + 1)), \]

where

\[ \hat{f}(k) := \frac{1}{(2\pi)^d} \int_{[0, 2\pi]^d} e^{-ik \cdot x} f(x) \, dx. \]

Then, taking \( \rho = j \) and noting that \( \frac{2\pi}{h} = 2N + 1 \), we write

\[ G(jh, t) = \sum_{\ell \in \mathbb{Z}^d} \hat{f}\left( \frac{2\pi \ell}{h} + j \right). \]

Here,

\[ \hat{f}\left( \frac{2\pi \ell}{h} + j \right) = \frac{1}{(2\pi)^d} \int_{[0, 2\pi]^d} e^{-i \ell \cdot \frac{2\pi}{h} + j} \ \prod_{k=1}^d e^{\frac{2\pi}{h} \cos x_k - 1} \, dx = e^{-2\pi j \cdot \frac{\ell}{h^2}} \prod_{k=1}^d I_{\ell_k (2N+1) + j_k} \left( \frac{2\pi}{h^2} \right), \]

where \( I_k \) is the modified Bessel function of the first kind and order \( k \in \mathbb{Z} \), and we used the identity (see [OM10, 10.32.3])

\[ I_n(z) = \frac{1}{\pi} \int_0^\pi e^{z \cos \theta} \cos(n \theta) \, d\theta, \quad n \in \mathbb{Z}. \]
Therefore,

\[ G(jh, t) = \frac{h^d}{(2\pi)^d} \sum_{m \in \{-N,...,N\}^d} \left( \prod_{j=1}^{d} e^{\frac{h}{2} \cos(m_j h)} \right) e^{im_j h} \]

\[ = e^{-2dt/h^2} \sum_{\ell \in \mathbb{Z}^d} \prod_{k=1}^{d} I_{k \cdot (2N+1) + j_k} \left( \frac{2t}{h^2} \right). \]

The above identity, in the case \( d = 1 \), was obtained in [KN06].

Observe that

\[ \sum_{j \in \{-N,...,N\}^d} G(jh, t) = \sum_{j \in \{-N,...,N\}^d} \sum_{\ell \in \mathbb{Z}^d} \prod_{i=1}^{d} e^{-2t/h^2 I_{\ell_i (2N+1) + j_i}} \left( \frac{2t}{h^2} \right) \]

\[ = \prod_{i=1}^{d} \sum_{k_i \in \mathbb{Z}} e^{-2t/h^2 I_{k_i}} \left( \frac{2t}{h^2} \right) = 1 \]

where we used that for all \( k_i \in \mathbb{Z} \) there exists a unique \( \ell_i \in \mathbb{Z} \) such that \( k_i = \ell_i (2N+1) + j_i \), with \( j_i \in \{-N,...,N\} \) and that \( \sum_{k \in \mathbb{Z}} e^{-2t/h^2 I_k} \left( \frac{2t}{h^2} \right) = 1 \). Hence, the solution of the equation (61) is given by

\[ e^{t \Delta_{A, h, d} u_j} = \sum_{m \in \{-N,...,N\}^d} G(jh - mh, t) u_m \]

\[ = \sum_{m \in \{-N,...,N\}^d} e^{-2dt/h^2} \sum_{\ell \in \mathbb{Z}^d} \prod_{k=1}^{d} I_{k \cdot (2N+1) + j_k - m_k} \left( \frac{2t}{h^2} \right) u_m. \]

Now we can define the fractional powers

\[ (-\Delta_{A, h, d})^s u_j = \frac{1}{\Gamma(-s)} \int_0^\infty (e^{t \Delta_{A, h, d} u_j} - u_j) \frac{dt}{t^{1+s}} \]

\[ = \frac{1}{\Gamma(-s)} \int_0^\infty \sum_{m \in \{-N,...,N\}^d} e^{-2dt/h^2} \sum_{\ell \in \mathbb{Z}^d} \prod_{k=1}^{d} I_{k \cdot (2N+1) + j_k - m_k} \left( \frac{2t}{h^2} \right) (u_m - u_j) \frac{dt}{t^{1+s}} \]

\[ = \sum_{m \in \{-N,...,N\}^d} (u_m - u_j) \frac{1}{\Gamma(-s)} \int_0^\infty e^{-2dt/h^2} \prod_{k=1}^{d} I_{k \cdot (2N+1) + j_k - m_k} \left( \frac{2t}{h^2} \right) \frac{dt}{t^{1+s}} \]

\[ = \sum_{m \in \{-N,...,N\}^d} (u_j - u_m) K_{A, h, d}(j - m), \]

In view of (10) we conclude

\[ (-\Delta_{A, h, d})^s u_j = \sum_{m \in \{-N,...,N\}^d} (u_j - u_m) K_{A, h, d}(j - m), \quad j \in \{-N,...,N\}^d. \]

where

\[ K_{A, h, d}(j) := \sum_{\ell \in \mathbb{Z}^d} K_{h}^d(j + \ell (2N+1)). \]
In the case \( d = 1 \), in view of the formula (see for instance [PBM88, p. 305]), valid for \( \text{Re}\, c > 0 \),
\[-\text{Re}\, c < \text{Re}\, \alpha < 1/2,\]
\[
\int_{0}^{\infty} e^{-ct} I_{\ell}(ct) t^{\alpha-1} \, dt = \frac{(2\pi)^{-\alpha} \Gamma(1/2 - \alpha) \Gamma(\alpha + \nu)}{\Gamma(\nu + 1 - \alpha)} ,
\]
and using that \( I_{-m}(t) = I_{m}(t) \) we have
\[
\sum_{\ell=-\infty}^{\infty} I_{\ell}(2N+1+j-m) \left( \frac{2t}{h^2} \right) = \sum_{\ell \in \mathbb{Z}} I_{\ell}(2N+1+j-m) \left( \frac{2t}{h^2} \right) + \sum_{\ell \in \mathbb{Z}} I_{-\ell}(2N+1+j-m) \left( \frac{2t}{h^2} \right)
\]
and thus, since \( m \neq j \)
\[
\frac{1}{\Gamma(-s)} \int_{0}^{\infty} e^{-2t/h^2} \sum_{\ell=-\infty}^{\infty} I_{\ell}(2N+1+j-m) \left( \frac{2t}{h^2} \right) \frac{dt}{t^{1+s}} =
\frac{1}{\Gamma(-s)} \sum_{\ell \in \mathbb{Z}} \frac{1}{\pi} \left( \frac{4}{h^2} \right)^{s} \Gamma(1/2 + s) \Gamma(j-m + \ell(2N+1) - s) \Gamma(j-m + \ell(2N+1) + 1 + s)
\]
\[+ \frac{1}{\Gamma(-s)} \sum_{\ell \in \mathbb{Z}} \frac{1}{\pi} \left( \frac{4}{h^2} \right)^{s} \Gamma(-\ell(2N+1) - (j-m) - s) \Gamma(-\ell(2N+1) - (j-m) + 1 + s)
\]
\[
= \frac{1}{\Gamma(-s)} \sum_{\ell \in \mathbb{Z}} \left[ \frac{1}{\pi} \left( \frac{4}{h^2} \right)^{s} \Gamma(1/2 + s) \Gamma([j-m + \ell(2N+1)] - s) \Gamma([j-m + \ell(2N+1)] + 1 + s) \right]
\]
\[
= K_{s,h,1}^{A_{N}^{N}}(j-m).
\]
We conclude that
\[
(-\Delta_{A_{h,1}^{N}})^{s} u_{j} = \sum_{m=-N}^{N} (u_{j} - u_{m}) K_{s,h,1}^{A_{N}^{N}}(j-m), \quad j \in \{-N, \ldots, N\}.
\]
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