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Abstract. This paper describes a procedure for lexical selection of open-class lexical items in a natural language generation system. An optimal lexical selection method must be able to make realistic decisions under varying contextual circumstances. First, it must be able to account for the influence of context, based on meaning correspondences between elements of conceptual input and the lexical hierarchy of the target language. Second, it must be able to use contextual constraints, as supported by contextualized information in the generation lexicon. Third, there must be an option for realizing input syntactic frames passively or through definite descriptions.

Visuals, there must also be an option for using elliptical constructions. The nature of background knowledge and the algorithm we suggest for this task are described. The lexical selection procedure is a part of a comprehensive generation system, DIONE.

I. OVERVIEW OF THE GENERATION RESEARCH HYP.

Natural language generation is traditionally divided into two stages: the sentence planning ("what to say") stage and the lexical and syntactic realization ("how to say it") stage. The latter stage consists essentially, of a large set of realization choices for the various meanings of the input, with the syntax-directed, syntactic and lexical success of expansion in the target language (1). Research reported here deals with the process of lexical selection during the second stage of generation. Many of the existing generation systems have been conceived as components of natural language interfaces to databases systems. In such generators the lexical inventory can be strongly constrained without jeopardizing the quality of the interaction (cf., e.g., McKeown, 1985). Such systems necessarily concentrate on choosing appropriate NL syntax -- indeed, generators are expected to produce adequate syntactic structures. Lexical selection becomes more important when it is difficult to constrain the types of output in generation, and, consequently, when the lexicon becomes large. Machine translation and automatic text summarization are among applications that by nature require a wide range of outputs and hence to use a large lexicon. Note that all these two the focus does not involve sentence planning and concentrates on lexical and syntactic realization.

In the natural language generation community the task of lexical selection has not yet received a sufficient amount of attention, though it was addressed in a well-known early generation project (Goldsmith, 1975) and is widely recognized as an important problem (cf. Daniel, 1982; Wats; 1983; Horstkott, 1986; and the survey Cumming, 1986). Our motivation for this research was that we agree with Marcon (1987, p. 211) that "most generation systems don't use words at all", and we believe that the quality of generation output will improve significantly once an adequate lexical selection component becomes a standard part of a NLG system.

2. THE TASK

Research reported in this paper was performed within the DIONE project (Nirenburg, 1987), whose objective is to provide a high-quality generator for a knowledge-based interlingual machine translation system. The input to this generator is a set of (a) world concept instances that represent the propositional content of the original text, and (b) sets of text parameter values that represent its pragmatic content (These concepts are represented in a frame-oriented formalism and are interconnected according to the rules of a special grammar -- see Nirenburg et al., 1986 for a detailed description). In this paper we deal with a subset of the generation task, namely, the selection of open-class lexical items to realize the meanings of object, event and property tokens in the input. Thus, the output of the generation module described here is a lexical unit or a pronoun in the target language.

Our approach (and especially the expected input) to text generation is similar to that of the SEMSYN project (e.g. Tödtner, 1986). Lexical selection is not, however, an immediate concern of and is not discussed at any length in SEMSYN descriptions (see, for instance, Tödtner et al. (1984, p. 492)), and a published analysis of practical difficulties encountered by the project (Hauskata et al., 1985) does not address this issue at all. Furthermore, since until very recently that project has not generated sentence-length texts (article titles), the problem of definite descriptions, pronounization and elliptic did not become acutely important.

3 Why is it a difficult task?

Lexical choice is not a straightforward task. Suppose we have to express in English the meaning "a person whose sex is male and whose age is between 15 and 15 years." What knowledge do people use in order to come up with an appropriate choice out of such candidate realizations as those listed in (1).

(1) boy, kid, teenager, youth, child, young man, schoolboy, adolescent, man.

Without a contextual context the choice, based on elements of the meaning match and generality of meaning, should be boy. For a computer program to be capable of making choices like this, it has to possess a preference-assigning capability on the matches between the meanings of the candidate lexical realizations on the one hand and the input meaning unit (see the discussion of the matching metrics below).

3.1 Collocations

Lexical choices are, however, typically made in context. Contextual relations among lexical units reflect meaning-induced constraints on cooccurrence (selective restrictions: adverbs take a human subject). Sometimes, however, it is difficult to formulate a cooccurrence constraint in terms of selective restrictions alone. Thus, for example, the causative construction with the English causative requires every, its Russian equivalent винипает requires оказать, and the latter is not a Russian equivalent of exert other than in the above and few similar syntactic constructions. Why do we use, in English, shed water out of a bucket or they drew tears every time when...? Such properties of the lexical stock of a natural language are called collocational. We will now illustrate the concept of collocation through several examples.

Consider the conceptual structure of a large quantity of, (a relative) value for measuring quantities (of materials, forces, qualities, properties, etc.). It is realized in English in accordance with collocational properties of the lexical units that are used as its operands. Not every quantity goes with every realization of the above operator. Members of the set - big, enormous, great, huge, large, strong, wide, of potential realizations of a large quantity of can cooccur with every of the members of the set -count, difficulty, expense, selection, voltage- of quantities. We say high voltage but a large amount. It would be inappropriate for a generation system to produce something like high selection or large difficulty. (Note that in pursing the problem of assigning a similar semantic marker to all the various expressions from the example can, in principle, be tackled through a mechanism of metaphor processing (e.g., Carbonell, 1987), whereby a general heuristic rule is developed for producing metaphoric lexical input belonging to a single class, such as, for instance, a large quantity of - see Lakoff and Johnson, 1980, for an extensive listing of potential metaphor classes; in generation, however, the task is the opposite -- to produce fluent metaphorical language. Since this depends not on regularities of meaning, but rather on the idioms realized in the various contexts, the general rules will be more difficult to come by and formulate.)

An additional class of collocations are the paradigmatic collocations. These are best exemplified by the 'set-complement' collocations such as the English left and right of parts and children. The knowledge of these collocations, for instance, simplifies the process of lexical selection of conjoined constructions, such as ladies and gentlemen.

Collocational relations are defined on lexical units, not meaning representations. The study of collocations proceeds to Tind (HSS); it is
a central part of the *Meaning-Text* school of linguistics—cf. MedCull, 1974; 1981. The importance of collocational properties in generations has been recognized (cf. Cumming, 1980), but relatively few systems actually include collocational information in their decision processes.

3.2 Ellipsis and Anaphora

Certain contexts completely alleviate the problem of open-class lexical selection. Consider the following (gloss of an) input segment:

(2) 

Clause1: Buy(John book), time: focus: book

Clause2: Bring(John book; office), belong-to(office; John)

Clause3: Read(John book), aspect: inchoative, time: after(time2)

One of the adequate ways of realizing it is:

(3) 

*John bought a book. He brought this book to his office and started to read it.*

There are seven instances of the three object-type concepts in the case-role slots of the input propositions above. Each of the three concepts is realized lexically only once. In two cases these meanings were realized through pronounization and in one each through definite description and an elliptical construction. This example shows that non-lexical realization is an integral part of the process of lexical selection in generation.

In what follows we briefly describe the system architecture, the knowledge structures and the algorithm we use for selecting open-class lexical items in generation.

4 The System and the Knowledge

**DIOGENES** is a distributed natural language generation system featuring a blackboard-type control structure. The processing in it is concentrated in the *knowledge sources* which are triggered by the state of the various blackboards. The latter contain the input to generation as well as all intermediate and final results of DIOGENES operations, represented uniformly in a frame-oriented knowledge representation language. Background knowledge in DIOGENES includes the following components relevant to the task of lexical selection:

* a concept lexicon, a set of knowledge structures that describe object and event-types in the (sub)world of the texts to be generated (the first application of DIOGENES is, for example, in the domain of computer hardware manuals)

![Figure 1. Concept Lexicon Entries](image-url)
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The importance value serves to distinguish the saliency of the various relations for the identity of the entry head. Thus, for instance, generating youth instead of boy seems to be less a deviation than generating girl. This is why the importance of the sex slot in the example below is greater than that of the age slot.

The sample GL entries below do not contain a full complement of collocation relations.

(make-frame toss
  (is-token-of (value throw))
  (direction (value up))
  (importance 3)
  (altitude (value high))
  (importance 3)
  (velocity (value low))
  (importance 9)
  (object (value coin))
  (lexeme (value "toss"))
  (syntactic-info (lexical-class verb))
  (verb-type transitive)
  (morph regular)
  (para-collocation (antonym catch) (synonym cast propel toss fling hurl pitch pass))
)

(make-frame new
  (is-token-of (value age.CL))
  (age (percent-of-range (0 25)))
  (domain (value non-living.CL))
  (lexeme (value "new"))
  (syntactic-info (lexical-class adjective))
  (morphological-info (comparative regular) (superlative regular))
  (para-collocation (antonym old))
)

(make-frame boy
  (is-token-of (value person.CL))
  (sex (value male))
  (importance 10)
  (age (value (2 15)))
  (importance 4)
  (lexeme (value "boy"))
  (para-collocation (antonym girl adult) (hyponym person))
  (syn-collocations-in (value boy.syn))
)

(make-frame boy.syn
  (agent-of (value play throw run jump)
    (strength 0))
  (place (value school playground ballfield)
    (strength 0))
)

The main static knowledge source for generating of open-class items is a specialized generation lexicon (GL). The structure of an entry in the generative lexicon in DIOGENES is shown in Figure 2 (the BNF is incomplete wherever obvious):

GL-entry ::= ( <meaning-pattern><TL-pattern>* )

<meaning-pattern> ::= ( (token-of (value <CL-concept>))
  (relation (value <value>*))
  (importance <importance-value>*))

<CL-concept> ::= [any concept in concept lexicon]

<relation> ::= [any relation from Concept Lexicon]

<value> ::= [any concept or attribute (scale)
  value in Concept Lexicon]

<importance-value> ::= ( [TL-lexeme]<lex-info><collocation> )

<TL-lexeme> ::= (language)<TL-lexical-unit | (synonym TL-lexical-unit*)

<language> ::= english | spanish | japanese | ...

<lex-info> ::= ([syntactic-info] (morph <inflection-type>))

<syntactic-info> ::= [the contents of a syntactic dictionary
  (cf. e.g. Ingria, 1987)]

<inflection-type> ::= [an indication of irregularities in forming word forms,
  o.g., Rl[goose]]

<collocation> ::= ( [dimension] <dimension-value>* )

<dimension> ::= [the name of a (syntagmatic or paradigmatic) collocation relation based on the TL slot names for the concept in question]

<dimension-value> ::= [a TL lexical unit (word or expression)
  that can ordinarily collocate with the TL lexical unit in <TL-lexeme> above,
  and connected to the TL unit on a specified dimension; can be recursive]

Figure 2. The Structure of the Generation Lexicon.
5 The Algorithm

In the DIOGENES generator an instantiation of a head-selecting knowledge source is triggered simultaneously for every event and role instance in the input representation. The results of their operation are posted to a public blackboard, so that all knowledge source instances can draw on this knowledge in their own decision processes. The knowledge sources responsible for selecting modifiers are triggered when the heads of their phrases have already been selected.

Figure 3 illustrates the algorithm for a single lexical selection (head or modifier) knowledge source. If an input frame was already mentioned in the input, the question arises whether it should be realized non-lexically, that is, using deictic means (this is the case with the second appearance of John in (2)). If so, a proper realization must be found and posted on the corresponding blackboard. If this process fails at any point, we revert to the 'regular' case of lexical realization. This latter consists, first of all, in scanning the generation lexicon in search of a set of candidate realizations for the input frame. (1) is an example of such a set. When such a set is produced, we attempt to filter it by removing those candidates that are not compatible with realizations already decided upon for other input frames in the same sentence. This processing is based on comparing the collocation information in the lexicon entries for the members of various candidate realization sets.

For example, if a neighbor frame has already been realized as demonstrator, then the collocational information will filter out all members of (1) but youth, teenager, man. If the residual set has cardinality one, we post the result. Otherwise — as in the case when no collocational information can be used — we proceed to select the realization based solely on the entries in the candidate realization set (that is, without the
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6 Status and Future Work

The blackboard architecture and the inexact meaning matching module has been implemented; the collocation treatment module has also been implemented, but extensive testing has not been performed due to the lack of a large-scale lexicon. The anaphora treatment module has been implemented for pronounization only, and the number of pronounization rules employed has to be and will be increased.

It is clear that the acquisition of the generation lexicon is a major and extremely labor-intensive task in natural language generation. The acquisition of this dictionary, especially of the collocational information cannot at present be done automatically. But the efficiency of the team of human lexicographers working on this problem can be increased dramatically through the use of specialized intelligent interactive aids. We have developed one such Knowledge Base Maintenance System (cf. Nirenburg et al., 1987) for the acquisition of concept lexicons and will extend it so that it becomes applicable to the task of acquiring generation lexicons as well.
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