Web-Based automation speech-to-text application using audio recording for meeting speech
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Abstract- The use of technology is very important nowadays. Most of everyday activities are documented and stored in digital form. One of those activity is recording. Activity of an organization is very important, therefore recording of meeting material is one of those important activities. Usually the meeting material is documented by writing them into papers or typing them and stored them into computer. Sometimes, the meeting information is written or typed incorrectly so a speech-to-text application is required to solve this problem. In this study, the solution offered is to implement a web-based automation speed-to-text application which can record the voice of meeting participants then converted them into text automatically, so the results of the recording process of meeting materials are more effective and efficient. By using voice recognition feature its called web kit Speech Recognition, this system can be implemented. After successfully implementing this application which is so called Speech Meeting Web kit system, the average value for duration system for Indonesia and English language is 96.63 % and 82.78 %.

1. Introduction

Today the importance of using technology for every activity we do it will be documented. In some agencies or organizations every activity carried out must be documented and must be stored properly. As is the case at the University of Indonesia Prima Medan, which is still carrying out the process of documentation of the meeting material manually by using a series of meeting notes. So that errors often occur in the delivery of information to meeting participants who cannot attend the meeting.

Computer-based information systems (SI) are the needs of every organization both private and government in supporting the processes that occur within the organization. SI that can produce information quickly and accurately is the need of each organization. So that many activities in the work are very much related to SI both in schools, universities, supermarkets, companies, and even government offices. SI can help the process of archiving the recording of letters [1].

Speech is the easiest way to communicate with each other. Speech-to-Text Conversation (STT) system that has many benefits for the deaf. The purpose of this system is to change the speech signal to produce text output in the field of education by using Mel Frequency Cepstral Coefficients (MFCC) from spoken speech sound signals isolated. With used method Hidden Markov Model (HMM) [1], End Point Detection a algorithm that can solve disturbing noise noises [2]. Recognition of speech, an
approach that is useful for feature extraction of sound signals with various patterns of approach. Voice recognition systems are motivated for ASR systems with vocabulary in different languages [3][6].

This research develops the conversion of text into sound, the Text-To-Speech Concatenative system. The development of this research has been carried out in the last four years [7]. The use of Text-To-Speech has been applied in training focusing on learning English words [8][11]. With the design and implementation of the system which aims to encourage interest in learning English by using a personal account [12][13]. The development of the Slovak language text-to-speech system applying speech techniques directly using the Markov model was trained using a new speech correspondent which revealed that the sound produced was very clear and very good [15]. Signal Processing Laboratory provides personalized speech synthesizers for people with speech disorders, and also for those who have no voice [15][16].

2. Methodology

Recording is the term for a trip record of an activity, whether a meeting, seminar, discussion, or trial from the beginning to the end of the event and written by a notepad. Minutes can contain the main points discussed in the activity, objectives of the activity, place of activity, time of activity, proposals and decisions in activities and participants who attended the activity.

The Web Speech API allows users to record audio from the microphone, which is then sent via a HTTP post request to the speech recognition web service. The Web Speech API aims to enable web developers to provide features speech-to-text. In a web browser we can build a system with speech-input and will be text-output features from using a Web Speech API. The system using a JavaScript Web Speech API there can be implemented for a speech recognition feature. The speech recognition interface lives on the browser’s window object as Speech Recognition in Firefox and as web kit Speech Recognition in Chrome. The browser should support the speech recognition API if the web kit Speech Recognition object exists.

For the main code to make a speech recognition speech-to-text it's using an object which provides the speech interface, and set some of its attributes and event handlers. The recognition continuous function its set for default value is false, that meaning when the user stops talking, the speech recognition will be ended. But in this system the function will be set for true value so that recognition will continue even if the user pauses while speaking. The spoken language for the speech recognizer its set for two language there's en-US for English-United States and id-ID for Indonesian. The function used for put the language its recognition language. Because two language already put on this system the users can speak English and Indonesian simultaneously. After setting the language has done, the recognition start function will be called to activate the speech recognizer. When the capturing audio it’s begin, it will call the on start event handler, and then for each new set of results, it calls the result event handler.

In this research a system designed using only a few codes of the general function of the web speech feature as a way to use the available database from Google web speech API. Furthermore, in this research the code was modified by providing additional functions for minutes of web speech, design models, and various other features that have been made based on meeting needs. This is the process of system for speech nothicl webKit in general. In the early stages of the speech meeting system webKit speech is in active state by opening the website directly. The system will be controlled by the admin at the meeting. For simulations of the speech-to-text meetings system, 6 people are placed in a meeting room. Text used as meeting material has 243 words for Indonesian language and 266 words for English language. Two people were chosen as speakers to present the meeting topic. For the other participants, they will give some instructions when the main speaker delivers the meeting material so that a discussion will be formed, but their voices can’t be recorded and detected by the system. Because the system is only able to record one main voice, in this case the voice from material speaker. This is becomes a limitation of the system created. At the start of the meeting, the speaker will convey the topic through the microphone that has been provided. The system only allows the speaker to discuss material one by one, in other words when the meeting simulation takes place if
there is a message or voice from other meeting participants, the system cannot record the sound. Repetition of meeting simulation is done 5 times per language to get a constant result. The speaker's voice will be transmitted into the speech system of the speech meeting webKit. The voice will be processed using the features of the web speech API from Google which has been incorporated into the Notulen Meeting Speech Website system to convert the speech into text form. Because for the speech recognition events system need to take database from Google it will requires an internet connection to connect the system to Google web server. After that the result will be stored into database of the Notulen Meeting Speech Website by the admin. During the simulation, the minutes will be divided into two, the first minutes will process the recording of the meeting topics from the two speakers manually, the second minutes will observe the system and check to determine whether there are sentences or words that are not recorded through the system. So that in the next stage the results of recording the topic of the meeting using the system can be assessed. The system have a form specifically for the admin, where the conversion results will be directly submitted to the form convert speech to text. From the convert result the admin can get a conclusion from the result of the conversation in the meeting, so that can be presented in the form of meeting conclusions. The admin can manage meeting schedule and the attendance list for meeting participants. This research simulation can be illustrated as in Figure 1.

Figure 1. Process of the Recording Speech Meeting Web Kit System

For the method to find the system accuracy as a form of system feasibility test, in this research using a multi-variance statistical analysis method. To test the system again and provide maximum results, in this research the calculation of the speed of conversion from the sound form to the text was also carried out by using a random words with the number of characters as a parameters.

3. Results and Discussion
In this research the web-based system speech-to-text for meeting activities has been successfully created and implemented. The system is called Notulen Meeting Speech Website. Some meetings process can identify by the documents that have been collected during the research period. Among them are meeting schedule documents, news documents, presenter documents and decision papers. Similarly, the flow chart of the document processing on the current system is running.

Meeting schedule process is done by determining what type of meeting will be done in one year. Then the administrative staff list the meeting schedule according to the type of meeting, day, date, place and participant involved in the meeting. Once the list a created then confirmed by the caretaker
and disseminated to the participants of the meeting. The security of the process will be made into the web. Where have separate parts and functionality of each existing menu.

The results of the recording of meeting conversations from simulation has been obtained that have been automatically converted into the form of text systems as shown in Table 1. Simulation is done 5 times for each language in order to obtain constant results. The variables needed for the process of testing the system are the exact number of words detected by the system and according to the spoken word (word detected correctly) and total words form testing. Only original words are counted as total words, the number of spaces in a sentence is not counted.

As seen in Table 1 and Table 2, the average value of accuracy system for Indonesia and English language is 96.63 % and 82.78 %. During the simulation there are several words that are spoken at the meeting but in the system the words that are converted are not the same. As seen in Figure 3 in the fourth row, the word "Florida" is a kind of system error when detecting words spoken by the speaker. The word should be "For" and "The". Some words that cannot be detected too. This is happened because the articulation and pronunciation of the meeting speakers are not clear and sometimes he talks too fast. The system still cannot recognize the words, so that sometimes system provides incorrect feedback and even the word cannot be detected. The result from meetings simulation can be seen at a Recording Web Kit form Figure 2 (Indonesian) and 3 (English) for displaying the results of converting sound from meeting speakers into text that is done automatically. At the end of the process, conversion result will be input by the minutes into report meetings form to display the result for the main page website so it can be read by all users.

In this research also do a testing for speed of voice conversion into text as seen in Table 3. The test is done by using three random words which is has a different length of character. The words used it tries, evaluate, and experimentation. In this testing conversion speed for the experimental word has been obtained. The average value for try words its 0.54 s, for the evaluate word the average value its 1.03 s and for the experimentation word the average value its 1.87 s. This result states that more character of a word the system will take more time to convert the word into text file.

![Figure 2. Result convert speech to text with Indonesian language at recording webkit form](image-url)
Figure 3. Result convert speech to text with English language at recording webkit form

Table 1. The testing results for simulation Indonesian language meetings using Speech Meeting Web kit System for the average accuracy

| No | Simulation (Indonesian Language) | Manually | System | Accuracy (%) |
|----|---------------------------------|----------|--------|--------------|
|    |                                 | Total Words | Detected Words | Undetected Words | Word Detected Incorrectly | Word Detected Correctly |               |
| 1  | Simulation 1                    | 243       | 237     | 6             | 3                         | 234                     | 96.30 %       |
| 2  | Simulation 2                    | 243       | 239     | 4             | 1                         | 238                     | 97.94 %       |
| 3  | Simulation 3                    | 243       | 234     | 9             | 3                         | 231                     | 95.06 %       |
| 4  | Simulation 4                    | 243       | 241     | 3             | 2                         | 239                     | 98.35 %       |
| 5  | Simulation 5                    | 243       | 236     | 7             | 4                         | 232                     | 95.47 %       |
| 6  | Total                           | 1215      | 1187    | 29            | 13                        | 1174                    | 96.63 %       |

Table 2. The testing results for simulation English language meetings using Speech Meeting Web kit System for the average accuracy

| No | Simulation (English Language) | Manually | System | Accuracy (%) |
|----|--------------------------------|----------|--------|--------------|
|    |                                 | Total Words | Detected Words | Undetected Words | Word Detected Incorrectly | Word Detected Correctly |               |
| 1  | Simulation 1                    | 266       | 262     | 4             | 43                        | 219                     | 82.33 %       |
| 2  | Simulation 2                    | 266       | 249     | 17            | 50                        | 199                     | 74.81 %       |
| 3  | Simulation 3                    | 266       | 256     | 10            | 42                        | 214                     | 80.45 %       |
| 4  | Simulation 4                    | 266       | 262     | 4             | 24                        | 238                     | 89.47 %       |
| 5  | Simulation 5                    | 266       | 260     | 6             | 29                        | 231                     | 86.84 %       |
| 6  | Total                           | 1330      | 1289    | 41            | 188                       | 1101                    | 82.78 %       |
Table 3. There is a results for experiment of the conversion speed of the sound into text form in second (s)

| No | Experiment | Try         | Evaluate   | Experimentation |
|----|------------|-------------|------------|-----------------|
| 1  | 1st Experiment | 00:00:56    | 00:01:02   | 00:01:94        |
| 2  | 2nd Experiment | 00:00:53    | 00:01:02   | 00:01:96        |
| 3  | 3rd Experiment | 00:00:52    | 00:01:06   | 00:01:79        |
| 4  | 4th Experiment | 00:00:58    | 00:00:92   | 00:01:77        |
| 5  | 5th Experiment | 00:00:53    | 00:01:07   | 00:01:96        |
| 6  | 6th Experiment | 00:00:52    | 00:01:09   | 00:01:77        |
|    | Average Value | 00:00:54    | 00:01:03   | 00:01:87        |

4. Conclusion
Conversion of sound into text form depends on the length of the character of a spoken word. The average value for try words its 0.54 s, for the evaluate word the average value its 1.03 s and for the experimentation word the average value its 1.87 s. The longer words mentioned will be have more time needed to convert sound into text. Another factor that affects conversion speed is the internet connection used. If the internet connection is stable the conversion process will run normally if the internet connection is not stable then there is a delay during the conversion process. The average value of accuracy system for Indonesia and English language is 96.63% and 82.78 %. The system need a good and clear articulation or pronunciation from meeting speakers. Or system cannot recognize the words so that sometimes system provides incorrect feedback and even the word cannot be detected.
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