Fabry-Pérot interference in a triple-gated quantum point contact
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We demonstrated that a triple-gated GaAs quantum point contact, which has an additional surface gate between a pair of split gates to strengthen the lateral confinement, produces the well-defined quantized conductance and Fabry-Pérot-type (FP-type) oscillations on it even using a relatively low mobility wafer. A one-dimensional phenomenological model potential was developed to explain the oscillatory behavior. By combining the model calculations and dc bias spectroscopy, we obtained detailed information about the energy scales of the oscillatory structures. The relationships between the FP-type oscillations and the anomaly below the first plateau will be addressed.

Electronic analogs of optical interferometric devices realized in semiconductor mesoscopic systems are attracting attention owing to their controllability and scalability. For such solid-state quantum devices, a quantum point contact (QPC), a short and narrow constriction between two electron reservoirs, is frequently used as a waveguide that selectively transmits the propagating electrons. The QPC is formed in a two-dimensional electron system (2DES) by depositing a pair of surface split gates opposite each other, and consequently its conductance $G$ is quantized in units of $G_0 = 2e^2/h$ as a function of the split gate bias.

The QPC itself can act as a resonator based on quantum interference. One of the possible applications of this QPC resonator is a switching device where resonance and antiresonance features on the quantized conductance can be identified as on and off of the switch. Conductance oscillations due to the partial reflections at both ends of the constriction were theoretically predicted in the early studies of the QPC transport. However, such oscillations have hardly been observed due to the adiabatic connection between the one-dimensional (1D) channel and the 2DES reservoirs. To obtain the conductance oscillations, several QPC structures have been proposed and tested. For instance, electron stub tuners (T-shaped waveguide), successive narrow and wide structures, structures integrated with a cross gate, or waveguides defined with the etching presented observable conductance oscillations. Unlike the conventional semiconductor devices that operate in a diffusive regime, these QPC resonators based on quantum interference easily suffer from the weak disorders such as small defects or impurities in the device. Therefore, it is important to clarify what kind of factor is important to enhance the visibility of Fabry-Pérot-type (FP-type) interference oscillations. In this context, it is noteworthy that the FP-type oscillation has been observed in carbon nanotubes and InAs nanowires in spite of the lower mobility than that of the GaAs high mobility systems. The unique points of these systems are prominent scattering at the nanowire-electrode interface and a relatively uniform wire region in the center.

In this letter, we report that a simple triple-gated QPC device produces the well-defined FP-type oscillations on the conductance plateaus even using a relatively low mobility wafer. This arises from uniform wire potential at the center and enhanced reflection at the edge created by the triple-gate structure with an appropriate bias condition. A minimal phenomenological model was developed to explain the behavior of the oscillations and used to characterize the device properties. The clear quantization and the FP-type oscillation in GaAs triple-gated QPC enables us to access interplay between the $< G_0$ anomaly and the FP-type oscillations.

We used two relatively low-mobility devices with the...
triple-gate layout shown in the left-side of Fig. 1 to define a 1D transport channel. The nominal gate dimensions are \(L = 400\) nm, \(W = 500\) nm, and \(W_G = 200\) nm. The 2DES located 140 nm below a GaAs/AlGaAs heterostructure surface shows the mobility of 30 \(m^2/V\) for an electron density \(n_{2D}\) of \(2.0 \times 10^{15}\) m\(^{-2}\) at \(T = 1.7\) K. A dominant scattering mechanism in the 2DES can be estimated by comparing a quantum lifetime \(\tau_q\) calculated from the Shubnikov-de Haas oscillations and a transport lifetime \(\tau_i\) obtained from the mobility. The ratio of both the lifetimes \(\tau_i/\tau_q\) at \(n_{2D} = 2.0 \times 10^{15}\) m\(^{-2}\) was approximately 11 for our modulation-doped back-gated device. According to MacLeod et al., \(\tau_i/\tau_q \lesssim (\gtrsim) 10\) implies that the background (remote) impurities predominantly contribute to the scattering events, so in our case, both the mechanisms can play a significant role in the scatterings. A measurement was carried out in a cryofree \(^3\)He refrigerator, and a differential conductance \(G = dI/dV\) at \(T = 300\) mK was recorded using a standard four-terminal lock-in technique. The series resistance from the bulk 2DES was subtracted for the presented data.

The main panel of Fig. 1 plots conductance traces of a typical low-mobility device as a function of split-gate voltage \(V_{SG}\) for different center-gate bias \(V_{CG}\). A positive bias applied to the center gate increases the 1D subband spacing and the electron density underneath. Consequently, the mode mixing is suppressed and the fluctuated potential is screened, leading to the well-defined quantization even for our relatively low-mobility devices. The anomalous 0.7 \(G_0\) shoulder-like plateau, which is usually attributed to the many-body effect, appeared below the \(G_0\) plateau. We also observed the FP-type conductance oscillations on the conductance plateaus. The FP-type oscillations become stronger as \(V_{CG}\) increases, which indicates that the origin is not disorder but the gate-geometrical effect. We consider that the saddle-point potential induced by the split gate is modified by the center gate, and the barrier top becomes flatter than parabolic, consequently generating the FP-type oscillations. Note that such conductance oscillations were also observed in our high-mobility triple-gated device (100-200 \(m^2/V\)). Similar oscillations were reported by Reilly et al., too; however, longer \(L = 2\) \(\mu m\) makes the origin of the oscillatory features ambiguous because of the not negligible effect of a background random potential. In addition, interestingly enough, the 0.7 anomalous structure clearly remains as it is after the development of the FP-type oscillations in Fig. 1.

We developed a simple phenomenological 1D model to explain the experimental observations. Figure 2(a) shows a modeled 1D effective potential barrier, which has a flat top region of length \(l\) and an exponentially decaying slope on either side of the flat region:

\[
V_{\text{eff}}(x) = \begin{cases} 
V_0 & |x| \leq l/2 \\
V_0 \exp[-(x-l/2)/a] & x > l/2 \\
V_0 \exp[(x+l/2)/a] & x < -l/2 
\end{cases} \tag{1}
\]

where \(V_0\) is the barrier height and \(a\) is a decay constant of the potential. The potential is reduced to \(V_0/e\) (Euler’s number) at \(x = l/2 + a\); we introduce an effective channel length \(L_{\text{eff}} = l + 2a\) as a characteristic length. The independent parameters of this model are therefore \(V_0\), \(l\), and \(L_{\text{eff}}\).

The transmission for the lowest 1D subband \(T_1\) was calculated by solving 1D Schrödinger equation for fixed barrier height \(V_0 = 19.2\) meV. This height is an estimated Fermi energy \(E_F\) under the center gate far from the QPC center for \(V_{SG} = 4.0\) V and \(V_{CG} = 0.8\) V. The transmission for the \(n\)th 1D subband \(T_n\) relates to the conductance \(G\) at finite dc bias \(V_{sd}\) as

\[
G = \frac{e^2}{h} \sum_n \int dE T_n(E) \left[ f'(E + eV_{sd}/2) + f'(E - eV_{sd}/2) \right]
\]

where \(f'(E)\) is a derivative of the Fermi distribution \(f(E) = [1 + \exp(-E/k_B T)]\) with temperature \(T\). Thus the linear conductance at zero temperature is given by \(G = G_0 \sum_n T_n(E)\). Figures 2(b) and (c) show the calculated \(E_F-T_1\) traces for the fixed \(L_{\text{eff}} = 400\) nm and \(l = 120\) nm, respectively; the corresponding \(V_{\text{eff}}\) is shown in the insets. Note that we fix the chemical potential and vary the barrier size and shape in practice. The energy intervals between the resonance peaks are less affected by the \(L_{\text{eff}}\) while they strongly depend on \(l\), indicating the importance of the flat top region. We can extract \(l\) by comparing the calculation with the experiment. All the results including a dc bias experiment mentioned later have been reproduced for \(l = 120\) nm. In contrast, it is difficult to precisely estimate the \(L_{\text{eff}}\)
The $L_{\text{eff}}$ primarily affects the strength of the resonance peaks; the small $L_{\text{eff}}$ makes the peak pattern strong and vice versa. In particular, the higher resonance peaks are more affected by the $L_{\text{eff}}$, and as shown in Fig. 2(c), the second resonance peak with the short Fermi wavelength rapidly smears with increasing the $L_{\text{eff}}$ from 200 to 400 nm. In the experiment, however, the conductance curve shows the observable second resonant peak. Considering the above, we can roughly estimate a maximum of the $L_{\text{eff}}$: $L_{\text{eff}} \lesssim 400$ nm. Although the sharp corners make the oscillatory patterns strong, potential discontinuities assumed in our model are not needed to produce the oscillations. Figure 3 shows $E_F-T_1$ traces when the sharp corner edges in the model potential are rounded. Though the FP-type oscillations are weakened by the rounding, they clearly remains without the sharp corner. We simply assume $L_{\text{eff}} = L = 400$ nm and no rounding in the following discussions.

A dc bias measurement provides detailed information about the energy scales of 1D transport phenomena. Figures 4(a)-(c) show color plots of the transconductance $dG/dV_{\text{SG}}$ as functions of $V_{\text{SG}}$ and source-drain bias $V_{\text{sd}}$ for $V_{\text{CG}} = 0.4, 0.6,$ and $0.8$ V, respectively, where the peaks in $dG/dV_{\text{SG}}$ appear as bright lines. The large bright diamonds correspond to the conditions on which the 1D subband edges cross the chemical potential. The white dotted lines highlight the anomalous 1D subband edge between the 0.8-0.85$G_0$ finite bias plateau and the $G_0$ plateau. It is widely known that the 0.7 anomaly evolves into a 0.8-0.85 plateau under the finite bias. On the $G_0$ plateau, small checkerboard-like patterns appeared to be associated with the FP-type resonances seen in Fig. 1. The vertical size of the checkerboard (i.e., energy intervals between the successive resonance peaks) barely depends on the $V_{\text{CG}}$, which suggests the flat top length $l$ is almost constant in the $V_{\text{CG}}$ range.

We compared the observed checkerboard with a calculation using our model described in Fig. 2(a). Figure 4(d) shows an enlarged view of the checkerboard pattern in Fig. 3(c). As shown in Fig. 4(c), a calculated $dT_1/dE_F$ assuming $l = 120$ nm and $V_0 = 19.2$ meV quantitatively well reproduced the observed pattern. The calculation also predicted the peak lines below the $G_0$ plateau (highlighted by blue dotted lines) that they are just the extensions of the FP-type resonance peaks on the $G_0$ plateau. These lines also appeared in the experimental data (highlighted by blue dotted lines). It is noteworthy that they disappeared on the 0.8-0.85$G_0$ finite bias plateau, suggesting disappearance of the FP-type oscillation in this regime. This disappearance suggests that the spin degeneracy is lifted and/or the potential shape is modified by the enhanced electron-electron interactions.

Finally, we addressed the strength of the FP-type oscillations for the different $V_{\text{CG}}$ and propagating modes. Positive bias applied to the center gate lowers the potential outside the 1D channel as well as the 1D channel potential, and we practically fix the chemical potential during the measurement. Consequently, more negative $V_{\text{SG}}$ is required for large $V_{\text{CG}}$ conditions in order to close the 1D conducting channel. This trend is just depicted in Fig. 1. Thus increasing $V_{\text{CG}}$ means increasing $V_0$ in our model. Figure 5 shows the calculated $(E_F - V_0)-T_1$ traces for the three different $V_0$; each corresponds to an estimated $E_F$ under the center gate far from the QPC center for $V_{\text{CG}} = 0.4, 0.6$, and $0.8$ V. Here $l$ and $L_{\text{eff}}$ are fixed to 120 and 400 nm, respectively. The result shows that the FP-type oscillations become stronger as $V_0$ (i.e., $V_{\text{CG}}$) increases. Hence the observed dependence of the resonance patterns on the $V_{\text{CG}}$ is partly attributed to the change of the $V_0$. As shown in Figs. 1 and 4(c), the FP-type oscillations on the $2G_0$ plateau are much weaker than those on the $G_0$ plateau even though the $V_0$ is the same for different propagating modes. We infer that the two corner edges of the flat top region were rounded by the screening effect due to the electrons propagating in the first mode, which consequently weakens the FP-type resonances on the second plateau. Obviously, the change of $L_{\text{eff}}$ for the different modes can also contribute to the resonance strength.

We summarize here the criteria to obtain clear FP-type oscillations on the conductance plateau. As shown in Figs. 2(b), 2(c), 3, and 4 high and steep potential barrier with the sharp corner edges (i.e., abrupt transition from the reservoir to the channel) is required to enhance visibilities of the oscillations. Hence etched waveguides or nanowires are more suitable than surface-gated QPCs in order to observe the clear FP-type oscillations while they have less controllability compared with the surface-gated QPCs. From the measuring side, of course the lower temperature and less noise are preferred. Considering the above, length $l$ of the flat top should be appropriate dimension for the specific device and measuring condition used. Small $l$ results in weak oscillations with the large interval, and oscillations with the small interval which correspond to large $l$ is easily suffer from the noise and energy averaging. The channel length dependence of the FP-type oscillations have been studied using the etched
waveguides or nanowires with the different channel length. By contrast, in the surface-gated systems, there is a possibility to realize a length tunable QPC resonator, for example by combining the present triple-gated structure with a length tunable QPC reported by Iqbal et al.\textsuperscript{28}. In conclusion, we demonstrated that a simple triple-gated QPC device produces well-defined quantized conductance and the FP-type oscillations on it even using a relatively low-mobility wafer. A dc bias measurement provided detailed information about the energy scales of the oscillatory structures. A minimal phenomenological model was developed to explain the oscillatory behavior. By combining the model calculations and dc bias spectroscopy, we characterized the device properties, such as a resonant length. Finally, our experiments indicated that the FP-type oscillations did not disturb the 0.7 anomaly at zero bias and, more interestingly, disappeared in the 0.8-0.85 plateau region under the finite bias condition.
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