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Abstract. This paper considers some the existence and uniqueness of strong
solutions of stochastic neutral functional differential equations. The conditions
on the neutral functional relax those commonly used to establish the existence
and uniqueness of solutions of NSFDEs for many important classes of func-
tional, and parallel the conditions used to ensure existence and uniqueness of
solutions of related deterministic neutral equations. Exponential estimates on
the almost sure and p–th mean rate of growth of solutions under the weaker
existence conditions are also given.

1. Introduction

Over the last ten years, a body of work has emerged concerning the properties
of stochastic neutral equations of Itô type. Of course, one of the most fundamental
questions is whether solutions of such equations exist and are unique. A great many
of these results have been established by Mao and co-workers.

In this paper, we concentrate for simplicity on autonomous stochastic neutral
functional differential equations, and establish existence and uniqueness of solutions
under weaker conditions than currently extant in the literature. The solutions will
be unique within the class of continuous adapted processes, and will also exist on
[0, ∞). Also for simplicity, we assume that all functionals are globally linearly
bounded and globally Lipschitz continuous (with respect to the sup–norm topol-
ogy).

The most general finite–dimensional neutral equation of this type is

\[ d(X(t) − D(X_t)) = f(X_t) \, dt + g(X_t) \, dB(t), \quad 0 ≤ t ≤ T; \]
\[ X(t) = \psi(t), \quad t ∈ [−τ, 0]. \]

where \( τ > 0, \psi ∈ C(\mathbb{R}^d), B \) is an \( m \)--dimensional standard Brownian motion,
\( D \) and \( f \) are functionals from \( C(\mathbb{R}^d) \) to \( \mathbb{R}^d \) and \( g : C(\mathbb{R}^d × \mathbb{R}^m) \) \to \( \mathbb{R}^d \).
It is our belief that the results presented in this paper can be extended to non–
autonomous equations, to equations which obey only local Lipschitz continuity
conditions, and to equations with local linear growth bounds. Naturally, in these
circumstances, we cannot expect solutions to necessarily be global; instead, one can
talk only about the existence of local solutions.

To the best of the authors’ knowledge, all existing existence results concerning
stochastic neutral equations in general, and in particular, involve a “con-
traction condition” on the operator \( D \) on the righthand side. We term the op-
erator \( D \) the neutral functional throughout this paper, and the functional \( E : \)
Let $C([-\tau,0];\mathbb{R}^d) \to \mathbb{R}^d$ defined by $E(\phi) := \phi(0) - D(\phi)$ the neutral term. The contraction condition on $D$ is that there exists a $\kappa \in (0,1)$ such that

$$|D(\phi) - D(\varphi)| \leq \kappa \|\phi - \varphi\|_{\sup},$$

for all $\phi, \varphi \in C([-\tau,0];\mathbb{R}^d)$, (1.3)

where $| \cdot |$ is the standard norm in $\mathbb{R}^d$ and $\|\phi\|_{\sup} := \sup_{-\tau \leq s \leq 0} |\phi(s)|$ where $\phi \in C([-\tau,0];\mathbb{R}^d)$. Under this condition, as well as conventional Lipschitz conditions on $f$ and $g$, it can be shown that (1.1) has a unique continuous adapted solution on $[0,T]$ for every $T > 0$.

While the condition (1.3) is certainly sufficient to ensure existence and uniqueness of solutions, until now it has not been understood whether this condition is necessary. However, comparison with the existence theory for the deterministic neutral equation corresponding to (1.1) viz.,

$$\frac{d}{dt}(x(t) - D(x_t)) = f(x_t), \quad 0 \leq t \leq T;$$

$$x(t) = \psi(t), \quad t \in [-\tau,0].$$

would lead one to suspect that the condition (1.3) is too strong, at least in some circumstances. To take a simple scalar example, suppose that $f : C([-\tau,0];\mathbb{R}) \to \mathbb{R}$ is globally Lipschitz continuous, and that $w \in C([-\tau,0];\mathbb{R}^+)$ is such that

$$\int_{-\tau}^0 w(s) \, ds > 1.$$ (1.6)

Then the solution of

$$\frac{d}{dt}(x(t) - \int_{-\tau}^0 w(s)x(t + s) \, ds) = f(x_t), \quad 0 \leq t \leq T;$$

$$x(t) = \psi(t), \quad t \in [-\tau,0].$$

exists and is unique in the class of continuous functions. On the other hand, extant results do not enable us to make a definite conclusion concerning the existence and uniqueness of solutions of

$$d(X(t) - \int_{-\tau}^0 w(s)X(t + s) \, ds) = f(X_t) \, dt + g(X_t) \, dB(t), \quad 0 \leq t \leq T;$$

$$X(t) = \psi(t), \quad t \in [-\tau,0].$$

when $g : C([-\tau,0];\mathbb{R}) \to \mathbb{R}$ is also globally Lipschitz continuous, because the functional $D$ defined by

$$D(\phi) = \int_{-\tau}^0 w(s)\phi(s) \, ds$$

(1.9)

does not obey (1.3) if $w$ obeys (1.6).

It transpires that the condition of uniform non–atomicity at zero of the functional $D$, which was introduced by Hale in the deterministic theory, and ensures the existence and uniqueness of a solution of the equation (1.4), also ensures the existence of a unique solution of (1.1), under Lipschitz continuity conditions on $f$ and $g$. We discuss this non–atomicity condition presently, but note that it entails the existence of a number $s_0 \in (0,\tau)$ and a non–decreasing function $\kappa : [0,s_0] \to \mathbb{R}$ such that $\kappa(s_0) < 1$ and

$$|D(\phi) - D(\varphi)| \leq \kappa(s)\|\phi - \varphi\|_{\sup}$$

for all $\phi, \varphi \in C([-\tau,0];\mathbb{R}^d)$, (1.10)

such that $\phi = \varphi$ on $[-\tau,-s]$ and $s \in [0,s_0]$. Roughly speaking, it can be seen that (1.10) relaxes (1.3) by allowing the functions $\phi$ and $\varphi$ to be equal on a subinterval of $[-\tau,0]$, thereby effectively reducing the Lipschitz constant in (1.3) from a number greater than unity to a number less than
EXISTENCE OF NEUTRAL EQUATIONS

As an example, the functional in (1.9) obeys (1.10) even under the condition (1.6) on \( w \). Therefore, we can conclude that (1.7) has a unique solution; existing results would however require \( w \) to obey \( \int_{-\tau}^{0} w(s) \, ds < 1 \).

The condition (1.3) has to date played a very important role in the analysis of properties of solutions of (1.1). It is a key assumption in proofs of estimates on the almost sure and \( p \)-th mean rate of growth of solutions of (1.1). It is also required in results which deal with the almost sure and \( p \)-th mean asymptotic stability of solutions. Results on the \( L^p \) continuity of solutions, and even results on numerical methods to simulate the solution of (1.1), rely on the condition (1.3). However, corresponding results for the underlying deterministic equation (1.4) regarding asymptotic behaviour, regularity of solutions, and numerical methods can be established under the weaker condition (1.10).

It is therefore reasonable to ask whether fundamental results on, e.g., asymptotic behaviour, can still be established for solutions of (1.1) under the weaker condition (1.10), which is shown in this paper to be sufficient to ensure solutions exist. Towards this end, in this paper we prove results on almost sure and \( p \)-th mean exponential estimates on the growth of the solution of (1.1) using the condition (1.10) in place of (1.3). Although we confine our attention here to the study of these exponential estimates, it is of obvious interest to investigate further the properties of solutions of stochastic neutral equations under the weaker non–atomicity condition (1.10) which have, owing to the absence of existence results, remained unconsidered until now.

Neutral delay differential equations have been used to describe various processes in physics and engineering sciences [12], [33]. For example, transmission lines involving nonlinear boundary conditions [11], cell growth dynamics [1], propagating pulses in cardiac tissue [6] and drillstring vibrations [2] have been described by means of neutral delay differential equations.

To do

- Almost sure exponential growth bound.

2. MATHEMATICAL PRELIMINARIES

In this section, we introduce some notation that will be used throughout the paper, state and comment on known results on the existence of solutions of the stochastic neutral equation (1.1), and introduce in precise terms the weaker conditions used here on the neutral functional \( D \) which will still guarantee existence and uniqueness of solutions of (1.1).

2.1. Notation. We denote the upper Dini derivative by \( D^+ \), i.e. if \( f : \mathbb{R} \to \mathbb{R} \) is continuous, then

\[
D^+ f(t) := \lim_{h \to 0^+} \sup_{h} \frac{f(t + h) - f(t)}{h}.
\]

For any \( d \in \mathbb{N} \) and \( \tau > 0 \), we define \( C([-\tau, 0]; \mathbb{R}^d) \) is the space of continuous functions from \([-\tau, 0] \to \mathbb{R}^d\) with sup norm. The sup norm \( \| \cdot \|_{\sup} \) on \( C([-\tau, 0]; \mathbb{R}^d) \) is defined so that for \( \phi \in C([-\tau, 0]; \mathbb{R}^d) \) we have

\[
\| \phi \|_{\sup} = \max_{-\tau \leq s \leq 0} |\phi(s)|,
\]

where \( | \cdot | \) denotes the usual Euclidean norm on \( \mathbb{R}^d \).

Let \( \phi \) be a function from \([-\tau, t_1] \to \mathbb{R}^d \). Let \( t \in [0, t_1] \subset \mathbb{R} \). We use \( \phi_t \) to denote the function on \([-\tau, 0] \) defined by \( \phi_t(s) = \phi(t + s) \) for \(-\tau \leq s \leq 0\).

Let \( d, d' \) be some positive integers and \( \mathbb{R}^{d \times d'} \) denote the space of all \( d \times d' \) matrices with real entries. We equip \( \mathbb{R}^{d \times d'} \) with a norm \( | \cdot | \) and write \( \mathbb{R}^d \) if \( d' = 1 \) and \( \mathbb{R} \) if \( d = d' = 1 \). We denote by \( \mathbb{R}^+ \) the half-line \([0, \infty)\).
Let $M(\mathbb{R}^+, \mathbb{R}^{d \times d'})$ be the space of finite Borel measures on $\mathbb{R}^+$ with values in $\mathbb{R}^{d \times d'}$. The total variation of a measure $\nu$ in $M(\mathbb{R}, \mathbb{R}^{d \times d'})$ on a Borel set $B \subseteq \mathbb{R}^+$ is defined by

$$|\nu|(B) := \sup \sum_{i=1}^{N} |\nu(E_i)|,$$

where $(E_i)_{i=1}^{N}$ is a partition of $B$ and the supremum is taken over all partitions. The total variation defines a positive scalar measure $|\nu|$ in $M(\mathbb{R}^+, \mathbb{R})$. If one specifies temporarily the norm $|\cdot|$ as the $l^1$-norm on the space of real-valued sequences and identifies $\mathbb{R}^{d \times d'}$ by $\mathbb{R}^{dd'}$ one can easily establish for the measure $\nu = (\nu_{i,j})_{i,j=1}^{d}$ the inequality

$$|\nu|(B) \leq C \sum_{i=1}^{d} \sum_{j=1}^{d} |\nu_{i,j}(B)| \quad \text{for every Borel set } B \subseteq \mathbb{R}^+ \quad (2.1)$$

with $C = 1$. Then, by the equivalence of every norm on finite-dimensional spaces, the inequality $(2.1)$ holds true for the arbitrary norms $|\cdot|$ and some constant $C > 0$. Moreover, as in the scalar case we have the fundamental estimate

$$\left| \int_{\mathbb{R}^+} \nu(ds) f(s) \right| \leq \int_{\mathbb{R}^+} |f(s)| |\nu|(du)$$

for every function $f : \mathbb{R}^+ \to \mathbb{R}^{d \times d''}$ which is $|\nu|$-integrable. The convolution of a function $f$ and a measure $\nu$ is defined by

$$\nu * f : \mathbb{R}^+ \to \mathbb{R}^{d \times d''}, \quad (\nu * f)(t) := \int_{[0,t]} \nu(ds) f(t - s).$$

The convolution of two functions is defined analogously.

2.2. Existing Results for Stochastic Neutral Equations. Let $m$ and $d$ be positive integers. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space with the filtration $(\mathcal{F}(t))_{t \geq 0}$ satisfying the usual conditions.

Let $B = \{B(t) : t \geq 0\}$ be an $m$-dimensional Brownian motion defined on the space. Let $\tau > 0$ and $0 < T < \infty$. Let the functionals $D, f$ and $g$ defined by

$$D : C([-\tau, 0]; \mathbb{R}^d) \to \mathbb{R}^d, \quad f : C([-\tau, 0]; \mathbb{R}^d) \to \mathbb{R}^d, \quad g : C([-\tau, 0]; \mathbb{R}^d) \to \mathbb{R}^{d \times m}$$

all be Borel-measurable.

Consider the $d$-dimensional neutral stochastic functional differential equation

$$d(X(t) - D(X_t)) = f(X_t) \, dt + g(X_t) \, dB(t), \quad 0 \leq t \leq T. \quad (2.2)$$

This should be interpreted as the integral equation

$$X(t) - D(X_t) = X(0) - D(X_0) + \int_{0}^{t} f(X_s) \, ds + \int_{0}^{t} g(X_s) \, dB(s), \quad \text{for all } t \in [0, T]. \quad (2.3)$$

For the initial value problem we must specify the initial data on the interval $[-\tau, 0]$ and hence we impose the initial condition

$$X_0 = \psi = \{\psi(\theta) : -\tau \leq \theta \leq 0\} \in L_{2}^{\mathcal{F}(0)}([-\tau, 0]; \mathbb{R}^d), \quad (2.4)$$

that is $\psi$ is an $\mathcal{F}(0)$-measurable $C([-\tau, 0]; \mathbb{R}^d)$-valued random variable such that $E[|\psi|^2] < +\infty$. The initial value problem for equation (2.2) is to find the solution of (2.2) satisfying the initial data (2.4). We give the definition of the solution in this context

Definition 2.1. An $\mathbb{R}^d$-valued stochastic process $X = \{X(t) : -\tau \leq t \leq T\}$ is called a solution to equation (2.2) with initial data (2.4) if it has the following properties:
(i) \( t \mapsto X(t, \omega) \) is continuous for almost all \( \omega \in \Omega \) and \( X \) is \((\mathbb{F}(t))_{t \geq 0}\)-adapted;
(ii) \( \{f(X_t)\} \in L^1([0,T];\mathbb{R}^d) \) and \( \{g(X_t)\} \in L^2([0,T];\mathbb{R}^{d \times m}) \);
(iii) \( X_0 = \psi \) and \((\ref{eq:2.6})\) holds for every \( t \in [0,T] \).

A solution \( X \) is said to be unique if any other solution \( \bar{X} \) is indistinguishable from it i.e.,
\[
\mathbb{P}[X(t) = \bar{X}(t) \text{ for all } -\tau \leq t \leq T] = 1.
\]

We now make the following assumptions on the functionals \( f \) and \( g \) in order to ensure the existence and uniqueness of solutions of \((\ref{eq:2.2})\). They will hold throughout the paper.

**Assumption 2.2.** There exists \( K > 0 \) such that for all \( \phi, \varphi \in C([-\tau,0];\mathbb{R}^d) \)
\[
|f(\varphi) - f(\phi)| \leq K||\varphi - \phi||_{\text{sup}}, \quad ||g(\varphi) - g(\phi)|| \leq K||\varphi - \phi||_{\text{sup}}. \tag{2.5}
\]

There exists \( \tilde{K} > 0 \) such that for all \( \phi, \varphi \in C([0,\tau];\mathbb{R}^d) \)
\[
|f(\varphi)| \leq \tilde{K}(1 + ||\varphi||_{\text{sup}}), \quad ||g(\varphi)|| \leq \tilde{K}(1 + ||\varphi||_{\text{sup}}). \tag{2.6}
\]

The following result is Theorem 6.2.2 in \([21]\); it concerns the existence and uniqueness of solutions of the stochastic neutral functional differential equation \((\ref{eq:2.2})\).

**Theorem 2.3.** Suppose that the functionals \( f \) and \( g \) obey \((\ref{eq:2.5})\) and \((\ref{eq:2.1})\) and that the functional \( D \) obeys
\[
|D(\varphi) - D(\phi)| \leq \kappa||\varphi - \phi||_{\text{sup}}. \tag{2.7}
\]

Then there exists a unique solution \( X \) to \((\ref{eq:2.2})\) with initial data \((\ref{eq:2.4})\). Moreover the solution belongs to \( \mathcal{M}^2([-\tau,T];\mathbb{R}^d) \).

On the other hand, a restriction of this type on the neutral functional \( D \) such as \((\ref{eq:2.4})\) is not needed in the case when it depends purely on delayed arguments. See \([21]\) Theorem 6.3.1.

### 2.3. Assumptions on the Neutral Functional.

In order to orient the reader to the question of existence which is addressed in this paper, we must first introduce some results and notation from the theory of deterministic neutral differential equations. Consider systems of nonlinear functional differential equations of neutral type having the form
\[
\frac{d}{dt} E(x_t) = f(x_t), \tag{2.8}
\]
where the operator \( E : C \to \mathbb{R}^d \) is atomic at 0 and uniformly atomic at 0 in the sense of Hale \([10]\) pp 170–173], and where \( f : C \to \mathbb{R}^d \) is continuous and uniformly Lipschitzian in the last argument. In \((\ref{eq:2.8})\), instead of the atomicity assumption on \( E \), we may assume that \( E \) is of the form
\[
E(\phi) = \phi(0) - D(\phi)
\]
where \( D : C \to \mathbb{R}^d \) is continuous and is uniformly nonatomic at zero on \( C \) in the following sense.

**Definition 2.4.** For any \( \phi \in C \), and \( s \geq 0 \), let
\[
Q(\phi, s) = \{ \varphi \in C : \varphi(\theta) = \phi(\theta), \theta < -s, \theta \in [-\tau,0] \}.
\]

We say that a continuous function \( D : C \to \mathbb{R}^d \) is uniformly nonatomic at zero on \( C \) if, for any \( \phi \in C \), there exist \( T_1 > 0 \), independent of \( \phi \), and a positive scalar function \( \rho(\phi, s) \), defined for \( \phi \in C, 0 \leq s \leq T_1 \), nondecreasing in \( s \) such that
\[
\rho_0(s) := \sup_{\phi \in C} \rho(\phi, s), \quad \rho_0(T_1) =: k < 1, \tag{2.9}
\]
and
\[ |D(\varphi_1) - D(\varphi_2)| \leq \rho_0(s)\|\varphi_1 - \varphi_2\|_\sup, \text{ for } \varphi_1, \varphi_2 \in Q(\phi, s) \text{ and all } 0 \leq s \leq T_1, \]
\[ (2.10) \]

We note that the definition implies both that \( \rho_0 \) is non-decreasing and that \( \rho_0 \) is independent of \( \phi \). Therefore a consequence of (2.10) is
\[ |D(\varphi_1) - D(\varphi_2)| \leq \rho_0(s)\|\varphi_1 - \varphi_2\|_\sup, \text{ for } \varphi_1, \varphi_2 \in Q(\phi, s), \]
\[ \text{and all } 0 \leq s \leq T_1 \text{ and all } \phi \in C. \quad (2.11) \]

We tend to use this consequence of the definition in practice.

It is instructive to compare the conditions (2.9) and (2.10) with Mao’s condition (2.7) on the neutral functional \( D \). We first note that (2.7) implies both (2.9) and (2.10) and so implies that \( D \) is uniformly nonatomic at 0 in \( C([-\tau, 0]; \mathbb{R}^d) \), so that (2.7) is not a weaker condition that uniform nonatomicity. Indeed, as shown by the functional given in (2.8), the condition (2.7) is a strictly stronger condition.

It is known \([5, 10, 13]\) that under these assumptions on \( D \), and \( f \) for each \( \phi \in C \) there is a unique solution of (2.8) with initial value \( \phi \) at 0. The solution is continuous with respect to initial data. For definition of solutions see [13]. In the sequel \( t_1 \) is fixed and is in the interval of definition \([0, T]\), of solutions of (2.8).

We make the following related assumption on the functional.

**Assumption 2.5.** Let \( \phi \in C([-\tau, 0]; \mathbb{R}^d) \) and assume \( D_0, D_1 : C \to \mathbb{R}^d \) such that
\[ D(\phi) = D_0(\phi) + D_1(\phi). \]
\[ (2.12) \]

Suppose there exists \( \delta > 0 \) and \( H : C([-\tau, 0]; \mathbb{R}^d) \to \mathbb{R}^d \) such that
\[ D_0(\phi) := H(\{\phi(s) : -\tau \leq s \leq -\delta < 0\}), \text{ for all } \phi \in C([-\tau, 0]; \mathbb{R}^d). \]

Suppose further that \( D_1 \) is uniformly non–atomic at zero on \( C \), so that there exists \( 0 < T_1 \leq \delta \) and \( k \in (0, 1) \) as given in definition \( 2.4 \) such that (2.9) and (2.11) hold.

We can choose \( T_1 < \delta \) without loss of generality in order to ensure that the pure delay functional \( D_0 \) which depends on \( \phi \in C([-\tau, 0]; \mathbb{R}^d) \) only on \([-\tau, -\delta]\) does not interact with the functional \( D_1 \) which can depend on \( \phi \) on all \([-\tau, 0]\). One consequence of the decomposition of \( D \) in (2.12) is that the continuity condition on \( k \) required in Hale’s definition of uniform non–atomicity can be dropped.

We make a linear growth assumption on \( D \) which is slightly non–standard also.

**Assumption 2.6.** For all \( \phi \in C([-\tau, 0]; \mathbb{R}^d) \), there exist \( k \in (0, 1) \) and \( K_D > 0 \) such that
\[ |D(\phi)| \leq K_D(1 + \sup_{-\tau \leq s \leq -T_1} |\phi(s)|) + k \sup_{-T_1 \leq s \leq 0} |\phi(s)|. \]
\[ (2.13) \]

The numbers \( k \) and \( T_1 \) can be chosen to be the same as those in Assumption 2.5 without loss of generality, and we choose to do so. One reason for this is that the choice that \( T_1 < \delta \) in Assumption 2.5 ensures that the pure delay functional \( D_0 \) does not make a contribution to the constant \( k \) in the second term on the right hand side of (2.13) which might force \( k > 1 \). The linear growth bound on \( D(\phi) \) arising from the dependence on \( \phi \) over the interval \([-\tau, -T_1]\) guarantees the existence of second moments of the solution of (1.1). Notice that no restriction is made on the size of the constant \( K_D \), while we require \( k \in (0, 1) \).
3. Discussion of Main Results

In this section we state and discuss the main results of the paper. We state our main existence result, and give examples of functionals to which it applies. We then show, under the condition that \( D \) is uniformly non–atomic at zero in \( C([-\tau,0];\mathbb{R}^d) \), that the solution \( X \) of (2.2) enjoys exponential growth bounds in both a \( p \)-th mean and almost sure sense. Finally, we give examples of equations for which the neutral functional \( D \) is not uniformly non–atomic at zero, and for which solutions of (2.2) do not exist.

3.1. Existence result. The main result of this paper relaxes the contraction constant in (2.7) in the case when the functional \( D \) is composed of a mixture of pure delay and instantaneously interacted functional. For any \( T > 0 \) and \( \tau \geq 0 \) we define \( \mathcal{M}^2([-\tau,T];\mathbb{R}^d) \) to be the space of all \( \mathbb{R}^d \)-valued adapted process \( U = \{ U(t) : -\tau \leq t \leq T \} \) such that

\[
\mathbb{E} \left[ \sup_{-\tau \leq s \leq T} |U(s)|^2 \right] < +\infty.
\]

**Theorem 3.1.** Suppose that the functionals \( D \) obeys Assumption 2.5 and Assumption 2.7, \( f \) and \( g \) obey Assumption 2.2. Then there exists a unique solution to equation (1.1). Moreover, the solution is in \( \mathcal{M}^2([-\tau,T];\mathbb{R}^d) \).

We now give two examples to which Theorem 3.1 can be applied.

**Example 3.2.** Consider the neutral functional \( D \) defined by

\[
D(\varphi) = h_0(\varphi(0)) + \sum_{i=1}^N h_i(\varphi(-\tau_i)) + \int_{[-\tau_0,0]} w(s)h(\varphi(s)) \, ds, \tag{3.1}
\]

where \( \varphi \in C([-\max_{i \geq 1} \{ \tau_i \} \vee \tau_0,0];\mathbb{R}^d) \); \( h \) is global Lipschitz continuous and linearly bounded; \( w \) is continuous; For each \( i \in \mathbb{N}, \tau_i > 0, h_i \) is continuous and globally linearly bounded. It is easy to see that under either of the following two conditions, a unique solution exists:

(i) If \( h_0 \) is also global Lipschitz continuous and linearly bounded, moreover, for any \( x, y \in \mathbb{R}^d, |h_0(x) - h_0(y)| \leq k|x-y| \) with \( 0 < k < 1 \).

(ii) If \( h_0(x) = Ax, A \in \mathbb{R}^{d \times d} \) and \( \det(I-A) \neq 0 \). In this case, equation (1.1) can be rearranged by dividing both sides by \((I-A)^{-1}\) to obtain a unique solution regardless the value of \( k \).

The two cases illustrate the importance of both invertibility and non-atomicity in ensuring a unique solution of equation (1.1).

**Example 3.3.** Consider \( D(\varphi) = K \max_{-\tau \leq s \leq -\tau^*} ||\varphi(s)|| \) where \( 0 \leq \tau^* < \tau \). If \( \tau^* > 0 \), then for all \( K \in \mathbb{R} \), a unique solution exists. In this case, \( D \) plays the role of \( D_0 \) in (1.1). However, if \( \tau^* = 0 \), then we require that \( |K| < 1 \).

3.2. Exponential estimates on the solution. In this subsection we state our results on the existence of moment and almost sure exponential estimates on the solution of (1.1). Results of this kind have been proven by Mao in [22, Chapter 6] under the condition (2.7). However, in this paper we establish similar estimates under the weaker assumption that \( D \) is uniformly non–atomic at zero. In our proof, this relaxation of the condition comes at the expense of a strengthening of our hypotheses on the functionals \( D, f \) and \( g \). The new hypotheses, which tend to preclude the functionals being closely related to maximum functionals, are nonetheless very natural for equations with point or distributed delay. The proofs rely on differential and integral inequalities, in contrast to those in [22, Chapter 6].
Theorem 3.4. Suppose that $f$ and $g$ are globally Lipschitz continuous and that $D$ is uniformly non-atomic at zero. Then there exists a unique continuous solution $X$ of equation (3.1). Suppose further that there exist positive real numbers $C_f$, $C_g$ and $C_D$ such that

$$|f(\varphi)| \leq C_f + \int_{[-\tau,0]} \nu(ds)|\varphi(s)|;$$

(3.2)

$$|g(\varphi)| \leq C_g + \int_{[-\tau,0]} \eta(ds)|\varphi(s)|;$$

(3.3)

$$|D(\varphi)| \leq C_D + \int_{[-\tau,0]} \mu(ds)|\varphi(s)|;$$

(3.4)

where $\nu$, $\eta$ and $\mu \in M([-\tau,0];\mathbb{R}^+)$.

Let $p \geq 2$, $\varepsilon > 0$ and define

$$\beta_1 = \beta_1(p, \varepsilon) := \frac{\varepsilon p(p-1)}{2}, \quad \lambda(du) = \lambda_{p,\varepsilon}(du) := \nu(du) \cdot \frac{1}{\varepsilon^{p-1}} + \eta(du) \cdot \frac{p-1}{\varepsilon^{p-2}}.$$  

Then there exists a positive real number $\delta = \delta(p, \varepsilon)$ such that $X$ obeys

$$\limsup_{t \to \infty} \frac{1}{t} \log \mathbb{E}[|X(t)|^p] \leq \delta + \frac{\varepsilon p(p-1)}{2},$$

(3.5)

where $\delta$ satisfies

$$\int_{[-\tau,0]} e^{(\delta + \beta_1)s} \mu(ds) + \int_{0}^{\tau} e^{-\delta s} \int_{-\tau,0} e^{\beta_1 u} \lambda(du) ds + \frac{e^{-\delta \tau}}{\delta} \int_{[-\tau,0]} e^{\beta_1 u} \lambda(du) = 1.$$  

We make no claims about the optimality of the exponent in (3.5), although $\varepsilon > 0$ could be chosen so as to minimise $\varepsilon \mapsto \delta(p, \varepsilon) + \beta_1(p, \varepsilon)$ for a given value of $p \geq 2$. In a later work we show that an exact exponent can be determined in the case $p = 2$ for a scalar linear stochastic neutral equation.

Remark 3.5. We notice that a functional of a form similar to (3.1) satisfies the conditions (3.2), (3.3) or (3.4). Suppose for $i = 1, \ldots, N$ that $h_i : \mathbb{R}^d \to \mathbb{R}^{d'}$ is globally linearly bounded, and satisfies the bound $|h_i(x)| \leq K_i(1 + |x|)$ for $x \in \mathbb{R}^d$, and that $\nu_i \in M([-\tau,0];\mathbb{R}^{d \times d'})$, and let

$$f(\varphi) = \sum_{i=1}^{N} \int_{[-\tau,0]} \nu_i(ds) h_i(\varphi(s)), \quad \varphi \in C([-\tau,0];\mathbb{R}^d),$$

where $\tau = \max_{i=1,\ldots,N} \tau_i \in (0, \infty)$. Then

$$|f(\varphi)| \leq \sum_{i=1}^{N} \int_{[-\tau,0]} K_i |\nu_i|(ds) + \sum_{i=1}^{N} \int_{[-\tau,0]} K_i |\nu_i|(ds)|\varphi(s)|.$$  

Now set $C_f = \sum_{i=1}^{N} \int_{[-\tau,0]} K_i |\nu_i|(ds)$ and $\nu(ds) := \sum_{i=1}^{N} K_i |\nu_i|(ds)$ where we define $\nu_i(E) = 0$ for every Borel set $E \subset [-\tau,\tau_i)$, so that $f$ obeys (3.2).

Remark 3.6. First, we note that the conditions (3.2), (3.3) and (3.4) imply Assumption 2.2 and Assumption 2.4, with which Lemma 4.1 can be applied. Second, for any $p \geq 2$, the conditions (3.2), (3.3) and (3.4) imply

$$|f(\varphi)|^p \leq C_f + \int_{[-\tau,0]} \nu(ds)|\varphi(s)|^p;$$

(3.6)

$$|g(\varphi)|^p \leq C_g + \int_{[-\tau,0]} \eta(ds)|\varphi(s)|^p;$$

(3.7)

$$|D(\varphi)|^p \leq C_D + \int_{[-\tau,0]} \mu(ds)|\varphi(s)|^p,$$

(3.8)
respectively for a different set of $C_f$, $C_g$ and $C_D$, and rescaled measures $\nu$, $\eta$ and $\mu$. Therefore, for the reason of convenience, we will be using conditions (3.6), (3.7) and (3.8) in the proof of Theorem 3.7.

Theorem 3.7 can be used to prove that $X$ obeys an almost sure exponential growth bound.

**Theorem 3.7.** Suppose that $f$ and $g$ are globally Lipschitz continuous and that $D$ is uniformly non–atomic at zero. Then there exists a unique continuous solution $X$ of equation (1.1). Suppose further that there exist positive real numbers $C_f$, $C_g$ and $C_D$ such that $f$, $g$ and $D$ obey (3.2), (3.3) and (3.4) respectively where $\nu$, $\eta$ and $\mu \in \mathcal{M}([−\tau, 0]; \mathbb{R}^+)$. Then there exists $\gamma > 0$ such that

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \gamma,$$

and we have the following estimates for $X$:

(i) If $\int_{[−\tau, 0]} \mu(ds) \geq 1$, then $X$ obeys

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \max(\gamma/2, \theta^*), \quad \text{a.s.} \quad (3.9)$$

where $\theta^* \geq 0$ is defined by $\int_{[−\tau, 0]} e^{\theta^*s} \mu(ds) = 1$.

(ii) If $\int_{[−\tau, 0]} \mu(ds) < 1$, then $X$ obeys

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \gamma/2, \quad \text{a.s.} \quad (3.10)$$

3.3. Non-existence of Solutions of SNFDEs. In this section, we give examples of scalar stochastic neutral equation which do not have a solution. To the best of our knowledge, examples of stochastic neutral equations which do not have solutions have not appeared in the literature to date. Our purpose in constructing such examples is to demonstrate the importance of the existence conditions (2.11) and (2.12) in ensuring the existence of solutions. We show that both these sufficient conditions are in some sense sharp in two ways. First, by showing that if either condition (2.11) and (2.12) is slightly relaxed, then solutions to our examples do not exist. Second, by considering the equations for which solutions do not exist as members of parameterised families of equations, we can show that small changes in the parameters lead to equations which have unique solutions.

We consider both equations with continuously distributed functionals and with maximum type functionals. The first class of equation shows the condition (2.11) cannot readily be improved for equations. The condition (2.11) is shown to be quite sharp for equations with max–type functionals.

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space with the filtration $(\mathcal{F}(t))_{t \geq 0}$ satisfying the usual conditions. Let $B = \{B(t) : t \geq 0\}$ be a one–dimensional Brownian motion defined on the space. Let $\tau > 0$ and $0 < T < \infty$.

3.3.1. Equation with continuously distributed delay. Let the functional $f$ defined by $f : C([−\tau, 0]; \mathbb{R}) \to \mathbb{R}$ be Borel–measurable. Let $h \in C(\mathbb{R}; \mathbb{R})$, $w \in C^1([−\tau, 0]; \mathbb{R})$ and $\sigma \neq 0$. Consider the one–dimensional neutral stochastic functional differential equation

$$d \left( \epsilon X(t) + \int_{−\tau}^{0} w(s)h(X(t + s))ds \right) = f(X_t) \, dt + \sigma \, dB(t), \quad 0 \leq t \leq T. \quad (3.11)$$

where $\epsilon \in \mathbb{R}$. For the initial value problem we must specify the initial data on the interval $[−\tau, 0]$ and hence we impose the initial condition

$$X_0 = \psi = \{\psi(\theta) : −\tau \leq \theta \leq 0\} \in L^2(\mathbb{P})([-\tau, 0]; \mathbb{R}), \quad (3.12)$$
that is \( \psi \) is an \( F(0) \)-measurable \( C([-\tau,0];\mathbb{R}) \)-valued random variable such that \( \mathbb{E}[|\psi|^2] < +\infty \). Equation (3.11) should be interpreted as the integral equation

\[
\epsilon X(t) + \int_{-\tau}^{t} w(s)h(X(t + s))\,ds = \int_{-\tau}^{0} w(s)h(\psi(s))\,ds + \int_{0}^{t} f(X_s)\,ds + \int_{0}^{t} \sigma d\langle B \rangle_s, \quad \text{for all } t \in [0,T], \text{ a.s.} \tag{3.13}
\]

The initial value problem for equation (3.11) is to find the solution of (3.11) satisfying the initial data (3.12). In this context a solution is an \( \mathbb{R} \)-valued stochastic process \( X = \{X(t) : -\tau \leq t \leq T\} \) to equation (3.11) with initial data (3.12) if it has the following properties:

(i) \( t \mapsto X(t,\omega) \) is continuous for almost all \( \omega \in \Omega \) and \( X \in (F(t))_{t \geq 0} \)-adapted;

(ii) \( \{f(X_t)\} \in L^1([0,T];\mathbb{R}) \);

(iii) \( X_0 = \psi \) and (3.13) holds.

**Proposition 3.8.** Let \( \tau > 0 \). Let \( h \in C(\mathbb{R};\mathbb{R}) \), \( w \in C^1([-\tau,0];\mathbb{R}) \), \( \psi \in C([-\tau,0];\mathbb{R}) \) and \( \sigma \neq 0 \). Suppose also that

\[
t \mapsto f(x_t) \quad \text{is in } C([0,\infty),\mathbb{R}) \text{ for each } x \in C([-\tau,\infty),\mathbb{R}).
\]

Let \( T > 0 \) and \( \epsilon = 0 \). Then there is no process \( X = \{X(t) : -\tau \leq t \leq T\} \) which is a solution of (3.11), (3.12).

We note that a solution does not exist for any \( T > 0 \).

It is the hypotheses \( \epsilon = 0 \) that is crucial in ensuring the non-existence of a solution. In 3.11 we may define the neutral functional \( D \) by

\[
D(\varphi) := (1-\epsilon)\varphi(0) - \int_{-\tau}^{0} w(s)h(\varphi(s))\,ds, \quad \varphi \in C([-\tau,0];\mathbb{R}).
\]

Suppose that \( h \) is globally Lipschitz continuous with Lipschitz constant \( k_h \). Let \( \phi \in C([-\tau,0];\mathbb{R}) \) and suppose that \( \varphi_1,\varphi_2 \in \mathcal{Q}(\phi,s) \) for \( s < \tau \). Clearly \( D \) cannot be uniformly non-atomic at 0 on \( C([-\tau,0];\mathbb{R}) \) for otherwise (3.11) would have a solution.

We now show, however, for \( \epsilon \in (0,2) \) that \( D \) is uniformly non-atomic at 0 on \( C([-\tau,0];\mathbb{R}) \), and so (3.11) does have a solution. First note that

\[
D(\varphi_1) - D(\varphi_2) = (1-\epsilon)(\varphi_1(0) - \varphi_2(0)) - \int_{-\tau}^{0} w(u)(h(\varphi_1(u)) - h(\varphi_2(u)))\,du.
\]

Since \( \varphi_1(u) = \varphi_2(u) = \phi(u) \) for \( u \in [-\tau,-s) \), we have

\[
D(\varphi_1) - D(\varphi_2) = (1-\epsilon)(\varphi_1(0) - \varphi_2(0)) - \int_{-s}^{0} w(u)(h(\varphi_1(u)) - h(\varphi_2(u)))\,du.
\]

Therefore by (3.14) we have

\[
|D(\varphi_1) - D(\varphi_2)| \leq |1 - \epsilon||\varphi_1(0) - \varphi_2(0)| + \int_{-s}^{0} |w(u)||h(\varphi_1(u)) - h(\varphi_2(u))|\,du
\]

\[
\leq |1 - \epsilon||\varphi_1(0) - \varphi_2(0)| + k_h \int_{-s}^{0} |w(u)||\varphi_1(u) - \varphi_2(u)|\,du
\]

\[
\leq |1 - \epsilon||\varphi_1 - \varphi_2|_{\sup} + k_h||\varphi_1 - \varphi_2|_{\sup} \int_{-s}^{0} |w(u)|\,du
\]

\[
= \rho_0(s)||\varphi_1 - \varphi_2|_{\sup},
\]
where we define
\[ \rho_0(s) := |1 - \epsilon| + k_0 \int_{-s}^{0} |w(u)| \, du, \quad s \in [-\tau, 0]. \]

Clearly \( \rho_0 \) is non-decreasing. For every \( \epsilon \in (0, 2) \) we have \( |1 - \epsilon| < 1 \), so because \( w \) is continuous, there exists a \( T_1 > 0 \) such that \( \rho_0(T_1) < 1 \). In this case, \( D \) is uniformly non-atomic at 0 on \( C([-\tau, 0]; \mathbb{R}) \). Therefore for \( \epsilon \in (0, 2) \) we see that (5.11) has a unique solution by Theorem 5.1. In the case when \( \epsilon > 2 \) or \( \epsilon < 0 \), simply divide (5.11) by \( \epsilon \). The properties on \( f, w \) and \( h \) etc. guarantee the existence and uniqueness by Theorem 3.1 using the above arguments in the case \( \epsilon = 1 \).

**Proposition 3.9.** Let \( \tau > 0 \) and \( \epsilon \neq 0 \). Suppose \( h \in C(\mathbb{R}; \mathbb{R}) \) is globally Lipschitz continuous, \( w \in C([-\tau, 0]; \mathbb{R}) \), \( \psi \in C([-\tau, 0]; \mathbb{R}) \) and \( \sigma \neq 0 \). Suppose also that there is \( K > 0 \)
\[ |f(\phi) - f(\varphi)| \leq K \sup_{-\tau \leq s \leq 0} |\phi(s) - \varphi(s)|, \quad \text{for all } \phi, \varphi \in C([-\tau, 0]; \mathbb{R}) \]

Let \( T > 0 \). Then there is a unique solution \( X = \{X(t) : -\tau \leq t \leq T\} \) of (5.11), (5.12).

3.3.2. **Equations with maximum functionals.** Let \( \kappa > 0 \) and suppose that \( g : C([-\tau, 0]; \mathbb{R}) \to \mathbb{R} \) is globally Lipschitz continuous. Consider the SFDE
\[ d(X(t) + \kappa \sup_{-\tau \leq s \leq 0} |X(t + s)|) = g(X_t) \, dB(t), \quad 0 \leq t \leq T, \text{ a.s.} \quad (3.15) \]

In the case when \( \kappa \in (0, 1) \), (2.7) holds for the functional \( D \) defined by
\[ D(\varphi) = \kappa \sup_{s \in [-\tau, 0]} |\varphi(s)|, \quad \varphi \in C([-\tau, 0]; \mathbb{R}), \quad (3.16) \]
and for any given \( T > 0 \), (5.15) has a solution by Mao [21, Theorem 6.2.2]. This could also be concluded from the fact that \( D \) is uniformly non-atomic at 0 on \( C([-\tau, 0]; \mathbb{R}) \), in which case Theorem 5.1 applies.

We suppose now that \( \kappa \geq 1 \). We note that (2.7) does not apply to the functional \( D \) in (3.15). To see this consider \( \varphi_2 \in C([-\tau, 0], \mathbb{R}) \) and let \( \varphi_1 = \alpha \varphi_2 \) for some \( \alpha > 0 \). Then
\[ |D(\varphi_2) - D(\varphi_1)| = |\kappa \sup_{-\tau \leq s \leq 0} \varphi_2(s) - \kappa \sup_{-\tau \leq s \leq 0} \varphi_1(s)| = |\kappa \sup_{-\tau \leq s \leq 0} \varphi_2(s) - \kappa \sup_{-\tau \leq s \leq 0} \varphi_2(s) - \alpha \sup_{-\tau \leq s \leq 0} \varphi_2(s)| = |1 - \alpha| \sup_{-\tau \leq s \leq 0} \varphi_2(s)| \]

On the other hand \( \kappa \sup_{-\tau \leq s \leq 0} \varphi_2(s) = \kappa \sup_{-\tau \leq s \leq 0} \varphi_2(s) - \kappa \sup_{-\tau \leq s \leq 0} \) \( \varphi_1(s) = \kappa \sup_{-\tau \leq s \leq 0} \varphi_2(s) \), so
\[ |D(\varphi_2) - D(\varphi_1)| = \kappa \sup_{-\tau \leq s \leq 0} \varphi_2(s) - \varphi_1(s)| \]

which violates (2.7), as \( \kappa \geq 1 \).

Also, we see that \( D \) in (3.15) does not satisfy (2.10). To see this suppose that \( \varphi_1, \varphi_2 \in \mathcal{Q}(s, 0) \) is such that \( \varphi_2(0) > 0 \), \( \varphi_2 \) is non-decreasing, and \( \varphi_1 = \alpha \varphi_2 \) for \( \alpha > 0 \). Then
\[ D(\varphi_2) = \kappa \sup_{u \in [-\tau, 0]} |\varphi_2(u)| = \kappa \sup_{u \in [-\tau, 0]} |\varphi_2(u)| = \kappa \sup_{u \in [-\tau, 0]} \varphi_2(u) = \kappa \varphi_2(0). \]

Similarly
\[ D(\varphi_1) = \kappa \sup_{u \in [-\tau, 0]} |\varphi_1(u)| = \kappa \sup_{u \in [-\tau, 0]} \alpha \varphi_2(u) = \kappa \alpha \varphi_2(0). \]

Hence \( |D(\varphi_2) - D(\varphi_1)| = \kappa |1 - \alpha \varphi_2(0)| \). On the other hand
\[ \|\varphi_2 - \varphi_1\|_{\text{sup}} = \max_{u \in [-\tau, 0]} |\varphi_2(u) - \varphi_1(u)| \]
Thus \( |D(\varphi_2) - D(\varphi_1)| = \kappa \|\varphi_2 - \varphi_1\|_{\text{sup}} \), so (2.9) and (2.10) cannot both be satisfied, because \( \kappa \geq 1 \).

We now prove that (3.15) does not have a solution.
Proposition 3.10. Let $\tau > 0$. Let $\psi \in C([-\tau,0];\mathbb{R})$ and $\sigma \neq 0$. Suppose also that

There exists $\delta > 0$ such that $\delta := \inf_{\varphi \in C([-\tau,0];\mathbb{R})} g^2(\varphi)$. \hfill (3.17)

Let $T > 0$ and $\kappa \geq 1$. Then there is no process $X = \{X(t) : -\tau \leq t \leq T\}$ which is a solution of \hfill (3.15).

4. Auxiliary Results

The proofs of the main results are facilitated by a number of supporting lemmata. We state and discuss these here.

We first give a lemma which is necessary in proving the uniqueness and existence of the solution.

Lemma 4.1. Let $X$ be the unique continuous solution of equation \hfill (2.2) with initial condition \hfill (2.3). If both \hfill (2.6) and \hfill (2.13) hold, then for any $p \geq 2$, there exist positive constants $K_1$ and $K_2$ depending on $T$ such that

$$\mathbb{E}\sup_{-\tau \leq s \leq t} |X(s)|^p \leq K_1 e^{K_2 T}. \hfill (4.1)$$

In our proofs of moment estimates, we will need to use the fact that the $p$-th moment of the solution is a continuous function. Although the continuity of the moments is known for solutions of SDEs, the contraction condition \hfill (2.7) is used in proving this continuity. Therefore, under our weaker assumptions, we need to prove this result afresh. To prove the continuity, we first need an elementary inequality.

Lemma 4.2. Let $p \geq 1$. Suppose that $U, V \in \mathbb{R}^d$ are random variables in $L^2(p-1)$. If $c_p > 0$ is the number such that

$$(a + b)^2(p-1) \leq c_p (a^{2(p-1)} + b^{2(p-1)}), \quad \text{for all } a, b \geq 0,$$

then

$$\left| \mathbb{E}[|U|^p] - \mathbb{E}[|V|^p] \right| \leq p \left( c_p \mathbb{E}[|U|^{2(p-1)}] + c_p \mathbb{E}[|V|^{2(p-1)}] \right) \frac{1}{2} \mathbb{E}[|U - V|^2]^{1/2}. \hfill (3.17)$$

The continuity of the moments applies to general processes; since we will also employ it for an important auxiliary process, we do not confine the scope of the result to the solution of \hfill (2.2).

Lemma 4.3. Let $p \geq 1$. Let $\tau, T > 0$. Let $X = \{X(t) : t \in [-\tau, T]\}$ be a $\mathbb{R}^d$-valued stochastic process with a.s. continuous paths, such that

$$\mathbb{E}[\max_{-\tau \leq s \leq T} |X(s)|^2] < +\infty, \quad \mathbb{E}[\max_{-\tau \leq s \leq T} |X(s)|^{2(p-1)}] < +\infty. \hfill (4.2)$$

Then

$$\lim_{t \to s} \mathbb{E}[|X(t) - X(s)|^2] = 0, \quad \text{for all } s \in [0, T], \hfill (4.3)$$

and so

$$\lim_{t \to s} \mathbb{E}[|X(t)|^p] = \mathbb{E}[|X(s)|^p], \quad \text{for all } s \in [0, T]. \hfill (4.4)$$

We find it useful to prove a variant of Gronwall’s lemma. The argument is a slight modification of arguments given in Gripenberg, Londen and Staffans [9, Theorems 9.8.2 and 10.2.15]. The result gives us the freedom to construct an upper bound via an integral inequality, rather than relying on precise knowledge of the asymptotic behaviour of a solution of an equation. We avail of this freedom in proving a.s. and $p$-th mean exponential estimates on the solution of the neutral SFDE.
Lemma 4.4. Suppose that $\kappa \in M([0,\infty),\mathbb{R})$ is such that $(-\kappa)$ has non-positive resolvent $\rho$ given by

$$\rho + (-\kappa) \ast \rho = -\kappa.$$  

Let $f$ be in $L^1_{\text{loc}}(\mathbb{R}^+)$ and $x \in L^1_{\text{loc}}(\mathbb{R}^+)$ obey

$$x(t) \leq (\kappa \ast x)(t) + f(t), \quad t \geq 0. \quad (4.5)$$

If $y \in L^1_{\text{loc}}(\mathbb{R}^+)$ obeys

$$y(t) \geq (\kappa \ast y)(t) + f(t), \quad t \geq 0; \quad y(0) \geq x(0), \quad (4.6)$$

then $x(t) \leq y(t)$ for all $t \geq 0$.

5. Proof of Section 4

5.1. Proof of Lemma 4.1. First, consider $t \in [0,T_1]$. Define

$$\xi_m := T_1 \wedge \inf \{ t \in [0,T_1] \mid |X(t)| \geq m \}, \quad m \in \mathbb{N}.$$  

Set $X^m(t) = X(t \wedge \xi_m)$. Hence

$$X^m(t) = \psi(0) - D(\psi) + D(X^m_t) + \int_0^t f(X^m_s) \, ds + \int_0^t g(X^m_s) \, dB(s).$$

By the inequality (cf. [21, Lemma 6.4.1]),

$$|a+b|^p \leq (1 + \varepsilon \frac{1}{p-1})^{p-1}(|a|^p + |b|^{p/\varepsilon}), \quad \forall p > 1, \quad \varepsilon > 0, \quad \text{and} \quad a, b \in \mathbb{R}, \quad (5.1)$$

it is easy to show that

$$|X^m(t)|^p \leq (1 + \varepsilon \frac{1}{p-1})^{p-1} \left(|D(X^m_t)| + |D(\psi)|^p + \frac{1}{\varepsilon} |J^m_1(t)|^p \right),$$

where

$$0 < \varepsilon < \left( \frac{1}{k^{1/p}} - 1 \right)^{p-1} \quad (5.2)$$

$k$ is defined in [21,13], and

$$J^m_1(t) := \psi(0) + \int_0^t f(X^m_s) \, ds + \int_0^t g(X^m_s) \, dB(s).$$
Given (2.13) and using (5.1), for any $\varepsilon > 1$, we have

$$|X^m(t)|^p \leq \frac{(1 + \varepsilon)^{2p - 2}}{\varepsilon} |D(\psi)|^p + (1 + \varepsilon^{1/3}) |D(X^m)|^p + \frac{(1 + \varepsilon^{1/3})^{p - 1}}{\varepsilon} |J^m_1(t)|^p$$

Thus

$$\sup_{0 \leq s \leq t} |X^m(s)|^p \leq \frac{(1 + \varepsilon^{1/3})^{2p - 2}}{\varepsilon} |D(\psi)|^p + \frac{(1 + \varepsilon^{1/3})^{3p - 3}}{\varepsilon} [K_D + (K_D + k) \sup_{-\tau \leq s \leq 0} |\psi(s)|^p] + (1 + \varepsilon^{1/3})^{3p - 3} k^p \sup_{0 \leq s \leq t} |X^m(s)|^p + \frac{(1 + \varepsilon^{1/3})^{p - 1}}{\varepsilon} \sup_{0 \leq s \leq t} |J^m_1(t)|^p.$$
Now
\[
\sup_{0 \leq s \leq t} |J^n_t(s)|^p = \sup_{0 \leq s \leq t} \left| \psi(0) + \int_0^s f(X^n_u) \, du + \int_0^s g(X^n_u) \, dB(u) \right|^p
\]
\[
\leq \frac{(1 + \epsilon^{p-1})^{p-1}}{\epsilon} \sup_{-\tau \leq s \leq 0} |\psi(s)|^p
\]
\[
+ (1 + \epsilon^{p-1})^{p-1} \sup_{0 \leq s \leq t} \left| \int_0^s f(X^n_u) \, du + \int_0^s g(X^n_u) \, dB(u) \right|^p
\]
\[
\leq \frac{(1 + \epsilon^{p-1})^{p-1}}{\epsilon} \sup_{-\tau \leq s \leq 0} |\psi(s)|^p + \frac{(1 + \epsilon^{p-1})^{2p-2}}{\epsilon} \sup_{0 \leq s \leq t} \left( \int_0^s |\psi(s)|^p \right)
\]
\[
+ (1 + \epsilon^{p-1})^{2p-2} \sup_{0 \leq s \leq t} \left| \int_0^s g(X^n_u) \, dB(u) \right|^p.
\]

Taking expectations on both sides of the inequality, and let \( \alpha = \epsilon^{1/(p-1)} \), by Assumption 2.2, we have
\[
\mathbb{E}[\sup_{0 \leq s \leq t} |J^n_t(s)|^p] \leq \left( \frac{1 + \alpha}{\alpha} \right)^{p-1} \sup_{-\tau \leq s \leq 0} |\psi(s)|^p
\]
\[
+ (1 + \alpha)^{2p-2} \mathbb{E} \left[ \sup_{0 \leq s \leq t} \left( \int_0^s \hat{K}(1 + ||X^n_u||_{\sup}) \, du \right) \right]^p
\]
\[
+ (1 + \alpha)^{2p-2} \mathbb{E} \left[ \sup_{0 \leq s \leq t} \left( \int_0^s ||g(X^n_u)||_{L^2}^2 \, ds \right)^{\frac{p}{2}} \right].
\]

By the Burkholder-Davis-Gundy inequality, let \( C_p := [p^{p+1}/(2(p-1))^{p/2}] \), the above inequality implies that
\[
\mathbb{E}[\sup_{0 \leq s \leq t} |J^n_t(s)|^p] \leq \left( \frac{1 + \alpha}{\alpha} \right)^{p-1} \sup_{-\tau \leq s \leq 0} |\psi(s)|^p
\]
\[
+ (1 + \alpha)^{2p-2} \mathbb{E} \left[ \hat{K}^{p-1} \left( \int_0^t (1 + ||X^n_u||_{\sup}) \, du \right)^p \right]
\]
\[
+ (1 + \alpha)^{2p-2} C_p T_1^{p-1} \mathbb{E} \left[ \left( \int_0^t ||g(X^n_u)||_{L^2}^2 \, ds \right)^{\frac{p}{2}} \right]
\]
\[
\leq \left( \frac{1 + \alpha}{\alpha} \right)^{p-1} \sup_{-\tau \leq s \leq 0} |\psi(s)|^p
\]
\[
+ (1 + \alpha)^{2p-2} \hat{K}^{p-1} T_1^{p-1} \mathbb{E} \left[ \left( \int_0^t (1 + ||X^n_u||_{\sup})^p \, du \right)^{\frac{p}{2}} \right]
\]
\[
+ (1 + \alpha)^{2p-2} C_p \hat{K}^p \mathbb{E} \left[ \left( \int_0^t (1 + ||X^n_u||_{\sup})^2 \, du \right)^{\frac{p}{2}} \right]
\]

where we have used Hölder’s inequality in the second line. Thus
\[
(1 + ||X^n_u||_{\sup})^p \leq (1 + \alpha)^{p-1} (\alpha^{1-p} + ||X^n_u||_{\sup}^p),
\]
and
\[
\left( \int_0^t (1 + ||X^n_u||_{\sup})^{2} \, du \right)^{\frac{p}{2}} \leq T_1^{(p-2)/p} \int_0^t (1 + ||X^n_u||_{\sup})^p \, du
\]
\[
\leq (1 + \alpha)^{p-1} T_1^{(p-2)/p} \int_0^t (\alpha^{1-p} + ||X^n_u||_{\sup}) \, du.
\]
Thus for $U \in \mathbb{R}^d$, we have
\[ \left[ \int_0^t (\alpha^{1-p} + ||X^m||_{\sup}) \, du \right]. \] (5.4)

Proof of Lemma 4.2. Let $x, y \geq 0$ and $p \geq 1$. Then there exists $\theta(x, y) \in [0, 1]$ such that
\[ x^p - y^p = p[\theta x + (1 - \theta)y]^{p-1}(x - y). \]

Hence
\[ E[\sup_{0 \leq s \leq t} |J^m(s)|^p] \leq \left( \frac{1 + \alpha}{\alpha} \right)^{p-1} \sup_{-\tau \leq s \leq 0} |\psi(s)|^p \]
\[ + \left( \frac{1 + \alpha}{\alpha} \right)^{3p-3} K^{pT_1^{p-1} + (1 + \alpha)^{3p-3} C_p K^{pT_1^{(p-2)p}}} \right] E \left[ \int_0^t (\alpha^{1-p} + ||X^m||_{\sup}) \, du \right]. \]

Taking expectations on both sides of (5.3), and inserting the above inequality into (5.3), we have
\[ \frac{1}{\varepsilon} + E[\sup_{-\tau \leq s \leq t} |X^m(s)|^p] \leq \kappa_1 + \kappa_2 \int_0^t \left( \frac{1}{\varepsilon} + E[||X^m||_{\sup}] \right) \, du \]
\[ \leq (\frac{1}{\varepsilon} + \kappa_1) + \kappa_2 \int_0^t \left( \frac{1}{\varepsilon} + E[\sup_{-\tau \leq u \leq s} |X^m(u)|^p] \right) \, du, \]

where
\[ \kappa_1 := \frac{1}{1 - (1 + \varepsilon T)^{3p-3} K} \left[ (1 + \varepsilon T)^{2p-2} \frac{|D(\psi)|^p}{\varepsilon} \right. \]
\[ + \frac{(1 + \varepsilon T)^{3p-3} K_D + (K_D + \kappa) \sup_{-\tau \leq s \leq 0} |\psi(s)|^p}{\varepsilon} \]
\[ \left. + \left[ 1 + \frac{(1 + \varepsilon T)^{p-1}}{\varepsilon} \right] \sup_{-\tau \leq s \leq 0} |\psi(s)|^p, \right. \]

and
\[ \kappa_2 := \frac{(1 + \varepsilon T)^{p-1}}{\varepsilon[1 - (1 + \varepsilon T)^{3p-3} Kp]} \times \]
\[ \left[ (1 + \varepsilon T)^{3p-3} K^{pT_1^{p-1}} + (1 + \varepsilon T)^{3p-3} C_p K^{pT_1^{(p-2)p}} \right]. \]

Now the Gronwall inequality yields that
\[ \frac{1}{\varepsilon} + E[\sup_{-\tau \leq s \leq t} |X^m(s)|^p] \leq (\frac{1}{\varepsilon} + \kappa_1)e^{\kappa_2 T_1}, \]

Consequently
\[ E[\sup_{-\tau \leq s \leq t} |X^m(s)|^p] \leq (\frac{1}{\varepsilon} + \kappa_1)e^{\kappa_2 T_1}. \]

Letting $m \to \infty$ and $\varepsilon \to 1/k^{p/(3p-3)} - 1$ $p-1$, we get
\[ E[\sup_{-\tau \leq s \leq t_1} |X(s)|^p] \leq \left( \frac{1}{k^{p/(3p-3)}} - 1 \right)^{p-1} + \kappa_1 \epsilon^{\kappa_2 T_1}. \]

For $t \in [nT_1, (n+1)T_1]$ ($n \in \mathbb{N}$), assertion (4.3) can be shown by applying the same analysis as in the case of $t \in [0, T_1]$.

5.2. Proof of Lemma 4.2. Let $x, y \geq 0$ and $p \geq 1$. Then there exists $\theta(x, y) \in [0, 1]$ such that
\[ x^p - y^p = p[\theta x + (1 - \theta)y]^{p-1}(x - y). \]

Thus for $U, V \in \mathbb{R}^d$ we have $\theta(U, V) \in [0, 1]$ such that
\[ |U|^p - |V|^p = p[\theta |U| + (1 - \theta)|V|]^{p-1}(|U| - |V|). \]
Therefore
\[ E[|U|^p] - E[|V|^p] = pE[|\theta U|] + (1 - \theta)|V|^{p-1}(|U| - |V|) \]
\[ \leq pE[|\theta U|] + (1 - \theta)|V|^{2(p-1)}1/2E[(|U| - |V|)]^{1/2} \]
\[ \leq pE[|U|^p] + |V|^{2(p-1)}1/2E[(|U| - |V|)]^{1/2}. \]

Similarly, as \(|V|^p - |U|^p = p|\theta U| + (1 - \theta)|V|^{p-1}(|V| - |U|)|, we have
\[ E[|V|^p] - E[|U|^p] = pE[|\theta U|] + (1 - \theta)|V|^{p-1}(|V| - |U|) \]
\[ \leq pE[|\theta U|] + (1 - \theta)|V|^{2(p-1)}1/2E[(|V| - |U|)]^{1/2} \]
\[ = pE[|\theta U|] + (1 - \theta)|V|^{2(p-1)}1/2E[(|V| - |U|)]^{1/2} \]
\[ \leq pE[|U|^p] + |V|^{2(p-1)}1/2E[(|V| - |U|)]^{1/2}. \]

Therefore
\[ |E[|U|^p] - E[|V|^p]| \leq pE[|U|^2] + |V|^{2(p-1)}1/2E[(|U| - |V|)]^{1/2} \]
\[ = pE[|U|^2] + |V|^{2(p-1)}1/2E[(|U| - |V|)]^{1/2}. \]

Now \(|U| - |V| | \leq |U - V|, so \(|U| - |V| |^2 \leq |U - V|^2. Therefore
\[ |E[|U|^p] - E[|V|^p]| \leq pE[|U|^2] + |V|^{2(p-1)}1/2E[(|U - V|)]^{1/2}. \]

Since \((a + b)^{2(p-1)} \leq c_p(a^{2(p-1)} + b^{2(p-1)})\) for all \(a, b \geq 0\), we have
\[ |E[|U|^p] - E[|V|^p]| \leq p \left( c_pE[|U|^{2(p-1)}] + c_pE[|V|^{2(p-1)}] \right)^{1/2} E[|U - V|^2]^{1/2}, \]
as required.

5.3. **Proof of Lemma 4.3** Let \(0 \leq s \leq t \leq T\). We first prove (4.3). By the continuity of the sample paths, we have \(\lim_{t \to s} X(t) = X(s)\) a.s. for each \(s \in [0, T]\). On the other hand, because
\[ |X(t)| \leq \max_{0 \leq u \leq T} |X(u)|, \]
we have that \(|X(t)|\) is dominated by a random variable which is in \(L^2\) by (4.2). Then by the Dominated Convergence Theorem, we have that \(X(t)\) converges to \(X(s)\) in \(L^2\) viz.,
\[ \lim_{t \to s} E[|X(t) - X(s)|^2] = 0, \]
which is (4.3). Now we prove (4.4). Let \(0 \leq s \leq t \leq T\). Define \(M_p(t) := E[\max_{t_s \leq u \leq T} |X(s)|^{2(p-1)}]\). Since (4.2) holds, by Lemma 4.2
\[ E[|X(t)|^p] - E[|X(s)|^p] \]
\[ \leq p \left( c_pE[|X(t)|^{2(p-1)}] + c_pE[|X(s)|^{2(p-1)}] \right)^{1/2} E[|X(t) - X(s)|^2]^{1/2} \]
\[ \leq p \left( 2c_pM_p(T) \right)^{1/2} E[|X(t) - X(s)|^2]^{1/2}. \]
Now (4.3) implies (4.4).

5.4. **Proof of Lemma 4.4** By (4.3) and (4.6), there are \(g \geq 0\) and a \(h \geq 0\), both in \(L^1_{\text{loc}}(\mathbb{R}^+)\) such that
\[ x(t) = (\kappa \ast x)(t) + f(t) - g(t), \quad y(t) = (\kappa \ast y)(t) + f(t) + h(t), \quad t \geq 0. \]
Since \(\rho\) is the resolvent of \(-\kappa\), we have the variation of constants formulae:
\[ x = f - g - \rho \ast (f - g), \quad y = f + h - \rho \ast (f + h). \]
Therefore
\[ \kappa \ast x = \kappa \ast (f - g) = \kappa \ast \rho \ast (f - g) = [\kappa \ast \kappa \ast \rho] \ast f - [\kappa \ast \kappa \ast \rho] \ast g = -\rho \ast f + \rho \ast g. \]
Similarly $\kappa \ast y = -\rho \ast f - \rho \ast h$. Hence
\[ x(t) \leq (\kappa \ast x)(t) + f(t) = -(\rho \ast f)(t) + (\rho \ast g)(t) + f(t) \leq f(t) - (\rho \ast f)(t), \]
where we have used the fact that $g$ is non-negative and $\rho$ is non-positive at the last step. Similarly
\[ y(t) \geq (\kappa \ast y)(t) + f(t) - (\rho \ast f)(t) - (\rho \ast h)(t) + f(t) \geq f(t) - (\rho \ast f)(t), \]
where we have used the fact that $h$ is non-negative and $\rho$ is non-positive at the last step. Therefore $x(t) \leq f(t) - (\rho \ast f)(t) \leq y(t)$ for all $t \geq 0$, which proves the claim.

6. Proofs of Section 3

6.1. Proof of Theorem 3.1 We first establish the existence of the solution on $[0, T_1]$, where $T_1 \in (0, \delta)$ as defined in Assumption 2.6. Define that for $n = 0, 1, 2, \ldots$, $X^n_{0,0} = \psi$ and $X^n_t = \psi(0)$ for $0 \leq t \leq T_1$. Define the Picard Iteration, for $n \in \mathbb{N}$, $t \in [0, T_1],$
\[ X^n_t - D(X^n_{1,t}) = \psi(0) - D(\psi) + \int_0^t f(X^n_{1,s}) \, ds + \int_0^t g(X^n_{1,s}) \, dB(s). \] 
Hence
\[ X^n_t - X^n_0 = D(X^n_{1,t}) - D(\psi) + \int_0^t f(X^n_{1,s}) \, ds + \int_0^t g(X^n_{1,s}) \, dB(s). \]
By Assumption 2.6
\[ |X^n_t - X^n_0|^2 \leq \frac{1}{\alpha} |D(X^n_{1,t}) - D(\psi)|^2 + \frac{1}{1 - \alpha} |I(t)|^2 \]
\[ \leq \frac{1}{\alpha} \left( K_D \left( 1 + \sup_{-\tau \leq s \leq T_1} |X^n_s(t + s)| \right) \right. \]
\[ + k \sup_{-T_1 \leq s \leq 0} |X^n_s(t + s)| + |D(\psi)| \left. \right)^2 \]
where
\[ I(t) := \int_0^t f(X^n_{1,s}) \, ds + \int_0^t g(X^n_{1,s}) \, dB(s). \]
It follows that
\[ \sup_{0 \leq t \leq T_1} |X^n_t - X^n_0|^2 \]
\[ \leq \frac{1}{\alpha} \left( K_D \left( 1 + \sup_{-\tau \leq s \leq 0} |\psi(s)| \right) \right. \]
\[ + k \sup_{-T_1 \leq s \leq 0} |X^n_s| \left. \right)^2 + \frac{1}{1 - \alpha} \sup_{0 \leq t \leq T_1} |I(t)|^2 \]
\[ = \frac{1}{\alpha} \left( K_D + (K_D + k) \sup_{-\tau \leq s \leq 0} |\psi(s)| + |D(\psi)| \right)^2 + \frac{1}{1 - \alpha} \sup_{0 \leq t \leq T_1} |I(t)|^2 \]
By Assumption 2.6 it can be shown that
\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T_1} |I(t)|^2 \right] \leq 2KT_1(T_1 + 4)(\sup_{-T_1 \leq s \leq 0} |\psi(s)|^2 + 1). \]
This implies that
\[
E \left[ \sup_{0 \leq t \leq T_1} |X_1^n(t) - X_1^0(t)|^2 \right] \leq \frac{1}{\alpha} \left( K_D + (K_D + k) \sup_{-\tau \leq s \leq 0} |\psi(s)| + |D(\psi)| \right)^2 + \frac{2KT_1(T_1 + 4)}{1 - \alpha} \left( \sup_{-T_1 \leq s \leq 0} |\psi(s)|^2 + 1 \right) =: C. \quad (6.2)
\]

Now for all \( n \in \mathbb{N} \) and \( 0 \leq t \leq T_1 < \delta \) (\( \delta \) is defined in Assumption 2.5), follow the same argument as in the proof of the uniqueness, we have \( D_0(X_1^n(t)) = D_0(X_1^{n-1}(t)) = 0 \). Therefore
\[
X_1^{n+1}(t) - X_1^n(t) = D_1(X_1^n(t)) - D_1(X_1^{n-1}(t))
\]
\[
+ \int_0^t \left( f(X_1^n(s)) - f(X_1^{n-1}(s)) \right) ds + \int_0^t \left( g(X_1^n(s)) - g(X_1^{n-1}(s)) \right) dB(s).
\]

Again by (2.11), we have
\[
\begin{align*}
|D_1(X_1^n(t)) - D_1(X_1^{n-1}(t))| &\leq k \|X_1^n(t) - X_1^{n-1}(t)\|_{H^1} \\
&= k \max \left\{ \sup_{-T_1 \leq s \leq 0} |X_1^n(t + s) - X_1^{n-1}(t + s)|, \sup_{0 \leq s \leq T_1} |X_1^n(t + s) - X_1^{n-1}(t + s)| \right\} \\
&= k \sup_{0 \leq s \leq t} |X_1^n(s) - X_1^{n-1}(s)|.
\end{align*}
\]

Apply the same analysis as in the proof of the uniqueness, we get
\[
\begin{align*}
E \left[ \sup_{0 \leq t \leq T_1} |X_1^{n+1}(t) - X_1^n(t)|^2 \right] &\leq \frac{k^2}{\alpha} E \left[ \sup_{0 \leq t \leq T_1} |X_1^n(t) - X_1^{n-1}(t)|^2 \right] \\
&\quad + \frac{2K(T_1 + 4)}{1 - \alpha} \int_0^{T_1} E \left[ \sup_{0 \leq s \leq t} |X_1^n(s) - X_1^{n-1}(s)|^2 \right] dt \\
&\leq \left( \frac{k^2}{\alpha} + \frac{2KT_1(T_1 + 4)}{1 - \alpha} \right) E \left[ \sup_{0 \leq t \leq T_1} |X_1^n(t) - X_1^{n-1}(t)|^2 \right].
\end{align*}
\]

Now let
\[
\gamma := \frac{k^2}{\alpha} + \frac{2KT_1(T_1 + 4)}{1 - \alpha}.
\]

We show that there exist such \( T_1 \) and \( \alpha \) so that \( \gamma < 1 \). Fix \( 0 < \mu < 1 \). Choose \( T_1 \) such that \( k = \rho_0(T_1) < \mu \) and \( 2KT_1(T_1 + 4) < (1 - \mu^2)^2/[2(1 + \mu^2)] \). Let \( \alpha = (1/2)\mu^2 + (1/2) \), then \( k^2 < \mu^2 < \alpha < 1 \), which implies \( \gamma < 1 \). Combining (6.3) with (6.2), we have
\[
E \left[ \sup_{0 \leq t \leq T_1} |X_1^{n+1}(t) - X_1^n(t)|^2 \right] \leq \gamma^n C. \quad (6.4)
\]

Choose \( \epsilon > 0 \), so that \( (1 + \epsilon) \gamma < 1 \). Hence by Chebyshev’s inequality,
\[
P \left\{ \sup_{0 \leq t \leq T_1} |X_1^{n+1}(t) - X_1^n(t)| > \frac{1}{(1 + \epsilon)^n} \right\} \leq (1 + \epsilon)^n \gamma^n C.
\]
Since $\sum_{n=0}^{\infty}(1+\epsilon)^n a n C < \infty$, by Borel-Cantelli lemma, for almost all $\omega \in \Omega$, there exists $n_0 = n_0(\omega) \in \mathbb{N}$ such that

$$\sup_{0 \leq t \leq T_1} |X_{t+1}^n(t) - X^n_t(t)| \leq \frac{1}{(1+\epsilon)^n}, \text{ for } n > n_0.$$ 

This implies that

$$X^n_t(t) = X^0_t(t) + \sum_{i=0}^{n-1} [X_{t+1}^{n-1}(t) - X^n_t(t)],$$

converge uniformly on $t \in [0, T_1]$ a.s. Let the limit be $X_1(t)$ for $t \in [0, T_1]$ which is continuous and $\mathcal{F}(t)$-adapted. Moreover, by (6.4), \{X^n_t(t)\}_{n \in \mathbb{N}} \to X_1(t)$ in $L^2$ on $t \in [0, T_1]$. By Lemma 1.1, $X_1(\cdot) \in \mathcal{M}^2([-\tau, T_1]; \mathbb{R}^d)$. Note that

$$E\left[\left|\int_0^t f(X^n_{t,s}) ds - \int_0^t f(X_{t,s}) ds\right|^2\right] \leq E\left[\left|\left(\int_0^t |f(X^n_{t,s}) - f(X_{t,s})| ds\right)^2\right|\right] \leq K^2 E\left[\left|\int_0^t d_{X^n_{t,s}} - d_{X_{t,s}}\right|^2 ds\right] \leq K^2 T_1^2 \int_0^{T_1} E[|X^n_{t,s} - X_{t,s}|^2_{su}] ds, \to 0, \text{ as } n \to \infty,$$

and

$$E\left[\left|\int_0^t g(X^n_{t,s}) dB(s) - \int_0^t g(X_{t,s}) dB(s)\right|^2\right] \leq E\left[\left|\left(\int_0^t g(X^n_{t,s}) - g(X_{t,s})\right) dB(s)\right|^2\right] \leq K^2 \int_0^{T_1} E[|X^n_{t,s} - X_{t,s}|^2_{su}] ds \to 0, \text{ as } n \to \infty,$$

and

$$E[|D(X^n_{1,t}) - D(X_{1,t})|] \leq k E[|X^n_{1,t} - X_{1,t}|] \to 0, \text{ as } n \to \infty.$$ 

Hence let $n \to \infty$ in (6.1), almost surely that

$$X_1(t) = \psi(0) - D(\psi) + D(X_{1,t}) + \int_0^t f(X_{t,s}) ds + \int_0^t g(X_{t,s}) dB(s).$$

Therefore \{X_1(t)\}_{t \in [0, T_1]} is the solution on $[0, T_1]$ on an almost sure event $\Omega_{T_1}$. We now prove the existence of the solution on the interval $[T_1, 2T_1]$. Define $X^n_{2,T_1} = X_{1,T_1}$ for $n = 0, 1, 2, \ldots$, and $X^n_0(t) = X_1(T_1)$ for $t \in [T_1, 2T_1]$. Define the Picard Iteration, for $n \in \mathbb{N}$,

$$X^n_2(t) - D(X_{n-1}^{2,t}) = X_1(T_1) - D(X_{1,T_1}) + \int_{T_1}^t f(X_{2,s}^{n-1}) ds + \int_{T_1}^t g(X_{2,s}^{n-1}) dB(s).$$

Following the same argument as in the case of $t \in [0, T_1]$, it can be shown that there exists continuous \{X_2(t)\}_{t \in [T_1, 2T_1]} such that $X^n_2(t) \to X_2(t)$ in $L^2$ for $t \in [T_1, 2T_1]$ almost surely. Moreover, $X_2(\cdot) \in \mathcal{M}^2([T_1, 2T_1]; \mathbb{R}^d)$, and $X_2(\cdot)$ almost surely satisfies the equation

$$X_2(t) = X_1(T_1) - D(X_{1,T_1}) + D(X_{2,t}) + \int_{T_1}^t f(X_{2,s}) ds + \int_{T_1}^t g(X_{2,s}) dB(s).$$
Therefore \( \{X_2(t)\}_{t \in [T_1, 2T_1]} \) is the solution on \([T_1, 2T_1]\) on an almost sure event \(\Omega_{2T_1}\). Let \(X(t) := \{X_n(t) \cdot I(t \in [nT_1,(n+1)T_1])\}_{n \in \mathbb{N} \setminus \{0\}}\), then \(X(\cdot)\) is the solution of (1.1) on the entire interval \([0,T]\) which is in \(\mathcal{M}^2([0,T];\mathbb{R})\).

For the uniqueness, consider \(t \in [0, T_1]\), suppose that both \(X\) and \(Y\) are solutions to (1.1), with initial solution \(X(t) = Y(t) = \psi(t)\) for \(t \in [-\tau, 0]\). Then

\[
X(t) - Y(t) = D_0(X_t) - D_0(Y_t) + D_1(X_t) - D_1(Y_t) + \int_0^t \left( f(X_s) - f(Y_s) \right) ds
\]

\[
+ \int_0^t \left( g(X_s) - g(Y_s) \right) dB(s).
\]

Let \(s \in [-\tau, -\delta]\), by (2.13), we have \(t + s \leq T_1 - \delta < 0\), and so \(X(t+s) = Y(t+s) = \psi(t+s)\). Then \(|D_0(X_t) - D_0(Y_t)| = 0\). Hence

\[
|X(t) - Y(t)| \leq |D_1(X_t) - D_1(Y_t)| + \left| \int_0^t \left( f(X_s) - f(Y_s) \right) ds \right| + \left| \int_0^t \left( g(X_s) - g(Y_s) \right) dB(s) \right|.
\]

Let \(k^2 < \alpha < 1\), where \(k\) is given by (2.9). Then we get

\[
|X(t) - Y(t)|^2 \leq \frac{k}{\alpha} |D_1(X_t) - D_1(Y_t)|^2 + \frac{1}{1 - \alpha} |J(t)|^2,
\]

where we have used the inequality (cf. [21] Lemma 6.2.3)

\[
(a + b)^2 \leq \frac{1}{\alpha} a^2 + \frac{1}{1 - \alpha} b^2, \quad 0 < \alpha < 1.
\]

(6.5)

and define

\[
J(t) := \int_0^t \left( f(X_s) - f(Y_s) \right) ds + \int_0^t \left( g(X_s) - g(Y_s) \right) dB(s).
\]

Now by (2.11), since \(0 \leq t \leq T_1\),

\[
|D_1(X_t) - D_1(Y_t)|
\]

\[
\leq k ||X_t - Y_t||_{L^2}
\]

\[
= k \sup_{-\tau \leq s \leq -T_1} |X(t + s) - Y(t + s)| \sup_{-T_1 \leq s \leq 0} |X(t + s) - Y(t + s)|
\]

\[
= k \sup_{-T_1 \leq s \leq 0} |X(t + s) - Y(t + s)|.
\]

Therefore

\[
|X(t) - Y(t)|^2 \leq \frac{k^2}{\alpha} \sup_{-T_1 \leq s \leq 0} |X(t + s) - Y(t + s)|^2 + \frac{1}{1 - \alpha} |J(t)|^2
\]

\[
= \frac{k^2}{\alpha} \sup_{0 \leq s \leq t} |X(s) - Y(s)|^2 + \frac{1}{1 - \alpha} |J(t)|^2.
\]

Moreover,

\[
\sup_{0 \leq s \leq t} |X(s) - Y(s)|^2 \leq \frac{k^2}{\alpha} \sup_{0 \leq s \leq t} |X(s) - Y(s)|^2 + \frac{1}{1 - \alpha} \sup_{0 \leq s \leq t} |J(t)|^2.
\]

Since \(\alpha\) has been chosen such that \(0 < k^2 < \alpha < 1\), it follows that

\[
\sup_{0 \leq s \leq t} |X(s) - Y(s)|^2 \leq \frac{1}{(1 - \alpha)(1 - \frac{k^2}{\alpha})} \sup_{0 \leq s \leq t} |J(t)|^2.
\]

Now, by (2.2) and similar argument as in the proof of Lemma 4.1 it is easy to show that

\[
\mathbb{E} \left[ \sup_{0 \leq s \leq t} |J(t)|^2 \right] \leq 2K(T_1 + 4) \int_0^t \mathbb{E} \left[ \sup_{0 \leq u \leq s} |X(u) - Y(u)|^2 \right] ds.
\]
It follows that

\[ \mathbb{E} \left[ \sup_{0 \leq s \leq t} |X(s) - Y(s)|^2 \right] \leq \frac{2K(T_1 + 4)}{(1 - \alpha)(1 - \frac{\varepsilon}{\pi})} \int_0^t \mathbb{E} \left[ \sup_{0 \leq u \leq s} |X(u) - Y(u)|^2 \right] ds. \]

Using Gronwall's inequality, we have that

\[ \forall 0 \leq t \leq T_1, \quad \mathbb{E} \left[ \sup_{0 \leq s \leq t} |X(s) - Y(s)|^2 \right] = 0, \]

which implies that

\[ \mathbb{E} \left[ \sup_{0 \leq t \leq T_1} |X(t) - Y(t)|^2 \right] = 0. \]

Therefore we can conclude that on an a.s. event \( \Omega_{T_1} \), for all \( 0 \leq t \leq T_1 \),

\[ X(t) = Y(t) \text{ a.s.} \]

Apply the same argument on the interval \([T_1, 2T_1] \) given \( X(t) = Y(t) \) on \([-\tau, T_1] \) a.s., it can be shown that

\[ X(t) = Y(t) \text{ on the entire interval } [-\tau, T] \text{ a.s.} \]

6.2. Proof of Theorem 3.4

Let \( Y(t) := X(t) - D(X_t) \), then by the inequality (5.1), we have

\[ |X(t)|^p \leq (1 + \varepsilon \frac{2}{p-1})^p |Y(t)|^p + \frac{1}{\varepsilon} |D(X_t)|^p. \]  

(6.6)

By Itô’s formula,

\[ |Y(t)|^p = |\psi(0) - D(\psi)|^p + \int_0^t \left( p|Y(s)|^{p-2} Y^T(s) f(X_s) \right. \]

\[ + \left. \frac{p(p-1)}{2} |Y(s)|^{p-2} ||g(X_s)||^2 \right) ds + \int_0^t p|Y(s)|^{p-2} Y^T(s) g(X_s) dB(s). \]

Hence if

\[ \mathbb{E} \left[ \int_0^t |Y(s)|^{2p-2} ||g(X_s)||^2 ds \right] < \infty, \]  

(6.7)

we get

\[ \mathbb{E}[|Y(t)|^p] = |\psi(0) - D(\psi)|^p + \mathbb{E} \left[ \int_0^t \left( p|Y(s)|^{p-2} Y^T(s) f(X_s) \right. \right. \]

\[ + \left. \left. \frac{p(p-1)}{2} |Y(s)|^{p-2} ||g(X_s)||^2 \right) ds \right]. \]
We assume (6.7) holds at the moment, and will show that it is true at the end of this proof. Define $x(t) := \mathbb{E}[|X(t)|^p]$, and $y(t) := \mathbb{E}[|Y(t)|^p]$. Then

$$y(t+h) - y(t) = \int_t^{t+h} \mathbb{E}[p|Y(s)|^{p-2}Y^T(s)f(X_s) + \frac{p(p-1)}{2} |Y(s)|^{p-2}||g(X_s)||^2] \, ds$$

$$\leq \int_t^{t+h} \mathbb{E}[p|Y(s)|^{p-1}|f(X_s)| + \frac{p(p-1)}{2} |Y(s)|^{p-2}||g(X_s)||^2] \, ds$$

$$\leq \int_t^{t+h} \left\{ p \mathbb{E}\left[\frac{\varepsilon(p-1)}{p} |Y(s)|^p + \frac{|f(X_s)|^p}{p^{p-1}}\right]ight.$$  

$$\left. + \frac{p(p-1)}{2} \mathbb{E}\left[\frac{\varepsilon(p-2)}{p} |Y(s)|^p + \frac{2||g(X_s)||^p}{p^{(p-1)/2}}\right]\right\} \, ds$$

$$= \int_t^{t+h} \left\{ \frac{\varepsilon p(p-1)}{2} y(s) + \frac{1}{\varepsilon p-1} \mathbb{E}[|f(X_s)|^p] + \frac{p-1}{\varepsilon p^{(p-1)/2}} \mathbb{E}[||g(X_s)||^p]\right\} \, ds$$

$$\leq \int_t^{t+h} \left\{ \frac{\varepsilon p(p-1)}{2} y(s) + \frac{1}{\varepsilon p-1} \mathbb{E}\left[C_f + \int_{[-\tau,0]} \nu(du)|X(u+s)|^p\right]\right.$$  

$$\left. + \frac{p-1}{\varepsilon p^{(p-1)/2}} \mathbb{E}\left[C_g + \int_{[-\tau,0]} \eta(du)|X(u+s)|^p\right]\right\} \, ds,$$

where we have used the inequalities (cf. [21 Lemma 6.2.4])

$$\forall p \geq 2, \text{ and } \varepsilon, a, b > 0, \quad a^{p-1}b \leq \frac{\varepsilon(p-1)a^p}{p} + \frac{b^p}{p^{p-1}}$$

and

$$a^{p-2}b^2 \leq \frac{\varepsilon(p-2)a^p}{p} + \frac{2b^p}{p^{(p-1)/2}},$$

in the second inequality, conditions (6.6) and (6.7) in the last inequality. By the continuity of $t \mapsto \mathbb{E}[|X(t)|^p]$ and $t \mapsto \mathbb{E}[|Y(t)|^p]$, it is then easy to see that

$$D^+ y(t) \leq \frac{\varepsilon p(p-1)}{2} y(t) + \frac{C_f}{\varepsilon p-1} + \frac{C_g(p-1)}{\varepsilon^{(p-1)/2}} + \int_{[-\tau,0]} \lambda(ds)x(t+s),$$

where

$$\lambda(ds) := \nu(ds) \cdot \frac{1}{\varepsilon p-1} + \eta(ds) \cdot \frac{p-1}{\varepsilon^{(p-1)/2}}. \quad (6.8)$$

Hence

$$y(t) \leq e^{\beta_1 t} y(0) + \int_0^t e^{\beta_1 (t-u)} \left( \beta_2 + \beta_3 + \int_{[-\tau,0]} \lambda(ds)x(u+s) \right) \, du, \quad (6.9)$$

where

$$\beta_1 := \frac{\varepsilon p(p-1)}{2}, \quad \beta_2 := \frac{C_f}{\varepsilon p-1}, \quad \beta_3 := \frac{C_g(p-1)}{\varepsilon^{(p-1)/2}}.$$  

Now since

$$|X(t)| \leq |X(t) - D(X_t)| + |D(X_t)|,$$

again by (6.1),

$$|X(t)|^p \leq (1 + \varepsilon^{p-1})^{p-1} \left( \frac{1}{\varepsilon} |D(X_t)|^p + |X(t) - D(X_t)|^p \right),$$
it follows that
\[
x(t) \leq (1 + e^{\frac{\varepsilon}{\sigma}}) (1 + \varepsilon D |D(X(t)|)^p + y(t))
\]
\[
\leq (1 + e^{\frac{\varepsilon}{\sigma}}) (1 + \varepsilon D) + (1 + e^{\frac{\varepsilon}{\sigma}}) \int_{[-\tau, 0]} \mu(ds)x(t + s)
\]
\[
+ (1 + e^{\frac{\varepsilon}{\sigma}}) y(t),
\]
Combining the above inequality with (6.9), we get
\[
x(t) \leq (1 + e^{\frac{\varepsilon}{\sigma}}) (1 + \varepsilon D) + \beta_4 C_D + \beta_1 \int_{[-\tau, 0]} \mu(ds)x(t + s)
\]
\[
+ (1 + e^{\frac{\varepsilon}{\sigma}}) \int_{0}^{t} e^{\beta_1(t-u)} \left( \int_{[-\tau, 0]} \lambda(ds)x(u + s) \right) du,
\]
where
\[
\beta_4 := (1 + e^{\frac{\varepsilon}{\sigma}}) y(0) + \beta_4 C_D + \beta_1 (1 - e^{-\beta t})
\]
\[
+ \beta_4 \int_{[-\tau, 0]} \mu(ds)e^{-\beta_1 t}x(t + s)
\]
\[
+ (1 + e^{\frac{\varepsilon}{\sigma}}) \int_{0}^{t} e^{\beta_1 u} \int_{[-\tau, 0]} \lambda(ds)x(u + s) du,
\]
\[
\leq (1 + e^{\frac{\varepsilon}{\sigma}}) (1 + \varepsilon D) + \beta_4 C_D + \beta_5
\]
\[
+ \beta_4 \int_{[-\tau, 0]} \mu(ds)e^{\beta_1 t}x(t + s)
\]
\[
+ \int_{0}^{t} \int_{[-\tau, 0]} e^{\beta_1 s} \lambda(ds)x(u + s) du,
\]
where
\[
\beta_5 := \frac{1}{\beta_1} (1 + e^{\frac{\varepsilon}{\sigma}}) y(0) + \beta_4 C_D + \beta_5.
\]
Let
\[
\beta_6 := (1 + e^{\frac{\varepsilon}{\sigma}}) y(0) + \beta_4 C_D + \beta_5.
\]
\[
\mu_c(ds) := e^{\beta_1 s} \mu(ds) \text{ and } \lambda_c(ds) := e^{\beta_1 s} \lambda(ds),
\]
thus
\[
x_c(t) \leq \beta_6 + \beta_4 \int_{[-\tau, 0]} \mu_c(ds)x_c(t + s) + \int_{0}^{t} \int_{[-\tau, 0]} \lambda_c(ds)x_c(u + s) du.
\]
Now let \( \mu(E) = \lambda(E) = 0 \) for \( E \subset (-\infty, -\tau) \), so \( \mu_c(E) = \lambda_c(E) = 0 \) for \( E \subset (-\infty, -\tau) \). Define \( \mu_c^+(E) := \mu_c(-E) \) and \( \lambda_c^+(E) := \lambda_c(-E) \) for \( E \subset [0, \infty) \). Hence
\[
\int_{[-\tau, 0]} \mu_c(ds)x_c(t + s) = \int_{(0, \infty)} \mu_c(ds)x_c(t + s)
\]
\[
= \int_{[0, \infty)} \mu_c^+(ds)x_c(t + s)
\]
\[
= \int_{[0, \infty)} \mu_c^+(ds)x_c(t - s) + \int_{(t, \infty)} \mu_c^+(ds)x_c(t - s)
\]
\[
= \int_{[0, \infty)} \mu_c^+(ds)x_c(t - s) + \int_{(t, t+\tau]} \mu_c^+(ds)x_c(t - s),
\]
where \( \psi_c(t) := e^{-\beta t} |\psi(t)|^p \) and \( \psi \) is the initial condition for \( X \) on \([-\tau, 0] \). Similarly,
\[
\int_{[-\tau, 0]} \lambda_c(ds)x_c(u + s) = \int_{[0, \infty)} \lambda_c^+(ds)x_c(u + s) + \int_{(t, t+\tau]} \lambda_c^+(ds)x_c(u + s).
\]
Consequently,

\[ x_e(t) \leq \beta_0 + \beta_4 \int_{[0,t]} \mu_\pm^+(ds)x_e(t-s) + \beta_4 \int_{[t,t+\tau]} \mu_\pm^+(ds)\psi_e(t-s) \]

\[ + \int_0^t \int_{[0,u]} \lambda_\pm^+(ds)x_e(u-s) \, du + \int_0^t \int_{[u,u+\tau]} \lambda_\pm^+(ds)\psi_e(u-s) \, du. \quad (6.10) \]

Let \( \Lambda_\pm^+(t) := \int_{[0,t]} \lambda_\pm^+(ds) \). By Fubini's theorem and the integration-by-parts formula,

\[
\int_0^t \int_{[0,u]} \lambda_\pm^+(ds)x_e(u-s) \, du = \int_{s=0}^t \lambda_\pm^+(ds) \int_{u=s}^t x_e(u-s) \, du \quad (6.11)
\]

\[ = \int_{s=0}^t \lambda_\pm^+(ds) \int_{v=0}^{t-s} x_e(v) \, dv = \int_0^t x_e^+(v) \, dv \cdot \Lambda_\pm^+(s) \bigg|_{s=0}^t + \int_0^t \Lambda_\pm^+(s)x_e(t-s) \, ds \]

\[ = \int_0^t \Lambda_\pm^+(s)x_e(t-s) \, ds. \]

Also

\[
\int_0^t \int_{(u,u+\tau]} \lambda_\pm^+(ds)\psi_e(u-s) \, du \\
= \int_{(t,t+\tau]} \lambda_\pm^+(ds) \int_{(s-\tau)\vee 0}^{s\wedge t} \psi_e(u-s) \, du \\
= \int_{(0,t]} \lambda_\pm^+(ds) \int_{(s-\tau)\vee 0}^{s\wedge t} \psi_e(u-s) \, du + \int_{(t,t+\tau]} \lambda_\pm^+(ds) \int_{(s-\tau)\vee 0}^{s\wedge t} \psi_e(u-s) \, du \\
= \int_{(0,t]} \lambda_\pm^+(ds) \int_{(s-\tau)\vee 0}^{s} \psi_e(u-s) \, du + \int_{(t,t+\tau]} \lambda_\pm^+(ds) \int_{(s-\tau)\vee 0}^{t} \psi_e(u-s) \, du. \quad (6.12)\]

Now, if \( t \geq \tau \), the second integral in (6.12) is zero; if \( 0 \leq t < \tau \), then

\[
\int_{(t,t+\tau]} \lambda_\pm^+(ds) \int_{(s-\tau)\vee 0}^{s} \psi_e(u-s) \, du = \int_{(t,t]} \lambda_\pm^+(ds) \int_{(s-\tau)\vee 0}^{t} \psi_e(u-s) \, du \quad (6.13)
\]

\[ = \int_{(t,t]} \lambda_\pm^+(ds) \int_{0}^{t} \psi_e(u-s) \, du \\
= \int_{(t,t]} \lambda_\pm^+(ds) \int_{-s}^{t-s} \psi_e(v) \, dv \leq \int_{(t,t]} \lambda_\pm^+(ds)\tau \|\psi_e\|_{\text{sup}} \leq \tau \|\psi_e\|_{\text{sup}} \int_{[0,\tau]} \lambda_\pm^+(ds). \]
For the first integral in (6.12),
\[ \int_{[0,t]} \lambda^+_\epsilon (ds) \int_{(s-\tau)\vee 0}^s \psi_\epsilon (u - s) \, du = \int_{[0,\tau]} \lambda^+_\epsilon (ds) \int_{(s-\tau)\vee 0}^s \psi_\epsilon (u - s) \, du \]
\[ = \int_{[0,\tau]} \lambda^+_\epsilon (ds) \int_0^s \psi_\epsilon (u - s) \, du \]
\[ = \int_{[0,\tau]} \lambda^+_\epsilon (ds) \int_{-s}^0 \psi_\epsilon (v) \, dv \]
\[ \leq \int_{[0,\tau]} \lambda^+_\epsilon (ds) \tau ||\psi_\epsilon||_{sup} \]
\[ \leq \tau ||\psi_\epsilon||_{sup} \int_{[0,\tau]} \lambda^+_\epsilon (ds). \]

Inserting (6.13) and (6.14) into (6.12), we have
\[ \int_0^t \int_{(u,u+\tau)} \lambda^+_\epsilon (ds) \psi_\epsilon (u - s) \, du \leq 2\tau ||\psi_\epsilon||_{sup} \int_{[0,\tau]} \lambda^+_\epsilon (ds). \] (6.15)

Moreover, if \( t \geq \tau \), then
\[ \beta_4 \int_{(t,t+\tau]} \mu^+_\epsilon (ds) \psi_\epsilon (t - s) = 0; \]
if \( 0 \leq t < \tau \), then
\[ \beta_4 \int_{(t,t+\tau]} \mu^+_\epsilon (ds) \psi_\epsilon (t - s) = \beta_4 \int_{(t,\tau]} \mu^+_\epsilon (ds) \psi_\epsilon (t - s) \]
\[ \leq \beta_4 \int_{(t,\tau]} \mu^+_\epsilon (ds) ||\psi_\epsilon||_{sup} \]
\[ \leq \beta_4 ||\psi_\epsilon||_{sup} \int_{[0,\tau]} \mu^+_\epsilon (ds). \] (6.16)

Therefore combining (6.11), (6.15) and (6.16) with (6.10), we have
\[ x_\epsilon (t) \leq \beta_7 + \int_{[0,t]} \left( \beta_4 \mu^+_\epsilon (ds) + \Lambda^+_\epsilon (s) \right) x_\epsilon (t - s), \quad t \geq 0. \] (6.17)
where
\[ \beta_7 := \beta_6 + \left( \beta_4 \int_{[0,\tau]} \mu^+_\epsilon (ds) + 2\tau \int_{[0,\tau]} \lambda^+_\epsilon (ds) \right) ||\psi_\epsilon||_{sup}. \]

Choose small \( \rho > 0 \) and define
\[ z(t) := \beta_7 + \int_{[0,t]} \left( \beta_4 \mu^+_\epsilon (ds) + \Lambda^+_\epsilon (s) \right) z(t - s), \quad t \geq 0. \]
Then by Lemma 4.3, we get \( z(t) \geq x_\epsilon (t) \) for \( t \geq 0 \).

Next we determine the asymptotic behaviour of \( z \). Note that the measure
\[ \alpha (ds) := \beta_4 \mu^+_\epsilon (ds) + \Lambda^+_\epsilon (s) \, ds + \rho \, ds \] (6.18)
has an absolutely continuous component. Moreover \( \alpha \) is a positive measure. Also, we can find a number \( \delta > 0 \) such that \( \int_{[0,\infty)} e^{-\delta s} \alpha (ds) = 1 \). Now, define the measure \( \alpha_3 \in M([0,\infty), \mathbb{R}) \) by \( \alpha_3 (ds) = e^{-\delta s} \alpha (ds) \). Then \( \alpha_3 \) is a positive measure with a nontrivial absolutely continuous component such that \( \alpha_3 (\mathbb{R}^+) = 1 \). Also, we
have that
\[
\int_{[0, \infty)} s\alpha_\delta(ds) = \int_{(0, \infty)} se^{-\delta s} \alpha(ds)
\]
\[
= \int_{[0, \infty)} se^{-\delta s}(\beta_4 \mu_+^+(ds) + \Lambda_\delta(s) ds + \rho ds)
\]
\[
= \beta_4 \int_{[0, \tau]} se^{-\delta s} \mu_+^+(ds) + \int_{[0, \infty)} se^{-\delta s} \Lambda_\delta(s) ds + \rho \int_{[0, \infty)} se^{-\delta s} ds,
\]
since \(\mu_+^+(E) = 0\) for all \(E \subset (\tau, \infty)\). Now, we note that because \(\Lambda_\delta^+(t) \leq \Lambda_\delta^+(\infty) = \int_{[0, \tau]} \Lambda_\delta(t) ds < +\infty\) for all \(t \geq 0\), the second integral on the right hand side is finite, and therefore we have that \(\int_{[0, \infty)} t\alpha_\delta(dt) < +\infty\). Next define \(z_\delta(t) := e^{-\delta t} z(t)\) for \(t \geq 0\) so that
\[
z_\delta(t) = \beta_7 e^{-\delta t} + \int_{[0, t]} \alpha_\delta(ds) z_\delta(t - s), \quad t \geq 0.
\]
Now, define \(-\gamma\) to be the resolvent of \(-\alpha_\delta\). Then, by the renewal theorem (see Gripenberg, Londen and Staffans [9 Theorem 7.4.1]), the existence of \(\gamma\) is guaranteed. Moreover, \(\gamma\) is a positive measure and is of the form
\[
\gamma(dt) = \gamma_1(dt) + \gamma_1([0, t]) dt
\]
where \(\gamma_1 \in M(\mathbb{R}^+; \mathbb{R})\) and \(\gamma_1(\mathbb{R}^+) = 1/\int_{\mathbb{R}^+} t\alpha_\delta(dt)\), which is finite. Since \((-\gamma) + (-\alpha_\delta) \ast (-\gamma) = -\alpha_\delta\), let \(h(t) := \beta_7 e^{-\delta t}\), we have
\[
z_\delta = h + \alpha_\delta \ast z_\delta = h + \gamma \ast z_\delta - \alpha_\delta \ast \gamma \ast z_\delta
\]
\[
= h + \gamma \ast (z_\delta - \alpha_\delta \ast z_\delta)
\]
\[
= h + \gamma \ast h,
\]
that is
\[
z_\delta(t) = \beta_7 e^{-\delta t} + \beta_7 \int_{[0, t]} \gamma(ds)e^{-\delta(t-s)}
\]
\[
= \beta_7 e^{-\delta t} + \beta_7 \int_{[0, t]} \left(\gamma_1(ds) + \gamma_1([0, s])ds\right)e^{-\delta(t-s)}.
\]
Thus
\[
\limsup_{t \to \infty} \frac{x_c(t)}{e^{\beta_1 t}} \leq \limsup_{t \to \infty} \frac{z(t)}{e^{\beta_1 t}} = \limsup_{t \to \infty} z_\delta(t) \leq \frac{\beta_7}{\int_{\mathbb{R}^+} t\alpha_\delta(dt)} + \frac{\beta_7}{\int_{\mathbb{R}^+} t\alpha_\delta(dt)}.
\]
Hence there exists \(C > 0\) such that \(x_c(t) \leq Ce^{\beta_1 t}\) for \(t \geq 0\). Therefore \(E[|X(t)|^p] = x(t) = e^{\beta_1 t} x_c(t) \leq C e^{(\beta_1 + \beta_1) t}\) for \(t \geq 0\), which implies
\[
\limsup_{t \to \infty} \frac{1}{t} \log E[|X(t)|^p] \leq \delta + \beta_1.
\]
Now in (6.18), let \(\rho \to 0\), then \(\delta \to \delta_1\), where
\[
\int_{[0, \infty)} e^{-\delta_1 s} \alpha(ds) = \int_{[0, \infty)} e^{-\delta_1 s} \left(\mu_+^+(ds) + \Lambda_\delta^+(s) ds\right) = 1.
\]
Note
\[
\int_{0}^\infty e^{-\delta_1 s} \mu_+^+(ds) = \int_{0}^\tau e^{-\delta_1 s} \mu_+^+(ds) = \int_{0}^\tau e^{-\delta_1 s} \mu_+^+(ds) = \int_{-\tau}^0 e^{-(\delta_1 + \beta_1) s} \mu(ds),
\]
where \(\beta_1 = \beta_1(\tau, \delta)\).
and
\[ \int_0^\infty e^{-\delta_s} \Lambda^+(s) \, ds = \int_0^\infty e^{-\delta_s} \Lambda^+_0(s) \, ds + \int_0^\infty e^{-\delta_s} \int_{[0,\tau]} \lambda^+(du) \, ds \\
= \int_0^\infty e^{-\delta_s} \int_{[0,s]} \lambda^+(du) \, ds + \frac{e^{-\delta_s}}{\delta_s} \int_{[0,\tau]} \lambda^+(du) \\
= \int_0^\infty e^{-\delta_s} \int_{[-s,0]} \lambda_c(du) \, ds + \frac{e^{-\delta_s}}{\delta_s} \int_{[-\tau,0]} \lambda_c(du) \\
= \int_0^\infty e^{-\delta_s} \int_{[-s,0]} e^{\delta_s t} \lambda(du) \, ds + \frac{e^{-\delta_s}}{\delta_s} \int_{[-\tau,0]} e^{\delta_s t} \lambda(du). \]

where \( \lambda \) is defined in (6.8). Replace \( \delta_s \) by \( \delta \), we get the desired result.

Finally, we show that (6.7) holds for \( t \geq 0 \). By Hölder’s inequality, we get
\[ \mathbb{E} \left[ \int_0^t |Y(s)|^{2p-2} ||g(X_s)||^2 \right] \, ds \leq \int_0^t \mathbb{E}[|Y(s)|^{4p-4}]^{\frac{2}{4}} \mathbb{E}[||g(X_s)||^4]^{\frac{1}{2}} \, ds. \]

Given (6.7), by Lemma 4.1, let \( \varepsilon = 1 \) in (5.1), there exist positive real numbers \( K_1 \) and \( K_2 \) such that
\[ \mathbb{E}[||g(X_s)||^4] \leq \mathbb{E} \left[ C_g + \int_{[-\tau,0]} \eta(du)|X(s + u)| \right]^4 \\
\leq 8\mathbb{E} \left[ C_g^4 + \left( \int_{[-\tau,0]} \eta(du)|X(s + u)| \right)^4 \right] \\
\leq 8C_g^4 + 8 \left( \int_{[-\tau,0]} \eta(du) \right)^3 \left( \int_{[-\tau,0]} \eta(du) \mathbb{E}[|X(s + u)|^4] \right) \\
\leq 8C_g^4 + 8 \left( \int_{[-\tau,0]} \eta(du) \right)^4 K_1 e^{K_2 s}. \]

There also exist positive real numbers \( K_3 \) and \( K_4 \) such that
\[ \mathbb{E}[|Y(s)|^{4p-4}] = \mathbb{E}[|X(s) - D(X_s)|^{4p-4}] \\
\leq 2^{4p-5} \left( \mathbb{E}[|X(s)|^{4p-4}] + \mathbb{E}[|D(X_s)|^{4p-4}] \right) \\
\leq 2^{4p-5} \left( K_3 e^{K_4 s} + \mathbb{E}[|D(X_s)|^{4p-4}] \right). \]

Apply the same analysis to \( \mathbb{E}[|D(X_s)|^{4p-4}] \) as \( \mathbb{E}[||g(X_s)||^4] \) using (5.8), it is easy to see that
\[ \int_0^t \mathbb{E}[|Y(s)|^{4p-4}]^{\frac{2}{4}} \mathbb{E}[||g(X_s)||^4]^{\frac{1}{2}} \, ds < \infty. \]

Hence (6.7) holds.

6.3. **Proof of Theorem 3.7** Again, let \( Y(t) := X(t) - D(X_t) \) for any \( t \geq 0 \). For any \( n \leq t \leq n + 1 \), we have
\[ |Y(t)|^2 \leq \frac{(1 + \varepsilon)^2}{\varepsilon^2} |Y(n)|^2 + \frac{(1 + \varepsilon)^2}{\varepsilon} \left( \int_n^t |f(X_s)| \, ds \right)^2 + (1 + \varepsilon) \left( \int_n^t g(X_s) dB(s) \right)^2. \]
Therefore by (3.2) we have

\[
\sup_{n \leq t \leq n+1} |Y(t)|^2 
\leq \left(\frac{1 + \varepsilon}{\varepsilon}\right)^2 |Y(n)|^2 + \left(\frac{1 + \varepsilon}{\varepsilon}\right)^2 \left(\int_n^{n+1} |f(X_s)| \, ds\right)^2 
+ (1 + \varepsilon) \sup_{n \leq t \leq n+1} \left| \int_n^t g(X_s) dB(s) \right|^2 
\leq \left(\frac{1 + \varepsilon}{\varepsilon}\right)^2 |Y(n)|^2 + (1 + \varepsilon) \sup_{n \leq t \leq n+1} \left| \int_n^t g(X_s) dB(s) \right|^2 
+ (1 + \varepsilon) \sigma^2 \sup_{n \leq t \leq n+1} \left| \int_n^t g(X_s) dB(s) \right|^2 
\leq \left(\frac{1 + \varepsilon}{\varepsilon}\right)^2 |Y(n)|^2 + (1 + \varepsilon) \frac{3}{\varepsilon} C_f + (1 + \varepsilon) \frac{3}{\varepsilon} \left(\int_{[\tau,0]} \nu(du) |X(s+u)|^2 \right) \, ds 
+ (1 + \varepsilon) \frac{(1 + \varepsilon)^3}{\varepsilon} \left(\int_{[\tau,0]} \nu(du) \right) \left(\int_n^{n+1} \int_{[\tau,0]} \nu(du) |X(s+u)|^2 \right) \, ds.
\]

Hence by the Burkholder–Davis–Gundy inequality, with \(x(t) := \mathbb{E}[|X(t)|^2]\), we have

\[
\mathbb{E} \left[ \sup_{n \leq t \leq n+1} \left| \int_n^t g(X_s) dB(s) \right|^2 \right] 
\leq 4 \mathbb{E} \left[ \int_n^{n+1} \|g(X_s)\|^2 \, ds \right] 
\leq 4 \mathbb{E} \left[ \int_n^{n+1} \left( C_g + \int_{[\tau,0]} \eta(du) X(s+u) \right)^2 \, ds \right] 
\leq 4 \frac{1 + \varepsilon}{\varepsilon} C_g^2 + 4(1 + \varepsilon) \left(\int_{[\tau,0]} \eta(du) \right) \mathbb{E} \left[ \int_n^{n+1} \int_{[\tau,0]} \eta(du) |X(s+u)|^2 \, ds \right] 
= 4 \frac{1 + \varepsilon}{\varepsilon} C_g^2 + 4(1 + \varepsilon) \left(\int_{[\tau,0]} \eta(du) \right) \int_n^{n+1} \int_{[\tau,0]} \eta(du) x(s+u) \, ds.
\]
Therefore we deduce that

\[
E \left[ \sup_{n \leq t \leq n + 1} |Y(t)|^2 \right] \leq \frac{(1 + \varepsilon)^2}{\varepsilon^2} E|Y(n)|^2 + \frac{(1 + \varepsilon)^3}{\varepsilon} C_D^2 + 4 \frac{(1 + \varepsilon)^2}{\varepsilon} C_g^2 + \\
4(1 + \varepsilon)^2 \left( \int_{-\tau,0} \eta(du) \right) \int_n^{n+1} \int_{[-\tau,0]} \eta(du) x(s + u) \, ds \\
+ \frac{(1 + \varepsilon)^3}{\varepsilon} \left( \int_{[-\tau,0]} \nu(du) \right) \int_n^{n+1} \int_{[-\tau,0]} \nu(du) x(s + u) \, ds.
\]

(6.20)

\(x(t)\) is bounded above by an exponential. We now show that \(E[Y(t)^2]\) can also be bounded by an exponential. Since \(Y(t) = X(t) - D(X_t)\), and \(D\) obeys (3.4), we have

\[
|Y(t)|^2 \leq \frac{1 + \varepsilon}{\varepsilon} |X(t)|^2 + (1 + \varepsilon) \left( C_D + \int_{[-\tau,0]} \mu(du) |X(t + s)| \right)^2 \\
\leq \frac{1 + \varepsilon}{\varepsilon} |X(t)|^2 + (1 + \varepsilon)^2 C_D^2 \\
+ (1 + \varepsilon)^2 \int_{[-\tau,0]} \mu(du) \int_{[-\tau,0]} \mu(du) |X(t + s)|^2,
\]

so

\[
E[|Y(t)|^2] \leq \frac{1 + \varepsilon}{\varepsilon} x(t) + \frac{(1 + \varepsilon)^2}{\varepsilon} C_D^2 + (1 + \varepsilon)^2 \int_{[-\tau,0]} \mu(du) \int_{[-\tau,0]} \mu(du) x(t + s).
\]

(6.21)

By Theorem 6.2, there exist \(C_0 > 0\) and \(\gamma > 0\) such that \(x(t) = E[|X(t)|^2] \leq C_0 e^{\gamma t}\) for all \(t \geq -\tau\). Inserting this estimate in (6.21) shows that there is \(C_1 > 0\) such that \(E[|Y(t)|^2] \leq C_1 e^{\gamma t}\) for all \(t \geq 0\). Using this estimate and \(x(t) \leq C_0 e^{\gamma t}\) for all \(t \geq -\tau\) in (6.20), we see that there is a \(C_2 > 0\) such that

\[
E \left[ \sup_{n \leq t \leq n + 1} |Y(t)|^2 \right] \leq C_2 e^{\gamma n}, \quad \text{for all } n \geq 0.
\]

By the Borel–Cantelli lemma, it then follows that

\[
\limsup_{t \to \infty} \frac{1}{t} \log |Y(t)| \leq \frac{\gamma}{2}, \quad \text{a.s.}
\]

Therefore, as \(t \mapsto |Y(t)|\) is continuous almost surely, for every \(\varepsilon > 0\), there exists an almost surely finite random variable \(C_3 = C_3(\varepsilon) > 0\) such that

\[
|Y(t)| \leq C_3(\varepsilon) e^{(\gamma/2 + \varepsilon) t}, \quad \text{for all } t \geq 0, \text{ a.s.}
\]

(6.22)

We are finally in a position to estimate \(|X(t)|\). By (3.4) we have

\[
|X(t)| \leq |Y(t)| + C_D + \int_{[-\tau,0]} \mu(du) |X(t + s)|.
\]

Define \(\mu^+(E) := \mu(-E)\) for all \(E \subseteq (-\infty, 0]\) where we have extended \(\mu\) to all of \((-\infty, 0]\) as before. Then

\[
|X(t)| \leq |Y(t)| + C_D + \int_{[0,\infty)} \mu^+(ds) |X(t - s)| \\
\leq |Y(t)| + C_D + \int_{[0,1]} \mu^+(ds) |X(t - s)| + \int_{(1,1+\tau]} \mu^+(ds) |\phi(t - s)|,
\]

where \(\phi(t) = \int_{[0,t]} \mu^+(ds) |X(s)|\) is a bounded function of \(t\).
where we have once again extended $X$ to be zero on $(-\infty, -\tau)$. Clearly, the last term is bounded, so by (6.22) there exists an almost surely finite random variable $C_4 = C_4(\varepsilon) > 0$ such that
\[
|X(t)| \leq C_4(\varepsilon)e^{(\gamma/2+\varepsilon)t} + \int_{[0,t]} \mu^+(ds)|X(t - s)|, \quad t \geq 0.
\] (6.23)

Now let $\rho > 0$ and consider $Z$ which is defined as
\[
Z(t) = C_4(\varepsilon)e^{(\gamma/2+\varepsilon)t} + \int_{[0,t]} \mu^+(ds)Z(t - s), \quad t \geq 0.
\]

where $\mu^+(ds) := \mu^+(ds) + \rho e^{-\varepsilon s} ds$. Then by Lemma 14, $Z(t) \geq |X(t)|$ for $t \geq 0$ a.s. Clearly $Z$ is positive also.

We consider first the case when $\mu^+(\mathbb{R}^+) \geq 1$. Let $\theta > 0$ and define
\[
\alpha_{\theta, \rho}(ds) := e^{-\theta s}\mu^+(ds).
\]

Note for all $\theta$ and $\rho$ that $\alpha_{\theta, \rho}$ has an absolutely continuous component. Also we note that Since $\rho > 0$ if $\mu^+(\mathbb{R}^+) = 1$ then $\mu^+_\rho(\mathbb{R}^+) > 1$; obviously if $\mu^+(\mathbb{R}^+) > 1$, then $\mu^+_\rho(\mathbb{R}^+) > 1$. Therefore, in each case there exists $\theta > 0$ such that $\int_{[0,\infty)} \alpha_{\theta, \rho}(ds) = 1$. Next we show that $\int_{[0,\infty)} \alpha_{\theta, \rho}(ds) < +\infty$. This follows from
\[
\int_{[0,\infty)} \alpha_{\theta, \rho}(ds) = \int_{[0,\infty)} e^{-\theta s}\mu^+(ds) + \rho \int_{[0,\infty)} e^{-(\theta+1)s} ds < \infty.
\]

Let $Z_\theta(t) := Z(t)e^{-\theta t}$. Hence
\[
Z_\theta(t) = C_4(\varepsilon)e^{(\hat{\gamma}/2+\varepsilon)\theta t} + \int_{[0,t]} \alpha_{\theta, \rho}(ds)Z_\theta(t - s), \quad t \geq 0.
\]

Applying the same argument as in the proof of Theorem 3.4, there exists a measure $\gamma$ such that $-\gamma$ is the resolvent of $-\alpha_{\theta, \rho}$. Moreover, $\gamma(dt) = \gamma_1(dt) + \gamma_1([0, t])dt$, where $\gamma_1 \in M(\mathbb{R}^+; \mathbb{R})$ and $\gamma_1(\mathbb{R}^+) = (\int_{\mathbb{R}^+} t\alpha_{\theta, \rho}(dt))^{-1}$. Hence
\[
Z_\theta(t) = C_4(\varepsilon)e^{(\hat{\gamma}/2+\varepsilon)\theta t} + C_4(\varepsilon)\int_{[0,t]} \gamma(ds)e^{(\hat{\gamma}/2+\varepsilon)\theta(t-s)}
\]
\[
= C_4(\varepsilon)e^{(\hat{\gamma}/2+\varepsilon)\theta t} + C_4(\varepsilon)\int_{[0,t]} \hat{\gamma}_1(ds) + \gamma_1([0, s]) ds) e^{(\hat{\gamma}/2+\varepsilon)\theta(t-s)}
\]
\[
= C_4(\varepsilon)e^{(\hat{\gamma}/2+\varepsilon)\theta t} + C_4(\varepsilon)\int_{[0,t]} e^{(\hat{\gamma}/2+\varepsilon)\theta(t-s)}\gamma_1(ds)
\]
\[
+ C_4(\varepsilon)\int_{[0,t]} e^{(\hat{\gamma}/2+\varepsilon)\theta(t-s)}\gamma_1([0, s]) ds.
\] (6.24)

In the case when $\theta > \gamma/2 + \varepsilon$, we have
\[
\limsup_{t \to \infty} \frac{|X(t)|}{e^{\theta t}} \leq \lim_{t \to \infty} \frac{Z(t)}{e^{\theta t}} = \lim_{t \to \infty} Z_\theta(t) = \frac{C_4(\varepsilon)}{(\theta - \gamma/2 - \varepsilon) \int_{[0,\infty)} t\alpha_{\theta, \rho}(dt)}, \quad \text{a.s.}
\]

If $\theta = \gamma/2 + \varepsilon$, then
\[
Z_\theta(t) = C_4(\varepsilon) + C_4(\varepsilon)\int_{[0,t]} \gamma_1(ds) + C_4(\varepsilon)\int_{[0,t]} \gamma_1([0, s]) ds,
\]
so
\[
\limsup_{t \to \infty} \frac{|X(t)|}{te^{\theta t}} \leq \lim_{t \to \infty} \frac{Z(t)}{te^{\theta t}} = \lim_{t \to \infty} \frac{Z_\theta(t)}{t} = \frac{C_4(\varepsilon)}{\int_{[0,\infty)} t\alpha_{\theta, \rho}(dt)}, \quad \text{a.s.}
\]
In the case when $\theta < \gamma/2 + \varepsilon$, we have

$$\frac{Z_0(t)}{e^{(\frac{\gamma}{2} + \varepsilon)t}} = C_4(\varepsilon) + C_4(\varepsilon) \int_{[0,t]} e^{-(\frac{\gamma}{2} + \varepsilon)t_s} \gamma_1(ds)$$

$$+ C_4(\varepsilon) \int_{[0,t]} e^{-(\frac{\gamma}{2} + \varepsilon)t_s} \gamma_1([0,s]) ds.$$

Therefore

$$\lim_{t \to \infty} \frac{Z_0(t)}{e^{(\frac{\gamma}{2} + \varepsilon)t}} = C_4(\varepsilon) + C_4(\varepsilon) \int_{(0,\infty)} e^{-(\frac{\gamma}{2} + \varepsilon)t_s} (\gamma_1(ds) + \gamma_1([0,s])) ds.$$

Hence

$$\limsup_{t \to \infty} \frac{|X(t)|}{e^{(\gamma/2 + \varepsilon)t}} = \lim_{t \to \infty} \frac{Z(t)}{e^{(\gamma/2 + \varepsilon)t}} = \lim_{t \to \infty} \frac{Z_0(t)}{e^{(\gamma/2 + \varepsilon)t}}$$

$$= C_4(\varepsilon) + C_4(\varepsilon) \int_{(0,\infty)} e^{-(\frac{\gamma}{2} + \varepsilon)t_s} (\gamma_1(ds) + \gamma_1([0,s])) ds, \quad \text{a.s.}$$

We have therefore shown that $\mu^+(\mathbb{R}^+) \geq 1$ implies that

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \max(\gamma/2 + \varepsilon, \theta(\rho)), \quad \text{a.s.}$$

Since $\rho$ and $\varepsilon > 0$ are arbitrary, we may send them both to zero through the rational numbers to get

$$\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \max(\gamma/2, \theta^*), \quad \text{a.s.} \quad (6.25)$$

where $\theta^* \geq 0$ is such that $\int_{[0,\tau]} e^{-\theta^* s} \mu^+(ds) = 1$.

We now consider the case where $\mu^+(\mathbb{R}^+) < 1$. Recall that

$$|X(t)| \leq C_4(\varepsilon)e^{(\gamma/2 + \varepsilon)t} + \int_{[0,t]} \mu^+(ds)|X(t-s)|, \quad t \geq 0.$$ 

Therefore

$$|X(t)|e^{-(\gamma/2 + \varepsilon)t} \leq C_4(\varepsilon) + \int_{[0,t]} e^{-\gamma/2 + \varepsilon} \mu^+(ds)e^{-(\gamma/2 + \varepsilon)(t-s)}|X(t-s)|, \quad t \geq 0.$$ 

Since $\gamma/2 + \varepsilon > 0$, we have that $\int_{[0,\infty)} e^{-(\gamma/2 + \varepsilon)s} \mu^+(ds) < 1$. Therefore, there exists a positive $\rho := 1 - \int_{[0,\infty)} e^{-(\gamma/2 + \varepsilon)s} \mu^+(ds)$. Define

$$\mu_\rho(ds) := e^{-(\gamma/2 + \varepsilon)s} \mu^+(ds) + \rho e^{-s} ds.$$ 

Then $\mu_\rho$ is a positive measure with an absolutely continuous component and we have

$$\int_{[0,\infty)} \mu_\rho(ds) = \int_{[0,\infty)} e^{-(\gamma/2 + \varepsilon)s} \mu^+(ds) + \int_0^\infty \rho e^{-s} ds = 1,$$

by the definition of $\rho$. Also

$$\int_{[0,\infty)} s \mu_\rho(ds) = \int_{[0,\infty)} se^{-(\gamma/2 + \varepsilon)s} \mu^+(ds) + \int_0^\infty \rho se^{-s} ds < \infty.$$ 

Now let $Z$ be the solution of

$$Z(t) = C_4(\varepsilon) + \int_{[0,t]} \mu_\rho(ds)Z(t-s), \quad t \geq 0.$$ 

Clearly $Z$ is positive. Moreover $|X(t)|e^{-(\gamma/2 + \varepsilon)t} \leq Z(t)$ for all $t \geq 0$ a.s. Let $-\gamma_1$ be the resolvent of $-\mu_\rho$. Then

$$Z(t) = C_4 + C_4 \int_{[0,t]} \gamma_1(ds), \quad t \geq 0.$$
By applying the same argument used in the proof of Theorem \ref{existence}, we have that
\[
\lim_{t \to \infty} \frac{Z(t)}{t} = C_4 \gamma_1(\mathbb{R}^+) = \frac{C_4}{\int_0^\infty \mu_\nu(dt)}.
\]
Therefore
\[
\limsup_{t \to \infty} \frac{|X(t)|}{t^{(\gamma/2+\varepsilon)}} \leq \lim_{t \to \infty} \frac{Z(t)}{t} = \frac{C_4}{\int_0^\infty \mu_\nu(dt)}, \quad \text{a.s.,}
\]
and so
\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \gamma/2, \quad \text{a.s.}
\]
and so letting \(\varepsilon \to 0^+\) through the rational numbers gives
\[
\limsup_{t \to \infty} \frac{1}{t} \log |X(t)| \leq \gamma/2, \quad \text{a.s.} \quad (6.26)
\]

6.4. Proof of Proposition \ref{3.8} Let \(\Omega_1\) be an almost sure event such that \(t \mapsto B(t, \omega)\) is nowhere differentiable on \((0, \infty)\). Let \(T > 0\). Suppose that \(X = \{X(t) : -\tau \leq t \leq T\}\) is a solution of (3.11), (3.12). Then \(X\) is \((F(t))_{t \geq 0}\)-adapted and is such that \(t \mapsto X(t, \omega)\) is continuous on \([-\tau, T]\) for all \(\omega \in \Omega_2\), where \(\Omega_2\) is an almost sure event. Define \(C_T = \{\omega : X(\cdot, \omega) \text{ obeys (3.13)}\}\) and
\[
A_T = C_T \cap \Omega_1 \cap \Omega_2,
\]
Thus \(P[C_T] > 0\) and so \(P[A_T] > 0\). Hence for each \(\omega \in A_T\), we have for all \(t \in [0, T]\)
\[
\int_{-\tau}^0 w(s)h(X(t + s, \omega)) ds = \int_{-\tau}^0 w(s)h(\psi(s)) ds + \int_0^t f(X_s(\omega)) ds + \sigma B(t, \omega),
\]
so
\[
\sigma B(t, \omega) = F(t, \omega), \quad t \in [0, T],
\]
where we have defined
\[
F(t, \omega) := \int_{-\tau}^0 w(s)h(X(t + s, \omega)) ds - \int_{-\tau}^0 w(s)h(\psi(s)) ds - \int_0^t f(X_s(\omega)) ds.
\]
It is not difficult to show that the righthand side of (6.27) viz., \(t \mapsto F(t, \omega)\) is differentiable on \([0, T]\) for each \(\omega \in A_T\), while the lefthand side of (6.27) is not differentiable anywhere in \([0, T]\) for each \(\omega \in A_T\). This contradiction means that \(P[A_T] = 0\); hence with probability zero there are no sample paths of \(X\) which satisfy (3.11), (3.12).

6.5. Proof of Proposition \ref{3.10} Suppose \(X\) is a solution on \([-\tau, T]\). Then with \(A := \psi(0) + \kappa \max_{s \in [-\tau, 0]} |\psi(s)|\)
\[
X(t) + \kappa \max_{s \in [-\tau, t]} |X(s)| = A + \int_0^t g(X_s) dB(s), \quad t \in [0, T], \quad \text{a.s.}
\]
Clearly \(X(t) + \kappa \max_{s \in [-\tau, t]} |X(s)| \geq -|X(t)| + \kappa |X(t)| = (\kappa - 1)|X(t)| \geq 0.\) Therefore
\[
M(t) := \int_0^t -g(X_s) dB(s) \leq A, \quad t \in [0, T], \quad \text{a.s.} \quad (6.28)
\]
Note that \(A \geq 0\). Clearly \(M\) is a local martingale with \(\langle M \rangle(t) = \int_0^t g^2(X_s) ds \geq \delta t\) by (3.17). By the martingale time change theorem, there exists a standard Brownian motion \(\bar{B}\) such that \(M(t) = \bar{B}(\langle M \rangle(t))\) for \(t \in [0, T]\). Therefore by (6.28) we have
\[
\max_{0 \leq u \leq T} \bar{B}(\langle M \rangle(u)) \leq A, \quad \text{a.s.}
\]
Since \(\langle M \rangle(T) \geq \delta T\) and \(t \mapsto \langle M \rangle(t)\) is increasing on \([0, T]\) we have
\[
\max_{0 \leq u \leq \delta T} \bar{B}(s) \leq \max_{0 \leq u \leq T} \bar{B}(\langle M \rangle(u)) \leq A, \quad \text{a.s.}
\]
which is false, because $\tilde{B}$ is a standard Brownian motion $\delta T > 0$ and $A \geq 0$ is finite, recalling that $|W(\delta T)|$ and $\max_{0 \leq s \leq \delta T} W(s)$ have the same distribution for any standard Brownian motion $W$. Hence there is no process $X$ which is a solution on $[-\tau, T]$.
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