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**Abstract:** This paper proposes a Multi-Agent based Particle Swarm Optimization (PSO) Framework for the Traveling salesman problem (MAPSOFT). The framework is a deployment of the recently proposed intelligent multi-agent based PSO model by the authors. MAPSOFT is made up of groups of agents that interact with one another in a coordinated search effort within their environment and the solution space. A discrete version of the original multi-agent model is presented and applied to the Travelling Salesman Problem. Based on the simulation results obtained, it was observed that agents retrospectively decide on their next moves based on consistent better fitness values obtained from present and prospective neighborhoods, and by reflecting back to previous behaviors and sticking to historically better results. These overall attributes help enhance the conventional PSO by providing more intelligence and autonomy within the swarm and thus contributed to the emergence of good results for the studied problem.
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1 Introduction

A multi-agent system (MAS) is made up of multiple interacting agents, with each agent having a set of goal(s) to accomplish. The agents are, to some extent, capable of autonomous actions, deciding for themselves what they need to do in order to satisfy their design objectives, and they normally engage in interaction with other agents in order to bring about the desired result. They are typically equipped with sufficient cognitive abilities to reason about a domain, make certain types of decisions, and perform the associated actions. Environments that are dynamic, uncertain, or complex are very good candidates for MAS, and communication is the basis for interactions and social organizations which enables the agents to cooperate and coordinate their actions [4, 46, 55].

Particle Swarm Optimization (PSO) is inspired by the social foraging nature of animals such as the flocking behaviors of birds moving towards an optimal goal [10], and it is in the class of technique based around...
the study of collective behavior in decentralized, self-organized systems. Each particle agent is subject to a movement in a multidimensional space that represents the belief space. Particle agents have memory, thus retaining part of their previous state, and there is no restriction for particles to share the same point in belief space, but in any case their individuality is preserved [20].

The PSO was first developed by [30] as an optimization method for continuous functions, and variants of this technique [29, 45, 49] have been invented with improvements on various features of the original model. The main notion about this scheme is that particles move towards more suitable members of the swarm and generally bias their movements towards historically good areas of the environment and they try to achieve the optimal goal by cooperating with their neighbors in addition to taking independent decisions and actions.

[38] applied PSO algorithm to solve Flexible job-shop scheduling problem (FJSP) aimed at minimizing the maximum completion time criterion. In the study, various benchmark data taken from literatures were tested and the experimental results proved that the developed PSO is effective and efficient to solve the FJSP. The research also proposed and compared two multi-agents based approaches using different benchmark instances to study the distribution of the PSO solving method for future implementation on embedded systems that can make decisions in real time according to the state of resources and any unplanned or unforeseen events. [3] presented a framework for co-operative path planning and task assignment of a multi-agent system to find an optimal path for the multi-agent system working under certain prescribed tasks. Simulation from the study revealed a reliable and robust way of solving co-operative path planning problems. [37] presented a broad review on Swarm Intelligence dynamic optimization focused on several classes of problems, such as discrete, continuous, constrained, multi-objective and classification problems, and real-world applications. It also focused on the enhancement strategies integrated in SI algorithms to address dynamic changes, the performance measurements and benchmark generators used in swarm intelligence dynamic optimization. The research identified several aspects for future directions as experimental protocols, benchmark generators, avoiding change detection, modeling real-world scenarios, consideration of other perspectives, choice of algorithms, and theoretical development. [24] proposed a hybrid approach based on PSO and twin support vector regression (TSVR) for forecasting a wind speed. TSVR was utilized to enhance the forecasting accuracy of the wind speed, and the optimal setting of TSVR parameters were optimized carefully by PSO. Experimental results revealed that the optimized PSO-TSVR approach is able to forecast wind speed with an accuracy of 98.996. The computational results proved that the proposed approach achieved better forecasting accuracy and outperformed the comparison algorithms.

[56] presented a generalized predictive PID control for main steam temperature based on improved PSO algorithm, with simulation results that show faster response speed, smaller overshoot and control error, better tracking performance, and reduced the lag effect of the control system over previous systems.

Although the conventional PSO and other similar algorithms are computationally attainable, they are influenced and controlled by a unified algorithm thereby rendering the swarm to have regulated intelligence with limited autonomy. By utilizing the inherent features of multi-agent systems, we present a Multi-Agent based Particle Swarm Optimization Framework for the Traveling salesman problem (MAPSOFT), in which the swarm particles execute autonomously and are capable of asynchronous communications with improved learning capabilities, thereby making the approach more superior. Similarly, scalability is a great attribute desired in many swarm systems since the populations change dynamically. In this paper, agents are given the abilities of moving from neighborhood to neighborhood that may be different in their sizes.

The remainder of the paper is organized as follows: in section 2, we present the Travelling Salesman Problem (TSP). This is followed by section 3 which presents the rationale for a multi-agent based PSO for the TSP. Section 4 looks at the intelligent PSO framework while section 5 relates PSO and MAS implementations. The model formulation for our scheme is presented in section 6 while the major algorithm follows in section 7. The computational results and discussion are then presented in section 8 and finally section 9 presents the conclusion and future work.
The Travelling Salesman Problem

The Travelling Salesman Problem (TSP) is a well-known optimization problem that has been studied extensively and is often used for testing new algorithms [9, 23]. This problem is concerned with finding an optimum path of travel among N cities, and it is briefly described as follows: Given N cities on a map, find the shortest route that visits all cities once, and starts and ends at the same city. While Particle Swarm Optimization (PSO) was designed as a method for continuous problems, it has been transformed and applied to many discrete problems, among which is the TSP [50, 69]. Although there are existing models of multi-agent based TSP [62, 67], we apply a Multi-Agent based Particle Swarm Optimization Framework to the TSP (MAPSOFT) in order to test the appropriateness of our scheme. More details on TSP can be found in [13, 16, 22, 33, 35, 63, 68].

In an attempt to compare the performance of swarm intelligence algorithms, [47] used four common swarm intelligence algorithms to solve TSP, which include genetic algorithm, particle swarm optimization, ant colony optimization, and artificial bee colony. For each swarm intelligence, the various parameters and operators were tested, and the best values were selected for it. Experiments over some benchmarks from TSP LIB show that artificial bee colony algorithm is the best one among the four swarm intelligence based methods to solving routing problems like TSP.

Different authors have looked at divers optimization approaches to solve this computational problem. In [70], an improved version of the imperialist competitive algorithm for solving TSP was proposed. This was targeted at solving discrete combinatorial optimization problems, which changes the way of forming initial empires from that of the traditional approach.

Various authors have applied Genetic Algorithms (GA) to solve the TSP. In their work, [15] proposed an improved GA with initial population strategy, particularly to address the symmetric TSP. [11] looked at a parallel GA version to propose a solution for the TSP optimization, where the processes within the GAs were parallelized for the purpose of speeding up the execution. [18] presented a GA with trajectory prediction for solving the dynamic TSP. [64] modeled a high-performance GA and then used the TSP as a case.

Flower Pollination Algorithms (FPA), Ant Colony Optimization (ACO), African Buffalo Optimization (ABO), Bat Algorithm (BA) and Particle Swarm Optimization (PSO) approaches have also been proposed in literature for the TSP; [36] applied the ACO with local search to the dynamic TSPs, while [65] used a modified ACO for TSP and [54] developed an optimal solution for large scale traveling transportation problems using FPA. [40] applied the ABO technique to solve the TSP. They demonstrated that buffalos are able to ensure excellent exploration and exploitation of the search space through regular communication, cooperation, and good memory of the previous personal exploits as well as tapping from the herd’s collective exploits. [41] present a discrete version of the BA to solve both the symmetric and asymmetric TSP. They further proposed an improvement in the basic structure of the classic BA. [28] proposed a new ant supervised-PSO variant applied to the TSP. In their approach, ACO played the role of the main optimization procedure while PSO was used to detect the optimum values of certain ACO parameters. Similarly, [19] developed solution of Multiple TSP using PSO-based Algorithms.

Even though these approaches achieved various degrees of successes in their models and results, they however implement highly centralized algorithms that coordinate the search processes, thereby limiting the autonomy of the individual agents and making the communications more synchronous.

Multi-Agent based PSO for TSP

From the belief-desire-intension (BDI) model’s perspective, implementing the Particle Swarm Optimization (PSO) scheme from the conventionally supervised approach does not possess the autonomy such a system merits; we notice that the particles reach their goals by executing elaborate program, with random variables that imply autonomy. They are narrowed in their behaviors as a result of the uniform algorithms they execute, which restrict intelligence and self-sufficiency. PSO naturally falls within categories of systems in which the
particles are given some targets in some high level manner, and the particles autonomously choose how to accomplish the targets in the best way.

In addition, there are versions of the PSOs in which the total population can shrink or grow dynamically [2, 21, 39, 42], depending on the behaviors and strengths of particles in the system. For this reason, scalability is desirable, and this is hard to achieve in a system that is cohesive and monolithic in nature. Therefore, agents should be given the abilities of moving from neighborhood to neighborhood that may be different in their sizes. This characteristic is available in Multi Agent System (MAS), as each agent is normally treated in isolation.

It is obvious that complex patterns of communication arise among the particles in a typical PSO setting such that communications are synchronous, which reduces the system’s performance, particularly if the size of the swarm is high. In a MAS’s implementation, there exist asynchronous communication naturally, since the agents execute autonomously with inherent concurrency. More so, population-based algorithms that are implemented without concerns for isolated treatment of each member are very complex. Therefore, the performance of the system will be enhanced when each member of the swarm is treated separately.

Other features of PSO [52] that qualify it to be modeled as MAS can easily be identified; Natural algorithm: the PSO is built on the behavior of real fish/birds which are real agents; Distributed and parallel algorithm: the swarm is a group of agents which move independently, simultaneously and without a leader or supervisor; Cooperative agents: each particle chooses a new position somewhat based on the information received from other particles.

Some of these issues have been addressed in literatures as MAS-based PSO [1, 32, 34, 48] with emphasis on implementations, modeling and fault tolerance/load balancing. In this research, an intelligent and robust PSO framework is presented, which is founded on the BDI model of MAS, and this is an extension of the works in [6, 7]. We incorporate learning abilities into the agents so that they can adjust their behaviors in terms of optimality and performance, and the model is tested on the Travelling Salesman Problem. These are outlined in details in [6].

4 Intelligent Particle Swarm Optimization Model

A good excerpt [12] that presents the idea of the particle swarm optimization (PSO) as an intelligent system states:

The PSO algorithm is a population-based algorithm, where a set of potential solutions evolves to approach a convenient solution for a problem, and the aim is to find the global optimum of the fitness function defined in a given search space. The agents that are part of a society hold an opinion that is part of a “belief space” (the search space) shared by every possible agent. Agents may modify this “opinion state” based on either the knowledge of the environment (its fitness value), the individual’s previous history of states (its memory), or the previous history of states of the individual’s neighborhood.

Following certain rules of interaction, the individuals in the population adapt their scheme of belief to the ones that are more successful among their social network. Over the time, a culture arises, in which the individuals hold opinions that are closely related.

This captures the idea of the model of agency where agents start operating within their environments with initial set of beliefs that eventually transforms into intentions that they get committed to.

Intelligence is linked with the way reasoning is done so as to arrive at a deduction. It refers to the capacity to come to correct conclusions about what is real or true, and about how to resolve problems [14]. Reasoning is a broad subject matter that denotes the capacity to make a sense of things, to establish and verify facts, and to justify or change practices and beliefs [31].

Practical reasoning model to agency [44, 66] are suitable in representing part of intelligent actions of the particle agents within the system. There are two major components that make up practical reasoning [66]: Deliberation (which indicates the state of affairs to be achieve, which turns out to be the intention of the agent) and Means-Ends Reasoning (which is an indication of how to accomplish the intentions, which produces a
plan). The intentions in this context are the future directed intentions, which represent the agent’s state of
mind prior to taking any action.

We can model deliberation as the process of option generation and filtering, which are described as
follows:

- The current beliefs and intentions are described as the option generation function, which produce the
  agent’s set of desire. Thus,

  \[ \text{option} : 2^{\text{Bel}} \times 2^{\text{Int}} \rightarrow 2^{\text{Des}} \quad (1) \]

- Next, we obtain the intentions to be committed to by filtering and selecting the best options using the
  following filter relationship:

  \[ \text{filter} : 2^{\text{Bel}} \times 2^{\text{Des}} \times 2^{\text{Int}} \rightarrow 2^{\text{Int}} \quad (2) \]

The beliefs of an agent is updated by the use of a belief review function, which is described as:

\[ \text{brf} : 2^{\text{Bel}} \times \text{Per} \rightarrow 2^{\text{Bel}} \quad (3) \]

where \( \text{Per} \) represents set of percepts within the operating environment.

A particle agent within the system will practically reach an alternative by deliberating on the available
options, and the decisions will be taken by selecting the most promising alternatives. Agents keep on refining
their percepts, and as time progresses, the perceptions and beliefs about the entire swarm may be refined, and
the particle’s intentions and desires may also be redefined in order to reflect the changes in the database of
belief.

When an agent completes its deliberations and obtains commitments to some intentions, the agent will
then need a plan on how to achieve the intentions based on the present environment’s state (agent’s belief)
and the available actions. This is the means-ends reasoning.

Therefore, an agent will perceive its operating environment and adjusts its belief database accordingly,
facilitates the production of the intentions. From there, practical reasoning will be applied in order to take an
action that modifies the swarm, which adjusts the system towards a possible solution. This idea is modeled
and represented by Figure 1, and incorporated in Algorithm 1.

A host of recent researches on efficient PSO based systems have been proposed in literature. Notable
among these include the work done by [57], where they designed a SVM predictive control for calcination zone
temperature in lime rotary kiln with improved PSO algorithm, and a work on short-term wind speed prediction
based on improved PSO algorithm [59]. Others include a work by [51] who developed an enhanced partial search
to PSO for unconstrained optimization, a work by [17] who applied an improved PSO to vehicle crashworthiness,
and that of [53] who also designed an improved convergence PSO algorithm with random sampling of control
parameters. Other specific applications of PSO in literature include modified PSO algorithms for the generation
of stable structures of carbon clusters [26] and the application of improved PSO in vehicle depot overhaul
shop scheduling [25].

5 Particle Swarm Optimization and Multi-Agent System

Within our implementation of Multi-Agent System (MAS) – based Particle Swarm Optimization (PSO), the
particle agents consider problems by weighing opposing considerations for and against competing options,
where the relevant considerations are provided by what the agent desires or values, and what it believes [8, 66].

A particle takes action by first considering and deliberating what state of affairs to achieve from existing
options, which represents its Intentions that modify its state of mind. From there, the agent reasons on how
to accomplish the selected state of affairs, which yields a plan of how best to realize the option. This is how
intelligence is incorporated into the entire system

We look at the following specific issues in this paper:
1. The concept of neighborhood as a more complex information-sharing scheme among particles was introduced because the inertia weight PSO model gets trapped easily in local minima, especially in complex problems, where the swarm easily collapses due to complete diversity loss [43]. In the neighborhood approach to PSO implementation, there is a reduction of the overall global information exchange structure to a local one, where information is broadcast in small parts of the population only, within each iteration. Each particle adopts a set of other particles to be its neighbors and, as each iteration passes, it communicates the values of its best position only to these agents. Therefore, the needed information about the overall best position within the swarm is firstly communicated to the neighborhood of the best agent only, and then successively to the remaining agents through their neighbors.

Looking at this method, an agent is tied to a fixed neighborhood for interaction with each iteration without planning ahead and foreseeing better fitness figures with other neighborhoods within the same iteration; so when a particle initially part of a neighborhood, it does not directly share neighborhood best information with other particles outside its direct neighborhood within a single iteration to see if such interaction will produce better fitness values.

In our implementation, we increase diversity and cohesion in the search space so as to avoid blind commitment which normally gets agents stuck in certain local minima. The particles use the Belief-Desire-Intension (BDI)-like reasoning and alternate neighbors dynamically (regardless of the neighborhood topology) within the search process. Within each iteration, a particle calculates several fitness values, all in parallel (based on neighborhood bests from the main neighborhood, and other neighborhoods), and saves the history record in a database of belief. With time, the particle will stick to neighbors that produce better values of fitness, depending on the best results obtained. As the agents interact in this manner, the best global behavior emerges.

2. A belief database is created in order to keep the particles’ experiences. This is because overtime, the particles keep refining their beliefs and learn more within the swarm.

3. In the conventional PSO, a particle’s action is influenced by both personal cognitive and social components. These intrinsic features of PSO make it good candidates for design as MAS; the social component is modeled as part of the multi-agents’ implementation as the agents interact, while the cognitive component is designed as part of the individual agent’s execution. The social component is implemented through communicators, a notion that we will explain later.

These qualities as described above make the PSO agents more intelligent and autonomous. Other multi-objective models geared towards optimizations of real-life systems are demonstrated by [58, 60].

### 6 MAPSOFT Model Formulation

Let us consider the original Particle Swarm Optimization (PSO) model represented as:

\[
V_{i}^{t+1} = \omega V_{i}^{t} + C_{1} R_{1} \left( p_{Best}^{t} - X_{i}^{t} \right) + C_{2} R_{2} \left( l_{Best}^{t} - X_{i}^{t} \right) \tag{4}
\]

\[
X_{i}^{t+1} = X_{i}^{t} + V_{i}^{t+1} \tag{5}
\]

where \( t \) denotes the iteration counter, \( R_{1} \) and \( R_{2} \) are random numbers distributed within \([0,1]\), \( C_{1} \) and \( C_{2} \) are weighting factors representing the cognitive and social parameters respectively, \( p_{Best}^{t} \) is the best position known so far by the particle \( i \), \( l_{Best}^{t} \) is the neighborhood best, \( V_{i}^{t+1} \) is the velocity of particle \( i \) in iteration \( t + 1 \), and \( X_{i}^{t+1} \) is the particle’s position in iteration \( t + 1 \).

Variants of the PSO [39, 42] demonstrate that the population within the swarm can grow or shrink, which means in reality, the particles in a swarm, within each iteration, can interact with as many agents as possible, ranging from 1 to \( n - 1 \), \( n \) being the size of the swarm. This therefore inspires us to build the system such that each agent within the multi-agent-based PSO is able to communicate to various neighborhoods, and
will not always limit its communication to a fixed number of agents. Therefore, the system assigns few other prospec-
tive neighborhoods to each agent apart from the primary neighborhood. Within every iteration, the lBesti values of these prospective neighborhoods are passed to the agent together with the lBesti value from the primary neighborhood, and the agent will process both main and prospective positions, velocities and fitness values in parallel. The particle will then store the prospective values in a database of belief (called prospective neighborhood vector hereafter), but uses the primary fitness in order to maintain its affiliation with the primary neighborhood. The agent reflects back on its execution history after a set time-stamp has elapsed [6]. The neighborhoods within the system are then reformulated according to fitness values that appear to be more promising.

At this point, we introduce discrete TSP [50, 69] representation that we used to formalize our model, and this will be followed by the description of the model. We will specifically adopt the models in [6, 7] and then redefine them to align to the TSP.

Suppose there are N cities to be visited, with \( x_i \) representing the set of edges. We consider symmetric TSP such that edge \( (x, y) \) is the same with edge \( (y, x) \).

**Definition 1:** \( P(x, y) \) represents the probability \( P \) of connecting cities \( x \) and \( y \), where \( (x, y) \) represents an edge in the search space. When updating the Hamilton cycle \( H(edges) \), a random number \( Q, 0 \leq Q \leq 1 \) is generated such that

\[
H(edges) \cup \begin{cases} 
\text{choose } (x, y) & Q \leq P \\
\text{discard } (x, y) & \text{otherwise} 
\end{cases}
\]  

(6)

**Definition 2:** Velocity \( V \) is a set of elements \( P(x, y) \), represented as

\[
V = \{P_1(x_1, y_1), P_2(x_2, y_2), \ldots, P_n(x_n, y_n)\}
\]  

(7)

**Definition 3:** If \( N \) is a real number and \( S = \{P_1(x_1, y_1), P_2(x_2, y_2), \ldots, P_n(x_n, y_n)\} \) is the set of edges, a multiplication between \( N \) and \( S \) is defined as:

\[
N \times \{P_1(x_1, y_1), P_2(x_2, y_2), \ldots, P_n(x_n, y_n)\} = \{N \times P_1(x_1, y_1), N \times P_2(x_2, y_2), \ldots, N \times P_n(x_n, y_n)\}
\]  

(8)

where \( P_1, \ldots, P_n \) represent the probabilities of the corresponding edges.

**Definition 4:** The subtraction between two position vectors \( x_i \) and \( x_j \) is the set of edges which exist in \( x_i \) but not in \( x_j \) with a 100% probability added to the edges to make it uniform as velocity.

If the position vector \( v_1 = \{(x_1, y_1), \ldots, (x_n, y_n), (x_{n+1}, y_{n+1}), \ldots, (x_{n+k}, y_{n+k})\} \) and \( v_2 = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n), (x', y')\} \) (where \( (x', y') \) are all pairs of \( x \)'s and \( y \)'s that are not present in \( v_1 \)), then

\[
v_1 - v_2 = \{1(x_{n+1}, y_{n+1}), 1(x_{n+2}, y_{n+2}), \ldots, 1(x_{n+k}, y_{n+k})\}
\]  

(9)

**Definition 5:** in order to add two velocities \( v_1 \) and \( v_2 \), we perform vector additions on them. In order to prevent the velocity from resulting into a huge set, each city is limited to appear at most a certain number of times, say 5 times in one velocity (depending on the number of cities in the TSP) with any overflow discarded.

Therefore if \( v_1 = \nu' \) and \( v_2 = \nu'' \), then

\[
v_1 + v_2 = \nu' \oplus \nu''
\]  

(10)

In the remaining part of this section, we present the multi-agent based schemes (Definitions 6 to 12) that describe the MAPSOFT model.

**Definition 6:** The environment state in which the search space of the agent may be, is defined as follows:

\[
E = \{P_1, P_2, \ldots, P_N\}
\]  

(11)
where \( P_i = (P_{i1}, P_{i2}, \ldots, P_{in})^T \) is the best positions ever visited by each particle agent, representing the present state \((i = 1, 2, \ldots, N; N\) being the population size and \( n \) the current iteration counter).

We are going to describe more concepts in order to aid us to define an agent’s action.

Each particle agent has a range of actions at its disposal, which are the consequences of agent’s invocation. In order to accommodate more neighborhoods and prospective positions, we slightly modify the velocity and position formulae of equations (4) and (5) by simply converting them to \( k \)-dimensional vectors.

\[
V_i^{(t+1)} = \omega V_i^{(t)} + C_1 R_1 \left( pBest_i^{(t)} - X_i^{(t)} \right) + C_2 R_2 \left( lBest_i^{(t)} - X_i^{(t)} \right)
\]

\[
X_i^{(t+1)} = X_i^{(t)} + V_i^{(t+1)}
\]

Each agent uses only one particle’s best \( pBest \) within each iteration, but the velocity \( V \), neighborhood best \( lBest \), and position \( X \), all become \( k \)-dimensional vectors, where \( k \) ranges between 1 and the total number of neighborhoods \( \eta \) in the system.

So in practical implementation, the value of \( k \) depends on the number of neighborhoods each agent takes concurrently while executing. If \( k = 1 \), it becomes the conventional PSO; if \( k = 2 \), it means each particle considers 2 neighborhoods – its present neighborhood and 1 prospective neighborhood; if \( k = 3 \), then each particle considers 3 neighborhoods – its present neighborhood and 2 other prospective neighborhoods, and so on.

Let the actions in equations (12) and (13) be represented by the set

\[
V_x = \{ V, X \}
\]

Let all the operations represented by equations (8), (9) and (10) be called basic operations. We will represent this as:

\[
B_0 = \{ \text{Sub, Mul, Add} \}
\]

**Definition 7:** If we generally define the set of actions at the disposal of agents as \( Ac = \{ \alpha, \alpha', \ldots \} \), then specifically, the \( i^{th} \) particle agent in the system has these actions [6]:

\[
Ac_i = \{ V_x, C, \sigma, B_0 \}
\]

where \( V_x \) is the set of velocity and position functions described by equation (14), \( C \) is a communicator [5] which the agent uses to communicate with other agents, thereby separating the social activities of the Multi-Agent System (MAS) from the individual agent’s activities, \( \sigma \) is a recap function that permits an agent to appraise its history from the last time stamp in order to decide whether or not to change neighborhood within the set \( G \) (explained in equation (20)).

Particle agents in the search space have single-minded commitments, because an agent continues to maintain an intension of improving the fitness values within a particular neighborhood until it believes either that the intension has been achieved, or else it is no longer a more feasible option to remain in that neighborhood, in which case it is rational for the agent to move away to a more promising neighborhood.

In our model, we assume that the size of neighborhoods can vary because there may be increase or decrease in population; agents can move from one neighborhood to another, or any other factor may occur that can alter the population size [39].

**Definition 8:** A run, \( r \), of an agent in an environment is a sequence of interleaved environment states and actions. If we let \( R \) be the set of all such runs, then we have:

\[
R = \{ r, r', \ldots \}
\]

Let \( R^{Ac} \) be the subset of these that end with an action and \( R^{E} \) be the subset of these that end with an environment state.
**Definition 9:** When a particle agent invokes an action on an environment, it transforms the environment state, and this effect is modeled by the state transformer function defined as:

$$
\tau : \mathbb{R}^{Ac} \rightarrow 2^E
$$

where $2^E$ is the power set of $E$.

This means that from runs which end with actions taken by a particle agent, the system will always end up in a particular environment state; taking an action by a particle agent on a previous environment state moves the environment to another state.

**Definition 10:** In a multi-agent system, the agents drive the system. The state of the environment emerges as a result of the actions by the agent – that is, based on the behaviors and interactions among the agents. As agents produce these actions when they execute in the system, agents are modeled as a function of execution, which yield actions (whose effect is the state transformer function). Thus, a particle agent is defined as:

$$
A : \mathbb{R}^E \rightarrow Ac
$$

So if an action, say the position update function $X \epsilon Ac$, is desired of a particle agent $A'$, the agent produces this action by executing on an existing run ending with environment state, say $r'$, which is its current position, as follows:

$$
X = A'(r')
$$

This leaves the run to end with an action. The effect of taking this action, which is modeled by the state transformer function, $\tau$, is to produce a new environment state.

**Definition 11:** We define an environment as a tuple:

$$
\xi = \langle E, e_0, \tau, T, G \rangle
$$

where $E$ is the set of environment states described by equation (11), $e_0 \in E$ is an initial state, $\tau$ is a state transformer function described by equation (18), $T$ is the active topology in the environment, and $G = \{g_1, g_2, \ldots, g_\eta\}$ is a set of $\eta$ neighborhoods such that:

$$
\emptyset \notin G,
$$

$$
\bigcup G = S, \text{ } S \text{ being the swarm, and}
$$

$$
\forall g_i, g_j \in G \ni g_i \neq g_j \Rightarrow g_i \bigcap g_j = \emptyset, \quad 1 \leq i, j \leq \eta.
$$

**Definition 12:** The Swarm $S$ is defined to be the set of all agents, as follows:

$$
S = \{A_1, A_2, \ldots, A_n\}
$$

where $\bigcup G = S$. The Swarm System is thus defined as $R(S, \xi)$, where $R$ is the set of all runs.

### 7 MAPSOFT Algorithm

Having established the definitions and the relationships above, we now describe the algorithms that aid particle agents to execute within the swarm.

Particle agents need to plan ahead and envisage better fitness values with other neighborhoods within the same iteration by sharing information with agents outside the main neighborhood. The particle agents thus get committed to achieving better fitness values by reasoning and dynamically alternating neighbors in the search process.
Based on the model of agency described in section 4, the behavior of each particle agent towards the choice of neighborhood is represented by Figure 1, which centrally realizes the recap action $\sigma$. This controls the switch (or otherwise) of neighborhoods for the particles. The numbers on the arrows in this figure only indicate the order of execution of the thought process of particles, and where the same numbers exist, it means they occur concurrently. So “Option”, for example, is concurrently obtained from the “Beliefs” and the “Intentions”.

![Figure 1: Particle’s Thought Process for Choice of Neighborhood.](image)

Each particle perceives its environment by using its previous belief, and then communicating with other agents through the communicator component $C$ of equation (16) to get the current $lBest$ value.

The Belief update process is obtained using equation (3). Deliberation is then carried out by option generation and filtering using equations (1) and (2) respectively, to produce the corresponding Desires and Intentions. Having obtained these values, a particle reasons and formulates a plan by using the new values of beliefs and intentions, which is then executed.

The belief space is the search space, where each agent believes that there is a solution in the search space. This belief is theoretically kept by each particle without taking any action – they only have the knowledge of the existence of a solution. The particles further believe that any neighborhood has a solution, and when the population is initialized, the values of $pbest$ and $lbest$ are predefined for each agent. The environment state as initially perceived by particle agents, denoted by equation (11), represents the initial belief of the agents.

The desire of an agent is to be in any of the neighborhood $g_1, g_2, \ldots, g_\eta$ that gives more promising fitness value. If the best position of particle $A_i$ in iteration $t$ is represented by $pbest_i(t)$, then the desire of an agent is described as:

$$\forall A_i \in S, \exists g_j \in G: (A_i : R^E \rightarrow \sigma) \land (A_i \in g_j) \Rightarrow pbest_i(t),$$

$1 \leq i \leq n; 1 \leq j \leq \eta, n$ is the swarm size and $\eta$ is the total number of neighborhoods.

The initial intentions of each particle are predefined such that each agent is committed to its present neighborhood. But with time, each agent keeps to the prospective neighborhood which yields a better fitness value after the elapse of the chosen time stamp. This will eventually yield the global best of the fitness function.

With the initial beliefs and the initial intentions, an agent is executed using Algorithm 1.

In addition to the basic particle swarm optimization (PSO) processes, this algorithm handles the choice of prospective neighborhood between lines 4 and 8, and line 18 increments the timestamp. Note that line 6 executes the plan based on Figure 1.
Algorithm 1 MAPSOFT Process

1: Randomly initialize the whole swarm
2: Initialize $timestamp = 0$; $threshold = thresholdVal$;
3: While (termination criteria is not met) {
4:     If ($timestamp = threshold$) {
5:         for ($i = 0; i < swarmsize; i + +$) {
6:             Execute(plan); //based on Figure 1, and select a better neighborhood
7:         }
8:     }
9:     for ($i = 0; i < swarmsize; i + +$) {
10:         Evaluate$f(x_i)$; //where $x_i$ is the position of particle $i$
11:         if ($f(x_i) > f(plan)$) $pbest_i = x_i$;
12:         if ($f(x_i) > f(lbest)$) $lbest = x_i$;
13:     }
14:     for ($i = 0; i < swarmsize; i + +$) {
15:         calculate($v_i$); //using equation (12)
16:         update($x_i$); //using equation (13)
17:     }
18:     $timestamp + +$;
19: }

8 Complexity Analysis

We consider Algorithm 1 in order to perform the complexity analysis of MAPSOFT. This involves the time for the choice of prospective neighborhood ($T_p$), initialization ($T_i$), evaluation ($T_e$), and velocity and position update ($T_u$) for each particle. If we assume that $n$ is the population of the swarm, which represents the dimension of the search space, the time complexity of MAPSOFT can be estimated as:

$$T(n) = T_p + T_i + (T_e + T_u) = p + 3n$$

Now the size of the prospective neighborhood $p$ is always less than the population size $n$, i.e., $p < n$.

Therefore, $O(n)$ is the time complexity of MAPSOFT.

9 Simulation and Computational Results

A simulation of the new algorithm was performed in order to illustrate the applicability of the entire scheme. The algorithm was implemented using java 7 SDK, and the machine for the execution was a hp Pavilion dv6 Notebook PC, 350 GB HDD, Intel (R) Core i3 CPU, M350@ 2.27 GHz and 4GB of RAM. The parameter settings for the Particle Swarm Optimization (PSO) were: $C1 = 1.7$, $C2 = 1.7$, $w = 0.715$, rand1(0, 1), rand2(0, 1), as recommended in [27]. With 10 agents initially grouped into 2 neighborhoods, each agent was assigned only 1 prospective neighborhood. The simulation was executed in 50 iterations (only 30 iterations shown in Table 1 for space) over a Travelling Salesman Problem (TSP) of 10 cities, and the threshold value was set to 6.

The result obtained is presented in Table 1, which shows two neighborhoods $g_1$ and $g_2$, each initially containing agents $A_{11}, A_{12}$ and $A_{21}, A_{22}$ respectively. Each of the agents has two results for fitness functions represented by $f'$ and $f''$. $f'$ is computed using $lbest$ of present neighborhoods, while $f''$ is computed based on the $lbest$ of the prospective neighborhoods.

We notice the behavior of $A_{12}$ from $g_1$ that, after the elapse of the second timestamp, a switch of neighborhood was made to $g_2$ based on consistent better fitness values obtained from this prospective neighborhood, and this neighborhood eventually emerged with the overall $lbest$.

Figure 2 shows the overall behavior of the agents within the system. The un-shaded region with broken line represents all searches made by agents within neighborhood $g_1$, and the un-shaded region with solid line...
represents searches made within neighborhood $g_2$. The intersection of $g_1$ and $g_2$ represents where the fitness values from the two regions coincided, and the searches made by $A_{12}$ for both $f'$ and $f''$ span the two regions, which is indicated by the dot-shaded region with double solid line. A switch from $g_1$ to $g_2$ gave a better fitness due to the agent’s ability to reflect back to previous behaviors and stick to historically better results.

By utilizing the inherent features of multi-agent systems, the agents in MAPSOFT execute autonomously and are capable of asynchronous communications with improved learning capabilities. Moreover, scalability is a great attribute desired in swarm systems since the populations change dynamically. The agents in MAPSOFT are given the abilities of moving from neighborhood to neighborhood robustly, as illustrated in Table 1.

**Table 1:** Fitness values and Neighborhood switch by agent $A_{12}$

| $t$ | $\sigma$ | $A_{11}$ | $A_{12}$ | $A_{21}$ | $A_{22}$ |
|-----|----------|----------|----------|----------|----------|
|     |          | $f'$     | $f''$    | $f'$     | $f''$    |
| 1   | 1        | 179      | 162      | 169      | 146      |
| 2   | 2        | 179      | 162      | 169      | 146      |
| 3   | 3        | 179      | 162      | 169      | 146      |
| 4   | 4        | 179      | 162      | 169      | 131      |
| 5   | 5        | 168      | 162      | 166      | 128      |
| 6   | 6        | 168      | 162      | 166      | 120      |
| 7   | 1        | 168      | 152      | 166      | 113      |
| 8   | 2        | 168      | 152      | 166      | 107      |
| 9   | 3        | 168      | 152      | 166      | 107      |
| 10  | 4        | 168      | 152      | 160      | 105      |
| 11  | 5        | 168      | 140      | 160      | 100      |
| 12  | 6        | 166      | 140      | 160      | 100      |
| 13  | 1        | 166      | 140      | 160      | 100      |
| 14  | 2        | 166      | 140      | 150      | 91       |
| 15  | 3        | 166      | 140      | 150      | 91       |
| 16  | 4        | 150      | 140      | 146      | 91       |
| 17  | 5        | 150      | 135      | 146      | 91       |
| 18  | 6        | 150      | 135      | 125      | 91       |
| 19  | 1        | 150      | 135      | 125      | 91       |
| 20  | 2        | 120      | 135      | 120      | 91       |
| 21  | 3        | 120      | 135      | 115      | 91       |
| 22  | 4        | 120      | 120      | 115      | 91       |
| 23  | 5        | 118      | 120      | 115      | 84       |
| 24  | 6        | 118      | 120      | 115      | 80       |
| 25  | 1        | 118      | 120      | 115      | 76       |
| 26  | 2        | 118      | 115      | 115      | 76       |
| 27  | 3        | 118      | 115      | 115      | 76       |
| 28  | 4        | 118      | 115      | 109      | 76       |
| 29  | 5        | 118      | 115      | 109      | 65       |
| 30  | 6        | 115      | 109      | 65       | 60       |
10 Conclusion and Future Work

The techniques of Particle Swarm Optimization (PSO) are generally made up of a group of particle agents that interact with their environments, and also with other particle agents, with the singular aim of obtaining the best solution within the environment. This offers a natural way of implementing the system as a multi-agent system. A novel multi-agent based scheme for PSO was designed and applied to the Travelling Salesman Problem (TSP). Learning capabilities were built into the agents so that they can adjust their behaviors dynamically, as they search for optimal solutions. Communicators were used in order to achieve autonomy within the system; the communicators separate agents’ personal operations from that of the swarm. The traditional PSO algorithm was modified in order to incorporate the desired learning capabilities into the agents. The agents were designed to make parallel computations of fitness values based on the $l_{best}$ of many neighborhoods and keep the result in the belief database for future use, and retrospectively stick to historically better fitness values. This scheme has enhanced the conventional PSO by providing for more intelligence and autonomy within the swarm.

The key defect of the MAPSOFT scheme is the additional overhead of maintaining information about the various neighborhoods by the agents in the system. As part of our future work, we intend to design the scheme to quickly explore more alternate neighborhoods as the search progresses, thereby making it more robust. This will then be applied to real-life scenario and compared with existing test results. Other improved search algorithms [61] can be applied to improve on the global search.
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