Channel Boosting Feature Ensemble for Radar-based Object Detection
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Abstract—Autonomous vehicles are conceived to provide safe and secure services by validating the safety standards as indicated by SOTIF-ISO/PAS-21448 (Safety of the intended functionality). Keeping in this context, the perception of the environment plays an instrumental role in conjunction with localization, planning and control modules. As a pivotal algorithm in the perception stack, object detection provides extensive insights into the autonomous vehicle’s surroundings. Camera and Lidar are extensively utilized for object detection among different sensor modalities, but these exteroceptive sensors have limitations in resolution and adverse weather conditions. In this work, radar-based object detection is explored provides a counterpart sensor modality to be deployed and used in adverse weather conditions. The radar gives complex data; for this purpose, a channel boosting feature ensemble method with transformer encoder-decoder network is proposed. The object detection task using radar is formulated as a set prediction problem and evaluated on the publicly available dataset [1] in both good and good-bad weather conditions. The proposed method’s efficacy is extensively evaluated using the COCO evaluation metric, and the best-proposed model surpasses its state-of-the-art counterpart method by 12.55% and 12.48% in both good and good-bad weather conditions.

I. INTRODUCTION

The research and technological advancements made in the past three decades have enabled autonomous vehicles to become a certainty [2]. The development of sensors and computing technology has resulted in small size and cost-effective hardware for the autonomous vehicle. The sensor's accuracy, resolution, and latency have improved over the years to be consoliated in autonomous vehicles. The dynamic perception of the environment is fundamental to the safety of the autonomous vehicle. A broad set of exteroceptive sensors is utilized in the autonomous vehicle’s hardware suite to perceive the environment. The typical sensor modalities include the camera, Lidar, radar, and sonar help the autonomous vehicle attempt to map, understand, and navigate the environment [3]. Among other perception tasks, the autonomous vehicle’s most fundamental task is to identify and understand the objects encompassing it.

The most common exteroceptive sensor modality that is widely deployed for the perception of autonomous vehicles is cameras. Cameras operate in the visible spectrum and provide high-resolution information about the environment, which are essential to identify traffic lights, lane marking, and road obstacles. Besides providing in-depth details of the surroundings, cameras are sensitive to adverse weather conditions, illumination, and sun-glare, resulting in low-level image data that impediment the perception’s accuracy for the autonomous vehicles. On the other hand, Lidar provides the 3D information about the environment as a surrogate to 2D details from the cameras. Lidar uses invisible laser light to measure the accurate distance of the objects. It measures nearly thousands of points to develop a 3D point cloud map of the sensor’s surroundings. Despite providing the 3D information, Lidar has a detriment of being expensive and also sensitive to adverse weather conditions. Contrary to cameras and Lidar, radar is less prone to adverse weather conditions and is used as a sensor modality for detecting small hazard objects in the autonomous vehicle sensor suite. Most of the radar operates on the principle of Doppler’s effect by firing radio waves at the target area and analyzing the reflected wave’s frequency to estimate the object’s speed and position. These type of radars mostly find their application in object tracking for the autonomous vehicle. Besides, there are scanning radars that provide the high resolution 360 deg range-azimuth images and are used for object detection in the perception stack of autonomous vehicles. Moreover, they are relatively cost-effective as compared to Lidar [4].

Object detection forms the basis for the perception module and is formally done by using cameras and Lidar. A lot of research is carried out on the camera-based object detection that includes many state-of-the-art object detectors, for instance, YOLO-v3 [5], SSD [6], Faster-RCNN [7], RefineDet [8], M2Det [9]. These object detectors have limitation to operate in the adverse weather conditions [10]. In addition, much research is also focused on the use of Lidar for object detection. For this purpose, the Lidar data is represented either in rasterized [11] or geometric format [12] [13] but have limitation to processing computation and adverse weather condition. Besides, camera and Lidar object detection, there
is still a room of improvement for the radar-based object detection. In this work, radar-based object detection in different weather condition is explored without utilizing any auxiliary sensor modality information. The radar-based object detection is formulated as a set prediction problem by designing a proposed network that includes channel boosting feature ensemble followed by transformer encoder-decoder architecture. The radar’s data is complex; to determine rich feature representation, the channel boosting scheme is adopted in which the input radar image is transformed into different color space. The input radar image and color space images are followed by the respective backbone network for the features generation. The respective backbone networks’ features are concatenated, and these image features are fed to transformer encoder-decoder architecture for object detection. The proposed network is extensively evaluated using the COCO evaluation metrics. The experimental evaluation shows the efficacy of proposed work with the state-of-the-art method [1]. The main contributions are listed as follows:

1) A novel channel boosting feature ensemble method is designed for the feature representation of radar data.
2) The channel boosting feature ensemble method is used in conjunction with the transformer encoder-decoder architecture for the radar-based object detection.
3) The efficacy of the proposed method (best-model) illustrates 12.55\% and 12.48\% increase in mean average precision (mAP) score in both good and good-bad weather conditions for radar-based object detection as compared to state-of-the-art (best-model) [1].

The rest of the paper is organized as follows: Section II gives related work. Section III explains the proposed methodology. The experimentation and results are discussed in Section IV, and section V concludes the paper.

II. RELATED WORK

The researchers in [14]–[16] have explored radar-based object detection in the domain of autonomous vehicle. [17] has proposed a post-processing algorithm for object detected by highly accurate and reliable radar. The algorithm clusters multiple detections form a single object and track them using Kalman filter. [18] handles the uncertainties of laser radar by occupancy grid framework. The occupancy grid map is formed by using the inverse sensor model in the cartesian coordinate framework. The local grid map and global grid map, generated by temporal integration of sensor data are fused using the Dempster rule of combination. The conflict information is used to detect the moving object.

The fusion of radar and camera data for object detection is done in [19]–[21]. [22] has proposed the architecture for frontal object detection using radar data and a single camera. The detections are fused and then tracked using the Kalman filter. [23] represents a framework to identify an occupying area by fusing the data from millimetre radar and video camera. [24] performs the radar vision fusion in three steps. First radar guides a selection of the small number of candidates images for processing. Second, sparse representation is generated by normalizing the selected attention window and is processed by orientation-selective feature detector. Finally, a learned multi-layered network is used to classify the sparse representation of different objects. [25] has proposed a multi-sensor fusion system for object detection and tracking for autonomous vehicles. They have utilized the camera, lidar and radar to perceive the environment and develop a system to detect pedestrian, bicyclist and moving objects. The recognition framework helps to improve tracking and data association of the detected objects by multi-sensor data.

The aforementioned algorithm uses traditional techniques for object detection. Since the advent of the convolutional neural network (CNN), object detection accuracy has dramatically increased. CNN learns informative feature representation of objects contributes to success. In literature, convolutional neural networks are used for radar-based object detection. [26] has proposed a two-step object detection framework called radar region proposal network. The region proposal network generates a proposal by mapping radar data onto images and generates a set number of anchor boxes used to detect objects and calculate their distance from the vehicle. [27] introduces an architecture for object detection that utilizes RGB camera images and radar sensor data. They have used radar data to identify high confidence point in the image to develop better feature representation and generate proposals for object detection. [1] has proposed radar dataset in adverse weather conditions and detect vehicles using radar data. They have used Faster-RCNN architecture for object detection with two modification. First, they fixed the anchor size and second, the bounding box has an additional parameter angle.

A new paradigm of the object detection algorithm has recently evolved based on a new attention-based building block called transformer network. The attention mechanism in transformers aggregates information of the whole input sequence, which give them the advantage of global computations and perfect memory. [28] introduces an encoder-decoder transformer framework for object detection based on a direct set prediction which bypasses anchor generation in typical object detection network.

III. PROPOSED METHOD

Feature extraction plays an imminent role for many deep-learning-based object detection task. In this work, a channel boosting feature ensemble method along with a direct set prediction for object detection using an encoder-decoder transformer network is proposed for the radar-based object detection. Fig.1 illustrates the architecture of the proposed work.

A. Channel Boosting Feature Ensemble Method

The radar data exhibits large variations and thus requires a robust feature extraction mechanism. In this study, a channel boosting in conjunction with the ensemble method is used to extract features for radar images. First, the channel boosting method is used by aggregating the input image's RGB channels by converting it to LUV and CIELAB color
Fig. 1: The overall framework for the proposed method. It includes a channel boosting feature ensemble method along with transformer encoder-decoder network for the radar-based object detection.

spaces. The conversion to these color spaces enables the channel boosting by providing a good representation of the input image and helps the network to learn the modular and hierarchical representation of the image. Fig.1 illustrates the channel boosting ensemble method for the representation of the input image.

Suppose $x_i \in \mathbb{R}^{D \times H \times W}$ for $i \in I = \{RGB, LUV, CIELAB\}$ is the input image with $x_{i,rgb}$, $x_{i,luv}$ and $x_{i,lab}$ corresponds to the variants of the input image. Each channel variant of input image (RGB, LUV, and CIELAB) is followed by the convolution neural network (CNN) backbone for feature representation. Suppose the $x_i \in \text{rgb}$ with $D = 3$ (initially), is passed to the backbone for the generation of low-resolution activation map $f = \mathbb{R}^{C \times H \times W}$ with typical values of $C = 2048$. Similarly, the other two color space variants of the input image are processed by the backbone network resulting in low-resolution feature maps of each dimension of $C = 2048$ respectively. These low-resolution feature activation maps are concatenated and then followed by an additional convolutional layer to produce the feature activation maps from the channel boosting ensemble method with a dimension of $C = 2048$. The reason for this additional convolutional layer is empirical and also to reduce the computation cost.

**B. Transformer Encoder-Decoder**

1) Encoder: The transformer encoder expects a sequence as inputs, so the set of activation maps $f$ produced by channel boosting feature ensemble is reduced to lower dimension space from $C$ to $k$ by applying a $1 \times 1$ convolution layer and flattened to create the new feature map $\hat{f} \in \mathbb{R}^{k \times HW}$ and is given to the transformer encoder. For each encoder layer, a multi-head self-attention module and the feed-forward network is incorporated in the architecture.

For the multi-head self-attention module’s brevity, the explanation of the single head attention mechanism is essential [28] [29]. The query and key-value pair form the basis of the attention and are utilized to map it to the output. The query, key and value are all represented in the vector format. The weight tensor $W_t \in \mathbb{R}^{3 \times k \times k}$ for a single attention head $A(X_q, X_k, X_v, W_t)$ computes the query, key and value embedding after adding the query and key positional encoding ($P_q \in \mathbb{R}^{k \times N_q}$ and $P_k \in \mathbb{R}^{k \times N_k}$) respectively, as shown in Eq.1

$$[Q : K : V] = [W_{t1}(X_q + P_q) : W_{t2}(X_k + P_k) : W_{t3}X_v]$$

where, [::] represents the concatenation, and $(W_{t1}, W_{t2}$ and $W_{t3})$ are concatenation of $W_t$. $X_q$ corresponds to the query sequence of length $N_q$. The key-value sequence is denoted by $X_k$ of length $N_k$. Eq.2 illustrates the computation of activation weights $\delta$ by computing the soft-max function of the dot product of queries and keys.

$$\delta_{i,j} = \frac{\exp{\frac{1}{\sqrt{k}}Q^T_iK_j}}{\sum_{j=1}^{N_k} \exp{\frac{1}{\sqrt{k}}Q^T_iK_j}}$$

The positional embedding is learned and shared across all the attention layers for the given query, key-value pair [28]. The
The final output of the single head attention module is computed by Eq. 3.

\[ A(X_q, X_{kv}, W) = \sum_{j=1}^{N_{kv}} \delta_{ij} V_j \] (3)

The multi-head self-attention module is the concatenation of \( M \) single head attention modules followed by the projection matrix \( L \). The projection matrix is the combination of residual connection, dropout and layer normalization. The overall computation is described in Eq.4. In the case of multi-head attention module the only difference in computing the attention weight as described in Eq.2 is the change of scale fraction \( k \) to \( \tilde{k} = \frac{1}{M} \).

\[ X_q' = [A(X_q, X_{kv}, W_1) : \ldots : A(X_q, X_{kv}, W_M)] \]
\[ \tilde{X}_q = \psi(X_q + \text{dropout}(LX_q')) \] (4)

2) Transformer Decoder: The decoder follows the same structure of sub-layer as the encoder. It constitutes of two multi-head self-attention modules used for transforming the \( N \) embedding size of \( k \).

The decoder’s input are queries that are initially set to zero, \( N \) object queries that are learnt positional encodings, and the encoder memory. In the decoder, the positional encodings are added to each attention layers. The decoder’s aforementioned inputs are used to produce the final set of prediction that includes bounding box and class labels through multi-head self-attention decoder modules. It is to be mentioned here that the first self-attention layer in the first decoder layer is skipped in the processing of decoding the embeddings.

C. Feed-Forward Network (FFN)

The decoder’s output embedding is fed to the feed-forward neural network for the prediction of class labels and bounding box. A 3 layer perceptron network with ReLU activation, a hidden dimension of \( k \) and a linear projection layer is used for the final prediction output. The output of FFN consists of height, the width of the bounding box w.r.t image, normalized center coordinates and class labels. Besides, an extra no-class label is also used for no object detected in the input image. In this work, the number of classes is 2 (vehicle and no-vehicle) because the intra-class object detection will not provide any sufficient information because of the radar data nature.

IV. EXPERIMENTATION AND RESULTS

A. Dataset

RADIATE (RAdar Dataset In Adverse weaThEr) dataset is used in this study [1]. The motivation to use RADIATE is to facilitate the object detection research in adverse weather conditions and understand the dynamic environment better so that an autonomous vehicle can safely navigate. The dataset uses Navtech CTS350-X radar to collect the data. The radar renders 360° high-resolution range-azimuth images. It has a maximum operating range of 100 meters and 0.175m range resolution, 1.8° azimuths and elevation resolution. The dataset is collected in different weather conditions including sunny, overcast, night, snow, fog and rain. The dataset consists of 3 hours of annotated radar images with an estimated 200K labels vehicles. The driving scenarios covers urban, motorway and suburban driving. The images are labelled using 2D bounding boxes. Each bounding box define \((x, y, width, height, angle)\), where \((x, y)\) are the top-left pixel location and angle define counter-clockwise rotation. The dataset is divided into three parts, training in good weather, training in good-bad weather and test set that contain both good and bad weather. We have adopted standard partition as proposed by [1] for a fair comparison, shown in Table I.

| TABLE I: The RADIATE dataset partition topology for training, and testing the proposed method in adverse weather conditions |
|---------------------------------------------------------------|
| Train Set (Good Weather) | 23091 | 106931 |
| Train Set (Good and Bad Weather) | 9760 | 39647 |
| Test Set | 11289 | 147005 |

B. Evaluation Metric

Numerous evaluation metrics exist to evaluate the accuracy of object detection in the images. Here, we have used a standard MS COCO evaluation metric [30]. IoU (Intersection over Union) defined the intersection between the area of ground-truth bounding box and area of the predicted bounding box shown by Eq. 5. The prediction is True Positive (TP) if \( \text{IoU > threshold} \) and False Positive (FP) if \( \text{IoU < threshold} \).

\[ \text{IoU} = \frac{A_{p} \cap A_{gt}}{A_{p} \cup A_{gt}} \] (5)

Recall and Precision are calculated using Eq. 6.

\[ \text{Recall} = \frac{TP}{TP + FN}, \text{Precision} = \frac{TP}{TP + FP} \] (6)

The Average Precision(AP) is calculated per class. AP is the area under the PR curve, shown by Eq. 7.

\[ AP_{\text{class}} = \frac{1}{\#\text{thresh}} \sum_{\text{IoU} \in \text{thresh}} AP_{\text{class}, \text{IoU}} \] (7)

COCO evaluation uses a threshold range from 0.5 to 0.95 with a step size of 0.05. In the experimentation, \( mAP_{\text{IoU}=0.5} \) is utilized, which is also similar to PASCAL VOC [31] evaluation.

C. Experimentation

The proposed network is trained on two GPUs having 24Gb memory in total using Pytorch deep learning library. The input training data is scaled, augmented, randomly horizontal flipped, randomly resized and randomly cropped in order to provide the network to learn the global relationship. The training process is run for 125 epochs having the learning rate drop of factor 10 at 100 epochs. The Adam (Adaptive Momentum Estimation) is used as an optimizer with \( 10^{-5} \) and \( 10^{-4} \) learning rates for the backbone and transformer network,
Bipartite matching loss function between scheme is adopted for the loss calculations. Eq.8 illustrates the in this work, inspired by [28] an optimal bipartite matching k position encoding across the with different frequencies and are concatenated to get the final position encodings are used that are function of sine and cosine normalization. For the spatial positional encodings, an absolute multi-head attention and feed-forward network layer before the aforementioned notations of the class label and bounding box.

\[
\tilde{\eta} = \arg\min_{\eta \in C_N} \sum_{j} L_{\text{match}}(y_j, \hat{y}_{\eta(j)})
\]

where \( C_N \) corresponds to the permutations of N elements. \( L_{\text{match}}(y_j, \hat{y}_{\eta(j)}) \) illustrates the pair-wise matching cost between ground-truth and prediction. A Hungarian algorithm is used to compute this assignment problem between ground-truth and prediction. The matching cost constitutes towards both the class labels and the bounding box between the ground-truth and the predictions. Suppose each element \( j \) of ground-truth set is represented as \( y_j = (c_j, b_j) \) where \( c_j \) is the class label and \( b_j \in [0, 1]^5 \) is the bounding box vector corresponds to normalized center coordinates, height, width and angle for the respective image. For the prediction, the class probability and bounding box is defined as \( \hat{p}_{\eta(j)}(c_j) \) and \( \hat{b}_{\eta(j)} \) respectively. The matching between ground-truth and prediction is done by finding the direct one-to-one correspondence without duplicates. The modified Hungarian loss function with angle inclusion in the bounding box is illustrated in Eq.9 using the aforementioned notations of the class label and bounding box.

\[
L_{\text{Hungarian}}(y, \hat{y}) = \sum_{j=1}^{N} \left[-\log \hat{p}_{\eta(j)}(c_j) + 1_{c_j \neq \phi} L_{\text{box}}(b_j, \hat{b}_{\eta(j)})\right]
\]

where \( \hat{\eta} \) corresponds to optimal assignment. The \( L_{\text{box}}(.) \) in the Hungarian loss function is used for scoring the bounding box, and in comparison to other detectors the box prediction is computed directly. In other to compensate the scaling issue, the \( l_1 \) loss with the complete IoU loss is used. The complete IoU [35] loss is illustrated by the Eq.10.

\[
L_{\text{C1IoU}} = 1 - \text{IoU} + \frac{\rho(b, b_{\text{gt}})}{c^2} + \alpha \nu
\]

where \( 1 - \text{IoU} + \frac{\rho(b, b_{\text{gt}})}{c^2} \) corresponds to distance IoU with \( b, b_{\text{gt}} \) denotes the bounding box points of predicted and ground-truth respectively. \( \rho \) denotes the euclidean distance and \( c \) illustrates the diagonal length of smallest enclosing box that covers the two boxes. \( \alpha \) is the positive trade-off parameter and the \( \nu \) is used to compute the consistency of aspect ratio defined by Eq.11 and Eq.12 respectively.

\[
\alpha = \frac{\nu}{(1 - \text{IoU}) + \nu}
\]

\[
\nu = \frac{4}{\pi^2} (\arctan \frac{w_{\text{gt}}}{h_{\text{gt}}} - \arctan \frac{w}{h})^2
\]

The \( L_{\text{box}}(.) \) is represented as shown in Eq.13

\[
L_{\text{box}}(b_j, \hat{b}_{\eta(j)}) = \lambda_{\text{iou}} L_{\text{C1IoU}}(b_j, \hat{b}_{\eta(j)}) + \lambda_{\text{li}} \|b_j - \hat{b}_{\eta(j)}\|
\]

where \( \lambda_{\text{li}} = 4 \) and \( \lambda_{\text{iou}} = 2 \) are used in training the proposed method.

Fig. 2: The illustration of mAP scores for all the models used as a backbone network in the proposed method trained on good-bad weather conditions and tested on test data. ResNet-101 has the best results.

Fig. 3: The illustration of mAP scores for all the models used as a backbone network in the proposed method trained on good weather conditions and tested on test data. ResNet-101 has the best results.

respectively. The pre-trained backbone network is imported from the Torchvision with frozen the batch-norm layer and discarding the last classification layer. In the experimentation, the ResNet-50 [32], RestNet-101 [32], MobileNet-V2 [33] and ShuffleNet-V2 [34] are used as a backbone networks. In the transformer network, the number of encoders and decoders are equal to 6. All the transformer weights are randomly initialized with Xavier initialization. A dropout of 0.1 is used after every multi-head attention and feed-forward network layer before normalization. For the spatial positional encodings, an absolute position encodings are used that are function of sine and cosine with different frequencies and are concatenated to get the final position encoding across the k channel.

Since, the proposed method infers the set of N predictions, in this work, inspired by [28] an optimal bipartite matching scheme is adopted for the loss calculations. Eq.8 illustrates the bipartite matching loss function between \( \hat{y} \) set of predictions \( N \) added with no object class and ground-truth (\( y \)) also padded with the set of size \( N \).

\[
\tilde{\eta} = \arg\min_{\eta \in C_N} \sum_{j} L_{\text{match}}(y_j, \hat{y}_{\eta(j)})
\]
Fig. 4: The qualitative results of proposed radar-based object detection in different weather conditions with all the four backbone networks used along with transformer encoder-decoder network is illustrated.
TABLE II: mAP Score on Radar Data with Good and Bad Weather Conditions

| Models                        | mAP Score |
|-------------------------------|-----------|
| ResNet-50 Trained [1]         | 45.77     |
| ResNet-101 [1]                | 46.55     |
| Ours (Backbone: ResNet-50)    | 55.54     |
| Ours (Backbone: ShuffleNet-V2)| 54.69     |
| Ours (Backbone: MobileNet-V2) | 52.05     |
| Ours (Backbone: ResNet-101)   | 59.03     |

TABLE III: mAP Score on Radar Data with Good Weather Conditions

| Models                        | mAP Score |
|-------------------------------|-----------|
| ResNet-50 Trained [1]         | 45.31     |
| ResNet-101 [1]                | 45.84     |
| Ours (Backbone: ResNet-50)    | 54.90     |
| Ours (Backbone: ShuffleNet-V2)| 52.90     |
| Ours (Backbone: MobileNet-V2) | 49.78     |
| Ours (Backbone: ResNet-101)   | 58.39     |

In future work, we aim to fuse Lidar data with radar to improve object detection in adverse weather condition. Moreover, use image data to classify the weather condition to optimize the perception system of the autonomous vehicle.
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