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Abstract—Few-shot object detection (FSOD), which aims at learning a generic detector that can adapt to unseen tasks with scarce training samples, has witnessed consistent improvement recently. However, most existing methods ignore the efficiency issues, e.g., high computational complexity and slow adaptation speed. Notably, efficiency has become an increasingly important evaluation metric for few-shot techniques due to an emerging trend toward embedded AI. To this end, we present an efficient pretrain-transfer framework (PTF) baseline with no computational increment, which achieves comparable results with previous state-of-the-art (SOTA) methods. Upon this baseline, we devise an initializer named knowledge inheritance (KI) to reliably initialize the novel weights for the box classifier, which effectively facilitates the knowledge transfer process and boosts the adaptation speed. Within the KI initializer, we propose an adaptive length re-scaling (ALR) strategy to alleviate the vector length inconsistency between the predicted novel weights and the pretrained base weights. Finally, our approach not only achieves the SOTA results across three public benchmarks, i.e., PASCAL VOC, COCO and LVIS, but also exhibits high efficiency with 1.8–100× faster adaptation speed against the other methods on COCO/LVIS benchmark during few-shot transfer. To our best knowledge, this is the first work to consider the efficiency problem in FSOD. We hope to motivate a trend toward powerful yet efficient few-shot technique development. The codes are publicly available at https://github.com/Ze-Yang/Efficient-FSOD.

Index Terms—Few-shot object detection, transfer learning, incremental learning, meta learning.

I. INTRODUCTION

Object detection has witnessed significant breakthrough through [1], [2], [3], [4], [5] with the recent advancement of deep neural network techniques. Nevertheless, the promising performance usually comes at the cost of massive human resources to obtain large-scale annotated datasets for network training. As a result, few-shot object detection (FSOD) was developed to alleviate this issue by learning a general detector that can be adapted to unseen tasks with only limited annotated samples.

Recently, FSOD has drawn increasing interest from the computer vision community with great efforts being placed on improving the performance. However, most of the existing methods [6], [7], [8], [9], [10] consistently ignore a crucial problem, i.e., efficiency. In the past, this was not a critical issue since few-shot learning was generally conducted on the powerful cloud servers. Nowadays, with the rapid development of electronic technologies, mobile devices become much more computationally powerful, which makes it possible to perform inference and even lightweight training on such devices. As a result, the advancement incubates some real-world few-shot applications, e.g., online incremental learning [11], on-site model adaptation [12], etc. Nevertheless, given the moderate computational capacity of mobile devices, these applications indeed raise an efficiency concern for the few-shot techniques.

The efficiency in FSOD can be measured by two metrics, i.e., computational complexity (per iteration FLOPs) and adaptation speed (the number of iterations required for convergence). First, computational complexity reflects per
iteration computation cost of a few-shot detector during few-shot transfer (a.k.a. finetuning) or inference. The computational overheads of existing methods mainly stem from three circumstances, i.e., auxiliary branches, modules or inputs. Specifically, [6], [7], [8], [9] introduce an extra support branch to extract support features as guidance for the query branch. [10] introduces a transformer module [14] to tackle the object confusion problem. [13] proposes to add positive samples of different scales as input to handle the scale variation problem.

Besides, adaptation speed is another significant factor that determines the efficiency of the few-shot transfer process, since the overall computational overheads are calculated as the product of per iteration FLOPs and the number of iterations required for convergence. In fact, most existing methods generally suffer from slow adaptation issues. Concretely, [13], [15] assign randomly initialized novel class weights to the box classifier and regressor before few-shot transfer. However, such randomly initialized weights are prone to lying far away from the optimum solution, which requires large numbers of gradient steps for convergence. Additionally, meta-learning methods [7], [9], though adapting faster than existing transfer learning methods [13], [15], still cannot achieve satisfactory adaptation speed with only a few steps, as the meta-learning principle indicates.

To address the above issues, we present an efficient pretrain-transfer framework (PTF) baseline without additional components by simply finetuning the network with our tailored adaptation strategy, which yields comparable performance with the state-of-the-art (SOTA) methods. Upon that, we devise an initializer, namely knowledge inheritance (KI), to reliably initialize the novel class weights for the box classifier before few-shot transfer. Our motivation is that a good initial point of the box classifier can substantially reduce few-shot optimization steps on the loss landscape and end up with fast adaptation speed. However, the vanilla KI, which simply takes the class-wise average of feature representations followed by $L2$ normalization as the prediction for the novel class centroids (see Sec. III-C), may undesirably introduce an inconsistency between the length of the predicted novel class weights and that of the re-used base class weights, especially when the benchmark involves large-scale vocabulary, e.g., LVIS of 1230 categories. To solve this problem, we design an adaptive length re-scaling (ALR) strategy to adaptively rescale the predicted novel weights to have similar length with the base ones, which makes our approach scalable to large corpora. Note that our proposed initializer is a free lunch that adds no overheads in both few-shot transfer and inference, since it requires no training and can be disposed after initialization. Incorporating PTF baseline with our KI initializer not merely obtains new SOTA results across three public benchmarks, i.e., PASCAL VOC, COCO and LVIS, but also shows $1.8\times 100$ faster adaptation speed than the other methods on COCO/LVIS benchmark.

**Contributions:** We summarize our key contributions as:

- Upon this baseline, we devise KI initializer to reliably initialize the novel weights for box classifier with ALR strategy to conquer the length inconsistency problem, which consistently achieves new SOTA results across three benchmarks, i.e., PASCAL VOC, COCO and LVIS.
- Our approach is highly efficient and shows $1.8\times$ faster adaptation speed than the previous methods on COCO/LVIS benchmark.
- To our best knowledge, this is the first work to consider the efficiency problem in FSOD. We hope to motivate a trend toward powerful yet efficient few-shot technique development.

## II. RELATED WORKS

### A. Generic Object Detection

Deep learning based object detection can be broadly divided into two families: two-stage and one-stage detectors. Two-stage detectors [1], [2], [3] first generate by the RPN module a set of region proposals, representing the regions that are shortlisted with high probability to contain objects. Then a fixed length of features will be extracted by RoI pooling for each proposal. These instance-level features will go through a transformation module, followed by a box regressor and a category classifier to obtain the final predicted bounding boxes with corresponding confidence scores. One-stage frameworks [4], [16] predict box coordinate and class score simultaneously based on a set of default (predefined) anchor boxes, making it amazingly fast in inference. In this paper, we choose Faster R-CNN [3] as our basic framework for fair comparison with existing methods, though our method is model-agnostic and can be applied to any other framework.

### B. Few-Shot Learning

Few-shot learning intends to empower machine vision system with the capability to quickly learn a novel concept with only limited data, and has been widely explored in the machine learning community recently, which can be mainly divided into three branches. i) Bayesian approaches. [17] implements Bayesian inference to leverage prior knowledge to deal with one-shot learning problem. [18] proposes a hierarchical Bayesian model based on compositionality and causality. ii) Data augmentation. [19], [20] introduce image hallucination techniques to enrich the diversity of few-shot data and thereby reduce the few-shot learning difficulty. iii) Meta-learning, a.k.a. “learning to learn”, explicitly tries to learn a base learner that is capable to generalize well to novel tasks by episodic training paradigm. It can be further categorized into two sub-branches as: a) Optimization based methods MAML [21] and its variant [22] try to explicitly train the parameters of the model such that good generalization performance could be attained with a small number of gradient steps. b) Metric-learning based methods [23], [24], [25], [26] concentrate on designing good metrics to measure the similarity between support and query samples, base on which categorizing each query sample into its nearest support class in the latent space. However, the above-mentioned methods mainly focus on few-shot classification problem and cannot
be easily adapted to FSOD, since FSOD features much more complicated characteristics, such as multiple objects, complex context and occlusion. Beyond that, few-shot learning techniques are also ubiquitously used in other fields, e.g., fine-grained image classification [27], semantic segmentation [28], person re-identification [29], common object localization [30] and continual learning [31].

C. Few-Shot Object Detection

Existing approaches in FSOD mainly follow two principles, i.e., meta-learning and transfer learning (a.k.a. finetuning).

1) Meta-Learning: [8] enhances information interaction by introducing the attention-RPN and multi-relation module. [32] introduces consistency regularization on predictions from various transformed images to improve the generalization ability over perturbed images. [33] proposes a support-query mutual guidance mechanism and a hybrid loss to enhance the discrimination ability on unseen classes. [34] resorts to heterogeneous graph convolutional networks to achieve efficient message passing among all the query image regions (usually proposals) and novel class nodes. However, distinct from our adopted generalized FSOD [15] setting, the above methods follow the transferred FSOD setting, where they evaluate the few-shot detector merely on novel classes. In the generalized FSOD, [6] proposes to adaptively adjust the channel-wise importance of the final global feature maps according to different novel tasks, whereas [7] focuses on the intermediate instance-level feature adaptation. More recently, [9] proposes a feature aggregation module to effectively combine support and query features in the late stage. [35] proposes to optimize both feature space partition and novel class reconstruction by a class margin equilibrium approach. [36] proposes a dense relation distillation module and an adaptive context-aware feature aggregation module to exploit support information, global and local features to assist few-shot detection on novel classes. These methods, though adopt the generalized FSOD setting, in fact focus solely on the generalization performance to novel classes, while lacking the consideration for preventing catastrophic forgetting.

As a common problem in the meta-learning principle, all the above methods, regardless of the evaluation settings, suffer from severe efficiency issues. First, an extra support branch substantially increases the computational overheads. Even worse, the interaction module between the support and query branches further increases the overheads by N times under N-way setting. This makes the above methods impractical when it comes to the benchmark with large numbers of classes, such as LVIS.

2) Transfer Learning: [10] leverages contextual information to tackle the object confusion problem with transformer [14] structure. [13] proposes to add positive samples of different scales as input to handle the scale variation problem. [15] proposes a simple two-phase framework (TFA) without auxiliary components, which, however, takes a long journey to converge due to their inappropriate adaptation strategies. [37] leverages the semantic relation between base and novel classes and introduces explicit relation reasoning into the learning of novel object detection. [38] proposes to increase the data variance for novel classes by transferring the shared within-class variation from base classes. [39] introduces a few-shot classification refinement mechanism to enhance classification capability along with retreatment solutions to combat distractor samples due to incomplete annotations. [40] enhances object features with intrinsical characteristics that are universal across different object categories to increase model generalization ability. [41] constructs a discriminative feature space for each novel class by association and discrimination. Recently, [42] proposes a contrastive proposal encoding loss to alleviate the misclassification issues by promoting instance level intra-class compactness and interclass variance. [43] introduces gradient decoupled layer for multi-stage decoupling and prototypical calibration block for multi-task decoupling. Instead of introducing additional modules [10], [13], [37], [38], [39], [43] or loss terms [39], [40], [41], [42] that increases the computational complexity on few-shot transfer or even inference as well, we propose an efficient yet effective pretrain-transfer framework without any additional components, upon which we build the KI initializer with adaptive length re-scaling mechanism to claim the new SOTA performance with surprisingly fast adaptation.

III. Method

We first establish preliminaries and fundamental notations in Sec. III-A. Then we present an efficient pretrain-transfer framework (PTF) baseline in Sec. III-B. Upon this baseline, we propose an initializer namely knowledge inheritance (KI) to initialize the novel weights for the box classifier in Sec. III-C, which facilitates the knowledge transfer process and boosts the adaptation speed.

A. Preliminaries

FSOD aims at effectively generalizing a detector pretrained on large-scale dataset to address unseen novel tasks with only limited training samples. Concretely, there are two disjoint datasets \( D_{\text{base}} = \{(x_i, y_i)\}_{i=1}^I \) and \( D_{\text{novel}} = \{(x_j, y_j)\}_{j=1}^J \) (\( J \ll I \)), where \( x_i/x_j \) is the input image and \( y_i \in C_{\text{base}}/y_j \in C_{\text{novel}} \) the corresponding class label and box coordinates. Note that \( C_{\text{base}} \) and \( C_{\text{novel}} \) are defined to be non-overlapped \( (C_{\text{base}} \cap C_{\text{novel}} = \emptyset) \) in order to effectively evaluate the generalization capacity of few-shot detectors. \( D_{\text{base}} \) generally contains large numbers of annotated images while \( D_{\text{novel}} \) has only \( K \)-shot (typically \( K \leq 10 \)) instances for each category. Additionally, few-shot object detectors are evaluated on a test set \( D_{\text{test}} \sim C_{\text{base}} \cup C_{\text{novel}} \) encompassing both base and novel categories. Therefore, a class-balanced dataset \( D_{\text{few}} \) for few-shot transfer is constructed by combining \( D_{\text{novel}} \) with the subsampled base dataset \( D_{\text{base}} \) that contains \( K \)-shot instances per base category from \( D_{\text{base}} \). The objective is to optimize the detection performance measured by average precision (AP) of the novel classes as well as the base classes, which we refer to as generalized FSOD. Finally, unlike the standard \( N \)-way \( K \)-shot (typically \( N = 1, 5 \)) scheme in few-shot classification, the evaluation protocol [6] in FSOD follows a more challenging setting, i.e., full-way (\( N = \|C_{\text{base}} \cup C_{\text{novel}}\| \)) \( K \)-shot scheme.
whistles, which can be given as:

\[
\text{loss} = \text{Faster R-CNN model on ciseness}
\]

We establish prior knowledge simply by pretraining \(\omega\) and a box regressor learner includes a classifier \(\omega\). Fig. 2. The overall architecture of our pretrain-transfer framework (PTF) with knowledge inheritance (KI). During base pretraining, the standard Faster R-CNN comprising of the embedding model \(F\) and base learner \(A\) is trained on \(D_{\text{base}}\). Then the KI initializer is utilized to initialize the novel classifier weights with the predicted novel class centroids, after which the whole detector will be finetuned on \(D_{\text{few}}\) to optimize both base and novel performance during few-shot transfer. In the KI initializer, the adaptive length re-scaling (ALR) strategy is adopted to alleviate the length inconsistency issue (see Sec. III-C). Our PTF baseline excludes the KI initialization and does not update the backbone (highlighted in gray) during few-shot transfer. Details can be found in Sec. III-B and Sec. III-C.

B. Pretrain-Transfer Framework

Our pretrain-transfer framework (PTF) consists of two phases, i.e., the base pretraining phase to establish prior knowledge from large-scale dataset \(D_{\text{base}}\) and the few-shot transfer phase to effectively transfer the learned prior knowledge to facilitate unseen few-shot detection tasks. We adopt Faster R-CNN [3], the same framework with previous SOTA methods [7], [9], [13], [15], [37], [40], [42], [43], as our base detector for fair comparison, but do note that our method is model-agnostic. For clarity, we divide the overall architecture into two parts, i.e., the embedding model \(F\) for feature extraction and the base learner \(A\) for final prediction.

As shown in Fig. 2, the embedding model comprises a backbone \(\phi\), a region proposal network (RPN) \(\gamma\) and a proposal-level feature extractor namely RoI head \(\psi\). The base learner includes a classifier \(\omega_{\text{cls}}\) to classify object categories and a box regressor \(\omega_{\text{loc}}\) to locate the coordinates.

1) Base Pretraining: For the sake of efficiency and conciseness, we establish prior knowledge simply by pretraining a standard Faster R-CNN model on \(D_{\text{base}}\) without bells and whistles, which can be given as:

\[
\theta, \omega = \arg \min_{\theta, \omega} \mathcal{L}(A(F(D_{\text{base}}; \theta); \omega)) + \mathcal{R}(\theta, \omega),
\]

where \(\theta = \{\phi, \gamma, \psi\}\), \(\omega = \{\omega_{\text{cls}}, \omega_{\text{loc}}\}\), \(\mathcal{L} = \mathcal{L}_{\text{rpn}} + \mathcal{L}_{\text{cls}} + \mathcal{L}_{\text{loc}}\) is the standard loss function adopted in [3] and \(\mathcal{R}\) the regularization term. Note that distinct from [15], we set the box regressor \(\omega_{\text{cls}}\) as class-agnostic so that it can be directly re-used as a good initialization for few-shot transfer.

2) Few-Shot Transfer: In this phase, the objective is to sufficiently leverage those helpful prior knowledge contained in the pretrained base model to assist with novel tasks while maintaining high efficiency. Following [42], apart from the base learner, we also update the RPN (maximum number of proposals kept after NMS doubled) and RoI head during few-shot transfer. We notice that finetuning the RPN can provide more RoI proposals for unseen novel objects and improve the average recall (AR) for novel classes. Besides, updating the RoI head not only provides better feature embedding for novel classes but, more importantly, substantially boosts the adaptation speed, which perfectly coincides with our objective — efficiency. Distinct from [42], we do not update the backbone for the PTF baseline as it increases the computational overhead while also harming the base performance. Quantitative analysis can be found in Sec. IV-D.2. In brief, we perform the few-shot transfer as:

\[
\theta', \omega = \arg \min_{\theta', \omega} \mathcal{L}(A(F(D_{\text{few}}; \theta'); \omega)) + \mathcal{R}(\theta', \omega),
\]

where \(\theta' = \{\gamma, \psi\}\), \(\omega = \{\omega_{\text{cls}}', \omega_{\text{loc}}\}\), \(\mathcal{L} = \mathcal{L}_{\text{rpn}} + \mathcal{L}_{\text{cls}} + \mathcal{L}_{\text{loc}}\) and \(\mathcal{R}\) are the same as Eq. 1.

Note that the box regressor is directly initialized with the pretrained weights and the classifier is extended with randomly initialized weights for the novel classes. We also investigate two instantiations of the classifier, i.e., the linear classifier and cosine similarity based classifier. We keep the linear classifier as it yields better results.

Batch Sampling: Given few-shot dataset \(D_{\text{few}}\), existing methods [15], [42] form a batch by instance-level sampling with each image associated with only one selected instance (ignoring the rest instances). In this way, as illustrated in Fig. 3, the ignored objects (e.g., person, monitor) with corresponding annotations removed will be treated as background during loss computation and therefore harm the performance. We address this issue by image-level sampling with all available instance annotations within the selected images retained to form a batch. Note that the same \(D_{\text{few}}\) is used except for the different batching schemes.

Scaled Learning Rate: With the aim of fast adaptation, we use 10 times larger global learning rate than previous methods [15], [42]. However, we find that using a large global learning rate for RoI head will undesirably undermine the base performance due to overfitting given the scarce few-shot data \(D_{\text{few}}\). This is because RoI head consists of larger numbers...
of weights compared with the base learner and RPN. As a result, we apply the scaled learning rate strategy with each component assigned with a specific scaling factor $\alpha(\cdot)$, where $\cdot \in \{\phi, \gamma, \psi, \omega\}$. We set the scaling factor as 1x for base learner and RPN while 0.5x for RoI head. The actual learning rate $lr(\cdot)$ for each component will be the global learning rate $lr$ multiplied by the corresponding scaling factor $\alpha(\cdot)$, e.g., $lr(\psi) = lr \times \alpha(\psi)$ for the RoI head.

**Dropout Strategy:** During few-shot transfer, it is common that a model learns too “aggressively” on the few-shot dataset $D_{few}$ such that it drastically forgets the base knowledge while not performing preferably on the novel tasks as well due to severe overfitting. To alleviate this issue, we propose to adopt the dropout strategy as an additional regularization during few-shot adaptation. Specifically, we add a dropout layer before the final classifier with a dropout rate of 0.8, as shown in Fig. 2. We empirically find that this simple strategy effectively benefits both base and novel performance.

### C. Knowledge Inheritance

In our PTF baseline, the classifier $\omega^{cls}$ needs to be randomly initialized for the novel classes while can be reliably initialized with the pretrained weights for the base classes. This inconsistent initial point tends to fluctuate the optimization steps and slow down the adaptation speed. To alleviate this issue, we devise an initializer, namely knowledge inheritance (KI), to reliably initialize the novel weights for the classifier without network training, which facilitates the knowledge transfer process and boosts the adaptation speed. Note that we unfreeze the backbone with a learning rate scaling factor 0.01x and stop the gradient from the RPN module when equipped with KI.

Our key insight is that the feature representations of the novel objects, encoded by the base embedding model $\mathcal{F}$, contain abundant prior knowledge and can be leveraged to predict the novel class centroids $\{v_c | c \in C_{novel}\}$, where $v_c \in \mathbb{R}^d$ is the per-class weight vector. Concretely, given the pretrained base detector, its embedding model $\mathcal{F}$ is utilized as a feature extractor to map each few-shot image-label pair $(x^k_c, y^k_c) \in D_{few}$ containing the $k$-th shot instance of category $c$ into the latent space and extract the corresponding instance-level feature representation $z^k_c = \mathcal{F}(\sigma(x^k_c)) \in \mathbb{R}^d$ (depicted with hollow triangle in Fig. 2), where $\sigma(\cdot)$ denotes the same data augmentation strategies (i.e., random scaling and horizontal flip) as base pretraining. Here the RoI pooling in $\mathcal{F}$ takes as input the ground truth boxes rather than the predicted RoI proposals. Then the remaining problem is how to effectively aggregate the feature representations $z^k_c$ to predict each novel class centroid $v_c$.

Firstly, we take the class-wise average over multiple shots each with $R$ randomly augmented views to represent the direction of each novel class centroid with an aggregated vector $\overline{v}_c = \frac{1}{K \times R} \sum_{k=1}^{K} \sum_{r=1}^{R} (z^k_r)_c$, where $(\cdot)_c$ denotes the $r$-th augmented view and $\overline{v}_c \in \mathbb{R}^d$. This aggregation strategy is motivated by our **first observation** that object feature representations (hollow triangles) from the same category tend to form a cluster in the same direction with their corresponding class centroid (solid 5-point star) as shown in Fig. 2. Then we need to rescale the aggregated vector $\overline{v}_c$ to appropriate length (euclidean norm) so as to avoid exploding gradients. Inspired by [44], we apply the $L_2$ normalization to each aggregated vector $\overline{v}_c$ and obtain the corresponding novel class centroid $v_c = \mathcal{N}(\overline{v}_c) \in \mathbb{R}^d$. However, this re-scaling approach assumes that all novel class centroids should be in unit length, which may cause an inconsistency between the length of the re-used base class centroids and the predicted novel class centroids. It will drastically degrade the base performance as discussed in Sec. IV-D.4.

**Adaptive Length Re-Scaling:** To alleviate the inconsistency problem, we propose an adaptive length re-scaling (ALR) strategy to adaptively rescale the aggregated vector $\overline{v}_c$ ($c \in C_{novel}$) based on the length of the base class centroids so that they can be compatible with each other. This design is inspired by our **second observation** that feature representations and class centroids tend to approximately lie on two hyperspheres with different radii respectively (dashed circles in Fig. 2). It suggests that there exists a ratio $H$ between the averaged length of the feature representations and that of the class centroids, which can be utilized to rescale the aggregated vectors $\overline{v}_c$ ($c \in C_{novel}$) to be on the same hyper-sphere with the base class centroids. Specifically, we first estimate the ratio $H$ from the observation of the base classes, which can be
TABLE I
FEW-SHOT DETECTION PERFORMANCE ON PASCAL VOC. WE REPORT THE NOVEL AP50 OF THREE DIFFERENT BASE/NOVEL SPLITS, FOLLOWING THE SAME SETTING WITH [6]. † DENOTES THAT THE RESULTS ARE REPRODUCED WITH THE OFFICIAL CODES. THE BEST AND SECOND BEST NUMBERS ARE HIGHLIGHTED IN BOLD AND UNDERLINE RESPECTIVELY

| Method / Shot       | Backbone | Novel Set 1 | Novel Set 2 | Novel Set 3 |
|---------------------|----------|-------------|-------------|-------------|
|                     |          | 1 2 3 5 10 | 1 2 3 5 10 | 1 2 3 5 10 |
| YOLO-ft-full [6]    | YOLOv2   | 6.6 10.7 12.5 24.8 38.6 | 12.5 4.2 11.6 16.1 33.9 | 13.0 15.9 15.0 32.2 38.4 |
| FSRW [6]            |          | 14.8 15.5 26.7 33.9 47.2 | 15.7 15.3 22.7 30.1 40.5 | 21.3 25.6 28.4 42.8 45.9 |
| MetaDet [45]        |          | 17.1 19.1 28.9 35.0 48.8 | 18.2 20.6 25.9 30.6 41.5 | 20.1 22.3 27.9 41.9 42.9 |
| FR-RCN-ft-full [15] | FR-RCN w/ R-101 FPN | 15.2 20.3 29.0 40.1 45.5 | 13.4 20.6 28.6 32.4 38.8 | 19.6 20.8 28.7 42.2 42.1 |
| Meta R-CNN [7]      |          | 19.9 25.5 35.0 45.7 51.5 | 10.4 19.4 29.6 34.8 45.4 | 14.3 18.2 27.5 41.2 48.1 |
| FSDetView [9]       |          | 24.2 35.3 42.2 49.1 57.4 | 21.6 24.6 31.9 37.0 45.7 | 21.2 30.0 37.2 43.8 49.6 |
| MPSR† [13]          |          | 36.5 41.7 48.9 54.5 60.7 | 25.4 27.2 39.5 41.1 46.2 | 35.3 41.2 44.5 49.6 50.4 |
| TFA w/ fc [15]      |          | 36.8 29.1 43.6 55.7 57.0 | 18.2 29.0 33.4 35.5 39.0 | 27.7 33.6 42.5 48.7 50.2 |
| TFA w/ cos [15]     |          | 39.8 36.1 44.7 55.7 56.0 | 23.5 26.9 34.1 35.1 39.1 | 30.8 34.8 42.8 49.5 49.8 |
| FSCE† [42]          |          | 41.1 41.9 49.6 57.7 61.5 | 21.7 28.8 42.9 44.2 50.6 | 37.3 45.7 46.2 55.3 58.4 |
| SRR-FSD [37]        |          | 47.8 50.5 51.3 55.2 56.8 | 32.5 35.3 39.1 40.8 43.8 | 40.1 41.5 44.3 46.9 46.4 |
| FSOD* [40]          |          | 43.8 47.8 50.3 55.4 61.7 | 31.2 30.5 41.2 42.2 48.3 | 35.5 39.7 43.9 50.6 53.5 |
| PTF (Ours)          |          | 47.3 52.8 52.2 59.0 61.9 | 24.0 31.7 41.0 41.0 41.4 | 38.5 46.0 46.9 52.1 53.7 |
| PTF+KI (Ours)       |          | 48.1 53.0 54.1 61.2 64.1 | 28.5 32.7 44.2 44.6 51.6 | 41.1 50.1 50.3 57.5 59.1 |
| DeFRCN† [43]        | FR-RCN w/ R-101 C4 | 52.3 57.9 61.9 65.9 66.8 | 34.8 33.6 49.5 52.2 51.9 | 48.4 52.9 54.1 60.3 61.6 |
| PTF+KI (Ours)       |          | 57.0 62.3 63.3 66.2 67.6 | 42.8 44.9 50.5 52.3 52.2 | 50.8 56.9 58.5 62.1 63.1 |

given as:

$$\hat{H} = \frac{1}{c \in C_{base}} \left[ \frac{1}{x \in R} \sum_{k=1}^{R} \sum_{r=1}^{R} (\bar{z}_r)^2 \right]$$

where $(\cdot)_r$ denotes the $r$-th augmented view. We empirically find that multiple augmented views can enhance the robustness of the initialization quality and hyperparameter $R$ is set to 10 in our experiments. Then we apply the estimated ratio $\hat{H}$ to re-scaling the aggregated vectors to obtain the final novel class centroids as $\bar{v}_c = \frac{\sum v}{\hat{H}} \cdot \bar{v}_c$. Finally, we initialize the classifier weights $\omega_{c}^{\text{cls}} \in \mathbb{R}^d$ for each novel class $c$ simply with the obtained corresponding class centroid $\bar{v}_c \in \mathbb{R}^d$, while the bias term is initialized with zero by default.

Supporting Evidence for Two Observations: To be convincing, we provide supporting evidence for our two observations that incubate the design of our KI initializer. To verify the first observation, we normalize the base class (VOC split 1) feature representations and class centroids to unit length and then visualize them with t-SNE [46] (refer to supplementary material). For the second observation, we show the average length of base class feature representations and class centroids respectively across different benchmarks in Fig. 4. The consistently low standard deviation of the length of either feature representations or class centroids across different benchmarks proves our second observation that either feature representations or class centroids tend to lie on certain hypersphere regardless of their categories.

IV. EXPERIMENTS

In this section, we first describe the benchmarks and setups in Sec. IV-A. Then we comprehensively verify the superiority of our proposed method in terms of performance (Sec. IV-B) and efficiency (Sec. IV-C). Note that efficiency comprises computational complexity and adaptation speed, and has barely been discussed in previous works. Finally, we present thorough ablative studies and visualizations in Sec. IV-D.

A. Benchmarks and Setups

We conduct extensive comparisons with existing methods across three different benchmarks with hierarchical difficulty, i.e. PASCAL VOC (preliminary), COCO (moderate) and LVIS (difficult). Concretely, following [6], three different base/novel class splits are considered for PASCAL VOC, where there are 15 base classes and 5 novel classes each with $K = 1, 2, 3, 5, 10$ instance(s) for few-shot transfer. For consistency, we adopt the same few-shot dataset $D_{few}$ with [6] and use VOC 2007 test set for evaluation. For COCO, we treat the 20 classes that are overlapped with PASCAL VOC as novel classes while the rest as base classes. We follow recent works [9], [15] to report the results averaged over 10 random runs on COCO val2017 set with $K = 10, 30$. For LVIS, we group the frequent and common classes as base split, and the rare classes as novel split. Following [15], we construct a balanced few-shot dataset by sampling 10 instances for each base class while including all for novel classes. All results are reported with the standard evaluation protocol in each benchmark. Finally, we notice that DeFRCN [43] uses a different base detector architecture Faster R-CNN with ResNet101-C4 from the prevailing one, i.e., Faster R-CNN with ResNet101-FPN. For fairness, we build our PTF+KI upon DeFRCN when compared with it. Note that the post-processing PCB module proposed by DeFRCN is not applied in all experiments for the sake of efficiency.

Implementation Details: We adopt Faster R-CNN [3] as our base detector with ResNet101-FPN [47], [48] and
TABLE II
FEW-SHOT DETECTION PERFORMANCE (AP50) FOR THE BASE (bAP) AND NOVEL (nAP) CLASSES ON THE FIRST NOVEL SET OF PASCAL VOC. OUR APPROACH OUTPERFORMS EXISTING METHODS ON BOTH BASE AND NOVEL AP AND DOES NOT SUFFER FROM CATASTROPHIC FORGETTING LIKE [7], [9], [13], [40]. † DENOTES THAT THE RESULTS ARE REPRODUCED WITH THE OFFICIAL CODES

| Method/Shot | Backbone | 3 | 10 |
|------------|----------|---|----|
|            |          | bAP | nAP | bAP | nAP |
| FRCN-ft-full [15] |         | 66.1 | 29.0 | 66.0 | 45.5 |
| Meta R-CNN [7] | FRCN w/ R-101 PPN | 79.1 | 44.7 | 78.4 | 56.0 |
| FSDetView [9] | FRCN w/ R-101 PPN | 74.3 | 49.6 | 76.7 | 61.5 |
| MPR [13] | SRR-FSD [37] | 73.0 | 53.7 | 72.2 | 58.6 |
| TFA w/ cos [15] | FRCN w/ R-101 PPN | 66.3 | 50.3 | 69.7 | 61.7 |
| FSCE † [42] | Train base only | 81.0 | - | 81.0 | - |
| PTF (Ours) | Train base only | 78.9 | 52.2 | 79.3 | 61.9 |
| DeFRCN † [43] | PTF+KI (Ours) | 78.3 | 54.1 | 78.7 | 64.1 |
| Train base only | PTF+KI (Ours) | 76.1 | 61.9 | 77.0 | 66.8 |
| DeFRCN † [43] | Train base only | 80.3 | - | 80.3 | - |
| PTF+KI (Ours) | PTF+KI (Ours) | 78.0 | 63.3 | 78.5 | 67.6 |

ResNet101-C4 as backbone. For training details, we follow the default hyperparameters in detectron2 [49], where models are trained with momentum (0.9) SGD optimizer, batch size of 16, and weight decay of 1e-4. An initial learning rate 0.02 is used during base pretraining and 0.02 for PASCAL VOC or 0.01 for COCO and LVIS during few-shot transfer. For 10-shot setting, 500 / 1000 / 3000 iterations are taken during few-shot transfer for PASCAL VOC / COCO / LVIS respectively. All experiments are run on four RTX 2080 Ti GPUs.

B. Performance

1) Results on PASCAL VOC: We evaluate our method along with previous SOTA methods and their corresponding baselines YOLO/FRCN-ft-full, where the whole network is finetuned until convergence during few-shot transfer. As shown in Table I, our PTF baseline performs on par with the previous SOTA methods FSCE [42], SRR-FSD [37], FSODWP [40]. Incorporating with our KI initializer, PTF+KI surpasses all other methods across all shots and splits except for the 1-shot and 2-shot cases of Novel Set 2 as runner up. Note that PTF+KI is a versatile among all shots, while FSCE [42] is preferable with more shots, e.g., 5-shot and 10-shot, and SRR-FSD [37] and FSODWP [40] favor fewer shots, e.g., 1-shot and 2-shot. Building upon DeFRCN with FRCN w/ R-101 C4, our PTF+KI consistently outperforms DeFRCN [43] especially in the extremely few-shot cases, e.g., 1-shot and 2-shot, by a large margin (2–11 points).

Beyond the generalization capacity evaluation, we also investigate the forgetting issue in generalized FSOD by presenting thorough comparisons on the base performance under 3-shot and 10-shot cases of Novel Set 1, as shown in Table II. We can observe that Meta R-CNN [7], FSDetView [9], MPR [13] and FSODWP [40] severely compromise the base performance by 10–16 points compared with Train base only, where the model is only trained on the base classes to serve as an upper bound. In contrast, our PTF+KI not only achieves SOTA results on the novel classes, but also maintains reasonable performance on the base classes (only 2–3 points drop). Building upon DeFRCN, our PTF+KI still manifests its superior capability in maintaining the base knowledge against DeFRCN [43].

2) Results on COCO: In this more challenging benchmark, our approach still obtains promising results. As shown in Table III, our simple PTF baseline yields comparable results with the SOTA method FSCE [42]. Equipped with our KI initializer, PTF+KI outperforms FSCE by 1.6 and 1 points under the stringent overall AP metric for 10-shot and 30-shot respectively. Owing to the few-shot adaptation of the RPN module, our approach manifest salient advantages when it comes to the average recall (AR) metrics. For instance, PTF+KI achieves remarkably higher AR in terms of top 10 and 100 predicted boxes than existing methods and almost doubles the AR of small (S) object (the last but three column in Table III) against the previous SOTA method of AR, i.e., FSDetView [9]. This is because the adapted RPN can provide more precise region proposals for novel objects. Visualization evidence can be found in Sec. IV-D.2. In Table IV, we observe that our PTF+KI is capable to consistently surpass DeFRCN [43] in both 10-shot and 30-shot by 0.9 and 0.7 overall AP points respectively. Additionally, we compare the base performance of different methods under COCO 10-shot setting in Table VI. It is noteworthy that the previous SOTA method FSCE [42] suffers from the forgetting issue more severely compared with TFA [15], though FSCE yields better novel performance. On the contrary, our method is able to achieve the best novel AP while not sacrificing the base performance. Surprisingly, our PTF+KI outperforms two SOTA methods FSDetView and MPR in terms of base AP by almost 2× and 4× respectively, showing the remarkable capability of our approach to maintain the base knowledge. We owe this to our appropriate adaptation strategies, dropout regularization and KI initializer.

3) Results on LVIS: To verify the scalability capacity, we evaluate our method along with two competitors [15], [50] on the LVIS dataset with 1230 classes in total, including 776 base classes and 454 novel classes. As shown in Table V, by simply adapting the base learner and RPN, our baseline framework PTF yields better results and approximately 2× faster adaptation speed than the previous SOTA method TFA. Incorporating with our proposed KI initializer, PTF+KI surpasses all other methods by a large margin, particularly for the novel performance APF by 3–5 points, demonstrating the compelling generalization capacity of our method. Besides, PTF+KI further accelerates the adaptation speed (measured with # Iters) by 4× over PTF, bringing the overall speedup to 8× against TFA. We leave the detailed definition of adaptation speed in Sec. IV-C.2. All the results prove that our method not only can be readily scalable to the few-shot tasks with large-scale vocabulary, but even exhibits surprisingly fast adaptation speed.
TABLE III
GENERALIZED FEW-SHOT DETECTION PERFORMANCE FOR THE NOVEL CLASSES ON COCO (FRCN w/ R-101 FPN). OUR PTF+KI OUTPERFORMS THE OTHER METHODS ACROSS DIFFERENT SHOTS BY A CONSIDERABLE MARGIN, ESPECIALLY IN TERMS OF AVERAGE RECALL. * INDICATES THAT THE RESULTS ARE AVERAGED OVER 10 RANDOM SEEDS. † DENOTES THAT THE RESULTS ARE REPRODUCED WITH THE OFFICIAL CODES. THE BEST AND SECOND BEST NUMBERS ARE HIGHLIGHTED IN BOLD AND UNDERLINE RESPECTIVELY.

| Shot | Method            | 0.5:0.95 | 0.5 | 0.75 | S | M | L | 1   | 10  | Average Precision | 1   | 10  | Average Recall   |
|------|-------------------|----------|-----|------|---|---|---|-----|-----|-------------------|-----|-----|------------------|
|      |                   | 0.5:0.95 | 0.5 | 0.75 | S | M | L | 1   | 10  |                   | 1   | 10  |                   |
| 10   | FSRW [6]          | 5.6      | 12.3| 4.6  | 0.9| 3.5|10.5 |10.1 |14.3 |14.4             |1.5  |8.4  |28.2             |
|      | MetaDet [45]      | 7.1      | 14.6| 6.1  | 4.1| 12.2|      |11.9 |15.1 |15.5             |1.7  |9.7  |30.1             |
|      | Meta R-CNN [7]    | 8.7      | 19.1| 6.6  | 2.3| 7.7|14.0 |12.6 |17.8 |17.9             |7.8  |15.6 |27.2             |
|      | FSDetView† [9]    | 10.3     | 25.1| 6.1  | 3.5| 11.3|14.6 |18.1 |23.8 |23.8             |9.3  |24.9 |31.1             |
| 30   | MPSR [13]         | 9.8      | 17.9| 9.7  | 3.3| 9.2|16.1 |15.7 |21.2 |21.2             |4.6  |19.6 |34.3             |
|      | TFA* w/ fc [15]   | 9.1      | 17.3| 8.5  | 3.6| 8.1|14.3 |14.0 |20.0 |20.1             |6.2  |16.3 |31.4             |
|      | TFA* w/ cos [15]  | 9.1      | 17.1| 8.8  | 3.7| 8.0|14.3 |13.9 |19.9 |20.1             |7.3  |16.8 |29.6             |
|      | FSCE*† [42]       | 11.4     | 23.3| 10.1| 4.5|10.8|18.7 |      |      |                  |      |      |                  |
|      | SRR-FSD [37]      | 11.3     | 23.0| 9.8  | -  | -  | -   |      |      |                  |      |      |                  |
|      | FSOD*op [40]      | 11.0     | 10.7| 4.5  | 11.2|17.3 |      |      |      |                  |      |      |                  |
|      | PTF* (Ours)       | 11.7     | 22.6| 10.9| 5.1| 12.2|16.5 |18.1 |32.2 |33.5             |16.1 |33.8 |46.5             |
|      | PTF+KI* (Ours)    | 13.0     | 24.0| 12.6| 6.0| 13.1|18.4 |19.7 |36.0 |37.9             |20.4 |38.2 |51.3             |

TABLE IV
GENERALIZED FEW-SHOT DETECTION PERFORMANCE FOR THE NOVEL CLASSES ON COCO (FRCN w/ R-101 C4). * INDICATES THAT THE RESULTS ARE AVERAGED OVER 10 RANDOM SEEDS. † DENOTES THAT THE RESULTS ARE REPRODUCED WITH THE OFFICIAL CODES.

| Shot | Method            | 0.5:0.95 | 0.5 | 0.75 | S | M | L | 1   | 10  | Average Precision | 1   | 10  | Average Recall   |
|------|-------------------|----------|-----|------|---|---|---|-----|-----|-------------------|-----|-----|------------------|
|      |                   | 0.5:0.95 | 0.5 | 0.75 | S | M | L | 1   | 10  |                   | 1   | 10  |                   |
| 10   | DeFRCN*† [43]     | 16.0    | 29.0| 15.9| 6.1|16.1|22.7 |19.9 |30.6 |31.1             |12.9 |30.0 |43.7             |
|      | PTF+KI* (Ours)    | 16.9    | 30.1| 16.7| 7.2|17.7|24.2 |21.6 |36.7 |38.1             |20.5 |38.4 |52.4             |
| 30   | DeFRCN*† [43]     | 20.0    | 35.9| 19.7| 8.3|20.5|28.1 |22.4 |35.2 |36.1             |16.9 |35.4 |49.8             |
|      | PTF+KI* (Ours)    | 20.7    | 37.2| 20.4| 9.0|21.5|29.4 |23.5 |40.1 |42.3             |24.1 |43.0 |57.4             |

TABLE V
GENERALIZED FEW-SHOT DETECTION ON LVIS. WE COMPARISON OUR METHOD WITH THE JOINT TRAINING BASELINE [50] AND TFA [15] IN TERMS OF PERFORMANCE (AP) AND ADAPTATION SPEED (# ITERS). OUR PTF+KI OUTPERFORMS THE OTHER METHODS ACROSS DIFFERENT BACKBONES, ESPECIALLY FOR THE NOVEL PERFORMANCE, AND SHOWS 8x FASTER ADAPTATION SPEED THAN TFA.

| Method          | Backbone   | AP  | AP50 | AP75 | APs | APm | API | APt | APc | APf | # Iters |
|-----------------|------------|-----|------|------|-----|-----|-----|-----|-----|-----|---------|
| Joint training  [50] | FRCN w/ R-50 | 19.8| 33.6| 20.4| 17.1| 25.9| 33.2| 2.1 | 18.5| 28.5| -       |
| TFA w/ fc [15] | 22.3       | 37.8| 22.2| 18.5| 28.2| 36.6| 14.3| 21.1| 27.0| 20k     |
| TFA w/ cos [15] | 22.7       | 37.2| 23.9| 18.8| 27.7| 37.1| 15.4| 20.5| 28.4| 20k     |
| PTF (Ours)      | 23.2       | 37.4| 24.7| 18.1| 28.1| 36.0| 16.4| 23.7| 25.2| 10k     |
| PTF+KI (Ours)   | 23.4       | 37.8| 24.8| 18.4| 28.8| 36.3| 19.6| 22.1| 26.5| 2.5k    |
| Joint training  [50] | FRCN w/ R-101 | 21.9| 35.8| 23.0| 18.8| 28.0| 36.2| 3.0 | 20.8| 30.8| -       |
| TFA w/ fc [15] | 23.9       | 39.3| 23.5| 19.5| 29.5| 38.6| 16.2| 22.3| 28.9| 20k     |
| TFA w/ cos [15] | 24.3       | 39.3| 25.8| 20.1| 30.2| 39.5| 18.1| 21.8| 29.8| 20k     |
| PTF (Ours)      | 24.5       | 40.1| 25.7| 18.4| 30.2| 36.7| 18.7| 24.8| 26.4| 10k     |
| PTF+KI (Ours)   | 24.8       | 39.0| 26.4| 19.6| 31.0| 38.3| 21.2| 22.7| 28.9| 2.5k    |

C. Efficiency Analysis

We compare the efficiency of different approaches in both few-shot transfer and inference phases. Note that the efficiency of few-shot transfer involves both computational complexity and adaptation speed, while that of inference phase only relies on computational complexity. First, we theoretically calculate the number of FLOPs involved for a single feed-forward...
pass to compare the computational complexity of different methods, which is invariant to different implementations. Then we evaluate the adaptation speed by measuring the number of iterations required for convergence during few-shot transfer. Besides, we also experimentally measure the actual time cost in both few-shot transfer and inference phases to straightforwardly reflect the overall efficiency of different methods. Finally, since this is the first work to point out and analyze the efficiency issues in FSOD, to be comprehensive, we summarize two general overhead sources that compromise the efficiency of the popular meta-learning principle in the supplementary material.

1) Computational Complexity: Practically, since the batch size and input resolution can vary across different methods, we calculate the computational complexity as the total FLOPs required for a single feed-forward model inference with a fixed input size of $1200 \times 800 \times 3$ to ensure fair comparison, which is commonly adopted in efficiency analysis [51], [52], [53]. Note that we calculate the FLOPs with the highest possible number of RPN proposals being processed by the subsequent RoI head, i.e., 512 for training and 1000 for inference by default. In practice, the actual FLOPs may be lower when the number of RPN proposals output by the RPN module does not reach the threshold. As Table VII shows, TFA [15], FSCE [42], DeFRCN [43], PTF and PTF+KI bring no computational increment in both few-shot transfer and inference compared with Vanilla R-CNN. It is noteworthy that the FLOPs of FSCE in Table VII does NOT include the overhead brought by their constrastive loss CPE, since they do not adopt the CPE loss on the COCO benchmark, which is not stated in their original paper though. We highlight that PTF and PTF+KI share the same FLOPs, since KI initializer does not alter the network architecture and adds no computational expense. Thanks to the concise design, both PTF and PTF+KI take up only 15.1%, 21.6% and 52.6% FLOPs of the other complicated methods MPSR [13], FSDetView [9] and Meta R-CNN [7] respectively, which introduce either extra components or inputs. In summary, a concise architecture design can effectively avoid adding computational complexity to the base model.

2) Adaptation Speed: We define adaptation speed as the number of iterations (# Iters) required for model convergence. Concretely, we evaluate a model every 200 iterations and update the best novel AP (nAP) on the fly. If current nAP no longer surpasses the best recorded nAP for consecutive 2000 iterations, we regard that the model has converged and report the iteration that yields the best nAP as adaptation speed. The fewer iterations are required, the faster adaptation speed will be. In Fig. 5, we plot the novel AP over the number of iterations under the COCO 10-shot setting. The star indicates a model’s convergent point, where the corresponding iteration is regarded as adaptation speed, based on the definition in Sec. IV-C2. The dashed line indicates the method uses FRCN w/ R-101 C4 instead of FRCN w/ R-101 FPN.

![Fig. 5. Comparison of few-shot adaptation speed between different methods under COCO 10-shot setting. The star indicates a model’s convergent point, where the corresponding iteration is regarded as adaptation speed, based on the definition in Sec. IV-C2. The dashed line indicates the method uses FRCN w/ R-101 C4 instead of FRCN w/ R-101 FPN.](image-url)
TABLE VII

| Method               | # Backbones | # Params | FLOPs | Time | # Iters |
|----------------------|-------------|----------|-------|------|---------|
| Vanilla CNN [3]      | 60.64M      | 252.3    | 259.3 | -    | 0.068   |
| Meta R-CNN* [7]      | 60.73M      | 1671.1   | 1390.0| 0.682| 0.564   | 1.8k  |
| FSDetView* [9]       | 60.73M      | 1170.0   | 408.5 | 0.470| 0.185   | 2.0k  |
| MSFSR [13]           | FRCN w/ R-101 FPN | 82.12M  | 479.9 | 290.7 | 1.053   | 0.086 | 2.0k  |
| TFA w/ fc/ cos [15]  | 60.64M      | 252.3    | 259.3 | 8.86 | 0.073   | 100k  |
| FSCE [12]            | 60.64M      | 252.3    | 259.3 | 1.549| 0.074   | 15k   |
| PTF (Ours)           | 60.32M      | 252.2    | 259.0 | 0.189| 0.068   | 2.0k  |
| PTF+KI (Ours)        | 60.32M      | 252.2    | 259.0 | 0.187| 0.068   | 1.0k  |

Vanilla CNN [3] DeFRCN [43] FSDetView [9] MSFSR [13] TFA w/ fc/ cos [15] FSCE [12] PTF (Ours) PTF+KI (Ours)

TABLE VIII

| Regressor | Specific | Agnostic | bAP  | nAP  | Classifier | bAP  | nAP  |
|-----------|---------|----------|------|------|------------|------|------|
| Cosine    | 35.1    | 11.1     | 33.2 | 11.3 |
| Linear    | 35.0    | 11.7     | 35.0 | 11.7 |

achieving 1.8–100× adaptation speed boost compared with the other methods. More surprisingly, only 40% of the total iterations (i.e., 400 iterations) can achieve 94% of the peak performance, which indicates that our method adapts fast especially in the early stage. This is a valuable property because it means that we can save 60% training time with only 6% performance drop. Further, even without any network finetuning (i.e., iteration equals to zero in Fig. 5), PTF+KI can obtain a reasonable novel AP (roughly 2× against two meta-learning methods Meta R-CNN and FSDetView), making our method practicable even with extremely limited computational resources, where model training is unavailable. This validates that our KI initializer can provide a good initial point and substantially reduce the number of gradient steps for convergence. When building upon Faster R-CNN with ResNet101-C4, PTF+KI showcases 3.3× faster adaptation speed than DeFRCN [43]. On LVIS, we can similarly observe promising results in the last column of Table V with our PTF+KI gaining 8× faster adaptation speed than TFA.

3) Time Cost: As complementary to the above two metrics, time cost is a more straightforward metric that reflects the overall efficiency, which takes into account the backward propagation overhead while undesirably being sensitive to implementation variances. From Table VII, we can find that PTF and PTF+KI consume less time than the other methods during inference, which is consistent with the calculated inference computational complexity (FLOPs). As expected, our concise network design leads to lower computational complexity and hence faster inference speed. During few-shot transfer, TFA [15], FSCE [42], PTF and PTF+KI share almost the same feed-forward FLOPs. However, PTF or PTF+KI consumes merely 2.1% and 10.2% few-shot transfer time compared with TFA and FSCE respectively. This is because PTF (2k) or PTF+KI (1k) adapts substantially faster than TFA (100k) and FSCE (15k) with much fewer iterations, owing to our improved adaptation strategies as detailed in Sec. IV-D.2. Finally, our PTF+KI takes approximately the same time for few-shot transfer compared with the PTF baseline, though PTF+KI shows 2× faster adaptation speed. The underlying reason is that PTF+KI consumes more time on the backward propagation since it updates the backbone with a small learning rate scaling factor 0.01.

D. Ablation Study and Visualization

Unless otherwise stated, all the ablative studies are conducted upon COCO 10-shot setting with ResNet-101 FPN [47] as backbone.

1) Base Learner: Upon our PTF baseline, we explore the effect of different instantiations of the box regressor and box classifier respectively. As shown in Table VIII, class agnostic box regressor outperforms class specific one in terms of novel AP. This is probably because class agnostic box regressor contains fewer parameters and can be directly re-used in few-shot transfer, which reduces the overfitting risk under few-shot scenarios. Moreover, linear classifier yields better base and novel performance than cosine similarity based classifier, and therefore we use linear classifier throughout all experiments.

2) Adaptation Strategy: We conduct ablative experiments in Table IX to analyze how different adaptation strategies affect the performance and adaptation speed during few-shot transfer. First, merely updating the base learner provides reasonable results but requires a long journey to converge. Second, finetuning the RPN together with the base learner improves the novel AP and halves the number of iterations required for convergence (i.e., boosting the adaptation speed by 2×). We credit this gain to the improvement of RoI proposals for novel classes. Here we provide both numbers and extensive visualization to support our claim: i) we report the average recall (AR) of novel class objects with the
Figure 6. Visualization of the RoI proposals predicted by the RPN with or without adaptation during few-shot transfer. GT stands for the novel class ground truth boxes. w/ RPN and w/o RPN indicate whether the RPN is adapted or not. Note that we only plot the RoI proposals with the maximum IoU overlap with corresponding ground truth boxes for better visualization.

### Table IX
Effect of different adaptation strategies during few-shot transfer. ✓ means this component will be finetuned. BL, RH and BB stand for base learner, RoI head and backbone respectively. The strategy highlighted in gray strikes a good balance between compelling performance and fast adaptation speed, and is therefore adopted in other experiments.

| BL | RPN | RH | BB | PTF bAP | nAP | # Iters | PTF+KI bAP | nAP | # Iters |
|----|-----|----|----|--------|-----|--------|------------|-----|--------|
| ✓  | ✓   | ✓  | ✓  | 36.3   | 11.9 | 4k     | 36.5       | 11.9 | 4k     |
| ✓  | ✓   | ✓  | ✓  | 35.1   | 11.1 | 5k     | 36.5       | 11.9 | 4k     |
| ✓  | ✓   | ✓  | ✓  | 35.1   | 11.1 | 5k     | 36.5       | 11.9 | 4k     |

### Table X
Effect of RPN adaptation with PTF+KI during few-shot transfer. We report the average recall (AR) of novel class objects with the top 100 RoI proposals. ✓ means this component is adapted. BL stands for the base learner.

| BL | RPN | AR | ARs | ARm | ARI |
|----|-----|----|-----|-----|-----|
| ✓  | ✓   | 15.5| 8.8 | 13.5| 28.8|
| ✓  | ✓   | 22.6| 11.6| 21.8| 40.8|

Top 100 RoI proposals in Table X. Clearly, adapting the RPN can consistently improve the novel AR across different object scales, especially the medium and large ones. i) We visualize the RoI proposals either with or without RPN adaptation in Fig. 6. We set 0.5 as the IoU threshold to select valid RoI proposals, among which we only plot the one with the maximum IoU overlap with each novel class ground truth box for better visualization. Obviously, we can observe some novel objects missed by the unadapted RPN, e.g., people, bus, dog, sofa, bicycle, etc. More examples can be found in the supplementary material. On the contrary, adapting the RPN can effectively alleviate this issue and generate RoI proposals for these otherwise missed novel objects. However, adapting the RoI head and base learner yields poor results, especially with the PTF baseline. We believe this is caused by overfitting, and the randomly initialized base learner in PTF further enlarges the overfitting problem. Importantly, finetuning the whole network except the backbone brings preferable performance and also claims the fastest adaptation speed for both PTF and PTF+KI. We keep this strategy for the PTF baseline since it strikes a reasonable balance between performance and efficiency. Finally, finetuning the whole network brings further improvement on the novel performance while slightly sacrificing the base performance. Since PTF+KI requires only 1k iterations for convergence, we choose to finetune the whole network including the backbone for better novel performance with acceptable time cost increment due to the additional gradient computation for the backbone.

Additionally, we validate the adaptation strategies exclusively adopted in PTF+KI while not in the PTF baseline. As shown in Table XI, freezing the backbone up to the second residual block yields the best novel performance. Updating the backbone with the learning rate scaling factor 0.01x achieves preferable novel performance while not sacrificing the base performance. Stopping the gradient from the RPN module slightly improves both base and novel performance.

3) PTF Baseline vs. TFA: We break down the improvement that our PTF baseline gains compared with TFA [15] by gradually applying our proposed strategies, as in Table XII. Specifically, applying the image-level batch sampling yields promising improvement on both base and novel performance. It shows that preserving the annotation completeness of the sampled input images can avoid wrongly suppressing foreground objects as background, which is crucial to few-shot adaptation. Moreover, replacing the class-specific box regressor with class-agnostic one slightly boosts the performance, as studied in the base learner paragraph above. Further, using scaled learning rate (large global learning rate applied) along with appropriate adaptation strategy for each component enhances the generalization ability and drastically boosts the adaptation speed with only 2k iterations to converge. The compromise in base performance is caused by overfitting since more components are finetuned. More details can be found in the adaptation strategy paragraph above. Finally, our proposed dropout strategy effectively
TABLE XI

| Frozen Block | bAP | nAP | $\alpha(\phi)$ | nAP | bAP | Gradient Stop | nAP | bAP |
|--------------|-----|-----|---------------|-----|-----|---------------|-----|-----|
| 2-nd         | 36.2| 13.0| 1x            | 28.3| 11.4| X             | 36.0| 12.9|
| 3-rd         | 36.2| 12.9| 0.1x          | 33.8| 13.4| ✓             | 36.2| 13.0|
| 4-th         | 36.6| 12.6| 0.01x         | 36.2| 13.0| -             | -   | -   |

TABLE XII

Ablative Performance (MAP) of the PTF Baseline Against TFA [15] on COCO 10-Shot by Gradually Applying the Proposed Strategies. Batch Sampl. Refers to Our Image-Level Batch Sampling Scheme. Agn. Reg. Stands for the Class-Agnostic Box Regressor. Adapt. Strat. Includes the Scaled Learning Rate Strategy, and the Appropriate Adaptation Strategy for Different Components as Studied in Table IX.

| Batch Sampl. | Agn. Reg. | Adapt. Strat. | Dropout | bAP | nAP |
|--------------|-----------|---------------|---------|-----|-----|
| ✓            | ✓         | ✓             | ✓       | 32.0| 9.1 |
| ✓            | ✓         | ✓             | ✓       | 34.3| 10.2|
| ✓            | ✓         | ✓             | ✓       | 34.9| 10.5|
| ✓            | ✓         | ✓             | ✓       | 34.0| 11.0|
| ✓            | ✓         | ✓             | ✓       | 35.0| 11.7|

TABLE XIII

Designs of Knowledge Inheritance. Our ALR Strategy (highlighted in gray) Addresses the Inconsistency Problem and Achieves SOTA Results Without Catastrophic Forgetting.

| Initializer   | COCO bAP | nAP | LVIS bAP | nAP |
|---------------|----------|-----|----------|-----|
| Without       | 35.0     | 11.7| 25.5     | 18.7|
| Imprinted (Cos.) [44] | 35.6 | 12.9| 18.7     | 18.6|
| TFA [15]      | 34.8     | 12.0| 25.4     | 18.9|
| KI w/o ALR (Ours) | 36.2 | 12.9| 14.9     | 22.2|
| KI w/ ALR (Ours) | 36.2 | 13.0| 25.5     | 21.2|

alleviates the overfitting issue with base and novel performance improved by 1.0 and 0.7 respectively. This consolidates our hypothesis that dropout strategy is capable to prevent the model from forgetting the base knowledge or overfitting on the few-shot dataset.

4) KI Initializer & ALR Strategy: We validate the effectiveness of the proposed KI initializer and ALR strategy on COCO and LVIS benchmarks (Table XIII). Specifically, introducing Imprinted [44] into our PTF baseline cannot yield preferable results on either COCO or LVIS. Besides, TFA [15] uses the classifier weights trained on novel classes as initialization, which however does not contribute to the final performance. Notably, when training the classifier on the few-shot novel data, the annotations for the balanced base class samples are removed. As a result, the classifier will separate the learned novel centroids fairly apart from the base class representations (treated as background since annotations removed), though there generally exists some semantic correlations between base and novel classes. On the contrary, our KI is capable to effectively leverage the semantic relations by extracting feature representations for novel samples using the base model. In this way, the obtained novel representations in the embedding space will naturally be closed to those base classes that share some semantic characteristics in common. Given the above distinction of how the novel centroids are formed between our KI and TFA, we hypothesis that the separation of the base and novel centroids may hinder the knowledge transfer from base classes to novel classes. Therefore, we owe the superior initialization effect of KI to leveraging the semantic relations between base and novel classes implicitly built by representation extraction from the shared base model.

Our vanilla KI initializer (KI w/o ALR) performs comparable with KI w/ ALR on COCO, while suffering from catastrophic forgetting on LVIS. This is well-aligned with our expectation because the vanilla KI will suffer from the length inconsistency issue, which is more severe on LVIS than COCO. Concretely, the average length of the base class centroids on COCO is 1.07 (refer to Fig. 4 for the length data), which is close to the unit length. In this case, ALR performs similar to the $\mathcal{L}$-2 normalization adopted by KI w/o ALR, except that ALR allows each individual novel class centroid to slightly deviate from the unit length as long as the average length persist in unit length, while the $\mathcal{L}$-2 normalization will strictly force each individual class centroid to be exactly in unit length. We empirically find that both strategies work well under the above circumstance.

In contrast, the average length of the base class centroids on LVIS is 0.58, which is far away from the unit length. In this circumstance, our ALR will rescale the novel class centroids to have the same average length of 0.58 with the base centroids, while the $\mathcal{L}$-2 normalization still insists on scaling the novel centroids to have unit length. Consequently, $\mathcal{L}$-2 normalization will introduce the length inconsistency issue between the base centroids and the predicted novel centroids, which drastically devastates the base performance and causes catastrophic forgetting. However, ALR can effectively tackle the inconsistency problem by adaptively scaling the novel centroids. This explains why our KI w/ ALR can achieve SOTA results on both COCO and LVIS benchmarks without compromising the base performance. In summary, our ALR is a more versatile strategy compared to the $\mathcal{L}$-2 normalization.

5) Large Semantic gap Between Base and Novel Classes: In practice, there may exist a circumstance that the unseen novel classes are not similar or even irrelevant to the base classes, which we refer to as large semantic gap. In order to demonstrate the effectiveness of our KI even under this extreme scenario, we specifically design a base/novel class split with large semantic gap under the PASCAL VOC benchmark, where the novel classes are
TABLE XIV

| Method / Shot | 3 bAP | 3 nAP | 10 bAP | 10 nAP |
|---------------|-------|-------|--------|--------|
| PTF           | 77.9  | 27.0  | 76.8   | 37.3   |
| PTF+KI        | 77.9  | 33.1  | 77.9   | 45.1   |

all animals with four legs, \(i.e., \) \{cat, dog, horse, sheep, cow\}, while the base classes are something \(e.g.,\) vehicles, indoor furnitures) not similar or even irrelevant to the above novel classes, \(i.e., \) \{aeroplane, bicycle, bird, boat, bottle, bus, car, chair, dinningtable, motorbike, person, pottedplant, sofa, train, tvmonitor\}. From Table XIV, we can see that our KI initializer consistently improves the performance on both 3-shot and 10-shot setting, especially the novel performance by 6-8 percent points. This convinces us that a trained model is able to encode some useful information of unseen objects into the embedding space, though it has never been explicitly trained to do so. We hypothesize this is because the base classes still share some low-level features with the unseen novel classes given a large semantic gap, which may facilitate learning further discriminative features for the novel classes. For instance, like the above unseen animals, chairs and dinningtables generally have four legs, though their shape and color may not be that much similar to the animals’. However, it still provides some prior knowledge when the detector inspects into the tiny details of the animals’ legs to help differentiate their category. In other words, the model no longer needs to learn the basic shape of legs from scratch, but rather can focus more on the distinctive details. Overall, our KI manifests its superiority even under such an extreme scenario, where the semantic gap between base and novel classes is significant.

V. CONCLUSION

We present an efficient pretrain-transfer framework baseline without additional components, which achieves comparable results with previous state-of-the-art methods. Upon this baseline, we build an initializer, namely knowledge inheritance (KI), to reliably initialize the novel weights for the box classifier before few-shot transfer. Within the KI initializer, we tackle the length inconsistency problem with our proposed adaptive length re-scaling (ALR) strategy. Our approach not only achieves the state-of-the-art results across three public benchmarks, \(i.e.,\) PASCAL VOC, COCO and LVIS, but also exhibits high efficiency with fast adaptation. We hope that this work can motivate a trend toward powerful yet efficient few-shot technique development.
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