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RESUMO

PENTEADO, P. H. Transporte através de modos de Majorana em pontos quânticos e adátomos. 2013. pp. Tese (Doutor em Ciências) - Instituto de Física de São Carlos, Universidade de São Paulo, São Carlos, 2013.

Nesta tese investigamos transporte quântico ressonante em dois sistemas diferentes: (i) uma ponta STM ferromagnética acoplada a um átomo (interagente) adsorvido em uma superfície metálica ou semicondutora, e (ii) um ponto quântico conectado a reservatórios de elétrons e lateralmente acoplado a um nanofio supercondutor que possui modos de Majorana (cadeia Kitaev). Ambos os problemas são estudados no contexto de funções de Green, o que nos permite determinar as propriedades de transporte do sistema. Na primeira configuração, devido à natureza ferromagnética e não magnética da ponta STM e da superfície e, respectivamente, é possível obter o efeito diodo de spin, que ocorre apenas no regime em que o adátomo está ocupado com um único elétron. Além disso, por causa da presença do átomo adsorvido sobre a superfície, oscilações de Friedel são observadas na corrente. O segundo sistema é diferente do primeiro, principalmente pela ausência da interação de Coloumb e pelo fato de não ter spin. Curiosamente, vemos que o modo de Majorana do fio vai para o ponto quântico dando origem assim a um modo com energia zero no ponto quântico localizado sempre no nível de Fermi dos contatos. Surpreendentemente, essa ressonância ocorre mesmo quando o nível do ponto quântico, controlado por uma tensão externa, está muito acima ou muito abaixo do nível de Fermi dos contatos. Propomos três possíveis cenários experimentais para identificar de maneira conclusiva este modo de Majorana em fios através do modo que aparece no ponto quântico.

Palavras-chave: Transporte quântico. Funções de Green. Diodo de spin. Férmions de Majorana. Modelo de Kitaev. Modos de energia zero.
ABSTRACT

PENTEADO, P. H. *Transport through leaked Majorana modes in quantum dots and adatoms*. 2013. pp. Thesis (Doctor of Philosophy in Physics) - Instituto de Física de São Carlos, Universidade de São Paulo, São Carlos, 2013.

We investigate quantum resonant transport in two different systems: (i) a ferromagnetic Scanning Tunneling Microscope (STM) tip coupled to an adatom (interacting) on a host surface (metallic or semiconductor), and (ii) a quantum dot connected to source and drain leads and side-coupled to a superconducting nanowire sustaining Majorana zero modes (Kitaev chain). Both problems are studied within the Green’s functions approach, which allows us to determine the transport properties of the system. In the first setup, due to the ferromagnetic and nonmagnetic ‘natures’ of the tip and host, respectively, it is possible to obtain the spin-diode effect, which occurs only in the singly occupied regime. In addition, because of the presence of the adsorbed atom on the surface, Friedel oscillations are observed in the current. The second system differs from the first mainly because it is spinless and there is no Coulomb interaction. Interestingly, we find that the Majorana mode of the wire leaks into the dot thus giving rise to a Majorana (zero mode) resonance in the dot, pinned to the Fermi level of the leads. Surprisingly, this resonance occurs even when the gate-controlled dot level is far above or far below the Fermi level of the leads. We study three possible experimental scenarios to probe unambiguously this Majorana mode in wires via these leaked/pinned modes.

**Keywords:** Quantum transport. Green’s functions. Spin-diode. Majorana fermions. Kitaev model. Zero modes
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Introduction

Nanotechnology - manipulation of matter with at least one dimension sized from 1 to 100 nanometers - has imposed a new paradigm for the development of electronic devices. Its definition reflects the fact that at ‘nanoscale’, quantum mechanical effects are important and a quantum transport description is necessary.

The typical system we are interested in studying is composed of a two-terminal device consisting of charge reservoirs bridged by a nanoscale object, namely a quantum dot (QD), see Fig. 1.1. Transport through quantum constrictions such as nanowires and quantum dots presents peculiar quantum signatures in, e.g., the measured conductance. In this context, quantum transport offers a unique and powerful tool to probe fundamental physical phenomena, e.g., spin-dependent transport, a subject of intense study in the field of spintronics, due to its potential application in the development of spin-based devices (3, 4).

In a narrow sense spintronics refers to ‘spin control of electronics’, i.e., flipping a spin or turning on a magnetic field would result ideally, for example, in the cessation of the current flowing in a given system. The wishful thinking is a device that would orient spin by passing a current or applying a gate voltage. In this way the spin would be fully integrated with electronics, what would allows us to write, store and manipulate, as well as read the information based on spin (5). In metallic systems, ‘spintronics’ is related, e.g., to the study of the effect known as tunneling magnetoresistance (TMR) (6), in which an increase of the conductance of a system composed of two ferromagnets separated by a thin insulator is observed when the magnetization of both ferromagnets is parallel aligned. This effect arises if the insulating layer is thin enough (typically a few nanometers), so electrons can tunnel from one ferromagnet into the other. The effect is also present in double ferromagnetic junctions connected via a metallic island or a quantum dot (7), and is used in technological applications such as read-heads of hard
Another interesting effect emerges when a dot is coupled to two metallic/semiconductor contacts: one nonmagnetic (NM) and the other ferromagnetic (FM). In Fig. 1.1 we show this setup, a quantum dot coupled to NM and FM leads. Electrons can tunnel in both directions depending on the sign of the applied bias voltage \( V \) (e.g., \( V > 0 \) electrons go from the NM to the FM lead) and the gate voltage \( V_g \) controls the energy levels of the dot. It was pointed out that

![Figure 1.1 – Illustration of a quantum dot (QD) coupled to two electron reservoirs. A bias voltage \( V \) applied to system leads to an imbalance in the chemical potential of the contacts resulting in current flow in the system. The gate voltage \( V_g \) controls the energy levels of the dot. The parameters \( \Gamma^L \) and \( \Gamma^R \) (\( \Gamma^R_\downarrow \)) correspond to the tunneling rates associated to the left and right (spin-dependent) leads, respectively.](image)

this system, in a particular bias voltage range, can operate as a spin-filter and as a spin-diode (8). In a further work, Souza et al. (9) showed that in a similar system, however, in the presence of the electron-electron interaction in the dot, when the nonmagnetic lead operates as the source and the ferromagnetic lead as the drain of electrons (\( V > 0 \)), the current flowing in the system is unpolarized. In the opposite scenario, i.e., when the ferromagnetic lead is the emitter and the nonmagnetic lead is the collector (\( V < 0 \)), a spin-polarized current arises. This rectification of the current occurs again in a particular range voltage when the dot is singly occupied or in the so-called Coulomb-blockade (spin-dependent in this case) regime (10, 11). This regime comes about when the energy level \( \varepsilon_d \) of a dot is occupied and another electron tries to hop into the dot. Because of the Coulomb interaction, this electron has to pay an extra energy \( \varepsilon_d + U \) to get in. If the level \( \varepsilon_d + U \) is above the Fermi energy of the leads, the electron is blockaded and hence not allowed to go in the dot, see Fig. 1.2. Therefore the spin-diode effect arises essentially due to an interplay between the Coulomb interaction and the spin-accumulation in the dot.

In this thesis, we calculate the transport properties (e.g., conductance and current) of two different systems. One of them is an outgrowth of the work mentioned above (9). We basically
Figure 1.2 – Sketch of the Coulomb blockade regime. The region in the middle represents a single level (spin degenerate) quantum dot separating two electron reservoirs whose chemical potentials are $\mu_L$ (left) and $\mu_R$ (right). When this level with energy $\varepsilon_d$ is occupied, the next electron that will hop into the dot has to pay an energy $\varepsilon_d + U$ due to the Coulomb interaction $U$.

We have the same setup as shown in Fig. 1.1, however, the role of the FM contact is played by a Scanning Tunneling Microscope (STM) tip, the dot is replaced by an atom adsorbed on a metallic/semiconductor surface that works as the nonmagnetic lead. The additional feature of this system is that the STM tip can be moved along the surface from a position right on top of the atom to far away from it. The electrons can tunnel from the tip directly to the surface or via the adatom. Because of the nature of the leads (ferromagnetic tip and nonmagnetic surface) we can observe the spin-diode effect. In addition, due to the presence of the adatom (impurity), we can see the emergence of spin-dependent Friedel oscillations in the current, a manifestation of the oscillations in the density of states of the subsystem surface+adatom (12). The density of states and the current of the system are determined within the nonequilibrium Green’s functions approach (Keldysh formalism), which allows us to deal with the electron-electron interaction in the dot and to go beyond the linear response regime.

The other problem we address is connected to the recent and interesting topic of Majorana fermions (13). We study a setup consisting of a semiconducting nanowire modeled by a Kitaev chain and side-coupled to a quantum dot connected to two nonmagnetic metallic leads. We theoretically calculate the conductance of the system through the quantum dot and propose three different ways of experimentally probing the Majorana mode. The calculation is performed within the linear response regime using the Green’s functions formalism. In the following sections, we discuss the properties of the Majoranas, the current status of the research in this
field and describe in detail the setup we study.

1.1 Majorana Fermions

Spin-1/2 fermions coupled to an electromagnetic field obey the Dirac relativistic quantum equation (14)

\[
\frac{i\hbar}{\partial t} \psi = \left[ c\alpha \cdot \left( p - \frac{e}{c} A \right) + \beta mc^2 + e\Phi \right] \psi, \tag{1.1}
\]

where \( \alpha \) and \( \beta \) are 4 \times 4 matrices written as

\[
\alpha = \begin{pmatrix} 0 & \sigma \\ \sigma & 0 \end{pmatrix}, \quad \text{and} \quad \beta = \begin{pmatrix} I_{2\times2} & 0 \\ 0 & -I_{2\times2} \end{pmatrix}, \tag{1.2}
\]

which satisfy the anti-commutation relations

\[
\{ \alpha_j, \alpha_k \} = 2\delta_{j,k}, \quad \{ \alpha_j, \beta \} = 0 \quad \text{and} \quad \beta^2 = 1. \tag{1.3}
\]

The vector \( \alpha \) represents the Pauli matrices and \( \psi \) is a four-component spinor describing the fermion field. In general, Eq. (1.1) has complex solutions \( \psi \) that are not eigenstates of the charge conjugation operator, under the action of which, particles and antiparticles are transformed into one another \( \psi \rightarrow \psi^* \). This means that a complex solution of (1.1) represents a fermion that has a distinct anti-fermion (e.g., electron and positron, respectively), having the same energy and spin, but opposite charge and magnetic moment (15). In the quantum field theory language, if a given field \( \phi \) creates a particle \( A \) (destroys the antiparticle \( \bar{A} \)), the complex field \( \phi^* \) will create \( \bar{A} \) and destroy \( A \). Therefore, particles that are their own antiparticles must be described by real fields \( \phi \), which obey \( \phi = \phi^* \) and are eigenstates of the charge conjugation operator.

The natural question now would be “is it possible to find real solutions that satisfy a Dirac-type equation?” In 1937, Ettore Majorana (16) posed and answered this query by discovering a modification of Dirac equation that involves only real quantities. The real solutions to this equation correspond to neutral-charge fermions, known as Majorana fermions. Electrically neutral particles and the identification \( \phi = \phi^* \) are quite usual features among bosons, being the photon a standard example. No one knows, however, whether Majorana particles (fermions) exist in nature as building blocks. Majorana himself speculated that his equation could be
applied to neutrinos, but even today this is still an open question in particle physics (17).

In solid-state physics though, recent investigations suggest that condensed matter systems may offer the possibility of observing these exotic particles (18–21). In this context, Majorana fermions do not refer to elementary particles but rather to quasiparticles bound states, which correspond to low-energy collective excitations of a complicated many-body system. An example of such an excitation that is its own antiparticle is the exciton - a neutral quasiparticle formed by bound states of electrons and holes. Usual excitons, however, are always bosons with integer spin and thus cannot represent Majorana fermions. Where then should we look for half-integer particles that are their own antiparticles?

At first sight it seems hopeless to realize Majorana fermions in ordinary materials, e.g. metals, since electrons are charged and definitely different from their ‘antiparticles’, the holes. Superconductivity, on the other hand, can change this picture because in superconductors electrons form so-called Cooper pairs, which are composite bosons. This means that their wave functions are symmetric under particle interchange and they are allowed to be in the same state, i.e., they can ‘condense’ into the same ground quantum state (22–24). As a consequence, charge conservation is violated: electrons in Cooper pairs can be added or subtracted from the condensate without substantially changing its properties. In addition, superconductors screen electric and confine magnetic fields so that charge is no longer observable.

The most common type of superconducting pairing is called $s$-wave symmetry, in which electrons carry opposite spins (singlet). In second quantization, the quasiparticle (Bogoliubov quasiparticles) operators have the form $d = uc^\dagger_{\uparrow} + vc_{\downarrow}$, where $c_{\sigma}$ annihilates (creates) an electron (a hole) with spin projection $\sigma = \uparrow, \downarrow$. Hence if superconductors indeed harbor Majoranas fermions, it means that the associated quasiparticle annihilation operator has to have the form $\gamma = uc^\dagger_{\sigma} + u^* c_{\sigma}$, which is Hermitian and thus leads to $\gamma = \gamma^\dagger$. Note that the previous definition suggests that the fermion operators composing the Majoranas are ‘spinless’, in other words, that only electrons with the same spin can pair up. There are currently two ways of getting around the spin-quantum number issue: (i) systems that naturally have spin-triplet pairing (electrons with the same spin) or (ii) systems in which superconductivity coexists with spin-orbit interaction or some other mechanism that breaks spin conservation. In the first context, Majoranas were predicted to occur as quasiparticles in a fractional quantum Hall state of a two-dimensional electron gas with filling $\nu = 5/2$ (25) and in vortices or, as we shall see later on, at
the edges of $p$-wave superconductors, e.g. in so-called half-vortex states of the superconductor Sr$_2$RuO$_4$ (26). The experimental status of both proposals though is still unresolved (20). However as has been shown (27), the existence of Majorana fermions is a “topological invariant”, which guarantees that they will exist in any system with the same topological properties as a $p$-wave superconductor.

Following this “topological idea”, solution (ii) was first theoretically implemented by Fu and Kane in Ref. (28), in which they show that the proximity effect between an ordinary $s$-wave superconductor and a 3D topological insulator (29) leads to the presence of Majorana bound states at vortices formed at the two-dimensional surface of topological insulators. In 2010 Sau et al. (30) showed that a conventional 2D semiconductor should work just as well, provided it has a strong spin-orbit coupling and is subjected to a magnetic field. In that same year, two other works (31, 32) predicted that given a magnetic field parallel to an InAs or InSb nanowire in proximity to an $s$-wave superconductor, a pair of Majorana modes would appear at the opposite ends of the wire. Due to the proximity between the two materials, Cooper pairs leak through the interface into the wire, which then inherits the superconductivity. In addition, the spin-orbit coupling together with the magnetic field allow an effectively spinless ($p$-wave superconductivity) regime to be reached. Note that in $p$-wave superconductors, the quasi-particles satisfy particle-hole symmetry $\gamma^\dagger(E) = \gamma(-E)$, consequently, the Majorana modes obeying $\gamma^\dagger = \gamma$ should have zero energy.

Other several proposals were made in order to observe the emergence of Majorana fermions in condensed matter systems, e.g., on the interface between a ferromagnet and a superconductor deposited on a 2D topological insulator (33–35), in cold atomic gases (36–38), in carbon nanotubes (39–41), just to name a few.

The 1D nanowire setup was recently implemented by Kouwenhoven’s group (1), followed by many other observations that can be interpreted as Majorana signatures (42–46). In Kouwenhoven’s group experiment an InSb wire is connected to a normal-metal gold electrode on one side of the circuit and to a superconducting NbTiN electrode on the other. A gate voltage applied to the system acts as a knob allowing the experimentalists to tune the Fermi energy of the wire. When a bias voltage is applied between the normal metal and the superconductor, they measure the conductance of the system. Ordinary electrons cannot tunnel into the superconducting gap but if a Majorana resides there [see Fig. 1.3 (a)], the electron can tunnel into that
1.1 Majorana Fermions

Figure 1.3 – Sketch of the energy states (a). The green rectangle indicates the tunnel barrier separating the normal part of the nanowire on the left from the wire section with induced superconducting gap $\Delta$. An external voltage $V$ is applied between the normal and the superconductor. The red stars illustrate the locations of the Majorana pair. (b) Differential conductance as a function of the applied bias voltage for various values of magnetic field. The dashed red line emphasizes the zero-energy peak. Figure taken from Ref. (1).

state and a peak in the conductance should be seen. What was observed is shown in Fig. 1.3 (b). In agreement with the theory, at a given value of the magnetic field a peak in the conductance emerges when the bias voltage is tuned to zero. As can be seen in the figure, this peak persists for a wide range of magnetic field intensities and gate voltages.

Although this might seem a clear evidence for a Majorana zero mode, researchers started wondering whether what experimentalists were seeing indeed represents the Majorana physics. This is so because zero bias peaks also arise from other phenomena, e.g., the Kondo effect, Andreev bound states and antilocalization (47–49). It is in this context that our study fits in. As we shall see in the following, the setup nanowire + spin-orbit coupling + magnetic field + $s$-wave superconductivity can be mapped onto the so-called Kitaev model (50), which we use to represent the superconducting nanowire in our system. Next we summarize some of the Majorana fermion properties.

1.1.1 Majorana fermion properties

Let us denote $\gamma$ the annihilation operator of a Majorana fermion. As we have already mentioned, since Majoranas have the property of being their own antiparticle it follows that $\gamma^\dagger = \gamma$. 
In addition, acting this operator on a given state twice is the same as creating and destroying a Majorana mode leaving the system unchanged, which leads to $\gamma^2 = 1$. We emphasize that strictly speaking Majoranas do not represent particles, rather they can be viewed as ‘half’ regular fermions, whose operators can be written as

$$f = \frac{1}{2} (\gamma_A + i\gamma_B) \quad \text{and} \quad f^\dagger = \frac{1}{2} (\gamma_A - i\gamma_B).$$

From the anti-commutation relations obeyed by $f$ and using $\gamma^2 = 1$, we obtain

$$\{\gamma_i, \gamma_j\} = 2\delta_{i,j}. \quad (1.5)$$

In principle, any ordinary fermionic operator can be written in terms of Majoranas. This constitutes simply a mathematical operation without physical consequences, however, $f$ remains unusual in two respects. First, as we will show later on, the Majoranas $\gamma_A$ and $\gamma_B$ can arbitrarily localize far apart from each other, e.g., at the two ends of the 1D nanowire, hence $f$ constitutes a non-local operator. Second, as we have already mentioned, these Majorana modes have zero-energy, which implies that $f$ can empty or fill a non-local state with no energy cost, resulting in a ground-state degeneracy. A consequence of these properties is the emergence of non-Abelian statistics (51). It is in this peculiarity that lies the major interest in observing Majorana fermions in the condensed matter scenario.

The non-local state present in the system is protected from most types of decoherence, since local perturbations can only affect one of the Majoranas. Due to their non-Abelian statistics, the state can be manipulated by physical exchange of the Majoranas, which can potentially be applied to topological quantum computation (51, 52).

In a few words, non-Abelian statistics means that particle exchanges are non-trivial operations which generally do not commute. We know that fermions and bosons follow the Fermi-Dirac and Bose-Einstein statistics, respectively. This means that by exchanging two fermions (bosons) the many-body wavefunction of the system acquires a phase $-1$ (1). In 2D systems, however, the particles known as anyons obey a different statistics: Abelian or non-Abelian, neither fermionic nor bosonic (53, 54). By exchanging Abelian anyons, the wavefunction gains a phase $e^{i\theta}$ intermediate between 1 and $-1$. The exchange of non-Abelian anyons does not simply lead to a phase factor in the wavefunction, but rather can change to a different quantum
state.

As we have mentioned, perhaps the simplest way of detecting the presence of a Majorana bound state in a superconductor-nanowire system is through transport measurements. However, an unambiguous way of proving their existence is to verify the braiding statistics property via some interference experiment (55). As we shall see in Chapter 4, we claim that our results provide a clear proof of the presence of the zero mode bound at the end of the nanowire (56).

1.2 Outline of this thesis

As briefly outlined above, the focus of this thesis is the study of transport properties of two different systems: (i) a ferromagnetic STM tip connected to an atom adsorbed on a nonmagnetic surface and (ii) a superconducting nanowire modeled by the Kitaev chain and side-coupled to a dot connected to source and drain leads. To both we apply the Green’s functions formalism, the nonequilibrium approach to the STM system and the equilibrium to the Majorana setup.

In Chapter 2 we present a detailed description of the formulation in terms of nonequilibrium Green’s functions used to calculate the spin-resolved currents and the spin population in the adatom in the system STM tip + adatom + surface. We first determine the current and density of states of the subsystem adatom + surface in the particular case when the coupling to the tip can be neglected, i.e., the tip acts as a probe. We find oscillations in the density of states (Friedel oscillations) similar to those observed in a system containing an impurity on the surface of a metal. The numerical calculation is performed within a self-consistent approach due to the presence of the Coulomb interaction. We then compute the adatom occupation and the spin-resolved currents when the tip-adatom coupling is relevant. We plot the currents and occupations as functions of the lateral distance between the tip and the adatom and observe the emergence of a spatially resolved spin-diode effect, that is, polarized current when the ferromagnetic tip acts as the source and the nonmagnetic surface as the drain of electrons and for the opposite case, unpolarized current. This rectification of the current occurs only when the adatom is singly occupied and arises from the interplay between the Coulomb interaction and the spin-dependent tunneling rates. We also observe spin-dependent Friedel oscillations in the currents, a direct result due to the presence of the adatom on the surface. In the doubly occupied regime we show that the current is unpolarized in both cases.
Chapter 3 is devoted to the Majorana fermions. We review and summarize their properties and describe in detail the mapping of the Kitaev model onto the system semiconducting nanowire+spin-orbit+s-wave superconductivity+magnetic field into the Kitaev chain we use to represent our superconducting nanowire.

In Chapter 4 we show our results for the system semiconducting-nanowire, side-coupled to a dot connected to leads. We detail the equilibrium recursive Green’s functions approach we use to determine the conductance of the system and the local density of states of the dot and of the sites in the chain. We propose a direct way of probing the Majorana end mode in the chain by measuring the two-terminal conductance through the side-coupled dot. We show that the Majorana end mode of the wire leaks into the dot thus giving rise to a Majorana resonance in the dot. Surprisingly, we find that this dot Majorana mode is pinned to the Fermi level of the leads even when the gate controlled dot level is far off resonance. We then suggest three experimental ways of probing the Majorana end mode in the wire via the leaked/pinned Majorana mode in the dot: (i) with the dot kept off resonance we plot the conductance $G$ vs the wire-dot coupling, which can be controlled by an external gate, and see the emergence of a $e^2/2h$ peak in $G$ as the Majorana end mode “leaks” into the dot; (ii) Alternatively, we plot $G$ vs the gate voltage $V_g$ over a range in which the energy level of the dot runs from far below to far above the Fermi-level of the leads. We find $G$ to be essentially a plateau at $e^2/2h$, different from the conductance obtained when a normal electron mode is coupled to the dot; (iii) We drive the wire through a non-topological/topological phase transition by varying the chemical potential $\mu$ of the wire. We calculate the conductance of the dot as a function of $\mu$ and show that the presence/absence of the Majorana end mode in the wire drastically alter the conductance of the dot. Although our system is non-interacting and we do not treat the Kondo problem, we claim that our findings could be used as a means of unambiguously distinguishing Majorana zero-mode peaks from those of the Kondo effect.

Finally, in Chapter 5 we summarize our results and present some perspectives for future work.
Chapter 2

Ferromagnetic STM tip operating as a spin-diode

In this chapter, we investigate spin-polarized transport in a system composed of a ferromagnetic Scanning Tunneling Microscope (STM) tip coupled to an adsorbed atom (adatom) on a host surface. Electrons can tunnel directly from the tip to the surface or via the adatom. Since the tip is ferromagnetic and the host surface (metal or semiconductor) is non-magnetic we can observe a spin-diode effect (9) when the adatom is in the regime of single occupancy. This effect leads to an unpolarized current for direct bias ($V > 0$) and polarized current for reverse ($V < 0$) bias voltages, if the tip is nearby the adatom. We use the nonequilibrium Keldysh technique to derive the spin-polarized current in the system and analyze the interplay between the lateral displacement of the tip and the intra adatom Coulomb interaction on the spin-diode effect. As the tip moves away from the adatom the spin-diode effect vanishes and the currents become polarized for both $V > 0$ and $V < 0$. We also show that there is an imbalance between the up and down spin populations in the adatom, which can be tuned by the tip position and the bias. As we shall see, due to the presence of the adatom, we observe spin-resolved Friedel oscillations in the current, which reflects the oscillations in the calculated local density of states of the subsystem surface + adatom.

2.1 Description of the system

Let us first describe our system. It is composed of a FM-STM tip over an adatom, which can be viewed as a quantum dot, on a host surface, Fig.2.1. Electrons can tunnel from the tip to the substrate or vice-versa via two possible ways: (i) direct tunneling tip-to-surface or (ii)
tunneling via the localized state of the adatom. The system is modeled by the Hamiltonian

\[ H = H_1 + H_2 + H_3 + H_{12} + H_{13} + H_{23}, \]

in which \( H_i \) corresponds to the tip (\( i = 1 \)), the adatom (\( i = 2 \)) or the surface (\( i = 3 \)), and reads

\[ H_i = \sum_{k, \sigma} \varepsilon_{k, \sigma} c_{k, \sigma}^\dagger c_{k, \sigma} + \delta_{2} U \hat{n}_\uparrow \hat{n}_\downarrow, \]

where for \( i = 1(3) \), \( k_i \) is the wave number for electrons in the tip (host) and the label \( \sigma \) stands for the electron spin components \( \uparrow \) and \( \downarrow \). Here \( \varepsilon_{k, \sigma} \) is the energy of the state \( k_i \sigma \) and \( c_{k, \sigma} (c_{k, \sigma}^\dagger) \) annihilates (creates) an electron in the quantum state \( k_i \sigma \). We consider a Stoner-like ferromagnetic dispersion \( \varepsilon_{k, \sigma} = \hbar^2 k_i^2 / 2m + \sigma \Delta \) for the tip, with \( m \) the free electron mass and \( \Delta \) the usual Stoner parameter (57, 58), and a free electron dispersion \( \varepsilon_{k} = \hbar^2 k^2 / 2m \) for the surface. For the adatom, \( i = 2 \), we consider only a single spin-degenerate energy level, \( \varepsilon_{k_2} = \varepsilon_\sigma \). In this case the index \( k_2 \) simply denotes the adatom level. The second term in \( H_2 \) accounts for the Coulomb interaction \( U \).
2.2 Non-resonant transport

The coupling terms in Eq. (2.1) can be written as

\[ H_{ij} = \sum_{k, k', \sigma} (t_{ij} c_{k', \sigma}^\dagger c_{k, \sigma} + t_{ij}^* c_{k, \sigma}^\dagger c_{k', \sigma}), \]  

(2.3)

where \( t_{ij} \) is the coupling parameter between subsystems \( i \) and \( j \); \( t_{12}, t_{13} \) and \( t_{23} \) account for the tunnelings tip-adatom, tip-surface and adatom-surface, respectively. When a bias voltage is applied these transfer terms drive the system out of equilibrium.

In the following, we use a real space formulation to calculate the spin-resolved current of the system. This is particularly convenient since we are interested in looking at Friedel oscillations on the surface. As we shall see later on, this formulation is equivalent to a formulation in the \( k \) space.

2.2 Non-resonant transport

For simplicity let us first consider the transport regime in which the direct coupling between the tip and the adatom is negligible (non-resonant transport), which is valid for large enough tip-adatom lateral distances. The Hamiltonian of the system in this case reduces to

\[ H = H_1 + H_2 + H_3 + H_{13} + H_{23}. \]  

(2.4)

The electrical current for spin \( \sigma \) between the tip and the surface can be calculated from the definition (59)

\[ I_1^\sigma = -e\langle N_1^\sigma \rangle = -ie\langle [H, N_1^\sigma]\rangle, \]  

(2.5)

with \( e \) the electron charge \( (e > 0) \) and \( N_1^\sigma \) the total number operator given by

\[ N_1^\sigma = \int d\mathbf{r}_1 \Psi_1^\sigma (\mathbf{r}_1, t) \Psi_1^{\sigma\dagger} (\mathbf{r}_1, t), \]  

(2.6)

where \( \Psi_1^\sigma (\mathbf{r}_1, t) \) and \( \Psi_1^{\sigma\dagger} (\mathbf{r}_1, t) \) are quantum field operators for the electrons in the tip. In Eq. (2.5) and throughout this chapter we assume \( \hbar = 1 \).

The quantity \( \langle O(t) \rangle \) defines the nonequilibrium average value of a physical observable de-
noted by the operator $O(t)$, and is given by (59, 60)

$$\langle O(t) \rangle = \text{Tr}[\rho O(t)],$$  \hspace{1cm} (2.7)

where $\rho$ is the thermal equilibrium density matrix $\rho = (\text{Tr}e^{-\beta H_0})^{-1}e^{-\beta H_0}$, $H_0$ the Hamiltonian containing only the $H_i$ terms in Eq. (2.4) and $O(t)$ is an operator in the Heisenberg picture, i.e., its time-dependence is governed by the full Hamiltonian of Eq. (2.4).

The only non-vanishing term in the commutator of Eq. (2.5) is $[H_{13}, N_1^\sigma]$. For electrons with spin $\sigma$, the tip-surface coupling can be written as (61)

$$H_{13} = \sum_{\sigma} \int \int d\mathbf{r}_1 d\mathbf{r}_3 [T(\mathbf{r}_1, \mathbf{r}_3)\Psi_1^\sigma(\mathbf{r}_1, t)\Psi_3^\sigma(\mathbf{r}_3, t) + h.c.],$$  \hspace{1cm} (2.8)

in which $T(\mathbf{r}_1, \mathbf{r}_3)$ is a matrix element that accounts for the coupling between the tip and the surface and $\Psi_3^\sigma(\mathbf{r}_3, t)$ is the quantum field operator for electrons in the surface. Calculating $[H_{13}, N_1^\sigma]$ and using the result in Eq. (2.5) we find

$$I_1^\sigma = ie \int \int d\mathbf{r}_1 d\mathbf{r}_3 [T(\mathbf{r}_1, \mathbf{r}_3)\langle \Psi_1^\sigma(\mathbf{r}_1, t)\Psi_3^\sigma(\mathbf{r}_3, t) \rangle - T^*(\mathbf{r}_1, \mathbf{r}_3)\langle \Psi_3^\sigma(\mathbf{r}_3, t)\Psi_1^\sigma(\mathbf{r}_1, t) \rangle].$$  \hspace{1cm} (2.9)

Let us define the lesser Green’s function,

$$G_\sigma^<(\mathbf{r}_3, t_3; \mathbf{r}_1, t_1) = i\langle \Psi_1^\sigma(\mathbf{r}_1, t_1)\Psi_3^\sigma(\mathbf{r}_3, t_3) \rangle,$$  \hspace{1cm} (2.10)

in terms of which the current can be rewritten as

$$I_1^\sigma = 2e \text{Re} \left\{ \int \int d\mathbf{r}_1 d\mathbf{r}_3 T(\mathbf{r}_1, \mathbf{r}_3)G_\sigma^<(\mathbf{r}_3, t; \mathbf{r}_1, t) \right\}.$$  \hspace{1cm} (2.11)

The challenge now is to determine $G_\sigma^<(\mathbf{r}_3, t; \mathbf{r}_1, t)$. To this end, we use the nonequilibrium Keldysh formalism\(^1\) (59, 60, 62, 63).

Similarly to the equilibrium case, here we introduce an ordered Green’s function

$$G_\sigma(\mathbf{r}_3, t_3; \mathbf{r}_1, t_1) = -i\langle T_c \Psi_3^\sigma(\mathbf{r}_3, t_3)\Psi_1^\sigma(\mathbf{r}_1, t_1) \rangle,$$  \hspace{1cm} (2.12)

\(^1\)Reference (62), a previous work done in our group, contains all the details of the Keldysh formalism.
with the $\tau$’s defined, however, on a contour $C$ in the complex plane. The operator $T_C$, called contour-ordering operator, orders the operators according to the position of their time arguments on the contour. From the contour-ordered Green’s function we can obtain the lesser $G^<_{\sigma}$, greater $G^>_{\sigma}$, retarded $G^r_{\sigma}$ and advanced $G^a_{\sigma}$ Green’s functions, which are directly linked to the observables.

![Figure 2.2 – Illustration of the time contour used in the definition of the contour-ordered Green’s functions. The transient branch $t_0 - i\beta$ can be neglected in our study since we are only interested in the steady state current.](image)

To determine $G^<_{\sigma}$, $G^>_{\sigma}$, $G^r_{\sigma}$ and $G^a_{\sigma}$, we use the equation of motion technique. Calculating the equation of motion for the Green’s function in Eq. (2.12) we obtain

$$
\left( \frac{i}{\partial_\tau} - \frac{\nabla^2}{2m} \right) G_{\sigma}(r_3, \tau_3; r_1, \tau_1) = - \int d\tau'_3 T(r'_3, r_1) G_{\sigma}(r_3, \tau_3; r'_3, \tau'_3),
$$

(2.13)

or in the integral form

$$
G_{\sigma}(r_3, \tau_3; r_1, \tau_1) = \int \int d\tau'_1 d\tau'_3 \int d\tilde{\tau} G_{\sigma}(r_3, \tau_3; r'_3, \tilde{\tau}) T(r'_3, r'_1) g_{\sigma}(r'_1, \tilde{\tau}; r_1, \tau_1),
$$

(2.14)

where $g_{\sigma}$ is the free-electron Green’s function of the tip and the time integral is over the contour $C$. The next step is to perform an appropriate analytical continuation. This procedure consists essentially in replacing the contour integral over $\tau$ in Eq. (2.13) by a real time integral over $t$. Here we follow the Langreth procedure (64). For the lesser Green’s function $G^<_{\sigma}$ we have

$$
G^<_{\sigma}(r_3, t_3; r_1, t_1) = \int \int d\tau'_1 d\tau'_3 \int d\tilde{\tau} \left[ G^r_{\sigma}(r_3, t_3; r'_3, \tilde{\tau}) T(r'_3, r'_1) g_{\sigma}(r'_1, \tilde{\tau}; r_1, t_1) + G^>_{\sigma}(r_3, t_3; r'_3, \tilde{\tau}) T(r'_3, r'_1) g^a_{\sigma}(r'_1, \tilde{\tau}; r_1, t_1) \right],
$$

(2.15)
In the above equation \( g^\sigma_{\sigma} \) and \( g^\sigma \) correspond to the analytically continued free-electron advanced and lesser Green’s functions of the tip, respectively. Here we use lower case to denote the free-electron Green’s functions of the tip, the adatom and the surface. We note that \( G^\sigma_\sigma(\mathbf{r}_3,t_3;\mathbf{r}_1,t_1) \) is coupled to \( G^\sigma_\sigma(\mathbf{r}_3,t_3;\mathbf{r}_3',\bar{t}) \) and also to \( G^\sigma\sigma(\mathbf{r}_3,t_3;\mathbf{r}_1,\bar{t}) \). To completely determine \( G^\sigma_\sigma(\mathbf{r}_3,t_3;\mathbf{r}_1,t_1) \) we then need to perform an iterative process and obtain a system of equations for the Green’s functions \( G^\sigma_\sigma \) and \( G^\sigma\sigma \).

Substituting Eq. (2.15) into Eq. (2.11) we obtain

\[
I^\sigma_1 = 2e \text{Re} \left\{ \int \int \int d\mathbf{r}_1d\mathbf{r}_3d\mathbf{r}_1'd\mathbf{r}_3'd\mathbf{T}(\mathbf{r}_1,\mathbf{r}_3)T(\mathbf{r}_3',\mathbf{r}_1') \left[ G^\sigma_\sigma(\mathbf{r}_3,t;\mathbf{r}_3',\bar{t})g^\sigma_\sigma(\mathbf{r}_1',\bar{t};\mathbf{r}_1,t) \right. \right. \\
\left. \left. + G^\sigma\sigma(\mathbf{r}_3,t;\mathbf{r}_3',\bar{t})g^\sigma(\mathbf{r}_1',\bar{t};\mathbf{r}_1,t) \right] \right\}.
\]

(2.16)

Performing a Fourier transform in the time coordinate we find

\[
I^\sigma_1 = 2e \int \frac{d\omega}{2\pi} \text{Re} \left\{ \int \int \int d\mathbf{r}_1d\mathbf{r}_3d\mathbf{r}_1'd\mathbf{r}_3'T(\mathbf{r}_1,\mathbf{r}_3)T(\mathbf{r}_3',\mathbf{r}_1') \left[ G^\sigma_\sigma(\mathbf{r}_3,\mathbf{r}_3',\omega)g^\sigma_\sigma(\mathbf{r}_1',\mathbf{r}_1,\omega) \right. \right. \\
\left. \left. + G^\sigma\sigma(\mathbf{r}_3,\mathbf{r}_3',\omega)g^\sigma(\mathbf{r}_1',\mathbf{r}_1,\omega) \right] \right\}.
\]

(2.17)

Additionally, Fourier transforming \( g^\sigma \) and \( g^\sigma_{\sigma} \) results in

\[
I^\sigma_1 = 2e \int \frac{d\omega}{2\pi} \text{Re} \left\{ \sum_{k_1} \int \int \int d\mathbf{r}_1d\mathbf{r}_3d\mathbf{r}_1'd\mathbf{r}_3'e^{-ik_1\cdot\mathbf{r}_1}T(\mathbf{r}_1,\mathbf{r}_3)e^{ik_1\cdot\mathbf{r}_1'}T(\mathbf{r}_3',\mathbf{r}_1') \times \right. \\
\left. \left[ G^\sigma_{\sigma}(\mathbf{r}_3,\mathbf{r}_3',\omega)g^\sigma_{k_1\sigma}(\omega) + G^\sigma\sigma(\mathbf{r}_3,\mathbf{r}_3',\omega)g^\sigma(\mathbf{r}_1',\mathbf{r}_1,\omega) \right] \right\}.
\]

(2.18)

Now we assume that the coupling between the tip and the surface is local (61, 65) (point source), i.e., \( T(\mathbf{r}_1,\mathbf{r}_3) = T^0(\mathbf{r}_1)\delta(\mathbf{r}_3 - \mathbf{R}) \), \( T^0(\mathbf{r}_1) \) being a proportionality factor and \( \mathbf{R} \) the tip-adatom lateral distance. Integrating over the surface coordinates we find

\[
I^\sigma_1 = 2e \int \frac{d\omega}{2\pi} \text{Re} \left\{ \sum_{k_1} \int \int d\mathbf{r}_1d\mathbf{r}_1'e^{-ik_1\cdot\mathbf{r}_1}T^0(\mathbf{r}_1)e^{ik_1\cdot\mathbf{r}_1'}T^0^*(\mathbf{r}_1') \left[ G^\sigma_\sigma(\mathbf{R},\mathbf{R},\omega)g^\sigma_{k_1\sigma}(\omega) \right. \right. \\
\left. \left. + G^\sigma\sigma(\mathbf{R},\mathbf{R},\omega)g^\sigma(\mathbf{r}_1',\mathbf{r}_1,\omega) \right] \right\},
\]

(2.19)
and then over \( r_1 \) and \( r'_1 \) we arrive at

\[
I_1^0 = 2e \int \frac{d\omega}{2\pi} \text{Re} \left\{ \sum_{k_1} |t_{13k_1}^0|^2 [G^f_\sigma(R, R, \omega)g_{k_1\sigma}^<(\omega) + G^<_\sigma(R, R, \omega)g_{k_1\sigma}^d(\omega)] \right\},
\]

(2.20)

where \( t_{13k_1}^0 \) is the Fourier transform of \( T^0(r_1) \). It is convenient to perform a Fourier transform on \( G^f_\sigma(R, R, \omega) \) and \( G^<_\sigma(R, R, \omega) \). This results in

\[
I_1^0 = 2e \int \frac{d\omega}{2\pi} \text{Re} \left\{ \sum_{k_2,k'_1} t_{13k_1}^0 t_{13k'_1}^* \sum_{k_3} \left[ G^f_{k_1k_3\sigma} G^<_{k'_1k_3\sigma} g_{k_1\sigma}^d(\omega) \right] + G^<_{k_1k_3\sigma} G^c_{k'_1k_3\sigma} g_{k_1\sigma}^d(\omega) \right\},
\]

(2.21)

where \( t_{13k_1}^0 = t_{13k_1}^0 e^{ik_1\cdot R} \). The proportionality \( t_{13} \propto e^{ik_1\cdot R} \) was originally discussed in Ref. (66) and further used in Ref. (67). In what follows we assume \( t_{13k_1}^0 \) to be a constant, i.e., independent of \( k_1 \). As we have mentioned before, Eq. (2.21) could have been directly derived from the \( k \) space Hamiltonian \( H^0_{13} = \sum_{k_1,k_3} t_{13k_1} c_{k_1\sigma}^a c_{k_3\sigma} + t_{13k_1}^0 c_{k_1\sigma}^a c_{k_3\sigma} \), with \( t_{13} = t_{13k_1}^0 e^{ik_1\cdot R} \). Observe that this is completely equivalent to the real space Hamiltonian Eq. (2.8), with a point source, \( T(r_1, r_3) = T^0(r_1)\delta(r_3 - R) \).

Next we rewrite the current expression (2.20) in terms of a transmission coefficient (68) similarly to the Landauer equation (69).

### 2.3 Transmission coefficient calculation

Rewriting equation (2.20) we obtain

\[
I_1^0 = e \int \frac{d\omega}{2\pi} \left[ 2\pi |t_{13}|^2 \rho_{1\sigma}(\omega) \right] i \left\{ G^f_\sigma(R, R, \omega) + f_1(\omega) [G^f_\sigma(R, R, \omega) - G^<_\sigma(R, R, \omega)] \right\},
\]

where \( f_1(\omega) \) and \( \rho_{1\sigma}(\omega) = \sum_{k_1} \delta(\omega - e_{k_1\sigma}) \) are, respectively, the Fermi function and the density of states of the tip. If the tip is weakly coupled to the surface, we can calculate the current in the lowest order of \( |t_{13}|^2 \). This means that the Green’s functions \( G^f_\sigma(R, R, \omega) \) and \( G^<_\sigma(R, R, \omega) \) are assumed tip-decoupled, i.e., here they are local Green’s functions for the subsystem adatom-surface only. In other words, the tip behaves as a probe, not affecting the local density of states. This allows us to write the current as

\[
I_1^0 = e \int \frac{d\omega}{2\pi} \left[ f_1(\omega) - f_3(\omega) \right] T_\sigma(R, \omega),
\]

(2.22)
where \( f_3(\omega) \) is the Fermi function of the surface and the transmission coefficient is defined by

\[
T_\sigma(R, \omega) = \frac{2\pi|t_{13}^0|^2 \rho_{1\sigma}(\omega)}{2\pi \rho_{1\sigma}(\omega)} \left[ -2\text{Im}\{G'_\sigma(R, R, \omega)\} \right]
\]

with \( \rho_\sigma(R, \omega) = -\frac{1}{\pi} \text{Im}\{G'_\sigma(R, R, \omega)\} \) — the local density of states (LDOS). In particular, in the absence of the adatom, the LDOS becomes the unperturbed surface density of states per spin, \( \rho_3(\omega) = \sum_k \delta(\omega - \varepsilon_{k}) = m/n\pi \hbar^2 = 1/2D = \rho_3^0 \), with \( n \) the 2D electronic density and \( D \) the band half width.

In this case and in the zero temperature limit, the current reads

\[
I_1^\sigma = e2\pi|t_{13}^0|^2 \rho_{1\sigma} \rho_3^0 eV, \quad (2.24)
\]

where \( V \) is the bias voltage.

As we shall see in the next section, in the presence of the adatom, similarly to the case of an impurity on the surface of a metal, the LDOS shows Friedel oscillations; these affect the current that oscillates around the value given by Eq. (2.24). The current plateau given by Eq. (2.24) is valid only for small tip-surface coupling parameter \( t_{13}^0 \). If we calculate the Green functions \( G'_\sigma(R, R, \omega) \) and \( G''_\sigma(R, R, \omega) \) accounting for the tip, a small correction arises and Eq. (2.24) becomes

\[
I_1^\sigma = G_\sigma V \quad (2.25)
\]

with

\[
G_\sigma = \frac{e}{\hbar} \frac{4r}{(1+r)^2}, \quad (2.26)
\]

where \( r = \pi^2|t_{13}^0|^2 \rho_{1\sigma} \rho_3 \). This feature was pointed out in Ref. (70). Note that we can regain Eq. (2.24) (now divided by \( \hbar \)) by expanding the above expression for the current up to second order in the coupling parameter.
2.4 Calculating \( \rho_\sigma (\mathbf{R}, \omega) \) for the subsystem adatom+surface

To determine the LDOS in the presence of the adatom, we calculate \( G'_\sigma (\mathbf{r}_3, \mathbf{r}'_3, \omega) \) by Fourier transforming \( G'_{k_3k'_3, \sigma} (\omega) \),

\[
G'_\sigma (\mathbf{r}_3, \mathbf{r}'_3, \omega) = \sum_{k_3k'_3} e^{i k_3 \cdot \mathbf{r}_3} e^{-i k'_3 \cdot \mathbf{r}'_3} G'_{k_3k'_3, \sigma} (\omega),
\]

(2.27)

assuming there is no tip-to-surface coupling, i.e., considering \( H = H_2 + H_3 + H_{23} \). Following the procedure we described in the previous section – equation of motion + analytical continuation – we obtain

\[
G'_{k_3k'_3, \sigma} (\omega) = \delta_{k_3, k'_3} g'_{k_3, \sigma} (\omega) + \sum_{k_2k'_2} |t_{23}|^2 g'_{k_2, \sigma} (\omega) g'_{k'_2, \sigma} (\omega) G'_{k_2k'_2, \sigma} (\omega),
\]

(2.28)

where \( g'_{k_3, \sigma} (\omega) = (\omega - \varepsilon_{k_3} + i \delta)^{-1} \) and \( \sum_{k_2k'_2} G'_{k_2k'_2, \sigma} (\omega) \equiv G'_{22\sigma} (\omega) \) is the adatom retarded Green’s function. To obtain the equation of motion for \( G'_{k_3k'_3, \sigma} (t - t') \), we first perform a time derivative with respect to \( t \); the resulting equation couples \( G'_{k_3k'_3, \sigma} (t - t') \) to \( G'_{k_2k'_2, \sigma} (t - t') \). By differentiating this second Green function now with respect to \( t' \), we find an equation that relates \( G'_{k_3k'_3, \sigma} (t - t') \) to the adatom Green function \( G'_{k_2k'_2, \sigma} (t - t') \).

Using Eq. (2.28) in Eq. (2.27) we find

\[
G'_\sigma (\mathbf{r}_3, \mathbf{r}'_3, \omega) = \sum_{k_3} \frac{e^{i k_3 \cdot (\mathbf{r}_3 - \mathbf{r}'_3)}}{\omega - \varepsilon_{k_3} + i \delta} + |t_{23}|^2 \sum_{k_3} \frac{e^{i k_3 \cdot \mathbf{r}_3}}{\omega - \varepsilon_{k_3} + i \delta} \sum_{k'_3} \frac{e^{-i k'_3 \cdot \mathbf{r}'_3}}{\omega - \varepsilon_{k'_3} + i \delta} G'_{22\sigma} (\omega).
\]

(2.29)

Let

\[
\sum_{k_3} \frac{e^{i k_3 \cdot \mathbf{r}_3}}{\omega - \varepsilon_{k_3} + i \delta} = R(\mathbf{r}_3, \omega) + iI(\mathbf{r}_3, \omega),
\]

(2.30)

where \( R(\mathbf{r}_3, \omega) \) and \( I(\mathbf{r}_3, \omega) \) denote the corresponding real and imaginary parts given by

\[
R(\mathbf{r}_3, \omega) = \rho^0_3 \int_{-1}^{1} dx \frac{\omega}{x} \frac{\omega - x}{(\omega^2 - x) + \delta^2} J_0 \left( k_F r_3 \sqrt{1 + x} \right),
\]

(2.31)

and

\[
I(\mathbf{r}_3, \omega) = -\pi \rho^0_3 J_0 \left( k_F r_3 \sqrt{1 + \frac{\omega}{D}} \right),
\]

(2.32)
with $k_F$ the Fermi wave number and $J_0(x)$ the Bessel function of the first kind. We can then write the LDOS as

$$\rho_\sigma(R, \omega) = \rho^0_3 \left\{ 1 + \frac{\Gamma_3}{2} J_0^2 \left[ k_F R \sqrt{1 + \frac{\omega}{D}} \right] \left[ (1 - q^2) \text{Im} G^r_{22\sigma} - 2q \text{Re} G^r_{22\sigma}(\omega) \right] \right\},$$

(2.33)

where $\Gamma_3 = 2\pi|t_{23}|^2 \rho^0_3$ and $q = R(R, \omega)/I(R, \omega)$. In order to determine the transmission coefficient, we only have to calculate the adatom retarded Green’s function $G^r_{22\sigma}(\omega)$, obtained here using the Hubbard I approximation. This approximation accounts for the Coulomb interaction and consists in factorizing the higher-order correlation functions appearing in the resulting equation of motion for $G^r_{22\sigma}(\omega)$. As a result we have

$$G^r_{22\sigma}(\omega) = \frac{1}{g^r_{22\sigma}(\omega) - \Sigma^r(\omega)},$$

(2.34)

with

$$g^r_{22\sigma}(\omega) = \frac{\omega - \varepsilon_\sigma - U(1 - n_\bar{\sigma})}{(\omega - \varepsilon_\sigma)(\omega - \varepsilon_\sigma - U)},$$

(2.35)

where $\bar{\sigma} = -\sigma$, $n_\bar{\sigma}$ is the average occupation and $\Sigma^r$ is the self energy related to the coupling between the adatom and the host surface, $\Sigma^r = -\frac{i}{2} \Gamma_3$.

### 2.5 Resonant + non-resonant transport

In this section we determine the total current – tip-to-atom-to-host + tip-to-host – flowing in the system. In addition to the non-resonant (tip-to-host) current, calculated in Section A, here we consider the contribution from the direct tunneling of electrons between the tip and the adatom (resonant current). The corresponding additional term $H_{12}$ is now taken into account and the Hamiltonian describing the system is given by Eq. (2.1). Note that for large enough $R$ distances ($R \rightarrow \infty$) we regain the non-resonant case. Here for convenience we perform the calculation in $k$ space.

We model the tip-surface, tip-adatom and adatom-surface couplings, respectively, by con-
sidering

\begin{align}
    t_{12} &= t_{12}^0 e^{-R/R_0}, \\
    t_{13} &= t_{13}^0 e^{i k_3 \mathbf{R}}, \\
    t_{23} &= t_{23}^0,
\end{align}

(2.36) (2.37) (2.38)

where \( t_{12}^0, t_{13}^0 \) and \( t_{23}^0 \) are (constant) phenomenological parameters and \( R_0 \) gives the exponential spatial decay for the coupling between the tip and the adatom as the tip moves away from it.

The current flowing into the tip or leaving it can be determined from Eq. (2.5). Calculating the commutator in this equation via Eqs. (2.1)-(2.3) we find

\[
[H, N^\sigma_1] = 3 \sum_{j=2}^3 \left[ -t_{1j} c_{k_j \sigma}^\dagger c_{k_j \sigma} + t_{1j}^* c_{k_j \sigma}^\dagger c_{k_j \sigma} \right].
\]

(2.39)

Substituting this result into Eq. (2.5) we obtain

\[
I_{1}^\sigma = -ie 3 \sum_{j=2}^3 \sum_{k_{2, k_j}} \left\{ -t_{1j} \langle c_{k_j \sigma}^\dagger c_{k_j \sigma} \rangle + t_{1j}^* \langle c_{k_j \sigma}^\dagger c_{k_j \sigma} \rangle \right\},
\]

(2.40)

or in terms of the lesser Green’s function \( G_{k_j k_{2j}, \sigma}(t,t) \),

\[
I_{1}^\sigma = 2e \text{Re} \left\{ 3 \sum_{j=2}^3 \sum_{k_{2j}, k_{j}} t_{1j} G_{k_j k_{2j}, \sigma}(t,t) \right\},
\]

(2.41)

where \( G_{k_j k_{2j}, \sigma}(t,t) = i \langle c_{k_j \sigma}^\dagger(\tau) c_{k_j \sigma}(\tau) \rangle \). Equation (2.41) is equivalent to Eq. (2.11) when \( t_{12} = 0 \). Now we must find an expression for the lesser Green’s function. Following the procedure described in section 2.2, below we write down the equation of motion for the contour-ordered Green’s function \( G_{k_j k_{2j}, \sigma}(\tau, \tau') \),

\[
\left( i \frac{\partial}{\partial \tau} + \epsilon_{k_j} \right) G_{k_j k_{2j}, \sigma}(\tau, \tau') = -3 \sum_{l=2}^3 t_{1j}^l G_{k_j k_{2j}, \sigma}(\tau, \tau'),
\]

(2.42)
or in the integral form

\[
G_{k_1,k_2,l_1,l_2}(\tau, \tau') = \sum_{l=2}^{3} t_{l_1}^{l_2} \int_{C} d\tau_1 G_{k_1,k_2,l_1,l_2}(\tau, \tau_1) g_{k_1,l_1}(t, t'),
\]

(2.43)

where \( g_{k_1,l_1}(t, t') \) is the tip free-electron Green’s function, and then analytically continue Eq. (2.43) to find \( G_{k_1,k_2,l_1,l_2}(t, t') \). Using this result in Eq. (2.41) we have

\[
I_1^\sigma = 2e\text{Re} \left\{ \sum_{j,l=2, k_1,k_2,l_1} t_j t_l \int dt \left[ G_{k_1,k_2,l_1,l_2}(t) g_{k_1}^{\leq}(t, t_1) + G_{k_1,k_2,l_1,l_2}(t) g_{k_1}^{\geq}(t, t_1) \right] \right\}.
\]

Taking the Fourier transform of the above expression we find

\[
I_1^\sigma = 2e\text{Re} \left\{ \int \frac{d\omega}{2\pi} \times \right. \\
\left. \sum_{k_1,k_2} t_{12} t_{12}^{*} \left[ G_{k_1,k_2}^{\leq}(\omega) g_{k_1}^{\leq}(\omega) + G_{k_1,k_2}^{\geq}(\omega) g_{k_1}^{\geq}(\omega) \right] + \right. \\
\left. \sum_{k_1,k_2} t_{12} t_{12}^{*} \left[ G_{k_1,k_2}^{\leq}(\omega) g_{k_1}^{\leq}(\omega) + G_{k_1,k_2}^{\geq}(\omega) g_{k_1}^{\geq}(\omega) \right] + \right. \\
\left. \sum_{k_1,k_2} t_{13} t_{13}^{*} \left[ G_{k_1,k_2}^{\leq}(\omega) g_{k_1}^{\leq}(\omega) + G_{k_1,k_2}^{\geq}(\omega) g_{k_1}^{\geq}(\omega) \right] + \right. \\
\left. \sum_{k_1,k_2} t_{13} t_{13}^{*} \left[ G_{k_1,k_2}^{\leq}(\omega) g_{k_1}^{\leq}(\omega) + G_{k_1,k_2}^{\geq}(\omega) g_{k_1}^{\geq}(\omega) \right] \right\}.
\]

(2.44)

Using Eqs. (2.36)-(2.37) we can rewrite Eq. (2.44) as

\[
I_1^\sigma = 2e\text{Re} \left\{ \int \frac{d\omega}{2\pi} \left[ |t_{12}^{0} e^{-2i(R/R_0)} [G_{22\sigma 81\sigma}^{\geq} + G_{22\sigma 81\sigma}^{\leq}] + \right. \\
|t_{12}^{0} e^{-R (R/R_0)} [G_{22\sigma 81\sigma}^{\geq} + G_{22\sigma 81\sigma}^{\leq}] + \right. \\
|t_{12}^{0} e^{-R (R/R_0)} [G_{22\sigma 81\sigma}^{\geq} + G_{22\sigma 81\sigma}^{\leq}] + \right. \\
\left. |t_{13}^{0} e^{-2i(R/R_0)} [G_{23\sigma 81\sigma}^{\geq} + G_{23\sigma 81\sigma}^{\leq}] \right\},
\]

(2.45)
where we have introduced the definitions

\[
\begin{align*}
g^{<,a}_{1\sigma}(\omega) &= \sum_{k_1} g^{<,a}_{k_1\sigma}(\omega), \\
G^{<,r}_{32\sigma} &= \sum_{k_3 k_2} e^{ik_3 \cdot R} G^{<,r}_{k_3 k_2, \sigma}, \\
G^{<,r}_{23\sigma} &= \sum_{k_2 k_3} e^{-ik_1 \cdot R} G^{<,r}_{k_2 k_3, \sigma}, \\
G^{<,r}_{33\sigma} &= \sum_{k_3 k_3'} e^{i(k_3 - k_3') \cdot R} G^{<,r}_{k_3 k_3', \sigma},
\end{align*}
\]

(2.46)

Note that from Eq. (2.44) we regain Eq. (2.21) in the limit \(t_1^0 = 0\), i.e., when the tip is far away from the adatom.

In the following, we rewrite the Green’s functions using a matrix representation. As we shall see, in this context it is possible to obtain a Dyson equation.

### 2.6 Matrix Green’s function formulation

We can see from Eq. (2.44) that \(G^{<}_{k_j k_1, \sigma}(t,t')\) is coupled to other Green’s functions. In order to find these Green’s functions, we have to apply the equation of motion technique to the corresponding contour-ordered Green’s function for each one of them and then perform an analytical continuation to obtain the respective \(G^{<,r}\). After a straightforward calculation we find

\[
G_{k_j k_j, \sigma}(\tau, \tau') = \delta_{k_j k_j} g_{k_j, \sigma}(\tau, \tau') \sum_{l \neq j} \sum_{k_l} \int d\tilde{\tau} G_{k_l k_j, \sigma}(\tau, \tilde{\tau}) t_{jl}^* \tilde{g}_{k_l, \sigma}(\tilde{\tau}, \tau'),
\]

(2.47)

i.e., a system of coupled equations for the Green’s functions. Here \(g_{k_j, \sigma}(\tau, \tau')\) is the free-electron Green’s function of the tip \((j = 1)\), the adatom \((j = 2)\) or the host surface \((j = 3)\). These three Green’s functions \(g_{k_j, \sigma}(\tau, \tau')\) \((j = 1, 2, 3)\) can be easily evaluated. Interestingly, by
where the sum is not taken over the spin indices, we can write down a Dyson equation of the form

\[ G_\sigma(\tau, \tau') = g_\sigma(\tau, \tau') + \int d\tau_1 G_\sigma(\tau, \tau_1) \Sigma g_\sigma(\tau_1, \tau'), \]  

with \( G_\sigma(\tau, \tau') \) being a matrix Green’s’s function whose elements are defined following Eqs. (2.48)-(2.51), i.e.,

\[ G_\sigma = \begin{pmatrix} G_{11\sigma} & G_{12\sigma} & G_{13\sigma} & G_{13'\sigma} \\ G_{21\sigma} & G_{22\sigma} & G_{23\sigma} & G_{23'\sigma} \\ G_{31\sigma} & G_{32\sigma} & G_{33\sigma} & G_{33'\sigma} \\ G_{31'\sigma} & G_{32'\sigma} & G_{33'\sigma} & G_{33''\sigma} \end{pmatrix}. \]  

Additionally the self-energy is given by

\[ \Sigma = \begin{pmatrix} 0 & t_{12} & 0 & t_{13}^0 \\ t_{12}^* & 0 & t_{23} & 0 \\ 0 & t_{23}^* & 0 & 0 \\ t_{13}^0 & 0 & 0 & 0 \end{pmatrix}, \]  

and

\[ g_\sigma = \begin{pmatrix} g_{1\sigma} & 0 & 0 & 0 \\ 0 & g_{2\sigma} & 0 & 0 \\ 0 & 0 & g_{3\sigma} & g_{3'\sigma} \\ 0 & 0 & g_{3'\sigma} & g_{3''\sigma} \end{pmatrix}. \]
with the matrix elements

\[ g_{j\sigma}(\tau, \tau') = \sum_{k_j} g'_{k_j\sigma}(\tau, \tau'), \quad j = 1, 2, 3 \quad (2.56) \]

\[ g_{3\sigma}(\tau, \tau') = \sum_{k_3} e^{i k_3 \cdot R} g_{k_3\sigma}(\tau, \tau'), \quad (2.57) \]

\[ g_{2\sigma}^*(\tau, \tau') = \sum_{k_3} e^{-i k_3 \cdot R} g_{k_3\sigma}(\tau, \tau'). \quad (2.58) \]

Note that Eq. (2.28) and the LDOS, given by Eq. (2.33), can be derived from the present matrix formulation by taking \( t_{12} = 0 \) and \( t_{13} = 0 \) in the self-energy matrix [Eq. (2.54)].

Performing an analytic continuation in Eq. (2.52) we obtain the Dyson equation for the retarded Green’s function

\[ G^r_\sigma = \left[ g^r_\sigma - \Sigma \right]^{-1}, \quad (2.59) \]

and the Keldysh (71) equation

\[ G^<_\sigma = G^r_\sigma g^<_\sigma \left( g^r_\sigma g^<_\sigma \right)^{-1} G^>_\sigma, \quad (2.60) \]

where

\[ g^r_\sigma = \begin{pmatrix}
  g^<_{1\sigma} & 0 & 0 & 0 \\
  0 & g^<_{2\sigma} & 0 & 0 \\
  0 & 0 & g^<_{3\sigma} & 0 \\
  0 & 0 & 0 & g^<_{3\sigma}
\end{pmatrix}. \quad (2.61) \]

The advanced Green’s function \( g^a_\sigma \) is given by \( g^a_\sigma = [g^r_\sigma]^* \). From Eqs. (2.59) and (2.60) we see that if \( g^r_\sigma \) and \( g^<_\sigma \) are known we can determine immediately \( G^r_\sigma \) and \( G^<_\sigma \), and so the spin-resolved current, Eq. (2.45). The first nonzero (diagonal) elements \( (g^<_{1\sigma} \text{ and } g^r_{1\sigma}) \) in Eq. 2.61 are

\[ g^<_{1\sigma}(\omega) = \sum_{k_1} g^<_{k_1\sigma}(\omega) = \sum_{k_1} 2 \pi i f_1(\omega) \delta(\omega - \epsilon_{k_1\sigma}) \]

\[ = 2 \pi i f_1(\omega) \rho_{1\sigma}(\omega), \quad (2.62) \]

\[ g^r_{1\sigma}(\omega) = \sum_{k_1} g^r_{k_1\sigma}(\omega) = \sum_{k_1} \left[ P \left( \frac{1}{\omega - \epsilon_{k_1\sigma}} \right) - i \pi \delta(\omega - \epsilon_{k_1\sigma}) \right] \]

\[ = \Lambda_1(\omega) - i \pi \rho_{1\sigma}(\omega), \quad (2.63) \]
where \( f_1(\omega) \) is the tip Fermi distribution function, \( \rho_{1\sigma}(\omega) \) is the tip density of states and 
\[ \Lambda_1(\omega) = P \sum_{k_1} \left( \frac{1}{\omega - \epsilon_{k_1\sigma}} \right), \]
where \( P \) stands for the Cauchy Principal Value. The retarded adatom Green’s function \( g_{2\sigma}(\omega) \) is given by Eq. (2.35). The lesser component can be calculated straightforwardly from the relation \( g_{2\sigma}^< (\omega) = i n_{\sigma} A_{\sigma}(\omega) \), where

\[
A_{\sigma}(\omega) = 2\pi (1 - n_{\sigma}) \delta(\omega - \epsilon_{\sigma}) + 2\pi n_{\sigma} \delta(\omega - \epsilon_{\sigma} - U),
\]

and \( n_{\sigma} \) is the average spin-resolved occupation of the adatom. The third diagonal element of \( g^r \) is given by

\[
g_{3\sigma}^r (\omega) = \sum_{k_3} g_{k_3\sigma}^r (\omega) = \sum_{k_3} \left[ P \left( \frac{1}{\omega - \epsilon_{k_3}} \right) - i\pi \delta(\omega - \epsilon_{k_3}) \right]
= \Lambda_3(\omega) - i\pi \rho_3(\omega),
\]

where \( \rho_3(\omega) = \rho_3^0 \) is the 2D density of states of the surface defined at the end of Sec. 2.3, and 
\[ \Lambda_3(\omega) = P \sum_{k_3} \left( \frac{1}{\omega - \epsilon_{k_3}} \right). \]
For the corresponding lesser Green’s function we find

\[
 g_{3\sigma}^< (\omega) = \sum_{k_3} g_{k_3\sigma}^< (\omega) = 2\pi i f_3(\omega) \rho_3^0,
\]

where \( f_3(\omega) \) is the Fermi distribution function of the host surface.

Finally, we should calculate the off-diagonal elements of the matrix \( g_{\sigma} \). For the retarded Green’s function we have

\[
g_{2\sigma}^r (\omega) = \sum_{k_3} e^{i k_3 \cdot R} g_{k_3\sigma}^r (\omega) \\
= \rho_3^0 \int_{-1}^{1} dx \frac{\omega - x}{(\omega - x)^2 + \delta^2} J_0(k_F R \sqrt{1 + x}) - i\pi \rho_3^0 J_0(k_F R \sqrt{1 + \frac{\omega}{D}}).
\]

For the lesser Green’s function we find

\[
g_{2\sigma}^< (\omega) = \sum_{k_3} e^{i k_3 \cdot R} g_{k_3\sigma}^< (\omega),
\]

\[
= 2\pi i \rho_3^0 f_3(\omega) J_0(k_F R \sqrt{1 + \frac{\omega}{D}}).
\]
The Green’s functions $g_{2r}^r \sigma$ and $g_{2r}^< \sigma$ have exactly the same expressions as Eqs. (2.67) and (2.68), respectively.

### 2.7 Numerical technique

As we have seen, our main task is to determine the current from Eq. (2.45). To this end, we first calculate $G_r^r \sigma$ and $G_r^< \sigma$ from Eqs. (2.59) and (2.60), respectively. Then we substitute the relevant matrix elements in Eq. (2.45). Note that in the presence of the Coulomb interaction, $g_{2r}^r (\omega)$ and $g_{2r}^< (\omega)$ depend on the adatom occupation $n_{\sigma}$; so do $G_r^r \sigma$ and $G_r^< \sigma$. This implies a self-consistent calculation, where $n_{\sigma}$ is calculated iteratively via

$$n_{\sigma} = \int \frac{d\omega}{2\pi i} G_{22}^<(\omega).$$

(2.69)

As a matter of simplification we use the wide-band limit for the tip, so the density of states $\rho_{1\sigma} (\omega)$ is taken as constant $\rho_1^0 \rho_3^0$ is already a constant), evaluated at the Fermi level. This is a good approximation when $eV, k_B T << D$, where $D$ is the band half width. The ferromagnetism of the tip is introduced via the density of states $\rho_{1\sigma} = \rho_1^0 (1 \pm p)$, where $p$ is the tip polarization and the $+$ and $-$ signs apply to spin up and down, respectively (58) Since the characteristic tunneling rate between the tip and the adatom is given by $\Gamma_{1\sigma} = 2\pi |t_{12}|^2 \rho_1^0$, we find $\Gamma_{1\sigma} = 2\pi |t_{12}|^2 \rho_1^0 (1 \pm p)$, which is the standard phenomenology to account for the ferromagnetism of the electrode (72). Analogously, the tunneling rate between the adatom and the host surface is $\Gamma_3 = 2\pi |t_{23}|^2 \rho_3^0 \equiv \Gamma_0$. In our calculation we take $\Gamma_0 = 10 \mu eV$ as the energy scale. All the phenomenological parameters used here are summarized in Table 2.1.

| Parameter               | Magnitude       |
|-------------------------|-----------------|
| Band half width         | $D = 1000 \Gamma_0$ |
| Adatom Charging Energy  | $U = 30 \Gamma_0$ |
| Tip chemical potential  | $\mu_1 = -eV/2$  |
| Host chemical potential | $\mu_3 = eV/2$   |
| System temperature      | $k_B T = \Gamma_0$ |
| Tip degree of polarization | $p = 0.4$       |
| Decaying factor of $t_{12}$ | $R_0 = 1/k_F$  |

Table 2.1 – Parameters used in the self-consistent calculation.
Note that in Table 2.1 we define the origin of the energy scale such that $\mu_1 = \mu_3 = \varepsilon_{\sigma} = 0$ at zero bias, i.e., the adatom energy level is aligned with the chemical potential of the leads in the absence of an applied bias. In order to be consistent with $\Gamma_0 = 2\pi|t_{23}|^2 \rho_3^0$ and the value of $\rho_3^0$ for typical semiconductors, e.g., GaAs, the factor $t_{23}$ is taken as $\Gamma_0/\sqrt{10}$. We assume $t_{13}^0 = 0.01t_{23}^0$ and adopt values for $t_{12}^0$ and $\rho_1^0$ consistent with $\Gamma_0 = 2\pi|t_{12}^0|^2 \rho_1^0$. Note that for $eV = \pm 30\Gamma_0$ the adatom can be occupied by a single electron since $\varepsilon_{\sigma}$ is within the conduction window (the energy range between $\mu_1$ and $\mu_3$) and $\varepsilon_{\sigma} + U$ is without this range. On the other hand for $eV = \pm 150\Gamma_0$ the dot can be doubly occupied since both $\varepsilon_{\sigma}$ and $\varepsilon_{\sigma} + U$ lie inside the conduction window. The parameter $R_0$ controls how fast the coupling $t_{12}$ decays in space when the tip moves away from the adatom. We take it equal to $k_F^{-1}$. Hereafter $k_F^{-1}$ will be used as a length scale.

2.8 Results

Below we present our results for the singly and doubly occupied regimes.

2.8.1 Single Occupancy

Figure 2.3 shows the adatom occupations against the lateral distance $R$ between the tip and the adatom. We study both forward ($eV = +30\Gamma_0$) and reverse ($eV = -30\Gamma_0$) bias cases. As mentioned before, for $|eV| = 30\Gamma_0$ the adatom cannot be doubly occupied, since $\varepsilon_{\sigma} + U$ lies above the Fermi energy of the source. For $V > 0$ the host NM surface is the source and the FM tip is the drain of electrons, i.e., the electrons flow from the NM surface (+ adatom) to the tip. For $V < 0$ we have the opposite.

For $R = 0$ and $V > 0$ (solid blue and red lines) we find $n_\uparrow < n_\downarrow$. This is reasonable since spin up electrons tunnel from the adatom into the tip much more easily than the spin down ones, due to the larger spin up density of states, $\rho_{1\sigma} = \rho_1^0(1 \pm p)$ ($p > 0$), which implies $\Gamma_{1\uparrow} > \Gamma_{1\downarrow}$, and gives rise to a larger spin down population. For a constant bias voltage, as the tip moves away from the adatom [see Eq. (2.36)] the tunneling rates $\Gamma_{1\uparrow}$ and $\Gamma_{1\downarrow}$ decrease, but the incoming rates $\Gamma_3$ stay the same, this results in an increase of both $n_\uparrow$ and $n_\downarrow$. We note, however, that the spin down population (solid red line) increases more quickly than the spin up one (solid blue...
Figure 2.3 – Adatom occupations and magnetization as functions of the lateral tip position $R$ for both forward $eV = 30 < \Gamma_0$ (solid lines) and reverse $eV = -30\Gamma_0$ (dashed lines) bias voltages. The blue and red curves (solid and dashed) represent the spin up and down populations, respectively. The black curves correspond to the magnetization of the system $m = n_\uparrow - n_\downarrow$.

line), this is because $\Gamma_{1\downarrow} < \Gamma_{1\uparrow}$, see Fig. 2.3. As the $n_\uparrow$ adatom population increases with $R$, the $n_\downarrow$ one tends to be more blocked due to the spin-dependent Coulomb blockade. The interplay between the Coulomb blockade and the decrease of the tunneling rates $\Gamma_{1\uparrow,\downarrow}$ makes $n_\downarrow$ reach a maximum, subsequently decreasing to attain the limit $n_\uparrow = n_\downarrow = 0.5$ for large enough $R$'s.

In contrast, for $eV = -30\Gamma_0$, $n_\uparrow > n_\downarrow$ for small $R$ values, see in Fig. 2.3 the dashed blue and red lines. This is a consequence of $\Gamma_{1\uparrow} > \Gamma_{1\downarrow}$, which means that more spins up tunnel to the adatom. Besides, the outgoing rates $\Gamma_3$ (the same for the up and down components) is smaller than $\Gamma_{1\uparrow}$, which results in a larger spin up accumulation in the adatom. As the tip moves away from the adatom, $\Gamma_{1\uparrow}$ and $\Gamma_{1\downarrow}$ go to zero exponentially and the populations $n_\uparrow$ and $n_\downarrow$ are completely drained out into the host surface, thus resulting in an empty adatom.

The magnetization $m = n_\uparrow - n_\downarrow$ is also shown in Fig. 2.3 (solid and dashed black lines). Observe that for small $R$ the adatom is spin down polarized for $V > 0$ and spin up polarized for $V < 0$. As $R$ increases, $m$ tends to zero for both positive and negative bias voltages. However, $m$ tends to zero much slower for $V > 0$ than for $V < 0$, a consequence of the interplay between the Coulomb interaction (spin-Coulomb blockade) and the tunneling rates $\Gamma_{1\sigma}$, that change with the tip position as it moves away from the adatom.

In Fig. 2.4 we present the spin-resolved currents for both $eV = \pm 30\Gamma_0$. The spin-diode effect (9) can be clearly seen for small values of $R$. While for $V > 0$ (solid lines) we find $I_\uparrow \approx I_\downarrow$
for small $R$ values, for $V < 0$ (dashed lines) we observe $I_\uparrow > I_\downarrow$. This shows that the current polarization can be controlled via both the bias sign and the tip position. In the case of $V < 0$, we have $\Gamma_{1\uparrow} > \Gamma_3 > \Gamma_{1\downarrow}$, i.e., the spin up population is greater than the spin down one, $m > 0$. As a consequence, in the absence of the Coulomb interaction in the adatom, $I_\uparrow > I_\downarrow$ (the case $U = 0$ resembles the curves in the double occupancy regime ($eV >> U$)), see Fig. 2.7. In the presence of $U$, $I_\downarrow$ is suppressed, since $n_\downarrow$ tends to be more blocked than $n_\uparrow$ (see Fig. 2.6), which results in an enhancement in the difference between $I_\uparrow$ and $I_\downarrow$. For $V > 0$, the magnetization changes sign $m < 0$, now the spin up population tends to be more blocked, and $I_\uparrow$ is more strongly suppressed compared to $I_\downarrow$, interestingly attaining values close to $I_\downarrow$. The amplification of $I_\uparrow$ compared to $I_\downarrow$ for $V < 0$, when the tip is closer to the adatom, does not occur in the double occupancy regime ($eV = \pm 150\Gamma_0$) as we will see in the next section.

In Fig. 2.5 we show the current for a range of $R$ in which only the direct tip-host tunneling (non-resonant transport) is relevant. Note that $I_\uparrow$ and $I_\downarrow$ tend to distinct plateaus for large enough $R$’s. These plateaus correspond to the background current between the tip and the host surface, given approximately by Eq. (2.24). By comparison with Eq. (2.45) we plot in dashed line the current obtained via Eq. (2.22). In the large-$R$ limit, we expect an agreement between both equations, since Eq. (2.22) was derived in the case of negligible tunneling between the tip and the adatom (see the solid black and grey lines). The minor difference between the two
2.8 Results

Figure 2.5 – Blow up of the spin-polarized currents for a range of $R$ in which only the direct tip-host tunneling is relevant. The dashed line corresponds to the current obtained via Eq. (2.22). An agreement between the dashed and solid lines should be reached in the large-$R$ limit. (a) Spin-up current (solid gray line) for $V < 0$; the thicker solid line represents the LDOS at the Fermi level. (b) Spin-down current (solid gray line) for $V < 0$. (c) Spin-up current (solid black line) for $V > 0$. (d) Spin-updown current (solid black line) for $V > 0$.

results is due to Eq. (2.22) having been obtained in the limit of small tip-surface coupling parameter $t_{13}^0$. The LDOS evaluated at the Fermi level, $\rho_\sigma(R,0)$, is also shown in Fig. 2.5 (a); it oscillates around the unperturbed surface density of states $\rho_0^\sigma$. Friedel-like oscillations are seen for both spin components, thus reflecting the oscillations in the LDOS due to the scattering center (adatom). Note that Friedel oscillations have been seen experimentally in a variety of systems. (73–75)

2.8.2 Double Occupancy

Figures 2.6 and 2.7 show the spin-resolved adatom occupations and currents, respectively in the double occupancy regime, i.e., when the bias voltage is large enough ($|eV| = 80\Gamma_0$) to allow for two electrons of opposite spins in the adatom at the same time. For $V > 0$ (black lines), as
$R$ increases both $n_\uparrow$ and $n_\downarrow$ populations tend to unity and the adatom becomes doubly occupied ($n_\uparrow + n_\downarrow = 2$). This is so because electrons can jump into the adatom but cannot leave it for large $R$ values. In contrast, for $V < 0$ both $n_\uparrow$ and $n_\downarrow$ vanish as $R$ increases because the electron source (tip) decouples from the adatom. Observe also that the magnetization $m$ is enhanced as $R$ tends to zero and switches sign depending on whether $eV$ is positive or negative.

Figure 2.6 – Similar to Fig. 2.3 except that $|eV| = 80\Gamma_0$ here. This bias allows double occupancy of the adatom. For forward voltages (solid lines) the adatom becomes doubly occupied for large $R$ values ($n_\uparrow + n_\downarrow = 2$).

Figure 2.7 – Similar to Fig. 2.4 except that $|eV| = 80\Gamma_0$ here. This bias allows double occupancy of the adatom. In this regime no spin-diode effect is observed. The spin polarized currents are the same (in modulus) for both positive and negative $eV$.

The current in the double occupancy regime (Fig. 2.7) has a similar behavior for both positive and negative biases. Note that $|I_\uparrow| > |I_\downarrow|$ for $V > 0$ and $V < 0$, in contrast to the single
occupancy regime where we find $I^\uparrow \approx I^\downarrow$ for $V > 0$ [Fig. 2.4]; hence no spin-diode effect is observed here. In Figs. 2.8(a)-(d) we show a zoom of the spin-resolved currents in the range of negligible tip-adatom coupling. As before, we observe Friedel oscillations, which reflect the disturbance in the LDOS due to the localized impurity (adatom). The dashed black lines in Figs. 2.8(a)-(d) show the current obtained via Eq. (2.22).

Figure 2.8 – Zoom of the spin-resolved currents in the range of negligible tip-adatom coupling.

### 2.8.3 Current Polarization

Figure 2.9 (a) displays the current polarization, $\varphi = (I^\uparrow - I^\downarrow) / (I^\uparrow + I^\downarrow)$, as a function of $R$. Both single ($|eV| = 30\Gamma_0$) and double ($|eV| = 150\Gamma_0$) occupancies are shown. For $eV = -30\Gamma_0$ (solid red line) the polarization is approximately constant $\sim 40\%$ while for $eV = +30\Gamma_0$ (solid black line) it is strongly suppressed when the tip is close to the adatom. This is a type of spatially resolved spin-diode (9), which allows a polarized current to flow only for reverse bias. In the case of double occupancy, though, both positive and negative biases present a similar behavior.
Figure 2.9 – (a) Current polarization against $R$. In the single occupancy regime ($eV = \pm 30\Gamma_0$, solid lines) the current polarization is approximately constant for reverse bias ($V < 0$, red curve) and goes down to zero for direct bias ($V > 0$, black curve) when the tip is close to the adatom. In the case of double occupancy ($eV = \pm 80\Gamma_0$, dashed lines) the current polarization is suppressed for small $R$, however it does not vanish; notice that the dashed lines lie essentially on top of each other. For large $R$’s, the polarization for both single and double occupancies tends to a plateau and presents tiny oscillations (b).

with a 40% current polarization away from the adatom and a slight suppression as the tip moves closer to it. This 40% current polarization for large $R$’s in the single- and double-occupancy cases follows straightforwardly by calculating $\varphi$ using the spin-resolved non-resonant currents in Eq. (2.24). Figure 2.9 (b) shows a blow up of the current polarization and also reveals Friedel oscillations.
Chapter 3

Majorana Fermions: “sneaky” fermions

We start this section by briefly reviewing some of the Majorana fermion properties mentioned in Chapter 1 and then introducing the Kitaev model, which we use to simulate the real systems composed of semiconductor nanowires with strong spin-orbit coupling brought into proximity to an $s$-wave superconductor (31, 32, 76, 77).

Majorana fermions are neutral spin-$\frac{1}{2}$ ‘particles’ that are their own antiparticles. In terms of operators this property is translated as

$$\gamma^\dagger = \gamma \quad \text{and} \quad \gamma^2 = 1,$$

(3.1)

where $\gamma$ denotes one of these modes. Calling a Majorana mode a ‘particle’ can be sometimes misleading in the sense that, unlike a usual electronic state in a metal there is no meaning in saying that a state is being occupied or not by a Majorana. This is so because a Majorana can be viewed as a half-electron. In this way, to obtain an electronic state with a well-defined occupation number two Majoranas, e.g., $\gamma_A$ and $\gamma_B$, should be combined

$$f = \frac{1}{2} (\gamma_A + i \gamma_B) \quad \text{and} \quad f^\dagger = \frac{1}{2} (\gamma_A - i \gamma_B),$$

(3.2)

being $f^\dagger$ ($f$) the creation (annihilation) operator of a normal fermion. From the relations above and using the conventional anti-commutation relation obeyed by electrons $\{f, f^\dagger\} = 1$ and $\{f, f\} = 0$, we obtain

$$\{\gamma_i, \gamma_j\} = 2\delta_{ij}, \quad i, j = A, B.$$  

(3.3)

The natural question now is where should we look for such exotic entities? In condensed matter systems we know that none of the elementary particles fulfill the relations above. If
there is a chance of observing Majoranas in solid state systems they must emerge in the form of non-trivial excitations (2, 13, 78). Superconductors and similar systems where fermions pair and condense offer the ideal platform to search for such excitations. In superconducting phases for instance, the so-called Bogoliubov quasiparticles satisfy particle-hole symmetry $\gamma^\dagger(\varepsilon) = \gamma(-\varepsilon)$, consequently, the zero-energy quasiparticles $\gamma^\dagger(0) = \gamma(0)$ might represent the Majorana fermions we are looking for, i.e., they would emerge as zero-energy excitations of the system. Isolated Majorana fermions were predicted to occur in vortices and on the edges of effective spinless superconducting systems with triplet pairing - $p$-wave pairing symmetry in 1D and $p_x \pm ip_y$ pairing symmetry in 2D (26, 38, 79–81).

Many proposals for realizing Majorana fermions in condensed matter systems have been suggested (28, 34, 35, 39, 41, 82–87). In our study, however, we are particularly interested in the setups involving a 1D nanowire with spin-orbit coupling with proximity-induced $s$-wave superconductivity and an externally induced Zeeman splitting. In the following we present the Kitaev toy model that is a realization of such a system (88).

### 3.1 Kitaev model

We have mentioned that Majorana fermions can appear bound to vortices of $p$-wave superconductors or similarly at the surface of 3D topological insulators in proximity to an $s$-wave superconductor. So far, in none of these systems Majorana modes have been observed.

In this section, we introduce the Kitaev model, which as we will see, hosts Majorana fermions localized at the ends of the chain and can be experimentally realized with the current available technology by combining a semiconducting nanowire with spin-orbit interaction subjected to an external magnetic field and in proximity to an $s$-wave superconductor. In this context, the model was first studied by Kitaev (50) and consists of a 1D tight-binding chain of spinless regular fermions with $p$-wave superconductivity. The Hamiltonian that describes the system is given by

$$
H = -\mu \sum_{j=1}^{N} c_j^\dagger c_j - \frac{1}{2} \sum_{j=1}^{N-1} \left(t c_j^\dagger c_{j+1} + \Delta e^{i\phi} c_j c_{j+1} + \text{H.c.}\right),
$$

where $c_j^\dagger (c_j)$ creates (annihilates) an electron at site $j$, $t$ is the hopping parameter, $\mu$ the chem-
ical potential measured from the ground state energy, $\Delta$ the $p$-wave pairing amplitude and $\phi$ its corresponding superconducting phase. Note that this Hamiltonian is not time-reversal symmetric since it accounts for only one spin component.

Let us first consider periodic boundary conditions and study the bulk properties of the chain. By Fourier transforming the creation and annihilation operators,

$$c_j = \frac{1}{\sqrt{2\pi}} \sum_k e^{ikx_j} c_k,$$

$$c_j^\dagger = \frac{1}{\sqrt{2\pi}} \sum_k e^{-ikx_j} c_k^\dagger,$$

in which $x_j = ja$ and $a = 1$ is the lattice constant, we can rewrite the Hamiltonian (3.4) as

$$H = \frac{1}{2} \sum_k \left( \varepsilon_k c_k^\dagger c_{-k} - \varepsilon_k c_{-k} c_k + \Delta_k c_{-k} c_k + \Delta_k^* c_k^\dagger c_{-k}^\dagger \right) + \frac{1}{2} \sum_k \varepsilon_k,$$

with $\varepsilon_k = -\mu - t \cos k$ the kinetic energy and $\Delta_k = -i \Delta e^{i\phi} \sin k$ the transformed pairing potential.

Using a matrix representation we can express the equation above (up to a constant term) as

$$H = \sum_k \begin{pmatrix} c_k^\dagger & c_{-k} \end{pmatrix} \begin{pmatrix} \varepsilon_k & \Delta_k^* \\ \Delta_k & -\varepsilon_k \end{pmatrix} \begin{pmatrix} c_k \\ c_{-k}^\dagger \end{pmatrix},$$

or in terms of quasiparticle operators (24)

$$a_k = u_k c_k + v_k c_{-k}^*,$$

as

$$H = \sum_k E_{\text{bulk}}(k)a_k^\dagger a_k,$$

with

$$E_{\text{bulk}} = \pm \sqrt{\varepsilon_k^2 + |\Delta_k|^2}$$

and

$$u_k = \frac{\Delta_k}{|\Delta_k|} \sqrt{\frac{E_{\text{bulk}} + \varepsilon_k}{2E_{\text{bulk}}}} , \quad v_k = \left( \frac{E_{\text{bulk}} - \varepsilon_k}{\Delta_k} \right) u_k.$$

In Fig. 3.1 we plot the bulk energy as a function of $k$ in the absence $\varepsilon_k$ (solid blue curves) and
Figure 3.1 – Bulk energy for the Kitaev model as a function of $k$ for $\Delta = 0.4t$ and several values of $\mu$. The solid blue curves represent the energy in the absence of superconductivity. The dashed red lines show what when $\Delta \neq 0$ a gap opens at $k = \pm \pi/2$ (a). In (b) $|\mu| > t$ and we are in the trivial gapped phase. The panels (c) and (d) show that when $\mu = -t$ or $t$ the gap closes at $k = 0$ or $k = \pm \pi$, respectively, indicating that there are different phases connected by a gap close.
in the presence of superconductivity $E_{\text{bulk}}$ (dashed red lines) for different values of the chemical potential $\mu$. We can see in 3.1 (a) that the pairing potential $\Delta_k$ opens a gap at $k = \pm \pi/2$. For $|\mu| > t$ [Fig. 3.1 (b)], the system is always gapped independent of the value of $\Delta_k$. However, the gap closes for $\mu = t$ or $-t$, exactly when the Fermi level respectively coincides with the top and bottom of the conduction band, see Figs. 3.1 (c) and 3.1 (d). Being $\Delta_k$ an odd function of $k$, there is no Cooper pairing at $k = 0$ and $k = \pm \pi$, thus leaving the system gapless when $\mu = \pm t$.

Apparently, the physics of the system is different in two cases: (i) $\mu < -t$ ($\mu > t$) Fig. 3.1 (b) and (ii) $|\mu| < t$ Fig. 3.1 (a), both in the gapped regime. The first connects smoothly to the vacuum when we take $\mu \to -\infty$ (independent of $\Delta_k$), where no fermions are present. In the second, on the other hand, a partially filled band acquires a gap due to the $p$-wave pairing $\Delta_k$. These two regimes are called strong and weak pairing, respectively. They actually constitute two distinct phases separated by a phase transition at which the bulk gap closes. This means that to go from one phase to the other, the bulk gap has necessarily to close like in Figs. 3.1 (c) and 3.1 (d). In this thesis, we will not show how to express the ‘topological invariant’ distinguishing these two phases (50). We want though to emphasize that the ‘non-trivial topology’ characterizing the weak pairing phase leads to the appearance of Majorana modes in the Kitaev chain with open boundary conditions. In fact, as we will see, these modes appear at the ends of the chain. This is so due to the bulk-boundary correspondence (27).

The Kitaev model is the simplest example of a superconducting phase (topological superconductor) that supports Majorana fermions. According to Eq. (3.2), we can express the fermion operators in terms of two Majorana operators for each site,

$$c_j = e^{-i\phi/2} \left( \frac{\gamma_{Bj} + i\gamma_{Aj}}{2} \right),$$

$$c_j^\dagger = e^{i\phi/2} \left( \frac{\gamma_{Bj} - i\gamma_{Aj}}{2} \right),$$

(3.12)

and from the relation above we have

$$\gamma_{Aj} = i \left( e^{-i\phi/2} c_j^\dagger - e^{i\phi/2} c_j \right),$$

$$\gamma_{Bj} = e^{i\phi/2} c_j + e^{-i\phi/2} c_j^\dagger.$$

(3.13)

It is quite simple to see that $\gamma_{Aj}$ and $\gamma_{Bj}$ do satisfy the condition $\gamma^\dagger = \gamma$ as well as the anti-commutation relation $\{\gamma_{Ai}, \gamma_{A\ell}^\dagger\} = 2\delta_{\alpha\alpha'}\delta_{ij}$.
In terms of Majorana operators the Hamiltonian (3.4) reads
\[
H = -\frac{\mu}{2} \sum_{j=1}^{N} \left( 1 + i \gamma_{Bj} \gamma_{Aj} \right) - \frac{i}{4} \sum_{j=1}^{N-1} \left[ (\Delta + t) \gamma_{Bj} \gamma_{Aj+1} + (\Delta - t) \gamma_{Aj} \gamma_{Bj+1} \right].
\]
(3.14)

The easiest way of seeing this Hamiltonian leads to localized Majorana modes is to first consider two limiting cases.

(a) The first case corresponds to \( \mu < 0 \) but \( t = \Delta = 0 \), in which the chain resides in what is called the topologically trivial phase. Hamiltonian (3.14) reduces to
\[
H = -\frac{\mu}{2} \sum_{j=1}^{N} \left( 1 + i \gamma_{Bj} \gamma_{Aj} \right),
\]
(3.15)
which we can interpret as a pairing between Majoranas \( A \) and \( B \) at the same lattice site, see Fig. 3.2 (a). In this case, the ground state is unique and corresponds to the vacuum of \( c_j \) fermions [see first term in Eq. (3.4)]. The spectrum of the system is gapped since it costs a finite energy \( |\mu| \) to add a spinless electron to the chain. These conclusions are still valid even away from this fine-tuned condition as long as the gap persists so that the chain remains in the trivial phase.

(b) The second case is the special situation in which \( t = \Delta \neq 0 \) and \( \mu = 0 \) (non-trivial or topological phase). The Hamiltonian here is given by
\[
H = -i t \sum_{j=1}^{N-1} \gamma_{Bj} \gamma_{Aj+1},
\]
(3.16)
which corresponds to pairing Majoranas at adjacent sites, see Fig. 3.2 (b). We now define
new fermionic annihilation and creation operators

\[ d_j = \frac{1}{2} (\gamma_{A,j+1} + i \gamma_{B,j}) \quad \text{and} \quad d_j^\dagger = \frac{1}{2} (\gamma_{A,j+1} - i \gamma_{B,j}), \]  

(3.17)

such that

\[ \gamma_{A,j+1} = d_j + d_j^\dagger \quad \text{and} \quad \gamma_{B,j} = i (d_j^\dagger - d_j). \]  

(3.18)

In terms of these new fermionic operators the Hamiltonian reads

\[ H = t \sum_{j=1}^{N-1} \left( d_j^\dagger d_j - \frac{1}{2} \right), \]  

(3.19)

which is diagonal in the basis described by the \(d_j\) operators and has a ground state with none of the states occupied. The gap remains in this case since it costs an energy \(t\) to add an electron \(d_j\). We note, however, that the single particle Hilbert space spanned by these operators is only of dimension \(N - 1\) and not equal the original size \(N\). In fact the Majorana operators \(\gamma_A\) and \(\gamma_B\) do not appear in the Hamiltonian and we then can construct an extra fermionic operator

\[ f = \frac{1}{2} (\gamma_A + i \gamma_B), \]

corresponding to the missing state that costs zero energy and thus originates a two-fold ground-state degeneracy. The fermionic state represented by the operator \(f\) is highly non-local since the Majoranas \(\gamma_A\) and \(\gamma_B\) are localized on the opposite ends of the chain.

To find out when the system supports unpaired Majoranas for a more general parameter regime, we have to find the eigenfunctions of the Hamiltonian and show that these contain a zero-energy solution. It can be shown, however, that the Majorana end states remain as long as the chemical potential \(\mu\) lies within the gap \(|\mu| < t\) (50). In this situation, the Majoranas \(\gamma_A\) and \(\gamma_B\) are no longer completely decoupled and there is an overlap of their wave-functions, which causes the degeneracy of the ground state to be lifted. Despite this splitting (exponential decaying), we will keep calling the Majorana end modes as zero energy states.

There are some challenges involved in realizing the Kitaev model experimentally: (i) the ‘fermion doubling problem’ - electrons are spin-\(\frac{1}{2}\) particles, thus half of the degrees of freedom must be frozen out so that the 1D system appears effectively ‘spinless’. An external magnetic field applied to the system or the proximity to a ferromagnetic insulator combined with spin-orbit interaction can overcome this problem by lifting the degeneracy associated to it (89, 90);
(ii) long-range-order $p$-wave superconductivity is one of the ingredients in the Kitaev model; it is not only extremely rare in nature but stabilizing it for a ‘spinless’ system is exceedingly difficult. Fortunately, it was shown that an alternate route to surmount this issue is possible (91). In the current proposals this route can be translated as a pairing field due to the proximity coupling to a conventional $s$-wave superconductor.

As we shall see in the next section, the proposal we are interested in employs three ‘basic’ ingredients to cleverly engineer such a system: superconducting proximity effects on semiconductors with strong spin-orbit coupling and time reversal symmetry breaking.

### 3.2 Practical realization of Majorana modes in superconducting 1D nanowires

The purpose of this thesis is not to show the equivalence between the 1D Kitaev model and the proposed experimental setup (92) containing a wire with spin-orbit interaction, induced superconductivity and subjected to a magnetic field. One of our goals is to emphasize that the system presented here is experimentally feasible and has been intensely investigated in the last 2 years (1, 42–46). In addition, the 1D system has advantages over the 2D analogue. Although the physics responsible for the emergence of the zero-energy Majorana modes is the same in 1D and 2D, experimentally the 1D setups offer for example, the possibility of generating the Zeeman splitting using a parallel magnetic field (31, 32) and a significantly enhanced gap that protects the end modes from thermal effects (93).

In order to present a succinct discussion on how realistic systems can be realized, we follow the reviews by Alicea (13) and Leijnse and Flensberg (2).

Let us start by considering the effects of proximity-induced superconductivity‡. The system we consider is a semiconducting wire described by the single-particle Hamiltonian

$$\mathcal{H}_0 = \sum_{\sigma = \uparrow, \downarrow} \int dr \Psi_\sigma^\dagger (\mathbf{r}) H_0 \Psi_\sigma (\mathbf{r}),$$  \hspace{1cm} (3.20)

‡We have no intention to introduce the superconductivity topic here. For first readings we suggest Refs. (61, 94).
with
\[ H_0(r) = \frac{p^2}{2m^*} - \mu + V(r) + \alpha (E(r) \times p) \cdot \sigma + \frac{1}{2} g \mu_B B(r) \cdot \sigma, \] (3.21)

where \( m^* \) is the semiconductor effective mass, \( \mu_B \) the Bohr magneton, \( g \) the effective gyromagnetic factor, \( B \) an applied magnetic field \( E \) the electric field felt by the valence electrons and \( \sigma \) the Pauli matrices. The fourth term in the expression above is the spin-orbit interaction with strength \( \alpha \), which can represent both the Rashba (95) and Dresselhaus (96) terms.

If an interface between a semiconductor and a superconductor is made, electrons can tunnel between the two systems. In a few words, the electrons in the semiconductor feel an effective ‘proximity-induced’ superconducting pairing field (97). The pairing effect can be included in the problem by considering the following phenomenological Hamiltonian
\[ \mathcal{H}_S = \int dr dr' \Psi^\dagger(r) \Delta(r, r') \Psi(r'), \] (3.22)
in which \( \Delta(r, r') \) is the pairing potential. We assume here the pairing symmetry to be \( s \)-wave, which induces singlet pairing between spin-up and -down electrons.

By using the so-called Nambu spinors (23)
\[ \Psi(r) = \begin{pmatrix} \Psi^\dagger(r) \\ \Psi_\downarrow(r) \\ -\Psi^\dagger_\uparrow(r) \\ -\Psi_\downarrow(r) \end{pmatrix}, \] (3.23)
common used when handling superconducting systems (to account for electrons and holes), we can write the total Hamiltonian as
\[ \mathcal{H} = \mathcal{H}_0 + \mathcal{H}_S = \frac{1}{2} \int dr dr' \Psi^\dagger(r) \left[ \tilde{H}_0(r) \delta(r - r') + \Delta(r, r') \right] \Psi(r), \] (3.24)

where
\[ \tilde{H}_0(r) = \begin{pmatrix} H_0(r) & 0_{2 \times 2} \\ 0_{2 \times 2} & -\sigma_y H_0^*(r) \sigma_y \end{pmatrix}, \] (3.25)
and

$$\tilde{\Delta}(\mathbf{r}, \mathbf{r}') = \begin{pmatrix} 0_{2 \times 2} & \Delta^* (\mathbf{r}, \mathbf{r}') I_{2 \times 2} \\ \Delta (\mathbf{r}, \mathbf{r}') I_{2 \times 2} & 0_{2 \times 2} \end{pmatrix}. \quad (3.26)$$

The term $-\sigma_y H_0^* (\mathbf{r}) \sigma_y$ is the time-reversal of $H_0 (\mathbf{r})$. We stress that by rewriting the total Hamiltonian as in (3.24), we have not introduced any new physics to the problem.

The goal now is to show that the parameters in Eq. (3.24) can be engineered such that it resembles a spinless $p$-wave superconductor, (Kitaev Hamiltonian) whose eigensolutions are Majorana fermion states. This means that we want to continuously transform Hamiltonian (3.24) into the Hamiltonian

$$H_{pw} = \int dx \Psi^\dagger (x) \left( \frac{p^2}{2m^*} - \mu \right) \Psi (x) + \Psi (x) e^{i\phi} \Delta p_x \Psi^\dagger (x) + \text{H.c.} \quad (3.27)$$

which is the continuous version of (3.4), and vice-versa. In the ‘topological’ language we say that both Hamiltonians describe topologically equivalent systems (27).

### 3.2.1 Real system

A sketch of the experimental setup is shown in Fig. 3.3, a InSb or InAs nanowire, for example, in proximity to an $s$-wave superconductor (e.g., Nb or Al) and subjected to an external magnetic field $\mathbf{B}$ (not shown in the figure). The spin-orbit interaction of Rashba, in these wires is already an “intrinsic” (e.g., due to the confining potential) ingredient and its strength $\alpha$ can be electrically manipulated via a gate potential (98). The wire is supposed to be long enough to avoid size quantization along the wire direction and we assume that the gate voltage can tune the chemical potential so that only one sub-band is occupied. The Hamiltonian of this system is a particular case of (3.21),

$$H_0 (x) = \frac{k^2}{2m^*} - \mu + \bar{\alpha} k_x \sigma_y + \frac{1}{2} \bar{B}, \quad (3.28)$$

where we have considered $\hbar = 1$, $\bar{\alpha} = \alpha E$ and $\bar{B} = g\mu_B B$. We also assume that the proximity-induced pairing field is homogeneous and couples only electrons at the same position $\Delta (x, x') = \Delta \delta (x - x')$.

Let us discuss now what happens to the energy spectrum of the system when each one of the
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Figure 3.3 – Illustration of the real setup. A nanowire, e.g., InSb, with spin-orbit interaction in proximity to a bulk $s$-wave superconductor, e.g., Nb. The gate electrodes tune the chemical potential of the wire such that the topological regime is reached. Majorana fermions $\gamma_1$ and $\gamma_2$ appear on the edges of the wire. This figure was taken from the review by Leijnse and Flensberg (2).

ingredients: spin-orbit, magnetic field and proximity induced superconductivity, is added (see Fig.3.4). The Rasbha spin-orbit interaction “shifts sideways” the initially doubly-degenerate free electron bands; the projection of the spin in each branch can be seen in Fig.3.4 (a). In (b) we show the effect of the magnetic field. It breaks time-reversal symmetry and lifts the spin degeneracy. If the chemical potential is placed within the gap spinless superconductivity can be induced by the proximity effect. Figure 3.4 is the same as (b) for a higher $B$, which provides a larger gap and the possibility of more easily tune $\mu$. The dispersion relations shown in Fig. 3.4 are obtained by diagonalizing Eq. (3.28), which results in

$$e_\pm (k_x) = \frac{k_x^2}{2m^*} - \mu \pm \sqrt{\tilde{\alpha}^2 k_x^2 + \tilde{B}^2},$$

(3.29)

where $+$ ($-$) represents the upper branch (lower branch).

We now turn on the proximity-induced superconducting pairing $\Delta > 0$, and diagonalize Eq. (3.24), the 1D version. The energy spectrum can be seen in Fig. 3.4 (d). Note that the number of bands doubled but there are only two independent solutions since the system possesses particle-hole symmetry, i.e., positive and negative solutions are identical (creating a quasiparticle with energy $E$ is equivalent to annihilating one with energy $-E$). The $\Delta$ potential pairs fermions in the lower band with momentum $k_x$ and $-k_x$, thus driving the wire into Kitaev’s topological phase. Singlet pairing ($s$-wave superconductivity) in Eq. (3.22) generates $p$-wave pairing because spin-orbit coupling favors opposite spins for $k$ and $-k$ states. The topologi-
Figure 3.4 – Energy dispersion relation of Hamiltonian (3.28) with $|\tilde{B}| = 0$ (a). When the magnetic field is switched on (b), the bands are split. (c) Effect of a more intense magnetic field. (d) Energy bands when the superconducting pairing potential $\Delta$ is non-zero.

cal phase requires $|\Delta < |\tilde{B}|/2$. The limit $\Delta > |\tilde{B}|/2$ violates the ‘spinless’ requirement because pairing intermixes states from the upper band.

In the topological regime, the connection with Eq. (3.4) is more evident when $|\tilde{B}| \gg m^{*} \tilde{\alpha}^{2}, \Delta$. Such a large magnetic field causes the spins to nearly completely polarize. The large gap also allows us to construct a single-band effective Hamiltonian. The eigenvalue equation obeyed by Hamiltonian (3.28) written in a matrix representation ($\sigma_z$ basis) is given by

$$
\begin{pmatrix}
\frac{k_x^2}{2m^{*}} - \mu + \frac{B}{2} & -i\tilde{\alpha}k_x \\
 i\tilde{\alpha}k_x & \frac{k_x^2}{2m^{*}} - \mu - \frac{B}{2}
\end{pmatrix}
\begin{pmatrix}
\Psi_\uparrow \\
\Psi_\downarrow
\end{pmatrix}
= \epsilon
\begin{pmatrix}
\Psi_\uparrow \\
\Psi_\downarrow
\end{pmatrix}.
$$

(3.30)

To derive the low-energy Hamiltonian (spins down sector) we apply the folding down (99, 100) method, which results in

$$
\Psi_\downarrow (x) \approx \Psi_x,
\Psi_\uparrow \approx \frac{\tilde{\alpha}}{|\tilde{B}|} k_x \Psi_x
$$

(3.31)
The last equation is equivalent to Hamiltonian (3.4).

In summary, we have showed that the Kitaev model can, at least in theory, be experimentally engineered by using a semiconducting nanowire with strong spin-orbit interaction, placed in an external magnetic field and in proximity to an $s$-wave superconductor. The Majorana zero modes in this setup emerge at the ends of the wire, analogously to the zero-energy states in the Kitaev model. In fact, there are several reports of the signatures of these zero modes (1, 42–46), however, there is still controversy as to what the observed modes really means: Kondo effect, disorder and Andreev reflections are some of the possibilities.

In the next chapter we describe in detail the setup we studied in order to possibly observe the emergence of Majorana zero modes. We suggest three experimental ways of probing these end modes in two-terminal conductance measurements through a dot side-coupled to a superconducting nanowire. Our results lead us to believe that these measurements are a smoking-gun evidence for the observation of Majorana zero modes.
Majorana leaking into a quantum dot
connected to a Kitaev wire

Here we use the Green’s function technique to investigate the transport through a single-level quantum dot coupled to source and drain leads and connected to a Kitaev wire, see Sec. 3.1. The goal is to calculate the conductance $G$ through the side-coupled dot (see Fig. 4.1) as a way of probing the Majorana end mode present in the topological superconducting nanowire represented by the Kitaev chain. As we show in the following, by tuning some of the parameters of the system, e.g., the dot-chain coupling or the dot level, via a gate voltage, we can observe a leakage of this wire end mode into the dot, which emerges as a resonance in the dot. The most surprising and interesting feature of this setup is that this leaked Majorana mode is pinned to the Fermi level $\varepsilon_F$ of the leads even when the dot level $\varepsilon_{\text{dot}}$ is far off resonance.

4.1 Description of the system

The Hamiltonian of our system, see Fig. 4.1, in the electron representation can be written as

$$H = H_{\text{dot}} + H_{\text{Kitaev}} + H_{\text{dot–Kitaev}} + H_{\text{leads}} + H_{\text{dot–leads}},$$

(4.1)

with

$$H_{\text{dot}} = (\varepsilon_{\text{dot}} - \varepsilon_F) d^\dagger d,$$

(4.2)

where $d^\dagger$ ($d$) creates (annihilates) a spinless electron with energy $\varepsilon_{\text{dot}} = \varepsilon_d - eV_g$, which is gate tunable, being $V_g$ the gate potential ($e > 0$) and $\varepsilon_d$ the dot level in the absence of the bias voltage. Without loss of generality, here we assume $\varepsilon_d = 0$. 
Figure 4.1 – Representation of a quantum dot (QD) coupled to source (S) and drain (D) metallic leads and connected to a Kitaev chain. The system dot-+leads is considered as a site of the wire, however, with a distinct coupling parameter $t_0$ and no induced superconductivity $\Delta = 0$.

The Kitaev wire is represented by

$$H_{\text{Kitaev}} = -\mu \sum_{j=1}^{N} c_j^\dagger c_j - \frac{1}{2} \sum_{j=1}^{N-1} \left( t c_{j+1}^\dagger c_j + \Delta e^{i \phi} c_j c_{j+1} + H.c. \right),$$

with $N$ the number of chain sites, $c_j^\dagger$ ($c_j$) the creation (annihilation) operator of an electron in the $j$-th site of the wire and $\mu$ its chemical potential. The nearest-neighbor hopping strength is denoted by $t$ and the parameters $\Delta$ and $\phi$ characterize the $p$-wave pairing amplitude and the corresponding superconducting phase. The leads are described by

$$H_{\text{leads}} = \sum_{\ell = S,D} \sum_{k} (\varepsilon_{\ell k} - \varepsilon_F) c_{\ell k}^\dagger c_{\ell k},$$

where $c_{\ell k}^\dagger$ ($c_{\ell k}$) creates (annihilates) a spinless electron with wavevector $k$ in the lead $\ell = S, D$, whose Fermi energy is $\varepsilon_F$.

The coupling between the dot and the first chain site is given by

$$H_{\text{dot-Kitaev}} = t_0 \left( d_1^\dagger c_1 + c_1^\dagger d_1 \right),$$

$t_0$ being the hopping parameter, and the coupling between the leads and the dot is written as

$$H_{\text{dot-leads}} = \sum_{k,\ell} \left( V_{\ell k} d_1^\dagger c_{\ell k} + V_{\ell k}^* c_{\ell k}^\dagger d_1 \right),$$

$V_{\ell k}$ representing the electron tunneling between the dot and the source (S) and drain (D) leads. Note that there is no induced superconductivity in the dot, i.e., $\Delta = 0$. We also stress that our model goes beyond low-energy effective Hamiltonians (101, 102) by covering the complete range of parameters of the Kitaev model.
The next step would be to obtain the dot Green’s function and extract from it the transport properties of the system. As a means of elucidating the role played by the Majorana zero mode, we choose to describe our system in the Majorana representation, see Fig. 4.2. To do so, we first decompose the electron operators \( c_j \) in terms of two Majorana operators \( \gamma^A_j \) and \( \gamma^B_j \),

\[
c_j = e^{-i\phi/2} \left( \frac{\gamma^B_j + i\gamma^A_j}{2} \right),
\]

\[
c_j^\dagger = e^{i\phi/2} \left( \frac{\gamma^B_j - i\gamma^A_j}{2} \right),
\]

where \( j \) also includes the quantum dot operator \( d \) and is denoted by the index \( d \). It is worth emphasizing that in our description the system dot + leads is also considered as a “site” of the chain, though with a different hopping parameter \( t_0 \) and zero superconducting pairing amplitude (\( \Delta = 0 \)). As previously mentioned, the operators \( \gamma^\alpha_j (\alpha = A, B) \) have the property \( \gamma^\dagger_\alpha_j = \gamma^\alpha_j \) and obey the commutation relation \( \{ \gamma^\alpha_j, \gamma^{\alpha'}_{j'} \} = 2\delta^\alpha_{\alpha'}\delta_{jj'} \).

We now rewrite the full Hamiltonian (4.1) in this new basis,

\[
H_{\text{dot}} = \frac{1}{2} \left( \varepsilon_{\text{dot}} - \varepsilon_F \right) \left( 1 + i\gamma^B_d\gamma^A_d \right),
\]

\[
H_{\text{Kitaev}} = -\frac{\mu}{2} \sum_{j=1}^N \left( 1 + i\gamma^B_j\gamma^A_j \right) - \frac{i}{4} \sum_{j=1}^{N-1} \left[ (\Delta + t)\gamma^B_{j+1}\gamma^A_{j+1} + (\Delta - t)\gamma^A_j\gamma^B_j \right],
\]

\[
H_{\text{dot--Kitaev}} = \frac{i}{2} t_0 \left( \gamma^B_d\gamma^A_1 - \gamma^A_d\gamma^B_1 \right)
\]

and

\[
H_{\text{dot--leads}} = \sum_{k, \ell} \left[ e^{i\phi/2} \frac{V_{k\ell}}{2} \left( \gamma^B_d - i\gamma^A_d \right) c^\dagger_{k\ell} + e^{-i\phi/2} \frac{V^*_{k\ell}}{2} \left( \gamma^B_d + i\gamma^A_d \right) c_{k\ell} \right].
\]

By observing Fig. 4.2 and looking at the expressions above, we can see that in this new representation the dot Majorana \( A_d \) (\( B_d \)) is only coupled to the first chain site Majorana \( B_1 \) (\( A_1 \)) but both \( A_d \) and \( B_d \) are connected to the leads (not shown in the figure). From now on we assume
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the pairing phase $\phi = 0$, which corresponds to a particular gauge choice.

We discuss next the procedure to obtain the dot Green’s function and the spectral properties of the system.

4.2 Recursive Green’s functions and related physical quantities

The numerical approach we adopt consists in iteratively calculating the Green’s function of each site of the chain by adding sites one by one, i.e., we start with a one-site chain in the first step and obtain the corresponding Green’s function. In the next step, we add another site and calculate the Green’s function of the coupled system and so on. In the $n$-th step we have the exact Green’s function of the last chain site taking into account the interaction with all the other sites. Using this procedure, we can obtain exactly the Green’s function of any site of the chain. We shall illustrate this recursive method later on.

Let us first define the retarded dot Green’s function as

$$\mathcal{G}_{dd}^r(t,t') = -i \theta(t-t') \langle \{ d(t), d^\dagger(t') \} \rangle, \quad (4.12)$$

with $\theta(t-t')$ the Heaviside function and the average $\langle \cdots \rangle$, as stated before, can be either a thermodynamic equilibrium average or a ground state expectation value calculated at zero temperature. Using the Majorana representation for the dot operators in (4.12) we can rewrite it as

$$\mathcal{G}_{dd}^r(t,t') = \frac{1}{4} \left[ \mathcal{G}_{BdBd}^r(t,t') + \mathcal{G}_{AdAd}^r(t,t') + i \left( \mathcal{G}_{BdBd}^r(t,t') + \mathcal{G}_{BdAd}^r(t,t') \right) \right] \quad (4.13)$$

where $\mathcal{G}_{\alpha\beta}^r(t,t') = \langle \{ \gamma_{\alpha d}(t), \gamma_{\beta d}(t') \} \rangle$ is the Majorana Green’s function. The question now is: why should we calculate the dot Green’s function? As we have seen in the previous chapters, $G_{dd}(t,t')$ (not necessarily the retarded Green’s function) is connected to physical properties. In particular, we are interested in obtaining the local density of states (LDOS) of the dot $\rho_{\text{dot}}$ given by

$$\rho_{\text{dot}}(\varepsilon) = -\frac{1}{\pi} \text{Im} G_{dd}^r(\varepsilon), \quad (4.14)$$
4.2 Recursive Green’s functions and related physical quantities

Figure 4.3 – Illustration of the recursive method used to obtain the Green’s function of the dot. (a) Representation of the system. (b) and (c) show the first and second steps, respectively, of the process. In each of them the Green’s function of the last site added is exactly calculated.

with $G'_{dd}(\varepsilon)$ the Fourier transform of (4.12), and the conductance $G$ (linear response) of the system written as

$$G = \frac{e^2}{\hbar} \int \frac{d\varepsilon}{2\pi} \frac{\Gamma_S \Gamma_D}{\Gamma_S + \Gamma_D} \left\{ -2\text{Im}G'_{dd}(\varepsilon) \right\} \left( -\frac{\partial f_F}{\partial \varepsilon} \right), \quad (4.15)$$

where $\Gamma_S$ and $\Gamma_D$ are the corresponding broadenings due to the source and drain leads, respectively, and $f_F(\varepsilon)$ is the Fermi distribution function of the leads. The expression above is a generalized Landauer-type formula (68, 69, 103), which in principle can be used even for interacting systems.

Equation (4.14) as well as the LDOS of each site of the chain can also be directly expressed in terms of the Majorana Green’s functions,

$$\rho_j(\varepsilon) = -\frac{1}{4\pi} \text{Im} \left\{ G'_{A_jA_j}(\varepsilon) + G'_{B_jB_j}(\varepsilon) + i \left[ G'_{A_jB_j}(\varepsilon) - G'_{B_jA_j}(\varepsilon) \right] \right\}, \quad (4.16)$$

with $j = \text{dot}, 1, 2, \ldots, N$. We emphasize that the definition of $G'_{\alpha_j\beta_j}$ is useful only to assess the contribution of each Majorana to the LDOS, however, these Green’s functions are not related to any physical quantity.
We now continue with the calculation of $G_{dd}(t,t').$ To do so, we apply the equation of motion technique to each term on the right-hand side of Eq. (4.13). As we mentioned, let us first illustrate the recursive procedure we follow. In Fig. 4.3 (a) we show again a sketch of our system. In 4.3 (b) and 4.3 (c) we have the first two steps of the iterative process: (i) we obtain $g_d,$ i.e., the exact Green’s function of the system dot+leads; (ii) Green’s function $g_1$ of the system dot+leads+first site; (iii) . . . and so on till the last site $g_N.$

### 4.2.1 Equation of motion for $G_{\alpha\delta d}(t,t')$

Here we derive in detail the equation of motion for $G_{AdAd}(t,t') = -i\theta (t-t') \langle \{ \gamma_{\alpha d}(t), \gamma_{\delta d}(t') \} \rangle$

\[
i \partial_t G_{AdAd} = \delta (t-t') \langle \{ \gamma_{\alpha d}(t), \gamma_{\delta d}(t') \} \rangle + \langle \{ \gamma_{\alpha d}(t), \gamma_{\delta d}(t') \} \rangle, \tag{4.17}
\]

in which the operators evolve with the full Hamiltonian (4.1) in the Majorana representation according to the Heisenberg equation of motion $\gamma_{\alpha d}(t) = i[H, \gamma_{\alpha d}], \hbar = 1.$ Thus for the time evolution of the operators we have

\[
\gamma_{\alpha d}(t) = -\varepsilon_{\alpha d} \gamma_{\beta d}(t) - i t_0 \gamma_{\beta 1}(t) - \sum_{k,\ell} \left( V_{k\ell} c_{\ell k}(t) + V_{k\ell}^* c_{\ell k}^+(t) \right), \quad (a) \\
\gamma_{\beta d}(t) = -\varepsilon_{\beta d} \gamma_{\alpha d}(t) + i t_0 \gamma_{\alpha 1}(t) + i \sum_{k,\ell} \left( V_{k\ell}^* c_{\ell k}^+(t) - V_{k\ell} c_{\ell k}(t) \right). \quad (b)
\tag{4.18}
\]

Using the Majorana commutation relation and substituting Eq. (4.18a) into (4.17) we obtain

\[
i \partial_t G_{AdAd}(t,t') = 2\delta (t-t') - i \varepsilon_{\alpha d} G_{BdAd} - i t_0 G_{\beta 1Ad} - i \sum_{k,\ell} \left( V_{k\ell} g_{\ell k} G_{\ell kAd} + V_{k\ell}^* \tilde{G}_{\ell kAd} \right). \tag{4.19}
\]

As previously mentioned, the dot Majorana $A_d$ is coupled to the leads and only to Majorana $B_1$ of the first chain site. So now we should calculate $G_{B1Ad}(t,t')$ and $\tilde{G}_{\ell kAd}(t,t') = -i \theta (t-t') \langle \{ c_{\ell k}^+ , \gamma_{\delta d} \} \rangle.$ The latter is easily obtained since it is just connected to the dot. Below we write down the expressions for the four Green’s functions that couple the Majoranas $A_d$ and

---

1. Since in this chapter the retarded Green’s function is the only relevant quantity, from now on we drop the superscript ‘r’ and adopt the simpler notation $G_{ij}(t,t').$

2. The lower case $g_j$ is just pictorially representing the real Green’s functions.
4.2 Recursive Green’s functions and related physical quantities

$B_d$ to the leads,

$$ i \partial_\ell G_{\ell \kappa \Lambda d} = \epsilon_{\ell \kappa} G_{\ell \kappa \Lambda d} + V_{\ell \kappa}^* (G_{Bd \Lambda d} + i G_{Ad Ad}) / 2, $$

$$ i \partial_\ell G_{\ell \kappa \Lambda d} = \epsilon_{\ell \kappa} G_{\ell \kappa \Lambda d} + V_{\ell \kappa} (G_{Bd \Lambda d} + i G_{Ad Ad}) / 2, $$

$$ i \partial_\ell \tilde{G}_{\ell \kappa \Lambda d} = -\epsilon_{\ell \kappa} \tilde{G}_{\ell \kappa \Lambda d} - V_{\ell \kappa} (G_{Bd \Lambda d} - i G_{Ad Ad}) / 2, $$

$$ i \partial_\ell \tilde{G}_{\ell \kappa \Lambda d} = -\epsilon_{\ell \kappa} \tilde{G}_{\ell \kappa \Lambda d} - V_{\ell \kappa}^* (G_{Bd \Lambda d} - i G_{Ad Ad}) / 2. $$

(4.20)

Fourier transforming Eqs. (4.19) and (4.20) and using the result to rewrite $G_{Ad Ad}$, we have

$$ \left\{ \epsilon - \sum_{k, \ell} \frac{|V_{\ell k}|^2}{2} \left[ (\epsilon - \tilde{\epsilon}_{\ell k})^{-1} + (\epsilon + \tilde{\epsilon}_{\ell k})^{-1} \right] \right\} G_{Ad Ad} (\epsilon) = 2 - i \epsilon_0 G_{B1Ad} (\epsilon) $$

$$ - i \left\{ \epsilon_{dot} + \sum_{k, \ell} \frac{|V_{\ell k}|^2}{2} \left[ (\epsilon - \tilde{\epsilon}_{\ell k})^{-1} - (\epsilon + \tilde{\epsilon}_{\ell k})^{-1} \right] \right\} G_{BdAd} (\epsilon), $$

(4.21)

with $\epsilon \rightarrow \epsilon + i \eta$ and $\tilde{\epsilon}_{\ell k} = \epsilon_{\ell k} - \epsilon_F$. In a more compact form

$$ (\epsilon - \Sigma_L) G_{Ad Ad} (\epsilon) = 2 + i \mu_0 G_{Bd Ad} (\epsilon) - \epsilon_0 G_{B1Ad} (\epsilon), $$

(4.22)

where we have defined

$$ \Sigma_L = \sum_{k, \ell} \frac{|V_{\ell k}|^2}{2} \left[ (\epsilon - \tilde{\epsilon}_{\ell k})^{-1} + (\epsilon + \tilde{\epsilon}_{\ell k})^{-1} \right], $$

(4.23)

and

$$ \mu_0 = e V_g - \sum_{k, \ell} \frac{|V_{\ell k}|^2}{2} \left[ (\epsilon - \tilde{\epsilon}_{\ell k})^{-1} - (\epsilon + \tilde{\epsilon}_{\ell k})^{-1} \right]. $$

(4.24)

If the leads are symmetrically coupled to the dot, which is the case here, the sum in $\ell$ results only in a factor of 2.

The procedure described above has to be repeated for all the dot Majorana Green’s functions. As a result, we obtain a system of coupled equations

$$ \left\{ \begin{array}{l}
(\epsilon - \Sigma_L) G_{Ad Ad} (\epsilon) = 2 + i \mu_0 G_{Bd Ad} (\epsilon) - \epsilon_0 G_{B1Ad} (\epsilon), \\
(\epsilon - \Sigma_L) G_{Bd Ad} (\epsilon) = -i \mu_0 G_{Ad Ad} (\epsilon) + i \epsilon_0 G_{A1Ad} (\epsilon), \\
(\epsilon - \Sigma_L) G_{Bd Bd} (\epsilon) = 2 - i \mu_0 G_{Ad Bd} (\epsilon) + i \epsilon_0 G_{A1Bd} (\epsilon), \\
(\epsilon - \Sigma_L) G_{Ad Bd} (\epsilon) = i \mu_0 G_{Bd Bd} (\epsilon) - i \epsilon_0 G_{B1Bd} (\epsilon), 
\end{array} \right. $$

(4.25)
which can be rewritten in the matrix form

\[ \bar{G}_{dd}(\epsilon) = \bar{g}_{dd}(\epsilon) + \bar{g}_{dd}(\epsilon)W_0^\dagger \bar{G}_{1d}(\epsilon). \tag{4.26} \]

In the equation above \( G_{ij}(\epsilon) \) is the \( 2 \times 2 \) matrix of Majorana Green’s functions

\[ \bar{G}_{ij}(\epsilon) = \begin{pmatrix} G_{AAj}(\epsilon) & G_{A Bj}(\epsilon) \\ G_{B Aj}(\epsilon) & G_{BBj}(\epsilon) \end{pmatrix}, \tag{4.27} \]

\( \bar{g}_{dd}(\epsilon) \) is the Green’s function of the system dot + leads

\[ \bar{g}_{dd}(\epsilon) = [I_{2 \times 2} - \bar{g}_d(\epsilon)V_0(\epsilon)]^{-1} \bar{g}_d(\epsilon), \tag{4.28} \]

with \( \bar{g}_d(\epsilon) = 2(\epsilon - \Sigma_L)^{-1} \) and

\[ V_0 = \frac{1}{2} \begin{pmatrix} 0 & i\mu_0 \\ -i\mu_0 & 0 \end{pmatrix}. \tag{4.29} \]

The \( 2 \times 2 \) matrix \( W_0 \) plays the role of an effective coupling in the Majorana representation

\[ W_0 = \frac{1}{2} \begin{pmatrix} 0 & -i\xi_0 \\ i\xi_0 & 0 \end{pmatrix}, \tag{4.30} \]

see Fig. 4.2.

The solution of Eq (4.26) with \( t_0 = 0 \) corresponds to the first step of our recursive method, i.e., the exact dot Green’s function in the presence of the leads. Similarly to this equation, we can also calculate the Green’s function for the first chain site given by

\[ \bar{G}_{11}(\epsilon) = \bar{g}_{11}(\epsilon) + \bar{g}_{11}(\epsilon)W_0^\dagger \bar{G}_{21}(\epsilon). \tag{4.31} \]

Notice that Eqs. (4.26) and (A.9) have the same form; therefore it is possible to determine the local Majorana Green’s function for an arbitrary site of the chain. In (A.9) for \( j = 1, \ldots, N \) we have

\[ \bar{g}_{jj} = \left[ I_{2 \times 2} - \bar{g}_{jj}(\epsilon)W_0\bar{g}_{dd}(\epsilon)W_0^\dagger \right]^{-1} \bar{g}_{jj}, \tag{4.32} \]

with \( \bar{g}_{jj} = [I_{2 \times 2} - \bar{g}_j(\epsilon)V]^{-1} \bar{g}_j(\epsilon) \) and \( \bar{g}_j(\epsilon) = 2/\epsilon \). Finally, the effective couplings \( V \) and \( W \)
are given by
\[ V = \frac{1}{2} \begin{pmatrix} 0 & i\mu \\ -i\mu & 0 \end{pmatrix} \quad \text{and} \quad W = \frac{1}{4} \begin{pmatrix} 0 & i(\Delta + t) \\ i(\Delta - t) & 0 \end{pmatrix}. \] (4.33)

We stress that in this process there are no approximations. The Green’s function of each site is numerically exact. A question that could be raised is: at the end how do we determine the dot Green’s function since we are only adding sites and calculating their Green’s functions due to the rest of the chain? The answer is quite simple. We iterate backwards, i.e., the first step begins with the Green’s function of the \( n \)-th site. In practice we consider a chain with 60,000 sites.

4.3 Results

Based on the calculation of the dot LDOS and the conductance, in this section we present and discuss our main findings: the leakage of the Majorana zero mode of the wire into the dot and the pinning of this end mode at the Fermi energy of the leads. We explore these results by suggesting three experimental ways of probing this leaked Majorana mode: (i) by electrically tuning the coupling between the dot and the wire \( t_0 \) and measuring the two-terminal conductance \( G \) for \( \epsilon_{\text{dot}}(V_g) \neq \epsilon_F \), we should be able to observe the appearance of the Majorana signature as a peak of magnitude \( e^2/2h \) where otherwise we would have \( G = 0 \); (ii) the other possibility would be to vary \( V_g (\epsilon_{\text{dot}}) \) from far below to far above the Fermi energy of the leads and measure \( G \) to see essentially a plateau at \( e^2/2h \); (iii) the third proposal consists in measuring \( G \) while driving the wire through a non-topological/topological phase transition, which could be carried out, e.g., by varying the chemical potential of the wire.

4.3.1 Some analytical results

First let us study some particular cases in which it is possible to obtain analytical solutions to our problem. We first take \( t_0 = 0 \) and obtain the well-known case of a spinless single-level dot coupled to leads. In the Majorana representation we simply have to solve Eq. (4.28), which give us the result
\[ G_{dd}(\epsilon) = \frac{1}{\epsilon - \epsilon_{\text{dot}} - \Lambda(\epsilon) + i\Gamma_L(\epsilon) + i\eta^{-1}}, \] (4.34)
where \( \Lambda(\varepsilon) = 2|V_L|^2 \text{Re} G_L(\varepsilon) \) shifts the pole of the dot Green’s function and \( \Gamma_L(\varepsilon) = 2\pi|V_L|^2 \rho_L(\varepsilon) \) broadens the dot level; \( G_L(\varepsilon) \) is the Green’s function of the leads and \( \rho_L(\varepsilon) \) their DOS. For more details see Appendix A. Note that the equation above is already the dot Green’s function of Eq. (4.12), i.e., the electronic version. We can now employ \( G_{dd} \) to calculate the dot LDOS and the conductance \( G \) of the system,

\[
\rho_{\text{dot}}(\varepsilon) = -\frac{1}{\pi} \text{Im} G_{dd}(\varepsilon) = \frac{1}{\pi} \frac{\Gamma_L^2}{(\varepsilon - \varepsilon_{\text{dot}} - \Lambda_L)^2 + \Gamma_L^2}
\]

(4.35)

and

\[
G\left[\frac{e^2}{h}\right] = \frac{\Gamma_L^2}{(\varepsilon_{\text{dot}} + \Lambda_L(0))^2 + \Gamma_L^2}.
\]

(4.36)

Equation (4.36) is the limit of (4.15) at zero temperature.

Both equations above have the form of a Lorentzian centered at \( \varepsilon_{\text{dot}} + \Lambda_L \) and at \( \Lambda_L \), respectively, and whose half-width at half-maximum is given by \( \Gamma_L \) (in this case the half-width is 1 since we have normalized the energy axis).

According to realistic simulations (104, 105) and experiments (1), in our numerical results we assume \( t = 10 \text{ meV} \) and \( \Gamma_L = 4 \times 10^{-3}t = 40 \mu\text{eV} \). The coupling \( V_L = 0.1t \) is chosen such that the expression for \( \Gamma_L \) is satisfied. Here we also set \( \varepsilon_F = 0 \). In Fig. 4.4, we plot \( \rho_{\text{dot}} \) as a function of the energy \( \varepsilon \) for several values of \( \varepsilon_{\text{dot}} \). As we just mentioned, when we vary \( \varepsilon_{\text{dot}} \) the location of the peaks changes (\( \Lambda_L \) is negligible). The conductance can be seen in Fig. 4.5, in which we observe a single peak of height \( \frac{e^2}{h} \) (59, 106) at \( \varepsilon_{\text{dot}} = 0 \), when the dot level is on resonance with the Fermi level of the leads.

Another situation in which we can obtain an analytical result for the conductance happens when \( \Delta = 0 \). This is what we call trivial phase, because there is no induced superconductivity in the wire, which actually behaves as a third normal lead. Hence the problem we have to solve consists simply of a dot, whose Green’s function has already been renormalized by the source and drain leads [Eq. (4.34)], coupled to a contact modeled by a tight-binding chain with hopping parameter \( t/2 \) and Green’s function \( g_1(\varepsilon) \).

The equation of motion technique applied to this problem yields the following system of
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Figure 4.4 – Density of states of a dot $\rho_{\text{dot}}$ coupled to source and drain leads as a function of the energy $\varepsilon$. The four curves correspond to different values of $\varepsilon_{\text{dot}}$: black $\varepsilon_{\text{dot}} = 0$, red $\varepsilon_{\text{dot}} = -2\Gamma_L$, blue $\varepsilon_{\text{dot}} = -4\Gamma_L$ and green $\varepsilon_{\text{dot}} = 5\Gamma_L$.

Figure 4.5 – Conductance of the system as a function of the applied gate potential. Single peak centered at $\varepsilon_{\text{dot}} = 0$ when the dot level is aligned with the Fermi level of the leads.

### Equations

$$
\begin{align*}
\tilde{G}_{dd}(\varepsilon) &= g_{d}(\varepsilon) + g_{d}(\varepsilon) t_0 \tilde{G}_{1d}(\varepsilon), \quad (a) \\
\tilde{G}_{1d}(\varepsilon) &= g_{1}(\varepsilon) t_0 \tilde{G}_{dd}(\varepsilon), \quad (b)
\end{align*}
$$

(4.37)

in which $g_{d}(\varepsilon)$ is given by (4.34) and $g_{1}(\varepsilon)$ by

$$
g_{1}(\varepsilon) = 2 \left( \frac{1 - \sqrt{1 - g_0(\varepsilon)^2 t^2}}{g_0(\varepsilon)t^2} \right), \quad (4.38)
$$

with $g_0(\varepsilon) = 1/(\varepsilon - \mu + i\eta)$ the free electronic Green’s function. Note that (4.38) can be obtained from (A.12) by replacing $t \rightarrow t/2$ and $\omega \rightarrow \varepsilon - \mu$. 
Substituting (4.37b) into (4.37a) we have

\[ \tilde{G}_{dd}(\varepsilon) = \frac{1}{\varepsilon - \varepsilon_{\text{dot}} - \Sigma_{\text{chain}}(\varepsilon) - \Sigma_{L}(\varepsilon) + i\eta}, \tag{4.39} \]

where \( \Sigma_{L}(\varepsilon) = \Lambda_{L}(\varepsilon) - i\Gamma_{L}(\varepsilon) \) is due to the source and drain leads and \( \Sigma_{\text{chain}}(\varepsilon) = g_{1}(\varepsilon)t_{0}^{2} \). If we rewrite \( \Sigma_{\text{chain}} = \Lambda_{\text{chain}} - i\Gamma_{\text{chain}} \), \( \Lambda_{\text{chain}} = \text{Re}\Sigma_{\text{chain}} \) and \( \Gamma_{\text{chain}} = -\text{Im}\Sigma_{\text{chain}} \), the dot Green’s function \( \tilde{G}_{dd} \) is given by

\[ \tilde{G}_{dd} = \frac{(\varepsilon - \varepsilon_{\text{dot}} - \Lambda_{L} - \Lambda_{\text{chain}}) - i(\Gamma_{L} + \Gamma_{\text{chain}})}{(\varepsilon - \varepsilon_{\text{dot}} - \Lambda_{L} - \Lambda_{\text{chain}})^2 + (\Gamma_{L} + \Gamma_{\text{chain}})^2}. \tag{4.40} \]

From the expression above we can determine \( \rho_{\text{dot}}(\varepsilon) \),

\[ \rho_{\text{dot}}(\varepsilon) = \frac{1}{\pi} \frac{(\Gamma_{L} + \Gamma_{\text{chain}})}{(\varepsilon - \varepsilon_{\text{dot}} - \Lambda_{L} - \Lambda_{\text{chain}})^2 + (\Gamma_{L} + \Gamma_{\text{chain}})^2}, \tag{4.41} \]

and the conductance

\[ G \left[ \frac{e^2}{\hbar} \right] = \frac{\Gamma_{L}(\Gamma_{L} + \Gamma_{\text{chain}})}{(\varepsilon_{\text{dot}} + \Lambda_{L} + \Lambda_{\text{chain}})^2 + (\Gamma_{L} + \Gamma_{\text{chain}})^2}. \tag{4.42} \]

For \( |\mu| < t \) and \( \varepsilon_{\text{dot}} = 0 \) we have

\[
\begin{align*}
\Lambda_{L}(\varepsilon = 0) &= 0, \\
\Lambda_{\text{chain}} &= -\frac{2t_{0}^{2}}{t^2} \mu, \\
\Gamma_{\text{chain}} &= \frac{2t_{0}^{2}}{t^2} \sqrt{t^2 - \mu^2},
\end{align*}
\tag{4.43}
\]

what results in

\[ G \left[ \frac{e^2}{\hbar} \right] = \frac{\Gamma_{L} \left( \Gamma_{L} + \frac{2t_{0}^{2}}{t^2} \sqrt{t^2 - \mu^2} \right)}{\frac{4t_{0}^{4}}{t^4} \mu + \left( \Gamma_{L} + \frac{2t_{0}^{2}}{t^2} \sqrt{t^2 - \mu^2} \right)^2}. \tag{4.44} \]

In the following section, we discuss this last expression in the context of the emerging Majorana zero mode in the dot.

In Fig. 4.6 we plot the DOS of a 1D tight-binding chain as a function of the energy \( \varepsilon \) for \( t_{0} = t/2 \) and \( \Delta = \varepsilon_{\text{dot}} = \mu = 0 \). The dot-leads coupling \( V_{L} \) is zero, thus the dot is viewed as a normal site of the chain, the site on the edge. The dashed red curve corresponds to the known DOS of an infinite tight-binding chain \( \rho_{\text{bulk}} \) and the solid black line represents the DOS.
for the site on the edge \( \rho_{\text{edge}} \), which can be obtained from Eq. (4.41). When we turn on the superconductor pairing amplitude \( (\Delta = 2 \text{ meV}) \) such that the wire undergoes a phase transition (non-topological/topological), see Fig. 4.7, we can observe that \( \rho_{\text{bulk}} \) is now fully gapped and a zero-energy peak, which corresponds to the Majorana zero mode of the chain, emerges in the DOS of the site on the edge \( \rho_{\text{edge}} = \rho_1 \).

Figure 4.6 – Density of states of a usual tight-binding chain. The dot can be viewed as a site of the chain since \( V_L = 0 \) and \( t_0 = t/2 \). The two curves represent the DOS for a site on the edge \( \rho_{\text{edge}} \) (solid black line) and in the bulk \( \rho_{\text{bulk}} \) (dashed red line).

Still considering the trivial phase \( (\Delta = 0) \), we emphasize that when the dot level is coupled to a regular fermionic mode, see Eq. (4.41), the dot energy level simply splits and broadens (if coupled to a continuum). As we shall see, this strikingly contrasts with the topological phase, in which the dot level couples to the Majorana zero mode of the wire and remains ‘locked’ at the Fermi energy of the leads if we vary \( V_g \).

4.4 Numerical results

The numerical results we show here were obtained via the recursive Green’s function method described in section 4.2. Just as a reminder, our choice of parameters was based on realistic simulations and experiments \((1, 104, 105)\). We assume \( \varepsilon_F = 0 \), the hopping parameter \( t = 10 \text{ meV} \), the electronic broadening level \( \Gamma_L = 40 \mu\text{eV} \) and the dot-leads coupling \( V = 0.1t \).

Figures 4.8 (a) and 4.8 (b) show the LDOS as a function of the energy \( \varepsilon \) of the dot \( \rho_{\text{dot}} \) and of the first site of the Kitaev chain \( \rho_1 \) for \( \varepsilon_{\text{dot}} = -5\Gamma_L \) and different values of the dot-wire coupling \( t_0 \). The black curve in \( \rho_{\text{dot}} \) corresponds to the usual single peak at \( \varepsilon = \varepsilon_{\text{dot}} \) of half-
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Figure 4.7 – Local density of states for the site on the edge $\rho_{\text{edge}}$ (solid black line) and in the bulk $\rho_{\text{bulk}}$ (dashed red line) of the Kitaev chain as functions of the energy with $t_0 = 0$, $\Delta = 0.2t$ and $\mu = 0$.

Notice that since the dot level is far away from the Fermi energy of the leads, the DOS at $\epsilon = 0$ is practically null. As we increase $t_0$, however, an additional peak at $\epsilon = 0$ emerges in $\rho_{\text{dot}}$ (red dashed line) while the magnitude of the zero-energy peak corresponding to a Majorana end mode at $t_0 = 0$ observed in $\rho_1$ decreases. These two features can be better appreciated if we look at the blue $t_0 = 0.1\Gamma_L$ and green $t_0 = 0.2\Gamma_L$ curves. The central peak in $\rho_1$ has decreased up to an almost zero DOS whereas in $\rho_{\text{dot}}$ it has reached its maximum height 0.5 (in units of $\pi\Gamma_L$). Lateral peaks emerge in $\rho_1$, guaranteeing that if we integrate it over the energy we obtain 1. The same happens to $\rho_{\text{dot}}$, the peak previously centered at $\epsilon = \epsilon_{\text{dot}}$ for $t_0 = 0$, moves to lower energies and has its height decreased, in addition a new peak appears for higher energies.

The important point we want to stress is that the Majorana zero mode initially located at
the first site of the chain leaks into the quantum dot. One of the signatures of this leakage is the emergence of the zero mode in $\rho_{\text{dot}}$ at the same time of its suppression in $\rho_1$. This contrast can be observed in Fig. 4.9, in which we plot $\rho_{\text{dot}(1)}/\rho_{\text{dot}}^{\max}$ calculated at $\epsilon = 0$ as a function of $t_0$, with $\rho_{\text{dot}(1)} = \max[\rho_{\text{dot}(1)}(\epsilon = 0, t_0)]$. As we can see $\rho_{\text{dot}}$ goes from its almost zero DOS to one, the opposite happening to $\rho_1$ thus evidencing that the Majorana escaped to the dot.

We can ask ourselves what happens to the DOS of the other sites direct or indirectly connected to the first site of the Kitaev chain. Is there some leakage? Below we show the DOS of the second $\rho_2$ [Figs. 4.10 (a) and (b)] and third $\rho_3$ [Figs. 4.11 (a) and (b)] sites as functions of $\epsilon$. We can see that similarly to $\rho_{\text{dot}}$, $\rho_2$ has no zero-energy peak when $t_0 = 0$, but as we vary $t_0$ the DOS increases at $\epsilon = 0$. As for $\rho_3$, it resembles the DOS of the first site of the chain. We note, however, that the magnitude of the peaks in $\rho_2$ and $\rho_3$ is at least one order of magnitude smaller.
than those of $\rho_{\text{dot}}$ and $\rho_1$, respectively. [see blowups in 4.10 (b) and 4.11 (b)]. The curves for $\rho_2$ ($\rho_3$) being similar to those for $\rho_{\text{dot}}$ ($\rho_1$) is connected to parity. For $j$ odd there is an extra mode (zero mode) that has to be symmetrically “accommodated” in the DOS. Just for emphasis, we take $t_0 = 100\Gamma_L$ and plot $\rho_{\text{dot}}$ (solid black line), $\rho_1$ (dashed red line) and the DOS for a site in the middle of the chain (solid blue line) for the same set of parameters as in Fig. 4.8. The curves can be seen in Fig. 4.12 and we observe that the only relevant contribution to the DOS at $\epsilon = 0$ comes from the dot.

The other intrinsic feature supporting the presence of the Majorana in the dot, as we shall see, is the pinning of the zero mode at the Fermi level of the leads and its characteristic value of 0.5, either for the DOS (in units of $\pi \Gamma_L$) and for the conductance (in units of $e^2/h$).

In Fig. 4.13 we have a color map plot of the dot LDOS vs $\epsilon$ and $eV_g$ for the wire in its topological phase ($\Delta > 0$ and $|\mu| < t$). Keeping $eV_g$ constant, e.g., at $eV_{g1}$ (dot-dashed yellow
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Figure 4.13 – Color map of the electronic density of states as a function of $\epsilon$ and $eV_g$. The two horizontal lines at $eV_{g1}$ (dot-dashed yellow line) and $eV_{g2}$ (dashed yellow line) represent plots similar to those seen in Fig. 4.8.

line) or $eV_{g2}$ (dashed yellow line), we observe three bright regions that correspond to the three peaks seen in $\rho_{\text{dot}}$, similarly to those in Fig. 4.8 (see for example the blue curve for $t_0 = 10\Gamma_L$).

It is more interesting, however, if we set $\epsilon = 0$ and look along the vertical axis. We can see that the central peak does not change essentially for either $eV_g > 0$ and $eV_g < 0$. Even more surprising is that this peak is pinned at $\epsilon = \epsilon_F = 0$ for the entire range of $eV_g$ shown in the plot. This feature resembles in part the Kondo resonance, whose peak of amplitude $\pi\Gamma_L$ remains unchanged only for $\epsilon_{\text{dot}}$ above $\epsilon_F = 0$ (remember that $\epsilon_{\text{dot}} = -eV_g$). Figure 4.14 shows a sketch of the Majorana (left) and Kondo (right) resonances at $\epsilon_F = 0$. When the dot level is above $\epsilon_F$ there is a peak at $\epsilon = 0$ only in the Majorana case.

Figure 4.14 – Sketch of the dot LDOS for the Majorana (left) and Kondo (right) cases.

A possibility to observe the Majorana end mode experimentally and distinguish its zero
bias peak unambiguously from that of Kondo would consist in measuring the conductance $G$ through the dot while varying the applied gate voltage $eV_g$. What we would see is shown in Fig. 4.15 for different values of the chemical potential $\mu$. The solid lines correspond to $\Delta = 0.2t$ and the dashed ones to $\Delta = 0$. For the wire is in its trivial phase $\Delta = 0$ and/or $|\mu| > t$ ($\mu = 1.75t$ for example), we can see a single peak in the conductance $G$, which occurs when the dot level coincides with the Fermi level. Note that the peaks in this case are slightly shifted from zero. This is due to the real part of the wire Green’s function, which shifts the dot level, see Eq. (4.42) derived for $\Delta = 0$. In the topological phase ($\Delta \neq 0$ and $|\mu| < t$) we observe an almost constant value of $e^2/2h$ for the conductance for $eV_g > 0$ and $eV_g < 0$. This is in contrast with the Kondo case, which presents a plateau at $e^2/h$ only for $\epsilon_{\text{dot}}$ below $\epsilon_F$.

Let us now analyze the contribution of each Majorana $A$ and $B$ to the dot and first chain site density of states $\mathcal{A}$ and $\mathcal{B}$, respectively. Figures 4.16 (a) and 4.16 (b) show a color map plot of $\mathcal{A}_{\text{dot}}$ and $\mathcal{B}_{\text{dot}}$ vs $\epsilon$ and $eV_g$ for the same set of parameters as in Fig. 4.15. We observe that there is a zero-energy peak only in (a) indicating that the pinning seen in the conductance of Fig. 4.15 is due to the dot Majorana $A$. In (b) we see only lateral peaks at $\epsilon \approx \pm 7\Gamma_L$ affected by the coupling between the dot Majorana $B$ and the wire. The Majorana $A$ of the first chain site is as well affected by the coupling with $B_{\text{dot}}$. Its DOS also exhibits peaks at $\epsilon = \pm 7\Gamma_L$ but no zero-energy peaks, Fig. 4.16 (c). At last, we observe that there are no zero modes in $\mathcal{B}_1$ either, what lead us to another evidence of the Majorana being in the dot.

We now discuss another scenario for possibly probing the Majorana bound state in the dot. We look at the conductance $G$ as a function of the chemical potential $\mu$ of the wire. When
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Figure 4.16 – Color map of the Majorana density of states as a function of $\varepsilon$ and $eV_g$ of the dot Majoranas $A$ (a) and $B$ (b) and of the first site of the Kitaev chain, (c) and (d), respectively.

we vary $\mu$, the wire undergoes a non-topological to topological phase transition. As we have already mentioned, the nontopological or trivial phase is characterized by $\Delta = 0$ and any value of $\mu$ or $|\mu| > t$ for any value of $\Delta$. The topological phase, on the contrary, has $\Delta \neq 0$ and $|\mu| < t$. Figure 4.17 (a) shows $G$ vs $\mu$ for $\Delta = 0.2t$ and $t_0 = 10\Gamma_L$ for distinct values of $\varepsilon_{\text{dot}}$.

For $\varepsilon_{\text{dot}} = 0$ and $|\mu| \gg t$, the conductance arising from the single dot level at $\varepsilon_F$ tends to the value $e^2/h$. When $\varepsilon_{\text{dot}}$ increases, however, the conductance goes to zero since the dot level is no longer on resonance with the Fermi level of the leads, the same happening for the trivial phase [see Fig. 4.18 (a)]. The situation in which $\mu$ is tuned such that $|\mu| < t$, $G$ suddenly goes to the value $e^2/2h$ because of the Majorana mode in the dot, and remains locked for the entire range of $\mu$ and any value of $\varepsilon_{\text{dot}}$. In 4.17 (b) we have $\varepsilon_{\text{dot}} = 0$ and several values of $t_0$. The

Figure 4.17 – Conductance $G$ as a function of the chemical potential $\mu$. In (a) we fix the dot-wire coupling $t_0$ and vary $\varepsilon_{\text{dot}}$ and in (b) we set $\varepsilon_{\text{dot}} = 0$ for several values of $t_0$, both for $\Delta = 0.2t$. 
non-trivial case exhibits again the pinning of $G$ at $e^2/2h$. The trivial phase, on the other hand, has the conductance decreased as the coupling $t_0$ increases, see Fig. 4.18 (b). This is due to the self energy arising from the chain that shifts the dot level.

The curves shown in Fig. 4.18 are for $\Delta = 0$ and the same set of parameters as in Fig. 4.17. They can be obtained from Eq. (4.42). In (a) [(b)] we observe that when $|\mu| < t$ for a fixed $t_0$ ($\epsilon_{\text{dot}}$) the conductance is very sensitive to $\epsilon_{\text{dot}}$ ($t_0$) as compared to its analogous in Fig. 4.17 (a) [(b)]. This dependence can be directly seen in the analytical expression for $G$ (4.44), e.g., for $\mu = 0$ it reduces to

$$G \left[ \frac{e^2}{h} \right] = \frac{\Gamma_L}{\Gamma_L + \Gamma_{\text{chain}}},$$

(4.45)

where $\Gamma_{\text{chain}} = 2t_0^2/t$. The wire in this case behaves as a normal third contact. The kinks seen in the curves are due to the discontinuity of the chain self energy at $\mu = \pm t$.

A surprising aspect of the conductance for $\epsilon_{\text{dot}} = 0$ is that if we search a value of $t_0$ to which $G$ goes to the value $e^2/2h$, we find that at $t_0 = 11.18\Gamma_L$ the curve for the trivial case is indistinguishable from that of $\Delta \neq 0$. In this sense, the value $G = e^2/2h$, first found in Ref. (102) in a similar setup as ours but only for $\epsilon_{\text{dot}} = \epsilon_F = 0$, is not per se a proof of a Majorana zero mode in conductance measurements. As we have shown above, we have to vary either the level of the dot or the dot-wire coupling to be able to differentiate the trivial from the non-trivial phases.

Finally, we discuss another interesting case: $\Delta = t$. This is the situation in which the Majoranas $A_1$ and $B_N$ are completely decoupled from the rest of the chain (see 3.1), $A_1$ is only
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Figure 4.19 – Conductance $G$ as a function of $\mu$ for $\Delta = t$. In (a) we set $t_0 = 10 \Gamma_L$ and vary $\epsilon_{\text{dot}}$. In (b) we fix $\epsilon_{\text{dot}} = -5 \Gamma_L$ for different values of $t_0$.

coupled to $B_{\text{dot}}$ through $t_0$. In Fig. 4.19 (a) we fix $t_0 = 10 \Gamma_L$ and plot $G$ as a function of $\mu$ for different values of $\epsilon_{\text{dot}}$. We can observe the same kind of behavior seen in Fig. 4.17 (a). Nevertheless, the conductance for a small value of $\epsilon_{\text{dot}}$ and $|\mu| > t$ seems to go faster to the asymptotically value $e^2/h$ since the hopping parameter $t$ has a higher order effect on the dot. Figure 4.19 (b) shows $G$ vs $\mu$ for $\epsilon = -5 \Gamma_L$ and several values of $t_0$. The dot level being off resonance $\epsilon_{\text{dot}} \neq \epsilon_F$ leads to a zero conductance in the trivial phase. On the other hand, for $|\mu| < t G$ is pinned at $e^2/2h$ due to the leaked Majorana zero mode in the dot. Note that this feature is more outstanding when we increase the dot-wire coupling.

Our final remark concerns the Kondo resonance. Is it possible to rule out the zero-bias Kondo peak in conductance measurements in systems like ours? First of all, the system we described does not support the Kondo effect (non-interacting system), but we believe that even in setups, in which it may be present, the symmetry of the dot-Majorana resonance with respect to $\epsilon_{\text{dot}}$ above or below $\epsilon_F$ could be used to distinguish the Majorana zero bias peak from that of Kondo. For a discussion on the Kondo effect in the Majorana context see Ref. (107).
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Conclusions

In this thesis, we have investigated quantum transport in two different systems: (i) a ferromagnetic STM tip coupled to a NM host surface with a single adsorbed atom, and (ii) a single-level quantum dot coupled to source and drain leads and connected to a Kitaev wire.

In the STM setup, electrons can tunnel directly from the tip to the surface or via the adatom. Since the tip is ferromagnetic and the host surface (metal or semiconductor) is non-magnetic we observe a spin-diode effect when the adatom is in the regime of single occupancy. This effect leads to an unpolarized current for direct bias ($V > 0$) and polarized current for reverse ($V < 0$) bias voltages, if the tip is nearby the adatom. We used the nonequilibrium Keldysh technique to derive the spin-polarized current in the system and analyze the interplay between the lateral displacement of the tip and the intra adatom Coulomb interaction on the spin-diode effect. As the tip moves away from the adatom the spin-diode effect vanishes and the currents become polarized for both $V > 0$ and $V < 0$. We also showed that there is an imbalance between the up and down spin populations in the adatom, which can be tuned by the tip position and the bias.

In the singly occupied case and direct bias ($V > 0$), the current polarization can vary from zero up to 40% depending on the tip position. For reverse bias, though, the polarization is pinned close to 40% for all tip positions. In the double occupancy regime the current polarization is the same for both forward and reverse biases, with a slight suppression as the tip moves closer to the adatom. Additionally, the adatom magnetization can be tuned by varying the tip position and its sign can switch depending on the bias. Due to the presence of the adatom, we observed spin-resolved Friedel oscillations in the current as the tip moves laterally away from the adatom, thus reflecting the oscillations in the surface LDOS induced by the adatom acting like an effective impurity.

In the Majorana system we have used an exact recursive Green’s function approach to cal-
culate the LDOS and the two-terminal conductance $G$ through the quantum dot side-coupled to the Kitaev wire. We have proposed that the calculated conductance can be used as a way of probing the Majorana end mode present in the topological superconducting nanowire represented by the Kitaev chain. As we have shown, by tuning some of the parameters of the system, e.g., the dot-chain coupling or the dot level, via a gate voltage, we found that the end Majorana mode of the wire leaks into the quantum dot thus originating a resonance pinned to the Fermi level of the leads $\varepsilon_F$. In contrast to the usual Kondo resonance arising only for $\varepsilon_{\text{dot}}$ below $\varepsilon_F$, this unique dot Majorana resonance appears pinned to $\varepsilon_F$ even when the gate-controlled energy level $\varepsilon_{\text{dot}}$ above or below $\varepsilon_F$, provided that the wire is in its topological phase. This leaked Majorana dot mode provides a clear-cut way to probe the Majorana mode of the wire via conductance measurements through the dot.
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APPENDICES
Some analytical results

In this appendix, we present in more detail the derivation of Eq. (4.34) and some results that can be obtained analytically from it. In particular, we show how to determine the density of states of a semi-infinite tight binding chain, a result that we use to model the source and drain leads of our system.

As shown in section 4.2.1 [Eq. (4.26)], the dot Green’s function in the Majorana representation for \( t_0 = 0 \) is given by

\[
\tilde{G}_{dd}(\epsilon) = \left[ I_{2 \times 2} - \tilde{g}_d(\epsilon) V_0(\epsilon) \right]^{-1} \tilde{g}_d(\epsilon),
\]

or more explicitly

\[
\tilde{G}_{dd}(\epsilon) = \frac{1}{1 - \frac{\mu_0 g_d^2}{4}} \begin{pmatrix} g_d & i\frac{\mu_0 g_d^2}{2} \\ -i\frac{\mu_0 g_d^2}{2} & g_d \end{pmatrix}.
\]

To determine \( G_{dd}(\epsilon) \) we use Eq. (4.13),

\[
G_{dd}(\epsilon) = \frac{g_d (2 - \mu_0 g_d)}{(4 - \mu_0 g_d^2)} = \frac{g_d}{2 + \mu_0 g_d} = \frac{1}{2 \left( g_d^{-1} + \frac{\mu_0}{2} \right)} = \frac{1}{\epsilon - \Sigma_L + \mu_0 + i\eta}
\]

and finally obtain

\[
G_{dd}(\epsilon) = \frac{1}{\epsilon - \epsilon_{dot} - \Sigma_{k,\ell} |V_{k\ell}|^2 (\epsilon - \epsilon_{\ell k})^{-1} + i\eta},
\]

in which we have used the definitions of \( g_d, \Sigma_L \) and \( \mu_0 \) (see section 4.2.1). This result could
have been equally derived by using the electron representation.

In order to determine an analytical expression for the dot DOS and for the conductance, we need to work on Eq. (A.4). We first have to calculate

\[ \sum_k |V_{\ell k}|^2 (\epsilon - \epsilon_{\ell k})^{-1} \]

which as we shall see, is directly connected to the density of states of the leads \( \rho_{\ell} \). By assuming that the coupling between the dot and leads is \( k \)-independent \( V_{\ell k} = V_{\ell} \) and converting the sum in \( k \) into an integral (1D case), we obtain

\[
\sum_k \frac{1}{\omega \pm \epsilon_{\ell k} + i\eta} = P \sum_k \frac{1}{\omega \pm \epsilon_{\ell k}} - i\pi \sum_k \delta (\omega \pm \epsilon_k) = P \int_{-D}^{D} d\epsilon \frac{\rho_{\ell}(\epsilon)}{\omega \pm \epsilon} - i\pi \rho_{\ell}(\omega),
\]

where \( P \) stands for the principal value of the integral and \( D = 10t \) is the half-bandwidth of the leads conduction band. Note here that we are using a general formulation, i.e., in principle the density of states of the source and drain leads can be different. As we already mentioned, the DOS is connected to the imaginary part of the Green’s function \( \rho_{\ell}(\epsilon) = -\frac{1}{\pi} \text{Im} G_{\ell}(\epsilon) \), in which \( G_{\ell} \) is the lead Green’s function. Below we show a relation between the real and imaginary parts of \( G_{\ell} \)

\[
\text{Re} G_{\ell}(\omega) = -\frac{P}{\pi} \int_{-\infty}^{\infty} d\epsilon \frac{\text{Im} G_{\ell}(\omega)}{\omega - \epsilon} = P \int_{-\infty}^{\infty} d\epsilon \frac{\rho_{\ell}(\epsilon)}{\omega - \epsilon} \quad (a)
\]

\[
\text{Re} G_{\ell}(\omega) = \frac{P}{\pi} \int_{-\infty}^{\infty} d\epsilon \frac{\text{Im} G_{\ell}(\omega)}{\omega + \epsilon} = -P \int_{-\infty}^{\infty} d\epsilon \frac{\rho_{\ell}(\epsilon)}{\omega + \epsilon} \quad (b),
\]

where in the latter we have used \( \rho(-\epsilon) = \rho(\epsilon) \), which as we will see is the case in our system.

Substituting Eqs. (A.6) into (A.5) we have

\[
\sum_k \frac{1}{\omega - \epsilon_{\ell k} + i\eta} = \text{Re} G_{\ell}(\omega) - i\pi \rho_{\ell}(\omega) \quad (a)
\]

\[
\sum_k \frac{1}{\omega + \epsilon_{\ell k} + i\eta} = -\text{Re} G_{\ell}(\omega) - i\pi \rho_{\ell}(\omega) \quad (b).
\]

The task then is to calculate the Green’s functions of the leads. To do so, we suppose they are constituted of a normal semi-infinite metallic wire modeled by a tight-binding chain. The
Hamiltonian of the system can be written as

\[ H = -t \sum_{j=1}^{\infty} \left( c_{j}^{\dagger} c_{j+1} + c_{j+1}^{\dagger} c_{j} \right), \tag{A.8} \]

where we assumed the chemical potential (Fermi energy) is zero and the hopping parameter \( t = D/2 \), see Fig. A.1(a). The “real” system we solve Fig. A.1(b), however, is composed of site 1, whose free Green’s function is \( g_{1} (\omega) = 1/(\omega + i\eta) \) and a renormalized site \( \tilde{2} \), to which we attribute a Green’s function \( \tilde{g}_{2} \) to be determined. By applying the equation of motion technique we obtain

\[ G_{11} (\omega) = g_{1} (\omega) + g_{1} (\omega) (-t) \tilde{G}_{21} (\omega) \tag{A.9} \]

and

\[ \tilde{G}_{21} (\omega) = \tilde{g}_{2} (\omega) (-t) G_{11} (\omega). \tag{A.10} \]

Using the expression above in (A.9) we have

\[ (1 - g_{1} t^{2} \tilde{g}_{2}) G_{11} - g_{1} = 0, \tag{A.11} \]

but from Fig. A.1(d) we know that \( G_{11} = \tilde{g}_{2} \equiv \tilde{g} \), i.e., if another site is added to the chain, the already renormalized Green’s function essentially does not change (remember that we are treating a semi-infinite chain). We now solve Eq. (A.11) for \( \tilde{g} (\omega) \) (quadratic equation) and find

\[ \tilde{g} (\omega) = \frac{1 - \sqrt{1 - 4g_{1}(\omega)^{2}t^{2}}}{2g_{1}(\omega)t^{2}}, \tag{A.12} \]

where we have already chosen the minus sign, which guarantees that for \( \omega \gg t \), \( \tilde{g} (\omega) \to 1/\omega \).

The Green’s function \( \tilde{g} (\omega) \) is what we previously called \( G_{\ell} (\omega) \). The real and imaginary \((\rho_{\ell})\) parts of \( G_{\ell} (\omega) \) are given by

\[ \rho_{\ell} (\omega) = \frac{1}{2\pi t^{2}} \sqrt{4t^{2} - \omega^{2}} \theta (2t - \omega) \theta (2t + \omega) \tag{A.13} \]
Figure A.1 – Semi-infinite wire modeling the leads of our setup (a). The sites are coupled by a hopping parameter \( t = D / 2 \). In (b) we illustrate the “real” coupled system we solve: a site 1 of the original chain connected to a site \( \tilde{2} \) renormalized by the rest of the chain (c). If another site is added to the already renormalized site nothing changes essentially, that is \( \tilde{1} = \tilde{2}^{\prime} \) (d).

and

\[
\text{Re} G_L(\omega) = \begin{cases} 
\frac{\omega}{2t^2} & \omega < |2t| \\
\frac{\omega}{2t^2} \left(1 - \frac{\sqrt{\omega^2 - 4t^2}}{|\omega|}\right) & \omega > |2t|,
\end{cases}
\] (A.14)

in which \( 2t = D \) corresponds to the edge of the conduction band. In Fig. A.2 we plot these two quantities as functions of the energy (\( \omega \to \varepsilon \)). We can see that the DOS is symmetric as we stated before and non-zero only within \([-2t, 2t]\). The real part, however, is linear in \( \varepsilon \) in this interval, which leads to kinks in the conductance of the system as a function of the chemical potential of the wire (see Sec. 4.3). Note that we use \( L \) as the index of \( G_L(\varepsilon) \) and \( \rho_L(\varepsilon) \). This is so because we consider leads symmetrically coupled to the dot.

Finally, we write the dot Green’s function (A.4) as

\[
G_{dd}(\varepsilon) = \frac{1}{\varepsilon - \varepsilon_{\text{dot}} - \Lambda(\varepsilon) + i\Gamma_L(\varepsilon) + i\eta},
\] (A.15)

where \( \Lambda(\varepsilon) = 2|V_L|^{2}\text{Re} G_L(\varepsilon) \) and \( \Gamma_L(\varepsilon) = 2\pi|V_L|^{2}\rho_L(\varepsilon) \). The dot DOS and the conductance are given, respectively, by

\[
\rho_{\text{dot}}(\varepsilon) = -\frac{1}{\pi} \text{Im} G_{dd}(\varepsilon) = \frac{1}{\pi} \frac{\Gamma_L^2}{(\varepsilon - \varepsilon_{\text{dot}} - \Lambda_L)^2 + \Gamma_L^2}.
\] (A.16)
Figure A.2 – Linear behavior of the real part (red curve) of $G_L(\epsilon)$ within the edges of the conduction band $D = 10t$, $t = 10$ meV, and DOS of the leads (black curve).

and

$$G \left[ \frac{e^2}{\hbar} \right] = \frac{\Gamma_L^2}{(\epsilon_{\text{dot}} + \Lambda_L(0))^2 + \Gamma_L^2}.$$  \hspace{1cm} (A.17)