Seminar Scene Graph Generation Using RDF Model and Deep Learning
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Abstract: Over the last several years, in parallel with the general global advancement in mobile technology and a rise in social media network content consumption, multimedia content production and reproduction has increased exponentially. Therefore, enabled by the rapid recent advancements in deep learning technology, research on scene graph generation is being actively conducted to more efficiently search for and classify images desired by users within a large amount of content. This approach lets users accurately find images they are searching for by expressing meaningful information on image content as nodes and edges of a graph. In this study, we propose a scene graph generation method based on using the Resource Description Framework (RDF) model to clarify semantic relations. Furthermore, we also use convolutional neural network (CNN) and recurrent neural network (RNN) deep learning models to generate a scene graph expressed in a controlled vocabulary of the RDF model to understand the relations between image object tags. Finally, we experimentally demonstrate through testing that our proposed technique can express semantic content more effectively than existing approaches.
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1. Introduction

The total amount of digital image content has increased exponentially in recent years, owing to the advancement of mobile technology and, simultaneously, content consumption has greatly increased on several social media platforms. Thus, it becomes increasingly more imperative to effectively store and manage these large amounts of images. Hitherto, image annotation techniques able to efficiently search through large amounts of image content have been proposed [1–5]. These techniques represent images in several ways by storing semantic information describing the image content along with the images themselves. This enables users to accurately search for and classify a desired image within a large amount of image data. Recently, scene graph generation methods for detecting objects in images and expressing their relations have been actively studied with advancements in deep learning technology [6,7]. Scene graph generation involves the detection of objects in an image and relations between these objects. Generally, objects are detected first, and the relations between them are then predicted. Relation detection using language modules based on a pretrained word vector [6], and through message interaction between object detection and relation detection [7], have been used for this prediction. Although scene graph generation complements the ambiguity of image captions expressed in natural language, it does not effectively express semantic information describing an image. Therefore, a method of adding semantic information by incorporating the Resource Description Framework (RDF)
model [8] into conventional scene graph generation is proposed in this study. Although several works in the relevant literature [2–4,9,10] also applied the RDF model to image content, these studies did not utilize deep learning technology-based models. The proposed method detects image objects and relations using deep learning and attempts to express them using an RDF model, as shown in Figure 1.

The contributions of the present study are as follows. First, an RDF model for generating a scene graph is proposed. Semantic expression in a controlled vocabulary is possible by expressing the existing scene graph using an RDF model. Specifically, scene graph sentences that are logically contradictory can be filtered out using an RDF schema (RDFS). Furthermore, an image can be queried using SPARQL [11], an RDF query language. Second, deep learning technology was applied to the RDF model-based scene graphs. Although image content was also described in [3,10] using the RDF model, a user had to manually input the relation in [3], and a machine learning method was applied to detect only image tags in [10]. In this study, relations between image tags were detected using a deep learning model during generation of image scene graphs. Furthermore, subjects and objects were detected using a Convolutional Neural Network (CNN) model in the RDF-based scene graph, and a property relation was trained using a Recurrent Neural Network (RNN) model. Third, our results indicate that the expression of scene graphs can be improved significantly using the proposed inference approach with RDF-based scene graphs.

The remainder of this paper proceeds as follows. Various image annotations and image search methods are examined as related work in Section 2, and the proposed methods are described in Section 3. We conclude by presenting test results through a comparison with the conventional method in Section 4.
2. Related Work

Ontology-based image annotation has been studied extensively [1–5,8]. Image annotation using tags is mainly used for image search by identifying rankings and meanings of tags. I-TagRanker [5] is a system that selects the tag that best represents the content of a given image among several tags attached to it. In this system, first, a tag extension step is performed to find images similar to the given image, following which tags are attached to them. The next step is to rank the tags using WordNet (https://wordnet.princeton.edu/) in the order that they are judged to be related to the image while representing detailed content. The tag with the highest ranking is the one that best represents the image [12] suggested semiautomated semantic photo annotation. For annotation suggestion, [12] proposed an effective combination of context-based methods. Contextual concepts are organized into ontologies that include locations, events, people, things and time.

An image annotation and search based on an object-relation network was proposed in [13]. Their method entailed finding objects within images based on a probability model by finding parts of images, referred to as segments, and searching images using ontologies to represent the relation between objects. Compared to other approaches, images that are much more semantically similar can be distinguished using this method.

There have also been extensive studies conducted on image processing and tagging in mobile devices [14]. Images were searched using context information provided by smart devices in [14]. The context information used included time and location, as well as social and personal information. Context information was annotated when capturing a camera image; subsequently, the annotated information enables a user to find the desired image through a search. However, only the query words provided by the system can be used because the annotation form is standardized.

A model that shows the semantic relation between tags in an image using a knowledge graph was proposed in [15]. A relational regularized regression CNN (R3CNN) model was initialized along with AlexNet pretrained using ImageNet, using five layers of CNN, three pooling layers and two fully connected layers in [15]. First, tags were extracted from an image, then the image tags were vectorized using equations proposed in the study and the distance between vectors was calculated. Subsequently, the vectors were used for training. Although [15] is extremely useful for detecting relations between image tags, their method requires a well-established knowledge base.

3. Proposed System

3.1. Semantic Scene Graph

In this study, we constructed semantic scene graphs using RDF. The RDF was established by the W3C (World Wide Web Consortium) and was designed to be used to describe additional information pertaining to objects to be described, as well as hierarchical and similarity relations between data. In other words, it provides a way to define data and provide a description or relation.

The RDF is usually described using a triple model with a subject, predicate and object. The subject denotes the resource data to be represented, and the predicate denotes characteristics of the subject and indicates a relation between the subject and the object. The object, then, is the content or value of a description. Each value can be described using a uniform resource identifier (URI). The RDF not only describes actual data but also supports the RDFS, a schema that describes the types of terms used in the data and relations between them.

If the scene graph is described using the RDF(S) model, it can be utilized as shown in Figure 2. The upper and lower parts of Figure 2 represent the RDF model and RDFS, respectively. Our proposed scene graph generation method creates a representation of relations between objects in an image and can prevent semantically incorrect scene graphs, such as “Jane wears Banana” or “Jane eats shirt,” from being generated. For instance, RDFS can set “person” as the subject and “fruit” as the object for the predicate “eats.” Likewise, “person” could be used as the subject and “cloth” as the object of the predicate “wears,” to
generate a semantically correct scene graph. Although image annotations were represented using the RDF model in [3,4], in these works the user manually inputs the subject, predicate and object. The uniqueness of the present study lies in our application of the RDF model to scene graph generation using a machine learning algorithm.

Figure 2. Resource description framework (RDF) and RDF schema for semantics.

3.2. Creating a Deep Learning-Based Scene Graph

Image tagging was performed using a CNN for image annotation in a previous study [10]. However, training images using a CNN makes it impossible to understand the semantics of objects. Furthermore, since the previous method made a direct SPARQL query on DBPedia (https://wiki.dbpedia.org/) for detecting relations between images tags, it was impossible to find a relation that was not already stored in DBPedia. Therefore, although we performed image tagging using a CNN, as in the previous study, our approach predicted relations between tags after vectorization and image tagging using a long short-term memory (LSTM) network, as well as gated recurrent units (GRU), an RNN model. The overall process of the proposed method is as shown in Figure 3.

Figure 3. Proposed system.

First, in our proposed method, tags are created for image objects using a CNN model. In particular, we used the ResNet-101 model [16] as the state-of-the-art (SOTA) CNN model for image tagging because it uses skip-connection techniques and has effective performance on ImageNet. The process for image tagging using ResNet-101 is as follows. First, the CNN model extracts the features of images using a filter and then stores them in various
feature maps. The fully connected (FC) layer uses a value projected by the number of each class (tags) from each layer to classify the final image of the extracted feature map. In the output layer, the predicted value of the image tag $t_j$ is output using the Sigmoid activation function, shown in Equation (1) below:

$$\sigma(x) = \frac{1}{1 + e^{-x}}$$  \hspace{1cm} (1)

The Sigmoid function $\sigma$ is used for outputting values for each class and is defined as follows in Equation (2):

$$t_j = \sigma(Wx_i + b)$$  \hspace{1cm} (2)

where $W$ is the FC layer value, and $b$ is the bias term. Then, we adopt a binary cross-entropy loss function given as follows:

$$L_1 = \sum_{i=1}^{N} \left( \sum_{j=1}^{M} y_{ij} \log(t_{ij}) + (1 - y_{ij}) \log(1 - t_{ij}) \right)$$  \hspace{1cm} (3)

where $x_i$ is the input image, $N$ is the number of image datasets, $M$ is the number of tags, $t_{ij}$ is a predicted value of a tag $j$ for an image $x_i$, and $y_{ij}$ is the correct answer for the image $x_i$. For example, $y_{ij} = 1$ indicates that the image $x_i$ contains tag $j$. The process of detecting an object in an image using the CNN model is shown in Figure 4.

![Figure 4. Convolutional neural network (CNN) model for image tagging.](image_url)

The disadvantage of processing images using a CNN is that it becomes impossible to understand the semantics of the objects (tag words). To understand the meaning of words, techniques such as Word2Vec [17], which expresses words as vectors, have been created. Furthermore, systems such as ConceptNet [18] have become available to help computers understand the relationships between words. ConceptNet is a semantic network designed to enable computers to understand the semantics of words used by people. It provides a 300-dimensional tag representation vector $w_i$ per word embedded. $w_i$ is a 300-dimensional vector that passes through the embedding layer in the image tag $t_j$, represented as follows:

$$w_i = \text{word2vec}(t_j) \left( w_i \in \mathcal{R}^{300} \right)$$  \hspace{1cm} (4)

In this paper, we propose an RDF model-based scene graph describing an image using triple sets of the form <Subject, Predicate, Object> (For convenience, the <Subject-Predicate-Object> triple is denoted as <Subj, Pred, Obj>. The <Subject, Object> pair is expressed...
as <Subj, Obj>). Thus, we predict the predicate \( p_j \) using \( t_{\text{subj}} \) and \( t_{\text{obj}} \), selected from the image tag set \( \{ t_1, t_2, \cdots, t_t \} \). We use an RNN model, able to store previous data in a hidden state, to predict the sequence relationship of \(<\text{Subj}, \text{Pred}, \text{Obj}>\). When a value \( x_t \) is input at a time step \( t \), \( h_t \) is obtained and recorded by calculating with the previous hidden state \( h_{t-1} \). In particular, we used LSTM [19] architecture and GRUs [20], which are RNN models with excellent performance. LSTM learns by controlling memory cells with three gates (input, forget and output) in the hidden state. It also converts backpropagation into addition after multiplication by the RNN. Thus, it alleviates the disadvantages of gradient vanishing and exploding. GRUs modify the three gates of LSTM to two gates (update and reset) and have the advantage of being relatively simpler than LSTM.

In this study, \( t_{\text{subj}} \) and \( t_{\text{obj}} \) were not sequenced. For example, we cannot know which \( t_{\text{obj}} \) comes after the word ‘person.’ Thus, our method uses the pair <Subj, Obj>, combining \( t_{\text{subj}} \) and \( t_{\text{obj}} \). Because a general RNN model flows in one direction, we have \(<\text{Subj}, \text{Obj}>\neq<\text{Obj}, \text{Subj}>\). \( t_{\text{subj}} \) and \( t_{\text{obj}} \) are transformed into \( w_{\text{subj}} \) and \( w_{\text{obj}} \) respectively. \( w_{\{\text{subj, obj}\}} \) is defined as follows as Equation (5).

\[
w_{\{\text{subj, obj}\}} = \text{concat} \left[ w_{\text{subj}}, w_{\text{obj}} \right] \left( w_{\{\text{subj, obj}\}} \in \mathbb{R}^{600} \right)
\]

(5)

From Equation (5), we can calculate the predicate \( p_j \) as follows:

\[
p_j = \sigma \left( \text{LSTM} \left( w_{\{\text{subj, obj}\}} \right) \right)
\]

(6)

Finally, the loss function is defined as:

\[
L_2 = \sum_{(\text{subj, obj})} \sum_{j=1}^{M} y_j \log(p_j) + (1 - y_j) \log(1 - p_j)
\]

(7)

The relation prediction process is illustrated in Figure 5. We summarize the algorithm of the semantic scene graph, as described in Algorithm 1.

![Relation Prediction Model](image)

**Figure 5.** Relation prediction process.
Algorithm 1 Training Algorithm.

Require: image tags \{t_1, t_2, \ldots, t_i\} \in T

Procedure
1: Fine tune image tagging model on images using ResNet (Equations (1)–(3))
2: for i = 1, 2, \ldots, \text{epoch} do
3: \hspace{1em} for \ t_{subj} \ in T
4: \hspace{2em} for \ t_{obj} \ in T
5: \hspace{3em} tags \ t_{subj}, t_{obj} \ convert to \ w_{(subj, obj)} \ (Equations (4) and (5)).
6: \hspace{1em} Predict \ p_j \ using \ w_{(subj, obj)} \ (Equation (6))
7: \hspace{1em} Use stochastic gradient descent to find optimal and backward LSTM
using loss function (Equation (7))
End procedure

3.3. Scene Graph Expansion Using Inference

The existing RDF graph introduced in the RDFS has the RDF entailment rule [21] as a constraint. Essentially, it has a structure that infers a sentence from the presence of another sentence. The entailment rule considered in this study was the RDF entailment rule derived from the RDF semantics, as shown in Table 1. For example, Rule 11 shows the subClassOf relation as a transitive closure. If resource U is a subclass of resource V, and resource V is a subclass relation of resource X, automatically resource U has a subclass relation of resource X. Although this extended entailment rule and data type entailment rule are provided, additional entailment rules are not considered in this study.

Table 1. RDFS entailment rules.

| Rule | If E Contains | Then Add: |
|------|---------------|-----------|
| 1.   | X A Y         | A rdf:type rdf:Property |
| 2.   | A rdfs:domain X U A Y | U rdf:type X |
| 3.   | A rdfs:range X Y A V | V rdf:type X |
| 4.   | U A B         | U rdf:type rdfs:Resource |
|      | B A U         | U rdf:type rdfs:Resource |
| 5.   | U rdfs:subPropertyOf V V rdfs:subPropertyOf X | U rdfs:subPropertyOf X |
| 6.   | U rdf:type rdf:PropertyOf U | U rdfs:subPropertyOf U |
| 7.   | A rdf:subPropertyOf B U A Y | U B Y |
| 8.   | U rdf:type rdfs:Class | U rdfs:subClassOf rdf:s:Resource |
| 9.   | U rdf:subClassOf X V rdf:type U | V rdf:type X |
| 10.  | U rdf:type rdfs:Class | U rdfs:subClassOf U |
| 11.  | U rdfs:subClassOf V V rdfs:subClassOf X | U rdfs:subClassOf X |
| 12.  | U rdf:type rdfs:ContainermembershipProperty | U rdfs:subProperty rdf:s:member |
| 13.  | U rdf:type rdfs:Datatype | U rdfs:subClassOf rdf:s:Literal |
In this study, we exploited the RDFS entailment rule to generate a semantic scene graph. Additionally, user-defined rules were applied for inference in this study. Although user-defined rules were not defined in the RDFS entailment rules, they enable users to create their own rules and apply them to image annotations. However, inference based on the existing RDFS entailment rules is not well-adapted to context-specific inference because the predefined rules are a limitation. Therefore, the user can infer a triple that represents an image annotation after defining the inference suitable to the situation in advance. For example, if the annotation information on the location of the image taken using a mobile device is “Seoul” and there is a triple <Seoul, isPartOf, Korea>, the location of the image includes “Korea.” Additionally, user-defined rules that can represent general situations were applied in this study, as shown in Table 2. Although [22] also proposed semantic inference rules in the domain of fuel cell microscopy, [22] assists users in constructing rules with domain-specific features, such as colors and shapes.

Table 2. Example of User-Defined Rules.

| Rule Type     | Example                                                                                      |
|--------------|---------------------------------------------------------------------------------------------|
| Season Inference | Between March and May it is spring, while from June to August it is summer, and from September to November it is autumn, and from December to February it is winter |
| Location Inference | If the location is part of Seoul, the location is also part of South Korea                |
| Time Inference   | If the time is eight to twelve o’clock, it is morning                                       |

4. System Implementation and Testing

The test dataset used in this study for visual relation detection [6] was composed of 5000 images. The experimental dataset had a total of 37,993 relations, 100 objects and 70 predicates. Duplicate relations with the same subject-predicate-object were removed, regardless of the image. Therefore, 4000 images and 6672 relations were used; among which 1000 images and 2747 relations were used as test data. Eighty-six <Subject, Object> pairs that were not used in training were used to predict the relations.

The test was implemented using Windows 10, with a Nvidia GTX 2060 6 GB GPU, running Python 3.7.4 and PyTorch 1.5.1 to conduct training. All the training processes took place in the same environment.

We compared our method with [22] as the SOTA image recognition model [22] improved performance by using a skipped-connection technique. In our model, we replaced the last layer of ResNet-101, the FC layer, with the number of $t_i$ and performed fine-tuning. In the case of the ResNet-101 model, the learning rate was 0.001, reduced by 0.1 every 20 epochs. Top-1 error and Top-5 error indexes were used to evaluate image classification performance. Top-1 error is the error rate in which the top selection predicate by the model is not the correct answer. Top-5 error is the error rate without a correct answer among the top five categories predicted by the model. Although our performance was lower than
that of [16] for image recognition, we focused on predicting the relationships between image tags.

The result of predicting the predicate using the <Subject, Object> pair after extracting the tag using the CNN is shown in Figure 6. In the case of the LSTM model, the learning rate was 0.005, the embedding size was 300, the hidden size was 128 and the num layer was set to 1. The test was conducted by setting the prediction of each relation such that it exceeded 0.05 probability when passing through the Sigmoid activation function during relation prediction. Precision, recall and F1-Score were used as evaluation criteria. We found that the proposed LSTM method had higher precision than the GRU method, as shown in Figure 6. Although the recall of the proposed method was lower than that of the GRU, its F1-Score was higher.

![Figure 6. Performance evaluation. Long short-term memory (LSTM) vs. gated recurrent units (GRU).](image)

An example of the proposed method is shown in Figure 7. The first image shows the triple <Subject, Predicate, Object> obtained through the LSTM. However, some cases such as the triple <chair, touch, table> are not semantically correct because the “touch” predicate uses “person” as its domain type. The <person, wear, horse> triple in the third picture is also a semantically incorrect expression because the type range of “wear” is limited to “cloth.” However, a predicate that is not related to an actual image can be created. This is because all possible predicates were created based on <Subject, Object> in the dataset. For example, output tags {person, shirt, hat, horse, phone, street} were created in the third picture. Then, we predicted the predicate for all pairs of output tags, such as <person, shirt>, <person, hat>, …, <street, phone>.
5. Conclusions

With recent advances in the mobile environment and the exponential growth of image content, semantic image search has become critical. In this study, an RDF model was incorporated into the proposed scene graph generation method, as the semantics of the scene graph could be made more meaningful by describing it using the RDF model. Furthermore, the generated scene graphs could be described logically because they used a controlled vocabulary. CNN and RNN models were also applied to the RDF-based scene graph.

Figure 7. Semantic scene graph.
5. Conclusions

With recent advances in the mobile environment and the exponential growth of image content, semantic image search has become critical. In this study, an RDF model was incorporated into the proposed scene graph generation method, as the semantics of the scene graph could be made more meaningful by describing it using the RDF model. Furthermore, the generated scene graphs could be described logically because they used a controlled vocabulary. CNN and RNN models were also applied to the RDF-based scene graph generation method to learn the semantic information of images. RDF model inference rules, and user-defined rules were used to enrich the annotation information of the scene graph.

In the future, we will conduct research building on the present study to further specify semantic images information using a deep learning model based on image context information in a semantic scene graph in RDF format.
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