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1. Introduction

In practical applications, most information is collected by sensors. Because of the complexity of the target, the data provided by only one sensor may not be comprehensive enough to reflect the fact. Therefore multisensors are needed to produce more data for data fusion. However, the information derived from multiple sensors could be uncertain and even sometimes they are in conflict, which will confuse decision-makers [1–5], and so analyzing and handling this multisource uncertain information comprehensively need paying much attention. Dempster–Shafer theory of evidence (D-S theory) is such a powerful information fusion tool to address problems about uncertain information in intelligent systems [6–9]. In 1967, D-S theory was first presented by Dempster [1] and then improved by Shafer [10], Dempster’s student. Actually, D-S theory is a generalization of traditional probability theory. Now, there are more and more fields where D-S theory is applied successfully, such as target recognition [11–14], reliability analysis [15–17], decision-making [9, 18–20], supplier selection [21–23], and optimization under uncertain environment [24–26].

Although D-S theory has lots of advantages as a tool of dealing with uncertainty, the counter-intuitive results are often generated when combining highly conflicting evidences with Dempster’s combination rule [27–30]. So far, plenty of researchers have studied this problem and proposed different kinds of solutions. To sum up, these solutions can be divided into two main directions. One is to preprocess the bodies of evidence (BOEs) [31, 32] and the other is to modify the Dempster’s combination rule [33, 34]. Originally, Shafer used the coefficient $k$ to measure the conflict degree between the evidences [10], and then, in 2000 [33], Murphy presented a simple averaging approach, where the arithmetic average of $n$ evidences is calculated and then the Dempster’s combination rule is utilized for fusion.
However, this idea is not reasonable at all in practice because all BOEs can not be seen equally important. In 2004, Deng et al. [34] defined the dissimilarity measure to represent the conflict and proposed a weighed combination rule, where the weight average of the masses will be combined for \( n - 1 \) times. Next, Han modified Deng’s method using the Jousselme distance and information entropy. Later on, we also proposed two ideas to cope with this critical problem [35, 36].

In this paper, another novel weighted evidence combination rule is presented by us. In this time, the evidence angle is added to help us construct a more reasonable weight of each BOE. This newly proposed approach is composed of three key steps: firstly, both evidence distance and evidence angle determine the initial weight together; secondly, making use of the improved entropy modifies the initial weight to get final weight; lastly, the classical D-S combination rule will be applied to obtain final fusion results. Still a classical numeric example and a real fault diagnosis application both demonstrate the effectiveness and efficiency of our approach, and the comparison with other current popular methods including two of our previous works is also provided to show that our approach can converge fast and reduce most uncertainty of decisions when handling highly conflicting evidences.

The remaining paper is organized as follows: Section 2 starts with preliminaries about D-S theory, evidence distance, evidence angle, and improved belief entropy; Section 3 shows the proposed method in detail; Sections 4 and 5 give a numerical example and an application in faulty diagnosis to demonstrate its effectiveness and the efficiency; In the end, a short conclusion is made.

2. Preliminaries

In this section, some preliminaries are briefly introduced.

2.1. Basics of Evidence Theory. Dempster–Shafer theory of evidence (D-S theory) is made use of to cope with uncertainty information as an efficient mathematical model in intelligent systems [1]. In 1967, the definition of D-S theory was proposed by Dempster and then Shafer developed this theory in 1976 [10].

Let \( \Omega \) be a nonempty finite set and \( 2^\Omega \) be the set of all subsets of \( \Omega \), denoted \( 2^\Omega = \{ \emptyset, \{ \theta_1 \}, \{ \theta_2 \}, \ldots, \{ \theta_n \}, \{ \theta_1, \theta_2 \}, \ldots, \{ \theta_1, \theta_2, \ldots, \theta_n \} \}. \) In D-S theory [10], a basic probability assignment (BPA) is a mapping \( 2^\Omega \rightarrow [0,1] \) that satisfies the following equations:

\[
\sum_{\theta \subseteq \Omega} m(\theta) = 1, \tag{1}
\]

\[
m(\emptyset) = 0. \tag{2}
\]

If \( m(\theta) > 0, \) \( \theta \) is called a focal element, and the set of all the focal elements is called one body of evidences (BOE). When there are more than one independent BOE, Dempster’s combination rule, equation (3) can be used to combine these evidences:

\[
m(\theta) = \frac{\sum_{\theta_i, \theta_j \subseteq \Omega, \theta_i \cap \theta_j = \theta} m_1(\theta_i) m_2(\theta_j)}{1 - K}, \tag{3}
\]

where \( K = \sum_{\theta_i, \theta_j \subseteq \Omega, \theta_i \cap \theta_j = \emptyset} m_1(\theta_i) m_2(\theta_j) \) stands for the conflict degree, also called normalization constant. What’s noted is that the combination rule above makes sense only when the conflict degree \( m_0(\emptyset) \neq 1; \) otherwise, the rule is not meaningful. Here, we give a specific example about combination rule and show the corresponding results in Table 1.

**Example 1.** Suppose that the frame of discernment \( \{ \theta_1, \theta_2, \theta_3 \} \) is complete and there are two BOEs listed as follows:

\[
\begin{align*}
\text{BOE}_1: & \quad m_1(\theta_1) = 0.5, m_1(\theta_2) = 0.2, m_1(\theta_3) = 0.3, \\
\text{BOE}_2: & \quad m_2(\theta_1) = 0.6, m_2(\theta_2) = 0.2, m_2(\theta_3) = 0.2.
\end{align*} \tag{4}
\]

In the frame of discernment \( \Omega \), there are two BOEs, \( m_1 \) and \( m_2 \). When \( m_1 \) and \( m_2 \) are both reliable, to generate a new BPA, we can apply the following conjunctive rule [37], denoted equation (5). When only one of them is totally reliable and we are not sure about another one, we should apply the disjunctive combination rule to obtain a new BPA as equation (6).

\[
\begin{align*}
m_1(\theta) &= \sum_{\theta_1, \theta_2 \subseteq 2^\Omega, \theta_1 \cap \theta_2 = \theta} m_1(\theta_1) m_2(\theta_2), \quad \forall \theta \subseteq \Omega, \tag{5} \\
m_2(\theta) &= \sum_{\theta_1, \theta_2 \subseteq 2^\Omega, \theta_1 \cap \theta_2 = \theta} m_1(\theta_1) m_2(\theta_2), \quad \forall \theta \subseteq \Omega. \tag{6}
\end{align*}
\]

Given a proposition \( \theta_1 \in 2^\Omega \), the belief function of \( \theta_1 \), denoted \( \text{Bel}(\theta_1) \), is defined in equation (7), which represents the total belief that the object is in \( \theta_1 \). The plausibility function of \( \theta_1 \), \( \text{Pl}(\theta_1) \) is defined in equation (8), which measures the total belief that can move into \( \theta_1 \). In D-S theory, \( \text{Bel}(\theta_1) \) and \( \text{Pl}(\theta_1) \) are called lower bound function and upper bound function, respectively, denoted [\( \text{Bel}(\theta_1), \text{Pl}(\theta_1) \)]. For any proposition, \( \text{Bel}(\theta_1) \) and \( \text{Pl}(\theta_1) \) satisfy the following relations of equations (9) and (10).

\[
\begin{align*}
\text{Bel}(\theta_1) &= \sum_{\theta_2, \theta_2 \neq \emptyset} m(\theta_2), \tag{7} \\
\text{Pl}(\theta_1) &= \sum_{\theta_2, \theta_2 \neq \emptyset} m(\theta_2), \tag{8} \\
\text{Pl}(\theta_1) &= 1 - \text{Bel}(\theta_1'), \tag{9} \\
\text{Pl}(\theta_1) &\geq \text{Bel}(\theta_1). \tag{10}
\end{align*}
\]

Here, we give an example about belief function and plausibility function and show its results in Table 2.

**Example 2.** Assuming \( \Omega = \{ \theta_1, \theta_2, \theta_3 \} \), a BPA is given that \( m(\{ \theta_1 \}) = 0.4, \ m(\{ \theta_1, \theta_2 \}) = 0.3, \ m(\{ \theta_2, \theta_3 \}) = 0.2, \) and \( m(\{ \theta_1, \theta_2, \theta_3 \}) = 0.1. \)
Among those definitions on the distance of evidence, the most frequently-used is Jousselme’s distance \cite{49}. The power set of the frame of discernment \(2^\Omega\) is regarded as a \(2^N\) – linear space and a distance and vectors are defined with the BPA as a particular case of vectors. Jousselme’s distance is defined as

\[
d_{ij} = \frac{1}{2} \left( m_i - m_j \right)^T D \left( m_i - m_j \right)
\] \tag{11}

where \(m_i, m_j\) are two BPAs under the frame of discernment \(\Omega\) and \(D\) is a \(2^N \times 2^N\) matrix. The element in \(D\) is defined as \(D(E_1, E_2) = |E_1 \cap E_2|/|E_1 \cup E_2|\), \(E_1, E_2 \in P(2^\Omega)\); \(|\cdot|\) represents cardinality. This Jousselme’s distance satisfies all four requirements (nonnegativity, nondegeneracy, symmetry, and triangle inequality) \cite{49} of a strict distance metric. Jousselme’s distance is an efficient tool to quantify the dissimilarity of two BOEs. An example of Jousselme’s distance is shown below.

**Example 3.** Assume there are two BOEs, BOE\(_1\) and BOE\(_2\).

BOE\(_1\): \(m_1(\theta_1) = 0.4, m_1(\theta_2) = 0.2, m_1(\theta_1, \theta_2) = 0.1, m_1(\theta_1, \theta_3, \theta_4) = 0.3\),

BOE\(_2\): \(m_2(\theta_1) = 0.5, m_2(\theta_2) = 0.2, m_2(\theta_1, \theta_2) = 0.1, m_2(\theta_1, \theta_2, \theta_3) = 0.2\). \tag{12}

The value inside the BOE vectors \(\vec{m}_1\) and \(\vec{m}_2\) and the distance matrix \(D\) are given by

\[
\vec{m}_1 = \begin{pmatrix} 0.4 \\ 0.2 \\ 0.1 \\ 0.3 \end{pmatrix}
\]

\[
\vec{m}_2 = \begin{pmatrix} 0.5 \\ 0.2 \\ 0.1 \\ 0.2 \end{pmatrix}
\]

\[
D = \begin{pmatrix} 1 & 1/2 & 1/3 \\ 0 & 1 & 1/2 \\ 1/2 & 1 & 2/3 \\ 1/3 & 2/3 & 1 \end{pmatrix}
\]

It follows

\[
d_{12} = \frac{1}{2} \left( m_1 - m_2 \right)^T D \left( m_1 - m_2 \right)
\]
\[
\begin{align*}
(m_1^* - m_2^*)^T &= (-0.1 \ 0 \ 0.1), \\
(m_1^* - m_2^*) &= \begin{pmatrix}
-0.1 \\
0 \\
0 \\
0.1
\end{pmatrix}
\end{align*}
\]

2.3. Evidence Angle. In this section, we describe the conflict or consistency degree between evidences from the perspective of geometry. Actually, each BOE can be regarded as a spatial vector and the angle of any two vectors can be used for characterizing the consistency between BOEs.

First, we introduce the pignistic vector angle. For a frame of discernment \( \Omega \) consisting of \( n \) elements, \( 2^\Omega \) is the set of all subsets of \( \Omega \), and it can be denoted as \( 2^\Omega = \{ \emptyset, \{\theta_1\}, \{\theta_2\}, \ldots, \{\theta_n\} \} \). In order to correspond to the dimension of space vector, we need to transform the BPA vector into an \( n \)-dimensional vector, where the converted \( n \)-dimensional vector can be obtained from the pignistic probability function.

Suppose \( m(\theta_i) \) is a BPA in the frame of discernment \( \Omega \), then the pignistic probability transformation function \( \text{Bet}_{m}(\theta_i) \) is defined in the following equation:

\[
\text{Bet}_{m}(\theta_i) = \sum_{\theta_i \subset \Omega, \theta_i \subset \Omega} \frac{|\theta_i \cap \theta_j|}{|\theta_j|} \frac{m(\theta_j)}{1 - m(\phi)}
\]

where \( m(\phi) \neq 1 \) and \( |\theta_j| \) are the number of elements in \( \theta_j \).

Then, we make use of the cosine value of the pignistic vector angle between two BOEs to measure their consistency degree, defined in equation (16). The larger the value of \( \cos(m_1, m_2) \) is, the more consistent these two BOEs are.

\[
\cos(m_1, m_2) = \frac{\text{Bet}_{m_1}(\theta_1) \star \text{Bet}_{m_2}(\theta_1) + \text{Bet}_{m_1}(\theta_2) \star \text{Bet}_{m_2}(\theta_2) + \text{Bet}_{m_1}(\theta_3) \star \text{Bet}_{m_2}(\theta_3) + \text{Bet}_{m_1}(\theta_4) \star \text{Bet}_{m_2}(\theta_4)}{\sqrt{\text{Bet}_{m_1}(\theta_1)^2 + \text{Bet}_{m_1}(\theta_2)^2 + \text{Bet}_{m_1}(\theta_3)^2 + \text{Bet}_{m_1}(\theta_4)^2}}
\]

Example 4. Assume \( \Omega = \{\theta_1, \theta_2, \theta_3\} \), and there are two following BOEs we collected. We want to compute the consistency degree between these two BOEs.

\[
\begin{align*}
\text{BOE}_1: m_1(\theta_1) &= 0.5, m_1(\theta_2) = 0.1, m_1(\theta_3) = 0.2, \\
\text{BOE}_2: m_2(\theta_1) &= 0.5, m_2(\theta_2) = 0.2, m_2(\theta_3) = 0.3.
\end{align*}
\]

First, apply equation (15) to transform these two BPAs to \( n \)-dimensional vectors.

For \( \text{BOE}_1 \), \( \text{Bet}_{m_1}(\theta_1) = 0.5 + (0.2/2) + (0.2/3) = 0.6667 \), \( \text{Bet}_{m_1}(\theta_2) = 0.1 + (0.2/2) + (0.2/3) = 0.2667 \) and \( \text{Bet}_{m_1}(\theta_3) = (0.2/3) = 0.0666 \). For \( \text{BOE}_2 \), \( \text{Bet}_{m_2}(\theta_1) = 0.5 + (0.3/3) = 0.6 \), \( \text{Bet}_{m_2}(\theta_2) = 0.2 + (0.3/3) = 0.3 \), and \( \text{Bet}_{m_2}(\theta_3) = (0.3/3) = 0.1 \).

Then, measure the consistency degree \( \cos(m_1, m_2) \) between \( \text{BOE}_1 \) and \( \text{BOE}_2 \) based on equation (16).
and so
\[
\cos(m_1, m_2) = \frac{0.6667 \ast 0.6 + 0.2667 \ast 0.3 + 0.0666 \ast 0.1}{0.7211 \ast 0.6782} = 0.9951.
\] (19)

2.4. Improved Belief Entropy. Uncertainty is widespread in the universe [53–58]. If a probability assignment \( p \) is provided, we can apply the following Shannon entropy [59] to measure its uncertainty.

\[
H = - \sum_i p_i \log_2(p_i).
\] (20)

But if a BPA is given, there is no way to measure that uncertainty based on some other main entropies listed in Table 3.

As for such a reason, the Deng entropy [66] is presented to measure the uncertainty of BPA, which is a more significant tool to manage uncertainty than Shannon entropy [59]. The Deng entropy can deal with the uncertainty represented not only by BPA but also by probability distribution. In other words, the Deng entropy is the generalization of the Shannon entropy [6, 67–69].

The Deng entropy can be denoted as follows:

\[
E_d = - \sum_i m(F_i) \log_2 \left( \frac{m(F_i)}{2|F_i| - 1} \right),
\] (21)

where \( F_i \) is a proposition in mass function \( m \) and \( |F_i| \) is the cardinality of \( F_i \). Especially, if the belief is only assigned to single elements, the Deng entropy equals with the Shannon entropy [66], denoted

\[
E_d = - \sum_i m(\theta_i) \log_2 \left( \frac{m(\theta_i)}{2|\theta_i| - 1} \right) = - \sum_i m(\theta_i) \log_2 m(\theta_i).
\] (22)

However, there is a big shortcoming of the Deng entropy that it can not effectively quantify the difference among different BOEs which are assigned by the same mass value.

For example, there are two BOEs, BOE_1 and BOE_2, as follows:

\[
\begin{align*}
\text{BOE}_1: & \quad m_1(e_1, e_2) = 0.4, m_1(e_3, e_4) = 0.6, \\
\text{BOE}_2: & \quad m_2(e_1, e_2) = 0.4, m_2(e_3, e_4) = 0.6.
\end{align*}
\] (23)

According to equation (16), the uncertainty measures with the Deng entropy are, respectively, \( E_d(\text{BOE}_1) = 2.5559 \) and \( E_d(\text{BOE}_2) = 2.5559 \). However, this result calculated by the Deng entropy is counter-intuitive, because though these two BOEs have the same mass value, \( S_1 \) consists of four targets, denoted as \( e_1, e_2, e_3, \) and \( e_4 \), while \( S_2 \) has only three possible targets, and intuitively, what is expected that \( S_2 \) should have less uncertainty than \( S_1 \). That means the entropy value of \( S_1 \) should be bigger than that of \( S_2 \). Therefore, the Deng entropy cannot quantify this difference and we propose one improved entropy function, which can finish this job very well.

The improved belief entropy is defined as follows:

\[
E_i = - \sum_i m(\theta_i) \log_2 \left( \frac{m(\theta_i)}{2|\theta_i| - 1} |\theta_i| \right),
\] (24)

where \(|\theta_i|\) denotes the cardinality of the focal element \( \theta_i \), \(|\theta_i|\) is the total number of elements in this BOE, and \((|\theta_i|/|\theta|)\) is used to represent the uncertain information in a BOE that has been ignored by the Deng entropy.

Still for two BOEs, BOE_1 and BOE_2 above, we calculate the uncertainty by means of the newly proposed entropy function, and we can get \( E_i(\text{BOE}_1) = (-0.4 \ast \log_2((0.4/2^2 - 1) \ast (2/4)) + (-0.6 \ast \log_2((0.6/2^2 - 1) \ast (2/4))) = 3.5559 \) and \( E_i(\text{BOE}_2) = (-0.4 \ast \log_2((0.4/2^2 - 1) \ast (2/3)) + (-0.6 \ast \log_2((0.6/2^2 - 1) \ast (2/3))) = 3.1409 \). So, this improved belief entropy can effectively quantify the difference even if the same mass values are assigned on different BOEs.

An example of the comparison of the Deng entropy and improved entropy function is given and the results are seen in Table 4.

Example 5. Assuming \( \Omega = \{e_1, e_2, e_3\} \),

\[
\begin{align*}
\text{BOE}_1: & \quad m_1(e_1) = 0.3, m_1(e_2) = 0.2, m_1(e_3) = 0.5, \\
\text{BOE}_2: & \quad m_2(e_1) = 0.2, m_2(e_2) = 0.4, m_2(e_3) = 0.4, \\
\text{BOE}_3: & \quad m_3(e_1) = 0.2, m_3(e_2) = 0.2, m_3(e_3) = 0.3, m_3(e_1, e_2, e_3) = 0.3, \\
\text{BOE}_4: & \quad m_4(e_1) = (1/3), m_4(e_2) = (1/3), m_4(e_3) = (1/3), \\
\text{BOE}_5: & \quad m_5(e_1, e_2, e_3) = 1.
\end{align*}
\] (25)

\[
WAM(m) = \sum_{i=1}^{n} w_i \ast m_i,
\] (26)

where \( w_i \) is the corresponding weight degree of BOE \( m_i \) and \( WAM(m) \), the short-writing of weighted average mass, represents the weighted average BPA of \( n \) independent BOEs.
Referring to Murphy’s work [33], we need to combine WAM (m) for n – 1 times by using classical Dempster’s rule and then get the final combined results. However, to find an appropriate weight degree u_i is not an easy thing. There have been lots of works related to computing a weight of BOE, such as Deng’s work [34]. Based on what have done before, another novel idea comes up. At first, we calculate an initial weight of BOE based on both the evidence distance and evidence angle. The evidence distance represents the dissimilarity between evidences, whereas the evidence angle describes the inconsistency among evidences. Then, our previously proposed improved entropy function is used for characterizing the uncertainty of BOE and further modifying the initial weight in order to get a more accurate and reasonable weight. The details of the newly proposed approach are shown below.

3.1. Determining Initial Weight Using Pignistic Vector Angle and Jousselme Distance. At the beginning, apply equations (11) and (16) to respectively calculate the evidence distance d(mi, mj) and the cosine value of evidence angle cos(mi, mj) between any two BOEs mi, mj (i, j = 1, 2, … , n).

Followed by our previous works and other popular papers in evidence theory, the conflict degree can be used to weigh the evidence. Here, both evidence distance and evidence angle are used to characterize the degree of conflict between the evidences in order to capture the two main aspects that affect the evidence conflicts. The evidence distance describes the dissimilarity between the evidences, whereas the evidence angle represents the inconsistency among the evidences. These two measures are mutually complementary in a sense, and based on the introduction of the evidence distance and evidence angle in Section 2, the smaller the distance between two BOEs is, the more similar they are, and the bigger the cosine value of evidence angle, the more consistent these two BOEs are. Therefore, we construct the similarity measure sim(mi, mj) between mi and mj like the following equation:

$$\text{sim}(m_i, m_j) = (1 - d(m_i, m_j)) \cdot \cos(m_i, m_j).$$  

Then, the support degree of a BOE mi (i = 1, 2, … , n) could be defined [34] based on the similarity measure mentioned above:

$$\text{sup}(m_i) = \frac{\sum_{j=1, j \neq i}^{n} \text{sim}(m_i, m_j)}{n - 1}.$$  

After normalizing the support degree of each BOE, we can get its own initial weight iw(mi), which is determined by both the evidence distance and evidence angle function, as shown in the following equation:

$$iw(m_i) = \frac{\text{sup}(m_i)}{\sum_{j=1}^{n} \text{sup}(m_j)}.$$  

As you can see, this initial weight satisfies \(\sum_{i=1}^{n} iw(m_i) = 1\). What to do next is just to modify iw(mi) by means of our previously proposed improved belief entropy [36].

3.2. Computing Final Weight on the Basis of Improved Entropy Function. In accordance with our intuition, one BOE mi with higher support degree sup(mi) or initial weight iw(mi) should have less uncertainty. In a similar fashion, the BOE owning more uncertainty must have lower sup(mi) or iw(mi). On the ground of the thinking above, we could modify the initial weight iw(mi) through the following steps:

Step 1: make use of our previously proposed improved entropy function in equation (24) to get uncertainty degree u(mi) of each BOE mi (i = 1, … , n), and then, normalizing u(mi) by using equation (30), the normalized uncertainty measure un(mi) (i = 1, … , n) can be obtained.

$$un(m_i) = \frac{u(m_i)}{\sum_{i=1}^{n} u(m_i)}.$$  

Step 2: after modifying the initial weight iw(mi) by taking advantage of equations (31) and (32), the final weight fw(mi) (i = 1, … , n) of each BOE will be obtained.

| Source of evidence | BOE1 | BOE2 | BOE3 | BOE4 | BOE5 |
|-------------------|------|------|------|------|------|
| Deng entropy [66]  | 3.2061 | 2.1559 | 3.2886 | 1.5850 | 2.8074 |
| Improved entropy function [36] | 3.7986 | 2.7560 | 4.0981 | 3.1699 | 2.8074 |
At last, compute the weighted averaged BOE WAM \((m)\) listed in Table 13 and apply the classical Dempster’s combination rule \([1]\) to fuse \(WAM(m)\) for \(n - 1\) times \([33]\) and then, we can get the final combined results, as shown in Table 14.

In order to demonstrate the efficiency and effectiveness of this newly proposed method, we have made a clear comparison with other current mainly popular combination rules by calculating this numeric example. The comparison results are all shown in Table 15 and Figures 1–4.

As shown clearly in Table 15 and Figures 1–4, the classical Dempster’s combination rule \([1]\) cannot handle the fusion of conflicting evidence well and the counter-intuitive combination results will be produced, and with incremental BOEs, Murphy’s simple averaging \([33]\), Deng et al.’s weighted averaging \([34]\), and our last work all can get relatively reasonable results, but all of them are inferior to that of our newly proposed method. Most importantly, when we only have limited number of BOEs, this new method can give more convincing results to decision-makers. Moreover, compared with these current mainly popular evidence combination rules, the convergence of ours is best. That is because both the evidence angle and evidence distance can characterize the relation between any two BOEs better and the improved entropy function helps modify the initial weight more efficiently and reasonably, and so the effect of “good” evidence is strengthened extremely and the effect of “bad” one is weakened largely in the final combined results.

4. Experiment

In this section, a classic numerical example is provided to show how to use the new proposed method step by step and meanwhile to demonstrate its efficiency and effectiveness.

Example 6. In a multisensor-based automatic target recognition system, suppose that the frame of discernment \(\Omega = \{\theta_1, \theta_2, \theta_3\}\) is complete and \(\theta_1\) is the real target. The system collects the following five BOEs from five different sensors:

- BOE1: \(m_1(\theta_1) = 0.41, m_1(\theta_2) = 0.29, m_1(\theta_3) = 0.3\),
- BOE2: \(m_2(\theta_1) = 0.5, m_2(\theta_2) = 0.9, m_2(\theta_3) = 0.1\),
- BOE3: \(m_3(\theta_1) = 0.58, m_3(\theta_2) = 0.07, m_3(\theta_3) = 0.35\),
- BOE4: \(m_4(\theta_1) = 0.55, m_4(\theta_2) = 0.1, m_4(\theta_3) = 0.35\),
- BOE5: \(m_5(\theta_1) = 0.6, m_5(\theta_2) = 0.2, m_5(\theta_3) = 0.3\).

Before getting the similarity measure \(\text{sim}(m_i, m_j)(i, j = 1, 2, \ldots, n)\) between \(m_i\) and \(m_j\), we need to calculate the evidence distance and the cosine value of evidence angle among BOEs. Tables 5 and 6 separately show the results of \(d(m_i, m_j)\) and \(\cos(m_i, m_j)\) on condition of different numbers of BOEs.

Then, the values of similarity degree \(\text{sim}(m_i, m_j)\) between any two BOEs could be obtained by means of equation (27), and the corresponding results are shown in Table 7.

Secondly, based on the calculated similarity degree and equation (28), the support degree of each BOE \(\text{sup}(m_i)(i = 1, 2, \ldots, n)\) could be acquired, as listed in Table 8. Then, normalizing the support measure \(\text{sup}(m_i)\), we will get its own initial weight \(iw(m_i)\) under different conditions, as listed in Table 9.

Next, measure the uncertainty degree \(u(m_i)(i = 1, \ldots, n)\) of each BOE by the improved entropy function and then make a normalization of \(u(m_i)\) to get \(un(m_i)\) by virtue of equations (29) and (30). Tables 10 and 11 show the results of uncertainty measure under the condition of specific number of BOEs.

After having its uncertainty degree of each BOE, we can apply (31) and (32) to modify the initial weight \(iw(m_i)\) and then the final weight \(fw(m_i)(i = 1, \ldots, n)\) can be calculated well. The results of \(fw(m_i)\) are shown in Table 12.

5. Application in Diagnosis Fault

Similar to our previous work \([35, 36]\), this newly proposed approach is also applied to fault diagnosis area, and the example we use here cites from that of our previous work \([35, 36]\). Suppose there is a machine which has three gears \(G_1, G_2, \) and \(G_3\), and the failure fault modes \(F_1, F_2, \) and \(F_3\) are three kinds of failure fault modes corresponding to \(G_1, G_2, \) and \(G_3\) and are collected as fault hypothesis set \(\{F_1, F_2, F_3\}\). Besides, there are three various sensors, \(s_1, s_2,\) and \(s_3\), from which the evidence set \(m_1, m_2, m_3\) shown in Table 16 comes.

Here, still two kinds of sensor reliability will be considered. One is the static reliability \(R_i^s = \mu_i \times v_i\) measured by the evidence sufficiency \(\mu\) and importance index \(v\), and the other is dynamic reliability \(R_i^d\) measured based on the final weight \(fw(m_i)\) proposed newly in this work. The final comprehensive reliability \(R = R^s \times R^d\) is used for correcting the highly conflicting evidences, and after combining those evidences, a result with a higher accuracy and more belief will be obtained.

At the beginning, let us compute the static reliability \(R_i^s\) of each BOE using the formula \(R_i^s = \mu_i \times v_i\) and the corresponding results are shown in Table 17. The next step is to compute the dynamic reliability \(R_i^d\) of each BOE, BOE1, BOE2, and BOE3; that is, we need to get the final weight \(fw(m_i)\) by means of our newly proposed method in Section 3.

To get \(fw(m_i)\), what we need to do first is to calculate the evidence distance \(d(m_i, m_j)\), the cosine value of evidence angle \(\cos(m_i, m_j)\), and the similarity measure \(\text{sim}(m_i, m_j)\) between any two BOEs \(m_i, m_j\) \((i, j = 1, 2, 3)\). After having
sim(\(m_i, m_i\)), the support degree \(\text{sup}(m_i)\) and the initial weight \(i w(m_i)\) of one BOE \(m_i (i = 1, 2, 3)\) could be obtained. The following tables from Tables 18 to 21 show the results of indexes mentioned above.

Next, based on the improved entropy function, the uncertainty degree \(u(m_i)\) and the normalized uncertainty measure \(un(m_i)\) of each BOE could be computed well, as shown in Table 22. Finally, make use of equations

### Table 5: The evidence distance measure between BOEs.

| Item       | \(m_1, m_2\) | \(m_1, m_2, m_3\) | \(m_1, m_2, m_3, m_4\) | \(m_1, m_2, m_3, m_4, m_5\) |
|------------|--------------|-------------------|-------------------------|-------------------------------|
| \(d(m_1, m_2)\) | 0.5386       | 0.5386            | 0.5386                  | 0.5386                         |
| \(d(m_1, m_3)\) | —            | 0.3495            | 0.3495                  | 0.3495                         |
| \(d(m_1, m_4)\) | —            | —                 | 0.3257                  | 0.3257                         |
| \(d(m_1, m_5)\) | —            | —                 | —                       | 0.3311                         |
| \(d(m_2, m_3)\) | —            | —                 | 0.8142                  | 0.8142                         |
| \(d(m_2, m_4)\) | —            | —                 | 0.7850                  | 0.7850                         |
| \(d(m_2, m_5)\) | —            | —                 | —                       | 0.7906                         |
| \(d(m_3, m_4)\) | —            | —                 | 0.0300                  | 0.0300                         |
| \(d(m_3, m_5)\) | —            | —                 | —                       | 0.0374                         |

### Table 6: The cosine value of evidence angle measure between BOEs.

| Item       | \(m_1, m_2\) | \(m_1, m_2, m_3\) | \(m_1, m_2, m_3, m_4\) | \(m_1, m_2, m_3, m_4, m_5\) |
|------------|--------------|-------------------|-------------------------|-------------------------------|
| \(\cos(m_1, m_2)\) | 0.4504       | 0.4504            | 0.4504                  | 0.4504                         |
| \(\cos(m_1, m_3)\) | —            | 0.8399            | 0.8399                  | 0.8399                         |
| \(\cos(m_1, m_4)\) | —            | —                 | 0.8604                  | 0.8604                         |
| \(\cos(m_1, m_5)\) | —            | —                 | —                       | 0.8454                         |
| \(\cos(m_2, m_3)\) | —            | 0.1142            | 0.1142                  | 0.1142                         |
| \(\cos(m_2, m_4)\) | —            | —                 | 0.1578                  | 0.1578                         |
| \(\cos(m_2, m_5)\) | —            | —                 | —                       | 0.1503                         |
| \(\cos(m_3, m_4)\) | —            | —                 | 0.9990                  | 0.9990                         |
| \(\cos(m_3, m_5)\) | —            | —                 | —                       | 0.9987                         |

### Table 7: The similarity measure between BOEs.

| Item       | \(m_1, m_2\) | \(m_1, m_2, m_3\) | \(m_1, m_2, m_3, m_4\) | \(m_1, m_2, m_3, m_4, m_5\) |
|------------|--------------|-------------------|-------------------------|-------------------------------|
| \(\text{sim}(m_1, m_2)\) | 0.2078       | 0.2078            | 0.2078                  | 0.2078                         |
| \(\text{sim}(m_1, m_3)\) | —            | 0.5464            | 0.5464                  | 0.5464                         |
| \(\text{sim}(m_1, m_4)\) | —            | —                 | 0.5802                  | 0.5802                         |
| \(\text{sim}(m_1, m_5)\) | —            | —                 | —                       | 0.5655                         |
| \(\text{sim}(m_2, m_3)\) | —            | 0.0212            | 0.0212                  | 0.0212                         |
| \(\text{sim}(m_2, m_4)\) | —            | —                 | 0.0339                  | 0.0339                         |
| \(\text{sim}(m_2, m_5)\) | —            | —                 | —                       | 0.0315                         |
| \(\text{sim}(m_3, m_4)\) | —            | —                 | 0.9690                  | 0.9690                         |
| \(\text{sim}(m_3, m_5)\) | —            | —                 | —                       | 0.9613                         |
| \(\text{sim}(m_4, m_5)\) | —            | —                 | —                       | 0.9638                         |

### Table 8: The support degree of each BOE.

| Item       | \(m_1, m_2\) | \(m_1, m_2, m_3\) | \(m_1, m_2, m_3, m_4\) | \(m_1, m_2, m_3, m_4, m_5\) |
|------------|--------------|-------------------|-------------------------|-------------------------------|
| \(\text{sup}(m_1)\) | 0.2078       | 0.3771            | 0.4448                  | 0.4750                         |
| \(\text{sup}(m_2)\) | 0.2078       | 0.1145            | 0.0876                  | 0.0736                         |
| \(\text{sup}(m_3)\) | —            | 0.2838            | 0.5122                  | 0.6245                         |
| \(\text{sup}(m_4)\) | —            | —                 | 0.5277                  | 0.6367                         |
| \(\text{sup}(m_5)\) | —            | —                 | —                       | 0.6305                         |
Table 9: The initial weight determined by the evidence angle and distance functions of each BOE.

| Items | $m_{i,1}$, $m_{i,2}$ | $m_{i,3}$ | $m_{i,4}$ | $m_{i,5}$ | $m_{i,6}$ |
|-------|-----------------------|-----------|-----------|-----------|-----------|
| $iw(m_{i,1})$ | 0.5000                | 0.4863    | 0.2829    | 0.1946    |           |
| $iw(m_{i,2})$ | 0.5000                | 0.1477    | 0.0557    | 0.0302    |           |
| $iw(m_{i,3})$ | —                     | 0.3660    | 0.3258    | 0.2559    |           |
| $iw(m_{i,4})$ | —                     | —         | 0.3356    | 0.2609    |           |
| $iw(m_{i,5})$ | —                     | —         | —         | 0.2584    |           |

Table 10: The uncertainty measure of each BOE.

| Item | $m_{i,1}$, $m_{i,2}$ | $m_{i,3}$ | $m_{i,4}$ | $m_{i,5}$ | $m_{i,6}$ |
|------|-----------------------|-----------|-----------|-----------|-----------|
| $u(m_{i,1})$ | 3.5317                | 3.5317    | 3.5317    | 3.5317    |           |
| $u(m_{i,2})$ | 2.0540                | 2.0540    | 2.0540    | 2.0540    |           |
| $u(m_{i,3})$ | —                     | 3.0442    | 3.0442    | 3.0442    |           |
| $u(m_{i,4})$ | —                     | —         | 3.1264    | 3.1264    |           |
| $u(m_{i,5})$ | —                     | —         | —         | 3.0559    |           |

Table 11: The normalization of uncertainty measure of each BOE.

| Item | $m_{i,1}$, $m_{i,2}$ | $m_{i,3}$ | $m_{i,4}$ | $m_{i,5}$ | $m_{i,6}$ |
|------|-----------------------|-----------|-----------|-----------|-----------|
| $un(m_{i,1})$ | 0.6323                | 0.4092    | 0.3004    | 0.2384    |           |
| $un(m_{i,2})$ | 0.3677                | 0.2380    | 0.1747    | 0.1387    |           |
| $un(m_{i,3})$ | —                     | 0.3528    | 0.2590    | 0.2055    |           |
| $un(m_{i,4})$ | —                     | —         | 0.2659    | 0.2111    |           |
| $un(m_{i,5})$ | —                     | —         | —         | 0.2063    |           |

Table 12: The final weight determined by the improved entropy function.

| Item | $m_{i,1}$, $m_{i,2}$ | $m_{i,3}$ | $m_{i,4}$ | $m_{i,5}$ | $m_{i,6}$ |
|------|-----------------------|-----------|-----------|-----------|-----------|
| $fw(m_{i,1})$ | 0.4342                | 0.4637    | 0.2739    | 0.1894    |           |
| $fw(m_{i,2})$ | 0.5658                | 0.1671    | 0.0611    | 0.0325    |           |
| $fw(m_{i,3})$ | —                     | 0.3692    | 0.3287    | 0.2574    |           |
| $fw(m_{i,4})$ | —                     | —         | 0.3363    | 0.2610    |           |
| $fw(m_{i,5})$ | —                     | —         | —         | 0.2597    |           |

Table 13: The results of WAM (m).

| Item | $m(\theta_1)$ | $m(\theta_2)$ | $m(\theta_3)$ | $m(\theta_4)$ | $m(\theta_5)$ |
|------|---------------|----------------|----------------|----------------|----------------|
| WAM (m) | $m(\theta_1) = 0.1780$ | $m(\theta_2) = 0.6531$ | $m(\theta_3) = 0.1869$ | $m(\theta_4) = 0.1292$ | $m(\theta_5) = 0.5263$ |
|       | $m(\theta_1) = 0.4043$ | $m(\theta_2) = 0.3107$ | $m(\theta_3) = 0.1558$ | $m(\theta_4) = 0.0883$ | $m(\theta_5) = 0.1543$ |
|       | $m(\theta_1) = 0.4879$ | $m(\theta_2) = 0.1911$ | $m(\theta_3) = 0.0883$ | $m(\theta_4) = 0.2327$ | $m(\theta_5) = 0.2594$ |

Table 14: The final final BPA s calculated by the newly proposed approach.

| Item | $m(\theta_1)$ | $m(\theta_2)$ | $m(\theta_3)$ | $m(\theta_4)$ | $m(\theta_5)$ |
|------|---------------|----------------|----------------|----------------|----------------|
| Final BPA | $m(\theta_1) = 0.0674$ | $m(\theta_2) = 0.7380$ | $m(\theta_3) = 0.9571$ | $m(\theta_4) = 0.9987$ | $m(\theta_5) = 0.9987$ |
|       | $m(\theta_1) = 0.8583$ | $m(\theta_2) = 0.1035$ | $m(\theta_3) = 0.0276$ | $m(\theta_4) = 0.0007$ | $m(\theta_5) = 0.0007$ |
|       | $m(\theta_1) = 0.0743$ | $m(\theta_2) = 0.0106$ | $m(\theta_3) = 0.0105$ | $m(\theta_4) = 0.0005$ | $m(\theta_5) = 0.0005$ |
Table 15: The comparison between our newly proposed method and other current mainly popular methods.

| Approach                  | Combination outcomes |
|---------------------------|----------------------|
|                           | $m_1, m_2$           | $m_1, m_2, m_3$ | $m_1, m_2, m_3, m_4$ | $m_1, m_2, m_3, m_4, m_5$ |
| Dempster’s rule [1]       | $m(\theta) = 0$      | $m(\theta) = 0$ | $m(\theta) = 0$     | $m(\theta) = 0$         |
|                           | $m(\theta) = 0.0964$ | $m(\theta) = 0.6575$ | $m(\theta) = 0.3321$ | $m(\theta) = 0.1422$   |
|                           | $m(\theta) = 0.0917$ | $m(\theta) = 0.0794$ | $m(\theta) = 0.4104$ | $m(\theta) = 0.0138$   |
|                           | $m(\theta, \theta) = 0$ | $m(\theta, \theta) = 0.0090$ | $m(\theta, \theta) = 0.0081$ | $m(\theta, \theta) = 0.0032$ |
| Murphy’s simple average [33] | $m(\theta) = 0.0964$ | $m(\theta) = 0.4974$ | $m(\theta) = 0.9089$ | $m(\theta) = 0.9820$   |
|                           | $m(\theta) = 0.8119$ | $m(\theta) = 0.4054$ | $m(\theta) = 0.0444$ | $m(\theta) = 0.0039$   |
|                           | $m(\theta) = 0.0917$ | $m(\theta) = 0.0888$ | $m(\theta) = 0.0379$ | $m(\theta) = 0.0107$   |
|                           | $m(\theta, \theta) = 0$ | $m(\theta, \theta) = 0.0084$ | $m(\theta, \theta) = 0.0089$ | $m(\theta, \theta) = 0.0034$ |
| Deng’s weighted average [34] | $m(\theta) = 0.0846$ | $m(\theta) = 0.5784$ | $m(\theta) = 0.9303$ | $m(\theta) = 0.9939$   |
|                           | $m(\theta) = 0.8305$ | $m(\theta) = 0.0253$ | $m(\theta) = 0.0129$ | $m(\theta) = 0.0005$   |
|                           | $m(\theta) = 0.0849$ | $m(\theta) = 0.0958$ | $m(\theta) = 0.0351$ | $m(\theta) = 0.0044$   |
|                           | $m(\theta, \theta) = 0$ | $m(\theta, \theta) = 0.0081$ | $m(\theta, \theta) = 0.0093$ | $m(\theta, \theta) = 0.0012$ |
| Our last work [36]       | $m(\theta) = 0.0674$ | $m(\theta) = 0.7380$ | $m(\theta) = 0.9571$ | $m(\theta) = 0.9987$   |
|                           | $m(\theta) = 0.8583$ | $m(\theta) = 0.1479$ | $m(\theta) = 0.0048$ | $m(\theta) = 0.0001$   |
|                           | $m(\theta) = 0.0743$ | $m(\theta) = 0.1035$ | $m(\theta) = 0.0276$ | $m(\theta) = 0.0007$   |
|                           | $m(\theta, \theta) = 0$ | $m(\theta, \theta) = 0.0106$ | $m(\theta, \theta) = 0.0105$ | $m(\theta, \theta) = 0.0005$ |

At last, modify BPAs with comprehensive sensor reliability $R_i$ ($i = 1, 2, 3$) on the basis of the formula $R_i = R_i^r \times R_i^d$ and normalize it, denoted as $R_{N_i}$. The results are shown in Table 24.

Figure 1: The combination results using different combination rules under condition of two BOEs.
As shown in Table 26, our newly proposed method assigns the fault mode $F_1$ 95.42% of total belief, and the fault mode $F_2$ only owns 4.84% belief. What we also concern is that the uncertainty of belief $m(\Omega)$ has been reduced to 0.0012. In a word, this latest approach can provide a pretty precise combined result for decision-makers.
This newly proposed method is also compared with others including two of our previous works and the related comparison results are shown in Table 27 and Figure 5. As seen from Table 27 and Figure 5, we easily find the latest method has significantly more belief degree of fault mode $F_1$ and less uncertainty of belief than those of Fan and Zuo [70] and our previous works [35, 36]. That is because these three efficient tools, evidence distance, evidence angle, and improved entropy, compute dynamic reliability of each sensor more reasonably and comprehensively and reduce the conflicts among BOEs to the maximum extent.
Table 19: The cosine value of the evidence angle measure between BOEs in fault diagnosis application.

| Item | $\cos(m_1, m_2)$ | $\cos(m_1, m_3)$ | $\cos(m_2, m_3)$ |
|------|------------------|------------------|------------------|
| Value| 0.4043           | 0.9961           | 0.3398           |

Table 20: The similarity measure between BOEs in fault diagnosis application.

| Item | $\text{sim}(m_1, m_2)$ | $\text{sim}(m_1, m_3)$ | $\text{sim}(m_2, m_3)$ |
|------|------------------------|------------------------|------------------------|
| Value| 0.1543                 | 0.9148                 | 0.1144                 |

Table 21: The support degree and initial weight of each BOE in fault diagnosis application.

| BOE  | $\text{sup}(m_i)$ | $\text{iw}(m_i)$ |
|------|-------------------|------------------|
| $m_1$| 0.5345            | 0.4517           |
| $m_2$| 0.1343            | 0.1135           |
| $m_3$| 0.5146            | 0.4348           |

Table 22: The uncertainty measure of each BOE in fault diagnosis application.

| BOE  | $\text{u}(m_i)$ | $\text{un}(m_i)$ |
|------|-----------------|------------------|
| $m_1$| 3.4589          | 0.3704           |
| $m_2$| 2.7584          | 0.2953           |
| $m_3$| 3.1225          | 0.3343           |

Table 23: The dynamic reliability of BOEs in fault diagnosis application.

| BOE  | $\text{fw}(m_i)$ | $\text{Rd}(m_i)$ |
|------|------------------|------------------|
| $m_1$| 0.4408           | 0.4408           |
| $m_2$| 0.1194           | 0.1194           |
| $m_3$| 0.4398           | 0.4398           |

Table 24: The final comprehensive sensor reliability in fault diagnosis application.

| BOE  | $R_i$ | $RN_i$ |
|------|-------|--------|
| $m_1$| 0.4408| 0.4871 |
| $m_2$| 0.0244| 0.0269 |
| $m_3$| 0.4398| 0.4860 |

Table 25: The WAM($m$) results in fault diagnosis application.

| $m(F_1)$ | $m(F_2)$ | $m(F_2, F_3)$ | $m(\Omega)$ |
|-----------|----------|---------------|-------------|
| WAM($m$)  | 0.6338   | 0.1188        | 0.0987      | 0.1487      |

Table 26: The final final results in fault diagnosis application.

| $m(F_1)$ | $m(F_2)$ | $m(F_2, F_3)$ | $m(\Omega)$ |
|-----------|----------|---------------|-------------|
| VALUE     | 0.9542   | 0.0363        | 0.0083      | 0.0012      |

Table 27: The comparison results in application.

|                  | $m(F_1)$ | $m(F_2)$ | $m(F_2, F_3)$ | $m(\Omega)$ |
|------------------|----------|----------|---------------|-------------|
| Classical D-S theory [1] | 0.4519   | 0.5048   | 0.0336        | 0.0096      |
| Fan and Zuo [70]  | 0.8119   | 0.1096   | 0.0526        | 0.0259      |
| Our previous work no.1 [35] | 0.8899 | 0.0785 | 0.0243 | 0.0073 |
| Our previous work no.2 [36] | 0.9416 | 0.0484 | 0.0087 | 0.0013 |
| The newly proposed method | 0.9542 | 0.0363 | 0.0083 | 0.0012 |
6. Conclusion

In this paper, a new method to handle conflict when combining evidences is presented. Compared to our previous works [35, 36], the evidence angle is added to this new work in order to describe the consistency degree between the evidences. This newly proposed approach consists of three steps: firstly, both the evidence distance and evidence angle determine the initial weight of each BOE; secondly, the improved entropy is used for modifying the initial weight; finally, apply the classical D-S combination rule to get final fusion results. Moreover, one numeric example and one fault diagnosis application sufficiently demonstrate the efficiency and effectiveness of this new method, and the related comparison results show our proposed approach can converge fast and reduce most uncertainty of decision-making when handling highly conflicting evidences, and so it can help experts make a better and faster decision.
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