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Abstract

The random-order or \textit{secretary} model is one of the most popular beyond-worst case model for online algorithms. While this model avoids the pessimism of the traditional adversarial model, in practice we cannot expect the input to be presented in perfectly random order. This has motivated research on \textit{best of both worlds} (algorithms with good performance on both purely stochastic and purely adversarial inputs), or even better, on inputs that are a \textit{mix} of both stochastic and adversarial parts. Unfortunately the latter seems much harder to achieve and very few results of this type are known.

Towards advancing our understanding of designing such robust algorithms, we propose a random-order model with \textit{bursts} of adversarial time steps. The assumption of burstiness of unexpected patterns is reasonable in many contexts, since changes (e.g. spike in a demand for a good) are often triggered by a common external event. We then consider the \textit{Knapsack Secretary} problem in this model: there is a knapsack of size \(k\) (e.g., available quantity of a good), and in each of the \(n\) time steps an item comes with its value and size in \([0, 1]\) and the algorithm needs to make an irrevocable decision whether to accept or reject the item.

We design an algorithm that gives an approximation of \(1 - \tilde{O}(\Gamma/k)\) when the adversarial time steps can be covered by \(\Gamma \geq \sqrt{k}\) intervals of size \(\tilde{O}(\sqrt{k})\). In particular, setting \(\Gamma = \sqrt{k}\) gives a \(1 - O\left(\frac{\ln^2 k}{\sqrt{k}}\right)\)-approximation that is resistant to up to a \(\frac{\ln^2 k}{\sqrt{k}}\)-fraction of the items being adversarial, which is almost optimal even in the absence of adversarial items. Also, setting \(\Gamma = \tilde{O}(k)\) gives a constant approximation that is resistant to up to a constant fraction of items being adversarial. While the algorithm is a simple “primal” one, it does not possess the crucial symmetry properties exploited in the traditional analyses. The strategy of our analysis is more robust and significantly different from previous ones, and we hope it can be useful for other beyond-worst-case models.
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1 Introduction

In standard competitive analysis of online algorithms, one assumes that an adversary completely defines the input. While this is a useful model for designing algorithms for many problems, for many others this model is too pessimistic and no algorithm can outperform the trivial ones. One classical example is the Secretary Problem and its generalizations. In this problem, one is presented a sequence of $n$ items of values $v_1, \ldots, v_n$. Upon each arrival, one has to decide irrevocably if one accepts or rejects the item, without knowing the value of future items in the sequence. The goal is to select a single item in order to maximize the value obtained.

It is easy to see that in the adversarial model the best guarantee possible is to obtain expected value that is $\frac{1}{n}$-fraction of the offline optimum, and this is achieved by the trivial algorithm that chooses one of the $n$ time steps at random and blindly accepts the item in this time step.

In order to avoid the pessimism of this model and allow for the design of non-trivial algorithms with hopefully better performance in practice, there has been a push to consider beyond worst-case models. One of the most prominent such models is the random-order model, where the adversary can choose the set of items in the instance by they are presented in uniformly random order. This model has been studied since at least the 60s and has seen a lot of developments in the past decade, and several problems are now well-understood under this model, such as Knapsack and more generally Packing LPs [1, 2, 3, 15, 17, 21, 29], assignment problems [8, 12, 17], matroid optimization [4, 6, 13, 14, 23], and many more. For example, for the Secretary Problem in the random-order model one can obtain a $\frac{1}{e}$-fraction of the offline optimal value (as $n \to \infty$) with the following classical threshold-based algorithm: reject the first $\frac{1}{e}$-fraction of items but note their maximum value, then select the next element which exceeds this value if such an element appears.

However, in practice we cannot expect the sequence to arrive exactly in random order. This has motivated research on best of both worlds, namely algorithms with good performance on both purely stochastic and purely adversarial inputs [22, 25, 26, 28]. Even more interesting are algorithms that work well on inputs that are a mix of both stochastic and adversarial parts. But this seems to be much harder to achieve: in online algorithms we are only aware of the results of [11] on budgeted allocation (see Section 1.3 for a description of their model and assumptions), while in online learning results of this type have only been obtained very recently for multi-armed bandits [16, 24, 31, 32]. We note that all these results are for settings in which non-trivial guarantees can be achieved for pure adversarial inputs.

Towards advancing our understanding of designing such robust algorithms, we introduce a model that mixes random-order and adversarial time steps, assuming that the latter comes in bursts. The random-order times represent when the environment is in a “stationary” or “predictable” state, while the adversarial times represent “unexpected” patterns. The assumption of burstiness of unexpected patterns is reasonable in many contexts, since changes are often triggered by an external common event, e.g., the surge in gun sales after news of possible changes in gun control regulations. See [7, 9, 19, 20] for examples of the different ways in which burstiness can be modeled and areas of applications.

1.1 The Bursty Adversary plus Random Order (BARO) model

We describe more formally the general version of the proposed model BARO. Consider an online problem where decisions are made sequentially and irrevocably at times $1, 2, \ldots, n$. In our model, the adversary first chooses some the time steps $\text{Adv} \subseteq [n]$ to be “adversarial” and leaves the others $\text{RO} = [n] \setminus \text{Adv}$ as “random-order” times. In order to capture the burstiness of the adversarial time steps in a clean way, let $\mathcal{W}$ be the partition of $[n]$ into disjoint intervals of length $\ell$. We then assume that the adversarial times $\text{Adv}$ are covered by at most $\Gamma$ intervals in $\mathcal{W}$. Notice that this allows various patterns in the adversarial part of the input, including individual (non-bursty) adversarial times as well as bursts of size much larger than $\ell$, 

for a total of up to $\Gamma \ell$ adversarial times. As in the standard random-order model, the items/inputs on the random-order times $RO$ are arbitrary but presented in uniform random order. The sequence items/inputs on the adversarial times $Adv$ is fully adversarial that can be adaptively generated based on an algorithm’s behavior and may even depend on the order of the items in $RO$.

It is important to highlight that the algorithm does not know which time steps are adversarial or random-order, and that in each time step only one item arrives (i.e., the adversarial items do not come in batches).

Note that in many problems this adversary can make an instance completely adversarial by sending “dummy” random-order items. For example, in the Secretary Problem the adversary can set the value of all random-order items to be 0; so again no non-trivial guarantees is possible in this case. In order to obtain meaningful guarantees, we compare the algorithm’s performance only to the optimum over the random-order times $RO$, which we denote by $OPT_{RO}$. Thus, in a maximization problem we say that an algorithm is $\alpha$-competitive in the BARO model if the expected value of the algorithm is at least $\alpha OPT_{RO}$.

1.2 Our Results

In this paper we use the BARO model to obtain a more robust algorithm for the Knapsack Secretary problem, a well-studied generalization of the Secretary Problem. The offline version of the problem is the standard Knapsack Problem: there are $n$ items, each with a value $v_i \geq 0$ and size $w_i \in [0, 1]$, and we have a knapsack of size $k$; the goal is to select a subset of items with total size at most $k$, and with total value as large as possible.

Our main result is an algorithm for the Knapsack Problem in the BARO model that is resistant to a fraction of items being adversarial.

**Theorem 1.1.** There is a $(1 - O(\frac{\Gamma \ell \ln n}{n})) = (1 - O(\frac{\Gamma \ln k \ln k}{\Gamma \ln k}))$-competitive algorithm for the Knapsack Problem in the BARO model where the adversarial times can be covered by $\Gamma \geq \sqrt{k}$ windows of size $\ell = \frac{n \ln k}{k}$.

Notice that the term $\frac{\Gamma \ell}{n}$ in the guarantee is precisely the fraction of adversarial items that the algorithm can cope with. For example, setting $\Gamma = \sqrt{k}$, our algorithm obtains a $(1 - O(\frac{\ln^2 k}{\sqrt{k}}))$-approximation in the presence of up to $O(\frac{\ln^2 k}{\sqrt{k}})$-fraction of items being adversarial. This approximation is almost optimal: even in the absence of adversarial items (and even when all items are unit-sized) the best approximation possible is $1 - \Omega(\frac{1}{\sqrt{k}})$ [21] (and this is achieved for example by [1, 15, 17, 29]). Note that these competitive ratios go to 1 as the budget $k \to \infty$ (recall the normalization of sizes being at most 1). Moreover, with $\Gamma = \Omega(\frac{n}{\ell})$ the algorithm achieves a constant approximation in the presence of a constant fraction of adversarial items.

**Primal Algorithm with Time-Based Constraints.** Our starting point is the primal strategy for the random-order model, whose high-level idea is the following: At time $t$, one solves a knapsack LP with the items seen so far but with budget proportionally scaled to be $\lceil \frac{t}{\ell} k \rceil$, and pick (a fraction of) the item at time $t$ exactly as prescribed by the optimal LP solution, if there is space available in the full budget of $k$.

While this strategy obtains the optimal guarantee in the random-order model [17], it fails in the presence of adversarial items. One way in which it fails is by picking “too many items”: Suppose that the first $k$ items are adversarial, have size 1, and they all have infinitesimal values but sorted in increasing order, and the random-order items have all value and size equal to 1; it is easy to see that the primal algorithm will pick all the adversarial items, filling up the budget with items of infinitesimal value. (Similar examples exist where the adversarial items are not in the beginning of the sequence.) To counter this, in our algorithm we add additional restrictions, outside of the LP, that the algorithm can only pick a constant number of items
in each window of size \( \ell \approx \frac{n}{k} \), which is roughly the behavior of the optimal solution if the \( n \) items were in random order.

However, the algorithm may now fail by picking “too few” items: consider the same example as before but now all the adversarial items have value \( 1 + \varepsilon \), thus slightly more valuable than the random-order items. The algorithm will then only pick 1 of these adversarial items (by the new restriction added) and will not pick any of the random-order items, since the LP will always fill up its budget with the better adversarial items; so the algorithm obtains value \( 1 + \varepsilon \), while the \( \text{OPT}_{RO} = k \). To avoid this, we also add additional constraints to the LP that its solution can select at most a constant number of items in each window of size \( \ell \approx \frac{n}{k} \) (note there are \( \frac{t}{n}k \) disjoint such windows in \([t]\) and the LP selects total size \( \approx \frac{t}{n}k \), again on average 1 per window).

The main difficulty is analyzing the algorithm in the presence of the additional restrictions/constraints. Previous analyses of primal-style algorithms crucially relied on the fact the LP (and its optimal solution) was invariant to the permutation of items/coordinates. This brings about some crucial independence properties: Decisions at time \( t \) are independent of the order of the arrivals at times \( 1, \ldots, t-1 \) and therefore of the respective decisions. This property allows for the direct use of known concentration inequalities to control the total occupation incurred by the algorithm.

Since our new restrictions/constraints are not permutation invariant, we need to use a different type of analysis. The main handle is what we call the weighted rank of an item: the sum of the weights of items with higher value density \( \frac{v_i}{w_i} \) than this item, divided by the knapsack capacity. That is, it is by how much one would have to scale the knapsack capacity before the offline optimum would start picking this item. The very high-level idea of the analysis is intuitive: The higher the weighted rank of an item, the smaller its probability of being picked by the LP, even with the new constraints. In addition, while there are complicated dependencies between the events “the algorithm picks the item at time \( t \)”, the weighted ranks of the items in the random-order times are almost independent: they are just sampled without replacement. We leverage this to obtain custom concentration inequalities that control the algorithm’s occupation of the different restrictions/constraints.

### 1.3 Related Work

As already pointed out above, many algorithms have been proposed for online optimization problems with random arrival order. However, these algorithms usually break when moving to the BARO model. For concreteness, let us illustrate the effect on Kleinberg’s algorithm [21] for the multiple-choice secretary problem, a special case of our problem. The algorithm is allowed up to \( k \) selections. Throughout the sequence, it never picks items which are not among the best \( k \) so far. Therefore, we can construct the following counterexample. Consider a sequence starting with an adversarial burst of \( k \) items of very high value, followed by a random-order sequence with items of smaller values. On this sequence, the algorithm will not pick any random-order items at all. If \( n \gg k \), then with high probability (over the randomness of the algorithm) none of the adversarial items are picked either (the threshold-based algorithm for the secretary problem is applied to the first \( \approx \frac{n}{k} \) items w.h.p., in which case the first \( \approx \frac{\frac{n}{k}}{k} \gg k \) items are rejected). This argument transfers immediately to other algorithms, such as [2, 17]. Other algorithms such as the one by Agrawal and Devanur [1] or by Babaioff et al. [4] use the beginning of the sequence to estimate the optimal value, which also fails in this sequence.

There is only surprisingly little work when it comes to non-uniform random order model. Recently, Kesselheim et al. [18] introduced models where the order of the items is “much less random” than the uniform random order. Among other results, they show that it is possible to obtain constant-competitive algorithms for
the Multiple-choice Secretary Problem under these weaker assumptions, and quantify the minimum entropy of the distribution over orders that admits constant-competitive algorithms for the Secretary Problem. We remark that these models do not explicitly contain adversarial items.

Closer in spirit to our model, Esfandiari et al. [11] consider online budgeted allocation in an online model that mixes both stochastic and adversarial inputs. They provide algorithms that are optimal when the input is totally adversarial, and whose performance improves when the instance becomes “more stochastic”. There are two crucial differences between our proposed model and Esfandiari et al.’s model: in the latter, while the adversarial items may appear at any point in the sequence (i.e., no burstiness assumption), it is assumed that the algorithm knows the distribution of the items in the non-adversarial times, unlike in our model. Also, unlike the Knapsack Problem studied here, the budgeted allocation problem has constant-competitive algorithms even in the adversarial model. Thus, while to some extent an algorithm does not need to worry about “losing everything” if it is fooled by the adversarial part of the instance, its design and analysis have to be delicate enough to obtain fine control over the constants in the competitive-ratio in order to yield interesting results.

In a very recent paper, Bradac et al. [5] present several results for robust secretary problems in a mixed model very similar to ours, which was inspired by a discussion about a preliminary version of this present paper. In contrast to our model, there is no assumption on the number or burstiness of adversarial rounds, making the results incomparable. Our focus is understand situations in which we are close to the optimal guarantee without adversarial rounds. Since their adversary is more powerful, the guarantees are worse in two ways: (i) Their benchmark is weakened by leaving out the best item. (ii) The guarantees depend on the overall number of rounds \( n \), whereas ours only depend on \( k \). The techniques are also quite different.

2 BARO Knapsack: model and algorithm

Model. We consider an online knapsack problem. The algorithm knows upfront the knapsack size \( k \) and the number of items \( n \), and the items are presented online, one-by-one. In the \( t \)-th time step, the current item’s value \( V_t \) and size \( W_t \) are revealed, and the algorithm needs to irrevocably decide what fraction \( X_{t}^{alg} \in [0, 1] \) of this item to select. Our algorithm’s selection is always integral, i.e., \( X_{t}^{alg} \in \{0, 1\} \), but our point of comparison is the best fractional solution. The selections made by the algorithm need to fit the knapsack, namely \( \sum_{t \in [n]} W_t X_{t}^{alg} \leq k \) with probability 1, and it tries to maximize the total value of its selections: \( \sum_{t \in [n]} V_t X_{t}^{alg} \). Importantly, the choice in the \( t \)-th step has to be made only knowing \( V_1, \ldots, V_t \) and \( W_1, \ldots, W_t \) (as well as \( k \) and \( n \)).

The sequences \( V_1, \ldots, V_n \geq 0 \) and \( W_1, \ldots, W_n \in [0, 1] \) are generated by the following Bursty Adversary plus Random Order (BARO) model. Let us fix a window size \( \ell \), and let \( \mathbb{W} \) denote the collection of disjoint windows of size \( \ell \) that partitions the time steps \([n]\), that is, \( \mathbb{W} = \{\{1, 2, \ldots, \ell\}, \{\ell + 1, \ldots, 2\ell\}, \ldots\} \). For concreteness we will use window size \( \ell := \frac{n \ln k}{k} \). The adversary first partitions the \( n \) times steps into sets \( Adv \) (adversarial) and \( RO \) (random-order) with the property that \( Adv \) can be covered by \( \Gamma \) windows in \( \mathbb{W} \); we use \( \mathbb{W}_{adv} \subseteq \mathbb{W} \) to denote one such cover, fixed throughout. The adversary also fixes the items for the random-order times, namely the value/size pairs \((v_1, w_1), (v_2, w_2), \ldots, (v_{|RO|}, w_{|RO|})\), with \( w_i \in [0, 1] \) for all \( i \). Moreover, for each random-order time \( t \in RO \), nature samples without replacement an index \( I_t \) from \( \{1, 2, \ldots, |RO|\} \), i.e., randomly chooses which random-order item will appear at that time. Then, for each time step \( t \) the adversary outputs an item with value \( V_t \) and size \( W_t \in [0, 1] \) as follows:

- (Adversarial) If \( t \in Adv \), the adversary outputs an item with arbitrary value \( V_t \) and size \( W_t \in [0, 1] \); this may depend on an algorithm’s behavior and on the \( I_t \)’s.
• (Random-order) If \( t \in RO \), the adversary outputs the item indexed by \( I_t \), namely that with value \( V_t := v_{I_t} \) and size \( W_t := w_{I_t} \).

Note that there is a subtle difference between capital and small letters here. By \( V_t \) and \( W_t \), we refer to the value and weight of the item arriving in the \( t \)-th step. By \( v_i \) and \( w_i \) we refer to the \( i \)-th random-order item specified by the adversary before the random permutation is applied. Consequently, \( V_t \) and \( W_t \) are random variables whereas \( v_i \) and \( w_i \) are not. Furthermore, since the \( I_t \)’s are sampled without replacement, the items \( (\langle V_t, W_t \rangle)_{t \in RO} \) in the random-order times are precisely the items \( (v_1, w_1, v_2, w_2, \ldots, v_{|RO|}, w_{|RO|}) \) randomly permuted.

Again we highlight that the algorithm does not know which time steps are adversarial and which are random-order, and that the adversarial items do not come in batches. As mentioned before, the benchmark for comparison is the offline optimum for the problem on the random-order items alone, namely \( \text{OPT}_{RO} := \max \{ \sum_i v_i x_i : \sum_i w_i x_i \leq k, x \in [0,1]^{RO} \} \).

**Algorithm.** The algorithm we propose is a modification of the primal method of [17] and can be described as follows. Let \( \mathbb{W}_t \) be the collection of windows \( \mathbb{W} \) truncated to the prefix \([t]\), namely \( \{1, \ldots, \ell\}, \{\ell + 1, \ldots, 2\ell\}, \ldots, \{\lfloor \frac{t}{2} \rfloor \ell + 1, \ldots, t\} \).

At time \( t \), in order to compute its selection \( X_t^{alg} \in \{0, 1\} \) of the current item, the algorithm first finds an optimal solution \( X^t \) to the following (random) linear program \( LP_t \):

\[
\begin{align*}
\max & \sum_{t' \leq t} V_{t'} X_{t'} \\
\text{s.t.} & \sum_{t' \leq t} W_{t'} X_{t'} \leq c_t \frac{t}{n} (\text{main inner budget}) \\
& \sum_{t' \in B} W_{t'} X_{t'} \leq a_1 \frac{\ell}{n} k, \quad \forall B \in \mathbb{W}_t \quad (\text{inner constraints}) \\
& X \in [0,1]^t, 
\end{align*}
\]

where we introduce the slight budget scaling \( c_t := (1 - \frac{4t\ell}{t}) \), and set the constant \( a_1 := 601 \). If \( X_t^{alg} > 0 \), we say that the algorithm tentatively picks the item at time \( t \). The algorithm checks if it can permanently pick this item by verifying whether its past selections \( X_1^{alg}, \ldots, X_{t-1}^{alg} \) satisfy the following constraints:

\[
\begin{align*}
\sum_{t' < t} W_{t'} X_{t'} & \leq k - 1 \quad (\text{main budget}) \\
\sum_{t' \in B_{last}} W_{t'} X_{t'} & \leq a_4 \frac{\ell}{n} k - 1, \quad (\text{outer constraint})
\end{align*}
\]

where \( B_{last} \) denotes the last window in \( \mathbb{W}_{t-1} \), and \( a_4 \) is a sufficiently large constant (set in Lemma 4.6). If so, the algorithm fully picks the item, namely it sets \( X_t^{alg} = 1 \); otherwise, we say that it is blocked and it does not pick the item at all, setting \( X_t^{alg} = 0 \).

To get some intuition why the algorithm is reasonable, let us observe how the “offline optimum” \( \text{OPT}_{RO} \) builds up over time. We can define random variables \( X_t^* \) indicating what fraction of the item arriving at time \( t \) is packed in \( \text{OPT}_{RO} \). Because the permutation is uniformly random, these random variables are identically distributed for all \( t \in RO \). More specifically, we have \( \mathbb{E} [V_t X_t^*] = \text{OPT}_{RO} / |RO| \approx \text{OPT}_{RO} / n \) and \( \mathbb{E} [W_t X_t^*] \leq k / |RO| \approx k / n \). So, in expectation, slightly scaled versions of the random variables fulfill all constraints stated above. Our algorithm, of course, does not know \( X_t^* \) but tries to mimic this process.
Particularly, the goal of (inner constraints) and (outer constraint) is to spread out the choices made by the algorithm over time so that the consequences of adversarial bursts are mitigated.

Notice that by construction the solution $X^{alg}$ returned by the algorithm is always feasible, namely $\sum_{t \leq n} W_t X^{alg}_t \leq k$. Thus, we only need to argue that it obtains enough value.

**Theorem 2.1 (Total value).** The expected value of the solution $X^{alg}$ returned by the algorithm satisfies

$$E \left[ \sum_{t \in RO} V_t X^{alg}_t \right] \geq \left( 1 - O \left( \frac{\Gamma \ell}{n} \ln \frac{n}{\Gamma \ell} \right) \right) \cdot \text{OPT}_{RO}.$$

**Roadmap of the analysis.** In Section 3 we upper bound for each random-order time $t$ the probability that the algorithm tentatively selects that item. Next, we boost this per-time upper bound into concentration inequalities for the volume of the selections made up to a given point, and use it to upper bound the probability that the algorithm is blocked by constraint (main budget) or (outer constraint), in which case it would not be able to make permanent its tentative selection (Section 4). Using this, we lower bound the value obtained by the algorithm in each (free) random-order time step (Section 5), and add over all such time steps to show that the algorithm obtains the desired value (Section 6).

Without loss of generality we assume that the random-order times are sorted in decreasing order of value density, namely $\frac{v_1}{w_1} \geq \frac{v_2}{w_2} \geq \ldots \geq \frac{v_{|RO|}}{w_{|RO|}}$. Also, we say that an item is **better** than another if it has higher value density. For simplicity, we also assume that no item has value or weight equal to 0 (else automatically exclude/include in the solution), and that the sum of all item sizes is at least the knapsack size $k$. We also assume that there are no ties in the value densities $\frac{v_i}{w_i}$; this can be accomplished by infinitesimal perturbations to the values, for example. We also assume $\frac{k}{2} \geq k \geq 80$ and that $\frac{\Gamma \ell}{n} \leq \frac{1}{2}$, so at most half of the windows can have adversarial items. With overload of notation, we use $I_t$ to denote the actual item (pair $(V_t, W_t)$) at time $t$, even when $t$ is an adversarial time.

### 3 Controlling tentative selections via weighted rank

We use $T_t := 1(X^*_t > 0)$ to denote the indicator of tentative selection by the algorithm at time $t$. Our goal in this section is to argue that the algorithm does not tentatively select too many items. As mentioned before, the main handle for making this formal is the notion of **weighted rank**. The weighted rank of the random-order item $i$ is a $\frac{1}{k}$ scaling of the sum of the weights of random-order items better than it (recall these items are sorted in decreasing order of value density $\frac{v_i}{w_i}$).

**Definition 3.1 (Weighted rank).** The weighted rank of the random-order item $i$ is $r_i := \frac{1}{k} \sum_{i' < i} w_{i'}$ (we also define $r_{|RO|+1} = \frac{1}{k} \sum_{i} w_i$, for convenience). For a random-order time $t$, we use $R_t := r_{I_t}$ to denote the total weighted rank of the item $I_t$ at this time.

As before, one interpretation of the weighted rank $r_i$ is the following: considering the offline problem with only random-order items, $r_i$ is by how much we need to scale the knapsack of size $k$ before the optimal fractional solution wants to pick a strictly positive fraction of item $i$. Thus, the higher the rank the worse the item is.

The main result of this section says that the worse the item at time $t$ is, the less likely the algorithm is to tentatively pick it. (The extra conditioning on items $(I_{t'}')_{t' \in S}$ will be technically useful later and may be ignored throughout at a first read.)
Theorem 3.2 (UB tentative selection). Consider a random-order time $t \geq 8(\Gamma + 1)$, and a set $S$ of random-order times with $|S| \leq \frac{\ln k}{n}$. Then

$$\Pr\left( T_t = 1 \mid R_t, (I'_v)_{v \in S} \right) \leq \psi(R_t), \quad \text{where} \quad \psi(\gamma) = \begin{cases} 1, & \text{if } \gamma < 1 \\ \frac{2}{\kappa}, & \text{if } \gamma \in [1, 50] \\ 4ke^{-\frac{\ln k}{2}}, & \text{if } \gamma > 50. \end{cases}$$

For the rest of the section we prove this result. At its heart is the following deterministic monotonicity property of the LP: Fix a scenario (so the LP is deterministic); if there is a solution for the LP with only items better than $I_t$ that saturates the main budget, then $I_t$ is not included at all in the optimal LP solution. This is clear if we did not have the inner constraints: The optimal LP solution is obtained by the greedy procedure, and if we can saturate the budget with only better items the greedy will stop before reaching $I_t$. While this does not hold necessarily hold in the presence of general side constraints, we show it still does under the simple inner constraints. To streamline the presentation, the proof is presented in Appendix B.

Lemma 3.3. Consider a time $t \in [n]$, and fix a scenario $I_1, I_2, \ldots, I_n$. Suppose that there is a feasible solution $\bar{X}$ of LP$_t$ with $\sum_{v \leq t} W'_v \bar{X}'_v = \gamma \frac{tk}{n}$ and whose support only includes times with items strictly better than $I_t$ (i.e., $\bar{X}'_v > 0$ implies that $I'_v$ is strictly better than $I_t$, for all $t' \in [t]$). Then in any optimal solution $X^*$ of LP$_t$ we have $X^*_t = 0$. (Thus, $I_t$ is not tentatively selected by our algorithm.)

Our next lemma will leverage this result to show that if there are many items in random-order-only windows better than $I_t$, then the probability of tentatively selecting the latter is small. Before that, we need to introduce the definition of free time, the ones we will focus on for most of the analyses.

Definition 3.4 (FREE and RO). A time is free if it does not belong to one of the adversarial windows $\mathcal{W}$. We use $\text{FREE}_t$ to denote the collection of free times in $[t]$. Furthermore, $\mathcal{W}_t$ denotes the windows from $\mathcal{W}_t$ that only contain free times.

We also use $\text{RO}_t := \text{RO} \cap [t]$ to denote all the random-order times (free or otherwise) in $[t]$. With slight abuse in notation, we also use $\text{RO}_t$ to denote the cardinality of $\text{RO}_t$.

The following estimates follow directly from the assumption that there are at most $\Gamma$ adversarial windows, each of size $\ell$.

Observation 3.5. The following holds: (a) If $t \geq 2\Gamma \ell$ then $|\text{FREE}_t| \geq \frac{1}{2}$; (b) $\frac{1}{\text{RO}_t} \leq \frac{|\text{FREE}_t|}{|\text{FREE}_t|} \leq \frac{1}{n}(1 + \frac{2\Gamma}{m})$.

We can finally state the promised lemma.

Lemma 3.6. Consider a random-order time $t \geq 2(\Gamma \ell + 1)$. For a value $\gamma \geq 0$, let $G_\gamma$ be the event that the sum of the sizes of the items in the times $\text{FREE}_t$ that are better than $I_t$ equals $\gamma \frac{tk}{n}$ (i.e., $\sum_{v \in \text{FREE}_t : I'_v < I_t} W'_v = \gamma \frac{tk}{n}$). Then for any set of random-order times $S \subseteq \text{RO}$ with $|S| \leq \frac{n}{\ln k}$, we have

$$\Pr(T_t = 1 \mid G_\gamma, I_t, (I'_v)_{v \in S}) \leq \frac{1}{2} \psi(\gamma) = \begin{cases} \frac{1}{\kappa}, & \text{if } \gamma \in [1, 50] \\ 2ke^{-\frac{\ln k}{2}}, & \text{if } \gamma > 50. \end{cases}$$

Proof. Condition on $I_t, (I'_v)_{v \in S}$, and on the set of items $\{I'_v\}_{v \in \text{FREE}_{t-1}}$ in the free times in a way that the event $G_\gamma$ holds; let $\omega$ denote this conditioning. If suffices to show the upper bound $\Pr(T_t = 1 \mid \omega) \leq \frac{1}{2} \psi(\gamma)$, and the lemma follows by taking expectation with respect to multiple of these $\omega$’s. Also notice that this conditioning does not fix the relative order of the items in $\text{FREE}_{t-1} \setminus S$, thus

The items at times $\text{FREE}_{t-1} \setminus S$ are in random order even when conditioning on $\omega$. (3.1)
Let $E$ be the event that there is a feasible solution $X$ for $LP_i$ whose support only has items better than $I_i$ and that saturates the main budget, i.e., $\sum_{t \leq t} W_{t'} X_{t'} = c_i \frac{tk}{n}$. From Lemma 3.3, whenever $E$ holds $I_i$ is not tentatively selected, so it suffices to lower bound the probability $\Pr(E \mid \omega)$.

**Case 1:** $\gamma \in [1, 50]$. If for each of the free windows $W^t_{t-1}$ the total size of items better than $I_i$ in the window is at most $a_i \ell \frac{k}{n}$ (not “too many good items” in any free window), then any (fractional) selection of these items of total size $c_i \frac{tk}{n}$ gives a feasible solution for $LP_i$ saturating the main budget, so $E$ holds; notice that it is possible to select this much size because we are in the case $\gamma \geq 1$. The intuition is that since the total size of these good items is $\gamma c_i \frac{tk}{n} \leq 50 \frac{tk}{n}$, each window should have about $\ell \cdot 50 \frac{tk}{n} = 50 \ell k$ of their size in it, so with high probability no window has more than $a_i \ell \frac{k}{n}$ of their size (recall $a_1 \gg 50$).

More formally, consider a free window $B \in W^t_{t-1}$. Let $Z_{B \setminus S} = \sum_{t' \in B \setminus S} 1(I_{t'} < I_i) \cdot W_{t'}$ be the sum of sizes of items in $B \setminus S$ better than $I_i$, and let $Z = \sum_{t' \in FREE_t \setminus S} 1(I_{t'} < I_i) \cdot W_{t'}$. Notice that under the conditioning $\omega$, $Z$ is a fixed number satisfying $Z \leq \gamma c_i \frac{tk}{n} \leq \gamma \ell \frac{k}{n}$, and that $Z_{B \setminus S}$ is a sum of terms sampled without replacement from the terms in $Z$ (because of Observation (3.1)). Thus, we have

$$\mathbb{E}[Z_{B \setminus S} \mid \omega] = \frac{|B \setminus S|}{|FREE_t \setminus S|} \mathbb{E}[Z \mid \omega] \leq \frac{\ell}{|FREE_t \setminus S| - \ln k} \cdot \frac{\gamma k}{n} \leq \frac{t}{|FREE_t \setminus S| - \ln k} \cdot \ell \frac{k}{n} \leq 3 \gamma \ell \frac{k}{n},$$

where the last inequality uses the fact that $t \geq 2 \Gamma \ell$, Observation 3.5, and the assumptions $\Gamma \geq \sqrt{k}$ and $k \geq 80$. Moreover, we can apply the concentration inequality for sampling without replacement (Lemma A.1) conditionally to the sum $Z_{B \setminus S}$ (with $\tau = (600 - 3\gamma) \ell \frac{k}{n}$) to obtain

$$\Pr \left[ Z_{B \setminus S} \geq 600 \ell \frac{k}{n} \mid \omega \right] \leq 2 \exp \left( -\frac{9}{4} \cdot 3 \gamma \ell \frac{k}{n} \right) \leq 2 \frac{1}{k^3} \leq \frac{1}{k^2},$$

where in the first inequality we also used that $\tau \geq 3 \cdot 3 \gamma \ell \frac{k}{n}$ because $\gamma \leq 50$, and in the last inequality that $k \geq 80$. Since $|S| \leq \ln k$ and each item has size at most 1, the items in $B \cap S$ have total size less than $\ell \frac{k}{n}$. Thus, the conditional probability is at most $\frac{1}{n}$ that the total size of items in $B$ better than $I_i$ is at least $a_i \ell \frac{k}{n}$ (“too many good items”). Since there are fewer than $k$ windows, by taking a union bound over all free windows $B \in W^t_{t-1}$ we see that with probability at least $1 - \frac{1}{k}$ none of these windows has too many good items. Thus, $\Pr(E \mid \omega) \geq 1 - \frac{1}{k}$.

**Case 2:** $\gamma > 50$. The number of windows in $W^t_{t-1}$ of size $\ell$ (i.e., possibly excluding the last window) is at least $num \cdot \ell \Gamma - 1$. If in each such window the total size of items better than $I_i$ is at least $2 \ell \frac{k}{n}$ (“good items everywhere”), then one can (fractionally) select up to $2 \ell \frac{k}{n}$-mass of them in each window and get a feasible solution for $LP_i$ that saturates the main budget; this saturation is possible because this can give a total of size $(2 \ell \frac{k}{n}) \cdot num \geq c_i \frac{tk}{n}$ of these better items, where the last inequality uses $t \geq 2 \ell (\Gamma + 1)$. Since in this case event $E$ holds, it suffices to lower bound the probability of having good items everywhere. The intuition again is that by assumption there is total mass $\gamma c_i \frac{tk}{n} \geq 12 \frac{tk}{n}$ of these better items, so each window should have about $\frac{\ell}{2} \cdot 12 \frac{tk}{n} = 12 \ell \frac{k}{n}$ size in it, and with high probability all of them should have at least $2 \ell \frac{k}{n}$ size in it.

Again, consider any fixed window $B \in W^t_{t-1}$ of size $\ell$, and define the sums $Z_{B \setminus S}$ and $Z$ as in the previous case. Now conditioned on $\omega$ we have $Z \geq \gamma c_i \frac{tk}{n} - |S| \geq \gamma \frac{tk}{2} - \ln k$ (using the definition of $c_i$ and $t \geq 8 \sqrt{k} \ell$), and hence

$$\mathbb{E}[Z_{B \setminus S} \mid \omega] = \frac{|B \setminus S|}{|FREE_t \setminus S|} \mathbb{E}[Z \mid \omega] \geq \frac{\ell - \ln k}{t} \cdot \left( \frac{\gamma tk}{2n} - \frac{\ln k}{4} \right) \geq \frac{\gamma \ell k}{3n}.$$
where the last inequality uses \( t \gg \frac{n \ln k}{k} \). Again employing the concentration inequality for sampling without replacement (Lemma A.1) conditionally to the sum \( Z_{B \setminus S} \) (with \( \tau = (\frac{2}{3} - 2)\ell \frac{k}{n} \)) we get

\[
\Pr \left[ Z_{B \setminus S} \leq 2 \ell \frac{k}{n} | \omega \right] \leq 2 \exp \left( -\frac{(\frac{2}{3} - 2)^2}{\frac{3}{2} - 2} \ln k \right) \leq 2 \exp \left( -\frac{\gamma}{20} \ln k \right),
\]

where the last inequality uses \( \gamma \geq 50 \). Taking a union bound over the at most \( k \) such windows, the probability that we have enough good items in each window in \( W_{t-1}^{\text{free}} \) of size \( \ell \) is at least \( 1 - 2ke^{-\frac{50}{20} \ln k} \). This concludes the proof.

In order to remove the conditioning on \( G_\gamma \) from the previous lemma, we show that this event holds with high probability whenever the weighted rank of \( I_t \) is high (i.e., there are many items better than it); again this is just a consequence of concentration of measure. Actually we work with the event \( G_{\geq \alpha} := \bigcap_{\gamma \geq \alpha} G_\gamma \), namely that the total size of items better than \( I_t \) in \( \text{FREE}_t \) is at least \( \alpha cl \ell \frac{k}{n} \).

Lemma 3.7. Consider \( t \geq 8 \Gamma \ell \) and a set \( S \) of random-order times with \( |S| \leq \frac{\ln k}{t} \). Then for \( \alpha \geq 1 \),

\[
\Pr [ G_{\geq \alpha} | R_t = \alpha, (I_t)_{t \in S} ] \geq 1 - e^{-\alpha \ln k}.
\]

Proof. Again let \( Z = \sum_{t' \in \text{FREE}_{t-1} \setminus S} 1(I_t' < I_t) \cdot W_{t'} \) be the total size of items better than \( I_t \) in \( \text{FREE}_{t} \setminus S \), and let \( \omega \) denote the conditioning on \( R_t = \alpha \) and \( (I_t)_{t \in S} \); it suffices to show \( \Pr [ Z \geq c_t \ell \frac{k}{n} | \omega ] \geq 1 - e^{-\alpha \ln k} \).

Conditioned on \( \omega \), the total weight of items better than \( I_t \) in \( \text{RO}_n \setminus S \) is at least \( k \alpha - |S| \), and since these items are in random order (even conditioning on \( \omega \)) we have

\[
E[Z | \omega] \geq (k \alpha - |S|) \frac{|\text{FREE}_{t-1} \setminus S|}{|\text{RO}_n \setminus S|} \geq \frac{k \alpha}{n} (t - 3 \Gamma \ell)
\]

where in the last inequality we used \( \alpha \geq 1 \) and the fact

\[
|\text{FREE}_{t-1} \setminus S| \geq (t - 1) - \Gamma \ell - \ln k \geq t - 2 \Gamma \ell.
\]

Again we can apply the concentration inequality for sampling without replacement (Lemma A.1) conditionally to the sum \( Z \) (with \( \tau = \frac{\Gamma \ell}{t} E[Z | \omega] \)) to obtain

\[
\Pr \left( Z < c_t \ell \frac{k}{n} | \omega \right) \leq \Pr \left( Z < E[Z | \omega] \left( t - 4 \Gamma \ell \frac{t - 3 \Gamma \ell}{t} \right) | \omega \right)
\]

\[
\leq 2 \exp \left( -\frac{\beta^2 E[Z | \omega]}{4 + \beta} \right)
\]

\[
\leq 2 \exp \left( -\frac{\Gamma \ell (t - 4 \Gamma \ell) \frac{k \alpha}{n}}{5} \right)
\]

\[
\leq 2 \exp \left( -\frac{1}{5} \Gamma \alpha \ln k \right)
\]

\[
\leq e^{-\alpha \ln k},
\]

where in the third and forth inequalities we used \( t \geq 8 \Gamma \ell \) to obtain \( \beta \geq \frac{\Gamma \ell}{4} \), and the last inequality uses \( \alpha \geq 1, \Gamma \geq \sqrt{k} \), and \( k \geq 80 \). This concludes the proof.
Putting the previous two lemmas together we finally obtain the proof of Theorem 3.2.

**Proof of Theorem 3.2.** We lower bound the probability that \( T_t = 0 \). First, notice that since the bound of Lemma 3.6 is non-increasing in \( \gamma \), it still holds if we replace the conditioning on \( G, \gamma \) for a conditioning on \( G \geq \gamma \) (i.e., we condition on having possible more items better than \( I_t \)). Also, by assumption, all items have different weighted rank, so conditioning on \( R_t = \alpha \) is equivalent to conditioning on \( I_t \) being the item with weighted rank \( \alpha \). Using these observation, we can apply Lemma 3.6 to obtain

\[
\Pr[T_t = 0 \mid R_t = \alpha, (I_{t'})_{t' \in S}] \geq \Pr[T_t = 0 \land G \geq \alpha \mid R_t = \alpha, (I_{t'})_{t' \in S}]
\]

\[
= \Pr[T_t = 0 \mid G \geq \alpha, R_t = \alpha, (I_{t'})_{t' \in S}] \Pr[G \geq \alpha \mid R_t = \alpha, (I_{t'})_{t' \in S}]
\]

\[
\geq \left(1 - \frac{1}{2} \psi(\alpha)\right) \left(1 - e^{-\alpha \ln k}\right) \geq 1 - \frac{1}{2} \psi(\alpha) - e^{-\alpha \ln k} \geq 1 - \psi(\alpha).
\]

This concludes the proof. \( \square \)

## 4 Controlling the probability of being blocked

In this section we show that with good probability, when the algorithm tentatively selects an item, it also permanently selects it, i.e., it is not blocked by the constraints (main budget) and (outer constraint). More precisely, let \( O_t := W_t X_t^\mu_k \) be the actual occupation incurred by the algorithm at time \( t \). We use \( F_t \) to denote the indicator of the event that the algorithm is not blocked at time \( t \), i.e., \( F_t = 1 \) if

\[
\sum_{t' \in B_{last}} O_{t'} \leq a \frac{k}{n} k - 1 \quad \text{and} \quad \sum_{t' < t} O_{t'} \leq k - 1,
\]

where again \( B_{last} \) is the last window in \( \mathbb{W}_{t-1} \). Otherwise \( F_t = 0 \). The following is the main result of this section.

**Theorem 4.1** (Probability of being blocked). For all free times \( t \geq 8\ell(\Gamma + 2) \), the probability of being blocked is upper bounded as \( \Pr(F_t = 0 \mid I_t) \leq \frac{O(1)}{k \left(1 - \frac{a_5 \Gamma \ln k}{k}\right)^2} \), for some constant \( a_5 \).

To prove this result, we will upper bound the probability that either of the two parts of (4.2) is violated. This is done respectively in Lemmas 4.6 and 4.10; Theorem 4.1 then follows by a union bound. While the first part of (4.2) only concerns the occupation from free time steps, the second part also includes non-free ones. To control this second part, we will nonetheless focus on the occupation over the free windows; for non-free windows \( B \) the outer constraints guarantee \( \sum_{t' \in B} O_{t'} \leq O(\frac{kn}{\ell}) = O(\ln k) \), and so all the \( \Gamma \) of these windows combined can consume only \( O(\Gamma \ln k) \) of the budget (so, for example, in the important case \( \Gamma = \sqrt{k} \) this is negligible). For the free time steps, it suffices to upper-bound bound the (permanent) occupation \( O_t \) by the tentative occupation \( O'_t := W_t T_t \). For the algorithm to select the item at time \( t \), it is necessary but not sufficient that \( T_t = 1 \). Therefore, we have \( O_t \leq O'_t \) and we focus on controlling the \( O'_t \)'s from now on.

As a start, we use Theorem 3.2 to show that in each free time step the expected tentative occupation \( \mathbb{E}[O'_t] \) is at most \( \frac{k}{\ell} \); thus, essentially both (4.2) hold in expectation. While what we actually need is a generalization of this result, we present it to illustrate the techniques in a clearer way.

**Lemma 4.2** (UB tentative occupation). For all free times \( t \geq 8\ell(\Gamma + 1) \), we have \( \mathbb{E}[O'_t] \leq \frac{k}{\ell \ell_0 n} \left(1 + O\left(\frac{1}{k}\right)\right) \).
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Proof. Since fixing $I_t$ fixes $W_t$, using Theorem 3.2 we have

$$\mathbb{E} O'_t = \mathbb{E} W_t T_t = \mathbb{E}_{I_t} [W_t \cdot \mathbb{E} [T_t \mid I_t]] = \mathbb{E}_{I_t} [W_t \cdot \Pr(T_t = 1 \mid I_t)]$$

$$\leq \mathbb{E}_{I_t} [W_t \cdot \psi(R_t)] = \frac{1}{RO_n} \sum_i w_i \psi(r_i).$$

Since by definition of rank $r_j = \frac{1}{k} \sum_{j' < j} w_{j'}$, we have $r_{i+1} - r_i = \frac{w_i}{k}$, and thus $w_i = k \cdot \int_{r_i}^{r_{i+1}} 1 \, dx$. Applying this to the last displayed inequality we get

$$\mathbb{E} O'_t \leq \frac{k}{RO_n} \sum_i \int_{r_i}^{r_{i+1}} \psi(x) \, dx.$$  \hspace{1cm} (4.3)

Since the item sizes are at most 1, we have $r_{i+1} \leq r_i + \frac{1}{k}$ and so $x - \frac{1}{k} \leq r_i$ for all $x \in [r_i, r_{i+1}]$. Thus, as the function $\psi$ in nonincreasing, the right-hand side of (4.3) is at most

$$\frac{k}{RO_n} \sum_i \int_{r_i}^{r_{i+1}} \psi(x - 1/k) \, dx \leq \frac{k}{RO_n} \int_0^\infty \psi(x - 1/k) \, dx.$$ 

Finally, inspecting $\psi(x)$ we see that it takes value 1 for $x < 1$, takes value $\frac{2}{k}$ for $x \in [1, 50]$, and has exponential decay $\leq e^{-x}$ after that. Thus, it is easy to see that the integral on the right-hand side is at most $1 + O(\frac{1}{k})$ (see Lemma C.2). This concludes the proof. \(\square\)

However, what we actually need is to show that (4.2) (with $O'_t$'s) holds with good probability; for that we need concentration inequalities for the sums of the tentative occupations $O'_t$'s. The biggest problem is that the tentative selections induced by the LP are correlated in a non-trivial way. In particular, it is not clear whether they are negatively associated: for example, if the items up to time $t - 1$ are all “very good” the algorithm will not tentatively select at times $t, t + 1$, etc., indicating possibility of positive correlations on these times. Thus, the $O'_t$'s are also correlated and it is not clear how to apply standard concentration inequalities.

### 4.1 Concentration I: controlling the outer constraint

However, as the example above illustrates, we still have hopes of obtaining good upper bounds on the probability of multiple tentative selections. In fact, the probability of multiple selection of items $I_{t_1}, \ldots, I_{t_m}$ is at most the probability that the “worst” of these is items is selected; more precisely:

**Lemma 4.3.** Consider $m \leq \frac{\ln k}{\ell} \cdot \frac{1}{\ell}$ random-order times $t_1, \ldots, t_m \geq 8\ell(\Gamma + 1)$. Then

$$\Pr \left( T_{t_1} = \ldots = T_{t_m} = 1 \mid R_{t_1}, \ldots, R_{t_m} \right) \leq \psi \left( \max_i R_{t_i} \right).$$

**Proof.** The inequality follows from the fact $\Pr(X_1 = \ldots = X_m = 1 \mid E) \leq \min_i \Pr(X_i = 1 \mid E)$, Theorem 3.2, and $\min_i \psi(R_{t_i}) = \psi(\max_i R_{t_i})$ (by the monotonicity of $\psi$). \(\square\)

The main advantage of this bound is that the ranks $R_{t_i}$ are “almost” independent (they would be independent if the input sequence was generated by sampling items with replacement). Moreover, this lemma allows us to upper bound products of tentative occupation $\prod_i O'_i$: for this product to be strictly positive, all these items have to be tentatively selected. In fact, one can prove such upper bound using a similar strategy...
as in Lemma 4.2, with a main new element: a simple but general comparison for the expectation of a non-negative function under sampling with and without replacement (Lemma C.1), that allow us to work with a decoupled (independent) version \( \bar{R}_{t_1}, \ldots, \bar{R}_{t_m} \) of the ranks.

**Lemma 4.4** (Control of products). Fix a random-order time \( t \). Consider a set of \( m \leq \frac{\ln k}{\ell} \) distinct RO times \( t_1, \ldots, t_m \), all of which are at least \( 8\ell(\Gamma + 1) \) and less than \( t \). Then there are constants \( a_2, a_3 > 1 \) such that

\[
\mathbb{E}\left[ \prod_{i \in [m]} O'_{t_i} \mid I_t \right] \leq \left(1 + \frac{a_2}{k}\right) \left(1 + \frac{4m^2}{RO_m}\right) \left(\frac{k}{RO_m}\right)^m \leq (a_3 k^\frac{m}{2})^m. \text{ In particular, choosing } a_2 = 500 \text{ and } a_3 = 8a_2 \text{ is sufficient.}
\]

**Proof.** (We use the notation \( r(I) \) instead of \( r_t \) to denote the rank of item \( I \).) First notice that the product of tentative occupations has value \( \prod_i W_t \) if all items at times \( t_1, \ldots, t_m \) are tentatively selected, and 0 otherwise. Since conditioning on the items at these times fixes their weight, we have

\[
\mathbb{E}\left[ \prod_{i} O'_{t_i} \mid I_{t_1}, \ldots, I_{t_m}, I_t \right] = \left( \prod_{i} w_{I_{t_i}} \right) \cdot \Pr(T_{t_1} = \ldots = T_{t_m} = 1 \mid I_{t_1}, \ldots, I_{t_m}, I_t).
\]

From from Lemma 4.3 the last term is at most \( \psi(\max_i r(I_{t_i})) \). Employing this bound and taking expectation with respect to the items at times \( t_1, \ldots, t_m \) we obtain

\[
\mathbb{E}\left[ \prod_{i} O'_{t_i} \mid I_t \right] \leq \mathbb{E}\left[ \left( \prod_{i} w_{I_{t_i}} \right) \cdot \psi \left( \max_i r(I_{t_i}) \right) \mid I_t \right].
\]

In order to continue upper bounding the right-hand side, it will be convenient to pass to the decoupled version of \( (I_{t_i})_i \). That is, let \( (\bar{I}_{t_i})_i \) be a sequence of independent random variables, each uniformly distributed in \( RO_n \). Then using the comparison bound between sampling with and without replacement from Lemma C.1 (note that if \( t \) is not a random-order time we can just ignore the conditioning on \( I_t \) the right-hand side is at most

\begin{align*}
(1 + \frac{4m^2}{RO_n}) \cdot \mathbb{E}\left[ \left( \prod_{i} w_{I_{t_i}} \right) \cdot \psi \left( \max_i r(\bar{I}_{t_i}) \right) \right] = \left(1 + \frac{4m^2}{RO_n}\right) \cdot \frac{1}{RO_n} \sum_{j_1, \ldots, j_m} \left( \prod_{i} w_{j_i} \right) \psi(\max_i r_{j_i}),
\end{align*}

where in the last sum each index \( j_i \) ranges over \( RO_n \). We need to better understand the term \( A \).

Again from the definition of weighted rank, we have \( w_{j_i} = k \cdot \int_{r_{j_i}}^{r_{j_i+1}} 1 \, dx \). So defining the \( m \)-dimensional box \( B(j_1, \ldots, j_m) := \prod_i [r_{j_i}, r_{j_i+1}] \), we have

\[
\prod_i w_{j_i} = k^m \cdot \int_{B(j_1, \ldots, j_m)} 1 \, dx.
\]

Then the term \( A \) in (4.4) equals

\[
A = k^m \cdot \int_{B(j_1, \ldots, j_m)} \psi(\max_i r_{j_i}) \, (dx)^m.
\]

Now notice the adjacent weighted ranks \( r_j, r_{j+1} \) differ by at most \( \frac{1}{k} \) (recall that their definition has a factor \( \frac{1}{k} \)). So the sides of the box \( B(j_1, \ldots, j_m) \) are at most \( \frac{1}{k} \), which implies that every point in \( B(j_1, \ldots, j_m) - \frac{1}{k} \)
is pointwise at most the beginning of the box, namely \((r_{j_1}, \ldots, r_{j_m})\). Since \(\psi\) is non-increasing, for all \(x \in B(j_1, \ldots, j_m) - \frac{1}{k}\) we then have \(\psi(\max_i x_i) \geq \psi(\max_i r_{j_i})\). Thus, we can upper bound \(A\) as

\[
A \leq k^m \cdot \int_{B(j_1, \ldots, j_m)} \psi(\max_i x_i - 1/k) \, dx.
\]

Adding this over all the boxes (which tile a subset of \([0, n]^m\), since the largest weighted rank \(r_{RO_n}\) is at most \(\frac{RO_n}{k} \leq n\)), we obtain

\[
\text{LHS of (4.4)} \leq \left(1 + \frac{4m^2}{RO_n}\right) \cdot \left(\frac{k}{RO_n}\right)^m \cdot \int_{[0,n]^m} \psi(\max_i x_i - 1/k) \, dx.
\]

Finally, as in the end of the proof of Lemma 4.2, using the fast decay of \(\psi\) it can be shown that the integral on the right-hand side is at most \(1 + \frac{a_2 m^2}{k}\) for some constant \(a_2 \geq 1\) (Lemma C.2). So putting the above bounds together gives

\[
\mathbb{E}\left[\prod_i O_{t_i}^1 \mid I_t\right] \leq \left(1 + \frac{4m^2}{RO_n}\right) \cdot \left(\frac{k}{RO_n}\right)^m \cdot \left(1 + \frac{a_2 m^2}{k}\right),
\]

proving the first inequality of the lemma.

To prove the second inequality, we use the following estimates:

- \(1 + \frac{a_2 m^2}{k} \leq 2a_2^m\)
- \(1 + \frac{4m^2}{RO_n} \leq 2\), using Observation 3.5 and \(m \leq \ln k\) and \(k \ll n\)
- \(\left(\frac{k}{RO_n}\right)^m \leq \left(\frac{2k}{n}\right)^m\), using Observation 3.5.

This gives us

\[
\left(1 + \frac{a_2 m^2}{k}\right) \cdot \left(1 + \frac{4m^2}{RO_n}\right) \cdot \left(\frac{k}{RO_n}\right)^m \leq \left(a_2 \frac{k}{n}\right)^m \leq 2a_2 m^2 \cdot 2 \cdot \left(\frac{2k}{n}\right)^m \leq \left(8a_2 \frac{k}{n}\right)^m.
\]

This concludes the proof of Lemma 4.4.

Finally, such product estimates can be converted into raw moments/tail inequalities using reasonably standard estimates (e.g., Section 3.4 of [10]). In particular, these ideas together with a sharp Rosenthal-type inequality gives following multiplicative Chernoff bound for dependent random variables (proved in Appendix D).

**Lemma 4.5.** Consider arbitrary random variables \(X_1, \ldots, X_n \in [0, 1]\), and an integer \(m \geq 2\). Let \(p \in [0,1]\) be such that for all sets \(A \subseteq [n]\) of size at most \(m\) we have \(\mathbb{E}\prod_{i \in A} X_i \leq p^{|A|}\). If \(m \leq np\), then

\[
\mathbb{E}\left(\sum_{i \in [n]} X_i\right)^m \leq (2e^2 np)^m. \text{ Thus, applying Markov’s inequality to } (\sum_i X_i)^m \text{ we have } \Pr(\sum_i X_i \geq \alpha np) \leq \left(\frac{2e^2}{\alpha}\right)^m \text{ for all } \alpha > 0.
\]

With this we can finally obtain the desired control of the outer constraint’s occupation.
Lemma 4.6 (Control of outer constraints). Consider a free time \( t \geq 8\ell (\Gamma + 1) \), and let \( B \) be the last window in \( \mathcal{W}_{t-1} \). Then \( \Pr \left( \sum_{t' \in B} O'_{t'} > a_4 \ell \frac{k}{n} \Big| I_t \right) \leq \frac{1}{k} \), where \( a_4 \geq 2e^6 a_3 \), and \( a_3 \) is the constant from Lemma 4.4.

*Proof.* Since \( B \) may have size less than \( \ell \), let \( \bar{B} \) be the full window in \( \mathcal{W} \) that contains \( B \), of size exactly \( \ell \); it suffices to upper bound the probability that \( \sum_{t' \in B} O'_{t'} > a_4 \ell \frac{k}{n} \). Let \( p = a_3 \frac{k}{m} \) and \( m = \ln \frac{k}{n} \). Applying Lemma 4.4 and Lemma 4.5 to \( (\sum_{t' \in B} O'_{t'})_I \), we have

\[
\Pr \left( \sum_{t' \in B} O'_{t'} > a_4 \ell \frac{k}{n} \Big| I_t \right) \leq \left( \frac{2e^2}{a_4 / a_3} \right)^m \leq \left( \frac{1}{e} \right)^{\ln k} = \frac{1}{k}. \]

\[\square\]

4.2 Concentration II: control of main budget

In order to obtain Theorem 4.1 we need to show that the second part of (4.2) holds with reasonable probability even when \( t \approx n \); but since \( \mathbb{E}[O'] \approx \frac{k}{n} \), the expected cumulative occupation by the end of the game \( \mathbb{E} \left[ \sum_{t'=1}^t O'_{t'} \right] \approx k \) for \( t \approx n \), so we do not have much room. So unlike the previous section, we are interested in “medium deviations”, where the variance is the right quantity to look at. While Lemma 4.4 directly gives that the cumulative variance until time \( t \approx \left( \frac{k}{n} \right)^2 \), we actually need an upper bound of \( O \left( \frac{k}{n} \right) \), which is what one would expect from independent Bernoulli’s with success probability \( \frac{k}{n} \). Since

\[
\text{Var}(Z) = \mathbb{E}[Z^2] - (\mathbb{E}[Z])^2, \tag{4.5}
\]

to obtain variance upper bounds we will obtain an upper bound on the second raw moment and a lower bound on the expectation.

In order to simplify obtaining the sharp lower bound on the expectation required, we instead work with \( \bar{O}'_t = \bar{W}_t \bar{T}_t \), where \( \bar{T}_t : = \max\{ \bar{T}_t, 1 | R_t \leq 1 \} \), that is \( \bar{T}_t \) equals 1 if either \( T_t = 1 \) or the weighted rank \( R_t \) is at most 1. Notice that in every scenario \( \bar{O}'_t \) upper bounds \( O'_t \), and thus it suffices to show that the second part of (4.2) holds for the \( \bar{O}'_t \)'s. An important observation is that Lemma 4.4 still holds for the \( \bar{O}'_t \)'s: this is because the properties of the \( O'_t \)'s are only used through Lemma 4.3, which is a direct consequence of Theorem 3.2, and the latter holds for the \( \bar{O}'_t \)'s because the upper bound “gives up” anyway when \( R_t \leq 1 \) (i.e., \( \psi(R_t) = 1 \) when \( R_t \leq 1 \)). This then implies the following first step for using (4.5) to control the variance of the \( \bar{O}'_t \)'s.

**Lemma 4.7.** Fix a time \( t \) and, based on Lemma 4.4, let \( S = R\mathcal{O}_{t-1} \backslash \{ 8\ell (\Gamma + 1) \} \). Then

\[
\mathbb{E} \left[ \left( \sum_{t' \in S} \bar{O}'_{t'} \right)^2 \Big| I_t \right] \leq \left[ \left( \frac{|S| \cdot k}{R\mathcal{O}_n} \right)^2 + \frac{|S| \cdot k}{R\mathcal{O}_n} \right] \left( 1 + \mathcal{O} \left( \frac{1}{k} \right) \right).
\]

*Proof.* Using the assumptions that \( R\mathcal{O}_n \geq \frac{n}{2} \geq k \), notice that when \( m = 2 \) the first bound from Lemma 4.4 is \( \left( \frac{k}{R\mathcal{O}_n} \right)^2 \left( 1 + \mathcal{O} \left( \frac{1}{k} \right) \right) \), and similarly for \( m = 1 \). The result follows by applying this lemma to the right-hand side of

\[
\mathbb{E} \left[ \left( \sum_{t' \in S} \bar{O}'_{t'} \right)^2 \Big| I_t \right] \leq \sum_{t', t'' \in S, t' \neq t''} \mathbb{E}[\bar{O}'_{t'} \bar{O}'_{t''} \mid I_t] + \sum_{t' \in S} \mathbb{E}[\bar{O}'_{t'} \mid I_t]. \]

\[\square\]
But the good thing is that by passing from $O'_t$ to $\bar{O}_t$ we easily get a strong lower bound on the expectation.

**Lemma 4.8.** Fix a time $t$ and let $S = RO_{t-1} \setminus [8\ell(\Gamma + 1)]$. Then: $\mathbb{E} \left[ \sum_{t' \in S} \bar{O}_t' \mid I_t \right] \geq \frac{|S|}{RO_n} \left( 1 - \frac{k}{k+1} \right)$.

*Proof.* It suffices to show $\mathbb{E} \bar{O}_t' \geq \frac{k-2}{RO_n}$ for all random order times $t'$. Let $i^*$ be the largest item index with weighted rank $r_{i^*}$ at most 1. Since item sizes are at most 1, this implies that $\sum_{i < i^*, i \neq i^*} \bar{w}_i \geq k - 1$, and further $\sum_{i < i^*, i \neq i^*} \mathbb{E}[w_{t'} T_{t'} \mid I_{t'} = i, I_{t'}] \geq \sum_{i < i^*, i \neq i^*} \mathbb{E}[w_{t'} T_{t'} \mid I_{t'} = i, I_{t'}] = \mathbb{E}[w_{t'} T_{t'} \mid I_{t'} = i, I_{t'}] \geq \frac{1}{RO_n - 1} \sum_{i < i^*, i \neq i^*} \bar{w}_i \geq \frac{k-2}{RO_n}$. □

Putting these bounds together in (4.5) (and using Observation 3.5) we can control the variance of the $\bar{O}_t'$'s.

**Lemma 4.9.** Fix a time $t$ and let $S = RO_{t-1} \setminus [8\ell(\Gamma + 1)]$. Then: $\text{Var} \left[ \sum_{i \in S} \bar{O}_i' \mid I_t \right] \leq O \left( \frac{1}{n^2} \right)$.

This variance control is enough to upper bound the probability that tentative solution violates the main budget at any point in time.

**Lemma 4.10 (Control of main budget).** For every random-order time $t$, the probability we are blocked by the main budget can be upper bounded as $\Pr \left[ \sum_{t' < t} O_t' > k - 1 \mid I_t \right] \leq \frac{O(1)}{k \left( 1 - \frac{k}{n} - O \left( \frac{\Gamma \ln k}{k} \right) \right)}$.

*Proof.* Let $S = RO_{t-1} \setminus [8\ell(\Gamma + 1)]$. Then

$$\Pr \left[ \sum_{t' < t} O_t' > k - 1 \mid I_t \right] \leq \Pr \left[ \sum_{t' \in [t-1] \setminus S} O_t' + \sum_{t' \in S} O_t' > k - 1 \mid I_t \right].$$

(4.6)

Since $[t-1] \setminus S$ is composed of some adversarial times plus the interval $[8\ell(\Gamma + 1)]$, it can be covered with $\Gamma + 8(\Gamma + 1) \leq 10\Gamma$ intervals in $W_{t-1}$. Since the outer constraints control the possible occupation over each of these windows, in every scenario the first sum in (4.6) is at most

$$\sum_{t' \in [t-1] \setminus S} O_t' \leq 10\Gamma \cdot a_4 \frac{k}{n} = 10a_4 \Gamma \ln k.$$

Then we can upper bound (4.6) as

$$\Pr \left[ \sum_{t' < t} O_t' > k - 1 \mid I_t \right] \leq \Pr \left[ \sum_{t' \in S} O_t' > k - 10a_4 \Gamma \ln k \mid I_t \right] \leq \Pr \left[ \sum_{t' \in S} \bar{O}_t' > k - 10a_4 \Gamma \ln k \mid I_t \right].$$

Now we apply Chebyshev’s Inequality. Using Lemma 4.4 (and Observation 3.5) we can bound the expected value $\mu := \sum_{t' \in S} \mathbb{E} \bar{O}_t' \leq \frac{\Gamma \ell}{n} \left( 1 + O \left( \frac{\Gamma \ell}{n} \right) \right)$, and so the gap we have is

$$\text{gap} := k - 10a_4 \Gamma \ln k - \frac{tk}{n} \left( 1 + O \left( \frac{\Gamma \ell}{n} \right) \right) \geq \frac{k}{\left( 1 - \frac{k}{n} - O \left( \frac{\Gamma \ln k}{k} \right) \right)}.$$

Thus, using Chebyshev’s inequality and Lemma 4.9 to control the variance, we have

$$\Pr \left[ \sum_{t' \in S} \bar{O}_t' > k - 10a_4 \Gamma \ln k \mid I_t \right] \leq \frac{O(1)}{\text{gap}^2} \leq \frac{O(1)}{k \left( 1 - \frac{k}{n} - O \left( \frac{\Gamma \ln k}{k} \right) \right)^2}.$$

This concludes the proof. □

Taking a union bound over Lemma 4.6 and Lemma 4.10 proves Theorem 4.1.
5 Lower bounding the value obtained

Recall that $X_t^{alg} = T_tF_t$, i.e., the item is permanently selected exactly when it is tentatively selected and it fits the budgets, and that $V_t$ is the value of the item at time $t$. The following is then our main lower bound on the value obtained by the algorithm.

**Theorem 5.1** (Value lower bound). Consider a free time $t \geq 1, 212\Gamma\ell$. Then

$$
\mathbb{E}[V_tT_tF_t] \geq \left(c_t - \varepsilon_t - p_t - \frac{2}{k}\right) \frac{\text{OPT}_{BO}}{RO_n},
$$

where $p_t$ is the bound from Theorem 4.1 and $\varepsilon_t = (a_1 + 3)\frac{\Gamma\ell}{t} + \sqrt{10\ln k}\sqrt{\frac{2n}{tk}}$.

The next lemma says that if up to time $t$ there are not many items better than the item $I_t$, then this item is fully tentatively picked.

**Lemma 5.2.** Consider a free time $t$, and a fixed scenario where the following hold:

- Up to time $t$, the total size of items in free times strictly better than $I_t$ is strictly less than $c_t\frac{tk}{n} - a_1\frac{tk}{n}$
- In the last window $B_{\text{last}} \in \mathbb{N}_t$ (which only has free times), the total size of items strictly better than $I_t$ is strictly less than $a_1\frac{tk}{n}$.

Then any optimal solution $X^*$ of $LP_t$ sets $X_t = 1$, i.e., it fully tentatively picks item $I_t$.

**Proof.** Let $X^*$ be an optimal solution of $LP_t$, and suppose by contradiction that $X^*_t < 1$. Again we use the notation $WX^*(S) := \sum_{t' \in S} W_{t'}X^*_{t'}$.

**Case 1:** $WX^*(B_{\text{last}}) < a_1\frac{tk}{n}$, i.e., the inner constraint for the last window is not tight. If $WX^*(\{t\}) < c_t\frac{tk}{n}$, inner main budget is also not tight, we could just increase $X^*_t$ to obtain a strictly better solution, reaching a contradiction. So assume the main budget is tight, $WX^*(\{t\}) = c_t\frac{tk}{n}$.

Since the non-free times are covered by $\Gamma$ windows and we have the inner constraints in the LP, the solution $X^*$ picks up mass at most $A = \frac{a_1\Gamma\ell}{n}$ of items in non-free times; thus to fill up the main budget, the solution picks up at mass least $c_t\frac{tk}{n} - A$ in free times. By assumption this implies that it fractionally picks an item in a free time that is worse than $I_t$, i.e., there is $t' \in \text{FREE}_{t-1}$ such that $\frac{V_{t'}}{W_{t'}} < \frac{V_t}{W_t}$ and $X^*_{t'} > 0$. But then we can increase $X^*_t$ by $\frac{\epsilon}{W_t}$ and decrease $X^*_{t'}$ by $\frac{\epsilon}{W_{t'}}$ to obtain a feasible solution (using the fact we are in Case 1) with strictly better value, reaching a contradiction.

**Case 2:** $WX^*(B_{\text{last}}) = a_1\frac{tk}{n}$. By assumption $X^*$ fractionally picks a (free-time) item $I_{t'}$ with $t' \in B_{\text{last}}$ that is worse than $I_t$. Then we can swap a bit of these items exactly as in the previous case to obtain a feasible solution with strictly better value, a contradiction (notice this swap preserves the occupation of the inner main budget and of the inner constraint for $B_{\text{last}}$, everywhere else nothing changes). This concludes the proof. \qed

Moreover, from concentration, with high probability the conditions in the above lemma hold whenever $I_t$ has low rank; the proof is deferred to Appendix E.

**Lemma 5.3.** For any free time $t \geq 1, 212\Gamma\ell$ and rank $r \leq c_t - \varepsilon_t$, we have that the probability of fully tentatively selecting item $I_t$ given that it has rank $r$ satisfies: $\Pr \left( X^*_t = 1 \mid R_t = r \right) \geq 1 - \frac{1}{k}$. 
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With this lower bound on the probability of selection by the algorithm conditioned on the item being “good” (low rank), we can proceed with the proof of Theorem 5.1.

**Proof of Theorem 5.1.** Introducing the conditioning on the item at time $t$ and then using the non-negativity of $V_t, T_t,$ and $F_t$, we have

$$
\mathbb{E}[V_tT_tF_t] = \mathbb{E}_{I_t}[V_t \mathbb{E}[T_tF_t | I_t]]
$$

$$
= \mathbb{E}_{I_t}[V_t \mathbb{E}[T_tF_t | I_t] | R_t \leq c_t - \varepsilon_t] \Pr(R_t \leq c_t - \varepsilon_t)
$$

$$
+ \mathbb{E}_{I_t}[V_t \mathbb{E}[T_tF_t | I_t] | R_t > c_t - \varepsilon_t] \Pr(R_t > c_t - \varepsilon_t)
$$

$$
\geq \mathbb{E}_{I_t}[V_t \mathbb{E}[T_tF_t | I_t] | R_t \leq c_t - \varepsilon_t] \Pr(R_t \leq c_t - \varepsilon_t).
$$

(5.7)

Notice that

$$
\mathbb{E}[T_tF_t | I_t] \geq \Pr(T_t = 1 \text{ and } F_t = 1 | I_t) \geq 1 - \Pr(T_t \neq 1 | I_t) - \Pr(F_t = 0 | I_t),
$$

the last inequality following from a union bound. Whenever $I_t$ is such that its rank satisfies $R_t \leq c_t - \varepsilon_t$, we can apply Lemma 5.3 and the definition of $p_t$ to lower bound the right-hand side by $1 - \frac{1}{k} - p_t$. Plugging this in (5.7) we get

$$
\mathbb{E}[V_tT_tF_t] \geq \left(1 - p_t - \frac{1}{k}\right) \mathbb{E}_{I_t}[V_t | R_t \leq c_t - \varepsilon_t] \Pr(R_t \leq c_t - \varepsilon_t).
$$

(5.8)

Now let $S = \{i : r_i \leq c_t - \varepsilon_t\}$. The last two terms of (5.8) are just adding over the value of items in $S$ multiplied by $\Pr(I_t = i) = \frac{1}{RO_n}$, namely

$$
\mathbb{E}[V_tT_tF_t] \geq \left(1 - p_t - \frac{1}{k}\right) \frac{1}{RO_n} \sum_{i \in S} v_i.
$$

(5.9)

Equivalently $S$ can be constructed by picking the largest prefix of best random-order items that has total size at most $k(c_t - \varepsilon_t) \approx k$. For this reason and due to the fact that they take up almost the whole knapsack, this should be close to the optimal solution to our knapsack problem over the random-order items; more precisely, we claim that

$$
\sum_{i \in S} v_i \geq \left(c_t - \varepsilon_t - \frac{1}{k}\right)OPT_{RO}.
$$

(5.10)

To see that, let $x^*$ be the optimal offline solution to our knapsack problem over the random-order items only, where $x^*_i$ indicates the fraction of the random-order item $i$ picked. Let $x$ be the indicator of the set $S$, i.e., $x_i = 1$ iff $i \in S$. Since $x^*$ is given by the greedy procedure that scans items in order of value density $\frac{v_i}{w_i}$ as in the construction of $S$, we have $x^*_i = 1$ whenever $x_i = 1$. Thus, by introducing additional terms, we have for $i \in S$

$$
v_i = v_ix_i = \left(\frac{v_i}{w_i}x^*_i\right)x_i(w_ix^*_i).
$$

Adding over all $i \in S$ and applying Chebyshev’s Sum Inequality (Lemma A.2) with $a_i = (\frac{v_i}{w_i}x^*_i), b_i = x_i,$ and $p_i = w_ix^*_i$, we get

$$
\sum_{i \in S} v_i = \sum_{i \in S} v_ix_i \geq \left(\sum_{i \in S} \frac{v_i}{w_i}x^*_iw_i\right)\left(\sum_{i \in S} x_iw_i\right)/\left(\sum_{i \in S} w_ix^*_i\right).
$$
The first term in the RHS is the value of $x^*$, which by definition is $\text{OPT}_{RO}$. The second term is the total size of $x$, which by the maximality in its definition is $k(c_t - \varepsilon_t) - 1$ (recall that all items have size at most 1). Finally, the last term is the total size of $x^*$, which by optimality equals $k$. This proves (5.10).

Employing this bound to inequality (5.9) and using $(1-a)(1-b) \geq (1-a-b)$, valid for all non-negative $a, b$, concludes the proof of the theorem.

\section{Wrapping up: finishing the proof of Theorem 2.1}

To finish the proof of the guarantee of the algorithm, we just need to add the lower bound on the value obtained in each time step given by Theorem 5.1 over all free times except the ones very early or very late in the sequence. More precisely, let $t_0 = 1, 212\ell n$ and $\gamma = 1 - (a_5 + 1)\frac{\ell n}{n}$, and define $T = \{t \in \text{FREE}_n : t_0 \leq t \leq \gamma n\}$. For $t \notin T$, we use the trivial bound $V_t \geq 0$. For the other time steps we use Theorem 5.1. Together with the fact $RO_n \leq n$, we get
\begin{equation}
\mathbb{E}\left[\sum_{t \in RO} V_t X_t^{alg}\right] \geq \sum_{t \in T} \mathbb{E}[V_t T_t F_t] \geq \left(\sum_{t \in T} c_t - \sum_{t \in T} \varepsilon_t - \sum_{t \in T} p_t - \frac{2n}{k}\right) \frac{\text{OPT}_{RO}}{n}. \tag{6.11}
\end{equation}

Just using some arithmetic we bound each of the remaining sums:

\begin{itemize}
\item $\sum_{t \in T} c_t = |T| - \sum_{t \in T} \frac{4\ell}{t} \geq (n - O(\Gamma \ell)) - \int_{t_0 - 1}^{n} \frac{4\ell}{t} \, dt = n - O(\Gamma \ell \ln \frac{n}{\Gamma})$.
\item $\sum_{t \in T} p_t \leq O\left(\frac{\ell}{n}\right) \cdot \int_{0}^{\Gamma n} \frac{1}{(1 - \frac{2}{n}a_5 \frac{\ell n}{k})t} \, dt = O\left(\frac{\ell}{nk}\right) \int_{0}^{\Gamma n} \frac{1}{(1 - x)^2} \, dx$, where in the last step we set $a = 1 - a_5 \frac{\Gamma \ln k}{k}$ and use change of variables $x = \frac{t}{\Gamma n}$. The remaining integral equals $\frac{1}{a - x} \big|_0^\Gamma \leq \frac{1}{a - \Gamma}$. By our setting of $\gamma$ we have $a - \Gamma = \frac{\Gamma \ell}{n}$, so we obtain $\sum_{t \in T} p_t \leq O\left(\frac{\ell}{n}\right)$.
\item $\sum_{t \in T} \varepsilon_t \leq \int_{t_0 - 1}^{n} (a_1 + 3) \frac{\ell}{t} \, dt + \int_{t_0 - 1}^{n} \sqrt{\frac{20n \ln k}{kt}} \, dt \leq O(\Gamma \ell \ln \frac{n}{\Gamma}) + O\left(\frac{n \sqrt{\ln k}}{\sqrt{k}}\right)$.
\end{itemize}

Using these bounds on (6.11) and using the assumption that $\Gamma \geq \sqrt{k}$ concludes the proof of the theorem.

\section{Conclusions}

In this paper, we give a natural algorithm for the knapsack secretary problem, which we show to be robust against bursts of adversarial items. Our analysis is quite robust and possibly applies to other models mixing aspects of stochastic and adversarial arrivals.

A natural follow-up question is how our results could generalize to other settings. In particular, it would be interesting to extend our algorithm and analysis to packing LPs. The difficulty in using our technique is that there is no natural notion similar to the weighted rank for this setting.

It would also be interesting to better understand the limitations and trade-offs in this and similar models. For example, what regimes of parameter allow constant-competitive or $(1 - \varepsilon)$-competitive algorithms?
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A Required inequalities

We will need standard concentration inequalities for sampling without replacement of Bernstein-type; the following can be found, for example on Corollary 2.3 of [15].

Lemma A.1. Let $U = \{u_1, u_2, \ldots, u_n\}$ be a set of real numbers in the interval $[0, 1]$. Let $Y_1, Y_2, \ldots, Y_n$ be a sequence of draws from $U$ without replacement, and let $\mu = \sum_i EY_i$. Then for every $\tau > 0$,

$$\Pr\left( \left| \sum_i Y_i - \mu \right| \geq \tau \right) \leq 2 \exp\left( - \frac{\tau^2}{4\mu + \tau} \right).$$

We also need a discrete version of the classical Chebyshev’s Sum Inequality, which can be found, for example, in Chapter 9 of [27].

Lemma A.2 (Chebyshev’s Sum Inequality). Let $a_1, a_2, \ldots, a_n$ and $b_1, b_2, \ldots, b_n$ be non-increasing sequences. Then for any non-negative sequence $p_1, p_2, \ldots, p_n$

$$\sum_i a_i b_i p_i \geq \left( \sum_i a_i p_i \right) \left( \sum_i b_i p_i \right) / \left( \sum_i p_i \right).$$

B Proof of Lemma 3.3

Consider an optimal solution $X^*$ to $LP_t$ and assume by contradiction that $X^*_t > 0$. Let $B_{\text{last}}$ denote the last interval in $\mathbb{W}_t$, namely the one containing $t$. If there is a time $t' \in B_{\text{last}}$ with $X^*_{t'} > 0$ and $X^*_t < 1$, then we can change the solution $X^*$ by reducing its $t$-th coordinate by $\frac{\varepsilon}{X^*_{t'}}$ and increasing its $t'$-th coordinate by $\frac{\varepsilon}{X^*_{t'}}$ to obtain a feasible solution (just need to check main budget and inner constraint for $B_{\text{last}}$) with better value, contradicting the optimality of $X^*$.

So suppose that for all $t' \in B_{\text{last}}$ with $X^*_{t'} > 0$ we have $X^*_t = 1$; this implies that $X^*_t \geq X^*_{t'}$ for all $t' \in B_{\text{last}}$. Also, by assumption, we have the strict inequality $X^*_t > X^*_t = 0$. Thus $X^*(B_{\text{last}}) > X(B_{\text{last}})$ and hence $WX^*(B_{\text{last}}) > WX(B_{\text{last}})$, where for any set of times $S \subseteq [n]$ we define $X^*(S) := \sum_{t \in S} X^*_t$ and $WX^*(S) := \sum_{t \in S} X^*_t$, and similarly for $X$. Also, under our running assumptions that the sum of all item sizes is at least $k$ and that there are no items of value 0, the optimal solution satisfies the main budget: $WX^*(\{t\}) = a_t \frac{X^*_t}{X^*}$ since by assumption the same holds for $X$, we have $WX^*(\{t\}) = WX^*(\{t\})$. Thus, as the intervals in $\mathbb{W}_t$ partition $\{t\}$, we have $\sum_{B \in \mathbb{W}_t \setminus \{B_{\text{last}}\}} WX(B) > \sum_{B \in \mathbb{W}_t \setminus \{B_{\text{last}}\}} WX^*(B)$ where $B \in \mathbb{W}_t$. One consequence of this is that there is $t' \in B$ such that $B_{\text{last}}$ with $WX(B) > WX^*(B)$. One consequence is that there is $t' \in B$ with $1 \geq X^*_{t'} > X^*_t \geq 0$; so $t'$ is a strictly better item than $t$ and $X^*_t$ is not at its upper bound. Another consequence is that, since $X$ satisfies the inner constraints, $X^*$ is strictly feasible for the inner constraint relative to $B$. Thus, we can again increase $X^*_t$ and decrease $X^*_t$ to obtain a feasible solution to $LP_t$ with higher and contradict the optimality of $X^*$. This concludes the proof.

C Lemmas for the proof of Lemma 4.4

We start with the following comparison of integrating a non-negative function over a series sampled with and without replacement.
Lemma C.1. Consider any set $S$ of size $n$. Let $X_1, \ldots, X_m, X$ be sampled without replacement $S$, and let $X'_1, \ldots, X'_m$ be sampled with replacement from $S$. Then for any non-negative function $f : S^m \rightarrow \mathbb{R}_+$

$$
\mathbb{E}[f(X_1, X_2, \ldots, X_m) \mid X] \leq \left(1 + \frac{m}{n-m}\right)^m \mathbb{E}f(X'_1, X'_2, \ldots, X'_m).
$$

Moreover, if $m \ll n$ (having $\frac{m^2}{n-m} \leq 1$ and $m \leq n/2$ suffices), the multiplicative factor in the right-hand side is at most $(1 + \frac{4m^2}{n})$.

**Proof.** For any $x \in S$ we expand the conditional expectation:

$$
\mathbb{E}[f(X_1, X_2, \ldots, X_m) \mid X = x] = \frac{1}{(n-1)(n-2) \ldots (n-1-(m-1))} \sum_{i_1, i_2, \ldots, i_m \in S \setminus \{x\}, \text{ distinct}} f(i_1, \ldots, i_m)
$$

$$
\int_{f \geq 0} \frac{n^m}{(n-1)(n-2) \ldots (n-1-(m-1))} \cdot \frac{1}{n^m} \sum_{i_1, i_2, \ldots, i_m \in S} f(i_1, \ldots, i_m)
$$

$$
= \frac{n^m}{(n-1)(n-2) \ldots (n-1-(m-1))} \mathbb{E}f(X'_1, \ldots, X'_m).
$$

The first factor in the right-hand side is at most $(\frac{n}{n-1-\frac{m(m-1)}{n}})^m = (1 + \frac{m}{n-m})^m$. This gives the first part of the result.

For the second part, use $1 + x \leq e^x$ (which holds for all $x$) we obtain that this factor is at most $e^{\frac{m^2}{n-m}}$, and then using $e^x \leq 1 + 2x$ (which holds for $x \in [0, 1]$) and we assumption $\frac{m^2}{n-m} \leq 1$ we further upper bound it by $1 + \frac{2m^2}{n-m}$; finally using the assumption $m \leq n/2$ we reach the final upper bound of $1 + \frac{4m^2}{n}$, concluding the proof. \hfill \Box

**Lemma C.2.** If $m \leq \frac{ln k}{k}$, there is a constant $a_2 > 0$ such that

$$
\int_{[0,n]^m} \psi(\max\{x_i : i \in [m]\} - 1/k) \, dx \leq 1 + \frac{a_2}{k}.
$$

**Proof.** Let $U_1, \ldots, U_m$ be independent random variables uniformly distributed in $[0, n]$, and let $Z = \max_i U_i$. The integral we want to upper bound equals

$$
n^m \cdot \mathbb{E}[\psi(Z - 1/k)] = n^m \cdot \int_0^n \psi(z - 1/k) \, pdf_Z(z) \, dz. \quad (C.12)
$$

Moreover, we know precisely the distribution of $Z$ (obtained by differentiating $\Pr(Z \leq z) = \prod_i \Pr(U_i \leq z) = (\frac{z}{n})^m$):

$$
\text{pdf}_Z(z) = \frac{m}{n} \left(\frac{z}{n}\right)^{m-1} = \frac{m}{n} z^{m-1}.
$$

So breaking up into the different cases in the definition of $\psi$, we can upper bound the integral in (C.12) as

$$
\int_0^n \psi(z - 1/k) \, pdf_Z(z) \, dz \leq \int_0^{1+1/k} pdf_Z(z) \, dz + \int_{1+1/k}^C 2 pdf_Z(z) \, dz + \int_C^\infty 4ke^{-\frac{z}{kn}} pdf_Z(z) \, dz,
$$
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where $C := 120$ is a sufficiently large constant. The first integral on the right-hand side can be upper bounded
\[
\int_1^\infty e^{-\frac{x}{m}} \leq \frac{1}{n^m} \left(1 + \frac{1}{k}\right)^m \leq \frac{1}{n^m} e^{\frac{m}{k}} \leq \frac{1}{n^m} \left(1 + \frac{2m}{k}\right),
\]
where the first inequality uses $1 + x \leq e^x$ (valid for all $x$), and the second uses $e^x \leq 1 + 2x$ (valid for $x \in [0, 1]$) and the fact $m \leq \ln k$. For the second integral we have directly $\int_2^\infty \leq \frac{2Cm}{n^m k}$.

For the last integral, since $m \leq \frac{\ln k}{4}$ and $C = 120$ is a sufficiently large constant, for all $z \geq C$ we have $z^{m-1} \leq e^{\frac{m}{k} \ln k}$, and so
\[
\int_1^\infty e^{-\frac{x}{m}} \ln k \leq \frac{km}{n^m} \cdot e^{-\frac{\ln k}{40}} \leq \frac{k \ln k}{40n^m} k^{\frac{m}{k}} \leq \frac{1}{n^m k},
\]
where the last inequality uses again that $C$ is a sufficiently large constant.

Putting these bounds together we obtain
\[
\int_0^n \psi(z - 1/k) \, d\text{pdf}_Z(z) \leq \frac{1}{n^m} \left(1 + \frac{2m}{k} + \frac{2 \cdot Cm}{k} + \frac{1}{k}\right).
\]
Plugging this bound on (C.12) concludes the proof. \hfill \Box

\section*{D Proof of Lemma 4.5}

To prove the first inequality: Since the expression $\mathbb{E}\left(\left(\sum_{i \in [n]} X_i\right)^m\right)$ is a positive combination of the expectation of monomials of the form $\mathbb{E}\prod_{i \in A} X_i$ with $|A| \leq m$ (and the same holds for the $X_i$'s), it suffices to have $\mathbb{E}\prod_{i \in A} X_i \leq \mathbb{E}\prod_{i \in A} X_i'$ for all $A$ of size at most $m$; this holds by our assumption on the $X_i$'s and the fact the right-hand side equals $\Pr(\bigwedge_{i \in A}(X_i' = 1)) = p^{|A|}$.

For the second inequality, we employ a sharp Rosenthal-type inequality; more precisely, we can use Theorem 1.5.2 and Lemma 1.5.8 (with $p = m$ and $c = \frac{1}{m}$) of [30] to obtain
\[
\left(\mathbb{E}\left(\sum_i X_i^m\right)^{1/m}\right) \leq 2e \cdot \max \left\{ e \cdot np, (1 + m) \left(\frac{np}{m}\right)^{1/m}\right\}.
\]
Now we claim that when $2 \leq m \leq np$, the maximum is achieved on the first term: In this range, the second term is at most $e \cdot m(np/m)^{1/m} \leq e \cdot m(np/m) = e \cdot np$. This concludes the proof.

\section*{E Proof of Lemma 5.3}

Let $\omega$ denote the conditioning on an $I_t$ satisfying $R_t \leq c_t - \varepsilon_t$. Let $B_{\text{last}}$ denote the last window in $\mathbb{W}_{t-1}$. Let $E$ be the event that there is total size at least $c_t \frac{ek}{n} - \frac{\varepsilon_t}{t}$ of items better than $I_t$ in the free times $\text{FREE}_{t-1}$, and let $F$ be the event that there is total size at least $\frac{\omega_t}{\ell_k}$ of items better than $I_t$ in $B_{\text{last}}$. Since $X^t$ is an optimal solution for $LP_t$, from Lemma 5.2 it suffices to show that $\Pr(E \cup F \mid \omega) \leq \frac{1}{k}$.

We start with event $F$. By definition, under $\omega$ there is total size $kR_t \leq k(c_t - \varepsilon_t) \leq k$ of random-order items better than $I_t$, so the expected (conditioned on $\omega$) mass of such items in the last window $B_{\text{last}}$ is $\frac{|B_{\text{last}}|}{\ell_k} \leq \frac{3ek}{n}$ (see Observation 3.5). Since again this quantity can be expressed as the random-order sum
\[
\sum_{t' \in B_{\text{last}}} 1(I_{t'} < I_t) \cdot W_{t'} ,
\]
we can apply the Bernstein's-type inequality of Lemma A.1 (with \( \tau = 598 \frac{\ell k}{n} \)) to obtain the following upper bound on \( \Pr(F \mid \omega) \):

\[
\Pr(\text{mass of RO items in } B_{\text{last}} \text{ better than } I_t \geq \frac{3\ell k}{n} + \frac{598\ell k}{n} \mid \omega) \leq 2 \exp \left( -\frac{(4 \cdot \frac{3\ell k}{n})^2}{8 \cdot \frac{3\ell k}{n}} \right) \leq \frac{1}{2k},
\]

where the first inequality uses \( \tau \geq 4 \cdot \frac{3\ell k}{n} \).

Now for the event \( E \). Again, the expected (conditioned on \( \omega \)) mass of items better that \( I_t \) in \( \text{FREE}_{t-1} \) is at most \( \frac{\| \text{FREE}_{t-1} \|}{n} k R_t \leq \frac{t}{n} \frac{k R_t}{R_0} \leq (c_t - \epsilon_t)(1 + \frac{2t\ell}{n}) \frac{\ell k}{n} =: \mu \) (see Observation 3.5). By definition of \( \epsilon_t \), the difference between \( c_t \frac{\ell k}{n} - \frac{\Gamma \alpha_1 \ell k}{n} \) and this expected mass is at least \( \tau := \sqrt{10 \ln k} \sqrt{\frac{2t\ell}{n}} \). So applying the Bernstein’s-type inequality of Lemma A.1 we obtain

\[
\Pr(\text{mass of RO items in } \text{FREE}_{t-1} \text{ better than } I_t \geq \mu + \tau \mid I_t) \leq 2 \exp \left( -\frac{\tau^2}{4\mu + \tau} \right) \leq 2 \exp \left( -\frac{\tau^2}{5(\frac{2t\ell}{n})} \right) \leq \frac{1}{2k},
\]

where in the second inequality we used that \( t \geq 1, 212\Gamma \ell \) and \( \Gamma \geq \sqrt{k} \).

Taking a union bound over \( E \) and \( F \) then concludes the proof.