ON THE POINCARÉ LEMMA FOR REFLEXIVE DIFFERENTIAL FORMS
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ABSTRACT. Let $X$ be a normal complex space and let $\Omega_X[i]_p = \left(\Omega_X^i\right)_p$ be the stalk of the sheaf of reflexive differential forms at $p \in X$. First, we show that the de Rham complex of reflexive differential forms $\cdots \to \Omega_X[i]_p \to \Omega_X[i+1]_p \to \cdots$ is exact in degree $i = 1$ under suitable topological conditions, but that exactness in general depends on the complex structure. Second, we show exactness in high degrees for holomorphically contractible $X$ under mild assumptions on the nature of singularities of $X$, e.g. klt singularities.

Subsequently, the exactness of the de Rham complex of reflexive differential forms is related to the Lipman-Zariski conjecture and the failure of vanishing theorems of Kodaira-Akizuki-Nakano type on singular spaces.
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1. INTRODUCTION

The classical Poincaré Lemma states that the de Rham complex of sheaves of holomorphic differential forms on a complex manifold $M$ of dimension $n$ is a resolution

$$0 \to C_M \to \Omega_M^1 \to \cdots \to \Omega_M^n \to 0$$

of the sheaf $C_M$ of locally constant complex-valued functions. Via the Frölicher spectral sequence it relates the complex singular cohomology of $M$ with the cohomology groups of the coherent sheaves $\Omega_M^i$. In this way the Poincaré Lemma can be regarded as a cornerstone of the Hodge theory of projective complex manifolds.

In the presence of singularities, the above picture breaks down completely. Indeed, none of the coherent sheaves of differential forms known in the literature
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satisfies the Poincaré Lemma. In this paper, we discuss the case of reflexive differential forms on a normal complex space $X$, i.e., the sheaves $\Omega^i_X = (\Omega^i_X)^{**}$. More precisely, for any $p \in X$, we ask: What is the meaning of the cohomology groups of the complex

$$0 \to \mathcal{C} \to \mathcal{O}_{X,p} \to \Omega^1_{X,p} \to \cdots \to \Omega^i_{X,p} \to \cdots$$

We will see that exactness of $(\ast)$ is closely related to various notions and results concerning the complex space $X$: the local topology, holomorphic contractibility, vanishing theorems and the Lipman-Zariski conjecture.

**Low degrees and the topology of** $X$. The exactness of $(\ast)$ depends a priori on the complex structure overlying the topological space $X$. In this spirit the complex structure is taken into account by any result so far obtained in the literature. Indeed, exactness in degree $i$ has been proven for

- isolated rational singularities if $i = 1, 2$, [CF02, Prop. 2.5],
- locally algebraic klt base spaces if $i = 1$, [GKP13, Thm. 5.4],
- toroidal singularities and arbitrary $1 \leq i \leq n$, [Dan78, Prop. 3.14], and
- isolated complete intersection singularities if $i \leq n - 2$, [Gre75, Sect. 4].

Although our first main Theorem 1.1 does not require a deep proof, it clarifies the situation in degree $i = 1$ by giving a sufficient, purely topological criterion for exactness, which covers all results mentioned above. Far better, its formulation only involves the first rational local intersection cohomology $IH^1_{\text{loc}}(p \in X, \mathbb{Q})$, see Definition 3.1.

**Theorem 1.1** (Topological Poincaré Lemma in degree one, Section 3.1). Let $p \in X$ be a normal, locally algebraic complex space singularity. Then

$$IH^1_{\text{loc}}(p \in X, \mathbb{Q}) = 0 \implies (\ast) \text{ is exact in degree } i = 1.$$

Does this topological approach admit a generalization to higher degrees? The following proposition gives a twofold negative answer if $n = 2$: First, the vanishing of rational intersection cohomology is no longer a sufficient criterion. Second, exactness of $(\ast)$ does effectively depend on the complex structure.

**Proposition 1.2** (Dependancy on the complex structure, Section 3.3). There exist two minimally elliptic normal surface singularities $p_1 \in X_1$ and $p_2 \in X_2$ such that

1. $X_1^{\text{top}} \cong X_2^{\text{top}}$, i.e., the underlying topological spaces are homeomorphic,
2. $IH^k_{\text{loc}}(p_i \in X_i, \mathbb{Q}) = 0$ for $k > 0$ and $i = 1, 2$, and
3. the complex $(\ast)$ is exact for $X = X_1$, but not for $X = X_2$.

Fortunately, the proof of Proposition 1.2 contains an elucidating geometric explanation for the phenomenon: the complex space germ $p_1 \in X_1$ is quasihomogeneous while $p_2 \in X_2$ is not. The notion of quasihomogeneity is recalled in Definition 2.9. This observation leads us to our second topic.

**High degrees and holomorphic contractibility.** By a result of Gilmartin [Gil64] any complex space is locally topologically contractible. In contrast, the existence of a holomorphic contraction map as in Definition 4.1 below is a strong condition on the complex structure of $X$. For holomorphically contractible complex spaces, the Poincaré Lemma has been settled for

- Kähler differential forms, [Rei67], and
- Kähler differential form modulo torsion, [Fer70].
In the setup of reflexive differential forms, holomorphic contractibility does not imply exactness of \((\ast)\) as has been observed in [GKP13, Rem. 5.4.2].

However, we establish at least partial results in this direction. Our approach consists of two steps: First, we turn away from reflexive differential forms and examine another important class of differential forms, namely the sheaves \(\Omega^i_{h}|X\) of \(h\)-differential forms. The letter \(h\) refers to the \(h\)-Grothendieck topology on the category of schemes introduced by Voevodsky in [Voe96, Def. 3.1.1] in his study of the homology of schemes, see Section 2.4 for details.

The class of \(h\)-differential forms is the closest to reflexive differential forms that still admits a pull-back map by holomorphic maps. It is exactly this technical advantage that enables us to establish an analog of Reiffen’s and Ferrari’s results. The easiest version can be formulated as follows.

**Theorem 1.3** (Poincaré Lemma for \(h\)-differential forms on holomorphically contractible spaces, Section 4.2). Let \(p \in X\) be a point on a reduced complex space of dimension \(n\). If the space germ \(X_p\) is holomorphically contractible to a subspace \(Y \subset X\) of dimension \(m\), then the sequence

\[
\Omega^m_{h}|X_p \xrightarrow{d} \cdots \xrightarrow{d} \Omega^0_{h}|X_p \rightarrow 0
\]

of stalks of sheaves of \(h\)-differential forms is exact.

Second, we show that for some types of singularities, the sheaves of \(h\)-differential forms and reflexive differential forms agree. This yields the following version of Theorem 1.3. Locally algebraic klt base spaces are introduced in Definition 2.3.

**Corollary 1.4** (Poincaré Lemma on holomorphically contractible spaces, Section 4.2). Suppose that, in addition to the assumptions in Theorem 1.3, \(X\) is a locally algebraic klt base space, or that \(p \in X\) is an isolated rational singularity.

Then the reflexive de Rham complex \((\ast)\) is exact in degrees \(i > m\).

Theorem 1.1 and Corollary 1.4 are far from covering all reasons for the exactness of the de Rham complex of reflexive differential forms. However, for Gorenstein normal surface singularities, there is a complete characterization in terms of holomorphic contractibility and topological properties:

**Proposition 1.5** (Complete characterization for Gorenstein surfaces, Section 3.2). Let \(p \in X\) be a Gorenstein normal surface singularity. Then

\((\ast)\) is exact \(\iff p \in X\) is quasihomogeneous and \(\text{IH}^{1}_{\text{nc}}(p \in X, \mathbb{Q}) = 0\).

Quasihomogeneous complex space germs \(X_p\) are holomorphically contractible to \(\langle p \rangle \subset X\) by Example 4.4.

**Relation to other topics of interest.** In the following we exhibit three examples illustrating the close relation between the exactness of \((\ast)\) and many other questions of interest.

**Global topology of \(X\).** In this section let us assume that the Poincaré Lemma holds for reflexive differential forms on \(X\), i.e., the complex \((\ast)\) is exact for any \(p \in X\). Recall that the assumption holds if \(X\) is a surface with rational singularities by [CF02, Prop. 2.5].

The Frölicher spectral sequence known from the theory of complex manifolds has an analog

\[
\begin{align*}
\text{Frölicher: } & E_1^{ij} = H^j(X, \Omega^i_{X}) \\ & \implies H^{i+j}(X, \mathbb{C})
\end{align*}
\]
relating the cohomology of the sheaves of reflexive differential forms and the global topology of \( X \). Since degeneration of (**) at \( E_1 \) has been proved in [Dan78, Thm. 12.5] for normal toric projective varieties, it seems natural to hope for degeneration in the new cases established e.g. in Corollary 1.4. The following proposition dashes these hopes starting from dimension three, even under very strong assumptions on the local nature of the singularities of \( X \).

**Proposition 1.6** (Degeneration of (**) , Section 5). The spectral sequence satisfies the following:

(a) If \( X \) is a projective surface with rational singularities, then (**) degenerates at \( E_1 \).

(b) There exists a projective three-dimensional complex space with only one quasihomogeneous terminal hypersurface singularity such that (**) does not degenerate at \( E_1 \).

On the Lipman-Zariski conjecture. Let \( V \) be an algebraic variety over a field of characteristic zero and suppose that the tangent sheaf \( T_V \) is locally free in a neighborhood of some point \( p \in V \). Is \( p \in V \) a smooth point? Motivated by his advisor Zariski, Lipman was the first to approach this question in [Lip65]. Since then a positive answer has been found in numerous cases. In our context the most noteworthy is the case of a quasihomogeneous singularity \( p \in V \) settled by Hochster in [Hoc77].

The proof of the following result illustrates how exactness properties of the complex (**) can be used to expand Hochster’s result to slightly more general local \( \mathbb{C}^* \)-actions.

**Corollary 1.7** (Lipman-Zariski conjecture on contractible spaces, Section 6). Let \( X \) be a normal complex space and \( p \in X \). Suppose that the space germ \( X_p \) admits a holomorphic \( \mathbb{C}^* \)-action with only non-negative weights such that the fixed point locus \( X_{\mathbb{C}^*} \) is a curve not contained in \( X_{\text{sing}} \).

Then the Lipman-Zariski conjecture holds at \( p \in X \).

The definition of a \( \mathbb{C}^* \)-action on a space germ and its weights is given in Section 2.2. Notice that in Corollary 1.7 the complex space \( X \) is not assumed to be locally algebraic, whereas quasihomogeneous singularities as considered by Hochster are automatically algebraic, see Fact 2.10.

On Kodaira-Akizuki-Nakano type vanishing. The classical Kodaira-Akizuki-Nakano vanishing theorem states that if \( L \) is an ample line bundle on a projective complex manifold \( X \), then \( H^j(X, \Omega^{[1]}_X \otimes L^{-1}) = 0 \) for \( i + j < \dim(X) \). Seeking to generalize these results, we ask whether the groups

\[
H^j(X, \Omega^{[1]}_X \otimes L^{-1}) \]

vanish if \( i + j < \dim(X) \) and \( X \) is a normal projective complex space. Vanishing has been proven in [GKP13, Prop. 4.3] for \( j \leq 1 \) if \( X \) has mild singularities. However, the same authors construct in [GKP13, Prop. 4.8] a projective complex space \( X \) with only one four-dimensional isolated rational singularity and \( H^2(X, \Omega^{[1]}_X \otimes L^{-1}) \neq 0 \).

The following result is the easiest version of Theorem 7.1 relating these considerations to our topic.

**Theorem 1.8** (Section 7). Let \( X \) be a projective complex space of dimension \( \geq 4 \) with only one isolated rational singularity \( p \in X \), and let \( L \) be an ample line bundle on \( X \). Then

\[
\dim_{\mathbb{C}} H^2(X, \Omega^{[1]}_X \otimes L^{-1}) \geq \dim_{\mathbb{Q}} WDiv_{\mathbb{Q}}(X_p)/_{\mathbb{Q}} + \dim_{\mathbb{C}} h^2(\ast),
\]

where \( WDiv_{\mathbb{Q}}(X_p)/_{\mathbb{Q}} \) denotes the group of local analytic Weil divisors with rational coefficients on arbitrarily small neighborhoods of \( p \in X \) modulo \( \mathbb{Q} \)-linear equivalence.
The counterexample given in [GKP13] only explores the first contribution on the right hand side. In fact, the singularity \( p \in X \) in loc. cit. is rational and quasi-homogeneous so that the complex \((\ast)\) is exact by Corollary 1.4.

1. Outline of the paper. The paper is structured as follows: The current Section 1 contains the introduction.

In Section 2 we set up notation and recall classical notions of differential forms on reduced complex spaces. Then we include a construction of \( h \)-differential forms on singular complex spaces and prove elementary properties that are used in the sequel.

The core results of the paper are contained in Sections 3 and 4. Section 3 is concerned with results based on topological properties of \( X \) as well as a closer look at the surface case. Section 4 contains a unified proof of Reiffen’s and Ferrari’s results and Theorem 1.3.

Section 5 contains a discussion of the degeneration properties of the reflexive analog of the Frölicher spectral sequence. The relation to the Lipman-Zariski conjecture is exposed in Section 6. Finally, Section 7 contains the proofs of the results on Kodaira-Akizuki-Nakano type cohomology groups mentioned in the introduction.
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2. Complex spaces and differential forms

2.1. Notation. The base field is the field of complex numbers \( \mathbb{C} \).

2.1.1. Schemes and complex spaces. We will switch frequently between the algebraic and the analytic setting. A scheme is a scheme of finite type over \( \text{Spec}(\mathbb{C}) \) and is usually denoted by \( V \) or \( W \). A variety is a separated irreducible reduced scheme. Complex spaces are usually denoted by \( X, Y, Z \). A complex manifold \( M \) is a smooth complex space. The dimension of a complex space or a scheme is considered as a function with values in \( \mathbb{Z}_{\geq 0} \). Likewise the codimension of a complex subspace or a subscheme is a function defined on the subspace.

Let \( p \in X \) be a point on a complex space. Then the complex space germ is denoted by \( X_p \).

For any algebraic morphism \( f : V \to W \) between schemes the corresponding holomorphic map between associated complex spaces is denoted by \( f^\text{an} : V^\text{an} \to W^\text{an} \).

**Definition 2.1.** We say that a complex space \( X \) is locally algebraic if there exists a covering \( X = \bigcup_{i \in I} X_i \) by open subsets \( X_i \subset X \) and schemes \( V_i \) together with an open embedding \( X_i \subset V_i^\text{an} \) for any \( i \in I \).

2.1.2. Sheaves. For any morphism \( \phi : \mathcal{F} \to \mathcal{G} \) between coherent sheaves of \( \mathcal{O}_V \)-modules on a scheme \( V \), the associated morphism between analytically coherent sheaves of \( \mathcal{O}_{V^\text{an}} \)-modules is denoted by \( \phi^\text{an} : \mathcal{F}^\text{an} \to \mathcal{G}^\text{an} \).

If \( \mathcal{F} \) is a coherent sheaf on a reduced complex space or a scheme, then we denote by \( \mathcal{F}_\text{tor} \subset \mathcal{F} \) the torsion subsheaf. Recall from [GR71, Anhang §4.4] that \( \mathcal{F}_\text{tor} = \ker(\mathcal{F} \to \mathcal{F}^{**}) \) is a coherent sheaf, whose local sections are exactly the local sections of \( \mathcal{F} \) with nowhere dense support. The quotient will be denoted by...
\[\mathcal{F}/\text{tor} = \mathcal{F}/\mathcal{F}_{\text{tor}}.\] Recall that \((\mathcal{F}_{\text{tor}})_{\text{an}} = (\mathcal{F}_{\text{tor}})_{\text{tor}} = \mathcal{F}_{\text{tor}}^{\text{an}}\) for a coherent sheaf \(\mathcal{F}\) on a reduced scheme.

2.1.3. Singularities, resolutions of singularities. The reduced complex space associated with \(X\) is denoted by \(X_{\text{red}}\). The smooth and the singular locus of a reduced complex space \(X\) are denoted by \(X_{\text{sm}} \subset X\) and \(X_{\text{sing}} \subset X\), respectively.

A resolution of singularities of a reduced complex space \(X\) is a proper surjective morphism \(\pi : \tilde{X} \to X\) such that \(\tilde{X}\) is smooth and there exists a nowhere dense analytic subset \(A \subset X\) such that \(\pi^{-1}(A) \subset \tilde{X}\) is nowhere dense and \(\pi : \pi^{-1}(X \setminus A) \to X \setminus A\) is an isomorphism. The morphism \(\pi\) is called a small resolution if \(A\) can be chosen such that \(\pi^{-1}(A) \subset \tilde{X}\) has codimension \(\geq 2\). The morphism \(\pi\) is called a strong resolution if we can choose \(A = X_{\text{sing}}\) and the preimage \(\pi^{-1}(A)_{\text{red}} \subset \tilde{X}\) is a divisor with simple normal crossings. By a functorial resolution we mean a strong resolution \(\pi : \tilde{X} \to X\) such that for any open set \(U \subset X\) and any vector field \(V \in T_X(U)\) there exists a vector field \(\tilde{V} \in T_{\tilde{X}}(\tilde{U})\) on the preimage \(\tilde{U} = \pi^{-1}(U)\) that is \(\pi\)-related to \(V\).

We will need several times the following fact. It is a corollary of a result by Lojasiewicz [Loj64, Thm. 2, 3], as explained in the proof of [GKP13, Lem. 14.4].

**Fact 2.5** (Topology of resolutions). Let \(\pi : \tilde{X} \to X\) be a resolution of a reduced complex space and let \(F := \pi^{-1}(\{p\})_{\text{red}}\) be the reduced fiber over some point \(p \in X\). Then there exist arbitrarily small contractible neighborhoods \(U \subset X\) of \(p\) such that the inclusion \(F \to \pi^{-1}(U)\) is a homotopy-equivalence.

For the definition of pairs with Kawamata log terminal singularities and rational singularities we refer to [KM98]. We will also need the following definition.

**Definition 2.3** (Klt base spaces, see [Keb13, Def. 5.1]). Let \(V\) be a normal variety. We call \(V\) a klt base space if there exists a \(\mathbb{Q}\)-divisor \(D\) such that the pair \((X,D)\) has Kawamata log terminal singularities.

A complex space \(X\) is called a locally algebraic klt complex base space if there exists a cover \(X = \bigcup_{i \in I} X_i\) by open subsets and, for any \(i \in I\), an algebraic klt base space \(V_i\) together with an open embedding \(X_i \subset V_i^{\text{an}}\).

**Example 2.4.** Let \(V\) be a normal toric variety. Then \(V^{\text{an}}\) is a locally algebraic klt base space by [CLS11, Ex. 11.4.26].

We will not need the definition of Du Bois singularities but the following fact.

**Fact 2.5** (Isolated Du Bois singularities, [Kov99, Sect. 0]). Let \(p \in X\) be a normal isolated singularity of a complex space \(X\) together with a strong resolution \(\pi : \tilde{X} \to X\), \(E = \pi^{-1}(\{p\})_{\text{red}}\). Then the following are equivalent.

1. The singularity \(p \in X\) is Du Bois.
2. For any \(i > 0\), the map \(R^i\pi_*\mathcal{O}_\tilde{X} \to H^i(E, \mathcal{O}_E)\) is an isomorphism.

2.2. Holomorphic \(\mathbb{C}^*\)-actions on space germs.

**Definition 2.6** (Holomorphic \(\mathbb{C}^*\)-action on a space germ). Let \(p \in X\) be a point on a complex space. A holomorphic \(\mathbb{C}^*\)-action on the space germ \(X_p\) consists of a holomorphic map \(\mathbb{C}^* \times X \to U \ni (t, x) \mapsto t \cdot x\) defined on an open neighborhood \(U\) of \(\mathbb{C}^* \times \{p\}\) such that \(t \cdot p = p\) for all \(t \in \mathbb{C}^*, 1 \cdot x = x\) and \(t \cdot (s \cdot x) = (st) \cdot x\) for all \(x \in X, s, t \in \mathbb{C}^*\), whenever this makes sense.
Example 2.7. Let \( C^* \) act on \( C \) by \( t \cdot (x_1, \ldots, x_r) = (t^{z_1}x_1, \ldots, t^{z_r}x_r) \), where \( z_1, \ldots, z_r \in \mathbb{Z} \) are integers. Let \( 0 \in X \subset C^r \) be a locally closed analytic subset such that the vector field \( \frac{\partial}{\partial x_1} + \cdots + z_n \cdot \frac{\partial}{\partial x_n} \) is tangent to \( X \). Then the space germ \( X_0 \) inherits a holomorphic \( C^* \)-action.

Let \( p \in X \) be as in Definition 2.6. By compactness of \( S^1 \) there exists an open neighborhood \( U \subset X \) of \( p \) on which \( S^1 \) acts by biholomorphic automorphisms. In particular, the cotangent space is a direct sum of eigenspaces \( \left( \frac{m_p}{m_p^1} \right)_z = \{ v \in \mathfrak{m}_p \mid t \cdot v = t^z v \forall t \in S^1 \} \). The weights of the action at \( p \in X \) are the integers \( z \in \mathbb{Z} \) such that \( \left( \frac{m_p}{m_p^1} \right)_z \neq \{0\} \).

Lemma 2.8 (Linearization of \( C^* \)-actions). Any holomorphic \( C^* \)-action on a space germ is isomorphic to a holomorphic \( C^* \)-action as in Example 2.7.

Proof. Let \( i : X_p \to T_pX \) be an arbitrary local embedding of the space germ \( X_p \) into the tangent space at \( p \) such that the induced map \( d_p i : T_pX \to T_0T_pX \) is the canonical map. Observe that \( S^1 \subset C^* \) acts on the tangent space so that we can define
\[
\tau : X_p \to T_pX, \quad \tau(x) = \frac{1}{2\pi i} \int_{\gamma} e^{-t \cdot i} \cdot ((e^t \cdot x), x) ds.
\]
It is easy to check that \( \tau(g \cdot x) = g \cdot \tau(x) \) for all \( g, x \) in a neighbourhood of \( S^1 \times \{ p \} \) in \( S^1 \times X \). Since \( \tau \) is holomorphic, this even holds for all \( (g, x) \) in a neighbourhood of \( C^* \times \{ p \} \) in \( C^* \times X \). This shows that \( \tau \) is the desired equivariant local embedding, since \( d_p \tau : T_pX \to T_0T_pX \) is again the canonical map.

Definition 2.9 (Quasihomogeneous singularities). A point \( p \in X \) on a complex space is said to be a quasihomogeneous singularity, if the space germ \( X_p \) admits a holomorphic \( C^* \)-action with only positive weights.

Fact 2.10 (Algebraizability of quasihomogeneous singularities, [Loo84, Sect. 9.B]). Let \( p \in X \) be a quasihomogeneous singularity on a complex space. Then there exists an affine complex scheme \( V \) together with an algebraic action of \( C^* \) with fixed point \( p \in V \) and only positive weights on \( T_pX \), together with an equivariant isomorphism \( X_p \cong V^m \) of complex space germs.

2.3. Classical differential forms. For a reduced complex space \( X \) we consider the following sheaves of differential forms. The notations apply verbatim to the case of a reduced scheme \( V \).

- \( \Omega^i_X \) - the sheaf of Kähler differential forms of degree \( i \geq 0 \) on \( X \).
- \( \Omega^i_X/\text{tor} \) - the sheaf of Kähler differential forms modulo torsion of degree \( i \geq 0 \) on \( X \).
- If \( X \) is normal in addition, we consider the sheaf \( \Omega^{[i]}_X \) of reflexive differential forms. It satisfies \( \Omega^{[i]}_X = j_* \Omega^{[i]}_{X_{\text{sm}}} = (\Omega^i_X)^{**} \), where \( j : X_{\text{sm}} \subset X \) is the inclusion of the smooth locus.

The sheaves \( \Omega^i_X \) and \( \Omega^i_X/\text{tor} \) are constructed as quotients of \( \Omega^i_X \) for some local embedding \( X \subset C^m \). From this point of view they seem rather inconvenient for purposes of birational geometry. In fact, given a resolution of singularities \( \tilde{X} \to X \), it seems difficult to determine which differential forms on \( X \) are the pull-back of a Kähler differential form on \( X \). On the other hand, the sheaves \( \Omega^{[i]}_X \) play an essential role in the classification of singularities arising in the minimality model program in birational geometry, see [KM98] for a thorough discussion. For log canonical singularities, they admit an easy description in terms of differential forms on a resolution, see [GKP13, Thm. 2.12].
Pull-back properties of classical differential forms. Kähler differential forms come up with a pull-back map associated with any holomorphic map. This property still holds for the sheaves of Kähler differential forms modulo torsion by a result of Ferrari. The proof of the algebraic version is due to Kebekus.

**Fact 2.11** ([Fer70, Prop. 1.1], [Keb13, Sect. 2.2]). Let \( f : X \to Y \) be a holomorphic map between reduced complex spaces (or a morphism between reduced schemes). Then the pull-back by \( f^* \) maps torsion Kähler differential forms on \( Y \) to torsion Kähler differential forms on \( X \) and thus induces a pull-back map \( f^* : \Omega^i_{Y/\text{tor}} \to f_* (\Omega^i_X/\text{tor}) \) that fits into a commutative diagram

\[
\begin{array}{ccc}
\Omega^i_{Y/\text{tor}} & \xrightarrow{f^*} & f_* \Omega^i_X/\text{tor} \\
\downarrow \text{quotient} & & \downarrow \text{quotient} \\
\Omega^i_Y & \xrightarrow{f^*} & f_* \Omega^i_X.
\end{array}
\]

The following fact in the algebraic setup is the main result of [Keb13] and states that for morphisms between klt base spaces there exists a meaningful pull-back map for reflexive differential forms. The result has been proven independently in [HJ13, Thm. 2].

**Fact 2.12** ([Keb13], [HJ13, Thm. 2]). There exists a naturally defined transitive pull-back map

\[ f^* : \Omega^i_W(W) \to \Omega^i_V(V) \]

for any morphism \( f : V \to W \) between algebraic klt base spaces such that the canonical maps

\[ \Omega^i(V) \to \Omega^i_{V/\text{tor}}(V) \to \Omega^i_{W/\text{tor}}(W) \]

define transformations of contravariant functors from the category of klt base spaces to the category of differential graded commutative \( \mathbb{C} \)-algebras.

It seems feasible but exhausting to rewrite the whole paper [Keb13] in the analytic setup which would yield an analytic analog of Fact 2.12 for holomorphic morphisms between locally algebraic klt complex base spaces. We will include a short proof of the analytic version in Remark 2.23.

2.4. \( h \)-differential forms. The upshot of the preceding Section 2.3 is that if we pick up one of the classical sheaves of differential forms, then either it does not admit a pull-back map by any holomorphic map between singular complex spaces or it is difficult to handle in terms of a resolution of singularities, i.e., from the viewpoint of birational geometry. The sheaves \( \Omega^i_{X/\text{div}} \) of \( h \)-differential forms try to solve this problem.

| \( \Omega^i_X \) | \( \oplus \) pull-back | \( \ominus \) birational geometry |
| \( \Omega^i_{X/\text{tor}} \) | \( \oplus \) Kähler diff. forms |
| \( \Omega^i_{X/\text{div}} \) | \( \ominus \) Kähler mod torsion |
| \( \Omega^i_{X/\text{div}} \) | \( \oplus \) h-diff. forms |
| \( \Omega^i_{X/\text{div}} \) | \( \ominus \) reflexive diff. forms |

In fact, \( h \)-differential forms turn out to admit a pull-back map by definition and Lemma 2.17 provides a satisfying description in terms of resolutions of singularities.
2.4.1. Definition of h-differential forms. The letter $h$ refers to the $h$-Grothendieck topology on the category of schemes of finite type over a field of characteristic zero introduced by Voevodsky in [Voe96, Def. 3.1.2]. In the algebraic setting, $h$-differential forms are constructed as the sheafification of Kähler differential forms with respect to the $h$-topology. That said, establishing elementary properties requires considerable technical efforts, see [HJ13].

In contrast, in the analytic setting we are really interested in, many technical obstacles disappear. This renders possible a less involved approach pursued in the sequel.

**Definition 2.13 (h-differential forms).** Let $X$ be a reduced complex space and $i \geq 0$. An $h$-differential form $\alpha$ of degree $i$ consists of the following data:

For any holomorphic map $f : M \to X$ from a complex manifold $M$ to $X$ we are given a holomorphic differential form $\alpha_f \in \Omega^i_M(M)$ of degree $i$ on $M$. These differential forms are required to satisfy $g^* \alpha_f = \alpha_f \circ g$ whenever $g : M' \to M$ is a holomorphic map from another complex manifold $M'$ to $M$.

We equip the set

$$\Omega^i_h(X) \cong \left\{ \alpha = (\alpha_f)_{f \in \Omega^i_M(M)} \bigg| \begin{array}{c} M' \\ \downarrow \phi \circ g \\ \downarrow f \\ M \\ \alpha_f \end{array} \Rightarrow \phi^* \alpha_f = \alpha_{f \circ g} \right\}$$

of $h$-differential forms of degree $i$ on $X$ with the obvious structure of an $\mathcal{O}_X(X)$-module. We further define

- the wedge product of $h$-differential forms
  $$\wedge : \Omega^i_h(X) \times \Omega^j_h(X) \to \Omega^{i+j}_h(X), \quad (\alpha \wedge \beta)_f = \alpha_f \wedge \beta_f;$$
- the exterior derivative of $h$-differential forms
  $$d : \Omega^i_h(X) \to \Omega^{i+1}_h(X), \quad (d\alpha)_f = d\alpha_f;$$
- the pull-back of $h$-differential forms by a holomorphic map $\phi : X \to Y$
  $$\phi^* : \Omega^i_h(Y) \to \Omega^i_h(X), \quad \phi^*(\alpha)_f = \alpha_{\phi \circ f};$$
- the sheaf $\Omega^i_h|_X$ of $h$-differential forms
  $$\Omega^i_h|_X(U) := \Omega^i_h(U), \quad U \subset X \text{ open}.$$

Let us justify the implicit claim that $\Omega^i_h(X)$ is a set: Fix some proper surjective map $\pi : X' \to X$ from a complex manifold $X'$ to $X$, e.g. a resolution of singularities. Given any holomorphic map $f : M \to X$ from a complex manifold $M$ to $X$, an arbitrary resolution $M' \to (M \times X X')_{\text{red}}$ yields a commutative square

$$\begin{array}{ccc} M' & \xrightarrow{p} & X' \\ \downarrow & & \downarrow \pi \\ M & \xrightarrow{f} & X. \end{array}$$

Since $p$ is proper and surjective, the pull-back of differential forms $p^*$ is injective by Lemma 2.15(1). In particular, a family $\alpha = (\alpha_f)_f$ as in Definition 2.13 is determined by its value on $\pi$. 
2.4.2. Properties of $h$-differential forms. The relevant properties of the sheaves of $h$-differential forms are summarized in the following proposition, which will be proved in Section 2.4.4 on page 14.

**Proposition 2.14** (Properties of $h$-differential forms). Let $X$ be a reduced complex space and $i \geq 0$. Then

1. $\Omega^i_h|_X$ is a torsion-free coherent sheaf of $\mathcal{O}_X$-modules;
2. $\Omega^i_h|_X = 0$ whenever $i > \dim(X)$;
3. The natural map $\Omega^i_X \to \Omega^i_h|_X$ is an isomorphism if $X$ is normal;
4. The natural map $\Omega^i_X \to \Omega^i_h|_X$ is an isomorphism on the smooth locus $X_{\text{sm}}$;

Moreover, for any vector field $V \in T_X(X)$ on $X$:

5. The contraction of Kähler differential forms along $V$ can be extended uniquely to the sheaf of $h$-differential forms, i.e., there exists a unique commutative diagram

$$
\begin{array}{ccc}
\Omega^i_X & \longrightarrow & \Omega^i_h|_X \\
\iota_V & \downarrow & \downarrow \\
\Omega^{i-1}_X & \longrightarrow & \Omega^{i-1}_h|_X 
\end{array}
$$

of morphisms of $\mathcal{O}_X$-modules.

6. The Lie derivative of Kähler differential forms along $V$ can be extended uniquely to the sheaf of $h$-differential forms, i.e., there exists a unique commutative diagram

$$
\begin{array}{ccc}
\Omega^i_X & \longrightarrow & \Omega^i_h|_X \\
\mathcal{L}_V & \downarrow & \downarrow \\
\Omega^i_X & \longrightarrow & \Omega^i_h|_X 
\end{array}
$$

of morphisms of sheaves of complex vector spaces.

2.4.3. Preparation for the proof of Proposition 2.14. For lack of an adequate reference we include a proof of the following fact, which is well-known to experts.

**Lemma 2.15.** Let $f : Y \to X$ be a proper, surjective, holomorphic map between complex manifolds.

1. There exists a closed analytic subset $A \subset X$ of codimension $\geq 1$ such that $f : f^{-1}(X\setminus A) \to X\setminus A$ admits local sections.
2. There exists a closed analytic subset $B \subset X$ of codimension $\geq 2$ such that any $p \in X\setminus B$ admits a neighborhood in product form $B_1(0) \times V \subset X$, where $B_1(0) := \{t \in \mathbb{C} : |t| < 1\}$, together with a commutative diagram

$$
\begin{array}{ccc}
B_1(0) \times V & \longrightarrow & Y \\
\phi \downarrow & & \downarrow \\
B_1(0) \times V & \longrightarrow & X,
\end{array}
$$

where $\phi(t, v) = (t^k, v)$ for some $k > 0$.

**Proof.** We equip the closed analytic subset

$$D := \{y \in Y : d_yf : T_yY \to T_{f(y)}X \text{ is not surjective}\} \subset Y$$
with its reduced structure. Observe that by definition its image
\[ A := f(D) \subset Y \]
is an analytic subset of codimension \( \geq 1 \). The Inverse Mapping Theorem establishes Item (1).

Let \( Y^0 \subset Y \) be the union of the connected components of \( Y \) contained in \( f^{-1}(A) \). The image \( f(Y^0) \subset X \) is nowhere dense so that \( Y \setminus Y^0 \to X \) is still surjective and proper. In particular, after replacing \( Y \) by \( Y \setminus Y^0 \), we may assume the following.

**Additional Assumption 2.15.1.** The set \( D \subset Y \) is nowhere dense.

Using Additional Assumption 2.15.1 and the Principalization Theorem [Kol07, Thm. 3.26] we may even obtain by further blowing up \( Y \) the following assumption.

**Additional Assumption 2.15.2.** The reduced inverse image \( f^{-1}(A)_{\text{red}} \subset Y \) is an snc divisor with components \( E_j, j \in J \). There exists a subset \( I \subset J \) such that \( D = \bigcup_{j \in I} E_j \).

Moreover there exist positive integers \( k_j > 0 \) such that
\[ \text{img}(f^* \mathcal{I}_A \to \mathcal{O}_Y) = \mathcal{O}_Y(\sum_j k_j E_j) \subset \mathcal{O}_Y. \]

We write \( E_{j,i} := E_j \cap E_i \) and define analytic subsets
\[ S_j := \{ s \in E_j : \text{rk}(d_s f : T_s E_j \to T_{f(s)} X) \leq \dim_{f(s)} X - 2 \} \subset E_i \]
\[ S_{j,i} := \{ s \in E_{j,i} : \text{rk}(d_s f : T_s E_{j,i} \to T_{f(s)} X) \leq \dim_{f(s)} X - 2 \} \subset E_{j,i} \]
\[ B := A_{\text{sing}} \cup \bigcup_{j} f(S_j) \cup \bigcup_{j,i} f(S_{j,i}) \subset X. \]

Observe that \( B \subset X \) is a closed analytic subset of codimension \( \geq 2 \).

**Claim 2.15.3.** For any \( p \in A \setminus B \) the fiber \( F := f^{-1}(\{ p \})_{\text{red}} \) has non-empty intersection with \( f^{-1}(A)_{\text{red,reg}} \).

**Proof of the claim.** Let \( y \in E_{\text{reg}} \cap E_{j,i} \) be a point. Since \( p \notin f(S_j) \cup f(S_i) \), the maps \( E_{j,i} \to A \) and \( E_j \to A \) are both submersive at \( y \). In particular,
\[ \dim_y (F \cap E_{j,i}) = \dim(E_{j,i}) - \dim(A) > \dim(E_{j,i}) - \dim(A) = \dim_y (F \cap E_{j,i}), \]
which shows the claim. \( \square \)

Let us now prove Item (2). We may assume that \( p \in A \setminus B \). By Claim 2.15.3 there exists a point \( y \in f^{-1}(\{ p \}) \cap f^{-1}(A)_{\text{red,reg}} \). If \( y \notin D \), then \( f \) is submersive at \( y \) and the claim is obviously true for \( k = 1 \). Otherwise \( y \in E_{j} \cap D_{\text{reg}} \) for some \( i \in I \) and

(a) the map \( E_i \to A \) is submersive at \( y \) since \( p \notin f(S_i) \), and

(b) if, locally around \( p \in X \), the subset \( A \) is defined by an equation \( t \), then \( t \circ f = \epsilon^{-s} \circ \tilde{h} \) in a neighborhood of \( y \), where \( \epsilon \) is a unit and \( s \) is a local equation describing \( E_i \subset Y \), by Additional Assumption 2.15.2.

A short calculation using local coordinates and (a), (b) establishes the existence of a diagram as claimed in Lemma 2.15(2), with \( k = k_i \). \( \square \)

The algebraic analog of the following lemma can be found in [Lee09, Prop. 4.2], see also [HJ13, Thm. 3.6].

**Lemma 2.16.** Let \( M, M', M'' \) be complex manifolds, \( M, M' \) connected, together with proper and surjective holomorphic maps \( f : M' \to M \) and \( g : M'' \to M' \times_M M' \), and let \( i \geq 0 \). Then the pull-back by \( f \) induces a bijection
\[ \Omega^i_M(M) \cong \{ \alpha \in \Omega^i_M(M') : (pr_1 \circ g)^* \alpha = (pr_2 \circ g)^* \alpha \in \Omega^i_M(M'') \}. \]

In other words, the pull-back maps fit into an equalizer diagram
\[ \Omega^i_M(M) \xrightarrow{f^*} \Omega^i_M(M') \xrightarrow{(pr_1 \circ g)^*} \Omega^i_M(M'') \xrightarrow{(pr_2 \circ g)^*} \Omega^i_M(M''). \]
Proof. The pull-back map is injective by Lemma 2.15(1). To show surjectivity, let \( \alpha \) be an element in the set on the right hand side.

Claim 2.16.1. Let \( \alpha \) be as above. Then for any two local sections \( s, t : M \cup U \to M' \) of \( f \) the pull-backs \( s^*(\alpha) = t^*(\alpha) \in \Omega^i_M(U) \) of differential forms coincide.

Proof of the claim. The reduced preimage \( S' = g^{-1}(s(U) \cup U \cup t(U))_{\text{red}} \subset M'' \) is a locally closed analytic subset. A resolution \( S \to S' \) gives rise to a commutative diagram

\[
\begin{array}{ccc}
\tilde{S} & \xrightarrow{q} & M'' \\
\downarrow & & \downarrow \\
U & \xrightarrow{(s, t)} & M' \times_M M' \\
\end{array}
\]

The defining property of \( \alpha \) implies that \( q^*(s^*\alpha - t^*\alpha) = 0 \) and Lemma 2.15(1) applied to \( q \) establishes Claim 2.16.1.

Let \( M_1 := M \setminus A \) where \( A \subset M \) is as in Lemma 2.15(1), with \( Y \to X \) replaced by \( f : M' \to M \). Claim 2.16.1 yields an element \( \beta_1 \in \Omega^i_M(M_1) \) such that \( \beta_1|_U = s^*(\alpha) \) for any local section \( s : M_1 \cup U \to M' \) of \( f \).

Claim 2.16.2. \( \alpha|_{f^{-1}(M_1)} = f|_{f^{-1}(M_1)}^*(\beta_1) \in \Omega^i_M(M_1) \).

Proof of the claim. The set \( f^{-1}(M_1) \) is connected since \( M' \) is so by assumption and \( M_1 \) is the complement of an analytic subset of codimension \( \geq 1 \) by Lemma 2.15(1). In particular, by the identity theorem, it suffices to verify the claimed equality on some non-empty open subset of \( f^{-1}(M_1) \). There exist certainly non-empty open subsets \( U \subset M \) and \( U \times V \subset M' \) such that \( f \) restricted to \( U \times V \) is given by the first projection \( U \times V \to U \). A short calculation in local coordinates shows that \( U \times V \to V \) finishes the proof of Claim 2.16.2.

Claim 2.16.3. The differential form \( \beta_1 \) can be extended to \( M \), i.e., there exists a differential form \( \beta \in \Omega^i_M(M) \) such that \( \beta|_{M_1} = \beta_1 \).

Proof of the claim. Let \( B_1(0) \times V \subset M \), \( \phi \) and \( k > 0 \) as in Lemma 2.15(2), with \( Y \to X \) replaced by \( f : M' \to M \). Let \( B^* = B_1(0) \setminus \{0\} \). Observe that \( B^* \times V \subset M_1 \). Claim 2.16.2 implies that the pull-back \( \phi|_{B^* \times V}^*(\beta_1) \in \Gamma(B^* \times V) \) coincides with the pull-back of \( \alpha \) by \( B^* \times V \to M' \). In particular, \( \phi|_{B^* \times V}^*(\beta_1) \) can be extended to a differential form on \( B_1(0) \times V \). A short calculation in local coordinates shows that this already implies that \( \beta_1 \) extends to \( B_1(0) \times V \subset M \).

By what has been said so far and Lemma 2.15(2), the differential form \( \beta_1 \) can be extended to a differential form defined on the complement of an analytic subset of codimension \( \geq 2 \). This already implies that it can be extended to a differential form \( \beta \) on \( M \). The proof of Claim 2.16.3 is complete.

Claims 2.16.2 and 2.16.3 together finish the proof of Lemma 2.16, since \( f^{-1}(M_1) \subset M' \) is dense by connectedness of \( M' \).

Lemma 2.17. Let \( X \) be a reduced complex space, \( i \geq 0 \), and let \( X', X'' \) be complex manifolds together with proper surjective holomorphic maps \( \pi : X' \to X \) and \( \phi : X'' \to X' \times X \). Then evaluation on \( \pi \) yields a bijection

\[
\Omega^i_{X'}(X') \ni \{ \alpha \in \Omega^i_{X'}(X') : (pr_1 \circ \phi)^*\alpha = (pr_2 \circ \phi)^*\alpha \in \Omega^i_{X''}(X'') \}
\]
Rem

Remark 2.18. In the situation of Lemma 2.17 let us write \( q := \pi \circ \text{pr}_1 \circ \phi : X'' \to X \). Then Lemma 2.17 establishes an isomorphism
\[
\Omega^1_{h|X} \cong \ker \left( \lambda : \pi^* \Omega^1_{X'} \to q^* \Omega^1_{X''} \right)
\]
of sheaves on \( X \), where \( \lambda(\alpha) = \phi^*(pr_1^* \alpha - pr_2^* \alpha) \).

Proof. The evaluation map is injective by what has been said following Definition 2.13. To see surjectivity let \( \alpha \) be an element of the right hand side set.

Claim 2.18.1. Let \( M, M' \) be complex manifolds together with holomorphic maps \( f : M \to X, f' : M' \to X' \) and \( p : M' \to M \) such that \( p \) is proper and surjective and the diagram
\[
\begin{array}{ccc}
X' & \xrightarrow{\pi} & X \\
\downarrow{f'} & & \downarrow{f} \\
M' & \xrightarrow{p} & M \\
\end{array}
\]
is commutative. Then there exists a unique differential form \( \alpha_{f,f',p} \in \Gamma(M, \Omega^1_M) \) such that \( p^* (\alpha_{f,f',p}) = f'^* \alpha \in \Gamma(M', \Omega^1_{M'}) \).

Proof of Claim 2.18.1. Uniqueness holds by Lemma 2.15(1) since \( p \) is proper and surjective. To prove existence we may assume that \( M \) and \( M' \) are connected. Let \( M'' \) be a resolution of \( X' \times_{X' \times X'} (M' \times_M M') \). This gives rise to a commutative diagram
\[
\begin{array}{ccc}
X'' & \xrightarrow{\text{pr}_1 \circ \phi} & X' \\
\downarrow{f''} & & \downarrow{f'} \\
M'' & \xrightarrow{\text{pr}_1 \circ \phi} & M' \\
\end{array}
\]
where \( \phi \) is the induced map \( M'' \to M' \times_M M' \). The commutativity implies that
\[
(\text{pr}_1 \circ \phi)^* (f'^* \alpha) = f''^* (\text{pr}_1 \circ \phi)^* \alpha = f''^* (\text{pr}_2 \circ \phi)^* \alpha = (\text{pr}_2 \circ \phi)^* (f'^* \alpha).
\]
In this situation, Lemma 2.16 asserts the existence of a differential form \( \alpha_{f,f',p} \in \Omega^1_M(M) \) satisfying \( p^*(\alpha_{f,f',p}) = f'^* \alpha \). \( \square \)

Claim 2.18.2. Let \( M \) be a complex manifold and \( f : M \to X \) be a holomorphic map. Then there exists a differential form \( \alpha_f \in \Gamma(M, \Omega^1_M) \) such that \( \alpha_f = \alpha_{f,f',p} \) for any triple \( (f,f',p) \) as in Claim 2.18.1.

Proof of Claim 2.18.2. We abbreviate
\[
Y := (M \times_X X')_{\text{red}}.
\]
Let \( (f,f_1 : M \to M, p_1 : M_1 \to X') \) be the triple obtained from a resolution \( M_1 \to Y \). We claim that \( \alpha_{f,f_1,p_1} = \alpha_{f,f',p} \) for any triple \( (f,f',p) \) as in Claim 2.18.1.

To see this, let \( M_1' \to (M_1 \times_Y M')_{\text{red}} \) be a resolution and observe that the holomorphic map \( M_1' \to M' \) is proper and surjective. The maps so far constructed fit
into the following commutative diagram

\[
\begin{array}{ccc}
M_1 & \xrightarrow{\text{proper surjective}} & M_2 \\
\downarrow & & \downarrow \\
M' & \xrightarrow{\text{proper surjective}} & X',
\end{array}
\]

Commutativity shows that the pull-backs of \(a_{f,f_1,p_1}\) and \(a_{f,f',p'}\) to \(M'_1\) agree. This implies that \(a_{f,f_1,p_1} = a_{f,f',p'}\), since both \(M'_1 \to M\) is proper and surjective, see also Lemma 2.15. \(\square\)

2.4.4. \textit{Proof of Proposition 2.14.} Let \(\pi : X' \to X\) and \(\phi : X'' \to (X' \times_X X')_{\text{red}}\) be functorial resolutions. Then the assumptions in Lemma 2.17 are satisfied.

Item (1) follows immediately from Remark 2.18, since \(\Omega^1_{h|X}\) is the kernel of a morphism between torsion-free coherent sheaves on \(X\).

Item (4) holds true since over the smooth locus \(X_{\text{sm}}\) we have \(X \cong X' \cong X''\) and \(\lambda = 0\). Item (2) follows from Items (1) and (4). Item (3) is a consequence of \(j_*\Omega^0_{X_{\text{sm}}} = j_*\Omega^0_X \cong \Omega^0_{h|X} \subseteq j_*\Omega^0_{X_{\text{sm}}} = j_*\Omega^0_X\), where \(j : X_{\text{sm}} \subset X\) is the inclusion of the smooth locus.

In order to see Item (5), observe that there exists a vector field \(V' \in T_{X'}(X')\) that is \(\pi\)-related to \(V\). This implies that the vector field \(pr_1^*(V') + pr_2^*(V') \in T_{X' \times X'}(X' \times X')\) preserves the subset \((X' \times_X X')_{\text{red}} \subset X' \times X'\) and thus restricts to a vector field on \((X' \times_X X')_{\text{red}}\) to which a unique vector field \(V'' \in T_{X''}(X'')\) is \(\phi\)-related. Existence in Item (5) is a consequence of the commutative diagram

\[
\begin{array}{ccc}
\Omega^1_X & \xrightarrow{\iota_V} & \Omega^1_{h|X} \\
\downarrow \pi_* & & \downarrow \pi_* \\
\Omega^1_X & \xrightarrow{\iota_V} & \Omega^1_{h|X},
\end{array}
\]

Uniqueness in Item (5) follows from Items (1) and (4). Existence in Item (6) is due to the formula \(L_V = d \circ i_V + i_V \circ d\) and uniqueness follows again from Items (1) and (4). \(\square\)
2.5. $h$-differential forms in special cases.

**Proposition 2.19 ($h$-differential forms on products).** Let $X$ be a reduced complex space and let $M$ be a complex manifold. Let further $pr_X : X \times M \to X$ and $pr_M : X \times M \to M$ denote the projection maps, respectively. Then the wedge product of $h$-differential forms induces an isomorphism

$$\bigoplus_{i=0}^j pr_X^*(\Omega^i_{h|X}) \otimes pr_M^*(\Omega^j_{-h|M}) \cong \Omega^i_{h|X \times M}.$$  

**Proof.** The statement is known in the case when $X$ is smooth. Let us choose resolutions $\pi : X' \to X$ and $\phi : X'' \to (X' \times X')_{\text{red}}$ and write $q : X'' \to X$. Using Remark 2.18 we calculate

$$\Omega^i_{h|X \times M} \cong \ker((\pi \times \text{id}_M)_* \Omega^i_{h|X} \otimes (q \times \text{id}_M)_* \Omega^j_{h|M})$$

$$\cong \bigoplus_{i=0}^j \ker((\pi \times \text{id}_M)_* (pr_X^*(\Omega^i_{h|X'}) \otimes pr_M^*(\Omega^j_{h|M})) \to (q \times \text{id}_M)_* (pr_X^*(\Omega^i_{h|X''}) \otimes pr_M^*(\Omega^j_{h|M}))$$

$$\cong \bigoplus_{i=0}^j pr_X^*(\Omega^i_{h|X}) \otimes pr_M^*(\Omega^j_{h|M}),$$

which finishes the proof. \hfill \Box

**Proposition 2.20.** Let $X$ be a reduced complex space with only one isolated singularity $x \in X$ together with a strong resolution $\pi : \tilde{X} \to X$, $E = \pi^{-1}(\{x\})_{\text{red}}$.

1. For any $i > 0$ the pull-back by $\pi$ induces an isomorphism

$$\Omega^i_{h|X} \cong \pi^* E : \Omega^i_{h}(\log E).$$

2. If in addition the complex space germ $X_p$ is irreducible, then

$$\Omega^i_{h|X} \cong \pi^* \mathcal{O}_{\tilde{X}}.$$  

**Proof.** Let $E_i$ be the irreducible components of $E$. Then the maps $\pi : \tilde{X} \to X$ and $\bigcup_{i,j} E_i \times E_k \to \tilde{X}$ satisfy the assumptions of Lemma 2.17 so that for any $i \geq 0$ there is an exact sequence

$$0 \to \Omega^i_{h}(X) \xrightarrow{\pi^*} \Omega^i_{h}(\tilde{X}) \xrightarrow{(0,pr_{1}^* - pr_{2}^*)} \Omega^i_{h}(\tilde{X}) \oplus \bigoplus_{j,k} \Omega^i_{h}(E_j \times E_k).$$
Item (1) follows since for $i > 0$ this implies that the pull-back map by $\pi$ yields a bijective map

$$\pi^*: \Omega^i_h(X) \iso \ker\left(\Omega^i_X(\hat{X}) \to \bigoplus_j \Omega^i_{E_j}(E_j)\right) \iso H^0(\hat{X}, \mathcal{F}_E \cdot \Omega^i_X(\log E)).$$

In the case $i = 0$ we see that

$$\pi^*: \Omega^0_h|_X(X) \iso \left\{f \in \Theta_X(\hat{X}) : \forall j,k, f(E_j) = f(E_k) \in \mathbb{C}\right\}.$$  

Moreover, if $X_\rho$ is irreducible, then the condition on the right hand side is automatically satisfied so that Item (2) holds. □

**Lemma 2.21.** Let $V$ be a reduced separated scheme of finite type over $\mathbb{C}$. Then there exists a natural isomorphism

$$\Omega^i_h|_V \cong (\Omega^i_h|_V)^{an}$$

of coherent sheaves on $V^{an}$ for any $i \geq 0$, where $\Omega^i_h|_V$ is the sheaf of algebraic $h$-differential forms on $V$ introduced in [HJ13].

**Proof.** Let $\pi: V' \to V$ and $\phi: V'' \to (V' \times_V V')_{\text{red}}$ be resolutions of singularities and write $q: V'' \to V$. By [HJ13, Rem. 3.7] the pull-back of algebraic $h$-differential forms induces an isomorphism

$$\Omega^i_h|_V \cong \ker\left(\lambda: \pi_*\Omega^i_{V'} \to q_*\Omega^i_{V''}\right)$$

where $\lambda(\alpha) = \phi^*(pr_1^*\alpha - pr_2^*\alpha)$. Analytifying this isomorphism yields

$$(\Omega^i_h|_V)^{an} \cong \left(\ker\left(\lambda: \pi_*\Omega^i_{V'} \to q_*\Omega^i_{V''}\right)^{an}\right)^{an}$$

$$\cong \ker\left(\lambda^{an}: (\pi_*\Omega^i_{V'})^{an} \to (q_*\Omega^i_{V''})^{an}\right)$$

by exactness of $(\cdot)^{an}$

$$\cong \ker\left(\pi_*^{an}\Omega^i_{V'} \to q_*^{an}\Omega^i_{V''}\right)$$

by [SGA71, Ch. XII, Thm. 4.2] and thus finishes the proof. □

**Proposition 2.22.** Let $X$ be a locally algebraic klt base space. Then the sheaves of $h$-differential forms and reflexive differential forms agree, i.e., for any $i \geq 0$,

$$\Omega^i_h|_X \cong \Omega^i_X.$$

**Remark 2.23.** Proposition 2.22 implies that there exists a pull-back map $f^*: \Omega^i_Y \to f_*\Omega^i_X$ associated with any holomorphic map $f: X \to Y$ between locally algebraic klt base spaces.

**Proof of Proposition 2.22.** The question is local on $X$ and we thus may assume that $X$ is the complex space associated with an algebraic klt base space $V$. Then

$$\Omega^i_h|_X \cong \left(\Omega^i|_V\right)^{an} \cong (\Omega^i_Y)^{an} \cong \Omega^i_X$$

where the middle isomorphism is [HI13, Prop. 5.2] and the last isomorphism is shown in the proof of [GKP13, Lem. 2.16]. □

**Proposition 2.24.** Let $X$ be a normal complex space with isolated rational singularities. Then the sheaves of $h$-differential forms and reflexive differential forms agree, i.e., for any $i \geq 0$,

$$\Omega^i_h|_X \cong \Omega^i_X.$$
Proof. Observe that the case \( i = 0 \) is settled by Proposition 2.14(3). From now on, let \( i > 0 \). Let \( \pi : \tilde{X} \rightarrow X \) be a strong resolution with exceptional divisor \( E \). We first prove that

\[
\Omega_X^{[i]} \cong \pi_* \Omega_{\tilde{X}}^i
\]

for \( 1 \leq i \leq n \) by the following case-by-case analysis.

\begin{align*}
1 \leq i \leq n - 2 : & \quad \text{by normality of } X \text{ and } [SvS85, \text{Thm. 1.3}], \\
i = n : & \quad \text{by the rationality assumption and } [KM98, \text{Thm. 5.10}], \\
i = n - 1 : & \quad \text{by Case } i = n \text{ and } [SvS85, \text{Cor. 1.4}].
\end{align*}

This proves Equation (2.24.1). Recall from [Keb13, Prop. 3.9] that there is a short exact sequence

\[
0 \rightarrow \mathcal{F}_E \cdot \Omega_X^i(\log E) \rightarrow \Omega_X^i \rightarrow \Omega_{\tilde{X}}^i / \text{tor} \rightarrow 0
\]

of sheaves. Pushing forward yields an exact sequence

\[
0 \rightarrow \pi_* (\mathcal{F}_E \cdot \Omega_X^i(\log E)) \xrightarrow{\alpha} \pi_* \Omega_{\tilde{X}}^i \rightarrow H^0(E, \Omega_{\tilde{X}}^i / \text{tor}).
\]

The group on the right hand side vanishes by [Nam01, Lem. 1.2]. In particular, the inclusion \( \alpha \) is bijective and the claim follows from Equation (2.24.1) and Proposition 2.20. \( \square \)

3. Poincaré Lemma and the Topology of \( X \)

Our results concerning the topology of \( X \) will be formulated in terms of intersection cohomology. An appropriate introduction can be found in [Bor84]. Recall from [Bor84, Part IV] that any complex space \( X \) is a pseudomanifold. By the \( k \)-th rational intersection cohomology \( IH^k(X, \mathbb{Q}) \) of \( X \) we mean the intersection cohomology of \( X \) with coefficients in the constant system \( \mathbb{Q} \) with respect to the lower middle perversity as defined in [Bor84, Sect. I.3.1, Not. V.2.6].

**Definition 3.1** (Local intersection cohomology). Let \( p \in X \) be a point on a complex space. The \( k \)-th rational local intersection cohomology group at \( p \in X \) is the direct limit

\[
IH^k_{\text{loc}}(p \in X, \mathbb{Q}) := \lim_{\text{U}} IH^k(U, \mathbb{Q}),
\]

where \( U \) runs over all open neighborhoods of \( p \) in \( X \).

In other words, the rational local intersection cohomology group at \( p \in X \) is isomorphic to the rational intersection cohomology group of the open cone over the link of the singularity \( p \in X \).

3.1. **Topological Poincaré Lemma in degree one.** The proof of Theorem 1.1 is based on the following lemma.

**Lemma 3.2.** Let \( p \in X \) be a normal point on a complex space associated with a complex variety. Let \( U \subset X \) be any neighborhood of \( p \) that is homeomorphic to the open cone over the link of \( p \in X \). Then

\[
IH^1_{\text{loc}}(p \in X, \mathbb{Q}) \cong H^1(U_{\text{reg}}, \mathbb{Q}).
\]

**Proof.** Durfee has proved in [Dur95, Lem. 1] that if \( Y \) is the complex space associated with a normal complex variety, then \( IH^1(Y, \mathbb{Q}) \cong H^1(Y_{\text{reg}}, \mathbb{Q}) \). A closer look at his proof reveals that this statement also applies to the open set \( U \) given in Lemma 3.2. This establishes the claim since \( IH^1_{\text{loc}}(p \in X, \mathbb{Q}) \cong IH^1(U, \mathbb{Q}) \). \( \square \)

**Proof of Theorem 1.1.** Let \( \lambda \in \Gamma(V, \Omega_X^{[1]}) \) be a closed reflexive differential form of degree one defined on an open neighborhood \( V \subset X \) of \( p \). We need to show that there exists an open neighborhood \( U \subset V \) of \( p \) together with a holomorphic function \( f \in \Gamma(U, \Theta_U) \) such that \( \lambda|_U = df \). We claim that any \( U \subset V \) of the form specified...
in Lemma 3.2 satisfies this requirement. In fact, let \( x_0 \in U_{\text{reg}} \) be an arbitrary point. For \( x \in U_{\text{reg}} \) we define

\[
f(x) := \int_\gamma \lambda,
\]

where \( \gamma \) is a continuous path from \( x_0 \) to \( x \) contained in \( U_{\text{reg}} \). To see that this definition does not depend on the choice of \( \gamma \), recall that the value \( \int_\delta \lambda \) for a closed path \( \delta \) in \( U_{\text{reg}} \) only depends on its integral cohomology class \( H^1(U_{\text{reg}}, \mathbb{Z}) \). Since \( H^1(U_{\text{reg}}) \) is a torsion module by Lemma 3.2 and the universal coefficient theorem for cohomology, the integral \( \int_\delta \lambda = 0 \) vanishes for any closed path so that \( f \) is well-defined. Since \( X \) is normal by assumption, \( f \) extends to a holomorphic function on \( U \) satisfying \( df = \lambda \).

As mentioned in the introduction, the following proposition exhibits many results in the literature as special cases of Theorem 1.1.

**Proposition 3.3.** Let \( X \) be a normal complex space and \( p \in X \). Suppose that

1. the point \( p \in X \) is an isolated complete intersection singularity of dimension \( \geq 3 \), or
2. \( X \) is locally algebraic and has \( 1 \)-rational singularities, i.e., \( R^1 \pi_* \mathcal{O}_X = 0 \) for any resolution \( \pi : \tilde{X} \to X \).

Then the first local intersection cohomology vanishes, i.e., \( IH^1_{\text{loc}}(p \in X, \mathbb{Q}) = 0 \).

**Proof.** To prove the claim in Case 1 choose a neighborhood \( U \subset X \) as in Lemma 3.2. Hamm showed in [Ham71, Kor. 1.3] that \( U_{\text{reg}} \) is \((n-2)\)-connected. Since \( n \geq 3 \), the claim follows from Lemma 3.2.

In order to prove the claim in Case 2, it certainly suffices to show that \( IH^1(U, \mathbb{Q}) = 0 \) for \( U \) running over a basis of the system of open neighborhoods of \( p \) in \( X \). Thus, using the local algebraicity assumption, it suffices to prove the following claim, which we will do in the sequel.

**Claim 3.3.1.** If \( U \subset X \) is a contractible neighborhood of \( p \) that admits an open embedding \( U \subset V^m \) into the complex space associated with a complex variety \( V \), then \( IH^1(U, \mathbb{Q}) = 0 \).

Let \( \phi : \tilde{V} \to V \) be an algebraic resolution and let \( \pi : \tilde{U} \to U \) be the restriction of \( \phi^m \) to \( \phi^{m-1}(U) \). Pushing forward the exponential sequence on \( \tilde{U} \) gives rise to an exact sequence

\[
0 \to \mathbb{Z}_U \to \mathcal{O}_U \xrightarrow{\exp_{\text{surj}}} \mathcal{O}^*_{\tilde{U}} \to R^1 \pi_* \mathcal{O}_\tilde{U} \to R^1 \pi_* \mathcal{O}_\tilde{Z} \to \cdots
\]

so that \( R^1 \pi_* \mathcal{O}_\tilde{Z} = 0 \). The five-term exact sequence of the Leray spectral sequence for the singular cohomology on \( \tilde{U} \) is given by

\[
0 \to H^1(\tilde{U}, \mathbb{Z}_U) \to H^1(\tilde{U}, \mathbb{Z}) \to H^0(\tilde{U}, R^1 \pi_* \mathcal{O}_\tilde{U}) \to \cdots
\]

Together with the universal coefficient theorem for cohomology this shows that

\[
H^1(\tilde{U}, \mathbb{Q}) = 0.
\]

Finally, since \( \pi \) is the restriction of an algebraic resolution, the decomposition theorem [BBD82, Thm. 6.2.5] implies that \( IH^1(U, \mathbb{Q}) \) is a direct summand of \( H^1(\tilde{U}, \mathbb{Q}) \), as outlined in the proof of [Dim04, Cor. 5.4.11]. This shows that \( IH^1(U, \mathbb{Q}) = 0 \). \( \square \)
3.2. Gorenstein normal surface singularities. The proof of Proposition 1.5 of the introduction can be found at the end of this section. We first include two preparatory lemmas.

Lemma 3.4. Let \( p \in X \) be a normal surface singularity and let \( \pi : \tilde{X} \to X \) be a strong resolution with reduced exceptional divisor \( E = \sum_i E_i \) over \( p \). Let \( b \) be the number of loops in the dual graph of \( E \) and let \( g_i \) be the genus of \( E_i \). Then

\[
IH^i_{\text{loc}}(p \in X, \mathbb{Q}) = \begin{cases} 
\mathbb{Q} & \text{if } i = 0 \\
\mathbb{Q}^{b+2} \sum_i g_i & \text{if } i = 1 \\
0 & \text{else}
\end{cases}
\]

Proof. Let \( L \) be the link of the singularity \( p \in X \). It follows immediately from [Bor84, II.3.1, V.2.9] that \( IH^i_{\text{loc}}(p \in X, \mathbb{Q}) = 0 \) if \( i \geq 2 \) and \( IH^i_{\text{loc}}(p \in X, \mathbb{Q}) = H_{3-i}(L, \mathbb{Q}) \) is the usual homology group of \( L \) with rational coefficients if \( i = 0, 1 \).

We claim that the link \( L \) is connected. Indeed, let us suppose to the contrary that \( L = L_0 \cup L_1 \) is a disjoint union of two non-empty open subsets \( L_0, L_1 \subset L \). Let \( p \in U \subset X \) further be an open neighbourhood that admits a homeomorphic map \( U \cong L \times [0,1)/L \times \{0\} \) to the open cone over the link. Then we can define a holomorphic function \( f : U \setminus \{p\} \to \mathbb{C} \) that constantly equals zero on the preimage of \( L_0 \times (0,1) \) in \( U \) and constantly equals one on the preimage of \( L_1 \times (0,1) \) in \( U \). By normality this holomorphic function can be extended to a holomorphic function \( U \to \mathbb{C} \) defined on \( U \). This is absurd since there exists not even continuous extension. In particular, \( L \) is connected.

Since the three-dimensional compact manifold \( L \) is orientable, we see that \( H_2(L, \mathbb{Q}) = 0 \) by connectedness. Furthermore we have \( \dim_{\mathbb{Q}} H_1(L, \mathbb{Q}) = b + 2 \sum_i g_i \) by [Mum61, p. 10], which implies the claim since \( \dim_{\mathbb{Q}} H_1(L, \mathbb{Q}) = \dim_{\mathbb{Q}} H_2(L, \mathbb{Q}) \) by Poincaré duality. \( \square \)

Lemma 3.5. Let \( p \in X \) be a quasihomogeneous normal surface singularity. Then

\[
\mathcal{O}_{X,p}^{[1]} \to \mathcal{O}_{X,p}^{[2]} \to \mathcal{O}_{X,p}^{[3]} \text{ is exact } \iff IH^1_{\text{loc}}(p \in X, \mathbb{Q}) = 0.
\]

Proof of Lemma 3.5 - Setup of notation. Fact 2.10 provides a complex algebraic variety \( p \in V \) together with an algebraic \( \mathbb{C}^* \)-action leaving \( p \) fixed such that there exists an equivariant isomorphism \( V^an_p \cong X_p \) of complex space germs. After shrinking \( X \) if necessary, we thus may assume that there exists an equivariant open embedding \( X \subset V^an \). Let \( \overline{\mathbb{V}} \) be the projective variety with algebraic \( \mathbb{C}^* \)-action obtained as follows: We embed \( V \subset \mathbb{C}^N \) such that the torus action is induced by an action by diagonal matrices on \( \mathbb{C}^N \). Then let \( \overline{\mathbb{V}} \) be the closure of \( V \) in \( \mathbb{P}^N \supset \mathbb{C}^N \).

Let \( \pi : \overline{\mathbb{V}} \to \overline{\mathbb{V}} \) be a functorial resolution so that there exists an algebraic action of \( \mathbb{C}^* \) on \( \overline{\mathbb{V}} \) and \( \pi \) is an equivariant morphism. The reduced fiber \( \pi^{-1}(\{p\})_{\text{red}} \) is a snc divisor, which we denote by \( E = \sum_i E_i \).

Proof of Lemma 3.5 - Technical preparation. Since \( \overline{\mathbb{V}} \) is complete, [BB73, Sect. 4] implies the existence of smooth connected components \( F^+, F^- \subset \overline{\mathbb{V}}^{\mathbb{C}^*} \) of the set of fixed points on \( \overline{\mathbb{V}} \) that are uniquely determined by the existence of a dominant rational morphisms \( \psi^+ : \overline{\mathbb{V}} \to F^+ \) such that

\[
\psi^+(v) = \lim_{C^* \ni t \to 0} t \cdot v \in F^+ \quad \text{and} \quad \psi^-(v) = \lim_{C^* \ni t \to \infty} t \cdot v \in F^-
\]

for any general point \( v \in \overline{\mathbb{V}} \). Moreover we have

1. \( F^+ \subset E, F^- \not\subseteq E \) by quasihomogeneity of \( p \in X \).
(2) If $E_i \not\equiv \mathbb{P}^1$, then $E_i = F^+$. Indeed, if $E_i \not\equiv \mathbb{P}^1$, then $E_i$ is point-wise fixed by $\mathbb{C}^*$ so that [BB73, Sect. 4, Cor. 1] implies that $E_i = F^+$ or $E_i = F^-$. The latter case does not occur by (1).

(3) The dual graph $\Gamma$ of $E$ is a star, see e.g. [Pin77, Sect. 2]. In the terminology of Lemma 3.4 this means that $b = 0$.

Proof of Lemma 3.5. By Theorem 1.1 we only need to show the ‘only if’ part. To this end we assume that $IH^1_{\text{loc}}(p \in X, \mathbb{Q}) \neq 0$. We need to find a closed reflexive 1-form on $X$ that is not exact on arbitrarily small neighborhoods of $p \in X$.

Lemma 3.4 and Item (3) together imply that $2 \cdot \sum_i g_i = b + 2 \cdot \sum_i g_i \neq 0$. Then Item (2) shows that $F^+ \subset E$ is an irreducible component of positive genus. In particular, there exists a non-zero differential form $\alpha \in \Gamma(F^+, \Omega_{X,F}^1)$. Since $F^+$ is complete, the rational map $\psi^+: \tilde{V} \to F^+$ is a morphism on an open subset $V' \subset \tilde{V}$ whose complement has codimension $\geq 2$. In particular, the pull-back $\psi^+_V(\alpha) \in \Gamma(V', \Omega_{V'}^1)$ extends to a closed non-zero differential form $\beta \in \Gamma(V, \Omega_{V}^1)$. Since $\beta|_{F^+} = \alpha$ is not exact, the induced holomorphic reflexive differential form on $X$ is not exact on arbitrarily small neighborhoods of $p \in X$. □

Proof of Proposition 1.5. Because of the Gorenstein assumption we may apply the main result in [DY10]. It claims that the cohomology groups of the complex $0 \to \mathcal{O}_{X,p} \to \Omega_{X,p}^1 \to \Omega_{X,p}^2 \to 0$ in degrees one and two have the same dimension if and only if the singularity $p \in X$ is quasihomogeneous. Together with Theorem 1.1 and Lemma 3.5 this implies the claim. □

3.3. Dependancy on the holomorphic structure. During the proof of Proposition 1.2 we are concerned with normal surface singularities whose minimal resolution has an exceptional divisor of the following type.

Definition 3.6. Let $S \subset \mathbb{P}^1$ be a subset of cardinality four. We say that a normal surface singularity $p \in X$ is of type $(S)$ if the reduced exceptional set of the minimal resolution is an snc divisor $E = C + C_1 + \cdots + C_4$ such that

- the curves $C, C_1, \cdots, C_4$ are rational curves,
- $C_i \cap C_j = \emptyset$ for $i \neq j$,
- $(C \cdot C) = -2$, $(C \cdot C_i) = 1$ and $(C_i \cdot C_i) = -3$, and
Proof of existence. We prove existence in several steps:

1. Let \( X_1 := \{ \Theta_{P^1}(2) \} \) be the total space of the line bundle \( \Theta_{P^1}(2) \) with zero section \( \sigma_1 \subset X_1 \). There is a natural \( C^* \)-action on \( X_1 \) with \( X_1^{C^*} = \sigma_1 \). Observe that \( (\sigma_1 \cdot \sigma_1) = 2 \).
2. Let \( p_2 : X_2 \to X_1 \) be the blowing-up of \( X_1 \) in the set \( S \subset P^1 \equiv \sigma_1 \subset X_1 \). The strict transform of \( \sigma_1 \) is denoted by \( \sigma_2 \subset X_2 \) and the \( p_2 \)-exceptional curves are denoted by \( C_2'' \), \( C_3'' \), and \( C_4'' \). Observe that \( C^* \) still acts on \( X_2 \), \( (\sigma_2 \cdot \sigma_2) = -2 \) and \( (C_i'' \cdot C_j'') = -1 \) for \( 1 \leq i \leq 4 \).
3. For any \( 1 \leq i \leq 4 \) the set \( C_i'' \setminus \sigma_2 \) contains exactly one \( C^* \)-fixed point \( c_i \). Let \( p_3 : X_3 \to X_2 \) be the blowing-up in \( \{ c_1, \ldots, c_4 \} \) and let \( D_i \) be the exceptional curve over \( c_i \). Let further \( \sigma_3 = p_3^{-1}(\sigma_2) \) and let \( C_i' \) be the strict transform of \( C_i'' \). The \( C^* \)-action extends to \( X_3 \), \( (\sigma_3 \cdot \sigma_3) = -2 \) and \( (C_i' \cdot C_j') = -2 \).
4. Finally, let \( p_4 : X_4 \to X_3 \) be the blowing-up of the \( C^* \)-fixed points \( C_i' \cap D_i \). We write \( C := p_4^{-1}(\sigma_3) \) and \( C_i \) for the strict transform of \( C_i' \). Then \( (\tilde{C} \cdot C) = -2 \), \( (C_i \cdot C_j) = -3 \) so that the snc divisor \( C + C_1 + \cdots + C_4 \) satisfies the requirements of Definition 3.6.
5. With \( C_0 := C \), a short calculation shows that the intersection matrix \( (C_i \cdot C_j)_{0 \leq i, j \leq 4} \) is negative definite. Thus [Gra62] implies that the subset \( E = C + C_0 + \cdots + C_4 \subset X \) is the exceptional set of a resolution. More precisely, there exists a point \( p \) on a reduced complex space \( X \) together with a

- there exists an isomorphism \( C \cong P^1 \) that maps \( C \cap (C_1 + \cdots + C_4) \subset C \) onto \( S \subset P^1 \).

**Lemma 3.7.** Let \( S \subset P^1 \) be a subset of cardinality 4. Then, up to isomorphism of complex space germs, there exists exactly one quasihomogeneous normal surface singularity of type \( (5) \).

**Remark 3.8.** Although the quasihomogeneous normal surface singularity in Lemma 3.7 is unique, the \( C^* \)-action with positive weights is never unique.

**Proof of uniqueness.** Uniqueness follows directly from Fact 2.10 and the algebraic uniqueness result in [Pin77, Thm. 2.1]. To apply Pinkham’s result we only need to observe that for a quasihomogeneous normal surface singularity the exceptional curve \( C \) in the minimal resolution is automatically the central curve in the sense of [Pin77, Sect. 2].

**Proof of existence.** We prove existence in several steps:
holomorphic map \( \pi : \hat{X} \to X \) such that \( \pi^{-1}(p)_{\text{red}} = E \) and \( \pi : \hat{X} \setminus E \to X \setminus \{p\} \) is biholomorphic. We may replace \( X \) by its normalization so that it becomes normal.

It follows from the construction that \( p \in X \) is a normal surface singularity of type \((S)\). The map \( \pi \) is its minimal resolution. Let us show that \( p \in X \) is quasihomogeneous.

The proper morphism \( \pi : \hat{X} \times C^* \to X \times C^* \) is a topological quotient. In particular, the \( C^* \)-action on \( \hat{X} \) descends to a topological group action \( C^* \times X \to X \) which is holomorphic outside \( p \in X \). Thus the map \( C^* \times X \to \hat{X} \) is holomorphic. It remains to show that the weights on \( T_pX \) all have the same sign. This follows immediately from the fact that the curve \( C \subset \hat{X} \) is point-wise fixed by \( C^* \).

**Lemma 3.9.** Let \( S \subset \mathbb{P}^1 \) be a subset of cardinality four. Then, up to isomorphism of complex space germs, there exist at least two normal surface singularities of type \((S)\).

**Proof.** Observe that by Lemma 3.7 there exists a normal surface singularity of type \((S')\) for any subset \( S' \subset \mathbb{P}^1 \) of cardinality four. Since \( \text{Aut}(\mathbb{P}^1) = \text{PGL}(2) \) does not act transitively on the set of subsets \( S' \subset \mathbb{P}^1 \) of cardinality four, a singularity of type \((S)\) is not taut in the sense of [Lau73, Def. 1.1]. Thus [Lau73, Eqn. (4.5)] implies the claim. \( \square \)

**Lemma 3.10.** Let \( S \subset \mathbb{P}^1 \) be a subset of cardinality four. Then any normal surface singularity of type \((S)\) is minimally elliptic.

**Proof.** A straightforward calculation shows that the fundamental cycle is

\[
Z = 2 \cdot C + \sum_i C_i.
\]

Moreover it is easy to calculate that \( \chi(Z) = 0 \) and \( \chi(Z') > 0 \) for any \( 0 < Z' < Z \). This implies that \( p \in X \) is minimally elliptic by [Lau77, Thm. 3.4, Def. 3.2]. \( \square \)

**Proof of Proposition 1.2.** Let \( S = \{0, 1, 2, 3\} \). Let \( p_1 \in X_1 \) be a quasihomogeneous normal surface singularity of type \((S)\) given by Lemma 3.7. By Lemma 3.9 there exists a normal surface singularity \( p_2 \in X_2 \) of type \((S)\) that is not isomorphic to \( p_1 \in X_1 \). By Lemma 3.7 the singularity \( p_2 \in X_2 \) is not quasihomogeneous.

The singularities \( p_i \in X_i \) are minimally elliptic by Lemma 3.10.

By shrinking \( X_i \) further we may assume that it is homeomorphic to the open cone over the link of \( p_i \in X_i \). This proves Item (1) since the link only depends on the resolution graph. Indeed, the link can be obtained from the resolution graph by the plumbing construction in [Mum61, Sect. 1].

Item (2) is a direct consequence of Lemma 3.4.

To prove Item (3) recall that \( p_i \in X_i \) is Gorenstein by [Lau77, Thm. 3.9]. Then we may apply Proposition 1.5 proved in Section 3.2. \( \square \)

4. **Poincaré Lemma on holomorphically contractible spaces**

4.1. **Notions of holomorphic contractibility.** The following definition of holomorphic contractibility is slightly less general than Reiffen’s original version in [Rei67, Def. 3]. In fact, it coincides with Reiffen’s notion of “\( p \)-fixed contraction” in [Rei67, Def. 4(b)]. We favor the more restrictive notion since it captures all examples we can think of and proofs become technically less involved in this way.

The definition of a holomorphic deformation retract coincides with Reiffen’s definition in [Rei67, Def. 4(a)].

**Definition 4.1** (Holomorphic contractions). Let \( X_p \) be a reduced complex space germ and let \( Y_p \subset X_p \) be a reduced subgerm.
(1) We say that the space germ $X_p$ is holomorphically contractible to $Y_p$ if there exist representatives $X \supset Y \ni p$ of the germs together with an open neighborhood $U \subset X$ of $p$, a domain $T \subset \mathbb{C}$ containing both 0 and 1 and a holomorphic map

$$\phi : U \times T \to X,$$

called contraction map, such that $\phi(p, t) = p$ for any $t \in T$, $\phi(x, 1) = x$ and $\phi(x, 0) \in Y$ for any $x \in U$.

(2) The contraction map $\phi$ is called a holomorphic deformation retraction if it satisfies $\phi(y, 0) = y$ for any $y \in Y \cap U$. In this case, the subgerm $Y_p$ is called a holomorphic deformation retract of $X_p$.

Example 4.2. If $p$ is a smooth point of $X$, then $X_p$ is holomorphically contractible to the germ of any closed subspace $Y \subset X$ passing through $p$. Indeed, we may assume that $X \subset \mathbb{C}^n$ is an open set and $p = 0$ is the origin. Then the scalar multiplication $(x, t) \mapsto \phi(x, t) := t \cdot x$ gives a contraction map when restricted to an appropriate open subset of $X \times \mathbb{C}$.

Remark 4.3 (Holomorphic deformation retracts of normal spaces). If $p \in X$ is a normal point and $Y \subset X$ is a holomorphic retract of $X$ at $p$, then $p$ is a normal point of $Y$. Indeed, let $\phi : U \times T \to X$ denote a holomorphic deformation retraction as in Definition 4.1. By shrinking $U$ and $X$ further we may assume that $X$ is a normal complex space. Then the identity map $\text{id}_{Y \cap U} : Y \cap U \to Y \cap U$ factors through the map $\phi(\bullet, 0) : U \to Y$. After shrinking $U$ further we may certainly assume that $\phi(\bullet, 0)^{-1}(\{\text{non-normal points of } Y\}) \subset U$ is nowhere dense. Then [KK83, Prop. 71.15] implies that the map $\phi(\bullet, 0) : U \to Y$ factors through the normalization $Y^{\text{norm}} \to Y$. This implies that the identity map $\text{id}_Y$ factors through the normalization of $Y$, i.e., $Y$ is normal.

Example 4.4. Suppose that $\mathbb{C}^* \acts holomorphically on a space germ $X_p$ with only non-negative weights, see Section 2.2. Then the subgerm $X_p^{\mathbb{C}^*}$ of fixed points is a holomorphic deformation retract of $X_p$. A holomorphic deformation retraction is given by $T = \{t \in \mathbb{C} : |t| < 2\}$, a sufficiently small open neighborhood $U \subset X$ of $p$ and

$$\phi(x, t) = \begin{cases} t \cdot x & \text{if } t \in T \setminus \{0\} \\ \lim_{s \to 0} s \cdot x & \text{if } t = 0. \end{cases}$$

These claims follow immediately from Lemma 2.8.
4.2. Poincaré Lemmas on holomorphically contractible complex spaces. In order to formulate the main result of this section in an optimal way, we need to introduce the following notation for the cohomology groups of the cochain complex of stalks of sheaves of differential forms.

**Notation 4.5.** Let \( p \in X \) be a point on a reduced complex space. We write

\[
\phi^i_h(X_p) := h^i(\Omega^*_h|_{X_p}, d) = \frac{\ker d : \Omega^*_h|_{X_p} \to \Omega^{i+1}_h|_{X_p}}{\text{im } d : \Omega^{i-1}_h|_{X_p} \to \Omega^*_h|_{X_p}}, \quad i > 0.
\]

In a similar way we denote by \( \phi^i_{\text{Käh}}(X_p) \) and \( \phi^i_{\text{Käh/tor}}(X_p) \) the cohomology groups of the complexes of Kähler differential forms and Kähler differential forms modulo torsion, respectively. If \( p \in X \) is a normal point, we define \( \phi^i_{\text{refl}}(X_p) \) in a similar manner.

Observe that if \( \bullet \in \{ h, \text{Käh}, \text{Käh/tor} \} \), then any holomorphic map \( f : X_p \to Y_q \) induces a pull-back map \( f^* : \phi^i_q(Y_q) \to \phi^i_p(X_p) \). Moreover there exist functorial complex-linear maps

\[
\phi^i_{\text{Käh}}(X_p) \to \phi^i_{\text{Käh/tor}}(X_p) \to \phi^i_h(X_p).
\]

**Formulation of the main results.** The following theorem covers Theorem 1.3 of the introduction and likewise constitutes a considerable strengthening of the main results in [Rei67] and [Fer70].

**Theorem 4.6** (Poincaré Lemma for h-differential forms on contractible spaces, Section 4.5). Let \( p \in X \) be a point on a reduced complex space and let \( j : Y \subset X \) be the inclusion of a reduced complex subspace containing \( p \in X, i > 0 \). Then the following hold:

1. If \( X_p \) is holomorphically contractible to \( Y_p \), then there exists a surjective complex-linear map

\[
j^p : \phi^i_h(Y_p) \to \phi^i_h(X_p).
\]

2. If \( Y_p \) is a holomorphic deformation retract of \( X_p \), then the pull-back map

\[
j^* : \phi^i_h(X_p) \cong \phi^i_h(Y_p)
\]

is bijective.

The same statements hold for Kähler differential forms and Kähler differential forms modulo torsion.

**Remark 4.7.** In Theorem 4.6(2) it is not sufficient to require that \( X_p \) is holomorphically contractible to \( Y_p \). Indeed, together with Example 4.2 this would imply that the Poincaré Lemma holds for \( h \)-differential forms on all reduced complex spaces.

**Corollary 4.8** (Poincaré Lemma for reflexive differential forms on contractible spaces I, Section 4.6). Let \( p \in X \) be a point on a locally algebraic klt base space \( X \) or let \( p \in X \) be an isolated rational singularity. Let further \( Y \subset X \) be a reduced complex subspace containing \( p \), \( i > 0 \). Then the following hold:

1. If \( X_p \) is holomorphically contractible to \( Y_p \), then there exists a surjective map

\[
p^i_h(Y_p) \to \phi^i_{\text{refl}}(X_p).
\]

2. If \( X_p \) is holomorphically contractible to \( Y_p \) and \( \dim Y \leq 2 \), then the sequence

\[
0 \to \mathcal{O} \to \mathcal{O}_{X_p} \xrightarrow{d} \Omega_{X_p}^1 \xrightarrow{d} \cdots \xrightarrow{d} \Omega_{X_p}^{|\tau|} \to 0
\]

is exact.

3. If \( Y_p \) is a holomorphic deformation retract of \( X_p \), then there exists a bijective map

\[
p^i_h(Y_p) \cong \phi^i_{\text{refl}}(X_p).
\]
Theorem 4.9 (Poincaré Lemma for reflexive differential forms on contractible spaces II, Section 4.5). Let $X$ be a normal complex space equipped with a local holomorphic $C^*$-action at $p \in X$. Suppose that the weights at $p \in X$ are non-negative. Then the following hold:

1. If the germ at $p$ of the fixed locus is not contained in the singular locus of $X$, i.e., if $X_p^C \not\subset X_{sing}$, then

$$p^i_{reg}(X_p) = 0 \quad \forall i > dim_p(X^C).$$

2. If in addition to (1) the fixed locus $X^C$ is of dimension one, then the sequence

$$0 \to \mathcal{O}_p \to \mathcal{O}_{X_p}^1 \to \cdots \to \mathcal{O}_{X_p}^{dim_p(X)} \to 0$$

is exact.

Strategy of proof of these results. We will give a unified proof of Theorem 4.6 which works for all classes of differential forms specified there. This increases slightly the necessary technical preparations and the reader will observe that if one fixes a class of differential forms the line of arguments admits shortcuts.

After some preparations the proofs of the above results will be given in Subsections 4.5 and 4.6.

4.3. Preparation: Differentiation and line integrals of functions with values in coherent sheaves. For lack of an adequate reference we give a formulation of the following fact. We denote the standard coordinate on $\mathbb{C}$ by $t$.

Proposition 4.10 (Differentiation and line integrals of functions with values in coherent sheaves). There exist unique $\mathcal{O}_X(X)$-linear maps

$$\Gamma(X \times T, pr_X^*(\mathcal{F})) \to \Gamma(X \times T, pr_X^*(\mathcal{F})), \quad s \mapsto \frac{d}{dt}s,$$

$$\Gamma(X \times T, pr_Y^*(\mathcal{F})) \to \Gamma(X, \mathcal{F}), \quad s \mapsto \int_{\gamma} s dt,$$

where $T \subset \mathbb{C}$ is any open subset, $X$ is any complex space, $\mathcal{F}$ is any coherent sheaf on $X$ and $\gamma : [a, b] \to T$ is any continuous path such that the following properties are satisfied:

1. (Functoriality I). Let $T' \subset T$ be an open subset such that $im(\gamma) \subset T'$. Then

$$\left(\frac{d}{dt}s\right)|_{X \times T'} = \frac{d}{dt}(s|_{X \times T'}),$$

$$\int_{\gamma} s dt = \int_{\gamma} s|_{X \times T'} dt.$$

2. (Functoriality II). If $f : Y \to X$ is a holomorphic map between complex spaces equipped with coherent sheaves $\mathcal{G}$ and $\mathcal{F}$, respectively, and if $\phi : f^* \mathcal{F} \to \mathcal{G}$ is a morphism of coherent sheaves, then

$$\phi\left(\int_{\gamma} s dt\right) = \int_{\gamma} (\phi(s)) dt \in \Gamma(Y, \mathcal{G}),$$

$$\frac{d}{dt}\phi_T(s) = \phi_T\left(\frac{d}{dt}s\right) \in \Gamma(Y \times T, pr_Y^*(\mathcal{G}))$$

for any section $s \in \Gamma(X \times T, pr_X^*(\mathcal{F}))$. Here, by $\phi_T$ we denote the induced map

$$\phi_T : (f \times id_T)^*pr_X^*(\mathcal{F}) \to pr_Y^*(\mathcal{G}).$$

3. (Additivity). If $a \leq c \leq b$, then $\int_{\gamma} s dt = \int_{\gamma|_{[a,c]}} s dt + \int_{\gamma|_{[c,b]}} s dt$.

4. (Normalization). If $\mathcal{F} = \mathcal{O}_X$ and $s \in \Gamma(X \times T, pr_Y^*\mathcal{O}_X) = \Gamma(X \times T, \mathcal{O}_{X \times T})$, then the following hold.

- The holomorphic function $\frac{d}{dt}s : X \times T \to \mathbb{C}$ is the partial derivative of $s : X \times T \to \mathbb{C}$ w.r.t. the standard coordinate $t$ on $T \subset \mathbb{C}$. In other words,

$$\left(\frac{d}{dt}s\right)(p, t) = \frac{d}{dt}|_{t=t'} s(p, t').$$
• The value of the holomorphic function \( f_\gamma \) at some point \( p \in X \) is the line integral of the holomorphic function \( s(p, \cdot) : T \to \mathbb{C} \) along the path \( \gamma \). In other words,

\[
(f_\gamma sdt)(p) = \int s(p, t)dt \quad \forall p \in X.
\]

4.3.1. **Strategy of the proof of Proposition 4.10.** The proof of Proposition 4.10 consists of four parts: For both collections of maps \( f \) and \( \frac{d}{dt} \) we need to show existence and uniqueness. Since the proofs for \( f \) and \( \frac{d}{dt} \) proceed along the same lines, we will only outline the arguments in the more involved case of the line integral \( f \), leaving the analogous proof for \( \frac{d}{dt} \) to the reader.

During the proof we will denote the usual line integral of a holomorphic function \( X \times T \to \mathbb{C} \) along a continuous path \( \gamma : [a, b] \to T \) by

\[
\int_{\gamma} f_{\text{usual}} dt : X \to \mathbb{C}.
\]

In other words, \((\int_{\gamma} f_{\text{usual}} dt)(p) = \int_{\gamma} f(p, t)dt\) for any \( p \in X \).

4.3.2. **Uniqueness of the line integral.** Let \( T, X, \mathcal{F}, s \in \Gamma(X \times T, \text{pr}_X^* (\mathcal{F})) \) and \( \gamma : [a, b] \to T \) be as in Proposition 4.10. We need to show that \( \int_{\gamma} sdt \in \Gamma(X, \mathcal{F}) \) is already determined by the properties listed in Proposition 4.10.

To this end let us choose an integer \( m \geq 1 \), real numbers \( a = a_0 \leq a_1 \leq \ldots \leq a_m = b \), Stein open subsets \( T_1, \ldots, T_m \subset T \) such that \( \gamma_u := \gamma |_{[a_{u-1}, a_u]} : [a_{u-1}, a_u] \to T_u \) and a covering \( X = \bigcup_{i=1}^m X_i \) by Stein open subsets \( X_i \subset X \) together with non-negative integers \( r_i \) and \( \mathcal{O}_{X_i}\)-linear surjections \( a_i : \mathcal{O}_{X_i}^{\mathbb{C}^r} \to \mathcal{F}|_{X_i} \).

The Stein property implies that the induced maps

\[
a_{i,u} : \Gamma(X_i \times T_u, \text{pr}_X^* (\mathcal{O}_{X_i}^{\mathbb{C}^r})) \to \Gamma(X_i \times T_u, \text{pr}_X^* (\mathcal{F}))
\]

are surjective for \( i \in I \) and \( 1 \leq u \leq m \). In particular, we may choose in addition preimages \( s_{i,u} \in \Gamma(X_i \times T_u, \text{pr}_X^* (\mathcal{O}_{X_i}^{\mathbb{C}^r})) \) of \( s_i |_{X_i \times T_u} \), i.e., \( a_{i,u}(s_{i,u}) = s_i |_{X_i \times T_u} \).

Using the properties required in the proposition we can now calculate

\[
\int_{\gamma} sdt |_{X_i} = \int_{\gamma_u} s |_{X_i \times T_u} dt \quad \text{by Property (2)}
\]

\[
= \sum_u \int_{\gamma_u} s |_{X_i \times T_u} dt \quad \text{by Property (3)}
\]

\[
= \sum_u \int_{\gamma_u} s_{i,u} dt \quad \text{by Property (1)}
\]

\[
= \sum_u a_i(\int_{\gamma_u} s_{i,u} dt) \quad \text{by Property (2)}
\]

\[
= \sum_u a_i(\int_{\gamma_u} \text{usual} s_{i,u} dt) \quad \text{by Properties (2) and (4)}.
\]

This finishes the proof of the uniqueness part. \( \square \)

4.3.3. **Existence of the line integral.** The basic idea of the proof of the existence part is to use the formula in the proof of the uniqueness part as a definition. Let \( T, X, \mathcal{F}, s \in \Gamma(X, \text{pr}_X^* (\mathcal{F})) \) and \( \gamma : [a, b] \to T \) be as in Proposition 4.10.

Fix some Stein open subset \( X' \subset X \) together with an \( \mathcal{O}_{X'}^{\mathbb{C}^r} \)-linear surjection \( a : \mathcal{O}_{X'}^{\mathbb{C}^r} \to \mathcal{F}|_{X'} \).

**Notation 4.11.** Let \( \xi = ((a_n)_{0 \leq n \leq m}, (T_n)_{0 \leq n \leq m}, (s_n)_{0 \leq n \leq m}) \) be a triple consisting of a sequence \( a = a_0 \leq a_1 \leq \ldots \leq a_m = b \) of real numbers, Stein open subset \( T_n \subset T \) such that \( \gamma((a_{u-1}, a_u)) \subset T_u \) and preimages \( s_n \in \Gamma(X' \times T_u, \text{pr}_X^* (\mathcal{O}_{X'}^{\mathbb{C}^r})) \) of \( s_i |_{X' \times T_u} \) under the map induced by \( a \). Then we define

\[
\int_{\gamma, a} s dt |_{X'} = a \left( \sum_{u=1}^m \int_{\gamma_u |_{[a_{u-1}, a_u]}} s_n dt \right) \in \Gamma(X', \mathcal{F}).
\]
Observe that such choices of $s_u$ as in Notation 4.11 always exist by the Stein property.

**Claim 4.12.** The value of $\int_{\gamma} s dt_{X',u}$ does not depend on the choice of $\xi$.

*Proof of Claim 4.12.* Let us first prove that it does not depend on the choice of $s_u$. Fix some $u$ and let $s'_u \in \Gamma(X' \times T_u, pr^*_X(\mathcal{O}^{\text{pr}}_{X'}))$ be another preimage of $s|_{X' \times T_u}$.

By the Stein property of $X'$ the kernel $\mathcal{F} = \ker(\mathcal{O}^{\text{pr}}_{X'} \to \mathcal{F})$ is generated by finitely many sections $\eta_1, \ldots, \eta_w \in \Gamma(X', \mathcal{F})$. Then any section of $\ker(pr^*_X(\mathcal{O}^{\text{pr}}_{X'}) \to pr^*_X(\mathcal{F})) = pr^*_X(\mathcal{F})$ lies in the span of the sections $pr^*_X(\eta_1), \ldots, pr^*_X(\eta_w) \in \Gamma(X' \times T_u, pr^*_X(\mathcal{F}))$, since $X' \times T_u$ is likewise Stein. In particular, there exist holomorphic functions $f_1, \ldots, f_w : X' \times T_u \to \mathbb{C}$ such that

$$s_u - s'_u = f_1 \cdot pr^*_X(\eta_1) + \cdots + f_w \cdot pr^*_X(\eta_w).$$

Writing $\gamma_u \coloneqq \gamma|_{[s_u - s'_u]}$ we can now calculate

$$\int_{\gamma_u} \left( s_u - s'_u \right) dt = \int_{\gamma_u} \left( f_1 \cdot pr^*_X(\eta_1) + \cdots + f_w \cdot pr^*_X(\eta_w) \right) dt = \sum_{j=1}^w \left( \int_{\gamma_u} f_j dt \right) \cdot pr^*_X(\eta_j) \in \Gamma(X', \mathcal{F})$$

which in fact shows independence from the choice of $s_u$.

It is obvious that the value of (4.11.1) does not change if one replaces the sequence $(a_u)_u$ by a finer subdivision of $[a, b]$ or if one shrinks $T_u$. This proves the independence from the choice of $\xi$ since one can pass from one $\xi$ to another by a finite sequence of such steps and their inverses.

Thus we can simply write $\int_{\gamma} s dt_{X',u} \in \Gamma(X', \mathcal{F})$. This section obviously does not depend on the open set $T \supset \text{im}(\gamma)$, but it may still depend on the choice of $\alpha$.

**Claim 4.13.** The value of $\int_{\gamma} s dt_{X',a}$ does not depend on the choice of $a$.

*Proof of Claim 4.13.* Suppose first that $\alpha' : \mathcal{O}^{pr}_{X'} \to \mathcal{F}$ factors as $\alpha' = \alpha \circ \delta$ for some $\delta : \mathcal{O}^{pr}_{X'} \to \mathcal{O}^{pr}_{X''}$ and $\alpha''$ by such a step and its inverse. This proves Claim 4.13.

Using Claims 4.12 and 4.13 we write $\int_{\gamma} s dt_{X'} \in \Gamma(X', \mathcal{F})$ for the unique section satisfying $\int_{\gamma} s dt_{X'} = \int_{\gamma} s dt_{X',a}$ for any choice of $\gamma$ and $a$.

Let $X'' \subset X'$ be an open Stein subset. Then $\int_{\gamma} s dt_{X',|X''} = \int_{\gamma} s dt_{X''}$ by construction. In particular these sections glue and we may introduce the following notation.

**Notation 4.14.** Let $\int_{\gamma} s dt \in \Gamma(X, \mathcal{F})$ be the unique section satisfying

$$\int_{\gamma} s dt_{|X'} = \int_{\gamma} s dt_{X'}$$

for any open Stein subset $X' \subset X$.

**Claim 4.15.** The sections $\int_{\gamma} s dt \in \Gamma(X, \mathcal{F})$ constructed above satisfy Properties (1), (2), (3) and (4) of Proposition 4.10.

*Proof of Claim 4.15.* Property (1) is obvious. Properties (3) and (4) can be checked locally on open Stein subsets $X' \subset X$ and thus follow from Notation 4.11 and Claim 4.12.

Property (2) can be checked locally on an open Stein subsets $Y' \subset Y$ such that there exists an open Stein subset $X' \subset X$ containing $f(Y')$ and quotient maps $a_X :
\(\mathcal{O}_{X'}^{\oplus r} \rightarrow \mathcal{F}\) and \(a_{\mathcal{Y}'} : \mathcal{O}_{\mathcal{Y}'}^{\oplus r} \rightarrow \mathcal{G}\) together with a map \(\tau\) fitting into a commutative diagram

\[
\begin{array}{ccc}
\mathcal{F} |_{Y'} & \xrightarrow{\phi_{Y'}} & \mathcal{G} |_{Y'} \\
\uparrow f^* & & \uparrow f^* \\
\mathcal{O}_{X'}^{\oplus r} |_{Y'} & \xrightarrow{\tau} & \mathcal{O}_{X'}^{\oplus r} \\
\end{array}
\]

Given a section \(s \in \Gamma(X \times T, \text{pr}_{X}^{\ast}(\mathcal{F}))\) we can certainly choose the two sets of data required in Notation 4.11 in order to calculate \(\int_{\gamma} s \text{d}t|_{X'}\) and \(\int_{\gamma} \phi(s) \text{d}t|_{Y'}\) such that they are compatible with respect to \(\tau\). Then Property (2) follows immediately. □

The assignment \(s \mapsto \int_{\gamma} s \text{d}t\) can be easily verified to be \(\mathcal{O}_{X}(X)\)-linear using the construction. Thus Claim 4.15 finishes the proof of the existence of the line integral. □

4.3.4. Further remarks. We gather some remarks needed in the sequel.

Notation 4.16. For any section \(s \in \Gamma(X \times T, \text{pr}_{X}^{\ast}(\mathcal{F}))\) and any \(t \in T\) we denote the restriction of \(s\) to \(\mathcal{F}|_{X \times \{t\}}\) by \(s_{t} \in \Gamma(X, \mathcal{F})\).

Remark 4.17. Using Notation 4.16 observe the formula

\[
\int_{\gamma} \frac{d}{dt}s_{t} \text{d}t = s_{\gamma(b)} - s_{\gamma(a)}
\]

for any continuous path \(\gamma : [a, b] \rightarrow X\). It can be verified by reduction to the case \(\mathcal{F} = \mathcal{O}_{X}\), following the same line of arguments as in the proof of Proposition 4.10.

Remark 4.18. Let \(X\) be a reduced complex space and \(T \subset \mathbb{C}\) an open subset. We denote by \(q^{\prime} : \bigotimes_{t}^{1} |_{X \times T} \rightarrow \text{pr}_{X}^{\ast}\bigotimes_{t}^{1} |_{X}\) the projection map of the product decomposition in Proposition 2.19 and

\[
E := \frac{\partial}{\partial t} \in \Gamma(X \times T, \text{pr}_{X}^{\ast}(T_{X})) \subset \Gamma(X \times T, T_{X \times T})
\]

is the vector field associated with the standard coordinate \(t\) on \(T\). Then the formulas

(a) \(q^{\prime} \mathcal{L}_{E}(\alpha) = \frac{d}{dt}q^{\prime}(\alpha)\), and

(b) \(\int_{\gamma} q^{\prime\ast}d(\alpha) \text{d}t = d \int_{\gamma} q^{\prime}(\alpha) \text{d}t\)

hold for any \(\alpha \in \Gamma(X \times T, \bigotimes_{t}^{1} |_{X \times T})\) and any continuous path \(\gamma\) in \(T\). Similar statements hold for Kähler differential forms, Kähler differential forms modulo torsion and, if \(X\) is normal, for reflexive differential forms.

To see these claims we first observe that they can be checked easily by a computation in local coordinates in the case when \(X\) is smooth. The singular case can be reduced to the smooth case in the following way:

For Kähler differential forms we use the properties listed in Proposition 4.10 to reduce to the case when \(X\) and \(T\) are both Stein and \(X\) admits a closed embedding \(X \subset M\) into a complex manifold \(M\) so that \(\bigotimes_{t}^{1} |_{M} \rightarrow \bigotimes_{X}\) is surjective. Then Formulas (a) and (b) for \(M\) easily imply the same statements for \(X\).

For all other classes we use the inclusion \(\bigotimes_{t}^{1}^{\text{tor}} \subset \bigotimes_{t}^{1} |_{X} \subset \bigotimes_{t}^{1}^{\text{sm}}\) to reduce to the smooth case.
4.4. Application to closed differential forms.

**Proposition 4.19.** Let \( X \) be a reduced complex space, \( T \subset \mathbb{C} \) a domain containing 0 and 1, and let \( \alpha \in \Gamma(X \times T, \Omega^1_h|_{X \times T}) \) be a closed \( h \)-differential form of positive degree \( i > 0 \) on the product. Then there exists an \( h \)-differential form \( \beta \in \Gamma(X, \Omega^{|i-1|}_h|_X) \) of degree \( i - 1 \) on \( X \) such that

\[
(1) \quad j^*_1 \alpha - j^*_0 \alpha = d \beta, \text{ where } j_i : X \cong X \times \{i\} \subset X \times T \text{ is the inclusion, and}
\]

(2) if \( m_p \subset \mathcal{O}_X \) is the vanishing ideal of some point \( p \in X \) and \( r \geq 0 \) is a non-negative integer, then

\[
a \in \Gamma(X \times T, \text{pr}^{-1}_X(m_p^r \cdot \Omega^1_h|_{X \times T})) \implies \beta \in \Gamma(X, m_p^r \cdot \Omega^{|i-1|}_h|_X).
\]

The same statements hold for Kähler differential forms, Kähler differential forms modulo torsion and, if \( X \) is normal, for reflexive differential forms.

**Proof in the setup of \( h \)-differential forms.** Since \( T \) is connected, we may choose a path

\[
\gamma : [a, b] \to T
\]

in \( T \) running from \( \gamma(a) = 0 \) to \( \gamma(b) = 1 \). We take up the notation of Remark 4.18: The projection map associated with the decomposition in Proposition 2.19 is denoted by \( \eta : \Omega^1_X|_T \to \text{pr}^{-1}_X \Omega^1_h|_X \) and the vector field on \( X \times T \) associated with the standard coordinate \( t \) on \( T \subset \mathbb{C} \) is denoted by \( E := \frac{\partial}{\partial t} \in \Gamma(X \times T, T_{X \times T}) \). Using the notation introduced in Proposition 4.10 we can now formulate the following claim.

**Claim 4.19.1.** Conditions (1) and (2) are satisfied if \( \beta \) is given as

\[
\beta := \int_{\gamma} q^{i-1} t_E \alpha \, dt \in \Gamma(X, \Omega^{|i-1|}_h|_X).
\]

**Proof of Condition (1).** We can simply calculate that

\[
j^*_1 \alpha - j^*_0 \alpha = q^*(\alpha)_{\gamma(b)} - q^*(\alpha)_{\gamma(a)}
\]

using Notation 4.16

\[
= \int_{\gamma} \frac{d}{dt} q^*(\alpha) \, dt
\]

by Remark 4.17

\[
= \int_{\gamma} q^* L_E \alpha \, dt
\]

by Remark 4.18(a)

\[
= \int_{\gamma} q^* d_E \alpha \, dt
\]

since \( da = 0 \)

\[
= d \int_{\gamma} q^{i-1} t_E \alpha \, dt
\]

by Remark 4.18(b)

\[
= d \beta.
\]

which shows the claim. In the fourth step of the preceding calculation we make use of Cartan’s formula \( L_E = d \circ i_E + i_E \circ d \). To see this formula for \( h \)-differential forms, recall that the sheaf of \( h \)-differential forms are torsion-free by Proposition 2.14(1) so that is suffices to prove the formula on the smooth locus \( X_{\text{sm}} \). On the smooth locus it follows immediately from Items (4), (5) and (6) of Proposition 2.14.

**Proof of Condition (2).** Condition 2 follows immediately from Property (2) in Proposition 4.10 applied to the inclusion \( m_P^r \cdot \Omega^{|i-1|}_h|_X \subset \Omega^{|i-1|}_h|_X \) of coherent sheaves on \( X \), and the fact that \( i_E \) and \( q^* \) are \( \mathcal{O}_X \)-linear, see Proposition 2.14. □
Claim 4.20. The pull-back map $\phi^*_0 : P^d_h(Y_p) \to P^d_h(X_p)$ is surjective.

Proof. Let $[\alpha] \in P^d_h(X_p)$ be an element. We may choose

- $X' \subset X$ an open neighborhood of $p$ such that $[\alpha]$ is represented by a closed section $\alpha \in \Omega^d_h(X')$,
- $T' \subset T$ a relatively compact subdomain containing both 0 and 1, and $U' \subset X'$ an open neighborhood of $p$ such that $\phi(U' \times T') \subset X'$.

Proposition 4.19(1) applied to the closed differential form $\phi^*_1|_{U' \times T'}(\alpha) \in \Gamma(U' \times T', \Omega^d_h(X \times T))$ shows that

\[ \phi^*_1|_{U'}(\alpha) - \phi^*_0|_{U'}(\alpha) \in d \Gamma(U', \Omega^{d-1}_h|_X), \]

which immediately implies that $[\alpha] = [\phi^*_1|_{U'}(\alpha)] \in \phi^*_0 P^d_h(Y_p)$. □

Claim 4.21. If $Y_p$ is a deformation retract of $X_p$, then the pull-back map

\[ j^* : P^d_h(X_p) \to P^d_h(Y_p) \]

is bijective.

Proof. By assumption the inclusion map $j : Y \to X$ satisfies $\phi_0 \circ j|_{Y \cap U} = id_{Y \cap U}$. It follows that

\[ j^* \circ \phi^*_0 = id : P^d_h(Y_p) \to P^d_h(Y_p) \]

is the identity map. Thus Claim 4.21 is a consequence of Claim 4.20. □

This finishes the proof of Theorem 4.6. □

4.5.2. Proof of Theorem 4.6 for other classes of differential forms. The proof can be applied verbatim to the other classes of differential forms. Recall from Section 2.3 that there exists still a pull-back of differential forms by $\phi$. □

4.5.3. Proof of Theorem 4.9. Let $i \geq \dim X^{\mathcal{C}^*}$ be arbitrary and fix some element $[\alpha] \in P^d_h(X_p)$. We choose an open neighborhood $X' \subset X$ of $p \in X'$ such that $[\alpha]$ is represented by a closed reflexive differential form $\alpha \in \Gamma(X', \Omega^d_h|_X)$.

Let $B = B_2(0) \subset \mathbb{C}$ and choose a sufficiently small neighborhood $U \subset X'$ of $p$ such that the contraction map given by Example 4.4 restricts to a map

\[ \phi : U \times B \to X'. \]

Restricting to $U \equiv U \times \{0\}$ yields a holomorphic map $\phi_0 : U \to X^{\mathcal{C}^*}$, which is a left inverse for the inclusion $U^{\mathcal{C}^*} \subset U$. □
Claim 4.22. Let $W := U_{\text{reg}} \times B \cap \phi^{-1}(X'_{\text{reg}}) \subset U \times B$. Then the complementary subset $W^c := (U \times B) \setminus W \subset U \times B$ is a closed analytic subset of codimension $\geq 2$.

Proof of Claim 4.22. We write $B^* = B \backslash \{0\}$. For $t \in B^*$ the map $\phi(., t) : U \to X'$ is an open immersion. In particular, the set $W$ satisfies

$$W \cap U \times B^* = U_{\text{reg}} \times B^*$$

and by normality of $X$ any component of $W^c$ meeting $U \times B^*$ is of codimension at least $2$.

It remains to show that $U \times \{0\} \cap W \neq \emptyset$. Indeed, this follows from the assumption that $X^{C^*} \notin X_{\text{sing}}$ at $p \in X$ and $\phi_0|_{U_{\text{reg}}^c} = \text{id}|_{U_{\text{reg}}^c}$.

By Claim 4.22 the closed differential form $\phi_0^*(\alpha) \in \Gamma(W, \Omega_{V \times B}^{[i]})$ extends to a unique closed section $\beta \in \Gamma(U \times B, \Omega_{X \times B}^{[i]})$, i.e., $\beta|_W = \phi_0^*(\alpha)$. Proposition 4.19 shows that

$$\alpha|_U - j_0^*\beta = j_0^*\beta - j_0^*\beta \in \mathfrak{d}(U, \Omega_{X}^{[i-1]}),$$

where $j_0 : U \cong U \times \{t\} \subset U \times B$ is the inclusion map. Item (1) of Theorem 4.9 follows immediately since $j_0^*\beta = 0$ for $i > \dim_p(X^{C^*})$.

Claim 4.23. If $C := X^{C^*}$ is a curve, then $C$ is smooth at $p \in C$ and the differential form $\alpha|_{C \cap X'_{\text{reg}}} \in \Gamma(C \cap X'_{\text{reg}}, \Omega^1_{\mathcal{O}_C})$ extends to a closed differential form $\gamma \in \Gamma(C \cap X'_{\text{reg}} \cup \{p\}, \Omega^1_{\mathcal{O}_C})$.

Proof of Claim 4.23. Smoothness of $C$ follows from Remark 4.3 and normality of $X$.

By Krull’s principal ideal theorem the set $\phi_0^{-1}(\{p\}) \subset U$ is of pure codimension one. Since $U$ is normal there exists a point $v \in U_{\text{sm}} \cap \phi_0^{-1}(\{p\})$. Let $D \subset V$ be locally closed smooth curve passing through $v \in U$ such that $D \cap \phi_0^{-1}(\{p\}) = \{v\}$. Then the restricted map

$$f := \phi_0|_D : D \to C$$

is a non-constant holomorphic map between smooth curve germs and by Equation (4.22.1) the differential form

$$f|_{D \setminus \{v\}}^*(\alpha|_{C \setminus \{p\}}) \in \alpha|_{D \setminus \{v\}} + \Gamma(U, \Omega^1_U)|_{D \setminus \{v\}} \subset \Gamma(D, \Omega^1_D) \cap \Gamma(D \setminus \{v\}, \Omega^1_D)$$

has no pole at $v$. A computation in local coordinates shows that this already implies that $\alpha|_{C \cap X'_{\text{reg}}}$ has no pole at $p$ and thus extends to a differential form $\gamma$ on $C \cap X'_{\text{reg}} \cup \{p\}$ as claimed. \qed
If \( i = 1 \) and \( X^{C^{+}} \) is a curve not contained in \( X_{\text{sing}} \), then Claim 4.23 shows that in a suitable neighborhood of \( p \) the reflexive differential form \( j_{0}^{*} \beta \) coincides with the Kähler differential form \( \phi_{0}^{*} \gamma \), which is exact since \( \gamma \) is so by smoothness of \( X^{C^{+}} \) at \( p \). Equation (4.22.1) implies that in this case \( \rho_{\text{rel}}^{1}(X_{p}) = 0 \). Together with Item (1) this implies Item (2).

**Remark 4.24.** In the situation of Item (2) of Theorem 4.9, the proof presented above even shows that for any closed germ \( \alpha \in m_{p} \cdot \Omega^{[i]}_{X,p} \) of degree \( i \geq 1 \) there exists a germ of a differential form \( \beta \in m_{p} \cdot \Omega^{i-1}_{X,p} \) such that \( \alpha = d \beta \). In fact, if \( i = 1 \), this is true since \( d m_{p} = d \mathcal{O}_{X,p} \). If \( i > 1 \), then in Equation (4.22.1) we have \( j_{0}^{*} \beta - j_{0}^{*} \beta \in d \Gamma(U, m_{p} \cdot \Omega^{i-1}_{X}) \) by Item (2) of Proposition 4.19.

4.6. **Proof of Corollary 4.8.** The proof of Corollary 4.8 relies on the following strengthening of [GKP13, Thm. 5.4].

**Lemma 4.25.** Let \( p \in X \) be a point on a locally algebraic klt base space. Then the sequence

\[
\begin{align*}
\big( \cdot \big) & \quad 0 \to C \to \mathcal{O}_{X,p} \xrightarrow{d} \Omega_{X,p}^{[1]} \xrightarrow{d} \Omega_{X,p}^{[2]} \xrightarrow{d} \Omega_{X,p}^{[3]} \\
& \to 0
\end{align*}
\]

is exact.

**Proof of Lemma 4.25.** Let \( \pi : \tilde{X} \to X \) be a strong resolution such that the reduced fiber \( F = \pi^{-1}(\{p\}) \) is an snc divisor. First, we prove the following claim.

**Claim 4.25.1.** \( \pi_{*}(\mathcal{F} \cdot \Omega_{X}^{i}(\log F)) = \Omega^{[i]}_{X} \) if \( i \geq 1 \).

**Proof of Claim 4.25.1.** Pushing forward the short exact sequence \( 0 \to \mathcal{F} \cdot \Omega_{X}^{i}(\log F) \to \Omega_{X}^{i} \to \Omega_{F/\text{tor}} \to 0 \) yields a left exact sequence

\[
0 \to \pi_{*}(\mathcal{F} \cdot \Omega_{X}^{i}(\log F)) \to \pi_{*}(\Omega_{X}^{i}) \xrightarrow{-\pi_{*}(\mathcal{F})} \Gamma(F, \Omega_{F/\text{tor}}) \to 0
\]

which finishes the proof of the claim. \( \square \)

In the sequel we denote the inclusion of the complement of \( F \) by \( j : \tilde{X} \setminus F \to \tilde{X} \). The sheaf \( j_{C_{\tilde{X} \setminus F}} \) is obtained from the constant sheaf on \( \tilde{X} \setminus F \) by extension by zero. We equip the resolution

\[
0 \to j_{C_{\tilde{X} \setminus F}} \xrightarrow{d} \mathcal{F} \cdot \Omega_{X}^{i}(\log F) \xrightarrow{d} \mathcal{F} \cdot \Omega_{X}^{i}(\log F) \xrightarrow{d} \cdots \xrightarrow{d} \mathcal{F} \cdot \Omega_{X}^{i}(\log F) \to 0
\]

with the filtration bête and consider the resulting spectral sequence

\[
E^{i,j}_{1} = R^{i+j} \pi_{*}(\mathcal{F} \cdot \Omega_{X}^{i}(\log F)) \implies R^{i+j} \pi_{*} j_{C_{\tilde{X} \setminus F}} = E^{i,j}_{\infty}.
\]

Using Claim 4.25.1 the cohomology groups \( h^{i}(\cdot) \) of the sequence (\( \cdot \)) appear in the five-term exact sequence as follows:

\[
(4.25.2) \quad 0 \to h^{1}(\cdot) \to E^{1}_{\infty} \to E^{0,1}_{\infty} \to h^{2}(\cdot) \to E^{2}_{\infty}
\]

Observe that

- \( E^{i,j}_{\infty} = 0 \) for \( i + j > 0 \) by the proof of [GKP11, Lem. 14.4], and
- \( E^{0,1}_{\infty} = 0 \), since \( X \) has rational singularities by [KM98, Thm. 5.22].

These facts together with Sequence (4.25.2) imply Lemma 4.25.

**Proof of Items (1) and (3) of Corollary 4.8.** These claims are immediate consequences of Theorem 4.6 and Propositions 2.22 and 2.24. \( \square \)
Proof of Item (2) of Corollary 4.8. The exactness in degrees > 2 follows immediately from Item (1). The exactness in degrees ≤ 2 is covered by [CF02, Prop. 2.5] and Lemma 4.25.

□

5. ON THE DEGENERATION OF THE REFLEXIVE HODGE-DE RHAM SPECTRAL SEQUENCE

We first prove Item (a) of Proposition 1.6. Recall that we claimed the following.

Proposition 5.1. Let X be a normal projective surface with rational singularities. Then the spectral sequence \( E^i_1 = H^i(X, \Omega^j_X) \implies H^{i+j}(X, \mathbb{C}) \) degenerates at \( E_1 \).

Proof of Proposition 5.1. Let \( \pi: \tilde{X} \to X \) be a strong resolution such that \( \tilde{X} \) is a projective complex manifold. First, we prove two preparatory claims.

Claim 5.1.1. For any \((i, j) \neq (1, 1)\) we have \( \dim \mathbb{C} H^i(X, \Omega^j_X) = \dim \mathbb{C} H^i(\tilde{X}, \Omega^j_{\tilde{X}}) \).

Proof of Claim 5.1.1. Observe that \( \Omega^1_X = \pi_* \Omega^1_{\tilde{X}} \) by Proposition 2.24 and its proof. This already settles the case \( j = 0 \). The other cases are proved in the sequel.

\[
\begin{align*}
& i = 0: \quad \text{by rationality of the singularities of } X, \\
& i = 2: \quad \text{by Kodaira vanishing [KM98, Cor. 2.68]}, \\
& (i, j) = (1, 2): \quad \text{by Serre duality } \dim \mathbb{C} H^2(X, \Omega^1_X) = \dim \mathbb{C} H^0(X, \Omega^2_X).
\end{align*}
\]

This finishes the proof of Claim 5.1.1.

□

Claim 5.1.2. For any \( k \geq 2 \) we have \( \dim \mathbb{C} H^k(X, \mathbb{C}) = \dim \mathbb{C} H^k(\tilde{X}, \mathbb{C}) \).

Proof of Claim 5.1.2. Let \( F = \sum_i F_i = \pi^{-1}(X_{\text{sing}})_{\text{red}} \) be the reduced exceptional set. The Leray spectral sequence for the sheaf cohomology of the constant sheaf \( \mathbb{C} \) is

\[
\cdots \to H^0(X, F_i) \to H^0(\tilde{X}, F_{\tilde{i}}) \to H^0(\tilde{X}, \mathbb{C}) \to H^1(X, F_0) \to H^1(\tilde{X}, F_{\tilde{0}}) \to H^1(\tilde{X}, \mathbb{C}) \to 0.
\]

Since \( \pi \) is a homeomorphism over \( X_{\text{sm}} \), we have \( F_{\tilde{i}} = F_i > 0 \) and \( j > 0 \). Moreover we know that \( E^0_2 = H^j(F_i) \) by Fact 2.2. Thus the spectral sequence machinery establishes the following long exact sequence

\[
\begin{array}{ccccccc}
0 & \to & H^1(X, \mathbb{C}) & \to & H^1(\tilde{X}, \mathbb{C}) & \to & H^1(F_i, \mathbb{C}) \\
\downarrow d_2 & & \downarrow d_2 & & \downarrow d_2 & & \downarrow d_2 \\
\to & H^2(X, \mathbb{C}) & \to & H^2(\tilde{X}, \mathbb{C}) & \to & H^2(F_i, \mathbb{C}) \\
\downarrow d_3 & & \downarrow d_3 & & \downarrow d_3 & & \downarrow d_3 \\
\to & H^3(X, \mathbb{C}) & \to & H^3(\tilde{X}, \mathbb{C}) & \to & 0 \\
\downarrow d_4 & & \downarrow d_4 & & & & \downarrow d_4 \\
\to & H^4(X, \mathbb{C}) & \to & H^4(\tilde{X}, \mathbb{C}) & \to & 0.
\end{array}
\]

In this sequence, for any \( r \in \{2, 3, 4\} \), the map \( d_r \) can be identified with the boundary map \( F^r_{i-1} \to F^r_i \).

Observe that \( H^1(F, \mathbb{C}) = 0 \) since the exceptional set over a rational singularity is a tree of rational curves. Thus Claim 5.1.2 is equivalent to the map \( H^2(\tilde{X}, \mathbb{C}) \to H^2(F_i, \mathbb{C}) \) being surjective. This is true since by negative definiteness of the intersection matrix \( (F_i \cdot F_j)_{ij} \) the vector space \( H^2(F_i, \mathbb{C}) \) is spanned by the images of the cohomology classes \([F_i] \in H^2(\tilde{X}, \mathbb{C})\) of the irreducible components. □
In order to prove that the spectral sequence of Proposition 5.1 degenerates at $E_1$, we assume to the contrary that it does not degenerate and subsequently establish a contradiction. So let us assume that some boundary map $d^{i,j}_r : E^{i,j}_r \to E^{i+r,j-r+1}_r$ of the $E_r$-page is non-zero for some $r \geq 1$. Then we know that $\dim C \dim E^{i,j}_r < \dim C \dim E^{i,r}_r$ and $\dim C \dim E^{i+r,j-r+1}_r < \dim C \dim E^{i+r,j-1}_r$. In particular, we see that

\begin{equation}
(5.1.3) \quad \dim C \dim E^{i,j}_\infty = \sum_{a+b=\infty} \dim C \dim E^{a,b}_\infty < \sum_{a+b=\infty} \dim C \dim E^{a,b}_1
\end{equation}

and

\begin{equation}
(5.1.4) \quad \dim C \dim E^{i+j}_\infty = \sum_{a+b=i+j} \dim C \dim E^{a,b}_\infty < \sum_{a+b=i+j} \dim C \dim E^{a,b}_1.
\end{equation}

Let now $k \in \{i, j, i+j+1\}\setminus\{2\}$. Then the inequality

$$\dim C \dim H^k(X, \mathbb{C}) < \sum_{a+b=k} \dim C \dim H^k(X, \Omega_X)$$

and

$$\dim C \dim H^{k+1}(X, \mathbb{C}) < \sum_{a+b=k+1} \dim C \dim H^{k+1}(X, \mathbb{C})$$

contradicts Claim 5.1.2. This yields the desired degeneration at $E_1$. \hfill \Box

The counterexample in Item (b) of Proposition 1.6 is constructed as follows.

**Construction 5.2.** For $k \geq 2$ the hypersurface singularity

$$p = (0,0,0,0) \in X^0 = \{x^2 + y^2 + z^2 + w^{2k} = 0\} \subset \mathbb{C}^4$$

is terminal since it admits a small resolution by [Lau81, Ex. 2.2]. The torus $\mathbb{C}^*$ acts on $X^0$ by $t \cdot (x,y,z,w) = (t^k x, t^k y, t^k z, t w)$. Let $X' \subset \mathbb{P}^4$ be the Zariski closure of $X^0 \subset \mathbb{C}^4 \subset \mathbb{P}^4$. The torus action can be extended to an algebraic action on $X'$. Finally let $X \to X'$ be obtained by applying the functorial resolution in [Kol07, Thm. 3.36] to the set of singular points $X'_\text{sing} \setminus \{p\}$ away from $p \in X'$. In particular, the torus action lifts to an algebraic action on $X$.

Despite the algebraicity of the construction we regard $X$ as a complex space rather than a variety.

**Remark 5.3.** Construction 5.2 can also be performed if $k = 1$. In this case the projective variety $X$ is toric so that the spectral sequence degenerates at $E_1$ by [Dan78, Thm. 12.5].

Observe that by construction the singularity $p \in X$ satisfies all properties specified in Proposition 1.6.

**Proposition 5.4.** Let $X$ be the projective complex space of Construction 5.2, $k \geq 2$ arbitrary. Then the spectral sequence

$$E_1^{i,j} = H^i(X, \Omega_X^{[j]}) \Rightarrow H^{i+j}(X, \mathbb{C}) = E_\infty^{i+j}$$

does not degenerate at $E_1$.

**Proof of Proposition 5.4.** The torus $\mathbb{C}^*$ acts both on the pointed space $p \in X$ and the space germ $X_p$. The proof relies on a careful study of the induced action of $\mathbb{C}^*$ on various vector spaces naturally associated with $p \in X$ and $X_p$. All naturally defined maps between these vector spaces are compatible with the torus actions.

For example the torus acts by the identity on the discrete groups $H^j(X, \mathbb{Z})$. By naturality of the universal coefficient theorem for cohomology it likewise acts by the identity on $H^j(X, \mathbb{C})$ for any $k$. This together with the functoriality of the spectral sequence immediately yields the following observation.
Observation 5.4.1. If the spectral sequence $E^{ij}_1 = H^l(X, \Omega^{[i]}_X) \implies H^{l+j}(X, \mathcal{O})$ degenerates at $E_1$, then the torus $\mathbb{C}^*$ acts trivially on $H^l(X, \Omega^{[i]}_X)$ for any $(i, j)$.

From now on, we assume that the spectral sequence $E^{ij}_1$ degenerates at $E_1$. Recall the local-to-global Ext spectral sequence

$$H^i(X, \mathcal{O} \operatorname{Ext}^j_{\mathcal{O}_X}(\Omega^{[1]}_X, \Omega^{[3]}_X)) \implies \mathcal{E}xt^{i+j}_{\mathcal{O}_X}(\Omega^{[1]}_X, \Omega^{[3]}_X),$$

which is a special case of the Grothendieck spectral sequence. Since $\mathcal{E}xt^{i+j}_{\mathcal{O}_X}(\Omega^{[1]}_X, \Omega^{[3]}_X)$, its five-term exact sequence is given by

$$0 \to H^1(X, \Omega^0_X) \to \mathcal{C}^{\Box} \to \mathcal{C}^{\Box} \to \mathcal{C}^{\Box} \to H^2(X, \Omega^2_X).$$

Since the sequence is $\mathbb{C}^*$-invariant, this leads to the desired contradiction by the following Lemma 5.5.

Lemma 5.5. The torus $\mathbb{C}^*$ acts on $\mathcal{E}xt^1_{\mathcal{O}_{X,p}}(\Omega^{[1]}_{X,p}, \Omega^{[3]}_{X,p})$ with weights $-k+1, -k+2, \ldots, k-2, k-1$. Each of these weights has multiplicity one.

Proof. Observe that $\Omega^{[1]}_{X,p}$ by [Gre80, Sect. 2.3]. Moreover the short exact sequence $0 \to \Omega^1_X \to \Omega^1_X \to (\Omega^k_X)^{\operatorname{cotor}} \to 0$ and $H^1_{\{p\}}(X, \Omega^1_X) = 0$ by [Gre80, Sect. 2.3] immediately imply that $(\Omega^1_{X,p})^{\operatorname{cotor}} = 0$ so that $\Omega^1_X = \Omega^1_X$. In particular there exists a short exact sequence

$$(5.5.1) \quad 0 \to \mathcal{O}_{X,p} \mathcal{d} f \to \mathcal{O}_{X,p} \mathcal{d} x \oplus \mathcal{O}_{X,p} \mathcal{d} y \oplus \mathcal{O}_{X,p} \mathcal{d} z \oplus \mathcal{O}_{X,p} \mathcal{d} w \xrightarrow{\phi} \Omega^1_{X,p} \to 0$$

of $\mathcal{O}_{X,p}$-modules with torus action. More precisely, we denote by $\mathcal{O}_{X,p} \mathcal{d} x \subset \Omega^{[1]}_{X,p}$ the submodule spanned by $\mathcal{d} x$, which is closed by pull-back by the torus action on the space germ $X_p$. A similar definition applies to $\mathcal{d} y, \mathcal{d} z$ and $\mathcal{d} w$. The module $\mathcal{O}_{X,p} \mathcal{d} f$ is the kernel of the resulting map $\phi$. Again there exist natural isomorphisms $(t)^* \mathcal{O}_{X,p} \mathcal{d} f \cong \mathcal{O}_{X,p} \mathcal{d} f$ of $\mathcal{O}_{X,p}$-modules so that functoriality of spectral sequences shows that the long exact Ext-sequence

$$0 \to \operatorname{Hom}_{\mathcal{O}_{X,p}}(\Omega^{[1]}_{X,p}, \Omega^{[3]}_{X,p}) \to \operatorname{Hom}_{\mathcal{O}_{X,p}}(\mathcal{F}, \Omega^{[3]}_{X,p}) \xrightarrow{\alpha} \operatorname{Hom}_{\mathcal{O}_{X,p}}(\mathcal{O}_{X,p} \mathcal{d} f, \Omega^{[3]}_{X,p})$$

is compatible with the torus action. The last term is zero since $\mathcal{F}$ is a projective module. This exhibits the module in question as the cokernel of the map $\alpha$.

A homogeneous generator $\lambda$ of the module $\operatorname{Hom}_{\mathcal{O}_{X,p}}(\mathcal{O}_{X,p} \mathcal{d} f, \Omega^{[3]}_{X,p})$ satisfies $\lambda(\mathcal{d} f) = \frac{\lambda(x) \mathcal{d} y + \lambda(y) \mathcal{d} z + \lambda(z) \mathcal{d} w}{\lambda(z)}$ and is thus of degree $-2k + 3k - (2k - 1) = -k + 1$. Sequence (5.5.1) shows that the image of $\alpha$ is spanned by $x \cdot \lambda, y \cdot \lambda, z \cdot \lambda$ and $w^{2k-1} \cdot \lambda$. In particular, a basis of the cokernel of $\alpha$ over $\mathbb{C}$ is given by the residue classes of $\lambda, w \cdot \lambda, \ldots, w^{2k-2} \cdot \lambda$. This shows the lemma.  \(\square\)
6. ON THE LIPMAN-ZARISKI CONJECTURE

In this section we prove Corollary 1.7. We assume that $T_X$ is locally free and seek to prove that $X$ is smooth. Let us consider the evaluation map

$$(6.0.2) \quad \varphi : T_{X,p} \otimes \mathcal{O}_{X,p} \rightarrow T_p X$$

and its dual

$\varphi^* : m_p/m_p^2 \rightarrow \text{Hom}_{\mathcal{O}_{X,p}}(T_{X,p}, \mathcal{O}_p)$.

It satisfies $\varphi^*([f])(V) = V(f)(p)$ for any $f \in m_p$ and $V \in T_{X,p}$.

6.1. Proof of Corollary 1.7 if $\varphi$ is the zero map. Under this additional assumption, the exterior derivative satisfies $d(m_p \cdot \Omega^{[1]}_{X,p}) \subset m_p \cdot \Omega^{[i+1]}_{X,p}$. By Theorem 4.9 and Remark 4.24 the complexes

$$
\begin{array}{cccccc}
0 & \rightarrow & m_p & \rightarrow & \Omega^{[1]}_{X,p} & \rightarrow \cdots & \rightarrow \Omega^{[n]}_{X,p} & \rightarrow & 0 \\
0 & \rightarrow & m_p & \rightarrow & m_p \cdot \Omega^{[1]}_{X,p} & \rightarrow \cdots & \rightarrow m_p \cdot \Omega^{[n]}_{X,p} & \rightarrow & 0 \\
\end{array}
$$

are acyclic. Then so is the quotient complex

$$
\begin{array}{cccccc}
0 & \rightarrow & 0 & \rightarrow & \Omega^{[1]}_{X,p} \otimes \mathcal{O}_p & \rightarrow \cdots & \rightarrow \Omega^{[n]}_{X,p} \otimes \mathcal{O}_p & \rightarrow & 0. \\
\end{array}
$$

Since $\Omega^{[1]}_{X,p}$ is free, we have $\Omega^{[i]}_{X,p} \otimes \mathcal{O}_p = \wedge^i (\Omega^{[1]}_{X,p} \otimes \mathcal{O}_p)$ and calculate

$$
0 = \sum_{i=1}^{n} (-1)^i \cdot \text{dim}_C (\Omega^{[i]}_{X,p} \otimes \mathcal{O}_p) = \sum_{i=1}^{n} (-1)^i \cdot \binom{n}{i} = -1.
$$

This contradiction finishes the proof of Corollary 1.7 if $\varphi$ is the zero map. \hfill $\square$
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**Figure 6.1.** Hypothetical situation in the proof of Corollary 1.7, if $s = 1$. The figure shows the thick drawn subspace $Y = \{f_1 = 0\}_{\text{red}}$ and further thin drawn level sets of the holomorphic function $f_1 : X \rightarrow \mathbb{C}$. The flow map associated with the vector field $V_1$ interchanges these subspaces of $X$.

6.2. Proof of Corollary 1.7 in the general case. By Lemma 2.8 we may choose homogeneous functions $f_1, \cdots, f_s \in m_p$ such that $\varphi^*([f_1]), \cdots, \varphi^*([f_s])$ is a basis of $\text{im}(\varphi^*)$. By construction there exist vector fields $V_i \in T_{X,p}$, $1 \leq i \leq s$, such that $V_i(f_j)(p) = \delta_{ij}$. Let $Y \subset X$ be a representative of the reduced space germ $\{f_1 = \cdots = f_s = 0\}_{\text{red}} \subset X_p$ that is sufficiently small so that the vector fields $V_i$ and the functions $f_i$ are defined on an open neighbourhood of $Y$. Observe that the space germ $Y_p \subset X_p$ is $\mathbb{C}^*$-stable.
For any $1 \leq i \leq s$, let $C \times X \ni (t, x) \mapsto e^{iV_i}x \in X$ denote the flow associated with $V_i$. After shrinking $Y$ if necessary, there exist suitable disks $B_i = \{z : |z| < \epsilon_i\} \subset C$ with $\epsilon_i > 0$ such that the map

$$\Psi : \prod B_i \times Y \to X, \quad (t_1, \ldots, t_s, y) \mapsto e^{iV_1} \cdots e^{iV_s}y \in X$$

is well-defined.

**Claim 6.1.** The map $\Psi$ induces an open immersion of a neighbourhood of $\xi := (0, \ldots, 0, p) \in \prod B_i \times Y$ into $X$.

**Proof of Claim 6.1.** The space germ $Y_p$ is of dimension at least $\dim_p X - s$ by Krull’s principal ideal theorem and the space germ $X_p$ is irreducible by normality. Thus any embedding $\prod B_i \times Y_p \to X_p$ of space germs is an isomorphism of space germs so that [KK83, Prop. 45.9] implies that we only need to show that the derivative

$$d\xi \Psi : C^1 \times T_p Y \to T_p X, \quad d\xi \Psi(a_1, \ldots, a_s, A) = \sum_i a_i \cdot \varphi(V_i \otimes 1) + A$$

at $\xi$ is injective.

To prove the claimed injectivity assume that $\sum_i a_i \cdot \varphi(V_i \otimes 1) \in T_p Y \subset T_p X$ for coefficients $a_i \in C$. For any $1 \leq j \leq s$, pairing with $[f_j] = m_p/m_p^2 = T_p^* X$ gives

$$a_j = \sum_i a_i \delta_{ij} = \{(f_j), \sum_i a_i \cdot \varphi(V_i \otimes 1)\} \in \{(f_j), T_p Y\} = \{0\}.$$

This shows that $a_j = 0$ for any $j$ and thus finishes the proof of Claim 6.1. \qed

Using Claim 6.1 the assumption of Corollary 1.7 implies that $Y_p$ is normal and $T_Y$ is likewise locally free in a neighbourhood of $p$. If $C^*$ acts on $Y_p$ with only positive weights, then $Y_p$ is locally algebraic by Fact 2.10, so that [Hoc77] implies smoothness of $Y$. Otherwise $Y^{\text{reg}} \subset Y$ is again a curve not contained in the singular locus $Y_{\text{sing}}$ so that the proof in the special case above applies to $Y$ and thus shows smoothness of $Y$. In any case Claim 6.1 proves Corollary 1.7. \qed

**Remark 6.2.** If $p \in X$ is a surface singularity satisfying the assumptions of Corollary 1.7, then [SW81, Satz (3.1)] implies that $p \in X$ is a quasihomogeneous singularity. For quasihomogeneous singularities Hochster proved the conjecture in [Hoc77].

### 7. ON KÂNY TYPE NON-VANISHING

Theorem 1.8 is an immediate consequence of the following more general result. Recall our Notation 4.5 from Section 4.2.

**Theorem 7.1** (Subsection 7.2). Let $\mathcal{L}$ be an ample line bundle on a projective normal complex space $X$. Assume that $X$ has

- isolated rational singularities of dimension $n \geq 4$, or
- isolated Cohen-Macaulay Du Bois singularities of dimension $n \geq 5$.

Then, if $W\text{Div}_Q(X_p)/\sim_Q$ denotes the group of local analytic Weil divisors with rational coefficients on arbitrarily small neighborhoods of $p \in X$ modulo $Q$-linear equivalence, we have

$$\dim C \cdot H^2(X, \Omega^1_X \otimes \mathcal{L}^{-1}) \geq \sum_{p \in X_{\text{sing}}} \left(\dim C \cdot P^3_{\text{reg}}(X_p) + \dim_Q W\text{Div}_Q(X_p)/\sim_Q\right).$$

Moreover, the natural map $P^3_{\text{reg}}(X_p) \to P^3_{\text{reg}}(X_p)$ is isomorphic for any $p \in X$.

In Theorem 7.1 we can not mitigate the assumption by only assuming that $p \in X$ is an isolated Du Bois singularity of dimension $n \geq 4$, which is shown by the following proposition.
Proposition 7.2 (Subsection 7.3). The singularity \( p \in X \) of Construction 7.3 is an isolated Du Bois cone singularity of dimension \( n \) such that

1. \( \dim_{Q} \mathrm{WDiv}_{Q}(X_{P})/\sim_{Q} = \infty \) if \( n \geq 4 \), and
2. \( \dim_{C} H^{2}(X, \Omega^{1}_{X} \otimes \mathcal{L}^{-1}) < \dim_{C} P^{3}_{\text{reg}}(X_{P}) \) if \( n \geq 11 \) and \( \mathcal{L} \) is an ample line bundle on \( X \).

Construction 7.3 (Isolated Du Bois singularities of dimension \( n \geq 4 \) violating Theorem 7.1). We choose arbitrary elliptic curves \( E_{1}, \ldots, E_{n-1} \) and let \( E = E_{1} \times \cdots \times E_{n-1} \).

Let further \( \mathcal{M} \) be a very ample line bundle on \( E \) such that

1. \( H^{i}(E, \mathcal{M}^{k}) = 0 \) for \( i > 0 \) and \( k > 0 \), and
2. the linear system \( |\mathcal{M}| \) induces a projectively normal embedding \( E \to \mathbb{P}^{N} \) for some \( N > 0 \).

Finally we define \( X \subset \mathbb{P}^{N+1} \) to be the projective cone over the image of \( E \) in \( \mathbb{P}^{N} \) with vertex \( p \in X \).

7.1. A result on certain isolated Du Bois singularities. For the ease of formulation in the arguments below, we will repeatedly consider skyscraper sheaves at some point \( p \in X \) of a complex space as complex vector spaces. Moreover, in order to shorten statements, we will use the following assumption.

Assumption 7.4. The isolated Du Bois singularity \( p \in X \) is normal, of dimension \( n \) and satisfies the following:

- \( p \in X \) is Cohen-Macaulay and \( n \geq 5 \); or
- \( p \in X \) is a rational singularity and \( n \geq 4 \).

The following Proposition 7.5 is the key to the proof of Theorem 7.1.

Proposition 7.5. Let \( p \in X \) be an isolated Du Bois singularity of dimensions \( n \geq 4 \) satisfying Assumption 7.4. Let \( \pi : \tilde{X} \to X \) be a strong resolution and let \( E = \sum_{r} E_{r} = \pi^{-1}(\{x\})_{\text{red}} \) be the exceptional divisor with its reduced scheme structure. Then there exists a natural inclusion

\[
P^{3}_{\text{reg}}(X_{P}) \oplus H^{2}(E, \mathcal{C})/\Sigma(E_{1}|E) \subset \ker \left( R^{1}\pi_{*}\Omega^{1}_{\tilde{X}}(\log E) \to R^{2}\pi_{*}\Omega^{1}_{\tilde{X}}(\log E) \right),
\]

where \( (E_{1}|E) \subset H^{2}(E, \mathcal{C}) \) is the \( C \)-span of the image of the cohomology class of the divisor \( E_{1} \) in \( H^{2}(E, \mathcal{C}) \).

Proposition 7.5 is an immediate consequence of Lemma 7.8, which is proved after some technical preliminaries.

Lemma 7.6. Let \( p \in X \) be an isolated singularity of dimension \( n \geq 4 \) satisfying Assumption 7.4 and let \( \pi : \tilde{X} \to X \) be a strong resolution and let \( E = \pi^{-1}(\{x\})_{\text{red}} \) be the exceptional divisor with its reduced scheme structure.

Then \( R^{i}\pi_{*}\mathcal{O}_{\tilde{X}} = 0 \), \( H^{i}(E, \mathcal{O}_{E}) = 0 \), and \( H^{0}(E, \mathcal{O}_{E}/\text{tor}) = 0 \) for \( 1 \leq i \leq 3 \).

Proof. The vanishing of \( R^{i}\pi_{*}\mathcal{O}_{\tilde{X}} \) is a consequence of [Kov99, Lem. 3.3]. Fact 2.5 implies that \( H^{i}(E, \mathcal{O}_{E}) = 0 \) for \( 1 \leq i \leq 3 \). Now a closer look at the proof of [Nam01, Lem. 1.2] shows that \( H^{0}(E, \mathcal{O}_{E}/\text{tor}) = 0 \) for \( 1 \leq i \leq 3 \).

Lemma 7.7. Let \( p \in X \) be an isolated Du Bois singularity of dimension \( n \geq 4 \) and let \( \pi : \tilde{X} \to X \) be a strong resolution. Then

1. the natural map

\[
\frac{\ker d : \pi_{*}\Omega^{3}_{\tilde{X}}}{\text{im } d : \pi_{*}\Omega^{2}_{\tilde{X}} \to \pi_{*}\Omega^{3}_{\tilde{X}}} \to P^{3}_{\text{reg}}(X_{P})
\]

is bijective, and
(2) if in addition \( p \in X \) satisfies Assumption 7.4, then the natural map

\[
P^3_b(X_p) \sim \ker d : \pi_*\Omega^3_X \to \pi_*\Omega^3_X
\]

is also bijective.

**Proof.** To prove Item (1) recall that [SvS85, Thm. (1.3)] states that \( \Omega^2_X = \pi_*\Omega^2_X \) and, if \( n > 4, \Omega^3_X = \pi_*\Omega^3_X \). If \( n = 4, \) then [SvS85, Cor. (1.4)] implies that the map

\[
d : \Omega^3_X / \pi_*\Omega^3_X \to \Omega^4_X / \pi_*\Omega^4_X
\]

induced by the exterior derivative is injective. This completes the proof of Item (1).

To prove Item (2) write \( E = \pi^{-1}(\{p\}) \) so that Proposition 2.20 yields a left exact sequence

\[
0 \to \Omega^i_{h|X} \to \pi_*\Omega^i_X \to H^0(E, \Omega^i_{E/tor})
\]

for any \( i > 0 \). Lemma 7.6 immediately implies that the first map is bijective for \( 1 \leq i \leq 3 \), which proves Item (2). \( \square \)

**Lemma 7.8.** Let \( p \in X \) be an isolated Du Bois singularity of dimension \( n \geq 4 \) satisfying Assumption 7.4. Let \( \pi : \tilde{X} \to X \) be a strong resolution and let \( E = \pi^{-1}(\{p\}) \) be the exceptional divisor with its reduced scheme structure. Then

1. there exists a natural isomorphism

\[
\psi : \ker\left( d : R^1\pi_*\Omega^1_X \to R^1\pi_*\Omega^2_X \right) \sim P^3_{ref}(X_p) \oplus H^2(E, C),
\]

2. the connecting morphism \( \delta : \oplus, H^0(E_r, \mathcal{O}_{E_r}) \to R^1\pi_*\Omega^1_X \) associated with the short exact sequence \( 0 \to \Omega^1_{\tilde{X}} \to \Omega^1_X(\log E) \to \oplus, \mathcal{O}_{E_r} \to 0 \) fits into a commutative diagram

\[
\begin{array}{ccc}
\oplus, H^0(E_r, \mathcal{O}_{E_r}) & \xrightarrow{\delta} & H^2(E, C) \\
\downarrow{\iota} & & \downarrow{(0, id)} \\
R^1\pi_*\Omega^1_X & \xrightarrow{\psi^{-1}} & P^3_{ref}(X_p) \oplus H^2(E, C)
\end{array}
\]

where \( (H^0(E_r, \mathcal{O}_{E_r})) = (E_{|E}) \subset H^2(E, C) \) is the subspace spanned by the cohomology class in \( H^2(E, C) \) of the line bundle \( E_{|E} \).

**Proof of Item (1) in Lemma 7.8.** We equip the de Rham complexes \( \Omega^*_X \) and \( \Omega^*_E/tor \) both with the filtration bête. In this way the pull-back res : \( \Omega^*_X \to \Omega^*_E/tor \) induces a morphism \( \text{res}^{i,j} : \tilde{\chi}E^{i,j}_E \to \chiE^{i,j}_X \) between spectral sequences converging to an isomorphism

\[
\text{res}_{\infty}^{i,j} : R^{i+j}\pi_*\mathcal{C}_X \cong \tilde{\chi}E^{i,j}_E \to \chiE^{i,j}_X = H^{i+j}(E, C)
\]

for \( i + j > 0 \) by Fact 2.2. On the \( E_1 \)-page res is just the obvious morphism

\[
R^1\pi_*\Omega^1_X \to \chiE^{i,j}_E \to H^1(E, \Omega^1_{E/tor}).
\]

Observe that

1. \( \tilde{\chi}E^{0,j}_E = 0 \) for \( 1 \leq j \leq 3 \) by Lemma 7.6,
2. \( \tilde{\chi}E^{i,0}_E = 0 \) and \( E^{0,i}_E = 0 \) for \( 1 \leq i, j \leq 3 \) by Lemma 7.6, and
3. \( \tilde{\chi}E^{3,0}_E \cong P^3_{ref}(X_p) \) by Lemma 7.7.
The observations (1)-(3) together imply that the boundary map $\partial_2$ on $\tilde{X}E_2$ and $\text{res}$ yield an isomorphism

$$(\tilde{X}d_2^{1,1}, \text{res}_2^{1,1}) : \tilde{X}E_2^{1,1} \to \tilde{X}E_2^{0,0} \oplus \tilde{E}E_2^{1,1},$$

which can be identified with the isomorphism in Item (1) of the lemma.

**Proof of Item (2) in Lemma 7.8.** We pick up the notation of the proof of Item 1. Fix some $r_0$ and abbreviate $G = E_{r_0}$. We denote by $G^i_{E_2^i} = H^i(G, \Omega^i_G) \to H^{i+1}(G, \mathbb{C})$ the spectral sequence associated with the filtration bête on $\Omega^*_X$. Then the morphisms

\[
\begin{array}{c}
0 \\ \\
\Omega^1_X \\ \\
\mapsto \Omega^1_X(\log E) \mapsto \Phi_i \delta \mapsto 0
\end{array}
\]

\[
\begin{array}{c}
0 \\ \\
\Omega^2_X \\ \\
\mapsto \Omega^2_X(\log G) \mapsto \delta \mapsto 0
\end{array}
\]

between short exact residue sequences yield a commutative diagram

\[
\begin{array}{c}
\Theta, H^0(E_i, \mathcal{E}_i) \\ \\
\delta \downarrow \\ \\
R^1\pi_* \Omega^1_X \\ \\
\downarrow d \\ \\
R^1\pi_* \Omega^2_X
\end{array}
\]

and this shows that

\[
im \delta \subset \ker \left( d : R^1\pi_* \Omega^1_X \to R^1\pi_* \Omega^2_X \right).
\]

We equip the complex $\Omega^*_X(\log G)$ with two decreasing filtrations: the filtration bête $F^*$ and the filtration $W^*$ determined by

\[
W^p \Omega^*_X(\log G) = \begin{cases}
\Omega^*_X(\log G) & \text{if } p \leq 0 \\
\Omega^*_X & \text{if } p = 1 \\
0 & \text{if } p \geq 2
\end{cases}
\]

[Del71, (1.4.9)+(1.4.10)] shows that there exists a morphism of spectral sequences

$W, F \delta_k^{i,j} : G^i_{E_2^k} \to \tilde{X}E_2^{i+1,j+1}$

of degree $(+1,+1)$ such that $W, F \delta_1$ is given by the connecting morphisms of the long exact sequences associated with the residue sequences $(\ast)$, and $\pi_*$. In particular, we have

\[
\delta|_{H^0(G, \mathcal{E}_G)} = W, F \delta_0^{0,0} : H^0(G, \mathcal{E}_G) \to \ker \left( d : R^1\pi_* \Omega^1_X \to R^1\pi_* \Omega^2_X \right)
\]

and a commutative diagram

\[
\begin{array}{c}
H^0(G, \mathcal{E}_G) \\ \\
\delta \downarrow \\ \\
0 \\ \\
\to \tilde{X}E_2^{1,1} \\
\end{array}
\]

\[
\begin{array}{c}
W, F \delta_2^{0,1} \\ \\
\delta \downarrow \\ \\
P_3(\text{ref}(X_p))
\end{array}
\]

so that $\delta = \psi^{-1} \circ (0, \text{id}) \circ \alpha$ indeed factors as claimed. It is a standard fact that $\alpha$ satisfies the property stated in Item (2).
7.2. Proof of Theorem 7.1. The following lemma has already been observed for log canonical singularities in [GKP13, Lem. 4.11].

**Lemma 7.9.** Let $\mathcal{V}$ be a normal projective complex variety of dimension $n \geq 4$ with only isolated singularities and let $\mathcal{L}$ be an ample line bundle.

Then there exists a natural isomorphism

$$H^2(\mathcal{V}, \Omega^1_{\mathcal{V}}(\log \mathcal{E}) \otimes \mathcal{L}^{-1}) \cong H^0(\mathcal{V}, R^1\pi_*\Omega^1_{\mathcal{V}}(\log \mathcal{E}) \otimes \mathcal{L}^{-1})$$

for any strong resolution $\pi: \tilde{\mathcal{V}} \to \mathcal{V}$, where $E \subset \tilde{\mathcal{V}}$ is the exceptional divisor with its reduced scheme structure.

**Proof.** The Leray spectral sequence for the sheaf $\Omega^1_{\mathcal{V}}(\log \mathcal{E}) \otimes \pi^* \mathcal{L}^{-1}$ on $\mathcal{V}$ and the morphism $\pi$ starts off with

$$E_2^{ij} = H^i(\mathcal{V}, R^j\pi_*(\Omega^1_{\mathcal{V}}(\log \mathcal{E}) \otimes \mathcal{L}^{-1}) \implies E_\infty^{ij} = H^{i+j}(\mathcal{V}, \Omega^1_{\mathcal{V}}(\log \mathcal{E}) \otimes \pi^* \mathcal{L}^{-1}).$$

Steenbrink’s vanishing theorem [Ste85, Thm. 2a)] states that $E_\infty^{m} = 0$ for $m < n$. Since $n \geq 4$ the five-term exact sequence associated with the Leray spectral sequence shows that the boundary map of the $E_2$-page gives an isomorphism

$$H^0(\mathcal{V}, R^1\pi_*(\Omega^1_{\mathcal{V}}(\log \mathcal{E}) \otimes \mathcal{L}^{-1}) \cong E_0^{01} \cong E_2^{01} = H^2(\mathcal{V}, \pi_*\Omega^1_{\mathcal{V}}(\log \mathcal{E}) \otimes \mathcal{L}^{-1}).$$

This proves the lemma, since $\Omega^1_{\mathcal{V}} = \pi_* \Omega^1_{\mathcal{V}}(\log \mathcal{E})$ by [SvS85, Thm. (1.3)].

**Lemma 7.10.** Let $X$ be a reduced complex space with an isolated Du Bois singularity $p \in X$ of dimension $n \geq 4$ satisfying Assumption 7.4. Let $\pi: \tilde{X} \to X$ be a strong resolution and let $E = \sum E_r$ be the exceptional divisor with its reduced scheme structure. Then

$$\dim \mathbb{C} H^2(E, \mathcal{C})/\Sigma_r(\mathcal{E}_r|_E) = \dim \mathbb{Q} W\text{Div}_Q(X_p)/\sim \mathbb{Q}.$$ 

**Proof.** By Fact 2.2 there exist arbitrarily small neighborhoods $U$ of $p \in X$ so that $E \to \tilde{U} := \pi^{-1}(U)$ is a homotopy equivalence. The exponential sequences on $\tilde{U}$ and $E$ give rise to a commutative diagram

$$\begin{array}{cccc}
H^1(U, \mathcal{O}_U) & \longrightarrow & \text{Pic}(U) & \longrightarrow & H^2(U, \mathbb{Z}) & \longrightarrow & H^2(U, \mathcal{O}_U) \\
\downarrow & & \downarrow & & \downarrow \cong & & \downarrow \\
H^1(E, \mathcal{O}_E) & \longrightarrow & \text{Pic}(E) & \longrightarrow & H^2(E, \mathbb{Z}) & \longrightarrow & H^2(E, \mathcal{O}_E). 
\end{array}$$

By Lemma 7.6, the outer terms vanish if we take the limit over all such $U$. This establishes the isomorphism $\lim_{U} \text{Pic}(\tilde{U}) \cong H^2(E, \mathbb{Z})$. The lemma now follows from the exact push forward sequence

$$\Sigma_r \mathbb{Q} [E_r] \to \lim_{U} \text{Pic}(U) \otimes \mathbb{Q} \to W\text{Div}_Q(X_p)/\sim \mathbb{Q} \to 0$$

for analytic divisors with coefficients in $\mathbb{Q}$.

**Proof of Theorem 7.1.** Let $\pi: \tilde{X} \to X$ be a strong resolution of $X$ where $\tilde{X}$ is a projective manifold. For any $p \in X_{\text{sing}}$ let $E^p = \sum_{r \in \mathcal{R}_p} E^p_r \subset \tilde{X}$ denote the reduced fiber over $p \in X$. We can calculate using relative GAGA in the first step

$$\dim \mathbb{C} H^2(X, \Omega^1_X(\log \mathcal{E})) \overset{7.9}{=} \sum_{p \in X_{\text{sing}}} \dim \mathbb{C} (R^1\pi_*\Omega^1_{\tilde{X}}(\log E^p))_p$$

$$\overset{7.5}{\geq} \sum_{p \in X_{\text{sing}}} \left( \dim \mathbb{C} P^3_{\text{refl}}(X_p) + \dim \mathbb{C} H^2(E^p, \mathcal{C})/\Sigma_r (E^p_r|_{E^p}) \right)$$

$$\overset{7.10}{=} \sum_{p \in X_{\text{sing}}} \left( \dim \mathbb{C} P^3_{\text{refl}}(X_p) + \dim \mathbb{Q} W\text{Div}_Q(X_p)/\sim \mathbb{Q} \right).$$
which proves the first claim of Theorem 7.1. The second claim follows from Lemma 7.7. □

7.3. Proof of Proposition 7.2. We maintain the notation and assumptions of Example 7.3. We denote the blowing-up in the vertex by $\pi : \tilde{X} \to X$. The projective complex manifold $E$ will be considered as the exceptional divisor of $\pi$ and $\mathcal{E}_E \subset \mathcal{O}_{\tilde{X}}$ is its ideal sheaf.

We split the proof into several claims proven separately.

Claim 7.11. The singularity $p \in X$ is Du Bois.

Proof of Claim 7.11. Using Fact 2.5 it suffices to show that $R^i \pi_* \mathcal{O}_X \to H^i(E, \mathcal{O}_E)$ is bijective for $i > 0$. This is equivalent to $R^i \pi_* \mathcal{F}_E = 0$ for $i > 0$. The last assertion is a consequence of the formal function theorem, Condition 7.3(1) and $\mathcal{F}_E / \mathcal{F}_E^{i+1} \cong \mathcal{H}^i$.

Claim 7.12. For any $n \geq 4$, we have $\dim Q \overset{\text{-}}{\text{WDiv}}(X_p) \sim_\mathbb{Q} = \infty$.

Proof of Claim 7.12. As in the proof of Lemma 7.10 there exist arbitrarily small neighborhoods $U \subset \tilde{X}$ of $p$ together with commutative diagrams

$$
\begin{array}{cccc}
H^1(\tilde{U}, \mathbb{Z}) & \xrightarrow{z} & H^1(\tilde{U}, \mathcal{O}_\tilde{U}) & \xrightarrow{\text{Pic}(\tilde{U})} H^2(\tilde{U}, \mathbb{Z}) & \xrightarrow{z} & H^2(\tilde{U}, \mathcal{O}_\tilde{U}) \\
\downarrow \text{res}^1_U & & \downarrow 1 & & \downarrow 1 & & \downarrow \text{res}^2_U \\
H^1(U, \mathbb{Z}) & \xrightarrow{\text{Pic}(U)} H^2(U, E, \mathcal{O}_E) & \xrightarrow{z} & H^2(U, E, \mathcal{O}_E) & \xrightarrow{\text{Pic}(U)} H^2(U, E, \mathcal{O}_E).
\end{array}
$$

Claim 7.11 and Fact 2.5 together imply that $\lim_U \text{res}^1_U : R^i \pi_* \mathcal{O}_X \xrightarrow{\sim} H^i(E, \mathcal{O}_E)$ is an isomorphism for $i > 0$ so that $\lim_U \text{Pic}(\tilde{U}) \equiv \text{Pic}(\tilde{U})$ by the five lemma. The second row in the diagram then immediately shows that $\lim_U \text{Pic}(\tilde{U}) \otimes \mathbb{Q}$ is of infinite dimension over $\mathbb{Q}$. Now the claim follows from the push forward sequence

$$
\mathbb{Q} \xrightarrow{\{E\}} \lim_U \text{Pic}(\tilde{U}) \otimes \mathbb{Q} \to \overset{\sim}{\text{WDiv}}(X_p) \sim_\mathbb{Q} \to 0.
$$

for analytic divisors with coefficients in $\mathbb{Q}$.

□

Claim 7.13. For any ample line bundle $\mathcal{L}$ on $X$ we have

$$
\dim \mathbb{C} H^2(X, \Omega_X^{[1]} \otimes \mathcal{L}^{-1}) \leq n \cdot (n - 1).
$$

Proof of Claim 7.13. The residue sequence for 1-forms with logarithmic poles along $E$ is

$$
0 \to \Omega^1_{\tilde{X}} \to \Omega^1_{\tilde{X}}(\log E) \otimes \mathcal{O}_E \to \mathcal{O}_E \to 0.
$$

Tensoring with $\mathcal{F}_E / \mathcal{F}_E^{i+1} \equiv \mathcal{H}^i$ for $k > 0$ and $\Omega^1_{\tilde{X}} \equiv \oplus_{i=1}^{n-1} \mathcal{O}_{\tilde{X}}$ yield

$$
0 \to \oplus_{i=1}^{n-1} \mathcal{H}^i \to \Omega^1_{\tilde{X}}(\log E) \otimes \mathcal{F}_E / \mathcal{F}_E^{k+1} \to \mathcal{H}^k \to 0.
$$

The higher cohomology groups on the right and left hand side vanish by Condition 7.3(1) if $k > 0$. This implies that

$$
H^i(E, \Omega^1_{\tilde{X}}(\log E) \otimes \mathcal{F}_E / \mathcal{F}_E^{k+1}) = 0
$$

for $i > 0$ and $k > 0$. In particular, using the formal function theorem, we calculate

$$
R^1 \pi_* \Omega^1_{\tilde{X}}(\log E) \equiv \lim H^1(E, \Omega^1_{\tilde{X}}(\log E) \otimes \mathcal{O}_E / \mathcal{F}_E) \equiv H^1(E, \Omega^1_{\tilde{X}}(\log E) |_E).
$$

Then the short sequence $0 \to \Omega^1_{\tilde{X}} \to \Omega^1_{\tilde{X}}(\log E) |_E \to \mathcal{O}_E \to 0$ implies that

$$
\dim \mathbb{C} \left( R^1 \pi_* \Omega^1_{\tilde{X}}(\log E) \right)_p \leq h^{11}(E) + h^{01}(E) = n \cdot (n - 1).
$$
The claim follows from Lemma 7.9.

\[ \text{Claim 7.14. } \dim_C P^3_{\text{refl}}(X_p) = \binom{n-1}{3}. \]

**Proof of Claim 7.14.** The groups \( P^i_p(X_p) \) vanish for \( i > 0 \) by Theorem 4.6. Moreover, for \( i > 0 \), because \( \pi \) is the blowing-up of the vertex of a cone singularity, there exists a short exact sequence

\[
0 \to \Omega^1_{X/p} \to \left( \pi_+ \Omega^1_X \right)_p \to H^i(E, \Omega^1_E) \to 0
\]

of stalks of sheaves at \( p \in X \), see also Proposition 2.20. Now Lemma 7.7(1) implies that

\[
P^3_{\text{refl}}(X_p) \equiv H^3\left( \pi_+ \Omega^3_X \right)_p \equiv H^0(E, \Omega^3_E)
\]

is of dimension \( \binom{n-1}{3} \), since \( \Omega^3_E \cong \oplus_{i=1}^{n-1} \mathcal{O}_E \).

**Proof of Proposition 7.2.** The proposition follows from the preparatory claims proven above. We only need to observe that \( n \cdot (n-1) \cdot (n-3) \) for \( n \geq 11 \).
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