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Abstract: The recent discovery of a Higgs boson by the LHC experiments has profound implications for supersymmetric models. In particular, in the context of restricted models, such as the supergravity-inspired constrained minimal supersymmetric standard model, one finds that preferred regions in parameter space have large soft supersymmetry-breaking trilinear couplings. This potentially gives rise to charge- and/or color-breaking minima besides those with the correct breaking of $SU(2)_L \times U(1)_Y$. We investigate the stability of parameter points in this model against tunneling to possible deeper color- and/or charge-breaking minima of the one-loop effective potential. We find that allowed regions of the parameter space with light staus or with light stops are seriously constrained by the requirement that there are no deeper minima, and the parameter space is still quite constrained even by the less strict requirement that the tunneling time out of the normal electroweak-symmetry-breaking vacuum is more than a fifth of the age of the known Universe. We also find that “thumb rule” conditions on Lagrangian parameters based on specific directions in the tree-level potential are of limited use.
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1 Introduction

The standard model of particle physics (SM) [1–3] has proven itself to be an extremely good description of particle physics all the way up to the tera-electron-Volt scale. The interpretation of the bosonic resonance at 125 GeV recently discovered at the Large Hadron Collider (LHC) [4, 5] as the Higgs boson of the SM completes the picture, and allows us to probe the mechanism of the spontaneous breaking of gauge symmetries.

A particular issue, however, of the Higgs boson is that its mass, determining the electroweak scale, is many orders of magnitude smaller than the “natural” value of the order of the Planck scale. This, along with the fact that quantum corrections to the mass of the Higgs boson are typically of the scale of the heaviest particles which interact with it, leads to model builders attempting to resolve this “hierarchy problem”.

One popular way of ameliorating the hierarchy problem is to promote the SM to a supersymmetric theory, such as the minimal supersymmetric standard model (MSSM) (see [6] for a review). The MSSM contains all the particles and interactions of the SM as a subset, and the interactions of the supersymmetric partners are related to the SM interactions.

Usually one postulates a conserved parity known as $R$-parity [7] to avoid baryon- and lepton-number violating interactions which would be otherwise allowed by gauge symmetries and supersymmetry. The conservation of this parity, which we take here as part of the definition of the MSSM, implies the stability of the lightest supersymmetric partner (LSP), which, if uncharged under $SU(3)_c \times U(1)_{EM}$, is a candidate particle to explain the observed dark matter of the Universe.
In principle, the MSSM has less parameters than the SM, since the quartic coupling of the Higgs boson is actually a function of the gauge couplings. However, the mechanism of supersymmetry (SUSY) breaking must introduce more parameters, and agnosticism of the exact mechanism leads to the common practice of parametrizing the mechanism by adding soft SUSY-breaking terms to the Lagrangian density. The number of parameters specifying the full set of soft SUSY-breaking terms allowed in the MSSM is rather large, namely 105 \[6\], so often they are taken to be related at a specific scale. One of the simplest and most popular proposals is the minimal-supergravity-inspired constrained MSSM (CMSSM), in which all the soft SUSY-breaking scalar mass-squared terms are taken to be equal to \(M_0^2\) at the scale \(M_{\text{GUT}}\) where the gauge couplings unify, assuming that somehow the MSSM is a part of a grand unified theory (GUT). In addition, the soft SUSY-breaking mass terms for the fermionic partners of the gauge bosons are also taken to unify at \(M_{\text{GUT}}\) with a common value \(M_{1/2}\). Finally a third GUT-scale common value is defined: \(A_0\), a common trilinear scalar interaction coupling (multiplied by the corresponding Yukawa couplings). In principle, the \(\mu\) parameter coupling the Higgs doublets and the corresponding soft SUSY-breaking term \(B_\mu\) could also be defined at the GUT scale, but for practical reasons they are taken to be engineered by the requirement of correct electroweak symmetry breaking at a given scale, often the geometric mean of the masses of the two stops, the scalar partners of the top quark, referred to as the SUSY scale. The values of |\(\mu|\) and \(B_\mu\) are fixed by requiring that the mass of the \(Z\) boson is correct along with defining the ratio \(\tan \beta\) of the vacuum expectation values (VEVs) \(v_d\) and \(v_u\) of the neutral components of the two Higgs doublets, and the sign of \(\mu\) is given as a final input\(^1\).

The constraints of the CMSSM broadly lead to fixed ratios of the gaugino masses at the SUSY scale, and groupings of the squark masses together and the slepton masses together. The size of the gaugino masses and the masses of the groupings of sfermions relative to the gauginos are controlled by \(M_{1/2}\) and \(M_0\) respectively, and the only remaining freedom to change this spectrum lies in tuning \(A_0\) and \(\tan \beta\) to separate out the third-generation sfermions from the other generations.

The interplay between this handful of parameters is usually enough to explain many observations. For instance, requiring that the relic density of dark matter is within the uncertainties of the observed value might seem to significantly constrain the allowed parameter space \([9]\). However, if one fixes one or two of the CMSSM parameters, there is typically a range of the other parameters where the relic density is compatible with observations \([10]\). One particular region is known as the “stau co-annihilation region” \([10]\), where the stau is marginally heavier than the lightest neutralino, which is the LSP, and freezes out only slightly earlier, allowing more annihilation before the neutralino freeze-out.

At the same time a mass of 125 GeV for the lightest MSSM Higgs boson is difficult to achieve without at least one stop with a multi-TeV mass \([11–16]\). One way to achieve this is to have a sufficiently high \(M_0\) so that the stop mass is large enough, and a sufficiently high \(M_{1/2}\) to bring the mass of the lightest neutralino up to just below the lightest stau mass (though for sufficiently high masses, the stau co-annihilation mechanism cannot reduce the relic density to the observed value, even for a vanishing mass difference between the stau and the lightest neutralino \([10, 17]\)). However, this region of parameter space has rather bleak prospects for the discovery of sparticles. The only other way that this can be achieved within the CMSSM is through a large \(A_0\), inducing a large splitting between the two mass eigenstates of both the staus and the stops. This allows the loop corrections to

\(^1\)However, it has been noted in Ref. \([8]\) that defining a Lagrangian partially at different scales is ambiguous and in the case of the CMSSM, different values of \(\mu\) and \(B_\mu\) at the GUT scale can lead to the same \(m_Z\) and \(\tan \beta\) at the SUSY scale while keeping \(M_0, M_{1/2},\) and \(A_0\) the same. This is indeed interesting, but beyond the scope of this work, where we identify CCB minima of SUSY-scale Lagrangians which were generated by CMSSM conditions.
the Higgs mass to be large through both the existence of a heavy stop and the large splitting between the stop mass eigenstates, while allowing at least some potentially LHC-accessible sparticles [18].

The presence of many additional scalar partners for the SM fermions raises the question of whether they too could develop VEVs. If, for example, the potential were such that stops would develop non-zero VEVs, then that would be disastrous as these VEVs would spontaneously break $SU(3)_c$ and $U(1)_{EM}$! Unfortunately until recently it was quite impractical to search for other vacua to see whether the desired vacuum is stable, or whether there are charge- and/or color-breaking (CCB) minima.

Since there are many different possibilities for vacua in the MSSM, spontaneously breaking any or all of the gauge symmetries, we denote the vacuum that should describe the Universe in which we live as the desired-symmetry-breaking (DSB) vacuum.

Some of the earliest work investigated the directions of the tree-level potential where the quartic terms vanish, as soft SUSY-breaking terms could lead to the potential being unbounded from below in these directions or to CCB minima deeper than the DSB vacuum developing along these directions [19–29]. Moreover, studies have been performed on the tunneling time between different vacua [30]. Certain conditions relating the trilinear parameters with the mass-squared parameters have been obtained which ensured that no deeper minimum could develop along a line where the scalar fields have values in fixed ratios to each other. However, it has been known for many years that it is only very special parameter points where this condition would be sufficient to forbid undesired minima, and that in general even at tree level it is very difficult to ensure that there are no undesired minima deeper than the desired minimum [31]. Moreover, despite various claims in the literature [28, 32], loop corrections are important: in [33], a numerical minimization of the one-loop effective potential including the top-quark Yukawa contributions has been performed demonstrating the importance of the corrections, and it was noted in [34] that loop corrections could change the ordering of which minimum is deepest.

It is possible that CCB minima could be tolerated [30, 35, 36], if the Universe would have fallen naturally into the false DSB vacuum as the cosmological temperature decreased, and if the lifetime of this vacuum for tunnelling into the true CCB vacuum is much longer than the present age of the Universe. Whether the DSB vacuum is in fact preferred by cosmology depends, in particular, on the scalar masses-squared generated during inflation. If these masses-squared are positive and of the order of the square of the Hubble parameter, the ‘more symmetric’ DSB vacuum is favored. On the other hand, if these are negative, the Universe would remain trapped in the true CCB vacuum [37]. A detailed discussion on these issues including the case of negative $M_{0}^2$ at $M_{GUT}$ and higher dimensional operators can be found in [38].

In the last few years there has been much progress in the field of determining the global minimum of the potential of a quantum field theory. In particular, the global minimum of renormalizable tree-level potentials (and other potentials of a purely polynomial form) can now be found deterministically with methods such as the Gröbner basis method [39, 40] or the homotopy continuation method [41–43].

Recently the power of the homotopy continuation method for finding tree-level minima combined with gradient-based minimization with loop corrections has been combined in the publicly-available code Vevacious [44]. We use this tool to investigate regions of the CMSSM which, despite having local minima with the desired breaking of $SU(2)_L \times U(1)_Y$ to $U(1)_{EM}$ while preserving $SU(3)_c$, might have global minima with a different breaking of the gauge symmetries. This allows us to update existing studies [34, 45–47] by calculating all the tree-level extrema and the complete one-loop effective potential in the neighborhood of these extrema. This also allows us to check to what extent the existing rules are useful at all. This is particularly important in view of the fact that the explanation of the observed Higgs mass requires special parameter combinations.
This paper is organized as follows: in section 2 we collect the existing analytical approximations to determine color- and/or charge-breaking minima. In section 3, we briefly explain the tools that we used to generate the spectra of CMSSM points and to evaluate the stability of such points against undesired vacua. Then we consider how robust our results are against which scalars are allowed non-zero VEVs and against variations in scale, how dependent they are on loop corrections, and how the results might depend on the precise values of the Lagrangian parameters as evaluated by different spectrum generators; we also examine the usefulness of the tree-level conditions mentioned above. In section 4, we investigate part of the stau co-annihilation region to demonstrate that its parameter points generally are only metastable, and we also demonstrate that it is difficult to get light stops in the CMSSM without rapid tunneling to CCB vacua. In addition, we show the stability of regions compatible with the measured mass of the Higgs boson, and further demonstrate the irrelevance of the “thumb rules” to the parameter space regions of interest.

2 Analytical approximations for limits of charge- and color-breaking minima

The tree-level scalar potential, $V_{\text{tree}}$ of the MSSM consists of three parts

$$V_{\text{tree}} = V_D + V_F + V_{\text{soft}}$$

with

$$V_D = \frac{1}{2} \sum_a g_a^2 \left( \sum_i \phi_i \phi_i^\dagger T^a \phi_i \right)^2$$

$$V_F = \sum_i \left\{ \frac{\partial W}{\partial \phi_i} \right\}^2$$

$$V_{\text{soft}} = \sum_{\alpha=\text{generations}} m_\alpha^2 |\phi_\alpha|^2 + (B_\mu H_d H_u + \text{H.c.)}$$

$$+ \sum_{\alpha=\text{generations}} \left( A_{\alpha} Y_{\alpha} H_u \tilde{Q}_{\alpha} \tilde{R}_{\alpha} + A_{d\alpha} Y_{d\alpha} H_d \tilde{R}_{\alpha} + A_{l\alpha} Y_{l\alpha} \tilde{L}_{\alpha} \tilde{R}_{\alpha} + \text{H.c.)} \right)$$

where we have neglected flavor violation for simplicity. At the minimum the scalar fields take constant values. As a guide to aid in following the discussion on formulae based on $V_{\text{tree}}$, we show the case $H_d = v_d/\sqrt{2}$, $H_u = v_u/\sqrt{2}$, $\tilde{r}_L = v_{L3}/\sqrt{2}$, $\tilde{r}_R = v_{E3}/\sqrt{2}$, all other scalars set to 0:

$$V_{H_d,H_u,\tilde{r}_L,\tilde{r}_R} = \frac{1}{32} \left( g_1^2 (v_d^2 - v_u^2 + v_{L3}^2 - 2v_{E3}^2)^2 + g_2^2 (v_d^2 - v_u^2 - v_{L3}^2)^2 \right)$$

$$+ \frac{1}{4} Y^2 \left( v_d^2 v_{L3}^2 + v_d^2 v_{E3}^2 + v_{L3}^2 v_{E3}^2 \right) + \frac{Y}{\sqrt{2}} v_{L3} v_{E3} (A_\tau v_d - \mu v_u)$$

$$- B_\mu v_d v_u + \frac{1}{2} \left( |\mu|^2 (v_d^2 + v_u^2) + m_{H_d}^2 v_d^2 + m_{H_u}^2 v_u^2 + m_{L3}^2 v_{L3}^2 + m_{E3}^2 v_{E3}^2 \right)$$

The main focus of previous studies was to derive analytical conditions involving relevant parameters that would allow one to identify regions in parameter space without color- or charge-breaking minima. This led to a collection of “thumb rules” which do well only for specific extreme cases.

The most widespread of these is derived by making assumptions about the ratios of VEVs at CCB minima. Keeping the scalar fields at values in constant ratios to each other defines rays in field
configuration space. An example that we shall consider in a moment would be to take the stau fields to be equal to the down-type Higgs field: $H_d = \tilde{\tau}_L = \tilde{\tau}_R$, and all other fields held to zero. Along such rays, the potential can be written as a function of a single variable, such as the normalized magnitude of the VEVs. The key observation underpinning the widespread thumb rules is that the $D$-term contributions to the potential vanish along certain rays, removing their “stabilizing” influence (as they are always positive for non-zero values of the scalar fields). Hence one might suspect that undesired minima would lie in such regions; so that along these rays, one can solve the one-dimensional minimization condition (the $F$-terms ensure that the potential is still bounded from below), and compare the minimum along this ray to the DSB minimum.

Along a ray where the $D$-terms vanish, one can cast the tree-level potential in the form

$$V_{\text{tree}} = \frac{m^2}{2} v^2 - \frac{YA}{3} v^3 + \frac{Y^2}{4} v^4$$

(2.6)

where $v$ is the (scaled) length of the vector of field values. This is minimized when

$$v = A + \sqrt{A^2 - 4m^2}$$

(2.7)

(or when $v = 0$, where the tree-level potential is zero). Since the desired normal EWSB vacuum has a negative value for the tree-level potential, it is then sufficient to ensure that the potential along this ray is never negative. Plugging the above value of $v$ into $V_{\text{tree}}$ and demanding that the potential is positive independent of the sign of $A$ shows that the dependence on $Y$ is just an overall factor, and that the potential is positive at this field configuration regardless of the value of $Y$ as long as the condition

$$m^2 > \frac{2}{9} A^2$$

(2.8)

is satisfied, which then unpacks into various conditions, depending on which rays are taken.

One of the simplest rays along which the $D$-terms of eq. (2.5) vanish is the direction where $H_u$ is taken to be 0, and $H_d = \tilde{\tau}_L = \tilde{\tau}_R = 3^{-1/4} v$, where the factor of $3^{-1/4}$ keeps the quartic term correctly normalized when casting the potential in the form of eq. (2.6) and thus $m^2 = (m^2_{H_d} + |\mu|^2 + m^2_{\tilde{\tau}_L} + m^2_{\tilde{\tau}_R})/\sqrt{3}$ and $A = 2^{-1/2} 3^{1/4} A_T$. This leads to a widely-used condition [19–23]

$$A_T^2 < 3(m^2_{H_d} + |\mu|^2 + m^2_{\tilde{\tau}_L} + m^2_{\tilde{\tau}_R})$$

(2.9)

and the analogous condition for stop VEVs is

$$A_t^2 < 3(m^2_{H_u} + |\mu|^2 + m^2_{\tilde{t}_L} + m^2_{\tilde{t}_R})$$

(2.10)

In Ref. [28] an improved set of conditions were given, which for example for the first generation take a similar form as above, e.g.

$$A_u^2 < 3(m^2_{H_u} + m^2_{\tilde{u}_L} + m^2_{\tilde{u}_R})$$

(2.11)

As here no large Yukawa couplings are involved, this can readily be expressed using the high scale parameters of the CMSSM [48]

$$(A_0 - 0.5 M_{1/2})^2 < 9M^2_{1/2} + 2.67 M^2_{1/2}$$

(2.12)

This condition was derived explicitly for the VEVs of the sfermions of the first two generations as it relies on the Yukawa couplings being much smaller than the gauge couplings. This is manifestly not
the case for the stop sector, nor for the stau sector for parameter points with large tan \( \beta \), and was noted as such. However, it is worth examining how well such conditions do for the third generation nevertheless, given the lack of any other simple expressions for stop or stau VEVs. Henceforth when we refer to condition (2.11), we take the parameters for the third generation of up-squark, i.e. the stop, as opposed to the first generation: 

\[ A^2_t < 3(m_{H_u}^2 + m_{\tilde{t}_L}^2 + m_{\tilde{t}_R}^2). \]

Since we will be plotting the lines between points which satisfy these conditions quite frequently, we note here the color scheme that we use. The solid colored lines correspond to the dividing lines between parameter points that satisfy or fail the conditions as following: condition (2.9) by purple, condition (2.10) by orange, condition (2.11) by dark red, and condition (2.12) by brown. We do not plot any of these lines in white regions in our figures, where no spectra could be calculated for the DSB minimum anyway, due to the presence of tachyons.

For the third generation, the expressions are considerably more complicated, and a numerical approach is usually necessary to get reasonable results. An algorithm to extract CCB minima of the tree-level potential assuming vanishing (color) \( D \)-terms and either stau or stop VEVs (but not both at once) was presented in Ref. [28]. The authors assumed that \( \tan \beta = \frac{v_u}{v_d} > 1 \) holds even at the CCB minimum, while our ansatz is more general and we find that often \( \tan \beta < 1 \) holds at the global minimum for points with stop VEVs. We will also later compare our numerical results with the analytical constraints summarized above.

Another algorithm was presented in [49] for the limiting case of \( \tan \beta \to \infty \). The algorithm only goes so far as to give a very conservative upper bound on \( |A_t| \) to ensure that there is no minimum of the tree-level potential when the only non-zero VEVs are those for \( H_u, \tilde{t}_L, \) and \( \tilde{t}_R \). Since, as will be seen, the limit of large \( \tan \beta \) is characterized by stau VEVs rather than stop VEVs within the CMSSM, the condition is not very helpful, as will be shown. Rather than implement the full numerical algorithm, however, we plot lines dividing points which fail

\[ A^2_t < (0.65 - 0.85)^2(3(m_{\tilde{t}_1}^2 + m_{\tilde{t}_2}^2 + 2m_{t}^2)) \]  

from those which pass in dark blue, where we have chosen 0.65 from the point where the CCB condition diverges from the tachyonic stop line in figure 1 of [49] to 0.85 as being close to the maximal allowed value from the optimal bound therein.

It has already been reported in the literature that these conditions are neither necessary nor sufficient to ensure that the desired minimum is the global minimum, even at tree level [25, 34]. Note that the condition (2.8) is sufficient to guarantee that along this ray, there is not a deeper undesired minimum, but not necessary. However ensuring that there is no deeper minimum along this ray is necessary but not sufficient to guarantee that there is no deeper minimum than the DSB minimum. The interplay of this logic is though that this condition is neither necessary nor sufficient to ensure that there is not a deeper undesired minimum for a field configuration which does not lie on this ray. There could be an undesired minimum along this ray that has a negative tree-level potential value, yet is not as negative as that of the DSB vacuum, or there could be a deeper undesired minimum which does not lie on the ray even though there is no point on the ray itself that has a negative tree-level potential energy.

Recently, the hints for an enhanced di-photon decay rate have revived the interest in charge-breaking minima since the only possibility to explain this enhancement in the MSSM which does not affect the other decay channels would be very light staus [50, 51]. In this context, new checks for
charge-breaking minima due to stau VEVs have been derived or revived [52, 53]:

\[
\mu \tan \beta < 213.5 \sqrt{m_{\tilde{\tau}_L} m_{\tilde{\tau}_R}} - 17.0 (m_{\tilde{\tau}_L} + m_{\tilde{\tau}_R}) + 4.52 \times 10^{-2} \text{ GeV}^{-1} (m_{\tilde{\tau}_L} - m_{\tilde{\tau}_R})^2 - 1.30 \times 10^4 \text{ GeV}
\]

(2.14)

\[
| (Y_{\tau} v_u \mu) / (\sqrt{2} m_{\tau}) | < 56.9 \sqrt{m_{\tilde{\tau}_L} m_{\tilde{\tau}_R}} + 57.1 (m_{\tilde{\tau}_L} + 1.03 m_{\tilde{\tau}_R}) - 1.28 \times 10^4 \text{ GeV}
\]

\[
+ 1.67 \times 10^6 \text{ GeV}^2 / m_{\tilde{\tau}_L} + m_{\tilde{\tau}_R} - 6.41 \times 10^6 \text{ GeV}^3 \left( \frac{1}{m_{\tilde{\tau}_L}^2} + \frac{0.983}{m_{\tilde{\tau}_R}^2} \right)
\]

(2.15)

where \( m_\tau \) is the pole mass of the fermionic \( \tau \) lepton. The condition given by (2.14) was obtained by a numerical fit of the result of a scan to an ansatz in Ref. [52]. Likewise, condition (2.15) also comes from a fit of the results of a scan to an ansatz in Ref. [53]. The form of the condition which we present here comes from combining the definition of \( \tan \beta_{\text{eff}} \) from eq. (4) in Ref. [53] with their condition (10).

We also mention here that the dividing line between passing and failing condition (2.14) is plotted in pink in the following figures, and condition (2.15) in grey. Again, if these lines would only appear in white regions of our figures, we do not plot them.

Note that conditions (2.14) and (2.15) were obtained assuming that \( A_\tau = 0 \). Thus in the context of the CMSSM, where one needs large, negative \( A_0 \) to explain the Higgs mass by the stop loops, it can already be expected that these limits will not be very helpful.

We are going to discuss CMSSM scenarios where light staus and stops appear and point out that these scenarios are often ruled out by an unstable DSB vacuum which is not indicated by any of the above thumb rules.

### 3 Parameter point selection and stability evaluation

#### 3.1 Evaluating the SUSY-scale Lagrangian

Since parameter points of the CMSSM are defined by mixtures of GUT- and SUSY-scale parameters, it is impossible to investigate a parameter point without having calculated the full renormalization group running of the full Lagrangian from one scale to the other. Several programs are available for public use that do this job: ISAJET [54, 55], SoftSUSY [56], SPheno [57, 58], or SuSpect [59], for example. All of these codes have been shown to agree quite well [60]. We chose to evaluate all our points with a SPheno module created by SARAH [61–64] and show a comparison to SoftSUSY in section 3.4.

On a technical level, the input flags were set such that the renormalization group equations (RGEs) were evaluated with two-loop beta functions. The following values were used for the SM parameters:

\[
\begin{align*}
\alpha^{-1}(M_Z) &= 127.93, & G_F &= 1.166370 \cdot 10^{-5} \text{GeV}^{-2}, & \alpha_S &= 0.1187, & m_Z &= 91.1887 \text{ GeV}, \\
m_b(m_b) &= 4.18 \text{ GeV}, & m_t &= 173.5 \text{ GeV}, & m_\tau &= 1.7769 \text{ GeV}
\end{align*}
\]

(3.1)

The entire mass spectrum was evaluated at one loop, i.e. the known two-loop corrections [65–69] were neglected, in order to have a consistent input to evaluate the one-loop effective potential without having to worry about whether higher orders may affect the consistency of the calculation.

#### 3.2 Evaluating the stability of the effective potential

The purpose of this work is to determine how stable the DSB local minimum of the MSSM potential is against possible deeper minima with different patterns of broken symmetries. Throughout our investigation we use Vevacious (version 1.0.11) to determine the stability of CMSSM parameter
points. We use the full one-loop effective potential, and we refer the reader to the Vevacious manual [44] for details.

We use the MSSM model files provided by default, which were generated with SARAH 4 [70]. Unless otherwise stated, we allow six scalar fields to obtain non-zero VEVs, which are assumed to be real: the neutral components of the two Higgs doublets $H_d$ and $H_u$ (with VEVs $v_d$ and $v_u$ respectively), “left-handed” stau $\tilde{\tau}_L$ (with VEV $v_{L3}$), “right-handed” stau $\tilde{\tau}_R$ (with VEV $v_{E3}$), and one color of “left-handed” and “right-handed” stops $\tilde{t}_L$ and $\tilde{t}_R$ (with VEVs $v_{Q3}$ and $v_{U3}$ respectively).

There is a certain amount of arbitrariness in deciding how long a tunneling time from the DSB vacuum to a different vacuum is acceptable. We chose to distinguish between parameter points where the tunneling time out of the DSB vacuum is greater than or less than $0.217 \times (13.8 \text{ billion years})$, i.e. three billion years. We denote metastable parameter points with tunneling times less than three gigayears as short-lived and those with longer tunneling times as long-lived. A naive estimate then of the DSB false vacuum surviving the observed $13.8$ gigayears with a tunneling time of three gigayears, assuming a Poisson distribution, is one percent. The default threshold used by Vevacious if not overridden is $1.38$ billion years (i.e. a tenth of the age of the known Universe), but since the tunneling time drops very rapidly (exponentially in the bounce action), the shift in the dividing line between a tunneling time of $1.38$ gigayears and three gigayears is not even visible on our plots.

In addition, we note that the tunneling time calculation depends on numerical routines that try to find the optimal tunneling path between the DSB and CCB minima which minimizes the bounce action. It might happen sometimes that CosmoTransitions fails to find the optimal tunneling path and short-lived minima get labeled as long-lived. This manifests as apparently ragged borders between areas of short- and long-lived metastable points, and occasional islands of long-lived parameter points appearing in predominantly short-lived parameter point regions. To be conservative, we chose to keep the long-lived label for such points although we are quite certain that they are short-lived.

We note that there is a slight inconsistency in allowing CMSSM parameter points with flavor violation occurring in the Lagrangian and using model files allowing for only one generation of sfermions to have non-zero VEVs, as the tadpole equations for VEVs for the other two generations will not be satisfied in general for non-zero VEVs for both Higgs and third-generation sfermions. However, since the off-diagonal elements of the Yukawa matrices and trilinear soft SUSY-breaking terms are in general very small, the induced VEVs would be also in general very small, and evaluating the stability of the DSB minimum with respect to tunneling to a field configuration very close to the proper three-generation minimum should be sufficient. We note that this approximation (that small VEVs for first and second generation sfermions are neglected) certainly cannot produce an incorrect diagnosis of a parameter point as being metastable, as a three-generation minimum cannot be less deep than the nearby field configuration with zero VEVs for the first and second generation sfermions.

The applied procedure is quite conservative and we want to emphasize that any parameter points that we find to be metastable are definitely not absolutely stable, as we have found at least one counterexample minimum to the statement “this parameter point does not have any deeper minima than the DSB minimum” regardless of whether there are even deeper minima that we have not found (either because of the slight increase in depth by allowing more generations to have non-zero VEVs or because there are deeper minima that develop at the one-loop level that are not found by the Vevacious algorithm). Conversely, we do not claim that parameter points that we label as stable are guaranteed to be stable: we merely use it as a shorthand for the statement that we did not find any deeper minima and so to the best of our knowledge, the parameter point has a stable DSB minimum. Likewise, points found to be long-lived possibly might be short-lived, but short-lived points definitely
Figure 1. Vacuum stability in the $(M_0, A_0)$-plane for input values of $\tan \beta = 10$, $M_{1/2} = 1$ TeV and $\mu > 0$. (Here and in the other figures, $\tan \beta$ is taken to mean the input parameter for the DSB vacuum.) On the left, we allow only for stau VEVs, in the middle only for stop VEVs and on the right for both stau and stop VEVs. Green indicates that no CCB minimum deeper than the DSB minimum was found, while blue and red indicate that the DSB minimum is only metastable, as there is at least one deeper CCB minimum. The red points are short-lived, while the blue points are long-lived, compared to a threshold of three gigayears. The lack of a smooth boundary between red and blue is a numerical artifact and is discussed in the text.

are short-lived, as any deeper minima will not make the DSB minimum more stable against tunneling to the CCB minimum that we found.

The MSSM model files were validated as reproducing the correct one-loop tadpole equations in the vicinity of the DSB minimum, as well as the correct tree-level running masses, which are the important part of the one-loop corrections. Furthermore, the case of allowing stau VEVs (but not stop VEVs) agrees with the expressions of Ref. [34], noting the different sign convention for the Yukawa terms.

3.3 Dependence on which scalars are allowed non-zero VEVs

Most checks in literature for CCB minima, which we are going to discuss in more detail in the following, assume that there are either stau or stop VEVs, but not both non-zero at the same time. However, we point out that it is not necessarily possible to treat them separately. In figure 1 we show the long- and short-lived points in the $(M_0, A_0)$ plane allowing either only stau or only stop or stau and stop VEVs. One can see that the trivial overlaying of the two special cases does not reproduce the more general case. The entire range of $A_0$ between -2 and +3 TeV seems to have a stable vacuum if one studies only stau or stop VEVs. However, allowing for both VEVs one can see that the vacuum is just metastable for $A_0 < -1.5$ TeV and small values of $M_0$. Therefore in the CMSSM it is especially necessary for intermediate values of $\tan \beta$ to check carefully for all possible combinations for stau and stop VEVs. Just in the limit of large or small $\tan \beta$ checks for pure stau respectively stop VEV scenarios might be sufficient.

3.4 Robustness of numerical results

One might worry about how sensitive the presence of CCB minima is to the exact values used, and whether the small (understood) differences between values of parameters in different renormalization schemes could change the conclusion as to whether a parameter point is stable or metastable.

In lieu of an exhaustive duplication of plots, we compare the results along a line in the CMSSM parameter space using two different MSSM spectrum generators, with two different renormalization schemes: SPheno and SoftSUSY. Both are known to agree well on the physical observables, but the
\[ v' \neq \sqrt{v_{L3}^2 + v_{E3}^2} \ (\text{GeV}) \]

**Figure 2.** Comparison of the evolution of a charge-breaking minimum evaluated with SPheno and with SoftSUSY, starting from SPS4 and decreasing \( A_0 \), as a trajectory in Higgs VEV vector length \( v \) and stau VEV vector length \( v' \). Similarly to as in figure 1, the green segment denotes parameter points where the DSB vacuum is stable, and the blue where it is long-lived metastable. Both sets of line segments are very close together. The line evaluated with SoftSUSY has darker shades for its segments than the line evaluated with SPheno has.

Lagrangian parameters differ, as SoftSUSY uses the modified DR scheme described in [71] while we use SPheno in a scheme where the values of \( v_d \) and \( v_u \) at the DSB minimum do not change with loop corrections, as described in the appendix of [72].

The line that we choose is that which is obtained by starting at SPS4 [73] and decreasing \( A_0 \) from zero to the point where the lightest neutralino is no longer the lightest supersymmetric partner. This entire line has been ruled out by the LHC already, as the masses of the colored sparticles are too light all along it, but it serves as an example.

In figure 3, we show a projection of the co-ordinates of the DSB minimum of SPS4 and the first other minimum of the potential (excluding minima related to the input minimum by gauge transformations) that develops, in the plane of the length \( v = \sqrt{v_d^2 + v_u^2} \) of the Higgs VEVs and the length \( v' = \sqrt{v_{L3}^2 + v_{E3}^2} \) of the stau VEVs. (As in section 2, the VEV of \( \tilde{\tau}_L \) is given by \( v_{L3}/\sqrt{2} \) and that of \( \tilde{\tau}_R \) by \( v_{E3}/\sqrt{2} \).) The inputs of SPS4 \( (M_0 = 400 \text{ GeV}, M_{1/2} = 300 \text{ GeV}, \tan \beta = 50, |\mu| > 0) \) were held constant while \( A_0 \) was varied from 0 GeV (the input for SPS4) to the value where even the DSB minimum is phenomenologically uninteresting as the stau is the LSP \( (−652 \text{ GeV according to SPheno}, −647 \text{ GeV according to SoftSUSY}) \). The input parameters were run with SPheno and with SoftSUSY from the GUT scale to the SUSY scale \( \sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}} \).

The CCB minimum that develops along this line in parameter space only comes into existence once \( |A_0| \) gets large enough, and as \( |A_0| \) increases, it becomes deeper and eventually becomes deeper...
than the DSB minimum, as one might have expected. Both SPheno and SoftSUSY agreed that the CCB minimum developed at $A_0 = -431$ GeV and that it became deeper than the DSB minimum at $A_0 = -513$ GeV. The details of the tunneling time for larger values of $|A_0|$ did not match exactly but were nevertheless acceptably close, given that the tunneling time varies exponentially in the bounce action.

Both generators also yielded values for the VEVs at the CCB minima that agreed within the ranges expected for the differences between the programs, as can be seen in figure 3.4 and in table 1. Furthermore, as one can see in table 1, the values of the VEVs at the CCB minimum do not vary wildly as $A_0$ is varied, and they remain quite safely within a few times the renormalization scale; hence the loop expansion should be trustworthy. For completeness, we note that, as expected, the VEVs increase for larger $|A_0|$ and appear to be tending towards ratios that minimize the $D$-term contribution to the effective potential. Furthermore, one can clearly see how much the ratios of $v_d$, $v_{L3}$, and $v_{E3}$ at the global minima deviate from the ratio 1:1:1 that is assumed in the derivation of condition (2.9). Finally, we note in passing that conditions (2.9) – (2.15) are all satisfied along the entire line in parameter space from $A_0 = 0$ GeV to $A_0 = -652$ GeV.

### 3.5 Scale and loop order dependence

It is well known that parameters like masses or cross-sections suffer usually from a sizable scale dependence when they are calculated just at tree level. To reduce this dependence on the renormalization scale $Q$, higher-order corrections have to be taken into account. In the MSSM, the geometric average $\sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}}$ of the stop masses is usually taken as renormalization scale, since it is expected that the $Q$ dependence of the Higgs mass is minimized around this scale. A similar statement can be made about the vacuum stability: if one just considers the tree-level potential, the areas with CCB minima can be significantly shifted by changing the renormalization scale. This is shown in the left column of figure 3, where we show the results for $Q = \sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}}/2$, $Q = \sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}}$, and $Q = 2\sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}}$. However, if one goes to the full one-loop effective potential, the sensitivity on the scale is significantly reduced, as depicted in the right column of figure 3. For completeness we note that that even for $A_0 = 0$ one still has sizable $A$-parameters proportional to $-M_{1/2}$ at the electroweak scale which cause the instability of the potential for small $M_0$.

We also note that this is an explicit example that undermines arguments that radiative effects do not change tree-level conclusions on the absolute stability of vacua such as in [32], as it is plain to see that even relatively small changes of scale can radically change tree-level conclusions.

The interesting possibility of bound states composed of stops has been suggested in the literature for extremely large $|A_t|$ [74] and the effective Lagrangian in terms of these bound states could have

| $A_0$ | generator | $v_d$ | $v_u$ | $v_{L3}$ | $v_{E3}$ |
|-------|------------|-------|-------|-----------|-----------|
| -484  | SPheno     | 184   | 726   | 409       | 558       |
| -484  | SoftSUSY   | 181   | 712   | 394       | 540       |
| -513  | SPheno     | 269   | 851   | 540       | 701       |
| -513  | SoftSUSY   | 274   | 846   | 532       | 694       |
| -652  | SPheno     | 485   | 1110  | 819       | 999       |
| -647  | SoftSUSY   | 481   | 1097  | 800       | 981       |

Table 1. Full VEV configurations of the CCB minimum that develops by changing the input of SPS4 by making $A_0$ negative, for endpoints of the segments of figure 3.4, where all dimensionful quantities are to be understood as in units of GeV.
Figure 3. Vacuum stability in the \((M_0, A_0)\) plane for fixed \(M_{1/2} = 1\) TeV, \(\mu > 0\) and \(\tan \beta = 40\). On the left, only the tree-level potential was considered. On the right, the full one-loop effective potential was taken into account. The renormalization scale was \(Q = \sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}}/2\) (first row), \(Q = \sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}}\) (second row), and \(Q = 2\sqrt{m_{\tilde{t}_1} m_{\tilde{t}_2}}\) (last row). The color code is the same as in figure 1.

yet more minima which could be deeper than the DSB minimum. However, such a mechanism is very non-perturbative and does not look possible within the CMSSM, at least in the parameter regions which we investigate in this paper, and also certainly the existence of extra minima to which the DSB false vacuum can tunnel cannot reduce the decay width hence cannot increase the tunneling time.
3.6 Thermal effects

Of course, even if a parameter point has an acceptably long tunneling time out of the DSB vacuum at zero temperature, it may be the case that the false vacuum would not survive a period at a sufficiently high temperature below the critical temperature where the undesired minimum becomes less deep. While the one-loop thermal corrections are known [75] and implemented in CosmoTransitions [76], the evaluation of the minimal bounce action at non-zero temperature is currently unfeasibly slow for our work, and conclusions on the stability of a parameter point are strongly dependent on the assumed thermal history of the Universe. Hence we postpone such an investigation for future work.

4 Constraining relevant regions of the CMSSM parameter space

4.1 Constraining $A_0$ and $\tan \beta$

We start with a check for regions in the CMSSM space which don’t have any CCB vacuum deeper than the DSB minimum. This gives us already some hint as to which regions of the parameter space are ‘safe’, and also where one has to perform more dedicated checks, as discussed in the following. For this purpose we look for the maximal value of $|A_0|$ allowed for a given combination of $M_0$, $M_{1/2}$, $\tan \beta$ and sign($\mu$), assuming that $A_0 < 0$. We concentrate on negative $A_0$ as it has some preference due to the Higgs mass measurements [77]. The result is shown in figure 4. Note that this also restricts the smallest mass allowed for the lighter stau and stop, as discussed in sections 4.2 and 4.3. We see that the maximal value of $|A_0|$ allowed is rather restricted, especially for large $\tan \beta$. The main reason is that the larger $\tan \beta$ gets, the smaller $m_{\tilde{\tau}}$ gets while keeping all other parameters fixed. That the electroweak minimum is destabilized for large $\tan \beta$ is a feature which we are going to see often in the following.

As a next step, we investigate the problem of deeper minima further and check not only if there are deeper vacua but also if the DSB vacuum would be long- or short-lived. As mentioned in section 3.2, we take a relatively conservative threshold of 0.217 times the observed lifetime of the known Universe (corresponding to a one per-cent survival probability) to categorize metastable points as long-lived or short-lived. We present the distribution of stable, long- and short-lived vacua according to this definition in the $(\tan \beta, A_0)$ plane for fixed values of $M_0 = M_{1/2} = 1$ TeV and $\mu > 0$ in figure 5. We show also a comparison with the regions excluded by the limits using the conditions (2.12) to (2.15). One can see that at least some analytical limits produce the qualitative dependence on $\tan \beta$ but not one of them is really accurate and they miss many short-lived vacua. Note that those limits do not distinguish between long- and short-lived vacua but only assess the presence of a deeper CCB vacuum. Hence one has to compare them with the division between the stable (green) areas and the metastable (blue and red) areas, rather than how well they would separate long-lived (blue) from short-lived (red). It is then clear that even a combination of all of those rules would not exclude about half the points of our scans with CCB vacua deeper than the DSB vacua.

We note that the values of $M_{1/2}$ and $M_0$ of 1 TeV are rather close to those of the central values of CMSSM best-fit point after including a mass for the Higgs boson of 126 GeV of [18] ($M_{1/2} = 1167.4^{+594.0}_{-513.0}$ GeV, $M_0 = 1163.2^{+1165.3}_{-985.7}$ GeV, $\tan \beta = 39.3^{+16.7}_{-32.7}$, $A_0 = -2969.1^{+6297.8}_{-1234.9}$), and that the central values for $\tan \beta$ and $A_0$ are within the long-lived metastable region of figure 5. This seems to be rather endemic to models where the stau mass and the stop mass are related, for trying to fit both the dark matter relic abundance, requiring light staus, and a relatively heavy Higgs boson, requiring heavy stops, thus pushing the fit to large trilinear terms in the CMSSM. It also occurs regardless of allowing non-universal Higgs masses: the central values of the NUHM1 “low” best-fit point of [78] also
result in a CCB global vacuum. Therefore, we continue with a more detailed study of the light stau parameter space.

4.2 Constraining the light stau parameter space

Light staus in the MSSM are particularly interesting because if their mass is sufficiently close to the mass of a neutralino LSP then co-annihilation between the staus and the neutralinos can explain the observed dark matter relic density [79–81]. The measured dark matter relic density in the 3σ range of Planck [82] is \( \Omega h^2 = 0.1199 \pm 0.081 \). This demands a mass splitting of at most a few GeV between the stau and neutralino. To obtain this, usually large values of \( |A_0| \) and/or \( \tan \beta \) are needed. However, as we have seen, this is exactly the parameter range which is in particular danger of CCB minima due to stau VEVs. As a starting point we can use the results of figure 4 for the minimal value of \( A_0 \) and
Figure 5. Vacuum stability in the $(A_0, \tan \beta)$-plane for fixed values of $M_0 = M_{1/2} = 1$ TeV and $\mu > 0$. The color coding is as in figure 1 and in section 2: points on the other side of the solid lines from the $A_0 = 0$ axis fail the corresponding conditions and so would be identified as having CCB minima deeper than the DSB minima. The left-most of the blue lines corresponds to taking $0.85^2$ in condition (2.13), and the other to $0.65^2$. The single orange square corresponds to a projection of the best-fit point of Ref. [18] for reference. Points below the dotted line have the lightest neutralino as the LSP.

translate this into a lower limit on the light stau mass for given parameters, which we show in figure 6. This shows that for $M_{1/2} > 500$ GeV and stau masses below 500 GeV, deeper vacua are possible, and therefore a careful test of the vacuum stability is required.

However, parameter points with CCB minima deeper than the DSB minimum may still be viable if the tunneling time is sufficiently long. We exemplify this in figure 7, where we plot the stable and metastable areas in the $(M_{1/2}, M_0)$ plane for $\tan \beta = 40$ and $A_0 = 3000$ GeV. Note that this is the same area which has been studied in Ref. [81]. It is also depicted that only a very tiny region of the entire plane would be forbidden by the rules presented in section 2 (including some stable points that would be mistakenly excluded), while our full numerical checks show that the excluded parameter region is much larger if one demands conservatively that the DSB minimum is the global minimum. On the right-hand side of figure 7, we zoom into the area with sufficiently large stau co-annihilation to explain the dark matter abundance. Here, we used MicrOmegas 2.4.5 [83, 84] together with the SUSY Toolbox [85] to calculate the relic density. Fortunately for advocates of the stau co-annihilation region, the tunneling time out of the DSB false vacuum is phenomenologically acceptably long over the entire region shown in figure 7.

In figure 8, we provide another example to point out that vacuum stability in the context of stau co-annihilation is a severe issue which has not been taken into account to the demanded level. Here we show the $(M_0, A_0)$-plane around the best-fit point found in Ref. [18]. In this plane, the main part of the co-annihilation strip, including the best-fit point itself, would be ruled out by demanding that the DSB vacuum is absolutely stable, though it is allowed if one only demands that it has a lifetime...
Figure 6. Minimal stau mass in the (\(\tan \beta, M_0\)) plane to have a stable DSB vacuum for \(A_0 < 0\). We used \(\mu > 0\) and \(M_{1/2} = 500\) GeV (upper left), \(M_{1/2} = 1000\) GeV (upper right), \(M_{1/2} = 1500\) GeV (lower left) and \(M_{1/2} = 2000\) GeV (lower right).

of at least three gigayears. Again, the rules from section 2 do not constrain the interesting region at all, except for condition (2.11), which also excludes stable regions. It is interesting to note that the only condition which happens to constrain even partially any interesting region in our scans is one that is being used inappropriately, as it is being applied to parameters where the assumptions for its derivation are invalid, and it is no surprise that it also excludes stable points.

Lastly, we would like to discuss another comparison between the results of the full-fledged analysis and the analytical approximations of section 2. In figure 9, we show the light stau masses as well as the vacuum stability in the \((M_0, A_0)\) plane for \(\tan \beta = 40\) and 50. \(M_{1/2}\) was fixed to 1 TeV. For \(\tan \beta = 40\), the approximations totally fail, with the exception of (2.11), which is at least not totally useless even though it really should only apply for \(Y_t \ll 1\). All of the other conditions would lie in the
Figure 7. Dark matter and vacuum stability in the \((M_{1/2}, M_0)\) plane with \(A_0 = 3\) TeV, \(\mu > 0\) and \(\tan \beta = 40\). On the left, the dashed black line shows the transition between a neutralino and stau LSP (stau LSP beneath the line); on the right we zoom in on the interesting range for dark matter: the yellow bands show the region where \(\Omega h^2 = 0.1199 \pm 0.081\). The constraints from vacuum stability allowing for stop and stau VEVs are indicated. The color coding is as in figure 1 and in section 2: points to the left of the solid lines fail the corresponding conditions. Here and in subsequent figures, physical quantities such as the dark matter relic density and particles masses are taken to be evaluated at the DSB vacuum regardless of its stability.

Figure 8. Mass of the light stau and vacuum stability in the \((M_0, A_0)\) plane with \(M_{1/2} = 1167.4\) GeV, \(\mu > 0\) and \(\tan \beta = 39.3\). In the yellow region, the abundance of the LSP is in agreement with dark matter constraints, and the dashed line shows the transition to a charged LSP. The color coding is as in figure 1 and in section 2: points below the solid lines fail the corresponding conditions. The lower blue line corresponds to condition (2.13) taking 0.85\(^2\), the upper, which is almost exactly degenerate with the dark red line of condition (2.11), corresponds to taking 0.65\(^2\). The star indicates the best-fit point according to Ref. [18].

white region, which is already excluded by tachyonic states at the DSB vacuum. For \(\tan \beta = 50\) the
Figure 9. Vacuum stability and stau masses in the \((M_0, A_0)\) plane for fixed \(M_{1/2} = 1\) TeV, \(\mu > 0\) and \(\tan \beta = 40\) (left) or \(\tan \beta = 50\) (right). The dashed black line shows the transition to a charged LSP (neutralino LSP to the right of the line). The color coding is as in figure 1 and in section 2: points to the left of the solid lines fail the corresponding conditions. As in figure 8, the blue line for condition (2.13) with \(0.65^2\) is almost degenerate with the dark red line of condition (2.11) and the line for \(0.85^2\) only excludes points with even more negative \(A_0\) (and is not visible on the right).

Figure 10. The enhancement of the branching ratio of the lighter Higgs boson relative to the SM prediction, given in per-cent, in the \((M_0, A_0)\) plane for fixed \(M_{1/2} = 1\) TeV, \(\mu > 0\) and \(\tan \beta = 40\) (left) or \(\tan \beta = 50\) (right). The contour labeled 0 shows where the branching ratio is equal to that of the SM, the one labeled 1 shows where it is 1% greater than in the SM, and so on. The dashed black line shows the transition to a charged LSP (neutralino LSP to the right of the line). The color coding is as in figure 1.

situation is only slightly better: tiny parts of the small \(M_0\) areas are in conflict with conditions (2.14). However, the main part of the metastable vacua would also survive all cuts applying those rules (with (2.11) performing less well). Hence, for large \(\tan \beta\) and reasonable SUSY spectra above the LHC exclusion limits, one can not rely at all on conditions (2.9), (2.10), (2.12), (2.14) or (2.15).
One might wonder whether the lower bounds on the mass of the lightest stau by demanding stability of the DSB vacuum could restrict parameter regions of the CMSSM where the branching ratio of the lighter neutral Higgs boson to a pair of photons is enhanced relative to the SM prediction, as is currently weakly favored by Atlas [86]. Certainly light stau masses are required, close to the LEP limit of $\mathcal{O}(100 \text{ GeV})$ [50, 87], and restrictions of the pMSSM parameter space has been discussed to some extent in the literature [51]. We show in figure 10 the contours of enhancement of the ratio for two particular slices of the parameter space. As can be seen, enhancements of up to 20% can be achieved, and that the tunneling time to CCB vacua is a very relevant constraint for the parameter region, but the regions plotted at least are not phenomenologically interesting anyway as the stau is much lighter than the lightest neutralino there, and the regions where the neutralino is a valid dark matter candidate also have very little enhancement of the diphoton branching ratio. This might favor additional light charged fermions in extended SUSY models to explain the possible enhancement [88–90], or very light charginos in the MSSM below 100 GeV which could escape all present collider limits [91].

4.3 Constraining the light stop parameter space

The stops play an important role in the MSSM as they are needed to push the mass of the light Higgs to about 125 GeV via radiative corrections [11–15]. For this one needs either rather heavy stops, as for example in gauge-mediated SUSY-breaking [13, 92] or large $|A_t|$ to obtain the maximal mixing scenario [11, 93, 94]. A rough estimate is given by $A_t \simeq 0.2 A_0 - 2 M_{1/2}$ [95] causing the observed preference for negative $A_0$. Moreover, $|A_0| \simeq 2 M_0$ [94] is required implying the peril of developing CCB minima.

The information of figure 4 can be translated into a lower limit on the stop mass by demanding a stable DSB vacuum which is given in figure 11. We see that for small $M_{1/2}$ this condition excludes light stop masses of the order of current lower limit from direct searches of about 600 GeV [96]. However, for larger values of $M_{1/2}$, the lower mass limit is much stronger: in the TeV range. Furthermore, our limits are independent of the mass splitting between the stop and the lightest neutralino or chargino.

In addition to offering a new particle accessible to the LHC possibly motivated by naturalness arguments [97, 98], a stop NLSP could also give the correct neutralino abundance to explain the dark matter relic density. Even though stop co-annihilation usually works very efficiently for a larger mass splitting between the NSLP and LSP compared to the case for staus, the stops still have to be sufficiently light [99]. Recent benchmark points for this scenario have been proposed in Ref. [100]. A scan around their benchmark point 5.1 ($M_0 = 2667 \text{ GeV}, M_{1/2} = 933 \text{ GeV}, \tan \beta = 8.52, \mu < 0, A_0 = -6444 \text{ GeV}$) in the $(M_{1/2}, M_0)$ plane is shown in figure 12, where we give the contour lines of the stop mass as well as the vacuum stability. The entire region which contains the stop coannihilation region has deeper CCB vacua and at least half of the points would tunnel from the DSB vacuum to CCB minima with an unacceptably short tunneling time. Note this can be a severe problem not only for stop coannihilation in the CMSSM, but also for pMSSM benchmark scenarios such as those discussed in Ref. [101]. One solution to resurrect stop co-annihilation would be to go to much larger mass spectra; e.g. the BP 5.2 of Ref. [100] with $m_{\tilde{\chi}_1^0} = 1 \text{ TeV}$ seems to be stable against tunneling to CCB minima.

We conclude this section with a comparison between our numerical results and the thumb rules given in the literature. We show in figure 13 the mass of the light stop and the vacuum stability in the $(M_0, A_0)$ plane for $M_{1/2} = 1 \text{ TeV}$ and $\tan \beta = 2$ or 10. As can be easily seen, the conditions are rather irrelevant except for misusing conditions (2.11) and (2.12).
Figure 11. Minimal stop mass in the \((\tan \beta, M_0)\) plane to have a stable DSB vacuum for \(A_0 < 0\). We used \(\mu > 0\) and \(M_{1/2} = 500\) GeV (upper left), \(M_{1/2} = 1000\) GeV (upper right), \(M_{1/2} = 1500\) GeV (lower left) and \(M_{1/2} = 2000\) GeV (lower right).

In general, the condition of stable or at least long-lived vacua in the case of small \(\tan \beta\) and for negative \(A_0\) puts severe limits on the mass of the light stop, and rapid tunneling times can rule out light stops in the CMSSM depending on the value of \(M_{1/2}\).

4.4 Constraining the parameter space of \(m_h \simeq 125\) GeV

The measurement of \(m_h \simeq 125.5\) GeV [4, 5] implies a powerful constraint on the parameter space of supersymmetric models due to the need for large radiative corrections. To get loop contributions which are large enough to increase the tree-level Higgs mass of \(m_h^{(\text{TL})} \leq m_Z\) by more than 30 GeV, one needs a large mass splitting in the stop sector, i.e. \(|A_0|\) must usually be large in comparison to \(M_0\), see Refs. [93, 102–105] and references therein. At the one-loop level, the corrections are maximized
Figure 12. Mass of the light stop and vacuum stability in the \((M_{1/2}, M_0)\) plane with \(A_0 = -6444\) GeV, \(\mu < 0\) and \(\tan \beta = 8.52\). The dashed line shows the transition to a charged LSP (neutralino LSP to the right of the line). The color coding is as in figure 1 and in section 2: points below the solid lines fail the corresponding conditions. In the yellow region, \(\Omega h^2\) is in agreement with dark matter constraints (as in figure 8). The star indicates the benchmark point 5.1 of Ref. [100]. The reason that this point is not in the strip with the correct dark matter abundance is that different SM input parameters were used in Ref. [100] in comparison to eq. (3.1): \(m_t = 174.3\) GeV, \(\alpha_S = 0.1172\) and \(m_b(m_b) = 4.25\) GeV. The line showing the division between passing and failing condition 2.13 using 0.65\(^2\) does not appear on this plot, but over-zealously would exclude the entire region shown, while taking 0.65\(^2\) would only exclude every point with \(M_0 \lesssim 2900\) GeV.

Figure 13. Stop mass and vacuum stability in the \((M_0, A_0)\) plane. We used \(M_{1/2} = 1\) TeV, \(\mu > 0\) and \(\tan \beta = 2\) (left) or \(\tan \beta = 10\) (right). The color coding is as in figure 1 and in section 2: points to the left of the solid lines fail the corresponding conditions. Again, there is a degeneracy between the more exclusive blue line of condition (2.13) with the dark red line of condition (2.11). Points to the left of the dashed line also have charged LSPs.

for \(X_t = A_t - \mu / \tan \beta \simeq \sqrt{6}M_S\) where \(M_S\) is the average stop mass. Taking two-loop corrections into account, this gets shifted to \(X_t \simeq 2M_S\) [94].
Figure 14. Vacuum stability and the Higgs mass in the \((A_0, \tan \beta)\) plane for fixed \(M_0 = M_{1/2} = 1\) TeV and \(\mu > 0\). On the left, the leading two-loop corrections at the DSB minimum have been taken into account, while on the right, the mass of the lighter Higgs boson is shown only at one-loop order. The color code is the same as in figure 1.

However, as we have seen in the last sections, these are exactly the regions in the CMSSM parameter space which often suffer from a CCB minimum deeper than the DSB minimum. To demonstrate this, we take parameter planes discussed previously and show the calculated mass of the lightest Higgs boson. While the vacuum stability was calculated using the one-loop effective potential, these Higgs masses are based on a full diagrammatic one-loop calculation including the effects of the external momenta [106] and, in addition, the known two-loop corrections are included [65–68]. For completeness, we also show the mass of the lighter Higgs boson evaluated at one-loop order beside each plot.

One might wonder about whether two-loop effects are important for the evaluation of the stability of the DSB vacuum, given that they are critical for obtaining the experimental value of the mass of the Higgs boson in the CMSSM. Unfortunately, Vevacious is currently restricted to one-loop order, and only the leading two-loop corrections at the DSB vacuum in the special case of the MSSM are known, let alone the full two-loop expression for arbitrary field configurations. However, given that the two-loop corrections to the Higgs mass-squared are of the order of 10% compared to the one-loop corrections being of order 100%, along with the indications from figure 3 that loop corrections play a subdominant role if the scale is chosen judiciously, as expected, as the usual SUSY scale, it would seem that the loop expansion converges well and the higher orders should not affect the results substantially.

To show how serious the Higgs mass constraint in combination with vacuum stability is, we start with moderate SUSY masses and put \(M_0 = M_{1/2} = 1\) TeV. The Higgs mass and the vacuum stability in the \((A_0, \tan \beta)\) plane is shown in figure 14. We see that nearly the entire line where \(m_h = 125\) GeV is located in a range with charge- or color-breaking minima deeper than the DSB minima.

To test if the tension between the vacuum stability and the Higgs mass relaxes in the case of heavier SUSY spectra, we consider in figure 15 the \((M_0, A_0)\) plane and allow \(M_0\) up to 2.5 TeV. In addition, we used \(M_{1/2} = 1\) TeV, \(\mu > 0\) and \(\tan \beta = 10, 40\). For both values of \(\tan \beta\), the correct Higgs
mass can only be reached for large negative values of $A_0$, as expected. Especially for small $M_0$, the ratio $|A_0/M_0|$ must be huge to push the Higgs mass to the desired value. As a consequence, all points with $m_h > 124 \text{ GeV}$ are in an area with CCB minima deeper than the DSB minima for $M_0 < 900 \text{ GeV}$ ($\tan \beta = 10$) respectively $M_0 < 1200 \text{ GeV}$ ($\tan \beta = 40$). The lower bound on $M_0$ increases by about 300 GeV if one demands $m_h \geq 125 \text{ GeV}$. Only for larger $M_0$ it is possible to find points with the Higgs mass in the correct range and a DSB vacuum stable against tunneling to CCB vacua.

5 Discussion and conclusion

As we have shown, the calculation of tunneling times from a phenomenological minimum to charge- and/or color-breaking minima can be taken as a new constraint for excluding unphysical parameter points.
A lot of effort has been spent in the literature to find best-fit points that consider a vast amount of phenomenology data. However, vacuum stability is either not considered or introduced by the use of one or more of the conditions which we have shown to be obsolete. This is not limited to the CMSSM: for instance, the general MSSM points given by the ‘natural SUSY’ benchmark of [107] and benchmark ‘T’ of [101] suffer from unacceptably short tunneling times to CCB minima with stop VEVs.

We have discussed the impact of the vacuum stability on the parameter space of the CMSSM. The difference to previous studies is that we have used a fully numerical approach ensuring that all deeper charge- and color-breaking minima at tree level are found. In addition, the inclusion of the one-loop corrections to the effective potential reduced the uncertainty from the scale at which the potential is evaluated. It turned out that approximate thumb rules which have been analytically derived in the literature do not exclude much of the relevant parameter space where the DSB vacuum suffers from a rapid decay into a deeper minimum with broken $U(1)_{EM}$ and maybe even $SU(3)_{c}$. This happens especially in areas of the parameter space with a large stau and/or stop mass splitting. However, these are the regions which have been considered as phenomenologically preferred since they could explain the abundance of dark matter due to a co-annihilation mechanism. It has been shown that many regions discussed in this context are already ruled out if one includes the constraint that the DSB vacuum must be stable or at least long-lived metastable.

In addition, the large stop mass splitting is also needed to explain the measurement of the Higgs mass within the CMSSM. We found that for SUSY masses in the lower TeV range hardly any region in the CMSSM can be found which leads to a Higgs mass of 125 GeV or above without suffering from CCB global minima.
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