Existence and non-existence of asymmetrically rotating solutions to a mathematical model of self-propelled motion
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Abstract
Mathematical models for self-propelled motions are often utilized for understanding the mechanism of collective motions observed in biological systems. Indeed, several patterns of collective motions of camphor disks have been reported in experimental systems. In this paper, we show the existence of asymmetrically rotating solutions of a two-camphor model and give necessary conditions for their existence and non-existence. The main theorem insists that the function describing the surface tension should have a concave part so that asymmetric motions of two camphor disks appear. Our result provides a clue for the dependence between the surfactant concentration and the surface tension in the mathematical model, which is difficult to be measured in experiments.
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1 Introduction

Large numbers of independent individuals sometimes cooperate as a collection. Examples where the collection develops a function can be observed in biological systems such as flocks of birds [1], schools of fish swim [49], insect swarms, bacterial colonies [50] and cell group motions [35]. Vicsek [48] has shown the appearance of collective motions by using a particle model and, subsequently to his pioneering work, theoretical research has been conducted in terms of nonlinear physics for understanding the mechanism of collective motions performed by living organisms [36, 48, 49].

On the other hand, to study collective motions from the viewpoint of experimental systems, many researchers have utilized self-propelled materials as non-biological systems. Examples of a simple experimental system for self-propelled materials include surfactants on particles or droplets driven by the difference of the surrounding surface tension [2, 4, 6, 10, 19, 24, 27–29, 32, 33, 41, 44, 47]. In addition, experiments to control the motions of self-propelled materials by a chemical reaction have also been reported [30, 31, 45]. For the theoretical understanding of these experimental results of self-propelled materials, a mathematical model for the experimental system was introduced and its mathematical analysis was carried out. In particular, one-dimensional motions of self-propelled materials, such as motions on the water surface of elongated channels, are described by a particle reaction-diffusion systems. For instance, let $x_c(t)$ and $u(x, t)$ be the center of the surfactant material disk and the surface concentration of the surfactant, respectively. Then, a mathematical model for self-propelled motions is described as follows:

$$
\rho \frac{d^2 x_c}{dt^2} = G(u) - \mu \frac{dx_c}{dt},
$$

$$
\frac{\partial u}{\partial t} = d_u \frac{\partial^2 u}{\partial x^2} - ku + F(x - x_c(t)),
$$

where $\rho$, $\mu$, $d_u$ and $k$ denote an area density of the surfactant disk, a viscosity coefficient, a diffusion coefficient and a combined rate of sublimation and dissolution of the surfactant, respectively. The function $F(x)$ represents the supply of the surfactant molecules and a simple example of it is the supply from solid surfactant, which is described by

$$
F(x) = \begin{cases} 
  k_u u_0, & |x| \leq r, \\
  0, & |x| > r,
\end{cases}
$$

where $k_u$ and $u_0$ are the supply rate and the density of the solid surfactant, respectively, and $\delta(x)$ is the Dirac delta function. The function $G(u)$ is a driving force to the self-propelled particle, which is given by, for example,

$$
G(u) = \frac{1}{2r} \left( \nu(u(t, x_c(t) + r)) - \nu(u(t, x_c(t) - r)) \right),
$$

or
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Here, the function $\gamma(u)$, which is a strictly decreasing function of the surface concentration of the surfactant, represents the surface tension of the water surface and, for instance, it is given by

$$\gamma(u) = \frac{a^m}{a^m + u^m} (\gamma_0 - \gamma_1) + \gamma_1,$$

where $a > 0$, $m \in \mathbb{N}$, and $\gamma_0, \gamma_1 > 0$ represent the surface tension of pure water and that of the critical micelle concentration of the surfactant, respectively. Although it is difficult to determine the surface tension function $\gamma(u)$ from experimental measurements, mathematical models phenomenologically assume that $\gamma(u)$ is strictly deceasing. Indeed, this assumption has been employed in preceding studies and the following functions have been proposed as candidates for $\gamma(u)$ [20, 42]:

$$\gamma(u) = \frac{1}{2} \left( \gamma_0 - \gamma_1 \right) \left( \tanh(-u - u_0) + 1 \right) + \gamma_1,$$

in which $u_0$ is a positive constant, and

$$\gamma(u) = \gamma_0 - au.$$ 

To understand the mechanism of self-propelled motions theoretically, the mathematical model (1) with a strictly decreasing function $\gamma$ has been studied by use of computer-aided analysis [3, 10, 19, 20, 23, 25, 38]. Moreover, a mathematical model for two-dimensional problems, such as motions on water surfaces, have been constructed [5, 16, 18, 33] and the model has been studied theoretically [14, 17, 21, 22]. In addition, the experiments to control motions of self-propelled materials by a chemical reaction have been reported [30, 31, 45], and their theoretical studies have been conducted by using the mathematical model (1) coupled with a chemical reaction model [13, 26, 37]. From these studies, the particle reaction-diffusion system (1) is considered as a physically relevant model for describing self-propelled motions in nonlinear physics and physical chemistry.

One of the remarkable phenomena observed in self-propelled motions is the appearance of collective motions. Indeed, several patterns of collective motions have been reported in the preceding studies [11, 39, 40, 42, 43, 46]. For example, Suematsu et al. have observed that camphor boats cause a phenomena like traffic jams [42], and oscillatory motions of camphor disks appear depending on the number of disks and their surface areas [43]. Nakata et al. have also reported collective motions of camphor disks such as billiard motions and traffic jam phenomena in an annular water channel [15]. Our concern is whether these collective motions appear in the mathematical model (1) as well. Since camphor disks used in the experiments are very light, Nishi et al. have analyzed motions of two camphor disks by using the following dimensionless mathematical model without the inertia term [34]:

$$G(u) = \frac{d\gamma(u(t,x))}{dx} \bigg|_{x=x(t)}.$$

Here, the function $\gamma(u)$, which is a strictly decreasing function of the surface concentration of the surfactant, represents the surface tension of the water surface and, for instance, it is given by

$$\gamma(u) = \frac{a^m}{a^m + u^m} (\gamma_0 - \gamma_1) + \gamma_1,$$
\[
\frac{dx^i}{dt} = \frac{\gamma(u(t, \pi_L(x^i_c + r))) - \gamma(u(t, \pi_L(x^i_c - r)))}{2r},
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} - u + F(x - x^1_c) + F(x - x^2_c),
\]

(5)

for \(i = 1, 2\), and \(x \in [0, L) \setminus \{\pi_L(x^1_c + r), \pi_L(x^1_c - r), \pi_L(x^2_c + r), \pi_L(x^2_c - r)\}\), where \(\mu > 0\) and \(L > 4r > 0\). The function \(\gamma(u) > 0\) is strictly decreasing for \(u > 0\) and the function \(F(x)\) is given by

\[
F(x) = \begin{cases} 
1, & |x|_L \leq r, \\
0, & |x|_L > r,
\end{cases}
\]

\(|x|_L = \min_{n \in \mathbb{Z}} |x + nL|\). Meanwhile, \(\pi_L\) denotes the map from \(\mathbb{R}\) to \([0, L)\), that is, for any \(x \in \mathbb{R}\), there exists \(n \in \mathbb{Z}\) such that \(x = \pi_L(x) + nL\). The periodic boundary condition is imposed by \(u(t, L) = u(t, 0)\) and \(\partial u(t, L)/\partial x = \partial u(t, 0)/\partial x\). Note that a solution of (5) satisfies \(u \in C([0, T] \times [0, L])\) and \(u(t, \cdot) \in C[0, L]\) for any \(t > 0\).

The preceding study [34] has clarified the mechanism of the emergence of billiard and traffic jam motions in the model (5) by computer aided analysis. In addition, they have also reported notable motions: a symmetrically and an asymmetrically oscillating motions, a symmetrically and an asymmetrically rotating motions (see Fig. 1), an oscillating and rotating motion. Furthermore, both the experimental measurement and the numerical computation have shown that the asymmetrically rotating motion of two camphor disks is stable as shown in Fig. 1b.

On the other hand, the density of camphor molecules just behind camphor disks is higher than that in other area in general, since camphor molecules remain behind for a while after the passing of a camphor disk. Then, the driving force for the disk behind, which is generated by the difference in the surface tensions,
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seems to be weaker than that for the previous disk, and consequently the disk behind moves slower than the previous one. Hence, it seems reasonable that the distance between the two camphor disks increases gradually and their motions become symmetric in the end. In fact, reduced equations for camphor motions are derived based on the weak interaction theory, suggesting that repulsive forces act on the camphor particles through the reaction diffusion field [7–9]. From the above considerations, the appearance of asymmetrically rotating motions suggested numerically in [34] seems to be curious and implies that an attractive force between camphor disks exists. Moreover, the computer aided analysis in [34] has shown that the asymmetrically rotating solution appears via a pitch-fork bifurcation of the symmetrically rotating solution. Our motivation in this study is, through the analysis of the model (5), making it clear what kind of effect is essential for the existence of asymmetrically rotating motions for a strictly decreasing function $\gamma$ with mathematical rigor. For convenience in the mathematical analysis, we introduce the uniform rotation velocity, $c \geq 0$, and consider the steady state problem of (5) via the moving coordinate $z = x - ct$. Then, rotating solutions of (5) on the moving coordinate are defined as follows:

**Definition 1** The quadruple $(U(z), c, z^1_c, z^2_c)$ is called a rotating solution to (5) if it satisfies the following equations:

\[
\begin{align*}
0 &= \gamma(U(\pi_L(z^1_c + r))) - \gamma(U(\pi_L(z^1_c - r))) - 2r\mu c, \\
0 &= \frac{\partial^2 U}{\partial z^2} + c \frac{\partial U}{\partial z} - U + F(z - z^1_c) + F(z - z^2_c),
\end{align*}
\]

for $i = 1, 2$, and $z \in [0, L) \setminus \{\pi_L(z^1_c + r), \pi_L(z^1_c - r), \pi_L(z^2_c + r), \pi_L(z^2_c - r)\}$, where $U$ is a $C^1$-periodic function on $[0, L]$. In particular, the rotating solution $(U(z), c, z^1_c, z^2_c)$ satisfying $|z^1_c - z^2_c| = L/2$ is called a symmetrically rotating solution, and otherwise the solution is called an asymmetrically rotating solution.

On the basis of the above definition, we state the following theorem about the existence of symmetrically and asymmetrically rotating solutions.

**Theorem 1** Assume $|z^1_c - z^2_c|_L > 2r$ and that $\gamma \in C^1[0, \infty)$ satisfies $\gamma(u) > 0$ and $\gamma'(u) < 0$ for $u > 0$. Then the following statements hold.

(a) For any $c > 0$, there exists a unique $\mu > 0$ such that (6) has a symmetrically rotating solution. In the case of $c = 0$, there always exists a symmetrically rotating solution for any value of $\mu > 0$.
(b) For any $\mu > 0$, (6) has no asymmetrically rotating solution with $c = 0$.
(c) Suppose $\gamma \in C^2(0, \infty)$ and $\gamma'' \geq 0$. Then, for any $c > 0$ and $\mu > 0$, (6) has no asymmetrically rotating solution.
(d) Suppose that $\gamma \in C^2(0, 1)$ satisfies
\[
\frac{1}{2} \left( 1 + \frac{1}{4r^2(1 - \rho)} \right) \gamma'(\rho) < (1 - \rho) \gamma''(\rho) < \gamma'(\rho),
\]

where \( \rho = 4r/L \). Then, (6) has an asymmetrically rotating solution for sufficiently large \( c \).

Here, we impose the assumption \(|z^1_c - z^2_c| < 2r\) since the effect of contact between two disks are not considered in the model (6). According to Theorem 1, the existence of asymmetrically rotating solutions depends on the shape of the function \( \gamma(u) \), which corresponds to the surface tension. We remark that it can be confirmed that there exists a function \( \gamma(u) \) in (2) satisfying the condition (7), and \( \gamma(u) \) in (3) satisfies the condition (7) with some suitable parameters. For the linear function \( \gamma(u) \) in (4), Theorem 1 claims that there is no asymmetrically rotating solution. For motions of a single camphor, we can obtain a similar result to Theorem 1, which is discussed in Appendix A. In the next section, we give the proof of Theorem 1.

2 Proof of the Main Theorem

2.1 Reformulation

Since solutions of (5) are recovered from those of (6), it is sufficient to show the existence and non-existence of stationary solutions of (6). That is to say, we consider the following equations:

\[
0 = \gamma(U(\pi_L(Z^i + r))) - \gamma(U(\pi_L(Z^i - r))) - 2r\mu c,
\]

\[
0 = U'' + cU' - U + F(z - Z^1) + F(z - Z^2),
\]

for \( i = 1, 2 \), and

\[
z \in [0, L] \setminus \{ \pi_L(Z^1 + r), \pi_L(Z^1 - r), \pi_L(Z^2 + r), \pi_L(Z^2 - r) \},
\]

where \( U \in C^1[0, L] \) with \( U(L) = U(0) \) and \( U''(L) = U''(0) \). To see the translational symmetry of (8) and (9), we introduce the following periodically extended equations:

\[
\begin{cases}
0 = \gamma(U^{i,n}(Z^{i,n} + r)) - \gamma(U^{i,n}(Z^{i,n} - r)) - 2r\mu c, \\
Z^{i,n+1} - Z^{i,n} = L, \\
Z^{2,n} - Z^{1,n} > 2r, \quad Z^{1,n+1} - Z^{2,n} > 2r,
\end{cases}
\]

for \( i = 1, 2, n \in \mathbb{Z} \), and
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\[
\begin{cases}
0 = U'' + cU' - U + \sum_{i \in \{1, 2\}, \ n \in \mathbb{Z}} F(z - Z^{i,n}), \\
U^p(z + L) = U^p(z),
\end{cases}
\]

for \( z \in \mathbb{R} \setminus \bigcup i \in \{1, 2\}, \ n \in \mathbb{Z} \ \{ Z^{i,n} + r, Z^{i,n} - r \} \), where \( U^p \in C^1(\mathbb{R}) \). It is easily confirmed that if \( (Z^{1,*}, Z^{2,*}, U^*) \) is a solution to (8) and (9), then \( (Z^{1,*} + nL, Z^{2,*} + nL, U^{np}) \) is a solution to (10) and (11), where \( U^{np} \) is a periodically extended function of \( U^* \). Conversely, if \( (Z^{1,0}, Z^{2,0}, U^{p0}) \) is a solution to (10) and (11), then \( (Z^{1,0}, Z^{2,0}, U^{p0}) \) satisfies (8) and (9). In this sense, the system (8) and (9) is equivalent to (10) and (11). Since the system (10) and (11) has the translational symmetry, it is sufficient to consider the system (8) and (9) with \( Z^1 = r \). Then, (9) is rewritten by

\[
\begin{align*}
0 &= U'' + cU' - U + 1, \quad z \in (0, l_1), \\
0 &= U'' + cU' - U, \quad z \in (l_1, l_2), \\
0 &= U'' + cU' - U + 1, \quad z \in (l_2, l_3), \\
0 &= U'' + cU' - U, \quad z \in (l_3, L),
\end{align*}
\]

where \( l_1 = 2r, \ l_2 = 2r + d, \ l_3 = 4r + d \) and \( d = Z^2 - r - (Z^1 + r) \). We assume that \( U \in C^1[0, L] \) satisfies the periodic boundary condition given by \( U(L) = U(0) \) and \( U'(L) = U'(0) \). Note that, in the above formulation, symmetrically and asymmetrically rotating solutions correspond with \( d = L/2 - 2r \) and \( d \neq L/2 - 2r \), respectively.

For the sake of simplicity, we define the following functions:

\[
\phi(c) = \frac{-c}{2}, \quad \theta(c) = \frac{\sqrt{c^2 + 4}}{2}, \quad \lambda_+(c) = \phi(c) + \theta(c), \quad \lambda_-(c) = \phi(c) - \theta(c), \\
E_+(c, z) = \exp(-\lambda_+(c)z), \quad E_-(c, z) = \exp(\lambda_-(c)z), \\
U_+(c) = \frac{1}{2\theta(c)\lambda_+(c)} \frac{1 - E_+(c, 2r)}{1 - E_+(c, L)}, \quad U_-(c) = \frac{-1}{2\theta(c)\lambda_-(c)} \frac{1 - E_-(c, 2r)}{1 - E_-(c, L)}.
\]

Throughout this paper, we will omit the discussion on \( c \) when it is fixed. We first show that the system (12) has a unique solution.

**Lemma 1** Let the constants \( l_1 < l_2 < l_3 < L \) be \( l_1 = 2r, \ l_2 = 2r + d \) and \( l_3 = 4r + d \) with \( d, r > 0 \). For any given \( c \in \mathbb{R} \), there exists a unique solution of (12). Moreover, \( U(0), U(l_1), U(l_2) \) and \( U(l_3) \) are expressed by

\[
\begin{align*}
U(0) &= U_+(1 + E_+(l_3)) + U_-(E_-(L - l_3) + E_-(L - l_1)), \\
U(l_1) &= U_+(E_+(L - l_1)) + E_+(d) + U_-(E_-(L - l_2) + 1), \\
U(l_2) &= U_+(1 + E_+(L - l_2)) + U_-(E_-(L - l_1)) + E_+(d), \\
U(l_3) &= U_+(E_+(L - l_3)) + E_+(L - l_1)) + U_-(1 + E_-(l_2)).
\end{align*}
\]

**Proof** Let us fix \( c \in \mathbb{R} \). By a classical theory, we can represent a solution of (12) by
Similarly, since $U$ is continuously differentiable at $l_1, l_2$ and $l_3$, we have
\[ \Lambda a^1 + e = \Lambda E(l_1) b^1, \]
\[ \Lambda a^2 + e = \Lambda E(l_2 - l_1) b^1, \]
\[ \Lambda E(l_3 - l_2) a^2 + e = \Lambda b^2. \]

Note that it follows from $\det \Lambda = \lambda_- - \lambda_+ = -2\theta < 0$ that $\Lambda$ is a regular matrix. We find that (15) and (16) are equivalent to
\[ \begin{align*}
a^1 &= E(L - l_3) b^2 - \Lambda^{-1} e, \\
b^1 &= E(l_1) a^1 + \Lambda^{-1} e, \\
a^2 &= E(l_2 - l_1) b^1 - \Lambda^{-1} e, \\
b^2 &= E(l_3 - l_2) a^2 + \Lambda^{-1} e.
\end{align*} \tag{17} \]

Substituting these equalities in order, we obtain
\[ \begin{align*}
a^1 &= -\Lambda^{-1} e + E(L - l_3)(E(l_3 - l_2)(E(l_2 - l_1)(E(l_1) a^1 + \Lambda^{-1} e) - \Lambda^{-1} e) + \Lambda^{-1} e), \\
&= E(L) a^1 + (E(L - l_1) - E(L - l_2) + E(L - l_3) - I) \Lambda^{-1} e.
\end{align*} \]
Here, we used \( E(z_1)E(z_2) = E(z_1 + z_2) \). Note that \( \det(I - E(z)) = (1 - E_+(z))(1 - E_-(z)) \neq 0 \) for any \( z \neq 0 \). Then, we have
\[
a^1 = (I - E(L))^{-1}(E(L - l_1) - E(L - l_2) + E(l_2) - l_1) \Lambda^{-1} e,
\]
which indicates that constants \( a^1 \) are uniquely determined. Using (17), we obtain the other constants \( a^2, b^1 \) and \( b^2 \) that are uniquely expressed by
\[
b^1 = (I - E(L))^{-1}(-E(l_2) + E(l_3) - E(l_2) - l_1) \Lambda^{-1} e,
\]
\[
a^2 = (I - E(L))^{-1}(E(l_3) - E(l_2) - l_1) \Lambda^{-1} e,
\]
\[
b^2 = (I - E(L))^{-1}(-E(1) + E(1) - l_1) \Lambda^{-1} e.
\]
Thus, we conclude that (12) has a unique solution \( U \in C^1[0, L) \) satisfying the periodic boundary condition.

On the other hand, considering
\[
(I - E(L))^{-1} = \begin{pmatrix} 1 & 0 & 0 \\ \frac{1}{1 - E_+(-L)} & 1 \\ 0 & \frac{1}{1 - E_-(L)} \end{pmatrix}, \quad \Lambda^{-1} = -\frac{1}{2\theta} \begin{pmatrix} \lambda_+ & -1 \\ -\lambda_+ & 1 \end{pmatrix},
\]
we find
\[
\begin{pmatrix} a^1_- \\ a^1_+ \end{pmatrix} = \begin{pmatrix} -\frac{\lambda_+}{2\theta} E_+(-L) - E_+(-L) + E_+(1) - 1 \\ \frac{\lambda_+}{2\theta} E_+(1) - E_+(L) / E_+(L) + E_+(L) - 1 \end{pmatrix}.
\]
Substituting \( a^1_\pm \) into the first line in (14), we obtain
\[
U(z) = 1 - \frac{\lambda_+ E_+(z) E_+(-L - l_1) - E_+(-L - l_2) + E_+(1) - 1}{2\theta} E_+(1) - E_+(L) / E_+(L) + E_+(L) - 1,
\]
for \( z \in (0, l_1) \). Since the constants \( a^1, a^2, b^1 \) and \( b^2 \) are determined so that \( U \in C^1[0, L) \), we have
\[
U(0) = \lim_{z \to 0} U(z) = 1 - \frac{\lambda_+ E_+(-L - l_1) - E_+(-L - l_2) + E_+(1) - 1}{2\theta} E_+(1) - E_+(L) / E_+(L) + E_+(L) - 1.
\]
It follows from \( \lambda_+ - \lambda_- = 2\theta \) and \( \lambda_+ \lambda_- = -1 \) that
\[
\begin{align*}
1 - \frac{-\lambda_-}{2\theta} \frac{1}{1 - \E_+(-L)} - \frac{\lambda_+}{2\theta} \frac{1}{1 - \E_-(L)} &= 1 - \frac{-\lambda_-}{2\theta} \frac{\E_+(-L)}{1 - \E_+(-L)} - \frac{\lambda_+}{2\theta} \frac{\E_-(L)}{1 - \E_-(L)}, \\
&= -\frac{1}{2\theta \lambda_+} \frac{\E_+(-L)}{1 - \E_+(-L)} - \frac{1}{2\theta \lambda_-} \frac{\E_-(L)}{1 - \E_-(L)}.
\end{align*}
\]

Thus, we obtain

\[
U(0) = \frac{1}{2\theta \lambda_+} \frac{\E_+((-L - l_1)) - \E_+((-L - l_2)) + \E_+((-L - l_3)) - \E_+(L)}{1 - \E_+(L)}
\]

\[
- \frac{1}{2\theta \lambda_-} \frac{\E_-(L - l_1) - \E_-(L - l_2) + \E_-(L - l_3) - \E_-(L)}{1 - \E_-(L)}
\]

\[
= \frac{1}{2\theta \lambda_+} \frac{\E_+((-L - l_1)) - \E_+((-L - l_2)) + \E_+((-L - l_3)) - \E_+(L)}{1 - \E_+(L)}
\]

\[
- \frac{1}{2\theta \lambda_-} \frac{\E_-(L - l_1) - \E_-(L - l_2) + \E_-(L - l_3) - \E_-(L)}{1 - \E_-(L)}
\]

\[
= \frac{1}{2\theta \lambda_+} \frac{1 - \E_+(2r) + \E_+(2r + d) - \E_+(4r + d)}{1 - \E_+(L)}
\]

\[
- \frac{1}{2\theta \lambda_-} \frac{1 - \E_-(L - 2r) - \E_-(L - 2r - d) + \E_-(L - 4r - d) - \E_-(L)}{1 - \E_-(L)}
\]

\[
= \frac{1}{2\theta \lambda_+} \frac{1 - \E_+(2r)(1 + \E_+(2r + d))}{1 - \E_+(L)}
\]

\[
- \frac{1}{2\theta \lambda_-} \frac{1 - \E_-(2r) - \E_-(L - 4r - d)(1 + \E_-(2r + d))}{1 - \E_-(L)}
\]

The definitions of \(U_+\) and \(U_-\) yield

\[
U(0) = (1 + \E_+(2r + d)) U_+ + (\E_-(L - 4r - d) + \E_-(L - 2r)) U_-.
\]

Similarly, it is confirmed that

\[
U(2r) = (\E_+(L - 2r) + \E_+(d)) U_+ + (\E_-(L - 2r - d) + 1) U_-,
\]

\[
U(2r + d) = (1 + \E_+(L - 2r - d)) U_+ + (\E_-(L - 2r) + \E_-(d)) U_-,
\]

\[
U(4r + d) = (\E_+(L - 4r - d) + \E_+(L - 2r)) U_+ + (1 + \E_-(2r + d)) U_-.
\]

\(\square\)

For later use, we introduce the following notations:

\[
U_{1f}(c, d) \equiv U(2r), \quad U_{1r}(c, d) \equiv U(0),
\]

\[
U_{2f}(c, d) \equiv U(4r + d), \quad U_{2r}(c, d) \equiv U(2r + d),
\]

\[
\Delta U_1(c, d) \equiv U_{1f}(c, d) - U_{1r}(c, d), \quad \Delta U_2(c, d) \equiv U_{2f}(c, d) - U_{2r}(c, d).
\]
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We will omit the discussion on $c$ and $d$ when they are fixed. Before stating the proof of Theorem 1, we show some properties of $U_{1f}, U_{1r}, U_{2f}$ and $U_{2r}$.

**Lemma 2** Let $c > 0$ be a fixed constant. Then, we have

(a) $ΔU_1(c, L/2 - 2r) = ΔU_2(c, L/2 - 2r) < 0$.
(b) $ΔU_1(c, d) - ΔU_2(c, d) = 0$ if and only if $L/2 - 2r - d = 0$. If $L/2 - 2r - d ≠ 0$, then the sign of $ΔU_1(c, d) - ΔU_2(c, d)$ is equal to that of $L/2 - 2r - d$.
(c) $U_{1f}(c, d) - U_{2f}(c, d) = 0$ if and only if $L/2 - 2r - d = 0$. If $L/2 - 2r - d ≠ 0$, then the sign of $U_{1f}(c, d) - U_{2f}(c, d)$ is equal to that of $L/2 - 2r - d$.

**Proof** We consider $ΔU_i$, $U_{if}$, and $U_{ir}$ as functions of $d$, that is, $ΔU_1(d)$, $U_{if}(d)$, and $U_{ir}(d)$ for $i = 1, 2$.

(a) It is straightforward to check that $U_{1f}(c, L/2 - 2r) = U_{2f}(c, L/2 - 2r)$ and $U_{1r}(c, L/2 - 2r) = U_{2r}(c, L/2 - 2r)$ so that $ΔU_1(c, L/2 - 2r) = ΔU_2(c, L/2 - 2r)$. We have

$ΔU_1(L/2 - 2r) = (E_+(L - 2r) + E_+(L/2 - 2r) - 1 - E_+(L/2))U_+ + (E_-(L/2) + 1 - E_-(L/2 - 2r) - E_-(L - 2r))U_-

= -(1 + E_+(L/2))(1 - E_+(L/2 - 2r))U_+ + (1 + E_-(L/2))(1 - E_-(L/2 - 2r))U_-$.

Note that

$\theta(1 + E_+(L/2))(1 - E_+(L/2 - 2r))U_+

= \frac{(1 + \exp(-(L/2)\lambda_+))(1 - \exp(-(L/2 - 2r)\lambda_+))}{(1 - \exp(-2r\lambda_+))}\frac{1}{2\lambda_+}\frac{1}{\lambda_+ \sinh((L/4 - r)\lambda_+)}\sinh((L/4 - r)\lambda_+)

= 2\xi_2(\lambda_+: r, L/4)$.

and $\theta U_ -(1 + E_-(L/2))(1 - E_-(L/2 - 2r)) = \xi_2(-\lambda_-; r, L/4)$. Since it follows from $0 < 4r < L$ that $\xi_2(x; r, L/4)$ is strictly decreasing for $x > 0$ (see Appendix A.2), we find that $\xi_2(\lambda_+; r, L/4) < \xi_2(\lambda_-; r, L/4)$, that is,

$U_-(1 + E_+(L/2))(1 - E_+(L/2 - 2r)) > U_-(1 + E_-(L/2))(1 - E_-(L/2 - 2r))$.

Hence, we obtain $ΔU_1(L/2 - 2r) < 0$.

(b) It follows that

$ΔU_1(d) - ΔU_2(d) = U_+ E_+(d)(1 - E_+(2r))(1 - E_+(L - 4r - 2d)) + U_- E_-(d)(1 - E_-(2r))(1 - E_-(L - 4r - 2d)).$

Since we have $U_± E_±(d)(1 - E_±(2r)) > 0$ and $1 - E_±(c)$ has the same sign as that of $z$, we obtain the desired result.

(c) Note that
\[ U_{1f}(d) - U_{2f}(d) = E_+(d)(1 - E_+(L - 4r - 2d))U_+ - E_-(2r + d)(1 - E_-(L - 4r - 2d))U_. \] (18)

Since we have
\[
\theta E_+(r + d)(1 - E_+(L - 4r - 2d))U_+ = \exp(-(r + d)\lambda_+) 1 - \exp(-2r\lambda_+) \frac{1 - \exp(-(L - 4r - 2d)\lambda_+))}{2\lambda_+} \sinh((L/2 - 2r)\lambda_+) \sinh(r\lambda_+) \sinh((L/2)\lambda_+)
\]
and, similarly, \( \theta E_-(r + d)(1 - E_-(L - 4r - 2d))U_- = \xi_3(-\lambda_+; r, L/2, d/2), \) we find that (18) is rewritten by
\[
U_{1f}(d) - U_{2f}(d) = \frac{E_+(r)}{\theta} \xi_3(\lambda_+; r, L/2, d/2) - \frac{E_-(r)}{\theta} \xi_3(-\lambda_+; r, L/2, d/2).
\]

For the case of \( L - 4r - 2d > 0, \) owing to \( 0 < 4r < L \) and \( 0 < d < L - 4r, \) \( \xi_3(x; r, L/2, d/2) \) is strictly decreasing for \( x > 0 \) (see Appendix A.3). Thus, considering \( E_+(-r) > 1 > E_-(r), \) we find
\[
U_{1f}(d) - U_{2f}(d) = \frac{1}{\theta} (E_+(-r)\xi_3(\lambda_+; r, L/2, d/2) - E_-(r)\xi_3(-\lambda_+; r, L/2, d/2)) > 0.
\]

For the case of \( L - 4r - 2d < 0, \) we have
\[
\xi_3(\lambda_+; r, L/2, d/2) < \xi_3(-\lambda_+; r, L/2, d/2) < 0,
\]
and thus
\[
U_{1f}(d) - U_{2f}(d) = \frac{1}{\theta} (E_+(-r)\xi_3(\lambda_+; r, L/2, d/2) - E_-(r)\xi_3(-\lambda_+; r, L/2, d/2)) < 0.
\]

Finally, we easily confirm that \( L - 4r - 2d = 0 \) is equivalent to \( U_{1f}(c) - U_{2f}(c) = 0. \)

### 2.2 Proofs of Theorem 1(a), (b)

We first prove Theorem 1(a) for the case of \( c > 0. \) Note that (8) are rewritten by
\[
2r\mu c = \gamma(U_{1f}(c, d)) - \gamma(U_{1f}(c, d)), \quad (19)
\]
\[
0 = \gamma(U_{1f}(c, d)) - \gamma(U_{1f}(c, d)) - (\gamma(U_{2f}(c, d)) - \gamma(U_{2f}(c, d))). \quad (20)
\]
Since, for symmetric solutions satisfying \( d = L/2 - 2r, \) Lemma 2(a) gives \( U_{1f}(c, L/2 - 2r) < U_{1f}(c, L/2 - 2r) \) and \( \gamma(u) \) is strictly decreasing for \( u > 0, \) there exists a unique \( \mu > 0 \) satisfying (19). Thus, it is sufficient to show that
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\[ U_{1f}(c, L/2 - 2r), U_{1r}(c, L/2 - 2r), U_{2f}(c, L/2 - 2r) \text{ and } U_{2r}(c, L/2 - 2r) \text{ satisfy (20).} \]

It follows from Lemma 2(b), (c) that

\[ U_{1f}(c, L/2 - 2r) = U_{2f}(c, L/2 - 2r), \]  \hspace{1cm} (21)

and

\[ U_{1f}(c, L/2 - 2r) - U_{1r}(c, L/2 - 2r) = U_{2f}(c, L/2 - 2r) - U_{2r}(c, L/2 - 2r), \]

respectively. Thus, we find

\[ U_{1r}(c, L/2 - 2r) = U_{2r}(c, L/2 - 2r). \]  \hspace{1cm} (22)

Combining (21) with (22), we obtain (20).

Next, we consider the case of \( c = 0 \). Note that (8) are equivalent to

\[ \gamma(U_{1f}(0, d)) = \gamma(U_{1r}(0, d)), \quad \gamma(U_{2r}(0, d)) = \gamma(U_{2r}(0, d)). \]  \hspace{1cm} (23)

Since \( \gamma(u) \) is strictly decreasing for \( u > 0 \), (23) is satisfied if and only if \( \Delta U_{1}(0, d) = \Delta U_{2}(0, d) = 0 \) holds. Considering \( \lambda_{-}(0) = -\lambda_{+}(0) = -1 \) and \( U_{+}(0, d) = U_{-}(0, d) = U_{0} \), where

\[ U_{0} = \frac{1}{2} \frac{1 - E_{0}(2r)}{1 - E_{0}(L)}, \quad E_{0}(z) = \exp(-z), \]

we obtain

\[
\begin{align*}
U_{1f}(0, d) & = U_{0}(1 + E_{0}(L - 2r) + E_{0}(d) + E_{0}(L - 2r - d)), \\
U_{1r}(0, d) & = U_{0}(1 + E_{0}(L - 2r) + E_{0}(2r + d) + E_{0}(L - 4r - d)), \\
U_{2f}(0, d) & = U_{0}(1 + E_{0}(L - 2r) + E_{0}(2r + d) + E_{0}(L - 4r - d)), \\
U_{2r}(0, d) & = U_{0}(1 + E_{0}(L - 2r) + E_{0}(d) + E_{0}(L - 2r - d)),
\end{align*}
\]

which implies

\[ \Delta U_{1}(0, d) = -\Delta U_{2}(0, d) = U_{1}(0, d)(1 - E_{0}(2r))(1 - E_{0}(L - 4r - 2d)). \]

Hence, (23) holds if and only if \( d = L/2 - 2r \), which concludes Theorem 1(a) with \( c = 0 \) and Theorem 1(b).

### 2.3 Proof of Theorem 1(c)

We prove Theorem 1(c) by contradiction. Let \( c > 0 \) be a fixed constant. If there exists a rotating solution, then (20) is satisfied with \( \Delta U_{1} < 0 \) and \( \Delta U_{2} < 0 \). Thus, it is sufficient to prove that (20) is not satisfied provided that \( \Delta U_{1} < 0 \) and \( \Delta U_{2} < 0 \). For asymmetric solutions, that is, \( d \neq L/2 - 2r \), we should consider the following three cases.

1. \( U_{1f} > U_{2r} \).
2. \( U_{1f} \leq U_{2r} \) and \( L/2 - 2r - d < 0 \).
3. \( U_{1f} \leq U_{2r} \) and \( L/2 - 2r - d > 0 \).

For the case 1, (20) is equivalent to
\[
\int_{U_{1f}}^{U_1} -\gamma'(U)dU = \int_{U_{2f}}^{U_2} -\gamma'(U)dU. \tag{24}
\]

It follows from \( \Delta U_1 < 0, \Delta U_2 < 0 \) and \( U_{1f} > U_{2r} \) that
\[
U_{1r} > U_{1f} > U_{2r} > U_{2f}. \tag{25}
\]

Since we have \( \gamma'(u) < 0 \) and \( \gamma''(u) \geq 0 \) for \( u > 0 \), (25) yields
\[
0 < -\gamma'(U_{1r}) \leq -\gamma'(U_{1f}) \leq -\gamma'(U_{2r}) \leq -\gamma'(U_{2f}). \tag{26}
\]

Owing to Lemma 2(c), \( U_{1f} > U_{2f} \) in (25) implies \( L/2 - 2r - d > 0 \). Thus, Lemma 2(b) yields \( 0 > U_{1f} - U_{1r} > U_{2f} - U_{2r} \). Hence, we obtain
\[
0 < U_{1r} - U_{1f} < U_{2r} - U_{2f}. \tag{27}
\]

It follows from (26) and (27) that
\[
\int_{U_{1f}}^{U_1} -\gamma'(U)dU \leq -\gamma'(U_{1f})(U_{1r} - U_{1f}) \leq -\gamma'(U_{2r})(U_{2r} - U_{2f}) \leq \int_{U_{2f}}^{U_2} -\gamma'(U)dU,
\]
which contradicts (24).

For the case 2, (20) is equivalent to
\[
\int_{U_{1f}}^{U_2} -\gamma'(U)dU = \int_{U_{1r}}^{U_{2r}} -\gamma'(U)dU. \tag{28}
\]

Owing to \( L/2 - 2r - d < 0 \), it follows from Lemma 2(c) that \( U_{1f} < U_{2f} \). Thus, (28) and \( \gamma' < 0 \) yield \( U_{1r} < U_{2r} \). In addition, the assumption \( \Delta U_2 < 0 \) gives
\[
U_{1f} < U_{2f} < U_{2r}. \]

If \( U_{2f} \leq U_{1r} \), then we have \( U_{1f} < U_{2f} \leq U_{1r} < U_{2r} \) and it follows from \( L/2 - 2r - d < 0 \) and Lemma 2(b) that \( \Delta U_1 < \Delta U_2 \), that is, \( U_{2r} - U_{1r} < U_{2f} - U_{1f} \). Thus,
\[
\int_{U_{1r}}^{U_2} -\gamma'(U)dU \leq -\gamma'(U_{1r})(U_{2r} - U_{1r}) \leq -\gamma'(U_{2f})(U_{2f} - U_{1f}) \leq \int_{U_{1f}}^{U_2} -\gamma'(U)dU,
\]
which contradicts (28). As for $U_{2f} > U_{1r}$, we obtain $U_{1f} < U_{1r} < U_{2f} < U_{2r}$ and following inequality:

$$\int_{U_{2f}}^{U_{1r}} -\gamma'(U)dU \leq -\gamma'(U_{2f})(U_{2f} - U_{1f})$$

$$< -\gamma'(U_{1r})(U_{1r} - U_{1f}) \leq \int_{U_{1f}}^{U_{1r}} -\gamma'(U)dU,$$

doing to $0 < -\Delta U_2 < -\Delta U_1$, which contradicts (28). Thus, (20) is not satisfied in the case 2.

For the case 3, it follows from $L/2 - 2r - d > 0$ and Lemma 2(c) that $U_{2f} < U_{1f}$. Hence, we have $U_{2f} < U_{1f} < U_{2r}$. In the same manner as that for the case 2, we assume that $U_{2r} < U_{1r}$. By $L/2 - 2r - d > 0$, Lemma 2(b) gives $\Delta U_1 > \Delta U_2$, that is, $U_{1f} - U_{2f} > U_{1r} - U_{2r}$. Hence, we find

$$\int_{U_{2r}}^{U_{1r}} -\gamma'(U)dU \leq -\gamma'(U_{2r})(U_{2r} - U_{1r})$$

$$< -\gamma'(U_{1r})(U_{1r} - U_{2f}) \leq \int_{U_{2f}}^{U_{1f}} -\gamma'(U)dU,$$

which contradicts (20).

### 2.4 Proof of Theorem 1(d)

Let $\Gamma(c, d) \equiv \gamma(U_{1f}(c, d)) - \gamma(U_{1r}(c, d)) - [\gamma(U_{2f}(c, d)) - \gamma(U_{2r}(c, d))]$. We show that there exists a constant $d_0 \in (0, L/2 - 2r)$ such that $\Gamma(c, d_0) = 0$. Our strategy is to investigate the asymptotic behavior of $\Gamma(c, d)$ as $d \to 0$ and $d \to L/2 - 2r - 0$ for sufficiently large $c$. We first consider the limit of $\Gamma(c, d)$ as $d \to +0$. It follows that

$$\Gamma(c, 0) = \lim_{d \to 0} \Gamma(c, d)$$

$$= \gamma(U_{1f}(c, 0)) - \gamma(U_{1r}(c, 0)) - [\gamma(U_{2f}(c, 0)) - \gamma(U_{2r}(c, 0))],$$

and

$$U_{1f}(c, 0) = U_+(c)(1 + E_+(c, L - 2r)) + U_-(c)(E_-(c, L - 2r) + 1),$$

$$U_{1r}(c, 0) = U_+(c)(1 + E_+(c, 2r)) + U_-(c)(E_-(c, L - 4r) + E_-(c, L - 2r)),$$

$$U_{2f}(c, 0) = U_+(c)(E_+(c, L - 4r) + E_+(c, L - 2r)) + U_-(c)(1 + E_-(c, 2r)),$$

$$U_{2r}(c, 0) = U_+(c)(1 + E_+(c, L - 2r)) + U_-(c)(E_-(c, L - 2r) + 1),$$

in the same limit. Note that
\[ U_{1f}(c, 0) - U_{1r}(c, 0) = -E_+(c, 2r)U_+(c)(1 - E_+(c, L - 4r)) + U_-(c)(1 - E_-(c, L - 4r)), \]
\[ U_{2f}(c, 0) - U_{2r}(c, 0) = -U_+(c)(1 - E_+(c, L - 4r)) + E_-(c, 2r)U_-(c)(1 - E_-(c, L - 4r)). \]

Then, we have \( U_{1f}(c, 0) - U_{1r}(c, 0) < 0 \) and \( U_{2f}(c, 0) - U_{2r}(c, 0) < 0 \) for sufficiently large \( c \). Indeed, since it follows that
\[
U_{1f}(c, 0) - U_{1r}(c, 0) = (1 - E_+(c, L - 4r)) \left[ -E_+(c, 2r)U_+(c) + U_-(c) \frac{1 - E_-(c, L - 4r)}{1 - E_+(c, L - 4r)} \right],
\]
and Lemma 3 in Appendix C gives
\[
\lim_{c \to \infty} \left[ -E_+(2r)U_+(c) + U_-(c) \frac{1 - E_-(c, L - 4r)}{1 - E_+(c, L - 4r)} \right] = -\frac{2r}{L} < 0,
\]
we obtain \( U_{1f}(c, 0) - U_{1r}(c, 0) < 0 \) for sufficiently large \( c \). On the other hand, we have
\[
\theta U_+(1 - E_+(L - 4r)) = \frac{1}{2\lambda_+} \frac{1 - E_+(2r)}{1 - E_+(L)} (1 - E_+(L - 4r))
\]
\[
= \frac{1}{\lambda_+} \frac{\sinh(r\lambda_+)}{\sinh(L/2\lambda_+)} \frac{\sinh((L/2 - r)\lambda_+)E_+(-r)}{\sinh(L/2\lambda_+)}
\]
\[
= \xi_3(\lambda_+; r, L/2, 0)E_+(-r),
\]
and, similarly,
\[
\theta U_-(1 - E_-(L - 4r)) = \xi_3(-\lambda_-, r, L/2, 0)E_-(r).
\]

Since \( \xi_3(x; r, L/2, 0) \) is strictly decreasing for \( x > 0 \) (see Appendix B), we find
\[
U_+(1 - E_+(L - 4r)) > \frac{\xi_3(\lambda_+; r, L/2, 0)}{\theta}
\]
\[
> \frac{\xi_3(-\lambda_-, r, L/2, 0)}{\theta} > E_-(2r)U_-(1 - E_-(L - 4r)),
\]
in which we used \( E_+(-r) > 1 \) and \( E_-(r) < 1 \). Thus, \( U_{2f}(c, 0) - U_{2r}(c, 0) < 0 \) holds for sufficiently large \( c \).

From the above estimates, we have \( U_{2f}(c, 0) < U_{2r}(c, 0) = U_{1f}(c, 0) < U_{1r}(c, 0) \). Hence, the mean value theorem implies that there exist \( U^* \) and \( U^{**} \) such that
\[
\gamma(U_{1r}(c, 0)) - \gamma(U_{1f}(c, 0)) = (U_{1r}(c, 0) - U_{1f}(c, 0))\gamma'(U^*),
\]
\[
\gamma(U_{2r}(c, 0)) - \gamma(U_{2f}(c, 0)) = (U_{2r}(c, 0) - U_{2f}(c, 0))\gamma'(U^{**}),
\]
where \( U^* \) and \( U^{**} \) satisfy
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\[
U_{2f}(c, 0) < U^{**} < U_{2r}(c, 0) = U_{1f}(c, 0) < U^* < U_{1r}(c, 0).
\] (30)

Similarly, it follows from \(U^{**} < U^*\) that there exists \(U^{***}\) satisfying \(U^{**} < U^{***} < U^*\) such that

\[
\gamma'(U^*) - \gamma'(U^{**}) = (U^* - U^{**})\gamma''(U^{**}).
\] (31)

Using (29) and (31), we find

\[
\Gamma(c, 0) = (U_{1f}(c, 0) - U_{1f}(c, 0))\gamma'(U^*) - (U_{2f}(c, 0) - U_{2f}(c, 0))\gamma'(U^{**})
\]
\[
= (U_{1f}(c, 0) - U_{2f}(c, 0))\gamma'(U^{**})
\]
\[
+ (U_{1f}(c, 0) - U_{1f}(c, 0))(U^* - U^{**})\gamma''(U^{**})
\]
\[
= [U_+(1 - E_+(2r))(1 - E_+(L - 4r)) + U_-(1 - E_-(2r))(1 - E_-(L - 4r))]\gamma'(U^{**})
\]
\[
- [E_+(2r)U_+(1 - E_+(L - 4r)) - U_-(1 - E_-(L - 4r))] (U^* - U^{**})\gamma''(U^{**}).
\]

Here, we introduce the function \(\Gamma_0(c)\) defined by

\[
\Gamma_0(c) \equiv \frac{1}{1 - U^*(1 - E_+(2r))}\Gamma(c, 0)
\]
\[
= \frac{U_+(1 - E_+(L - 4r)) + U_-(1 - E_-(2r))(1 - E_-(L - 4r))}{U^* - U^{**}}\gamma'(U^{**})
\]
\[
- [E_+(2r)U_+(1 - E_+(L - 4r)) - U_-(1 - E_-(L - 4r))]\gamma''(U^{**}).
\]

Then, owing to \((U^* - U^{**})(1 - E_+(2r)) > 0\), the sign of \(\Gamma(c, 0)\) coincides with that of \(\Gamma_0(c)\). Since it follows from (30) that

\[
0 < U^* - U^{**}
\]
\[
< U_+(1 - E_+(L - 4r))(1 + E_+(2r)) - U_-(1 - E_-(L - 4r))(1 + E_-(2r)),
\]

defining the function \(\tilde{\Gamma}_0(c)\) by

\[
\tilde{\Gamma}_0 = \frac{U_+(1 - E_+(L - 4r))\gamma'(U^{**})}{U_+(1 - E_+(L - 4r))(1 + E_+(2r)) - U_-(1 - E_-(L - 4r))(1 + E_-(2r))}
\]
\[
+ \frac{U_-(1 - E_-(2r))^{-1}(1 - E_-(2r))(1 - E_-(L - 4r))\gamma'(U^{**})}{U_+(1 - E_+(L - 4r))(1 + E_+(2r)) - U_-(1 - E_-(L - 4r))(1 + E_-(2r))}
\]
\[
- [E_+(2r)U_+(1 - E_+(L - 4r)) - U_-(1 - E_-(L - 4r))]\gamma''(U^{**})
\]
\[
\equiv \tilde{\Gamma}_1 + \tilde{\Gamma}_2 - \tilde{\Gamma}_3,
\]

we find \(\Gamma_0 < \tilde{\Gamma}_0\), owing to \(\gamma' < 0\). We remark that if the limit of \(\tilde{\Gamma}_0\) as \(c \to \infty\) is negative, then \(\Gamma_0(c) < 0\) holds for sufficiently large \(c\) by the continuity of \(\tilde{\Gamma}_0\), which
implies that $\Gamma_0(c)$ and $\Gamma(c, 0)$ are also negative. Thus, it is enough to investigate the limit of $\tilde{\Gamma}_0(c)$ as $c \to \infty$ to determine the condition on which $\Gamma(c, 0)$ is negative for sufficiently large $c$. For simplicity of notation, we set $\rho \equiv 4r/L$. Then, we have

$$\lim_{c \to \infty} U^{**}(c) = \lim_{c \to \infty} U^{***}(c) = \lim_{c \to \infty} U^{*}(c) = \rho.$$ 

Indeed, it follows from (30) and $U^{**} < U^{***} < U^*$ that

$$U_+(E_+(L - 4r) + E_+(L - 2r)) + U_-(1 + E_-(2r)) < U^{**} < U^{***} < U^* < U_+(1 + E_+(2r)) + U_-(E_-(L - 4r) + E_-(L - 2r)),$$

and Lemma 3 in Appendix C gives

$$\lim_{c \to \infty} U_+(c)(E_+(c, L - 4r) + E_+(c, L - 2r)) + U_-(c)(1 + E_-(c, 2r)) = \rho,$$

$$\lim_{c \to \infty} U_+(c)(1 + E_+(c, 2r)) + U_-(c)(E_-(c, L - 4r) + E_-(c, L - 2r)) = \rho.$$

As for the limit of $\tilde{\Gamma}_1(c)$ as $c \to \infty$, since we have

$$\frac{U_+(1 - E_+(L - 4r))}{U_+(1 - E_+(L - 4r))(1 + E_+(2r)) - U_-(1 - E_-(L - 4r))(1 + E_-(2r))} = \left[1 + E_+(2r) - \frac{U_-(1 - E_-(L - 4r))(1 + E_-(2r))}{U_+}ight]^{-1},$$

Lemma 3 in Appendix C yields $\tilde{\Gamma}_1(c) \to \frac{1}{2} \gamma'(\rho)$ as $c \to \infty$. In the same manner as that for $\tilde{\Gamma}_1$, we confirm that $\tilde{\Gamma}_2(c) \to \frac{1}{4r^2(1 - \rho)} \gamma'(\rho)$ as $c \to \infty$. Owing to the estimate

$$\lim_{c \to \infty} \left[\frac{E_+(c, 2r)U_+(c)}{1 - E_+(c, L - 4r)} - \frac{E_-(c, 2r)}{1 - E_+(c, 2r)} - \frac{U_-(c)}{1 - E_-(c, L - 4r)}\right] = 1 - \rho,$$

we obtain $\tilde{\Gamma}_3(c) \to (1 - \rho)\gamma''(\rho)$ as $c \to \infty$. Summarizing the above estimates for $\tilde{\Gamma}_1$, $\tilde{\Gamma}_2$ and $\tilde{\Gamma}_3$, we find

$$\lim_{c \to \infty} \tilde{\Gamma}_0(c) = \frac{1}{2} \left(1 + \frac{1}{4r^2(1 - \rho)}\right) \gamma'(\rho) - (1 - \rho)\gamma''(\rho).$$

Thus, we conclude that $\Gamma(c, 0) < 0$ holds for sufficiently large $c$ provided that

$$\frac{1}{2} \left(1 + \frac{1}{4r^2(1 - \rho)}\right) \gamma'(\rho) - (1 - \rho)\gamma''(\rho) < 0. \quad (32)$$

Next, we estimate the limit of $\partial \Gamma(c, d)/\partial d$ as $d \to L/2 - 2r - 0$, where
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\[
\frac{\partial \Gamma}{\partial d}(c, d) = \frac{\partial U_{1f}}{\partial d}(c, d)\gamma'(U_{1f}(c, d)) - \frac{\partial U_{1r}}{\partial d}(c, d)\gamma'(U_{1r}(c, d)) - \left[ \frac{\partial U_{2f}}{\partial d}(c, d)\gamma'(U_{2f}(c, d)) - \frac{\partial U_{2r}}{\partial d}(c, d)\gamma'(U_{2r}(c, d)) \right].
\]

From Lemma 2(a), we have \( U_{1f}(c, L/2 - 2r) = U_{2f}(c, L/2 - 2r) \equiv U_f(c) \) and \( U_{1r}(c, L/2 - 2r) = U_{2r}(c, L/2 - 2r) \equiv U_r(c) \) with
\[
U_f(c) = U_+(c)(E_+(c, L - 2r) + E_+(c, L/2 - 2r)) + U_-(c)(E_-(c, L/2) + 1),
\]
\[
U_r(c) = U_+(c)(E_+(c, L/2 + 1)) + U_-(c)(E_-(c, L/2 - 2r) + E_-(c, L - 2r)),
\]
which yields \( \Gamma(c, L/2 - 2r) = 0 \) and \( U_f(c) < U_r(c) \). Since it follows that
\[
\begin{align*}
\frac{\partial U_{1f}}{\partial d}(c, d) &= -\lambda_+(c)U_+(c)E_+(c, d) - \lambda_-(c)U_-(c)E_-(c, L - 2r - d), \\
\frac{\partial U_{1r}}{\partial d}(c, d) &= -\lambda_+(c)U_+(c)E_+(c, 2r + d) - \lambda_-(c)U_-(c)E_-(c, L - 4r - d), \\
\frac{\partial U_{2f}}{\partial d}(c, d) &= -\lambda_+(c)U_+(c)E_+(c, L - 4r - d) = -\lambda_+(c)U_+(c)E_+(c, 2r + d), \\
\frac{\partial U_{2r}}{\partial d}(c, d) &= -\lambda_+(c)U_+(c)E_+(c, L - 2r - d) + \lambda_-(c)U_-(c)E_-(c, d),
\end{align*}
\]
substituting \( d = L/2 - 2r \) into (33), we obtain
\[
\begin{align*}
\frac{\partial U_{1f}}{\partial d}(c, L/2 - 2r) &= -\frac{\partial U_{2f}}{\partial d}(c, L/2 - 2r) = u_f(c), \\
\frac{\partial U_{1r}}{\partial d}(c, L/2 - 2r) &= -\frac{\partial U_{2r}}{\partial d}(c, L/2 - 2r) = u_r(c),
\end{align*}
\]
where
\[
\begin{align*}
u_f(c) &= -\lambda_+(c)U_+(c)E_+(c, L/2 - 2r) - \lambda_-(c)U_-(c)E_-(c, L/2), \\
u_r(c) &= -\lambda_+(c)U_+(c)E_+(c, L/2) - \lambda_-(c)U_-(c)E_-(c, L/2 - 2r).
\end{align*}
\]
Thus, we find
\[
\frac{\partial \Gamma}{\partial d}(c, L/2 - 2r) = 2[u_f(c)\gamma'(U_f(c)) - u_r(c)\gamma'(U_r(c))].
\]
Owing to \( U_f(c) < U_r(c) \), the mean value theorem gives \( U^* \) satisfying
\[
\gamma'(U_f(c)) - \gamma'(U_r(c)) = (U_r(c) - U_f(c))\gamma''(U^*),
\]
and \( U_f(c) < U^* < U_r(c) \). Hence, we obtain
\[
\frac{1}{2} \frac{\partial \Gamma}{\partial d}(c, L/2 - 2r) \\
= (u_f(c) - u_r(c))\gamma'(U_f(c)) - u_f(c)(U_f(c) - U_r(c))\gamma''(U^*) \\
= u_f(c)(U_f(c) - U_r(c)) \left[ \frac{u_f(c) - u_r(c)}{u_f(c)(U_f(c) - U_r(c))} \gamma'(U_f(c)) - \gamma''(U^*) \right] \\
\equiv u_f(c)(U_f(c) - U_r(c)) \tilde{T}_d(c).
\]

Note that \(u_f(c) < 0\). Indeed, it follows that

\[
2\theta u_f = -\frac{1 - \exp(-2r\lambda_+)}{1 - \exp(-L\lambda_+)} \exp(-(L/2 - 2r)\lambda_+) + \frac{1 - \exp(2r\lambda_-)}{1 - \exp(L\lambda_-)} \exp(L/2\lambda_-)
\]

\[
= -\frac{\sinh(r\lambda_+)}{\sinh(L/2\lambda_+)} \exp(r\lambda_+) + \frac{\sinh(-r\lambda_-)}{\sinh(-L/2\lambda_-)} \exp(r\lambda_-)
\]

\[
= -\xi_1(\lambda_+; r, L/2) \exp(r\lambda_+) + \xi_1(-\lambda_-; r, L/2) \exp(r\lambda_-).
\]

Since \(\xi_1(x, r, L/2)\) is strictly decreasing for \(x > 0\), it follows from \(0 < \exp(r\lambda_-) < 1 < \exp(r\lambda_+)\) that

\[
\xi_1(\lambda_+; r, L/2) \exp(r\lambda_+) > \xi_1(-\lambda_-; r, L/2) \exp(r\lambda_-),
\]

which concludes \(u_f(c) < 0\). We now investigate the limit of \(\tilde{T}_d(c)\) as \(c \to \infty\). Since Lemma 3 in Appendix C gives \(U_f(c), U_r(c) \to \rho\) so that \(U^*(c) \to \rho\) as \(c \to \infty\), we have \(\gamma'(U_f(c)) \to \gamma'(\rho)\) and \(\gamma''(U^*(c)) \to \gamma''(\rho)\). Then,

\[
\frac{u_f - u_r}{u_f} = \frac{-\lambda_+ U_+(L/2 - 2r)(1 - E_+(2r)) + \lambda_- U_-(L/2 - 2r)(1 - E_-(2r))}{-\lambda_+ U_+(L/2 - 2r) - \lambda_- U_-(L/2)} \\
= \frac{U_+(L/2 - 2r)(1 - E_+(2r)) + \hat{\lambda}_+^2 U_-(L/2 - 2r)(1 - E_-(2r))}{U_+(L/2 - 2r) - \hat{\lambda}_-^2 U_-(L/2)}
\]

\[
= \left[ 1 - \frac{\hat{\lambda}_+^2 U_-(L/2)}{U_+(L/2 - 2r)} \right]^{-1} \times \left[ (1 - E_+(2r)) + \frac{\hat{\lambda}_-^2 U_-(1 - E_-(2r))}{U_+(L/2 - 2r)} E_-(L/2 - 2r) \right].
\]

It follows from Lemma 3 in Appendix C that
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\[
\lim_{c \to \infty} \frac{\lambda_-(c)^2 U_-(c)(1 - E_-(2r))}{U_+(c)E_+(c, L/2 - 2r)} = \frac{2}{L - 4r},
\]

\[
\lim_{c \to \infty} \left[ 1 - \frac{\lambda_-(c)^2 U_-(c)E_-(c, L/2)}{U_+(c)E_+(c, L/2 - 2r)} \right] = 1.
\]

To estimate the limit of \((u_r(c) - u_r(c))(u_r(c)(U_r(c) - U_r(c)))\)^{-1}, it remains to see the limits of \((1 - E_+(c, 2r))(U_r(c) - U_f(c))^{-1}\) and \(E_-(c, L/2)(U_r(c) - U_f(c))^{-1}\) as \(c \to \infty\). It follows that

\[
\frac{1 - E_+(c, 2r)}{U_r(c) - U_f(c)} = \frac{1 - E_+(c, 2r)}{1 - E_+(c, L/2 - 2r)} h(c),
\]

\[
\frac{E_-(c, L/2)}{U_r(c) - U_f(c)} = \frac{E_-(c, L/2)}{1 - E_+(c, L/2 - 2r)} h(c),
\]

where

\[
h(c) \equiv \left[ U_+(E_+(L/2) + 1) + \frac{U_-(E_-(L/2) + 1)(1 - E_-(L/2 - 2r))}{1 - E_+(L/2 - 2r)} \right]^{-1}.
\]

Thus, we find from Lemma 3 in Appendix C that

\[
\lim_{c \to \infty} \frac{1 - E_+(c, 2r)}{U_r(c) - U_f(c)} = \frac{1}{1 - \rho}, \quad \lim_{c \to \infty} \frac{E_-(c, L/2)}{U_r(c) - U_f(c)} = 0,
\]

which leads to

\[
\lim_{c \to \infty} \frac{u_f(c) - u_r(c)}{u_r(c)(U_r(c) - U_f(c))} = \frac{1}{1 - \rho}.
\]

As a consequence, we obtain

\[
\lim_{c \to \infty} \tilde{d}_c = \frac{1}{1 - \rho} \gamma'(\rho) - \gamma''(\rho), \quad (34)
\]

and conclude that \(\partial \Gamma / \partial d(c, L/2 - 2r) < 0\) holds for sufficiently large \(c\) provided that \(\frac{1}{1 - \rho} \gamma'(\rho) - \gamma''(\rho) < 0\). Then, owing to \(\Gamma(c, L/2 - 2r) = 0\), there exists a constant \(0 < d^*(c) < L/2 - 2r\) such that \(\Gamma(c, d)\) is positive for any \(d \in (d^*, L/2 - 2r)\) for sufficiently large \(c\).

Summarizing the estimates (32) and (34), we find that, under the condition

\[
\frac{1}{2} \left( 1 + \frac{1}{4r^2(1-\rho)} \right) \gamma'(\rho) < (1 - \rho)\gamma''(\rho) < \gamma'(\rho),
\]

it follows that \(\Gamma(c, 0) < 0\) and \(\Gamma(c, d) > 0\) with \(d \in (d^*, L/2 - 2r)\) for sufficiently large \(c\). Therefore, it follows from the continuity of \(\Gamma(c, d)\) that there exists \(d_0\) such that \(0 < d_0 < L/2 - 2r\) and \(\Gamma(c, d_0) = 0\).
3 Concluding remarks

In this paper, we have shown the existence of symmetrically rotating solutions and have given necessary conditions for the existence and non-existence of asymmetrically rotating solutions for the two camphor model (5). In particular, it has been shown that a concave part of the function $\gamma$, which describes the surface tension, is necessary for the existence of asymmetrically rotating solutions. Our result clarifies an essential condition for the existence of solutions and provides a clue for the dependence between the surfactant concentration and the surface tension in the mathematical model, which is difficult to measure in experiments. Moreover, it is suggested that the characteristic motion varies depending on the form of the surface tension function $\gamma$ and, thus, the change of the qualitative motion is caused by $\gamma$ in other mathematical models. Although this study treats the mathematical model without the inertial force, we note that our proof of the existence theorem for symmetrically or asymmetrically rotating solutions is still valid for the following model including the inertial term $d^2x^i/dt^2$:

$$
\frac{d^2x^i}{dt^2} = \frac{\gamma(u(t, \pi_L(x^i + r))) - \gamma(u(t, \pi_L(x^i - r)))}{2r} - \mu \frac{dx^i}{dt},
$$

for $i = 1, \ldots, N$, and $x \in [0, L) \setminus \{\pi_L(x^1 + r), \pi_L(x^1 - r), \ldots, \pi_L(x^N + r), \pi_L(x^N - r)\}$, where $\rho$ is the area density of a camphor disk. Our analysis shows that there exists an asymmetrically rotating solution for $N = 2$. For the model (35) with $N \geq 2$, the preceding study [12] has reported the appearance of collective motions of camphor disks. As the future work of the present study, it is worthwhile to investigate the stability of asymmetrically or symmetrically rotating solutions mathematically. Indeed, it has been shown numerically in [34] that an asymmetrically rotating solution is stable as far as it exists and moreover, an oscillating and rotating motion appears via a Hopf bifurcation from a symmetrically rotating solution branch.
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Appendix A: Existence for a single camphor disk

We consider the steady state problem of the single camphor model on the moving coordinate:

\[
0 = \gamma(U(\pi_L(z_c + r))) - \gamma(U(\pi_L(z_c - r))) - 2r\mu c, \tag{36}
\]

\[
0 = \frac{\partial^2 U}{\partial z^2} + c \frac{\partial U}{\partial z} - U + F(z - z_c), \tag{37}
\]

for \( z \in [0, L) \setminus \{ \pi_L(z_c + r), \pi_L(z_c - r) \} \). We assume that \( U \in C^1[0, L] \) satisfies \( U(0) = U(L) \) and \( U'(0) = U'(L) \).

**Theorem 2** For any \( c > 0 \), there exists a unique \( \mu > 0 \) such that (36) and (37) have a solution. In the case of \( c = 0 \), there always exists a solution for any value of \( \mu > 0 \).

**Proof** Let \( c \geq 0 \) be a fixed constant. Since (36) and (37) have a translational symmetry, we may assume \( z_c = r \) without loss of generality. We first derive a nonlinear equation that is equivalent to (36) and (37) in a similar manner as the proof of Theorem 1. A general solution to (37) is given by

\[
U(z) = a_+ E_+(-z) + a_- E_-(z) + 1, \quad z \in (0, 2r),
\]

\[
U(z) = b_+ E_+(-(z - 2r)) + b_- E_-(z - 2r), \quad z \in (2r, L),
\]

where the constants \( a_\pm \) and \( b_\pm \) are determined by the \( C^1 \)-matching conditions at \( z = 0, 2r \). Then, similarly to the proof of Lemma 1, we find that (36) and (37) are equivalent to

\[
\Lambda a + e = \Lambda E(L - 2r)b, \quad \Lambda b = \Lambda E(2r)a + e,
\]

where \( a^i, b^i, e, \Lambda \) and \( E(x) \) are the same as those in Lemma 1. Hence, it follows that

\[
a = (I - E(L))^{-1}(E(L - 2r) - I)\Lambda^{-1} e = \begin{pmatrix}
1 & E_+(L) - E_+(2r) \\
2\lambda_+ & 1 - E_+(L) \\
2\lambda_- & E_-(L - 2r) - 1
\end{pmatrix},
\]

\[
b = (I - E(L))^{-1}(I - E(2r))\Lambda^{-1} e = \begin{pmatrix}
1 & E_+(L - 2r) - E_+(L) \\
2\lambda_+ & 1 - E_+(L) \\
2\lambda_- & 1 - E_-(2r) - 1
\end{pmatrix}.
\]

Substituting these constants into (38), we obtain
\[ U(z) = \frac{E_+(-z) E_+(L) - E_+(2r)}{2\theta \lambda_+} - \frac{E_-(z) E_-(L - 2r) - 1}{1 - E_-(L)} + 1, \quad z \in (0, 2r), \]
\[ U(z) = \frac{E_+(-z + 2r)) E_+(L - 2r) - E_+(L)}{2\theta \lambda_+} - \frac{E_-(z - 2r) 1 - E_-(2r)}{1 - E_-(L)}, \quad z \in (2r, L), \]

which implies
\[ U(0) = U_+ + E_-(L - 2r)U_-, \quad U(2r) = E_+(L - 2r)U_+ + U_. \tag{39} \]

To clarify the dependence of \( c \geq 0 \), we rewrite (39) by \( U_r(c) = U_+(c) + E_-(c, L - 2r)U_-(c) \) and \( U_f(c) = E_+(c, L - 2r)U_+(c) + U_-(c) \). Then, (36) is rewritten by
\[ 0 = \gamma(U_f(c)) - \gamma(U_r(c)) - 2r \mu c. \tag{40} \]

Next, we show that, for any \( c \geq 0 \), there exists \( \mu > 0 \) satisfying (40). For the case of \( c = 0 \), we have (40) for any \( \mu > 0 \) since it follows from \( \lambda_+(0) = \pm 1 \) that \( U_+(0) = U_-(0) \) and \( E_+(0, z) = E_-(0, z) \). In the case of \( c > 0 \), (40) is rewritten by
\[ \mu = \frac{\gamma(U_f(c)) - \gamma(U_r(c))}{2rc}. \tag{41} \]

Noting that
\[ U_r(c) - U_f(c) = (1 - E_+(c, L - 2r))U_+(c) - (1 - E_-(c, L - 2r))U_-(c), \]

we have
\[ \theta(c)(1 - E_+(c, L - 2r))U_+(c) = (1 - \exp(-(L - 2r)\lambda_+(c))) \cdot \frac{1 - \exp(-2r\lambda+(c))}{2\lambda_+(c) 1 - \exp(-2r\lambda+(c))} \]
\[ = \frac{(\exp((L/2-r)\lambda_+(c)) - \exp(-(L/2-r)\lambda_+(c)))}{2\lambda_+(c)} \times \frac{\exp(r\lambda_+(c)) - \exp(-r\lambda_+(c))}{\exp((L/2)\lambda_+(c)) - \exp(-(L/2)\lambda_+(c))} \]
\[ = \frac{\sinh((L/2 - r)\lambda_+(c))}{\sinh((L/2)\lambda_+(c))} \]
\[ = \xi_2(\lambda_+(c); r, L/2), \]

and, similarly,
\[ \theta(c)(1 - E_-(c, L - 2r))U_-(c) = \xi_2(-\lambda_-(c); r, L/2). \]

Since \( \xi_2(x; r, L/2) \) is strictly decreasing for \( x > 0 \) and \( \lambda_+(c) < -\lambda_-(c) \) for \( c > 0 \), we obtain
\[ \theta(c)\left(U_r(c) - U_f(c)\right) = \xi_2(\lambda_+(c); r, L/2) - \xi_2(\lambda_-(c); r, L/2) > 0, \]
so that \( U_f(c) < U_r(c) \) for any \( c > 0 \). Thus, since \( \gamma(u) \) is strictly decreasing for \( u > 0 \), we conclude that, for any \( c > 0 \), there exists a unique constant \( \mu > 0 \) such that (41) holds.

\[ \square \]

**Appendix B: Properties of auxiliary functions**

We first show that

\[
\xi_0(x) = \xi_0(x; a) = \frac{x}{\tanh(ax)},
\]

with a constant \( a > 0 \) is strictly increasing for \( x > 0 \). Indeed, we have

\[
\xi'_0(x) = \frac{\tanh(ax) - ax(1 - \tanh^2(ax))}{\tanh^2(ax)},
\]

and

\[
\tanh(ax) - ax(1 - \tanh^2(ax)) = \tanh(ax) \left[ 1 - ax \left( \frac{1}{\tanh(ax)} - \tanh(ax) \right) \right].
\]

Since \( \sinh(x)/x \) and \( \cosh(x) \) attain the minimum value 1 at \( x = 0 \), we obtain

\[
1 - ax \left( \frac{1}{\tanh(ax)} - \tanh(ax) \right) = 1 - \frac{ax}{\sinh(ax) \cosh(ax)} > 0,
\]

for \( x > 0 \). Hence, \( \xi_0(x) \) is strictly increasing for \( x > 0 \).

1. The function \( \xi_1(x) \). We show that

\[
\xi_1(x) = \xi_1(x; a, b) = \frac{\sinh(ax)}{\sinh(bx)},
\]

with \( b > a > 0 \) is strictly decreasing for \( x > 0 \). We have

\[
\xi'_1(x) = \frac{a \cosh(ax) \sinh(bx) - b \sinh(ax) \cosh(bx)}{\sinh^2(bx)} = \xi_1(x; a, b)(\xi_0(a; x) - \xi_0(b; x)).
\]

Since \( \xi_0(x) \) is strictly increasing for \( x > 0 \), we have \( \xi_0(a; x) < \xi_0(b; x) \) so that \( \xi'_1(x) < 0 \) for \( x > 0 \).

2. The function \( \xi_2(x) \). We show that

\[
\xi_2(x) = \xi_2(x; a, b) = \frac{\sinh(ax) \sinh((b - a)x)}{\sinh(bx) x},
\]

with \( b > a > 0 \) is strictly decreasing for \( x > 0 \). It follows that
\[ \frac{1}{\xi_2(x)} = \frac{x \sinh(xb)}{\sinh(ax) \sinh((b-a)x)} = \frac{x \sinh(ax) \cosh((b-a)x) + \sinh((b-a)x) \cosh(ax)}{\sinh(ax) \sinh((b-a)x)} = \frac{x}{\tanh((b-a)x)} + \frac{x}{\tanh(ax)} = \xi_0(x; b-a) + \xi_0(x; a). \]

Since \( \xi_0(x) \) is strictly increasing for \( x > 0 \), \( \xi_2(x) \) is strictly decreasing for \( x > 0 \).

3. The function \( \xi_3(x) \). Let \( a, b, c > 0 \) satisfy \( c < b - 2a \). We show that

\[ \xi_3(x) = \xi_3(x; a, b, c) = \frac{\sinh(ax) \sinh((b - 2a - 2c)x)}{\sinh(bx) x} \]

satisfies the following properties for \( x > 0 \):

1. If \( b - 2a - 2c > 0 \), then \( \xi_3(x) \) is strictly decreasing for \( x > 0 \).
2. If \( b - 2a - 2c = 0 \), then \( \xi_3(x) = 0 \).
3. If \( b - 2a - 2c < 0 \), then \( \xi_3(x) \) is strictly increasing for \( x > 0 \).

We have

\[ \xi_3(x; a, b, c) = \xi_2(x; a, b) \xi_1(x; b - 2a - 2c, b - a). \]

In the case of \( b - 2a - 2c > 0 \), it follows from \( b - a > b - 2a - 2c > 0 \) that \( \xi_1(x; b - 2a - 2c, b - a) \) is strictly decreasing for \( x > 0 \). Since \( \xi_2(x; a, b) \) is also strictly decreasing for \( x > 0 \), \( \xi_3(x) \) is strictly decreasing for \( x > 0 \). In the case of \( b - 2a - 2c < 0 \), we have

\[ \xi_3(x; a, b, c) = -\xi_2(x; a, b) \xi_1(x; -(b - 2a - 2c); b - a). \]

Owing to \( b - a -(-(b - 2a - 2c)) = 2(b - 2a - c) + a > 0 \), we find \( b - a > -(b - 2a - 2c) > 0 \), which means that \( \xi_1(x; -(b - 2a - 2c); b - a) \) is strictly decreasing for \( x > 0 \). Hence, \( -\xi_3(x) \) is positive and strictly decreasing for \( x > 0 \), that is, \( \xi_3(x) \) is strictly increasing for \( x > 0 \). It is straightforward to check that \( b/2 - a - c = 0 \) yields \( \xi_3 = 0 \).

**Appendix C: Limiting estimates of auxiliary functions**

We show useful formulae for the limits of \( E_{\pm}(c, z), U_{\pm}(c) \) and their related functions as \( c \to \infty \). The following lemma is used for the proof of Theorem 1(d).

**Lemma 3** For any \( z, z_1, z_2 > 0 \), we have
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\[ \lim_{c \to \infty} E_+(c, z) = 1, \quad \lim_{c \to \infty} E_-(c, z) = 0, \]
\[ \lim_{c \to \infty} U_+(c) = \frac{2r}{L}, \quad \lim_{c \to \infty} U_-(c) = 0, \]
\[ \lim_{c \to \infty} \frac{U_-(c)}{1 - E_+(c, z)} = 0, \quad \lim_{c \to \infty} \lambda_-(c)^2 U_-(c) = 1, \]
\[ \lim_{c \to \infty} \frac{1 - E_+(c, z_1)}{1 - E_+(c, z_2)} = \frac{z_1}{z_2}, \quad \lim_{c \to \infty} \frac{E_-(c, z_1)}{1 - E_+(c, z_2)} = 0, \]
\[ \lim_{c \to \infty} \frac{U_-(c)}{(1 - E_+(c, z_1))(1 - E_+(c, z_2))} = \frac{1}{z_1z_2}. \]

**Proof** It follows from (13) that

\[ \lim_{c \to \infty} \lambda_+(c) = \lim_{c \to \infty} \frac{2}{c + \sqrt{4 + c^2}} = 0, \]
\[ \lim_{c \to \infty} \lambda_-(c) = \lim_{c \to \infty} \frac{-c - \sqrt{4 + c^2}}{2} = -\infty, \]
\[ \lim_{c \to \infty} \frac{\lambda_-}{2\theta(c)} = \lim_{c \to \infty} \frac{1}{2} \left( \frac{-c}{\sqrt{4 + c^2}} - 1 \right) = -1, \]

and we have

\[ \lim_{c \to \infty} E_+(c, z) = \lim_{c \to \infty} \exp(-z\lambda_+(c)) = 1, \]
\[ \lim_{c \to \infty} E_-(c, z) = \lim_{c \to \infty} \exp(z\lambda_-(c)) = 0. \]

Thus, we obtain

\[ \lim_{c \to \infty} U_-(c) = \lim_{c \to \infty} \frac{\lambda_+(c)}{2\theta(c)} \frac{1 - E_-(c, 2r)}{1 - E_+(c, L)} = 0, \]
\[ \lim_{c \to \infty} \lambda_-(c)^2 U_-(c) = \lim_{c \to \infty} \frac{-\lambda_-(c)}{2\theta(c)} \frac{1 - E_-(c, 2r)}{1 - E_+(c, L)} = 1, \]

in which we used \( \lambda_+\lambda_- = -1 \). Note that \( E_+(c, z) = 1 - z\lambda + (c) + o(\lambda_+(c)) \). Then,

\[ \lim_{c \to \infty} \frac{\lambda_+(c)}{1 - E_+(c, z)} = \lim_{c \to \infty} \frac{\lambda_+(c)}{1 - (1 - z\lambda_+(c) + o(\lambda_+(c)))} = \frac{1}{z}, \]
\[ \lim_{c \to \infty} \frac{1 - E_+(c, z_1)}{1 - E_+(c, z_2)} = \lim_{c \to \infty} \frac{1 - (1 - z_1\lambda_+(c) + o(\lambda_+(c)))}{1 - (1 - z_2\lambda_+(c) + o(\lambda_+(c)))} = \frac{z_1}{z_2}, \]

for \( z > 0, z_1 > 0, z_2 > 0 \), which yields
\[
\lim_{c \to \infty} U_+(c) = \lim_{c \to \infty} \frac{-\lambda_-(c)(1 - E_+(c, 2r))}{\lambda_+(c)(1 - E_+(c, L))} = \frac{2r}{L},
\]
\[
\lim_{c \to \infty} \frac{U_-(c)}{1 - E_+(c, z)} = \lim_{c \to \infty} \frac{\lambda_-(c)(1 - E_-(c, 2r))}{\lambda_+(c)(1 - E_+(c, z))} = 0,
\]
\[
\lim_{c \to \infty} \frac{E_-(c, z_1)}{1 - E_+(c, z_2)} = \lim_{c \to \infty} \frac{-\lambda_-(c) \exp(\lambda_-(c)z)}{z_2 + \frac{\alpha \lambda_+(c)}{\lambda_-(c)}} = 0,
\]
\[
\lim_{c \to \infty} \frac{U_-(c)}{(1 - E_+(c, z_1))(1 - E_+(c, z_2))} = \lim_{c \to \infty} \frac{-\lambda_-(c) \lambda_+(c)(1 - E_-(c, 2r))}{\lambda_+(c)(1 - E_+(c, z_1)) \lambda_-(c)(1 - E_+(c, z_2))} = \frac{1}{z_1 z_2}.
\]

References

1. Ballerini, M., Cabibbo, N., Candelier, R., Cavagna, A., Cisbani, E., Giardina, I., et al.: Interaction ruling animal collective behavior depends on topological rather than metric distance: evidence from a field study. Proc. Natl. Acad. Sci. USA \textbf{105}, 1232–1237 (2008)
2. Bánsági Jr., T., Wrobe, M.M., Scott, S.K., Taylor, A.F.: Motion and interaction of aspirin crystals at aqueous-air interfaces. J. Phys. Chem. B \textbf{117}, 13572–13577 (2013)
3. Boniface, D., Cottin-Bizonne, C., Kervil, R., Ybert, C., Detcheverry, F.: Self-propulsion of symmetric chemically active particles: point-source model and experiments on camphor disks. Phys. Rev. E \textbf{99}, 062605 (2019)
4. C̆ejková, J., Novák, M., S̆tĕpánek, F., Hanczyc, M.M.: Dynamics of chemotactic droplets in salt concentration gradients. Langmuir \textbf{30}, 11937–11944 (2014)
5. Chen, X., Ei, S.-I., Mimura, M.: Self-motion of camphor discs. Model and analysis. Netw. Heterog. Media \textbf{3}, 1–18 (2009)
6. Cira, N.J., Benusiglio, A., Prakash, M.: Vapour-mediated sensing and motility in two-component droplets. Nature \textbf{519}, 446–450 (2015)
7. Ei, S.-I., Mimura, M., Nagayama, M.: Pulse-pulse interaction in reaction-diffusion systems. Phys. D \textbf{165}, 176–198 (2002)
8. Ei, S.-I., Ikeda, K., Nagayama, M., Tomoeda, A.: Application of a center manifold theory to a reaction-diffusion system of collective motion of camphor disks and boats. Math. Bothmica \textbf{139}(2), 363–371 (2014)
9. Ei, S.-I., Kitahata, H., Koyano, Y., Nagayama, M.: Interaction of non-radially symmetric camphor particles. Phys. D \textbf{368}(1), 10–26 (2018)
10. Hayashima, Y., Nagayama, M., Nakata, S.: A camphor oscillates while breaking symmetry. J. Phys. Chem. B \textbf{105}, 5353–5357 (2001)
11. Heisler, E., Suematsu, N.J., Awazu, A., Nishimori, H.: Swarming of self-propelled camphor boats. Phys. Rev. E \textbf{85}, 055201(R) (2012)
12. Heisler, E., Suematsu, N.J., Awazu, A., Nishimori, H.: Collective motion and phase transitions of symmetric camphor boats. J. Phys. Soc. Jpn. \textbf{81}, 074605 (2012)
13. Iida, K., Suematsu, N.J., Miyahara, Y., Kitahata, H., Nagayama, M., Nakata, S.: Experimental and theoretical studies on the self-motion of a phenanthroline disk coupled with complex formation. Phys. Chem. Chem. Phys. \textbf{12}, 1557–1563 (2010)
14. Iida, K., Kitahata, H., Nagayama, M.: Theoretical study on the translation and rotation of an elliptic camphor particle. Phys. D \textbf{272}, 39–50 (2014)
Asymmetrically rotating solutions for a self-propelled model

15. Ikura, Y.S., Heisler, E., Awazu, A., Nishimori, H., Nakata, S.: Collective motion of symmetric camphor papers in an annular water channel. Phys. Rev. E 88, 012911 (2013)
16. Kitahata, H., Yoshikawa, K.: Chemo-mechanical energy transduction through interfacial instability. Phys. D 205, 283–291 (2005)
17. Kitahata, H., Iida, K., Nagayama, M.: Spontaneous motion of an elliptic camphor particle. Phys. Rev. E 87, 010901 (2013)
18. Kitahata, H., Koyano, Y., Iida, K., Nagayama, M.: Mathematical Model and Analyses on Spontaneous Motion of Camphor Particle. Self-organized Motion. RSC Publishing, pp. 31–62 (2018)
19. Kohira, M.I., Hayashima, Y., Nagayama, M., Nakata, S.: Synchronized self-motion of two camphor boats. Langmuir 17, 7124–7129 (2001)
20. Koyano, Y., Sakurai, T., Kitahata, H.: Oscillatory motion of a camphor grain in a one-dimensional finite region. Phys. Rev. E 94, 042215 (2016)
21. Koyano, Y., Gryciuk, M., Skrobanska, P., Malecki, M., Sumino, Y., Kitahata, H., Gorecki, J.: Relationship between the size of camphor driven rotor and its angular velocity. Phys. Rev. E 96, 012609 (2017)
22. Koyano, Y., Suematsu, N.J., Kitahata, H.: Rotational motion of a camphor disk in a circular region. Phys. Rev. E 99, 022211 (2019)
23. Matsuda, Y., Ikeda, K., Ikura, Y., Hishimori, H., Suematsu, N.J.: Dynamical quorum sensing in non-living active matter. J. Phys. Soc. Jpn 88, 093002 (2019)
24. Nagai, K., Sumino, Y., Kitahata, H., Yoshikawa, K.: Mode selection in the spontaneous motion of an alcohol droplet. Phys. Rev. E 71, 065301(R) (2005)
25. Nagayama, M., Nakata, S., Doi, Y., Hayashima, Y.: A theoretical and experimental study on the unidirectional motion of a camphor disk. Phys. D 194, 151–165 (2004)
26. Nagayama, M., Yadome, M., Kato, N., Kirisaka, J., Murakami, M., Nakata, S.: Bifurcation of self-motion depending on the reaction order. Phys. Chem. Chem. Phys. 11, 1085–1090 (2009)
27. Nakata, S., Iida, K., Nagayama, M., Nakata, S., Hasegawa, T.: Physicochemical design and analysis of self-propelled objects that are characteristically sensitive to environments. Phys. Chem. Chem. Phys. 17, 10326–10338 (2015)
28. Nakata, S., Nagayama, M.: Theoretical and Experimental Design of Self-propelled Objects Based on Nonlinearity, Self-organized Motion. RSC Publishing, pp. 1–30 (2018)
29. Nakata, S., Nagayama, M.: Asymmetrically rotating solutions for a self-propelled model. J. Phys. Chem. 112, 10848–10853 (2008)
30. Nakata, S., Branicki, M., Grzybowski, B.A.: Dynamic self-assembly in ensembles of camphor boats. J. Phys. Chem. B 112, 10848–10853 (2008)
31. Nakata, S., Branicki, M., Grzybowski, B.A.: Swarming in shallow waters. J. Phys. Chem. Lett. 2, 770–774 (2011)
41. Suematsu, N.J., Ikura, Y., Nagayama, M., Kawagishi, N., Nakamura, M., Kitahata, H., Murakami, M., Nakata, S.: Mode-switching of the self-motion of a camphor boat depending on the diffusion distance of camphor molecules. J. Phys. Chem. C 114, 9876–9882 (2010)
42. Suematsu, N.J., Nakata, S., Awazu, A., Nishimori, H.: Collective behavior of inanimate boats. Phys. Rev. E 81, 056210 (2010)
43. Suematsu, N.J., Tateno, K., Nakata, S., Nishimori, H.: Synchronized intermittent motion induced by the interaction between camphor disks. J. Phys. Soc. Jpn. 84, 034802 (2015)
44. Sumino, Y., Magome, N., Hamada, T., Yoshikawa, K.: Self-running droplet: emergence of regular motion from nonequilibrium noise. Phys. Rev. Lett. 94, 068301 (2005)
45. Tanaka, S., Sogabe, Y., Nakata, S.: Spontaneous change in trajectory patterns of a self-propelled oil droplet at the air-surfactant solution interface. Phys. Rev. E 91, 032406 (2015)
46. Tanaka, S., Nakata, S., Kano, T.: Dynamic ordering in a swarm of floating droplets driven by solutal Marangoni effect. J. Phys. Soc. Jpn. 86, 101004 (2017)
47. Thiele, U., John, K., Bar, M.: Dynamical model for chemically driven running droplets. Phys. Rev. Lett. 93, 027802 (2004)
48. Vicsek, T., Czirok, A., Ben-Jacob, E., Cohen, I., Shochet, O.: Novel type of phase transition in a system of self-driven particles. Phys. Rev. Lett. 75, 1226–1229 (1995)
49. Vicsek, T., Zafeiris, A.: Collective motion. Phys. Rep. 517, 71–140 (2012)
50. Zhang, H.P., Be’er, A., Florin, E.-L., Swinney, H.L.: Collective motion and density fluctuations in bacterial colonies. PNAS 107, 13626–13630 (2010)

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.